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Resumo
Neste trabalho investigamos o comportamento crı´tico de sistemas fı´sicos com interac¸o˜es compe-
titivas que apresentam pontos de Lifshitz m-axiais. Para esse estudo usamos as te´cnicas de Teoria
Quaˆntica de Campos Escalares Massivos com interac¸o˜es do tipo λφ 4 para obtermos uma expansa˜o
perturbativa para as func¸o˜es de ve´rtice de dois pontos ate´ a ordem de treˆs loops e de quatro pon-
tos ate´ a ordem de dois loops. Essas func¸o˜es de ve´rtice foram regularizadas usando o me´todo de
regularizac¸a˜o dimensional e renormalizadas usando o me´todo de subtrac¸a˜o mı´nima de po´los dimen-
sionais, onde foi adicionado contra-termos a` Lagrangiana inicial, caracterizando o me´todo BPHZ
(Bogoliubov-Parasiuk-Hepp-Zimmermann). Atrave´s das ideias do Grupo de Renormalizac¸a˜o, foram
definidas as func¸o˜es de Wilson que originam os pontos fixos, e a partir dessas func¸o˜es e dos pontos
fixos, calculamos os expoentes crı´ticos anisotro´picos ητ , ate´ a ordem treˆs em nu´mero de loops, e ντ
ate´ a ordem dois em nu´mero de loops, que caracterizam o comportamento crı´tico do tipo Lifshitz
m-axial. Os expoentes calculados usando a presente te´cnica esta˜o em perfeita concordaˆncia com os
resultados obtidos usando outros me´todos, confirmando assim a conhecida e importante hipo´tese de
universalidade.
Palavras-chave: Subtrac¸a˜o mı´nima, expoentes crı´ticos, ponto de Lifshitz, renormalizac¸a˜o, siste-
mas competitivos.
Abstract
In this work we investigate the critical behavior of physical systems with competing interactions
that present points Lifshitz m-axial. For this study we used the techniques of Quantum Field Theory
with Massive Scalar interactions of type λφ 4 in order to obtain a perturbative expansion for the two-
point vertex part up to the 3-loop order and four-point vertex function up to 2-loop level. These vertex
functions were regularized using the method of dimensional regularization and renormalized using
the minimal subtraction of dimensional poles method.In particular, counterterms have been added to
the original Lagrangian, which is the main feature of the method BPHZ (Bogoliubov-Parasiuk-Hepp-
Zimmermann). Through the renormalization group ideas, we defined the Wilson functions which shall
produce nontrivial fixed points, and from these functions and fixed points, we calculate the anisotropic
critical exponents ητ , to the order of three in number loops, and ντ to the number of two in order loops,
which characterize the critical behavior of the Lifshitz type m-axial. The exponents calculated using
this technique are in perfect agreement with results obtained using other methods, thus confirming the
known and important hypothesis of universality.
Keywords: Minimal subtraction, critical exponents, Lifshitz point, renormalization, competitive
systems.
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1 Introduc¸a˜o
Transic¸o˜es de Fase e Fenoˆmenos Crı´ticos sempre ocuparam bastante espac¸o na literatura ci-
entı´fica por desempenhar um papel muito importante na histo´ria da humanidade. Em particular,
estas transic¸o˜es podem ocorrer em va´rios contextos desde a formac¸a˜o do universo, passando pela
estrutura microsco´pica das interac¸o˜es fundamentais, e mais importante, na descric¸a˜o de sistemas em
fı´sica da mate´ria condensada que atrave´s das informac¸o˜es adquiridas podemos usa´-las no desenvol-
vimento e aprimoramento de novas tecnologias. Este tema representa uma grande importaˆncia tanto
para aplicac¸o˜es tecnolo´gicas como para os fundamentos de fı´sica. Dentre as aplicac¸o˜es, encontra-
mos facilmente uma extensa lista do uso da fı´sica de transic¸o˜es de fase e fenoˆmenos crı´ticos, como
um exemplo temos o uso do conhecimento deste ramo da fı´sica na confecc¸a˜o e funcionamento de
aparelhos eletroeletroˆnicos que inclusive fazem parte do nosso cotidiano.
Ao desenvolvermos aplicac¸o˜es nos va´rios setores da nossa sociedade moderna, usando sistemas
fı´sicos exibindo transic¸o˜es de fase, necessitamos de um conhecimento preciso das propriedades fı´sicas
desses sistemas. Para tal, temos que usar um formalismo que nos deˆ a quantidade de informac¸a˜o
necessa´ria sobre essas propriedades, com base em seus aspectos fundamentais. Isto e´ feito usando
modelos microsco´picos que representam os sistemas fı´sicos estudados. Com esses modelos podemos
extrair informac¸o˜es que nos permitem entender as transic¸o˜es de fase que ocorrem em tais sistemas em
seu nı´vel macrosco´pico.
As Transic¸o˜es de Fase mencionadas anteriormente, possuem uma classificac¸a˜o. De acordo com
tal classificac¸a˜o [1], uma transic¸a˜o de fase e´ dita de primeira ordem se a primeira derivada da energia
livre e´ descontı´nua, ou seja, quando ha´ descontinuidades, por exemplo, na energia interna e/ou na
magnetizac¸a˜o do sistema. Talvez o melhor exemplo para uma transic¸a˜o deste tipo seja a transic¸a˜o da
a´gua entre os estados so´lido e lı´quido, onde percebe-se a coexisteˆncia de fases e uma descontinuidade
na energia interna do sistema, cujo paraˆmetro de ordem do sitema e´ dado pela densidade. Ainda de
acordo com a classificac¸a˜o de Fisher [1], transic¸o˜es contı´nuas ou crı´ticas (muitas vezes chamadas
de segunda ordem) sa˜o aquelas que apresentam a primeira derivada da energia livre contı´nua e sua
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segunda derivada descontı´nua ou infinita.
Um exemplo deste tipo de transic¸a˜o e´ a sofrida por alguns materiais magne´ticos. Abaixo de
uma determinada temperatura crı´tica Tc, tambe´m conhecida como temperatura de Curie, o sistema
encontra-se magnetizado. `A medida que a temperatura aumenta, percebe-se que a magnetizac¸a˜o dimi-
nui continuamente ate´ atingir um valor nulo na temperatura crı´tica. Ao mesmo tempo observa-se uma
divergeˆncia na susceptibilidade magne´tica do sistema. As formac¸o˜es ferromagne´ticas (ou domı´nios
magne´ticos) mergulhadas na fase paramagne´tica e vice-versa ocorrem em todas as escalas de distaˆncia,
conforme aumentamos ou diminuı´mos a temperatura em torno da temperatura crı´tica. Na fase ferro-
magne´tica, a interac¸a˜o entre os spins e´ mais forte que os efeitos te´rmicos e os deixam alinhados com
uma ordenac¸a˜o uniforme dentro de um domı´nio. Ao passo que na fase paramagne´tica, os efeitos
te´rmicos vencem a interac¸a˜o entre os spins e os desalinham desordenadamente, como mostra a Figura
1.1 .
Figura 1.1: Representac¸a˜o esquema´tica dos spins em (a) na fase paramagne´tica, (b) na fase ferro-
magne´tica.
O modelo mais simples utilizado no estudo de transic¸o˜es de fase em sistemas magne´ticos e´ o
modelo de Ising [2]. Esse modelo foi proposto para tentar entender o comportamento do tipo ima˜
(ferromagne´tico) de sistemas magne´ticos, e teve uma soluc¸a˜o exata, em sua versa˜o unidimensional,
obtida pela primeira vez por E. Ising. O modelo de Ising bidimensional foi resolvido exatamente, sem
um campo magne´tico externamente aplicado, onde o pioneiro nessa soluc¸a˜o foi L. Onsager [3]. Na
presenc¸a de um campo magne´tico, o caso bidimensional ainda na˜o tem soluc¸a˜o analı´tica, assim como
o caso tridimensional, mesmo na auseˆncia de um campo externo.
Uma caracterı´stica comum em transic¸o˜es de fases e´ a existeˆncia de paraˆmetros que teˆm um va-
lor na˜o nulo em uma temperatura abaixo da temperatura crı´tica e que se anulam continuamente na
temperatura crı´tica. Tal paraˆmetro e´ conhecido como paraˆmetro de ordem, e foi inicialmente introdu-
zido por Lev Landau. Em alguns casos, a identificac¸a˜o do paraˆmetro de ordem na˜o e´ trivial, podendo
ocorrer deste na˜o ser um escalar e/ou ter que ser descrito por nu´meros complexos. No contexto de
sistemas magne´ticos, temos que o momento magne´tico por unidade de volume define a magnetizac¸a˜o
espontaˆnea M do material. Assim uma magnetizac¸a˜o M = 0 define o estado desordenado e M 6= 0
o estado ordenado. Uma vez que, nesse contexto, as transic¸o˜es esta˜o associadas a uma mudanc¸a de
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um estado desordenado de alta temperatura para um estado ordenado de baixa temperatura. Dizemos
enta˜o que a magnetizac¸a˜o M e´ o paraˆmetro de ordem do sistema, pois da´ informac¸a˜o de quando se tem
ordem ou na˜o no sistema. Transic¸o˜es de fase de segunda ordem sa˜o caracterizadas por um paraˆmetro
de ordem que vai continuamente a zero na temperatura de transic¸a˜o.
No estudo de transic¸o˜es de fases estamos interessados em estudar o comportamento do sistema em
regio˜es pro´ximas ao ponto crı´tico. Resultados experimentais e teo´ricos indicam que o comportamento
das propriedades do sistema podem, em geral, ser descritas por leis de poteˆncia simples, caracterizando
um conjunto de expoentes crı´ticos. Atrave´s da introduc¸a˜o do paraˆmetro denominado temperatura
reduzida t, onde
t =
T −Tc
Tc
, (1.1)
que mede a distaˆncia em relac¸a˜o ao ponto crı´tico e nos da´ a informac¸a˜o sobre em qual lado da transic¸a˜o
estamos, podemos expressar o comportamento assinto´tico das func¸o˜es termodinaˆmicas, definindo com
isso os expoentes crı´ticos da seguinte forma:
C ∼ |t|−α, (1.2)
onde α e´ o expoente crı´tico associado a` singularidade do calor especı´fico C quando t → 0;
M ∼ |t|β , (1.3)
onde β e´ o expoente crı´tico que caracteriza o paraˆmetro de ordem M (magnetizac¸a˜o espontaˆnea no
caso de sistemas magne´ticos, ou a diferenc¸a de densidade no caso lı´quido-ga´s), mostrando como
M → 0, para T → 0. Ainda temos
χ ∼ |t|−γ , (1.4)
onde o expoente crı´tico γ esta´ associado a` divergeˆncia da susceptibilidade/compressibilidade isote´r-
mica χ quando t → 0, e
M ∼ H1/δ . (1.5)
Essa u´ltima expressa˜o (equac¸a˜o de estado), que define o expoente crı´tico δ , nos da´ a relac¸a˜o entre o
paraˆmetro de ordem na isoterma crı´tica (t = 0) e o campo externo/pressa˜o aplicada H.
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Olhando agora para as correlac¸o˜es, no qual significa uma dependeˆncia de termos entre si, existen-
tes nos sistemas que exibem o comportamento crı´tico, por exemplo, as correlac¸o˜es entre os spins no
caso magne´tico, podemos considerar ainda mais dois expoentes crı´ticos. As func¸o˜es de correlac¸a˜o sa˜o
de grande utilidade no estudo das flutuac¸o˜es que ocorrem em tais sistemas e definem os dois u´ltimos
expoentes. Consideremos a func¸a˜o de correlac¸a˜o g(R) entre dois spins, indicados genericamente por
si e s j, localizados nas posic¸o˜es~ri e~r j, respectivamente, participantes de um sistema magne´tico que
pode ser tratado pelo modelo Ising, situados a uma distaˆncia R = |~ri−~r j|, onde
g(R) = 〈sis j〉−〈si〉〈s j〉, (1.6)
e 〈· · · 〉 indica a me´dia termodinaˆmica do argumento em questa˜o. A equac¸a˜o (1.6) mede a probabilidade
condicional de que o spin em um dado sı´tio aponte em uma certa direc¸a˜o, dado que o spin numa origem
definida tambe´m aponte na mesma direc¸a˜o. O segundo termo a` direita na equac¸a˜o (1.6) garante que se
esta´ descontando a possibilidade de os spins serem paralelos na˜o devido a` correlac¸a˜o direta entre eles,
mas por se estar numa fase de baixa temperatura, onde a magnetizac¸a˜o espontaˆnea tende a alinhar
todos os spins na mesma direc¸a˜o [4]. Podemos escrever ainda a func¸a˜o de correlac¸a˜o da seguinte
forma
g(R) = 〈(si−〈si〉)(s j−〈s j〉)〉= 〈(si−M)(s j−M)〉. (1.7)
Essa func¸a˜o e´ denominada func¸a˜o de correlac¸a˜o spin-spin. De acordo com a definic¸a˜o [4], espera-se
que g(R) se comporte da seguinte forma
g(R)∼ exp(−R/ξ )
Rd−2+η
, (1.8)
onde d e´ o nu´mero de dimenso˜es do sistema, ξ e´ o comprimento de correlac¸a˜o, o qual nos da´ a escala
do alcance das correlac¸o˜es entre as flutuac¸o˜es, neste caso especı´fico, flutuac¸o˜es da magnetizac¸a˜o.
Em uma transic¸a˜o de primeira ordem, o comprimento de correlac¸a˜o e´ sempre finito, o que impede a
ocorreˆncia, de invariaˆncia de escala, para esse tipo de transic¸a˜o. Pore´m, pro´ximo a uma transic¸a˜o de
segunda ordem, o comprimento de correlac¸a˜o, ou seja, o alcance das correlac¸o˜es entre as flutuac¸o˜es,
diverge e sua forma assinto´tica para t → 0 e´ dada por
ξ ∼ |t|−ν, (1.9)
onde ν e´ o expoente crı´tico associado a` divergeˆncia do comprimento de correlac¸a˜o numa transic¸a˜o
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de segunda ordem. Em Tc, a equac¸a˜o (1.8) mostra que as correlac¸o˜es tomam a forma de uma lei
de poteˆncia, g(R) ∼ aηRd−2+η , onde η e´ um dos expoentes crı´ticos, recebendo o nome de dimensa˜o
anoˆmala, pois aparentemente ha´ uma violac¸a˜o da ana´lise dimensional quando comparado com o
resultado fornecido pela teoria de Landau. A explicac¸a˜o desse paradoxo esta´ em que outra escala de
comprimento deve necessariamente estar envolvida. Como o comprimento de correlac¸a˜o e´ infinito no
ponto crı´tico, ele na˜o pode fornecer a escala procurada [5].
Foi mostrado pela primeira vez por Rushbrooke [6], Griffiths [7, 8], Josephson [9, 10] e Fisher
[11], que usaram apenas termodinaˆmica ba´sica e algumas suposic¸o˜es razoa´veis, que os seis expoentes
crı´ticos deveriam satisfazer a quatro desigualdades. Posteriormente, experimentos indicaram que essas
desigualdades deveriam ser, na verdade, igualdades. Enfatizando assim, a importaˆncia de se obter
experimentalmente esses expoentes crı´ticos.
Antes do desenvolvimento da teoria do grupo de renormalizac¸a˜o, alguns pesquisadores percebe-
ram que na regia˜o crı´tica as quantidades fı´sicas tinham um comportamento mais simples como func¸a˜o
dos paraˆmetros externos, como temperatura e campo magne´tico no caso dos ferromagnetos. Um dos
primeiros a notar essa simplificac¸a˜o foi Ben Widom [12]. Essa simplificac¸a˜o leva o nome de Teoria
de Escala (ou de escalamento, ”scaling theory”). Uma das consequeˆncias mais importantes da teoria
de escala e´ mostrar que os expoentes crı´ticos na˜o sa˜o independentes, mas satisfazem algumas relac¸o˜es
que formam as leis de escala. Atrave´s da hipo´tese de escala de Widom [12], ele supoˆs que a energia
livre de Helmotz f (T,H) poderia ser escrita como
f (T,H) = t1/yψ
(
H
tx/y
)
, (1.10)
que leva a`s relac¸o˜es de escala de Rushbrooke (1.11) e a de Widom (1.12) dadas por
α +2β + γ = 2, (1.11)
γ = β (δ −1). (1.12)
As outras duas relac¸o˜es de escalas entre os expoentes crı´ticos relacionados a`s func¸o˜es de correlac¸a˜o,
sa˜o as relac¸o˜es de escala de Fisher (1.13) e Josephson (1.14), dadas por
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γ = ν(2−η), (1.13)
νd = 2−α. (1.14)
Destas relac¸o˜es vemos que, obtendo independentemente apenas dois expoentes dentre os seis
existentes, pode-se obter os quatro expoentes restantes atrave´s dessas quatro relac¸o˜es de escala.
Utilizando a teoria do grupo de renormalizac¸a˜o, pode-se obter essas relac¸o˜es de escalas por primei-
ros princı´pios e na˜o meramente atrave´s de hipo´teses apresentada acima. A ideia pioneira foi devida a
Kadanoff [13], com sua te´cnica de dizimac¸a˜o ou grupo de renormalizac¸a˜o no espac¸o real. A brilhante
ideia de Kadanoff permitiu integrar as flutuac¸o˜es da magnetizac¸a˜o com pequenos comprimentos de
onda de maneira a incluir apenas as flutuac¸o˜es com grandes comprimentos de onda responsa´vel pelo
comportamento coletivo em grandes distaˆncias. Por simplicidade, podemos visualizar a ideia conside-
rando o modelo Ising bidimensional em uma rede quadrada que possui uma determinada constante de
rede (distaˆncia entre dois vizinhos mais pro´ximos). Considerando uma pequena regia˜o contendo qua-
tro spins, temos que o comprimento de correlac¸a˜o e´ muito grande perto da temperatura crı´tica, enta˜o
todos os spins de tal bloco esta˜o fortemente correlacionados, enta˜o esses spins esta˜o em apenas dois
estados possı´veis: todos para cima ou todos para baixo. Assim, uma dizimac¸a˜o corresponde a trans-
formar quatro spins de um bloco em um u´nico spin efetivo, como mostra a figura 1.2. Aplicando esta
te´cnica a todos os pontos da rede, obtemos uma rede efetiva cujo paraˆmetro de rede e´ agora maior que
o original. Este processo pode ser realizado um grande nu´mero de vezes, sendo eficiente por exem-
plo em ca´lculos nume´ricos. Esta te´cnica originou a uma linha de pesquisa conhecida como grupo de
renormalizac¸a˜o no espac¸o real. Do ponto de vista quantitativo, esta abordagem na˜o rendeu grandes
resultados, pois o me´todo permite obter apenas pequenas correc¸o˜es a`s soluc¸o˜es de campo me´dio para
as grandezas desejadas.
Entretanto, esta ideia foi adaptada ao espac¸o dos momentos levando a resultados espetaculares:
as transformac¸o˜es de dizimac¸a˜o sobre blocos de spin ganhavam agora um significado mais preciso
em termos matema´ticos, permitindo pela primeira vez obter resultados analı´ticos muito ale´m da teoria
de campo me´dio para as grandezas de interesse. Estas transformac¸o˜es de grupo de renormalizac¸a˜o
no espac¸o dos momentos correspondem a resolver o problema na˜o-trivial da interac¸a˜o entre todas as
escalas de comprimento envolvidas. De acordo com Wilson [14, 15], para examinarmos o problema
no regime IR (para grandes escalas ≫ 1, que caracteriza a regia˜o infravermelho) tudo o que temos
que fazer e´ integrar os modos com pequenos comprimentos de onda (dizimac¸a˜o) sucessivamente.
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Figura 1.2: Visualizac¸a˜o da construc¸a˜o dos blocos de spins de Kadanoff. A rede original (a) de spins
de cada sı´tio e´ dividido em blocos (b) de 4 spins por bloco que e´ substituı´do por uma nova rede (c) de
spins ”efetivos”.
Quando as grandezas desejadas na˜o mudam mais depois de um nu´mero de interac¸o˜es de grupo de
renormalizac¸a˜o, dizemos que o sistema fı´sico esta´ em um ponto fixo, que nos leva aos pontos crı´ticos
do sistema, e sa˜o caracterizados pela invariaˆncia de escala. Estes conceitos juntamente com a expansa˜o
perturbativa em um paraˆmetro pequeno (ε = 4−d, onde d e´ a dimensa˜o espacial do sistema) fornece
a chave para obter os resultados analı´ticos mais interessantes.
Percebe-se que existem grupos de sistemas caracterizados pelo mesmo conjunto de expoentes
crı´ticos, apesar das temperaturas crı´ticas serem, em geral, diferentes. Desta forma, podemos definir
classes de universalidades, que sa˜o conjuntos de sistemas que possuem os mesmos expoentes crı´ticos
[16]. Os expoentes crı´ticos dependem apenas da dimensa˜o espacial do sistema (d), da simetria e di-
mensionalidade do paraˆmetro de ordem (n) e do alcance das interac¸o˜es [17] definindo um par (N,d), e
na˜o de detalhes microsco´picos do sistema. As classes de universalidade permitem que atrave´s do es-
tudo de sistemas mais simples possamos obter importantes propriedades de sistemas mais complexos.
Em geral, as classes de universalidade recebem o nome do modelo mais simples para o qual um deter-
minado conjunto de expoentes crı´ticos e´ observado. Outros exemplos de grandezas fı´sicas universais
sa˜o razo˜es entre amplitudes de potenciais termodinaˆmicos acima e abaixo da transic¸a˜o, como o calor
especı´fico e a susceptibilidade.
Sistemas competitivos, dentre eles os que exibem competic¸a˜o do tipo Lifshitz, teˆm atraı´do grande
atenc¸a˜o em diferentes contextos nos u´ltimos anos. No contexto de sistemas magne´ticos [16, 18–24],
a competic¸a˜o entre as interac¸o˜es ferromagne´ticas entre os spins de uma rede, que sa˜o primeiros vi-
zinhos, e a temperatura do sistema de spins, provoca o surgimento de duas fases, uma desordenada
associada a` temperatura, que tende a desordenar as orientac¸o˜es relativas dos spins e uma ordenada,
onde os spins tendem a se alinhar em uma dada direc¸a˜o preferencial. Quando ha´ a competic¸a˜o entre
as interac¸o˜es ferromagne´ticas entre os spins de uma rede que sa˜o primeiros vizinhos, as interac¸o˜es
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antiferromagne´ticas entre spins que sa˜o segundos vizinhos e a temperatura, originam-se treˆs fases dis-
tintas: uma desordenada, uma ordenada ferromagne´tica e uma ordenada modulada. Em cristais, a fase
modulada no modelo ANNNI (axial next-nearest-neighbor Ising, [25, 26]) descreve uma organizac¸a˜o
quasi-perio´dica unidimensional desenvolvida ao longo da direc¸a˜o da magnetizac¸a˜o. Nesta fase o spin
e´ representado por s(x) = cos(k0z), onde k0 = 2pi/λ e´ o vetor de onda da modulac¸a˜o. A fase incomen-
surada tem a raza˜o λ/a irracional, em que a e´ o espac¸amento da rede. O diagrama de fase do modelo
e´ representado na Figura 1.3.
Figura 1.3: Diagrama de fases para um comportamento crı´tico de Lifshitz uniaxial de segundo cara´ter,
onde o termo segundo cara´ter refere-se ao acoplamento ate´ segundos vizinhos, exibido pelo modelo
ANNNI. A linha tracejada indica a transic¸a˜o de primeira ordem entre duas fases ordenadas. A li-
nha contı´nua corresponde a transic¸a˜o de segunda ordem entre fases desordenadas e ordenadas. A
intersecc¸a˜o das linhas das transic¸o˜es e´ o denominado de ponto multicrı´tico de Lifshitz (ponto de
Lifshitz). O paraˆmetro p e´ definido por p = J2/J1.
Ainda no contexto de sistemas magne´ticos que exibem competic¸a˜o, vamos considerar J1 como
sendo a constante de acoplamento da interac¸a˜o de troca entre primeiros vizinhos e J2 a constante de
acoplamento ana´loga associadada a` interac¸a˜o entre segundos vizinhos. Se para um determinado valor
das interac¸o˜es de troca entre primeiros vizinhos for ferromagne´tico, isto e´, J1 > 0 e aquela interac¸a˜o
de troca entre segundos vizinhos tambe´m for ferromagne´tico, isto e´, J2 > 0, e´ obtido os mesmos
expoentes crı´ticos de antes com interac¸o˜es entre apenas primeiros vizinhos, pois a interac¸a˜o favorece
o alinhamento dos spins. Mas se variarmos J1, J2, obtemos que para alguns valores J1 > 0 e J2 < 0,
o sinal negativo de J2 favorece o estado onde os spins sa˜o antiparalelos. Assim variando a raza˜o
J2/J1 e´ equivalente a introduzirmos competic¸a˜o entre ferromagnetismo e antiferromagnetismo nesses
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modelos.
Para esse u´ltimo caso, temos para uma particular temperatura TL (Temperatura de Lifshitz) um
ponto onde as treˆs fases coexistem, chamado de ponto de Lifshitz. Esses pontos de Lifshitz foram
introduzidos teoricamente na literatura pela primeira vez em 1975 [27]. Desde enta˜o houve um grande
estudo experimental desses pontos crı´ticos em sistemas fı´sicos de natureza completamente diferentes
como supercondutores de alta temperatura [28], crı´stais lı´quidos [29], cristais lı´quidos ferroele´tricos
[30], ferroele´tricos uniaxiais[31], alguns tipos de polı´meros [32], materiais magne´ticos e ligas [33].
Ha´ tambe´m trabalhos sobre esses pontos crı´ticos envolvendo transic¸o˜es de fase quaˆnticas [34].
A competic¸a˜o do tipo Lifshitz pode ser introduzida de duas maneiras, anisotro´pica e isotro´pica.
O caso anisotro´pico, o mais simples, ocorre quando existem interac¸o˜es ferromagne´ticas (J1 > 0) entre
primeiros vizinhos ao longo de todas as direc¸o˜es espaciais e interac¸o˜es antiferromagne´ticas (J2 <
0) entre segundos vizinhos ao longo de uma determinada direc¸a˜o espacial, como mostra a Figura
1.4. Essa anisotropia e´ chamada uniaxial e o comportamento crı´tico em tal situac¸a˜o e´ chamado de
comportamento crı´tico de Lifshitz uniaxial. Esse comportamento crı´tico ocorre quando a raza˜o J2/J1
tem um determinado valor na temperatura de Lifshitz. Para esse caso, existem sistemas reais com
medidas experimentais descritos pelo modelo ANNNI [35].
Figura 1.4: Representac¸a˜o do modelo ANNNI em d = 3, que exibe o comportamento crı´tico de
Lifshitz uniaxial de segundo cara´ter.
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Va´rias propriedades crı´ticas de pontos de Lifshitz teˆm sido estudadas recentemente [35–37]. Pos-
teriormente, um modelo mais geral foi proposto [38], no qual o sistema estudado agora possui uma
dimensa˜o arbitra´ria d e paraˆmetro de ordem com um nu´mero de componentes N qualquer (N = 1 no
caso de sistemas de spins de Ising representado pelo modelo ANNNI, N = 2 para o modelo XY repre-
sentado pelo modelo ANNNXY a e N = 3 para o modelo de Heinsenberg representado pelo modelo
ANNNH b, onde esses modelos possuem diagramas de fases similares. Nesses u´ltimos a fase mo-
dulada apresenta vetores de spin cujos valores me´dios precessionam em torno do eixo de modulac¸a˜o
como mostra a Figura 1.5 [39, 40]) e as interac¸o˜es antiferromagne´tica J2 ocorrem entre spins que sa˜o
segundos vizinhos e ao longo de m direc¸o˜es espaciais, conhecidas como eixos de competic¸a˜o, defi-
nindo assim pontos de Lifshitz de segundo cara´ter m-axial, como mostra a Figura 1.6. Esses sistemas
pertencem a uma classe de universalidade caracterizada por (N,d,m) e exibem um comportamento
crı´tico do tipo Lifshitz m-axial. Podemos ter competic¸a˜o isotro´pica quando J1 e J2 teˆm componentes
em todas as direc¸o˜es espaciais d = m. As classes de universalidade para esses sistemas sa˜o definidas
por (N,m).
Figura 1.5: Representac¸a˜o esquema´tica dos spins na fase modulada em (g) para o modelo ANNNXY
e (h) para o modelo ANNNH. Ambos sa˜o chamados de fases he´licas.
Em 2005 [41], o modelo anterior foi extendido mais ainda, onde as interac¸o˜es antiferromagne´ticas
ocorrem entre vizinhos mais distantes, ate´ o L-e´simo vizinho. Esse e´ o caso de pontos de Lifshitz de
cara´ter geral. Em ambos os casos, de segundo cara´ter e de cara´ter geral, a teoria estudada foi uma teoria
quaˆntica de campo escalar com interac¸o˜es do tipo λφ 4 em d dimenso˜es com massa nula, regularizada
usando o me´todo de regularizac¸a˜o dimensional e renormalizada usando condic¸o˜es de normalizac¸a˜o,
fixando os momentos externos dos diagramas de Feynman. Tambe´m foi usado o me´todo de subtrac¸a˜o
mı´nima de po´los dimensionais, onde os momentos externos sa˜o mantidos arbitra´rios em uma teoria
sem massa ( o resultado final para grandezas fı´sicas universais, usando me´todos diferentes, sa˜o os
mesmos e so´ dependem de d, N e m2,m3, ...,mL). Posteriormente, o mesmo modelo foi usado para
o ca´lculo dos mesmos expoentes crı´ticos, mas agora em uma teoria massiva usando regularizac¸a˜o
aAxial-Next-Nearest-Neighbor XY
bAxial-Next-Nearest-Neighbor Heisenberg
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dimensional e condic¸o˜es de normalizac¸a˜o, tanto para pontos de Lifshitz de segundo cara´ter como para
os de cara´ter geral [42–44].
Figura 1.6: Representac¸a˜o do modelo ANNNI em d = 3, que exibe o comportamento crı´tico de
Lifshitz m-axial de segundo cara´ter, onde m = 2.
Nesta dissertac¸a˜o, investigamos o comportamento crı´tico de sistemas fı´sicos com interac¸o˜es com-
petitivas que apresentam pontos de Lifshitz m-axiais. Para esse estudo, resumimos os aspectos funda-
mentais no capı´tulo 2, onde abordamos as te´cnicas de Teoria Quaˆntica de Campos Escalares Massivos
com interac¸o˜es do tipo λφ 4 para obtermos uma expansa˜o perturbativa para as func¸o˜es de ve´rtice de
2-pontos e de 4-pontos ate´ a ordem de 2-loops. Essas func¸o˜es de ve´rtice foram regularizadas usando
o me´todo de regularizac¸a˜o dimensional e renormalizadas usando o me´todo de subtrac¸a˜o mı´mina
de po´los dimensionais, onde foi adicionado contra-termos a` Lagrangiana inicial, caracterizando o
me´todo BPHZ (Bogoliubov-Parasiuk-Hepp-Zimmermann) [45]. Atrave´s das ideias do Grupo de
Renormalizac¸a˜o, foram definidas as func¸o˜es de Wilson que originam os pontos fixos, e a partir dessas
func¸o˜es e dos pontos fixos, podemos calcular os expoentes crı´ticos do sistema.
No capı´tulo 3, calculamos os expoentes crı´ticos anisotro´picos ητ , ate´ a ordem treˆs em nu´mero de
loops, e ντ ate´ a ordem dois em nu´mero de loops, que caracterizam o comportamento crı´tico do tipo
Lifshitz m-axial. Todos os expoentes calculados esta˜o em perfeita concordaˆncia com os correspon-
dentes expoentes calculados anteriormente usando outros me´todos, confirmando assim a conhecida e
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importante hipo´tese de universalidade.
No capı´tulo 4 discutimos os nossos resultados e concluı´mos com algumas perspectivas futuras
resultantes dessa discussa˜o.
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2 Me´todo de BPHZ para Teoria λφ 4
A fim de definir adequadamente uma teoria de campo, e´ necessa´rio regularizar o comportamento
de curtas distaˆncias dos sistemas. Isso pode ser feito com a ajuda da estrutura original do sistema
ou por uma te´cnica matema´tica. Outra possiblidadae e´ de trabalhar no espac¸o-tempo contı´nuo, mas
assumindo que todo o momento esta´ confinado em uma esfera de raio Λ grande, chamado espac¸o
de momento de corte ( momentum space cutoff). Tal corte, fornece um menor comprimento de
escala sobre o qual o paraˆmetro de ordem pode variar. Temos que distaˆncias muito curtas so´ se tornam
visı´veis sob luz ultravioleta, neste caso Λ e´ chamado de corte ultravioleta (ultraviolet cutoff) ou corte
UV (UV cutoff), e uma teoria de campo contı´nuo com corte ultravioleta Λ na˜o possue divergeˆncias
ultravioleta.
Na teoria quaˆntica de campos, um sistema descrito pelo funcional de Ginzburg-Landau
E[φ ] =
∫
dDx
{
A1
2
∂iφ(~x)∂iφ(~x)+ A22 φ
2(~x)+
A4
4! [φ
2(~x)]2
}
, (2.1)
e´ chamado de teoria φ 4 [45]. Equipado com diferentes simetrias, a teoria φ 4 tem se tornado a mais
atraente ferramenta teo´rica para o estudo de fenoˆmenos crı´ticos em uma grande variedade de sistemas
estatı´sticos, onde sua relevaˆncia para a compreensa˜o desses fenoˆmenos foi enfatizado por Wilson e
posteriormenre por Fisher [45]. Usando te´cnicas de teoria de campos, tem sido possı´vel compreender
de forma muito satisfato´ria todas as transic¸o˜es de fase de segunda-ordem de sistemas magne´ticos e
suas generalizac¸o˜es. Estes explicam outras transic¸o˜es de fase de muita importaˆncia. Por exemplo, em
uma teoria φ 4 de simetria O(2), tem as mesmas propriedades crı´ticas do superfluido 4He na transic¸a˜o
para a fase normal. Se os expoentes crı´ticos de modelos O(N) sa˜o contı´nuos analiticamente para
N = 0, obte´m-se valores obervados em soluc¸o˜es diluidas de polı´meros.
Neste capı´tulo, iremos descrever de forma sucinta a ferramenta necessa´ria para o ca´lculo dos
expoentes crı´ticos de sistemas do tipo Lifshitz. O leitor interessado, pode consultar a refereˆncia [45]
para um estudo mais detalhado da teoria abordada neste capı´tulo.
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2.1 Definic¸a˜o da Teoria λ φ 4
Temos que uma teoria de campo te´rmico flutuante e´ definida por meio da representac¸a˜o de inte-
grais funcionais de uma func¸a˜o de partic¸a˜o, em que os campos sa˜o acoplados linearmente a`s fontes
externas. Isso constitui um funcional gerador, a partir do qual, todas as quantidades termodinaˆmicas e
func¸o˜es de correlac¸a˜o do sistema podem ser obtidos por uma diferenciac¸a˜o funcional.
Todos os objetos de estudo abordados nesse capı´tulo, sa˜o descritos em termos de N componen-
tes do campo flutuante φ = (φ1(~x) · · ·φN(~x)) no espac¸o euclidiano D-dimensional. As componen-
tes do campo interagem entre si, via um termo de quarta ondem nos campos: λTαβγδ φαφβ φγφδ ,
(α,β ,γ,δ = 1, . . . ,N), onde o paraˆmetro λ > 0 caracteriza a forc¸a de interac¸a˜o e e´ chamado de cons-
tante de acoplamento. A quantidade Tαβγδ e´ o tensor de acoplamento.
O campo φ(~x) realiza flutuac¸o˜es do paraˆmetro de ordem e m2 e´ o termo que realiza as flutuac¸o˜es
te´rmicas do sistema. Logo podemos investigar as propriedades do sistema, principalmente na fase
normal, onde o valor esperado do campo φ e´ zero, que acontece no regime da temperatura em que a
simetria do sistema e´ quebrada. Seu tamanho e´ controlado por uma energia funcional local, dado por
E[φ ] = E0[φ ]+Eint [φ ], (2.2)
onde
E0[φ ] =
∫
dDx1
2
{
[∂xφ(~x)]2 +m2φ 2(~x)
}
, (2.3)
e´ o termo quadra´tico do campo chamado de energia do campo livre, e
Eint [φ ] =
∫
dDx λ
4!
φ 4(~x), (2.4)
e´ o termo de quarta ordem do campo chamado de energia de interac¸a˜o.
Assim, a energia funcional pode escrita na forma
E[φ ] =
∫
dDx
{
1
2
[(∂xφ(~x))2 +m2φ 2(~x)]+ λ4!φ
4(~x)
}
. (2.5)
Na expressa˜o anterior, temos que o termo quadra´tico no campo e´ o termo de massa em Teoria
Quaˆntica de Campos. E temos tambe´m que, em vez de flutuac¸o˜es te´rmicas, o campo φ(~x) realiza
flutuac¸o˜es quaˆnticas que podem equivalentemente ser descrita por um operador quaˆntico de campos
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ˆφ(~x), que e´ capaz de criar e aniquilar partı´culas de massa m em um espac¸o de Fock.
Todas as propriedades termodinaˆmicas do sistema sa˜o descritas pela func¸a˜o de partic¸a˜o do campo
flutuante, que e´ dado pelo funcional
Zphys =
∫
Dφ(~x)e−E[φ ]/kbT , (2.6)
no qual kb e´ a constante de Boltzmann’s e T e´ a temperatura. A expressa˜o da func¸a˜o de partic¸a˜o pode
ser abreviada renormalizando o campo, a massa e a constante de acoplamento λ de tal forma que
kbT = 1.
Temos que a func¸a˜o de partic¸a˜o (2.6) descreve todas as propriedades termodinaˆmicas do sistema,
mas ela na˜o da´ qualquer informac¸a˜o das propriedades locais do sistema que sa˜o observadas em expe-
rimentos de espalhamento. Essa informac¸a˜o e´ dada pela func¸a˜o de correlac¸a˜o do campo φ(~x), atrave´s
G(n)(~x1, . . . ,~xn) = 〈φ(~x1) · · ·φ(~xn)〉, (2.7)
com a notac¸a˜o
〈φ(~x1) · · ·φ(~xn)〉=
∫
Dφ(~x)φ(~x1) · · ·φ(~xn)e−E[φ ]∫
Dφ(~x)e−E[φ ] . (2.8)
A func¸a˜o de correlac¸a˜o pode ser escrita na forma
G(n)(~x1, . . . ,~xn) = Z−1
∫
Dφ(~x)φ(~x1) · · ·φ(~xn)e−E[φ ], (2.9)
que tambe´m e´ chamada de Func¸o˜es de Green ou Func¸o˜es de n-pontos.
Podemos descrever todas as func¸o˜es de correlac¸a˜o do sistema de maneira compacta, atrave´s da
introduc¸a˜o de um campo auxiliar externo j(~x), chamado de fonte (current), adicionado a` energia
funcional (2.2), temos uma interac¸a˜o linear de energia dessa corrente com o campo φ(~x), onde
Esource[φ , j] =−
∫
dDxφ(~x) j(~x). (2.10)
A energia total e´ dada por
E[φ , j] = E[φ ]+Esource[φ , j]. (2.11)
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A func¸a˜o de partic¸a˜o formada com essa energia pode ser escrita como
Z[ j] =
[
Zphys0
]−1∫
Dφ(~x)e−E[φ , j], (2.12)
onde Zphys0 corresponde a func¸a˜o de partic¸a˜o do campo livre quando λ = 0.
A derivada funcional de Z[ j] com respeito a j(~x) calculada no ponto j ≡ 0, nos da´ a func¸a˜o de
correlac¸a˜o do sistema
G(n)(~x1, . . . ,~xn) = Z−1
[ δ nZ[ j]
δ j(~x1) · · ·δ j(~xn)
]
j≡0
, (2.13)
assim, Z[ j] e´ referido como funcional gerador da teoria interagente, pois e´ utilizado para gerar as
func¸o˜es de Green de n-pontos (ou pernas externas).
Temos que as func¸o˜es de correlac¸a˜o da teoria do campo livre sa˜o obtidas a partir da derivada
funcional do funcional gerador da teoria, ou seja,
G(n)0 (~x1, . . . ,~xn) =
[ δ nZ0[ j]
δ j(~x1) · · ·δ j(~xn)
]
j≡0
. (2.14)
O funcional gerador da teoria do campo livre pode ser escrito na forma
Z0[ j] = e
1
2
∫
dDx1dDx2 j(~x1)D−1(~x1,~x2) j(~x2), (2.15)
onde D e´ uma matriz funcional sime´trica definida por D = D(~x1,~x2) = δ (D)(~x1−~x2)(−∂ 2x2 +m2).
Assim, obtemos as func¸o˜es de correlac¸a˜o da teoria livre dadas por
G(n)0 (~x1, . . . ,~xn) =
1
2n/2(n/2)!
{
δ
δ j(~x1) · · ·
δ
δ j(~xn)
[∫
dDx1dDx2 j(~x1)D−1(~x1,~x2) j(~x2)
]n/2}
j≡0
.(2.16)
Fazendo agora uma expansa˜o perturbativa do funcional gerador Z[ j] em se´rie de poteˆncia em
termos da constante de acoplamento λ na forma
Z[ j] = Z0[ j]+
∞
∑
p=1
1
p!
(−λ
4!
)p ∫
D′φ(~x)
∫
dDz1 · · ·dDzpφ 4(z1) · · ·φ 4(zp)e−(E0[φ ]+Esource[φ , j]), (2.17)
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junto com a definic¸a˜o
∫
D′φ(~x)≡ e 12 TrlogD
∫
Dφ(~x), (2.18)
e o uso da expressa˜o (2.13), obtemos as func¸o˜es de Green de n-pontos expressas em termos de uma
se´rie perturbativa como
G(n)(~x1, . . . ,~xn) = Z−1
[
G(n)0 (~x1, . . . , ~xn)+
∞
∑
p=1
G(n)p (~x1, . . . ,~xn)
]
, (2.19)
onde G(n)0 (~x1, · · · ,~xn) sa˜o as func¸o˜es de n-pontos do campo livre, e as contribuic¸o˜es de p-e´sima ordem
com p > 1 sa˜o dadas pelas integrais
G(n)p (~x1, . . . ,~xn) =
1
p!
(−λ
4!
)p∫
dDz1 · · ·dDzp×
G(n+4p)0 (~z1,~z1,~z1,~z1, . . . ,~zp,~zp,~zp,~zp,~x1, . . . ,~xn). (2.20)
Atrave´s dos resultados (2.16) e (2.19), as func¸o˜es de correlac¸a˜o G(n) podem ser expressas na forma
G(n)(~x1, . . . ,~xn) = Z−1
∞
∑
p=0
G(n)p (~x1, . . . ,~xn), (2.21)
onde
G(n)p (~x1, . . . ,~xn) =
(−λ
4!
)p 1
p!
1
(2p+n/2)!22p+n/2
δ
δ j(~x1) · · ·
δ
δ j(~xn) ×[
p
∏
i=1
∫
dDzi
( δ
δ j(~zi)
)4][∫
dDxdDy j(~x)G0(~x,~y) j(~y)
]2p+n/2
. (2.22)
Escrevendo cada termo de tal forma que coincida com argumentos~z dos propagadores livres que
sa˜o inicialmente distintos e aplicada em uma integral estendida por meio de func¸o˜es δ , podemos
reescrever a expressa˜o (2.22) na forma
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G(n)p (~x1, . . . ,~xn) ≡ 1p!
(−λ
4!
)p∫
dDz1 · · ·dDzp
∫
dDy1 · · ·dDy4p+n
n
∏
l=1
[
δ (D)(~y4p+l −~xl)
]
×
p
∏
k=1
[
δ D(~y4k−3−~zk)δ D(~y4k−2−~zk)δ D(~y4k−1−~zk)δ D(~y4k−~zk)
]×
(4p+n−1)!!
∑
i=1
4p+n
2∏
j=1
G0(~ypi(4p+n)i (2 j−1)
,~y
pi
(4p+n)
i (2 j)
), (2.23)
onde os pares pii(2 j− 1), pii(2 j) indicam o nu´mero total de ı´ndices a partir do qual os pares foram
selecionados. A soma inclui todas as possı´veis permutac¸o˜es das varia´veis ~yi, exceto para aqueles
que correspondem apenas a uma troca dos argumentos espaciais num propagador, ou para uma troca
de propagadores ideˆnticos no conjunto. Cada termo do produto total da soma (2.23) e´ chamado de
diagrama de Feynman ou grafo de Feynman.
Ao fazermos a expansa˜o perturbativa em poteˆncias de λ , obtemos diagramas que sa˜o desconec-
tados e diagramas que sa˜o conectados. Os diagramas desconectados sa˜o diagramas que podem ser
escritos como um produto disjunto de dois diagramas. Ja´ os Diagramas conectados na˜o podem ser
escritos como o produto disjunto de dois diagramas. Assim, qualquer termo da expansa˜o perturbativa
pode, em geral, ser escrito como uma soma de diagramas conectados e desconectados.
Iremos considerar apenas diagramas conectados, para uma dada ordem em λ , com o sentido de
trabalharmos com um nu´mero menor de diagramas. De fato, tal expansa˜o pode ser obtida, conside-
rando o funcional gerador
Z[ j] = eW [ j], (2.24)
onde obtemos
G(n)c (~x1, . . . ,~xn) = Z−1
[ δ
δ j(~x1) · · ·
δ
δ j(~xn)W [ j]
]
j≡0
, (2.25)
que sa˜o as func¸o˜es de correlac¸a˜o conectadas no espac¸o das coordenadas.
A equac¸a˜o (2.13) e´ uma representac¸a˜o das func¸o˜es de Green de n-pontos no espac¸o das coorde-
nadas. Para o problema que abordaremos, com simetria translacional, e´ conveniente trabalharmos em
uma representac¸a˜o das func¸o˜es de Green de n-pontos no espac¸o dos momentos. Aplicando a transfor-
mada de Fourier em todos os argumentos das func¸o˜es de Green de n-pontos G(n)(~x1, . . . ,~xn), obtemos
as func¸o˜es de n-pontos no espac¸o dos momentos definida por
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G(n)(~k1, . . . ,~kn) =
∫
dDx1 · · ·dDxne−i(~k1·~x1+···+~kn·~xn)G(n)(~x1, . . . ,~xn), (2.26)
que nos leva a obter
G(n)(~k1, . . . ,~kn) = Z−1
[
δ nZ[ j]
δ j(−~k1) · · ·δ j(−~kn)
]
j≡0
. (2.27)
Uma vez que as func¸o˜es de correlac¸a˜o esta˜o associadas com os diagramas de Feynman desco-
nectados, que podem ser fatorados das partes conectadas, esta associac¸a˜o e´ tambe´m estendida para as
suas transformadas de Fourier. Assim, e´ suficiente a criac¸a˜o de regras de Feynman para os diagramas
conectados no espac¸o dos momentos. Logo, considerando ~xk(k = 1, . . . ,n) como pontos externos e
~zi(i = 1, . . . , p) como pontos internos dos diagramas, podemos representar cada momento como sendo
uma linha. Dependendo dos pontos finais, pode-se distinguir as linhas externas (k = 1, . . . ,n) e as
linhas internas ~pi(i = 1, . . . , I), onde o nu´mero de linhas internas I e´ determinado por n e o nu´mero de
ve´rtices p, atrave´s da expressa˜o [45]
I =
(4p−n)
2
. (2.28)
Assim, omitindo o fator de acoplamento (−λ )p e o fator de peso WGa, temos que as func¸o˜es de
correlac¸a˜o conectadas de G(n)p (~x1, . . . ,~xn) podem ser dadas pela expressa˜o
G(n)c (~x1, . . . ,~xn) =
∫
dDz1 · · ·dDzp
n
∏
i=1
G0(~xi−~zi)×
I
∏
j=1
G0(~zi−~z j), (2.29)
onde a transformada de Fourier das func¸o˜es de correlac¸a˜o conectadas e´ definida como na equac¸a˜o
(2.26)
G(n)c (~k1, . . . ,~kn) =
∫
dDx1 · · ·dDxne−i(~k1·~x1+···+~kn·~xn)G(n)c (~x1, . . . ,~xn). (2.30)
Atrave´s da expressa˜o (2.30), devemos observar que ela conte´m n fatores e−i~kk·~xk , cujos momentos
~kk sa˜o representados por linhas externas. E cada ponto externo~xk que aparece na func¸a˜o de Green, e´
representado pela transformada de Fourier
aO fator de peso e´ dado pela expressa˜o WG = MG4!p p! , onde MG caracteriza a multiplicidade da integral de Feynman.[45]
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G0(~xk−~zi) =
∫ dDkk
(2pi)D
ei
~kk(~xk−~zi)G0(~kk), (2.31)
que contribui para a integral (2.29) com um fator exponencial ei~kk(~xk−~zi). Temos tambe´m que cada par
de pontos internos~zi que aparece na func¸a˜o de Green
G0(~zi−~z j) =
∫ dD p
(2pi)D
ei~p(~zi−~z j)G0(~p), (2.32)
contribui com um fator exponencial ei~p(~zi−~z j).
Como cada um dos pontos externos~xi aparece duas vezes nos fatores de fase, as integrais sobre~xi
produzem um fator (2pi)Dδ (D)(~k−~p) para cada linha externa. Subsequentemente, as n integrais sobre
o correspondente momento ~p, pode todos serem feitos, levando as (4p−n)2 integrais do momento na˜o
triviais, para cada linha interna. Temos tambe´m que cada ve´rtice aparece em quatro fatores exponenci-
ais ei~p~x. As integrais sobre os ve´rtices internos de posic¸o˜es~zi, produz p distribuic¸o˜es δ que expressam
a conservac¸a˜o do momento em cada ve´rtice. Um desses podem ser escolhidos para conter a soma
sobre todos os momentos externos. Isso garante totalmente a conservac¸a˜o do momento. As demais
integrais, podem simplesmente serem feitas, por meio da remoc¸a˜o de p− 1 integrac¸o˜es. Assim, e´
possı´vel acabar com
L = I− p+1, (2.33)
integrais na˜o triviais sobre as varia´veis do momento Ii, que e´ o loop do momento, que esta´ associado
com loops independentes nos diagramas.
Logo, a transformada de Fourier de G(n)c (~x1, . . . ,~xn) e´ dado na forma
G(n)c (~k1, . . . ,~kn) = G0(~k1) · · ·G0(~kn)(2pi)Dδ (D)
(
n
∑
i=1
~ki
)
×
∫ dDl1
(2pi)D
· · · d
DlL
(2pi)D
G0(~p1(~l,~k)) · · ·G0(~pI(~l,~k)), (2.34)
onde cada linha do momento e´ expressado pela combinac¸a˜o do loop do momento~li(i = 1, . . . ,L) e do
momento externo~ki(i = 1, . . . ,n), abreviado por (~l,~k).
Com isso, reintroduzindo os fatores omitidos anteriormente, vemos que os diagramas de Feynman
no espac¸o dos momentos conte´m:
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1. Um fator G0(~ki) para cada linha externa;
2. Um fator G0(~p j) com j = 1, . . . , I para cada linha interna, onde cada momento ~p j tem uma
orientac¸a˜o e e´ expresso por uma combinac¸a˜o de L = I − p + 1 loops de momento e n momentos
externos;
3. Uma integrac¸a˜o sobre cada loop de momento independente
∫ dDli
(2pi)D (i = 1, . . . ,L);
4. Um fator (2pi)Dδ (D)(~k1 + · · ·+~kn), para garantir totalmente a conservac¸a˜o do momento;
5. Um fator − λ4! para cada ve´rtice; e
6. Um fator de peso WG do diagrama.
Apo´s estabelecido tais regras dos diagramas de Feynman no espac¸o dos momentos, temos que
e´ conveniente trabalhar com uma expansa˜o perturbativa ainda mais simplificada onde temos apenas
diagramas cujos propagadores associados a`s pernas externas sa˜o omitidos, pois estes propagadores das
pernas externas entram como fatores multiplicativos que na˜o envolvem integrais. Desses diagramas, os
que na˜o podem ser separados em dois cortando-se apenas uma linha sa˜o chamados de 1PI (irredutı´veis
a uma partı´cula). Eles representam o menor diagrama de Feynman na˜o trivial que forma blocos de
construc¸a˜o ba´sica para todos os diagramas.
As partes de ve´rtice 1PI sa˜o obtidas, formalmente, das func¸o˜es de Green conectadas atrave´s de
uma transformac¸a˜o de Legendre
Γ{φ}= ∑
i
φ (i)J(i)−F{J} (2.35)
de onde podemos obter
〈φ(i)〉 ≡ 〈φ(ki)〉 ≡ φ i =
δF{J}
δJ(i) (2.36)
e
δΓ{φ}
δφ (i) = J(i) (2.37)
Da mesma forma que Z{J} foi expandido nos campos externos para defini-lo como funcional
gerador das func¸o˜es de Green, podemos expandir Γ{φ} em termos das me´dias dos campos φ e enta˜o
identificarmos os coeficientes como sendo as partes de ve´rtice 1PI da seguinte maneira
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Γ(N)(1, . . . ,N)≡ δ
NΓ{φ}
δφ (1) · · ·δφ(N) (2.38)
Assim, para cada diagrama 1PI com n > 2, e´ considerado o produto de loops de integrais na
equac¸a˜o (2.34), como sendo Func¸o˜es de Ve´rtice, que sa˜o definidas a menos de um sinal negativo por
convenc¸a˜o, dado por
Γ(n)(~k1, . . . ,~kn)≡−
∫ dDl1
(2pi)D
· · · d
DlL
(2pi)D
G0(~p1(~l,~k)) · · ·G0(~pI(~l,~k)), n > 2. (2.39)
A parte 1PI da func¸a˜o de correlac¸a˜o G(n)c (~k1, . . . ,~kn) pode ser expressa em termos das func¸o˜es de
ve´rtice na forma
G(n)c (~k1, . . . ,~kn)|1PI =−G0(~k1) · · ·G0(~kn)(2pi)Dδ (D)
(
n
∑
i=1
~ki
)
Γ(n)(~k1, . . . ,~kn), n > 2. (2.40)
Agora definindo a func¸a˜o de correlac¸a˜o, em que possamos remover a conservac¸a˜o do momento,
na forma
G(n)(~k1, . . . ,~kn)≡ (2pi)Dδ (D)
(
n
∑
i=1
~ki
)
G(n)(~k1, . . . ,~kn), (2.41)
onde as func¸o˜es G(n)(~k1, . . . ,~kn) sa˜o definidas somente para argumentos em que a soma e´ nula, e assim
podemos escrever a func¸a˜o de ve´rtice de 4-pontos em partes 1PI na forma
Γ(4)(~k1,~k2,~k3,~k4)≡−G−1(~k1)G−1(~k2)G−1(~k3)G−1(~k4)G4c(~k1,~k2,~k3,~k4), (2.42)
onde a sua expansa˜o diagrama´tica ate´ a ordem de 2-loops e´ dado por
Γ(4)(~k1,~k2,~k3,~k4) =−
[
+
3
2
+3 + 3
4
+
3
2
]
. (2.43)
De modo ana´logo, podemos obter a expansa˜o diagrama´tica da func¸a˜o de ve´rtice de 2-pontos em
partes 1PI ate´ a ordem de 2-loops, que e´ dada por
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Γ(2)(~k1,~k2) = ( )−1−
[
1
2
+
1
4
+
1
6
]
. (2.44)
Com isso, mostramos as expanso˜es diagrama´ticas ate´ a ordem de 2-loops das func¸o˜es de ve´rtices
de 2 e 4-pontos que sera´ o objeto de estudo das sec¸o˜es subsequentes.
2.2 Divergeˆncias na Teoria φ 4
Ao fazermos a expansa˜o diagrama´tica das func¸o˜es 1PI, encontramos o fato de que as integrais
de Feynman decorrentes da expansa˜o sa˜o divergentes. Estas divergeˆncias dependem da dimensa˜o do
espac¸o onde a teoria de campo esta´ definida. Considerando a integral associado ao diagrama da func¸a˜o
de 4-pontos de um loop dada por
∫ dD p
(2pi)D
1
(p2 +m2)[(p+ k)2+m2] , (2.45)
podemos observar atrave´s de uma simples ana´lise da dimensionalidade dessa func¸a˜o de ve´rtice, que
ela possui D−4 poteˆncias de momento. Enta˜o, se D = 4, teremos uma divergeˆncia logarı´tmica, que e´
a divergeˆncia mais fraca que pode ocorrer, pois para D < 4 a integral sera´ finita, e para D > 4 terı´amos
divergeˆncias linear, quadra´tica e assim por diante, onde estamos considerando o limite superior da
integrac¸a˜o sendo ζ , onde as divergeˆncias aparecem para ζ −→ ∞. Podemos observar que quanto
mais propagadores internos a func¸a˜o de ve´rtice possuir, menor sera´ o grau de divergeˆncia para uma
determinada dimensa˜o, sendo que cada propagador e´ responsa´vel por uma diminuic¸a˜o quadra´tica na
divergeˆncia total da func¸a˜o. As divergeˆncias citadas acima sa˜o conhecidas como divergeˆncias do
regime ultravioleta (ζ −→ 0), ou seja, de pequeno comprimento de onda. Elas na˜o esta˜o associadas a`
fı´sica do sistema e por isso devemos utilizar algum me´todo para extraı´-las.
Me´todos de regularizac¸a˜o sa˜o empregados com esse propo´sito. Dentre os va´rios procedimentos de
regularizac¸a˜o existentes, neste trabalho usamos o me´todo da regularizac¸a˜o dimensional de ’t Hooft e
Veltman. A ideia desse me´todo e´ calcular a integral de Feynman para um nu´mero de valores contı´nuos
de dimenso˜es D para o qual a convergeˆncia e´ assegurada. Para isso as integrais de Feynman para
um inteiro D, obriga a ser extrapolada analiticamente para um complexo D. O conceito de dimensa˜o
contı´nua foi introduzida por Wilson e Fisher [45] que inicialmente foi calculado quantidades fı´sicas
em D = 4− ε dimenso˜es com Re(ε) > 0, e expandida em poteˆncias de ε para a dimensa˜o D = 4.
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Esse conceito foi subsequentemente incorporado na Teoria Quaˆntica de Campos [45], dando origem a
muitas aplicac¸o˜es na fı´sica estatı´stica. A regularizac¸a˜o dimensional de ’t Hooft e Veltman foi a ferra-
menta matema´tica apropriada para tais expanso˜es, onde uma explanac¸a˜o deste me´todo e´ mostrado no
apeˆndice B.2. Antes de fazermos o tratamento e remoc¸a˜o das divergeˆncias ultravioletas que damos o
nome de renormalizac¸a˜o, onde abordaremos na pro´xima sec¸a˜o, iremos fazer algumas considerac¸o˜es
sobre as divergeˆncias encontradas nos diagramas.
Para localizar as divergeˆncias UV dos diagramas, e´ usado uma simples contagem de poteˆncias.
De acordo com as regras de Feynman estabelecidas na sec¸a˜o 1.1, uma integral de Feynman IG de um
diagrama G com p ve´rtices, podem conter loops de momento em geral. Assim, um diagrama com
I linhas internas conte´m L = I− p+ 1 loops de interac¸a˜o e assim DL = D(I− p+ 1) poteˆncias de
momento no numerador. Cada linha interna I e´ associada com um propagador, assim contribuindo 2I
poteˆncias no denominador. Assim, temos que
ω(G) = DL−2I = (D−2)I +D−Dp, (2.46)
sa˜o as poteˆncias de momento na integral de Feynman de um diagrama hipote´tico qualquer. O compor-
tamento da integral em grandes momentos pode ser caracterizado pelo redimensionamento de todos
os momentos internos como ~p −→ λ~p e pela observac¸a˜o do comportamento da poteˆncia
IG ∝ λ ω(G), λ −→ ∞. (2.47)
A poteˆncia ω(G) e´ chamado de grau superficial de divergeˆncia do diagrama G. Um diagrama
G com ω(G) ≥ 0 e´ superficialmente divergente. Para ω(G) = 0,2, . . ., a divergeˆncia superficial dos
diagramas e´ logarı´tmica, quadra´tica,. . ., respectivamente. A divergeˆncia superficial surge a partir
de regio˜es no espac¸o dos momentos das integrais de Feynman onde todos os loops dos momentos
tornam-se simultaneamente grande.
Um diagrama e´ dito ter subdivergeˆncias se ele conte´m um subdiagrama superficialmente diver-
gente, isto e´, um subdiagrama ι com ω(ι) ≥ 0. Um subdiagrama e´ qualquer subconjunto de linhas
e ve´rtices de G que forma um diagrama φ 4 de ordem mais baixa na expansa˜o perturbativa como po-
demos ver na figura (2.1). Subdivergeˆncias veˆm de regio˜es no espac¸o dos momentos onde o loop do
momento do subdiagrama ι torna-se grande. Se um diagrama G na˜o possui subdivergeˆncias, mas se
ω(G)> 0, a divergeˆncia superficial e´ a u´nica divergeˆncia da integral, e a integral de Feynman associ-
ada e´ convergente se um dos loop da integral e´ omitido, que corresponde a cortar uma das linh
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podemos observar que um diagrama de Feynman G e´ absolutamente convergente se o grau superficial
de divergeˆncia ω(G) e´ negativo, e se o grau superficial de divergeˆncia ω(ι) de todos os subdiagramas
ι sa˜o tambe´m negativos.
Figura 2.1: Treˆs diagramas superficialmente convergente com ω(G) = −2. O primeiro diagrama
na˜o possui subdivergeˆncias. O segundo diagrama possui um subdiagrama ι , do tipo (C.100) com
ω(ι) = 0, logaritmicamente divergente e o terceiro diagrama possui um subdiagrama ι , do tipo (C.99)
com ω(ι) = 2, quadraticamente divergente.
Para teorias φ 4, o nu´mero de linhas internas I no diagrama de Feynman pode ser expresso em
termos do nu´mero de ve´rtices p e o nu´mero de linhas externas n como
I = 2p− n
2
, (2.48)
onde o grau superficial de divergeˆncia da integral associada torna-se portanto
ω(G) = D+n(1−D/2)+ p(D−4), (2.49)
que em quatro dimenso˜es fica na forma
ω(G) = 4−n, (2.50)
implicando que em quatro dimenso˜es, somente diagramas de 2-pontos e 4-pontos 1PI sa˜o superfici-
almente divergentes. Assim a u´nica possibilidade de divergeˆncia das subintegrac¸o˜es sa˜o os subdi-
agramas de 2-pontos e 4-pontos. Se as integrais das func¸o˜es de 2-pontos e 4-pontos sa˜o tornadas
finitas por algum procedimento matema´tico, qualquer func¸a˜o de n-pontos sera˜o finitos, de acordo com
o teorema da divergeˆncia. Assim, uma teoria que possui essas propriedades e´ definida pelo termo
”renormaliza´vel”. Daı´ a teoria φ 4 e´ renormaliza´vel em 4 dimenso˜es.
Em 3 e 2 dimenso˜es, temos que ω(G) = 3−n/2− p e ω(G) = 2−2p respectivamente, implicando
que somente alguns diagramas de baixa ordem possuem divergeˆncias. Uma teoria que possui essa
propriedade e´ chamada super-renormaliza´vel. Acima de 4 dimenso˜es, o u´ltimo termo p(D− 4) na
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expressa˜o (2.49) e´ positivo, implicando que novas divergeˆncias aparecera˜o em cada ordem mais alta
na teoria de perturbac¸a˜o. Essa propriedade torna a teoria na˜o-renormaliza´vel.
Para uma teoria com uma poteˆncia arbitra´ria r do campo na interac¸a˜o φ r, onde existe uma di-
mensa˜o crı´tica dada por
Dc =
r
r/2−1 , (2.51)
para D > Dc, o grau superficial de divergeˆncia ω(G) torna-se independente do nu´mero p de ve´rtices.
No caso da teoria φ 4, a dimensa˜o crı´tica e´ Dc = 4.
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Todas as integrais de Feynman associadas aos diagramas da expansa˜o diagrama´tica das func¸o˜es de
ve´rtice de 2 e 4-pontos sa˜o infinitos em 4 dimenso˜es. Apo´s uma regularizac¸a˜o dimensional em 4− ε
dimenso˜es, elas divergem especificamente para ε −→ 0. Para um dado nu´mero de loops L, as integrais
de Feynman possuem singularidades do tipo 1
ε i
(i = 1, . . . ,L) e essas divergeˆncias vem a conter todas
as informac¸o˜es dos expoentes crı´ticos da teoria na dimensa˜o 4− ε .
Ao expandirmos uma integral de Feynman de qualquer diagrama 1PI em uma se´rie de poteˆncia
no momento externo, podemos observar a seguinte propriedade: apartir de uma certa ordem do termo
de expansa˜o na func¸a˜o de 4-pontos e na func¸a˜o de 2-pontos, todos os maiores termos da expansa˜o
convergem par zero quando ε −→ 0. Precisamente esses termos sa˜o encontrados em uma expansa˜o
perturbativa da teoria em que a energia funcional (2.5) e´ modificada, onde conte´m termos adicionais na
forma
∫
dDxφ 4(x), ∫ dDxφ 2 e ∫ dDx(∂φ)2. Esses termos sa˜o da mesma forma que aqueles na energia
funcional original, e esta propriedade faz com que a teoria seja renormaliza´vel. De fato, temos que
observa´veis finitos podem ser obtidos multiplicando, em cada func¸a˜o de correlac¸a˜o, campos, massa e
constante de acoplamento por fatores de compensac¸a˜o, que sa˜o as constantes de renormalizac¸a˜o Zφ ,
Zm2 e Zg.
Usando a regularizac¸a˜o dimensional para calcular as integrais de Feynman, e´ possı´vel dar aos
fatores a forma gene´rica
Z = 1+
L
∑
k=1
gk
k
∑
i=1
cki
ε i
, (2.52)
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onde os coeficientes cki sa˜o c-nu´merosb puros. As constantes de renormalizac¸a˜o convertem objetos
iniciais na energia funcional como campos, massa e constante de acoplamento na˜o-renormalizados
(bare), em campos, massa e constante de acoplamento renormalizados (finitos). Assim, os coeficientes
ci da expansa˜o sa˜o determinados para cada ordem de gc para cancelar as divergeˆncias existentes. Onde
sendo feito de forma consistente, todos os observa´veis tornam-se finitos em ε −→ 0.
Temos que o procedimento de renormalizac¸a˜o pode ser realizado basicamente em duas maneiras
diferentes, que diferem em suas eˆnfases entre as quantidades na˜o-renormalizadas (bare) e quantidades
renormalizadas na energia funcional. O me´todo mais eficiente trabalha com quantidades renormali-
zadas que sera´ adotado neste trabalho. Iniciando com a energia funcional contendo imediatamente o
campo renormalizado, a massa renormalizada e a constante de acoplamento renormalizado determi-
nado em cada ordem de g, certos contra-termos divergentes sa˜o adicionados no campo da energia para
remover as divergeˆncias, caracterizando o me´todo de contra-termos.
2.3.1 Condic¸o˜es de Normalizac¸a˜o
As func¸o˜es de ve´rtice de 2-pontos e 4-pontos podem se tornar finitas atrave´s de uma renorma-
lizac¸a˜o multiplicativa empregando as treˆs constantes de renormalizac¸a˜o Zφ , Zm2 e Zg, que sa˜o as
constantes de renormalizac¸a˜o do campo, da massa e da constante de acoplamento respectivamente.
Atrave´s da renormalizac¸a˜o multiplicativa sa˜o estabelecidas as seguintes relac¸o˜es entre quantidades
renormalizadas e na˜o-renormalizadas
Γ(2)B (k) = Z−1φ Γ
(2)
(k), (2.53)
m2B = Zm2Z
−1
φ m
2, (2.54)
gB = ZgZ−2φ g, (2.55)
φB = Z1/2φ φ . (2.56)
bO termo c-nu´mero (ou nu´mero cla´ssico) e´ uma antiga nomenclatura utilizada por Paul Dirac, que se refere aos nu´meros
reais e complexos.
cTemos que g e´ a constante de acoplamento adimensional, dada atrave´s da relac¸a˜o de escala g≡ µD−4λ = λ µ−ε , onde
µ e´ um paraˆmetro de massa arbitra´rio.
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Existem va´rios esquemas de renormalizac¸a˜o. Em particular, estamos interessados em renorma-
lizar a teoria quando os momentos externos sa˜o fixos, pois isto simplifica a nossa ana´lise. Quando
os momentos externos sa˜o fixos, utilizamos condic¸o˜es de normalizac¸a˜o e no nosso caso, condic¸o˜es
de normalizac¸a˜o para teorias massivas. Os expoentes crı´ticos podem ser calculados usando uma te-
oria massiva em que os valores dos momentos externos sa˜o nulos. Neste caso, considera-se que os
paraˆmetros da energia funcional (2.5), mB e gBd, sa˜o infinitos, e portanto na˜o representam os valo-
res reais das grandezas fı´sicas associadas. Os valores reais dessas grandezas sa˜o dadas pelos no-
vos paraˆmetros m e g renormalizados, respectivamente. O mesmo ocorre com as func¸o˜es de ve´rtice
ΓB(ki,mB,gB) e Γ(ki,m,g). Assim, impomos, a`s duas partes de ve´rtice 1PI, as seguintes condic¸o˜es de
normalizac¸a˜o em momentos externos nulos
Γ(2)(0,m,g) = m2, (2.57)
∂
∂k2 Γ
(2)
(0,m,g) = 1, (2.58)
Γ(4)(0,m,g) = g. (2.59)
Atrave´s da definic¸a˜o da func¸a˜o de Green (2.7), da relac¸a˜o (2.56) e da expressa˜o (2.42), pode-se
estabelecer uma relac¸a˜o generalizada entre as func¸o˜es de ve´rtice renormalizada e na˜o-renormalizadas,
dada na forma
Γ(n)B (~k,mB,gB,Λ) = Z
−n/2
φ Γ
(n)
(~k,m,g). (2.60)
As poteˆncias da constante de renormalizac¸a˜o Zφ , determinado pela renormalizac¸a˜o da func¸a˜o de
2-pontos, absorve todas as divergeˆncias que permanecem apo´s ter renormalizado a massa e a constante
de acoplamento.
Como veremos adiante, ao renormalizarmos a teoria, usaremos para o ca´lculo dos expoentes
crı´ticos as func¸o˜es de ve´rtice Γ(2) e Γ(4). Assim, para esse ca´lculo, usaremos a expansa˜o perturba-
tiva ate´ a ordem de treˆs loops para Γ(2) o que nos habilita a calcular o expoente η ate´ a ordem de treˆs
loops, e ate´ a ordem de dois loops para Γ(4), tornando possı´vel o ca´lculo do expoente ν ate´ a ordem
dNeste trabalho iremos considerar termos com ı´ndice B como sendo termos na˜o-renormalizados e sem ı´ndice, como
sendo termos renormalizados.
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de dois loops.
2.3.2 Me´todo de Contra-Termos e Subtrac¸a˜o Mı´nima
Dependendo do esquema de regularizac¸a˜o, as integrais de Feynman possuem divergeˆncias que se
manifestara˜o como polos em ε do tipo ε−n no limite ε −→ 0, logo essas divergeˆncias podem ser remo-
vidas empregando campos, massas e constantes de acoplamento renormalizados desde o inı´cio. Assim,
as quantidades renormalizadas podem ser vistas como func¸o˜es das quantidades na˜o-renormalizadas de
ε .
A teoria renormalizada e´ definida com a ajuda da energia funcional renormalizada, dada por
E[φ ] = E0[φ ]+Eint [φ ], (2.61)
onde a parte livre e´ dada por
E0[φ ] =
∫
dDx
[
1
2
(∂φ)2 + 1
2
m2φ 2
]
, (2.62)
enquanto que a parte de interac¸a˜o, inclui termos quadra´ticos adicionais nos campos, chamados contra-
termos, ale´m dos termos polinomiais de ordem mais alta, a saber
Eint [φ ] =
∫
dDx
[
gµε
4!
φ 4 + cφ 12(∂φ)
2 + cm2
1
2
m2φ 2 + cg gµ
ε
4!
φ 4
]
. (2.63)
Como os termos adicionais sa˜o do mesmo tipo que os originais, podemos escrever
E[φ ] =
∫
dDx
[
(1+ cφ )
1
2
(∂φ)2 +(1+ cm2)
1
2
m2φ 2 +(1+ cg)gµ
ε
4!
φ 4
]
. (2.64)
Os contra-termos cφ , cm2 e cg produzem ve´rtices adicionais na expansa˜o diagrama´tica. Assim, no
espac¸o dos momentos, eles teˆm a forma
= (−cm2)m2, (2.65)
= (−cφ )~k2, (2.66)
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= (−cg)gµε . (2.67)
A definic¸a˜o do ve´rtice original agora inclui o paraˆmetro de massa µ dado por
= (−g)µε . (2.68)
Os contra-termos cφ , cm2 e cg sa˜o escolhidos de tal modo que todos os termos divergentes sa˜o
subtraı´dos e as func¸o˜es de Green sa˜o finitas para ε −→ 0, ordem por ordem na teoria de perturbac¸a˜o.
Atrave´s de uma ana´lise dimensional da equac¸a˜o (2.63), pode-se mostrar que os contra-termos sa˜o
adimensionais. Na regularizac¸a˜o dimensional, eles podem portanto, depender somente da constante
de acoplamento adimensional g, ou de combinac¸o˜es adimensionais como m2µ2 ou
~k2
µ2 . Acontece que
a combinac¸a˜o ~k2µ2 aparece somente em passos intermedia´rios no processo de renormalizac¸a˜o como
log
(
~k2
µ2
)
. Isto e´ fundamental para o programa de renormalizac¸a˜o que todos os termos na˜o locais se
cancelam na expressa˜o final para os contra-termos. Isso implica que os contra-termos cφ , cm2 e cg
dependem somente de g, ε e m2µ2 . No esquema de subtrac¸a˜o mı´nima, a dependeˆncia de
m2
µ2 desaparece.
Enta˜o, a u´nica dependeˆncia dimensional dos diagramas dos contra-termos consiste nos fatores~k2, m2
e µ2 nas equac¸o˜es (2.65), (2.66) e (2.67), e o cancelamento dos termos logarı´tmos sa˜o observados
explicitamente na renormalizac¸a˜o em 2-loops.
Assim, as constantes de renormalizac¸a˜o sa˜o definidas como
Zφ ≡ 1+ cφ , (2.69)
Zm2 ≡ 1+ cm2, (2.70)
Zg ≡ 1+ cg. (2.71)
Com essa definic¸a˜o, a energia funcional pode ser escrita como
E[φ ] =
∫
dDx
[
1
2
Zφ (∂φ)2 + 12Zm2m
2φ 2 + µ
ε g
4! Zgφ
4
]
, (2.72)
cujos coeficientes dependentes de ε .
As quantidades φ , m e g na equac¸a˜o (2.63) sa˜o respectivamente, campo, massa e constante de aco-
plamento renormalizados. A energia funcional difere da original por um fator Zφ no termo gradiente,
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e forma original da teoria e´ recuperada pela renormalizac¸a˜o multiplicativa considerando as relac¸o˜es
(2.54), (2.55) e (2.56), o que nos leva a obter
E[φ ] = E[φB] =
∫
dDx
[
1
2
(∂φB)2 + 12m
2
Bφ 2B +
gB
4! φ
4
B
]
. (2.73)
As condic¸o˜es de normalizac¸a˜o (2.57), (2.58) e (2.59) podem ser usadas em conexa˜o com qualquer
regularizac¸a˜o de integrais divergentes. Esse procedimento tem uma importante vantagem, principal-
mente ao se tratar do estudo da regia˜o crı´tica em D < 4 dimenso˜es. Ela pode ser usada, na˜o somente
para remover as divergeˆncias ultravioletas da teoria quadridimensional, mas tambe´m pequenos valores
finitos de ε no ponto crı´tico quando nos referimos no caso de teorias de massa nula, isto e´, em di-
menso˜es espaciais menores do que 4. Assim, as condic¸o˜es de normalizac¸a˜o definem os contra-termos
que, para m2 6= 0, dependem da massa.
Uma enorme simplificac¸a˜o surge pela existeˆncia do procedimento de regularizac¸a˜o em que os
contra-termos tornam-se independentes da massa m, exceto por um fator trivial geral m2 em cm2 . Isto
e´ conhecido como esquema de Subtrac¸a˜o Mı´nima. Nesse esquema, os contra-termos adquirem a
forma gene´rica (2.52), em que os coeficientes de gn consistem de termos de po´lo puro 1
ε i
, sem partes
finitas para ε −→ 0. Os coeficientes sa˜o c-nu´meros e na˜o conte´m a massa m ou o paraˆmetro de massa
µ introduzida no processo de regularizac¸a˜o dimensional.
A auseˆncia da dependeˆncia da massa e´ a origem para outra importante propriedade das constan-
tes de renormalizac¸a˜o no esquema de subtrac¸a˜o mı´nima. Eles teˆm sempre a mesma expansa˜o em
poteˆncias da constante de acoplamento g, mesmo se estes fossem inicialmente definidos para trans-
portar uma func¸a˜o analı´tica arbitra´ria f (ε) com f (0) = 1 como um fator.
Em outras palavras, se redefinı´ssemos
gµε −→ gµε f (ε) = gµε(1+ f1ε + f2ε2 + · · ·), (2.74)
acharı´amos a mesma expressa˜o (2.52) para as constantes de renormalizac¸a˜o Zφ , Zm2 e Zg em poteˆncias
do novo g. A raza˜o para isso e´ que sempre podemos escrever f (ε) = cε e absorver o fator c no
paraˆmetro de massa µ . Desde que esse paraˆmetro de massa na˜o aparec¸a no final da expansa˜o (2.52) e
o mesmo para o paraˆmetro de massa redefinido µc.
Devido a` invariaˆncia do final das expanso˜es sobre uma reescala de g −→ g f (ε), existe uma infi-
nita variedade de esquemas de subtrac¸a˜o que podem todos serem chamadas de mı´nimas, dependendo
da escolha da func¸a˜o f (ε). Todos os esquemas levam aos mesmos contra-termos e constantes de
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renormalizac¸a˜o. Na estrita versa˜o de Subtrac¸a˜o Mı´nima, se expande todas as func¸o˜es de ε em cada
integral de Feynman regularizada em poteˆncias de ε .
O esquema de Subtrac¸a˜o Mı´nima e´ implementado com a ajuda de um operador K , para a escolha
dos termos de po´lo puro da integral regularizada dimensionalmente, definido por
K
∞
∑
i=−k
Aiε i =
−1
∑
i=−k
Aiε i =
k
∑
i=1
A−i
ε i
, (2.75)
onde, pela definic¸a˜o, K e´ um operador projec¸a˜o dado por
K
2 = K . (2.76)
Como exemplo, podemos observar a aplicac¸a˜o do operador K nos diagramas de Feynman e
que resulta
K
( )
= m2
[
g
(4pi)2
2
ε
]
, (2.77)
K
( )
= µε g
[
g
(4pi)2
2
ε
]
. (2.78)
Ambos os termos de po´lo em 1-loop sa˜o locais. Eles sa˜o proporcionais a m2 para diagramas
quadraticamente divergentes, e a µε g para diagramas logaritmicamente divergentes.
Agora podemos executar a renormalizac¸a˜o no esquema de Subtrac¸a˜o Mı´nima para calcular as
func¸o˜es de ve´rtices finitas de 2 e 4-pontos, Γ(2)(~ki) e Γ
(4)
(~ki) respectivamente, iniciando da energia
funcional renormalizada (2.61), ou seja
E[φ ] =
∫
dDx
[
1
2
(∂φ)2 + cφ 12(∂φ)
2 +
m2
2
φ 2 + cm2
m2
2
φ 2 + µ
ε g
4!
φ 4 + cg µ
ε g
4!
φ 4
]
. (2.79)
Executando o ca´lculo na ordem de 1-loop (para a primeira ordem em g), os contra-termos que
sa˜o necessa´rios para tornar a func¸a˜o de ve´rtice de 2-pontos finita tambe´m sa˜o da ordem em g. Assim,
podemos escrever o resultado em termos diagrama´ticos como
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Γ(2)(~ki) =~k2 +m2−
(
1
2
+ + +O(g2)
)
. (2.80)
Diagramaticamente, podemos observar apenas contribuic¸o˜es dos contra-termos da massa e do
campo, cm2 e cφ . Logo, usando os resultados do apeˆndice C.2 temos
=−m2c1
m2 =−
1
2
K
( )
=−m2 g
(4pi)2
1
ε
, (2.81)
=−~k2c1φ = 0, (2.82)
onde o ı´ndice superior no contra-termo denota a ordem de aproximac¸a˜o em g. Assim observamos que
na˜o encontramos contribuic¸o˜es em primeira ordem para o contra-termo cφ . Portanto, escolhendo os
contra-termos desta forma, o po´lo 1ε no diagrama em 1-loop e´ cancelado, e a func¸a˜o de ve´rtice finita
renormalizada e´ dada por
Γ(2)(~ki) =~k2 +m2−
[
1
2
− 1
2
K
( )]
+O(g2). (2.83)
A primeira correc¸a˜o perturbativa para a func¸a˜o de ve´rtice Γ(4)(~ki) e´ da ordem de g2. O po´lo 1ε na
integral de Feynman e´ removida pelo contra-termo da constante de acoplamento cg. Logo,
Γ(4) =−
(
+
3
2
+
)
+O(g3). (2.84)
Assim, temos apenas contribuic¸o˜es do contra-termo da constante de acoplamento cg. Portanto,
=−µε gc1g =−
3
2
K
( )
=−µε g 3g
(4pi)2
1
ε
, (2.85)
e assim obtemos a func¸a˜o de ve´rtice finita dado por
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Γ(4) =−
[
+
3
2
− 3
2
K
( )]
+O(g3). (2.86)
Extendendo o ca´lculo para a ordem de 2-loops, podemos encontrar as contribuic¸o˜es dos contra-
termos na ordem em g2 e obter as func¸o˜es de ve´rtices finitas na ordem de 2-loops. De modo ana´logo ao
ca´lculo em 1-loop, temos que as func¸o˜es de ve´rtice de 2-pontos e 4-pontos, em termos diagrama´ticos,
sa˜o representadas como
Γ(2)(~ki) =~k2 +m2−
[
1
2
+ + +
1
4
+
1
2
+
1
6 +
1
2
]
+O(g3), (2.87)
Γ(4)(~ki) =−
[
+
3
2
+ +3 + 3
4
+
3
2
+3 +3
]
. (2.88)
As contribuic¸o˜es dos contra-termos na ordem em g sa˜o dados por
+ =−K

12 + 14 + 12 + 16 + 12

 , (2.89)
=−K
[
3
2
+3 + 3
4
+
3
2
+3 +3
]
. (2.90)
Portanto, usando o resultado dos diagramas do apeˆndice C.2, obtemos as contribuic¸o˜es dos contra-
termos ate´ a ordem em g2, dados por
cφ = c1φ + c2φ = 0−
g2
(4pi)412ε
, (2.91)
cm2 = c
1
m2 + c
2
m2 =
g
(4pi)2ε
+
g2
(4pi)4
(
2
ε2
− 1
2ε
)
, (2.92)
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cg = c
1
g + c
2
g =
3g
(4pi)2ε
+
g2
(4pi)4
(
9
ε2
− 3
ε
)
. (2.93)
2.3.3 Ca´lculo das Constantes de Renormalizac¸a˜o via Contra-Termos
Atrave´s do me´todo apresentado na subsec¸a˜o anterior, temos que ate´ a ordem de g2, obtemos
func¸o˜es de correlac¸a˜o finitos a partir da energia funcional (2.79), que pode ser escrito na forma da
expressa˜o (2.72), onde as constantes de renormalizac¸a˜o sa˜o dadas por
Zφ (g,ε−1) = 1+ cφ = 1+
1
~k2
1
6K
( )∣∣∣∣∣
m2=0
, (2.94)
Zm2(g,ε
−1) = 1+ cm2 = 1+
1
m2
[
1
2
K
( )
+
1
4
K
( )
+
1
2
K
( )
+
1
2
K
( )
+
1
6K
( )∣∣∣∣∣
~k2=0
]
, (2.95)
Zg(g,ε−1) = 1+ cg = 1+
1
µε g
[
3
2
K
( )
+3K
( )
+
3
4
K
( )
+
3
2
K
( )
+3K
( )
+3K
( )]
. (2.96)
As constantes de renormalizac¸a˜o sa˜o expanso˜es na constante de acoplamento adimensional g,
com coeficientes da expansa˜o contendo somente termos de po´lo na forma 1
ε i
, onde i varia de 1 a
n considerando o termo de ordem gn. Como visto em sec¸o˜es anteriores, devemos lembrar que as
divergeˆncias na teoria φ 4 proveˆm exclusivamente dos diagramas de 2 e 4-pontos 1PI, onde todos as
func¸o˜es de ve´rtice de n-pontos sa˜o finitos para ε −→ 0 ate´ a ordem g2, se a expansa˜o perturbativa e´
produzida a partir da energia funcional (2.72).
Como o estudo esta´ sendo realizado em um campo de N componentes, os resultados em 2-loops
sa˜o extendidos pelos fatores de simetria. Daı´ temos que as constantes de renormalizac¸a˜o sa˜o reescritas
na forma
2.4 Grupo de Renormalizac¸a˜o 45
Zφ (g,ε−1) = 1+ cφ = 1+
1
~k2
1
6K
( )∣∣∣∣∣
m2=0
S , (2.97)
Zm2(g,ε
−1) = 1+ cm2 = 1+
1
m2
[
1
2
K
( )
S + 1
4
K
( )
S + 1
2
K
( )
S
+
1
2
K
( )
S + 16K
( )∣∣∣∣∣
~k2=0
S
]
, (2.98)
Zg(g,ε−1) = 1+ cg = 1+
1
µε g
[
3
2
K
( )
S +3K
( )
S + 3
4
K
( )
S
+
3
2
K
( )
S +3K
( )
S +3K
( )
S
]
. (2.99)
Usando os resultados dos diagramas de Feynman em expansa˜o ε apresentado no apeˆndice C.2 e
considerando os fatores de simetria apresentados no apeˆndice C.3, podemos expressar as constantes
de renormalizac¸a˜o, ate´ a ordem g2, da seguinte maneira
Zφ (g,ε−1) = 1− g
2
(4pi)4
1
ε
N +2
36 , (2.100)
Zm2(g,ε
−1) = 1+
g
(4pi)2
1
ε
N +2
3 +
g2
(4pi)4
[
−1
ε
N +2
6 +
1
ε2
(N +2)(N +5)
9
]
, (2.101)
Zg(g,ε−1) = 1+
g
(4pi)2
1
ε
N +8
3 +
g2
(4pi)4
[
1
ε2
(N +8)2
9 −
1
ε
5N +22
9
]
. (2.102)
2.4 Grupo de Renormalizac¸a˜o
O procedimento de renormalizac¸a˜o mostrado anteriormente, elimina todas as divergeˆncias UV a
partir das integrais de Feynman decorrentes de grandes momentos em D = 4− ε dimenso˜es. Isto e´
necessa´rio para obter as func¸o˜es de correlac¸a˜o finitas no limite ε −→ 0. Apresentaremos nessa sec¸a˜o
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as equac¸o˜es de Callan-Symanzik para as func¸o˜es de ve´rtice renormalizada, onde essas equac¸o˜es sa˜o
u´teis no estudo de teorias de campo massivos pois da˜o o comportamento das func¸o˜es de ve´rtice quando
a massa renormalizada e´ variada, e tomam a mesma forma de equac¸a˜o do tipo grupo de renormalizac¸a˜o
em um determinado regime, que ocorre quando os momentos sa˜o muito grandes em comparac¸a˜o com
a massa [42, 45]. E assim obtermos as propriedades crı´ticas da teoria φ 4.
2.4.1 Equac¸o˜es de Callan-Symanzik e Func¸o˜es do Grupo de Renormalizac¸a˜o
Diferenciando a func¸a˜o de ve´rtice na˜o-renormalizada Γ(n)B (~ki,mB,λB,Λ) com respeito a massa
renormalizada m, sendo fixos λB e Λ, temos que
m
∂
∂mΓ
(n)
B (
~ki,mB,λB,Λ)
∣∣∣∣
λB,Λ
= m
∂
∂mm
2
B
∣∣∣∣
λB,Λ
Γ(1,n)B (0,~ki,mB,λB,Λ), (2.103)
onde
Γ(1,n)B (0,~ki,mB,λB,Λ) =
∂
∂m2B
Γ(n)B (~ki,mB,λB,Λ), (2.104)
e´ a func¸a˜o de ve´rtice associada com a func¸a˜o de correlac¸a˜o contendo um termo extra−φ 2(~x)/2 dentro
do valor esperado
G(1,n)(~x,~x1, . . . ,~xn) =−12〈φ
2(~x)φ(~x1) · · ·φ(~xn)〉. (2.105)
Com a ajuda da constante de renormalizac¸a˜o Zφ , temos que a func¸a˜o de correlac¸a˜o renormalizada
nos da´
Γ(n)B (~ki,mB,λB,Λ) = Z
−n/2
φ Γ
(n)
(~ki,m,g), n ≥ 1. (2.106)
Introduzindo a constante de renormalizac¸a˜o Z2, que torna a func¸a˜o de ve´rtice composta finita no
limite λB −→ 0, tem-se
Γ(1,n)B (0,~ki,mB,λB,Λ) = Z
−n/2
φ Z2Γ
(1,n)
(0,~ki,m,g), (2.107)
onde a constante Z2 e´ fixada pela condic¸a˜o de normalizac¸a˜o
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Γ(1,n)(0,0,m,g) = 1. (2.108)
Atrave´s da definic¸a˜o das func¸o˜es auxiliares
β = m ∂g∂m
∣∣∣∣
λB,Λ
, (2.109)
γ = 1
2
Z−1φ m
∂Zφ
∂m
∣∣∣∣
λB,Λ
, (2.110)
pode-se reescrever a equac¸a˜o diferencial (2.103) na forma
(
m
∂
∂m +β
∂
∂g −nγ
)
Γ(n)(~ki,m,g) = Z2m
∂m2B
∂m
∣∣∣∣
λB,Λ
Γ(1,n)(0,~ki,m,g), n ≥ 1. (2.111)
Usando as condic¸o˜es de normalizac¸a˜o (2.57) e (2.108) e fazendo n = 2 na equac¸a˜o (2.111), obte-
mos
(2−2γ)m2 = Z2m∂m
2
B
∂m
∣∣∣∣
λB,Λ
. (2.112)
Isso permite chegar na equac¸a˜o de Callan-Symanzik, dada por
(
m
∂
∂m +β
∂
∂g −nγ
)
Γ(n)(~ki,m,g) = (2−2γ)m2Γ(1,n)(0,~ki,m,g), n ≥ 1. (2.113)
Em geral as func¸o˜es adimensionais β e γ dependem de g e m. A equac¸a˜o de Callan-Symanzik
relaciona diversas teorias renormalizadas entre si, cujo paraˆmetro que varia e´ a escala de massa, indo
para pequenas massas ou, equivalentemente, para grandes momentos. A partir dos resultados apro-
ximados da equac¸a˜o homogeˆnea da expressa˜o (2.113), pode-se deduzir o comportamento crı´tico da
teoria, desde que a func¸a˜o β seja nula em alguma forc¸a de acoplamento g = g∗.
Adicionando o paraˆmetro dimensional ε na lista de argumentos, temos que as func¸o˜es de correlac¸a˜o
na˜o-renormalizadas sa˜o dadas por
G(n)B (~x1, . . . ,~xn;mB,λB,ε) = 〈φB(~x1) · · ·φB(~xn)〉, (2.114)
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e as func¸o˜es de correlac¸a˜o renormalizadas sa˜o dadas por
G(n)(~x1, . . . ,~xn;m,g,µ,ε) = 〈φ(~x1) · · ·φ(~xn)〉. (2.115)
Atrave´s da renormalizac¸a˜o multiplicativa, pode-se obter
G(n)B (~x1, . . . ,~xn;mB,λB,ε) = Z
n/2
φ (g(µ),ε)G(n)(~x1, . . . ,~xn;m,g,µ,ε), n ≥ 1, (2.116)
onde Zφ (g(µ),ε) e´ a constante de renormalizac¸a˜o do campo definido por φB =Z1/2φ φ . Assim, podemos
obter uma relac¸a˜o para as func¸o˜es de ve´rtice renormalizada e na˜o-renormalizada a partir de partes 1PI
das func¸o˜es de correlac¸a˜o de n-pontos conectadas, onde teremos
Γ(n)(~ki;m,g,µ,ε) = Zn/2φ (g(µ),ε)Γ
(n)
B (
~ki;mB,λB,ε), n ≥ 1. (2.117)
Temos que os paraˆmetros renormalizados g, m e φ , definidos nas expresso˜es (2.54)-(2.56), depen-
dem das quantidades na˜o-renormalizadas e do paraˆmetro de massa µ . Logo temos
φ 2 = Z−1φ (g(µ),ε)φ 2B, (2.118)
m2 = m2(µ) ≡ Zφ (g(µ),ε)
Zm2(g(µ),ε)
m2B, (2.119)
g = g(µ)≡ µ−ε
Z2φ (g(µ),ε)
Zg(g(µ),ε)
λB. (2.120)
Assim, temos que as func¸o˜es de ve´rtice renormalizadas Γ(n)(~ki;m,g,µ,ε) dependem de µ de duas
maneiras: uma explicitamente, e uma via g(µ) e m(µ). A dependeˆncia explı´cita vem a partir dos
fatores µε que sa˜o gerados quando substituimos λ por µε g nas integrais de Feynman. Ao contra´rio,
as func¸o˜es de ve´rtice na˜o-renormalizadas Γ(n)B (~ki;mB,λB,ε) na˜o dependem de µ . As mudanc¸as asso-
ciadas a`s func¸o˜es de ve´rtice renormalizadas e de outros paraˆmetros renormalizados, devem ser rela-
cionados uns aos outros de uma maneira especı´fica. E essa relac¸a˜o e´ que assegura que a informac¸a˜o
fı´sica nas func¸o˜es renormalizadas permanec¸am invariantes sobre as mudanc¸as de µ .
Agora aplicando o operador adimensional µ ∂∂ µ na equac¸a˜o (2.117) e fixando os paraˆmetros na˜o-
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renormalizados mB e λB, podemos obter
[
µ ∂∂ µ +µ
∂g
∂ µ
∣∣∣∣
B
∂
∂g −
1
2
nµ ∂ lnZφ∂ µ
∣∣∣∣
B
+
µ
m2
∂m2
∂ µ
∣∣∣∣
B
m2
∂
∂m2
]
Γ(n)(~ki;m,g,µ,ε) = 0. (2.121)
Essa equac¸a˜o expressa a invariaˆncia de Γ(n)(~ki,m,g,µ) sob uma transformac¸a˜o (µ,m(µ),g(µ))−→
(µ ′,m(µ ′),g(µ ′)). Os observa´veis do sistema do campo sa˜o invariantes sob uma mudanc¸a de escala
de massa µ −→ µ ′ se a constante de acoplamento g(µ) e massa m(µ) sa˜o adequadamente mudadas.
A dependeˆncia apropriada de g, m e Zφ em µ e´ descrito pelas func¸o˜es do grupo de renormaliza-
c¸a˜o, dadas por
γ(m,g,µ) = µ ∂ lnZφ∂ µ
∣∣∣∣
B
, (2.122)
γm(m,g,µ) =
µ
m2
∂m2
∂ µ
∣∣∣∣
B
, (2.123)
β (m,g,µ) = µ ∂g∂ µ
∣∣∣∣
B
. (2.124)
Assim a equac¸a˜o do grupo de renormalizac¸a˜o para as func¸o˜es de ve´rtice com n ≥ 1 pode ser
reescrita como
[
µ ∂∂ µ +β (m,g,µ)
∂
∂g −
1
2
nγ(m,g,µ)+ γm(m,g,µ)m2
∂
∂m2
]
Γ(n)(~ki;m,g,µ) = 0. (2.125)
A soluc¸a˜o da equac¸a˜o diferencial parcial (2.125) e´ geralmente complicada, quando β , γ e γm
dependem de m, g e µ . Uma importante propriedade do esquema de subtrac¸a˜o mı´nima de ’t Hooft e
Veltman, e´ que os contra-termos independem da massa m, tendo dependeˆncia somente da constante
de acoplamento g e de ε [45]. Com isso, as func¸o˜es do grupo de renormalizac¸a˜o sa˜o independentes
de m e µ , e dependem unicamente de g, logo as func¸o˜es, sob o esquema de subtrac¸a˜o mı´nima, podem
ser reescritas como
γ(g) = µ ∂ lnZφ∂ µ
∣∣∣∣
B
, (2.126)
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γm(g) =
µ
m2
∂m2
∂ µ
∣∣∣∣
B
, (2.127)
β (g) = µ ∂g∂ µ
∣∣∣∣
B
. (2.128)
Com isso, a equac¸a˜o do grupo de renormalizac¸a˜o pode ser reescrita como
[
µ ∂∂ µ +β (g)
∂
∂g −
1
2
nγ(g)+ γm(g)m2
∂
∂m2
]
Γ(n)(~ki;m,g,µ) = 0. (2.129)
2.4.2 Ca´lculo das Func¸o˜es do Grupo de Renormalizac¸a˜o
Sera˜o calculadas as func¸o˜es do grupo de renormalizac¸a˜o aproveitando o fato que as constantes de
renormalizac¸a˜o dependem, atrave´s da subtrac¸a˜o mı´nima, somente de µ via constante de acoplamento
renormalizado g(µ).
Temos que podemos expressar as (2.126)-(2.128) em termos de grandezas adimensionais, e assim
podemos escrever de uma outra maneira as func¸o˜es do grupo de renormalizac¸a˜o na forma
β (g) =−ε
[ ∂
∂gln(gZgZ
−2
φ )
]−1
, (2.130)
γ(g) = β (g)∂ lnZφ∂g , (2.131)
γm(g) = γ(g)−β (g)∂ lnZm2∂g . (2.132)
Fazendo enta˜o as seguintes expanso˜es em termos da constante de acoplamento renormalizada
Zφ = 1+b2g2 +b3g3, (2.133)
Zm2 = 1+ c1g+ c2g2, (2.134)
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Zg = 1+a1g+a2g2, (2.135)
no qual a expansa˜o da constante de renormalizac¸a˜o do campo, Zφ , e´ extendida ate´ a ordem de g3 para
aplicarmos o mesmo conjunto de equac¸o˜es para o caso Lifshitz, em que o termo b1 da expansa˜o e´
omitido, pois na˜o ha´ contribuic¸o˜es em primeira ordem de g para o campo. Logo, podemos escrever as
func¸o˜es do grupo de renormalizac¸a˜o como
β (g) =−εg[1−a1g+2(a21−a2 +2b2)g2], (2.136)
γ(g) =−εg[2b2g+(3b3−2a1b2)g2], (2.137)
γm(g) = γ(g)+ εg[c1+(2c2− c21−a1c1)g]. (2.138)
Comparando as expanso˜es das constantes de renormalizac¸a˜o (2.133)-(2.135) com os resultados
(2.100)-(2.102), podemos identificar os coeficientes das expanso˜es dados por
a1 =
1
(4pi)2
(N +8)
3ε , (2.139)
a2 =
1
(4pi)4
[
(N +8)2
9ε2 −
5N +22
9ε
]
, (2.140)
b2 =− 1
(4pi)4
N +2
36ε , (2.141)
b3 = 0, (2.142)
c1 =
1
(4pi)2
N +2
3ε
, (2.143)
c2 =
1
(4pi)4
[
−N +26ε +
(N +2)(N+5)
9ε2
]
, (2.144)
e assim, substituindo os coeficientes nas func¸o˜es (2.136)-(2.138) e introduzindo a constante de aco-
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plamento modificada g ≡ g
(4pi)2 teremos
β (g) =−εg+ N +8
3
g2− 3N +14
3
g3, (2.145)
γ(g) = N +2
18
g2, (2.146)
γm(g) =
N +2
3
g− 5(N +2)
18
g2. (2.147)
2.4.3 Expoentes Crı´ticos
Agora sera´ calculado as propriedades crı´ticas da teoria φ 4 com simetria O(N) na aproximac¸a˜o em
2-loops. Com o uso da equac¸a˜o (2.145) calculamos o ponto fixo na˜o trivial g∗ de β (g∗) = 0 resultando
em
g∗ =
3
(N +8)ε
[
1+ 3(3N +14)
(N +8)2 ε
]
. (2.148)
Esse ponto fixo e´ na˜o-atrativo e com isso tem-se a necessidade de fixar o valor da constante de
acoplamento renormalizada no seu valor do regime ultravioleta g∗ para obtermos func¸o˜es de ve´rtice
invariantes por transformac¸o˜es de escala.
Os expoentes crı´ticos η e ν sa˜o calculados atrave´s das equac¸o˜es (2.146) e (2.147), no ponto fixo
ultravioleta g = g∗ como
η = γ(g∗), (2.149)
ν =
1
2− γm(g∗) . (2.150)
Com isso, substituindo o ponto fixo (2.148) nas expresso˜es (2.146) e (2.147), e com o auxı´lio das
expresso˜es (2.149) e (2.150), obtemos os expoentes η e ν ate´ a ordem de 2-loops, respectivamente,
dado por
η = N +2
2(N+8)2 ε
2, (2.151)
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ν =
1
2
+
N +2
4(N +8)ε +
(N +2)(N2 +23N +60)
8(N+8)3 ε
2. (2.152)
Os outros expoentes crı´ticos sa˜o calculados atrave´s das relac¸o˜es de escala (1.11)-(1.14).
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3 Me´todo de BPHZ para Pontos de Lifshitz
m-Axiais Anisotro´picos
Neste capı´tulo abordaremos a renormalizac¸a˜o e o estudo das propriedades crı´ticas de sistemas
competitivos que apresentam o comportamento crı´tico de Lifshitz. No capı´tulo anterior, expusemos
com um pouco de detalhes a renormalizac¸a˜o do modelo N-vetorial da teoria λφ 4, que descreve os
sistemas livres de competic¸a˜o. A renormalizac¸a˜o em sistemas competitivos e´ realizada de uma ma-
neira similar a` descrita no capı´tulo anterior, e destacaremos os principais resultados do Grupo de
Renormalizac¸a˜o aplicados no cena´rio com interac¸o˜es competitivas do tipo Lifshitz anisotro´pico.
O diagrama de fases dos modelos com interac¸o˜es competitivas entre primeiros e segundos sı´tios
vizinhos de spins apresenta o ponto de intersecc¸a˜o das fases denominado de ponto de Lifshitz. A
representac¸a˜o deste modelo em varia´veis contı´nuas e´ expressa atrave´s de uma modificac¸a˜o da teoria
λφ 4 quando incluı´mos termos de derivadas de ordem superior ao longo de m direc¸o˜es competitivas.
A densidade de energia livre de Ginzburg-Landau para um sistema com competic¸o˜es anisotro´picas
(d 6= m) com um campo de paraˆmetro de ordem N-vetorial φ e´ escrita como
L (φ) = 1
2
|∇(d−m)φ |2 + 12 |∇
2
(m)φ |2 +
δ0
2
|∇(m)φ |2 +
µ20
2
φ 2 + λ
4!φ
4, (3.1)
onde as constantes µ0 e λ sa˜o a massa e a constante de acoplamento na˜o-renormalizada, respectiva-
mente. A regia˜o crı´tica do ponto de Lifshitz e´ definida em torno da temperatura crı´tica TL e a um
determinado valor na raza˜o J2/J1, o qual anula δ0. Portanto, podemos expressar a ac¸a˜o funcional para
o comportamento crı´tico do tipo Lifshitz m-axial por meio da expressa˜o
E[φ ] =
∫
dd−mx⊥dmx||L (φ) =
∫
dd−mqdmk1
2
φ(−q,−k)[q2 +(k2)2 +µ20 ]φ(q,k)
+
∫
Lint(φ), (3.2)
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em que
∫
Lint(φ) representa o setor de interac¸a˜o da ac¸a˜o.
O sı´mbolo x⊥ representa o espac¸o das coordenadas Rd−m ausente de competic¸o˜es, enquanto que
x|| e´ definido no subespac¸o competitivo Rm. Sa˜o definidas as dimenso˜es das coordenadas por meio
de [x||] = [x⊥]1/2 = Λ−1/2, isto e´ equivalente a realizar uma redefinic¸a˜o dimensional do momento ao
longo dos eixos competitivos, enquanto a condic¸a˜o δ0 = 0 e´ satisfeita. Neste caso, o elemento de
integrac¸a˜o desenvolve a dimensa˜o [dd−mx⊥dmx||] = Λ−(d−m/2). Como a ac¸a˜o e´ mantida adimensional
no sistema natural de medidas, a dimensa˜o canoˆnica da varia´vel de campo e´ [φ ] = Λ 12(d−m2 )−1. E por
seguinte, a dimensa˜o canoˆnica da constante de acoplamento e´ enta˜o definida atrave´s da relac¸a˜o
[λ ] = Λ4+m2 −d ≡ Λdc−d. (3.3)
A dimensa˜o que torna a constante de acoplamento adimensional e´ chamada de dimensa˜o crı´tica
dc da teoria. Daı´ introduzimos o paraˆmetro de regularizac¸a˜o dimensional como
εL = dc−d = 4+ m2 −d. (3.4)
Lembrando que k e´ o momento definido ao longo das m direc¸o˜es competitivas e q e´ o momento
ao longo das d−m direc¸o˜es na˜o competitivas.
3.1 Equac¸o˜es de Callan-Symanzik e Func¸o˜es de Renormalizac¸a˜o
Para sistemas competitivos, o tratamento do grupo de renormalizac¸a˜o e´ semelhante a`quele usado
para sistemas sem competic¸a˜o. As integrais de Feynman para o caso das competic¸o˜es anisotro´picas en-
volvem duas escalas para os momentos externos. A definic¸a˜o do conjunto de condic¸o˜es de normalizac¸a˜o
sa˜o aplicados separadamente nos subespac¸os na˜o-competitivo Rd−m e competitivo Rm semelhante as
desenvolvido no capı´tulo 1 atrave´s
Γ(2)τ (0,mτ ,gτ) = m2ττ , (3.5)
∂
∂ p2ττ
Γ(2)τ (0,mτ ,gτ) = 1, (3.6)
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Γ(4)τ (0,mτ ,gτ) = gτ , (3.7)
onde lembramos que fazemos as identificac¸o˜es p1 = p e p2 = K′ para os momentos externos dos dois
subespac¸os independentes.
Podemos obter as equac¸o˜es de Callan-Symanzik para o caso anisotro´pico da mesma maneira que
as obtemos para a teoria λφ 4 convencional do capı´tulo 2. Essas equac¸o˜es sa˜o enta˜o dadas por
(
mτ
∂
∂mτ
+βτ ∂∂gτ −nγτ
)
Γ(n)τ = (2−2γτ)m2ττ Γ(1,n)τ , n ≥ 1. (3.8)
Similarmente ao que obtemos no capı´tulo 2, podemos escrever a equac¸a˜o do grupo de renormali-
zac¸a˜o para o caso Lifshitz na forma
[
µτ
∂
∂ µτ
+βτ(gτ) ∂∂gτ −
1
2
nγτ(gτ)+ γmτ (gτ)m2ττ
∂
∂m2ττ
]
Γ(n)τ = 0, (3.9)
onde as func¸o˜es do grupo de renormalizac¸a˜o sa˜o dadas por
γτ(gτ) = µτ
∂ lnZφ(τ)
∂ µτ
∣∣∣∣
B
, (3.10)
γmτ (gτ) =
µτ
m2ττ
∂m2ττ
∂ µτ
∣∣∣∣
B
, (3.11)
βτ(gτ) = µτ ∂gτ∂ µτ
∣∣∣∣
B
. (3.12)
O ro´tulo τ = 1 ou τ = 2 nas varia´veis diz respeito aos subespac¸os Rd−m e Rm, respectivamente,
em que e´ tratado as quantidades. A partir das func¸o˜es do grupo de renormalizac¸a˜o e´ possı´vel obter os
expoentes crı´ticos no ponto fixo ντ e ητ , onde veremos mais adiante. E tambe´m temos que, a partir
das relac¸o˜es de escala pode-se obter o restante dos expoentes crı´ticos.
3.2 Ca´lculo das Constantes de Renormalizac¸a˜o via Contra-Termos
Me´todos similares a`queles apresentados no capı´tulo 2, em refereˆncia ao ca´lculo das constantes
de renormalizac¸a˜o, sera˜o aplicados agora para o caso Lifshitz. Onde calculamos a constante de
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renormalizac¸a˜o do campo ate´ a ordem g3τ e as constante da massa e de acoplamento ate´ a ordem
g2τ .
As constantes de renormalizac¸a˜o para o caso Lifshitz, ja´ considerando os fatores de simetria, sa˜o
dados na forma
Zφ(τ)(gτ ,ε−1L ) = 1+
1
p2 +(K′2)2
[
1
6K
( )∣∣∣∣∣
m2ττ =0
S + 1
4
K
( )∣∣∣∣∣
m2ττ =0
S
+
1
3
K
( )
S
]
, (3.13)
Zm2ττ (gτ ,ε
−1
L ) = 1+
1
m2ττ
[
1
2
K
( )
S + 1
4
K
( )
S + 1
2
K
( )
S
+
1
2
K
( )
S + 16K
( )∣∣∣∣∣
p2+(K′2)2=0
S
]
, (3.14)
Zgτ (gτ ,ε
−1
L ) = 1+
1
gτ µτεLτ
[
3
2
K
( )
S +3K
( )
S + 3
4
K
( )
S
+
3
2
K
( )
S +3K
( )
S +3K
( )
S
]
. (3.15)
Usando os resultados dos diagramas de Feynman em expansa˜o εL apresentado no apeˆndice C.1 e
considerando os fatores de simetria apresentados no apeˆndice C.3, podemos expressar as constantes
de renormalizac¸a˜o para o caso Lifshitz na forma
Zφ(τ)(gτ ,ε−1L ) = 1−
(N +2)
144εL
g2τ −
(N +2)(N +8)
1296ε2L
(
1− 1
4
εL
)
g3τ , (3.16)
Zm2ττ (gτ ,ε
−1
L ) = 1+
(N +2)
6εL
gτ +
[
(N +2)(N +5)
36ε2L
− (N +2)
24εL
]
g2τ , (3.17)
Zgτ (gτ ,ε
−1
L ) = 1+
(N +8)
6εL
gτ +
[
(N +8)2
36ε2L
− 5N +22
36εL
]
g2τ . (3.18)
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3.3 Ca´lculo das Func¸o˜es do Grupo de Renormalizac¸a˜o
Agora iremos calcular as func¸o˜es do grupo de renormalizac¸a˜o como realizado no capı´tulo 2, para
o caso Lifshitz.
Podemos expressar as equac¸o˜es (3.10)-(3.12) em termos de grandezas adimensionais, e assim
podemos escrever de uma outra maneira as func¸o˜es do grupo de renormalizac¸a˜o na forma
βτ(gτ) =−τεL
[ ∂
∂gτ
ln(gτZgτ Z−2φ(τ))
]−1
, (3.19)
γτ(gτ) = βτ(gτ)∂ lnZφ(τ)∂gτ , (3.20)
γmτ (gτ) = γτ(gτ)−βτ(gτ)
∂ lnZm2ττ
∂gτ
. (3.21)
Fazendo enta˜o as seguintes expanso˜es em termos da constante de acoplamento renormalizada
Zφ(τ) = 1+b2τg2τ +b3τg3τ , (3.22)
Zm2ττ = 1+ c1τ gτ + c2τ g
2
τ , (3.23)
Zgτ = 1+a1τgτ +a2τg2τ , (3.24)
podemos escrever as func¸o˜es do grupo de renormalizac¸a˜o como
βτ(gτ) =−τεLgτ [1−a1τgτ +2(a21τ −a2τ +2b2τ)g2τ ], (3.25)
γτ(gτ) =−τεLgτ [2b2τgτ +(3b3τ −2a1τb2τ)g2τ ], (3.26)
γmτ (gτ) = γτ(gτ)+ τεLgτ [c1τ +(2c2τ − c21τ −a1τ c1τ)gτ ]. (3.27)
Comparando as expanso˜es das constantes de renormalizac¸a˜o (3.22)-(3.24) com os resultados
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(3.16)-(3.18), podemos identificar os coeficientes das expanso˜es dados por
a1τ =
N +8
6εL
, (3.28)
a2τ =
(N +8)2
36ε2L
− 5N +22
36εL
, (3.29)
b2τ =−N +2144εL , (3.30)
b3τ =−(N +2)(N+8)1296ε2L
(
1− 1
4
εL
)
, (3.31)
c1τ =
N +2
6εL
, (3.32)
c2τ =
(N +2)(N+5)
36ε2L
− N +2
24εL
, (3.33)
e assim, substituindo os coeficientes nas func¸o˜es (3.25)-(3.27) teremos
βτ(gτ) = τ
[
−εLgτ + N +86 g
2
τ −
3N +14
12
g3τ
]
, (3.34)
γτ(gτ) = τ
[
N +2
72
g2τ −
(N +2)(N+8)
1728
g3τ
]
, (3.35)
γmτ (gτ) = τ
[
N +2
6 gτ −
5(N +2)
72
g2τ −
(N +2)(N+8)
1728
g3τ
]
. (3.36)
3.4 Ca´lculo dos Expoentes Crı´ticos Anisotro´picos
Nesta sec¸a˜o determinaremos as propriedades crı´ticas de sistemas do tipo Lifshitz pela adaptac¸a˜o
do me´todo da teoria λφ 4 com simetria O(N) mostrada no capı´tulo 2. Incluı´da a discussa˜o da sec¸a˜o
anterior, calcularemos na aproximac¸a˜o ate´ a ordem 3 em nu´mero de loops para o expoente ητ e o
expoente ντ ate´ a ordem 2 em nu´mero de loops. Com o uso da equac¸a˜o (3.34) calculamos o ponto fixo
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na˜o trivial g∗τ de βτ(g∗τ) = 0 resultando em
g∗τ =
6
(N +8)
εL
[
1+ 3(3N +14)
(N +8)2
εL
]
. (3.37)
Os expoentes crı´ticos ητ e ντ sa˜o calculados atrave´s das equac¸o˜es (3.35) e (3.36), no ponto fixo
ultravioleta gτ = g∗τ . Logo temos
ητ = γτ(g∗τ), (3.38)
ντ =
1
2τ − γmτ (g∗τ)
. (3.39)
Com isso, substituindo o ponto fixo (3.37) nas expresso˜es (3.35) e (3.36), e com o auxı´lio das
expresso˜es (3.38) e (3.39), obtemos os expoentes ητ ate´ a ordem 3 em nu´mero de loops e ντ ate´ a
ordem 2 em nu´mero de loops, respectivamente, dado por
ητ =
τ
2
N +2
(N +8)2
ε2L
[
1+
(
6(3N +14)
(N +8)2
− 1
4
)
εL
]
, (3.40)
ντ =
1
τ
[
1
2
+
N +2
4(N +8)
εL +
(N +2)(N2 +23N +60)
8(N +8)3
ε2L
]
. (3.41)
Os expoentes crı´ticos ητ e ντ concordam com os expoentes encontrados utilizando outras te´cnicas,
confirmando assim o cara´ter universal desses expoentes. Eles so´ dependem do nu´mero N de compo-
nentes de paraˆmetro de ordem e da dimensa˜o espacial d do sistema. Assim, sistemas que possuem os
mesmos paraˆmetros (N,d,m) pertencem a` mesma classe de universalidade.
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4 Conclusa˜o e Perspectivas
Neste trabalho investigamos o comportamento crı´tico de sistemas fı´sicos com interac¸o˜es com-
petitivas que apresentam pontos de Lifshitz m-axiais. Para esse estudo usamos as te´cnicas de Teo-
ria Quaˆntica de Campos Escalares Massivos renormalizada em momentos externos na˜o nulos, com
interac¸o˜es do tipo λφ 4 para obtermos uma expansa˜o perturbativa para as func¸o˜es de ve´rtice de 2-
pontos ate´ a ordem de 3-loops e de 4-pontos ate´ a ordem de 2-loops.
Essas func¸o˜es de ve´rtice foram regularizadas usando o me´todo de regularizac¸a˜o dimensional de
polos dimensionais e renormalizadas usando o me´todo de subtrac¸a˜o mı´nina, onde calculamos as inte-
grais de Feynman, para o caso anisotro´pico, usando a aproximac¸a˜o ortogonal. Uma das vantagens para
utilizarmos o me´todo de subtrac¸a˜o mı´nima foi que na˜o precisamos calcular as integrais logarı´timicas
que aparecem no processo de resoluc¸a˜o, pois estas sa˜o canceladas no decorrer do ca´lculo, e uma ou-
tra vantagem esta´ ligada a na˜o especificac¸a˜o da escala de momento k, onde na˜o precisamos inserir
o conceito de ponto de simetria [19] como e´ feito em condic¸o˜es de normalizac¸a˜o. No entanto, as
divergeˆncias encontradas nas integrais de Feynman devido ao esquema de regularizac¸a˜o, foram re-
movidas pela adic¸a˜o dos ve´rtices de contra-termos correspondentes a`s amplitudes superficialmente
divergentes, caracterizando o me´todo BPHZ [45] usado neste trabalho.
Os expoentes crı´ticos calculados neste trabalho sa˜o exemplo de grandezas que exibem um cara´ter
universal, ou seja, sa˜o independentes das caracterı´sticas microsco´picas dos sistemas considerados.
A propriedade de universalidade dos expoentes crı´ticos e´ uma consequeˆncia natural da aplicac¸a˜o
das te´cnicas do grupo de renormalizac¸a˜o aos sistemas que exibem transic¸o˜es de fase, o que engloba
tambe´m os sistemas com interac¸o˜es competitivas do tipo Lifshitz.
Atrave´s das ideias do Grupo de Renormalizac¸a˜o, foram definidas as func¸o˜es de Wilson que ori-
ginam os pontos fixos, e a partir dessas func¸o˜es e dos pontos fixos, calculamos os expoentes crı´ticos
anisotro´picos ητ , ate´ a ordem treˆs no nu´mero de loops, e ντ ate´ a ordem dois no nu´mero de loops,
que caracterizam o comportamento crı´tico do tipo Lifshitz m-axial. Os expoentes calculados esta˜o
em perfeita concordaˆncia com os correspondentes expoentes calculados anteriormente usando outros
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me´todos [39, 42], dando confianc¸a sobre os resultados encontrados e em contrapartida, os nossos re-
sultados confirmam a veracidade dos expoentes crı´ticos anisotro´picos encontrados em [39, 42]. Este
fato confirma a hipo´tese de universalidade dos expoentes crı´ticos que sa˜o os mesmos independente-
mente da teoria utilizada para calcula´-los.
Uma extensa˜o desse trabalho e´ aplicar o mesmo me´todo BPHZ para o estudo do comportamento
crı´tico de Lifshitz isotro´pico aproximado e exato, e estendeˆ-lo para o estudo de cara´ter geral. Levando
a confirmar os resultados anteriormente obtidos por outros me´todos.
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AP ˆENDICE A
Nesse apeˆndice sera˜o mostradas algumas expresso˜es que sa˜o utilizadas para o ca´lculo de integrais
D-dimensionais.
A.1 Coordenadas Polares e Superfı´cie de uma Esfera em D Di-
menso˜es
Vamos considerar o espac¸o de Minkowski d-dimensional, onde temos uma dimensa˜o temporal e
(D− 1) dimenso˜es espaciais. Iremos considerar o sistema em coordenadas polares esfe´ricas, onde
podemos representar um ponto qualquer no espac¸o, na forma
P = (P0,~r) = (P0,r,φ ,θ1,θ2, . . . ,θD−3). (A.1)
Geometricamente, como mostra a figura (A.1), o elemento de volume tridimensional e´ dado por
d3x = r2sinθdrdθdφ , (A.2)
Agora vamos generalizar o conceito para coordenadas esfe´ricas em 4D. Para isso iremos conside-
rar um conjunto de coordenadas x,y,z e t, onde a distaˆncia de um ponto qualquer no espac¸o a` origem
tenha norma r. Projetando esse vetor em t e no R3, formado por x,y e z, teremos como coordenadas
desse vetor
rcosθ2, (A.3)
rsinθ2. (A.4)
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Figura A.1: Elemento de volume tridimensional em coordenadas polares esfe´ricas.
Escolhendo θ2 de tal forma que rcosθ2 esteja projetado em t e rsinθ2 esteja em R3, temos que
aplicando novamente as coordenadas esfe´ricas para esse novo vetor em R3, iremos obter o conjunto
de coordenadas para o R4 dado por
x = rsinθ2sinθ1cosφ , (A.5)
y = rsinθ2sinθ1sinφ , (A.6)
z = rsinθ2cosθ1, (A.7)
t = rcosθ2. (A.8)
Assim, o elemento de volume em coordenas esfe´ricas do R4 sera´ dado por
d4x = ∂ (x,y,z, t)∂ (r,θ1,θ2,φ)drdθ1dθ2dφ , (A.9)
onde o jacobiano dessa transformac¸a˜o e´ dado por
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∂ (x,y,z, t)
∂ (r,θ1,θ2,φ) =
∣∣∣∣∣∣∣∣∣∣∣
∂x
∂ r
∂x
∂θ1
∂x
∂θ2
∂x
∂φ
∂y
∂ r
∂y
∂θ1
∂y
∂θ2
∂y
∂φ
∂ z
∂ r
∂ z
∂θ1
∂ z
∂θ2
∂ z
∂φ
∂ t
∂ r
∂ t
∂θ1
∂ t
∂θ2
∂ t
∂φ
∣∣∣∣∣∣∣∣∣∣∣
.
Usando as coordenadas (A.5)-(A.8) e aplicando as derivadas correspondentes, iremos encontrar o
determinante do jacobiano dado por
∂ (x,y,z, t)
∂ (r,θ1,θ2,φ) = r
3sinθ1sin2θ2. (A.10)
Portanto, substituindo o resultado (A.10) na expressa˜o (A.9), obtemos o elemento de volume em
coordenadas esfe´ricas para 4D, dado por
d4x = r3sinθ1sin2θ2drdθ1dθ2dφ . (A.11)
Generalizando para D dimenso˜es, temos que
dDP = dP0dr(rdθ1rdθ2 · · ·rdθD−3)(rsinθ1sin2θ2 · · ·sinD−3θD−3)dφ , (A.12)
dDP = dP0rD−2drdφsinθ1dθ1sin2θ2dθ2 · · ·sinD−3θD−3,
dDP = dP0rD−2drdφ
D−3
∏
k=1
sinkθkdθk. (A.13)
Atrave´s do resultado (A.13), podemos obter o elemento de volume D-dimensional para o espac¸o
euclidiano fazendo a troca da dimensa˜o temporal pela dimensa˜o espacial, assim obtemos
dP0 ≡ rsinθdθ , (A.14)
dDP = rD−1drdφ
D−2
∏
k=1
sinkθkdθk, (A.15)
onde os limites de integrac¸a˜o sa˜o
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

0 < r < +∞,
0 < φ < 2pi ,
0 < θk < pi .
Ao calcular integrais D-dimensionais, podemos denotar parte dela como sendo uma integral dire-
cional, cujo resultado e´ uma superfı´cie de uma esfera de raio unita´rio em D dimenso˜es:
SD =
∫
dφ
D−2
∏
k=1
sinkθkdθk. (A.16)
Usando os limites de integrac¸a˜o obtemos
SD = 2pi
D−2
∏
k=1
∫ pi
0
sinkθkdθk. (A.17)
Usando a fo´rmula integral
∫ pi
2
0
(sinθ)2n−1(cosθ)2m−1dθ = 1
2
Γ(n)Γ(m)
Γ(n+m)
, Re(n)> 0, Re(m)> 0, (A.18)
e fazendo m = 12 e n =
k+1
2 , iremos obter
∫ pi
0
sinkθkdθk = 2
∫ pi
2
0
sinkθkdθk =
√
pi
Γ( k+12 )
Γ( k+22 )
. (A.19)
Usando o resultado (A.19) na expressa˜o (A.17), temos
SD = 2pi
D
2
D−2
∏
k=1
Γ( k+12 )
Γ( k+22 )
=
2pi D2
Γ(D2 )
. (A.20)
Portanto, a superfı´cie de uma esfera unita´ria em D dimenso˜es e´
SD =
2pi D2
Γ(D2 )
. (A.21)
A.2 Expansa˜o da Func¸a˜o Gama
A func¸a˜o Gama pode ser definida pela integral
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Γ(z) =
∫
∞
0
dttz−1e−t . (A.22)
Essa integral tem po´lo para z = 0 e inteiros negativos. Aplicando uma integrac¸a˜o por partes,
iremos obter a identidade
Γ(z+1) = z
∫
∞
0
dttz−1e−t = zΓ(z), (A.23)
o que demonstra que a func¸a˜o Gama e´ uma generalizac¸a˜o de um fatorial de uma varia´vel arbitra´ria z
complexa.
A func¸a˜o Digama de Euler e´ definida pela relac¸a˜o
ψ(z) = ddzlnΓ(z) =
Γ′(z)
Γ(z)
. (A.24)
Usando a expressa˜o (A.23), e usando a definic¸a˜o
Γ(z) = lim
n→∞
n!nz
z(z+1)(z+2) · · ·(z+n) , (A.25)
iremos obter
Γ(z+1) = lim
n→∞
n!nz
(z+1)(z+2) · · ·(z+n) . (A.26)
Aplicando o logaritmo na expressao (A.26), temos
lnΓ(z+1) = lim
n→∞ ln
[
n!nz
(z+1)(z+2) · · ·(z+n)
]
(A.27)
= lim
n→∞
[
ln[n!nz]− ln[(z+1)(z+2) · · ·(z+n)]
]
= lim
n→∞
[
ln(n!)+ zln(n)− ln(z+1)− ln(z+2)−·· ·− ln(z+n)
]
, (A.28)
derivando em relac¸a˜o a z, temos
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d
dzlnΓ(z+1) = limn→∞
[
ln(n)− 1
z+1
− 1
z+2
−·· ·− 1
z+n
]
= ψ(z+1) (A.29)
= lim
n→∞
[
ln(n)+
n
∑
r=1
1
r
−
n
∑
r=1
1
r
− 1
z+1
− 1
z+2
−·· ·− 1
z+n
]
= lim
n→∞
[
ln(n)−
n
∑
r=1
1
r
]
+
∞
∑
n=1
(
1
n
− 1
z+n
)
. (A.30)
Definindo a constante de Euler-Mascheroni como
γ = lim
n→∞
[
n
∑
r=1
1
r
− ln(n)
]
, (A.31)
temos
ψ(z+1) =−γ +
∞
∑
n=1
z
n(n+ z)
, (A.32)
fazendo z = 0, obtemos
ψ(1) =−γ. (A.33)
Agora vamos considerar a func¸a˜o Γ(1+ ε), onde expandindo em se´rie de Taylor e usando as
relac¸o˜es (A.24) e (A.33), temos
Γ(1+ ε) = Γ(1)+Γ′(1)+O(ε2) (A.34)
= 1+ψ(1)ε +O(ε2)
= 1− γε +O(ε2). (A.35)
Fazendo z = ε na expressa˜o (A.23) e usando o resultado da expressa˜o (A.35), obtemos
Γ(ε) = 1
ε
− γ +O(ε). (A.36)
Novamente usando a expressa˜o (A.23) e usando o resultado (A.36), temos
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Γ(−1+ ε) = (−1+ ε)−1Γ(ε) (A.37)
= −(1+ ε + ε2 + · · ·)
(
1
ε
− γ +O(ε)
)
= −
(
1
ε
+1− γ +O(ε)
)
. (A.38)
De modo ana´logo, temos
Γ(−2+ ε) = (−2+ ε)−1Γ(−1+ ε) (A.39)
=
(−1)2
2
(1− ε
2
)−1
(
1
ε
+1− γ +O(ε)
)
=
(−1)2
2
(
1+ ε
2
+
ε2
4
+ · · ·
)(
1
ε
+1− γ +O(ε)
)
=
(−1)2
2
[
1
ε
+(1+
1
2
− γ)+O(ε)
]
. (A.40)
Generalizando, obtemos
Γ(−n+ ε) = (−1)
n
n!
[
1
ε
+ψ(n+1)+O(ε)
]
, ψ(n+1) =−γ +
n
∑
r=1
1
r
. (A.41)
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AP ˆENDICE B
Nesse apeˆndice sera´ mostrado algumas fo´rmulas que sa˜o necessa´rias para o ca´lculo dos diagramas
de Feynman em qualquer dimensa˜o.
B.1 Parametrizac¸a˜o de Feynman
Uma fo´rmula muito u´til para o ca´lculo dos diagramas de Feynman, e´ a que pode ser encontrada
usando o me´todo da parametrizac¸a˜o de Feynman. Onde cada intervalo de integrac¸a˜o sobre esses
paraˆmetros de Feynman, xi, sa˜o dados por
0 ≤ xi ≤ 1; x1 + x2 + · · ·xn−1 ≤ 1. (B.1)
Para demonstrar a expressa˜o, vamos considerar a parametrizac¸a˜o-α [46] dada por
1
a
α1
1
=
1
Γ(α1)
∫ +∞
0
e−a1β1β α1−11 dβ1, (B.2)
logo temos que
1
a
α1
1 a
α2
2
=
[
1
Γ(α1)
∫ +∞
0
e−a1β1β α1−11 dβ1
][
1
Γ(α2)
∫ +∞
0
e−a2β2β α2−12 dβ2
]
(B.3)
=
1
Γ(α1)Γ(α2)
∫ +∞
0
e−a1β1−a2β2β α1−11 β α2−12 dβ1dβ2. (B.4)
Considerando os paraˆmetros β1 = ηx1, β2 = η(1−x1) e η = β1 +β2, temos que a transformac¸a˜o
jacobiana e´ dada por
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dβ1dβ2 = J(x1,η)dηdx1, (B.5)
onde
J(x1,η) =
∣∣∣∣∣
∂β1
∂x1
∂β1
∂η
∂β2
∂x1
∂β2
∂η
∣∣∣∣∣= η,
obtendo, portanto
dβ1dβ2 = ηdηdx1. (B.6)
Substituindo o resultado (B.6) na expressa˜o (B.4), teremos
1
a
α1
1 a
α2
2
=
1
Γ(α1)Γ(α2)
∫ 1
0
∫ +∞
0
e−a1ηx1−a2η(1−x1)(ηx1)α1−1
[
η(1− x1)
]α2−1ηdηdx1 (B.7)
=
1
Γ(α1)Γ(α2)
∫ 1
0
∫ +∞
0
e−η[a1x1+a2(1−x1)]ηα1+α2−1xα1−11 (1− x1)α2−1dηdx1. (B.8)
Usando a definic¸a˜o da func¸a˜o Gama (A.22)
Γ(α1) =
∫ +∞
0
dttα1−1e−t , (B.9)
fazendo a mudanc¸a de varia´vel η = t[a1x1+a2(1−x1)] , obtemos
ηα1+α2−1 = t
α1+α2−1
[a1x1 +a2(1− x1)]α1+α2−1 , (B.10)
dη = dt
[a1x1 +a2(1− x1)] , (B.11)
e substituindo os resultados (B.10) e (B.11) na expressa˜o (B.8), temos
1
a
α1
1 a
α2
2
=
1
Γ(α1)Γ(α2)
∫ 1
0
∫ +∞
0
e−t
tα1+α2−1
[a1x1 +a2(1− x1)]α1+α2−1
1
[a1x1 +a2(1− x1)] ×
dtxα1−11 (1− x1)α2−1dx1
=
1
Γ(α1)Γ(α2)
∫ 1
0
∫ +∞
0
e−ttα1+α2−1dt
x
α1−1
1 (1− x1)α2−1
[a1x1 +a2(1− x1)]α1+α2 dx1. (B.12)
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Portanto, para dois termos teremos
1
a
α1
1 a
α2
2
=
Γ(α1 +α2)
Γ(α1)Γ(α2)
∫ 1
0
x
α1−1
1 (1− x1)α2−1
[a1x1 +a2(1− x1)]α1+α2 dx1. (B.13)
De modo ana´logo, podemos encontrar a expressa˜o para treˆs termos, dada por
1
a
α1
1 a
α2
2 a
α3
3
=
Γ(α1 +α2 +α3)
Γ(α1)Γ(α2)Γ(α3)
∫ 1
0
x
α1−1
1 x
α2−1
2 (1− x1− x2)α3−1
[a1x1 +a2x2 +a3(1− x1− x2)]α1+α2+α3 dx1dx2. (B.14)
Generalizando, podemos encontrar uma expressa˜o geral para n termos, ou seja
1
a
α1
1 a
α2
2 · · ·aαnn
=
Γ(α1 +α2 + · · ·+αn)
Γ(α1)Γ(α2) · · ·Γ(αn) ×∫ 1
0
x
α1−1
1 x
α2−1
2 · · ·xαn−1−1n−1 (1− x1− x2−·· ·− xn−1)αn−1
[a1x1 +a2x2 + · · ·+an−1xn−1 +an(1− x1− x2−·· ·− xn−1)]α1+α2+···+αn ×
dx1dx2 · · ·dxn−1. (B.15)
B.2 Fo´rmulas Integrais
Considerando o espac¸o euclidiano D-dimensional, vamos encontrar uma expressa˜o para um caso
simples e geral da integral de Feynman,
I(D,α;k) =
∫ dDq
(2pi)D
1
(q2 +2qp+m2)α
, (B.16)
onde sera´ usado o processo de regularizac¸a˜o dimensional de ’t Hooft e Veltman [45].
Atrave´s do resultado (A.15) temos
I(D,α;k) =
∫ 1
(2pi)D
1
(q2 +2qp+m2)α
qD−1dqdφ
D−2
∏
v=1
sinvθvdθv
=
2pi
(2pi)D
D−2
∏
v=1
∫ pi
0
sinvθvdθv
∫
∞
0
qD−1
(q2 +2qp+m2)α
dq. (B.17)
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Usando a expressa˜o (A.17) temos que
I(D,α;k) = SD
(2pi)D
∫
∞
0
qD−1
(q2 +2qp+m2)α
dq, (B.18)
onde SD e´ a superfı´cie de uma esfera unita´ria.
Usando a func¸a˜o Beta de Euler dada por
B(x,y) =
Γ(x)Γ(y)
Γ(x+ y)
= 2
∫
∞
0
t2x−1(1− t2)−x−ydt, (B.19)
e fazendo as mudanc¸as de varia´veis x = 1+β2 , y = α− 1+β2 e t = su , obtemos
∫
∞
0
sβ
(s2 +u2)α
ds =
Γ(1+β2 )Γ(α− 1+β2 )
2(u2)α−(
1+β
2 )Γ(α)
. (B.20)
Atrave´s da transformac¸a˜o
q2 +2qp+m2 = q2 +2qp+m2 + p2− p2 = (q+ p)2 +m2− p2, (B.21)
onde teremos uma equivaleˆncia q′ = q+ p ≡ q, podemos obter
I(D,α;k) = SD
(2pi)D
∫
∞
0
qD−1
[q2 +(m2− k2)]α dq. (B.22)
Atrave´s da comparac¸a˜o do resultado (B.22) com a expressa˜o (B.20), observarmos que s = q,
u2 = m2− p2 e β = D−1, temos que
I(D,α;k) = SD
(2pi)D
Γ(1+D−12 )Γ(α− 1+D−12 )
2(m2− p2)α−( 1+D−12 )Γ(α)
=
SD
(2pi)D
Γ(D2 )Γ(α− D2 )
2(m2− p2)α−D2 Γ(α)
. (B.23)
usando o resultado (A.21) obtemos a expressa˜o final da integral
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∫ dDq
(2pi)D
1
(q2+2qp+m2)α
=
1
(4pi)D2
Γ(α− D2 )(m2− p2)
D
2 −α
Γ(α)
. (B.24)
O resultado encontrado na expressa˜o (B.24) sera´ utilizado para o ca´lculo dos diagramas de Feyn-
man relacionadas ao estudo das constantes de renormalizac¸a˜o do capı´tulo 2.
Para o ca´lculo das constantes de renormalizac¸a˜o para o caso Lifshitz no capı´tulo 3, iremos redefinir
o fator geome´trico SD de modo que
∫
dDq 1
(q2+2qp+m2)α
= SD
1
2
Γ(D2 )Γ(α− D2 )
Γ(α)
(m2− p2)D2 −α , (B.25)
onde
SD =
1
2D−1pi D2 Γ(D2 )
. (B.26)
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AP ˆENDICE C
Nesse apeˆndice sera˜o mostrados os resultados dos ca´lculos das integrais de Feynman em regularizac¸a˜o
dimensional com os resultados encontrados nos Apeˆndices A e B.
C.1 Ca´lculo de Integrais de Feynman: Pontos de Lifshitz m-axiais
Calcularemos agora integrais de Feynman em regularizac¸a˜o dimensional para o caso Lifshitz. No
caso anisotro´pico, as integrais sa˜o calculadas usando uma aproximac¸a˜o conhecida como aproximac¸a˜o
ortogonal [38]. Esta aproximac¸a˜o e´ utilizada no ca´lculo de integrais onde seus propagadores possuem
momentos com poteˆncias qua´rticas e consiste em fazermos
[(k+K′)2]2 ≈ [k2 +K′2]2 = (k2)2 +2k2K′2 +(K′2)2. (C.1)
Nessa aproximac¸a˜o, ao integrarmos nos momentos qua´rticos, usamos a fo´rmula [39]
∫
dmk 1
[(k2)2 +2ak2 +m2]β
∼= Sm 14
Γ(m/4)Γ(β −m/4)
Γ(β ) (m
2−a2)m/4−β , (C.2)
onde Sm e´ a a´rea da hiperesfera m-dimensional.
C.1.1 Caso Anisotro´pico Aproximado
Lembrando que no caso anisotro´pico a dimensa˜o crı´tica e´ dc = 4+ m2 e o paraˆmetro de expansa˜o
εL nesse caso e´ definido por εL = 4+ m2 − d e iremos, nos resultados finais, desprezar os termos de
O(εL).
O primeiro diagrama associado a integral de Feynman na ordem de um loop que contribui para a
func¸a˜o de dois pontos e´ dada por
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=−λτ
∫
dd−mqdmk 1
q2 +(k2)2 +m2ττ
. (C.3)
Para resolveˆ-la, iremos primeiramente integrar em q fazendo p = 0, α = 1 e m2 = (k2)2 +m2ττ na
expressa˜o (B.25), que implica na expressa˜o
=−λτSd−m 12Γ
(
d−m
2
)
Γ
(
1− d−m
2
)∫
dmk 1[
(k2)2 +m2ττ
]1− d−m2 . (C.4)
Fazendo a = 0 no resultado (C.2) para resolver a integral em k, e introduzindo a constante de
acoplamento adimensional gτ na forma
gτ ≡ λτ µd−m2 −4 = λτ µ−τεL , (C.5)
podemos obter o resultado da integral em termos de gτ e εL dado por
=−gτ µ
τεL
τ
2
[
1
4
Sd−mSmΓ
(
d−m
2
)
Γ(m/4)
]
Γ(1−d/2+m/4)(m2ττ )−1+d/2−m/4, (C.6)
que atrave´s da relac¸a˜o m4 − d2 = εL2 −2, nos leva a
=−gτ µ
τεL
τ m
2τ
τ
2
[
1
4
Sd−mSmΓ
(
2− m
4
− εL
2
)
Γ
(m
4
)]
Γ
(
−1+ εL
2
)
(m2ττ )
−εL/2. (C.7)
Expandindo a func¸a˜o Gama entre colchetes na forma
Γ(a+bx) = Γ(a)[1+bxψ(a)+O(x2)], (C.8)
Teremos
=−gτ m
2τ
τ
2
[
1
4
Sd−mSmΓ
(
2− m
4
)
Γ
(m
4
)](
1− εL
2
ψ
(
2− m
4
))
Γ
(
−1+ εL
2
)(m2ττ
µ2ττ
)−εL/2
.(C.9)
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Agora absorvendo o fator angular
1
4
Sd−mSmΓ
(
2− m
4
)
Γ
(m
4
)
, (C.10)
em uma redefinic¸a˜o da constante de acoplamento, e usando as expanso˜es em εL de acordo com
Γ
(
−1+ εL
2
)
=− 2
εL
[
1+
εL
2
ψ(2)+O(ε2L)
]
, (C.11)
(
m2ττ
µ2ττ
)−εL/2
= 1− εL
2
ln
(
m2ττ
µ2ττ
)
+O(ε2L), (C.12)
obtemos
=
gτm2ττ
εL
[
1− εL
2
ψ
(
2− m
4
)][
1+ εL
2
ψ(2)+O(ε2L)
][
1− εL
2
ln
(
m2ττ
µ2ττ
)
+O(ε2L)
]
. (C.13)
Fazendo n = 1 na relac¸a˜o ψ(n+1)−ψ(n) = 1/n e definindo
[i2]m = 1+
1
2
[
ψ(1)−ψ
(
2− m
4
)]
, (C.14)
Obtemos o resultado final para o primeiro diagrama de Feynman na ordem de um loop
=
gτm2ττ
εL
[
1+
(
[i2]m− 12
)
εL− εL2 ln
(
m2ττ
µ2ττ
)]
. (C.15)
Agora calcularemos o segundo diagrama associado a integral de Feynman na ordem de um loop
que contribui para a func¸a˜o de quatro pontos, dado por
= λ 2τ
∫
dd−mqdmk 1
[q2 +(k2)2 +m2ττ ]{(q+ p)2+[(k+K′)2]2 +m2ττ }
. (C.16)
Usando paraˆmetros de Feynman, com α1 = α2 = 1, a1 = (q+ p)2 + [(k+K′)2]2 +m2ττ e a2 =
q2 +(k2)2 +m2ττ na expressa˜o (B.13), obtemos
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= λ 2τ
∫ 1
0
dx
∫
dmk
∫
dd−mq 1{q2 +2qpx+ p2x+2k2K′2x+(K′2)2x+(k2)2 +m2ττ }2
. (C.17)
Usando o resultado da expressa˜o (B.25), resolvemos a integral em q, e obtemos
= λ 2τ
1
2
Sd−mΓ
(
d−m
2
)
Γ
(
2− d−m
2
)∫ 1
0
dx×
∫
dmk 1
[(k2)2 +2k2K′2x+ p2x(1− x)+(K′2)2x+m2ττ ]2− d−m2
. (C.18)
Atrave´s do resultado (C.2) teremos
=
λ 2τ
2
[
1
4
Sd−mSmΓ
(
d−m
2
)
Γ
(m
4
)]
Γ
(
2− d
2
+
m
4
)
×
∫ 1
0
dx{[p2 +(K′2)2]x(1− x)+m2ττ }−2+d/2−m/4. (C.19)
Considerando as relac¸o˜es
2− d
2
+
m
4
=
εL
2
, (C.20)
Γ
(
d−m
2
)
= Γ
(
2− m
4
− εL
2
)
, (C.21)
podemos reescrever a expressa˜o (C.19) como
=
λ 2τ
2
[
1
4
Sd−mSmΓ
(
2− m
4
− εL
2
)
Γ
(m
4
)]
Γ
(εL
2
)
×
∫ 1
0
dx{[p2 +(K′2)2]x(1− x)+m2ττ }−εL/2. (C.22)
Considerando a expansa˜o em εL
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Γ
(εL
2
)
=
2
εL
+ψ(1)+O(εL), (C.23)
com a expansa˜o (C.8) dentro dos colchetes e a relac¸a˜o (C.5), obtemos
=
g2τ µτεLτ
2
[
1
4
Sd−mSmΓ
(
2− m
4
)
Γ
(m
4
)][
1− εL
2
ψ
(
2− m
4
)
+O(ε2L)
]
×
[
2
εL
+ψ(1)+O(εL)
]∫ 1
0
dx
{
[p2 +(K′2)2]x(1− x)+m2ττ
µ2ττ
}−εL/2
. (C.24)
Absorvendo o fator geome´trico (C.10) em uma redefinic¸a˜o da constante de acoplamento e usando
a definic¸a˜o (C.14), obtemos uma expressa˜o final dada por
= gτ µτεLτ
gτ
εL
{
1+([i2]m−1)εL− εL2
∫ 1
0
dxln
{
[p2 +(K′2)2]x(1− x)+m2ττ )
µ2ττ
}}
. (C.25)
Podemos observar que o prefator gτ µτεLτ e´ a constante de acoplamento λτ que deve ser renorma-
lizada, e portanto na˜o e´ expandida em termos de εL. Somente a expressa˜o atra´s dele contribue para a
constante de renormalizac¸a˜o Zgτ .
O terceiro diagrama associado a integral de Feynman na ordem de dois loops que contribui para
func¸a˜o de dois pontos e´ dado por
= λ 2τ
∫
dd−mq1dd−mq2dmk1dmk2
1
[q21 +(k21)2 +m2ττ ]2[q22+(k22)2 +m2ττ ]
, (C.26)
que podemos reescrever na forma
=
[
λτ
∫
dd−mq1dmk1
1
[q21+(k21)2 +m2ττ ]2
][
λτ
∫
dd−mq2dmk2
1
[q22+(k22)2 +m2ττ ]
]
. (C.27)
Para resolver a integral do primeiro colchete, vamos usar o resultado (B.25) para resolver a integral
em q1, onde teremos
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λτ
∫
dd−mq1dmk1
1
[q21 +(k21)2 +m2ττ ]2
= λτSd−m
1
2
Γ
(
d−m
2
)
Γ
(
2− d−m
2
)
×
∫
dmk1
1
[(k21)2 +m2ττ ]2−
d−m
2
. (C.28)
Usando agora o resultado (C.2) para resolver a integral em k1 e a relac¸a˜o (C.5), obtemos
λτ
∫
dd−mq1dmk1
1
[q21+(k21)2 +m2ττ ]2
=
gτ µτεLτ
2
[
1
4
Sd−mSmΓ
(
d−m
2
)
Γ
(m
4
)]
×
Γ
(
2− d
2
+
m
4
)
(m2ττ )
−2+ d2−m4 . (C.29)
E atrave´s das relac¸o˜es (C.20), (C.21) e a expansa˜o (C.8) dentro do colchete, temos que
λτ
∫
dd−mq1dmk1
1
[q21+(k21)2 +m2ττ ]2
=
gτ
2
[
1
4
Sd−mSmΓ
(
2− m
4
)
Γ
(m
4
)](
1− εL
2
ψ
(
2− m
4
))
×
Γ
(εL
2
)(m2ττ
µ2ττ
)−εL/2
. (C.30)
E com os resultados das expanso˜es em εL (C.12), (C.23) e com o auxı´lio da definic¸a˜o (C.14)
juntamente com a absorc¸a˜o de (C.10) na redefinic¸a˜o da constante de acoplamento, obtemos
λτ
∫
dd−mq1dmk1
1
[q21+(k21)2 +m2ττ ]2
=
gτ
εL
[
1− (1− [i2]m)εL− εL2 ln
(
m2ττ
µ2ττ
)]
. (C.31)
De acordo com a expressa˜o (C.15), a integral do segundo colchete e´ dado por
λτ
∫
dd−mq2dmk2
1
[q22 +(k22)2 +m2ττ ]
=−gτ m
2τ
τ
εL
[
1+
(
[i2]m− 12
)
εL− εL2 ln
(
m2ττ
µ2ττ
)]
. (C.32)
Com os resultados (C.31) e (C.32), podemos obter uma expressa˜o final de (C.26) dado por
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=−g
2
τm
2τ
τ
ε2L
[
1+
(
2[i2]m− 32
)
εL− εLln
(
m2ττ
µ2ττ
)]
. (C.33)
O quarto diagrama associado a integral de Feynman na ordem de dois loops que contribui para a
func¸a˜o de quatro pontos e´ dado por
= −λ 3τ
∫
dd−mq1dd−mq2dmk1dmk2
1
[q21 +(k21)2 +m2ττ ][q22+(k22)2 +m2ττ ]
×
1
{(q1 + p)2 +[(k1 +K′)2]2 +m2ττ }{(q2 + p)2 +[(k2 +K′)2]2 +m2ττ }
. (C.34)
Podemos reescrever a u´ltima integral como
= − 1λτ
[
λ 2τ
∫
dd−mq1dmk1
1
[q21 +(k21)2 +m2ττ ]{(q1+ p)2 +[(k1 +K′)2]2 +m2ττ }
]
×[
λ 2τ
∫
dd−mq2dmk2
1
[q22+(k22)2 +m2ττ ]{(q2 + p)2 +[(k2 +K′)2]2 +m2ττ }
]
. (C.35)
Usando a relac¸a˜o (C.5) e o resultado (C.25) temos que
= − 1
gτ µτεLτ
{
g2τ µτεLτ
εL
{
1+([i2]m−1)εL− εL2
∫ 1
0
dxln
{
[p2 +(K′2)2]x(1− x)+m2ττ
µ2ττ
}}}
×{
g2τ µτεLτ
εL
{
1+([i2]m−1)εL− εL2
∫ 1
0
dxln
{
[p2 +(K′2)2]x(1− x)+m2ττ
µ2ττ
}}}
. (C.36)
Multiplicando os termos, obtemos a expressa˜o final dada por
=−g
3
τ µτεLτ
ε2L
{
1+2([i2]m−1)εL− εL
∫ 1
0
dxln
{
[p2 +(K′2)2]x(1− x)+m2ττ
µ2ττ
}}
. (C.37)
O quinto diagrama associado a integral de Feynman na ordem de dois loops que contribui para a
func¸a˜o de quatro pontos e´ dado por
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= −λ 3τ
∫
dd−mq1dd−mq2dmk1dmk2
1
[q21+(k21)2 +m2ττ ]2
{
(q1+ p)2 +[(k1 +K′)2]2 +m2ττ
} ×
1
[q22 +(k22)2 +m2ττ ]
, (C.38)
que pode ser reescrito na forma
=
[
λ 2τ
∫
dd−mq1dmk1
1
[q21 +(k21)2 +m2ττ ]2
{
(q1 + p)2 +[(k1 +K′)2]2 +m2ττ
}
]
×
[
−λτ
∫
dd−mq2dmk2
1
q22 +(k22)2 +m2ττ
]
. (C.39)
Vamos obter um resultado para a integral do primeiro colchete usando os paraˆmetros de Feynman,
onde fazendo α1 = 1 e α2 = 2 com a1 =
{
(q1+ p)2 +[(k1 +K′)2]2 +m2ττ
}
e a2 = [q21 +(k21)2 +m2ττ ]
na expressa˜o (B.13), obtemos
∫
dd−mq1
1
[q21 +(k21)2 +m2ττ ]2
{
(q1 + p)2 +[(k1 +K′)2]2 +m2ττ
} = Γ(3)∫ 1
0
dx(1− x)×
∫
dd−mq1
1{
q21 +2q1px+ p2x+(k21)2 +2k21K′2x+(K′2)2x+m2ττ
}3 . (C.40)
Usando o resultado (B.25), resolvemos a integral em q1, ou seja
∫
dd−mq1
1
[q21 +(k21)2 +m2ττ ]2
{
(q1 + p)2 +[(k1 +K′)2]2 +m2ττ
} = 1
2
Sd−mΓ
(
d−m
2
)
×
Γ
(
3− d−m
2
)∫ 1
0
dx(1− x) 1
[(k21)2 +2k21K′2x+ p2x(1− x)+(K′2)2x+m2ττ ]3−
d−m
2
. (C.41)
E atrave´s do resultado (C.2), resolvemos a integral em k1. Usando a relac¸a˜o (C.5) e absorvendo
o fator geome´trico (C.10) na redefinic¸a˜o da constante de acoplamento, obtemos uma expressa˜o final
para a integral do primeiro colchete dado por
C.1 Ca´lculo de Integrais de Feynman: Pontos de Lifshitz m-axiais 83
λ 2τ
∫
dd−mq1dmk1
1
[q21 +(k21)2 +m2ττ ]2
{
(q1 + p)2 +[(k1 +K′)2]2 +m2ττ
} = g2τ µ2τεLτ
2
×
(
1− εL
2
ψ
(
2− m
4
))
Γ
(
1+ εL
2
)∫ 1
0
dx (1− x){
[p2 +(K′2)2]x(1− x)+m2ττ
} [1+O(εL)]. (C.42)
Apo´s calcularmos o resultado do primeiro colchete, podemos observar que o resultado da inte-
gral do segundo colchete e´ dado pela expressa˜o (C.15), onde podemos chegar ao resultado final do
diagrama dado por
=
g3τ µτεLτ
2εL
∫ 1
0
dx m
2τ
τ (1− x){
[p2 +(K′2)2]x(1− x)+m2ττ
} . (C.43)
Calcularemos agora o sexto diagrama associado a integral de Feynman na ordem de dois loops
que contribui para a func¸a˜o de quatro pontos que e´ dado por
= −λ 3τ
∫
dd−mq1dd−mq2dmk1dmk2
1
[q21 +(k21)2 +m2ττ ][q22+(k22)2 +m2ττ ]
×
1{
(q1−q2 + p)2 +[(k1− k2 +K′)2]2 +m2ττ
} ×
1{
(p−q1)2 +[(K′− k1)2]2 +m2ττ
} . (C.44)
que podemos reescrever na forma
=
[
−λτ
∫
dd−mq1dmk1
1
[q21 +(k21)2 +m2ττ ]
{
(p−q1)2 +[(K′− k1)2]2 +m2ττ
}
]
×
[
λ 2τ
∫
dd−mq2dmk2
1{
(q1−q2 + p)2 +[(k1− k2 +K′)2]2 +m2ττ
} ×
1
[q22 +(k22)2 +m2ττ ]
]
. (C.45)
Temos que atrave´s dos paraˆmetros de Feynman e usando os resultados (B.25) e (C.2), com as
relac¸o˜es (C.5), (C.8), (C.20) e (C.21), podemos colocar a integral do segundo colchete na forma
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λ 2τ
∫
dd−mq2dmk2
1
[q22 +(k22)2 +m2ττ ]
{
(q1−q2 + p)2 +[(k1− k2 +K′)2]2 +m2ττ
} = g2τ µτεLτ
εL
×
[1+([i2]m−1)εL]
∫ 1
0
dx
{ µ2ττ
[(p+q1)2 +(K′2 + k21)2]x(1− x)+m2ττ
}εL/2
. (C.46)
Substituindo o resultado (C.46) na expressa˜o (C.45), temos que
= −g
3
τ µ3τεLτ
εL
[1+([i2]m−1)εL]
∫ 1
0
dx[x(1− x)]−εL/2I(p,K′), (C.47)
onde
I(q1,k1) =
∫
dd−mq1dmk1
1
[q21 +(k21)2 +m2ττ ]
{
(p−q1)2 +[(K′− k1)2]2 +m2ττ
} ×

 1[(p+q1)2 +(K′2 + k21)2]+ m2ττx(1−x)


εL/2
. (C.48)
Para resolver a integral I(p,K′), iremos usar os paraˆmetros de Feynman para obter a relac¸a˜o
I(p,K′) =
∫
dd−mq1dmk1
∫ 1
0
dz 1{{
(p−q1)2 +[(K′− k1)2]2 +m2ττ
}
z+[q21 +(k21)2 +m2ττ ](1− z)
}2 ×
1[
(p+q1)2 +(K′2 + k21)2 +
m2ττ
x(1−x)
]εL/2 . (C.49)
Usando novamente os paraˆmetros de Feynman e usando o resultado (B.25) para resolver a integral
em q1, podemos obter
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I(p,K′) =
1
2
Sd−m
Γ
(d−m
2
)
Γ
(
2+ εL−d+m2
)
Γ(εL/2)
∫ 1
0
dyy(1− y)εL/2−1
∫ 1
0
dz
∫
dmk1
[
p2[zy+(1− y)]+
(k21)2y−2K′2k21zy+(K′2)2zy+(K′2 + k21)2(1− y)+m2ττ
[
y+
1− y
x(1− x)
]
−
[pzy− (1− y)p]2
] d−m
2 −2−εL/2
. (C.50)
Podemos observar que o u´nico termo de po´lo vem do ponto de singularidade na integral em y = 1,
quando tem-se εL → 0. Neste caso, podemos fazer y = 1 no colchete e usar o resultado (C.2) para
resolver a integral em k1, e assim obter uma resultado final para I(p,K′) dado por
I(p,K′) =
1
2
Γ(εL)
Γ(εL/2)
[
1
4
Sd−mSmΓ
(
d−m
2
)
Γ
(m
4
)]∫ 1
0
dyy(1− y) εL2 −1×
∫ 1
0
dz
{
[p2 +(K′2)2]z(1− z)+m2ττ
}−εL
. (C.51)
Substituindo o resultado (C.51) na expressa˜o (C.47) e usando a expansa˜o (C.8), obtemos
= −g
3
τ µτεLτ
2εL
Γ(εL)
Γ(εL/2)
[
1
4
Sd−mSmΓ
(
2− m
4
)
Γ
(m
4
)](
1− εL
2
ψ
(
2− m
4
))
×
[1+([i2]m−1)εL]
∫ 1
0
dx[x(1− x)]−εL/2
∫ 1
0
dyy(1− y) εL2 −1(µ2ττ )εL ×∫ 1
0
dz
{
[p2 +(K′2)2]z(1− z)+m2ττ
}−εL
. (C.52)
Absorvendo o fator (C.10) na redefinic¸a˜o da constante de acoplamento e usando as relac¸o˜es
{
[p2 +(K′2)2]z(1− z)+m2ττ
}−εL
= 1− εLln
{
[p2 +(K′2)2]z(1− z)+m2ττ
}
, (C.53)
∫ 1
0
dx[x(1− x)]−εL/2 = Γ
(
1− εL2
)
Γ
(
1− εL2
)
Γ(2− εL) , (C.54)
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∫ 1
0
dyy(1− y) εL2 −1 = Γ(εL/2)
Γ(2+ εL/2)
, (C.55)
(µ2ττ )εL = 1+ εLln(µ2ττ ), (C.56)
Γ(εL)
Γ(εL/2)
=
1
2
(1+ εLψ(1))
(
1+
εL
2
ψ(1)
)−1
, (C.57)
podemos obter um resultado final para o sexto diagrama de Feynman dado por
=−g
3
τ µτεLτ
2ε2L
{
1+
(
2[i2]m− 32
)
εL− εL
∫ 1
0
dz
{
[p2 +(K′2)2]z(1− z)+m2ττ
µ2ττ
}}
. (C.58)
Iremos calcular agora o se´timo diagrama de Feynman na ordem de dois loops que contribui para
a func¸a˜o de dois pontos, conhecido como sunset, que esta´ associado a integral
= λ 2τ
∫
dd−mq1dd−mq2dmk1dmk2
1[
q21 +(k21)2 +m2ττ
][
q22 +(k22)2 +m2ττ
] ×
1{
(q1+q2 + p)2 +[(k1 + k2 +K′)2]2 +m2ττ
} . (C.59)
O ca´lculo desse diagrama e´ bastante difı´cil devido a divergeˆncias na integral parameˆtrica. Nesse
caso, iremos usar integrais parciais, conhecido como me´todo da ”parcial p” desenvolvido por ’t Hooft
e Veltman [45], onde inserimos no integrando o operador diferencial unita´rio
1
2
(
d− m2
)
[
∂qµ1
∂qµ1
+
∂qµ2
∂qµ2
+
1
2
∂kµ1
∂kµ1
+
1
2
∂kµ2
∂kµ2
]
= 1. (C.60)
Inserindo essa identidade na expressa˜o (C.59) e usando a integrac¸a˜o parcial em que o termo de
superfı´cie e´ desconsiderado, no´s podemos colocar na forma
=− λ
2
τ[(
d− m2
)−3]
[
3m2ττ Aτ(p,K′)+Bτ(p,K′)
]
, (C.61)
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onde
Aτ(p,K′) =
∫
dd−mq1dd−mq2dmk1dmk2
1[
q21 +(k21)2 +m2ττ
][
q22 +(k22)2 +m2ττ
] ×
1{
(q1 +q2 + p)2 +[(k1 + k2 +K′)2]2 +m2ττ
}2 , (C.62)
Bτ(p,K′) =
∫
dd−mq1dd−mq2dmk1dmk2
p(q1 +q2 + p)+K′(k1 + k2 +K′)(k1 + k2 +K′)2[
q21 +(k21)2 +m2ττ
][
q22 +(k22)2 +m2ττ
] ×
1{
(q1 +q2 + p)2 +[(k1 + k2 +K′)2]2 +m2ττ
}2 . (C.63)
Vamos primeiro calcular a integral de Aτ(p,K′) fazendo as mudanc¸as de varia´veis−q = q1+q2+
p e −k = k1 + k2 +K′, ou seja,
Aτ(p,K′) =
[∫
dd−mqdmk 1
[q2 +(k2)2 +m2ττ ]2
][∫
dd−mq1dmk1
1
[q21 +(k21)2 +m2ττ ]
×
1{
(q+q1+ p)2 +[(k+ k1 +K′)2]2 +m2ττ
}
]
. (C.64)
Usando o resultado da integral na expressa˜o (C.18), podemos resolver a integral em q1 e atrave´s
do resultado (C.2) podemos resolver a integral em k1 no segundo colchete. Absorvendo o fator
geome´trico (C.10) na redefinic¸a˜o da constante de acoplamento, obtemos uma expressa˜o final para
a integral em q1, dada por
∫
dd−mq1dmk1
1
[q21+(k21)2 +m2ττ ]
{
(q+q1 + p)2 +[(k+ k1 +K′)2]2 +m2ττ
} = 1
2
Γ(εL/2)×
(
1− εL
2
ψ
(
2− m
4
))∫ 1
0
dx
{{
(q+ p)2 +[(k+K′)2]2
}
x(1− x)+m2ττ
}−εL/2
. (C.65)
Substituindo o resultado (C.65) na expressa˜o (C.64), e usando os paraˆmetros de Feynman, obte-
mos
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Aτ(p,K′) =
1
2
(
1− εL
2
ψ
(
2− m
4
))
Γ
(
2+ εL
2
)∫ 1
0
dx[x(1− x)]−εL/2
∫ 1
0
dyy(1− y) εL2 −1×∫
dd−mqdmk 1{
[q2 +(k2)2 +m2ττ ]y+
{
(q+ p)2 +[(k+K′)2]2 + m
2τ
τ
x(1−x)
}
(1− y)
}2+ εL2 . (C.66)
Podemos observar que somente a integrac¸a˜o em y e´ singular para εL → 0. A singularidade vem do
ponto onde y = 1, onde podemos fazer essa condic¸a˜o no denominador da integral em q e k e resolveˆ-la
usando os resultados (B.25) e (C.2) com o auxı´lio das relac¸o˜es
∫ 1
0
dx[x(1− x)]−εL/2 = (1− εL)−1, (C.67)∫ 1
0
y(1− y) εL2 −1 = 2
εL
(
1+
εL
2
)−1
, (C.68)
E assim obter uma expressa˜o final para Aτ(p,K′) dado por
Aτ(p,K′) =
1
2ε2L
[
1+
(
2[i2]m− 32
)
εL
]
(m2ττ )
−εL . (C.69)
Ha´ muitas maneiras de se calcular Bτ(p,K′), a maioria delas envolve expresso˜es complicadas. A
maneira mais via´vel e´ usando o fato que Bτ(p,K′) pode ser reescrito na forma
Bτ(p,K′) = −
[
p
2
∂
∂ p +
K′
4
∂
∂K′
]∫
dd−mq1dd−mq2dmk1dmk2
1
[q21 +(k21)2 +m2ττ ][q22+(k22)2 +m2ττ ]
×
1{
(q1 +q2 + p)2 +[(k1 + k2 +K′)2]2 +m2ττ
} . (C.70)
Atrave´s do resultado (C.65) obtemos uma expressa˜o para a integral em q1 e k1, e usando os
paraˆmetros de Feynman obtemos
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Bτ(p,K′) =−12
(
1− εL
2
ψ
(
2− m
4
))
Γ
(
1+ εL
2
)[ p
2
∂
∂ p +
K′
4
∂
∂K′
]
×
∫ 1
0
dx[x(1− x)]−εL/2
∫ 1
0
dyy
εL
2 −1×∫
dd−mq2dmk2
1{
[q22 +(k22)2 +m2ττ ](1− y)+(q2+ p)2y+[(k2 +K′)2]2 + m
2τ
τ
x(1−x)y
}1+ εL2 . (C.71)
Usando os resultados (B.25) e (C.2) e absorvendo o fator geome´trico (C.10) na redefinic¸a˜o da
constante de acoplamento, podemos obter uma expressa˜o para a integral de q2 e k2 dada por
∫
dd−mq2dmk2
1{
[q22 +(k22)2 +m2ττ ](1− y)+(q2+ p)2y+[(k2 +K′)2]2 + m
2τ
τ
x(1−x)y
}1+ εL2 =
1
2
×
Γ(−1+ εL)
Γ
(
1+ εL2
) (1− εL
2
ψ
(
2− m
4
)){
[p2 +(K′2)2]y(1− y)+m2ττ
[
(1− y)+ y
x(1− x)
]}1−εL
(C.72)
Substituindo o resultado (C.72) na expressa˜o (C.71) e usando as relac¸o˜es
[x(1− x)]− εL2 = 1− εL
2
lnx(1− x), (C.73)
y
εL
2 = 1+ εL
2
lny, (C.74)
∫ 1
0
dx[x(1− x)]− εL2 = 1+ εL, (C.75)
∫ 1
0
dyy
εL
2 (1− y) = 1
2
(
1− 3
4
εL
)
, (C.76)
podemos obter uma expressa˜o final para Bτ(p,K′) dada por
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Bτ(p,K′) =
1
µ2τεLτ
[p2 +(K′2)2]
8εL
{
1+
(
2[i2]m− 74
)
εL−2εL
∫ 1
0
dxdy(1− y)×
ln
{
[p2 +(K′2)2]y(1− y)
µ2ττ
+
m2ττ
µ2ττ
[
(1− y)+ y
x(1− x)
]}}
. (C.77)
Substituindo os resultados (C.69) e (C.77) na expressa˜o (C.61), obtemos o resultado final para o
se´timo diagrama de Feynman, cujo resultado e´ escrito como
= −g2τ
{
3m2ττ
2ε2L
[
1+
(
2[i2]m− 12
)
εL− εLln
(
m2ττ
µ2ττ
)]
+
p2 +(K′2)2
8εL
{
1+
(
2[i2]m− 34
)
εL−
2εL
∫ 1
0
dxdy(1− y)ln
{
[p2 +(K′2)2]y(1− y)
µ2ττ
+
m2ττ
µ2ττ
[
(1− y)+ y
x(1− x)
]}}}
. (C.78)
Agora iremos calcular o oitavo diagrama de Feynman na ordem de treˆs loops que contribui para a
func¸a˜o de dois pontos, que e´ associado a` integral
= −λ 3τ
∫
dd−mq1dd−mq2dd−mq3dmk1dmk2dmk3
1
[q21 +(k21)2 +m2ττ ][q22+(k22)2 +m2ττ ]
×
1
[q23 +(k23)2 +m2ττ ]
{
(q1 +q2 + p)2 +[(k1 + k2 +K′)2]2 +m2ττ
} ×
1{
(q1 +q3 + p)2 +[(k1 + k3 +K′)2]2 +m2ττ
} . (C.79)
O ca´lculo desse diagrama tambe´m e´ bastante difı´cil devido a divergeˆncias na integral parameˆtrica.
Nesse caso, iremos novamente usar o me´todo da ”parcial p” atrave´s da identidade
1
3(d− m2 )
[
∂qµ1
∂qµ1
+
∂qµ2
∂qµ2
+
∂qµ3
∂qµ3
+
1
2
∂kµ1
∂kµ1
+
1
2
∂kµ2
∂kµ2
+
1
2
∂kµ3
∂kµ3
]
= 1. (C.80)
Usando a identidade (C.80) na integral (C.79), podemos coloca´-la na forma
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=
2λ 3τ
[3(d−m/2)−10]
[
5m2ττ Cτ(p,K′)+2Dτ(p,K′)
]
, (C.81)
onde
Cτ(p,K′) =
∫
dd−mq1dd−mq2dd−mq3dmk1dmk2dmk3
1
[q21 +(k21)2 +m2ττ ][q22+(k22)2 +m2ττ ]
×
1
[q23 +(k23)2 +m2ττ ]
{
(q1 +q2 + p)2 +[(k1 + k2 +K′)2]2 +m2ττ
} ×
1{
(q1 +q3 + p)2 +[(k1 + k2 +K′)2]2+m2ττ
}2 , (C.82)
Dτ(p,K′) =
∫
dd−mq1dd−mq2dd−mq3dmk1dmk2dmk3
1
[q21 +(k21)2 +m2ττ ][q22 +(k22)2 +m2ττ ]
×
p(q1 +q3 + p)+K′(k1 + k3 +K′)(k1 + k3 +K′)2
[q23 +(k23)2 +m2ττ ]
{
(q1 +q2 + p)2 +[(k1 + k2 +K′)2]2 +m2ττ
} ×
1{
(q1 +q3 + p)2 +[(k1 + k3 +K′)2]2 +m2ττ
}2 . (C.83)
Fazendo a condic¸a˜o m2ττ = 0 na expressa˜o (C.81), que contribui para o ca´lculo da constante de
renormalizac¸a˜o Zφ(τ), iremos apenas encontrar uma expressa˜o final para Dτ(p,K
′). Logo podemos
reescrever Dτ(p,K′) na forma
Dτ(p,K′) =−
[
p
2
∂
∂ p +
K′
4
∂
∂K′
][
dd−mq1dmk1
1
[q21 +(k21)2 +m2ττ ]
]
×[∫
dd−mq2dmk2
1
[q22 +(k22)2 +m2ττ ]
{
(q1+q2 + p)2 +[(k1 + k2 +K′)2]2 +m2ττ
}
]
×
[∫
dd−mq3dmk3
1
[q23 +(k23)2 +m2ττ ]
{
(q1+q3 + p)2 +[(k1 + k3 +K′)2]2 +m2ττ
}
]
. (C.84)
A integral em q2 e k2 e´ dada por
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∫
dd−mq2dmk2
1
[q22 +(k22)2 +m2ττ ]
{
(q1 +q2 + p)2 +[(k1 + k2 +K′)2]2 +m2ττ
} =
1
εL
[1+([i2]m−1)εL]
∫ 1
0
dx
{
[(q1+ p)2 +[(k1 +K′)2]2]x(1− x)+m2ττ
}−εL/2
. (C.85)
Como a integral em q3 e k3 possui tambe´m o mesmo resultado, temos que
Dτ(p,K′) =−
[
p
2
∂
∂ p +
K′
4
∂
∂K′
]
1
ε2L
[1+2([i2]m−1)εL]
∫ 1
0
dx[x(1− x)]−εL ×
∫
dd−mq1dmk1
1
[q21 +(k21)2 +m2ττ ]
{
(q1 + p)2 +[(k1 +K′)2]2 + m
2τ
τ
x(1−x)
}εL . (C.86)
Utilizando agora os paraˆmetros de Feynman, integrando em q1 e k1, e absorvendo o fator angular
(C.10) em uma redefinic¸a˜o da constante de acoplamento, obtemos
Dτ(p,K′) =
1
µ3τεLτ
p2 +(K′2)2
6ε2L
[1+2([i2]m−1)εL]
(
1− εL
2
ψ
(
2− m
4
))(
1+ 3
2
εLψ(1)
)
×
(1+ εLψ(1))−1
{
1+
εL
2
−3εL
∫ 1
0
dxdy(1− y)ln
{
[p2 +(K′2)2]y(1− y)
µ2ττ
+
m2ττ
µ2ττ
[
(1− y)+ y
x(1− x)
]}}
. (C.87)
Substituindo o resultado Dτ(p,K′) na expressa˜o (C.81) obtemos o resultado final para o oitavo
diagrama de Feynman, isto e´,
∣∣∣∣
m2ττ =0
=
g3τ [p2 +(K′2)2]
6ε2L
{
1+(3[i2]m−1)εL−3εL
∫ 1
0
dxdy(1− y)×
ln
{
[p2 +(K′2)2]y(1− y)
µ2ττ
+
m2ττ
µ2ττ
[
(1− y)+ y
x(1− x)
]}}
. (C.88)
Agora iremos calcular o primeiro diagrama de contra-termo dado por
C.1 Ca´lculo de Integrais de Feynman: Pontos de Lifshitz m-axiais 93
=
∣∣∣∣
p2+(K′2)2=0,−µτεLτ gτ→−m2ττ c1
m2ττ
. (C.89)
Cujo resultado, para o primeiro diagrama de contra-termo, se encontra na forma
=
m2ττ g2τ
2ε2L
[
1+([i2]m−1)εL− εL2 ln
(
m2ττ
µ2ττ
)]
. (C.90)
O segundo diagrama de contra-termo e´ dado por
=
∣∣∣∣
−µτεLτ gτ→−µτεLτ gτ c1gτ
. (C.91)
No qual obtemos o resultado para o segundo diagrama de contra-termo na forma
=
3m2ττ g2τ
2ε2L
[
1+
(
[i2]m− 12
)
εL− εL2 ln
(
m2ττ
µ2ττ
)]
. (C.92)
O terceiro diagrama de contra-termo que iremos calcular, e´ dado por
=
∣∣∣∣
m2ττ =0,−µτεLτ gτ→−µτεLτ gτ c1gτ
. (C.93)
Portanto obtemos o resultado para o terceiro diagrama de contra-termo, isto e´,
= −3g
3
τ [p2 +(K′2)2]
16ε2L
{
1+
(
2[i2]m− 34
)
εL−2εL
∫ 1
0
dxdy(1− y)×
ln
{
[p2 +(K′2)2]y(1− y)
µ2ττ
+
m2ττ
µ2ττ
[
(1− y)+ y
x(1− x)
]}}
. (C.94)
Calcularemos agora o quarto diagrama de contra-termo dado por
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=
∣∣∣∣
−µτεLτ gτ→−µτεLτ gτ c1gτ
, (C.95)
Que podemos obter o resultado na forma
=
3g3τ µτεLτ
2ε2L
{
1+([i2]m−1)εL− εL2
∫ 1
0
dxln
{
[p2 +(K′2)2]x(1− x)+m2ττ
µ2ττ
}}
. (C.96)
O quinto diagrama de contra-termo que iremos calcular e´ dado por
=−1
2
K
( )
. (C.97)
Consequentemente obtemos o resultado escrito na forma
=−g
3
τ µτεLτ
4εL
∫ 1
0
dx m
2τ
τ (1− x)
[p2 +(K′2)2]x(1− x)+m2ττ
. (C.98)
C.2 Diagramas de Feynman
Nessa sec¸a˜o sera´ listado os diagramas utilizados no ca´culo das constantes de renormalizac¸a˜o abor-
dado no capı´tulo 1. A resoluc¸a˜o detalhada desses diagramas pode ser encontrado na refereˆncia [45].
= m2
g
(4pi)2
[
2
ε
+ψ(2)+ log
(
4piµ2
m2
)
+O(ε)
]
, (C.99)
= gµε g
(4pi)2
{
2
ε
+ψ(1)+
∫ 1
0
dxlog
[
4piµ2
~kx(1− x)+m2
]
+O(ε)
}
, (C.100)
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=− m
2g2
(4pi)4
[
4
ε2
+
2
ε
(ψ(1)+ψ(2))− 4
ε
log
(
m2
4piµ2
)
+O(ε0)
]
, (C.101)
=−g2 m
2
(4pi)4
{
6
ε2
+
6
ε
[
3
2
+ψ(1)+ log
(
4piµ2
m2
)]
+
~k2
2m2ε
+O(ε0)
}
, (C.102)
=−gµε g
2
(4pi)4
{
4
ε2
+
4
ε
ψ(1)+ 4
ε
∫ 1
0
dxlog
[
4piµ2
~k2x(1− x)+m2
]
+O(ε0)
}
, (C.103)
=−gµε g
2
(4pi)4
2
ε
[∫ 1
0
dx m
2(1− x)
~k2x(1− x)+m2 +O(ε)
]
, (C.104)
=−gµε g
2
(4pi)4
2
ε2
{
1+ ε
2
+ εψ(1)− ε
∫ 1
0
dxlog
[
~k2x(1− x)+m2
4piµ2
]
+O(ε0)
}
, (C.105)
=
m2g2
(4pi)4
{
2
ε2
+
ψ(1)
ε
− 1
ε
log
(
m2
4piµ2
)
+O(ε0)
}
, (C.106)
=
m2g2
(4pi)4
[
6
ε2
+
3
ε
ψ(2)− 3
ε
log
(
m2
4piµ2
)
+O(ε0)
]
, (C.107)
= gµε g
2
(4pi)4
{
6
ε2
+
3
ε
ψ(1)− 3
ε
∫ 1
0
dxlog
[
~k2x(1− x)+m2
4piµ2
]
+O(ε0)
}
, (C.108)
= gµε g
2
(4pi)4
1
ε
[∫ 1
0
dx m
2(1− x)
~k2x(1− x)+m2 +O(ε)
]
. (C.109)
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C.3 Fatores de Simetria para Simetria O(N)
Nesta sec¸a˜o sera´ listado os fatores de simetria para uma simetria O(N) dos diagramas de Feyn-
man usados no ca´lculo das constantes de renormalizac¸a˜o discutido no capı´tulo 1. Uma ana´lise mais
detalhada desses fatores pode ser encontrado na refereˆncia [45].
S = N +23 (C.110)
S = N +89 (C.111)
S =
(
N +2
3
)2
(C.112)
S = N +2
3
(C.113)
S = N
2 +6N +20
27
(C.114)
S = N +2
3
N +8
9 (C.115)
S = S = 5N +22
27
(C.116)
S =
(
N +2
3
)2
(C.117)
S = N +23
N +8
9 (C.118)
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S =
(
N +8
9
)2
(C.119)
S = N +23
N +8
9 (C.120)
S = (N +2)(N +8)
27
(C.121)
S =
(
N +2
3
)(
N +8
9
)
(C.122)
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