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Two dimensional van der Waals crystals and their heterostructures provide an exciting alterna-
tive to bulk wide bandgap semiconductors as hosts of single photon emitters. Amongst different
layered materials, bright and robust defect-based single photon emitters have been observed within
hexagonal boron nitride, a layered wide-bandgap semiconductor. Despite research efforts to date,
the identities of the deep defects responsible for quantum emissions in hexagonal boron nitride re-
main unknown. In this theoretical work, I demonstrate that the strain-induced changes in emission
frequencies depend on: (i) the detailed nature of the defect states involved in the optical excitations,
and (ii) the rich boron chemistry that results in complex interactions between boron atoms. As each
defect shows a distinct response to the strain, it can be used not only to tune emission frequencies,
but also to identify the quantum emitters in hexagonal boron nitride.
The discovery of quantum emitters in different two-
dimensional (2D) layered structures is a significant de-
velopment in the search for qubit-candidates for quan-
tum technologies. [1–12] These van der Waals crys-
tals and their heterostructures provide an exciting al-
ternative to quantum emitters (QEs) within bulk wide
bandgap semiconductors. The surface-only structure of
the host 2D materials allows for a facile manipulation of
the electronic-structure properties of the 2D layers, and
hence the QEs within them, via different means, such as
changes in composition at the atomistic level, [7, 13] cre-
ation of heterostructures of 2D layers, [14–16] or through
application of strain. [9, 10]
To date, the nature of quantum emitters in layered
materials has remained unclear. Even when it is deter-
mined that the quantum emitter is a deep defect, as in
the case of hexagonal boron nitride (hBN), [5–9, 11, 12]
the exact identity remains unknown. In the case of hBN,
experimental attempts to identify the defects are con-
founded by the widely varying properties of the QEs
such as their brightness, emission frequencies and polar-
izations. [6, 9, 11, 17–19] These variations are observed
not only in different samples, which may be prepared us-
ing very different treatments, but also within a sample.
The emission frequencies of QEs in hBN range from ul-
traviolet to near-infrared [5, 6, 9, 19, 20]. The emitters
are often grouped according to their zero phonon line
(ZPL) energies and phonon sideband shapes [6]. Differ-
ent groups of emitters possibly correspond to chemically-
different defects, or defects with different charge states,
or a combination of both. Even for what appears to be
the same defect in a sample, a large spectral distribu-
tion in the ZPL frequencies is reported [6, 9]. This dis-
tribution is usually attributed to different local strains
around a QE species. Hence, understanding how strain
affects properties of QEs is an important step towards
fully characterizing them. Only a few experiments exist
that have directly studied the effect of strain on ZPL fre-
quencies of QEs in hBN [9, 21]. On the theoretical side,
an understanding of the response to strain for different
defects has been mostly missing.
In this work, I address these issues by studying the
effects of strain on the excited state properties of differ-
ent candidate defects within hBN, and show how the re-
sponse of the defects to the strain can be used to identify
the defects themselves. Strain displaces the ions, affect-
ing the orbital degrees of freedom of point-like defects.
Energies of the defect states—molecular orbitals con-
structed from the dangling bonds at the defect site—are
modified by the strain, tuning the excitation energies ac-
cording to: Hstrain =
∑
Γ ΛΓ Γ, where the strain Hamil-
tonian, Hstrain, has been projected onto the irreducible
representations (Γ) of the defect’s symmetry-group, ΛΓ
are the orbital operators and Γ are the strain tensors.
In order to keep the study focussed, I concentrate on
the symmetry-preserving hydrostatic strain (dilation and
contraction), which belongs to the most symmetric rep-
resentation of the group, and merely shifts the energies
of the defect states. As the make-up of the defect states
is unique for each defect, the strain-induced modification
in defect properties varies from defect to defect. Another
important consideration is that under-coordinated boron
atoms are involved in the defects. The boron atom oc-
cupies a special position in the periodic table due to its
highly unconventional chemistry, with a tendency to form
multi-center bonds to overcome electronic frustration. I
show that the rich chemistry of boron plays a role in the
equilibrium geometries adopted by the defects in their
ground- and excited-states. In turn, this influences the
effects of strain on the ZPL.
Results
The Quantum-ESPRESSO package [22] was used to
carry out Density Functional Theory (DFT) calcula-
tions within the generalized gradient approximation
(GGA) [23] of Perdew-Burke-Ernzerhof (PBE) [24] to
approximate the exchange-correlation (xc) energy func-
tional (see Methods). The PBE functional was used even
though it is known to underestimate the bandgap [25].
This bandgap problem can be resolved by using a compu-
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FIG. 1: Deep defects in hBN as quantum emitters. (a) Spin density plot [difference in charge densities within two spin
channels] for defects in unstrained hBN, showing the localized nature of the defect states. (b) Schematic of hBN lattice with a
defect undergoing photoluminescence (PL) process. (c) Franck Condon picture used to mimic PL within constrained-occupation
DFT (CDFT). The configuration coordinate diagram is a plot of total energy as a function of ground (bottom) and excited
state (top) configurations. Within CDFT, total energies corresponding to points A, B, C, and D are calculated by promoting
an electron from a filled defect state to a higher (formerly empty) state to mimic the PL process.
tationally expensive hybrid functional such as HSE06 [26,
27], which includes a fixed percentage of Hartree-Fock
exchange in the xc-functional. However, in this work,
the emphasis is on: (i) identifying the deep defect states
through their spatial localization, (ii) understanding how
the nature of the optically-active defect states and the in-
volvement of boron atoms play key roles in the response
of different defects to the strain, and hence (iii) explain-
ing the trends/changes in the emission frequencies (in-
stead of absolute numbers) as a function of applied strain.
As I am mostly interested in aspects of the electronic
structure properties of the defects, which are expected
to remain the same for the two functionals, I used PBE
rather than the prohibitively expensive HSE06 approxi-
mation.
Out of all possible spin-active defects, [28] I have
selected three intrinsic defects of hBN: a neutral ni-
trogen vacancy (V 0N ), a negatively charged boron va-
cancy (V −1B ), and a neutral antisite complex comprised
of a nitrogen vacancy next to a nitrogen substitutional
(VNN
0
B ). The purpose of choosing these particular de-
fects is to demonstrate proof of principle. The relatively
large formation energies [29] of two of the defects (V 0N
and VNN
0
B ) would likely preclude them from existing in
large concentrations naturally. The possibility of observ-
ing them increases markedly, however, in systems where
the defects are formed by irradiation, a common tech-
nique for forming defects in experiments. [7] Through
these defects, I demonstrate that the strain not only
tunes excitation energies, but it can also be used to char-
acterize defects through their response to the applied
strain, which along with other pieces of information, such
as symmetry and/or spin, can be used to identify the de-
fects.
The two simple point defects studied in this work, V 0N
and V −1B , have the same symmetry (D3h), although they
have different spins. On the other hand, V 0N and VNN
0
B
have the same spin, although they have different sym-
metries. Each of these defects chosen in this study has
partially-filled defect states derived from the dangling
sp2-hybridized bonds. The spatial localization of the de-
fect states [see Fig.1(a)] results in a large exchange inter-
action and hence, in spin-polarized structures with more
electrons in one spin channel (majority spin) than the
other (minority-spin channel). I concentrate on the effect
of strain on the lowest-energy excitations for each of the
defects. I calculate the ZPL for each of the defects under
different levels of strain using the constrained-occupation
DFT (CDFT) method, which mimics the photolumines-
cence process shown in Fig.1(b). The total energy dif-
ferences between different electronic and ionic configura-
tions are further mapped onto the Franck-Condon picture
[Fig.1(c)], giving optical transition energies. [30]
Neutral nitrogen vacancy: V0N is a spin-1/2 de-
fect with a D3h point group symmetry. At 0% strain the
under-coordinated boron atoms surrounding the defect
maximize their interactions by moving inwards towards
the defect (boron-boron distance, dBB = 2.29 A˚ as com-
pared to 2.51 A˚ in an ideal crystal). Fig. 2(a) shows
the optically-active majority spin states for V0N corre-
sponding to the filled a′′2 -state (singlet) and the empty
e′-state (doublet) for three different strains. Charge den-
sity plots of these states in Fig. 2(a) show the bonding
character of the a′′2 -state, and the anti-bonding character
of the e′-state. The strain % is defined as (a − a0)/a0,
with a0 being the equilibrium lattice constant. Dilation
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FIG. 2: Strain-tuned excitation energies of simple point defects. (a) Single-particle energy levels of the defect states involved
in the optical excitation in V0N as a function of strain, with the vacuum energy used as the reference energy. Optical excitation
corresponds to promotion of electron from a filled a′′2 -state (singlet) to the empty e
′-states (doublet) in the spin-up channel. CB
here stands for conduction band. Also shown are the charge density plots for the singlet and one of the doublets. (b) Change in
the ZPL of V0N as a function of strain (ZPL at 0% strain used as reference), with the red line being the best fit. (c) Decreasing
overlap between the dangling bonds with the expansion of the lattice (only a′′2 -state shown), increases (decreases) the energy
of bonding-like (antibonding) orbitals. Here, dBB is the distance between boron atoms around the defect. (d) Optically-active
defect states involved in the excitation in V−1B . Excitation takes the electron from the filled a
′′
2 -state (singlet) to the empty e
′
(doublet) states (only one of the e′ states shown). (e) Changes in the ZPL of V−1B as a function of strain, with the red line
being the best linear fit.
(contraction) of the lattice results in narrowing (widen-
ing) of the gap between the a′′2 -state and the empty e
′-
state. Beyond 1% compressive strain, the empty e′-defect
state hybridizes with the bulk states. In experiments,
this will appear as a loss of signal from the quantum
emitter. These strain-induced changes in separation of
optically active levels, result in corresponding changes
in the ZPL. Fig. 2(b) shows that the ZPL is linearly
dependent on the applied strain, changing at the rate
of ∼ 0.216 eV/% strain. This can be understood within
Molecular Orbital Theory. As seen in the isosurface plots
for a′′2 -states in Fig. 2(c), lattice expansion increases the
distance between boron atoms surrounding the defect.
This decreases the overlap between their dangling bonds
that make up the molecular orbitals. In turn, this reduc-
tion in overlap increases the energy of a′′2 , which is mostly
bonding in character, while the energy of the e′-states,
which are antibonding in character, simultaneously de-
creases. As a result, the energy difference between the
states involved in the excitation is reduced, lowering the
ZPL values when tensile strain is applied.
Negatively-charged boron vacancy: V−1B is a
spin-1 defect with a D3h point group symmetry. The
smallest-energy excitation takes place between a filled
a′′2 -state (singlet) and an empty e
′-state (doublet) in the
minority spin channel [Fig. 2(d)]. The dependence of
the ZPL on strain shows monotonic behaviour as seen
in Fig. 2(e). The energy of quantum emission from the
defect decreases (increases) upon lattice dilation (con-
traction) at the rate of ∼ 0.138 eV/% strain. The filled
a′′2 -state is derived from the dangling pi-orbitals associ-
ated with the nearest neighbor (NN) nitrogen atoms and
the next-to-nearest neighbour (NNN) nitrogen atoms sur-
rounding the defect [Fig.2(d)]. The a′′2 -state is partially
bonding (NN nitrogens) and partially antibonding (be-
tween NN and NNN nitrogens) in character. As a result,
lattice compression and dilation have a smaller effect on
the energy of this level. On the other hand, the empty
e′-state is mostly derived from the dangling σ-orbitals
associated with NN nitrogen atoms and is chiefly anti-
bonding in character. As a consequence, lattice dilation
(compression) lowers (increases) its energy. This also ex-
plains the different rate at which the ZPL of V −1B and
V0N are changed upon application of strain. For V
0
N,
which shows an enhanced response to the strain, the
optically-active states have opposite character (bonding
vs antibonding), and both states simultaneously change
their energies in the opposite sense upon application of
strain. There is some contribution to the e′-states of
V −1B coming from the boron atoms as well [Fig.2(d)], and
this small bonding-character introduced by these boron
atoms plays a role as will be discussed later.
Neutral antisite complex: VNN
0
B is a spin-1/2 de-
fect, with a C2V point-group symmetry. The antisite
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FIG. 3: Distinctive response to strain of the antisite complex. (a) Single-particle energy levels of the defect states involved in
the optical excitation in VNN
0
B as a function of strain, with the vacuum energy used as the reference energy. Optical excitation
corresponds to promotion of electron from a filled a1-state (singlet) to the empty b2-state (singlet) in the minority-spin channel.
VB here stands for valence band. (b) Change in the ZPL of VNN
0
B as a function of strain (with ZPL at 0% strain as reference),
with the red line being the best fit, showing the non-monotonic behaviour of the ZPL. (c) The ground-state equilibrium
geometry (GEG) and the excited-state equilibrium geometry (EEG) of VNN
0
B , showing the change in distances (dBB) between
the weakly bonded boron atoms. (d) The change in geometry between ground and excited states is quantified by the change in
generalized configuration coordinate, ∆Q, and plotted as a function of strain. (e) Strain-tuning of the Stoke’s shift (difference
between excitation energy and the ZPL).
complex is considered to be one of the possible defects
that emits in the visible range. [6, 9, 21, 29] In the
ground state equilibrium geometry (GEG), the two boron
atoms surrounding VNN
0
B form a weak covalent bond,
with dBB = 1.94 A˚ for 0% strain. The lowest energy
excitation corresponds to the promotion of an electron
from a filled singlet (a1) state to an empty singlet (b2)
state in the minority-spin channel. Fig. 3(a) gives the de-
fect levels involved in the excitation for different strains,
along with their charge density plots. The a1-state, which
shows antibonding character between the dominant con-
tributing centers (NB and the two bonded borons), is sta-
bilized (destabilized) upon dilatation (contraction). On
the other hand, the b2 state, for which the charge den-
sity is mostly localized on the antisite nitrogen atom, is
minimally affected by strain. Fig. 3(b) shows changes in
the ZPL as a function of strain. The ZPL has a non-
monotonic behavior, which is unlike the trends shown
by V −1B and V
0
N, distinguishing this defect from other
intrinsic point defects. This is also different from what
one might expect from the increasing energy differences
in the a1- and the b2-states with lattice expansion [see
Fig. 3(a)]. Interestingly, our theoretically predicted non-
monotonic behavior of ZPL agrees with the results ob-
tained experimentally by G. Grosso, et al.. [9] In this
work, the authors suspected that the antisite-complex
is their defect, and studied the strain-dependence of its
ZPL.
Discussion: The unexpected trend in the strain-
tuned ZPL for VNN
0
B comes from the rich chemistry
of the boron atoms that are involved in the defect.
Changes in electronic configuration upon excitation dic-
tate the changes in atomic structure in the excited
state. In turn, the strain affects the extent of change
in the atomic structures due to excitation. As seen in
Fig. 3(c), the excited-state equilibrium geometry (EEG)
for VNN
0
B shows a large change in boron-boron distance
(dBB = 2.28 A˚). The difference in GEG and EEG can
be quantified by calculating the change in the general-
ized configuration coordinate, ∆Q, given by the formula:
∆Q2 =
∑
iα mα(R
EEG
iα −RGEGiα ). Here, mα is the atomic
mass of the αth atom and (REEGiα −RGEGiα ) is its displace-
ment in the ith-direction (i = x, y, z). In the case of lat-
tice contraction, the changes in the geometry of VNN
0
B
are small due to the strengthening of the boron-boron
bond, while lattice dilation leads to large changes in the
geometry due to the weakening of the boron-boron bond
[Fig. 3(d)]. This is different than the strain-dependence
of ∆Q for the two simple point defects. In the case of
VN
0, the distance between neighbouring boron atoms
changes from 2.29 A˚ in ground state to 2.47 A˚ in the
excited state for 0% strain. Since these atoms are not
5bonded, there is a much smaller change in ∆Q with strain
as compared to the antisite complex. This is also true of
VB
−1, in which case an even smaller role is played by
the interactions between the non-bonded boron atoms
that are next-to-nearest neighbouring atoms surrounding
the defect. The small, but non-negligible contribution of
the boron atoms to the e′ (doublet) states involved in
the excitation [Fig. 2(d)] is responsible for the small de-
viations from the linear fit for the strain-tuning of the
ZPL [Fig. 2(e)], and is reflected in the strain-dependence
of ∆Q for VB
−1. Fig. 3(e) shows the strain-dependent
Stoke’s shift (difference in the vertical excitation and the
ZPL) for the three defects. The much larger change in
the strain-tuned Stoke’s shift for VNN
0
B as compared to
the two other defects further supports the above anal-
ysis. It also explains the unexpected decrease in the
ZPL of VNN
0
B with lattice dilation [Fig. 3(b)]. This non-
monotonic behavior of the ZPL is due to the large in-
crease in Stoke’s shift with increasing dilation.
Conclusion
In summary, I demonstrated that the response of the
defects to strain depends on the detailed nature of the
defect states involved in the optical excitations, and the
rich boron chemistry, which results in complex interac-
tions between the boron atoms. Strain not only tunes
emission frequencies, but also provides a possible way of
finger-printing defects responsible for quantum emission.
Identifying defect(s) and better understanding their char-
acteristic response to external stimuli such as strain, in
turn, will help to harness their potential in the fields of
quantum-information, -sensing, and -photonics.
Methods
The Density Functional Theory-based calculations
were carried out using the Quantum-ESPRESSO pack-
age. [22] I used the generalized gradient approximation
(GGA) [23] of Perdew-Burke-Ernzerhof (PBE). [24] De-
fects were created in a 6 × 6 × 1 (72-atoms) supercell
of hBN. The Brillouin-zone was sampled with a grid of
Γ-centered, 4×4×1 k-points according to the Monkhort-
Pack method. [31] These calculations yielded the single
particle molecular orbitals (MOs) of different defect cen-
ters in the layered material. The ordering of the defect
states in each of the deep defects was obtained from the
calculated Kohn-Sham eigenstates around the bandgap.
After determining the ground state properties for the
unstrained structures, I applied compressive and tensile
strain to the system that ranged from −5% to +5% (un-
less the system ceased to behave like a QE). The strain
% is defined as (a − a0)/a0, with a0 being the equilib-
rium lattice constant. For each strain level, the defective
structures are fully relaxed with residual forces smaller
than 10−4Ry / a.u.. In order to study the effect of strain
on the excited state properties, I calculated the ZPL for
each of the defects under different levels of strain us-
ing the constrained-occupation DFT (CDFT) method.
Within the CDFT method, the occupation of the de-
fect states is constrained to mimic the photoluminescence
process. This is done by promoting the electron from the
lower-energy defect state involved in the excitation to
the higher-energy defect state, which was previously un-
occupied. The structure is then allowed to relax with this
new electronic configuration. The total energy differences
between different electronic and ionic configurations are
then mapped onto the Franck-Condon picture, giving op-
tical transition energies. [30] Within the Franck-Condon
picture, it is assumed that the electronic transitions upon
absorption or emission of a photon happen much faster
as compared to the rearrangement of the nuclei. This
is illustrated in Fig.1(c), wherein, the vertical transition
A→ B corresponds to excitation (vertical absorption),
C↔ A correspond to the ZPL, and C→ D corresponds
to the vertical electronic transition with an emission of a
photon.
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