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Abstract
The two-dimensional integral equation
1

∫ ∫
D
’(r; )
R
dS = f(r0; 0)
de2ned on a circular disk D : r06 a; 06 0 6 2; is considered in the present paper. Here R in the kernel
denotes the distance between two points P(r; ) and P0(r0; 0) in D; and 0¡¡ 2 or 2¡¡ 4: Based on
some known results of Bessel functions, integral representations of the kernel are established for 0¡¡ 2
and 2¡¡ 4; respectively, and employed to solve the corresponding two-dimensional integral equation. The
solutions of the weakly singular integral equation for 0¡¡ 2 and of the hypersingular integral equation
for 2¡¡ 4 are obtained; respectively.
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1. Introduction
This paper concerns the determination of the solution of the following two-dimensional integral
equation:
1

∫ ∫
D
’(r; )
R
dS = f(r0; 0); (r0; 0)∈D; (1)
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where R =
√
r2 + r20 − 2rr0 cos(− 0) stands for the distance between two points P0(r0; 0) and
P(r; ) in D; D being a circular disk and (r; ) denoting polar coordinate system, f(r; ) is a
prescribed function over D; while ’(r; ) is an unknown function to be determined, and  is a
constant satisfying 0¡¡ 2 or 2¡¡ 4. For 0¡¡ 2; the equation is called the weakly singular
integral equation, while for 2¡¡ 4; it is referred to as the hypersingular integral equation.
Two-dimensional integral equation (1) is deduced from some mixed boundary value problems
arising in various branches of applied science such as solid and Buid mechanics, electrostatics,
heat transfer, diCraction and scattering of waves, etc. Corresponding to each application, (1) has
a distinct physical interpretation. If  = 1; the corresponding weakly singular integral equation (1)
has been studied extensively by numerous researchers. For example, the solution to Eq. (1) for
 = 1 has been obtained in [1,2,7,15]. Furthermore, the solution to Eq. (1) for 0¡¡ 2 has been
derived by Sankar and Fabrikant [13] and Fahmy et al. [5]. The hypersingular integral equation
(1) corresponding to  = 3 is encountered in fracture mechanics [9], and the investigation on its
analytical solution, however, is rather limited. Its numerical treatment can be found in [8,10,12].
By converting a hypersingular integral equation into a system of in2nite linear algebraic equations,
Rong [11] presented an approach to constructing a solution to Eq. (1) for = 3. To the best of the
authors’ knowledge, a solution to the hypersingular integral equation (1) for 2¡¡ 4 has not been
derived.
This paper develops the method described in [4] to solve the hypersingular integral equation. The
objective is to give a closed form solution to Eq. (1), in particular for 2¡¡ 4. For this purpose, we
2rst make use of some known results of Bessel functions and establish integral representations of the
kernel for 0¡¡ 2 and further for 2¡¡ 4, respectively. By using these integral representations
obtained, the solutions of the weakly singular integral equation for 0¡¡ 2 and of the hypersingular
integral equation for 2¡¡ 4 are derived, respectively.
2. Integral representations of 1=R for 0¡¡ 2 and 2¡¡ 4
For completion, we 2rst consider the weakly singular equation for 0¡¡ 2; although which is
treated in [4]. An alternative approach is presented here to establish integral representations of 1=R
for 0¡¡ 2 by employing the Bessel function, without resource to the hypergeometric function as
in [4]. And, furthermore, integral representations of 1=R for 2¡¡ 4 is given. Using these integral
representations, the solutions of the weakly and hypersingular integral equations will be derived.
Lemma 1. Let R denote the distance between two arbitrary points P(r; ) and P0(r0; 0); i.e.; R=√
r2 + r20 − 2rr0 cos(− 0): Then for ∈ (0; 4);  =2;
1
R
= 4 sin

2
∫ min(r;r0)
0
s−1
(r2 − s2)=2(r20 − s2)=2
p
(
s2
rr0
; − 0
)
ds (2)
or
1
R
= 4 sin

2
∫ ∞
max(r;r0)
s−1
(s2 − r2)=2(s2 − r20)=2
p
(rr0
s2
; − 0
)
ds; (3)
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where
p(k; ) =
1
2
∞∑
n=−∞
k |n|ein =
1
2
1− k2
1 + k2 − 2k cos  : (4)
Proof. First; we focus our attention to the case 0¡¡ 2: We start our derivation with Sonine’s
2rst integral [6; p. 740]
J++1(z) =
z+1
2(+ 1)
∫ =2
0
J(z sin )(sin )+1(cos )2+1 d; Re;Re ¿− 1; (5)
where Jn() is the Bessel function of the 2rst kind of order n. If setting z = tr; s= r sin ; we 2nd
J++1(tr) =
t+1
2(+ 1)r++1
∫ r
0
J(ts)s+1(r2 − s2) ds; Re;Re ¿− 1: (6)
Now, letting = n+ =2− 1; =−=2; n being nonnegative integers and 0¡¡ 2, (6) becomes
Jn(tr) =
2=2t1−=2
(1− =2)rn
∫ r
0
Jn+=2−1(ts)sn+=2
(r2 − s2)=2 ds: (7)
Multiplying (7) by t−1Jn(tr0) and then integrating with respect to t between the limits 0 and ∞
yield ∫ ∞
0
t−1Jn(tr0)Jn(tr) dt =
2=2
(1− =2)rn
∫ r
0
sn+=2
(r2 − s2)=2 ds
∫ ∞
0
t=2Jn+=2−1(ts)Jn(tr0) dt: (8)
Furthermore, from the known result [6, p. 692] that for Re(+ 1): ¿Re¿− 1;
∫ ∞
0
t−J+1(at)J(bt) dt =


0; b¿a;
b
2−a+1(−  + 1)(a
2 − b2)−; b¡a; (9)
it follows with a substitution of a= r0; b= s; and  = n+ =2− 1; = n− 1 in (9) that
∫ ∞
0
t=2Jn+=2−1(ts)Jn(tr0) dt =


0; s¿ r0;
2=2sn+=2−1
rn0(1− =2)
(r20 − s2)−=2; s¡ r0:
(10)
Substituting (10) into (8) results in∫ ∞
0
t−1Jn(tr0)Jn(tr) dt =
2
[(1− =2)]2(rr0)n
∫ min(r;r0)
0
s2ns−1
(r2 − s2)=2(r20 − s2)=2
ds: (11)
It is noted that if = 1; equality(11) reduces to the one given by Sneddon [14].
On the other hand, in view of equality [13]
J0(R) = J0(r)J0(r0) + 2
∞∑
n=1
Jn(r)Jn(r0) cos [n(− 0)]; (12)
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one can write the equality
J0(tR) = J0(tr)J0(tr0) + 2
∞∑
n=1
Jn(tr)Jn(tr0) cos [n(− 0)] (13)
by replacing R; r and r0 with tR; tr and tr0 in (12), respectively, here t ¿ 0.
Now, multiplying (13) by t−1 leads to
t−1J0(tR) = t−1J0(tr)J0(tr0) + 2
∞∑
n=1
t−1Jn(tr)Jn(tr0) cos[n(− 0)]: (14)
Based on the orthogonality property of the set of functions {cos n} over the interval [0; ],
multiplying (14) by cos [m(− 0)] and then integrate with respect to t between the limits 0 and ∞
and with respect to  between the limits 0 and  result in∫ ∞
0
t−1Jn(tr)Jn(tr0) dt =
2(=2)
4(1− =2)
∫ 2
0
cos n
(r2 + r20 − 2rr0 cos )=2
d; (15)
where in deriving (15) the known result [6, p.684]∫ ∞
0
t−1J0(tR) dt =
2−1(=2)
R(1− =2) ; 0¡¡ 2 (16)
has been employed. By virtue of the equality

(
2
)

(
1− 
2
)
=

sin =2
; (17)
a comparison of (11) with (15) implies
1
2
∫ 2
0
cos n
(r2 + r20 − 2rr0 cos )=2
d=
2sin =2
(rr0)n
∫ min(r;r0)
0
s2ns−1
(r2 − s2)=2(r20 − s2)=2
ds: (18)
Furthermore, by virtue of (16) and (11), integrating (14) with respect to t between the limits 0
and ∞ yields
1
R
=
2
(=2)(1− =2)
∫ min(r;r0)
0
s−1
(r2 − s2)=2(r20 − s2)=2
(
1 + 2
∞∑
n=1
s2n
(rr0)n
cos[n(− 0)]
)
ds:
(19)
Hence, the integral representation (2) for 0¡¡ 2 in the lemma has been proved. Likewise, an
alternative integral representation of 1=R for 0¡¡ 2 can be proved, the derivation of which is
omitted for saving space.
To arrive at the integral representation (2) for 2¡¡ 4; in view of (16), integrating (14) with
respect to t between 0 and ∞ yields
2−1(=2)
R(1− =2) =
∫ ∞
0
t−1J0(tr)J0(tr0) dt + 2
∞∑
n=1
∫ ∞
0
t−1Jn(tr)Jn(tr0) cos[n(− 0)] dt: (20)
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If we denote the two-dimensional Laplacian operator as ∇2 = @2=@r2 + (1=r)@=@r + (1=r2)@2=@ 2
referred to polar coordinates, the application of the two-dimensional Laplacian operator to (20) yields
22−1(=2)
R+2(1− =2) =∇
2
∫ ∞
0
t−1J0(tr)J0(tr0) dt + 2
∞∑
n=1
∇2
∫ ∞
0
t−1Jn(tr)Jn(tr0) cos[n(− 0)] dt:
(21)
Taking into account
∇2[Jn(tr) cos[n(− 0)]] =−t2Jn(tr) cos[n(− 0)]; (22)
which follows from that Bessel functions Jn(tr) satisfy the following equation [3]:[
@2
@r2
+
1
r
@
@r
+
(
t2 − n
2
r2
)]
Jn(tr) = 0: (23)
In view of the relationships [3]:
1
rn+1
d
dr
[rn+1Jn+1(tr)] = tJn(tr);
1
rn+10
d
dr0
[rn+10 Jn+1(tr0)] = tJn(tr0); (24)
we have∫ ∞
0
t+1Jn(tr)Jn(tr0) dt=
1
(rr0)n+1
d
dr
d
dr0
[
(rr0)n+1
∫ ∞
0
t−1Jn+1(tr)Jn+1(tr0) dt
]
=
2
[(1− =2)]2
1
(rr0)n+1
d
dr
d
dr0
∫ min(r;r0)
0
s2(n+1)s−1
(r2 − s2)=2(r20 − s2)=2
ds
=
22
[(1− =2)]2
1
(rr0)n
∫ min(r;r0)
0
s2ns+1
(r2 − s2)(2+)=2(r20 − s2)(2+)=2
ds;
(25)
from which and (22) we deduce (21) to
1
R+2
=−4 sin 
2
∫ min(r;r0)
0
s+1
(r2 − s2)(2+)=2(r20 − s2)(2+)=2
p
(
s2
rr0
; − 0
)
ds: (26)
Consequently, the lemma is proved.
In the following, it will be seen that the integral representation (2) for 0¡¡ 2 and for 2¡¡ 4
plays a key role in solving the two-dimensional weakly and hypersingular integral equation (1)
de2ned on a circular disk, respectively, while an alternative integral representation in the above
lemma is crucial for the determination of the solution of the corresponding Eq. (1) de2ned on an
external circular disk. The derivation of solution for the latter is similar to that for the former, but
it is beyond the scope of this paper. It is noted that the integral in (2) for 2¡¡ 4 is understood
in the sense of 2nite-part integral.
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3. Solution to the weakly singular integral equation for 0¡¡ 2
In order to determine the solution to Eq. (1), we substitute (2) into (1) and interchange the order
of integration according to the scheme∫ a
0
dr
∫ min(r;r0)
0
ds=
∫ r0
0
dr
∫ r
0
ds+
∫ a
r0
dr
∫ r0
0
ds
=
∫ r0
0
ds
∫ r0
s
dr +
∫ r0
0
ds
∫ a
r0
dr =
∫ r0
0
ds
∫ a
s
dr: (27)
A little manipulation transforms (1) into the following form:
4 sin =2

∫ 2
0
d
∫ r0
0
s−1 ds
(r20 − s2)=2
∫ a
s
r’(r; )
(r2 − s2)=2p
(
s2
rr0
; − 0
)
dr = f(r0; 0)
r06 a; 06 06 2: (28)
Following Fabrikant [4], de2ne the integral operator L as
L(k; 0 − )f(r; ) =
∫ 2
0
p(k; 0 − )f(r; ) d= 12
∫ 2
0
∞∑
n=−∞
k |n|ein(−0)f(r; ) d: (29)
For convenience, in the following we denote L(k; 0− ) as L(k); which has the following property:
L−1(k) = L(k−1): (30)
Thus, Eq. (28) can be rewritten in the form
4 sin =2

L
(
1
r0
)∫ r0
0
s−1 ds
(r20 − s2)=2
L(s2)
∫ a
s
r
(r2 − s2)=2L
(
1
r
)
’(r; ) dr = f(r0; 0): (31)
Eq. (31) becomes an Abel integral equation of the 2rst type after multiplying (31) by
L(r0)=(4sin =2) and then using the known results, one can obtain
2s−1L(s2)
∫ a
s
r
(r2 − s2)=2L
(
1
r
)
’(r; ) dr =
d
ds
∫ s
0
r0
(s2 − r20)1−=2
L(r0)f(r0; 0) dr0: (32)
Repeat the above process. Multiplying (32) by s1−L(s−2) and applying the solution of Abel
integral equation of the second type, the solution ’(r; ) to Eq. (1) can be found to be
’(r; ) =−sin =2

L(r)
r
d
dr
∫ a
r
s2− ds
(s2 − r2)1−=2L
(
1
s2
)
d
ds
×
∫ s
0
r0
(s2 − r20)1−=2
L(r0)f(r0; 0) dr0: (33)
Furthermore, based on the de2nition of the hypersingular integral, originally introduced by
Hadamard, as the 2nite part of a divergent integral, we have
d
ds
∫ s
0
r0F
(s2 − r20)1−=2
dr0 =F(r0 = 0)s−1 + s
∫ s
0
(s2 − r20)=2−1
dF
dr0
dr0
= 2
(
2
− 1
)
s
∫ s
0
r0F
(s2 − r20)2−=2
dr0; (34)
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where F = L(r0)f(r0; 0) is a continuously diCerentiable function. Therefore, from (33) we have
proved the following.
Theorem 1. Suppose that the function f(r; ) is a continuously di:erentiable; the solution ’(r; )
of the weakly singular integral equation (1) for 0¡¡ 2 may be expressed in terms of a
two-dimensional hypersingular integral as follows:
’(r; ) =−(1− =2)
2

∫ ∫
D
f(r0; 0)
R4−D
dS (35)
with
1
R4−D
= 4 sin
(4− )
2
∫ a
max(r;r0)
s3−
(s2 − r2)(4−)=2(s2 − r20)(4−)=2
p
(rr0
s2
; 0 − 
)
ds; (36)
where
p(k; ) =
1
2
∞∑
n=−∞
k |n|ein =
1
2
1− k2
1 + k2 − 2k cos  : (37)
A special case of Eq. (1) is Eq. (1) de2ned on the entire plane R2, i.e., a = ∞: From the
above-obtained result the solution in this case is
’(r; ) =−(1− =2)
2

∫ ∫
R2
f(r0; 0)
R4−
dS; (38)
where the kernel 1=R4− (2¡ 4− ¡ 4) is given by (3).
On the other hand, if f(r0; 0)=f(r0); which corresponds to axisymmetric problems, the solution
is given by
’(r) =−(1− =2)
2

∫ ∫
D
f(r0)
R4−D
dS
=
(2− )2 sin =2

∫ a
r
s3− ds
(s2 − r2)2−=2
∫ s
0
r0f(r0) dr0
(s2 − r20)2−=2
: (39)
4. Solution to the hypersingular integral equation for 2¡¡ 4
In this section, using integral representations of 1=R for 2¡¡ 4 established, the solution of
the hypersingular integral equation will be derived. For this case, the solution does not appear in
any open literature. Setting  =  − 2, and substituting (2) into (1), according to the scheme (27)
Eq. (1) is transformed to
−4 sin  =2

∫ 2
0
d
∫ r0
0
s +1 ds
(r20 − s2)(2+ )=2
∫ a
s
r’(r; )
(r2 − s2)(2+ )=2p
(
s2
rr0
; − 0
)
dr = f(r0; 0);
(40)
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which is further converted to
−4 sin  =2

L
(
1
r0
)∫ r0
0
s +1 ds
(r20 − s2)(2+ )=2
L(s2)
∫ a
s
r
(r2 − s2)(2+ )=2L
(
1
r
)
’(r; ) dr = f(r0; 0):
(41)
Multiply (41) by r0L(r0) and then integrate with respect to r0 from r0 = 0 to u(u6 a).
Eq. (41) becomes
4 sin  =2
 
∫ u
0
s +1 ds
(u2 − s2) =2L(s
2)
∫ a
s
r
(r2 − s2)(2+ )=2L
(
1
r
)
’(r; ) dr =
∫ u
0
r0L(r0)f(r0; 0) dr0:
(42)
Consequently, (42) becomes a standard Abel integral equation of the 2rst type, and from the
formula of its solution we 2nd
2s +1L(s2)
∫ a
s
r
(r2 − s2)(2+ )=2L
(
1
r
)
’(r; ) dr =  s
∫ s
0
r0
(s2 − r20)1− =2
L(r0)f(r0; 0) dr0: (43)
Multiply (43) by s and integrate with respect to s from s = u(u6 a) to s = a: Thus (43) is
simpli2ed to
−2
∫ a
u
r
(r2 − u2) =2L
(
1
r
)
’(r; ) dr
= 2
∫ a
u
s1− L
(
1
s2
)
ds
∫ s
0
r0
(s2 − r20)1− =2
L(r0)f(r0; 0) dr0; (44)
which is an Abel integral equation of the second type. As a result, the solution ’(r; ) can be found
to be
’(r; ) =− 
2 sin  =2

L(r)
∫ a
r
s1− ds
(s2 − r2)1− =2L
(
1
s2
)∫ s
0
r0
(s2 − r20)1− =2
L(r0)f(r0; 0) dr0: (45)
Therefore, we obtain the following.
Theorem 2. Suppose that the function f(r; ) is a continuously di:erentiable; the solution ’(r; )
of the hypersingular integral equation (1) for 2¡¡ 4 may be expressed as the following
two-dimensional weakly singular integral:
’(r; ) =−(1− =2)
2

∫ ∫
D
f(r0; 0)
R4−D
dS (46)
with
1
R4−D
= 4 sin
(4− )
2
∫ a
max(r;r0)
s3−
(s2 − r20)(4−)=2(s2 − r2)(4−)=2
p
(rr0
s2
; − 0
)
ds; (47)
X.-F. Li, E.-Q Rong / Journal of Computational and Applied Mathematics 145 (2002) 335–343 343
where
p(k; ) =
1
2
∞∑
n=−∞
k |n|ein =
1
2
1− k2
1 + k2 − 2k cos  : (48)
In particular, it immediately follows from the above-obtained result that the solution of Eq. (1)
de2ned on the entire plane R2, i.e., a=∞; is
’(r; ) =−(1− =2)
2

∫ ∫
R2
f(r0; 0)
R4−
dS; (49)
where the kernel 1=R4− is given as (2) and is weakly singular.
The solution of Eq. (1) for another special case where f(r0; 0) = f(r0) may be expressed as
’(r) =−(1− =2)
2

∫ ∫
D
f(r0)
R4−D
dS
=−(2− )
2 sin =2

∫ a
r
s3− ds
(s2 − r2)2−=2
∫ s
0
r0f(r0) dr0
(s2 − r20)2−=2
: (50)
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