In a preceding contribution, we conducted a study considering a fuzzy multiclassifier system (MCS) design framework based on Fuzzy Unordered Rule Induction Algorithm (FURIA). It served as the fuzzy rule classification learning algorithm to derive the component classifiers considering bagging and feature selection. In this work, we integrate this approach under the overproduce-and-choose strategy. A state-ofthe-art evolutionary multiobjective algorithm, namely NSGA-II, is used to provide a component classifier selection and improve FURIA-based fuzzy MCS. We propose five different fitness functions based on three different optimization criteria, accuracy, complexity, and diversity. Twenty UCI high dimensional datasets were considered in order to conduct the experiments. A combination between accuracy and diversity criteria provided very promising results, becoming competitive with classical MCS learning methods.
Introduction
Multiclassification systems (MCSs) (also called multiclassifiers or classifier ensembles) have been shown as very promising tools to improve the performance of single classifiers when dealing with complex, high dimensional classification problems in the last few years [1] . This research topic has become especially active in the classical machine learning area, considering decision trees or neural networks to generate the component classifiers, but also some work has been done recently using different kinds of fuzzy classifiers [2, 3, 4, 5, 6, 7, 8] .
In our previous studies [9, 10, 11, 12] , we proposed a MCS methodology based on classical MCS design techniques such as bagging and feature selection with a fuzzy rule-based system (FRBCS) as a base classifier. As a consequence, fuzzy rulebased multiclassification systems (FRBMCSs) were incorporated into an overproduce-and-choose strategy (OCS) [13] . This MCS desing algorithm is based on the generation of a large number of component classifiers, and a subsequent selection of the subset of them best cooperating. As the main tool we used a multicriteria genetic algorithm (GA) for static component classifier selection guided by several fitness functions based on training error and likelihood, as well as bicriteria fitness functions based on training error and likelihood or diversity measures. The resulting FRBMCS design approach thus belong to the genetic fuzzy systems (GFSs) family, one of the most successful approaches to hybridize fuzzy systems with learning and adaptation methods in the last fifteen years [14, 15, 16] .
In [17] we extended our previous developments by proposing a fuzzy MCS framework based on Fuzzy Unordered Rule Induction Algorithm (FU-RIA) [18, 19] as the fuzzy rule classification learning algorithm to derive the component classifiers considering bagging and feature selection. We conducted comprehensive experiments with 20 datasets taken from the UCI machine learning repository and provided a deep study of the results obtained. Several FURIA-based fuzzy MCS composition designs were tested including bagging, feature selection, and the combination of bagging and feature selection. We considered three different types of feature selection algorithms: random subspace [20] , mutual information-based feature selection (MIFS) [21] , and the random-greedy feature selection based on MIFS and the GRASP approach [22] . Finally, our approach was compared against two state-ofthe-art MCS algorithms (random forests and bagging decion trees) and also with an application of the fuzzy MCS generation approach with other, less powerful fuzzy classifier derivation method [23, 9] . From the obtained results, we drew the conclusion that FURIA-based fuzzy MCSs were a very powerful tool for dealing with high dimensional classification problems.
Even so, we think that the performance of the latter FURIA-based MCS framework can be improved with an OCS approach based on an evolutionary multiobjective (EMO) algorithm [24] considering diversity measures. In the current work we integrate FURIA-based fuzzy MCSs within the OCS strategy. Since there are many optimization criteria considered for MCS design such as accuracy, complexity, and diversity measures [1, 25, 26, 27] , the use of a EMO algorithm came naturally to our mind.
In this paper, we study the behavior of FURIAbased fuzzy MCSs with large size ensembles. To do so, we consider the state-of-the-art NSGA-II algorithm [28] to perform classifier selection. Introducing diversity and complexity measures combined with error measures is an interesting approach, which has led to promising results in the area [12, 25, 26, 27, 29, 30] . Hence, we have embedded three measures of this kind in the objective space of the fitness function combining them with an accuracy index, which resulted in five different bicriteria fitness functions.
We think that such GFS may lead to high quality fuzzy MCSs with a good accuracy-complexity tradeoff. To check this assumption, we present experiments on twenty high dimensional datasets from the UCI machine learning repository.
This paper is set up as follows. In the next section, a state of the art about MCSs, fuzzy MCSs, and MCS selection is presented. Sec. 3 recalls FURIA and our approach for designing FURIA-based fuzzy MCSs, while Sec. 4 describes the proposed NSGA-II for component classifier selection focusing on the different two-objective fitness functions to be considered. The experiments developed and their analysis are shown in Sec. 5. Finally, Sec. 6 collects some concluding remarks and future research lines.
Background and related work
This section explores the current literature related to the generation of a FRBMCS. The techniques used to generate MCSs and fuzzy MCSs are described in Sec. 2.1 and 2.2, respectively. Some ways to reduce the size of the ensembles are described in Sec. 2.3. The use of GAs for this purpose is then explored in Sec. 2.4.
Related work on MCSs
A MCS is the result of the combination of the outputs of a group of individually trained classifiers in order to get a system that is usually more accurate than any of its single components [1] . These kinds of methods have gained a large acceptance in the machine learning community during the last two decades due to their high performance. Decision trees are the most common classifier structure considered and much work has been done in the topic [31, 32] , although they can be used with any other type of classifiers (the use of neural networks is also very extended, see for example [33] ).
There are different ways to design a classifier ensemble. On the one hand, there is a classical group of approaches considering data resampling to obtain different training sets to derive each individual classifier. In bagging [34] , they are independently learnt from resampled training sets ("bags"), which are randomly selected with replacement from the original training data set. Boosting methods [35] sequentially generate the individual classifiers (weak learners) by selecting the training set for each of them based on the performance of the previous classifier(s) in the series. Opposed to bagging, the resampling process gives a higher selection probability to the incorrectly predicted examples by the previous classifiers.
On the other hand, a second group can be found comprised by a more diverse set of approaches which induct the individual classifier diversity using some ways different from resampling [36] . Feature selection plays a key role in many of them where each classifier is derived by considering a different subset of the original features [27, 37] . Random subspace [20] , where each feature subset is randomly generated, is one of the most representative methods of this kind.
Finally, there are some advanced proposals that can be considered as combinations of the two groups, such as random forests [38] .
The interested reader is referred to [32, 33] for two reviews for the case of decision tree (both) and neural network ensembles (the latter), including exhaustive experimental studies.
Previous Work on Fuzzy MCSs
Focusing on fuzzy MCSs, the use of boosting for the design of fuzzy classifier ensembles has been considered in some works [2, 3, 39, 40] . However, only a few contributions for bagging fuzzy classifiers have been proposed considering fuzzy neural networks (together with feature selection) [41] , neuro-fuzzy systems [5] , and fuzzy decision trees [8, 7] as component classifier structures.
Especially worth mentioning is the contribution [8] . This approach hybridizes Breimann's idea of random forests [38] with fuzzy decision trees [42] . Such resulting fuzzy random forest combines characteristics of MCSs with randomness and fuzzy logic in order to obtain a high quality system joining robustness, diversity, and flexibility to not only deal with traditional classification problems but also with imperfect and noisy datasets. The results show that this approach obtains good performance in terms of accuracy for all the latter problem kinds.
Some advanced GFS-based contributions should also be remarked. On the one hand, an FRBCS ensemble design technique is proposed in [43] considering some niching GA-based feature selection methods to generate the diverse component classifiers, and another GA for classifier fusion by learning the combination weights. On the other hand, another interval and fuzzy rule-based ensemble design method using a single-and multiobjective genetic selection process is introduced in [44, 6] . In this case, the coding scheme allows an initial set of either interval or fuzzy rules, considering the use of different features in their antecedents, to be distributed among different component classifiers trying to make them as diverse as possible by means of two accuracy and one entropy measures. Besides, the same authors presented a previous proposal in [45] , where an EMO algorithm generated a Pareto set of FRBCSs with different accuracy-complexity tradeoffs to be combined into an ensemble.
Determination of the Optimal Set of Component Classifiers in the MCS
Typically, an ensemble of classifiers is postprocessed in such a way only a subset of them are kept for the final decision. It is a well known fact that the size of this MCS is an important issue for its tradeoff between accuracy and complexity [32, 33] and that most of the error reduction occurs with the first few additional classifiers [34, 33] . Furthermore, the selection process also participates in the elimination of the duplicates or the poor-performing classifiers.
While in the first studies on MCSs a very small number (around ten) of component classifiers was considered as appropriate to sufficiently reduce the test set prediction error, later research on boosting (that also holds for bagging) suggested that error can be significantly reduced by largely exceeding this number [46] . This has caused the use of very large ensemble sizes (for example comprised by 1,000 individual classifiers) in the last few years [32] .
Hence, the determination of the optimal size of the ensemble is an important issue for obtaining both the best possible accuracy in the test data set without overfitting it, and a good accuracy-complexity tradeoff. In pure bagging and boosting approaches, the optimal ensembles are directly composed of all the individual classifiers generated until a specific stopping point, which is determined according to different means (validation data set errors, likelihood, ...). For example, in [32] it is proposed an heuristic method to determine the optimal number guided by the out-of-bag error.
However, there is the chance that the optimal ensemble is not comprised by all the component classifiers first generated but on a subset of them carrying a larger degree of disagreement/diversity. This is why different classifier selection methods [47] have been proposed. GAs have been commonly used for this task as we will show in the following subsection.
Related work on genetic selection of MCSs
In general, the selection of a subset of classifiers is done using the OCS strategy [13, 30] , in which a large set of classifiers is produced and then selected to extract the best performing subset. GAs are a popular technique within this strategy. In the literature, performance, complexity and diversity measures are usually considered as search criteria. Complexity measures are employed to simplify the system, whereas diversity measures are used to avoid overfitting. The reader is referred to [10] for a review on these genetic MCS selection approaches.
Among the different genetic OCS methods, we can remark these most related to the current proposal. On the one hand, we find EMO-based approaches such as that in [48] , a hierarchical multiobjective GA algorithm, performing feature selection at the first level and classifier selection at the second level, is presented which outperforms classical methods for two handwritten recognition problems. The multiobjective GA allows both performance and diversity to be considered for MCS selection. Another EMO proposal for classifier selecion is presented in [29] . In that contribution, a comparison of a single-objective GA and the NSGA-II EMO algorithm for 14 different objective functions of the mentioned three families of criteria (12 diversity measures, the training error, and the number of classifiers as a complexity measure). The authors applied their study on only one dataset, a digit handwritten recognition problem with 10 classes and 118,735 instances. They concluded saying that the training error is the best criterion for a single GA and a combination of training error and one diversity measure is the best criterion for an EMO algorithm, which supports the developments in the current contribution (see Sec. 6). On the other hand, in [26] a genetic classifier selection method was considered based on a single performance index, either the diversity, including 16 different measures, or the ensemble error. The best results were obtained with the accuracy measure and a specific kind of diversity measures correlated with the error.
Bagging FURIA-based fuzzy MCSs
In this section we will detail how the FURIA fuzzy MCSs are designed [17] . A normalized dataset is split into two parts, a training set and a test set. The training set is submitted to an instance selection and a feature selection procedures in order to provide individual training sets (the so-called bags) to train FURIA classifiers. After the training, we get an initial FURIA-based fuzzy MCS, which is validated using the training and the test errors, as well as a measure of complexity based on the total number of component classifiers obtained from FURIA. The whole procedure is graphically presented in Fig.  1 . FURIA is reviewed in Sec. 3.1, while the instance selection procedure is described in Sec. 3.2.
FURIA
Fuzzy Unordered Rules Induction Algorithm (FU-RIA) [18, 19] is an extension of the state-of-the-art rule learning algorithm called RIPPER [49] , having its advantages such like simple and comprehensible Rule R j : If x 1 is A j1 and . . . and x n is A jn then Class C j with CD j ; j = 1, 2, ..., N.
The certainty degree of a given example x is defined as follows:
where D T and D C j T stands for the training set and a subset of the training set belonging to the class C j respectively. In this approach, each fuzzy rule makes a vote for its consequent class. The vote strength of the rule is calculated as the product of the firing degree µ C j r (x) and the certainty degree CD j . Hence, the fuzzy reasoning method used is the so-called voting-based method [50, 51] .
• It uses unordered rule sets instead of rule lists.
This change ommits a bias caused by the default class rule, which is applied whenever there is an uncovered example detected.
• It proposes a novel rule stretching method in order to manage uncovered examples. The unordered rule set introduces one crucial drawback, there might appear a case when a given example is not covered. Then, to deal with such situation, one rule is generalized by removing its antecedents. The information measure is proposed to verify which rule to "stretch".
The interested reader is referred to [18] for a full description of FURIA.
FURIA-based fuzzy MCS design approaches
In our previous contribution [17] we conducted comprehensive experiments considering FURIA-based fuzzy MCSs. Since in [52] it was shown that a combination between bagging and feature selection usually leads to good MCS designs, we decided to follow that idea and we integrated FURIA into a framework of that kind. We aimed to combine the diversity induced by the MCS algorithms and the robustness of the FURIA method in order to desing good performance fuzzy MCS for high dimensional problems. By doing so, we wanted to obtain FURIAbased fuzzy MCSs with a good accuracy-complexity tradeoff. We also tried a combination of FURIA with bagging and feature selection separately. Three different feature selection methods, random subspace [20] , mutual information-based feature selection (MIFS) [21] , and the random-greedy feature selection based on MIFS and the GRASP approach [22] , were considered. For each feature selection algorithm three different feature subsets of different sizes, which were based on the initial number of features in the classification problem, were tested. Finally, our experiments showed that out of the three following MCS methodologies, that is bagging, feature selection, and bagging with feature selection, the former (see Fig. 1 ) obtained the best performance when combined with FURIA-based FRBCSs.
Thus, in this contribution we are applying directly a bagging approach in order to generate the initial FURIA-based fuzzy MCSs, which will be later selected by the EMO algorithm. Considering this approach, the bags are generated with the same size as the original training set, as commonly done.
Finally, no weights are considered to combine the outputs of the component classifiers to take the final MCS decision, but a pure voting combination method is applied: the ensemble class prediction will directly be the most voted class in the component classifiers output set.
EMO-based MCS selection method
The second stage of our methodology is to consider the OCS strategy. Our aim is to obtain a good accuracy-complexity tradeoff in the FURIA-based fuzzy MCSs when dealing with high dimensional problems. That is, we aim to obtain fuzzy MCS with a low number of base classifiers, which keep a good accuracy. Thus, we have selected the stateof-the-art NSGA-II EMO algorithm in order to generate good quality Pareto set approximations. Five different biobjective fitness functions combining the three existing kinds of optimization criteria (accuracy, complexity, and diversity) are proposed in order to study the best setting. Fig. 2 shows the final structure of the FURIA-based fuzzy MCS design methodology including the OCS stage. The two subsections below presents briefly the algorithm operation mode and its main components.
Components of NSGA-II
NSGA-II [28] is based on a Pareto dominance depth approach, where the population is divided into several fronts and the depth of each front shows to which front an individual belongs to. A pseudodominance rank being assigned to each individual, which is equal to the front number, is a metric used for the selection of an individual.
We have used a standard binary coding in such a way that a binary digit/value/gene is assigned to each classifier. Then, when the variable takes value 1, it means that the current component classifier belongs to the final ensemble, while when the variable is equal to 0, that classifier is discarded. This approach provides a low operation cost, which leads to the high speed of the algorithm.
We have used a generational approach and elitist replacement strategy. The initial population is composed of randomly generated individuals, keeping one of them with the original fuzzy MCS composed of all the existing classifiers. In each generation, to introduce a high amount of diversity, a binary tournament is performed. That means that two individuals are randomly picked from the current population and the best one is selected. The two winners are crossed over to obtain a single offspring that directly substitutes the loser. We have considered the classical two-point crossover and the simple bit-flip mutation. Both operators crossover and mutation are applied with different pre-specified probabilities. 
The four used evaluation criteria for two-objective NSGA-II
In this subsection we describe all the considered optimization criteria. We will utilize measures of three different kinds combined into five different two-objective fitness functions:
• Accuracy.
We use a standard accuracy measure, the training error (TE). TE is computed as follows. Let h 1 (x), . . . , h l (x) be the outputs of the component classifiers of the selected ensemble E for an input value x = (x 1 , . . . , x n ).
For a given sample {(x k ,C k )} k∈{1...m} , the TE of that MCS is:
with |E| being the number of classifiers in the selected ensemble.
• Complexity. The complexity of the ensemble is directly accounted by the number of classifiers in the ensemble:
• Diversity. It seems that obtaining a high diversity between classifiers is the goal to be reached, when aiming to achieve performance improvement of MCSs. In the last few years, a group of researchers devoted their attention to the diversity measures [25, 26, 27] . Two measures can be highlighted from the large amount of proposals in this group: the difficulty (θ ) and the double fault (δ ):
1. The difficulty measure θ is computed as follows. Let X = {i/|E|} i∈{0,...,|E|} and X k ∈ X be the proportions of classifiers classifying correctly the instance x k . Then, θ is:
2. The pairwise measure δ for two classifiers h i and h j shows the following expression:
with N 00 i j being the number of examples missclassified by both h i and h j . The global value of the measure for the whole selected ensemble is computed as:
with L = |E| being the number of component classifiers in the ensemble.
From these four criteria we have formed five different two-objective fitness functions. A first option is a standard combination of TE with Complx (from now on called fitness function 2a).
In addition, the use of biobjective functions based on diversity measures is justified by previous findings in the specialized literature. Diversity measures have been deeply studied in [25, 26, 27, 29, 30] . The relationship between diversity measures and accuracy is not clear. In [25] , it was shown how the ensemble accuracy and diversity is not as strongly correlated as it could be expected. The authors concluded that accuracy estimation can not be substituted by diversity during the MCS design process. These results were confirmed in [26] in our same framework, classifier selection. In the experimental study developed, the authors drew the conclusion that the use of a single-objective function based on a diversity measure does not outperform the direct use of an error rate. Hence, the combined action of both kinds of measures can lead to a better fuzzy MCS performance in our case. In particular, we combined accuracy measures with the said two diversity measures in [12] , obtaining promising results. Hence, in this contribution we will use the combination of TE with θ and δ (fitness functions 2b and 2c respectively) in the current contribution, as in our opinion this may lead to an accuracy improvement, when keeping a low number of classifiers.
Finally, we would like to put more stress on the complexity aspect as proposed in [29, 30] , so we join diversity measures with complexity into the two remaining two-objective fitness functions (2d and 2e). By doing so we would like to obtain simple ensembles still having high quality in terms of performance. Table 1 summarizes the composition of the five biobjective fitness functions proposed. 
Experimental setup
To evaluate the performance of the generated FURIA-based fuzzy MCSs, we have selected 20 datasets with different characteristics concerning the number of examples, features, and classes from the UCI machine learning repository (see Table 2 ). In order to compare the accuracy of the considered classifiers, we used Dietterichs 5×2-fold crossvalidation (5×2-cv), which is considered to be superior to paired k-fold cross validation in classification problems [55] . The FURIA-based fuzzy MCSs generated are initially comprised by 50 classifiers. NSGA-II for the component classifier selection works with a population of 50 individuals and runs during 1000 generations. The crossover probability considered is 0.6 and the mutation probability is 0.1. A different run is developed with each of the five fitness function variants for each initial fuzzy MCS, thus resulting in 10 different runs per dataset as a consequence of the 5×2-cv cross validation procedure. All the experiments have been run in a cluster at the University of Granada, Spain, on Intel quadri-core Pentium 2.4 GHz nodes with 2 GBytes of memory, under the Linux operating system.
To compare the Pareto front approximations of the global learning objectives (i.e. MCS test accuracy and complexity) we consider the two of usual kinds of multiobjective metrics [24, 53] . The first group measures the quality of a single nondominated solution set returned by a multiobjective algorithm, while the second group compares the performance of two different multiobjective algorithms. We have selected one metric for each group, hypervolume ratio (HVR) [24] and C-measure [53] , respectively.
An useful unary metric to compare Pareto sets is the S metric, proposed by Zitzler [53] , and called hypervolume. It measures the volume enclosed by the Pareto front Y . When there are only two objectives, S(Y ) measures the area covered by the Pareto front by adding the areas covered by each individual nondominated point. In the case of a minimization problem, as ours, there is a need to define a reference point. Nevertheless, the relative value of the S metric usually depends upon an arbitrary choice of this point, getting unexpected metric values if it is not correctly fixed [56] . Besides, when the dimension of the objectives is large, it is interesting to normalise them. Alternatively, the hypervolume ratio (HV R) [24] can be considered to avoid these drawbacks. HV R is a very powerful metric, as it both measures diversity and closeness. The HV R can be simply calculated as follows:
where H 1 and H 2 are the volume (S metric value) of the Pareto front approximation and the true Pareto front, respectively. When HV R equals 1, then the Pareto front approximation and the true one are equal. Thus, HV R values lower than 1 indicate a generated Pareto front that is not as good as the true Pareto front. In our case, as the truen Pareto fronts are not known, we will consider an approximation (a pseudo-optimal Pareto front) obtained by fusing all the (approximate) Pareto fronts generated for each problem instance by any algorithm variant in any run.
As binary metric we will use the coverage, proposed by Zitzler et al. in [53] , which compares a pair of non-dominated sets by computing the fraction of each set that is covered by the other:
where a ≺ a indicates that the solution a dominates the solution a in a minimization problem and Y ,Y ⊆ Y are the sets of objective vectors that correspond to X and X (non-dominated decision vectors), respectively. Hence, the value C(X , X ) = 1 means that all the solutions in X are dominated by or equal to solutions in X . The opposite, C(X , X ) = 0, represents the situation where none of the solutions in X are covered by the set X . Note that both C(X , X ) and C(X , X ) have to be considered, since C(X , X ) is not necessarily equal to 1 −C(X , X ).
Let us call P j i the non-dominated solution set returned by NSGA-II usign the variant of fitness function i in the j-th run for a specific problem instance;
i , the union of the solution sets returned by the ten runs obtained from 5x2cv of algorithm i, and finally P i the set of all non-dominated solutions in the P i set * (aggregated Pareto fronts). As a complement to the analysis of the results obtained in the two different multiobjective metrics, we will provide graphical representations of some of those aggregated Pareto fronts. When graphically represented, these graphics offers a visual information, not measurable, but sometimes more useful than numeric values.
Analysis and comparison of the obtained Pareto front approximations
This section is devoted to analyze the performance of the proposed NSGA-II-based approach to classifier selection in FURIA-based fuzzy MCS. First, the quality of the obtained Pareto front approximations considering the five fitness functions defined in Sec. 4.2 will be studied in Sec. 5.2.1. Then, a global comparison among the five methods is made by analyzing their performance on the satisfaction of the two final learning problem goals, the test accuracy and the complexity of the obtained fuzzy MCSs.
On the one hand, regarding the former analysis we draw a table with the minimum, maximum, mean, and standard deviation values obtained for each objective in the Pareto set derived for each of the five fitness functions considered. On the other hand, to compare the Pareto front approximations of the global objectives we consider a table with the same structure as above as well as statistics related to the selected multiobjective metrics, HVR and C. We also plot some of the aggregated Pareto front approximations in order to have a taste of their trends, as drawing all of them would not be feasible. A first very important conclusion is that, while the first three fitness function variants, 2a, 2b, and 2c, work properly as they allow the multiobjective genetic classifier selection method to derive a significant number of solutions in the Pareto set approximations (cardinal), the other two, 2d and 2e, show a deceptive behavior. On the one hand, function 2d provided a single solution in 10 out of 20 cases and 1.1 solutions in another 5 out of 20 cases. On the other hand, although function 2e allows us to obtain many different solutions in the solution space (Pareto set), all of them correspond to exactly the same objective values (Pareto front). Thus, the latter two fitness functions are not adequate for generating diverse Pareto front approximations. It can be noticed that the ranges of the objectives vary depending on the dataset given. The training error, which is the first objective of 2a, 2b, and 2c, converges to 0 for several datasets, while growing up to 0.605 overall. The complexity, which is the second objective of 2a, 2d, and 2e lays in the range between 2 and 21, thus showing significant reduction obtained by the multiobjective genetic component classifier selection method (recall that the original number of classifiers is 50). Besides, the variance, being the second objective of 2b and the first of 2d, obtains a minimum value equal to 0 and grows up to 1.202. The double fault, which is the second objective of 2c and the first of 2e, lays in the range between 0 and 4.722. In addition, the standard deviation values of the training error vary for each fitness function, 2a, 2b, and 2c variants, depending on the dataset and it is hard to point the one being the most stable. On the other hand, considering the standard deviation of complexity, the lowest values are obtained by both 2d and 2e variants, thus showing the already mentioned deceptive behavior. The same results were obtained for diversity measures.
The combination of double fault and complexity seems to be a special case to be considered. It is a deceptive measure because either the two objectives are not conflicting or there is a specific limit condition where an optimal tradeoff is obtained. For all the datasets, a single optimum of the biobjective function was generated where complexity obtained value 2 and double fault took value 0. Such pair of values could be reasonable, since double fault is a pair-wise metric and in general tends to small ensemble sizes, the same as complexity. Nevertheless, it clearly shows this biobjective fitness function definition is not appropriate for the considered learning task.
A similar case is the 2d variant combining variance with complexity, as for almost all datasets, 19 ouf of 20, it obtained complexity equal to 2. Besides, apart from two datasets, abalone and optdigits, it obtained cardinality equal or close to 1, as already mentioned.
Perfomance analysis of the five variants in the two global learning objectives
Since the individual objectives of the Pareto front approximations presented in the previous subsection are not comparable, we have considered two common objectives, namely test error and complexity, in order to compare the results obtained by the five fitness functions proposed. Notice that, these are the actual learning goals that will be considered by the designer in order to choose the final fuzzy MCS structure.
The characteristic values of the Pareto front approximations of the two global learning goals are presented in Tables 6 and 7 In general, the highest cardinality is obtained by the 2e variant, which combines double fault and complexity objectives. However, we have considered it as a deceptive fitness function in the previous subsection. On the other hand, the 2d variant, which is composed of variance and complexity objectives, almost always provides cardinality equal to 1 and was also categorized as deceptive. Thus, both variants are tricky and do not constitute good approach to provide high quality Pareto front approximations. The other variants, 2a, 2b, and 2c, combining training error with complexity, variance, and double fault, respectively, seem to be performing well.
Having an insight to the results, we may emphasize the 2c variant, as the one having the lowest Avg. test error value for 10 out of 20 cases (+2 ties). Notice that the 2a variant is just slightly worse than the other two approaches. Considering the complexity, we may see that the 2e variant obtained the lowest value in all of the cases, while the 2d variant was not much worse with 19 out of 20 best values (19 ties with the 2e variant). The 2a and 2b variants obtained only one best result (both ties with the 2d and 2e variants), placing the 2c variant in the last position with no best value obtained. Table 8 presents the results using the HVR metric. Besides, we have used box-plots based on the C metric that calculates the dominance degree of the Pareto front approximations of every pair of algorithms (see Fig. 6 ). Each rectangle contains ten box-plots representing the distribution of the C values for a certain ordered pair of fitness functions in the 20 problem instances (from abalone to yeast in alphabetical order). Each box refers to algorithm A in the corresponding row and algorithm B in the corresponding column and gives the fraction of B covered by A (C(A, B) ). Consider for instance the top right boxplots, which represent the fraction of solutions of the 2e variant, considering the joint optimization of double fault and complexity, covered by the non-dominated sets produced by the 2a vari- ant, composed of the training error and complexity measures. In each box, the minimum and maximum values are the lowest and highest lines, the upper and lower ends of the box are the upper and lower quartiles, and a thick line within the box shows the median.
Our analysis of the HVR measure clearly points out the best performing fitness function for the final learning goal. The 2b variant, considering the joint optimization of training error and variance, obtained the highest value in 18 out of 20 cases. Nevertheless, it provided some instability for two remaining datasets and thus a high standard deviation value. For abalone and optdigits it obtained the worst values among the five fitness function designs. Function 2a, optimizing training error and complexity, obtained two ties. Even being a deceptive fitness function, the 2d, which joins variance and complexity as objectives, and 2e variant, which combines double fault and complexity, obtained one tie as well as fitness function 2c, jointly optimizing training error and double fault.
Concerning the average value on the twenty datasets considered, the order is 2b, 2e, 2a, 2d, 2c. It is a surprising fact that the two deceptive functions are not located in the two last positions but are able to overcome almost all variants for 2e, and one other variant for 2d. It seems that, although they are not able to derive a diverse set of solutions, the selected fuzzy MCSs obtained show a good performance in the global learning objectives tradeoff curve. Anyway, from all the latter analysis we may conclude that the 2b fitness function seems to be the best performing variant.
The analysis of the C-measure (see Fig. 6 ) highlights the 2a and the 2b variants, which clearly outperform the other fitness functions, especially the latter. When comparing these two approaches between them, the 2b fitness function obtains better results. Notice that, comparisons with either 2d or 2e variants provide deceptive results due to the small number of solutions contained in their Pareto front approximations.
Hence, considering the information provided by the two multiobjective metrics we may clearly draw the conclusion that the 2b fitness function is the best performing approach.
Finally, in order to complement the latter analysis, the aggregated Pareto fronts will be represented graphically for three of the datasets: abalone, waveform, and magic (see Figs. 7, 8 , and 9, respectively) in order to allow an easy visual comparison of the performance of the different variants of the fitness functions. Fig. 7 . The Pareto front approximations obtained for abalone using the five fitness functions. Objective 1 stands for test error and objective 2 for complexity. The pseudooptimal Pareto front is also drawn for reference. Fig. 8 . The Pareto front approximations obtained for waveform using the five fitness functions. Objective 1 stands for test error and objective 2 for complexity. The pseudooptimal Pareto front is also drawn for reference. Fig. 9 . The Pareto front approximations obtained for magic using the five fitness functions. Objective 1 stands for test error and objective 2 for complexity. The pseudo-optimal Pareto front is also drawn for reference.
It can be seen how the graphs corroborate the conclusions of the metrics analysis: the 2b fitness function obtained the worst HVR metric value for the abalone dataset, while it obtained the best performance, which is close to the pseudo-optimal Pareto front, when looking at the waveform and magic datasets. Notice how, the 2e variant obtains a single nondominated solution in the three problems but in all of them this solution is included in the pseudooptimal Pareto front, thus justifying the good values obtained in the HVR and C metrics. That is not the case for function 2d whose small number of nondominated solutions are usually far from the pseudooptimal front. The bad performance of the 2c variant is also clearly observed.
Analysis and comparison of single solutions selected from the obtained Pareto front approximations
In this section, we aim to analyze the final performance of our proposal by imitating the process a human designer will develop in order to select a desired FURIA-based fuzzy MCS structure from those available in the obtained accuracy-complexity nondominated fronts.
From each Pareto front approximation we have selected four different solutions, the one having the best value in the first objective in the considered fitness function, the one with the best value in the second objective in the considered fitness function, the one with the best tradeoff value, and the one with the best test error value. The tradeoff solution is selected as follows: we compute 1000 random weights w1 ∈ [0, 1], take the average value of the aggregation function of both objectives Ob j1 and Ob j2: (w1 * Ob j1 + (1 − w1) * Ob j2), and select the solution with the highest aggregated value. For each solution we present the values of three global learning objectives, Training error (Tra), test error (Tst), and complexity (Cmpl) in Tables 9 and 10 . The average and standard deviation value for each of four different solutions in the 20 problems is also presented in Table 11 . We do not show the two diversity measures values, since that was not the final learning objective. Note that we used diversity measures combined with accuracy and complexity measures in order to improve the accuracy-complexity tradeoff in the obtained FURIA-based fuzzy MCS.
From the results obtained we may draw following conclusions:
• The best performance in terms of test accuracy was obtained by the 2c variant. It outperforms the other approaches in 6 out of 20 cases (+7 ties) and also obtains the best average value. The 2b approach was one step behind obtaining 5 best results (+6 ties) and the second best average value. Of course, the 2d and 2e variants obtained the worst results, since they directly do not include accuracy in the objective space.
• Considering the complexity criterion the best results were obtained by 2a, 2d, and 2e variants. For all datasets they obtained the lowest number of classifiers equal to 2 and the lowest average value. Note that we discard 2b as the best value, which obtained number of classifiers equal to 1 15 times, since it is not considered as a MCS, but as a single classifier.
• It is rather hard to point a single approach finding the best accuracy-complexity tradeoff. The 2d and 2e approaches should be rather discarded, since for all of the solutions out of all datasets they provided the same complexity (equal to 2). Although the 2c fitness function provided the best averaged test accuracy, it should also be skipped, as this good performance is obtained at the cost of the highest complexity, with a very significant difference. Thus, the two left fitness functions are 2a and 2b. The first one provides rather lower complexity on average, whereas the latter one obtains better averaged accuracy with a slightly higher complexity.
To conclude, let us try to have an insight into the influence of the relation between the two objectives and the final success in the learning problem. Combination of diversity measures with complexity tends to produce small ensemble sizes. The two fitness functions obtained ensembles composed of only two classifiers. Consequently, these ensembles do not have a high quality, they obtained rather low accuracy. Combination of the training error with complexity seems to be a good way to look for the good balance between performance and the number of classifiers in the ensemble. However, it seems to overfit quite often. Our last proposal was a combination of training error with two diversity measures. Such two fitness functions, 2b and 2c, lead to finally selected high quality ensembles with a good accuracy-complexity tradeoff, as the ensembles are kept quite small in most of the cases. Thus, we may conclude that the combination of training error and diversity measures for genetic classifier selection in FURIA-based fuzzy classifiers leads to the obtaining good results and is a promising approach. Nevertheless, this is a quite subjective and user-dependent decision.
Comparison between EMO-selected and non-selected FURIA-based fuzzy MCSs
This subsection presents a final benchmarking of the performance of NSGA-II combined with FURIA- based fuzzy MCSs. The aim of this work is to propose an advanced OCS framework, embedding NSGA-II with five different two-objective fitness function designs into FURIA-based fuzzy MCS. By doing so, we would like to obtain a good accuracycomplexity tradeoff. We present a comparison between the best results obtained from the genetically selected FURIA-based fuzzy MCSs, against these ensembles obtained with a fixed ensemble size. FURIA-based fuzzy MCSs are comprised by 7 or 10 classifiers, the small ensemble sizes providing the best results in our previous contribution [17] , and with 50 classifiers, the original structure of the EMO-selected fuzzy MCSs in the previous sections. We also compare it with two state-of-the-art algorithms, random forests [38] and bagging C4.5 MCSs [54] , comprised by 7 or 10 classifiers [17] . Table 12 presents test errors for all the datasets. It may be clearly seen that our new approach obtained the best performance overall. It outperformed the others in 18 out of 20 cases (+1 tie). Considering complexity, EMO-selected fuzzy MCSs keep a reasonably low number of classifiers, obtaining value 2 (3 times) in the best case and value 26 (for the optdigits dataset) in the worst case. Comparing to the original small ensemble sizes it is enough to increase the amount of classifier up to 2.5 times in the worst case in order to obtain good performance. Notice that in 11 out of 20 cases the EMO-selected fuzzy MCSs obtained the lowest complexity of the five MCS design variants considered. Thus, we may draw the conclusion that NSGA-II combined with FURIA-based fuzzy MCSs is a good approach to obtain high quality, well performing ensembles with a good accuracy-complexity tradeoff, when dealing with high dimensional datasets.
Conclusions and future works
In this study, we proposed a methodology in which a bagging approach together with a feature selection technique is used to train Fuzzy Unordered Rules Induction Algorithm (FURIA) in order to obtain a Fuzzy Multiclassifier System. We used a single winner-based method on top of the base classifiers. We proved that a single FURIA classifier performs well and is able to provide instability capabilities to some extent. Then, we tested FURIA Multiclassifier Systems with bagging, feature selection, and combination of both of them. By using the said techniques, we aimed to obtain FURIA-based fuzzy MCSs properly dealing with high dimensional data.
We have conducted comprehensive experiments over 21 datasets taken from the UCI machine learning repository. It turned out that the combination of bagging with FURIA turned out to be the best from among proposed ones. This approach provided promising results in comparison to the two state-ofthe-art algorithms.
One of the next steps we will consider in the future line is to employ a search algorithm such like single and multiobjective metaheuristics, greedy al-gorithms, local search, etc. to look for an optimal size of the ensemble. The other way to follow is to try to combine classifiers in a dynamic manner, in a way that a classifier or a set of them is responsible just for a particular data region. Furthermore, we would like to study the influence of other parameters (FURIA parameters, MCS parameters, etc.).
