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Abstract
Let F be an analytic transformation of Cn, with the origin O as a quasi-parabolic fixed point. We will associate an invariant,
order ν(F ), to F and study the local dynamics of F when it has a non-degenerate characteristic direction [v] and is dynamically
separating in the direction [v]. We show that for such F there exist at least ν(F ) − 1 parabolic curves tangent to [v] at the origin.
We also study a non-dynamically-separating example in details.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let F be a germ of analytic transformation of (Cn,O). We are interested in understanding the dynamics near
O of F for which the spectrum of the differential dFO contains 1. The most studied case is when F is tangent to
the identity, that is dFO = id. (See [7,8,17] and [2] for precise results and [1] and [3] for more information.) When
dFO is not the identity, but it still has 1 as eigenvalue, two cases have received some attention. The first is the semi-
attractive case, where the spectrum of dFO contains 1 and λj ’s with |λj | < 1. (See [5,6,10,12,15,16].) In this paper,
we study the case when O is a quasi-parabolic fixed point for F , that is the spectrum of dFO contains 1 and λj ’s with
|λj | = 1 and λj = 1. This case has been studied by several authors [4,11,13]. In [11], Pöschel proved the existence
of an F -invariant complex manifold through O tangent to the eigenspace of λj ’s on which F is holomorphically
linearizable when λj ’s satisfy some Brjuno condition. Using similar ideas, the author [13] showed the existence of
“Siegel cylinders” for certain quasi-parabolic germs when λj ’s satisfy some Brjuno condition. In [4], Bracci and
Molino studied quasi-parabolic germs in C2 and showed the existence of “parabolic curves” at O tangent to the
eigenspace of 1 for germs they called “dynamically separating.” We are going to study quasi-parabolic germs in Cn
(n > 1), using ideas of Hakim [7] and Bracci and Molino [4]. Before we state our results, let us recall some definitions
and known results.
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map ϕ : Δ → Cn satisfying the following properties:
(i) Δ is a simply connected domain in C with 0 ∈ ∂Δ;
(ii) ϕ is continuous on ∂Δ and ϕ(0) = O;
(iii) ϕ(Δ) is invariant under F and Fk(ϕ(ζ )) → O as k → ∞ for any ζ ∈ Δ.
Furthermore, if [ϕ(ζ )] → [v] ∈ Pn−1 as ζ → 0 (where [·] denotes the canonical projection of Cn\{O} onto Pn−1), we
say that ϕ is tangent to [v] at the origin.
Definition 1.2. Let F be a germ of analytic transformation of (Cn,O) tangent to the identity. Let F = id + F2 +
F3 + · · · be the homogeneous expansion of F in series of homogeneous polynomials. Then the order of F is
ν(F ) = min{j | Fj ≡ 0} and a characteristic direction for F is a vector [v] ∈ Pn−1 such that there is λ ∈ C so that
Fν(F)(v) = λv. If λ = 0 we say that [v] is non-degenerate, otherwise it is degenerate.
In [7], Hakim proved the following theorem.
Theorem 1.3. Let F be a germ of analytic transformation of (Cn,O) tangent to the identity of order ν(F ). Then for
every non-degenerate characteristic direction [v] of F there exist at least ν(F )− 1 parabolic curves tangent to [v] at
the origin.
In [4], Bracci and Molino generalized the notion of order to the quasi-parabolic case in C2 and proved the following
theorem. (See [4] for precise definitions.)
Theorem 1.4. Let F be a germ of analytic transformation of (C2,O), with the origin as a quasi-parabolic fixed point.
If F is of order ν(F ) and is dynamically separating then there exist at least ν(F )− 1 parabolic curves tangent to the
eigenspace of 1 at the origin.
In this paper, we will generalize the notion of order, characteristic direction and dynamically separating to the
quasi-parabolic case in any dimension, and extend the results of Hakim [7] and Bracci and Molino [4].
Our main result is the following
Theorem 1.5. Let F be a germ of analytic transformation of (Cn,O), with the origin as a quasi-parabolic fixed point.
If F is of order ν(F ) and is dynamically separating in a non-degenerate characteristic direction [v], then there exist
at least ν(F )− 1 parabolic curves tangent to [v] at the origin.
In Section 2, we make several definitions necessary for our study and choose suitable coordinates to get a simpler
expression for F . We prove Theorem 1.5 in Section 3. Finally, we give a detailed analysis of an interesting example
in Section 4.
2. Fundamental invariants
Let F be a germ of analytic transformation of (Cn,O), with the origin as a quasi-parabolic fixed point. Assume that
dFO is diagonalizable and Spec(dFO) = {1, . . . ,1, λ1, . . . , λm}, with |λj | = 1 and λj = 1. Let Λ = diag(λ1, . . . , λm).
Then in some system of local coordinates, we can write F as⎧⎨
⎩
x1 = x + p2(x, y, z)+ p3(x, y, z)+ · · · ,
y1 = y + q2(x, y, z)+ q3(x, y, z) + · · · ,
z1 = Λz + r2(x, y, z)+ r3(x, y, z)+ · · · ,
(2.1)
where y = (y1, . . . , yl)t with l = n − m − 1, z = (z1, . . . , zm)t and pi , qi and ri are vectors of homogeneous polyno-
mials of degree i.
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with ki being non-negative integers, and |k| = k1 + · · · + km. Using multi-index notation, we write yj = yj11 · · · · · yjll
and zk = zk11 · · · · · zkmm . First, we need the following simple lemma.
Lemma 2.1. Let F be given by (2.1). Then for any given integer μ > 1, there exists a local holomorphic change of
coordinates such that there are no terms xiyj with i + |j | μ in the expression of z1.
Proof. Denote by Zi,j the first non-zero vector of coefficients of terms xiyj with i + |j | μ in the expression of z1.
To get rid of such terms, consider the transformation⎧⎨
⎩
x = X,
y = Y,
z = Z + xiyjS,
(2.2)
with S = −(Λ− Im)−1Zi,j , where Im is the identity matrix. Proceeding this way, we are done. 
Definition 2.2. Let F be as in (2.1). Let ν (respectively, μ) be the least of i + |j | > 1 for terms xiyj in the expression
of x1 and y1 (respectively, z1). If ν < ∞ and μ ν, then we say that F is ultra-resonant, and that the order of F is
ν(F ) := ν. If μ = ∞ (without assuming anything on ν), then we say that F is asymptotically ultra-resonant.
We explicitly remark that if F is not the identity when restricted to {z = 0} then (using Lemma 2.1) we can find a
local holomorphic change of coordinates putting F in ultra-resonant form.
The following lemma shows that the order ν(F ) is well defined. The proof is essentially the same as for [4,
Lemma 2.5], which we include for completeness.
Lemma 2.3. Let F and G be two analytic transformations in ultra-resonant form. If F is conjugated to G, then
ν(F ) = ν(G).
Proof. Writing w = (x, y) and using multi-index notation, we can express F as{
w1 = w +A1ν(w)+B1(w, z)+H1(w, z),
z1 = Λz +A2μ(w, z)+B2(w, z)+H2(w, z). (2.3)
Here, A1ν(w) contains terms wν with |ν| = ν(F ), A2μ(w, z) contains terms wμzk with |k| = 1 and 1 |μ| = μ(F) :=
min{|μ|: wμzk in z1 with |k| = 1}, B1(w, z) contains terms wjzk with |k|  1 and 2  |j | + |k|  ν(F ), B2(w, z)
contains terms with wjzk with |k| 2 and |j | + |k| μ(F)+ 1, H1(w, z) contains terms wjzk with |j | + |k| > ν(F)
and H2(w, z) contains terms wj with |j | > ν(F) and wjzk with |k| 1 and |j | + |k| >μ(F)+ 1.
Similarly, we can express G as{
w˜1 = w + A˜1ν˜ (w)+ B˜1(w, z)+ H˜1(w, z),
z˜1 = Λz + A˜2μ˜(w, z)+ B˜2(w, z)+ H˜2(w, z).
(2.4)
If Ψ is the transformation which conjugates F to G, then it is easy to see that Ψ must be of the following form{
w′1 = Cw +ψ1(w, z),
z′1 = Dz +ψ2(w, z),
(2.5)
where C is an invertible (n−m,n−m) matrix and D is an invertible (m,m) matrix.
From F ◦Ψ = Ψ ◦G, we obtain
ψ1(w, z)+A1ν(w′1)+B1(w′1, z′1)+H1(w′1, z′1) = ψ1(w˜1, z˜1)+C
[
A˜1ν˜ (w)+ B˜1(w, z)+ H˜1(w, z)
]
, (2.6)
and
Λψ2(w, z)+A2μ(w′1, z′1)+B2(w′1, z′1)+H2(w′1, z′1)
= ψ2(w˜1, z˜1)+D
[
A˜2μ˜(w, z)+ B˜2(w, z)+ H˜2(w, z)
]
. (2.7)
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and it is easy to check that terms wj in other terms in (2.7) have order |j |min{ν(F ), ν(G), ν2 +1}, we get from (2.7)
that
ν2 min
{
ν(F ), ν(G)
}
.
Combining this with (2.6), we get
ψ1(w˜1, z˜1)−ψ1(w, z) = A1ν(w′1)−CA˜1ν˜ (w)+R(w,z),
where terms wj in R(w,z) have orders |j | > min{ν(F ), ν(G)}. Writing ψ1(w, z) =∑|j |+|k|2 ψj,k1 wjzk , one readily
checks that terms wj in ψ1(w˜1, z˜1) − ψ1(w, z) have orders |j | > ν(G). Since A1ν(w′1) contains terms wj with
|j | = ν(F ) and A˜1ν˜ (w) contains terms wj with |j | = ν(G), we see that ν(F ) = ν(G).
Note that the above argument is still valid if ν(F ) = ∞ or ν(G) = ∞. 
Following Hakim [7], we make the following definition.
Definition 2.4. Let F be as in (2.1) and assume that F is ultra-resonant with ν(F ) < ∞. A characteristic direction
for F is a vector [v] = [v1 : · · · : vn] ∈ Pn−1, with vi = 0 for l + 1 < i  n, such that Fν(F)(v) = λv for some λ ∈ C.
If λ = 0, we say that [v] is non-degenerate, otherwise it is degenerate.
Using this definition, we have the following proposition, whose proof is similar to that of [4, Proposition 1.3].
Proposition 2.5. Let F be as in (2.1). Then there exists an invariant nonsingular complex manifold M of dimension
n − m for F passing through O and tangent to the eigenspace of 1 if and only if F is analytically conjugated to an
asymptotic ultra-resonant form. Moreover in this case, if ν(F ) = ∞ then F pointwise fixes M , while if ν(F ) < ∞
and [v] is a non-degenerate characteristic direction for F then there exist at least ν(F )− 1 parabolic curves for F at
O contained in M and tangent to [v].
Proof. If F is analytically conjugated to an asymptotic ultra-resonant form G = (Gx,Gy,Gz), then Gz(x, y,0) = 0,
i.e. {z = 0} is invariant by G. For the converse, if there exists an invariant nonsingular complex manifold M of
dimension n − m for F passing through O and tangent to the eigenspace of 1, then we can choose local coordinates
such that M = {z = 0}. In this system of coordinates F is of the form (F x,F y,F z) such that Fz(x, y,0) = 0 as M is
invariant by F , which implies that F is asymptotically ultra-resonant.
Now assume that F is asymptotically ultra-resonant, and thus M = {z = 0} is invariant by F . Then F restricted
to M , denoted by FM , is an analytic transformation of Cn−m tangent to the identity. By the definition of ν(F ) and
Lemma 2.3, we have ν(FM) = ν(F ), where ν(FM) is the order of FM defined in Definition 1.2. Thus if ν(F ) = ∞,
then FM(w) = w, i.e. M is pointwise fixed by F . If ν(F ) < ∞, then it is easy to see that [v] = [1 : v0 : 0] is a non-
degenerate characteristic direction for F if and only if [1 : v0] is a non-degenerate characteristic direction for FM in
the sense of Definition 1.2. Therefore we can conclude using Theorem 1.3. 
Remark 2.6. In this paper, we are only interested in the case ν(F ) < ∞. When ν(F ) = ∞, the dynamics of F may
be very different (see [13]).
Before we go further, we need the following lemma.
Lemma 2.7. Let F be as in (2.1). Write Λ = diag(Λ1, . . . ,Λr), where Λi = λ(i)Imi with λ(i)’s mutually different and
m1 + · · · + mr = m. Similarly, write z = (z(1), . . . , z(r))t with z(i) = (z(i),1, . . . , z(i),mi ) and z1 = (z1,(1), . . . , z1,(r))t
with z1,(i) = (z1,(i),1, . . . , z1,(i),mi ). Then for any given integer μ> 1 and any 1 p  r , there exists a local holomor-
phic change of coordinates such that in the expression of z1,(p) there are no terms xiyj zk with 2 i + |j | + |k| μ,
λk = λ(p) and zk not containing powers of z(p),s for any 1 s mp .
Proof. For fixed 1 p  r and 1 s mp , denote by Zp,si,j,k the non-zero coefficient of a term xiyj zk with the least
i + |j | + |k| such that 2 i + |j | + |k| μ, λk = λ(p) and zk not containing powers of z(p),s for any 1 s mp in
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⎪⎪⎪⎪⎪⎩
x = X,
y = Y,
z(p′) = Z(p′), p′ = p,
z(p),s˜ = Z(p),s˜ , s˜ = s,
z(p),s = Z(p),s + xiyj zkS,
(2.8)
with S = −(λ(p) − λk)−1Zp,si,j,k . Note that such a transformation only acts on that term and on terms of higher order.
Proceeding this way, we are done. 
If [v] is a non-degenerate characteristic direction, we can choose coordinates (x, y, z) in Cn = C × Cl × Cm, such
that [v] = [1 : v0 : 0] and
Fν(F)
([v])= Fν(F)([1 : v0 : 0])= [pν(F)([1 : v0 : 0]) : qν(F )([1 : v0 : 0]) : 0]
with pν(F)([1 : v0 : 0]) = 0. By a further linear change of coordinates, we can assume that [v] = [1 : 0 : 0]. Performing
changes of coordinates as in Lemmas 2.1 and 2.7, we can write F in the following form⎧⎪⎨
⎪⎩
x1 = x + pν(F)(x, y,0)+ P(x, y, z)+O
(
ν(F )+ 1),
y1 = y + qν(F )(x, y,0)+Q(x,y, z)+O
(
ν(F )+ 1),
z1 = Λz +R(x, y, z) +O
(
ν(F ) + 1), (2.9)
with P(x, y, z), Q(x,y, z) and R(x, y, z) analytic in C, Cl and Cm respectively such that
(i) terms xiyj zk in P(x, y, z), Q(x,y, z) and R(x, y, z) satisfy 2 i + |j | + |k| ν(F ) and |k| 1;
(ii) writing R(x, y, z) = (R1(x, y, z), . . . ,Rr(x, y, z)) as in Lemma 2.7, there are no terms xiyj z(q),s in Rp(x, y, z)
for any 1 p  r and q = p.
Now we can make the following definition.
Definition 2.8. Let F be as in (2.9). We say that F is dynamically separating in the characteristic direction [v] =
[1 : 0 : 0] if Rj (x, y, z) contains no terms xiz(j),s with i < ν(F )− 1 and 1 s mj for any 1 j  r .
Remark 2.9. The above definition is needed (in our approach) because terms xiz(j),s with i < ν(F )−1 in Rj (x, y, z)
are persistent under blow-ups. Though we do not know what happens in general if F is not dynamically separating in
a characteristic direction, we will give a detailed study of such an example in Section 4.
The next lemma shows that the notion of dynamically separating is well defined (cf. [4, Lemma 2.5]).
Lemma 2.10. Let F and G be two analytic transformations in ultra-resonant form and with the same characteristic
direction [v]. If F is conjugated to G, then F is dynamically separating in the characteristic direction [v] if and only
if G has the same property.
Proof. Without loss of generality, we can assume that both F and G are in the form (2.9) and [v] = [1 : 0 : 0].
Assuming that F is dynamically separating in the characteristic direction [v], we need to show that G has the same
property.
By Lemma 2.3, we have ν(F ) = ν(G) = ν < ∞. We can write F in the form⎧⎨
⎩
x1 = x +A1(x, y)+B1(x, y, z) +H1(x, y, z),
y1 = y +A2(x, y)+B2(x, y, z) +H2(x, y, z),
z1 = Λz +A3(x, z) +B3(x, y, z) +H3(x, y, z),
(2.10)
where A1(x, y) and A2(x, y) contain terms xiyj with i +|j | = ν and A2(1,0) = 0, A3(x, z) contains terms xizk with
i = ν−1 and |k| = 1, Bh(x, y, z) and Hh(x, y, z) contain other terms xiyj zk with i+|j |+|k| ν and i+|j |+|k| > ν
respectively, with Bh(x, y,0) = 0, for h = 1,2,3.
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⎩
x˜1 = x + A˜1(x, y)+ B˜1(x, y, z) + H˜1(x, y, z),
y˜1 = y + A˜2(x, y)+ B˜2(x, y, z) + H˜2(x, y, z),
z˜1 = Λz + A˜3(x, z) + B˜3(x, y, z) + H˜3(x, y, z).
(2.11)
We need to show that A˜3(x, z) does not contain terms xizk with i < ν − 1 and |k| = 1. More precisely, if we write
A˜3(x, z) = (A˜13, . . . , A˜r3) as in Lemma 2.7, then we need to show that A˜p3 does not contain terms xiz(p),s with i < ν−1
for any 1 p  r .
If Ψ is the transformation which conjugates F to G and preserves the direction [v], then it is easy to see that Ψ
must be of the following form⎧⎨
⎩
x′1 = ax +ψ1(x, y, z),
y′1 = Cy +ψ2(x, y, z),
z′1 = Dz +ψ3(x, y, z),
(2.12)
where a = 0, C is an invertible (l, l) matrix and D = diag(D1, . . . ,Dr) with Dp being an invertible (mp,mp) matrix
for 1 p  r (as in Lemma 2.7).
From F ◦Ψ = Ψ ◦G, we obtain
Λψ3(x, y, z) +A3(x′1, z′1)+B3(x′1, y′1, z′1)+H3(x′1, y′1, z′1)
= ψ3(x˜1, y˜1, z˜1)+D
[
A˜3(x, z) + B˜3(x, y, z) + H˜3(x, y, z)
]
. (2.13)
Therefore,
ψ3(x˜1, y˜1, z˜1)−Λψ3(x, y, z) = A3(x′1, z′1)−DA˜3(x, z)+R(x, y, z), (2.14)
where R(x, y, z) = (R1(x, y, z), . . . ,Rr(x, y, z)) does not contain terms xizk with |k| = 1 and i < ν. Writing
ψ3(x, y, z) = (ψ13 (x, y, z), . . . ,ψr3 (x, y, z)), the above equation becomes
ψ
p
3 (x˜1, y˜1, z˜1)−Λpψp3 (x, y, z) = Ap3 (x′1, z′1)−DpA˜p3 (x, z)+Rp(x, y, z), 1 p  r. (2.15)
From the proof of Lemma 2.3, we know that ψ3(x, y, z) does not contain terms xiyj with i + |j | < ν. Writing
ψ3(x, y, z) =∑i+|j |+|k|2 ψi,j,k3 xiyj zk , one readily checks that
ψ
p
3 (x˜1, y˜1, z˜1) = ψp3 (x, y,Λz)+R′p(x, y, z), (2.16)
where R′p(x, y, z) does not contain terms xiz(p),s with i < b + 1, where b = min{i: xiz(p),s in A˜p3 (x, z), 1 p  r}.
Assume that b < ν − 1. Then putting (2.16) into (2.15) we get
ψ
p
3 (x, y,Λz)−Λpψp3 (x, y, z) = Ap3 (x′1, z′1)−DpA˜p3 (x, z) + R˜p(x, y, z), 1 p  r, (2.17)
where R˜p(x, y, z) does not contain terms xiz(p),s with i < b + 1. But note that ψp3 (x, y,Λz) − Λpψp3 (x, y, z) does
not contain terms xiz(p),s for any 1 p  r and 1 s mp . Since Ap3 (x′1, z′1) does not contain terms xiz(p),s with
i < ν − 1, we get a contradiction for at least one of the r equations in (2.17). Therefore we must have b ν − 1. 
Now let F be as in (2.9) and assume that F is dynamically separating in the characteristic direction [v] = [1 : 0 : 0].
For simplicity, we will write ν for ν(F ). Denote by rν(x,0, z) the terms xizk with i = ν − 1 and |k| = 1 in R(x, y, z).
Let us make the blow-up y = xu, with u ∈ Cl and z = xv, with v ∈ Cm. Then F lifts to a map of the form⎧⎪⎨
⎪⎩
x1 = x + xνpν(1, u,0)+ P˜ (x,u, v)+O(ν + 1),
u1 = u+ xν−1s(u)+ Q˜(x,u, v)+O(ν + 1)+O
(
xν
)
,
v1 = Λv + xν−1t (u, v)+ R˜(x,u, v)+O(ν + 1)+O
(
xν
)
,
(2.18)
with s(u) = qν(1, u,0) − pν(1, u,0)u and t (u, v) = rν(1,0, v) − pν(1, u,0)Λv. Using the Taylor expansion and
changing x into [−pν(1,0,0)]−1/(ν−1)x, we can write the above equation as⎧⎪⎨
⎪⎩
x1 = x − xν + P˜ (x,u, v)+O
(
xν+1, xν‖w‖),
u1 =
[
Il − xν−1A˜
]
u+ Q˜(x,u, v)+O(xν−1‖w‖2, xν‖w‖, xν),
v = [Λ− xν−1B˜]v + R˜(x,u, v)+O(xν−1‖w‖2, xν‖w‖, xν),
(2.19)1
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Here P˜ , Q˜ and R˜ have the same properties as P , Q and R in (2.9).
Remark 2.11. By Lemma 2.7 and the definition of B˜ , it is easy to see that B˜ = diag(B˜1, . . . , B˜r ) with B˜p being an
invertible (mp,mp) matrix for 1 p  r (as in Lemma 2.7).
Remark 2.12. By Definition 2.4, a transformation which fixes the origin and preserves the characteristic direction
[1 : 0 : 0] sends {z = 0} and {y = 0} into themselves. By the definition of A˜ and B˜ , one readily checks that they are
only affected by the linear part of such a transformation. We have then to inspect the effect of transformations of the
type ⎧⎨
⎩
x = X +O(‖Y,Z‖),
y = LY,
z = MZ,
(2.20)
where L is an invertible (l, l) matrix and M is an invertible (m,m) matrix. It is easy to check that such a transformation
will transform Eq. (2.19) to the form⎧⎪⎨
⎪⎩
X1 = X −Xν + P˜ (X,U,V )+O
(
Xν+1,Xν‖W‖),
U1 = L−1
[
Il −Xν−1A˜
]
LU + Q˜(X,U,V ) +O(Xν−1‖W‖2,Xν‖W‖,Xν),
V1 = M−1
[
Λ−Xν−1B˜]MV + R˜(X,U,V )+O(Xν−1‖W‖2,Xν‖W‖,Xν),
(2.21)
with U = Y/X, V = Z/X and W = (U,V ). Therefore, one can assume that in Eq. (2.19) both A˜ and Λ−1B˜ are in
Jordan canonical forms.
The following simple lemma is similar to Lemma 2.1.
Lemma 2.13. Let F be as in (2.19). Then for any given integer μ > 1 and any 1  p  l, there exists a local
holomorphic change of coordinates such that in the expression of u1,p there are no terms xiuj vk with 2 i + |j | +
|k| μ, λk = 1 and uj not containing powers of up .
Proof. For a fixed 1 p  l, denote by Upi,j,k the non-zero coefficient of a term xiuj vk with the least i + |j | + |k|
such that 2  i + |j | + |k|  μ, λk = 1 and uj not containing powers of up in the expression of u1,p . To get rid of
such a term, consider the transformation⎧⎪⎪⎨
⎪⎪⎩
x = X,
up′ = Up′ , p′ = p,
up = Up + xiuj vkS,
v = V,
(2.22)
with S = −(1 − λk)−1Upi,j,k . Note that such a transformation only acts on that term and on terms of higher order.
Proceeding this way, we are done. 
We can now make the last simplification in the next proposition.
Proposition 2.14. Let F be as in (2.19). For any μ ν + 2, one can perform a finite number of blow-ups and changes
of coordinates such that the resulting map is given by⎧⎪⎨
⎪⎩
x1 = x − xν +O
(
xν‖w‖, xν+1 logx),
u1 =
(
Il − xν−1A
)
u+O(xν−1‖w‖2, xν logx‖w‖, xμ(logx)qμ),
v1 =
(
Λ− xν−1B)v +O(xν−1‖w‖2, xν logx‖w‖, xμ(logx)qμ),
(2.23)
where qμ is a fixed positive integer and both A and Λ−1B are in Jordan canonical forms.
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necessary, we make enough number of blow-ups. Note that the order i +|j |+ |k| of a term xiuj vk in P˜ , Q˜ and R˜ will
increase at least by one after each blow-up, since F is dynamically separating in the characteristic direction [1 : 0 : 0].
Second, we need to push pure x terms to higher order. For this, we apply Lemma 2.1 and [7, Proposition 3.5].
Let d be the least number of blow-ups needed, which is determined by the least of |j | + |k| of terms xiuj vk in P˜
and |j | + |k| − 1 of terms xiuj vk in Q˜ and R˜ (after applying Lemmas 2.7 and 2.13). Then in the new system of
coordinates, the transformation F takes the form (2.23), with A = A˜ − dIl and B = B˜ − dΛ. By Remark 2.12, we
can assume without loss of generality that both A and Λ−1B are in Jordan canonical forms. 
Remark 2.15. When applying [7, Proposition 3.5], there may be functions of logx involved. While this seems formal
at this point, it will not cause any problem in the future as we will work in a region where logx is well defined.
Remark 2.16. From Remark 2.12, we know that the classes of similarity of A˜ and B˜ are invariant under changes
of coordinates. It is also easy to see that the number of blow-ups d in the above proposition is only affected by the
linear part of a transformation and that a transformation as in (2.20) does not change d . Hence, the proof of the
above proposition shows that the eigenvalues of A and Λ−1B are invariants associated to the characteristic direction
[1 : 0 : 0] of F .
3. Parabolic curves
We prove Theorem 1.5 in this section. By the discussion in the previous section, we will work with analytic
transformations of the form (2.23).
Set N = diag(Il,Λ), M = diag(A,B) and L = N−1M . Let {βi}1in−1 be the eigenvalues of L and let β =
maxi{Reβi}. Choose μ in (2.23) such that μ> ν + β . Let us rewrite (2.23) in the following form{
x1 = f (x,w) = x − xν +O
(
xν‖w‖, xν+1 logx),
w1 = Ψ (x,w) =
(
N − xν−1M)w +O(xν−1‖w‖2, xν logx‖w‖, xμ(logx)qμ). (3.1)
Let Dρ = {x ∈ C: |xν−1 −ρ| < ρ}, with ρ > 0 small. Let Bρ be the Banach space of functions ϕ(·) = x2h(·) with h
holomorphic bounded from Dρ to Cn−1, endowed with the norm ‖ϕ‖ρ = ‖h‖∞. For ϕ ∈ Bρ , let fϕ(x) = f (x,ϕ(x)).
The classical results of Fatou imply that, for ρ small enough, fϕ maps each component of Dρ into itself and that we
have |xn| = |f nϕ (x)| = O(1/n1/(ν−1)). If we find ϕ ∈ Bρ such that
ϕ
(
f
(
x,ϕ(x)
))= Ψ (x,ϕ(x)), (3.2)
with limx→0 ϕ(x) = 0, then (x,ϕ(x)) restricted to each connected component of Dρ will yield a parabolic curve for F
tangent to [v] = [1 : 0 : 0] (via blowing-down).
Write xL = exp(L logx), which is well defined on each connected component of Dρ . By (3.1), we have
x−L1 = x−L
(
I + xν−1L+O(xν−1‖w‖, xν logx)).
Therefore,
x−L1 N
−1w1 = x−L
(
I + xν−1L+O(xν−1‖w‖, xν logx))N−1
× ((N − xν−1M)w +O(xν−1‖w‖2, xν logx‖w‖, xμ(logx)qμ))
= x−Lw +O(xν−1‖w‖2, xν logx‖w‖, xμ(logx)qμ). (3.3)
We need the following lemma.
Lemma 3.1. The equality x−Li N−1 = N−1x−Li holds for all i  1.
Proof. Using the notion of Lemma 2.7, we can write N = diag(Il,Λ1, . . . ,Λr). By Remark 2.11 and Proposi-
tion 2.14, we can write M = diag(A,B1, . . . ,Br), with Bp being an invertible (mp,mp) matrix for 1 p  r
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. . . , x
−Lr
i ) for all i  1. Since Λp = λ(p)Imp for 1 p  r , the equality follows. 
By the above lemma, we can write Eq. (3.3) as
N−1x−L1 w1 = x−Lw +O
(
xν−1‖w‖2, xν logx‖w‖, xμ(logx)qμ).
Define
H(x,w) := xL(x−Lw −N−1x−L1 w1)= w − xLN−1x−L1 w1. (3.4)
Then
H(x,w) = O(xν−1‖w‖2, xν logx‖w‖, xμ(logx)qμ),
and the functional equation (3.2) is equivalent to
x−Lϕ(x)−N−1x−L1 ϕ(x1) = x−LH
(
x,ϕ(x)
)
. (3.5)
Let T be the operator on Bρ defined by
T ϕ(x) = xL
∞∑
i=0
N−ix−Li H
(
xi, ϕ(xi)
)
. (3.6)
One can show exactly as in [7] that the series converges normally, if ϕ is chosen so that xν−1‖ϕ‖2 and xν logx‖ϕ‖ are
o(xμ(logx)qμ), and that T ϕ ∈ Bρ . Moreover, the argument of Hakim carries over to our case, as the spectrum of dFO
lies in the unit circle, and shows that T restricted to a certain closed subset of Bρ is continuous and contracting. Hence
T has a fixed point. It is clear that such a fixed point is a solution to (3.5), thus to (3.2).
4. A non-dynamically-separating example
As suggested in [4], we study the analytic transformation of C2 of the form{
z1 = z − z3,
w1 = λw − azw + zd+1,
(4.1)
where λ = eiθ , a = |a|eiφ = 0 and d  3. Note that [1 : 0] is a degenerate characteristic direction for this map. If λ = 1,
then the map is quasi-parabolic and non-dynamically-separating along [1 : 0].
Remark 4.1. The reason that we need d  3 will be clear from what follows. On the other hand, we can always make
changes of coordinates to get rid of terms zd+1 with d = 1,2 in the expression of w1. To get rid of the term bzd+1,
we make the change of coordinates (z = z˜, w = w˜ + (b/a)z˜d ) if λ = 1, and (z = z˜, w = w˜ + (b/(1 − λ))z˜d ) if λ = 1.
We blow-up the origin O . In the new coordinates (z = z, w = zu), the map takes the form⎧⎨
⎩
z1 = z − z3,
u1 = λ− az1 − z2 u+
zd
1 − z2 .
(4.2)
It is easy to check that
un =
n−1∏
j=0
λ− azj
1 − z2j
u+
n−1∑
i=0
n−1∏
j=i+1
λ− azj
1 − z2j
zdi
1 − z2i
. (4.3)
By the classical theory of Fatou, we have z2n = O(1/n) for n large. Therefore z2n = bn · 1/n · eiψn where bn > 0
goes to 1 and ψn goes to 0 as n goes to infinity. For δ > 0 small, let D1 = {z: |z2 − δ| < δ, Re z > 0} and D2 =
{z: |z2 − δ| < δ, Re z < 0}. Write cj = λ−azj1−z2 , then for z ∈ D1 we have zj ∈ D1 for all j  1 andj
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= |e
iθ − |a|eiφ(√bj /√j )eiψj /2|
|1 − (bj /j)eiψj |
= |e
i(θ−φ−ψj /2) − |a|√bj /√j |
|e−iψj − bj /j |
= | cos(θ − φ −ψj/2)− |a|
√
bj/
√
j + i sin(θ − φ −ψj/2)|
| cos(ψj )− bj /j − i sin(ψj )|
= [1 − 2|a|(
√
bj /
√
j ) cos(θ − φ −ψj/2)+ |a|2bj /j ]1/2
[1 − 2(bj /j) cos(ψj )+ b2j /j2]1/2
, (4.4)
and similarly for z ∈ D2 we have zj ∈ D2 for all j  1 and
|cj | = [1 + 2|a|(
√
bj /
√
j ) cos(θ − φ −ψj/2)+ |a|2bj /j ]1/2
[1 − 2(bj /j) cos(ψj )+ b2j /j2]1/2
. (4.5)
There are two different cases.
In the first case, we have Re(λ · a¯) > 0, i.e. cos(θ − φ) > 0. Then for small  > 0 we can choose j large enough
such that cos(θ − φ −ψj/2) > . For z ∈ D1, we get from (4.4) that
|cj | < (1 − 2|a|
√
bj /
√
j + |a|2bj /j)1/2
(1 − 2bj/j)1/2
= (1 − 2|a|√bj /√j + |a|2bj/j)1/2(1 + 2bj /j + · · ·)1/2
<
(
1 − |a|/2 · 1/j)1/2
for j large. Since 1 − |a|/2 · 1/j = O((1 − 1/j)|a|/2) and ∏nj=i+1(1 − 1/j) = i/n, we have ∏nj=i+1 cj =
O((i/n)|a|/4). Set α = d/2 − |a|/4. We can assume that α > 1 since d  3 and  is small. Since
n∑
i=1
1
iα
< 1 +
n∫
1
x−α dx = α
α − 1 −
1
α − 1n
1−α < α
α − 1 ,
we get from (4.3) that un+1 = O(1/n|a|/4)u+O(1/n|a|/4). Hence un goes to 0 as n goes to infinity. Therefore there
is a two-dimensional parabolic domain over D1 tangent to the direction [1 : 0].
For z ∈ D2, we get from (4.5) that
|cj | >
(
1 + 2|a|√bj /√j)1/2 > (1 + |a| · 1/j)1/2
for j large. Since 1 + |a| · 1/j = O((1 + 1/j)|a|) and ∏ij=n(1 + 1/j) = (i + 1)/n, we have (∏ij=n cj )−1 =
O((n/i)|a|/2). Choose
u = −
∞∑
i=0
(
i∏
j=0
λ− azj
1 − z2j
)−1
zdi
1 − z2i
, (4.6)
then from (4.3) we get
un = −
∞∑
i=n
(
i∏
j=n
cj
)−1
zdi
1 − z2i
.
Since
∞∑
i=n+1
1
id/2+|a|/2
<
∞∫
x−d/2−|a|/2 dx = (d/2 + |a|/2 − 1)
−1
nd/2+|a|/2−1
,n
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converges and that u(z) is invariant, i.e. u(z1) = u1(z). Therefore (4.6) gives a parabolic curve over D2 tangent to the
direction [1 : 0].
In the second case, we have Re(λ · a¯) < 0. Then arguing as above, we conclude that there is a parabolic curve
defined by (4.6) over D1 and a two-dimensional parabolic domain over D2, both tangent to the direction [1 : 0].
Remark 4.2. As already noted, when λ = 1, the map (4.1) is quasi-parabolic and non-dynamically-separating along
[1 : 0]. The above discussion shows that it is still possible for the existence of parabolic curves in this case. On the
other hand, if λ = 1, then the map (4.1) is tangent to the identity with [1 : 0] being a degenerate characteristic direction.
In [2], Abate introduced an invariant, called residual index, and showed the existence of parabolic curves when the
index associated to a characteristic direction does not belong to Q+. Later in [9], Molino generalized this result to the
case when the index associated to a characteristic direction is non-zero, using ideas from both [2] and [7]. However,
the index associated to the characteristic direction [1 : 0] for our example is zero. Therefore, the parabolic curves we
found above are “new” even in the tangent to the identity case.
Remark 4.3. While in the non-degenerate case for a map tangent to the identity or the dynamically separating case
for a quasi-parabolic map, the parabolic manifolds are of the same dimension, the above example shows that this
might not be true in the degenerate case for a map tangent to the identity or the non-dynamically-separating case for
a quasi-parabolic map. We suspect that this phenomenon of symmetry break-down is universal in such cases.
Remark 4.4. In a forthcoming paper [14], we are going to extend the results of Hakim in [8] to the quasi-parabolic
case.
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