We consider the effect on the spectrum of a singular non-self-adjoint Hamiltonian system of regularization by interval truncation. For problems where the deficiency indices are not maximal, there is no 'obvious' choice of boundary conditions for the problem on the truncated interval, and a wrong choice of boundary conditions can generate spurious eigenvalues ('spectral inexactness').
Introduction
In a recent paper (Brown & Marletta 2001 ) the authors considered the effects of interval truncation on the eigenvalues of general non-self-adjoint singular SturmLiouville problems. While there has been a lot of work in the numerical-analysis literature on the effects of interval truncation on both singular boundary-value problems and singular eigenvalue problems (see, for example, Abramov et al . 1984; Keller 1976; Markowich 1982; Osborne 1975 ) most of this work requires assumptions about the behaviour of the solutions of the differential equations or the coefficients in the differential equations which are much more restrictive than required by the operator theory for these problems. The paper by Osborne is an exception to this: it presents abstract results for collectively compact families of approximations to a compact operator. Unfortunately this means that it cannot be applied to the situations we envisage, except in the case of maximal deficiency indices.
The results in Brown & Marletta (2001) , based on the Titchmarsh-Weyl theory of these problems developed in Brown et al . (1999) , have the advantage of being quite widely applicable. However, the 'test for spectral inexactness' in particular seems to rely very heavily on a fact which is true only for second-order ordinary differential equations (ODEs), namely, that an isolated eigenvalue cannot simultaneously belong to the Dirichlet and Neumann spectra. In this paper we deal with Hamiltonian systems, which include scalar equations of higher order as special cases. We present a new test for spectral inexactness which is just as easy to apply as the one in Brown & Marletta (2001) and which avoids the problem that, in the Hamiltonian case, the Dirichlet and Neumann point spectra can intersect.
Results on spectral inclusion are generally easier to prove; the proofs in Brown & Marletta (2001) generalize in a natural way.
We present results showing that in the maximal deficiency indices case, spectral exactness can always be guaranteed, provided the 'obvious' boundary conditions are used on the truncated interval.
Numerical results at the end of the paper illustrate the application of the test for spectral inexactness in particular.
While Brown & Marletta (2001) dealt with non-self-adjoint second-order scalar problems, the authors felt that it was essential that the work therein be extended as a matter or some urgency. Non-self-adjoint problems which arise in applications are not always so obliging as to be second-order scalar ODEs. The Orr-Sommerfeld equation is of order four, as are many other equations arising in stability analysis in hydrodynamics and magnetohydrodynamics (see, for example, Lifschitz 1988; Straughan 1998) , while those second-order problems which do arise often involve a system of ODEs, such as in the scattering problems discussed by Chamberlain & Porter (1999) .
A review of the background theory
In this section we review the background material required for the rest of the article. The first subsection considers standard material on spectral inclusion and spectral exactness. This terminology appears in a review of background material in Bailey et al . (1993) ; the background material itself is drawn from Reed & Simon (1972) . Section 2 b summarizes recent results of Brown et al . (2003) .
(a) Spectral inclusion and spectral exactness
Using a notation chosen to be compatible with the results in the later sections of this paper, suppose that (T X ) a<X<b is a family of operators on domains in a Hilbert space H and let T also be an operator on a domain in H. We assume that there exists a core C of T such that every f ∈ C lies in the domain of T X for all sufficiently large X.
The sequence (T X ) a<X<b is said to be spectrally inclusive for T if, for each point λ of the spectrum of T , there exists, for each X, a point λ X in the spectrum of T X , such that lim
The sequence (T X ) a<X<b is said to be spectrally exact for T if it is spectrally inclusive and, for every convergent sequence (λ X ) a<X<b with λ X in the spectrum of T X , the limit lim X→b λ X lies in the spectrum of T . It is well known that if there exists z ∈ C such that the resolvents (zI − T X ) −1 converge in operator norm to (zI − T ) −1 , then the sequence (T X ) a<X<b is spectrally exact for T .
It is also known that if, for each f in the core C, one has the convergence lim X→b T X f = T f in the norm of H, then the sequence (T X ) a<X<b is spectrally inclusive for T .
Spectral inclusion is clearly a much weaker property than spectral exactness, and most numerical methods for differential-equation problems manage to achieve spectral inclusion. Spectral exactness is harder to obtain and requires that a numerical method does not generate spurious eigenvalues.
In this paper we shall use the terms 'spectral inclusion' and 'spectral exactness' in a local sense. We shall focus on some subset of the complex plane and say that (T X ) a<X<b is spectrally inclusive for T if for every spectral point of T in the subset of C under scrutiny there exists a convergent sequence (λ X ) a<X<b with λ X in the spectrum of T X , with lim X→b λ X = λ. The concept of spectral exactness also has a local analogue, in an obvious way.
Throughout the rest of this paper it is the local concepts that are of interest.
(b) A review of the Titchmarsh-Weyl theory
In order to develop our results on spectral inclusion and spectral exactness in § 3 below, we require some basic information on the recently developed TitchmarshWeyl theory of Hamiltonian systems. This section therefore provides a summary of the results which we require from the paper of Brown et al . (2003) ; it also introduces the notation which we shall use throughout the remainder of this article.
We shall be concerned with the first-order system
where, for each x ∈ [a, b), A(x) and B(x) lie in the set C 2n,2n of 2n × 2n matrices, where λ ∈ C, and where J is the canonical 2n × 2n symplectic matrix given by 2) in which 0 n , I n are the zero and unit matrices, respectively, in C n,n . Throughout this paper we always assume that both A(·) and B(·) are locally integrable on [a, b) and that
In order to form a well-posed eigenvalue problem we need to supplement (2.1) by boundary conditions. As a minimum requirement we shall always impose the boundary condition (α 1 , α 2 )y(a) = 0, (2.3) in which α 1 and α 2 are n × n complex matrices such that
is of full rank n, (2.4) where the superscript ' * ' denotes Hermitian conjugate. Without loss of generality we also assume the normalization condition
Depending on the Titchmarsh-Weyl classification, which we develop below, it may also be necessary to have additional boundary conditions at x = b; this is certainly true, for example, when x = b is a regular endpoint in the classical sense. We start by considering regular problems posed on intervals [a, X], where X < b. In addition to the boundary condition (2.3) at x = a, these problems will have another boundary condition of a similar form at x = X. Without introducing, at this stage, any notation for the boundary condition at x = X, we wish to describe a basis for the n-dimensional space of solutions of (2.1) which satisfy it. In order to do this we introduce additional matrices β 1 , β 2 ∈ C n,n chosen so that
is of full rank n.
(In fact, (v) is a consequence of (iii), (iv) and (2.4).) We next let θ(·, λ) and φ(·, λ) be the 2n × n matrix solutions of (2.1) which satisfy
is then a fundamental matrix for (2.1) satisfying
The effect of the normalization assumptions (2.5) and (2.6) is simply that the inverse of E is easily calculated:
Let Y X be a full-rank 2n × n matrix solution of (2.1) whose columns span the space of all solutions of (2.1) satisfying the boundary conditions at x = X. Since Y is a fundamental matrix, Y X can be written as a linear combination of columns of Y ,
where C 1 and C 2 are n×n matrices which also depend on X. Now suppose that C 1 (λ) is not invertible. Then there exists a non-trivial vector v such that
As Y X is of full rank and v = 0, the left-hand side of this equation is non-zero: it is thus a non-trivial solution of (2. 
This motivates the following definition.
Definition 2.1. The Titchmarsh-Weyl matrix for the problem on [a, X], when it is defined, is the complex n × n matrix M X (λ) such that the columns of the 2n × n matrix
span the space of all solutions of (2.1) which satisfy the boundary conditions at x = X.
It may be proved that M X is meromorphic and that its poles are precisely the eigenvalues of the problem on [a, X] . (The proof is similar to that of lemma 3.5 below.) Moreover, it may also be proved that the boundary conditions at x = X are equivalent to [y, ψ(·, λ) [a, b) . Either way, it is possible to define an n × n Titchmarsh-Weyl matrix M (λ), analytic in the resolvent set of an associated operator realization of the Hamiltonian differential expression, such that the 2n×n matrix
has columns which span the space of solutions of (2.1) which lie in L 2 A [a, b) and which satisfy any boundary conditions which may be specified at x = b. In fact, this construction is carried out by first constructing the Titchmarsh-Weyl function M (·) as a limit of Titchmarsh-Weyl functions for truncated problems, and then imposing boundary conditions defined in terms of M (·). We shall explain this in more detail below.
We now state the essential information which we need on the matrix M (λ) and its relationship to the regular-interval matrices M X (λ). 12) and suppose that the truncated problems on the intervals [a, X] have as boundary condition at x = X a condition of the form
where Ξ X ∈ C 2n,n is any full-rank matrix such that Brown et al. (2003, theorem 3.6) . If D b (λ) is a single point for some λ satisfying (2.12), then this remains true for all other λ satisfying (2.12) Brown et al. (2003, theorem 6.1) . One has the following possibilities.
Limit point (see theorem 6.1 in Brown et al . (2003)). In the case where
n,n , this point must be M (λ) and one has, for all λ satisfying (2.12), the convergence lim
The value of M (λ) achieved as the limit on the right-hand side of (2.15), and the convergence to the limit, is independent of the boundary conditions (2.13) for the truncated problems, provided only that these satisfy (2.14). Equation ( there exists a sequence of boundary conditions (2.13) satisfying (2.14) such that the associated Titchmarsh-Weyl matrices M X (λ) satisfy, for λ verifying (2.12), 
It is then straightforward to verify that the solutions y of the differential equation (2.1) which are linear combinations of the columns of
More interesting, however, is that y also satisfies
In other words, in the intermediate and maximal deficiency index cases, once M 0 is chosen then one has defined the boundary condition at x = b, namely, (2.18). In the limit-point case, there is no choice of boundary condition, because there is a unique M -matrix: however, the boundary condition (2.18) is still satisfied.
Theorem 2.2 raises an important question:
in practice, how can one determine a boundary condition at x = X for the truncated problems to obtain the convergence M X → M ?
We now describe how this may be achieved.
(i) Limit-point case
In this case one need only impose a boundary condition which satisfies (2.14).
(
ii) Other cases
Having chosen the matrix M 0 , a boundary condition (2.18) is defined at x = b. There is a unique associated M -matrix M (λ) which selects, for each λ, the solution matrix
We choose as our boundary conditions at the truncated points X < b the 'inherited' boundary condition
The matrix M X which selects the 2n × n solution matrix
of (2.1), whose columns satisfy (2.19), has the property
How can we be sure that this choice for the matrix M X yields the convergence M X → M ? From the work in Brown et al . (2003) , since we know that M X is a Titchmarsh-Weyl matrix for a regular problem, this convergence is guaranteed if we know that M X (λ) lies in the set D X (λ) for each λ (and not just for
The boundary condition at x = X, namely (2.19), is equivalent to the condition
and it is known (Brown et al . 2003 ) that the condition
Now suppose y is a solution for some λ = λ 0 which satisfies the boundary condition at x = X. Then, by definition of ψ X (·, λ), we have
Evaluating this at x = X and using (2.21) we see that there exists an invertible n × n matrix R such that
Combining (2.24) with (2.22) we obtain
which is equivalent, from Brown et al . (2003) , to the condition
We have thus proved the following result.
Theorem 2.4. Suppose that the hypotheses of theorem 2.2 are satisfied and let λ satisfy (2.12). In the limit-point case, the convergence lim
is guaranteed if the boundary condition is the 'inherited' condition
where λ 0 is any fixed λ satisfying (2.12).
Spectral inclusion and spectral exactness (a) Results for limit-point and intermediate cases
In § 2 b we reviewed the Titchmarsh-Weyl matrix M (·). We introduced 2n×n solution matrices θ and φ for the Hamiltonian system, whose essential properties were as follows.
P1: for each fixed λ, the columns of φ(·, λ) span the space of solutions satisfying the prescribed boundary condition at x = a.
) is a fundamental matrix of the Hamiltonian system.
P3: θ and φ are entire functions of λ whose values at x = a do not depend on λ.
In terms of these matrices we expressed a 2n×n solution matrix ψ of the Hamiltonian system, whose columns spanned the space of solutions in L 2 A [a, b) (and satisfying the boundary conditions at b, in the case of non-minimal deficiency indices) as
The isolated eigenvalues of the Hamiltonian problem are then the poles of the matrix M . This is rather inconvenient for the following, as it means that ψ blows up precisely at those points that are of greatest interest to us. We shall now indicate how this difficulty may be circumvented. Suppose that we are interested in possible eigenvalues in a neighbourhood of a point µ ∈ C at which ψ is known to be meromorphic. Since µ is at worst a pole of M , there certainly exists a new boundary condition at x = a for which µ is not an eigenvalue of the Hamiltonian system. In fact, let Ξ be any full-rank 2n × n matrix having the following property.
P4: (Ξ, φ(a, µ) ) is of full rank.
If we take as the new boundary condition at x = a the requirement that y(a) lies in the space spanned by the columns of Ξ,
then P4 immediately implies the following.
P5: µ is not an eigenvalue for the problem having the boundary condition (3.2). Now defineφ to be the solution of the Hamiltonian system given by the initial conditionφ
and choose a solutionθ(·, λ) of the Hamiltonian system so thatθ(a, λ) is also independent of λ and is such that (θ(a, λ),φ(a, λ)) is of full rank. Then (θ(·, λ),φ (·, λ) ) is a fundamental matrix of the Hamiltonian system. In fact, we have all of the following properties (compare with P1-P3).
P1 : for each fixed λ, the columns ofφ(·, λ) span the space of solutions satisfying the new boundary condition at x = a (this follows from (3.2) and (3.3)).
P2 : for each fixed λ, the 2n × n matrixθ(·, λ) is such that (θ(·, λ),φ(·, λ)) is a fundamental matrix of the Hamiltonian system.
P2 : for λ in a neighbourhood of µ, (φ(·, λ), φ(·, λ)) is a fundamental matrix of the Hamiltonian system (this follows by continuity from P4 and (3.3)).
P3 :θ andφ are entire functions of λ whose values at x = a do not depend on λ.
Remark 3.1. A randomly chosen matrix Ξ will have property P4 with a probability of unity; thus with probability one, a randomly chosen Ξ will allow all of P1 , P2 , P2 and P3 to be satisfied. 
(3.4) Unlike the matrix ψ, which will have a pole at λ = µ if µ is an eigenvalue, this matrix is analytic in a neighbourhood of µ because we constructed the new boundary conditions so that µ would not be an eigenvalue for those new boundary conditions. Moreover, by property P2 , there will exist n × n matrices C 1 (λ) and
Sinceψ is analytic in Ω µ and
it follows that C 1 and C 2 are analytic in Ω µ . We also have the following simple result. 
However, y must also satisfy the boundary conditions at x = a, and is therefore a linear combination of columns of φ (because the space of solutions satisfying the boundary condition at x = a is spanned by columns of φ). Hencê
is a linear combination of columns of φ. But the columns ofφ are linearly independent of the columns of φ (see P2 ), so
As y is non-zero so is c, and so this happens if and only if det C 1 (λ) = 0.
Thus, at any point in Ω µ which is not an eigenvalue of our original problem, we can make the following definition.
Definition 3.4. We call the matrix Proof . Suppose first that λ is a pole of M loc in Ω µ . As C 1 and C 2 are both analytic, the only possible source of such a pole is that det C 1 (λ) = 0, and hence, from lemma 3.3, such a point is an eigenvalue of the original problem.
Conversely, suppose that in Ω µ there is a point ν such that det C 1 (ν) = 0. From (3.6), M loc has a pole or a removable singularity at ν. We must prove that a removable singularity cannot occur. If C 2 (ν) is of full rank, then the singularity of (C 1 (λ)) −1 at λ = ν cannot be removed when the product C 2 (C 1 ) −1 is formed; thus, if ν is a removable singularity, the matrices C 1 (ν) and C 2 (ν) must both be rank deficient. If C 2 (ν) is rank deficient, then we can find a non-trivial vector c ∈ C n such that C 2 (ν)c = 0. From (3.5), we can then define
and observe that y(a) = ΞC 1 (ν)c. Note that becauseψ(·, λ) is of full rank and c = 0, we have y(a) = 0, and hence y(a) is a non-trivial linear combination of the columns of Ξ. This means that the problem with boundary condition (3.2) has an eigenvalue at ν with eigenfunction y(·) =ψ(·, ν)c. This contradicts definition 3.2: the problem with boundary condition (3.2) has no eigenvalues in Ω µ .
Notation. We denote by P the eigenvalue problem consisting of the Hamiltonian system, the original boundary conditions at x = a and, if there are any, the original boundary conditions at b. We denote byP the problem consisting of the same differential equation and conditions at b as P but with the boundary condition (3.2) at x = a. Lemma 3.6. λ is an eigenvalue of problemP if and only if det C 2 (λ) = 0.
Proof . The same as for lemma 3.5.
Lemma 3.7. The matrix C
Proof . By definition 3.2, the problemP does not have an eigenvalue in Ω µ . The result is therefore immediate from lemma 3.6.
We now consider regularizations of the problems P andP obtained by truncating the interval [a, b) to intervals [a, X], a < X < b. We denote these problems by P X andP X . These problems require a regular boundary condition at x = X which is satisfied by an n-dimensional space of solutions, and we shall assume that they both use a boundary condition of the form
in which Υ X is an n × 2n full-rank matrix. Thus we have the following definition.
Definition 3.8. P X is the eigenvalue problem consisting of the Hamiltonian differential equation over [a, X] , the same boundary condition (3.2) as P at x = a, and the boundary condition (3.7) at x = X. P X is the eigenvalue problem consisting of the Hamiltonian differential equation over [a, X] , the same boundary condition asP at x = a, and the boundary condition (3.7) at x = X.
In particular, note that P X andP X have the same boundary conditions at x = X. Definition 3.9. Following the work of Brown et al . (2003) and in agreement with the notation in (2.9), we form the Titchmarsh-Weyl matrix M X for the problem P X , defined by the property that the 2n × n full-rank matrix
satisfies the boundary conditions (3.7) at x = X. In a similar way, following (3.6), we can also define a matrix
is, by analogy with (3.5), a 2n × n solution matrix of the differential equation whose columns satisfy the boundary conditions (3.7) at x = X.
From the work of Brown et al . (2003) it is known that the matrix M X is meromorphic in the whole of C, where its poles are precisely its eigenvalues. We cannot make quite such a strong statement about M loc,X because, unlike in lemma 3.6, we do not know whether or not the problemP X has eigenvalues in the set Ω µ . Instead, we have the following.
Lemma 3.10.
In Ω µ , the eigenvalues of P X are the zeros of det C 1,X (λ) and the eigenvalues ofP X are the zeros of det C 2,X (λ).
Proof . The proof is essentially the same as for lemmas 3.3 and 3.6.
From the work in Brown et al . (2003) (see theorem 2.2 above), provided the boundary condition (3.7) is appropriately chosen, one has
at least for λ in certain subsets of C which exclude the essential spectrum of the problem P. As an aside, we note that, if (3.11) holds in the set Ω µ , then by (3.5)
however, we shall not use this result here. Proof . Let Γ be a simple closed curve in Ω µ surrounding µ. Since P does not have µ as an eigenvalue, we can choose Γ sufficiently small to ensure that no point inside or on Γ is an eigenvalue of P. We define functions
Because we assume thatP has no eigenvalues in Ω µ , lemma 3.6 and definition 3.4 imply that m(λ) has no zeros in Ω µ . Similarly, since no point inside or on Γ is an eigenvalue of P, lemma 3. for all sufficiently large X. Moreover, since
it follows from (3.12) that number of zeros of m inside Γ minus number of poles of m inside Γ = number of zeros of det C 2,X inside Γ minus number of zeros of det C 1,X inside Γ .
(This result holds even when zeros of det C 1,X coincide with zeros of det C 2,X .) The left-hand side is zero, and we know that since there are eigenvalues µ X converging to µ the number of zeros of det C 1,X inside Γ will be non-zero for all sufficiently large X, by lemma 3.10; thus there must be an equal number of zeros of det C 1,X inside Γ . These zeros are eigenvalues ofP X by lemma 3.10 and we denote them bŷ µ X . Thus we have shown that, if the truncated problems P X have eigenvalues µ X converging to a point µ which is not an eigenvalue of P, then the truncated problemŝ P X will also have eigenvaluesμ X converging to the point µ, which is known not to be an eigenvalue ofP.
Remark 3.12. Note that a partial converse of theorem 3.11 is obvious: as P andP have no shared eigenvalues; if P X andP X have sequences of eigenvalues converging to some point outside the essential spectrum, then this point is certainly not an eigenvalue for at least one of P andP. Proof . The proof is by a counting argument essentially the same as for theorem 3.11. Specifically, suppose now that µ is an eigenvalue of the problem P. We can still choose the problemP to have no eigenvalues in a neighbourhood of µ, so that in the notation of (3.12) the function m has a pole inside Γ at µ but no zeros inside Γ . Equation (3.12) then immediately implies that m X must have a pole inside Γ ; otherwise the left-hand side would be negative and the right-hand side non-negative. This means that P X has an eigenvalue at some point µ X inside Γ , which proves the result.
Theorem 3.13 (spectral inclusion

(b) The case of maximal deficiency indices
We summarize here, very briefly, the situation which holds when all the solutions of the Hamiltonian system lie in L 2 A [a, b) . This case is perhaps of slightly less interest than the others, as all the results from the corresponding second-order case (Brown & Marletta 2001) can be carried through without any essential modifications to the proofs. Note that, in this case, the spectrum of the full-interval problem consists only of eigenvalues; the M -matrix is meromorphic.
Let λ 0 be fixed and not an eigenvalue of the Hamiltonian system on [a, b) . As in the second-order case, the essential element of the analysis is the formula
which is proved in Brown et al . (2003) , together with its finite-interval analogue
Here ζ is the solution of the adjoint system defined as in (2.17) and ζ X is the corresponding solution on [a, X] , given by [a, b) , and in particular since the λ-dependent terms φ(x, λ) and θ(x, λ) appearing in the integrals are analytic functions of λ, one has
the convergence being locally uniform with respect to λ. Together with (3.13) and (3.14), these prove that on any set not containing eigenvalues of the Hamiltonian system, one has the locally uniform convergence
In particular, the locally uniform nature of the convergence ensures spectral exactness: if there were a sequence of poles of M X converging to a non-pole of M , the local uniformity of the convergence would fail at that point. We therefore have the following result. 
Examples and numerical experiments
We present two numerical examples to illustrate the use of the test for spectral inexactness (theorem 3.11). Recall that the essential element of this test is that a 'spurious' eigenvalue should betray itself by the fact that it persists under a random change of boundary condition. Of course, the test cannot be failsafe, as one has no a priori lower bound on the separation of eigenvalues belonging to different boundary conditions: it can only reveal eigenvalues which should be regarded with suspicion.
A second limitation is that the local uniformity of convergence of M X to M may be impossible to prove rigorously unless one knows a lot about the asymptotics of the solutions of the differential equations (as in example 1 below, where we outline a proof). In practice, however, this limitation is less serious than it might seem. Firstly, our results apply at every isolated point where local uniformity of convergence fails. Secondly, spurious eigenvalues are caused by a failure of local uniformity in the convergence M X → M at a regular point of M . Non-isolated points of failure of locally uniform convergence will lie along some curve or (worse) will be dense in some sets of positive measure, and may therefore be expected to betray themselves by an accumulation of eigenvalues of the truncated problems along these curves or in these sets. In such cases one is immediately alerted to the fact that the theorems which we have developed, which deal with a finite number of eigenvalues converging to an isolated point, cannot be applied.
The numerics that follow were carried out using the shooting techniques described in Greenberg & Marletta (2001) .
We consider a family of matrix-vector Sturm-Liouville problems of the form
in which y is a vector and Q a square matrix of arbitrary dimension n constructed as follows. Let θ ∈ [0, π/2) be fixed. Then and Q c the matrix whose first few rows and columns are given by
This problem is a non-self-adjoint version of a problem discussed in Marletta (1993 Marletta ( , 1994 and arises (with infinite matrices Q c and D) when separation of variables is applied to a non-self-adjoint Schrödinger problem in plane polar coordinates.
In order to use the results of the previous sections it is necessary to know precisely the parts of the complex plane for which the M -matrix for the problem is defined. We now proceed to outline a proof that, for this example, the M -matrix can be defined as a meromorphic function on C \ [0, ∞). A more general approach is possible for problems such as this where the essential spectrum is known a priori ; the approach we take here is chosen because it is relatively elementary.
By the Liouville-Green transformation y = x −1/2 z, the equation can be converted to
which in turn can be converted into a first-order Hamiltonian system. Because the termQ
, the results of Edmunds & Evans (1987, ch. XI, especially § 7) can be used to establish that the essential spectrum of the problem is the same as that for the Fourier problem, namely the half-line [0, ∞). Outside this set, the problem will have only isolated eigenvalues.
The problem can be transformed from (4.5) into a first-order system of the form studied by Eastham (1989) . The Levinson asymptotics, in particular theorem 1.3.1 in Eastham's (1989) book, show that when λ does not lie in the essential spectrum then the Hamiltonian system has precisely n solutions (up to linear combinations) in L 2 [ , ∞) and is 'limit point'. Let Z(x, λ) be the n×n full-rank matrix whose columns are these solutions. Then Z is uniquely determined up to post-multiplication by an invertible matrix.
Fix a > and let µ = √ −λ with Re(µ) > 0. Using variation of parameters in a manner similar to the proof of theorem 1.3.1 in Eastham (1989) one can show that Z solves a fixed-point equation of the form
where Σ λ is the integral operator given by
Here C is an invertible constant matrix andQ is as defined in (4.6). Since Z is determined only up to post-multiplication by an invertible matrix, we can make Z unique by setting C equal to the n × n identity matrix. By choosing a so large that 1 2|µ|
where · is (say) the matrix 2-norm, one can guarantee that Σ λ will be a contraction on the space of bounded, continuous n × n matrix-valued maps on [a, ∞). Since Σ λ is analytic in λ (for λ not in the essential spectrum) its fixed point, namely Z(·, λ), will be an analytic function of λ for λ not in [0, ∞).
The 2n × n solution matrix of the associated first-order Hamiltonian system which lies in L 2 [ , ∞) will be of the form 9) in which C is an invertible matrix. Bearing in mind the boundary condition (4.2) and the transformation y = r −1/2 z, one can compute suitable values of θ( , λ) and φ( , λ), which turn out to be
These can be substituted into (4.9) and the unknown matrix C eliminated to give (4.10) This shows that the matrix M can be defined as a meromorphic function on C\[0, ∞), and so we can use the results of the previous sections in the numerical experiments which follow. If the problem is truncated to a finite interval [0, X] , then the resulting M -matrix can be obtained in a similar way. Just as the solution matrix Z(x, λ) was selected to be analytic in λ and have the property (4.11) so one can construct a basis for the rest of the solution space in terms of a matrix Z big (x, λ) with the asymptotics
(See Greenberg & Marletta (2003) for details of how to do this on a very similar system of ODEs.) Moreover, it is easy to see that (4.11) and (4.12) are locally uniform with respect to λ. Now define a solution Z X (x, λ) by
Evidently, Z X satisfies the Dirichlet condition
and so by the same sort of manipulations as yielded (4.10) we obtain
(4.14)
Using (4.11) and (4.12) one can show that
is locally uniformly with respect to λ, provided that Re µ = Re √ −λ > 0. Combined with (4.13), this proves the locally uniform convergence of Z X (x, λ) to Z X (x, λ) for each fixed x, as X → ∞ and, combined with (4.10) and (4.14), this shows that M X converges locally uniformly to M provided λ stays away from the essential spectrum (where Re µ = 0) and from the poles of M .
This uniformity of convergence is a great deal more than we need in order to apply our test for spectral inexactness: in fact, it is sufficient to guarantee spectral exactness by itself! It gives spectral inclusion by theorem 3.13, and it gives spectral −2 and θ = 1.1. We looked for eigenvalues λ in a box with corners 10 + 0.1i, 10 + 8i, −6 + 8i, −6 + 0.1i, posing the problem on a sequence of intervals, the longest of which was [10 −2 , 10 +2 ]: by the time the interval was this big, the eigenvalues seemed to have settled down. The results in table 1 seem to indicate the existence of a 'genuine' eigenvalue near the point given by λ = 8.079e
2iθ ; the other calculated eigenvalues seem to be 'spurious'.
However, we have just proved that no spurious eigenvalues can exist, so the 'spurious' eigenvalues cannot converge. They must move off to infinity as X → ∞. It seems that these 'spurious' eigenvalues move off to infinity rather slowly (they are not very big!) so they might easily be mistaken for genuine eigenvalues were it not for the spectral inexactness test identifying them as suspect.
What about the 'genuine' eigenvalue? We observe that this problem is self-adjoint in the case θ = 0. The case θ > 0 is obtained by a formal application of the complex scaling method of Aguilar, Balseev, Coombes and Simon (see Hislop & Sigal (1996) for a review). We therefore speculate that the self-adjoint problem has a resonance just below the real axis, whose real part is approximately 8.079. (The imaginary part has come out positive instead of negative in these numerics; this is because it is very small, making it difficult for the numerics to determine its sign.)
We consider the square of the anharmonic oscillator, namely the problem 15) in which
with boundary conditions
The second-order version of this problem has achieved some notoriety (see Davies (1999); Trefethen (2000, p. 98 ) and the numerical results in Brown & Marletta (2001) ). This problem has eigenvalues only and no other spectral points. It can be converted into a Hamiltonian system of dimension 2n = 4 by standard transformations; this system will have precisely the same spectrum as the original problem. Both the Hamiltonian system and its adjoint will have precisely two solutions in L 2 [0, ∞) and the problem is 'limit point'. The process of analytic continuation described in Brown et al . (2003) will allow the M -matrix for this problem to be extended as a meromorphic function to the whole of C, with poles precisely at the eigenvalues.
An essential element of our test for spectral inexactness is that, in any neighbourhood of a point µ which is a true or a spurious eigenvalue, there should exist a curve surrounding µ on which the matrices M X (λ) converge uniformly to M (λ). Unless the set of points at which uniformity of convergence fails accumulates at µ, this will be true; and for the example in § 4 a, we are able to prove uniform convergence by (an extension of) Levinson asymptotics. More generally, however, no such detailed information is known: all we have are the convergence results given in Brown et al . (2003) , which are not easily seen to be locally uniform. One has to proceed in the hope that the necessary local uniformity is 'generically' true. This is what we do here. where A and B are randomly chosen 2 × 2 matrices whose elements are O(1). The results are similar to those seen in the second-order case. The correct eigenvalues lie on a ray emerging from the origin. The eigenvalues to the left of the ray, where circles and asterisks coincide, are identified as spurious. The eigenvalues to the right of the ray exhibit the asymptotic behaviour for eigenvalues of large index of a regular problem on a finite interval, and are not identified as spurious because the circles and asterisks do not coincide. However, as M. Embree (2001, personal communication) discovered in the second-order case, the number of spurious eigenvalues increases as the truncated interval is extended: this means that some of the eigenvalues to the right of the ray must 'become spurious'. The mechanism by which this happens is that two eigenvalues to the right of the ray move across the ray, coalescing as they do so. One such coalescing pair can be seen in figure 1 near 5000 + 12 000i and is seen in the fifth line of table 2, where we report the numerical results for completeness. Note that while the Dirichlet and random eigenvalues may appear from figure 1 to be almost-coincident near the origin, this is simply an artefact of the scales in the plot, as the numerical results in table 2 show. It is not clear what happens to the suspect eigenvalues of this problem as the interval is extended. It is possible that they never actually converge to any finite limit. However, they move rather slowly as X is increased; beyond x = 50 they become very ill conditioned, making reliable computations almost impossible.
Concluding remarks
Unlike in our earlier work (Brown & Marletta 2001 ), we have not presented here any results on convergence of pseudospectra. The reason for this is that these are largely the same as for the second-order case. Moreover, the reader may now find general results on the convergence of pseudospectra of sequences of unbounded operators in the very recent work of Wolff (2003) .
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