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MULTIPLICITY IN ROOT COMPONENTS VIA GEOMETRIC
SATAKE
MARC BESSON, SAM JERALDS, AND JOSHUA KIERS
Abstract. In this note we explicitly construct top-dimensional components
of the cyclic convolution varieties. These components correspond (via the
geometric Satake equivalence) to irreducible summands V (λ + µ − Nβ) ⊂
V (λ) ⊗ V (µ) for G = SLn+1, where N ≥ 1 and β is a positive root. Fur-
thermore, we deduce from these constructions a nontrivial lower bound on the
multiplicity of these subrepresentations when β is not a simple root. In an
appendix, we contrast this approach with a combinatorial proof of the same
results using Littelmann paths.
1. Introduction
Let G = SLn+1, n ≥ 1, and let T,B be maximal toral and Borel subgroups of
G, respectively. Let Φ denote the set of roots w.r.t. T and {αi} the simple roots
determined by B. Given weights λ, µ of T, dominant w.r.t. B, a standard question
in representation theory is: what are the dominant weights ν and positive integers
mνλ,µ such that
V (λ) ⊗ V (µ) ≃
⊕
V (ν)⊕m
ν
λ,µ
as G-modules?
1.1. Root Components. Among the answers to the above questions–given by a
myriad of formulas, combinatorial rules, and special cases–are the root components,
which were constructed by Kumar [Kum92]:
Theorem 1. Suppose that β is a positive root and λ, µ are dominant weights sat-
isfying
(1) λ+ µ− β is dominant;
(2) λ(α∨i ) = 0 =⇒ β − αi 6∈ Φ ∪ {0} (and the same replacing λ with µ).
Then
V (λ + µ− β) ⊂ V (λ) ⊗ V (µ).
Irreducible components of this form were originally conjectured by Wahl [Wah91]
as representation-theoretic consequences of a geometric conjecture. The statement
holds for any semisimple complex connected G, but in this paper we will restrict
our attention to type A. Before we state our main result, we remark that Theorem
1 has an immediate corollary (cf. [Wah91, Theorem 6.5]):
Corollary 1. Suppose G has no component of type G2. Let N ≥ 1. Suppose that
β is a positive root and λ, µ are dominant weights satisfying
(1) λ+ µ−Nβ is dominant;
(2) λ(α∨i ) < N =⇒ β − αi 6∈ Φ ∪ {0} (and the same replacing λ with µ).
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Then
V (λ+ µ−Nβ) ⊂ V (λ) ⊗ V (µ).
Proof. Let ρβ be the dominant weight
∑
β−αi∈Φ∪{0}
ωi. That is, Nρβ is the minimal
dominant weight satisfying condition (2). By assumption (2), λ = Nρβ + λ
′ and
µ = Nρβ+µ
′ for suitable dominant weights λ′, µ′. Since G is at most doubly-laced,
2ρβ − β is dominant. By Theorem 1,
V (2ρβ − β) ⊂ V (ρβ)⊗ V (ρβ);
therefore by scaling, V (2Nρβ −Nβ) ⊂ V (Nρβ)⊗V (Nρβ). Finally, we always have
V (λ′ + µ′) ⊆ V (λ′)⊗ V (µ′). By additivity of tensor product decompositions,
V (2Nρ−Nβ + λ′ + µ′) ⊂ V (λ′ +Nρβ)⊗ V (µ
′ +Nρβ),
as desired. 
Our main result is a strengthening of Corollary 1 for SLn+1:
Theorem 2. Let N ≥ 1. Suppose that G = SLn+1 and that β is a positive,
non-simple root. Suppose there exist λ, µ dominant weights satisfying
(1) λ+ µ−Nβ is dominant;
(2) λ(α∨i ) < N =⇒ β − αi 6∈ Φ ∪ {0} (and the same replacing λ with µ).
Then V (λ+ µ−Nβ) appears in V (λ) ⊗ V (µ) with multiplicity at least 2.
In fact, from the N = 1 statement, we can already obtain a better estimate:
Corollary 2. With hypotheses as in the previous theorem, the multiplicity of V (λ+
µ−Nβ) inside V (λ)⊗ V (µ) is at least N + 1.
Proof. Let ρβ , µ
′, λ′ be as in the proof of Corollary 1. Then by Theorem 2, V (2ρβ−
β) appears inside V (ρβ) ⊗ V (ρβ) with multiplicity at least 2. By a standard ar-
gument, V (2Nρβ − Nβ) appears inside V (Nρβ) ⊗ V (Nρβ) with multiplicity at
least N + 1: by Borel-Weil, we identify (V (ρβ) ⊗ V (ρβ) ⊗ V (2ρβ − β))G with
H0((G/B)3,L)G for a suitable line bundle L; if σ, τ ∈ H0((G/B)3,L)G are lin-
early independent, then σN , σN−1τ, . . . , τN are linearly independent elements of
H0((G/B)3,L⊗N )G by irreducibility of (G/B)3 and factorizability of homogenous
polynomials in 2 variables into linear factors.
Therefore V (2Nρβ −Nβ+λ′+µ′) appears in V (Nρβ +λ′)⊗V (Nρβ +µ′) with
multiplicity at least N + 1. 
1.2. Geometry. We deduce Theorem 2 as an immediate consequence of a more
geometric result, which we now explain. Let G be the Langlands dual group to
G with dual torus T and Borel subgroup B. By construction, there is a bijection
between the set of dominant weights for G w.r.t. B and the dominant coweights of
G w.r.t. B. Let λi, i = 1, . . . s be a collection of such weights/coweights. Let W
denote the Weyl group associated to ΦG, with generators si associated to simple
roots αi determined by B. Note that W is canonically the Weyl group associated
to Φ∨ = ΦG.
Set K = C((t)) and O = C[[t]]. For every coweight λ : C× → T , there is
an induced element tλ ∈ G(K). Inside the affine Grassmannian G(K)/G(O), the
cosets [λ] = tλG(O) for λ dominant give a complete set of representatives for the
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left-G(O) orbits. For (L1, L2) ∈ G(K)/G(O)×G(K)/G(O), we define their distance
d(L1, L2) to be the unique dominant λ satisfying
G(K)(L1, L2) = G(K)([0], [λ]).
Following [Hai03, §2], [Kam07, §1], we define the cyclic convolution variety Gr
G,c(~λ)
as
Gr
G,c(~λ) := {(L1, . . . , Ls) ∈ (G(K)/G(O))
s | Ls = [0], d(Li−1, Li) = [λi] ∀i} ;
here L0 := Ls. It is a finite-dimensional complex algebraic variety whose dimension
is always at most 〈ρ,
∑
λi〉. Via the geometric Satake equivalence ([Lus83, Gin,
BD,MV07]), the number of irreducible components of Gr
G,c(~λ) which attain the
maximal dimension 〈ρ,
∑
λi〉 equals
dim(V (λ1)⊗ · · · ⊗ V (λs))
G;
in fact, these irreducible components give a canonical basis of the latter vector
space.
Therefore the representation theory of G can be accessed from the geometry of
G(K)/G(O). Now let {αi} be the set of simple roots for G; thus α∨i are the simple
roots for G. We prove
Theorem 3. Let N ≥ 1. Let G = PGLn+1 and β a positive root for G. Suppose
λ, µ are dominant coweights such that
(1) λ+ µ−Nβ∨ is dominant;
(2) αi(λ) < N =⇒ β
∨ − α∨i 6∈ ΦG ∪ {0} (and the same replacing λ with µ).
Then, with ν := −w0(λ+µ−Nβ∨), GrG,c(λ,µ,ν) possesses a G(O)-orbit of dimension
〈ρ, 2λ+ 2µ−Nβ∨〉.
Furthermore, if β is not simple, there exist at least two such (disjoint) G(O)-
orbits.
Therefore Theorem 2 follows from Theorem 3 and the observations that (a)
G(O)-orbits are always irreducible since G(O) is connected and (b) 〈ρ, 2λ + 2µ −
Nβ∨〉 = 〈ρ, λ+ µ〉+ 〈−w0ρ, ν〉 = 〈ρ, λ+ µ+ ν〉.
Example 1. At this point we will pick up a running example, which will hopefully
add some concreteness to what follows. On the representation-theoretic side, we
work with G = SL5(C). Using the notation of Λi for the i
th fundamental weight
of G (and thus the ith fundamental coweight of G), we take β = α2 +α3 a positive
root of G, and take λ = Λ2 + Λ3 and µ = Λ1 + Λ2 + Λ3 + Λ4 = ρ. Lastly let us
take N = 1. Then λ + µ − β∨ = 2Λ1 + Λ2 + Λ3 + 2Λ4 is dominant. Moreover,
α1(λ) = α4(λ) = 0, and we see that neither β
∨ − α∨1 nor β
∨ − α∨4 is a root of ΦG,
satisfying condition (2) of Theorem 3. One checks condition (2) also holds for µ.
1.3. Remarks. Our proof of Theorem 3 is constructive; that is, we explicitly name
points in GrG,c(λ,µ,ν) whose G(O)-orbits have the desired dimension.
It is not known in general when top-dimensional components of cyclic convolution
varieties (when they exist) are closures of G(O)-orbits. If λ, µ, ν form a PRV-triple,
then there exist such components that are G(O)-orbit closures (see [Kie19]), and
we now have exhibited certain components for Wahl triples which are G(O)-orbit
closures.
Different, though related, forms of the cyclic convolution variety appeared first
in the works of Beilinson and Drinfeld, Anderson, Haines, and Kamnizter. Here we
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use the construction which appears in [Hai03]; the top dimensional components of
this variety are in bijection with the top dimensional components of the convolu-
tion fibers considered by Anderson [And03]. In an appendix, we give an alternate
proof of Theorem 2 using Littelmann’s path model. Just as there is an alternate
description of our work using Littelmann paths, there might be a useful description
in terms of Anderson and Kamnitzer’s MV polytopes.
1.4. Acknowledgements. We thank Prakash Belkale for providing feedback on
an earlier version of this manuscript.
2. A good point inside GrG,c(λ,µ,ν)
Let λ, µ, β, and ν = −w0(λ + µ −Nβ∨) be as in the hypothesis of Theorem 3.
In this section we consider a point of G(K)/G(O) and prove that it is contained in
the variety GrG,c(λ,µ,ν).
By way of motivation, recall the well-known identity
t−Nβ
∨
= xβ(−t
−N )x−β(t
N )s−1β x−β(t
−N )(1)
valid for G of any type with a pinning xγ . So for G of any type, one has some hope
that
([λ], g[λ+ µ−Nβ∨], [0])
belongs to GrG,c(λ,µ,ν) for some choice of g ∈ G(O): of course d([0], [λ]) = λ and
d(g[λ + µ − Nβ∨], [0]) = ν, so the hope is that gtλt−Nβ
∨
[µ] might give the same
coset as tλg′[µ] for some g′ ∈ G(O) by inserting the expression (1) for t−Nβ
∨
. The
hope becomes a reality with g = xβ(t
〈β,λ〉−N) and g′ = x−β(t
N )s−1β .
So the point ξ0 =
(
[λ], xβ(t
〈β,λ〉−N )[λ+ µ−Nβ∨], [0]
)
is always in GrG,c(λ,µ,ν).
However, even in type A, if β is not simple, then the G(O)-orbit of this point
is not sufficient to produce a cycle of the correct (top) dimension in GrG,c(λ,µ,ν).
Therefore we must modify our point.
Remark 1. In fact, one can show the following: fix G of type A and β not simple.
Then the two orbits O1 and O2 of our Theorem 3 satisfy
O1 ∩O2 ⊃ G(O)ξ0.
We proceed now to name a “good” (i.e., its orbit dimension will be maximal)
point in GrG,c(λ,µ,ν).
Let {α1, . . . , αn} denote the standard choice of simple roots for G = PGLn+1.
Then β = αp + αp+1 + . . . αq for some integers 1 ≤ p ≤ q ≤ n. For each γ ∈ ΦG,
let xγ(a) be the unipotent (n + 1) × (n + 1) matrix with 1s on the diagonal and
a in the off-diagonal entry associated with the root γ (0s elsewhere). For ease of
notation, take γi to be the positive root αp + . . . + αi for i ≥ p; therefore γq = β.
Set
x =
q∏
i=p
xγi(t
〈γi,λ〉−N );(2)
note that this product is independent of order of multiplication. Then x ∈ G(O) is
the unipotent matrix with 1s on the diagonal and t〈γi,λ〉−N in the (p, i + 1) entry
for each p ≤ i ≤ q (0s elsewhere). (Note that 〈γi, λ〉 − N ≥ 〈αp, λ〉 − N ≥ 0 by
condition (2) of Theorem 3.)
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Proposition 1. The point ξ = ([λ], x[λ + µ−Nβ∨], [0]) belongs to GrG,c(λ,µ,ν).
Proof. It is clear that d([0], [λ]) = λ and d(x[λ + µ − Nβ∨], [0]) = ν, so it suffices
to establish that d([λ], x[λ + µ−Nβ∨]) = µ.
First of all, xtλ = tλx′, where
x′ =
q∏
i=p
xγi(t
−N );
therefore we must show d([0], x′[µ − Nβ∨]) = µ. Essentially, we will argue that
x′t−Nβ
∨
∈ G(O) up to right multiplication by tµG(O)t−µ.
By identity (1),
x′t−Nβ
∨
[µ] =


q−1∏
i=p
xγi(t
−N )

 x−β(tN )s−1β x−β(t−N )[µ]
Observe that xγi(t
−N )x−β(t
N ) = x−β(t
N )x−δi(−1)xγi(t
−N ), where δi := β −
γi = αi+1+ . . .+αq. Furthermore, the root subgroups x−δi(·) commute with xγj (·)
for any i, j ≤ q − 1 since −δi + γj is never a root. So
x′t−Nβ
∨
[µ] = x−β(t
N )
q−1∏
i=p
x−δi(−1)
︸ ︷︷ ︸
in G(O)
q−1∏
i=p
xγi(t
−N )s−1β x−β(t
−N )
︸ ︷︷ ︸
y:=
[µ],
and we are reduced to showing d([0], y[µ]) = µ, with y as indicated. One verifies
that sβγi = γi − β = −δi, so
y[µ] = s−1β
q∏
i=p
x−δi(t
−N )[µ].
Now, x−δi(t
−N )tµ = tµx−δi(t
〈µ,δi〉−N), and each 〈µ, δi〉 ≥ 〈µ, αq〉 ≥ N , so
([0], y[µ]) = ([0], s−1β [µ]) = s
−1
β ([0], [µ]),
and we are done.

Example 2. In our running example, since β = α2 + α3, we have γ2 = α2,
γ3 = α2 + α3, x = xα2 (t
1−1)xα2+α3(t
2−1). As a matrix, the representative of our
point is 

1 0 0 0 0
0 1 t0 t1 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1


3. The dimension of G(O)ξ
In this section we wish to verify that the orbit G(O)ξ ⊆ GrG,c(λ,µ,ν) has dimen-
sion equal to 〈ρ, 2λ + 2µ − Nβ∨〉. We observe that G(O)ξ ≃ G(O)/ Stab(ξ) as
varieties and that the latter is smooth with tangent space at [0] isomorphic to
T =
g(O)
g(O) ∩ Adtλ g(O) ∩ Adxtλ+µ−Nβ∨ g(O)
;
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therefore we set ourselves to the task of calculating dim T .
Set V := g(O) ∩ Adtλ g(O) and W := g(O) ∩ Adtλ g(O) ∩ Adxtλ+µ−Nβ∨ g(O). It
is well-known that dim g(O)/V = 〈2ρ, λ〉, so from the short exact sequence
0→ V/W → T → g(O)/V → 0
of vector spaces, we see it is sufficient to verify that dimV/W = 〈ρ, 2µ − Nβ∨〉.
The remainder of this section is devoted to this proof and is fairly technical.
Proposition 2. dimV/W = 〈2ρ, µ〉 −N〈ρ, β∨〉.
Here is our plan for the proof: we will describe the subspace W ⊆ V explicitly
by the vanishing of certain linear equations; this will afford us with a description
of the quotient V/W , whose dimension we will then calculate.
Let v ∈ V be arbitrary. Since v ∈ g(O) we may express v as a matrix:
v =


v1,1 . . . v1,n+1
...
...
vn+1,1 . . . vn+1,n+1

 ,
with each vi,j ∈ O and vn+1,n+1 = −
∑n
i=1 vi,i. For ease of notation, let εi,j be the
positive root αi + . . . + αj−1 whenever i < j. Therefore εi,j + εj,k = εi,k for any
i < j < k. The stipulation v ∈ tλg(O)t−λ means, for all 1 ≤ i < j ≤ n+ 1,
t〈εi,j ,λ〉
∣∣vi,j .
These conditions completely characterize elements of V .
Now, v ∈ W if and only if v ∈ V and x−1vx ∈ tν¯g(O)t−ν¯ , where ν¯ = λ + µ −
Nβ∨. The crux of what follows is to explicitly write u = x−1vx = (ui,j) in matrix
coordinates; then we can check containment in tν¯g(O)t−ν¯ coordinate-wise. In type
A, where x is a product of commuting unipotent elements as in 2, then we observe
that
ui,j =


vi,j , j ≤ p or j > q + 1, i 6= p
vi,j −
∑q
k=p ak+1vk+1,j , j ≤ p or j > q + 1, i = p
vi,j + ajvi,p, p < j ≤ q + 1, i 6= p
vi,j −
∑q
k=p ak+1vk+1,j + aj
(
vp,p −
∑q
k=p ak+1vk+1,p
)
, p < j ≤ q + 1, i = p
where aj = t
〈εp,j ,λ〉−N for p < j ≤ q+1. In terms of roots, the first case corresponds
to a root α such that α− γi /∈ Φ ∪ 0 for all γi. Case 2 corresponds to roots α such
that α− γi ∈ Φ ∪ 0 for some i’s. Case 3 corresponds to α− γi ∈ Φ for exactly one
γi. Case 4 corresponds to α being one of the γi. This particular breakdown into 4
cases is a pleasant feature of working in type A; in the other types there would be
more cases to consider.
Example 3. In our running example of A4 with β = α2 + α3 ∈ ΦG we provide
some explicit examples of the different cases. The root spaces α1 and α4 belong to
Case 1, −α1 and α2 + α3 + α4 belong to case 2, α1 + α2 and α1 + α2 + α3 belong
to case 3, and obviously α2 and α2 + α3 are the only roots in case 4.
The conjugated matrix is
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

v11 v12 v13 + v12 v14 + v12t v15
v21 − v31 − v41t v22 − v32 − v42t v23 − v33 − v43t v24 − v34 − v44t v25 − v35 − v45t
+(v22 − v32 − v42t) +t(v22 − v32 − v42t)
v31 v32 v33 + v32 v34 + v32t v35
v41 v42 v43 + v42 v44 + v42t v45
v51 v52 v53 + v52 v54 + v52t v55


.
We are now ready to prove Proposition 2.
Proof of Proposition 2. We know that u ∈ tν¯g(O)t−ν¯ if and only if
t〈εi,j ,ν¯〉
∣∣ui,j(3)
for every 1 ≤ i < j ≤ n + 1. We also want to measure the minimal power of t
dividing each ui,j solely based on the assumption that v ∈ V ; this enables us to
measure the difference between W and V . We examine our four cases.
(A) Case j ≤ p or j > q + 1, i 6= p
In this case (3) holds if and only if t〈εi,j ,ν¯〉
∣∣vi,j , since ui,j = vi,j . Note
that vi,j is already divisible by t
〈εi,j ,λ〉.
(B) Case i = p, j > q + 1
Here ui,j = vi,j −
∑q
k=p ak+1vk+1,j . We know that vi,j is divisible
by t〈εi,j ,λ〉. Assuming (3) holds in case (A), each vk+1,j is divisible by
t〈εk+1,j ,λ+µ−Nβ
∨〉. If k < q, then
〈αk+1 + . . .+ αj−1, µ〉 ≥ 〈αq, µ〉 ≥ N
and
〈αk+1 + . . .+ αj−1,−Nβ
∨〉 = −N〈αk+1 + . . .+ αj−1, α
∨
p + . . .+ α
∨
q 〉
is 0, since necessarily p < k + 1. Otherwise, k = q and
〈αq+1 + . . .+ αj−1, µ〉 ≥ 0;
〈αq+1 + . . .+ αj−1,−Nβ
∨〉 = −N〈αq+1 + . . .+ αj−1, α
∨
p + . . .+ α
∨
q 〉 = N.
Therefore in any case
〈εk+1,j , λ+ µ−Nβ
∨〉 ≥ 〈εk+1,j , λ〉+N
and each term ak+1vk+1,j is divisible by
t〈εp,k+1,λ〉−N · t〈εk+1,j ,λ〉+N = t〈εp,j ,λ〉,
so the entire ui,j is divisible by t
〈εp,j ,λ〉.
(C) Case p < j ≤ q + 1, i 6= p
In this case ui,j = vi,j + ajvi,p. As before vi,j is divisible by t
〈εi,j ,λ〉. If
i > p, ajvi,p is divisible by
t〈εp,j ,λ〉−N ;
note that
〈αp + . . .+ αj−1, λ〉 −N ≥ 〈αp+1 + . . .+ αj−1, λ〉 ≥ 〈αi + . . .+ αj−1, λ〉,
so if i > p then t〈εi,j ,λ〉
∣∣ui,j .
On the other hand, if i < p, then
〈αi + . . .+ αp−1, µ−Nβ
∨〉 ≥ 〈αi + . . .+ αp−1,−Nβ
∨〉 = N,
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so assuming (3) holds for case (A), ajvi,p is divisible by
t〈εp,j ,λ〉−N · t〈εi,p,λ〉+N = t〈εi,j ,λ〉
if i < p.
We conclude that ui,j is divisible by t
〈εi,j ,λ〉 in either case.
(D) Case p = i < j ≤ q + 1
Here ui,j is divisible by t
〈αp+...+αj−1,λ〉−N , as we explain: the labels
indicate minimal powers of t dividing each term below.
up,j = vp,j︸︷︷︸
t〈εp,j,λ〉
−
j−2∑
k=p
ak+1vk+1,j︸ ︷︷ ︸
t〈εp,j,λ〉−N
−
q∑
k=j−1
ak+1vk+1,j︸ ︷︷ ︸
t
〈εp,k+1,λ〉−N
+ aj︸︷︷︸
t〈εp,j,λ〉−N

vp,p −
q∑
k=p
ak+1vk+1,p

 ;
note that if k ≥ j − 1 then 〈εp,k+1, λ〉 ≥ 〈εp,j , λ〉.
Lemma 1. Define a map
V
⊕
case (A)
t〈εi,j ,λ〉O
(t〈εi,j ,ν¯〉)
v (ui,j).
φ1
Then φ1 is surjective.
Proof of Lemma 1. For a given i, j of case (A), set vi,j = t
〈εi,j ,λ〉 and all other
vi′,j′ = 0. Then v ∈ V and φ1(v) generates the range as an O-module. As φ1 is an
O-linear morphism of O-modules, this establishes surjectivity.

Set W ′ := kerφ1. Note that W ⊆ W ′, but in general they are not equal. Note
also that W ′ is an O-submodule of V .
Lemma 2. Define a map
W ′
⊕
case (B)
t〈εp,j ,λ〉O
(t〈εp,j ,ν¯〉)
⊕
⊕
case (C)
t〈εi,j ,λ〉O
(t〈εi,j ,ν¯〉)
⊕
⊕
case (D)
t〈εp,j ,λ〉−NO
(t〈εp,j ,ν¯〉)
v (up,j , ui,j, up,j),
φ2
notation as above. Then φ2 is well-defined and surjective, and kerφ2 ≃W .
Proof of Lemma 2. By construction, kerφ2 ≃ W . The map is well-defined by the
divisibility considerations of cases (B) and (C), assuming (3) holds in case (A) (this
is why we have created the space W ′ and restricted our attention there).
Let p, j be as in case (B). Set vp,j = t
〈εp,j ,λ〉 and all other vi′,j′ = 0. Then v ∈W
′
(the relevant vi′,j′s are 0) and φ2(v) = ( t
〈εp,j〉︸ ︷︷ ︸
position p, j
, 0, 0).
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Let i, j be as in case (C). Set vi,j = t
〈εi,j ,λ〉 and vi,p = 0. If i > p, then set
vj,j = 1. Set all other vi′,j′ = 0. Therefore v ∈ W ′ and φ2(v) = (0, t
〈εi,j ,λ〉︸ ︷︷ ︸
position i, j
, 0) (a
cancellation occurs at position p, j in the latter 0 if i > p).
Let p, j be as in case (D). Set vj,j = 1 and all other vi′,j′ = 0. Then v ∈W
′ and
φ2(v) = (0, 0, t
〈εp,j〉−N︸ ︷︷ ︸
position p, j
).
We see that the standard O-module generators of the range of φ2 are indeed hit
by φ2. Since φ2 is an O-morphism, surjectivity follows. 
We are finally in a position to attain the dimension calculation. The exact
sequence
0→W ′/W → V/W → V/W ′ → 0
tells us that dim(V/W ) = dim(V/W ′) + dim(W ′/W ). By construction,
dim(V/W ′) = dim(Im(φ1)) =
∑
case (A)
〈εi,j , ν¯ − λ〉 =
∑
case (A)
〈εi,j , µ−Nβ
∨〉
and similarly
dim(W ′/W ) = dim(Im(φ2)) =
∑
case (B)
〈εp,j , µ−Nβ
∨〉+
∑
case (C)
〈εi,j , µ−Nβ
∨〉
+
∑
case (D)
(〈εp,j , µ−Nβ
∨〉+N) .
Note that, in case (D), the summation runs over j such that p < j ≤ q+1, which
is ht(β∨)-many terms. As each positive root of G appears as a εi,j in exactly one
of our four cases, we have in total that
dim(V/W ) = 〈2ρ, µ−Nβ∨〉+Nht(β∨) = 〈2ρ, µ−Nβ∨〉+〈ρ,Nβ∨〉 = 〈ρ, 2µ−Nβ∨〉.

4. A second point if β is not simple
So far, the combination of Propositions 1 and 2 proves the first statement of
Theorem 3. In this section we prove the second statement, assuming β is not
simple.
Toward that end, let
x˜ =
q∏
i=p
xγi(t
〈γi,λ〉−N ),
where now γi = αi + . . .+ αq. Set
ξ˜ = ([λ], x˜[λ+ µ−Nβ∨], [0]).
Example 4. In our running example, x˜ is the matrix

1 0 0 0 0
0 1 0 t1 0
0 0 1 t0 0
0 0 0 1 0
0 0 0 0 1

 .
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Notice that it is the mirror image of the original matrix x across the anti-diagonal.
That is somewhat special to this example, but in general the minimal square sub-
matrices of x˜ and x containing all the powers of t are mirror images of each other.
Since p 6= q, x˜ 6= x, so we have some hope that G(O)ξ ∩ G(O)ξ˜ = ∅; we will
prove this below. First, however, we record
Proposition 3. The point ξ˜ belongs to GrG,c(λ,µ,ν), and G(O)ξ˜ has dimension
〈ρ, 2λ+ 2µ−Nβ∨〉.
Proof. We argue by symmetry. There is a Dynkin diagram automorphism σ of G
switching every index i with (n+ 1)− i (on roots, coroots, root spaces, pinnings).
Pairings are preserved under this automorphism. It naturally extends to an auto-
morphism of G(K) which fixes G(O); in fact, it is explicitly given (at the matrix
level) by
A 7→ (A−1)t¯,
where t¯ denotes the anti-transpose of a matrix; that is, reflection of its entries across
the antidiagonal. It is not in general true that x˜ = σ(x), but rather x˜ = σ(x′) for
some x′ which behaves like x. We make this more precise.
We have
σ(x˜) =
q∏
i=p
xσ(γi)(−t
〈σ(γi),σ(λ)〉−N ),
and we note that σ(γi) = αn+1−q + . . . + αn+1−i. Therefore, if η is a coweight of
G pairing with each αn+1−q, . . . , αn+1−p to 1, (−1)ησ(x˜)(−1)−η is the x′ as in (2),
for the positive root β′ = σ(β) (that is, with p′ = n + 1 − q and q′ = n + 1 − p).
By Proposition 1, ξ′ = ([σ(λ)], x′[σ(λ + µ − Nβ∨)], [0]) ∈ Gr(G,c(σ(λ),σ(µ),σ(ν)).
Naturally σ induces an isomorphism
GrG,c(λ,µ,ν) → Gr(G,c(σ(λ),σ(µ),σ(ν)),
and ξ′ is a G(O)-translate of ([σ(λ)], σ(x˜)[σ(λ+µ−Nβ∨)], [0]) = σ(ξ˜) (just act on
the left by (−1)η), therefore ξ˜ ∈ GrG,c(λ,µ,ν).
Furthermore, the G(O)-orbit of ξ′ has dimension 〈ρ, 2σ(λ) + 2σ(µ) − Nσ(β)∨〉
by Proposition 2, but since σ(ρ) = ρ, this dimension equals 〈ρ, 2λ + 2µ − Nβ∨〉.
Therefore the G(O)-orbit of ξ˜ has this same dimension, as desired. 
Finally we prove that ξ and ξ˜ really give distinct G(O)-orbits inside GrG,c(λ,µ,ν).
Proposition 4. With all notation as above, G(O)ξ ∩G(O)ξ˜ = ∅.
Proof. Assume for the sake of contradiction that ξ˜ = gξ for some g ∈ G(O).
Immediately we recognize that g also belongs to tλG(O)t−λ since g ∈ Stab([λ]).
Write
g =


g1,1 . . . g1,n+1
...
...
gn+1,1 . . . gn+1,n+1


as an invertible matrix (representing the element in PGLn+1(O)) with entries in
O; so far we know t〈εi,j ,λ〉
∣∣gi,j whenever i < j (once again εi,j := αi + . . .+ αj−1).
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By assumption, x˜−1gx belongs to tν¯G(O)t−ν¯ . Let h = x˜−1gx, and let {hi,j} be
the matrix coordinates of h. Then
hi,j =


gi,j , i 6∈ [p, q], j 6∈ [p+ 1, q + 1]
gi,j − gq+1,jci, i ∈ [p, q], j 6∈ [p+ 1, q + 1]
gi,j + gi,pbj , i 6∈ [p, q], j ∈ [p+ 1, q + 1]
gi,j + gi,pbj − gq+1,jci − gq+1,pcibj , i ∈ [p, q], j ∈ [p+ 1, q + 1];
here bj = t
〈εp,j ,λ〉−N and ci = t
〈εi,q+1,λ〉−N .
Lemma 3. For q + 1 ≤ j ≤ n, gq+1,j is divisible by t.
Proof of the lemma. Let j be strictly bigger than q+1 and ≤ n (if possible). From
above, hq,j = gq,j − gq+1,jt〈εq,q+1,λ〉−N .
From the assumption t〈εq,j ,λ+µ−Nβ
∨〉
∣∣hq,j , from the observation that 〈εq,j , λ +
µ−Nβ∨〉 ≥ 〈εq,j , λ〉, and from the knowledge that t〈εq,j ,λ〉
∣∣gq,j , we see that t〈εq,jλ,〉
should divide gq+1,jt
〈εq,q+1,λ〉−N . This of course boils down to
t〈εq+1,j ,λ〉+N |gq+1,j ,
so at least t
∣∣gq+1,j .
For j = q + 1, we have
hq,q+1 = gq,q+1 + t
〈εp,q+1,λ〉−N(gq,p − gq+1,pt
〈εq,q+1,λ〉−N)− gq+1,q+1t
〈εq,q+1,λ〉−N .
Observe that t〈εq,q+1,λ〉
∣∣gq,q+1 and t〈εq,q+1,λ〉∣∣t〈εp,q+1,λ〉−N . Furthermore, our as-
sumption implies t〈εq,q+1,λ〉
∣∣hq,q+1. So t〈εq,q+1,λ〉∣∣gq+1,q+1t〈εq,q+1,λ〉−N ; therefore t
divides gq+1,q+1.

We now arrive at a contradiction: the matrix g is not invertible. Indeed, the
entries gi,j where i ≤ q and j ≥ q + 1 are divisible by t〈εi,j ,λ〉, which is a nonzero
power of t. By the preceding lemma, the entries gq+1,j for j ≥ q+1 are also divisible
by t. This forces the lower-right (n− q−1)× (n− q) submatrix to contain the pivot
points for the last n− q columns (assuming g is invertible), which cannot happen.

5. Appendix: A Combinatorial Approach to Theorem 2 Via
Littelmann Paths
In this short appendix, we give a second proof Theorem 2 with a more com-
binatorial flavor, using the language of Littelmann paths. While the geometry of
GrG,c(λ,µ,ν) and G(O)-orbits therein are of particular interest independent of Lie
type, many of the methods used in the proof of Theorem 3 are specific to the
case when G is of type A. While we restrict ourselves again to this setting, the
techniques of Littelmann paths can be readily adapted to more general settings.
We adopt notations and conventions from [Lit95], and assume that the reader
has some familiarity with the path model in representation theory.
5.1. Paths and Tensor Product Decompositions. Let pi1(t), pi2(t), t ∈ [0, 1]
be two paths in the dominant chamber with pi1(1) = λ, pi2(1) = µ. Then the tensor
product of G-modules V (λ)⊗ V (µ) decomposes as
V (λ)⊗ V (µ) ∼=
⊕
π
V (pi(1)),
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where pi is a path in the dominant chamber of the form pi = pi1 ∗ η, where η is a
Lakshmibai-Seshadri (LS) path of shape µ and ∗ denotes concatenation of paths.
For any dominant weight χ, set piχ to be the straight-line path piχ(t) = tχ, and
let ei, fi be the raising and lowering operators, respectively, associated to the simple
root αi. Then, the LS paths of shape χ can be obtained by successive applications
of the lowering and raising operators to the path piχ. The following useful lemma
follows quickly from the definition of the lowering operators:
Lemma 4. Let χ be a dominant weight such that χ(α∨i ) = 1. Then fi(piχ) = piχ−αi .
5.2. Construction of Paths for Wahl’s Conjecture. Let λ, µ, β, and N satisfy
the conditions of Theorem 2. We pass directly to the case where λ = µ = Nρβ,
where ρβ is as defined in the proof of Corollary 1. We begin with the case N = 1.
Proposition 5. Let β = αp + αp+1 + · · · + αq be a root, where 1 ≤ p < q ≤ n.
Then pi(1) := piρβ ∗ fpfp+1 · · · fqpiρβ and pi
(2) := piρβ ∗ fqfq−1 · · · fppiρβ are distinct
paths in the dominant chamber.
Proof. By definition, we have that ρβ = ωp+ωq. By repeated application of Lemma
4, we have that
fpfp+1 · · · fqpiρβ = fppiρβ−αq−αq−1−···−αp+1 =: fppiν .
As ν(α∨p ) = 2, by direct application of the lowering operator we have
fppiν = pi 1
2
ν−αp ∗ pi 12ν .
So, pi(1) = piρβ ∗ pi 1
2
ν−αp ∗ pi 12ν , which is a piecewise linear path with endpoints
0, ρβ, ρβ +
1
2ν − αp, and 2ρβ − β. The first, second, and fourth of these weights is
dominant, so it suffices for pi(1) to be in the dominant chamber that ρβ +
1
2ν − αp
is dominant. This is easily verified.
Similarly, we find that pi(2) = piρβ ∗ pi 1
2
ν′−αq ∗ pi 12ν′ , where ν
′ = ρβ −αp−αp+1 −
· · · − αq−1, is in the dominant chamber. But as ρβ +
1
2ν − αp 6= ρβ +
1
2ν
′ − αq, we
have that pi(1) and pi(2) are distinct paths. 
Corollary 3. With β and ρβ as in Proposition 5, we have pi
(1)
N := piNρβ∗f
N
p f
N
p+1 · · · f
N
q piNρβ
and pi
(2)
N := piNρβ ∗f
N
q f
N
q−1 · · · f
N
p piNρβ are two distinct paths in the dominant cham-
ber.
Proof. By [Lit95, Lemma 2.3], we have that for any N and path pi that N(fipi) =
fNi (Npi), where Npi is the stretched path (Npi)(t) = Npi(t). Then we have that
Npi(1) = Npiρβ ∗N(fpfp+1 · · · fqpiρβ )
= piNρβ ∗ f
N
p f
N
p+1 · · · f
N
q piNρβ
= pi
(1)
N
But by the computations in Proposition 5, pi
(1)
N is a piecewise linear path with
endpoints 0, Nρβ, Nρβ +
N
2 ν − Nαp, and 2Nρβ − Nβ, which are all dominant
weights. So, pi
(1)
N is in the dominant chamber.
A similar argument holds for pi
(2)
N . 
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Corollary 4. With λ, µ, β, and N as in Theorem 2, we have V (λ + µ −Nβ) ⊂
V (λ) ⊗ V (µ) with multiplicity at least 2.
Proof. As in the proof of Corollary 1, write λ = Nρβ + λ
′ and µ = Nρβ + µ
′
for some dominant weights λ′ and µ′. By the tensor product decomposition given
by the path model, pi
(1)
N and pi
(2)
N each contribute a unique copy of V (pi
(1)
N (1))
∼=
V (pi
(2)
N (1))
∼= V (2Nρβ − Nβ) in the decomposition of V (Nρβ) ⊗ V (Nρβ). The
result follows from additivity of tensor product decompositions as in the proof of
Corollary 1.

We note in Proposition 5 and the following corollaries the necessity that β being
a non-simple root was vital to the multiplicity result; for a simple root αi, we would
have pi(1) = pi(2) = piωi ∗ fipiωi , which would only give multiplicity at least one.
5.3. Remarks. Like the proof of Theorem 3, the proof of Proposition 5 is a con-
structive approach to Theorem 2 While we utilize the weight ρβ for computational
ease in the path model, the lack of reliance on this in the constructions for points
inside of GrG,c(λ,µ,ν) is more satisfactory.
The lower bound on the multiplicity of the components in Theorem 2 is seemingly
weak, particularly as λ and µ move farther into the dominant chamber. Thus, one
should be able to find many different sequences of lowering operators fi1 · · · fik such
that piλ ∗fi1 · · · fikpiµ corresponds to a copy of V (λ+µ−Nβ) inside of V (λ)⊗V (µ);
as remarked in §1.3, it is not clear if the geometric approach of constructing G(O)-
orbits of appropriate points in GrG,c(λ,µ,ν) would yield similar results. We note
that the two distinct constructions in this paper–the points x and x˜ of §3 and §4
and the sequences of root operators in paths pi
(1)
N and pi
(2)
N –both corresponded to
an appropriate interpretation of “moving successively from one end of the root to
the other” in their respective settings.
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