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This paper is concerned with the oscillation of a class of partial functional population
model, and some suﬃcient conditions for all positive solutions of the model to oscillate
about the positive equilibrium are obtained. The approach is based on the upper- and
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theory of the functional differential equation. Moreover, some numerical simulations are
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1. Introduction
In this paper, the oscillation properties of solutions are studied in the following nonlinear partial functional population
model
∂u(x, t)
∂t
= d(t)u(x, t) + u(x, t)[a + bum(x, t − τ ) − cun(x, t − τ )], (x, t) ∈ Ω × R+, (1)
with the boundary
∂u(x, t)
∂n
= 0, (x, t) ∈ ∂Ω × R+, (2)
and initial conditions
u(x, θ) = ϕ(x, θ), ϕ(x, θ) 0, and ϕ(x, θ) is not identically equal to 0, (x, θ) ∈ Ω × [−τ ,0). (3)
In the above system, Ω is a bounded domain in RN with smooth boundary ∂Ω , ∂/∂n denotes the outward normal derivative
on ∂Ω , b is any constant, and a, c are positive constants. τ > 0 is a bounded constant representing delay, and m, n are
positive integers with m < n. ϕ(x, θ) is a smooth function. u(x, t) denotes the density of the population, d(t) denotes
the diffusion rate of the species. The model is the extension of the general Logistic model with delay [1]. The oscillation
problem for the ordinary differential system (with delay) has been extensively investigated in [2–11] and lots of valuable
results have been gained. When the species increase rate is the linear function of the density of population, that is c = 0,
m = 1, Y. Luo [12] studies the oscillation of the positive equilibrium in this system, and obtains the following results:
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(H1) lim
t→∞
a(t) > 0,
(H2) lim
t→∞
αN∗
m∑
i=1
qi(t)τi(t) >
1
e
, 0 < α < 1,
then all positive solutions of the following equations (E1)–(E3) to oscillate about the positive equilibrium N∗
(E1)
∂N(x, t)
∂t
= a(t)N(x, t) + N(x, t)
[
p(t) −
m∑
i=1
qi(t)N
(
x, t − τi(t)
)]
, (x, t) ∈ Ω × R+,
with the boundary
(E2)
∂N(x, t)
∂n
= 0, (x, t) ∈ ∂Ω × R+,
and initial conditions
(E3) N(x, t) = ϕ(x, θ) 0, (x, θ) ∈ Ω × [−τ ,0).
When the species increase rate is nonlinear function of the density of population, X.X. Liao and J. Li [13] investigate the
asymptotic stability of system (1)–(3) without delay, and S.A. Gourley and N.F. Brition [14] study the stability of solution
for this system under the affect of delay. However, there is very little results about the oscillation theory of the partial
functional differential equation (cf. [12,15,16]). For more similar work, one can refer to [17,18] and references therein.
The objective of this paper is to investigate the oscillation properties of the solutions of a class of nonlinear partial func-
tional population model. Some suﬃcient conditions for all positive solution of the equation to oscillate about the positive
equilibrium are obtained by employing upper- and lower-solution method of the partial functional differential equations
and oscillation theory of the functional differential equation. To illustrate our results, some numerical simulations are also
shown.
This paper is arranged as follows. In Section 2, the condition for the existence and uniqueness of the positive equilibrium
of (1) is established. The condition for the existence of the global solution of (1)–(3) is gained and conditions for nonexis-
tence of ultimately positive solution or negative solution of a nonlinear differential inequality with delay are also given. In
Section 3, some suﬃcient conditions for all positive solutions of the equation to oscillate about the positive equilibrium are
established. In Section 4, some numerical simulations are given to illustrate our theoretical analysis.
2. Preliminaries
In this section, we ﬁrst establish the existence and uniqueness condition of the positive equilibrium of (1) and then
give the condition for the existence of the global solution of (1)–(3) and conditions for nonexistence of ultimately positive
solution or negative solution of nonlinear differential inequality with delay.
Lemma 2.1. Eq. (1) exists positive equilibrium u∗ , that is
a + bu∗m − cu∗n = 0 (4)
and a + bum − cun < 0 when u > u∗; a + bum − cun > 0 when 0 < u < u∗ .
Proof. Since a > 0, c > 0, problem (1) there exists a unique positive equilibrium by the knowledge of mathematical analysis,
and we have
a + bum − cun < 0 when u > u∗,
a + bum − cun > 0 when 0 < u < u∗. 
Deﬁnition 2.1. If for any T > 0 there exists (x0, t0) ∈ Ω × [T ,+∞) such that u(x0, t0) = u∗ , then we call the solution u(x, t)
in Ω × R+ of (1)–(3) to oscillate about the positive equilibrium u∗ , otherwise, we call u(x, t) to nonoscillate about u∗ .
Deﬁnition 2.2. Two functions u˜(x, t), uˆ(x, t) in Q T = Ω ×(−τ , T ) are called a couple of upper and lower solutions of (1)–(3),
if u˜(x, t) uˆ(x, t) in Q T and if
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∂t
− d(t)u˜  u˜(a + bwm − cwn), for all w ∈ 〈uˆ, u˜〉,
∂ uˆ
∂t
− d(t)uˆ  uˆ(a + bwm − cwn), for all w ∈ 〈uˆ, u˜〉,
∂ u˜
∂n
 0, ∂ uˆ
∂n
 0, (x, t) ∈ ∂Ω × (0, T ],
uˆ(x, θ) u(x, θ) u˜(x, θ), (x, θ) ∈ Ω × [−τ ,0),
where 〈uˆ, u˜〉 ≡ {u ∈ C(Q T ): uˆ  u  u˜}.
Deﬁnition 2.3. If there exists μ > 0 such that f (t) > 0 ( f (t) < 0) for t > μ, then we call the solution f (t) in R+ of the
following nonlinear differential inequality with delay
y′(t) + p(t) f (y(t − τ )) 0, and p(s) ∈ C[R, R],
ultimately positive solution (ultimately negative solution).
Lemma 2.2. If u(x, θ) = ϕ(x, θ) 0, and ϕ(x, θ) is not identically equal to 0 for (x, θ) ∈ Ω × [−τ ,0), then Eqs. (1)–(3) there exist
a unique positive global solution in Q T = Ω × (−τ ,∞).
Proof. Since a > 0, c > 0 and m < n, without loss of generality we may suppose that the maximum of function f (u) =
a + bum − cun is equal to M for u  0. It follows from the knowledge of mathematical analysis that M  a > 0. Let u˜ =
M∗eM(t+τ ) , uˆ = 0, where M∗ max(x,θ)∈Ω×[−τ ,0) ϕ(x, θ). It is easy to verify that for any T > 0 two functions u˜, uˆ in Q T =
Ω × (−τ , T ) are a couple of upper and lower solutions of Eqs. (1)–(3). By Theorem 2.2 of [19], Eqs. (1)–(3) there exist a
unique solution u(x, t) in Q T and u(x, t) ∈ 〈0, u˜〉. Since T is arbitrary and ϕ(x, θ) is not identically equal to 0, Eqs. (1)–(3)
there exists a continuously unique positive global solution u(x, t) in Q T = Ω × (−τ ,∞). 
The following lemma is from [20, p. 84].
Lemma 2.3.We suppose that
(H3) f ∈ C[R, R], yf (y) > 0 (y 
= 0),
(H4) lim
t→+∞
t∫
t−τ
p(s)ds >
M
e
, where M = lim
y→0
y
f (y)
and p(s) ∈ C[R, R],
then
(a) the nonlinear differential inequality with delay y′(t) + p(t) f (y(t − τ )) 0 does not exist the ultimately positive solution;
(b) the nonlinear differential inequality with delay y′(t) + p(t) f (y(t − τ )) 0 does not exist the ultimately negative solution.
3. Main results and proof
In this section, some suﬃcient conditions for all positive solution of the model to oscillate about the positive equilibrium
are established.
Theorem 3.1. If any of the following conditions to be hold,
(H5) when b < 0,
(
2cu∗(n−m) − b)u∗mτ > 1
e
,
(H6) when b > 0, m = 1, (2cu∗(n−1) − b)u∗τ > 1
e
,
(H7) when b > 0, m 2,
(
2cu∗(n−m) − bm)u∗mτ > 1
e
,
then all positive solutions of Eqs. (1)–(3) to oscillate about the positive equilibrium.
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such that u(x, t) > u∗ or u(x, t) < u∗ for (x, t) ∈ Ω × (t0,+∞).
Firstly, we consider the case 1: u(x, t) > u∗ for (x, t) ∈ Ω × [t0,+∞). Without loss of generality we may suppose
u(x, t − τ ) > u∗ .
Let M(x, t) = u(x, t) − u∗ , (x, t) ∈ Ω × [t0,+∞), then we have
M(x, t − τ ) > 0, (x, t) ∈ Ω × [t0,+∞),
and
∂u(x, t)
∂t
= ∂M(x, t)
∂t
, u(x, t) = M(x, t).
Substitute M(x, t) = u(x, t) − u∗ into Eq. (1). Noting that (4) and a + bum − cun < 0 for u > u∗ , we have
∂M(x, t)
∂t
= d(t)M(x, t) + M(x, t){a + b[M(x, t − τ ) + u∗]m − c[M(x, t − τ ) + u∗]n}
+ u∗{a + b[M(x, t − τ ) + u∗]m − c[M(x, t − τ ) + u∗]n}
< d(t)M(x, t) + u∗{a + b[M(x, t − τ ) + u∗]m − c[M(x, t − τ ) + u∗]n}
= d(t)M(x, t) + u∗{(a + bu∗m − cu∗n)
+ b[Mm(x, t − τ ) + C1mMm−1(x, t − τ )u∗ + · · · + Cm−1m M(x, t − τ )u∗(m−1)]
− c[Mn(x, t − τ ) + C1nMn−1(x, t − τ )u∗ + · · · + Cn−1n M(x, t − τ )u∗(n−1)]}
= d(t)M(x, t) + u∗[bMm(x, t − τ ) + bC1mMm−1(x, t − τ )u∗ + · · ·
+ bCm−2m M2(x, t − τ )u∗(m−2) + bCm−1m M(x, t − τ )u∗(m−1) − cMn(x, t − τ )
− cC1nMn−1(x, t − τ )u∗ − · · · − cCn−mn Mm(x, t − τ )u∗(n−m) − · · ·
− cCn−2n M2(x, t − τ )u∗(n−2) − cCn−1n M(x, t − τ )u∗(n−1)
]
.
10 When b < 0, we have
∂M(x, t)
∂t
< d(t)M(x, t) + u∗[bmu∗(m−1) − cnu∗(n−1)]M(x, t − τ ).
20 When b > 0, m = 1, we have
∂M(x, t)
∂t
= d(t)M(x, t) + M(x, t){a + b[M(x, t − τ ) + u∗]− c[M(x, t − τ ) + u∗]n}
+ u∗{a + b[M(x, t − τ ) + u∗]− c[M(x, t − τ ) + u∗]n}
< d(t)M(x, t) + u∗{a + b[M(x, t − τ ) + u∗]− c[M(x, t − τ ) + u∗]n}
= d(t)M(x, t) + u∗{(a + bu∗ − cu∗n)+ bM(x, t − τ )
− c[Mn(x, t − τ ) + C1nMn−1(x, t − τ )u∗ + · · · + Cn−2n M2(x, t − τ )u∗(n−2) + Cn−1n M(x, t − τ )u∗(n−1)]}
= d(t)M(x, t) + u∗[bM(x, t − τ ) − cMn(x, t − τ ) − cC1nMn−1(x, t − τ )u∗
− cCn−2n M2(x, t − τ )u∗(n−2) − cCn−1n M(x, t − τ )u∗(n−1)
]
.
Thus,
∂M(x, t)
∂t
< d(t)M(x, t) + u∗[b − cnu∗(n−1)]M(x, t − τ ).
30 When b > 0, m 2, we have
bMm(x, t − τ ) + bC1mMm−1(x, t − τ )u∗ + · · · + bCm−2m M2(x, t − τ )u∗(m−2) − cCn−mn Mm(x, t − τ )u∗(n−m)
− cCn−m+1n Mm−1(x, t − τ )u∗(n−m+1) − · · · − cCn−2n M2(x, t − τ )u∗(n−2)
=
m−2∑
k=0
[
bCkmM
m−k(x, t − τ )u∗k − cCn−m+kn Mm−k(x, t − τ )u∗(n−m+k)
]
=
m−2∑{
Mm−k(x, t − τ )u∗k[bCkm − cCn−m+kn u∗(n−m)]}.
k=0
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This ensures that
m−2∑
k=0
{
Mm−k(x, t − τ )u∗k[bCkm − cCn−m+kn u∗(n−m)]}< 0.
Thus,
∂M(x, t)
∂t
= d(t)M(x, t) + M(x, t){a + b[M(x, t − τ ) + u∗]m − c[M(x, t − τ ) + u∗]n}
+ u∗{a + b[M(x, t − τ ) + u∗]m − c[M(x, t − τ ) + u∗]n}
< d(t)M(x, t) + u∗{a + b[M(x, t − τ ) + u∗]m − c[M(x, t − τ ) + u∗]n}
= d(t)M(x, t) + u∗[(a + bu∗m − cu∗n)+ bMm(x, t − τ ) + bC1mMm−1(x, t − τ )u∗ + · · ·
+ bCm−2m M2(x, t − τ )u∗(m−2) + bCm−1m M(x, t − τ )u∗(m−1) − cMn(x, t − τ )
− cC1nMn−1(x, t − τ )u∗ − · · · − cCn−mn Mm(x, t − τ )u∗(n−m) − · · ·
− cCn−2n M2(x, t − τ )u∗(n−2) − cCn−1n M(x, t − τ )u∗(n−1)
]
= d(t)M(x, t) + u∗
m−2∑
k=0
{
Mm−k(x, t − τ )u∗k[bCkm − cCn−m+kn u∗(n−m)]}
− u∗[cMn(x, t − τ ) + cC1nMn−1(x, t − τ )u∗ + · · · + cCn−m−1n Mm+1(x, t − τ )u∗(n−m−1)]
+ u∗[bmu∗(m−1) − cnu∗(n−1)]M(x, t − τ )
< d(t)M(x, t) + u∗[bmu∗(m−1) − cnu∗(n−1)]M(x, t − τ ).
That is,
∂M(x, t)
∂t
< d(t)M(x, t) + u∗[bmu∗(m−1) − cnu∗(n−1)]M(x, t − τ ).
In a word, if any of the conditions of Theorem 3.1 to be hold, we have
∂M(x, t)
∂t
< d(t)M(x, t) + u∗[bmu∗(m−1) − cnu∗(n−1)]M(x, t − τ ). (5)
By integrating (5) about x in Ω , we have
∂
∂t
∫
Ω
M(x, t)dx < d(x)
∫
Ω
M(x, t)dx+ u∗[bmu∗(m−1) − cnu∗(n−1)] ∫
Ω
M(x, t − τ )dx. (6)
It follows from the “Green formula” and boundary condition (2) that∫
Ω
M(x, t)dx =
∫
∂Ω
∂M
∂n
ds = 0. (7)
Hence, let v(t) = 1|Ω|
∫
Ω
M(x, t)dx (t  t0), then v(t) > 0. From (6) and (7), we have
v ′(t) + u∗[cnu∗(n−1) − bmu∗(m−1)]v(t − τ ) < 0. (8)
That is, v(t) is the ultimately positive solution of inequality (8).
However, any condition of Theorem 3.1 ensures (cnu∗(n−m) − mb)u∗mτ > 1e , and it follows from Lemma 2.3 that the
differential inequality with delay (8) does not exist the ultimately positive solution. This is a contradiction. Therefore, the
case 1 does not hold.
Secondly, we consider the case 2: 0 < u(x, t) < u∗ for (x, t) ∈ Ω × [t0,+∞). Without loss of generality we may also
suppose 0 < u(x, t − τ ) < u∗ . Let u(x, t) = u∗ew(x,t) , then w(x, t) < 0 and w(x, t − τ ) < 0. By substituting u(x, t) = u∗ew(x,t)
into Eq. (1) as well as noting that (4), we have
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∂t
= d(t)[w(x, t) + ∣∣∇w(x, t)∣∣2]+ [a + bu∗memw(x,t−τ ) − cu∗nenw(x,t−τ )]
= d(t)[w(x, t) + ∣∣∇w(x, t)∣∣2]+ [(a + bu∗m − cu∗n)+ bu∗m(emw(x,t−τ ) − 1)− cu∗n(enw(x,t−τ ) − 1)]
= d(t)[w(x, t) + ∣∣∇w(x, t)∣∣2]
+ [ew(x,t−τ ) − 1]{(bu∗m − cu∗n)[e(m−1)w(x,t−τ ) + e(m−2)w(x,t−τ ) + · · · + ew(x,t−τ )]
+ bu∗m − cu∗n[e(n−1)w(x,t−τ ) + e(n−2)w(x,t−τ ) + · · · + emw(x,t−τ ) + 1]}.
10 When b < 0, we have
∂w(x, t)
∂t
> d(t)w(x, t) + [ew(x,t−τ ) − 1]{bu∗m − cu∗n[e(n−1)w(x,t−τ ) + 1]}.
20 When b > 0, m = 1, we have
∂w(x, t)
∂t
= d(t)[w(x, t) + ∣∣∇w(x, t)∣∣2]+ [a + bu∗memw(x,t−τ ) − cu∗nenw(x,t−τ )]
= d(t)[w(x, t) + ∣∣∇w(x, t)∣∣2]+ [a + bu∗ew(x,t−τ ) − cu∗nenw(x,t−τ )]
= d(t)[w(x, t) + ∣∣∇w(x, t)∣∣2]+ [(a + bu∗ − cu∗n)+ bu∗(ew(x,t−τ ) − 1)− cu∗n(enw(x,t−τ ) − 1)]
= d(t)[w(x, t) + ∣∣∇w(x, t)∣∣2]
+ (ew(x,t−τ ) − 1)[bu∗ − cu∗n(e(n−1)w(x,t−τ ) + e(n−2)w(x,t−τ ) + · · · + ew(x,t−τ ) + 1)]
> d(t)w(x, t) + (ew(x,t−τ ) − 1)[bu∗ − cu∗n(e(n−1)w(x,t−τ ) + 1)].
That is,
∂w(x, t)
∂t
> d(t)w(x, t) + [ew(x,t−τ ) − 1]{bu∗ − cu∗n[e(n−1)w(x,t−τ ) + 1]}.
30 When b > 0, m 2, it is easy to prove that bu∗m − cu∗n < 0 from the condition (H7). This ensures that
∂w(x, t)
∂t
= d(t)[w(x, t) + ∣∣∇w(x, t)∣∣2]+ [a + bu∗memw(x,t−τ ) − cu∗nenw(x,t−τ )]
= d(t)[w(x, t) + ∣∣∇w(x, t)∣∣2]+ [(a + bu∗m − cu∗n)+ bu∗m(emw(x,t−τ ) − 1)− cu∗n(enw(x,t−τ ) − 1)]
= d(t)[w(x, t) + ∣∣∇w(x, t)∣∣2]
+ [ew(x,t−τ ) − 1]{(bu∗m − cu∗n)[e(m−1)w(x,t−τ ) + e(m−2)w(x,t−τ ) + · · · + ew(x,t−τ )]
+ bu∗m − cu∗n[e(n−1)w(x,t−τ ) + e(n−2)w(x,t−τ ) + · · · + emw(x,t−τ ) + 1]}
> d(t)w(x, t) + [ew(x,t−τ ) − 1]{bu∗m − cu∗n[e(n−1)w(x,t−τ ) + 1]}.
That is,
∂w(x, t)
∂t
> d(t)w(x, t) + [ew(x,t−τ ) − 1]{bu∗m − cu∗n[e(n−1)w(x,t−τ ) + 1]}.
In a word, if any of the conditions of Theorem 3.1 to be hold, we have
∂w(x, t)
∂t
> d(t)w(x, t) + [ew(x,t−τ ) − 1]{bu∗m − cu∗n[e(n−1)w(x,t−τ ) + 1]}.
Since a + bu∗m − cu∗n = 0, hence
∂w(x, t)
∂t
> d(t)w(x, t) − [a + cu∗ne(n−1)w(x,t−τ )][ew(x,t−τ ) − 1]. (9)
By integrating (9) about x in Ω , we have
∂
∂t
∫
Ω
w(x, t)dx+
∫
Ω
(
a + cu∗ne(n−1)w(x,t−τ ))(ew(x,t−τ ) − 1)dx > 0.
And then, let v(t) = 1|Ω|
∫
Ω
w(x, t)dx < 0 (t  t0), then v(t) is the ultimately negative solution of the differential inequality
with delay
v ′(t) + f (v(t − τ ))> 0, (10)
where f (v(t)) = 1 ∫ (a + cu∗ne(n−1)w(x,t))(ew(x,t) − 1)dx.|Ω| Ω
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However, it follows from w(x, t) < 0 for (x, t) ∈ Ω × [t0,+∞) that v(t) → 0 if and only if there exists a constant A such
that limt→A w(x, t) = 0. This ensures that
lim
y→0
y
f (y)
= lim
v(t)→0
v(t)
f (v(t))
= lim
w(x,t)→0
1
|Ω|
∫
Ω
w(x, t)dx
1
|Ω|
∫
Ω
(a + cu∗ne(n−1)w(x,t))(ew(x,t) − 1)dx
= lim
t→A
1
|Ω|
∫
Ω
w(x, t)dx
1
|Ω|
∫
Ω
(a + cu∗ne(n−1)w(x,t))(ew(x,t) − 1)dx
= lim
t→A
1
|Ω|
∫
Ω
∂w(x, t)/∂t dx
1
|Ω|
∫
Ω
∂[(a + cu∗ne(n−1)w(x,t))(ew(x,t) − 1)]/∂t dx
= lim
t→A
1
|Ω|
∫
Ω
∂w(x, t)/∂t dx
1
|Ω|
∫
Ω
[c(n − 1)u∗ne(n−1)w(x,t)(ew(x,t) − 1) + (a + cu∗ne(n−1)w(x,t))ew(x,t)]∂w(x, t)/∂t dx
= lim
t→A
1
|Ω|
∫
Ω
∂w(x, t)/∂t dx
1
|Ω|
∫
Ω
(a + cu∗n)∂w(x, t)/∂t dx =
1
a + cu∗n .
In view of
a + cu∗n = (2cu∗(n−m) − b)u∗m,
it follows from conditions of Theorem 3.1 and Lemma 2.3 that the differential inequality with delay (10) does not exist the
ultimately negative solution. This is a contradiction. 
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Therefore, the case 2 does not hold too. And then, all positive solutions of Eqs. (1)–(3) oscillate about the positive
equilibrium.
When m = 1, n = 2, we have
Corollary 3.1. If the following condition holds,
(
2cu∗ − b)u∗τ > 1
e
,
then all positive solutions of Eqs. (1)–(3) oscillate about the positive equilibrium.
When m = 2, n = 3, we have
Corollary 3.2. If the following condition holds,
2
(
cu∗ − b)u∗2τ > 1
e
,
then all positive solutions of Eqs. (1)–(3) oscillate about the positive equilibrium.
4. Numerical simulations
In this section, we give some numerical simulations supporting our theoretical analysis.
When b > 0, as an example, we consider the following partial population model with delay and diffusion
∂u(x, t)
∂t
= ∂
2u(x, t)
∂x2
+ u(x, t)
[
2+ u3
(
x, t − 1
e
)
− 3u4
(
x, t − 1
e
)]
, (x, t) ∈ (0,2π) × R+, (11)
with the boundary
∂u(x, t) = 0, x = 0,2π, t > 0, (12)
∂n
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and initial condition
u(x, θ) = (1+ eθ)[1− sin(θ + π/2)], (x, θ) ∈ [0,2π ] × [−1
e
,0
]
. (13)
It is obvious that Eq. (11) there exists a unique positive equilibrium u∗ = 1. Since the initial ϕ(x, θ)  0 and ϕ(x, θ) is
not identically equal to 0, it follows from Lemma 2.2 that the problem (11)–(13) there exists a unique continuously positive
global solution u(x, t). It is obvious that Eqs. (11)–(13) satisfy the condition (H7) of Theorem 3.1.
In fact, a = 2, b = 1, c = 3, d(t) = 1, τ = 1e , m = 3, n = 4,(
2cu∗(n−m) − bm)u∗mτ = 3× 1
e
>
1
e
.
It follows from Theorem 3.1 that all positive solutions of Eqs. (11)–(13) oscillate about the positive equilibrium u∗ = 1.
When b < 0, as an example, we consider the following partial population model with delay and diffusion
∂u(x, t)
∂t
= ∂
2u(x, t)
∂x2
+ u(x, t)
[
3− 2u2
(
x, t − 1
e
)
− u3
(
x, t − 1
e
)]
, (x, t) ∈ (0,2π) × R+, (14)
with the boundary
∂u(x, t)
∂n
= 0, x = 0,2π, t > 0, (15)
and initial condition
u(x, θ) = (1+ eθ)[1− sin(θ + π/2)], (x, θ) ∈ [0,2π ] × [−1
e
,0
]
. (16)
It is obvious that Eq. (14) there exists a unique positive equilibrium u∗ = 1. Since the initial ϕ(x, θ)  0 and ϕ(x, θ) is
not identically equal to 0, it follows from Lemma 2.2 that the problem (14)–(16) there exists a unique continuously positive
global solution u(x, t). It is obvious that (14)–(16) satisfy the condition (H5) of Theorem 3.1.
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In fact, a = 3, b = −2, c = 1, d(t) = 1, τ = 1e , m = 2, n = 3,(
2cu∗(n−m) − b)u∗mτ = 4× 1
e
>
1
e
.
It follows from Theorem 3.1 that all positive solutions of Eqs. (14)–(16) oscillate about the positive equilibrium u∗ = 1.
By using the classical implicit format solving the partial differential equations and the method of steps for differential
difference equations and employing the software package MATLAB7.0, we can solve the numerical solutions of Eqs. (11)–(13)
which are shown in Figs. 1 and 2, and the numerical solutions of Eqs. (14)–(16) which are shown in Figs. 3 and 4.
Remark. It is very obvious that the results of [12] (that is Theorem A) cannot validate the oscillation of Eqs. (11)–(13) and
Eqs. (14)–(16).
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