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We perform extensive benchmark comparisons of surface hopping dynamics with numerically exact calcula-
tions for the spin-boson model over a wide range of energetic and coupling parameters as well as temperature.
We find that deviations from golden-rule scaling in the Marcus regime are generally small and depend sen-
sitively on the energetic bias between electronic states. Fewest switched surface hopping (FSSH) is found to
be surprisingly accurate over a large swath of parameter space. The inclusion of decoherence corrections via
the augmented FSSH (A-FSSH) algorithm improves the accuracy of dynamical behavior compared to exact
simulations, but the effects are generally not dramatic, at least for the case of an environment modeled with
the commonly used Debye spectral density.
I. INTRODUCTION
Electronically non-adiabatic transitions lie at the heart
of some of the most important dynamical processes in the
physical sciences.1 Phenomena ranging from gas phase
atomic and molecular collisions2 to electron and energy
transfer in the condensed phase3 are often intimately in-
fluenced by the coupling between distinct potential en-
ergy surfaces that is induced by nuclear motion. The-
oretically, the accurate treatment of non-adiabatic dy-
namics is challenging, in particular in condensed phase
applications where the interplay between the large num-
ber of nuclear degrees of freedom with multiple coupled
electronic states greatly increases the complexity of the
problem. Exact results may be obtained for specific ideal-
ized models such as spin-boson systems where potential
energy surfaces are harmonic and linearly displaced.4–7
In more realistic condensed phase situations, exact so-
lutions are currently out of reach, despite much recent
progress.8
Among the myriad approximate methods for treat-
ing non-adiabatic dynamics, the surface hopping
approach9–12 stands out for several reasons. First, the
method is equally applicable to gas phase and condensed
phase problems, and can be used to treat realistic anhar-
monic nuclear motion on potential energy surfaces, al-
beit in a classical manner.13–15 Surface hopping has the
advantage that it is naturally formulated in the adia-
batic picture, so that it can conveniently be employed in
conjunction with electronic structure calculations. The
method is also inexpensive, non-perturbative, and pro-
vides a superior description of branching processes and
detailed balance when compared to other approaches,
such as the Ehrenfest method.16 Despite these appealing
features, surface hopping naturally suffers from several
deficiencies.17–20 Clearly the description of nuclear mo-
tion as classical renders the approach incapable of captur-
ing low temperature effects such as nuclear tunneling on
a single potential surface.21–23 More generally, while sur-
face hopping does not employ perturbation theory in any
parameter, as with nearly all mixed quantum-classical
approaches to non-adiabatic dynamics, it cannot be sys-
tematically derived from an exact starting point.24,25,26
This fact makes it difficult to evaluate surface hopping’s
domain of validity.
One long recognized shortcoming of surface hopping is
the fact that, in its standard implementation, the algo-
rithm does not provide decoherence for electronic ampli-
tudes. This knowledge has led to the development of im-
portant modifications of surface hopping aimed at more
accurately describing decoherence.27–40 In an important
recent series of studies, Landry and Subotnik showed that
a striking consequence of the neglect of decoherence in
surface hopping is the failure to properly capture the
golden-rule scaling of the non-adiabatic transfer rate in
the Marcus regime.41,42 It should be noted, however, that
there has been some debate as to just how pervasive this
problem is.43–47 One of the goals of the present work is
to provide an in depth examination of this issue.
More broadly we aim to compare surface hopping, with
and without corrections for decoherence, to exact calcu-
lations in a model condensed phase system, namely the
spin-boson model.48,49 Although the spin-boson model is
an idealized proxy for a real condensed phase system ex-
hibiting non-adiabatic transitions, it offers the advantage
that algorithms now exist that enable the calculation of
exact dynamics over a wide swath of the relevant param-
eter space.4–7 While in the past surface hopping was com-
pared to exact benchmark calculations of low dimensional
scattering problems,10,11,37 we now can provide guide-
lines for understanding the successes and failures of the
surface hopping approach in a broader condensed phase
setting. It should be noted, however, that we will restrict
our comparison to the "overdamped" case of the coupling
to a Debye spectral density, since it is here that facile ex-
act simulations may be performed. While the Debye case
represents perhaps the most commonly employed model
of a condensed environment in the spin-boson context,
our choice implies that some aspects related to the inter-
play between surface hopping trajectories and decoher-
ence which are expected to be most dramatic and subtle
in the underdamped limit, may not arise.34,47,50 Regard-
less, our work should at least provide a starting point for
assessing how surface hopping performs in generic con-
2densed phase settings.
Our paper is organized as follows: We begin in Sec. II
with a review of the standard surface hopping algorithm
for the spin-boson model and various formulations of de-
coherence corrections. In Sec. III, we present our results
for the scaling of the non-adiabatic transfer rate with re-
spect to the electronic coupling in the golden-rule regime.
In Sec. IV, we explore the full parameter space of spin-
boson model. We summarize our results and conclude in
Sec. V.
II. FEWEST SWITCH SURFACE HOPPING (FSSH) AND
DECOHERENCE
A. Spin-Boson Model
We consider the spin-boson model, H = Hs+Hb+Hsb,
which describes a two-level system with energy bias ǫ0
and constant diabatic coupling ∆
Hs = ǫ0σz +∆σx, (1)
interacting with an infinite set of harmonic oscillators
(bath)
Hb =
∑
j
1
2
(
p2j + ω
2
j q
2
j
)
, (2)
where ωj is the frequency of the j-th bath mode.
51 The
isolated electronic system and the bath are coupled bi-
linearly
Hsb = σz
∑
j
gjqj , (3)
where gj is the coupling strength between the two-level
system and the j-th harmonic oscillator. We adopt the
Pauli matrix notation σx = |1〉 〈2| + |2〉 〈1| and σz =
|1〉 〈1| − |2〉 〈2| where |i〉 indicate the diabatic states of
the system. Throughout the present paper, we use mass
scaled coordinates and momenta for the bath modes, qj =√
MjQj and pj = Pj/
√
Mj, where Mj are the effective
mass of nucleus for the j-th harmonic oscillator and set
~ = 1. We denote bold letters q, p by the vector of
nuclear degrees of freedom.
The influence of the bath on the dynamics of the sys-
tem can be captured in the compact form of a spectral
density,
J (ω) =
π
2
∑
j
g2j
ωj
δ (ω − ωj) . (4)
In the present paper, we consider the Debye model of the
spectral density,7
J (ω) =
Er
2
ωωc
ω2 + ω2c
, (5)
which is appropriate for the description of a solvent en-
vironment with Debye dielectric relaxation. The De-
bye spectral density function is characterized by two pa-
rameters, the reorganization energy Er, and the char-
acteristic bath frequency ωc. In electron-transfer the-
ory, the reorganization energy represents a direct mea-
sure of the coupling strength between the system and
the bath. The characteristic frequency is related to the
relaxation time scale of the bath, τ = 1/ωc. The De-
bye spectral density spans broader frequency than the
standard Ohmic (J(ω) ∝ ωe−ω/ωc) and Brownian forms
(J(ω) ∝ ω/((ω2 − ω2c)2 + γ2ω2)). Following the pro-
cedure outlined in Refs. 52 and 53, it is convenient
to discretize the Debye spectral density function via
ωj = tan
(
(j − 0.5) tan−1 (ωmax/ωc) /N
)
where ωmax is
the largest frequency and N is the number of oscillators
employed in the discretization.
The population dynamics of the spin-boson model can
be calculated by the numerically exact hierarchical equa-
tions of motion (HEOM) methodology,4 implemented in
the Parallel Hierarchy Integrator (PHI).54 The HEOM
method is easier to use when the spectral density take
the Debye form so that the bath correlation function can
be written as a sum of exponentially decaying functions
in time.55,56 We use the HEOM method to produce all of
our benchmark results for the spin-boson model.
We focus on the reduced population dynamics of the
system
Pi (t) = Trb
{
ρ (0) eiHt |i〉 〈i| e−iHt} (6)
where we assume a factorized initial condition ρ (0) =
ρb |1〉 〈1| and
ρb =
e−βHb
Trb {e−βHb} , (7)
with the inverse temperature of the bath, β = 1/kT .
The initial condition of the system corresponds to an
impulsive Franck-Condon transition with the bath in a
state independent of the system with oscillators centered
at qj = 0.
B. FSSH and its variants
The fewest-switches surface hopping (FSSH) algorithm
is a mixed quantum-classical method that treats the bath
degrees of freedom classically and the electronic system
quantum mechanically.9–11 A swarm of classical nuclear
trajectories evolve on the adiabatic potential energy sur-
faces associated with the electronic states with each in-
dividual trajectory evolving on a single active surface.
Along each trajectory, the electronic wave function prop-
agates according to the Schrodinger equation with the
classical nuclear variables evolving as parameters. The
essence of FSSH is to simulate the population of the
electronic states via the density of trajectories on each
3surface. For this purpose, a surface-hopping scheme is
introduced to allow trajectories to hop among the adia-
batic energy surfaces and match the electronic popula-
tions. The hopping probability of the classical bath tra-
jectories depends on the electronic wave functions with
specific conditions for the acceptance of non-adiabatic
transitions. Instead of listing these conditions, we de-
scribe them within the context of the spin-boson model.
To implement the FSSH algorithm for the spin-boson
model, we transform the model to its adiabatic repre-
sentation by diagonalizing the Hamiltonian H |Φi (q)〉 =
(p
2
2 + Vi (q))|Φi (q)〉 where
Vi (q) =
1
2
∑
j
ω2j q
2
j + (−1)i
√
(g · q + ǫ0)
2 +∆2 (8)
are the adiabatic potential energy surfaces and g · q =∑
j gjqj . One may transform the diabatic states to the
adiabatic representation via the unitary transformation
|Φi (q)〉 =
∑
j Uij (q) |j〉 where
U (q) =
(
sin θ (q) − cos θ (q)
cos θ (q) sin θ (q)
)
. (9)
The adiabatic-diabatic mixing angle is defined as θ (q) =
1
2 tan
−1 (∆/(g · q + ǫ0)) which depends on the bath co-
ordinates. Within the adiabatic representation, the
electronic wavefunction can be written as |Ψ(t)〉 =
c1 (t) |Φ1 (q)〉 + c2 (t) |Φ2 (q)〉 and the adiabatic ampli-
tudes satisfy an implicit time-dependent Schrodinger
equation
d
dt
ci (t) = −iVi (q) ci (t)−
∑
k
p · dik (q) ck (t) , (10)
where djik ≡ 〈Φi (q)| ddqj |Φk (q)〉 is the derivative cou-
pling matrix. For the spin-boson model, the derivative
coupling matrix elements are dj11 = d
j
22 = 0 and
dj12 = −dj21 =
gj
2
∆
(g · q + ǫ0) 2 +∆2
. (11)
We define the pure state electronic density matrix σˆ by
σik = cic
∗
k and the equivalent equation for the density
matrix can be written as
d
dt
σˆ (t) = −i
[
Vˆ (q) , σˆ (t)
]
−
[
p·dˆ (q) , σˆ (t)
]
, (12)
where the potential energy matrix is Vik (q) = δikVi (q).
The bath in the FSSH algorithm is described via a
swarm of trajectories evolving classically on adiabatic
potential surfaces. Each individual trajectory propa-
gates on the active adiabatic potential surface, Va (q),
via q˙ = p and p˙ = −∂Va/∂q, and the bath configura-
tion is followed by monitoring the time-dependence of(
q(n),p(n), a(n)
)
for n = 1, · · · , Ntraj. Each trajectory is
allowed to switch active surfaces in order to force the rel-
ative number of trajectories on each surface to mimic the
adiabatic probability calculated by the adiabatic ampli-
tudes. To accomplish this, a minimal switching probabil-
ity for a hop from surface a (active) to surface b (other)
during each time step dt may be employed as10
γhopab = dt
2
|ca|2 [Im (Vba (q) cac
∗
b) + Re(p · dabcac
∗
b)] .
(13)
For the spin-boson model, the hopping probability is de-
termined entirely by the derivative coupling and the adi-
abatic coherence cac
∗
b . In addition to the hopping prob-
ability, trajectories must have enough energy to hop to a
new surface and obey energy conservation. If the tra-
jectory switches to a new active surface, the momen-
tum is rescaled in the direction of the derivative cou-
pling by p′ = p+ κdab satisfying |p+ κdab|2+ 2Vb (q) =
|p|2 + 2Va (q).
At time t = 0, we require that the initial configuration
of the bath mimics the initial electronic density in the
adiabatic representation. The initial configuration for
the bath modes are sampled from the thermal Wigner
distribution, ρb ∝ exp{−
∑
j
2
ωj
tanh(
βωj
2 )(
1
2p
2
0j +
1
2ω
2
j q
2
0j)}, with the trace over the bath approximated as
Trb {ρb · · · } ≈ 1Ntraj
∑w
(q
0
,p
0
) · · · ≡ 〈· · · 〉. In addition,
we initialize the active configuration a(n) accordingly by
distributing the initial phase terms on surface 1 with
the probability |c1 (0) |2 and on surface 2 via probabil-
ity |c2 (0) |2.
Given that the electronic amplitudes are propagated
in the adiabatic representation and the bath trajectories
move along adiabatic energy surfaces according to the
FSSH algorithm, it is non-trivial to extract diabatic elec-
tronic populations. We adopt the interpretation of mixed
quantum-classical density matrix57 for the diabatic pop-
ulation on state i, which is given by
Pi =
〈∑
j
|Uij (q)|2 δja
+
∑
j<k
2Re [Uij (q)σjkU
∗
ik (q)]
〉
. (14)
Note that the expression for Pi includes information from
the active surface (a) as well as the adiabatic amplitude
(σjk). For the spin-boson model, we can express the re-
duced population dynamics of state 1 as
P1 =
〈
sin2 θ (q) δ1a + cos
2 θ (q) δ2a
〉
+ 〈2 sin θ (q) cos θ (q)Re [c1c∗2]〉 , (15)
which is composed of a portion associated with the ac-
tive surface and a portion contributed by the adiabatic
coherence.
C. Decoherence
Within the standard FSSH algorithm, a difficulty
arises when a trajectory passes through the coupling re-
4gion and the electronic wavefunction may bifurcate on
different surfaces.10,28,58,59 Before the bifurcation event,
each FSSH trajectory carries a particular electronic am-
plitude. After the trajectory passes through the cou-
pling region, the wavefunction retains its phase and the
density matrix remains pure, even if the trajectories are
separated on different surfaces. This failure to incorpo-
rate decoherence may lead to an inaccurate description
of electronic dynamics.
The augmented FSSH (A-FSSH)60 has been proposed
to resolve this problem by collapsing the electronic state
on the inactive surfaces and projecting onto the active
surface according to a decoherence rate calculated on the
fly. The full procedure of the A-FSSH algorithm is out-
lined in Ref. 60. Here, for completeness, we briefly review
the A-FSSH scheme.
The decoherence rate depends on the matrix of aug-
mented moments of the bath coordinate and momentum
(δqˆ, δpˆ) which provide information regarding the separa-
tion of a proxy wave packet in phase space. The aug-
mented moments evolve along a trajectory which follows
the equations of motion
d
dt
δqˆj = Tˆ
q
j − T qj,aaIˆ , (16)
d
dt
δpˆj = Tˆ
p
j − T pj,aaIˆ , (17)
where Tˆ q and Tˆ p are obtained by expanding the full
quantum Liouville equation to first order in ~ (linearized
approximation)
Tˆ qj ≡ −i
[
Vˆ , δqˆj
]
+ δpˆj −
∑
k
pk
[
dˆk, δqˆj
]
, (18)
Tˆ pj ≡ −i
[
Vˆ , δpˆj
]
+
1
2
{
δFˆj , σˆ
}
−
∑
k
pˆk
[
dˆk, δpˆj
]
, (19)
and the matrix of forces is given by Fˆj ≡ −∂Vˆ /∂qj|q and
δFˆj = Fˆj − Fj,aaIˆ. Via the augmented moments, one
can derive the off-diagonal correction to the equation of
motion for the reduced electronic density matrix,
d
dt
σˆ = −i[Vˆ , σˆ]−
[
p·dˆ, σˆ
]
+ i
[
Fˆ , δqˆ
]
, (20)
which incorporates the decoherence mechanism in the
last term. The estimated decoherence rate for the sep-
aration of wavepackets on the active surface a and the
inactive surface b is of the form
γdba = dt
{
(F bb − F aa) · δqbb
2
− 2 |F ab · δqbb|
}
, (21)
which is obtained by assuming frozen Gaussian wave
packets for the bath wavefunction outside of the deriva-
tive coupling region (dˆ = 0) and reducing the decoher-
ence rate for non-zero derivative couplings. The A-FSSH
algorithm also permits resetting the augmented moments
to avoid the failure of the linearized approximation. The
proposed reset rate is given by bifurcate
γrba = −dt
(F bb − F aa) · δqbb
2
. (22)
Note that γrba is the negative collapsing rate since the
moments become invalid when wavepackets aggregate.
A more traditional approach to decoherence correc-
tions within surface hopping consists of damping the
coherence of the density matrix via a pure-dephasing-
like rate.33,34,61 Within this simpler density-matrix ap-
proach, we treat the evolution of the adiabatic coher-
ence outside the derivative coupling region (dˆ = 0)
as pure dephasing in a stochastic formulation.62 In-
side the zero derivative coupling region, the population
transfer is excluded and the adiabatic coherences sat-
isfy ddtσjk = −i(Vj − Vk)σjk and the formal solution is
σjk (t+ τ) = σjk (t) 〈exp{−i
´ t+τ
t
dt′[Vj (t
′)−Vk (t′)]}〉w.
The pure-dephasing time within this stochastic formu-
lation is obtained via the energy difference correlation
function62
1
T ∗2
=
1
2
ˆ ∞
0
〈[Vj (t′)− Vk (t′)] [Vj (0)− Vk (0)]〉 dt′.
(23)
To simulate the decay of the adiabatic coherence within
the FSSH algorithm, we introduce a decoherence terms
that leads to an exponential decay of the adiabatic co-
herences. In particular, decoherence is modeled as a
Poisson process with the probability that a coherence
decay occurs in the time interval [t, t+ dt] gives by
Prob{N [σjk (t)]−N [σjk (t+ dt)] = 1} = e−dt/T∗2 dt/T ∗2 ≈
dt/T ∗2 where N [σjk (t)] is the number of trajectories
whose density matrix retains coherence. However, for
the spin-boson model, estimation of T ∗2 along each tra-
jectory via Eq. (23) is not well defined. To circumvent
this problem, we assume the decoherence time scale takes
a similar form for each trajectory
1
τjk (t)
=
1
2
ˆ t
0
(Vj (t
′)− Vk (t′)) (Vj (0)− Vk (0)) dt′
(24)
which gives an estimate of the pure-dephasing time out-
side of the derivative coupling region. The decoherence
rate for the off-diagonal term σjk is then given by
γdjk (t) =
dt
τjk (t)
. (25)
A decoherence factor for the off-diagonal density matrix
elements may be defined as σjk = ηjkcjc
∗
k, so that the
hopping rate, namely the analogy of Eq. (13), becomes
γhopab = dt
2
|ca|2Re(p · dabσab). (26)
For every time step, we calculate the decoherence
timescale τjk (t) by accumulating energy difference cor-
relations along the trajectory. If a decoherence event
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Figure 1. Diabatic population transfer rates (k) as a func-
tion of diabatic coupling ∆ for FSSH (blue), A-FSSH (red),
and HEOM (black) in the unbiased ǫ0/Er = 0 and biased
ǫ0/Er = 0.8 cases. The bath temperature is assumed to be
in the classical limit, T = 300 K. The reorganization energy
is Er = 520 cm
−1, while the bath frequency scale ωc is tuned
so that ∆/ωc ≪ 1. The dashed lines are reference mark-
ers of sub-quadratic and quadratic dependence, respectively.
The diabatic population transfer rates is extracted from the
population dynamics by exponential fitting.
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Figure 2. Population dynamics of the for FSSH, A-FSSH,
and HEOM in the (a) unbiased ǫ0/Er = 0 and (b) biased
ǫ0/Er = 0.8 cases. The lower panels show the surface and
coherence terms separately, as defined in Eq. (27). The bath
temperature is T = 300 K, the reorganization energy is Er =
520 cm−1, and ωc = 85 cm
−1.
occurs, the associated factor ηjk is set to zero. Then we
symmetrize the density matrix and continue the trajec-
tory propagation.
III. THE GOLDEN-RULE REGIME
A surprising feature of the standard FSSH algorithm
that has recently been discovered is its failure to cap-
ture the quadratic dependence of the (diabatic) transfer
rate in the weak coupling regime. The generality of this
behavior remains somewhat controversial. Furthermore,
the fundamental origin of this apparent failure is unclear.
Landry and Subotnik noted an interesting aspect of the
simple one-dimensional Landau-Zener (LZ) problem.41
In the standard treatment of the LZ problem with ini-
tial electronic population on one surface only, a single
voyage through the crossing region produces population
differences in harmony with the expected quadratic cou-
pling dependence of the rate. However, if the system is
prepared initially with arbitrary population on both dia-
batic surfaces, then a passage through the crossing point
induces a population change that is proportional to both
the electronic coupling itself as well as its square. It may
then be argued that since traversal of the crossing region
mixes the populations, multiple crossings will produce a
rate with a sub-quadratic coupling dependence. With the
addition of decoherence, however, populations are local-
ized after each crossing, such that the rate always retains
its proper quadratic golden-rule form. Below we show
that while this argument cannot explain the deviations
from Marcus golden-rule behavior exhibited by FSSH,
the notion that decoherence can alter the coupling de-
pendence of the rate in a favorable way is indeed correct.
Let us briefly revisit the simple one dimensional LZ
example. As in Ref. 41., let us take an electronic prop-
agator of the form U =
( √
1− ξ √ξ
−√ξ √1− ξ
)
, where
ξ = exp
[
− 2pi
~
∆2
|v·(F1−F2)|
]
≡ exp [−η∆2] is the LZ pa-
rameter which depends on the crossing velocity v and
the difference in the (diabatic) forces, F1 − F2, at the
crossing point, and the electronic coupling, ∆. Clearly a
pure initial wave packet with amplitude placed entirely
on surface a, namely P (0) =
(
1
0
)
, produces a pop-
ulation difference on surface b after one crossing that is
proportional to ∆2 for small∆. On the other hand, if the
initial packet has the form P (0) =
(
α
β
)
where α and β
are arbitrary constants satisfying α2 + β2 = 1, then af-
ter one passage the population difference on the surface
b is given by (ξ − 1)β2 + (1 − ξ)α2 − 2
√
ξ(1− ξ)αβ ≈(
α2 − β2) η∆2 − √η∆αβ. The linear term in the elec-
tronic coupling heralds an apparent subquadratic depen-
dence of the rate on ∆. Importantly, however, it should
be noted that the mixing of populations that occurs
during passage through the crossing region depends on
∆. In particular, starting from the "pure" initial state
P (0) =
(
1
0
)
, passage through the crossing region pro-
duces populations on each diabatic state that are non-
zero, but do depend on ∆ and are thus not arbitrary
6constants. Via consideration of Un
(
1
0
)
, it is straight-
forward to demonstrate that even in the absence of de-
coherence, multiple crossings do not generate spurious
terms in the b-state population that are linear in∆ within
this simple model.
To explore the issue of the behavior predicted by sur-
face hopping in the Marcus regime, we turn to direct
simulation. In Fig. 1, compare the exact diabatic popu-
lation transfer rates, numerically extracted from HEOM
simulations in the high temperature, weak electronic cou-
pling regime to both the results predicted by FSSH as
well as the decoherence based A-FSSH algorithm. In
both cases, we use Eq. (15) to extract diabatic quanti-
ties. The exact HEOM simulations are not confined to
the strict high temperature limit. Thus we expect rates
that scale as ∆2, but do not necessarily conform quan-
titatively to standard Marcus theory. The results are
shown for both an unbiased and strongly biased cases
of the spin-boson problem. Several important features
should be noted. First, in the symmetric situation, the
FSSH approach yields the correct scaling of the rate with
∆ and produces results that are essentially indistinguish-
able from those of A-FSSH. This is true even as the elec-
tronic coupling is varied over a wider range, and for all
values of the reorganization energy. On the other hand,
when there is a sizable energetic bias, the rate indeed vi-
olates Marcus scaling and behaves in a manner qualita-
tively similar to that described in Ref. 60.63 Importantly,
however, the magnitude of the deviations we find are sig-
nificantly smaller than that expected from the calculations
of Ref. 60. Remarkably, the inclusion of decoherence cor-
rects this failing, producing results in quantitative corre-
spondence with exact numerics. Thus, violations of the
expected golden-rule behavior as well as the impact of de-
coherence in the weak-coupling regime appear to depend
sensitively on the electronic bias.
To gain a deeper understanding of this surprising re-
sult, we decompose the non-adiabatic population into
terms that have an explicit dependence on the dynamics
on a given surface the the coherence between surfaces, re-
spectively. It may be shown that Eq. (15) can be recast
as
P1 = Psur + Pcoh
=
〈
1
2
+
1
2
g · q + ǫ0√
(g · q + ǫ0)2 +∆2
(δ2λ − δ1λ)
〉
+
〈
∆√
(g · q + ǫ0)2 +∆2
Re[c1c
∗
2]
〉
, (27)
where we have labeled the two relevant terms in Eq. (27)
as the "surface" term, Psur, and the "coherence" term,
Pcoh. Note that we are using the diabatic interpretation
of Ref. 57, so in essence it is the "surface" term that is
expected to be most sensitive to decoherence corrections
applied in the adiabatic basis, not the "coherence" term.
Furthermore, note that it is the surface term that has
the stronger explicit dependence on the energetic bias,
in harmony with the notion that the distinction between
FSSH and its decoherence corrected variants will depend
on bias as reflected in the way decoherence alters the be-
havior of the first term of Eq. (15). In Fig. 2 we show the
temporal decay of population in both the unbiased and
biased cases, within both FSSH and A-FSSH. We also
show separately the surface and coherence terms. For
the unbiased case, FSSH and A-FSSH yield essentially
identical results, while in the biased case A-FSSH is in
near quantitative agreement with the exact result while
the standard FSSH result decays too rapidly. The dif-
ference between the two results is noticeable only in the
surface term, which dominates over the coherence term.
Thus, we find that distinction between the unbiased and
biased cases reflects the manner in which the bias couples
to coherence-sensitive terms as exposed in Eq. (27).
IV. THE FULL PARAMETER SPACE
In this section, we explore more broadly the compari-
son of surface hopping to benchmark calculations of dy-
namics in the spin-boson model. Fig. 2 illustrates that
in the golden-rule regime, standard FSSH produces re-
sults in qualitative agreement with the exact behavior
produced by HEOM calculations. The inclusion of de-
coherence can lead to improved and even quantitatively
accurate results, however the improvement over FSSH
will depends sensitively on the parameters of the under-
lying Hamiltonian, such as the energetic bias. Similar
behavior is seen away from the weak coupling limit. For
intermediate electronic coupling and high temperature
(kT/ωc ≫ 1), a regime often difficult to treat via ap-
proximate perturbative approaches, we find that FSSH
is quite accurate, with an accuracy that is not altered by
inclusion of decoherence within the A-FSSH approach.
On the other hand, direct decoherence damping with a
pure-dephasing-type rate generally leads to less accurate
results than FSSH in this regime, especially when the
reorganization energy is large. These observations are il-
lustrated in Fig. 3. In the adiabatic regime, where the
electronic coupling is large, we again find that FSSH is
in good agreement with the exact behavior of the simu-
lated non-equilibrium populations at high temperatures,
especially for large reorganization energies. Some select
examples of this comparison are illustrated in Fig. 4. In
situations where the reorganization energy is small and
the system has no energetic bias, the upper left panel of
Fig. 4(a) and the upper right panel of Fig. 5 illustrate how
A-FSSH provides a damping of population oscillations
that brings the approximate results into quantitative cor-
respondence with exact simulations. With respect to
more phenomenological treatments of decoherence, two
new features stand out. First, direct decoherence damp-
ing with a pure-dephasing rate generally leads to more ac-
curate results in the strong-coupling regime than it does
in situations where the electronic coupling is intermedi-
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Figure 3. High temperature dynamics with intermediate elec-
tronic coupling strength. We employ a reference unit of en-
ergy of 104 cm−1. Parameters are kT = 2 (T = 300 K),
∆ = ωc = 0.2 , (a)ǫ0/∆ = 0, (b)ǫ0/∆ = 2, and (c)ǫ0/∆ = 4.
Reorganization energies are scanned from small to large and
are listed on each panel. “Dephase” refers to the use of
Eqs. (24)-(26).
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Figure 4. High temperature dynamics in the adiabatic regime.
We employ a reference unit of energy of 104 cm−1. Parameters
are kT = 2 (T = 300 K), ∆ = 1, ωc = 0.2, (a)ǫ0/∆ = 2 and
(b)ǫ0/∆ = 4. Reorganization energies are scanned from small
to large and are listed on each panel. “Dephase” refers to the
use of Eqs. (24)-(26).
ate or small as compared to other energy scales in the
problem. In particular, unlike in the case of interme-
diate coupling, the more phenomenological treatment of
decoherence appears not to lead to gross overestimates of
the rate of population decay in energetically biased cases
for large electronic couplings. Furthermore, we find, for
the first time, examples where a simple "pure dephasing"
correction leads to clearly improved accuracy over both
FSSH and A-FSSH. We emphasize however that in gen-
eral we find A-FSSH to be, on average, the most accurate
approach across the full parameter space.
Lastly, we turn to situations where the temperature is
comparable to, or lower than, the characteristic bath fre-
quency. In such situations we expect any surface hopping
approach to be unreliable due to the fact that the dynam-
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Figure 5. High temperature dynamics in the adiabatic regime.
We employ a reference unit of energy of 104 cm−1. Parameters
are kT = 2 (T = 300 K), ∆ = 1, ωc = 0.2, and ǫ0 = 0. Re-
organization energies are scanned from small to large and are
listed on each panel. “Dephase” refers to the use of Eqs. (24)-
(26).
ics of the nuclei are treated classically. Thus processes
such as nuclear quantum tunneling cannot be described.
While we find this to be generally the case, there are sit-
uations where the surface hopping approaches find some
success even in this "quantum bath" regime. In particu-
lar, when the electronic coupling is strong and the time
scale is relatively short, both FSSH and A-FSSH can ac-
curately model the Rabi-like oscillations for several pe-
riods of motion as illustrated in the upper left panel of
Fig. 6 (a) and (b). For intermediate temperatures A-
FSSH can accurately correct the decay rate of the am-
plitude of oscillations, however its accuracy diminishes
at lower temperatures as shown in Fig. 7. In general,
however, surface hopping fails to quantitatively capture
population relaxation in these regimes, with some "worst-
case" examples illustrated in Fig. 6.
V. CONCLUSIONS
In this work we have provided, to the best of our knowl-
edge, the first detailed comparison of surface hopping
with exact quantum dynamics for an idealized but non-
trivial model of condensed phase non-adiabatic dynam-
ics. In particular, we have focused on the role played
by decoherence across the entire parameter space in gen-
eral, and in the incoherent golden-rule regime in partic-
ular. Our results provide both an understanding of how
decoherence influences behavior in the weak electronic
coupling regime as well as general guidelines for the re-
liability of surface hopping with or without decoherence
corrections across all regimes.
With respect to recovery of Marcus golden-rule scaling
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Figure 6. Low temperature dynamics in the intermediate
regime. We employ a reference unit of energy of 104 cm−1.
Parameters are kT = 0.2 (T = 30 K), ∆ = 2, ωc = 2,
kT = 0.2, (a) ǫ0/∆ = 0, and (b)ǫ0/∆ = 2. Reorganiza-
tion energies are scanned from small to large and are listed
on each panel.
behavior, we present several novel findings. First, we find
that deviations from golden-rule scaling, at least within
the confines of the spin-boson model with a standard De-
bye spectral density, do not occur for symmetric systems
and only become apparent in systems with a large ener-
getic bias. In biased cases the inclusion of decoherence
appears to correct the errant behavior of the standard
FSSH approach. On the other hand, we show that the
origins of the inability of FSSH to yield golden-rule be-
havior are subtle and the departure from the quadratic
scaling are smaller than expected from past work. Lastly,
we note that while it is clear that the decoherence based
A-FSSH algorithm alters the electronic dependence of
the transfer rate in the weak coupling limit so that the
standard golden-rule is recovered, we have no analytical
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Figure 7. Intermediate and low temperature dynamics in the
adiabatic regime. We employ a reference unit of energy of
104 cm−1. ǫ0 = 0 and reorganization energy is large Er = 5.
Parameters are (left) ∆ = 10, ωc = 1, kT = 1 and (right)
∆ = 20, ωc = 2, kT = 0.2. “Dephase” refers to the use of
Eqs. (24)-(26).
argument that demonstrates that this should occur, or
that it will continue to be true over a wider range of ∆
than we have investigated.
A systematic survey of parameter space provides im-
portant guidelines concerning the accuracy of surface
hopping and its decoherence-corrected variants. One ma-
jor conclusion that can be immediately reached is that,
in general, the standard FSSH is surprisingly accurate in
large portions of parameter space. Furthermore, while
the decoherence-based A-FSSH approach often leads to
some improvement in the description of the temporal de-
cay of non-equilibrium population, on average the cor-
rections are not dramatic. The largest improvements
fostered by the inclusion of decoherence provided within
the A-FSSH approach are found in the previously dis-
cussed golden-rule regime (c.f. Fig. 2) as well as in cases
where decoherence damps otherwise oscillatory popula-
tion decay. Thus, at least with respect condensed phase
environments with widely dispersed spectral properties,
the standard FSSH approach should generally provide a
reasonable description of dynamics.
All of the surface hopping approached we have em-
ployed in this work have difficulty in accurately describ-
ing low temperature situations, with the exception of
symmetric cases where the electronic coupling is so weak
that essentially pure Rabi oscillations are observed on
short to intermediate time scales. However this break-
down of surface hopping is unsurprising as the approach
is incapable of capturing nuclear tunneling effects. Quan-
titative breakdowns also appear at high and intermedi-
ate temperatures not only in the golden-rule limit, but
also for intermediate to strong electronic coupling when
the coupling to the bath (as given in the reorganization
energy) is also sizable. However, even in these regimes
failures appear as isolated examples more than generic
trends.
We have also investigated decoherence corrections that
are perhaps less well justified than that provided by A-
FSSH but are simpler conceptually. In particular, we
have explored an approach similar to the earliest de-
coherence corrections which employs a simple damping
term given by the pure dephasing rate along a trajec-
tory. In general we find that such an approach decoheres
relaxation dynamics too strongly, often worsening agree-
ment between the standard FSSH algorithm and the ex-
act results. Somewhat surprisingly however, the degree
of decoherence provided by this approach may be seen to
quantitatively correct the failures of both FSSH and A-
FSSH in the "isolated" cases where both fail, namely the
regimes of sizable electronic and system-bath couplings
mentioned above. This coincidence should be investi-
gated further, as it may foster a deeper understanding
of the physics associated with these isolated examples,
something that we currently have been unable to pro-
vide.
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