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Abstract-The usual definitions of statistical measures of stochastic processes (expec- 
tation, covariance, etc.) are extended in a form more appropriate to stochastic pro- 
cesses; properties such as statistical independence, stationarity, and ergodicity are 
discussed in terms of the new definitions, analytical representations for probability 
distributions are given as a basis for derivation of statistical measures of stochastically 
transformed processes. 
1. INTRODUCTION 
The mean and correlation of a function x(r) do not determine the mean and correlation 
of its transform y(r) unless the transformation is linear. When the process x is not Gaus- 
sian, it is not completely characterized by the mean and correlation and even if it is 
Gaussian, nonlinear transformations do not preserve the Gaussian character. It is ex- 
tremely important in physical applications to depart from the usual Markovian viewpoints 
and to consider nonlinear transformations of stochastic processes not necessarily Gaus- 
sian. The basic papers of Kuznetsov, Stratonovich, and Tikhonov [II in the U.S.S.R. 
connect nicely with the present work-an approach which began with the dissertation 
and following work of Adomian and continued with increasing generality through his own 
work and that of his students Sibul, Elrod, and Malakian. When systems involve sto- 
chastic parameters and are modeled by differential equations with stochastic process 
coefficients so that a stochastic (differential) operator is involved, the objective according 
to this approach is to determine appropriate statistical measures (s.m.) of the solution 
process in terms of similar information about the coefficient processes, system inputs, 
and initial conditions. The term is used to refer to the various quantities, involving sta- 
tistical or ensemble averaging, by which the process is ordinarily described, e.g., math- 
ematical expectation (mean), correlation, covariance, moments, etc. Complete statistical 
knowledge of a process is assumed if one knows all the s.m. which is equivalent to 
knowing the nth order probability distributions for increasing II. In physical problems we 
are generally satisfied with much less. For the Gaussian process, the mean and correlation 
are sufficient for complete statistical knowledge but for general processes, more is needed. 
The relationship between output s.m. and input s.m. involves an integral kernel called 
the stochastic Green’s function 123, in analogy to the ordinary Green’s function which 
relates output and input for a deterministic linear problem. Recent work has solved the 
problem of stochastic linear or nonlinear systems modelled by stochastic differential equa- 
tions 131 with the various adaptations of the iterative method of Adomian; particularly, 
the inverse operator method of the authors [4] has proved useful and convenient. Coupled 
with the work of Kuznetsov, Stratonovich, and Tikhonov [l], it generalizes further to 
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make a satisfactory and complete theory. We begin by enlarging on the customary den- 
nitions of the various s.m. in a way we feel takes into account the nature of a stochastic 
process as a family of rurdom ~~uriublr (T.v.) rather than a parametrized r.v. 
2. MATHEMATICAL DESCRIPTION OF STOCHASTIC PROCESSES 
A stochastic process s(t,w), t E T, o E (Q,F,p), a probability space, and usually 
denoted simply by x or x(t), can be viewed as a mapping x : fl.rT + R or equivalently 
.r : lZ + RT. For a fixed w, X(I) yields a realization of the process and can consequently 
be viewed in general as an ensemble of realizations over R. For a fixed time 1, .rl is a 
random variable with a distribution function fi(.r,t). If we consider the index space T 
over which .r is defined, we have a family of random variables describable by joint 
distributions fJ2Js, . . . rfn, . . . Thus, we speak of the distribution of order II given by 
f(,rl,-r*, . * * rXn ; t1,t2, . . . ,t,J for increasing n. For physically realizable systems we can 
consider finite sets { r,,r2, . . . ,t,} E T. Defining the random variables ,ri = _r(ti,w) the 
process x is equivalent to the collection of r.v. x1,x2,. . . ,_I-~. Hence, we write the process 
as x(x1, . . . ,I,,). This aggregate is described by the distribution function f(xi,.~~, . . . ,.rn ; 
t1, * * ., t,) called the distribution function of order one for a process and is indicated by 
fl. This approach is convenient for measurement processes which are noise-corrupted 
and done at discrete times t,,f2, . . . . 
3. STATISTICAL MEASURES 
Assume a stochastic process x(t,w), t E T, w E (fl,F,p), a probability space 
(p.s.) described by finite-dimensional distributions (density functions) P&i, . . . ,xn ; 
t17.e ~ ,r,) of increasing order n ~ 
The conventional or customary definitions of statistical measures (s.m.) [51 of a sto- 
chastic process, such as the expectation, correlation, etc., is not entirely satisfactory. 
The usual definition of the expectation is given by 
m,(t) = (-4f,W)> = x(f,w) p(x,f)dx 
in terms of a first order probability density function (p.d.f.) as if it were a random variable 
(T.v.), treating t as a parameter. Similarly, the correlation is ordinarily defined by 
We will represent a stochastic process as an n-tuple of random variables given by 
x(.r(fI,w), x(t2,w), . . , x(~~,w)) or (xi,. .xn) 
and write 
and 
P(x) = P(.qJz, . J” ; f,,fz, ,f,J 
dx = dx,, ,dx,. 
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We can then write 
as the mean where we use the nth distribution rather than the first since we consider not 
a single r.v. from the process with t ranging over T but the n-tuple of r.v. with r,,t2, ~. . ,t, 
E T. 
4. DEFINITIONS 
Expectution of order n 
The expectation of order n for a stochastic process (s-p.), x(t,w), is the function 
m,(t1, * . . ,t,J such that its value for each given n-tuple t = (r,, . . . ,tn) is equal to the 
expectation of the value of the process x(t,o) for this I = (zl, _ . . ,t,). Thus, 
representing x(t,w) as the n-tuple (x(t,), , . 0 ,x(t”)), we have 
m,(t) = (x(t,w)) 5 rn,(ll,. . . ,t,) = (X(-q,~ . . J,)) 
a 
I I 
0: 
= . . . x(x,, . . . ,x&(x1,. . . ,x, ; I~, . . . ,t,) dx,, . . . ,dx, 
-m --m 
= 
I 
x(x1, . . . ,x,)p(x,0dx or (x,, . . . ,x,)p(x,r)dx 
R” I R” 
or, for ease in writing, simply 
x p(x,t)dx. 
Clearly the usual definition of expectation coincides with the expectation of order one. 
Also, the expectation of order one, or m c n, can be obtained from the expectation of 
order n. 
The time average of order n of x(r,o), denoted by f(xl,. . . ,x,,) is given by 
x(x,, . . . ,x,,)dt,, . . . ,dt,. 
We have ergodicity of order n if the expectation of order n is equal to the time average 
of order n. 
Dispersion qf order n 
The dispersion of order n of x(r,w) is the expectation of order n of x2(x1,. . . J,) thus 
D,(t) is 
DAt,, . . . ,I,) = I xyx,, .. . vx,)p(xl, . . . ,x, ;fI, . . . ,r,)dx, . . ~ dx, R” 
or 
DAh, . . . .tn) = (3,. . ,.ri)p(x,Odx. 
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The Xth moment of order n of a s.p. .r(t,w) is the expectation of order II of 
P(.r ,, . . I ,I,). Thus, 
m&.(t,, . . . J,) = (x”(x,, ,x,)) = J xyx I,.“, x,)p(x,t)dx, R" 
e.g., the kth moment of order one is (x’(tJ), using the first order p.d.f.; the kth moment 
of order two is mk(tl,f2) = (xk(x,,x2)) using the second order p.d.f. p(xI,.r2; tl,t2) and 
integrating over R’, i.e., 
- -I
JJ ‘dx, dxz. -m 
Correlation oj‘order n 
The correlation of order tz for a given pair of stochastic processes x( t ,w) and X(T,W) 
is the expectation of order n of 
given by 
R,(t,T) = I X(X(fl), . . ,X(L)) : (-$T,). . ,x(T,)ptx(f),~(T))dX(f)dl;(T), p 
where x represents a column vector and .T is a row vector and where 
and 
dx( f)dX(T) = dx(t,) . . . dx(f,Jdx(TJ . dx(T,) 
f’(%b)) = f(x(tr), . . ,Xtb,),:(T&. 27,) ; I,, ,tnrTlr 77,). 
Summarizing briefly the ordinary definition of the expectation m=(t) is given in terms of 
p.d.f. of order one 
(X(f,W)) = j s(t,w)p(x,t)dx. 
R 
Our definition is in terms of the p.d.f. of order n 
txtf,W)) = j xtf,w)p(.r,r)dx 
R" 
involving the appropriate n-tuples for .Y and t and understanding that dx = 
dx,. ” . dx,. The correlation is customarily given as 
R,tt,r) = x(f,w) i(T,w)p(X(f),:(T) ; I, r)dxI d:, 
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R, = 
I 
X(~,~):(~,W)P(X(Z),:(~) ; f,r)dx 
R= 
while we have 
R, = 
I 
x(t,w):(~,w)p(x(f),:(7) ; t,T)dx 
R=R 
involving 2 n-tuples. 
Thus, the ordinary mean is actually for a r.v. x at time r and the ordinary correlation 
is for a pair of r.v. x at time t and z at time T chosen from the index space T. We have 
regarded the process as a family of r.v. x(2,), . . . ,x(r,) in T specified by the nth dimen- 
sional p.d.f. If {x(r), t E T} takes on only teal values, T C R and the integration means 
cf cc 
I 1. . . . -0c --DC 
If 1, = I* = . . . = t,, = t, the definitions coalesce. m(t,,t& for example, represents a 
sequence of values. When p(xl,x& = p(x-Jp(xz), i.e., statistical independence holds, 
then the sequence of values represented by m(rl,tz) is equal to (m(t3, m(r&), where 
each element of the sequence is the ordinary mean. Generally this is not the case, hence, 
the usual m(r) which yields m(r,) at t, and m(r,) at fz is now smeared out into a band 
about which pairs of realizations fluctuate rather than a single function about which 
realizations individually fluctuate. Extending this concept m(tl, . . . ,t.) becomes a cyl- 
inder in n-dimensional space about which n-tuples of realizations fluctuate. 
Joint moments of order n 
The joint (r + s)-moment of order n for the processes x(l,w), x(7,w) is the expectation 
of order n of x’(~,w)x~(T,w) given by 
The quantities t, 7 indicate the n-tuples tl,. , . tn and TV,. . . ,T, ; x(r) is the n-tuple 
X(f3,. . . ,x(2,), etc. The joint (r + s) moment of order one is given by 
and the joint r + s moment of order n reduces to m,( tl, . . . ,t,) for r = 1 and s = 0, or 
r = Oand s = 1, and to DAr,,.. . ,t,J for r = 2 and s = 0 or r = 0 and s = 2. If r = s 
= 1, mrs = ml1 = R,(t,, . . . ,tn;T1, . . . ,T,) which is the correlation function of order n. 
5. STATISTICAL INDEPENDENCE FOR STOCHASTIC PROCESSES 
Consider the pair of stochastic processes x(r,o), _v(t,w). 
Dqfinirion l(a). The stochastic processes x(t,w), v(r,w) are sratisri&aliy independent 
of order one if 
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Dejinirion l(b). The stochastic processes .r( t ,w), .v( t ,w) are statisticu/l~ independent 
qf’order tu’o if 
f!(.~lr-%,Y*,Y2 : flJ*J;rf;) = J-d-r,,x, : f1J2) . fi(h,YZ ; G&J. 
Dejinition I(c). The stochastic processes s(t ,w), _v(t ,w) are statistically independent 
of’ order n if 
f2(4,, .&I ; Yl, *yn ; ll,. J”A,. . Gt) 
= f&r,, J, ; [I, A) fLYI, . . . y, ; t;, Al>. 
Remark 1. If the processes x,y are statistically independent of order n then the ex- 
pectation of .r,y is the product of the individual expectations. 
Proof. 
(4x1,. ” J,) Y(Y,, . 9Yd) 
II 
x 
= x(x,, . . .x,1 Y(Y,, . . . ,y,lfi d-4x,, . . . ddy(y,, . . . ,Y,) 
-cc 
= x Y fi(-rlv. . . J, if,, . . . 4 fdy,, . ,yn ; G, . A,) dx dy 
-z 
= J x(x1,. . . A) fdx,, . . rx, ; f,, . . A) d-4x,, . . . ,x3 -m 
Y(YI,. .Y,) h(y,, . Y, ; 6,. . . ,fh> dy(y,, . . ,y,,> 
= (4x1,. . . ,&I)) (Y(Y*, . . . ,Y,>). 
Dejrnition 2(a). The processes .r,_v are uncorreluted to order one if 
(4.4Y(Yl)) = (x(x1)) (Y(YJ)' 
Definition 2(b). The processes .r,y are rrncorrelated to order two if 
(-4x17x2) Y(YI,Yd) = (~(-QJ,>) (YhYd). 
Dejinition 2(c). The processes .I-,? are uncorreluted to order n if 
(x(x,, . . ” AI) y(y,, ,Yn)) = (.4-Q, J,)) (Y(Yl, . . ,Y"D. 
Remurk 2. The statistical independence of order k = 1,2,. . . ,n for x(t,w) , y(f,w) 
implies the processes are uncorrelated to the same order but the converse is not true. 
Remurk 3. Given the stochastic process x(t,w), consider the stochastic process 
x(~+T,w) obtained from .r(t,w) by a translation of the parameter t by T. The correlation 
to different orders can be examined for T + 0 and T -+ m and intermediate values in the 
interval [O,ml. As T --, 0, the processes become identical and we have maximum corre- 
lation. As T + 00, the processes become statistically independent to order n and thus 
uncorrelated to order II. 
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Statistical properties of stochastic processes exhibit some invariance properties under 
translation with respect to the arguments such as space, time, or other independent 
variables. For simplicity, consider a single independent variable t . 
Definition 3(a). A process x(t,w) is said to be strictly stationary of order one if the 
probability density function (distribution) of x(x1) is invariant under translation in the 
parameter tl, i.e.,f,(x, ; tJ = fi(xl ; t, + h) for any t;: t, + h E T. 
Definition 3(b). A stochastic process x(t,w) is strict/y stationary of order two if the 
probability density function of x(xI,xz) is invariant under a translation of the parameters 
tlrf2, i.e., 
fi(~1JP ; flJ?) = fl(-GrXt ; t, + h,t2 + h) for any t,,tz,ti + h E T 
fori= 1,2. 
Definition 3(c). A stochastic process x(t,w) is strictly stationary of order n if 
the probability density of x(x1,. , . ,xn) is invariant under translation of its param- 
eters tl,t2,. . . t,, i.e.,fi(x,, . . .x,, ; tl,. . . tn) = fi(xr,. . . ,xn ; tI + h,. . . t,, + h) for any 
t1,. . . .t?l , ti + h E T for i = 1,. . . ,n. 
Remark 4. The statistics of strictly stationary processes of order k = 1,2, _ . o ,n are 
unaffected by choice of time origin. We can also consider jointly (strictly) stationary 
processes of different orders. 
Definition 4(a). A pair of processes x(t,w), y(t,w) are jointly stationary of order one 
if the joint distribution of x(x&, y(yJ is invariant under a translation of the parameters 
tI, t’, E T, i.e., 
A&I.YI ; h,ti) = ~(x,,Y, ; 11 + h, t; + 4 
for any tl, t;, tl + h, tl + h E T. 
Definition 4(b). A pair of processes x,y are jointly stationary of order two if the joint 
distribution of x(x1,x2), y(y1,y2) is invariant under translation of the parameters 
tl,t2,tl,t; E T, i.e., 
~~(x~Jz,Y,,Y~ ; ~,J~J;J;) = ~z(-G,x~,Y~,Y~; 11 + h, r2 + h, 4 + k 4 + h) 
for any ti,t;qti + h, t; + h E T. 
Definition 4(c). A pair of processes x,y are jointly stationary of order n if the joint 
distribution of x(x1, . . . x,,), y(y ,, . . , ,y,J is invariant under translation or the parameters 
11, * - . ,f?L, t;, * * . ,tL E T, i.e., 
fi(Xl7. . . ,&l.y,, . . . ,yn ; t,,. ' . . ,tn,t,, , . . 0 
= f2(x1,...,xn,y1,...,yn ; t, + h,...,t, + h, t; + h,...,t:, + h) 
for any ti,ti,ti + h,t; + h E T. 
Remark 5. A process which is stationary of order n is stationary of order k < n. 
Processes which are jointly stationary of order n are jointly stationary of order k < n. 
Remark 6. A complex stochastic process 
z(l,w) = x(f,w) + iy(t,w) 
is said to be stationary of order n if x and y are.jointly stationary of order n. 
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Remurk 7. The stochastic metric defined by 
plx(t,w) , ~(t.o)l = j x(t,w) ho) df? 
is stationary of order n if x and y are jointly stationary of order n (x is a column vector, 
y is a row vector). 
Remurk 8. The multivariate random function g(x(r,o), _v(t,o)) is stationary of order 
n if the joint distribution function of g(x,y) is stationary of order n. We can similarly 
define wide sense or weak stationarity of order n for stochastic processes. 
7. ERGODICITY 
For a given stationary process, we can consider the concept of ergodicity. We begin 
with ergodicity in the mean. 
Dejinition 5(a). A process is ergodic in the mean of order one if 
I 
m 
= X(XI>~(XI ; h> dx, 
-30 
= (x(x*>) with probability 1. 
Dejbzition 5(b). A process is ergodic in the mean of order two if 
1 T T 
X(X,JP) = j_y E _T _T -dx,t-d dt, dt, 
II 
* I 
= 
II 
x(xlrxzlfi(x1,xz ; t,,fz) dx,.dx, 
-ID -r 
= (x(x,,x*)~ with probability 1. 
Dejinition .5(c). A process is ergodic in the mean of order n if 
1 -T 
J I 
T 
x$x,, ~ . . ,x,1 = Fir (2r)n _T --- _T x(x,, . ,x,1 dt,, . . dt, 
30 
I I 
x 
= . . . x(x,, . .x,,)fi(x~, . . . J, ; [I, ,b) dx,, 
-a --r 
= (x(x,, . ‘. 4) with probability 1. 
Dejinition 6(a). A process is ergodic in mean squure oj’order one if 
1 T 
x2(x1) = lim - 
I T-+X. 2T -_T x2(x1) dl, 
= 
J’ 
I 
x%,)fi(x,,t,) dx, 
-Y 
= ( 2(x,)) with probability 1. 
dxn 
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Definition 6(b). A process is ergodic in mean square of order two if 
= 
= 
De$nition 6(c). A process is 
3 Ilr 
II ~t~,r-4h(~~~z ; tlrf2) dx,,dxz a a 
(X2(X1 .X2) ) with probability 1. 
ergodic in mean square of order n if 
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x*(x,, . . . A) = ;irn & J_, --- I, XV,, . xn) dt,, . . ,dt, 
m 
I I 
WC 
= . . . x2(x,, . . . x,)f*(x,, . . . J, ; t,, . . . J,) drl, . . . &n 
-m 
= (i(x,, . . . ,x,)) with probability 1. 
Definition 7(a). A process is ergodic in correlation of order one if 
x(x&o~) = lim 1 
I 
T 
T-rm 2T -T 
4x1) x(4) dt, 
= (4%) 44)) 
= RATI) with probability 1. 
Definition 7(b). A process is ergodic in correlation of order two if 
x(X1 7X2) x(X; 9x8 X(X1,X2) x(Xl,X;) dt, dt, 
Definition 7(c). A process is 
= (X(X* 9X2) X(X; *XL)) 
= &(7 I 772) with probability 1. 
ergodic in correlation of order n if 
X(X,, . ,Xn) X(X;, . . . ,XL) = x(x,, . . . r-4 x(x;, . . . ,xh) dt, . . . dt, 
= (x(x1,. .&I) 44,. . . ,x3) 
= R_,.(T~, . . . T,) with probability 1. 
Remark 6. The special case of ergodicity with respect to the mean (mean square, 
correlation) of’ order one corresponds to the ordinary definition in the literature (e.g., 
Soong, Pugachev, etc.). 
8. ANALYTIC EXPRESSIONS FOR THE PROBABILITY. DENSITY 
FUNCTIONS 
It is often necessary to have an analytical representation for the probability density 
functions (distributions) for a random function. A useful technique which we will gen- 
eralize is the following method from Pugachev [5] for a random variable. 
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Let j’(x) be a probability density function which we need to represent analytically. Let 
J&u) be a known probability density function. Let C&(X). $,(.r), . . . be an orthonormal 
set of polynomials with respect to the density function &(s), i.e., 
where 6,” is equal to one if p = v and zero otherwise. Define 
bo(4 = a00 = 1 
d+(x) = a10 + a11 -J- 
&(x) = i ank xk (n = 1,2,. . .). 
k=O 
A formal expansion of J’(X) is given as 
f(x) = fdx)[c040(4 + ClblW + . * . I, 
where 
(3) 
Substituting (2) 
I 
15 
c, = h(xlf(xW (n = 0,1,2,. .). (4) 
--m 
c, = i ank(xk), (5) 
k=O 
when (x’) = Mk is the kth moment of the random variable which has the distributionf(.r). 
Thus if the moments exist and are known, the coefficients in (3) can be determined and 
fT.r) is specified in terms off0 and appropriate polynomials {&}. Under certain conditions 
the series converges and we have an accurate representation but in practice only a few 
moments are known and convergence is of little interest; it is sufficient that f‘(.r) be 
represented with sufficient accuracy by a few terms. We can take, for a continuous 
random variable, the normal density for fb(.~) = (1/d%)e-“.2i2. The polynomials +,, are 
given by 
(b”(X) = (l/da H,(x) (n = 0,1,2,. .I, (6) 
where the H, are the Hermite polynomials: 
H,(x) = 1 
H,(s) = x 
Hz(X) = x2 - 1 
etc. 
(7) 
If the distribution of a random variable s is to be represented this way, one conveniently 
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normalizesx byx’ = x - (mSIuE) so(x’) = Oanda,~ = 1. Then(x’“) = Ofor k = 1 and 
1 for k = 2. Also co = 1, cl = u,~, cz = azo + az2, and 
c, = a,0 + an2 +i ankmk (8) 
k=3 
for tr = 3,4,... 
For the Hermite polynomials 
co = 1, c, = cz = 0, c, = a3/V5!, etc. (9) 
and 
f(x) = -& e-r212 
[ 
Cc cH(x) 1+C ,,* , 
1 
which can also be given as a Gram-Charlier series! 
Since (x9 = ml, = ,.kk/(Tk where ,..&k iS the Central kth InOIIIent, then for a random 
variable of nonzero expectation, the values of (Yk in (8) and (9) must be replaced by ,..k/ 
crk. Then (9) becomes 
1 I-493 1 k co= l,c,=cq=O,cg=-- cq=- --3 
V3! u3’ ( 1 fi u4 
[where y1 = p3/u3 is called the coefficient of asymmetry and y2 = (&u4) - 3 is called 
the coefficient of excess which are regarded as measures of deviation from normality]. 
We now consider the generalization to stochastic processes. 
Let .u(t,w) be a stochastic process. To obtain explicit expressions for the hierarchy of 
distribution functions (density functions)* fI,k(~Ir . . . ,xk ; tl, . . . ,tk) for k = 1,2, . . . ,n, 
i.e., 
fi&l, . . . 9-h ; fl, . . . ,bL) 
for the given stochastic process -r(r,w) in terms of the distribution functions 
.fb,,+(xI,. . . xk ; t,,. . . ,tk) for k = 1,2,. . . ,n, i.e., 
fO,l(Xl ; [I) 
f0.2hrX2 ; hJ2) 
fo,&, . . . J, ; 11, . ,4J 
*The subscript 0 in .fbJ; indicates a “standard” distribution; the subscript 1 in .f;.r denotes a desired distri- 
bution for a single stochastic process. 
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For a known process such as the Gaussian for example. we consider the random variables 
.u(r ,,W) = _Vl, Y(~+J) = x2, etc. From the set of functions (monomials) 
where m,, ,Vln = 0.1.2,. . . we construct the multidimensional orthonormal systems 
{6n,(XI ; h)> 
wn,.m*bh 9-Q ; [I J*)> 
with m ,,m2, . . . m, = O,l, , . . . and weighting functions j&, . . . ,fb,,, from the sequence 
X:“, .r:1’x?2, . . . . 
To obtain f;,I, or f‘I, in terms of J b.l, or fb we use the sequence of monomials X;~I 
with ml = 0,1,2 . . . . , to generate the set C&,(X), c$,(x), . . . with scalar product 
(&,&,J = 1 z &Ax) 6,(x) f&) dx = L,, (1) 
-X 
to obtain 
c#+(X) = i cl,kXk n = 1.2,. . 
k=U 
f(x) = h(x) [whdx) + CI41(4 + . . .I (3) 
.r 
C” = J 4,(x) f(x) dx. --m (4) 
Substituting (2) in (4) we find c,, = 1 and c,, = 1 c~~~(.Y~) where (.?I is the kth moment 
of the random variable .Y 1 = .r(t,,w) with t, E T, w E 0, with density fl_u). Thus knowing 
the first few moments, enough coefficients in (3) can be determined to get a sufficient 
approximation for f(s). Under certain conditions, (3) converges to .f(_r) however this is 
of no practical importance in problems since only a few of the moments of a given random 
variable will usually be known. 
The expression (3) can be based on different probability densities f;(x): a suitable 
choice means that fl_u) is represented well by only a few terms. For continuous variables 
it is common to use the Gaussian distribution as the “standard” writing 
1 X:! 
fo(-r) = x exp -7 
i I 
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then 
KS-4 ?I = 0,1,2,. , . , 
where H.(x) are the Hermite polynomials, e.g., 
H,(x) = 1 
H,(x) = x 
H,(x) = 2 - 1 
H3(x) = 2 - 3x 
H4(x) = x4 - 6x2 + 3. 
In general, 
H,(x) = x” + z (- l)m(2m - 1) c:“‘x”-~~, 
llI=1 
(3) becomes 
f(x) = --&g ee3” 1 + z: H,(X) . 1 s 
If we write 9(x) = (l/a) empl* dt and since 
-3’2Hn(x) = (- l)“f6”‘(x) 
= (- l)“q(n+‘)(x), 
(8) may be written 
f(x) = q(x) + i (- 1)” 5 q(n+l)(X), 
n=3 
where (9) is the Gram-Charlier series. 
Example: Consider the uniformly distributed random variable x(o) in [a,bl. 
f(x) = Il(b - a) a<x<b 
and zero otherwise. 
F(x) = = (x - a)l(b - a) 
inu<x<b,Oforx<a,andlforx>b.Then 
(6) 
(7) 
(8) 
(9) 
I 
oc 
XI; = x"f(x)dx 
-cc 
= (@+I _ &+I )l(k + l)(b - a). 
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m, = (a + b)12. 
The central moments 
pk = 
I 
(X - m,)f(x)dx 
p2,, = (b - a)2”/22Y(2v + 1) 
forv = 1,2,... . For v = 1 we have dispersion and rms deviation given by 
D, = /Lo = (b - a)‘/12 
os = (b - a)/2&. 
Normalizing the r.v. and using (5) and (6) the Gram-Char-her series can be obtained, 
b=-a=&. 
From (5) 
c#-J = 1 
cn = c %/c(~“) n= 1,2,... 
fz = q(x) - ; q’yr) + & q(7)(x) + . . . 
which is graphed for the first three terms of the Gram-Charlier series (see Fig. 1). 
The previous orthogonalization with ($i,+j) led to an orthogonal system uniquely de- 
termined within a constant in each function. For a multiple sequence 4,,,. . ,m(_~l, . . . J, ; 
t 1,. * * 9 t,,) where m,, . . . ,m, = 0,1,2,. . . this is not so. We must first rearrange the mul- 
tiple sequence in a simple sequence so that for every possible rearrangement, there 
corresponds an orthogonal sequence, and different rearrangements correspond to differ- 
ent orthogonal systems. The rearrangement removes the symmetry of the multiple se- 
quence. Therefore from a given multiple sequence 4,,,, .,,,(.rIr . . . ,xn ; tl, . . . ,t,> of lin- 
early independent functions, it is convenient to construct two multiple sequences 
rm ,, Jn” (x,, . f .x, ; 11,. . Jn) 
S,;,...,m.(Xl.'~.~,;~l,..',t,) 
-Z-J3 -1 0 1 
Fig. 1. (1) is.f&.r). 
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with m,, . . .,m, and ml,. . . ,mA = 0,1,2 ,... to form the biorthogonal system such that 
the inner product (r,s) = 0 except when ml = m;, . . . ,m, = m:. Such systems can be 
used to preserve symmetry. We will use the multiple sequence of monomials 
X~‘Xz”’ . . . x:a with ml,.. .,m, = 0,1,2,. . . to generate an orthogonal system consisting 
of orthogonal polynomials in several variables. Special biorthogonal systems correspond- 
ing to classical orthogonal polynomials in one variable appears in the book by Appel and 
Kampe de Feriet. We can proceed to orthogonal polynomials in two real variables whose 
scalar products are defined over the unbounded region of RZ. 
Our proceeding definitions of statistical measures involve multidimensional probability 
distributions hence it is desirable to have an analytic expression for the distribution. Such 
analytic expressions can be obtained in terms of various appropriate orthonormal expan- 
sions as shown in the preceding section. A convenient example is the Hermite or Cheby- 
shev-Hermite expansion in terms of quasimoments considered in this connection in a 
valuable paper by Kuznetsov, Stratonovich, and Tikhonov [l]. A one-dimensional CH 
expansion yields an analytic expression for p(x l,73; the two-dimensional expansion yields 
an expression for p(xI,x2 ; T~,T&. and, in general, the n-dimensional expansion yields an 
expression for p(~~,. . . ,xn ; TV,. . . ,T,). 
One-dimensional case 
Let 5 be a r.v. with a probability density p(f) assuming finite moments for 5, we write 
where Hk(x) represents the Hermite polynomials (or Chebyshev-Hermite polynomials) 
and m and u are constants to be chosen. Since the Hk are orthogonal polynomials 
satisfying 
e-sz12 Hk(x) &(x)dx = d% k! &, 
the coefficients bk, called quasimoments, are given by 
If the first n + 1 terms of the series are represented by pn, then under reasonable 
conditions imposed on p(k), the series will be convergent in the sense that 
I&) - P,(X)/ dx = 0. 
Thus, specifying an error E in approximating p(t), and withI% /p(x) 
we need calculate only a finite number of coefficients from b, to b,. 
The characteristic function (c.f.) for the above ~(6) is given by 
~n(x)l dx < l 7 
4(h) = (ei+) = eimA + +(icrh)’ [gOdb*i*]. 
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The c.f. is also given in terms of the moment expansion 
Comparing the two expansions by expanding the exponential in the first in a Maclaurin 
series and carrying out the multiplication we find that the moments mk and the quasimo- 
ments bk are linearly related. Clearly then, if moments are known, there is no problem 
in finding the coefficients of the expansion. If the distribution is Gaussian, we have only 
one term. If it deviates from Gaussian, the terms after the first would depend on the 
deviation from normality. The quantities rn, CT should be chosen to be the mean and 
variance, if known, to get the fastest convergence-or the best estimates otherwise. It 
seems evident that other orthonormal series could be used as well beginning with other 
than Gaussian densities for the first term. 
Multidimensional cuses 
Suppose as in the Kuznetsov, Stratonovich, and Tikhonov work [II, we consider the 
quantities {(t,) and {(tl + T) (random variables at times tl and tl + T), where t(t) is a 
stationary ergodic s.p. If T = 0, the r.v. .$i = e(t,) and e2 = t(tl + T) are identical. 
Then p(t,, t2, 0) = A(,$, - ,$&(,$i). If p is represented by n terms of the series, then 
with the corresponding characterstic function 
$2(hl,A2r0) = +(A, + A,) = exp[im(A, + A,) + i(ia)‘(Al + A,)‘] * go 2 bk (A, + A,)‘. 2 
If 7 + CQ, tl, l2 become independent so p(el, 5.J = p(5&(5‘2). 
Then the corresponding c.f. is given by 
+2(A1r A29 =) = 4WW2) 
= eim(A, + A,) + i(irr)*(A: + Ai) $,0 $ bkk:‘ $” $ b,. 
For intermediate values of T, the KST paper [II uses multidimensional Hermite poly- 
nomials. These are given by H. Cramer, B. V. Gnedenko, and A. N. Kolmogorov as 
H tm,.. .rn,,@~, . . AJ = (- 1) W+ .’ ‘N ew{fQ@,, . JJ) 
f3m,+~~~+rn, 
dAnl, . . aAFtc 
1 
- exp{ -iQ(A,, . . ,A,)), 
where 
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is a positive definite quadratic form. Letting A = det 11 uaB 11 the Fourier transform of the 
function 
c ew-l-(1/2)Q(A,, . . . A,)) 4, ,,.. ,mn,@l, . A) (2.rr)“‘Z 
is the expression 
yy, . . . ,yFu exp{-(1/2)W5,. . . .Yn))t 
where 
WY*. . . . ,Y,) = i r.dw8 
a,%=1 
is the quadratic form adjoint to the quadratic form Q. Hence the matrix 11 t-4 II is inverse 
to II uaP II . Since 5 is an ergodic process, 
Wyl.. . . ,Y,) = 5 r(b - G~,YD. 
Cl.B=l 
Now going back to [(rJ, t(z2) the c.f. can be written 
r#&,A2;7) = exp{im(A, + A,) + f i_ r(tu - tB)A,A,} 
a,P-1 
2 2 2 
1 + i c b,(t,)A, + f c b2(fa, rs)A,AB + 5 x b,(t,,t,,t,)A~~,h, + . . . , 
a,l3s=1 1 L Lx=1 L a.4=1 
where t, = tl, t2 = t + 7. For 7 = 0 this will reduce to our previous &(Al,A2,0) if 
r(0) = CT2 
b,(t) = b, 
b2(trO = b2 
bdtrt,t) = bs 
and if only n + 1 terms are taken. For T + a, because of the condition 
WY,, . * . ,y,) = C r(t, - tdYdf3, 
u,P 
the CT~ above agrees with the previous ~J~(~~,T~,QI) if bl, b2, bar. . . are suitably grouped 
together (see below). However for this 2n + 1 terms up to bzn must be present. In the 
expression for 4~~ immediately above, we will neglect all terms higher.than n. This is less 
accurate but as n gets larger, the inaccuracy in the distributions becomes unimportant. 
Of course correlations vanish only as T ---* 03 but for sufficiently high n, the “residual 
correlation” becomes unimportant. 
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Multidimensional case.for processes--irtlnI~ti~ representcttion yf‘the probctbility densit? 
firnction of’ order n 
Generalizing for [(tJ, ((t,), . ~ . .((t,) of the process e(t,w) 
d(hAr . . ,A, ; ttrt2,. ,t,) = ew i i s(t,)h, + (i’/2) i r(t,,tg)AaA8 
a=* 0,4=1 
1 + i i b,(t,)A, 
n ,I 
i (i’12) c bz(t,,to)A,Au f (i”i3) 2 b3(ta.t4,tr)AuA4& + 
a=1 Ll,P=l LX,P;i=l I. 
Taking into account symmetries and uniting similar terms 
c#~(h,, . ,A, ; t,, . . ,t,) = exp ii s(t,)A, t- (i’i2) i r(ta,fp)A,Ao 
a=, 0,&l 
” go m,+ F, +m, m,! .i”. m,! bk(t:ml’, ,t’,m”‘)A:“l”, . A’,N’l”. 
k 
The bk( ) are quasimoment functions; s(t) and r(tl,tz) are the ~~~rormingftrnctiotzs for the 
quasimoment functions. 
The notation bk(t\‘+), . . . ,t(nmfs)) means 
Mfl,. .t, ) tz,. . ,t2,. ,I/,. . ,t1), 
where the tl occur m, times, the t2 occur tn2 times, . . . , the tr occur ml times. Hence the 
p.d. for the quantities t1 = 4(tl), e2 = t(t,), . . . Jr = &tl) corresponding to the above c.f. 
xc c 1 , k m,+. .+m, m,! m,. H(,,,, m,,(tl - s, . .t,, - s,) . bk(t:nl”. tp”‘, 
=k 
where s, = .s(t,) and = det 11 aaB 11 and 11 aa4 11 is inverse to 11 r(f,,tJ II . 
Thus we have an analytic form for the probability density function of any multidimen- 
sional distribution of a given stochastic process t(t,w) by knowing quasimoment func- 
tions. 
Now we seek also analytic forms for the second order p.d.f. of the processes x(t,o), 
x( t + 7,~). For T = 0 the two processes are identical and for T = 3~ the two processes are 
statistically independent. 
Therefore for T = 0 the second order probability density ,fi(x(t a), x( t +r,w),O) is easily 
written in terms of the first order density function. In fact, truncating the series at the 
nth term we have 
$z(X(f,W),X(t+T,W),O) = &X(t&‘J) - X(t+T&J))_$ztXtt,~)) 
= Wx(t,w) - xit+T&‘J)) (2rr)“,* ew 
II 
xc c 
1 
x=l m,+m?+...+m,,=X ml!. m,! 
H cm,, m,i.~1- $1, . ,x,-s,) bH(cl. ,t;“), 
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where again S, = s(r,), A = det 11 uaP 11 and II uaP II = II r(t,,tJ II -I. 
Next, since the stochastic processes x(t,w), _r(t+r,~) become statistically independent 
when 7 + OS, then ~~(x(~,w),x(z+T,w), ) = f,(x(t,~))f,(~(t+7,~)), where each factor of 
course being n-dimensional since these are for processes. 
To present the probability density for intermediate values of T, it is natural to use 
multidimensional Chebyshev-Hermite polynomials, where the generating quadratic form 
must be chosen to have a T-dependence such that for the limiting values 0 and CC one 
obtains the expressions given above. Here we shall choose one intermediate value of 7. 
Thus, we need second joint distribution function of x(t ,w) and x(r +T,w). 
Hence for x(t,w), x(z+‘T,w) the set of forming functions s(t), r(tl,t2), s’(r) and r”(tlrt2) 
and the statistical relation between x(t,w), x(r +T,o) which is the second joint distribution 
will be characterized by the joint quasimoment function (see KST). 
b t~,rct,o,.c~,~tr+rw,(tl, . . . &I it;*. . . 94) p,q = 0,1,2,. . 
The expansion of the characteristic function of the joint distribution function in terms 
of the joint quasimoment functions is given as 
d4X(~,~),X(t+7,~)) = ti(X1,X*, . . . ,x&, . . . ,x;; t;, . . . ,t*,t;, . . . ,tg 
= exp 
[ 
ijJ s(t,Jx, + ii s’(tL)xA + $5 r(ta,tg)x,xg 
1 1 1 
.* P& iZ ’ 
+ k C r’(t,,t&x;l + 2 2 r”(t~,t$&c~ 
a.0 1 1 
XIZ u,t’ 2 2 b(u,stv,tJta,, . . . Jay ; th, 9 . . . Jk.) 
&* . . . xaux;*. . . XhF, 
from which then the probability density function is obtained by 
(detA)“’ 
fiMt@)J(r+~@)9r) = (2#p+q”2 exp 
xc c 
1 
, 4, ,... wupv ,... vd 
u,l’ xr,=u /_&I!. . . /+!“l! . . . VP. 
Iv,=1 
(y,-~1, . . . YH,-s,+,) bw,,ca,rO:“‘)r. 
(&&a) 
. . ,t, f(W,) ‘Wp) ,t, ,...,f, 19 
where t’ = r + 7, 
A = 11 aa~ 
-, (Y&3=1,. .p+q 
c&p= 1 
’ . . . ’ 
y,6= 1,. . q 
YLX = 
.%,a 5 p s, = 
S,,~ 5 p 
4-p, a ’ p s;_,, ff > p. 
(3) 
Consider now the following special cases: 
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limf2(,T(t,W),X(f+S.,W)7) = G(.r(t,w) - .K(I+T,w))&(x(~,o)). 
1’0 
Lrmmu 2. 
9. STOCHASTIC DIFFERENTIAL EQUATIONS 
Linear and nonlinear stochastic differential equations involving a stochastic differential 
operator have been solved by an iterative procedure by Adomian and his co-workers. 
Sibul, Elrod, and Malakian. Recent work by Adomian and Malakian [3,41 has catalogued 
all special cases and provided solution in series form. The objective in such equations is 
to determine statistical measures of the solution process in terms of s.m. of the given 
quantities. The following procedure to be described seems to be more direct and allows 
getting statistical knowledge of the solution process in the form of the first and second 
statistical measures (in our new sense). The KST approach only characterizes the process 
through the nth distribution. 
Our approach not only characterizes the process but yields the s.m. by using the 
multivariate distributions. (The KST distribution is classified as the first distribution of 
order II in our approach.) It is not entirely clear how important this will be in practice 
since in physical problems such detailed statistical knowledge would ordinarily not be 
known for the input quantities anyway. However, it is valuable for those problems where 
ultimate accuracy and sensitivity analysis is required. Such a comparison on a specific 
problem would be desirable in stochastic filter theory such as Kalman filters where all 
the computations are carried out by computer implementation. 
Deterministic. linetrr systems 
As a first case let us consider the linear deterministic differential equation [1,2] L_y(t.W) 
= .r(t ,w), or more briefly Ly = s. x(t,u) is a s.p. with the distribution function 
F(.r,,x,, . . . ,_t-,, ; t,.t2, . . . ,t,) and L is a linear deterministic operator. We compute the 
probability density function of .u(r ,w) in terms of the quasimoments in a multidimensional 
Hermite polynomial expansion. We will then see that the s.m. of y(t,o). i.e., of the 
solution of L_v = _Y, can be expressed in terms of the statistical measures of .Y and of the 
parameters in L, (the system characteristics). In this case this means s.m. of y are given 
in terms of the probability density function of .r and the Green’s function for the differ- 
ential operator L. Since y = L-‘s = JR /(t,~).r(~)dt we now define: 
(a) The expectation of order one of y(t,w): 
m,(t,) = (.v(?t*)) = I 4 f,TN .tia,))dr r 
= J r(t, ,~,)x(x,)p,(,x, ; Tl)d+ dr,, R’ 
where I>, can be expressed in terms of the one-dimensional CH expansion. Thus, we see 
the desired s.m. is given directly in terms of the s.m. of the input as we desired. 
(b) The expectation of order two of y(r,w): 
m,(f,,a = J I( t,,TJ( f2,TZ).r(-r,,X~P,(.r,,.r:! : T,.TJ . dT, dTz dx, ds,. R” 
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The analytic expression for pI(xI,x2 ; T~,T*) is a two-dimensional CH expansion. 
(c) The expectation of order n of >)(t,w): 
m,(tI,t2,. . . A) = 
I 
1(1,,71)4t*.T*). ~4bl,TrJ 
RZ" 
. x(~~,....x,Jp~(~~,. ..,x, ; TV, . . . 7,)dT dx, 
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where dr ds means dr, dT2 . . . dr, dx l dx2 . . . dx,. Theanalyticexpressionforp,(x,, . . . ,xn; 
71,. . . 7,) is the n-dimensional CH expansion. 
The expectations of orders one, two, and II, of y(t,w) define the transformations of 
the probability density functions of the system characteristics and agree with those in the 
KST paper. 
Next, we consider the correlation of different orders of _~(t,w) which provides further 
statistical information than in KST [ 11. 
Correlution qf order one of ~p(t,w): 
&Af,J,‘) = 
H 
1(t,,731(t1’,71’)(X(XI)~(Xlr))dT dT’ 
= 
I 
f( t,,T#( tl’ ,qr)x(x,,~(x,‘, . pZ(xl,~I’ ; rl,T1’)dT, d7,’ dx, dx,’ . 
R4 
Correlation of order two of _~(t,w): 
Rdt,,t, ; tl’,tz’) = I l(t,s31(t*,7,)1(t,‘;r,‘)f(t,‘,7*’)~x,,X*)*X (X,‘,%‘) RB 
* P*(-Q,% 9x1’ 7x2’ ; T~,T~,T~',T~') * dr d7’ dx dx’ 
with dr = dr, dr2, dn- = dxI dxq, d+ = dT,’ dr2’, dx’ = ds,’ dx2’. 
Correlation of order n of J,( t ,w): 
Ru(t,rtzr . . . ,tn,t~‘,t~‘, . . . ,tn’) 
= I 4t,,7J . . . f(tn,rn) - f(fl’,T1’). . f(fn’,Tn’) x(x,, . . . ,x,)2 (xx’, . . ,Xn’) R4” 
- pp(x,,x2,. . . ,x,,x1’,x2’, . . ,x,,’ ; T,, . . . ,T,,,T,', . . ,T,') * dx dx’dT dr’, 
where dx = dx(7,)dx(T2). . . dx(7,) 
ds’ = dx(TI’)dx(72’). . . dx(7,‘) 
d7 = d7, drz . . . dr, 
dT’ = drl’ dT2’ . . . dTn’. 
Thus, we also keep track of the transformation of the second joint distribution of order 
17 of the input process which was not treated by KST. 
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Consider the differential equation 3~ = .Y where ,Y is a linear stochastic operator. 
Then. 
-, , n-1 
y(t,w) = I( t,w)x(T,w)dr - 
d”Y(T lo) 
0 
l(r,w) c CG(T,W) dr’. dT, 
LJ=O 
which can be written in terms of the stochastic resolvent kernel r as 
I 
f 
y(T,w) = F(t,w) - r(t,r,w)F(-r,w)dr, 
0 
where 
s I F(f,W) = /(I ,T)X(T ,w)dr 0 
r(t,T,W) = 2 (- l)m-lKm(f,T,O) 
i 
f 
&(f,T&J) = K(t ,TI,w)K,-~(T~,T,w)~T, 
0 
and K1 = K = c (- 1)’ (di/dTi)[Lyi(T,O)l(t,T)] 
i=O 
Then the average of different orders of J$ t ,w) is given by (_v( t ,w)) = (F( t,w)) - 
Sb(r(trTtO))(F(T,W))dT. 
The expression (F(r,w)) is given by Ib/(t,r)(.v(r))dT and computed in Sec. IV. The 
expectation of order n of f( t ,T,o) is 
(f-(t,r,4) = 
J 
r(f,T,o)P,(r(r,r,o))dT 
with dr = dT,,dr,, . . . ,dT,. 
The analytic expression for p r(T( I,T,W) ) is again to be given in terms of a multidimen- 
sional CH expansion with quasimoment functions h (J expressed in terms of the quasi- 
moment functions of CYi, i = 1,2, . . . ,n - 1, undergoing the transformation r. KST [II have 
given explicit expressions for the quasimoment functions of stochastic processes undergo- 
ing linear and nonlinear transformation; they have shown that for both linear and nonlin- 
ear transformations of stochastic processes, the quasimoment functions are transformed 
linearly. 
Let us give a few examples of transformations of stochastic processes that are relevant 
to what we have been developing. 
’ Crrsr (1): _v(t,w) = A%(t,w), where Nis nonlinear. 
To this nonlinear transformation corresponds the linear transformation of the quasi- 
moment functions 
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Yv 
-- e-1/2 
%3-%X8 
L&B 
. . 
* b, . . .&I. . . . txk) 
G WV, . . v&w1 + sz ,) - %,r 
,N(x,+ Sz*) - (s,,)dxl . . . dXk. 
Cusp (2): We now find the mixed quasimoment functions for the two stochastic pro- 
cesses x(?,o), ,N(x(t,w)) which is 
b(“)x(“)&(t,‘~l’, . . . fp(w),rp+l(“~), . . . JpeP(“‘) 
= c YP,,... ,up,m,. . .o,+,bi&Y . . . ~p+d~~+~), 
where u = 5 pi, u = 9 Vi, W = y Ui 
1 1 1 
and 
(detA)1’2 1 
Yr, . .f$,Y, . *Y*.D1.. . op+p = (2T)p+*‘2 CT,!. . . VP+*! 
- G,. . .Ilp,Y1. ..&l,~ . . A-P, (5+1 + Gc,,,) - %,+,r~ . .) 
I 
with A = 11 ua4 11 = 11 r(r,,ts) II -l, a,/3 = 1,. . . ,p+q. 
dx, . . . dx,+, 
Hence with Case 1 we have established the computability of (~(I,T,w)) (y) and hence 
explicitly in terms of the system characteristics. Next, the correlation of order n of y(f,w) 
is 
RY(t,,t2,. . . ,fn,f;,t;, . . . ,&I 
= MYl9Y2,. . . ,YJYtY;,Y;, . . . ,YL)) 
I 
f 
= ([F(F,,F2,~~. ,F,) - W,, . ,r,JF(F,, . . ,F,)dTl 
I?” 
* [F(F;,F;, . . . ,FA) - r(r;, . . . ,raF(F;, . . ,F;)dT’I) 
= RF(llr. . ,t,,t;, 9.. ,fh) - I ml, . r,)) R" 
. RF&, ,t,,t;, . . . ,t;)dT - (r(r;, . . ,r;)) 
- RF(t,, . . . J,,T;, . ,r;)dr’ + 
I 
MT,, . . . r~nr~;. . . . d 
RZ" 
MT,, . . . ,T,,,T;, . . ,Th)dT dr’ 
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ri = r(fiyTi,W) Fi = Fi(fi,CO) i = I,.. .,n 
r; = r(t;,T;,W) F( = Fi(I:qw) i= l,...,n 
d7 = dT1. . . d7, 
dr’ = dr;. . , d& 
Nonlineur stochastic dijferential equations 
Consider the equation 2’~ + IV!: = X. Equivalently 
-f y = F(r,o) - 
0 
T(r,T,m)F(T,w)dT - 1’ 1(t,T) (c an) dT. 
where 1 a, is a power series expansion of N_v [2,41. 
The average of order n of y(t,w> is given by 
(Y) = (F(t,w)) - I’m t,T,W))( F(T,W)dT - 1’ (1(1,~) 1 0,) dr 
0 
and the correlation of order n is given by 
R,(t,,t,, . ,t,,t;,t;, . ,t;) = RF(~I,. . ,t,,t;, . ,t;) 
_ - 
J 
(r(r,, . . ,r,)) RFtTI,. f ,T,,Tl, . . . ,ThVT 
R” 
- 
J 
(r(r;, . . ,r;)) R& . . ,t,,T;, . . T;)d+ 
R” 
+ 
I 
Rr(Tl, I . TR,T;, . . ,T;)R~(T~. T T’ n, I, 9 Th)dT dT’ 
R2” 
- l(t,,~A,. . ,Kht,~n)( F F,, . . ,Fn))( c %JdT’ 
- J f(h,~A,. . f(tn,~n)( F(F;, Fh))( c u,JdT R” 
+ j-/L. . ,r,))(F(F,, . ,F,J)dT _j$;,Td (1;,Td. 
+ J (r(r;, . . ,T’i,))( F(F;, .FSdr R” 
l(r,.T~) . . 1(l,,,T,) .( c ~73 dT 
+ J r( 1, ,T~) . 1( f,,,~Jl( t;,T;) /( $.,T:) Rx,,,(~ ,T’)dT’ dT R 2a 
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with d7 = drl,. . . ,dr, and d7’ = dr;, . . . d& Hence, by Case 1 and Case 2 each term in 
the above is now computable. 
This completes the relevant statistical measures of stochastic differential systems in 
the new sense we described before. Thus all output statistical measures are given as 
transformations of input statistical measures with appropriate expansions of the proba- 
bility density functions needed to average the input quantities. The transformation then 
can be identified with Adomian’s stochastic Green’s function [2,3] for the appropriate 
statistical measure. This approach not only characterizes the solution process by the 
probability density functions of order n but also gives the first two statistical measures 
of order n in the new sense we have defined thus describing the stochasticity in greater 
detail. 
Applications to digital filters is in progress using these techniques with estimation 
theory for predicting noise corrupted measurements where state vectors define dynamic 
equations which are in the category treated here or in our recent works [3,4,6]. 
A following report by the authors, “Stochastic Analysis II,” deals with the differential 
and integral calculus of stochastic processes. 
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