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ABSTRACT 
We characterize all sequences 77 and A such that there exists a matrix A with 
simple singular vertices in its reduced graph, with height characteristic 7, and with 
level characteristic A. 
1. INTRODUCTION 
In a recent paper [3], all possible relations between the height character- 
istic and the level characteristic of matrices in a class that contains the 
M-matrices are characterized. It is shown there that given two sequences 71 
and A of positive integers with the same number of elements, there exists a 
matrix in the class considered with level characteristic A and height charac- 
teristic n if and only if 17 majorizes A when reordered in nonincreasing 
order. 
The paper [3] also contains a short section devoted to matrices A with 
simple singular vertices in the reduced graph of A. It follows from [2] that for 
such matrices, the height characteristic, expanded with zeros if needed, 
majorizes the level characteristic reordered in nonincreasing order. It is 
asked in [3] whether for every two sequences n and A of positive integers, 
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such that the cardinality of q is less than or equal to the cardinality of A, and 
such that n (expanded with zeros) majorizes A reordered in nonincreasing 
order, there exists a matrix A with height characteristic n and level 
characteristic A. In this paper we complete that study, answering the above 
question positively. 
Our notation and definitions are contained in Section 2. The results are 
presented in Section 3. One of the main tools we use is a characterization of 
the possible sequences of lengths of the chains in a chain covering for a given 
acyclic graph. 
2. NOTATION AND DEFINITIONS 
The matrices we discuss in this paper are square matrices over an 
arbitrary field. 
NOTATION 2.1. For a positive integer n we denote by (n) the set 
{l, . . . , n}. 
NOTATION 2.2. For a square matrix A we denote by n(A) the nullity of 
A (the dimension of the nullspace of A). 
DEFINITION 2.3. Let p be the index of a square matrix A, that is, the 
size of the largest Jordan block associated with 0 as an eigenvalue of A. For 
i E (p) let vi(A) = n(Ai)- n(A”-‘) [where n(A’) = 01. The sequence 
(qi(Al,. . , ~$A11 is called the height characteristic of A, and is denoted by 
n(A). 
We continue with some graph theoretic definitions. All the graphs we 
deal with are simple directed graphs. 
DEFINITION 2.4. A graph is said to be acyclic if it contains no simple 
cycle other than loops. 
DEFINITION 2.5. Let i be a vertex in an acyclic graph G. We define the 
level of i as the maximal length (number of vertices) of a simple chain in G 
that terminates at i. We call the set of all vertices of level j the jth level of 
G, and we denote the cardinality of the jth level of G by A,.(G). Let G have 
4 levels. The sequence (A,(G), . . . , A,(G)) is called the level characteristic of 
G, and is denoted by A(G). 
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DEFINITION 2.6. Let G be an acyclic graph. A set 8’ of chains in G is 
called a chain covering for G if every vertex of G belongs to exactly one 
chain in C. If the nonincreasing sequence of lengths of the chains in t is o, 
then we say that t is an o-chain covering for G. 
DEFINITION 2.7. Let k be a positive integer. A subset 9 of the vertex 
set of an acyclic graph G is said to be a k-family if no k + 1 vertices in 9 
form a chain in G. 
DEFINITION 2.8. Let A be an n X n matrix. The graph G(A) of A is 
defined to be the graph with vertex set (n), and such that there is an arc 
from i to j if aij # 0. 
We now assume that A is a square matrix partitioned in a lower 
triangular r X r block form (Aij);, with square diagonal blocks. 
DEFINITION 2.9. The reduced graph R(A) of A is defined to be the 
graph with vertex set (r), and such that there is an arc from i to j if Ajj # 0. 
Note that since A is a lower triangular block matrix, R(A) is acyclic. 
DEFINITION 2.10. 
(i> A vertex i in R(A) is said to be singular if Aij is singular. The set of 
all singular vertices of R(A) is denoted by S. 
(ii) A singular vertex i is said to be simple if 0 is a simple eigenvalue 
of Aii. 
DEFINITION 2.11. The singular graph S(A) of A is defined to be the 
graph with vertex set S, and such that there is an arc from i to j if i = j or if 
there is a chain from i to j in R(A). Note that S(A) is a transitive acyclic 
graph. 
DEFINITION 2.12. The level characteristic A(A) of A is defined to be 
the sequence A(S(A)). 
NOTATION 2.13. Let A be a (finite) sequence of positive integers. We 
denote by i the sequence A reordered in a nonincreasing order. 
DEFINITION 2.14. Let p = (pL1,. . . , pt ) be a nonincreasing sequence of 
positive integers. Consider the diagram formed by t columns of stars, such 
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that the jth column (from left) has pj stars. The sequence p* dual to p is 
defined as the sequence of row lengths of the diagram (read upwards). 
DEFINITION 2.15. Let rw = (a,, . . . , a,) and /3 = (PI.. , /3,) be sequences 
of nonnegative integers. We say that p majorizes (Y, and denote it by a s p, 
if (Y,+ ... + (Yr( < pr + . . * + /lk for every k E (t - l), and or + * . . + at 
= p1 + ‘. * + p,. 
We remark that Definition 2.15 follows the nonstandard definition in [3] 
rather than [4]. 
NOTATION 2.16. Let (Y = (or,. . . , a,> and /3 = (PI,. . . , p4), where p d 9. 
We say that p < (2,O) whenever p < u for the sequence y = (yr,. . . , y,>, 
where yi = oi for i < p and yi = 0 for p < i < 9. 
3. RESULTS 
THEOREM 3.1. Let G be an acyclic graph with n vertices, and let (Y be a 
nonincreasing sequence of positive integers. lf G has an cY*-chain covering, 
then there exists a matrix A with R(A) = G, S = (n), and n(A) = (Y. 
Proof. Without loss of generality we may assume that if (i, j) is an arc in 
G, then i > j. Let % be an cr*-chain covering for G. Let A be the n X n 
block matrix with all blocks 2X2 matrices, defined as follows. The blocks 
that correspond to the arcs in % are all 
1 0 ( 1 0 0’ 
The blocks that correspond to the other arcs in G, as well as the diagonal 
blocks, are all 
0 0 ( 1 0 1’ 
All other blocks are chosen to be the zero 2X 2 matrix. Clearly, we have 
R(A)=GandS=(n).Letabethepermutation(1,3 ,..., 2n-1,2,4 ,..., 2n) 
of (1,2,..., 2n - 1,2n), and let P be the corresponding permutation matrix. 
Observe that P-‘AP is a direct sum of two n X n matrices A, and A,, 
where A, is a nilpotent satisfying G(A,) = 6, and where A, is a lower 
HEIGHT AND LEVEL CHARACTERISTICS 117 
triangular matrix with all diagonal elements equal to 1. Since A, is nonsingu- 
lar, it follows that n(A) = n(Ai). It is easy to verify (see also Proposition 
(3.l.ii) in [3]) that n(A,) = o. n 
REMARK 3.2. The matrix A in Theorem 3.1 may be chosen to be in 
Frobenius normal form, that is, with irreducible diagonal blocks. For this 
purpose we choose V to be a direct sum of n copies of the matrix 
The matrix V’AV has the same block zero pattern as A, where the blocks 
(: :) and (: 3 
turn into 
(i:; i:;) and ( -ii: -::;I 
respectively. 
The converse of Theorem 3.1 is not true in general, as demonstrated by 
the following example. The graph in this example is also considered in [l]. 
EXAMPLE 3.3. Let G be the graph 
i 
4r 3 5 
4 
I 
6 
It can be verified that every matrix A with G(A)= G satisfies 7(A)= 
118 NADER AGHA AND DANIEL HERSHKOWITZ 
(2,2,1,1). However, G cannot be covered by chains with length sequence 
(4,2) = (2,2,1,1)*. 
The following theorem is graph theoretic. The proof of the implication 
(ii) * (i) uses arguments that are used in the proof of Theorem 3.3 in [3]. 
THEOREM 3.4. Let a =(a,,..., a,) be a nonincreasing sequence of posi- 
tive integers, let p = (p,, . . . , /?,I be a sequence of positive integers, and 
assume that p < q. Then the following are equivalent: 
(i) There exists an acyclic graph G with h(G) = p, and such that G has 
an cy *-chain covering. 
(ii) fi S (cu, 0). 
Proof. (i) * (ii): Let G b e an acyclic graph with A(G) = p, and such 
that G has an cY*-chain covering 8. Observe that the transitive closure E of 
G satisfies h(G) = p, and that B is an &*-chain covering for E as well. It is 
well known that in such a case, for every k E (p) the sum (pi + * * * + ak is 
greater than or equal to the maximal cardinality of a k-family in G; see e.g. 
the remark following Definition 3.2 in [l]. Since clearly the union of any k 
levels in G is a k-family in c, (ii) follows. 
(ii) 3 (i): We show that the full acyclic graph G with h(G) = p has 
an cY*-chain covering. Since BS (a,O), it follows that CY*S (fi*,O>; see 
[4, p. 1741. By the Gale-Ryser theorem (e.g. [4, p. 176]), there exists a O-l 
q X a1 matrix E whose sequence of row sums, read from the bottom, is /3, 
and whose sequence of column sums, read from the left, is (Y*. For every 
k E (q) we replace the l’s in the (q + 1 - k )th row of E by the labels of the 
vertices in the k th level of G. Let n = PI + 1 * * + /I,,. Observe that since G 
is the full acyclic graph G with A(G) = /3, it follows that for every i and j in 
(n) there is an arc from i to j in G if and only if the number j is located in 
a row of E that is above the row i is located in. Therefore, the nonzero 
elements in every nonzero column of E, read from the bottom, form a chain 
in G, and the collection of all these chains is an a*-chain covering for G. w 
We can now obtain the following corollary, answering positively Question 
(5.2) in [3]. 
COROLLARY 3.5. Let a be a nonincreasing sequence of p positive inte- 
gers, let p be a sequence of q positive integers, and assume that p < q. Then 
the following are equivalent. 
(i) There exists a matrix A with simple singular vertices, such that 
n(A)=cu and A(A)=P. 
(ii) fi S (CX, 0). 
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Proof. (i) 3 (ii> is Theorem (5.1) in [3]. 
(ii) * (i): By Th eorem 3.4 there exists a graph G with A(G) = /3, and 
such that G has an a*-chain covering. By Theorem 3.1 there exists a matrix 
A with R(A) = G, S = (n), and q(A) = (Y. Since R(A) = G and S = (n), it 
follows that A(A) = A(G) = /3. W 
REMARK 3.6. The matrix constructed in the proof of Theorem 3.1 is an 
n x n block matrix, where the blocks are all 2 X 2 matrices. Therefore, the 
matrix A in Corollary 3.5(i) can be chosen to be an n X n block matrix with 
2 X2 blocks. In general, we cannot choose the blocks of A to be all 1 X 1 
matrices, as explained in the remark that concludes [3]. It might be interest- 
ing to find out whether some of the blocks of A can be chosen to be 1 X 1 
matrices. while the others are chosen to be 2 X 2 matrices. 
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