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Introduction
Let be a context-free grammar in Greibach normal form, 1 with variables V and terminals A. For reasons that will become apparent presently, we sometimes refer to variables as elementary processes and terminals as actions. Denote by A the set of all nite words over alphabet A (including the empty word ") and by jsj the length of the word s 2 A . For each variable X 2 V , the norm of X, or norm X, is the length of a shortest word 1 Recall that a grammar is in Greibach normal form if the right-hand side of every production consists of a single terminal followed by a (possibly empty) sequence of variables. It is in k-Greibach normal form if moreover this sequence of variables is bounded in length by k. in A that is generated from X via productions in ; by convention, norm X = 1 if the language generated from initial variable X is empty. Note that the norms of the variables in a Greibach normal form grammar can be easily computed in polynomial-time using a slight variant of Dijkstra's shortest path algorithm, processing the variables in order of non-decreasing norm. We say that the grammar is normed if every variable has nite norm. For each action a 2 A let a ! be the binary relation on V consisting of all pairs (X ; ), where X 2 V , ; 2 V , and X ! a is a production of . We shall assume that there are no useless variables, that is, that every variable appears on the left-hand side of some production. Elements of V are to be thought of as processes that are formed from the sequential composition of elementary processes. We extend the de nition of norm to all of V , so that in particular norm " = 0 and norm = norm + norm . If the grammar is normed, then we say that the processes de ned by are normed. The relationship a ! is to be interpreted as the ability of process to make a transition to process by performing action a. The sequential nature of the composition operator (denoted here by juxtaposition) is re ected in the de nition of the relation a !: in any composition of elementary processes, only the rst may make a transition, the second becoming active only when the rst is exhausted. The context-free processes that have been described form a fragment of the process algebra ACP (the Algebra of Communicating Processes) 2], known as BPA (Basic Process Algebra). This is just one of a number of algebraic formalisms, including, for example, Milner's CCS 16] , and Hoare's CSP 10] , that have been developed for specifying and reasoning about concurrent systems.
As an example, consider the grammar given by the GNF rules X ! aY , Y ! aY Z, Y ! b and Z ! b. This grammar de nes the in nite-state process depicted in Figure 1 .
This process (as well as its de ning grammar) is normed, with norm X = 2 and norm Y = norm Z = 1. The context-free language described by the grammar is f a k b k : k > 0 g, and clearly cannot be represented by any nite-state automaton. Various notions of semantic equivalence between processes have been de ned 6], but one that has attracted much, perhaps the most, attention is that of bisimilarity, or bisimulation equivalence, due to Park 18] . In recent years, this equivalence has come to assume a crucial position in the theory of concurrent systems. A relation R on the process set V is a bisimulation i whenever R , conditions (a) and (b) hold: Two processes and are bisimilar or bisimulation equivalent if there exists a bisimulation R such that R . The set of bisimulations is clearly closed under union, so there is a unique maximal bisimulation, denoted . Two processes are thus bisimilar if they are related in the maximal bisimulation. It is easily checked that the maximal bisimulation is a congruence relation with respect to composition (see Lemma 2.1). Note that bisimulation equivalence is a strict re nement of language equivalence: if then it is certainly the case that the languages generated from and via reductions in are equal, and in particular that norm = norm ; however the converse is not true in general. Consider for example the following grammar. symmetry is established by demonstrating R ?1 to be a bisimulation whenever R is; transitivity is established by demonstrating RS to be a bisimulation whenever R and S are. The congruence property follows from the observation that f( 0 ; 0 ) : and 0 0 g is a bisimulation.
Our algorithm relies heavily on the existence of prime decompositions of normed processes, which is a consequence of the following easy \cancellation lemma". The authors are grateful to Didier Caucal for pointing out the connection between our work and this long-standing problem. As with the necessity of the assumption in Lemma 2.2, Theorem 2.3 fails in general for un-normed processes, which is the main reason our solution is restricted to the normed case. The reason for failure is immediately apparent from the observation that for any in nite-normed and any . Another key ingredient in our algorithm is the notion of a Caucal base, otherwise known as a self-bisimulation 3]. For any binary relation B over processes, let B be the congruence closure of B with respect to sequential composition. The relation B is a Caucal base i whenever B , conditions (a) and (b) hold: Our basic idea is to exploit the unique prime decomposition theorem by decomposing process terms su ciently far as to be able to establish or refute the equivalence we are considering. Further, we try to construct these decompositions by a re nement process which starts with an overly generous collection of candidate decompositions. As the algorithm progresses, invalid decompositions will gradually be weeded out. Proof This result may be proved by induction on norm; however, the e ort would be unnecessary, as in Section 3 we shall encounter a procedure that constructs a binary relation on V that contains and is contained by B .
Let B be some relation satisfying B B whenever B is full. At a high level, the exact choice of the relation B is immaterial, as the proof of correctness relies only on the inclusions B B ; in Section 3 we shall x a particular B which is computable in polynomial time. It is here that the algorithmic subtlety lies, as e ciency demands a careful choice of B . Our task is to discover a full base that contains only semantically sound decomposition pairs. To do this, we start with a full (though necessarily small) base, and then proceed to re ne the base iteratively whilst maintaining fullness. Informally, we are proposing that at any instant the current base should consist of pairs (X; ) representing candidate decompositions, that is, pairs such that the relationship X is consistent with information gained so far. The re nement step is as follows. In general, the re nement step makes progress, i.e., the new base b B is strictly contained in the base B from which it was derived. If, however, no progress occurs, an important deduction may be made. The (2) We demonstrate by induction on the more general result that ] takes fewer than (j ? 1)k + j j steps to compute, where j is the number of variables possessing smaller norm than that of the variable appearing in possessing the largest norm (or 1, if = "). For the base case ( = 0) the result is immediate. For the inductive step, assume that = X with norm X = q. If q then ] takes one more step to compute than ] ?q which by induction takes fewer than (j ?1)k+j j = (j ?1)k+j j?1 steps to compute, giving our result. If < q then ] takes one more step to compute than X ] ?1 which, since X is a sequence of fewer than k variables with smaller norm than X, by induction takes fewer than (j ?2)k + k = (j ?1)k steps to compute, giving our result. (3) As with the proof of (2), we demonstrate by induction on the more general result that j ] j < (j ?1)k+j j, where j is the number of variables possessing smaller norm than that of the variable appearing in possessing the largest norm (or 1, if = "). For the base case ( = 0) the result is immediate. For the inductive step, assume that = X with norm X = q. If q then by induction we may deduce that j ] j = j ] ?q j < (j ? 1)k + j j < (j ? 1)k + j j. This re nement step thus costs a total of O(n 4 m 2 f(n; k; (n + 1)k), where O f(n; k; l) is the cost of computing B given that there are n variables, each (X; ) 2 B satis es j j nk, and j j l. Finally in order to determine if we need to check B , which adds a cost of O f(n; k; j j) .
It only remains now to de ne a suitable relation B and show that it gives rise to a polynomial time complexity O f(n; k; l) . In the next section we shall provide such a relation with f(n; k; l) = n 5 k 2 (n 4 k 2 + l) (see Corollary 3.3). Once this has been done, it becomes clear that the entire procedure for deciding runs in polynomial time, speci cally in time O(n 13 m 2 k 4 + n 5 k 2 j j) or, in terms of the size jGj of the grammar, O(jGj 19 + jGj 7 j j). This will provide us with our main result.
Theorem 2.10 There is a polynomial-time (in the lengths of the words and , and the size of the de ning grammar ) procedure for deciding bisimilarity of two normed context-free processes and .
Recall that the only condition we impose on the relation B is that it satis es the inclusions B B whenever B is full. This exibility in the speci cation of B is crucial to us, and it is only by carefully exploiting this exibility that a polynomial-time decision procedure for B can be achieved. The de nition and computation of B is the subject of the following section. We then de ne g ( ) for 2 V to be the limit of g t ( ) as t ! 1; owing to the restricted form of g we know that it must be eventually idempotent, that is, that this limit must exist. The notation g X 7 ! ] will be used to denote the function that agrees with g at all points in V except X, where its value is . The de nition of the relation B may now be given. Proof The rst inclusion is easily con rmed, since for any g constructed by the algorithm for computing B , it is the case that X B g(X) for each X 2 V .
For the second inclusion, suppose that and at some point in our procedure for deciding B we have that g ( ) 6 = g ( ), and that we have only ever updated g with mappings X 7 ! satisfying X . Let X and Y (with X < Y ) be the leftmost mismatching pair. Then Y X must hold for some , and so, by fullness, (Y; X ) 2 B for some with Y X . So the procedure does not terminate with a false result, but instead updates g with this new semantically sound mapping and continues.
Finally, we are left with the problem of deciding g ( ) = g ( ), all other elements in the de nition of B being algorithmically undemanding. Note that the lengths of the words g ( ) and g ( ) will in general be exponential in the size of the grammar, so we cannot a ord to compute them explicitly. In the sequel, let n denote the total number of variables after this reduction to what is essentially Chomsky normal form, and let V refer to this extended set of variables. It thus remains for us to demonstrate an algorithm for deciding if g ( ) = g ( ) for arbitrary ; 2 V which runs in time O n 4 + n 2 j j . Furthermore, in the case that g ( ) 6 = g ( ), the algorithm must return the leftmost pair (X; Y ) at which there is a mismatch.
We say that the positive integer r is a period of the word 2 V if 1 r j j, and the symbol at position p in is equal to the symbol at position p + r in , for all p in the range 1 p j j ? r. Our argument will be easier to follow if the following lemma is borne in mind; we state it in the form given by Knuth, Morris and Pratt. Proof See 14, Lemma 1]; alternatively the lemma is easily proved from rst principles.
For ; 2 V , we shall use the phrase alignment of against to refer to a particular occurrence of as a factor (contiguous subsequence of symbols) of . Note that if two alignments of against overlap, and one alignment is obtained from the other by translating through r positions, then r is a period of . Suppose X; Y; Z 2 V , and let = g (X), = g (Y ), and = g (Z). Our strategy is to determine, for all triples X, Y , and Z, the set of alignments of against that include the rst symbol of (see Figure 2) . Such alignments, which we call spanning, may be speci ed by giving the index i of the symbol in that is matched against the rst symbol in . It happens that the sequence of all indices i that correspond to valid alignments forms an arithmetic progression. This fact opens the way to computing all alignments by dynamic programming: rst with the smallest variable X and Y; Z ranging over V , then with the next smallest X and Y; Z ranging over V , and so on. Lemma 3.5 Let ; 2 V be words, and I be the set of all indices i such that there exists an alignment of against in which the ith symbol in is matched to a distinguished symbol in . Then the elements of I form an arithmetic progression.
Proof Assume that there are at least three alignments, otherwise there is nothing to prove. Consider the leftmost, next-to-leftmost, and rightmost possible alignments of against . Suppose the next-to-leftmost alignment is obtained from the leftmost by translating though r positions, and the rightmost from the next-to-leftmost by translating through s positions. Since r and s satisfy the condition of Lemma 3.4, we know that gcd(r; s) is a period of ; indeed, since there are by de nition no alignments between the leftmost and next-to-leftmost, it must be the case that r = gcd(r; s), i.e., that s is a multiple of r. Again by Lemma 3.4, any alignment other than the three so far considered must also have the property that its o set from the next-to-leftmost is a multiple of r. Thus the set of all alignments of against can be obtained by stepping from the leftmost to the rightmost in steps of r. This completes the proof, but it is worth observing for future reference, that in the case that there are at least three alignments of against containing the distinguished symbol, then must be periodic, i.e., expressible in the form = % k , where k 2 and is a (possibly empty) strict initial segment of %.
In the course of applying the dynamic programming technique to the problem at hand, it is necessary to consider not only spanning alignments of the form illustrated in Figure 2 , but also inclusive alignments: those in which = g (X) appears as a factor of a single word = g (Y ) . Fortunately, alignments of this kind are easy to deduce, once we have computed the spanning alignments. and g (Z 00 ) | where g(Z) = Z 0 Z 00 . The procedure terminates when g(Z) = Z, a condition which is bound to hold within at most n steps. Observe that, aside from in the trivial case when j j = 1, any alignment of containing position p will be at some stage \trapped", so that the particular occurrence of the factor in is contained in g (Y
) separately (see Figure 3) . For each such situation, we may compute the alignments that contain position p. (By Lemma 3.5, these form an arithmetic progression.) Each alignment of that includes p is trapped at least once by the partition re nement procedure. The required result is the union of at most n arithmetic progressions, one for each step of the re nement procedure. Lemma 3.5 guarantees that the union of these arithmetic progressions will itself be an arithmetic progression. Thus the result may easily be computed in time O(n) by keeping track of the leftmost, next-to-leftmost, and rightmost points.
The necessary machinery is now in place, and it only remains to show how spanning alignments of the form depicted in Figure 2 may be computed by dynamic programming, with X ranging in sequence from the smallest variable up to the largest. If g(X) = X, then the length of g(X) is 1, and there is only one potential spanning alignment, namely, the one obtained by matching the single symbol of = g (X) = X against the rst symbol of = g (Z) . (Recall that any spanning alignment must include position p.) Testing the existence of this alignment simply amounts to determining whether the rst symbol of the word = g (Z) happens to be X. This task may be accomplished by an iterative procedure, which computes in turn the leftmost symbol of g(Z), g 2 (Z), and so on up to g n (Z) = g (Z) . This deals with the base case. Now suppose g(X) = X 0 X 00 . The function g induces a natural partition of = g (X) into 0 = g (X 0 ) and 00 = g (X 00 ). In any spanning alignment of against and , either 0 or 00 must contain p, the rst symbol in . We propose to compute rst the 6 6 0 00 p 0 p Figure 5 : Dynamic programming: the leftmost alignment alignments in which 00 contains position p, and then the alignments in which 0 contains position p. By taking the union of these two sets of alignments we obtain the complete set of alignments of against and , as required. From now on we restrict attention exclusively to alignments in which 00 includes p (see Figure 4) . The computation of alignments in which 0 includes p is virtually identical. Our basic approach is to discover the valid alignments of 0 against , and conjoin these with the spanning alignments | that we assume have already been computed | of 00 against and . Consider the leftmost spanning alignment of 00 against and , and let p 0 be the position immediately to the left of 00 , when it is in this leftmost position (see Figure 5 ). (Note that we do not insist that this leftmost spanning alignment of 00 against and extends to a spanning alignment of = 0 00 against and .) We distinguish two kinds of possible alignments for = 0 00 , which are embodied in the following two cases. Note that every alignment of against and (always subject to the constraint that 00 includes p) is covered by precisely one of the two cases. Again, we propose to compute alignments separately for the two cases, and take the union of the results.
This case covers all the alignments for which 0 includes position p 0 . These alignments can be viewed as conjunctions of spanning alignments of 00 (which are precomputed) with inclusive alignments of 0 (which can be computed on demand using Lemma 3.6). The valid alignments in this case are thus an intersection of two arithmetic progressions, which is again an arithmetic progression.
Case II. This case covers all the alignments for which 0 does not includes position p 0 , i.e., for which 0 lies entirely to the right of p 0 . If there are just one or two spanning alignments of 00 against and , then we simply check exhaustively, using Lemma 3.6, which, if any, extend to alignments of against . Otherwise, we know that 00 has the form % k with k 2, and a strict initial segment of %; choose % to minimise j%j.
The existence of Case II matches depends on whether 0 has the form 0 % m , where 0 is a strict nal segment of % (i.e., 0 is a smooth continuation of the periodic word 00 to the left). If 0 is not of the form 0 % m , then no Case II alignment can possibly exist. On the other hand, if 0 is of the form 0 % m , then an alignment of 00 against and will extend to a Case II alignment of = 0 00 against and provided only that 0 (and hence ) lies entirely to the right of p 0 . Thus either every alignment of 00 (in the appropriate range) extends to one of = 0 00 , or none does, and it is easy to determine which is the case. (For example, choose a particular one and test it with the aid of Lemma 3.6.) As in Case I, the result is an arithmetic progression. This completes the analysis of Case II.
The above arguments were all for the situation in which it is the word 00 that contains p; the other situation is covered by two symmetric cases | Case I 0 and Case II 0 | which are We can restrict attention to normed grammars, as any un-normed grammar can be transformed into a language-equivalent normed grammar by removing productions containing in nite-normed nonterminals. (Note that this transformation does not preserve bisimulation equivalence, which makes it inapplicable for reducing the un-normed case to the normed case in checking bisimilarity.) Thus language equivalence of simple grammars may be checked in polynomial time by the procedure presented in the previous two sections. 5 
Conclusion
In this paper we described an algorithm for determining bisimilarity between normed context-free processes; this is an improvement on the P 2 algorithm of Huynh and Tian 12] . As a corollary we deduced that language equivalence of simple grammars is equally decidable in polynomial time, thus improving on the doubly-and singly-exponential algorithms of Korenjak and Hopcroft 15] and Caucal 4] , respectively. It is surprising that investigations into the theory of concurrent systems should feed back so directly into the classical theory of formal languages. Even in retrospect it is di cult to see how a polynomial-time algorithm for deciding equivalence of simple grammars could have been developed without the aid of certain concepts from the theory of concurrent systems. This result opens the intriguing possibility that bisimilarity might prove a useful tool in resolving other questions in the theory of formal languages. Very recently the authors have also developed a polynomial-time algorithm to decide bisimulation equivalence of an analogue of BPA (called BPP) in which commutative (parallel) composition replaces noncommutative (sequential) composition 9]. Despite the apparent similarity of the two problems, di erent methods appear to be required in their solutions. An obvious open question is the existence of a polynomial-time procedure for deciding bisimulation equivalence for general (un-normed) context-free processes. The authors are not aware of any complexity-theoretic evidence against the existence of such a procedure. Some of the methods employed here might carry over to the general case, the main stumbling block being the failure of unique factorisation (Theorem 2.3) for general contextfree processes. There is a hope that enough structure might be salvaged from Theorem 2.3 to allow the current approach to be adapted to the general case.
