ABSTRACT In order to provide a reliable connection for the ever-increasing devices, cellular networks are facing critical challenges, among which is the issue of network coverage optimization. The costly objective function for network coverage appeals for an efficient approach of optimization, as the canonical particle swarm optimization (PSO) suffers excessive computation caused by population and iteration. The specificity of the antenna azimuths in cellular networks is hereby investigated so as to construct the corresponding metric structures in the naive antenna azimuth space and its quotient space. We introduce two accelerated PSO algorithms induced by the metric structures to maximize the cellular network coverage ratio. The former, named aPSO/S, only considers the shortest arc distance in the naive space, whereas the latter, named aPSO/QS, considers both the shortest arc distance and the equivalence among solutions in the quotient space. The proposed PSO algorithms, mainly the latter as referred to, not only guide the particles to fly toward the shortest arc distance directions but also eliminate lots of unnecessary calculation caused by the equivalence among solutions. The experiments show that the proposed aPSO/QS algorithm edge outs the canonical algorithm and its typical derivatives with various boundary conditions from the perspective of either the convergence speed or the stability with the hyper-parameters. To reach the same performance as that of its best competitor, the proposed aPSO/QS algorithm needs only a fraction of the computation cost so as to be applied in the efficiency-aware live network optimization.
I. INTRODUCTION
With the growing demand of mobile access, the fifth generation (5G) [1] , [2] cellular technology is making the transition from general idea to network implementation and will support faster downloads, lower latencies and massive devices. However, as a dynamic, huge and complicated system, 5G network will face more critical challenges in the phases of both network planning and network operation, among which is the efficiency requirement of the network optimization for the live network scenarios.
From the perspective of subscribers, network optimization is the procedure to maximize the overall Quality of is defined as the ratio of the aggregated area consisting of all the covered geometric positions to the total deployment area.
From the perspective of network operators or managers, there are numerous tunable parameters, ranging from antenna azimuths, antenna down tilts, radio frequencies to transmission signal powers with respect to the antennas installed at the Base Stations (BSs), to name a few. Not only is the number of the tunable parameters large, but also these parameters exert a non-linear and coupled effect on the optimization objective, which embarrass the network optimization problems, and even make them Non-deterministic Polynomial hard (NP-hard) ones under some assumptions [7] , [8] .
Great efforts have been paid on network optimization. The existing methods are roughly classified into three categories, i.e., model-based, meta-heuristic and learning-based methods, if network coverage is mainly concerned.
Model-based methods aim to exploit the mathematical models where the optimization objective is formulated with the mathematical expressions of the decision variables. The optimal or near-optimal solutions are then obtained by calculus-based or numerical optimization methods [5] , [9] , [10] .
Meta-heuristic methods are those to find a sufficiently good solution to an optimization problem in a problemindependent heuristic manner, many of which are inspired by natural systems and are population-based. Among meta-heuristic methods, Genetic Algorithm (GA) [11] , Particle Swarm Optimization (PSO) [12] , and multi-objective Evolutionary Algorithm (EA) [13] , are often used to address the optimization problems in various network scenarios. Meta-heuristic methods are set up for a variety of problems since they may make few assumptions about the optimization problem being solved. However, they usually suffer from costly computation to evaluate every individual in the population for every iteration, which is intolerable for a latency sensitive optimization operation.
Learning-based methods tend to solve the optimization problem by learning necessary information from available data or by interactions with the surrounding environments and make suitable decisions on future action based on some learned models or in a model-free manner [14] , [15] .
It is worth noting that, of all the tunable parameters, the azimuths of the antennas are considered to be among the most critical ones because the antennas are usually directional in the practical network and their orientations of the antennas predominantly determinate the coverage on a specific direction in the desired service area. However, to the best of our knowledge, the topology structure of antenna azimuth variable subspace, i.e., the specificity of the azimuths which gets them distinguished from other tunable parameters, has not been explicitly revealed. Such specificity is mainly two fold.
First, for a given antenna, its azimuth forms rather a unit circle space S 1 than an interval from 0 to 2π in the flat Euclid space R 1 . In the space S 1 , if we want to tune the azimuth, say, from 0.1π to 1.9π, we should decrease it rather than increase it since the decrease direction of the angle gives the shortest arc distance in S 1 in this instance. However, applying the tuning in the same instance in the space R 1 produces the opposite result. It will significantly affect the search direction in the solution space.
Second, for a given base station, the antennas installed on it usually belong to the same type and thus they are interchangeable. Assume 3 antennas are installed at a base station with the azimuths α 1 , α 2 , α 3 , respectively. If the decision variables with respect to these antennas are rearranged in a different order, for example, setting the azimuths of the antennas to α 2 , α 3 , α 1 , respectively, and other decision variables, such as down tilts of the antennas, are rearranged in the same order as that of the azimuths, the same network coverage will be obtained. Theoretically, there exists an equivalence relation in the azimuth subspace which leads to a quotient topology so as to decrease the computation complexity in the search procedure. Otherwise, the full solution space should be considered even if there are equivalent regions inside, which will significantly affect the efficiency of the optimization algorithm.
Inspired by the nature of the solution space with respect to the azimuths of antennas, the metric structure of the azimuth variable space is investigated by considering the shortest arc distance. Furthermore, a quotient metric space is constructed by considering the equivalence relation in this azimuth variable space. Base on these metric spaces with different perspectives, we propose two corresponding PSO algorithms. Our contributions mainly lie in the following aspects.
• We provide a lens through which the specificity of the azimuths of the antennas in a cellular network is investigated so as to characterize and construct the corresponding topology and metric structure. Such metric structure will guide the optimization procedure from a theoretical perspective.
• We propose two PSO algorithms. The former is one considering the shortest arc distance, named Accelerated PSO on the space with Shortest arc metric, abbreviated as aPSO/S. The latter is one considering both the shortest arc distance and the equivalent permutation for antennas installed at a base station, named Accelerated PSO on the Quotient space with Shortest arc metric, abbreviated as aPSO/QS. The proposed PSO algorithms guide the swarm toward the shortest arc directions, and even eliminate unnecessary computation complexity caused by the equivalence among the solutions, in which way they, especially the aPSO/QS algorithm, greatly accelerate the convergence of the coverage optimization of the cellular network. It is worth noting that the metric structure of the antenna azimuths not only benefits the PSO algorithms discussed in this paper, but also it is likely to better the performance of other meta-heuristic methods and even that of the learning-based methods. Such potential, however, is beyond the scope of this paper. VOLUME 7, 2019 The remainder of the paper is organized as follows: Section II presents the related work. Section III introduces the system model, the structure of the solution space and the metric-induced PSO algorithms. Section IV evaluates the various PSO algorithms under both the ideal conditions and the real ones. Finally, Section V concludes the study.
II. RELATED WORK
Network planning and optimization problems have been attracting considerable attention. Among them, the coverage optimization constitutes a challenging topic along with the evolution of the cellular networks and which is of vital importance to the 5G network and beyond [2] .
There are existing many studies related to the coverage optimization. Jin et al. [9] presented the ergodic cell throughput expression and obtain the optimal cell coverage strategy by utilizing one dimension line search method. Asghar et al. [5] provided the coverage and capacity optimization functions so as to jointly optimize them with sequential quadric programming. Sachan et al. [11] proposed a GA method to find the optimal configuration of base stations. Huang et al. [12] provided a heuristic power control scheme to guide PSO to search for the global optimal coverage. Rui et al. [16] utilized Ant Colony Algorithm (ACA) to find the optimal pilot power of each small cell to obtain the optimal coverage. Dandanov et al. [14] proposed an RL method to optimize the network performance and discussed the effect of antenna down tilts on network coverage and capacity. Cong et al. [15] presented a generalized global bandit method to solve the cellular coverage optimization problem.
Originating from Kennedy and Eberhart [17] , PSO solves a problem with a swarm of particles and the position of each particle is actually a potential solution in the multi-dimensional search-space. Each particle's movement is not only determined by its local best known position, but also guided toward the best known positions found by all the particles in the swarm. This is expected to move the swarm toward the best solutions. As an important meta-heuristic method, PSO is widely used in various scenarios [18] - [21] .
In a typically variant of PSO [22] , the velocity and the position of the l-th particle are updated according to
and κ = 2
where x (l) (n + 1) denotes the current position of the l-th particle, p
best the best solution so far found by the l-th particle, g best the best solution so far found by all the particles, r 1 and r 2 two random numbers uniformly distributed in [0, 1].
Typically, let ϕ = 4.1, κ = 0.729, ϕ 1 = 2.05 and ϕ 2 = 2.05, as referred to in [22] .
The particle velocity decorated with disturbance is used to avoid the premature problem of PSO [23] , given by
where r 3 is a vector in which the elements are independent and identically distributed uniform random variables in [−1, 1] and ϕ 3 is a small constant to induce the disturbance such as to help escape from the local optimum. Furthermore, the particle velocity is always clamped in a predefined range [−v max , v max ] to help the swarm converges. If any element of the particle velocity is greater than the upper bound v max , it will be assigned to v max . Similarly, if it is less than the lower bound −v max , it will be assigned to −v max .
In addition, the boundary condition for PSO is also considered to be an influential factor due to the constraint of the allowable solution space [24] , [25] . Shen et al. discussed [26] restricted and unrestricted boundary conditions according to whether the particles are allowed to fly outside the allowable solution space or not. The restricted boundary conditions, including damping, reflecting and absorbing, confine all of the particles to fly inside the allowable solution space. The unrestricted boundary conditions, such as invisible, simply assign the overstepping particle with a bad fitness, and the attractions of other best particles will balance such particle's momentum and eventually drag it back into the solution space. The different boundary conditions are listed as follows.
PSO with the absorbing boundary condition, abbreviated as PSO-absorbing, is given by
PSO with the reflecting boundary condition, abbreviated as PSO-reflecting, is given by
PSO with the damping boundary condition, abbreviated as PSO-damping, is given by
PSO with the invisible boundary condition, abbreviated as PSO-invisible, is given by
where
k is the value of the k-th dimension of the position of the l-th particle, x U k and x L k are the upper bound and the lower bound for the k-th dimension, respectively. The function rand(a, b) returns a uniformly distributed random value in [a, b] . For the maximization problem, a very small value and even −∞ can be possible choices to represent a bad fitness.
III. FORMULATION AND ALGORITHM DESCRIPTION
This section introduces the system model, formulates the optimization problem and investigates the structure of solution space. Then two metric-induced PSO algorithms are proposed for the coverage optimization problem in the cellular network. For a given geometric position p ∈ R, its coverage state c p depend upon the optimization objective. A typical bi-criterion of the coverage state is adopted here, which takes both the Reference Signals Received Power (RSRP) and Signal to Interference plus Noise Ratio (SINR) into account. Let s i,j (p) be the signal power transmitted from the antenna A i,j to p. The index RSRP at p is given by
and the index SINR at p is
where σ 2 is the noise variance of Additive White Gaussian Noise (AWGN) with zero mean. The coverage state c(p) ∈ {0, 1} at p is determined by two criteria, which satisfies where Th SINR and Th RSRP denote the thresholds of RSRP and SINR, respectively. In other words, the sampling point p is considered to be covered by the mobile communication network if and only if the RSRP and the SINR values at the position p exceed their predefined thresholds. The aforementioned s i,j (p) is estimated by
where P tx is the transmit power for all antennas, G ij,p is the antenna directional gain of A ij towards p, G terminal is the mobile user antenna gain, PL ij,p is the path loss from A ij to p and σ S is the shadow fading margin.
denote the set of the antenna azimuths and the down tilts, respectively. The directional gain G ij,p is related to the antenna azimuth and the down tilt, as shown in Fig. 2 , is given by
where φ ij,p and ψ ij,p can be obtained with the geometric calculation. The detailed formulae are provided in the Appendix. Let R c = {x|c(x) = 1, x ∈ R} represent the covered region inside the service area R. The coverage ratio C is defined as the proportion of the area of R c to that of R, given by
where |X | is the area of the set X . There are kinds of methods, for example, Monte Carlo-based method, to estimate C. With N s sample points
s=1 randomly uniformly distributed in the service region R, the coverage ratio C is possibly estimated by
where c (p s ) represents the coverage state of the s-th sampling point.
Although other parameters, such as the antenna down tilts, the transmit power levels and the transmit frequencies, also have influence on the coverage ratio, here we mainly focus on the tuning of the antenna azimuths. Jointly tuning the antenna azimuths and other parameters is beyond the scope of this paper and we will only provide a brief discussion in the last section. Thus, we simply assume that all the antenna down tilts are identical and equal to a given constant and, likely, all the transmit power levels are equal to a given constant, and so on.
Consequently, the optimization problem is represented as
where α i,j ∈ R for 1 ≤ i ≤ N b and 1 ≤ j ≤ m.
B. STRUCTURE OF SOLUTION SPACE
If the azimuths are unrestricted, i.e. they are possibly assigned with any value in R, the solution space is a
However, the value a of the azimuth is equivalent to the values a + 2nπ where n ∈ Z since the azimuth in fact represents an angle. Thus we can clamp the azimuths to avoid redundant exploration in the solution space and rewrite (16) as
By the introduction of the lower bound 0 and the upper bound 2π, the solution space is now considered to be I N b ·m where I denotes the interval [0, 2π). The above-mentioned PSO algorithms with boundary conditions, namely PSO-damping, PSO-reflecting, PSO-absorbing and PSO-invisible, apply to such a constrained optimization problem in Eq. 17.
Let S 1 = [0, 2π) and we define d S 1 (x, y) as
Then (S 1 , d S 1 ) is a metric space. Geometrically, S 1 is just the unit circle. The distance between points x and y in S 1 is the length of the shortest arc joining x and y. Define a new operator :
Also, we define another operator ⊕ :
Note that the two operators satisfy the following properties.
Obviously, the result of the operation x y gives us the movement from y to x with the minimal distance, and thus it is called the shortest arc direction from y towards x, as depicted in Fig. 3 .
Given any m ∈ N, we define m-dimensional naive azimuth space, or simply m-dimensional azimuth space if this is possible without causing any confusion, A m by the Cartesian product given by
For any element x = (x 1 , x 2 , · · · x m ) ∈ A m , it represents a combination setting of the azimuths of m antennas installed at a BS, and the i-th antenna azimuth is x i .
Furthermore, we define a metric d A m in the product space 
and a new operator
As a result, x m y gives us the movement from y to x with the minimal distance around each axis, and thus it is called the m-dimensional shortest arc direction from y towards x for x, y ∈ A m , as shown in Fig. 4 . There are N b base stations, and the solution space is thus considered to be the Cartesian product given by
We rewrite the optimization problem in (16) as an unconstrained one given by
Now let us consider a permutation σ on the set Z m = {1, 2, . . . m}, i.e., the bijections from such a finite set to itself. By the permutation σ , i ∈ Z m is mapped to σ (i) ∈ Z m . The number of different permutations of the set Z m is equal to m!. The product of the permutations σ 1 and σ 2 of the set Z m is defined as the successive application of the mappings σ 1 and σ 2 , and is given by the formula σ 1 σ 2 (i) = σ 1 (σ 2 (i)) for all i ∈ Z m . The set of all permutations of Z m forms a group with respect to this multiplication, denoted by P(Z m ). The permutation of the antenna indexes will induce a mapping from A m to itself. Let σ be the permutation and M σ : A m → A m be the mapping induced by σ , which is given by
where x ∈ A m . We define an equivalence relation in A m by declaring that two elements x, y ∈ A m are equivalent, denoted by x ∼ y, if and only if there exists a permutation σ ∈ P(Z m ) such that x i = y σ (i) for all i ∈ Z m . It means that the re-arrangement of the antennas installed at a base station makes no difference to the optimization objective.
Let 
Equivalently, the metric d p A m can be reached with the optimal permutation, which satisfies
for any x ∈ [x] and y ∈ [y]. Furthermore, for any x, y ∈ A m , there exists at least an optimal permutation, denoted by σ x→y , given by
If there are two or more optimal permutations, one can simply take any of them as the result, which makes no difference to the results of the following algorithms. Note that σ x→y gives us the optimal index rearrangement and explicitly provides the one with the shortest distance among the equivalence class of x to y. Moreover, let us define another operator p on A m by
which yields the m-dimensional shortest arc direction from y towards the nearest x ∈ [x] ∈ A m p for any x, y ∈ A m . As a result, x p y gives us the movement from y to x with the minimal distance under the optimal permutation, and thus it is called the m-dimensional shortest arc direction from y towards x for x, y ∈ A m p , as shown in Fig. 5 , where the optimal permutation σ satisfies σ (1) = 3, σ (2) = 2 and σ (3) = 1.
There are N b base stations, the solution space is thus considered to be the Cartesian product given by (
We rewrite the optimization problem in (16) as an unconstrained given by
C. METRIC-INDUCED PSO ALGORITHMS
In order to optimize the cellular network coverage inside a given region, we propose two PSO algorithms, namely aPSO/Q and aPSO/QS for the tuning of antenna azimuths according to the metric structure in the space A m and the quotient space A m p . As for the aPSO/S algorithm, each particle moves in the azimuth space (A m ) N b . Assume that there are N l particles in the swarm. The velocity v (l) of the l-th particle is a vector belonging to the space R m·N n , which satisfies
where the subtraction operator in the canonical PSO algorithm is replaced by the proposed operator . As for the aPSO/QS, each particle moves in the Cartesian product of the quotient space (A m p ) N b . For the sake of presentation, the space A m is still in the optimization problem in Eq. 31, but one should always treat a given element x ∈ A m as its equivalence class [x] . Consequently the optimization procedure is indeed executed in the quotient space. The velocity v (l) of the l-th particle satisfies
For both algorithms, the position of the particle is updated as VOLUME 7, 2019 where the plus operator in the canonical PSO algorithm is replaced by the proposed operator ⊕. In addition, the clamping mechanism by v max is also adopted as previously mentioned.
The pseudo codes of both PSO algorithms are presented in Algorithm 1 and Algorithm 2, respectively. 
best (n) ← x (l) (n) 5: g best (n) ← the position of the particle with best fitness 6: while n ≤ N i do 7: for all l ∈ 1..N l do 8: update v (l) (n + 1) according Eq. 32 9: clamp v (l) (n + 1) in between -v max to v max 10:
evaluate the fitness of x l (n + 1)
12:
if the fitness is better than that of p (l) best then 13 :
else 15 :
best (n) 16: end if 17: end for 18: g best (n + 1) ← the best of p n ← n + 1 20: end while
IV. EXPERIMENTS AND DISCUSSION
In this section, we evaluate the results of the experiments of the proposed algorithms under the ideal and the practical conditions.
A. EXPERIMENT PARAMETERS SETTING
In order to verify the efficiency of our proposed methods, experiments are carried out in different scenarios, including the ideal cellular scenario and the real city scenario. The radio access technology is Long-Term Evolution.
There are many path loss models which have been investigated and we utilize the COST 231-Hata [27] best (n) ← x (l) (n) 4: g best (n) ← the position of the particle with best fitness 5: while n ≤ N i do 6: for all l ∈ 1..N l do 7: update v (l) (n + 1) according Eq. 33 8: clamp v (l) (n + 1) in between -v max to v max 9:
evaluate the fitness of x l (n + 1) 11: if the fitness is better than that of p 
best (n) 15: end if 16: end for 17: g best (n + 1) ← the best of p n ← n + 1 19: end while of simplifying the optimization problem, an approximation radiation pattern [27] of the antennas is proposed by 3rd Generation Partnership Project (3GPP). The antenna attenuations in the horizontal and the vertical plane are given by
where ψ and φ represent the horizontal and the vertical angles between the normal direction of the antenna and the direction of measurement. ψ 3dB is half-power beam width of the horizontal main lobe and G m is the maximum antenna backward attenuation. φ 3dB is the vertical half-power beam width of the main lobe and SLA V denotes the side lobes attenuation of the antenna, respectively. Thus, the antenna directional gain is given by
where G max denotes the maximum antenna gain.
The initialization values for the azimuths are assigned to be independent and uniform distribution values in [0, 2π). The down tilts of all antennas are set as 10
• . The simulation parameters are mainly listed in Table 1 . All experiments have been performed dozens of times to obtain the average performance and thus the algorithms are compared in an average manner.
Unless otherwise stated, the stand-alone abbreviation ''PSO'' labeled in the following figures refers to the canonical PSO algorithm. 
B. EXPERIMENTS UNDER IDEAL CONDITIONS
Assume that there are N b = 19 base stations deployed in the given area inside a square with the side length of about 2.5 km, as depicted in Fig. 6 . Each base station, equipped with m = 3 antennas, is located in the center of their regular hexagon with the side length of 250 m. The transmit power P tx is initialized to 34 dBm and the height is 30 m for all the antennas.
The first experiment is designed to reveal how the proposed algorithms perform in respect of the network coverage compared with other aforementioned PSO algorithms as the baseline. Let the number of particles N l be 20, the maximum particle velocity v max = 40 • , and the disturbance ϕ 3 = 1 • . All the particles are initialized by setting their azimuths to independent random values ranging from 0 to 360
• and their tilts to 10
• . We execute the simulation with each algorithm for 200 iterations. The results are illustrated in Fig. 7 .
All algorithms perform well and it is observed that the coverage ratios increase iteration by iteration. The proposed aPSO/S algorithm converges even faster than the canonical PSO algorithm and all its derivatives with different boundary conditions during the first 30 iterations. but, its performance is almost the same as that of some of its competitors, say, the PSO algorithms with reflecting, absorbing, and damping boundary conditions. The reason can mainly be found in the following facts. During the early phase, the particles usually move with long steps at each iteration toward the best particle, whereas they move with small steps during the middle and the late phases. A long step requires a right direction. Since the proposed aPSO/S algorithm always guides the particles with the shortest arc distance direction, it accelerates the convergence of the swarm. However, if the distances among particles are small enough, the direction induced by the shortest distance in the Euclid space is always the same as that induced by the shortest arc distance in the (A m ) N b space, except when the azimuths are very close to the bounds, say, 0 or 2π here, which happens very rarely in a stochastic manner. Therefore the obscure advantage of the aPSO/S algorithm brings it an unremarkable performance compared with its competitors during the middle and the late phases.
Moreover, remarkably, the aPSO/QS algorithm converges the fastest and reaches a very high coverage ratio, i.e., a near optimum, at the end of the simulation and all the other algorithms would have to execute more iterations to reach such a near optimum. There are mainly two reasons for its accelerated solution to the network coverage problem. The first reason is the same as that for the aPSO/S algorithm, as explained above. The second is the reduction by introducing equivalence relation among solutions. Once a particle obtains a solution, all equivalent solutions are taken into account in the procedure of the proposed aPSO/QS algorithm. On the contrary, other algorithms will search the whole space and ignore those areas which should be considered to be equivalently visited by the particles. The reduction of search space predominantly helps the aPSO/QS algorithm converge fast and outperform all the others with which the whole search space is fully explored.
In addition, the canonical PSO algorithm performs almost the worst due to the lack of the consideration of the boundary conditions. The performance of those with different boundary conditions depends greatly on the problem itself. The canonical algorithm is slightly superior to the one with invisible boundary conditions in this case by chance. Then, the second experiment is to evaluate the efficiency of the aforementioned algorithms. Since the objective function is time-consuming, thus the more the particles are, the longer the iteration takes in a non-parallel computation environment. In this experiment, the performance of the proposed aPSO/QS is compared with that of the aPSO/S and that of the best competitor among the canonical PSO algorithm and its derivatives with different boundary conditions, as depicted in Fig. 8 , in which v max = 40 • and ϕ 3 = 1 • .
As shown in Fig. 8 , the aPSO/QS algorithm with only N l = 20 particles converges even slightly faster than the best competitor with N l = 160 particles. Thus, to reach the same performance as that of the best competitor, the aPSO/QS algorithm needs only a fraction of the computation cost. In other words, the proposed aPSO/QS algorithm is the most efficient among all PSO algorithms.
The third experiment is to reveal the effect of the hyperparameters, i.e., v max and ϕ 3 , on the performance of the algorithms. Fig. 9 illustrates the comparison of algorithms with respect to different levels of v max by setting N l = 20 and ϕ 3 = 1 • . In the early phase as depicted in Fig. 9(a) , the performance of the baseline PSO algorithms are greatly affected by v max . Bigger v max leads to better performance as a result of bigger steps towards the optimum. However, in the middle and the late phases as shown in Fig. 9(b) , the performance of the baseline PSO algorithms is merely affected by v max since the swarm nearly converges. The proposed aPSO/QS algorithm is almost insensitive to the choice of v max in all phases and demonstrates a stable and robust ability in solving the network coverage problem. Fig. 10 illustrates the performance of algorithms with respect to different levels of the disturbance ϕ 3 by setting N l = 20 and v max = 40 • . The variation of ϕ 3 merely has a limited impact on the proposed aPSO/QS algorithm compared with its competitors.
In summary, the proposed aPSO/QS algorithm is the most efficient one and also insensitive to the hyper-parameters, both of which make it an attractive treatment to prescribe for network optimization problems. 
C. EXPERIMENTS UNDER REAL CONDITIONS
Experiments are designed and executed in this subsection in order to validate the feasibility and the effectiveness of the proposed algorithms under real conditions.
Our practical data consist of the parameters of the base stations in the live network of China Mobile Group deployed in Lanzhou capital city of Gansu in northwest China, where Yellow River runs through and mountains surrounds to its south and north. The complicated terrain data are also taken into account to estimate the path losses and the relative angles of the antennas from a given geometric location. There are 37 BSs and 111 antennas inside a given region measuring about 5 km × 5 km, as illustrated in Fig. 11 . In total 62 730 samples are chosen to estimate the coverage ratio.
Similarly, three experiments are conducted to compare the performance of different algorithms, to reveal the efficiency of the proposed aPSO/QS, and to analyze the impact of the hyper-parameters.
Among the experiments, the first is to compare the performance of different algorithms under real conditions and its result is shown in the Fig. 12 , where N l = 20, v max = 40 • and ϕ 3 = 1 • . It is shown that the performance of the proposed aPSO/QS algorithm is much better than that of the aPSO/S as well as the other baseline PSO algorithms. The aPSO/QS algorithm not only converges fastest but also reaches by far the highest near optimum at the end of the simulation comprising 500 iterations. The proposed aPSO/S algorithm performs ordinarily among the baseline PSO algorithms.
The result of the second experiment is shown in Fig. 13 , where v max = 40 • and ϕ 3 = 1 • . The performance of the proposed aPSO/QS algorithm with N l = 20 is slightly worse than that of the best competitor with N l = 160 particles but much better than that of the best competitor with N l = 80 particles. Since the computation cost in each iteration is proportional to the swarm size, the aPSO/QS algorithm needs only a fraction of the computation cost compared with its competitors to obtain the same near optimum. It can be concluded that the proposed aPSO/QS algorithm is the most efficient among all the PSO algorithms under the real conditions.
Finally, the hyper-parameters also exert an influence on the performance of all the algorithms and the results of the corresponding experiment are shown in Fig. 14 for differ- Therefore, we can come to the conclusion that our proposed aPSO/QS algorithm edges out the canonical PSO with different conditions in terms of convergence rate, optimized objective and efficiency for most cases. Besides, the terrain and landform in practical scenario affect the optimization targets. In summary, these two proposed algorithms prove feasible and effective in handling a considerable number of configuration parameters in coverage optimization.
D. ANALYSIS OF COMPUTATIONAL COMPLEXITY
The advantage of the aPSO/QS algorithm is based on additional calculation for the optimal permutation in the azimuth space. Thus it is important to carefully evaluate the computation overhead.
To estimate the objective function, i.e., the network coverage ratio, N s sample locations should be taken into account. Provided that the number of the antennas at a base station is a small integer constant, say, 3 for most of the network scenarios, and the number of the samples is great enough to yield a precise estimation, the overhead is negligible compared with the computation of the objective function. This is why we can compare different PSO algorithms on the same iteration basis. To sum up, we compare all the algorithms in Table 2 . The proposed aPSO/QS algorithm proves feasible and effective in handling the network coverage optimization problem.
V. CONCLUSION
Future cellular networks are expected to access massive devices distributed anywhere, which poses a critical challenge for coverage. However, the objective function related to network coverage is usually costly, and deteriorates the efficiency of most existing methods, especially that of the meta-heuristic ones which requires lots of computation proportional to the product of the population size and the iteration number.
To accelerate the optimization procedure, the nature of the azimuth variable space is investigated to reveal the shortest distance direction from a source solution to a destination solution and furthermore evaluate the equivalence relationship among those solutions. Then the metric structure and the quotient topology structure of the azimuth variable space are constructed. Such metrics are very different from that of the flat Euclid space.
Subsequently, we propose two improved PSO algorithms, i.e., aPSO/S and aPSO/QS, in which the particles fly according to the corresponding metric structures. The former only considers the shortest arc distance direction, while the latter considers both the shortest arc distance direction and the equivalence relationship.
The proposed algorithms, mainly the aPSO/QS algorithm as referred to, guide the particles towards the shortest arc directions and eliminate lots of unnecessary calculation. The experiments show that the proposed aPSO/QS algorithm significantly converges faster than the canonical PSO algorithm and all its derivatives with typical boundary conditions. Also it is unsensitive to the hyper-parameters.
The metric quotient structure of the antenna azimuth space broadens the application of PSO and deepens our understanding of swarm intelligence. These findings provide some guidelines for addressing similar network optimization problems, including the joint optimization by tuning the antenna azimuths together with other network parameters.
APPENDIX
The calculation of relative azimuths and down tilts is introduced in this appendix.
As shown in Fig. 2 
