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Abst ract - -Th is  paper discusses the calculation of functions of fuzzy numbers. Our general approach 
follows that of the fuzzy weighted algorithm (FWA) of Wong and Dong. However, by developing a
classification scheme for functions and their arguments, we show that there are many cases for which 
the FWA, and all other published methods, will give wrong results. We suggest an alternative 
approach which will work in all cases. For certain restricted classes of functions, we develop methods 
which require less computation than the FWA. 
THE PROBLEM 
Let X be a Cartesian product of universes: X = X1 × . "  × Xn, and let A1, . . . ,  An be fuzzy sets 
in X1 , . . . ,  Xn, respectively. Let f be a bounded, continuously differentiable function from X to 
a universe Y. We wish to calculate the fuzzy set B induced on Y by applying f to the sets Ai. If 
we write y = f (x l , . . .  ,Xn),  where xl E Ai and y E B, then the set B is defined by the extension 
principle: 
~;f(~l,...,x,D 1 
We know [1] that if the Ai are normal and convex, and f is bounded, then B is also normal and 
convex. As in [2], we consider a series of s-cuts through the sets. For each choice of a, we have n 
intervals [~,~, xf l , . .  L R • , [xn, Xn ], with Cartesian product A~. We have [1] B~, = f (A l~, . . . ,  An~,) = 
[yL, yR], so we can calculate the corresponding interval [yL, yR]. We know that yL and 9 R 
correspond respectively to the globM minimum and maximum of f over the space A~. So the 
problem is to locate these minimum and maximum values. In broad outline, we do this by 
identifying a short list of candidates, called poles, for these values, then selecting the highest and 
lowest values from this list. The method of identifying poles depends on function type; in some 
cases, the candidate list will have only two members. 
DEFINITION 1: REPRESENTATION OF A POINT. 
Consider the n-dimensional space A~ = AI~ x ...  x An~,. Any point in this space can be 
written as x = (x l , . . .  ,xn). For any given point x, we can de~ne three sets: the left set, L, 
containing those values of i for which xi = ziL; the right set, R, containing those values of i for 
which xi = xiR; and the interior set, M, containing the remaining values of i. Formally, we can 
write 
LNR=LNM=MfqR=O and LUMUR={1, . . . ,n} .  
Thus, we can describe any point in the space as a triple (Xt, Xr, Xm), where Xt represents the set 
of variables zi for which i E L, and similarly for Xr and Xm. Those points for which L U R is 
empty are located in the interior of the space A~, while those for which L U R has n members 
are located at the corners of A~. 
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DEFINITION 2: WEIGHTING FUNCTION. Consider the partial derivatives of f with respect to 
each of the variables zi. We write ¢i(x) = aJ(x) and define a weighting function 0 as taking the Ozi 
value 1 where zi = x~, -1  when xi = z~, and 0 otherwise. The weighted partial derivative of 
the function f at a point x is then = ¢ i (x ) .  
DEFINITION 3: POLES. 
A point xp = (Xt,X,~,Xr) is a pole if 
(i) ¢ , (xp)>0,  ¥16L ;  
(ii) C r (xp)>0,  YreR;  
(iii) ¢,n(xp) = O, Ym • M; 
(iv) ~=¢~m(xp)>0,  Vm•M (if ¢~=0,  then ¢~ >O, etc.). Oxm 
A point meeting these conditions when the inequalities in clauses (i), (ii) and (iv) are consistently 
reversed is also a pole. 
Our purpose in identifying poles is to locate the extrema of the function f over An. The reader 
will note that the requirements for a point to be a pole are necessary, but not sufficient, for it to 
be an extremum. We introduce the weaker condition for reasons of efficiency: in identifying all 
the poles, we will include all the extrema, and can then locate the global extrema by comparison 
of the function values at each pole. This will generally require less calculation than testing for 
positive definiteness. 
DEFINITION 4: PARTICULAR ZONES. 
A particular zone, Zi, of A~ is an (n - 1)-dimensional subspace of An for which ¢i = O. Note 
that the subscript i identifies each particular zone with the corresponding axis zl of the solution 
space. I f  A~ has no particular zones, it is said to be a uniform solution space. I f  A~ has one or 
more particular zones, and none of these zones Zj intersects the corresponding axis, xj, or any 
line parallel to that axis, then A~ is said to be a quasi-uniform solution space. Last, i f  A~ has at 
least one particular zone which does intersect its corresponding axis, or any line parallel to that 
axis, then A~ is said to be a non-uniform solution space. 
I f x  is both a pole and a corner of the solution space A~, then x is said to be a normal pole. 
I f x  is a pole and is located at an intersection between m particular zones and n - m boundaries 
of A~, 1 < m < n, then x is a particular pole. 
LEMMA 1. Any extremum of f (x )  must be either a normal or a particular pole. 
PROOF. We have already noted that the condition for a point to be an extremum is sufficient 
for it to be a pole. Consider a point x = (Xa,Xr,Xm) satisfying Definition 3. If M = 0, x is at 
a corner of An, and is hence a normal pole. Otherwise, ¢,~(x) = 0, Vm • M, so the point is at 
the intersection of the particular zones Zj, j • M. Hence, it is a particular pole. Hence, we can 
at once deduce Lemma 2. 
LEMMA 2. Given a bounded function y = f ( z i , . . .  ,x , ) ,  having k poles at xpx, . . . ,xpk,  then 
y • [yL, ya], where 
yL = min( f (xpx) , . . . , f (xpk) )  and yR = max( f (xp l ) , . . . , f (xpk) ) .  (1) 
(This is a generalization of the standard formulas for interval arithmetic, [3, pp. 20-21].) These 
two equations provide a method, the 'pole computation method,' by which any bounded contin- 
uously differentiable function of fuzzy numbers can be solved. 
LEMMA 3. In a uniform solution space A,~ with ¢i(x) > 0, 1 < i < (k - 1) for some integer k, 
2 < k < n and ¢i(x) < O, k < i < n, there are exactly two poles, 
xn  : . . . . . .  and = , . .  (2 )  
Both poles are at corners of A~; one, xz,  is a global minimum, the other, xR, is a global maximum. 
Hence, y£ = f(xn) ,  YR = f(XR). 
PROOF. That the points XL and xa  are the only poles follows immediately from Definition 3. 
Since jr is continuously differentiable, its derivatives ¢i are continuous. Since the solution space 
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is uniform, there is no point x within the space such that ~bi(x) = 0. So for each i, either ~bi > 0 
at all points of the space or ¢i < 0. In the former ease, f attains its global maximum value with 
respect o xi when xi takes its maximum value, namely, xiR; in the latter, f attains its global 
maximum value when xi takes its minimum value, x L. Similarly for the global minimum of f .  
Hence, the two poles correspond to the extrema of the function in A~. 
LEMMA 4. In a quasi-uniform solution space there are no particular poles. 
PROOF. The space is divided into parts by the hypersurfaces ¢i(x) = 0. Since the space is 
quasi-uniform, there is no intersection between the hypersurface ¢i = 0 and the corresponding 
xi axis. So we can say that ¢i is not a function of xi. But then the derivative of ~bi with respect 
to xi must be zero and the fourth clause of Definition 3 cannot be satisfied. Hence, no point 
x = (Xt,Xm,Xr) can be a pole unless M = I~, in which case the point can only be a normal pole. 
TYPES OF  BOUNDED FUNCTIONS 
We want to be able to classify functions as having a uniform, quasi-uniform, or non-uniform 
solution space in advance of knowing their arguments. We list three types of functions for which 
this may be done. For particular choices of argument, other functions may also yield uniform or 
quasi-uniform solution spaces. 
A Type I function is a sum of scalar multiples of its constituent variables, e.g., f (x l ,  x~) = 2x1+ 
3x2; a Type 2 function is a sum of scalar multiples of products of its variables, e.g., f (z l ,  zg., zs) = 
3xl ~2 + 2z2 ~3. The ratio of two such sums is also Type 2 when numerator and denominator 
have no terms in common. The 'weighted-average' function, f = ~7=1 wi zi/Y']~'~=l wi, is Type 3, 
and all other functions are Type 4. 
Functions of Type 1 will always induce a uniform solution space; functions of Types 2 and 3 
will induce solution spaces which are either uniform or quasi-uniform, depending on the input 
fuzzy numbers. Type 4 functions may induce non-uniform solution spaces. 
We now introduce several methods of solution, which together will allow us to handle all types 
of bounded continuously differentiable functions. 
Uniform Solution Spaces 
For problems inducing a uniform solution space over the given intervals [x~, x~], . . .  ,[xn,z,],L R 
the recommended algorithm is based on Lemma 3: We select any point in the space and evaluate 
the n partial derivatives ¢1, - . . ,  ¢ ,  at that point. For each variable xi, we select x/L as a basis 
for the evaluation of yL if ~i > 0; otherwise, we select z~. In the applications of interest o us, 
the function will be known in advance, and its derivatives can be explicitly represented, so their 
evaluation is no more time-consuming than evaluation of the original function. Note, moreover, 
that we will be finding yL, yR for a series of c~-cuts. We need only determine the sign of the 
derivatives at the first cut, corresponding to the lowest value of ~. Since the space is uniform, 
the sign of each derivative will be the same for all subsequent cuts. 
We note that under these conditions, the method of Wong and Dong may also be used. However, 
Wong and Dong's method requires m2 '~-I evaluations of the function, where m is the number 
of points required to define p(y) to the desired degree of accuracy, that is, the number of tr-cuts 
used. The present method requires only n evaluations of the partial derivatives of the function. 
Quasi-Uniform Solution Spaces 
For these problems, we know that the constrained extrema of the function lie at the corners of 
the space, and may be identified by evaluating the function at each corner and comparing values, 
as in the method of Wong and Dong. However, in particular cases, it is possible to use faster 
calculation methods [4]. 
Non-Uniform Solution Spaces 
For these problems, the function may have extrema at points other than the corners of the 
space. Neither of the above methods can locate these extrema, and hence, neither can give a 
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correct result. Our recommended procedure, based on Lemma 2, is to locate all the normal and 
particular poles of the solution space, then to evaluate the function at each pole and identify the 
maximum and minimum values, yL and yR, by comparison. 
There are two approaches toimplementing this procedure, involving different tradeoffs between 
generality and efficiency. The most general approach is to use established techniques from con- 
strained non-linear optimization to locate the poles. A variety of suitable algorithms exists [5]. In 
our application, we use the non-linear minimization algorithm developed by Powell [6], coupled 
with the quadratic solution algorithm of Goldfarb and Idnani [7]. 
When the function is known in advance, it is often possible to write a method for pole location 
which takes advantage of its particular properties. This can permit a faster solution than the 
more general algorithms. 
PRIOR WORK 
Prior methods for calculating the results of mappings on fuzzy numbers can be classed according 
to whether they seek approximate or exact solutions. Examples of the class of approximate 
methods include the numerical procedure suggested by Schmucker [8], the analytic method of 
Dubois and Prade [9, pp. 46-49], and the method of Dong and Wong [2]. 
In [2], Dong and Wong show that Schmucker's discretization method can give quite irregular 
and incorrect membership functions. Dubois and Prade's method requires that the function f
be increasing over the solution space; this is equivalent to requiring that the solution space be 
uniform. An example of an exact solution method is the non-linear programming technique 
of Baas and Kwakernaak [10]. The applicability of this method depends on certain restrictive 
conditions, given as [10, Lemma 1]. These conditions are equivalent to the requirement that the 
solution space be uniform or quasi-uniform. 
We have characterised the approach taken in this paper as a 'pole-computation method.' The 
methods of [2,9,10] might in contrast be characterised as 'corner-computation methods,' since 
their search for the extrema of the function is confined to the corners of the solution space. 
These methods will, therefore, all fail when applied to a non-uniform solution space. 
The generalized interval arithmetic package described in [11] deals with non-uniform solution 
spaces, and could be extended to perform calculations on fuzzy numbers in a way similar to that 
described here. 
SUMMARY 
A classification scheme for functions on fuzzy numbers has been presented, based on the be- 
haviour of the partial derivatives of the function. It has been shown that there is a class of 
problems--those having interior extrema--for which no existing method can give reliable results. 
A generally applicable alternative has been suggested. It has also been shown that there is a 
class of problems--those having uniform solution spaces--for which the output may be calcu- 
lated very rapidly, and a calculation method has been given. Finally, for the class of problems 
having quasi-uniform solution spaces, the method of Wong and Dong is recommended. Minor 
modifications to their method are suggested which can take ad.vantage of special features of the 
problem to reduce computational complexity. 
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