Quantum cascade lasers can be efficient infrared radiation sources and consist of several hundreds of very thin layers arranged in stacks that are repeated periodically. Both the thicknesses of the individual layers as well as the period lengths need to be monitored to high precision. Different transmission electron microscopy have been combined to analyse AlGaAs/GaAs quantum cascade laser structures in cross-section. We found a small parabolic variation of the growth rate during deposition, affecting the stack periodicity and a reduced aluminium content of the AlGaAs barriers, while their widths as well as those of the GaAs quantum wells agreed with the nominal values within one atomic layer. Growth on an offcut substrate led to facets and steps at the interfaces.
Introduction
Quantum cascade lasers (QCLs) provide effective multiple quantum well emission sources for the infrared range based on inter-subband transitions of electrons rather than electron-hole recombination as used in other types of solid state lasers (Faist et al. 1994) and are presently considered for applications in terahertz imaging (Tonouchi 2007) . Under an applied bias, electrons travelling through the structure can emit lowenergy photons (hence, infrared radiation) each time they lose energy when traversing a thin barrier into the next quantum well. A sequence of electron injection and active emission layers consists of typically a dozen quantum wells and barriers within a period that itself is then repeatedly stacked, typically fifty times to several hundred times, so a single electron can generate many photons. This yields a structure consisting of several hundreds or even thousands of individual layers the epitaxial growth of which needs to be controlled to high precision (at the scale of fractions of monolayers, which physically would mean for the group III sub-lattice in AlGaAs atomic planes with mixed Ga/Al occupancies) during hours of growth. The essential problems to be investigated relate to i) the avoidance of structural defects, such as dislocations, ii) the reproducibility of a given growth rate over extended time durations (in our case, for a growth run delivering a series of three wafer structures), maintaining the over-all thicknesses of the periodic stacks from the first to the last period, iii) the growth of barrier layers with sub-atomic precision in thickness to enable electron tunnelling through them with a certain probability and iv) the minimization of interdiffusion to maintain sharp interfaces.
For all these points transmission electron microscopy (TEM) is necessary, as macroscopic techniques such as X-ray diffraction run into ambiguities in modelling when the parameters in the top and the bottom of the layer stacks differ. The main experimental challenge is that all high-resolution imaging techniques have a limited field of view and so cannot address all points simultaneously. For planar illumination TEM, the largest two-dimensional digital detectors presently have ~8000 pixels in a row, and if 0.28 nm lattice fringes are to be imaged at twice the Nyquist limit, i.e. at 4 pixels per fringe, then the total field of view will be limited to ~560 nm, which is almost an order of magnitude smaller than the QCL structure in this study. Analogue detectors such as negative plates can cover a slightly larger area with lattice resolution but suffer from geometrical distortions near the corners due to the objective / projector lens systems (Hue et al. 2005) . Moreover, it is impossible to produce perfectly flat specimens, and thickness and focus changes over the field of view induced by wedge-shaped specimens can entail contrast changes and even contrast reversals in lattice images that are difficult to control and can make the interpretation of interfaces difficult. For focused illumination in scanning TEM (STEM) mode, the corresponding limit will be given by the number of image data points the scan generator can handle (maximum number of lines times maximum number of rows). Hence, many electron microscopy studies of QCL structures are limited to overview images covering 300-600 nm field of view at relatively low resolution (BarvosaCarter et al. 2001 , Inoue et al. 2004 , or medium-resolution imaging of a small number, n, of periods, e.g. n = 1 (Manz et al. 2005; , n = 2 (Cao et al. 2008) , n = 3 (Liu et al. 2000) , n = 4 (Xu et al. 2008) and n = 5 (Matmon et al. 2010) . Lattice imaging is usually restricted to regions < 40 nm in extent (Green et al. 2004; Kandaswamy et al. 2008; Terachima and Hirayama 2009) . Cross-sectional scanning tunnelling microscopy (STM) has also been used to provide atomic resolution maps of cleaved surfaces (Barvosa-Carter et al. 2001) but is again restricted to small clean areas in cross-sections of sphalerite semiconductors that cleave well. In summary, there is no single atomic scale imaging technique that can image an area several microns in length, so that images from different length scales need to be correlated to provide not only a pretty image but a true quality control tool for QCL growth.
Experimental
While QCLs have traditionally been grown by molecular beam epitaxy, it was shown by Green et al. (2004) that metal-organic vapour phase epitaxy can also be used to reproducibly grow the required ~1nm thin layers needed for QCLs. We have studied an AlGaAs/GaAs QCL structure of 55 periods, each consisting of 8 GaAs quantum wells and 8 AlGaAs barriers (i.e. 880 fine layers in total) sandwiched between two thicker 600 nm GaAs layers, all grown by metal-organic chemical vapour deposition at 690 ºC via an InGaP buffer on a GaAs(001) substrate with a nominal offcut of 10 º towards (111)A. The offcut was employed to suppress CuPt type ordering in the In 0.49 Ga 0.51 P cladding layers which were used for the optical laser studies. Several samples were grown consecutively in the same chamber. As precursors we used trymethyl group-III compounds and phosphine and arsine for the group-V elements. More details of electrical contacts and optoelectronic measurements are provided in the letter by Krysa et al. (2011) . A cross-sectional sample for TEM was prepared by standard sandwiching, cutting, grinding, mechanical polishing and low-angle argon ion milling until foil perforation. We then used bright-and dark-field transmission electron microscopy (BF/DF-TEM) to address issue (i), high-resolution electron microscopy (HREM) to study (iii) & (iv) and annular dark-field scanning transmission electron microscopy (ADF-STEM) to study points (ii) & (iv). Electron microscopy was performed using two instruments: a JEOL 2010F field-emission (S)TEM at 197kV (with Gatan GIF200, Gatan 794 multiscan charge coupled device (CCD) 1k  1k camera and Gatan Digiscan I for scanning TEM) and a double aberration-corrected cold-field emission JEOL Z3100 R005 STEM at 300kV (with Gatan Tridiem ER GIF Model 865, Gatan Ultrascan 1000 2k  2k CCD camera and Gatan Digiscan II for STEM operation).
Results
Investigations of several adjacent areas by BF and ADF STEM at the lowest possible magnification that does not suffer from de-scan problems and so yields homogeneous contrast over the field of view, have not shown any dislocations, hence the dislocation density must be << 10 7 cm -2 . This is expected for an almost perfectly lattice matched system such as AlGaAs/GaAs. In ADF STEM, GaAs appears brighter than AlGaAs due to the higher average atomic number (Z-contrast), however, note the difference in the appearance of the two thick GaAs layers in Figure 1 , indicating a wedge shaped geometry of the sample whose thickness decreases from the bottom towards the top near the free surface.
In BF and 002 DF TEM imaging of thin regions, the AlGaAs appears brighter than the GaAs; for the BF case this is due to its lower mass-density and in DF it is due to the increase of the 002 structure factor contrast with increasing Al content. This explains the similarity of aligned image sections of BF and(002 dark field images as in Figure 2 , from which the MQW periods near the top of the stack have been measured as 45 ± 0.6 nm. Because of the aforementioned contrast reversals with increased specimen thickness it has not been possible to image layers at the centre or bottom of the stack in conventional TEM under similar (kinematical) conditions. The two thinnest AlGaAs barriers above the thicker AlGaAs injection layers (all dark) are clearly visible in the nine stacks of the medium-magnification ADF-STEM image shown in Figure 3 . For the acquisition the specimen had to be tilted ~ 2 º off the precise <100> zone axis to show the interfaces in thicker parts of the specimen edgeon. This is due to the wafer offcut, however, the nominal offcut would have meant an ~ 7 º tilt about would have been necessary. As Z-contrast is less prone to contrast reversals with thickness and focus changes than coherent phase imaging (Pennycook and Jesson 1991) it has been possible to compare period lengths in the whole stack, as tabulated in Table 1 . From this it can be seen that the stacks are ~47nm wide in the middle but only ~45nm near bottom and top of the structure. This indicates a ~ 2 % parabolic variation of the growth rate during deposition, the initial and final growth rates being ~ 1 % smaller than the average of 46nm/stack, while the growth rate in the middle was ~1% enlarged. In the line profile of Figure 3b we plot the square root of the ADF intensity from Figure 3a (after background subtraction so that the ADF detector recorded zero for regions without specimen, ensured by briefly closing the gun valve and so switching off the illumination, cf. Walther (2006) , Qiu et al. (2011) ) as function of the growth direction. The dotted parabolic line gives an approximate envelope of the intensity expected for pure GaAs with an average atomic number of <Z GaAs > = 32, as fitted to the layers of maximal image contrast. For an Al x Ga 1-x As alloy the average atomic number is given by <Z AlGaAs > = 329x, so that, assuming perfect Rutherford scattering where the intensity scales with Z 2 and neglecting amorphous surface oxides which could reduce the image contrast (Walther and Humphreys 1997) , the ratio of the square root of the ADF intensity in AlGaAs to that of GaAs would be given by √R ≈ 19x/32. This allows us to estimate the Al content of the darkest layers in Figure 3a which are marked in Figure 3b by black upward arrows (where √R = 0.914 ± 0.003) to be x ≈ 0.31. If the intensity measured in the experiment were reduced by the finite collection angle and inelastic scattering to an exponent Z n , n < 2, this value would increase slightly to x = 0.34 (for n = 1.8) or 0.38 (for n = 1.6), giving an estimate of x = 0.34 ± 0.04. Also, we can see that the first layers grown thereafter (marked by grey downward arrows) have a slightly reduced intensity compared to all other GaAs layers (√R = 0.975 ± 0.004), which could indicate that some Al has diffused into these supposedly pure GaAs quantum wells (with x ≈ 0.09). Figure 4 shows a high-resolution TEM (HREM) lattice image of one period with layer thicknesses estimated manually from image intensity variations, where the lattice fringes faintly visible serve only as a precise built-in calibration of the magnification. Measurements of full widths at half maximum (FWHM) from intensity profiles are hardly more accurate than ± 0.4 nm (despite the two figures after the comma from the output of the software Digital Micrograph), however, the values indicated differ from the nominal values only by about 0.3 ± 0.2 nm (mean and rms spread of differences). Note that the overall contrast is reduced in the right half of the image, due to a thickness gradient running obliquely through its middle.
For better lattice imaging, the aberration corrected JEOL R005 instrument was used at 300 kV. Figure 5a shows a high-resolution electron microscopy (HREM) lattice image recorded at higher nominal magnification along the <100> zone axis with nearplanar illumination in slight underfocus. Given the above mentioned tilt necessary for the acquisition of figure 3 , the layers will now be imaged 2 º tilted with respect to the electron beam direction. The AlGaAs can be distinguished from the GaAs by the presence of stronger (020) and (002) fringes, and in the top where the specimen is estimated to be only ~10nm thin, by the absence of any (022) fringes, which are, however, dominating the GaAs. In the lower half the specimen is slightly thicker, close to ~ 15 nm where the {022} fringes disappear in both materials. At this specimen thickness a 2 º layer tilt with respect to the zone axis will introduce a slight blur of the interfaces, of the order of 0.5 nm or two group III bilayers, as given by the product of specimen thickness and tangent of the inclination angle. For the top region, the corresponding uni-directional blur will only be ~ 0.35 nm and thus be confined to adjacent bilayers, which is negligible. Figure 5b is a Bragg filtered version of 5a where only the (020) and (002) reflections are admitted before back-transformation (with a Gaussian shaped mask filter to avoid edge artefacts due to the filtering). The layers are well discernible, in particular in the thinner top half, and display short terraces on (002) as well as facets on inclined (022) and (0 2) planes. A pattern recognition algorithm was then used to map and measure the sum of the amplitudes of (020) and (002) lattice fringes in each image unit cell centred on an atomic column of group-III atoms, as used previously to map the Al distribution in AlGaAs/GaAs layers at 400 kV (Walther and Gerthsen 1993) and which gave atomic sensitivity at optimal thicknesses around 10-15nm (Walther et al. 1995) . The result is shown on in Figure  5c . The contrast increases from a minimum of 1.05 in GaAs to 14.37 in AlGaAs (where the mean image intensity on an 8 bit grey scale is 142.3, with a standard deviation of 21.5 counts). If we assume that in this ~ 10 nm thin region the kinematical approximation is still valid, according to which the {002} contrast is proportional to the square of the difference in the atomic numbers of group-III and and group-V sub-lattices, and the lowest value close to zero relates to pure GaAs, then the ~14 times higher contrast in Al x Ga 1-x As would correspond to x = 0.30 instead of the nominal value of 0.45. This agrees with the above estimate from ADF STEM. Interpolating the local Al content in image unit cells between those in binary GaAs for x = 0 and those in the middle of the widest Al x Ga 1-x As barrier for x = 0.3 as references, would give a fully quantitative compositional map of the region observed. As the image reveals considerable roughness on the atomic scale, this will probably also be true along the electron beam direction and, together with the above 2 º layer tilt, could partly explain the apparent reduction in aluminium content as a projection effect rather than a result from interdiffusion.
Finally, if we use aberration-corrected ADF-STEM we can directly resolve all atomic columns and identify AlGaAs on the basis of the Al-rich group-III atomic columns having the lowest atomic number. We have recorded such images along the same <100> zone axis in the aberration corrected JEOL 3100Z R005 microscope at 300 kV, one of which is shown in Figure 6a . In order to avoid beam damage, we have used a low beam current (~10 pA) and short exposure time (12 µs dwell time per pixel) so the image appears rather noisy. Figure 6b is again a Bragg filtered version of (a), this time admitting all Bragg reflections and just eliminating shot noise, so the layers are easily distinguishable on the basis of both their different scattering power and pattern, as the Al-rich atomic columns are almost invisible. One can discern an average ~ 7 º tilt of the layers with respect to the (002) lattice planes in the image due to the substrate offcut, and in particular the upper interfaces of the AlGaAs (GaAs-onAlGaAs) appear rough on the atomic scale. We have then processed the raw image as follows: To eliminate the dark line features in (a), which are due to fluctuations of the emission current of the cold field emission gun during the recording, we have divided each individual line of the image by its average intensity value. We have then fitted a mesh to the lattice based on the positions of the brightest (As) columns (with an rms spread of ~ 2 pixels) and determined the intensity of each group-III column inbetween by integration of intensity around the 'tunnel sites' over a radius of 3 pixels. This is similar to the procedure of column ratio mapping used by Finnie, Craven and Robb (2009) for AlAs/GaAs imaged along <110> although the treatment of the background intensity is slightly different. The resulting map in Figure 6c has a maximum of 10.5 (corresponding to pure Ga: Z = 31) and a minimum of 6.82 (corresponding to mixed Al/Ga columns with <Z> = 3118x). If we again consider the intensity of the group-III columns is proportional to Z n with a power exponent of n then we can infer a maximum Al content of x = 0.41 (n = 1.6), 0.37 (n = 1.8) or 0.33 (n = 2, the ideal case of Rutherford scattering), i.e. x = 0.37 ± 0.04. This is, again, in agreement with the above estimates of x = 0.30 from HREM Fourier analysis and of x = 0.34 ± 0.04 from ADF STEM contrast without lattice resolution, similar to what was reported in an earlier comparison of low and high-resolution ADF STEM contrast for InGaAs .
As the specimen region used for high-resolution STEM in figure 6 was slightly thicker than the one used for HREM in figure 5 , ~ 15-30 nm from intensity estimates, the blur due to the 2 º misorientation of the layers with respect to the <100> zone axis can amount to 0.5-1.0 nm and is probably responsible for the significant apparent loss of image contrast in the lower right part of figure 6c. In addition to the offcut problem, the contrast reduction in the right part of figure 4 and the lower parts of figures 5 and 6 is probably in part due to some surface contamination, as we found evidence of preferential carbon deposition in or near the investigated regions from STEM overview images taken after the high-resolution analyses. This is expected to slightly reduce the apparent lattice fringe contrast in both HREM and STEM modes, however, as this will apply to AlGaAs and GaAs to the same degree the relative lattice contrast changes evaluated above and the corresponding interpretation should not change. A much more serious problem could potentially be preferential oxidation (Al-rich AlGaAs is known to oxidise more rapidly than GaAs, cf. Alay and Vandervorst, 1992) as this could reduce the crystalline thickness of AlGaAs regions more than that of GaAs and so would reduce its lattice contrast more than that of GaAs, however, we found no evidence for preferential oxidation in our sample.
Conclusion
We have shown by comparison of different TEM imaging methods using calibrated magnifications that i) the growth rate of the stacks varied slightly (± 1 nm) during growth, where stacks grown in the beginning and towards the end were ~ 2 nm (4 %) thinner than stacks in the centre, which may lead to optical emission broadening and ii) the average stack periodicity and the AlGaAs barrier layer thicknesses agreed with the nominal values, within error bars of one group-III layer thickness, so that the electron quantum confinement should be as modelled. Quantitative contrast mapping of HREM and ADF STEM showed that iii) there was indication of facetted growth, due to the offcut, with the top of the AlGaAs being rougher or more diffuse than the top of the GaAs layers; 
