Felix Hausdorff's work [2] (see also T. H. Hildebrandt [3] ) on the moment problem for [0, 1] has been continued by J. S. Mac Nerney [5, p. 368] The following theorem is useful in a later argument and is stated here for purposes of introduction. 1. Radius of Convergence ^ 1. In this chapter, for each r not less than 1, we pair functions having power-series expansions about 0 which are absolutely convergent at r with sequences which are dominated by geometric sequences with ratio r. In particular we match functions with power-series expansions about 0 which are absolutely convergent at 1 with the class of bounded sequences. THEOREM 
If n is an integer greater than N,
LEMMA 3. Let b be a positive number. Then there is a positive integer N such that if n is an integer greater than N then
Proof. There is a positive integer m such that < 6/2. Let βr be Σ*=o I ^ I r2>^?) Let ΛΓ be an integer greater than m such that if n is an integer greater than N then Then, if n is an integer greater than N, Proof. For each nonnegative integer p let g p be r~p, and suppose that the sequence c + g is not bounded; that is, suppose that c is not bounded by a geometric sequence with ratio r.
For each / in S,
For each positive integer n, let T n be a function from S to the complex numbers such that if / is in S then The following theorem parts somewhat from the main stream of our study but sheds additional light on the problem at hand. If fc is a nonnegative integer and n -u k1 \ c n A n \ < 2~k, so that Σ P =o\A p c p \ converges.
Let b be a positive number. By Lemma 2, there is a positive integer N such that 2~N < 6/2 and if n is an integer greater than N then 
Suppose that B > 0. By Lemma 3 and the note at the beginning of the proof of Lemma 2, there is a positive-integer pair (n, m) such that for each positive integer n, then T(x) = L(/, w a?), so that Γ(aj) converges. Therefore, by the "principle of uniform boundedness," there is a number B such that, for each positive integer n, Σ?=o I Q^?> I < B Now, if p is a nonnegative integer such that A p Φ 0, the sequence Q[, pj has limit 1. Hence, there is a positive integer N such that if p is an integer greater than N then A p -0, so / is a subset of a polynomial.
4* Radius of convergence less than I* Lemma 1 tells US that constant sequences prevent us from altering Theorem 2 to allow r to be less than 1.
Theorem 3, as it is, not restricted in this way. This leaves the question: Can we find anything like Theorem 1 with the radius of convergence for our power-series expansions about 0 less than 1? 
