A well known drawback of IP-multicast is that it requires per-group state to be stored in the routers. Bloom-filter based source-routed multicast remedies this problem by moving the state from the routers to the packets. However, a fixed sized Bloom-filter can only store a limited number of items before the false positive ratio grows too high implying scalability issues. Several proposals have tried to address these scalability issues in Bloom-filter forwarding. These proposals, however, unnecessarily increase the forwarding complexity.
INTRODUCTION
Conventional IP routing has been suffering from state explosion at the network core. It is well known that the backbone routers have to maintain routing tables with tens of thousands of entries. This not only introduces a significant amount of management overhead, but also hinders the scalability of IP-routing and IP-multicast in particular. The issue is exacerbated by the emergence of Internet-of-Things (IoT) paradigm, where an even larger number of devices are expected to be connected over IP-enabled networks, creating even more state in the network. Furthermore, the routing operations in IP networks require advanced memory and packet switching technology in order to implement the longest-prefix matching necessary to forward packets from the sender to the receiver.
One approach to address these pinching points of IP routing is that of Bloom-filter-based source-routing 1 . In these schemes, the path from sender to receiver is computed by a dedicated path computation element, while each link along the path is identified with a domainunique link identifier [1, 2] . Bloom filters are used to encode all link identifiers along the path from the sender to the receiver(s) within a single bitfield [1] . With that, multicast is naturally supported while the forwarding operation becomes that of a membership test in a bitfield (the Bloom filter). In other words, the forwarding decision at each switch can be realized as a simple bitwise AND/CMP operation, compared to longest prefix matching in IP routers. Applications for such simple forwarding solution can be found in multisite VPN solutions [3, 4] , in datacenters [5, 6] , and in information-centric networking (ICN) architectures [7] . Within these applications, the need for centralized path computation is well aligned with the overall network architecture, while a minimal forwarding operation is specifically aimed at for performance reasons. Furthermore, work in [8] has shown that BF-based forwarding can be easily implemented in off-the-shelf SDN equipment at the cost of constant-sized flow matching tables, making it highly suitable for deployments in such emerging network environments.
However, BF forwarding comes with a significant scalability drawback. The size of the bitfield that is used for forwarding (and which holds the path information) determines the maximum number of links that can be stored on it. Thus, the size of the bitfield defines the maximum size of the network topology and the maximum size of the multicast group. Approaches presented in [1] and applications such as those presented in [3, 5, 7] usually rely on bitfields of 256 bit length, which limits their deployment capability. Extending the bitfield size is surely possible but only within the limit of defining a larger bitfield, requiring the change of all protocol headers, which is hardly a suitable approach for flexible deployment across a range of topologies.
In order to better frame the particular design choices we make for our solution to this scalability problem, we formulate the following main goals for a suitable BF forwarding solution:
1. Any solution must support any topology and group size: in contrast to existing solutions [1, 2] , we are seeking a solution that does not limit the topology sizes supported. 2 2. Any solution should allow for instantaneous multicast group formation: one aspect of BF forwarding is that multicast trees can easily be formed by unicast path information by simply bitwise ORing the unicast BF information into a single (now multicast) BF identifier. Any solution should preserve this capability in order to allow for applications such as [9] . 3. The basic forwarding operation should be kept as simple as possible to the original AND/CMP based forwarding, i.e., an extensible BF scheme should not increase individual forwarding costs. 4 . Any solution should be easily realizable over an SDNbased infrastructure in order to ensure easy deployment with such emerging network environments. Solutions such as [8] have outlined how to implement basic BF forwarding over SDN equipment. Any solution should preserve such capability as much as possible.
In this paper, we propose the Extensible Bloom-filter Forwarding (XBF) solution with the attempt to address the requirements outlined above. For this, we take a partitioning-based approach in which we partition the network into several parts (i.e., sub-network) so that each part contains an equal amount of links. The forwarding inside every partition happens with a standard fixed-length Bloom-filter forwarding. When a packet traverses from one partition to another, the corresponding partition-specific Bloom-filter must be loaded into the portion of the header that is used for BF matching; this copy operation causes some processing overhead. In order to reduce this processing overhead, XBF incorporates an intelligent partition algorithm which is able to exploit both network topological properties and traffic patterns, so that inter-partition traffic volume is minimised. Moreover, the resulting traffic-aware partitioning can also improve header overhead by effectively reducing the number of Bloom-filters carried in a packet. For this, we formulate the XBF design problem into a balanced edge partition problem, and present an intelligent partition algorithm that adopts the traffic-aware weighting scheme in order to minimise both header and processing overhead.
The rest of the paper is organised as follows. Section 2 presents a more detailed background on BF-based forwarding. We then describe the aforementioned zoning approach to BF forwarding as a system model in Section 3, followed by our traffic-aware partitioning approach in Section 4. In order to verify the compliance with our requirements 3 and 4, we present the experimental setup for our evaluation in Section 5. Our results regarding header and processing overhead are presented in Section 6, together with results on impact of different traffic patterns. As a proof-of-concept, specifically addressing requirements 3 and 4 again, we also present an implementation of our approach in Section 7, using a P4 software switch [10] . The paper then concludes with a discussion on possible future work.
BACKGROUND

Bloom-filter forwarding
Bloom-filter forwarding is an attractive scheme especially for content distribution applications due to two reasons: (1) unicast and multicast both use the same forwarding operation; (2) multicast does not require per-flow or per-group state to be stored in the network. These advantages are in stark contrast to the conventional IP-based multicast solutions where the routing table sizes grow as a function of both network size and the number of multicast groups in the network.
The basic idea behind Bloom-filter forwarding is simple. Every unidirectional link in the network is given a unique link identifier l, which is a m-bit long string with k independently selected random bits set to one (i.e., overlapping is possible). By so doing, any delivery path L can be described as a set of links that a packet will traverse in the network.
In general, Bloom filter routing can be split into two parts: path construction and packet forwarding. In the path construction phase, the sender or a logically centralized topology manager creates an in-packet Bloomfilter by combining the link identifiers towards every recipient together. In Figure 1 , the multicast tree to v 6 and v 7 contains four links (marked as green). The in-packet Bloom-filter F is created by simply bitwiseORing the link identifiers together, namely F := ∀l∈L l, where F is the in-packet Bloom-filter, L is the set of link identifiers on a path, and ∨ is the bitwise-OR operation Then, v 1 embeds the resulting filter 00111101 into the packet header and sends it out to the network.
The packet forwarding step becomes rather straightforward with a packet header containing all the links which need to be traversed by. Whenever a packet arrives at a switch, the switch extracts the Bloom-filter from the packet header, and for every outgoing link, it checks whether the particular link identifier has been embedded in the Bloom-filter. This operation, referred to as membership test, is done by checking the equality
= l, where l is the link identifier, and ∧ denotes the bitwise-AND operation.
While Bloom-filter membership test makes the forwarding very simple, it also makes forwarding operation susceptible to false-positives. Given a fixed-length Bloom-filter, as more and more links are embedded in, the membership test may mistakenly report the presence of a link whose identifier actually has never been embedded before. Such error is specifically referred to as false positive. False positive indicates that a switch may forward a packet to an interface where the packet is not intended to. For example in Figure 1 , a packet with Bloom-filter 00111101 will be forwarded also to v 5 even though it is only intended to v 6 and v 7 . The reason is because the membership test for link v 3 → v 5 produces false positive, i.e., 00111101 ∧ 01001000 = 01001000.
False positive rate (FPR) is a widely used metric to evaluate a Bloom-filter-based routing scheme, which effectively tells the probability that a switch forwards packet to an unintended interface. FPR is a function of the Bloom-filter parameters (i.e., values of m and k) and the number of link identifiers stored in the filter. It is obvious that FPR will be high for large multicast trees, since more links are involved in delivery and their identifiers have to be embedded. High FPR values can cause a significant amount of redundant traffic increasing the probability of congestion in the network. Another problem with false positives is that they may cause a packet to be forwarded back to previously visited nodes in the multicast tree and thus render (possibly infinite) forwarding loops.
We now continue by describing how earlier research has approached these challenges.
Challenges of BF-forwarding
The scalability-issues caused by the fixed Bloom-filter length are well known and have been identified already in early proposals such as Free-Riding Multicast [11] and LIPSIN [1] . In general, there are three approaches that can be found from the literature regarding increasing the scalability of Bloom-filter source routing. The first, and simplest way to achieve scalability is to disallow too large multicast-trees and instead use several trees when serving content to a very large audience [12, 13] . While the solution is very simple and effective, it naturally increases the amount of traffic in the network and is suitable only in fairly small networks.
The second way to improve the scalability of Bloomfilter forwarding is to use some method to decrease the FPR. The idea is that when the FPR gets smaller, a fixed sized Bloom-filter can store larger multicast trees. One commonly used way to reduce FPR is to use several coexisting link-identifiers for every link: when the multicast trees are constructed, the link identifiers are chosen so that the number of false positives is minimized [1, 14] . The drawback of this approach is it increases the amount of state stored in the switches. Also, these approaches only slightly decrease the FPR and do not provide scalability for arbitrary large networks. Furthermore, because the FPR still remains positive, these forwarding schemes must employ extra countermeasures against forwarding loops caused by false-positives thus further complicating the router design [15, 16] .
The third way to solve the scalability problem is to encode the multicast-trees into variable sized Bloomfilters [15, 17] . This basically means, that when a multicast tree grows too large (and thus causes too may false positives) the in-packet Bloom-filter is dynamically extended to keep the FPR acceptable. This requires that there is an additional length-field in the packet header which tells the length of the packet's Bloom-filter. These variable-length Bloom-filter solutions would appear palatable due to the fact that it scales to indefinitely large networks and multicast groups.
Making the Bloom-filters variable-length has, however, two major drawbacks. First, it makes the multicastgroup management more difficult. This is because variable-length Bloom-filters cannot be combined together simply by bitwise ORing them together (they are of different lengths, after all). Because of this, the topology manager becomes a bottleneck as it must be consulted whenever the multicast tree changes (i.e., a node joins or leaves the multicast group). The second problem is that variable-length Bloom-filters vastly increase the complexity of the forwarding. When the Bloomfilter lengths vary from packet to packet, the link identifiers have to be calculated based on the length of the Bloom filter. Thus, the switches have to calculate link-identifiers at line-speed. Alternatively, the switches have to store pre-calculated link-identifiers for every possible Bloom-filter length. This, on the other hand, would significantly increase the amount of state stored in the network.
There are also proposals that try to combine the aforementioned approaches. For example, Multi-stage Bloom-filter (MSBF) tries to reduce the false positives by splitting the multicast-tree into several variable-length stages which use different Bloom-filters [2, 18, 17] . The problem with this kind of solutions is, again, that they tend to make group management very difficult and increase the complexity of the forwarding nodes.
XBF FORWARDING SCHEME
In this section, we introduce the extensible Bloomfilter forwarding (XBF) and the system model under which it operates. XBF addresses the fundamental scalability issue of conventional Bloom-filter forwarding by partitioning a network into equisized parts inside which a separate Bloom filter is constructed.
System Model
XBF forwarding scheme is designed for wide scale intra-domain multicast. The scheme works in networks where roughly half of the switches can perform packet matching on arbitrary fields (e.g. software switches or P4-switches) while the rest of the switches can be regular OpenFlow-switches.
We assume a network that can be represented as a directed graph, G n = (V n , E n ), where V n is the set of switches and E n is the set of links 3 . The basic idea in XBF is to group the network edges into partitions so that every partition contains at most 256 edges. Then, every partition is allocated with a separate 256-bit partition Bloom-filter. Because the partition Bloom-filters are 256-bit long and every partition contains at most 256 edges, we can assign a unique one-bit link identifier for every link instead of creating the link identifiers randomly. Therefore we can completely get rid of falsepositives. 4 The maximum partition size is chosen as 256 because it fits into the source and destination address fields of a IPv6 header. Figure 2 presents the XBF packet format. The packet header has two parts: iBF contains the Bloom-filter used for intra-partition forwarding, and zBF contains the Bloom-filters of all of the partitions which the packet needs to traverse by. The content in zBF remains the same throughout a delivery whereas the content in iBF changes dynamically depending on which partition the packet is currently in. Together the iBF and zBF constitute the header overhead.
There are three main entities in a XBF-enabled network: topology manager, popper switches, and forwarder switches. The topology manager is a logically centralised entity similar to a SDN controller, with three main func- 3 In this paper, we use the terms node and switch interchangeably as well as the terms edge and link. 4 Technically, the described data-structure is no longer a Bloom-filter. We nevertheless abuse this term as the operations done with these one-bit identifiers match the Bloomfilter operations.
bitwise-AND and bitwise-OR respectively G = (V, E) directed graph with vertices V and edges E Gn = (Vn, En) directed network graph
traffic volume on network link va → v b ν imbalance coefficient in vertex partitioning P set of partitions pe partition to which a link (or connectivity graph vertex) e belongs to, pe ∈ P N (v) partitions that are adjacent to node v, N (v) ⊆ P φe number of popping operations done on each packet traversing link e Table 1 : Notation used in this paper tions: (1) it partitions the network so that each partition contains at most 256 directed links; (2) it assigns the one-bit link identifiers for every link in the network; (3) it creates Bloom-filters that can be used to send packets from a source to a destination. Note that (1) and (2) are only performed once for the whole system while (3) is performed once for a new multicast tree. A popper switch (or popper) refers to a switch sitting at the boundary of partitions (e.g., v 1 , v 2 , and v 3 in Figure 2 ). More specifically, a switch v is a popper iff the edges incident to v belong to at least two partitions. Meanwhile, a forwarder switch (or forwarder) refers to a regular switch with all its links allocated to the same partition. Forwarder switch is a simple device that only performs basic Bloom-filter forwarding operations -it checks which of its next-hop links are included in the iBF then forwards the packets to the corresponding interface. This simple operation, however, only applies to the forwarding occurs inside one partition. If a packet is intended to another partition, it must go through a popper which lies at the border of multiple partitions. Unlike the basic forwarding, a popper copies a partition Bloom-filter from the zBF to the iBF every time it performs the membership tests for the links of the partition. We refer this operation as popping in the paper. Figure 2 illustrates popping operations. The multicast tree (marked as orange arrows) crosses partition borders at two different popping nodes: v 1 and v 3 . When the packet arrives at v 1 , the popper has to pop (i.e., copy) the blue Bloom-filter from zBF to iBF. After popping, v 1 can check to which outgoing blue interfaces the packet should be forwarded as a regular forwarding element. However, the operation is slightly different at popper v 3 who has to pop the packet twice. The reason is that v 3 sits at the border of three partitions hence it needs to perform the popping for both green Bloomfilter (partition 3) and blue Bloom-filter (partition 2). As we can see, the number of popping operations a popper needs to perform for a packet depends on the number of incident partitions.
Optimising Popping Via Edge Partition
From both network operator's and end user's perspec- tive, the total number of poppings in the network needs to be minimised, which requires the topology manager to strategically select poppers to connect different partitions. To help us in formulating the optimisation problem in Section. 4, we first define the required number of popping operations as follows. Let p e denote the partition which a directed link e belongs to. Let H e be the set of possible next-hop links that the packets can traverse after link e. The following equation gives the number of poppings required for each packet traversing via e (note that the set cardinality tells the number of distinct elements in it).
There are two technical details worth mentioning: First, the set of possible next-hop links φ e excludes the interface where a packet originally came from in order to avoid loops. Second, the popping operation is not necessarily needed for all passing-by packets. A popper only performs popping for the packets entering into different partitions, i.e., cross-partition traffic. For the packets remaining in the same partition after forwarding, popping operation can be skipped. We will present the actual implementation details in Section 7.
TRAFFIC-AWARE PARTITIONING
We have designed Jigsaw, an algorithm to calculate the optimal partitioning of a given network to minimise poppings. Jigsaw is traffic-aware and is also an important component in topology manager, playing a significant role in XBF performance.
In brief, Jigsaw aims to minimise the traffic volume across partition boundaries (i.e., inter-partition traffic) in order to minimise the total number of poppings. More specifically, for a given traffic pattern and a network topology, Jigsaw optimises the partitions boundaries so that majority of the traffic occurs within a single partition, while simultaneously keeping the number of links in each partition constant (or near-constant).
There are three steps in the algorithm:
1. Weighting: the algorithm adds weight to every link in the network based on the actual traffic volumes. 2. Translation: the algorithm transforms the original network graph into a connectivity graph. 3. Partitioning: the algorithm performs balanced vertex partitioning on the connectivity graph to obtain an optimal partitioning.
We now separately describe the details of these steps.
Embedding weights in original network
The very first step in Jigsaw is assigning weight on every directed link according to the traffic volume passing by. Since forwarding and popping operations are performed on per-packet basis, we set the weight of a link equal to the number of packets passing through in a well-defined time-unit (e.g., an hour).
Although weighting indicates that a topology manager needs to possess the global knowledge of traffic volume in a network, if such information is not available, the traffic volumes can be approximated with switches' betweenness centrality values. Many prior work have shown that there is a strong correlation between traffic patterns and networks' topological properties [19, 20] 
Constructing a connectivity graph
The second step is to construct a connectivity graph [21] from the original network. The algorithm for creating such a connectivity graph is simple. Firstly, for each directed link (v i , v j ) in the original graph, a matching vertex (v i , v j ) is added to the connectivity graph. Accordingly, the original link weight becomes the vertex weight in the connectivity graph. Then edges are added to the connectivity graph with a simple rule: a directed edge is added between two connectivity graph vertices iff a packet can traverse from the corresponding network link to another in the original graph. Figure 3 illustrates a connectivity graph created from a simple network graph.
There are several motivations of constructing a con- Figure 3: A network graph and a connectivity graph created from it. Link weights (network graph) and vertex weights (connectivity graph) are omitted. nectivity graph. First, we can translate a balanced edge partition problem to an equivalent balanced vertex partition problem. While the two problems have been shown to be equivalent [22] , balanced vertex partitioning is already well studied hence there are many mature algorithms 5 . Second, a connectivity graph is able to reflect actual paths more accurately and further remove many potential loops. For example in Figure 3 where a packet traverses from v 3 to v 2 , it is obvious that the next-hop link cannot be v 2 → v 3 since that is where the packet comes from. The directed network graph does not encompass this information about physical interfaces, whereas connectivity graph does not have this limitation -an edge between two connectivity graph vertices means by definition that a packet can follow that path.
Third, a connectivity graph is able to take traffic direction into account, which can lead to better partitioning especially when traffic is asymmetric in different directions. This can be seen by examining the connectivity graph in Figure 3 : the connectivity graph seems to contain two parts that are very weakly connected to each other (i.e. v 2,3 → v 3,4 → v 4,2 and v 2,4 → v 4,3 → v 3,2 ). This hints that an optimal partitioning may, rather counter-intuitively, may place reverse links to different partitions. This is also what we observed when partitioning realistic network graphs (see Section 6 ). An edge partitoining done directly on the network graph could not
Applying vertex partitioning
By definition, the balanced edge partitioning problem in the original graph can be naturally solved by applying a balanced vertex partitioning on the corresponding connectivity graph. The goal is to group the vertices of a given connectivity graph G c = (V c , E c ) into n components of at most 256 vertices, while trying to minimise a well-defined total cost function.
We use τ v to denote the traffic volume on a connec- 
Algorithm 1: Jigsaw, the traffic-aware network partitioning algorithm tivity graph vertex v ∈ V c (remember that every connectivity graph vertex uniquely describes a link in the physical network). Also, we use p v ∈ P to denote the partitions of v, and N (v) ⊆ P to denote the set of partitions to which v's neighbours belong to. The total cost of a partitioning is now defined as follows:
Comparing to Eq. 1, besides the fact that traffic volume has been taken into account, the only difference in Eq. 2 is that the calculations are performed over all vertices in the connectivity graph (corresponding to the links in the original graph). Therefore, it is not difficult to realise that totalv equals to the total number of popping operations in the network. Consequently, the optimal partition can be obtained by finding a solution that minimizes the totalv :
This optimization problem is well known and is called as graph partitioning while minimizing the total communication volume [23] . The problem has been shown as NP-hard. However, there are efficient approximation algorithms that can solve the problem in polynomial time given the condition for equisized partitions is slightly relaxed [24] . In our case, since we only require that the partition sizes do not exceed 256, we can simply apply, for example, a multilevel k-way partitioning algorithm to find a nearly-optimal solution for the problem [25] . This algorithm is part of widely used vertex partitioning library called Metis [26] .
Finally, because of the one-to-one mapping between a connectivity graph and a network graph, the vertex 
Partitioning heterogeneous networks
So far, we have assumed that any switch can be selected as a popper. In some networks, however, only a subset of switches can perform the popping function while the rest, referred to as legacy switches, can only act as forwarders. For example, regular OpenFlow switches cannot perform popping but can forward packets based on the iBF found in the IPv6-address fields [27] . We now briefly explain how the Jigsaw algorithm can be easily extended to handle these situations.
Recall that a switch is a popper iff it has incident links belonging to two or more different partitions. Thus, a legacy switch (i.e. forwarder) must have all of its links belonging to a single partition. This constraint can be fulfilled by collapsing all connectivity graph vertices together which represent links incident to a legacy switch. Figure 4 illustrates this in a scenario where v 3 is a legacy switch. All links incident to switch v 3 are aggregated to a single connectivity graph vertex. In this way, we do not have to change the partitioning algorithm at all, but simply count vertex v 3 as four vertices during the partitioning phase of Jigsaw.
Due to space constraints, the collapsing operation has been omitted in Algorithm 1. Moreover, for the sake of clarity, in the rest of this paper we consider only networks where all switches can act as popper switches.
EVALUATION METHODOLOGY
In this section, we explain our experiment setup and the evaluation metrics.
Experiment setup
We use three different kinds of topologies in our evaluations: eight conventional ISPs, one community network, and various synthetic topologies. The ISP backbone topologies are based on the Rocketfuel r 0 datasets [29] . We dropped the smallest ISP networks having less than 256 links. For the community network, we Algorithm Parameters Barabási-Albert G(n, m) n ∈ {500, 1000, ... , 3000, 4000, ... 8000} m = 2 Erdős-Rényi G(n, p) n ∈ {500, 1000, ... , 3000, 4000, ... Table 2 : Parameters used to create synthetic topologies and in partitioning algorithms used the Guifi.net core network in Catalonia region [30] . The synthetic topologies are generated using Barabási-Albert (BA) and Erdős-Rényi (ER) models with various parameters (shown in Table 2 ). For all aforementioned topologies, we only consider the largest component.
For traffic pattern, we use both realistic (for Guifi network) and synthetic traces (for ISP and synthetic networks). The realistic trace was obtained with a 30-day monitoring of Guifi network. To generate synthetic traffic, we let every node communicate with any others with equal probability, namely we randomly select a certain number of data sinks for a given source with uniform distribution. A multicast tree is further constructed by combining the shortest paths between the data source and sinks. Both realistic and synthetic traces contain the information of traffic volume on every directional link. Figure 5 shows the traffic distribution over all the links. Both trace types exhibit similar statistical distributions which justifies our traffic generation method. We assume that the topology manager has a priori knowledge about the traffic distributions in the network.
The vertex partitioning (i.e. the third step in our Jigsaw-algorithm, see Section 4.3) was implemented with Metis-library [26] , which we observed to produce high quality partitionings very fast (it took less than 20 seconds to partition the largest topologies with a mid-range laptop using one processor core). To evaluate the overall effectiveness of Jigsaw, we chose a popular edge partitioning heuristic called Powergraph [28] as our comparison baseline. The simulation was implemented with Python 2.7 using the Networkx, FNSS, pyMetis, and Scipy libraries. For each configuration, we repeated the experiments 1000 times to obtain statistically valid and representative results.
Metrics
In addition to the obvious metric like total number of poppers, we also calculate the following metrics to evaluate the effectiveness of XBF scheme.
• Mean number of partitions through which multicast trees traverse. This can be used to further calculate the header overhead of XBF.
• Mean number of poppers through which multicast trees traverse, and mean number of popping operations for a single multicast packet. These can be used to evaluate the processing overhead in forwarding.
As mentioned, these metrics can be used to evaluate both the header overhead and the performance overhead of XBF. Moreover, to gain a comprehensive understanding of header overhead, for each topology, we calculate the minimum bit-lengths for Bloom-filters that would be required to store a multicast tree while keeping the number of false positives under a certain threshold. More specifically, we calculate values for function L p (s), which tells the minimum bit-length for a Bloom-filter that can store a multicast tree with s sinks in a given topology, while keeping p percentage of the multicast trees free from false positives. Thus, L 99 % (10 ) denotes the length of a Bloom-filter that, given a topology, can store a multicast tree with 10 sinks while keeping 99% of the multicast trees free from false positives.
EVALUATION RESULTS
The most important evaluation results have been compiled into three groups (i.e., unicast with just one sink, multicast with ten sinks and with 20 sinks) in Table 3 along with some statistics about the topologies. Throughout this section, the whisker bars in the box-plots represent the 5th and 95th percentile values of the measurement while the boxes show the interquartile range.
Header overhead
We start by analysing the header size in XBF. Recall from Section 3 that the header overhead in XBF is the aggregated size of iBF and zBF. The size of the iBF is always 256 bits, while the length of the zBF varies depending on the number of filters in it, which again depends on the number of partitions a multicast tree traverses through. Also, since the zBF is accessed only by relatively few nodes (that is, the popper switches), it may be compressed. Here, we present the header overheads with and without such compression. The compression was done simply by compressing the entire zBF with with binary run length encoding (we use Elias-gamma coding for the run lengths [31] ). Table 3 shows the mean header overheads in all topologies when the multicast tree has 1 (unicast), 10, or 20 sinks. It can be seen that the header overhead is largely a function of the multicast tree size -although the topology also affects it, its effect is relatively moderate. This is further illustrated in Figure 6 which plots the header overhead as a function of different tree sizes in AS 1221 topology 6 . The horizontal dashed lines indicate the optimal bit-length for a Bloom-filters that can store a multicast tree with s sinks while keeping 99% of multicast trees false-positive free. More formally, they show the value L 99% (s) for s ∈ {10, 30, 60}.
It can be seen from the figure that when a multicast trees grows, the size of the non-compressed XBF header increases accordingly since more partitions are involved in a distribution. However, zBF can be easily compressed due to its sparsity. In other words, using a single bit to identify one link will create multicast tree representations mostly filled with zeroes. (This is not necessarily true for traditional LIPSIN-like Bloom-filters forwarding where several pseudo randomly selected bits are set to one for every link that is included in the multicast). Thus, with the simple run-length encoding done on the the zBF, it is possible to achieve up to 70% saving on header overhead.
Processing overhead in forwarding
The key goal of XBF is to allow false-positive free forwarding while simultaneously minimizing the processing overhead of the packet forwarding. While basic forwarder switches can forward packets with minimal overhead, the same is not true for popper switches. We now evaluate the processing overhead that is caused by the inter-partition traffic and popping operations. The key metrics used here are (1) the number of popper switches in the network, (2) the number of popper switches on a multicast tree, and (3) the number of popping operations occurring during packet forwarding.
As already discussed, the processing overhead is dependent on how the network is partitioned. Thus, the performance of Jigsaw algorithm plays a central role in the performance of XBF. We now compare Jigsaw algorithm to another relatively simple edge-partitioning We observed that our Jigsaw-algorithm outperforms the Powergraph-heuristic consistently in all topologies. A notable difference between the performances of Jigsaw and Powergraph heuristic is that the partitioning given by the Powergraph heuristic requires much more popping switches. Furthermore, Powergraph-heuristic places the popper switches to more central locations (i.e., network core) compared to the Jigsaw-algorithm. This can be seen in Figure 7 which shows the betweenness centrality values of the most central popper nodes -the popper switches' centrality values are much higher when the partitioning is done with Powergraph heuristic compared to the partitioning done by Jigsaw. This basically means that the Powergraph heuristic not only produces much more popping nodes, but also places them to worse places in the network.
The placement of the poppers directly affects the number of popping operations that must be performed in packet forwarding. As a result, it is not surprising that the number of popping operations is also smaller when the network is partitioned using Jigsaw. This can be seen in figures 8(a)-8(b) which show the number of poppers on a multicast trees as well as the number of popping operations that happen during forwarding. Furthermore, the figures show that the consequences of a poor partitioning are emphasized when the multicast trees grow.
Scalability of XBF
We used the Barabási-Albert (BA) and Erdős-Rényi (ER) models to evaluate how XBF scales as the network grows. The parameters we used with these models are summarized in Table 2 . Figure 9 (a) shows the number of popper switches through which a packet traverses as a function of network size. The growth in is clearly sub-linear. The sub-linearity comes largely from the fact that the network diameter grows sub-linearly -the number of partitions on a path is limited by the network diameter. This guarantees the scalability of XBF in a very natural way.
The same sub-linear shape can also be seen in the number of popping operations (Figure 9(b) ) and in the header overhead (Figure 9(c) ). However, the number of popping-operations (which approximates the processing overhead of the forwarding) grows slightly faster than the number of popper-switches. This is caused by the fact that as the network grows, the probability of a popper-switch having adjacent links belonging to more than two partitions grows. Nevertheless, both the growth in the popping operations and the growth of Table 3 : Summary of the evaluation results on both realistic and synthetic topologies using different number of sinks. 
Effect of the traffic patterns
So far in the evaluation that every node sends equal amount of traffic to every other node. In order to gain understanding on how non-uniform traffic volumes may change the partitioning quality, we also ran the simulation with non-uniform traffic volumes. This simulation was executed as described in Section 5.1 with the difference that 10% of the nodes were assigned as highdemand nodes, which produced ten times of the traffic that a normal node does.
The effect of this non-uniform traffic in AS 1221 topology can be seen in Figure 10 , which shows the mean number of popping-operations when the partitioning was done with Jigsaw-algorithm with and without taking the traffic volumes into account (the shaded areas indicate the standard deviation). The red stem-lines indicate the improvement when the traffic volumes were taken into account. As we suspected, the partitioning quality can be improved relatively much when the traffic patterns are non-uniform -a typical improvement in this experiment was roughly 9% in terms of the number of popping-operations when the traffic volumes are taken into account.
It should be noted that we did not incorporate any kind of spatial preference to our simulation (i.e. a node would be more likely to communicate with nearby nodes). To illustrate what happens when nodes communicate mostly with nearby nodes, we repeated the experiment in AS 1755 topology so that the high-demand nodes were placed near to each other. Figure 11 shows how the partitioning changes in this situation: when the traffic volumes are taken into account the partitioning algorithm places the high-demand nodes (under the shaded area) to the same partition.
Based on these examples, we believe it is safe to say that results obtained assuming uniform traffic volumes show only the worst case performance of XBF and Jigsaw.
Summary of the results
To summarise, XBF has been shown to be able to effectively reduce both header overhead and processing overhead in our evaluation. For conventional BF-based routing, both overhead are a function of total number of links which can grow fast in large networks. Whereas for XBF, by partitioning a network, such overhead are bounded by the network diameter (especially for small multicast trees) which grows much slower due to smallworld effect. The reason is because a single packet will only traverse a small amount of partitions in the network. Although as the multicast tree grows, XBF eventually includes all the partitions in zBF, it still has significantly smaller overhead comparing to conventional BF-based routing. Moreover, XBF is able to exploit traffic pattern when applying Jigsaw to further optimise its performance. Traffic awareness guarantees the volume of cross-partition traffic is minimized.
SDN INTEGRATION
So far, we have been focusing on describing the overall XBF architecture and understanding its system behaviours. However, for a practical deployment, it is equally important to understand the complexity and flexibility in the realistic system implementation. Thus, we implemented the XBF popper and forwarder in P4 and verified the correctness of the scheme with emulations using the bmv2 P4 software switch [32] . We chose P4 as the implementation language since it is currently one of the most promising SDN technology allowing packet processing on arbitrary fields. Our P4 implementation also serves as a sanity check that the packet processing does not include any operations that would be difficult to implement with hardware. The P4 implementation is about 200 lines of code indicating its low complexity.
In our implementation, the XBF header is within a IPv6 header, which contains the iBF in the source and destination address fields. The XBF header itself contains two main parts: a filter bitmap and a partition Bloom-filter set. The filter bitmap has a length of |P | (number of partitions in the network) and tells which partition filters are included in the partition Bloomfilter set zBF (the bitmap has a 1-bit in position n iff the multicast tree passes the partition n). The partition Bloom-filters are included in the XBF header in ascending order based on the partition identifier selected from {1, . . . , |P |}. This makes it is possible to calculate the offset of any partition Bloom-filter using the informa- The pipeline of the P4 popper-switch is illustrated in Figure 12 . The pipeline starts with parsing the XBF packet and extracting the partition Bloom-filters from the zBF. The parsing is a simple operation done with a state machine. When the packet has been parsed, the out-interfaces are chosen based on the values in the zBF headers (i.e., the popper does not have to check the Bloom-filter in the IPv6 header at all). Choosing the correct out-interfaces may require several table-lookups if the switch has several interfaces and does not support large tables -a switch with 8 interfaces can choose the correct out-interfaces with one lookup on a table with 256 entries.
When the out-interfaces have been chosen and written to the packet metadata, the packet is replicated to the corresponding egress-interface queues. In the egress part of the pipeline, the switch performs a lookup based on the pair in-interface, out-interface . As a result of this lookup, the packet is either popped or forwarded without modification to the egress queue.
We acknowledge, that the details for an efficient XBF implementation are highly depended on the target hardware. However, our P4 prototype shows that XBF can be implemented with relative ease to very simple devices. The only modification we had to implement on the P4 virtual-switch bmv2, which we used for testing, was to change the way how multicast groups are interpreted.
DISCUSSION AND FUTURE WORK
On the false-positive-free forwarding: The design of XBF, as described in this paper, requires that the fixed-length partition Bloom-filter have at least as many bits as there are links in the partition. Because of this design choice, XBF does not suffer from false positives. It, however, should be noted that XBF-like partitioning approach works also with conventional Bloomfilter based forwarding system that allows false positives. However, we believe that the false-positive-free approach described in this paper is more palatable for two reasons.
First of all, probabilistically occurring false positives make network management and debugging very difficult. Second, by removing the possibility for false-positives, XBF solves the problems related to forwarding anomalies that have plagued Bloom-filter forwarding [15] . As an example, it is possible that a false positive takes the packet to an earlier point in the multicast tree. This kind of situation would effectively cause an infinite loop in the network. False-positive-free XBF does not suffer from these problems. There are several existing solutions to solve the problems caused by forwarding anomalies which, however, all increase the forwarding complexity. (We refer the reader to Särelä et al. for a more comprehensive description about forwarding anomalies [15] ).
On the addressing: XBF is basically an addressing scheme where every link in the network is identified with a unique bit in a bitsring. It may appear couterintuitive that embedding this information into every packet is feasible. This, nevertheless, is the case as we have shown. The key insight is that the links in a multicast tree are not independent from each other. Thus, the network partitioning becomes an effective way to compress the information embedded into the packets.
In a more abstract sense, XBF can also be described as a traffic aware addressing scheme -if there is a lot of traffic between two nodes, they are more likely to be put in a single partition. We are not aware of any previous work that would have suggested optimising the addressing based on the network traffic patters.
Adapting to changing traffic patterns: In Section 3, we claim that the topology manager would perform the partitioning only once. However, traffic patterns may change over time thus rendering the partitioning ineffective. In fact, diurnal mobility patterns and changes in the traffic volumes are often seen in real networks [33] . Because of this, there should be some way how the partitioning can be changed without disrupting the ongoing communication -naive repartitioning would render the previously used Bloom-filters invalid causing extra delays.
The solution to this is to allow several coexisting partitionings. The idea is to use some header field, such as IPv6-header's traffic-class field, to identify a "partitioning" that a multicast tree uses. Obviously two multicast trees that use different partitioning cannot be combined. Nevertheless this mechanism could be used to reduce the overhead of the repartitioning. In addition to the signalling cost, the only drawback of this is that the flow-tables would grow n-fold where n is the number of coexisting partitionings.
Handling topology changes: Although Bloomfilter forwarding is intended for relatively static networks, no network is immune to occasional topology changes. In general, XBF handles changes in the network topology as any other Bloom-filter forwarding scheme. That is, if one or more links disappear from the network (e.g. due to a switch malfunction), these link-identifiers are no longer used when constructing paths. Moreover, when new links are introduced to the network, the topology manager simply assigns them new linkidentifiers (this may require creating an entirely new partition). If this leads to non-optimal partitioning, the network can be repartitioned, as described above, once the topology has remained static for certain time.
Due to the fact that the topology changes can be handled as done in other Bloom-filter forwarding schemes, we refer the reader to [34] for more information about this matter.
Security: Bloom-filter forwarding has several well known security problems. In general, it should not used in untrusted environments without augmenting the protocol with hop-by-hop security checks that would significantly increase the forwarding complexity [21] . XBF, however, does not have this problem as it is intended for intra-domain use, where all nodes are trusted. Extending the work for inter-domain forwarding is left as a future exercise.
CONCLUSION
In-packet Bloom-filter forwarding was originally advocated as simple and fast way to do multicast forwarding. While this promise holds with small networks and multicast groups, the technology does not scale wellif the network or multicast groups become too large, the forwarding efficiency decreases due to false positives. The previously proposed fixes to this scalability problem have mainly relied on varying the length of the in-packet Bloom-filter. These solutions, however, increase the forwarding complexity significantly effectively countering one of the original design goals which was to enable simple and fast multicast forwarding.
The XBF-forwarding scheme proposed in this paper fills this gap. It makes Bloom-filter forwarding scalable by partitioning the network into equisized partition that reflect the network topology and traffic patterns, and uses a separate fixed-length Bloom-filter in each of these. Because of this, the forwarding inside every partition is kept very simple regardless of the topology or multicast-group size. Also, the partitioning also allows us to to eliminate the false-positives from Bloom-filterbased forwarding. Our evaluation shows that XBF is implementable with the existing SDN technologies and scales to very large networks.
