This software is designed to solve primal and dual semidefinite-quadratic-linear conic programming problems (known as SQLP problems) whose constraint cone is a product of semidefinite cones, second-order cones, nonnegative orthants and Euclidean spaces, and whose objective function is the sum of linear functions and logbarrier terms associated with the constraint cones. This includes the special case of determinant maximization problems with linear matrix inequalities. It employs an infeasible primal-dual predictor-corrector path-following method, with either the HKM or the NT search direction. The basic code is written in Matlab, but key subroutines in C are incorporated via Mex files. Routines are provided to read in problems in either SDPA or SeDuMi format. Sparsity and block diagonal structure are exploited. We also exploit low-rank structures in the constraint matrices associated with the semidefinite blocks if such structures are explicitly given. To help the users in using our software, we also include some examples to illustrate the coding of problem data for our solver. Various techniques to improve the efficiency and robustness of the main solver are incorporated. For example, step-lengths associated with semidefinite cones are calculated via the Lanczos method. The current version also implements algorithms for solving a 3-parameter homogeneous self-dual model of the primal and dual SQLP problems. Routines are also provided to determine whether * Department of Mathematics, National University of Singapore, Blk S17, 10 Lower Kent Ridge Road, Singapore 119076 (mattohkc@nus.edu.sg); and Singapore-MIT Alliance, E4-04-10, 4 Engineering Drive 3, Singapore 117576. 1 the primal and dual feasible regions of a given SQLP have empty interiors. Numerical experiments show that this general-purpose code can solve more than 80% of a total of about 430 test problems to an accuracy of at least 10 −6 in relative duality gap and infeasibilities.
Introduction
The current version of SDPT3, version 4.0, is designed to solve conic programming problems whose constraint cone is a product of semidefinite cones, second-order cones, nonnegative orthants and Euclidean spaces, and whose objective function is the sum of linear functions and log-barrier terms associated with the constraint cones. It solves the following standard form of such problems, henceforth called standard SQLP problems:
(P ) min 
Here, c s j , x s j lie in the space S s j of real symmetric matrices of order s j and K In this paper, the vector 2-norm and matrix Frobenius norm are denoted by · . We use the Matlab notation [U ; V ] to denote the matrix obtained by appending V below the last row of U . For a given matrix U , we use the notation U (k, :) and U (:, k) to denote the kth row and column of U , respectively. 
In the notation above, (A s j ) T is the adjoint of
so that the equality constraints of (P ) and (D) can be written more compactly as follows:
The matrix representation of A is given by
The software package was originally developed to provide researchers in semidefinite programming with a collection of reasonably efficient and robust algorithms that could solve general SDPs (semidefinite programming problems) with matrices of dimensions of the order of a hundred. The current release expands the family of problems solvable by the software and made several enhancements described below.
1. This version is faster than the previous releases, e.g. [34] , [39] , especially on large sparse problems, and consequently can solve larger problems.
2. The current release can also solve problems that have explicit log-barrier terms in the objective functions. Hence determinant maximization problems can be solved.
3. The solver is more robust in handling unrestricted variables.
4. Low-rank structures in the constraint matrices associated with the semidefinite blocks can be exploited to improve computational efficiency and memory requirements.
5. The current release also implements primal-dual predictor-corrector path-following algorithms for solving a 3-parameter homogeneous self-dual model of (P ) and (D).
6. Routines are provided to compute the geometric measures proposed by Freund [9] for (P ) and (D). These geometric measures give information on the "thickness" of the feasible regions of (P ) and (D).
All the numerical experiments in this paper were performed on an Intel Xeon 3.0GHz personal computer with 4GB of physical memory using Matlab version 7.6 on a Linux operating system.
Organization of the paper. In Section 2, we describe the representation of SQLP data by cell arrays. The SQLP solver sqlp.m in our software is described in Section 3. In Section 4, we present a few SQLP examples to illustrate the usage of our software. Implementation details such as the computation of search directions are given in Section 5. In Section 6, we describe a 3-parameter homogeneous self-dual model for the problem (P ) without logarithmic terms and unrestricted variables. In Section 7, the geometric measures of Freund and their computation are presented. Finally, the last section reports computational results obtained by SDPT3 on about 430 SQLP problems.
Installation. The current version is written in Matlab version 7.4 or later releases. It is available from the internet site:
http://www.math.nus.edu.sg/~mattohkc/sdpt3.html Our software uses a number of Mex routines generated from C programs written to carry out certain operations that Matlab is not efficient at. In particular, operations such as extracting selected elements of a matrix, and performing arithmetic operations on these selected elements are all done in C. As an example, the vectorization operation svec is coded in the C program mexsvec.c. To install SDPT3 and generate these Mex routines, the user can simply follow the steps below: After that, to see whether you have installed SDPT3 correctly, run the m-files:
>> startup >> sqlpdemo 2 Cell array representation of problem data Our implementation exploits the block structure of the given SQLP problem. In the internal representation of the problem data, we classify each semidefinite block into one of the following two types:
1. a dense or sparse matrix of order greater than or equal to 100; 2. a sparse block-diagonal matrix consisting of numerous sub-blocks each of order less than 100.
The reason for using the sparse matrix representation to handle the case when we have numerous small diagonal blocks is that it is less efficient for Matlab to work with a large number of cell array elements compared to working with a single cell array element consisting of a large sparse block-diagonal matrix. Technically, no problem will arise if one chooses to store the small blocks individually instead of grouping them together as a sparse block-diagonal matrix.
For the quadratic part, we typically group all quadratic blocks (small or large) into a single block, though it is not mandatory to do so. If there are a large number of small blocks, it is advisable to group them all together as a single large block consisting of numerous small sub-blocks for the same reason we just mentioned.
Let L be the total number of blocks in the SQLP problem. If all the various types of blocks are present in (P ), then L = n s + n q + 2. For each SQLP problem, the block structure of the problem data is described by an L × 2 cell array named blk. The content of each of the elements of the cell arrays is given as follows. If the jth block is a semidefinite block consisting of a single block of size s j , then 
Notice that we store all the constraint matrices associated with the jth semidefinite block in vectorized form as a singles j × m matrix where the kth column of this matrix corresponds to the kth constraint matrix. That is, At{j}(:,k) = svec(blk(j,:),a s j,k ). (Here svec has a new argument because, if the jth semidefinite block consists of several small sub-blocks, it needs to concatenate the svec's of each sub-block.)
The above storage scheme for the data matrix A s j associated with the semidefinite blocks of the SQLP problem represents a departure from earlier versions (version 2.3 or earlier) of our implementation, such as the one described in [34] . Previously, the constraint matrices were stored in an n s × m cell array AA, where AA{j,k} = a s j,k , and it was stored as an individual matrix in either dense or sparse format. The data format we used in earlier versions of SDPT3 was more natural, but our current data representation was adopted for the sake of computational efficiency. The reason for such a change is again due to the fact that it is less efficient for Matlab to work with a cell array with many cells. But note that it is easy to use the function svec.m provided in SDPT3 to convert AA into the new storage scheme as follows: At(j) = svec(blk(j,:),AA(j,:)).
While we now store the constraint matrix in vectorized form, the parts of the iterates X and Z corresponding to semidefinite blocks are still stored as matrices, since that is how the user wants to access them.
The data storage scheme corresponding to quadratic, linear, and unrestricted blocks is rather straightforward. If the ith block is a quadratic block consisting of numerous sub-blocks, say p of them, of dimensions q i1 , q i2 , . . . , q ip such that
(It is possible to have several linear or unrestricted blocks, but it is more efficient to reformulate such a problem by combining all linear blocks and similarly all unrestricted blocks.)
Specifying the block structure of problems
Our software requires the user to specify the block structure of the SQLP problem. Although no technical difficulty will arise if the user chooses to lump a few blocks together and consider it as a single large block, the computational time can be dramatically different. For example, the problem qpG11 in the SDPLIB library [2] actually has the block structure: blk{1,1} = 's', blk{1,2} = 800, blk{2,1} = 'l', blk{2,2} = 800, but the structure specified in the library is blk{1,1} = 's', blk{1,2} = 1600. That is, in the former, the linear variables are explicitly identified, rather than being part of a large sparse semidefinite block. The difference in the running time for specifying the block structure differently is dramatic: the former representation is at least six times faster when the HKM direction is used, besides using much less memory space. It is thus crucial to present problems to the algorithms correctly. We could add our own preprocessor to detect this structure, but believe users are aware of linear variables present in their problems. Unfortunately the versions of qpG11 (and also qpG51) in SDPLIB do not show this structure explicitly. In our software, we provide an m-file, detect lblk.m, to detect problems with linear variables. The user can call this m-file after loading the problem data into Matlab as follows:
Internally, the solvers in SDPT3 would automatically call detect lblk.m to detect the presence of linear variables in a semidefinite block before solving (P ) and (D).
Storing constraint matrices with low-rank structures
A new feature of the current version of SDPT3 is that it can exploit low-rank structures present in the constraint matrices associated with the semidefinite blocks. To do so, the user needs to specify the low-rank structures in the constraint matrices explicitly when coding the problem data. The purpose here is to explain how this is done.
Suppose the jth row of blk corresponds to a semidefinite block. To simplify implementation, we exploit possible low-rank structures only when this semidefinite block is a single block. 
s j ×r j,k is a low-rank matrix with r j,k s j , and D k ∈ IR r j,k ×r j,k is a symmetric matrix. The low-rank structures of these matrices should be recorded as follows:
where dd is a 4-column matrix that records the non-zero elements of D k , k = p + 1, . . . , m, and a row (say, ith row) of dd has the following form:
If all the matrices D k are diagonal, then the user can simply set dd to be the following column vector:
In the subdirectory Examples, we give an m-file randlowranksdp.m to generate random SDP problems with low-rank constraint matrices, whose calling syntax is:
[blk,At,C,b,bblk,AAt] = randlowranksdp(n,p,m2,r)
It will generate an SDP where the first p constraint matrices have no low-rank structures, and the remaining m2 matrices have low-rank structures and each matrix has rank r. The output [blk,At,C,b] explicitly describes the low-rank structure as above, while [bblk,AAt,C,b] encodes the same SDP, but without including the lowrank structure information. The main algorithm implemented in SDPT3 for solving (P ) and (D) is an infeasible primal-dual path-following algorithm, described in detail in Appendix A. At each iteration, we first compute a predictor search direction aimed at decreasing the duality gap as much as possible. After that, the algorithm generates a Mehrotra-type corrector step [23] with the intention of keeping the iterates close to the central path. However, we do not impose any neighborhood restrictions on our iterates. 1 Initial iterates need not be feasible -the algorithm tries to achieve feasibility and optimality of its iterates simultaneously. It should be noted that in our implementation, the user has the option to use a primal-dual path-following algorithm that does not use corrector steps.
The main routine that corresponds to Algorithm IPC described in Appendix A for solving (P ) and (D) is sqlp.m, whose calling syntax is as follows:
[obj,X,y,Z,info,runhist] = sqlp(blk,At,C,b,OPTIONS,X0,y0,Z0).
For an SQLP problem without logarithmic terms or unrestricted variables x u , we also implemented an algorithm that is analogous to Algorithm IPC for a 3-parameter homogeneous self-dual model of (P ). The routine for solving the HSD model of (P ) is HSDsqlp.m, with the following syntax:
[obj,X,y,Z,info,runhist] = HSDsqlp(blk,At,C,b,OPTIONS,X0,y0,Z0).
Note that if there are unrestricted variables x u present in (P ), HSDsqlp.m can still be called to solve the problem since it would automatically express x u as x u = x u + − x u − with x u + , x u − ≥ 0 to reformulate (P ) into an SQLP without unrestricted variables. Our numerical experience has indicated that for an SQLP with unrestricted variables in (P ), HSDsqlp.m would typically deliver more accurate solutions than sqlp.m since the former generally would encounter less severe numerical difficulties compared to the latter. But for an SQLP problem without unrestricted variables, HSDsqlp.m generally would take more iterations than sqlp.m to solve the problem to the same accuracy. Based on the consideration of computational efficiency and attainable accuracy/robustness, we have a hybrid solver sdpt3.m that would automatically choose between sqlp.m and HSDsqlp.m based on the characteristics of the SQLP problem to be solved. Again, the calling syntax of sdpt3.m is similar to that for sqlp.m.
Input arguments.
blk: a cell array describing the block structure of the SQLP problem.
At, C, b: SQLP data.
OPTIONS: a structure array of parameters (optional).
X0, y0, Z0: an initial iterate (optional).
If the input argument OPTIONS is omitted, default values specified in the function sqlparameters.m are used. More detail on OPTIONS is given in Section 3.1.
Output arguments.
The names chosen for the output arguments explain their contents. The argument info is a structure array containing performance information such as info.termcode, info.obj, info.gap, info.pinfeas, info.dinfeas, info.cputime whose meanings are explained in sqlp.m. The argument runhist is a structure array which records the history of various performance measures during the run; for example, runhist.gap records the complementarity gap at each interior-point iteration.
Note that, while (X,y,Z) normally gives approximately optimal solutions, if info.termcode is 1 the problem is suspected to be primal infeasible and (y,Z) is an approximate certificate of infeasibility, with b T y = 1, Z in the appropriate cone, and A T y + Z small, while if info.termcode is 2 the problem is suspected to be dual infeasible and X is an approximate certificate of infeasibility, with C, X = −1, X in the appropriate cone, and AX small. Note that A is defined in (2).
Caveats.
(a) The user should be aware that SQLP is more complicated than linear programming. For example, it is possible that both primal and dual problems are feasible, but their optimal values are not equal. Also, either problem may be infeasible without there being a certificate of that fact (so-called weak infeasibility). In such cases, our software package is likely to terminate after some iterations with an indication of short step-length or lack of progress. Also, even if there is a certificate of infeasibility, our infeasible-interior-point methods may not find it. In our very limited testing on strongly infeasible problems, our algorithms have been quite successful in detecting infeasibility. (b) Since our algorithm is a primal-dual method storing the primal iterate X, it cannot exploit common sparsity in C and the constraint matrices as well as dual methods or nonlinear-programming based methods. Thus our software may not be able to handle dense or sparse semidefinite blocks (with a single block) with order more than 3000 on an average PC available in 2010. (c) Our interior-point algorithms are designed based on the existence of a central path in the interior of the primal-dual feasible region of (P ) and (D). For problems where the primal-dual feasible region is non-empty but has an empty interior, our SQLP solver can generally still deliver a reasonably good approximate optimal solution, but the solver tends to encounter numerical difficulties before a high accuracy solution can be obtained.
The structure array OPTIONS for parameters
sqlp.m uses a number of parameters which are specified in a Matlab structure array called OPTIONS in the m-file sqlparameters.m. If desired, the user can change the values of these parameters. The meaning of the specified fields in OPTIONS are given in the m-file itself. As an example, if the user does not wish to use corrector steps in Algorithm IPC, then he/she can do so by setting OPTIONS.predcorr = 0. If the user wants to use a fixed value, say 0.98, for the step-length parameterγ in Algorithm IPC instead of the adaptive strategy used in the default, he/she can achieve that by setting OPTIONS.gam = 0.98. Similarly, if the user wants to solve the SQLP problem to an accuracy tolerance of 1e-4 instead of the default value of 1e-8 while using the default values for all other parameters, he/she only needs to set OPTIONS.gaptol = 1e-4.
The defaults in sqlparameters.m assume that the parameters ν s j , ν q i , ν l k in (P ) are all 0. For an SQLP problem where some of the parameters ν s j , ν q i , ν l k are positive, the user needs to specify an L × 1 cell array OPTIONS.parbarrier to store the values of these parameters (including zeros) as follows. If the jth block is a semidefinite block consisting of one or more sub-blocks, say p of them, of orders s j1 , s j2 , . . . , s jp , then
If the ith block is a quadratic block consisting of one or more sub-blocks, say p of them, of dimensions q i1 , q i2 , . . . , q ip , then
If the kth block is the linear block, then
while if the kth block is the unrestricted block, then
The reader is referred to Section 4.3 for an example where the objective function in (D) is given by log det(z s ).
Running problems in SDPA and SeDuMi format
We provide two m-files, read sdpa.m and read sedumi.m, to respectively convert problem data stored in SDPA [12] and SeDuMi [29] format into Matlab cell arrays described above. For an user who has the problem data generated in SDPT3 format, he/she can convert it to the SeDuMi format by using the function SDPT3data SEDUMIdata.m. The subdirectory sdplib in SDPT3 contains a few problems in SDPA format that are extracted from the SDPLIB library [2] , while the subdirectory dimacs contains problems in SeDuMi format that are extracted from the DIMACS library [27] . Assuming that the current directory is SDPT3-4.0, we can read in and run the test problem mcp250-1.dat-s in the subdirectory sdplib as follows:
num. of constraints = 250 dim. of sdp var = 250, num. of sdp blk = 1 ******************************************************************* SDPT3: Infeasible path-following algorithms ******************************************************************* version predcorr gam expon scale_data HKM 1 0.000 
number of iterations = 14 primal objective value = -3.17264340e+02 dual objective value = -3.17264340e+02 gap := trace(XZ) = 6.17e-07 relative gap = 9.71e-10 actual relative gap = 9.70e-10 rel. primal infeas = 6.66e-13 rel. dual infeas = 1.00e-12 norm(X), norm(y), norm(Z) = 1.3e+02, 2.3e+01, 1.3e+01 norm(A), norm(b), norm(C) = 1.7e+01, 1.7e+01, 1.5e+01 Total CPU time (secs) = 1.0 CPU time per iteration = 0.1 termination code = 0 DIMACS: 5.6e-12 0.0e+00 5.4e-12 0.0e+00 9.7e-10 9.7e-10
We can solve a DIMACS test problem in a similar manner. In the above, we call the hybrid solver sdpt3.m to solve the SQLP, and in the last line, we convert the solution in SDPT3 format to SeDuMi format.
Stopping criteria
We define
Note that if n = 0, we define µ(x, z) = 0. The algorithm is stopped when any of the following cases occur.
1. solutions with the desired accuracy have been obtained, i.e.,
where
primal infeasibility is suggested because
3. dual infeasibility is suggested because
4. slow progress is detected, measured by a rather complicated set of tests including relgap < max{pinfeas, dinfeas} ;
5. numerical problems are encountered, such as the iterates not being positive definite or the Schur complement matrix not being positive definite; or 6. the step sizes fall below 10 −6 .
Initial iterates
Our algorithms can start with an infeasible starting point. However, the performance of these algorithms is quite sensitive to the choice of the initial iterate. As observed in [13] , it is desirable to choose an initial iterate that at least has the same order of magnitude as an optimal solution of the SQLP. If a feasible starting point is not known, we recommend that the following initial iterate be used:
where I s j is the identity matrix of order s j , e q i is the first q i -dimensional unit vector, e l is the l-vector of all ones, and
By multiplying the identity matrix I s j by the factors ξ s j and η s j for the semidefinite blocks, and similarly for the quadratic and linear blocks, the initial iterate has a better chance of having the appropriate order of magnitude.
The initial iterate above is set by calling infeaspt.m, with syntax
where options = 1 (default) corresponds to the initial iterate just described, and options = 2 corresponds to the choice where the blocks of X0, Z0 are scalefac times identity matrices or unit vectors, and y0 is a zero vector.
Preprocessing
Nearly dependent constraints.
The primal-dual path-following algorithm we implemented assumes that the matrix A in (2) has full column rank. But in our software, the presence of (nearly) dependent constraints is detected automatically, and warning messages are displayed if such constraints exist. When this happens, the user has the option of removing these (nearly) dependent constraints by calling a preprocessing routine to remove them by setting OPTIONS.rmdepconstr = 1. The routine (checkdepconstr.m) we have coded to detect nearly dependent constraints is based on computing the sparse LDL T factorization of AA T . Such a method is fast but is not as reliable as the method that is based on sparse LU factorization of A.
Detecting diagonal blocks.
We provide the m-file, detect lblk.m, to look for diagonal blocks in semidefinite blocks in the data: see Subsection 2.1 for the use of this subroutine.
Detecting unrestricted blocks.
We have provided a routine, detect ublk.m, to detect unrestricted variables that have been modelled as the difference of two nonnegative variables.
Complex data.
In earlier versions, 2.3 or earlier, SDPT3 could directly handle complex data in SDP, i.e., the case where the constraint matrices are hermitian matrices. However, as problems with complex data rarely occur in practice, and in an effort to simplify the code, we removed this flexibility from subsequent versions. Users can still solve an SDP with complex data using SDPT3-4.0. This is done by calling the m-file convertcmpsdp.m to convert the SDP into one with real data. But unlike the earlier versions, here we convert the problem into one with real data by doubling the size of the constraint matrices. Let B be an n × n hermitian matrix. The conversion is based on the following equivalence: 
Notice that the matrices [
For a complex SDP, the vector b must necessarily be real, and the linear term in the objective function in (D) is replaced by b, y R . Since the skew symmetric matrices in (7) do not affect the positiveness condition and y I does not appear in the objective function in (D), we can take y k I = 0, k = 1, . . . , m. Note that the conversion of a complex SDP into a real SDP based on (7) would double the storage and if the data is dense, the cost of each interior-point iteration for solving the resulting real SDP is about twice as expensive as that for solving the complex SDP directly.
To convert an SDP with complex data into one with only real data, the m-file convertcmpsdp.m has the calling syntax:
where AAt corresponds to the m real symmetric constraint matrices in the first summation in (7), CC corresponds to the real constant matrix in (7), and bb = b R .
Internally, SDPT3 would automatically detect the presence of complex data in an SDP and convert it into one with only real data before solving it. But note that the current version of SDPT3 does not allow complex data corresponding to the quadratic (second-order cone) block.
Rotated cones.
Let K n r (n ≥ 3) be the rotated cone defined by
Note the constant "2" above. Define the symmetric orthogonal matrix T n ∈ IR n×n as follows:
It is easy to show that x r ∈ K n r if and only if x q := T n x r ∈ K n q , i.e., T n K n r = K n q . Thus we can always convert a rotated cone variable into one belonging to a second-order cone.
In SDPT3-4.0, the user can code a rotated cone block consisting of several subblocks, say p of them of dimension r i1 , ....,r ip , as follows:
Let D be the block diagonal matrix defined by D = diag (T r i1 , ..., T r ip ). Internally, SDPT3 would convert such a rotated cone block and its associated data into a secondorder cone block as follows:
blk{i,1} = 'q'; blk{i,2} = [r i1 , ..., r ip ]; At{i,1} = D*At{i,1}; C{i,1} = D*C{i,1};
Examples
For an user to solve his SQLP problem using SDPT3, the first task he/she needs to perform is to write his problem in the standard form given in (P ) and then to code the problem data corresponding to the standard form. In the last few years, modelling languages such as CVX [8] and YALMIP [21] have been developed for advanced modelling and solution of convex optimization problems. These modelling languages would automatically convert an SQLP problem which is not necessarily expressed in the standard form given in (P ) or (D) into the required standard form for solvers such as SDPT3 or SeDuMi. They would also generate the problem data corresponding to the standard form and call a solver to solve the problem. In CVX, SDPT3 is used as the default solver, but SeDuMi is also conveniently available. Similarly, YALMIP can also use SDPT3 or SeDuMi as its computational engine to solve SQLP problems.
For users who are interested only in solving small SQLP problems, we would advise them to use CVX or YALMIP to convert their problems into the required standard form and to generate the corresponding data as the process is usually quite tedious though mechanical. But for users who wish to solve large SQLP problems, it is sometimes highly beneficial for the users themselves to convert their problems into the required standard form rather than relying on CVX or YALMIP as these modelling languages may introduce large number of additional variables or significantly expand the problem dimensions when converting the problems into the standard form since they are based on automatic conversion procedures which do not take into account problem structures that users may be able to exploit.
The simplest way to learn how to convert an SQLP problem into the standard form given in (P ) or (D) and to generate the corresponding problem data in SDPT3 format is through examples. (Note that the user can also store the problem data in either the SDPA or SeDuMi format, and then use the m-files read sdpa.m or read sedumi.m to read the data into SDPT3.) The subdirectory Examples in SDPT3 contains many such example files. Here we will just mention a few.
Conversion of problems into the standard form
As mentioned before, SQLP problems are usually not formulated in the standard form (P ) or (D), and it is often quite tedious to convert such problems into the standard form. As such, users who are solving small to medium scale SQLPs are encouraged to use modelling languages such as CVX [8] or YALMIP [21] to automate the conversion process. To give the user an idea on how the conversion is done, here we shall just
give an example to show how an SDP with linear equality and inequality constraints can be converted into the standard form given in (P ). Suppose we have an SDP of the following form:
where d ∈ IR p and B s is a linear map. By introducing a slack variable x l , we can easily convert (P 1 ) into standard form, namely,
where c l = 0, and B l = I p×p . With our use of cell arrays to store SQLP data, it is easy to take the problem data of (P 1 ) and use them for the standard form (P * 1 ) as follows:
In the subdirectory, an SDP of the form (P 1 ) is coded in the example file max kcut.m.
The MAXCUT problem
Let S n + be the space of n × n symmetric positive semidefinite matrices. Let B be the weighted adjacency matrix of a graph. The SDP relaxation of the MAXCUT problem associated with B has the following form:
where e is the vector of ones, and C = −(Diag (Be) − B)/4. It is clear that we need the cell array, blk{1,1}='s', blk{1,2}=n, to record the block structure of the problem. The constraint matrices can be constructed conveniently via an 1 × n cell array as follows: AA = cell(1,n); for k=1:n; AA{k}=spconvert([k,k,1;n,n,0]); end At = svec(blk,AA);
For more details, see the m-file maxcut.m in the subdirectory Examples. (We could also create a version of the problem explicitly showing the low-rank structure; however, as the constraint matrices are so sparse, this would not be more efficient.)
4.3 D-optimal experiment design -an example with an explicit barrier term
Given a set of points {v 1 , . . . , v p } in IR n with n ≤ p, the D-optimal experiment design problem [40] needs to solve the following dual SQLP:
The associated problem data can be coded in SDPT3 format as follows: Because the problem contains an explicit log-barrier term in the objective function, we also need to set up OPTIONS.parbarrier as follows:
OPTIONS.parbarrier{1,1} = 1; OPTIONS.parbarrier{2,1} = 0; OPTIONS.parbarrier{3,1} = 0;
For more details, see the m-file Doptdesign.m in the subdirectory Examples.
The constraint matrices corresponding to the semidefinite block in this example are all rank-one matrices. The user can explicitly code such structures for SDPT3 as follows:
blk{1,1} = 's'; blk{1,2} = n; blk{1,3} = ones (1,p) ; At{1,1} = []; At{1,2} = [v1,...,vp]; At{1,3} = -ones(p,1);
As an example on the potential speed up one may gain by exploiting the lowrank structure in the constraint matrices, we compare the times taken to solve two D-optimal experiment design problems with randomly generated data {v 1 , . . . , v p } in IR n . For n = 200, p = 400 (n = 100, p = 400), the time taken to solve the problem without exploiting the low-rank structure is 157.1 (44.2) seconds, compared to just 2.9 (2.1) seconds when the low-rank structure is exploited.
An LMI example
Consider the following LMI problem [3] :
where G ∈ IR n×n . This problem can be viewed as a dual SDP with Y identified as a vector y in IR n(n+1)/2 . In this case, we have (A s 1 ) T y = svec(Gsmat(y)+smat(y)G T ), where smat is the inverse of svec. The SDP data can be generated for SDPT3 as follows:
blk{1,1} = 's'; blk{1,2} = n; blk{2,1} = 's'; blk{2,2} = n; blk{3,1} = 's'; blk{3,2} = n; blk{4,1} = 'u'; blk{4,2} = 1; n2 = n*(n+1)/2; zz = sparse(n2,1); I = speye(n); 
For more details, see the m-file lmiexamp1.m in the subdirectory Examples.
The nearest correlation matrix problem
Given an n × n symmetric matrix H, the nearest correlation matrix problem is the following [18] :
The above problem can be converted to the following SQLP:
where n 2 = n(n+1)/2, I n 2 denotes the identity matrix of order n 2 , and Q n 2 +1 denotes the second-order cone of dimension n 2 + 1. Also, e 1 denotes the first unit vector in (n 2 + 1)-space; in general, e i will denote the ith unit vector of appropriate dimension. The corresponding SQLP data can be coded for SDPT3 as follows:
blk{1,1} = 's'; blk{1,2} = n; n2 = n*(n+1)/2; for k=1:n; AA{1,k} = spconvert([k,k,1; n,n,0]); end; matrepdiag = svec(blk ( For more details, see the m-file corrmat.m in the subdirectory Examples.
A problem with a convex quadratic objective function
The previous example has a convex quadratic objective function in the primal problem. Here we consider the case where the dual problem has a concave quadratic objective function, namely,
where H is a given symmetric positive semidefinite matrix. Suppose H = R T R is the Cholesky factorization. Then the above problem can be rewritten as follows:
It can in turn be expressed as a standard SQLP in dual form as follows:
An example from distance geometry
Consider a graph G = (V, E, D) where V = {1, 2, . . . , n}, E, and D = (d ij ) denote the nodes, edges, and associated weight matrix on the edges, respectively. The problem is to find points x 1 , . . . , x n in IR p (for some p) such that the pairwise Euclidean distance between x i and x j is as close as possible to d ij if (i, j) ∈ E. The associated minimization problem is the following:
By noting that x i − x j 2 = e T ij X T Xe ij , where e ij = e i − e j , the above problem can equivalently be written as min
One of the SDP relaxations of the above problem is min
where the corresponding problem in standard form is given by
Let m = |E|. The SQLP data can be coded as follows: 
where · 2 denotes the matrix 2-norm. The problem above can equivalently be written as follows:
This is a complex SDP written in the format as in (D). Such a problem can be solve by SDPT3 as follows: 
Logarithmic Chebyshev approximation problem
This is an example that contains variables in a rotated cone. The orginal problem [22] is given by min x∈I R m max{| log(
. . , p}, which can equivalently be formulated as:
The latter problem can be formulated in the following standard dual form: 
Maximizing the geometric mean of affine functions
Another example with rotated cone variables comes from maximizing the geometric mean of nonnegative affine functions [22] :
The above can be reformulated as the following SQLP problem with rotated cone constraints:
The corresponding standard (dual) form is as follows:
Implementation details
The main step at each iteration of our algorithms is the computation of the search direction (∆x, ∆y, ∆z) from the symmetrized Newton equation with respect to some invertible block diagonal scaling matrix that is usually chosen as a function of the current iterate x, z.
The HKM search direction
Let
For the choice of the HKM scaling matrix [16, 20, 24, 25, 38] , the search direction (∆x, ∆y, ∆z) is obtained from the following system of equations:
where σ ∈ (0, 1) is the centering parameter; (z s j ) −1 and (z l k ) −1 have the usual meaning, and (z
The search direction can be computed via a Schur complement equation as follows (the reader is referred to [1] and [30] for details). First compute ∆y from the Schur complement equation
(The notation in (14) 
The NT search direction
The user also has the choice of using the NT direction [28, 25, 38] . Let w s j be the unique positive definite matrix such that w s j z s j w s j = x s j . Let
In this case, the search direction (∆x, ∆y, ∆z) satisfies the same system as in (11) except that H s and H q are replaced by
Choice of search direction
The current version of the code allows only two search directions, HKM and NT. In older versions, version 2.3 or earlier, we also implemented the AHO direction of Alizadeh, Haeberly, and Overton [1] and the GT direction [32] , where both directions tend to give more accurate results, but these are uncompetitive when the problems are of large scale. For the HKM and NT search directions, our computational experience on problems tested in Section 8 is that the HKM direction is almost universally faster than NT on problems with semidefinite blocks, especially for sparse problems with large semidefinite blocks. The reason that the latter is slower is because computing the NT scaling matrix w s j requires a full eigenvalue decomposition. This computation can dominate the work at each interior-point iteration when the problem is sparse.
The NT direction, however, was faster on sparse SOCP problems. The reason for this behavior is not hard to understand. By comparing the formulae for H q i for the HKM and NT directions in (12) and (16), it is clear that more computation is required to assemble the Schur complement matrix and more low-rank updating is necessary for the former direction.
Computation of the Schur complement matrix
Generally, the most expensive part in each iteration of Algorithm IPC lies in the computation and factorization of the Schur complement matrix M defined in (13) .
And this depends critically on the size and density of M . Note that the density of this matrix depends on two factors: (i) The density of A s , A q , and A l , and (ii) any additional fill-in introduced because of the terms H s , H q , and H l in (14).
Semidefinite blocks
For problems with semidefinite blocks, the contribution by the jth semidefinite block to M is given by M This computation can be very expensive if it is done naively without properly exploiting the sparsity that is generally present in the constraint matrices in A s j . In our earlier papers [30, 34] , we discussed briefly how sparsity of A s j is exploited in our implementation by following the ideas presented by Fujisawa, Kojima, and Nakata in [13] . Further details on the efficient implementation of these ideas are given in [39] .
When the constraint matrices have low-rank structures as described in Section 2.2, we can also compute the element (M s j ) α,β as follows:
where If the average rank of the constraint matrices is r, then the latter complexity is Θ(s j /r 2 ) times larger than the former of Θ(s 2 j mr) + Θ(s j m 2 r 2 ). Thus it is definitely advantageous to exploit low-rank structures.
As an example, we generated a random SDP with low rank structure using the m-file randlowranksdp.m described in Section 2.2 with n = 200 and m = 1000; the solver sqlp.m ran about 6 times faster when the low-rank structure was exploited.
Quadratic and linear blocks
For the linear block, H l is a diagonal matrix and it does not introduce any additional fill-in. This matrix does, however, affect the conditioning of the Schur complement matrix.
From equation (14), it is easily shown that the contribution of the quadratic blocks to the matrix M is given by
for NT direction (17) where
. In the rest of this subsection, we focus our discussion on the HKM direction, but the same holds true for the NT direction.
The appearance of the outer-product terms in the equation above is potentially alarming. If the vectors u In such a situation, it is advantageous to use the dense-column handling technique described in Section 5.7 to reduce the computational cost in solving (13) . This approach helps tremendously on the scheduling problems from the DIMACS library.
To apply the dense-column handling technique, we need to modify the sparse portion of the matrix M 
is a large sparse matrix with a few dense columns, we can also explicitly separate the outer-product terms contributed by these dense columns from the sparse part of A 
Solving the Schur complement equation
The linear system (13) typically becomes more and more ill-conditioned as µ(x, z) decreases to 0. Thus iterative refinement is generally recommended to improve the accuracy of the computed solution. An even better approach to solve (13) is via a preconditioned symmetric quasi-minimal residual method (PSQMR) [11] with the preconditioner computed based on the following analytical expression of M −1 :
where 
Thus if the Cholesky factorization of M and that of S are computed, then each evaluation involves solving four triangular linear systems for M and two triangular linear systems for S. We should mention that state-of-the-art Cholesky factorization software is highly developed and optimized. Thus our preference is to solve a linear system via Cholesky factorizations whenever possible. For most SDP problems, the matrix M is typically dense even when the constraint matrices are sparse. In this case, we use the routine chol (based on the LAPACK routine dpotrf) in Matlab to compute the Cholesky factorization of a dense matrix.
For most sparse SOCP problems, the matrix M is usually sparse after densecolumn handling. Let M sp be the sparse part of M after dense-column handling. In this case, the Cholesky factorization routine chol for a dense matrix is not efficient enough since it does not exploit sparsity. To factorize the sparse matrix M sp more efficiently, we use the sparse cholesky solver cholmod of Davis [5] , which is available in Matlab as chol. In earlier versions, we used a C translation of the Fortran programs developed by Ng, Peyton, and Liu for sparse Cholesky factorization [26] .
The effect of using a sparse Cholesky solver for sparse SOCP problems was dramatic. We observed speed-ups of up to two orders of magnitude. In our implementation, SDPT3 automatically makes a choice between Matlab's built-in chol routine and the sparse Cholesky solver based on the density of M . The cutoff density is specified in the parameter OPTIONS.spdensity.
The approach of solving (13) by the SQMR method with preconditioner (19) works reasonably well if the following conditions are satisfied: (i) the number of columns of A u is small and A u is well-conditioned; (ii) the matrix M is not extremely illconditioned. (iii) the matrix S is not extremely ill-conditioned. However, when these conditions are not satisfied, preconditioning (13) based on (19) may not be advisable because either (a) computing S becomes very expensive due to large number of columns in A u , or (b) the computed preconditioner based on (19) is no longer an accurate approximation of M −1 . Note that S is typically much more ill-conditioned than A u , especially when A u is ill-conditioned. When conditions (i)-(iii) are not satisfied, it is advisable to directly use an LU or LDL T factorization of the symmetric indefinite matrix M to compute an approximation of M −1 . As the matrix M is usually highly ill-conditioned, we observed that the computed solution based on LU factorization is typically more accurate than the one computed based on LDL T factorization. Thus, even though LU is twice as expensive as LDL T factorization when the matrix is dense, we simply use the Matlab routine lu to compute an LU factorization of M, and use the computed LU factors to precondition the SQMR iterative method used to solve (13) .
Again, in our implementation, SDPT3 automatically makes a choice on whether to compute a dense or sparse LU factorization based on the density of M. In the case of sparse LU factorization, SDPT3 uses the UMFPACK package of Davis [6] , which is available in Matlab under the lu command. We should mention that we have tested the sparse LDL T factorization of the symmetric matrix M (when it is a sparse) based on the MA57 routine [7] (available in Matlab under the ldl command) of the Harwell subroutine library. But we have found that it is not as efficient as the sparse LU factorization based on the UMFPACK package when the matrix is highly ill-conditioned. More importantly, the computed solution based on sparse LDL T factorization is often not as accurate as the one computed based on sparse LU factorization.
Internal handling of unrestricted blocks
As mentioned in the last sub-section, solving the symmetric indefinite system (13) can potentially be very expensive when A u is ill-conditioned or has a large number of columns because computing the sparse LU factorization of a sparse matrix can be much more costly than that for a symmetric positive definite matrix of the same order. It is possible to avoid the need to solve a symmetric indefinite system if we reformulate the equality constraint in (D) as
with the corresponding primal variable x u expressed as
In this case, the system (13) is replaced by
where rhs denotes the right-hand-side vector. Notice that in contrast to (13) , the coefficient matrix is now symmetric positive definite. But such a reformulation is not without difficulties. In fact, the variables x u + , x u − tend to become very large and z u + , z u − tend to become extremely small as the interiorpoint iteration progresses, and this generally makes the component matrices,
Fortunately, the following heuristic to modify the vectors x u + , x u − can typically ameliorate such an ill-conditioning problem:
This modification does not change the original variable x u but does slow down the growth of x u + , x u − . After these modified vectors have been obtained, we also add positive perturbations to the vectors z u + , z u − . Such a modification in z u + , z u − ensures that they approach 0 at the same rate as µ, and thus prevents the dual problem (D) from approaching the equality constraint too closely prematurely.
For computational efficiency, in the current implementation of SDPT3, we always reformulate an unrestricted vector by the difference of two non-negative vectors.
Dense-column handling
Here we describe our technique to handle dense columns when M is a low-rank perturbation of a sparse matrix. In such a case, the Schur complement matrix M can be written in the form
where M sp is a sparse symmetric positive semidefinite matrix, U has only a few columns, and D is a non-singular matrix. If M sp is positive definite, then we can solve (13) by solving a slightly larger but sparse linear system as follows. Let λ = DU T ∆y. It is easy to show that (13) is equivalent to the following linear system:
We can use the same method described in Section 5.5 to solve (21).
User supplied routine to compute Schur complement matrix
The current version of SDPT3 allows the user to supply specialized routines to compute the Schur complement matrices M s j corresponding to the semidefinite blocks. The specialized routine to compute M s j should have first line that look like: function schurmat = schurfun_jth(U,V,schurfun_jth_par);
where the input arguments U and V should correspond to x s j and (z s j ) −1 if the HKM direction is used; and they should correspond to the NT scaling matrix w s j if the NT direction is used. The third optional argument schurfun jth par can be a structure array that stores the parameters needed inside the function schurfun jth.m.
The user can tell SDPT3 to use the specialized routine by setting the L × 1 cell array OPTIONS.schurfun as follows: set OPTIONS.schurfun{j} = schurfun jth if M s j is to be computed by the specialized routine coded in the function schurfun jth.m; otherwise set OPTIONS.schurfun{j} = []. If the function schurfun jth.m requires some parameters, then the L × 1 cell array OPTIONS.schurfun par must also be set correspondingly as follows: set OPTIONS.schurfun par{j} = schurfun jth par; otherwise set OPTIONS.schurfun par{j} = [].
Below is an example on we how use the specialized routine mcpschur.m in the subdirectory Examples to compute the Schur complement matrix when solving the SDP problem mcp250-1.dat-s.
>> [blk,At,C,b] = read_sdpa('./sdplib/mcp250-1.dat-s'); >> OPTIONS.schurfun{1} = 'mcpschur'; >> [obj,X,y,Z]=sqlp(blk,At,C,b,OPTIONS);
In the above example, there is no need to set the cell array OPTIONS.schurfun par since the function mcpschur.m does not need any additional parameters.
Step-length computation
Once a direction ∆x is computed, a full step will not be allowed if x + ∆x violates the conic constraints. Thus, the next iterate must take the form x + α∆x for an appropriate choice of the step-length α. In this subsection, we discuss an efficient strategy to compute the step-length α.
For semidefinite blocks, it is straightforward to verify that, for the jth block, the maximum allowed step-length that can be taken without violating the positive semidefiniteness of the matrix x s j + α s j ∆x s j is given as follows:
, if the minimum eigenvalue λ min is negative ∞ otherwise.
If the computation of eigenvalues necessary in α s j above becomes expensive, then we resort to finding an approximation of α s j by estimating extreme eigenvalues using Lanczos iterations [31] . This approach is quite accurate in general and represents a good trade-off between the computational effort versus quality of the resulting stepsizes.
For quadratic blocks, the largest step-length α q i that keeps the next iterate feasible with respect to the ith quadratic cone can be computed as follows. Let
where J q i is the matrix defined in (10) . We want the largest positiveᾱ for which a i α 2 + 2b i α + c i > 0 for all smaller positive α's, which is given by
For the linear block, the maximum allowed step-length α l k for the kth component is given by
Finally, an appropriate step-length α that can be taken in order for x+α∆x to satisfy all the conic constraints takes the form
whereγ (known as the step-length parameter) is typically chosen to be a number slightly less than 1, say 0.98, to ensure that the next iterate x + α∆x stays strictly in the interior of all the cones. For the dual direction ∆z, we let the analog of α s j , α q i and α l k be β s j , β q i and β l k , respectively. Similar to the primal direction, the step-length that can be taken by the dual direction ∆z is given by
6 Homogeneous self-dual model
In the current version of SDPT3, we have implemented algorithms analogous to Algorithm IPC in Appendix A to solve the following 3-parameter homogeneous self-dual (HSD) model [41] of (P ) and (D) when the problems have no logarithmic terms or unrestricted variables:
where for a given (
For the (self-dual) model (P H ), we have implemented an algorithm that is analogous to Algorithm IPC in the main program HSDsqlp.m. At each iteration of the algorithm, the computation of the search direction is very similar to the case for the problems (P ) and (D). For the benefit of readers who are interested in the implementation, here we shall outline the computation of the HKM-like search direction for (P H ). (It is only HKM-like because, to keep corresponding iterates in the problem and its dual, it is necessary to mix the HKM and dual HKM directions suitably.) Let
The HKM-like search direction for (P H ) is the solution of the following linear system of equations:
where µ = ( x, z + τ κ)/(n + 1). In (27) , the operator H is understood to be acting on the individual blocks of ∆z as in (11) and R c = [R s c ; R q c ; R l c ], and
From here, the equation analogous to the Schur complement equation in (13) without A u is given as follows:
The main difference between (28) and (13) without A u lies in the term B, which is an skew-symmetric matrix with rank at most four, generally containing dense columns. To efficiently solve (28), we use the dense-column handling technique described in Section 5.7 to solve the linear system. We have found that the solution obtained by the solver HSDsqlp.m based on the HSD model (P H ) is generally more accurate than the one obtained by sqlp.m based on (P ) and (D) when the SQLP problem is feasible but either the primal or dual feasible region has an empty interior. In Figure 1 , we plotted the accuracies attained by HSDsqlp.m against those attained by sqlp.m for about 200 SQLPs whose primal or dual feasible regions are very likely to have empty interiors (based on the fact that the value max{g P , g D } described in Section 7 are larger than 10 12 ). We may observe from the scattered plot in Figure 1 that HSDsqlp.m tends to give more accurate solutions compared to sqlp.m. 
With an appropriately chosen norm in the above definitions, the computation of ρ D (d) amounts to solving an SQLP problem with roughly the same dimension and structure as the original primal instance. Unfortunately, the computation of ρ P (d) is extremely costly, requiring the solutions of 2m SQLP problems each with roughly the same dimension and structure as the original dual instance; see [10] .
However, in practice, one is typically only interested in the magnitudes of ρ P (d) and ρ D (d) rather than the exact values. It turns out that the following geometric measures proposed by Freund [9] usually give enough information about the magnitudes of ρ P (d) and ρ D (d):
where e is the unit element in K and | · | is an appropriately chosen norm. Note that g P (d) is smaller to the extent that there is a primal feasible solution that is not too large and that is not too close to the boundary of K. Similar interpretation holds also for g D (d). It can be shown that
Freund [9] showed that g P (d) (g D (d)) can be computed at the cost of solving a single SQLP problem with roughly the same dimension and structure as the original primal (dual) instance. In the current release of SDPT3, we include the following m-files to compute g P (d) and g D (d):
function gp = gpcomp(blk,At,C,b); function gd = gdcomp(blk,At,C,b);
The above routines are based on the standard SQLP formulations of (29) and (30) derived in [10] .
Let (x * , y * , z * ) be an optimal solution to (P ) and (D), respectively. The geometric measures g P , g D and max{ x * , z * } for the test problems considered in Section 8 are listed in Table 1 . In the table, we declare that g P (g D ) is equal to ∞ if the computed number is larger than 10 12 . We have observed that there is strong correlation between g := max{g P , g D } max{ x * , z * } and the accuracy φ one can obtain when solving (P ) and (D). In Figure 2 , we plotted the measure g and the accuracy φ attainable by sqlp.m and HSDsqlp.m for about 420 SQLP problems. The sample correlation between log 10 (φ) with φ obtained by sqlp.m and log 10 (g) for about 170 SQLPs with finite g has a correlation coefficient of 0.75. Coincidentally, we have the same correlation coefficient for the case where φ is obtained by HSDsqlp.m. 
Computational results
Here we describe the results of our computational testing of SDPT3-4.0 using the default parameters, on problems from the following sources: Our results were obtained on an Intel Xeon 3.0GHz PC with 4G of memory running Linux and Matlab 7.6. Figure 3 shows the performance of the hybrid solver sdpt3.m on a total of about 430 SQLP problems. It shows that sdpt3.m was able to solve more than 80% of the problems to an accuracy of at least 10 −6 in the measure φ defined in (6) .
Detailed information such as primal and dual objective values, error measures such as pinfeas, dinfeas, relgap as defined in (6), the geometric measures g P , g D , max{ x * , z * }, and the CPU time taken for each problem can be found in Table 1 .
Future work
In a future release of SDPT3, we plan to include an implementation of a path-following algorithm which targets high accuracy solutions at the expense of significantly longer computing time per iteration. The key idea would be to compute the search direction at each iteration based on a reduced augmented equation as formulated in [35] and [4] that has at most twice the dimension of the Schur complement equation.
Appendix: A primal-dual infeasible-interior-point algorithm
Here we give a pseudo-code for the algorithm we implemented. Note that this description makes references to earlier sections where details related to the algorithm are explained. (Let the current and the next iterate be (x, y, z) and (x + , y + , z + ) respectively. Also, let the current and the next step-length parameter be denoted byγ andγ + respectively.)
• Compute µ(x, z) defined in (5) , and the accuracy measure φ defined in (6) . Stop the iteration if φ is sufficiently small.
• (Predictor step) Solve the linear system (13) with σ = 0 in the right-side vector (15) . Denote the solution of (11) by (δx, δy, δz). Let α p and β p be the steplengths defined as in (23) and (24) with ∆x, ∆z replaced by δx, δz, respectively.
• Take σ to be
where the exponent e is chosen as follows:
• (Corrector step) Solve the linear system (13) with R c in the the right-hand side vector (15) replaced by Denote the solution of (11) by (∆x, ∆y, ∆z).
• Update (x, y, z) to (x + , y + , z + ) by
where α and β are computed as in (23) and (24) withγ chosen to beγ = 0.9 + 0.09 min(α p , β p ).
• Update the step-length parameter byγ + = 0.9 + 0.09 min(α, β). 
