Recently, there has been much interest in studying linear second-order cone programming. This paper uses the Kanzow-Kleinmichel function for the second-order cone complementarity problem, so the Karush-KuhnTucker optimality condition of the primal problem is changed into a system of equations. We can apply the Newton method to the system of equations. Then, the algorithm is proved to be globally convergent and locally quadratically convergent.
Introduction
Second-order cone programming (SOCP) can be dated from the classic Fermat-Weber problem in 17th century. It can be applied in a wider range of fields including combinatorial optimization, engineering, logistics and transportation.
Steiner minimum tree and facility location problems are extensively used in combinatorial optimization, logistics and transportation, respectively. They are the extension of the Fermat problem. Xue and Ye (1997) showed that both of them can be transformed into SOCP problems, and the primal-dual interior point method can be applied to solve them. Lebret (1995) and Andersen et al. (1998) showed that antenna array constraint problems can be translated into SOCP problems, which can be solved by the interior point method. Goldfarb and Iyenger (1997) introduced nondeterministic structure of market parameters and showed the corresponding robust portfolio optimization problem of nondeterministic structure can be formulated as SOCP problems. Hence, it can reduce the difficulty of calculation. With the exception of these problems, SOCP can be applied in many other fields, such as image restoration problems, robust multi-class classification problems and grasping force optimization problems. The standard form of the linear SOCP problem is given by the second-order cone:
where  refers to the standard Euclidean norm, j n is the dimension of j K .
For the cone K , let bd
, denote the boundary of K . Also, let
r is the slack variable, and
Jordan algebra is associated with LP, SDP and SOCP. Faraut and Korany (1994) constructed the theory. It is well known that complementarity conditions play an important role in the KKT conditions, and the complementarity function is the key to solve the complementarity problem. Obviously, the definition of the complementarity function for linear or nonlinear complementarity problems (LCP/NCP) is completely different from the one for second-order cone complementarity problems (SOCCP), because the latter is a vector-valued function. By means of the Jordan-algebra technique, Fukushima et al. (2001) extended several smoothing complementarity functions to the setting of SOCCP and studied differential and Lipschitzian properties of them. Motivated by their work, Liu et al. (2007) and Chi and Liu (2009) extended the Chen-Harker-Kanzow-Smale (CHKS) smoothing function and the Fischer-Burmeister (FB) function to the setting of SOCCP, respectively.
In this paper, firstly, we give the KKT optimality condition for the problem (1.1). With the help of the Jordan algebra technique we introduce the Kanzow-Kleinmichel function for SOCCP, and show that it is continuously differentiable everywhere. The smoothing function includes a parameter, and the smoothing function changes over the different . When =0  , it is an F-B function; when =-2  , it is a CHKS function. Then, the KKT optimality condition is transformed into a system of equations. We can apply the Newton method to the system of equations. In order to guarantee fast convergence of the algorithm, we introduce the central path, which made every iteration descended sufficiently in the Newton direction, and the iterative point does not go beyond the central area. Hence, the algorithm is globally convergent and locally quadratically convergent.
Preliminaries

Jordan Algebra
For any given
and
,we define the following multiplication:
The vector
is the unique identity element of k K . For any vector k x R  , the arrow matrix is defined as:
Obviously, ( ) Arw x is symmetric positive definite if and only if it holds that x K  . It is easily verified that
Next, we introduce the spectral factorization of vectors in
, then it can be decomposed as:
are the spectral values, and
are the spectral vectors of x , where v is a vector on
the spectral values of x are nonnegative, so, we can define
Central Path
The primal-dual problems (1.1) and (1.2) are equivalent to the following KKT optimality condition:
A parameter > 0  is introduced to give the following disturbance of the optimality condition (2.2).
where
The trajectory of points ( , , ) x y z satisfying (2.3) for > 0  is called the central path. We introduce the following smoothing function:
Clearly, there are several interesting properties of function ( , , 0)
Proof. Since the vector t can be decomposed as 
According to Lemma 2.1 (Kanzow and Kleinmichel, 1998) , we get that
From Lemma 5.2 (Alizadel and Goldfarb, 2003) , it is easy to know that
The conclusion holds.
Algorithm and Properties
The vectors x , z can be partitioned as follows:
x z    can also be partitioned as
For the mapping :
It is easy to know that, when > 0  , ( , , ) x y z satisfies the central path if and only if ( , , ) x y z is the solution of the nonlinear equations ( , , ) = 0 F x y z  . In particular, if = 0  ，it is the solution of the optimality condition (2.2). Obviously, when 0   , the smoothness of the function F  is affected. In this paper, we viewed the parameter  as a variable to overcome the influence.
where e is the base of natural logarithms, then function ( , , , ) = 0 F x y z  is equivalent to the optimality condition (2.2). Now we can define neighborhoods around the central path
We ensure that 0   and the iteration point can be landed in the field in every iteration. Now, the algorithm for the solution of the problem (3.2) can be stated as follows.
Algorithm A
Step 0. Initialization and date:
Given a starting point 
Step 1. Estimates step: Solve the following linear system ( , , , ) ( ; ; ; ) = -( , , , )
We get the solution ( ; ; ; )
  , h is the integer that satisfies the following inequality
Step 2. Correction step:
Step 3. The linear search:
Step 4. Update:
   and = +1 k k . Go back to step 1.
H 3.1
The matrix A has full row rank.
The next theorem is given to ensure that equations (3.3) and (3.4) are consistent. 
. 
has the only zero solution.
As e  , we obtain   from (3.11). So (3.10) is equivalent to
namely,
The last equation is multiplied by ( ) Arw w , and we can get
Arw x   , we multiply the formula by
and gain that
By (3.8) and (3.9), we receive that 0
Due to the fact that
From (3.12), we obtain = 0 z  .
Since the matrix A has full row rank, then = 0 y  . Given all that, the equation Proof. Firstly, we consider Step 1. Since
is continuously differentiable, the inner loops can be terminated in a finite number of iterations. Therefore, Step 1 is well-defined, and    ( , , , )
The Convergence of the Algorithm
In this section, we will show the global and locally quadratic convergence of the Algorithm A. We prove = 0  by contradiction. Assume that > 0  holds. By the iterative rule of the Algorithm A, for all k sufficiently large, we have
Then, considering the iterative rule in Step 2, we have
.By the linear search criterion (3.6), we know that = k    does not satisfy (3.6) for all k N  sufficiently large. Consequently, we obtain
x y z is the accumulation point of sequence  
, and ( , , , ) x y z      is the solution of the following linear systems
In addition, combining with (4.1) and (4.2), for any large enough k N  , we have
According to (4.3), we obtain =0  . The proof is finished. 
From Proposition 2.1, we know that ( , , ) x y z is the solution of the optimality condition(2.2).
Therefore, the result holds.
In what follows, we discuss the locally quadratic convergence of the Algorithm A. It needs the following condition. 
Apparently, it is sufficient to prove ( , , , ) = ( ). 
