[1] In this work, a photochemical dispersion model, CAMx (Comprehensive Air quality Model with eXtensions) was used to simulate a high ozone episode observed in the Po basin during the 2003 FORMAT (Formaldehyde as a Tracer of Oxidation in the Troposphere) campaign. The study focuses on formaldehyde and ozone, and a budget analysis was set up for interpreting the importance of different processes, namely emission, chemistry, transport and deposition, for three different areas (urban, downwind, suburban) around the Milan metropolitan region. In addition, a sensitivity study was carried out based on 11 different VOC emission scenarios. The results of the budget study show that the strongest O 3 production rate (4 ppbv/hour) occurs in the downwind area of the city of Milan, and that accumulated O 3 is transported back to Milan city during nighttime. More than 80% of the HCHO concentration over the Milan metropolitan region is secondary, i.e., photochemically produced from other VOCs. The sensitivity study shows that the emissions of isoprene are not, on average, a controlling factor for the peak concentrations of O 3 and HCHO over the model domain because of very few oak trees in this region. Although the paraffinic (PAR) emissions are fairly large, a 20% reduction of PAR yields only 1.7% of HCHO reduction and 2.7% reduction of the O 3 peak. The largest reduction of O 3 levels can be obtained by reduced xylene (XYL) emissions. A 20% reduction of the total anthropogenic VOC emissions leads to 15.5% (20.3 ppbv) reduction of O 3 peak levels over the Milan metropolitan region. 
Introduction
[2] The control of pollution damage from photochemical oxidants, such as ozone (O 3 ), remains an unsolved problem in air quality research although the ozone chemistry is well known. Exposure to ozone is harmful for human health and vegetation. Both ozone levels and exposure time are key factors for the toxic effects (WHO report, 2006, http://whqlibdoc. who.int/hq/2006/WHO_SDE_PHE_OEH_06.02_eng.pdf; Weschler, 2006) . Ozone episodes have often been reported in Europe and North America during the last decades, because of the high emissions of the ozone precursors NO x , VOC [Chameides et al., 1988; Prévôt et al., 1997; Sillman et al., 1995 Sillman et al., , 2003 , where the highest concentrations are found downwind of large cities and industrial areas [Isaksen et al., 1978] . Various measures have been taken to reduce the ozone concentrations during the last two decades, but the legal thresholds are still often exceeded (EEA annual report, 2004 (EEA annual report, , 2005 , http://reports.eea.europa.eu/; EMEP/CCC-Report 2/2006, http://www.nilu.no/projects/ccc/reports.html). In addition to the anthropogenic emissions, the highly reactive naturally emitted VOCs, such as isoprene, add more complexity to the situation. Many emission abatement strategies are based on the results of photochemical models, which supply detailed spatial and temporal information. Therefore improved understanding of key species and processes in ozone production are crucial for defining a proper pollution control strategy.
[3] Formaldehyde (HCHO), the smallest and most abundant aldehyde, is a principal intermediate in the oxidation of atmospheric hydrocarbons. By photolysis and the reaction with OH, it serves as a source for carbon monoxide and importantly for the hydroperoxyl radical (HO 2 ), leading to ozone production in the presence of NO x (nitrogen oxides). In the morning, formaldehyde is sometimes the most important radical source starting the oxidation processes of VOCs [Hak et al., 2005] . Formaldehyde is directly emitted from biomass burning and fossil fuel combustion, and secondarily produced by oxidation of both biogenic and anthropogenic hydrocarbons. With the constant oxidation of methane (CH 4 ), HCHO plays an important role for global CO budgets. Over continental regions, with contribution from other hydrocarbons, the background HCHO levels in unpolluted regions of the northern hemisphere are estimated to be around 0.6 ppbv, which is calculated on the basis of the C 2 -C 5 hydrocarbon measurements over the North Atlantic [Lowe and Schmidt, 1983] . The values actually measured are higher due to the contributions of other hydrocarbons and from vegetation [Solberg et al., 2001 ; EMEP/CCC-Report 8/2006, http://www.nilu.no/projects/ ccc/reports.html]. In polluted regions, HCHO levels around 5 -10 ppbv are typically observed [e.g., Staffelbach et al., 1997] . Very high levels, above 30 ppbv, were recently reported for northern Italy and Mexico City [Alicke et al., 2002; Grutter et al., 2005] .
[4] The Lombardy region in the Po Basin in northern Italy is a densely industrialized and populated area. Because of the large emissions and the fair weather conditions in summer, high ozone episodes are frequently observed in this region. The previous campaigns performed, POLLUMET (POLLUtion and METeorology) campaign in 1992 and the PIPAPO campaign in 1998, reported O 3 mixing ratios of 185 ppbv and 190 ppbv downwind of Milan [Prévôt et al., 1997; Dommen et al., 2002; Thielmann et al., 2002; Neftel et al., 2002; Martilli et al., 2002; Baertsch-Ritter et al., 2003 , 2004 Andreani-Aksoyoglu et al., 2004] . These studies focused on ozone, and concluded that the ozone production in the Milan urban plume is mostly VOC sensitive while the production in areas outside of the Milan urban plume is rather NO x sensitive. For a better understanding of the role of formaldehyde in ozone/photosmog formation, two field campaigns were carried out in 2002 and 2003, respectively , in the vicinity of Milan as part of the EU project FORMAT (http://www.nilu.no/format). Because of reported discrepancies of different HCHO measurement techniques [e.g., Cárdenas et al., 2000] , the first campaign started with an intensive intercomparison experiment. The results of the experiment indicate a good agreement between the different techniques used within the described project, and the observed disagreement can be explained by different instrument setups [Hak et al., 2005; Liu et al., 2007] . The intercomparison and the following work suggest a high quality HCHO data set appropriate for comparison with the results from modeling investigations.
[5] In this study, we used the Eulerian photochemical dispersion model CAMx [ENVIRON, 2004] to simulate the high ozone episode observed during the FORMAT campaign in autumn 2003. The study focused on the formaldehyde and ozone production in the Po Basin around Milan.
To obtain the base case, a modified primary HCHO emission inventory according to the measured emission ratio of HCHO/CO from the city of Milan was used, and the model results were compared with surface measurements at different sites within the project area. A detailed budget analysis including the influence of chemistry, transport, deposition, and emissions of HCHO and ozone was carried out for three different areas, representing urban, downwind, and suburban areas. In addition, 11 different VOC emission scenarios were designed for a sensitivity study of the HCHO and ozone production over the modeling area.
The FORMAT 2003 Campaign
[6] The FORMAT 2003 campaign was carried out in Lombardy (northern Italy) from 12 September to 5 October. Since the Italian summer vacation is over at the end of August, the emissions in September represent typical emission conditions. Because stable high-pressure systems are still present during this season, high ozone photochemical episodes were expected. Two surface sites (Alzate and Bresso, see Figure 1 ) were set up as downwind sites. They are identical to the stations in the previous FORMAT campaign in 2002 [Hak et al., 2005; Steinbacher et al., 2005a , Liu et al., 2007 . The quality assurance and quality control (QA/QC) within the campaign were based on the experience from the intercomparison campaign in 2002 [Hak et al., 2005] .
Meteorological Conditions During the Campaign Period
[7] The campaign started with a Foehn event on 12 September, when a high-pressure system was centered over England and northern France. An upper level ridge (500 hPa) was located above northern Italy and southern France. Meteorologically stable conditions prevailed until 22 September when a trough passed the Po Basin, which resulted in a drop of the afternoon maximum temperature from 29.2°C on 21 September to 23.2°C on 23 September at Bresso. After 24 September, conditions were unsettled with lower daily maximum temperatures, a less pronounced diurnal wind variation and higher wind speeds. Several days in this period were cloudy to overcast. Figure 2 shows the pressure, temperature, and diurnally averaged global irradiance (averaged only during daylight hours), during the campaign period. The dashed line in the third panel corresponds to an average global irradiance of 300 W/m 2 . The two different weather periods can easily be distinguished from Figure 2 : the fair weather period persisted during the first 10 days (red) and the unstable weather period later on (blue), the green color has been used to highlight the day when the weather changed. A north Foehn event was identified on the first day (12 September). Such events are known for strong winds introducing dry and clean air from the Alpine crest [Weber and Prévôt, 2002] . The meteorological data from Jungfraujoch (3580 m a.s.l) and Alzate (404 m a.s.l) were used to identify the North Foehn events. 
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[8] Figure 3 indicates the averaged diurnal pattern of wind directions during the campaign period. The bar charts in Figure 3a show the number of registered wind direction from north, which is often observed during nighttime and early morning. Northerly wind directions are mainly found between 19:00 pm until 8:00 am in the morning. Figure 3b presents the number of registered wind direction from south. Southerly winds are often observed during daytime, be- tween 10:00 am to 18:00 pm. The turning points of wind directions are found at 19:00. The wind changes from southerly winds to northerly winds, which last until next morning. This is a typical wind pattern in the summertime in the Po basin.
Good Weather Period and Measurements
[9] The persisting fair weather from 12 September to 21 September was a period with intensively performed ground-based measurements. Aircraft and MAXDOAS measurements were also performed and will be discussed elsewhere. During the campaign period, the target component HCHO was measured at surface sites with in situ Hantzsch instruments and the DNPH method. LP DOAS (long path differential optical absorption spectrometer) was also applied at both sites, but there were instrumental problems at Alzate during the IOP. Also an FTIR White system was set up at Bresso for HCHO measurements, however, in this study, we only used HCHO measured by in situ Hantzsch instruments. The comparison of the methods is discussed by Hak et al. [2005] and Liu et al. [2007] . Additional measurements of species such as O 3 , CO, NO, CO 2 , NO 2 , SO 2 , HONO and VOC were used for a better understanding of emissions and of the region of interest [Steinbacher et al., 2005a [Steinbacher et al., , 2005b .
Modeling System
[10] Table 1 gives brief information of the modeling system applied in this study. The more detailed description of the photochemical model CAMx, meteorological data, emissions and model set up are introduced separately in the following subsections.
Photochemical Model
[11] The CAMx is an Eulerian photochemical dispersion model that allows for an integrated assessment of gaseous and particulate air pollution over many scales ranging from urban to regional [ENVIRON, 2004] . CAMx simulates the emission, dispersion, chemical reactions, and removal of pollutants in the troposphere by solving the continuity equation for each chemical species in a system of nested three-dimensional grids. The model incorporates two-way grid nesting, which allows CAMx to run with coarse resolution for a wide regional domain, and to apply a higher resolution for a fine domain of special interest within the same run.
[12] Two chemical mechanisms, CBM-IV [Gery et al., 1989] and SAPRC99 [Carter, 1996] , are supported by CAMx. The CBM-IV mechanism, which is used in this study, includes isoprene chemistry given by Carter [1996] , and a biogenic olefin (OLE2) to represent terpenes. A total of 96 reactions and 37 gaseous species are included. Photolysis rates are derived for each grid cell as a function of five parameters and assuming clear sky conditions: solar zenith angle, altitude, total ozone column, surface albedo, and atmospheric turbidity. The impact of clouds on photolysis is calculated based on the RADM (Regional Acid Deposition Model) approach [Chang et al., 1987] .
[13] Horizontal advection is performed using the area preserving flux-form advection solver, a scheme developed by the Piecewise Parabolic Method (PPM) [Colella and Woodward, 1984] . Horizontal diffusion coefficients are determined within CAMx using a deformation approach based on the methods of Smagorinsky [1963] . Vertical transport and diffusion are separately solved via an implicit approach (upwind scheme) after horizontal advection is completed. Within CAMx, wet scavenging of ambient gases and gases dissolved in cloud water are modeled for entire columns of grid cells. Dry deposition is treated as a firstorder removal mechanism, where the flux of a pollutant to the surface is the product of a characteristic deposition velocity and its concentration in the surface layer. The deposition velocities are calculated from a resistance model developed by Wesely [1989] .
Meteorological Model
[14] The meteorological inputs for the CAMx model were prepared with the meso-scale model MM5 [PSU/NCAR, 2004] . In this study, the most recent version 3.7.2 is used. This version has new features for the simulation in complex terrain [Zängl, 2002] . The model uses geometric terrain following sigma coordinates, and there are 25 vertical layers up to 100 hPa. MM5 supports 1-way and 2-way nesting, A sensitivity analysis with various runs has been carried out by using 1-way and 2-way nesting options, both with and without FDDA. The results show that the 1-way nesting with FDDA gives the best results [Keller et al., 2005] . Therefore 1-way nesting with FDDA was applied in this study, and the resolutions are 27 km and 9 km for coarse and fine domain, respectively. This is same as defined domains for CAMx (see Table 1 ). The MM5 is initialized by data calculated with aLMo (alpine model), a forecast model run by MeteoSwiss with a horizontal resolution of about 7 kilometers. A description of aLMo can be found in COSMO [2002] . Hourly aLMo analysis outputs were assimilated with soundings and surface measurements. The assimilated data were used as first guess data. The 4-dimensional data assimilation (FDDA) option within MM5 was applied with aLMo data in order to obtain better meteorological fields.
Emissions
[15] In this study, the emission inventories for CAMx were prepared for the species of the CBM-IV mechanism [Gery et al., 1989] . This lumped mechanism is based on chemical bonds, therefore the emissions of organic compounds had to be recalculated according to the number of reactive bonds. The inorganic species are treated explicitly.
[16] The anthropogenic emissions are taken from various European data sources. On the European level, the annual emissions and time functions were provided by the Freie Universität Berlin (FUB). This inventory was jointly developed with the German Umweltbundesamt (UBA) and the Netherlands organisation for applied scientific research (TNO) in the frame of the CITY-DELTA project [Stern, 2003; Builtjes et al., 2002] . The source categories are defined as the SNAP (selected nomenclature for air pollution) classification. These emissions were referring to the reference year 1995 and were scaled to 2000 by using annual totals provided by EMEP (UNECE/EMEP, 2004, http://webdab.emep.int/). Emissions of the Lombardy region were taken from the CITY-DELTA project, the reference year being 1999 (http://aqm.jrc.it/citydelta/). We replaced the European emissions for Switzerland by the Swiss data supplied by separate data sources: INFRAS (traffic), Meteotest (industrial and residential NO x ) and project TRACT (industrial and residential VOC). The anthropogenic emission inventory was converted to the CBM-IV mechanism and then distributed to the geographic coordinates of the model grids [see also Keller et al., 2007] .
[17] Formaldehyde is treated explicitly in the CBM-IV mechanism because it is a crucial intermediate in producing the radicals responsible for the formation of ozone [Meller and Moortgat, 2000] . The primary HCHO emissions are dominated by fossil fuel combustion in the industrial areas around Milan. During the campaign period, concentration ratios of HCHO/CO were calculated from the orthogonal regression of HCHO versus CO (early morning measurement trip in the center of Milan). The slope of the regression is: HCHO(ppb)/CO(ppb) = 0.0029. Since the ratio was calculated from data taken very early in the morning (5:50-8:35 CEST, nearly during 3 h) with strongly varying concentrations and varying traffic frequency, we assume that influence of photochemistry on HCHO was minor in this case. A similar approach was used by Dommen et al. [2003] . The ratio of 0.0029 between HCHO and CO, is slightly higher than those found in Augsburg [Klemp et al., 2002] , where the ratio varied between 0.0016 and 0.0022. The emission inventory from the CITY-DELTA project suggests an emission ratio of 0.010 for HCHO/CO, more than 3 times higher than the measured ratios. Therefore the HCHO emissions in the base case were calculated from the measured concentration ratio. We have to note that there are limitations for using this ratio. First, there are obviously uncertainties in the calculation and the concentration ratio is strongly dependent on the driving conditions and on the proportion of heavy-duty vehicles versus light-duty vehicles. Second, the ratio is more appropriate for the Milan city than for the surroundings, where the ratio believed is to be lower. Therefore the ratio represents an upper limit of the real values. However, it should be a reasonable estimate for the area around Milan.
[18] Biogenic emissions such as monoterpenes and isoprene, were calculated with a method described by Andreani-Aksoyoglu and and Keller et al. [1995] . The most abundant biogenic species are monoterpenes, which are released mainly by spruce and fir trees. Isoprene is less abundant, but much more reactive and is emitted by oak trees and pasture. Monotepene emissions are temperature dependent, and the isoprene emission is both dependent on temperature and shortwave irradiance. Biogenic emissions are directly calculated for each grid cell, using land use data (forest type and forest cover), surface temperature and solar irradiance. In this study, a global land use data on a resolution of 0.5 degree was downloaded and converted by MM5 pre-processor to the domains of interest. In this global land use data set there is only a split of the forested areas into conifers and deciduous trees. The split of deciduous trees is done according to proportions of forest published by Simpson et al. [1999] for each country. In the Po Basin, there are only a few deciduous forests, among them very little oak. For Switzerland, a Swiss proportion of Norway spruce, fir and oak trees [Mahrer and Vollenweider, 1983] with more confidence was applied for our model domains. In this forest proportion, 10 different tree species are included: about 48% and 14% of forest are Norway spruce and fir trees, respectively, whereas oak contributes to only 8% of the deciduous woodland, that is 0.2% of the total forest cover.
Model Setup
[19] Two nested model domains in CAMx were defined in this study (Figure 1 ). The coarse domain has a horizontal resolution of 27 km Â 27 km, and 95 Â 79 grid cells. The resolution of the fine domain is 9 km Â 9 km and contains 74 Â 56 grid cells. The model uses s coordinates and a Lambert Conic Conformal system. There are 10 vertical layers. The thickness of the lowest layer is about 40 m, and the top of the model, at s = 0.55, is approximately 4000 m a.g.l. The coarse domain covers a major part of the European continent. The fine domain contains the southern part of central Europe, including Switzerland and parts of Northern Italy, France, Germany and Austria. Both initial and boundary conditions for CAMx were extracted from the global model MOZART [Horowitz et al., 2003] . The total ozone column data were extracted from the TOMS data set (http://daac.gsfc.nasa.gov/data/dataset/TOMS/).
[20] In this study, the CAMx model simulation was performed for the period from 12 to 21 September 2003 (IOP), favorable for photochemical production, including a high ozone episode with up to 135 ppbv downwind of Milan. Eleven scenarios (Table 2) were designed to investigate the variation of the HCHO and ozone concentrations and their budgets. The emission scenarios (Table 2) include modified primary HCHO emissions (Section 3.3) and other VOC emissions in the CBM-IV VOC categories, in order to study the influences from different VOC groups on HCHO and O 3 production in the Po basin (Table 2 ). Since we use modified HCHO emissions in the base case, one scenario with original HCHO emissions was simulated for comparison (S1). Two emission scenarios, one without biogenic isoprene (S3) emissions and one without primary HCHO emissions (S2), were designed to study the contributions of anthropogenic and biogenic emissions to HCHO and ozone production. Seven additional scenarios with 20% reduced emission categories, PAR (paraffins), OLE (olefins), ETH (ethene), TOL (toulene), XYL (xylene), ALD2 (higher molecular weight aldehydes), MEOH (methanol), in CBM-IV were performed (S4-S10). Finally, one run with 20% reduction for all VOCs was carried out to study the overall effect of VOC control (S11).
[21] A probing technology, Integrated Process Rate Analysis (IPR), incorporated in the CAMx was used for a study on the budgets of HCHO and O 3 . The IPR method provides detailed mass balance information for all of the transport, deposition, emissions, and chemistry processes within CAMx. Through the IPR technology, one can obtain quantitative information on different processes within the model simulation for a certain region and time. This information is output for each chemical species selected for inclusion in the average concentration output file, and for each grid cell selected for analysis. The process rates are integrated across each model output time interval (normally hourly). Taken together, this information provides a complete description of how the species concentration changed across the output time interval (i.e., the final concentration minus the initial concentration) and the magnitude of all of the processes that caused this change. In order to understand the importance of different processes (e.g., emission, transport, chemistry, and deposition) for different regions we defined three areas for the budget analysis (Figure 1 ). Area 1 contains regions north of Milan, Area 2 covers the city of Milan and its surroundings, and Area 3 is a suburban area east of the Milan metropolitan region. The calculation of the budget was done for the base case and for all emission scenarios to obtain detailed information on HCHO and O 3 production for different VOC emission scenarios.
Base Case

Modification of the Wind Fields in the Base Case
[22] Meteorological modeling over complex terrain, in particular the simulation of the wind fields, is known to be difficult. In this study, the recent version of MM5 with new features to improve the simulation over complex terrain was used, moreover the FDDA (4-dimensional data assimilation) techniques have been applied to obtain more realistic meteorological data. However, the simulated wind data still show discrepancies compared to the measurements, especially over regions where wind speeds are low. Wind speed is critical for the photochemical modeling [Baertsch-Ritter et al., 2004; Sillman et al., 2003 ], as enhanced speeds will dilute air pollution plumes and reduce peak ozone levels.
[23] Figure 4 shows the wind fields of aLMo (black), MM5 (green) and ANETZ (red) of fine model domain on 19 September 2003. The wind fields were plotted for UTC 00:00, 06:00, 12:00, and 18:00, in order to show the diurnal variation of wind directions and wind speeds over the fine domain. The results indicate that the MM5 can reproduce the wind fields generally well. The wind directions agree well with the aLMo analysis data, especially the regions close to the domain lateral boundaries, since the aLMo field controls the MM5 simulation only at the boundaries. Over the Alpine region, the deviations were somewhat larger, maybe because of the very complicated topography. Over the Po basin, the wind directions agree with aLMo data, but the MM5 overestimates the wind speeds.
[24] In order to evaluate the input wind data for the photochemical model simulated by MM5, they were compared to data from two meteorological stations located outside but close to Milan. The wind data measured at the surface stations during the campaign period show somewhat lower wind speeds than the model simulation. During daytime (8:00 to 17:00 CEST), the average measured wind speed was 0.79 m/s, whereas the simulated wind speed was 1.3 m/s. Differences were even larger during the night. As we focus on photochemical processes, the wind during the daytime is more important. Finally, we reduced the wind speed by a factor of 0.67 both for the base case and for the further sensitivity studies. The lower wind speeds improved the model results significantly (see Figure 5) . The procedure used ensured mass conservation. By reducing aLMo wind speeds with factor 0.67 of their original values, the MM5 output decreased by the same factor. Regarding mass conservation, we changed only the horizontal wind fields (u, v) for each vertical layer. Only those fields are transferred to CAMx, which calculates the vertical component w at the layer interfaces internally. By doing so, CAMx makes sure that mass conservation is fulfilled.
Comparison of Model Results With Measurements at Alzate and Bresso
[25] The simulated and measured temporal variations of O 3 , HCHO and NO 2 concentration levels at Alzate and Bresso are depicted in Figure 5 (Green: original run; Blue: base case: Red: measurement). The original run is the model run with HCHO emissions from CITY-DELTA inventory, and wind speed calculated by MM5 without applying the correction factor. Base case is the one with modified HCHO by measured concentration ratio of HCHO/CO from Milan, and wind speeds reduced by factor 0.67. The measurements and model results are averaged with 1-h resolution for the 10 days fair weather period, from 12 to 21 September 2003. The modification of the HCHO emissions using the measured HCHO/CO ratio led mostly to a change in maximum HCHO levels. The HCHO levels decreased both at Alzate and Bresso, especially at Bresso. After reducing the wind speeds, the model is able to reproduce the high ozone levels in the last days (17 -21 September) of the good weather period.
[26] During daytime, as a downwind station of Milan city, Alzate, is expected to experience high ozone levels in summer. During the 2003 FORMAT campaign, ozone mix- [27] The first panel in Figure 5 shows the temporal variation of modeled and measured O 3 concentrations at Alzate. Model results agree well with the measurements, especially in the first few days of the fair weather period. For the last few days of the fair weather period, where ozone levels were highest, the model slightly underestimated the ozone peak levels in the afternoon hours. This might be due to the differences in simulated and actual wind directions. Simulated wind blows from the south during daytime, whereas in reality wind from southerly to southwesterly directions leads to some (eastward) displacement of the ozone plume. The underestimated O 3 levels at Alzate during nighttime might be due to the elevated location of Alzate on a small hill with a somewhat reduced effect of titration by NO and of dry deposition. The model is able to reproduce the HCHO levels at the beginning of this period, but it overestimates the HCHO levels during the last two days. This as well might be caused by the discrepancies in the wind fields, or by overestimating VOC emissions. The simulated NO 2 levels show a good agreement with the measurements. The high levels of NO 2 on 16 September might be caused by local sources.
[28] The model results at Bresso show the pattern typical for a site strongly influenced by local emissions with very low ozone concentrations during the night and early morning. The model reproduced the ozone level and variations well at Bresso with afternoon concentrations up to 114 ppbv. The simulated HCHO at Bresso also agrees generally well with measurements although the measured HCHO shows more variations due to the local sources. The model also reproduces NO 2 reasonably well at Bresso. Both measured and simulated NO 2 levels are high, up to 100 ppbv, indicating the strong influence of the emissions within the city.
Comparison of Model Results With Measurements from the Lombardy Region
[29] Figure 6 shows a scatterplot with regression line between modeled and measured O x (O x = O 3 + NO 2 ) from the Lombardy region. Data between 12:00 CEST and 18:00 CEST from 12 to 21 September were used. We use O x instead of ozone because it is not influenced by local NO emissions. Hourly averaged measurements are available from the Regional Agency for Environmental Protection (ARPA) (http://www.ambiente.regione.lombardia.it). The O x concentrations were calculated for stations where both O 3 and NO 2 data were available. The data from 26 stations in the western Po basin were used for comparison, and the urban stations were excluded.
[30] In the Lombardy region, NO 2 is measured by ARPA with commercial instruments using molybdenum converters. Ambient NO 2 is converted to NO and then measured as NO 2 after reaction with ozone. However, other components such as PAN and HNO 3 can also be partly converted to NO. The NO 2 measurements therefore represent an upper limit of the real NO 2 concentrations, especially when measuring photochemically aged air masses. In this work, a ratio, r = NO 2 Photolytic ð Þ NO 2 molybdenum ð Þ , was calculated from measurements at Alzate where a photolytic and a molybdenum converter was used during the 2002 campaign period in order to correct the NO 2 measurements from ARPA. The median value of r was 0.45 ± 0.11 (standard error) for afternoon hours during fair weather days. The NO 2 measurements by ARPA were corrected by this ratio. More discussion about such a correction can be found in Ordóñez et al. [2006] and Steinbacher et al. [2007] . The model shows a reasonable agreement with the measurements (correlation coefficient of 0.64 and a slope of 0.76 for the linear regression). Overall the model seems to predict the O x concentrations fairly well in this region (Figure 6 ).
Budget Analysis for the Base Case
[31] Figure 7 shows the results of the budget study for the base case as hourly changes of ozone and HCHO due to chemistry, emissions, transport, and deposition for the 3 chosen regions (urban, suburban, downwind, cp. Figure 1 ). Because high ozone levels are observed during the last days of the good weather period, the results for the days from 17 to 21 September are chosen for further analysis, also avoiding the spin up period of the model runs. Hourly concentration variations are used to obtain the results of the individual processes. In addition to Figure 7 , Table 3 presents the average values for the calculated O 3 and HCHO budgets, which are presented for daytime (8 -17 CEST) and nighttime (18 -7 CEST) periods. [32] As described before, the wind pattern through summer time in the Po basin is dominated by southerly winds during daytime, and northerly winds during the night and early morning. Three regions were chosen based on this wind pattern in the Po basin. Area 1 is an area defined to the region north of Milan. This area is expected to receive the pollution from Milan during the day, and clean air masses from the north during night and early morning. An area covering Milan city and its outskirts were defined as Area 2. This is a region where most pollutants are directly emitted. The third region, Area 3, covers a region east of Milan. Less pollutants are emitted from this region, and it is generally not directly influenced by emissions from Milan city.
[33] Figures 7a2, 7c2 , and 7e2 show the simulated time series of contributions from different processes in the three areas to the O 3 budget. Figures 7a1, 7c1 , and 7e1 show the average hourly O 3 concentration in these three areas. In Area 1, a strong photochemical O 3 production was found at daytime, on average 4 ppb/hour, which is higher than in the other two areas (Table 3) with around 3 ppb/hour for Area 2 and 2.5 ppb/hour for Area 3. The transport term is a loss term in Area 1, which shows that Area 1 acts as an ozone source for its downwind regions during day and night. Area 2 shows O 3 loss by transport during the day, and gain during the night. This can be explained by photochemically produced O 3 during daytime transported to the north. During nighttime, O 3 from Area 1 is a source for the urban area of Milan. In Area 2 most ozone is destroyed by titration (chemical loss of 1.42 ppb/hour) so that the amount of ozone exported from this area is lower than that advected from Area 1. Area 3 exports ozone during the day due to ozone produced but also during the night, similarly to Area 1. The nighttime export is probably due to a southnorth ozone gradient built up during the day. During the night with winds from the north, providing air masses from the pre-Alpine valleys, ozone concentrations are most of the time lower at the northern edges of the three considered areas compared to the south yielding a net export of ozone from Area 3. The ozone loss by dry deposition is much higher during daytime compared to nighttime because of the higher ozone concentrations near the ground. In addition, the larger widths of leaf stomata during daytime increase the ozone uptake by the vegetation. The average net changes represent the O 3 concentration build up (Table 3) . Area 1 has the largest positive gain of O 3 . This region presents higher production and has a lower destruction than Area 2. In Area 3, which is influenced by much lower emissions, only a rather small increase is observed compared to the areas impacted by the Milan emissions.
[34] Figures 7b2, 7d2 , and 7f2 show the time series of contributions of different processes to HCHO in three areas whereas Figures 7d1, 7c1, and 7f1 depict the average hourly HCHO concentrations. First of all, the strongest emissions are in Area 2, about three times the emissions in Area 1 and 8 times the emissions in Area 3. The results however show that the photochemically produced HCHO is much more important than the emissions. In all three areas, the HCHO production was more than 4, 6, and 7 times higher than the emissions during daytime (Table 3) , respectively. The Milan metropolitan region is thus dominated by secondary HCHO, and primary HCHO contributes only around 10 -20%. Also several other studies concluded that secondarily produced HCHO is dominating over metropolitan areas, such as Houston, Rome and Birmingham [Friedfeld et al., 2002; Possanzini et al., 2002; Harrison et al., 2006] . The largest HCHO production rates (0.271 ppb/hour) are found in Area 2 where most of the precursor VOCs are emitted. Also during the nighttime, significant amounts of HCHO are formed here, on average even higher than the emissions. Most areas act as a source of HCHO due to photochemical production (see negative transport term in Table 3 ). Only in Area 1, the HCHO advected from the Milan region exceeds the HCHO exported to the north during daytime. The dry deposition is higher during daytime and similar for all regions but not important compared to other processes. The highest HCHO accumulation was found downwind of Milan in Area 1. The concentrations in Area 2 were overall similar during the whole period, because the high formation of HCHO during daytime, whereas the high HCHO concentrations are constantly reduced by strong transport.
Sensitivity Study for Different VOC Emission Scenarios
Design of Different Emission Scenarios
[35] The sensitivity study of ozone and HCHO is carried out based on 11 different VOC emissions scenarios (Table 2 ). In the same way as in the base case (Section 4.4) the budgets HCHO and O 3 are calculated for the three regions. The budget results provide information on the influences of different VOC emission scenarios for different regions. The budgets of emissions, transport, chemistry and dry deposition processes are calculated for both day time (8:00 -17:00) and night time (18:00 -7:00).
[36] In Scenario 1, different direct HCHO emissions compared to the base case were assumed, using HCHO primary emissions calculated from the CITY-DELTA inventory. As explained in Section 3.3, the base case was set up with modified HCHO emissions corresponding to HCHO/CO emission ratios derived from the measurements during the 2003 FORMAT campaign, and the emissions of the CITY-DELTA inventory were around 3 times higher than those in the base case. Scenario 2 is a run without primary HCHO emissions to provide an estimate of how much primary HCHO emissions contribute to the HCHO levels and ozone production and concentration. Scenario 3 excluded isoprene emissions. For the anthropogenic VOCs in the CBM-IV, a series of model runs were performed with 20% reduction of seven major VOC groups, such as PAR (Scenario 4), OLE (Scenario 5), ETH (Scenario 6), TOL (Scenario 7), XYL (Scenario 8), ALD2 (Scenario 9), MEOH (Scenario 10), separately. Those sensitivity runs provide information on the contributions of individual organic groups to the changes of the levels and especially the chemical production of HCHO and O 3 this region. The last run (Scenario 11) was made, assuming a 20% reduction of all anthropogenic VOC emissions compared to the base case, in order to study the combined effect of all VOC categories.
Results and Discussion of the Sensitivity Runs
[37] In Table 4 , differences of simulated daily peak O 3 and HCHO concentrations between different VOC emission scenarios and the base case are shown, as well as the differences of simulated average chemical production changes of O 3 and HCHO. The daily O 3 peaks (peak of hourly averages) and average chemical production rates are calculated for afternoon hours (12 -18 CEST), while the HCHO results are calculated for the whole day (0 -24 CEST). The peak concentrations are calculated for the entire fine-gridded domain, whereas the chemical production rates are calculated for Area 1, where the peaks generally appear. 5.2.1. Scenario 1
[38] In scenario 1, the simulated peak HCHO levels are 51.9% higher than in the base case indicating that there are fairly large uncertainties in the existing emission inventories, which significantly influence the obtained peak HCHO concentrations. On average, the afternoon peaks of the O 3 concentration are 3.2% higher than in the base case. Although the HCHO levels increased, the budget results indicate a 41.2% reduction of the net HCHO production compared to the base case. Because of the enhanced HCHO concentrations, the photolysis of HCHO and its reaction with OH is enhanced. This results in reduced OH and reduced production of HCHO from VOC oxidation. By increased HCHO, the HO 2 production is increased. When the NO x level is moderately high, the increased hydroperoxyl radical production enhances the O 3 production (1.3%).
Scenario 2
[39] In Scenario 2, i.e., without HCHO primary emissions, 16.7% HCHO and 1.2% O 3 concentration reductions compared to the base case were found. This again shows that HCHO is mainly secondarily produced. The budget results show 18.2% increased net chemical HCHO production and a minor (0.68%) reduction of O 3 production. In spite of the increased HCHO chemical production rates, the average HCHO concentration is slightly lower than in the base case (0.3 ppbv on average), so the O 3 production decreased.
Scenario 3
[40] Without isoprene emissions (Scenario 3) only minor influences on peak O 3 (0.2%) and peak HCHO concentrations (0.1%) are found. The model results show some more significant reduction of O 3 levels in regions covered by forest (up to 1.2%, not shown), which are mainly distributed along the foothills of the Alps north of Milan, and around the farmland in the south of Milan. Because of the short lifetimes of isoprene and HCHO, as well as the large uncertainties of isoprene emissions, it is more difficult for a model to capture the contributions to HCHO from isoprene emissions. In Northern Italy, there is mainly coniferous forest, and only a small part is deciduous forest, in which is very little oak. However, for locations close to sources the influence of isoprene on HCHO are important [Hak et al., 2005; Liu et al., 2007] .
Scenarios 4 -10
[41] Scenarios 4 -10 allow a comparison of the influence of emissions of the individual VOC groups in the CBM IV mechanism. Similar influences on HCHO peak concentrations are found for OLE, ETH and XYL, i.e., around 5% HCHO reduction when the respective VOC emissions are reduced by 20%. Among all the scenarios, the highest reduction of the O 3 levels is caused by reduced XYL emissions. OLE, ETH and TOL have similar influence on O 3 levels. The HCHO and O 3 production rates are strongly dependent on the emission strength, the VOC reactivity, and the total HCHO and peroxyradical production yield. OLE is the most reactive (toward reaction with OH) and PAR is the most stable of all VOC groups considered. Even though the PAR emissions are around 6 times higher than the OLE emissions, OLE has a stronger influence on HCHO peak concentrations than PAR. PAR is emitted in large amounts but has a low reactivity, and its impact is higher on ozone concentrations than on formaldehyde, probably because ozone is longer lived. The two aromatic hydrocarbon groups TOL and XYL have comparable emission strengths, but XYL with two methyl groups attached to the benzene ring is much more reactive than TOL with only one methyl group added to the benzene ring. This explains the 5.4% reduction of HCHO chemical production due to XYL emission reductions compared to only 0.68% reduction of HCHO chemical production by the change of the TOL emissions. ETH is less reactive than XYL and has similar an emission strength as XYL in the Po basin. The results show that the strongest reduction of O 3 concentrations is caused by XYL emission reduction, whereas the largest influences on HCHO chemical production are found for reduced ETH emissions. Comparing XYL and ETH chemistry, ETH is less reactive but is capable of producing more HO x and HCHO in the first step. XYL is more reactive and there are several steps in the XYL degradation producing more HO x because it has more carbon molecules. VOC species with more carbon atoms have a larger potential to contribute to O 3 production than their reactivity and emission strength might suggest. ALD2 is a category composed of high molecular weight aldehydes and produces HCHO by photolysis. Model results show only a 1.35% reduction in the production of HCHO since the emissions are not large. MEOH does not show so much influence on HCHO or O 3 production and concentration because of the low emission strength and rather low reactivity.
Scenario 11
[42] The last scenario (S11) included a 20% reduction of all anthropogenic VOC emissions, which yields a 22.7% reduction of HCHO levels and about a 15.5% reduction of O 3 peak levels. This corresponds to concentration reductions of about 2.4 ppbv HCHO and of 20.3 ppbv afternoon peak O 3 . In agreement with previous studies Martilli et al., 2002; Baertsch-Ritter et al., 2003 , 2004 , the results suggest that the O 3 production is strongly VOC sensitive in the region downwind of Milan. Concerning ozone control, the results from these emission scenarios suggest that XYL and PAR are the most important contributors to O 3 peak levels in the Po basin.
Conclusions
[43] The Eulerian photochemical dispersion model CAMx was used to simulate an ozone episode over the Milan metropolitan region in September 2003. The model performance has been compared with the ground-based measurement results obtained from the FORMAT 2003 campaign that was carried out in the same area, and also compared with the measurements from the Lombardy region. This work is aimed at studying the influences of different VOC emissions on ozone and HCHO production in this region. Therefore a base case, a budget study, and 11 additional sensitivity runs with different emission scenarios were performed. In the base case, the primary HCHO emissions were modified according to the actual emission ratio between measured HCHO and CO in the city of Milan during the campaign period. The differences from the original HCHO emissions in the CITY-DELTA inventory are large. The modified HCHO emissions improved the model results, which again indicated the uncertainties in the emission inventory. MM5 was used for supplying the wind fields for the CAMx model. By comparing with the local wind measurements, the wind speeds were reduced by a factor of 0.67 for the model simulation. It proved that the wind speeds are critical for photochemical modeling, especially when the wind speeds are low. The comparison shows that the model is able to reproduce the high ozone levels and most of the O 3 variability. The model is also able to simulate HCHO reasonably well, although both these compounds are often influenced by local emissions.
[44] During the summer time, with predominantly southerly winds, high daytime ozone levels are generally found in regions in the north downwind of Milan. Areas west and east of Milan are generally weakly influenced by emissions from the city of Milan under fair weather conditions. A budget study was set up for three areas: Urban (Area 2), downwind of urban (Area 1), and suburban regions (Area 3) of Milan city. The budgets of HCHO and O 3 were calculated for different processes over these areas, and the processes include transport, emission, chemistry, and deposition. The following conclusions can be drawn from the budget analysis: The photochemical O 3 production is the strongest in Area 1, about 4 ppbv/hour on average during daytime, 3 ppbv/hour in Area 2, and 2.5 ppbv/hour in Area 3. Area 1 acts as an O 3 source for regions further downwind during day and night. This means that the produced O 3 is transported to the northern part of Area 1 during daytime and back to Milan during nighttime. With the strong emissions from the city of Milan, about 50% of O 3 is lost in Area 2 by titration during nighttime. Area 3 receives a small impact from the Milan emissions, and this area serves as an O 3 source for its downwind regions despite the low O 3 production rates. As for HCHO, the emissions are the strongest in Area 2, namely about 3 times the emissions in Area 1 and 8 times the emissions in Area 3. Primary HCHO emissions contribute about 10-20% to the HCHO levels over the Milan metropolitan region, whereas more than 80% of HCHO is secondarily produced. The largest HCHO production rates are found in Area 2. However, the highest HCHO concentration accumulation was found in Area 1. The model results show a small impact on ozone and HCHO peaks from biogenic VOC emissions over the model domain. It can be explained by lacking detailed information of land use data, or because of the too coarse model resolution to identify those peaks. The strong influences of isoprene on ozone and HCHO production are evident at locations very close to the sources.
[45] With 11 different VOC emission scenarios, a sensitivity study was made for O 3 and HCHO changes. The analysis shows that the model produces much higher HCHO peak levels (51.9%) and somewhat increased O 3 peaks (3.2%) compared to the base case when the primary HCHO emission inventory from the CITY-DELTA project was used. This reveals the large uncertainties in HCHO modeling caused by existing emissions inventories. Without isoprene emissions, the peak levels of O 3 and HCHO are hardly changed: O 3 peak levels decreased by 0.1%, and HCHO peak levels decreased by 0.2%. The sensitivity runs with a 20% reduction in the emission of individual anthropogenic VOC show that XYL has the largest influence on the averaged afternoon peak ozone concentrations, and the largest reductions on HCHO chemical production are caused by reduced OLE, XYL or ETH, emissions. OLE, ETH and TOL have a similar influence on the O 3 levels. Comparing the two aromatic hydrocarbon groups TOL and XYL, it is clear that VOC species with higher number of carbon atoms in their molecules, and which rapidly react with OH such as XYL, have a strong potential to contribute to the O 3 production. Although the PAR emissions are fairly large, a 20% reduction of PAR yields a 1.7% HCHO reduction and a 2.7% reduction of the O 3 peak levels, because PAR is fairly stable. ETH has the largest influence on the HCHO production because it is highly reactive. Neither ALD2 nor MEOH shows much influence on O 3 and HCHO concentrations or production, mainly because of low emission strengths of these two VOC groups. A 20% reduction of total anthropogenic VOC emissions leads to a 15.5% reduction of the O 3 levels in the Po basin. This agrees with previous studies, which show that the O 3 production is highly VOC sensitive in this region. For the ozone abatement, XYL and PAR are the most important contributors to the O 3 peak levels over the Milan metropolitan region.
