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Abstract
Recent advances in neural networks have resulted in reliable predictions of observations in Atari
games. The quality of predictions can be improved by addition of a generative adversarial approach
to the training. This research investigates this development and the benefits of unsupervised
predictive learning for reinforcement learning agents.
I. Introduction
Reinforcement learning (RL) based on artifi-
cial neural networks (ANN) has seen great
successes in recent years. A notable recent
breakthrough came from [6], where an artificial
agent learnt to play games from raw pixels on
a screen along with scores produced by Atari
game console simulation. The algorithm man-
aged to surpass human performance on many
classic 1980s games. However, RL has not yet
achieved similar successes for real world tasks,
such as controlling robotic manipulation.
RL requires dozens of hours of gameplay in
order to perform at human level. This training
time is currently a significant obstacle outside
simulation systems. It has been argued that
pure RL is data inefficient because the reward
signal – the only feedback used – is sparse and
contains little information.
To combat this, various forms of unsuper-
vised learning have been added to the pure
task of reward maximisation. Similar capabil-
ities can be applied to estimating the value
of a given screen frame (usual RL) and for
prediction of rewards or pixel values in subse-
quent timesteps. This idea was the basis for
[4], where an ANN implementing an agent at-
tempted to solve multiple related unsupervised
and reinforced tasks at the same time.
This paper investigates how training an
ANN for prediction of future observations can
improve data efficiency in RL problems. In
particular, in the relatively simple (but high
dimensional) setting of Atari game playing.
II. Predictive learning
The ability to predict the future state of the
world can speed up RL in many ways.
Value learning: If an agent knows what
happens after a given action is taken, it can
update its value function estimate based on
internal simulation rather than through experi-
ence. This is especially useful for robots – for
which taking actions in the real world is very
time consuming (relative to simulation). This
idea is captured by the Predictron algorithm
presented in [10].
State representation: If a given state repre-
sentation allows for reliable prediction of fu-
ture percepts, it is a sound basis for value func-
tion approximation. Attempting to enforce a
useful state representation in an ANN can be
seen in [4, 5].
Prediction of the results of an action can be
used to select an action which is more likely
to bring a desirable outcome.
In addition to this, a learnt model can be
examined to explain an agent’s decisions or
performance. [7, 9] are examples of attempts
at understanding an ANN’s representation.
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Figure 1: Architecture used in [1]. a is a joystick action,
x is frame pixel values, xˆ is frame reconstruction, h is
a representation of game state – implemented with an
LSTM – computed with use of frame pixels, last action
and previous state.
III. Predicting in Atari worlds
Over the last year ANN-based predictions of
Atari game frames reached an impressive level.
First [8] demonstrated an ability to simulate
deterministic games reliably for hundreds of
frames ahead. Then [1] improved on their ap-
proach and increased the quality of predictions.
Figure 1 captures dependencies of differ-
ent parts of a neural architecture used by [1].
Screen pixel dimensionality is reduced by pass-
ing it through convolutional layers. Then pre-
dictions are made in the resulting reduced
space using an LSTM [3]. Afterwards, a frame
is generated using deconvolution. The objec-
tive function is the mean squared error between
the predicted and the actual frame.
Overall, the predictive models function ex-
ceptionally well. However, they are restricted
to deterministic environments. At times the
generated images are blurred and small objects
(e.g. projectiles) can be missing.
IV. Proposed modifications
This research attempts to enhance the [1]
method so that it can cope with mild stochas-
ticity. The resulting model will be examined to
understand how the networks choose to repre-
sent different aspects of the environment, like
uncertainty about object positions or unobserv-
able states, e.g. object velocity.
The quality of predictions could be improved
with the use of Generative Adversarial Net-
works (GANs) [2]. In this scheme two net-
works are trained in parallel. One learns to
generate fake data (e.g. images), and the other
learns to distinguish between real and gener-
ated data. GANs have proved a strong method
for sampling from complex distributions, such
as natural images.
In a situation where the physical process is
stochastic but the network is forced to make
a single valid prediction, a conventional ANN
will output an average of the possible results.
Thus uncertainty in the position of some ob-
jects translates into a blurred image. GANs
are incentivised to generate real-looking im-
ages – a blurry image would be immediately
recognised as a fake and thus it will not be
output.
Additionally, knowledge captured by the net-
work will be inspected. For example, what par-
tial subset of a state has to be known to predict
the next state?
Finally, the utility of the resulting model will
be tested from an RL perspective in ways pre-
viously described.
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