DeShaTo: Describing the Shape of Cumulative Topic Distributions to Rank Retrieval Systems without Relevance Judgments by Ionescu, Radu Tudor et al.
  
   
Open Archive TOULOUSE Archive Ouverte (OATAO)  
OATAO is an open access repository that collects the work of Toulouse researchers and 
makes it freely available over the web where possible.  
This is an author-deposited version published in : http://oatao.univ-toulouse.fr/ 
Eprints ID : 15354 
The contribution was presented at SPIRE 2015 :  
http://www.dcs.kcl.ac.uk/events/spire2015/ 
To cite this version : Ionescu, Radu Tudor and Chifu, Adrian and Mothe, Josiane 
DeShaTo: Describing the Shape of Cumulative Topic Distributions to Rank Retrieval 
Systems without Relevance Judgments. (2015) In: 22nd International Symposium on 
String Processing and Information Retrieval (SPIRE 2015), 1 September 2015 - 4 
September 2015 (London, United Kingdom). 
Any correspondence concerning this service should be sent to the repository 
administrator: staff-oatao@listes-diff.inp-toulouse.fr 
DeShaTo: Describing the Shape of Cumulative
Topic Distributions to Rank Retrieval Systems
without Relevance Judgments
Radu Tudor Ionescu1, Adrian-Gabriel Chifu2, and Josiane Mothe3
1 Faculty of Mathematics and Computer Science, University of Bucharest, Romania
raducu.ionescu@gmail.com
2 IRIT UMR5505, CNRS, Université de Toulouse, Université Paul Sabatier, France
adrian.chifu@irit.fr
3 IRIT UMR5505, CNRS, Université de Toulouse, ESPE, France
josiane.mothe@irit.fr
Abstract. This paper investigates an approach for estimating the effec-
tiveness of any IR system. The approach is based on the idea that a set
of documents retrieved for a specific query is highly relevant if there are
only a small number of predominant topics in the retrieved documents.
The proposed approach is to determine the topic probability distribu-
tion of each document oﬄine, using Latent Dirichlet Allocation. Then,
for a retrieved set of documents, a set of probability distribution shape
descriptors, namely the skewness and the kurtosis, are used to compute
a score based on the shape of the cumulative topic distribution of the
respective set of documents. The proposed model is termed DeShaTo,
which is short for Describing the Shape of cumulative Topic distribu-
tions. In this work, DeShaTo is used to rank retrieval systems without
relevance judgments. In most cases, the empirical results are better than
the state of the art approach. Compared to other approaches, DeShaTo
works independently for each system. Therefore, it remains reliable even
when there are less systems to be ranked by relevance.
Key words: information retrieval, topic modeling, LDA, document topic
distribution, skewness, kurtosis, ranking retrieval systems.
1 Introduction
Automatically estimating the effectiveness of any information retrieval system
is one of the most important tasks in information retrieval (IR). An approach
that could solve this task with a high degree of accuracy would have a broad
range of applications including selective IR, selective query expansion [4, 15],
ranking retrieval systems without relevance judgments [9,12,13], query difficulty
prediction [3,11], to name only a few. Being able to understand and distinguish
the behavior of a highly effective IR system from a poorly effective one (on a
per query basis) is the key in solving the task of estimating IR effectiveness.
Intuitively, a highly effective system should return a set of documents in which
there are only one or a few predominant topics4 (related to the query), while an
average or poorly performing system will return documents from various topics,
since not all the documents will be relevant for the given query. In other words,
more topics indicate that the given query is more ambiguous from the point of
view of an IR system. Interestingly, this hypothesis represents the cornerstone
of the clarity score [3], but there are many other aspects of relevance that are
ignored by this supposition. Nevertheless, the same hypothesis is explored into
a different direction in this work. More precisely, the current work proposes an
approach that can potentially be used for estimating the relevance level of any
IR system. Latent Dirichlet Allocation (LDA) [2] is employed to model the top-
ics within a document collection oﬄine. Then, by describing the shape of the
cumulative topic distribution generated by the top documents retrieved by an
IR system for a given query, it can be easily determined if the behavior of the
respective system resembles the behavior of a highly or rather poorly effective
system. Therefore, the proposed approach is termed DeShaTo, which is short for
Describing the Shape of cumulative Topic distributions. Finally, the proposed
approach computes a score based on a combination of two probability distribu-
tion shape descriptors, namely skewness and kurtosis [5], which are computed
on the cumulative topic distribution of the retrieved documents.
A series of experiments are conducted to validate the underlying hypothesis of
the DeShaTo approach. Relevant document sets are tested against non-relevant
document sets for all the queries available in the TREC Robust Track, Web
Track 2013 and Web Track 2014 collections. In almost 95% of the cases, the
DeShaTo approach is able to identify which set of documents is relevant, proving
that the underlying hypothesis holds in most cases. Next, the DeShaTo score is
averaged on the queries of each data set to produce rankings of the retrieval
systems submitted for the respective TREC tracks. The DeShaTo approach is
compared with a state of the art approach for the task of ranking retrieval
systems without relevance judgments, namely nruns [9], using the Kendall Tau
correlation measure. The results presented in [9] indicate that nruns is more
accurate compared to the previous works [1,12,13]. Therefore, DeShaTo is only
compared with nruns in the experiments. The overall empirical results presented
in this work indicate that the DeShaTo approach is able to obtain a higher
correlation with the true Average Precision (AP) scores.
Unlike most approaches for ranking retrieval systems [10, 13], including the
state of the art approach [9], DeShaTo does not require information about other
retrieval systems when dealing with one system. Indeed, nruns [9] is based on
sharing information among systems to produce a set of pseudo-relevant docu-
ments for each query, while DeShaTo works independently for each system and
thus, it can produce accurate results when there are less systems to be ranked.
4 Topic represents here the theme of a text, as in topic modeling. In IR evaluation pro-
grams such as TREC, a topic refers to the information need. To avoid any confusion
with the LDA topics, TREC topics are referred to as queries throughout this paper,
therefore query can mean either the information need or to the text submitted to
the search engine.
Some approaches, such as [8], require human assessments, while DeShaTo does
not involve human effort. Another distinctive trait of DeShaTo is the employ-
ment of topic modeling for ranking retrieval systems. Moreover, DeShaTo is a
general approach with high potential for other applications such as query diffi-
culty prediction, selective query expansion and selective IR.
The rest of the paper is organized as follows. The DeShaTo approach is
presented in Section 2. The validation and the experiments are described in
Section 3. The final remarks are drawn in Section 4.
2 Describing the Shape of Cumulative Topic Distributions
The DeShaTo approach is based on the hypothesis that if there are more pre-
dominant topics that emerge in the set of documents retrieved for a given query,
then the system effectiveness for the respective query is lower. On the other
hand, if there are less predominant topics in the set of documents, then it means
that the system is highly effective. Naturally, the topic distributions of the re-
trieved documents have to be computed in order to determine the effectiveness
level of the IR system. In this work, Latent Dirichlet Allocation based on Gibbs
sampling [2] is employed to compute the topic distributions of the documents,
but other topic modeling approaches could possibly work equally well or even
better [6]. Nevertheless, it is worth mentioning that LDA has successfully been
used in different contexts in IR [7,14].
Although DeShaTo is a post-retrieval approach, the topic distribution can
be computed oﬄine, right after indexing the documents, in order to reduce the
online processing time. If LDA is carried out oﬄine, the topic distributions can
be immediately retrieved along with the documents when necessary.
In order to obtain a unique representation from all the topic distributions
associated to the top retrieved documents for a query, the distributions have
to be somehow combined into a single distribution. Instead of choosing only
one way of cumulateing the topic distributions, three alternative ways are si-
multaneously employed, namely, the component-wise sum, the component-wise
minimum, and the component-wise product, respectively. It is important to note
that the three cumulative distributions have to be normalized, such that they all
remain probability distributions (the sum of all the components is 1). The sum,
the minimum and the product produce slightly different cumulative distributions
and using them all together provides useful information for the next step. The
relevant documents set contains only one or two predominant topics, while the
non-relevant documents produce a mixture of predominant topics. What remains
to be done from this point on is to find a way of comprising this difference in a
measure or score. More formally, the next step is to find a robust approach to
describe the shape of the cumulative topic distributions. The proposed approach
uses two probability distribution shape descriptors, namely skewness and kur-
tosis [5]. More common statistics such as the mean or the standard deviation
have also been tested out, but they have been found to be less informative. In
probability theory and statistics, skewness is a measure of the asymmetry of the
probability distribution of a real-valued random variable about its mean. The
skewness can be computed as the third central moment of the input probabil-
ity distribution, divided by the cube of its standard deviation. In a similar way
to the skewness, kurtosis is a descriptor of the shape of a probability distribu-
tion. More precisely, the kurtosis quantifies the peakness (width of peak) of the
probability distribution of a real-valued random variable. The kurtosis can be
computed as the fourth central moment of the probability distribution, divided
by fourth power of its standard deviation.
High values of skewness and kurtosis indicate that the topic distribution
is characterized by a small number of predominant topics, while low values of
these statistics indicate that there are more (or even no) predominant topics.
Therefore, the two statistics reflect exactly what is required to determine if
the system behavior is good or poor with respect to a given query. Finally,
the skewness and the kurtosis are embedded in the DeShaTo score that can be
computed using the following closed form equation:
score = k(S) + s(S) + k(M) + s(M) + k(P ) + s(P ), (1)
where k and s are two functions that return the kurtosis and the skewness of
a probability distribution given as parameter, and S, M and P are the cumu-
lative topic distributions obtained by computing the sum, the minimum and
the product of the topic distributions corresponding to the retrieved documents.
The probability distribution shape descriptors are combined in a very natural
straightforward manner in Equation (1). By trying various combination schemes,
a more efficient way of combining these descriptors can supposedly be found. For
instance, a weighted sum could probably work better in practice, if the weights
are learned on some training data. However, adding more parameters to De-
ShaTo is not necessarily desirable. Proposing alternative combination schemes
will be properly addressed in future work.
3 Experiments
3.1 Data Sets Description
The TREC collections5 that are being used in the experiments are presented
next. They contain a set of information need statements, the document set and
the relevance judgments for each query. The experiments are conducted on pre-
cisely three data sets, namely Robust, TREC Web Track 2013 and TREC Web
Track 2014.
The results provided by participants are termed runs. TREC evaluates the
runs using various effectiveness measures. The participant runs can thus be
ranked according to one of these measures, such as the Mean Average Preci-
sion (MAP) over queries. In the experiments, all the queries along with all the
participant runs from Robust, Web Track 2013 and Web Track 2014 are used
to rank retrieval systems without relevance judgments. A summary of the data
used in the experiments is given in Table 1.
5 http://mitpress.mit.edu/catalog/item/default.asp?ttype=2&tid=10667
Table 1. A summary of the data sets used for the task of ranking retrieval systems
without relevance judgments.
Data Set Query IDs # Queries # Systems
Robust 301− 450, 601− 700 249 110
Web Track 2013 201− 250 50 61
Web Track 2014 251− 300 50 30
Table 2. Accuracy of the DeShaTo score for correctly identifying the set of relevant
documents tested against a set of non-relevant documents. The number of LDA topics
is 100.
Data Set # Queries # Correct Predictions Accuracy
Robust 249 231 92.77%
Web Track 2013 50 50 100%
Web Track 2014 50 50 100%
Overall 349 331 94.84%
The DeShaTo approach is compared with a state of the art approach, namely
nruns [9], using the Kendall Tau correlation measure, as in [9]. To reduce the
oﬄine processing time of DeShaTo, only the documents retrieved in the partici-
pant runs where included in the topic modeling process.
3.2 Empirical Validation of the Hypothesis
To validate the underlying hypothesis of DeShaTo, a simple procedure has been
designed as described next. For each query in the three collections, a set of 30
relevant documents is produced by randomly sampling the documents. Likewise,
another set of 30 non-relevant documents is produced for each query. For each
query, 20 draws were made to randomly select the documents within the relevant
and the non-relevant sets, in order to reduce the result of chance. Remarkably,
the results of different trials are consistent with each other.
The cornerstone hypothesis of this work can be validated if it can identify,
with a high degree of accuracy, which is the set of relevant documents only by
using the DeShaTo score proposed in Equation (1). As such, the DeShaTo score
was put to the test and the results are presented in Table 2. The DeShaTo score
seems to be able to make good predictions in most of the cases. Indeed, there
are only 18 queries from the Robust collection for which the score associated to
the non-relevant document set is higher than the score associated to the relevant
document set. The accuracy goes up to 100% for the Web Track 2013 and 2014
data sets. Overall, the accuracy of the DeShaTo approach is 94.84%. Although
not perfect, this result offers some empirical proof that the underlying hypothesis
of DeShaTo works well enough in practice.
3.3 Parameter Tuning
The DeShaTo approach is based on the topics modeled by LDA, but the number
of topics could influence the accuracy of the proposed approach. Wei and Croft
also observed that the number of topics affects the retrieval performance [14].
Table 3. Kendall Tau correlation between the ground truth ranking according to the
MAP@30 measure and the systems ranking determined by the DeShaTo score. The
best correlation per data set is highlighted in bold.
Data Set 50 Topics 100 Topics 250 Topics
Robust 0.4286 0.3524 0.3143
Web Track 2014 0.1190 0.1905 0.3048
Therefore, the number of topics is tuned on the Robust and the Web Track
2014 data sets through a validation procedure. Since the documents from the
Web Track 2013 and 2014 data sets are from ClueWeb12, the number of topics
validated on Web Track 2014 is also used on the Web Track 2013 collection.
From each data set, 10% of the queries and 15 systems are chosen at regular
interval. More precisely, one in every 10 queries are used for validation. One in
every 7 systems are used for the Robust data set, while for the Web Track 2014,
one in every two systems are used for validation. The amount of observations
(#queries × #systems) used for validation is deliberately chosen such that it
is significantly smaller than the total amount of data, in order to prevent any
kind of overfitting. Only 1.37% of the Robust data is used for validation. In a
similar manner, 1.65% of the Web Track 2013 and 2014 data is used for tuning
the number of topics.
The validation procedure aims to choose between using 50, 100 or 250 topics
by evaluating the Kendall Tau correlation between the systems ranking deter-
mined by the DeShaTo score and the ground truth ranking determined by the
Average Precision of the top 30 retrieved documents per run, namely AP@30.
Actually, to produce the rankings, the score of each system has to be averaged
over all the validation queries. Thus, the ground truth rankings are given by
the Mean Average Precision of the top 30 documents, namely MAP@30. An
interesting remark is that very similar results are obtained using the top 10 or
the top 100 retrieved documents, but since nruns [9] was evaluated using the top
30 documents, the results presented in Table 3 and throughout this paper are
also based on the top 30 documents per run. According to the best Kendall Tau
correlations reported in Table 3, 50 topics will be used when LDA is carried out
on the Robust documents. On the other hand, 250 topics will be used when LDA
is carried out on the Web Track 2013 and 2014 documents. This difference can
probably be explained by the type of documents that constitute the collections.
The documents within the Robust collection are quite homogeneous since they
are extracted from newspapers, while the documents within ClueWeb12 are web
documents. In the latter collection, documents are much more heterogeneous
and may contain topics that are not related to the document content such as
links to the home page, menu buttons and so on.
3.4 Ranking Retrieval Systems Results
The DeShaTo score is compared with nruns [9] for the task of ranking retrieval
systems without relevant judgements and the results are presented in Table 4.
The values given in Table 4 represent the Kendall Tau correlations between the
Table 4. Kendall Tau correlation between the ground truth ranking according to the
MAP@30 measure and the systems ranking determined by the DeShaTo score, on one
hand, and the systems ranking produced by nruns, on the other. The best correlation
per data set is highlighted in bold.
Data Set nruns [9] DeShaTo
Robust 0.6195 0.6112
Web Track 2013 0.1005 0.2306
Web Track 2014 0.4529 0.4966
ground truth ranking given by the MAP@30 values and the systems ranking
determined by the DeShaTo score, on one hand, and by nruns, on the other
hand. It is important to mention that the correlation reported for nruns in this
paper (0.6195) is lower than the correlation reported in [9] (0.640). The difference
comes from the fact that here the correlation is based on 249 queries from 2004
and 2005, instead of only the 150 queries from 2004. Furthermore, the correlation
is here computed with respect to the MAP@30 score instead of the MAP score
as in [9], which is actually more fair, since the predictions are made on the top
30 documents per query. Compared to nruns, the DeShaTo score gives a higher
correlation for the Web Track 2013 and 2014 participant runs, while it produces
only a slightly lower correlation for the Robust runs. This could be explained by
the fact that nruns becomes unreliable for a small set of runs, because it leverages
the information from multiple systems to produce a good set of pseudo-relevant
documents. Web Track 2013 and 2014 have considerably less participants than
Robust, and the nruns approach is less accurate on the Web Track 2013 and
2014 data sets. Unlike nruns, the DeShaTo approach relies solely on the results
of a system to compute its score, which seems to be an advantage for the newer
TREC collections. The overall results seem to indicate that DeShaTo is better
than nruns.
4 Conclusion
This paper presented an approach that is able to distinguish between a highly ef-
fective IR system and a less effective IR system for some queries. The proposed
approach is based on Describing the Shape of cumulative Topic distributions
modeled by LDA, hence the name DeShaTo. A set of experiments have been
conducted in order to validate the underlying hypothesis of DeShaTo in practice.
Moreover, another set of experiments have been conducted to compare DeShaTo
with nruns [9] for the task of ranking retrieval systems without relevance judg-
ments. The results indicate that DeShaTo gives a higher correlation with the
MAP@30 score in most cases, most likely because its accuracy does not depend
on the number of systems used. The described approach does not take into ac-
count the query text itself, but this will be covered in future work by analyzing
the topic distribution of the query in relation to the document distributions.
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