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DIAGONALS OF SELF-ADJOINT OPERATORS WITH FINITE
SPECTRUM
MARCIN BOWNIK AND JOHN JASPER
Abstract. Given a finite set X ⊆ R we characterize the diagonals of self-adjoint operators
with spectrum X. Our result extends the Schur-Horn theorem from a finite dimensional set-
ting to an infinite dimensional Hilbert space analogous to Kadison’s theorem for orthogonal
projections [8, 9] and the second author’s result for operators with three point spectrum [7].
1. Introduction
The characterization of the diagonals of self-adjoint operators began with the classical
Schur-Horn theorem [6, 13]. It can be stated as follows, where HN is N dimensional Hilbert
space over R or C, i.e., HN = RN or CN .
Theorem 1.1 (Schur-Horn theorem). Let {λi}Ni=1 and {di}Ni=1 be real sequences in nonin-
creasing order. There exists a self-adjoint operator E : HN → HN with eigenvalues {λi} and
diagonal {di} if and only of
(1.1)
N∑
i=1
λi =
N∑
i=1
di and
n∑
i=1
di ≤
n∑
i=1
λi for all 1 ≤ n ≤ N.
The necessity of (1.1) is due to Schur [13], and the sufficiency of (1.1) is due to Horn [6].
There are two problems that immediately arise in extending the Schur-Horn Theorem 1.1 to
operators on infinite dimensional Hilbert spaces. First, there is no obvious analogue of the
eigenvalue sequence {λi} for nondiagonalizable operators. Second, even if the operator in
question is diagonalizable, the diagonal sequence and eigenvalue sequence cannot generally
be rearranged in nonincreasing order.
Positive compact operators are diagonalizable, and both the eigenvalue sequence and diag-
onal are c0 sequences. Thus, a natural analogue of the Schur-Horn theorem can be formulated
in terms of majorization inequalities as in (1.1). Results of this kind were proven by Go-
hberg and Markus [5] and Arveson and Kadison [2] for trace class operators and extended to
positive compact operators by Kaftal and Weiss [11]. Though the theorem statements are a
natural analogue of the Schur-Horn theorem, the proof are much more intricate. Moreover,
a complete characterization of the diagonals of compact operators with finite dimensional
kernels is not yet complete. For a detailed survey of progress in this area see [10].
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It is well known that (1.1) can be stated by the equivalent convexity condition
(1.2) (d1, . . . , dN) ∈ conv{(λσ(1), . . . , λσ(N)) : σ ∈ SN},
where SN is a permutation group on N elements. This reformulation does not require an
ordering of sequences. In [12] Neumann gave an infinite dimensional generalization of the
Schur-Horn theorem in terms of `∞-closure of the convexity condition (1.2). This gives a
nice analogue of the finite dimensional theorem, but a great deal of information is lost in
taking the closures. Indeed, consider an orthogonal projection P with infinite dimensional
kernel and range. From Neumann’s work it can only be deduced that the closure of the set
of diagonals of P is the set of sequences {di} in [0, 1] such that
∑
di =
∑
(1− di) =∞.
A complete characterization of the diagonal sequences of orthogonal projections was dis-
covered by Kadison [8, 9]. By Theorem 1.1, the necessary and sufficient condition for a finite
sequence {di}Ni=1 in [0, 1] to be the diagonal of an orthogonal projection on HN is simply
the trace condition
∑
di ∈ N0. Kadison’s theorem gives an elegant analogue of the trace
condition on an infinite Hilbert dimensional space H, see Theorem 2.1(ii). Crucially, it does
not require an ordering of the terms of the diagonal sequence. By scaling and translating
Kadison’s theorem gives a characterization of all self-adjoint operators with two points in
the spectrum. Thus, a natural next step after Kadison’s work is to look at the diagonals
of self-adjoint operators with finite spectrum. As with orthogonal projections these oper-
ators are diagonalizable, but we still face the problem that the diagonal terms cannot be
ordered. We shall overcome this problem by introducing the concept of interior majorization
in Definition 2.2 which does not require any ordering.
An additional issue arises that is not present in the case of projections. Kadison’s Theorem
2.1 characterizes the diagonals of the set of all projections. Despite this, the multiplicities
of the eigenvalues of a projection P can be easily deduced from the diagonal sequence {di}
by
dim ranP =
∑
di and dim kerP =
∑
(1− di).
Thus, Kadison’s theorem yields a complete characterization of diagonal sequences of the
unitary orbit of a projection P . In contrast, there exist operators with the same finite
spectrum and the same diagonal that are not unitarily equivalent, see Example 3.6. In other
words, self-adjoint operators having different unitary orbits may share the same diagonal.
This leads us to two distinct versions of the Schur-Horn theorem for operators with finite
spectrum, which were already present in the second author’s work [7] on operators with 3
point spectrum. In this paper we shall focus on a spectral version of the theorem. That
is, we give a characterization of the diagonals of the set of all self-adjoint operators with a
given spectrum. In the follow-up paper [3] we give a version of this result with prescribed
multiplicities of eigenvalues.
Our main result can be thought as an analogue of the work by Arveson [1] who iden-
tified some necessary conditions which must be satisfied by diagonals of normal operators
with finite spectrum. Unlike [1] our main result deals only with self-adjoint operators. On
the other hand, Theorem 1.2 gives a complete characterization of diagonals of self-adjoint
operators with finite spectrum.
Theorem 1.2. Let {Aj}n+1j=0 be an increasing sequence of real numbers such that A0 = 0 and
An+1 = B, n ∈ N. Let {di}i∈I be a sequence in [0, B] with
∑
di =
∑
(B − di) = ∞. For
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each α ∈ (0, B), define
(1.3) C(α) =
∑
di<α
di and D(α) =
∑
di≥α
(B − di).
There exists a self-adjoint operator E with diagonal {di}i∈I and σ(E) = {A0, A1, . . . , An+1}
if and only if either:
(i) C(B/2) =∞ or D(B/2) =∞, or
(ii) C(B/2) <∞ and D(B/2) <∞, (and thus C(α), D(α) <∞ for all α ∈ (0, B)), and
there exist N1, . . . , Nn ∈ N and k ∈ Z such that:
(1.4) C(B/2)−D(B/2) =
n∑
j=1
AjNj + kB,
and for all r = 1, . . . , n,
(1.5) (B − Ar)C(Ar) + ArD(Ar) ≥ (B − Ar)
r∑
j=1
AjNj + Ar
n∑
j=r+1
(B − Aj)Nj.
We remark that the assumption that
∑
di =
∑
(B − di) = ∞ is not a true limitation of
Theorem 1.2. Indeed, the summable case
∑
di <∞, or its symmetric variant
∑
(B − di) <
∞, leads to a finite rank Schur-Horn theorem, see [3, Theorems 2.1 and 2.2]. This case
requires a different set of conditions which are closely related to the classical Schur-Horn
majorization. Finally, the assumption A0 = 0 is made only for simplicity; the general case
follows immediately by a translation argument.
We should also emphasize that the numbers N1, . . . , Nn in general do not correspond to
multiplicities of eigenvalues A1, . . . , An, see Example 3.6. This is unlike the main theorem
in [3], where the numbers N1, . . . , Nn represent multiplicities of eigenvalues in the interior
majorization inequality (1.5). In addition, the main result of [3] has much more complicated
statement since it also involves exterior majorization conditions that are very sensitive to
the locations of eigenvalues with infinite multiplicities. Hence, the multiplicity-free Theorem
1.2, though theoretically deductible from its counterpart, is not an easy consequence of [3].
For these reasons we shall give a direct proof of Theorem 1.2. The additional benefit of our
approach is that it gives a short and largely independent proof, which does not rely on a long
argument showing [3, Theorem 1.3] in its entirety. Instead, we merely use two particular
results from [3] on the equivalence of Riemann and Lebesgue interior majorization and the
sufficiency of Riemann majorization. Combining this with the key existence result in the
non-summable case from [7] yields the sufficiency part of Theorem 1.2. The proof of the
necessity part is self-contained as it relies only on Kadison’s Theorem 2.1.
2. Necessity of interior majorization
In this section we will show the necessity in Theorem 1.2. We will make an extensive use of
Kadison’s theorem [8, 9] which characterizes diagonals of orthogonal projections. Theorem
2.1 serves as a prototype for our Theorem 1.2. The common feature of both of these results is
a trace condition. The main distinction between them is the lack of majorization inequalities
(1.5) in Kadison’s Theorem which are present in Theorem 1.2.
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Theorem 2.1 (Kadison). Let {di}i∈I be a sequence in [0, 1] and α ∈ (0, 1). Define
C(α) =
∑
di<α
di, D(α) =
∑
di≥α
(1− di).
There exists an orthogonal projection on `2(I) with diagonal {di}i∈I if and only if either:
(i) C(α) =∞ or D(α) =∞, or
(ii) C(α) <∞ and D(α) <∞, and
(2.1) C(α)−D(α) ∈ Z.
Remark 2.1. Note that if there exists a partition of I = I1 ∪ I2 such that
(2.2)
∑
i∈I1
di <∞ and
∑
i∈I2
(1− di) <∞,
then for all α ∈ (0, 1) we have C(α) <∞ and D(α) <∞ and(∑
i∈I1
di −
∑
i∈I2
(1− di)
)
− (C(α)−D(α)) ∈ Z.
Thus, in the presence of a partition satisfying (2.2),(∑
i∈I1
di −
∑
i∈I2
(1− di)
)
∈ Z
is a necessary and sufficient condition for a sequence to the be the diagonal of a projection.
We will find use for these more general partitions in the sequel.
It is convenient to formalize the concept of interior majorization with the following defi-
nition.
Definition 2.2. Let {Aj}n+1j=0 be an increasing sequence such that A0 = 0 and An+1 = B,
n ∈ N. Let {di}i∈I be a sequence in [0, B]. Let C(α) and D(α) be as in (1.3).
We say that {di} satisfies interior majorization by {Aj}n+1j=0 if the following 3 conditions
hold:
(i) C(B/2) < ∞ and D(B/2) < ∞, and thus C(α) < ∞ and D(α) < ∞ for all
α ∈ (0, B),
(ii) there exist N1, . . . , Nn ∈ N and k0 ∈ Z such that
(2.3) C(An)−D(An) =
n∑
j=1
AjNj + k0B,
(iii) for all r = 1, . . . , n,
(2.4) C(Ar) ≥
r∑
j=1
AjNj + Ar
(
k0 − |{i ∈ I : Ar ≤ di < An}|+
n∑
j=r+1
Nj
)
.
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Remark 2.2. Despite its initial appearance, the interior majorization conditions (2.3) and
(2.4) are equivalent with (1.4) and (1.5) in Theorem 1.2. Indeed, by Remark 2.1, (2.3) is
equivalent to the statement that for all α ∈ (0, B) there exists k = k(α) ∈ Z such that
(2.5) C(α)−D(α) =
n∑
j=1
AjNj + k(α)B,
Fix α = Ar, where r = 1, . . . , n. Then, (2.4) can be rewritten as
(2.6) C(α) ≥
r∑
j=1
AjNj + α
(
k(α) +
n∑
j=r+1
Nj
)
.
Using (2.5), we can remove the presence of k = k(α) in (2.6) to obtain
(2.7) (B − α)C(α) + αD(α) ≥ (B − α)
r∑
j=1
AjNj + α
n∑
j=r+1
(B − Aj)Nj.
This is precisely (1.5), and the above process is reversible.
Theorem 2.3. Let E be a self-adjoint operator on H with spectrum
σ(E) = {A0, . . . , An+1},
where {Aj}n+1j=0 is an increasing sequence such that A0 = 0 and An+1 = B, n ∈ N. Let
di = 〈Eei, ei〉 be a diagonal of E with respect to some orthonormal basis {ei}i∈I of H.
Assume that for some 0 < α < B, C(α) < ∞ and D(α) < ∞. Then, {di}i∈I satisfies
interior majorization by {Aj}n+1j=0 .
Proof. By the spectral decomposition, we can write
E =
n+1∑
j=0
AjPj,
where Pj’s are mutually orthogonal projections satisfying
∑n+1
j=0 Pj = I. Let p
(j)
i = 〈Pjei, ei〉
be the diagonal of Pj. Hence, we have
(2.8)
n+1∑
j=0
p
(j)
i = 1 for all i ∈ I.
For convenience let I0 = {i ∈ I : di < α} and I1 = {i ∈ I : di ≥ α}. By our assumption
C(α) =
∑
i∈I0
di <∞, D(α) =
∑
i∈I1
(B − di) <∞.
Summing di =
∑n+1
j=0 Ajp
(j)
i over i ∈ I0 yields
(2.9)
∑
i∈I0
p
(j)
i <∞ for j = 1, . . . , n+ 1.
Using (2.8) we have that B − di =
∑n+1
j=0 (B − Aj)p(j)i . Summing this over i ∈ I1 yields
(2.10)
∑
i∈I1
p
(j)
i <∞ for j = 0, . . . , n.
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Combining (2.9) and (2.10) and applying Theorem 2.1 yields
(2.11) Nj :=
∑
i∈I
p
(j)
i ∈ N j = 1, . . . , n.
Moreover, since B(1− p(n+1)i ) = B − di +
∑n
j=0Ajp
(j)
i by (2.10) we have
(2.12)
∑
i∈I1
(1− p(n+1)i ) <∞.
By (2.9), (2.12), Theorem 2.1 and Remark 2.1 applied to the projection Pn+1 we have
k0 :=
∑
i∈I0
p
(n+1)
i −
∑
i∈I1
(1− p(n+1)i ) ∈ Z.
Thus,
C(α)−D(α) =
∑
i∈I0
(
Bp
(n+1)
i +
n∑
j=1
Ajp
(j)
i
)
−
∑
i∈I1
(
B −Bp(n+1)i −
n∑
j=1
Ajp
(j)
i
)
= Bk0 +
n∑
j=1
NjAj.
For convenience we let qi = p
(n+1)
i . In particular, by letting α = An the above shows (2.3)
with k0 = a− b, where
a :=
∑
di<An
qi <∞, b :=
∑
di≥An
(1− qi) <∞.
It remains to show the interior majorization inequality (2.4).
Fix r = 1, . . . , n, and let I0 = {i : di < Ar} and I1 = {i : di ≥ Ar}. By the fact that
k0 = a− b, we have
k0 − |{i ∈ I : Ar ≤ di < An}| =
∑
di<An
qi −
∑
di≥An
(1− qi)− |{i ∈ I : Ar ≤ di < An}|
=
∑
i∈I0
qi −
∑
i∈I1
(1− qi).
Thus, the required majorization (2.4) is equivalent to
(2.13) C(Ar) =
∑
i∈I0
( n∑
j=1
Ajp
(j)
i +Bqi
)
≥
r∑
j=1
AjNj +Ar
(∑
i∈I0
qi−
∑
i∈I1
(1− qi) +
n∑
j=r+1
Nj
)
.
By (2.11), we have for j = 1, . . . , n,
Nj =
∑
i∈I0
p
(j)
i +
∑
i∈I1
p
(j)
i .
Thus, (2.13) can be rewritten as
(2.14)
∑
i∈I0
( n∑
j=r+1
(Aj−Ar)p(j)i +(B−Ar)qi
)
≥
∑
i∈I1
( r∑
j=1
Ajp
(j)
i +
n∑
j=r+1
Arp
(j)
i +Ar(qi−1)
)
.
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Since {Aj} is an increasing sequence, the left hand side of (2.14) is ≥ 0. On the other hand,
the right hand side of (2.14) is ≤ 0 as it is dominated by∑
i∈I1
( n∑
j=1
Arp
(j)
i + Arqi − Ar
)
≤ 0.
In the last step we used (2.8). This shows (2.14), which implies (2.13), thus proving (2.4).
This completes the proof of Theorem 2.3. 
3. Sufficiency of interior majorization
The goal of this section is to show the sufficiency in Theorem 1.2. The sufficiency of
condition (i), that is C(B/2) +D(B/2) =∞, is a consequence of a result established by the
second author, see [7, Corollary 4.5].
Theorem 3.1. Let {Aj}n+1j=0 be an increasing sequence such that A0 = 0 and An+1 = B,
n ∈ N. Assume {di}i∈I is a sequence in [0, B] such that for some (and hence all) α ∈ (0, B)
we have
C(α) +D(α) =∞.
Then there is a self-adjoint operator E with σ(E) = {A0, A1, . . . , An+1} and diagonal {di}i∈I .
Next, we must demonstrate the sufficiency of condition (ii) of Theorem 1.2. To achieve this
we shall introduce an alternative variant of interior majorization. To distinguish between
these two concepts we shall attach the name of Lebesgue to interior majorization that was
defined in Definition 2.2.
Definition 3.2. Suppose that n ∈ N and {Aj}n+1j=0 is an increasing sequence in R such that
A0 = 0 and An+1 = B. Let {λi}i∈Z be a nondecreasing sequence which takes values in
{A0, A1, . . . , An+1}, each at least once. Let {di}i∈Z be a nondecreasing sequence in [0, B]
such that
∑0
i=−∞ di < ∞. We say that {di} satisfies Riemann interior majorization by
{Aj}n+1j=0 if there exists such a sequence {λi}i∈Z as above, so that the following two hold:
δm :=
m∑
i=−∞
(di − λi) ≥ 0 for all m ∈ Z,(3.1)
lim
m→∞
δm = 0.(3.2)
Remark 3.1. Since {λi} is takes values 0 and B and is nondecreasing, there exists k ∈ Z and
N1, . . . , Nn ∈ N such that
λi =

0 i ≤ k,
Ar k +
∑r−1
j=1Nj < i ≤ k +
∑r
j=1Nj,
B i > k +
∑n
j=1Nj.
Our argument relies on the following two facts. The first result [3, Theorem 5.2] es-
tablishes the equivalence of two concepts of Lebesgue and Riemann interior majorization
for nondecreasing sequences. Note that Theorem 3.3 is concerned with numerical sequences
without any mention to operators. The second result [3, Theorem 5.3] shows the existence of
a self-adjoint operator with finite spectrum and prescribed diagonal under Riemann interior
majorization.
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Theorem 3.3. Let {Aj}n+1j=0 be an increasing sequence in R with A0 = 0 and An+1 = B.
Let {di}i∈Z be a nondecreasing sequence in [0, B]. Then, the sequence {di} satisfies Lebesgue
interior majorization by {Aj}n+1j=0 if and only if {di} satisfies Riemann interior majorization
by {Aj}n+1j=0 .
Theorem 3.4. Let {Aj}n+1j=0 be an increasing sequence in R with A0 = 0 and An+1 = B. Let
{di}i∈Z be a nondecreasing sequence in [0, B] that satisfies Riemann interior majorization by
{Aj}n+1j=0 . Then, there is a self-adjoint operator E with σ(E) = {A0, . . . , An+1} and diagonal
{di}i∈Z.
By combining Theorems 3.3 and 3.4 we can show the sufficiency of the Lebesgue interior
majorization. In essence, we need to deal with sequences that satisfy Lebesgue interior ma-
jorization, but do not conform to more restrictive Riemann interior majorization. Theorem
3.5 shows the sufficiency part of Theorem 1.2.
Theorem 3.5. Let {Aj}n+1j=0 be an increasing sequence in R with A0 = 0 and An+1 =
B. Let {di}i∈I be a sequence in [0, B] that satisfies interior majorization by {Aj}n+1j=0 and∑
i∈I di =
∑
i∈I(B − di) = ∞. Then, there is a self-adjoint operator E with spectrum
σ(E) = {A0, . . . , An+1} and diagonal {di}i∈I .
Proof. Set J := {i ∈ I : di ∈ (0, B)} and Jλ := {i : di = λ} for λ = 0, B. Let I be the
identity operator on a space of dimension |JB| and let 0 be the zero operator on a space
of dimension |J0|. Since C(B/2) < ∞ and D(B/2) < ∞, the only possible limit points of
{di}i∈J are 0 and B. The argument breaks into four cases depending on the number of limit
points.
Case 1: Assume both 0 and B are limit points of the sequence {di}i∈J . This implies
that there is a bijection pi : Z → J such that {dpi(i)}i∈Z is in nondecreasing order. Since
{di}i∈J still satisfies interior majorization, by Theorem 3.3 the sequence {dpi(i)}i∈Z satisfies
Riemann interior majorization. By Theorem 3.4 there is a self-adjoint operator E ′ with
diagonal {di}i∈J and σ(E ′) = {A0, . . . , An+1}. The operator E ′ ⊕BI⊕ 0 is as desired. This
completes the proof of Case 1.
Case 2: Assume 0 is the only limit point of {di}i∈J . Since
∑
i∈I di = ∞ we must have
|JB| =∞. There is a bijection pi : Z→ J ∪JB such that {dpi(i)}i∈Z is in nondecreasing order.
The sequence {dpi(i)}i∈Z satisfies interior majorization by {Aj}n+1j=0 , and Theorem 3.3 implies
that it also satisfies Riemann interior majorization by {Aj}n+1j=0 . By Theorem 3.4 there is a
self-adjoint operator E0 with diagonal {dpi(i)}i∈Z and σ(E0) = {A0, . . . , An+1}. The operator
E = E0 ⊕ 0 has the same spectrum and diagonal {di}. This completes the proof of Case 2.
Case 3: Assume B is the only limit point of {di}i∈J . The proof of this case follows by an
obvious modification of Case 2.
Case 4: Assume {di}i∈J has no limit points. This implies that J is finite and since∑
i∈I di =
∑
i∈I(B−di) =∞ we also have |J0| = |JB| =∞. There is a bijection pi : Z→ I so
that {dpi(i)}i∈Z is nondecreasing. Theorem 3.3 implies that {dpi(i)} satisfies Riemann interior
majorization by {Aj}n+1j=0 . Theorem 3.4 implies that there is a self-adjoint operator E with
diagonal {dpi(i)} and σ(E) = {A0, . . . , An+1}. This completes the proof of Case 4 and the
theorem. 
The following example shows that there exist self-adjoint operators with the same spectrum
and diagonal that are not unitarily equivalent.
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Example 3.6. Consider the sequence
{di}i∈Z =
{
. . . ,
1
8
,
1
4
,
1
2
, 1,
3
2
,
7
4
,
15
8
, . . .
}
.
Set
En =
 12n √ 12n (2− 12n )√
1
2n
(
2− 1
2n
)
2− 1
2n
 .
For each n ∈ N we have σ(En) = {0, 2}, thus the operator E = [1] ⊕ E1 ⊕ E2 ⊕ · · · has
diagonal {di} and σ(E) = {0, 1, 2}. Note that the multiplicity of the eigenvalue 1 is 1.
Alternatively, let {ei}∞i=1 be an orthonormal basis for a Hilbert space. Set g =
∑∞
i=1 2
−i/2ei,
and define the projection Pf = 〈f, g〉g. The operator P has diagonal {1
2
, 1
4
, 1
8
, . . .} in the
basis {ei}, and thus the operator F = P ⊕ [1] ⊕ (2I − P ) has diagonal {di}. Since P is a
rank one projection we see that σ(F ) = {0, 1, 2}, and the multiplicity of the eigenvalue 1 is
3. Thus, operators E and F share the same three point spectrum and diagonal, but they
are not unitarily equivalent.
We end the paper by a graphical example demonstrating Theorem 1.2.
Example 3.7. Consider the sequence
{di}i∈Z =
{
. . . ,
1
16
,
1
8
,
1
4
,
1
2
,
3
4
,
7
8
,
15
16
, . . .
}
.
By Kadison’s Theorem 2.1 there does not exist a projection with diagonal {di}. However, in
[7] it was shown that the set of possible 3 point spectra of operators with the diagonal {di}{
A ∈ (0, 1) : ∃E positive with diagonal {di}i∈N and σ(E) = {0, A, 1}
}
consists of exactly 7 points {1
8
, 1
6
, 1
4
, 1
2
, 3
4
, 5
6
, 7
8
}. With the help of Mathematica and the char-
acterization from Theorem 1.2 we can find the corresponding set of possible 4 point spectra
of operators. The following figure shows the set{
(A1, A2) ∈ (0, 1)2 : ∃E ≥ 0 with σ(E) = {0, A1, A2, 1} and diagonal {di}
}
.
For the study of properties of such sets we refer to [4].
0.0 0.2 0.4 0.6 0.8 1.0
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