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Abstract
We study Dirac equation in Kerr-Taub-NUT spacetime. We use Boyer-
Lindquist coordinates and separate the resulting equations into radial
and angular parts. We get some exact analytical solutions of the an-
gular equations for some special cases. We also obtain the radial wave
equations with an effective potential. Finally we discuss the poten-
tials by plotting them as a function of radial distance in a physically
acceptable region.
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1 Introduction
The Kerr-Taub-NUT (Newman-Unti-Tamburino) spacetime is obtained by
introducing an extra non-trivial magnetic mass parameter called the ”grav-
itomagnetic monopole moment” in the Kerr metric. It describes the space-
time of a localized stationary and axially symmetric object [1]. The solution
contains three physical parameters: The gravitational mass, which is also
called gravitoelectric charge; the gravitomagnetic mass that is also identified
as the NUT charge; the rotation parameter that is the angular speed per
unit mass. The NUT charge produces an asymptotically non-flat spacetime
in contrast to Kerr geometry that is asymptotically flat [2]. Although the
Kerr-Taub-NUT spacetime has no curvature singularities, there exist conical
singularities on the axis of symmetry [3]. One can get rid off conical singu-
larities by taking a periodicity condition over the time coordinate. But, this
leads to the emergence of closed time-like curves in the spacetime. It means
that, in contrast to Kerr solution interpreted as a regular rotating black hole,
the Kerr-Taub-NUT solution cannot be identified as a regular black hole so-
lution due to its singularity structure. An alternative physical interpretation
of Kerr-Taub-NUT spacetime can be found in [4] where the NUT metric is
interpreted as a semi-infinite massless source of angular momentum. Despite
the fact that Kerr-Taub-NUT solution has some unpleasing properties, it is
vastly studied for exploring various physical phenomena in general relativity
due to its asymptotically non-flat spacetime structure [5, 6, 7, 8, 9].
In the present paper, we study the Dirac equation in Kerr-Taub-NUT
spacetime. Dirac equation has been extensively examined in various gravita-
tional spacetimes including Schwarzschild geometry [10], Kerr-spacetime [11,
12, 13, 14], Taub-NUT geometry [15], Kerr-Newman AdS black hole back-
ground [16], 4-dimensional constant-curvature black hole spacetime [17], ro-
tating Bertotti-Robinson geometry [18], 4-dimensional Nutku helicoid space-
time [19] and open universe geometry [20]. In some of these background
spacetimes, some exact analytical solutions of massive and massless Dirac
equation have been presented [15, 17, 18, 19, 20]. In [16], spectral proper-
ties of Dirac Hamiltonian are given. However in the background of rotating
Kerr spacetime, exact solutions of Dirac equation have been obtained only
for some special values of the parameters [13, 14]. In [13], the series solution
of angular Dirac equation have been given while in [14], angular solutions
have been presented by using spectral decomposition method in which the
angular wave functions are expanded in terms of spheroidal harmonics. By
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this method, a three-term recursion relation is achieved and eigenvalues of
the angular equations are solved.
On the other hand, in almost all these works, the separability of the
Dirac equation has also been discussed. Separability was first discovered
in Hamilton-Jacobi and relativistic wave equations through the pioneering
works of Carter [21, 22]. The separability has been shown to be closely
related to the existence of second order Sta¨ckel-Killing tensors [22]. Later
on, the separability of Hamilton-Jacobi and relativistic field equations has
been extended to higher dimensional spacetimes in which the Sta¨ckel-Killing
tensors are also given explicitly (see [23, 24, 25] and the references therein).
The separability of the Dirac equation however was first noticed by Chan-
drasekhar [11, 12]. Later, it was shown that separability of Dirac equation
has also been connected with the existence of a second order Killing-Yano
tensor [26]. In close connection with these tensors, Dirac equation has been
proved to be separable in general vacuum type-D spacetimes [27]. In addi-
tion, the separability of Dirac equation has been investigated in spherically
symmetric spacetimes [28]. In [29], the separability of Dirac equation in
Kerr-Newman geometry has been explicitly shown by using Boyer-Lindquist
coordinates. In a recent work, authors has demonstrated the separability of
massive Dirac equation in AdS-Kerr-Taub-NUT spacetimes [30].
In this work, we obtain the set of equations by employing an axially sym-
metric ansatz for the Dirac spinor. Equations obtained are separated into
radial and angular parts with appropriate substitutions of spinor fields. We
try to solve angular equations exactly. But unfortunately, we are unable to
get exact analytical solutions to general angular equations for all physical
parameters. Under some restrictions implemented on the separation con-
stant, we present some exact solutions of the equations with and without
gravitomagnetic mass and rotation parameters. Indeed, they can be solved
exactly in terms of hypergeometric functions for the cases where the mass
of the Dirac particle is equal to or twice the frequency of the spinor wave
function. In the final part, radial equations are discussed. With some trans-
formations on the dependent and independent field variables, wave equations
with an effective potential barrier are obtained. To understand the physi-
cal behavior of the potentials, they are plotted with changing frequency and
gravitomagnetic mass parameter in the physically acceptable regions.
Organization of the paper is as follows: In section 2, we present the
general form of Dirac equation in exterior forms. In section 3, we obtain Dirac
equation in Kerr-Taub-NUT spacetime. In the subsections, we discuss the
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separability of the equations, obtain the angular and radial equations. Next,
we find some exact analytical solutions of the angular equations. Finally, we
study the radial wave equations and examine the behavior of the potential
barriers that come out in the transformed radial equations. We end up with
some comments and conclusions.
2 Dirac equation in 4-dimensional spacetime
We consider a 4-dimensional spacetime manifoldM equipped with a Lorentzian
metric g with signature (−,+,+,+) and a metric compatible connection
∇. We assume that our spacetime manifold has a spin structure group
Spin+(3, 1). It is known that the fundamental group of Lorentzian group
SO+(3, 1) is Z2 so that it has a universal covering group of Spin+(3, 1) that
is the multiplicative subgroup of complex Clifford algebra C l3,1.
In exterior forms, the Dirac equation can be written as [31]
∗ γ ∧Dψ + µψ ∗ 1 = 0, (2.1)
where γ is C l3,1-valued 1-form γ = γ
aea. We choose the units such that
c = 1 and ~ = 1. Here ∗ denotes Hodge-star operator and µ is the mass
of the particle. {ea}’s are the orthonormal co-frame 1-forms such that the
metric g = ηabe
a ⊗ eb. ψ represents C4-valued Dirac spinor whose covariant
exterior derivative can be written as
Dψ = dψ +
1
2
σabωabψ, (2.2)
where σab = 1
4
[γa, γb] and {γa}’s satisfy the relations{
γa, γb
}
=
(
γaγb + γbγa
)
= 2ηabI4×4.
ωab are the connection 1-forms that satisfy Cartan structure equations
dea + ωa b ∧ eb = T a
where T a denotes torsion 2-form and metric compatibility implies that ωab =
−ωba.
Since C l3,1 is isomorphic to M4(C) that is the set of 4 × 4 complex
matrices, we can choose the representation
γ0 = i
(
0 I
I 0
)
, γ1 = i
(
0 σ1
−σ1 0
)
,
3
γ2 = i
(
0 σ2
−σ2 0
)
, γ3 = i
(
0 σ3
−σ3 0
)
,
where σi are the Pauli spin matrices and I is the 2× 2 identity matrix.
3 Dirac Equation in Kerr-Taub-NUT Space-
time
In this section, we examine the Dirac equation in Kerr-Taub-Nut spacetime.
In Boyer-Lindquist coordinates, Kerr-Taub-NUT spacetime can be described
by the metric with asymptotically non-flat structure,
g = −∆
Σ
(dt− χdϕ)2 + Σ
(
dr2
∆
+ dθ2
)
+
sin2 θ
Σ
(
adt− (r2 + ℓ2 + a2)dϕ)2
(3.1)
where
Σ = r2 + (ℓ+ a cos θ)2, ∆ = r2 − 2Mr + a2 − ℓ2
and
χ = a sin2 θ − 2ℓ cos θ.
Here, M is a parameter related to physical mass of the gravitational source.
a is associated with its angular momentum per unit mass and ℓ denotes
gravitomagnetic monopole moment of the source. For the metric (3.1), we
choose the co-frame 1-forms
e0 =
(
∆
Σ
)1/2
(dt− χdϕ), e1 =
(
Σ
∆
)1/2
dr, (3.2)
e2 = Σ1/2dθ, e3 =
sin θ
Σ1/2
(
adt− (r2 + ℓ2 + a2)dϕ) .
We consider that the spacetime is Levi-Civita (torsion-free) such that con-
nection 1-forms ωa b can be determined from the equation
dea + ωa b ∧ eb = 0
which has a unique solution
ωa b =
1
2
(ec(ιa ιbdec) + ιbde
a − ιadeb) . (3.3)
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Here ιa = ιXa are inner-product operators that satisfy ιb e
a = δab . From
equation (3.3), we can determine connection 1-forms ωa b:
ω0 1 = A2dt+ A3dϕ, ω
0
2 = B3dϕ,
ω0 3 = C1dr + C2dθ, ω
1
2 = E1dr + E2dθ,
ω1 3 = G3dϕ, ω
2
3 = K2dt+K3dϕ,
(3.4)
where
A2 =
Mr2 + 2ℓ2r + 2ℓar cos θ −M(ℓ+ a cos θ)2
Σ2
A3 =
χ {(m− r)Σ− 2ℓ2r − 2Mr2} − 2ℓr cos θ(r2 + ℓ2 + a2)
Σ2
B3 = −∆
1/2 sin θ(ℓ+ a cos θ)
Σ
, C1 =
ar sin θ
Σ∆1/2
, C2 = −∆
1/2
Σ
(ℓ+ a cos θ),
E1 = −a sin θ(ℓ+ a cos θ)
∆1/2Σ
, E2 = −r∆
1/2
Σ
, G3 =
r sin θ∆1/2
Σ
, (3.5)
K2 =
ℓr2 − (ℓ+ a cos θ)(2Mr + ℓ2 + aℓ cos θ)
Σ2
,
K3 =
cos θ(r2 + ℓ2 + a2)(Σ + 2ℓ(ℓ+ a cos θ)) + χ(2Mr + 2ℓ2)(ℓ+ a cos θ)
Σ2
.
Since the space-time is axially symmetric, we can take
ψ = e−iωteimϕ

ψ1(r, θ)
ψ2(r, θ)
ψ3(r, θ)
ψ4(r, θ)
 , (3.6)
where m denotes azimuthal quantum number. Then we substitute (3.4),
(3.5) and (3.6) into Dirac equation (2.1) and obtain the following equations:(
ωα1 +mα2
∆1/2 sin θ
)
ψ3−i∆
1/2
Σ1/2
∂ψ4
∂r
− 1
Σ1/2
∂ψ4
∂θ
+
i
2
(δ2+δ4)ψ4+
1
2
(δ1−δ3)ψ4+µψ1 = 0,
(3.7)
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(−ωα3 +mα4
∆1/2 sin θ
)
ψ4−i∆
1/2
Σ1/2
∂ψ3
∂r
+
1
Σ1/2
∂ψ3
∂θ
+
i
2
(δ4−δ2)ψ3+1
2
(δ1+δ3)ψ3+µψ2 = 0,
(3.8)(−ωα3 +mα4
∆1/2 sin θ
)
ψ1+
i∆1/2
Σ1/2
∂ψ2
∂r
+
1
Σ1/2
∂ψ2
∂θ
+
i
2
(δ2−δ4)ψ2+1
2
(δ1+δ3)ψ2+µψ3 = 0,
(3.9)(
ωα1 +mα2
∆1/2 sin θ
)
ψ2+
i∆1/2
Σ1/2
∂ψ1
∂r
− 1
Σ1/2
∂ψ1
∂θ
− i
2
(δ2+δ4)ψ1+
1
2
(δ1−δ3)ψ1+µψ4 = 0,
(3.10)
where
α1 =
χ∆1/2 − (r2 + a2 + ℓ2) sin θ
Σ1/2
, α2 =
a sin θ −∆1/2
Σ1/2
,
α3 =
χ∆1/2 + (r2 + a2 + ℓ2) sin θ
Σ1/2
, α4 =
a sin θ +∆1/2
Σ1/2
,
and
δ1 = −(l + a cos θ)
Σ3/2
∆1/2, δ2 =
ar sin θ
Σ3/2
,
δ3 =
cos θΣ− a sin2 θ(l + a cos θ)
sin θΣ3/2
, δ4 = −(Σ(r −M) + r∆)
∆1/2Σ3/2
.
3.1 Separability of the equations
Although in [27], Dirac equation is proven to be separable in the Carter class
of type-D vacuum spacetimes where our Kerr-Taub NUT background also
belongs to and the existence of a second order Killing-Yano tensor implies the
separability of the Dirac equation, for completeness of the work and also for
instructional purposes, it would be useful to discuss and explicitly illustrate
the separability work by employing Boyer-Lindquist coordinates. For that
purpose, we add and subtract equations (3.7), (3.8), (3.9) and (3.10) and
define
F1 = i (r − i(ℓ+ a cos θ))1/2 (ψ1 + ψ2),
F2 = −i (r − i(ℓ + a cos θ))1/2 (ψ2 − ψ1), (3.11)
F3 = (r + i(ℓ + a cos θ))
1/2 (ψ3 + ψ4),
F4 = (r + i(ℓ + a cos θ))
1/2 (ψ4 − ψ3).
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We then simplify the resulting equations and finally get{
ma− ω(r2 + ℓ2 + a2)
∆1/2
−D
}
F3 +
{
m− ωχ
sin θ
−L
}
F4
−µ (ir − (ℓ+ a cos θ))F1 = 0, (3.12)
{−m+ ωχ
sin θ
−L
}
F3 +
{−ma + ω(r2 + ℓ2 + a2)
∆1/2
−D
}
F4
−µ (ir − (ℓ+ a cos θ))F2 = 0, (3.13)
{
ma− ω(r2 + ℓ2 + a2)
∆1/2
+D
}
F1 +
{
m− ωχ
sin θ
−L
}
F2
+µ (ir + (ℓ+ a cos θ))F3 = 0, (3.14)
{
m− ωχ
sin θ
+ L
}
F1 +
{
ma− ω(r2 + ℓ2 + a2)
∆1/2
−D
}
F2
−µ (ir + (ℓ+ a cos θ))F4 = 0, (3.15)
where
D = i
2
(
r −M
∆1/2
+∆1/2
∂
∂r
)
, L = 1
2
cot θ +
∂
∂θ
.
Equations (3.12), (3.13), (3.14) and (3.15) imply the separability ansatz
F1 = R1(r)S1(θ),
F2 = R2(r)S2(θ), (3.16)
F3 = R2(r)S1(θ),
F4 = R1(r)S2(θ).
With the ansatz above, equations take the following forms:[{
ma− ω(a2 + r2 + ℓ2)
∆1/2
−D
}
R2(r)− iµrR1(r)
]
S1(θ)
+
[{
m− ωχ
sin θ
−L
}
S2(θ) + µ(ℓ+ a cos θ)S1(θ)
]
R1(r) = 0, (3.17)
7
[{−m+ ωχ
sin θ
− L
}
S1(θ) + µ(ℓ+ a cos θ)S2(θ)
]
R2(r)
+
[{−ma + ω(a2 + r2 + ℓ2)
∆1/2
−D
}
R1(r)− iµrR2(r)
]
S2(θ) = 0, (3.18)
[{
ma− ω(a2 + r2 + ℓ2)
∆1/2
+D
}
R1(r) + iµrR2(r)
]
S1(θ)
+
[{
m− ωχ
sin θ
−L
}
S2(θ) + µ(ℓ+ a cos θ)S1(θ)
]
R2(r) = 0, (3.19)
[{
m− ωχ
sin θ
+ L
}
S1(θ)− µ(ℓ+ a cos θ)S2(θ)
]
R1(r)
+
[{
ma− ω(a2 + r2 + ℓ2)
∆1/2
−D
}
R2(r)− iµrR1(r)
]
S2(θ) = 0. (3.20)
These equations further imply that
λ1R1(r) =
{
ma− ω(a2 + r2 + ℓ2)
∆1/2
−D
}
R2(r)− iµrR1(r), (3.21)
λ2R2(r) =
{−ma + ω(a2 + r2 + ℓ2)
∆1/2
−D
}
R1(r)− iµrR2(r), (3.22)
λ3R2(r) =
{
ma− ω(a2 + r2 + ℓ2)
∆1/2
+D
}
R1(r) + iµrR2(r), (3.23)
λ4R1(r) =
{
ma− ω(a2 + r2 + ℓ2)
∆1/2
+D
}
R2(r)− iµrR1(r), (3.24)
and
λ1S1(θ) =
{−m+ ωχ
sin θ
+ L
}
S2(θ)− µ(ℓ+ a cos θ)S1(θ), (3.25)
λ2S2(θ) =
{
m− ωχ
sin θ
+ L
}
S1(θ)− µ(ℓ+ a cos θ)S2(θ), (3.26)
λ3S1(θ) =
{−m+ ωχ
sin θ
+ L
}
S2(θ)− µ(ℓ+ a cos θ)S1(θ), (3.27)
λ4S2(θ) =
{−m+ ωχ
sin θ
−L
}
S1(θ) + µ(ℓ+ a cos θ)S2(θ). (3.28)
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For consistency of the equations (3.21)-(3.28), we choose λ1 = λ3 = λ4 = λ
and λ2 = −λ. Then we obtain following independent radial and angular
equations:
λR1(r) =
{
ma− ω(a2 + r2 + ℓ2)
∆1/2
−D
}
R2(r)− iµrR1(r), (3.29)
λR2(r) =
{
ma− ω(a2 + r2 + ℓ2)
∆1/2
+D
}
R1(r) + iµrR2(r), (3.30)
and
λS2(θ) =
{
ωχ−m
sin θ
− L
}
S1(θ) + µ(ℓ+ a cos θ)S2(θ), (3.31)
λS1(θ) =
{
ωχ−m
sin θ
+ L
}
S2(θ)− µ(ℓ+ a cos θ)S1(θ). (3.32)
3.2 Angular equations
Angular equations (3.31) and (3.32) can be arranged as
dS1
dθ
+
{
(
1
2
+ 2ωℓ) cot θ − aω sin θ + m
sin θ
}
S1(θ) = (µ(ℓ+ a cos θ)− λ)S2(θ),
(3.33)
and
dS2
dθ
+
{
(
1
2
− 2ωℓ) cot θ + aω sin θ − m
sin θ
}
S2(θ) = (µ(ℓ+ a cos θ) + λ)S1(θ).
(3.34)
At this stage, we affect the transformation
S1 = cos
(
θ
2
)
T1 + sin
(
θ
2
)
T2
S2 = − sin
(
θ
2
)
T1 + cos
(
θ
2
)
T2. (3.35)
Then taking x = cos θ and redefining T1 = T+ and T2 = T−, one can easily see
that (3.33) and (3.34) satisfy the following second order differential equations:
(1− x2)d
2T±
dx2
+M±
dT±
dx
+N±T± = 0 (3.36)
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where
M± =
ℓ(2ω − µ)(1− x2)− 2a(µ− ω)x(1− x2)(∓ (1
2
+ λ
)−m)− ℓ(2ω − µ)x+ aω + (aµ− aω)x2 − 2x (3.37)
and
N± = −
(
m± 1
2
)2
+ 4ωℓ
(
m± 1
2
)
x+ 4ω2ℓ2
1− x2
+
(±ℓ(µ− 2ω) + (2ω2 − µ2)2ℓa)x+ (±2− aµ− aω)(aµ− aω)x2
+(4ω2 − µ2)ℓ2 ∓ (µ− ω)a− a2ω2 + 2maω + λ(λ+ 1) (3.38)
+
(
(1
2
±m)x± 2ωℓ± (ℓ(µ− 2ω) + a(µ− ω)x) (1− x2)(∓(1
2
+ λ)−m)− ℓ(2ω − µ)x+ aω + (aµ− aω)x2
)
×
(2a(µ− ω)x− (2ω − µ)ℓ) .
Now we investigate exact solutions to equations (3.36) for some special
cases:
i. ℓ = 0, a = 0 :
In that case, equations (3.36) take the simple form,
d
dx
(
(1− x2)dT±
dx
)
+
(
λ(λ+ 1)−
(
m± 1
2
)2
1− x2
)
T± = 0. (3.39)
In general for generic values of λ, the solutions to those equations can be
expressed in terms of associated Legendre functions P
ν±
λ and Q
ν±
λ , with ν± =
m ± 1
2
. When λ and ν± are integers (ν± being even), solutions describe
associated Legendre polynomials.
ii. ℓ = 0, a 6= 0 and µ = ω:
For that special case, equations (3.36) can be simplified to
d
dx
(
(1− x2)dT±
dx
)
+
(
λ˜(λ˜+ 1)−
(
m± 1
2
)2
1− x2
)
T± = 0, (3.40)
where
λ˜(λ˜+ 1) = λ(λ+ 1) + 2maω − a2ω2. (3.41)
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Again the solutions are the same as in the case (i) except that λ is replaced
by λ˜.
iii. ℓ = 0, a 6= 0, µ 6= ω:
In that case, the equations (3.36) can be reduced to
(1− x2)2d
2T±
dx2
+
(
Cx4 +D±x
2 + E±
)
T± = 0, (3.42)
where we restrict the eigenvalue
λ = ±aµ∓m− 1
2
. (3.43)
Here
C = a2µ2 − a2ω2,
D± = −a2µ2 + 2a2ω2 ∓m∓ aω − λ2 − 2aωm− 1
2
, (3.44)
E± = −
(
m± 1
2
)2
± aω + λ2 + 2maω − a2ω2 − 1
2
.
Equations of the type (3.42) have exact analytical solutions for C = 0, D± =
0 or C = 0, D± 6= 0 [32]. However in our case since µ 6= ω, C 6= 0. In
fact, when λ is further restricted to be λ = ±µa (which corresponds to
m = ∓1
2
), equations (3.42) have simple analytical solutions. When the mass
of the particle is greater than the frequency of the spinor wave (µ > ω),
the solutions describe periodic waves. However if the mass of the particle
is smaller than the frequency of the spinor wave (µ < ω), the solutions are
exponential.
iv. ℓ 6= 0, a = 0 and µ = 2ω:
In that case, equations (3.36) can be arranged as
(x2 − 1)2d
2T±
dx2
+ 2x(x2 − 1)dT±
dx
+
(
C± +D±x− λ(λ+ 1)x2
)
T± = 0,(3.45)
where
C± = λ(λ+ 1)−
(
m± 1
2
)2
− 4ω2ℓ2, D± = −4ωℓ
(
m± 1
2
)
.
Under the transformation
ξ =
1
2
(1− x), Y± = (x+ 1)−p±(1− x)−q±T± (3.46)
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the equation satisfied by Y± takes the form
ξ(ξ − 1)d
2Y±
dξ2
+ [ξ(α± + β± + 1)− γ±]dY±
dξ
+ α± β± Y± = 0 (3.47)
whose solution is given by hypergeometric function
Y±(ξ) = F (α±, β±, γ±; ξ). (3.48)
Hence the solutions are
T±(x) = (1 + x)
p±(1− x)q±F
(
α±, β±, γ±;
1
2
(1− x)
)
. (3.49)
Here
q2± =
1
4
(
m± 1
2
+ 2ωℓ
)2
, (3.50)
p2± =
1
4
(
m± 1
2
− 2ωℓ
)2
. (3.51)
α±, β± and γ± can be obtained from
α± + β± + 1 = 2(p± + q± + 1),
α±β± = (p± + q±)
2 − p± − q± + 2(p± + q±)− λ(λ+ 1),(3.52)
γ± = 2q± + 1.
v. ℓ 6= 0, a = 0 and µ 6= 2ω:
In that case, equations (3.36) reduce to
(1− x2)d
2T±
dx2
+
(
−2x+ ℓ(2ω − µ)(1− x
2)(∓(1
2
+ λ)−m)− ℓ(2ω − µ)x
)
dT±
dx
+
(
−(m±
1
2
)2 + 4ωℓ
(
m± 1
2
)
x+ 4ω2ℓ2
1− x2 ± ℓ(µ− 2ω)x+ λ(λ+ 1) (3.53)
+(4ω2 − µ2)ℓ2 + (
1
2
±m)x± 2ωℓ± ℓ(µ− 2ω)(1− x2)(∓(1
2
+ λ)−m)− ℓ(2ω − µ)x (µ− 2ω)ℓ
)
T± = 0.
As we have done in the case iii., we simplify (3.53) by taking the constraints
µℓ− 2ωℓ =
(
1
2
+ λ
)
±m (3.54)
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in the equations satisfied by T+ and T− respectively. With these restrictions,
equations (3.53) satisfied for T+ and T− reduce to
(1− x2)2d
2T+
dx2
+ (1− x)(1− x2)dT+
dx
+
(
C¯+x
2 + D¯+x+ E¯+
)
T+ = 0, (3.55)
and
(1− x2)2d
2T−
dx2
− (1 + x)(1− x2)dT−
dx
+
(
C¯−x
2 + D¯−x+ E¯−
)
T− = 0, (3.56)
respectively, where
C¯± = ℓ(µ− 2ω)(4ωℓ+ 2m± 1)− (m± 1
2
)2,
D¯± = −4ωℓ(m± 1)−
(
m± 1
2
)
, (3.57)
E¯± = 4ωℓ(ωℓ− µℓ±m)−
(
1
2
±m
)
(2µℓ+ 1).
Equations of the type (3.55) and (3.56) seem harder to obtain for exact
analytical solutions. However, with λ = µℓ both equations take the following
simple forms:
(1 + x)2
d2T+
dx2
+ (1 + x)
dT+
dx
−
(
m+
1
2
)2
T+ = 0 (3.58)
and
(x− 1)2d
2T−
dx2
+ (x− 1)dT−
dx
−
(
m− 1
2
)2
T− = 0, (3.59)
whose solutions are given by
T+(x) = c1(1 + x)
(m+ 1
2
) + c2(1 + x)
−(m+ 1
2
), (3.60)
T−(x) = d1(1− x)(m− 12 ) + d2(1− x)−(m− 12 ), (3.61)
where c1, c2, d1 and d2 are real constants.
vi. ℓ 6= 0, a 6= 0 and µ = 2ω:
13
In that case, equations (3.36) take the following form:
(1− x2)d
2T±
dx2
−
(
2x+
2aωx(1− x2)(∓(1
2
+ λ)−m)+ aω + aωx2
)
dT±
dx
+
(
−(m±
1
2
)2 + 4ωℓ
(
m± 1
2
)
x+ 4ω2ℓ2
1− x2 + λ(λ+ 1) (3.62)
−4ℓaω2x+ (±2− 3aω)aωx2 ∓ aω − a2ω2 + 2maω
+2aωx
(1
2
±m)x± 2ωℓ± aωx(1− x2)(∓(1
2
+ λ)−m) + aω + aωx2
)
T± = 0.
Under the constraints
2aω = m±
(
1
2
+ λ
)
, (3.63)
equations (3.62) can be simplified as
(1− x2)2d
2T+
dx2
+
(
a0 + a1x+ a2x
2 + a3x
3 + a4x
4
)
T+ = 0, (3.64)
and
(1− x2)2d
2T−
dx2
+
(
a¯0 + a¯1x+ a¯2x
2 + a¯3x
3 + a¯4x
4
)
T− = 0, (3.65)
respectively, where
a0 = 3a
2ω2 − 4ω2ℓ2 −
(
m+
1
2
)
(1 + 2aω) ,
a1 = −4ℓω
(
m+
3
2
+ aω
)
,
a2 = −6a2ω2 +
(
m+
1
2
)(
2aω −m− 3
2
)
, (3.66)
a3 = 4aℓω
2,
a4 = 3a
2ω2,
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and
a¯0 = 3a
2ω2 − 4ω2ℓ2 +
(
m− 1
2
)
(1− 2aω) ,
a¯1 = −4ℓω
(
m+ aω − 3
2
)
,
a¯2 = −6a2ω2 +
(
m− 1
2
)(
2aω −m+ 3
2
)
, (3.67)
a¯3 = 4aℓω
2,
a¯4 = 3a
2ω2.
In order to obtain an exact analytical solution, equation (3.64) can further
be simplified when λ = 2aω + 1 (which corresponds to m = −3
2
) and ℓ = 1
2ω
as
(1 + x)
d2T+
dx2
+
(
3a2ω2 + 2aω + 3a2ω2x
)
T+ = 0. (3.68)
Then the solution for T+ can be written as
T+(x) = e
i
√
3ωaxzΦ(a¯ + 1, 2, z), (3.69)
with z = −2i√3ωa(x+1) and a¯ = − i√
3
. Similarly (3.65) take a simpler form
when λ = 2aω − 1 (which corresponds to m = 3
2
) and ℓ = 1
2ω
as
(1− x)d
2T−
dx2
+
(
3a2ω2 − 2aω − 3a2ω2x) T− = 0, (3.70)
whose solution can be given as
T−(x) = e
−i
√
3ωaxζΦ(a¯+ 1, 2, ζ) (3.71)
with ζ = −2i√3ωa(x − 1). For both T+ and T−, the solutions describe
oscillating wave solutions with non-uniform amplitudes.
3.3 Radial equations
Radial equations (3.34), (3.35) can be rearranged as
dR1
dr
+
(
r −M
∆
− i(ma− ω(a
2 + r2 + ℓ2)) 2
∆
)
R1 = − 2√
∆
(µr + iλ)R2,
(3.72)
15
dR2
dr
+
(
r −M
∆
+ i
(ma− ω(a2 + r2 + ℓ2)) 2
∆
)
R2 = − 2√
∆
(µr − iλ)R1.
(3.73)
To get the radial equations in the form of a wave equation, we follow the
method applied in Chandrasekhar’s book [12] but with ℓ 6= 0. Hence we
consider the transformations
P1 = i∆
1/2R1, P2 = ∆
1/2R2. (3.74)
Let Ω = r2+ a2+ ℓ2− ma
ω
. With these transformations, equations (3.72) and
(3.73) take the form
dP1
dr
+ 2i
ωΩ
∆
P1 =
−2i(µr + iλ)
∆1/2
P2, (3.75)
dP2
dr
− 2iωΩ
∆
P2 =
2i(µr − iλ)
∆1/2
P1. (3.76)
Let
du
dr
=
Ω
∆
, β2 = M2 − a2 + ℓ2. (3.77)
Then in terms of the new independent variable u, we obtain
dP1
du
+ 2iωP1 =
−2i(µr + iλ)
Ω
∆1/2P2, (3.78)
dP2
du
− 2iωP2 = 2i(µr − iλ)
Ω
∆1/2P1, (3.79)
where
u = r +
2Mr+ + 2ℓ
2 − ma
ω
2β
ln
(
r − r+
r+
)
−2Mr− + 2ℓ
2 − ma
ω
2β
ln
(
r − r−
r−
)
, (r > r+) (3.80)
for M2 > a2 − ℓ2. Here r+ = M + β and r− = M − β. The relation (3.80) is
single-valued for r > r+ if the inequality
r2+ + a
2 + ℓ2 − ma
ω
> 0 (3.81)
is satisfied. This requires that in the frequency range
ω2 < ω < ω1, (3.82)
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where
ω2 =
ma
2Mr+ + 2ℓ2
, ω1 =
ma
ℓ2 + a2
, m > 0, (3.83)
u becomes single-valued in r in the region where r > r+. It is seen that as
r → ∞, u → ∞ and as r → (r+)+, u → −∞. For completeness, we also
note that for the critical case when M2 = a2 − ℓ2, u becomes
u = r −
(
2ℓ2 + 2M2 − ma
ω
)
r −M + 2M ln(r −M), (r > M). (3.84)
Concentrating on the case M2 > a2− ℓ2, let us make another transformation
ϑ = arctan
(µr
λ
)
. (3.85)
With the new definitions
P1 = φ1e
− 1
2
iϑ, P2 = φ2e
1
2
iϑ, (3.86)
equations (3.78), (3.79) take the forms
dφ1
du
+ 2iω
(
1− λµ∆
4ω(λ2 + µ2r2)Ω
)
φ1 = 2
√
λ2 + µ2r2
Ω
∆1/2φ2, (3.87)
dφ2
du
− 2iω
(
1− λµ∆
4ω(λ2 + µ2r2)Ω
)
φ2 = 2
√
λ2 + µ2r2
Ω
∆1/2φ1. (3.88)
Redefining the independent variable as
uˆ = u− 1
4ω
arctan
(µr
λ
)
, (3.89)
equations (3.87) and (3.88) can be simplified as
dφ1
duˆ
+ 2iωφ1 = Wφ2, (3.90)
dφ2
duˆ
− 2iωφ2 =Wφ1, (3.91)
where
W =
2 (λ2 + µ2r2)
3/2
∆1/2
(λ2 + µ2r2) Ω− λµ∆
4ω
. (3.92)
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By further defining Z1 = φ1 + φ2 and Z2 = φ1 − φ2, equations (3.90) and
(3.91) can be rewritten
dZ1
duˆ
−WZ1 = −2iωZ2, (3.93)
dZ2
duˆ
+WZ2 = −2iωZ1. (3.94)
From equations (3.93) and (3.94) we obtain one-dimensional wave equations
d2Z1
duˆ2
+ 4ω2Z1 = V+Z1, (3.95)
d2Z2
duˆ2
+ 4ω2Z2 = V−Z2, (3.96)
where the effective potentials
V± =W
2 ± dW
duˆ
. (3.97)
We calculate the potentials as
V±(r) =
2 (λ2 + µ2r2)
3/2
∆1/2
I2
[
2
(
λ2 + µ2r2
)3/2
∆1/2
± 3µ2r∆± (λ2 + µ2r2) (r −M) (3.98)
∓ ∆(λ
2 + µ2r2)
I
(
2µ2Ωr + 2
(
λ2 + µ2r2
)
r − λµ(r −M)
2ω
)]
,
where
I =
(
λ2 + µ2r2
)
Ω− λµ∆
4ω
. (3.99)
We see that, the effective potentials depend on gravitomagnetic monopole
moment ℓ via the functions ∆ and Ω, where ℓ = 0 case is discussed in [12].
We also report that, for µ = 0, the potentials take the simple form
V±(r) =
2∆1/2λ
Ω2
{
2λ∆1/2 ± (r −M)∓ 2∆r
Ω
}
. (3.100)
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4 Discussion
To see the asymptotic behaviour of the potentials and the radial solutions and
to expose the effect of gravitomagnetic monopole moment, we can expand
the potentials up to order O( 1
r3
). At this order, for massive case (i.e for
µ 6= 0), the potentials behave as
V± ≃ 4µ2 − 8µ2M 1
r
+ η±
1
r2
+O( 1
r3
), (4.1)
where
η± =
2
ω
(λµ+ 4µ2ma + 2λ2ω − 2µ2a2ω − 6µ2ℓ2ω ±Mµω). (4.2)
Here the first term corresponds to constant value of the potential at the
asymptotic infinity. The second term represents the monopole-type (or Coulomb
type) potential while the third term exhibits a dipole-type potential. As can
be seen from the asymptotic expansion of the potentials, the effect of NUT
parameter is observed at 1
r2
order. It means that the effect of NUT charge
in the massive case appears in a dipole-type potential at the leading order.
In the massless case (µ = 0), the potentials simply take the form
V± ≃ 4λ2 1
r2
(4.3)
up to order O( 1
r3
). With the asymptotic form of the potentials given above,
radial equations (3.95) and (3.96) take the following forms:
d2Z1
dr2
+ 4ω2Z1 =
(
4µ2 − 8µ2M 1
r
+ η+
1
r2
)
Z1, (4.4)
d2Z2
dr2
+ 4ω2Z2 =
(
4µ2 − 8µ2M 1
r
+ η−
1
r2
)
Z2, (4.5)
whose solutions can be given by
Z1,2 = r
s±e2i
√
ω2−µ2rΦ(c¯±, d¯±; ξ), (4.6)
in terms of confluent hypergeometric functions Φ(c¯±, d¯±; ξ), where + corre-
sponds to solution for Z1, while − corresponds to solution for Z2. We also
consider that ω > µ. Here
s± =
1 +
√
1 + 4η±
2
(4.7)
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and
ξ = −4i
√
ω2 − µ2r, c¯± = s± − 2iµ
2M√
ω2 − µ2 , d¯± = 2s±. (4.8)
For the physically acceptable solutions, the inequality
1 + 4η± ≥ 0 (4.9)
should also be imposed. At the asymptotic infinity (r → ∞), the behavior
of the solutions (4.6) can be represented as
Z1,2 ∼ a1eip(r) + a2e−ip(r) + (b1eip(r) + b2e−ip(r))1
r
(4.10)
+
(
c1e
i(p(r)+pi
2
) + c2e
i(pi
2
−p(r))) 1
r2
+O( 1
r3
),
where
p(r) =
π
2
s± − 2
(√
ω2 − µ2r + µ
2M√
ω2 − µ2 ln(4
√
ω2 − µ2r)
)
, (4.11)
a1, a2, b1, b2, c1 and c2 are constants coming from the asymptotic expansion
of Φ(c¯±, d¯±; ξ). The asymptotic behaviour (4.10) represents incident and
reflected planar-type waves plus incident and reflected spherical-type waves
at infinity.
Interestingly, in the critical case when ω = µ, radial wave equations accept
the solution
Z1,2 = r
1/2Jν±(β
√
r), (4.12)
where ν± = 1−2s± and β = 4µ
√
2M and Jν(β
√
r) represents Bessel functions
of order ν.
It would also be interesting to see the behaviour of the potentials graph-
ically. From the expressions (3.98) and (3.100), it is obvious that, the po-
tentials become singular in the massive case (µ 6= 0) when I = 0 and in the
massless case (µ = 0) when Ω = 0. Moreover they possess local extremums
when dV±
dr
= 0 that leads to a very complicated algebraic equation to solve
for the extremum distance of r. However, in order to understand the phys-
ical behaviour of the potentials V± in the physical region r > r+, we make
2-dimensional and 3-dimensional plots of the potentials for massive particles.
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Figure 1: Graphs of V+ (solid curves) and V− (dashed curves) with M = 1,
λ = 1, µ = 0.12, ω = 0.2, m = 0.5, a = 0.95
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Figure 2: Graphs of V+ (solid curves) and V− (dashed curves) with M = 1,
λ = 1, µ = 0.12, ℓ = 0.4, m = 0.5, a = 0.95
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Figure 3: 3-dimensional plot of V+ with M = 1, λ = 1, µ = 0.12, ω = 0.2,
m = 0.5, a = 0.95
1
2
3r
0.0
0.2
0.4l
0.0
0.5
1.0
V-
Figure 4: 3-dimensional plot of V− with M = 1, λ = 1, µ = 0.12, ω = 0.2,
m = 0.5, a = 0.95
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It is also clear that the potentials depend on the physical parameters a, M ,
m and ℓ implicitly in the metric functions. In all plots, we take the physical
parameters M = 1, λ = 1, m = 0.5 and a = 0.95.
As can be seen in 2-dimensional graphs, the potentials are plotted as a
function of radial distance r. Figure 1 and 2 describe the effective potentials
V± for massive particle with rest mass µ = 0.12 such that µ < ω. In the first
graph, also taking the frequency constant (ω = 0.2), we examine the effect of
the NUT parameter ℓ by obtaining potential curves for some specific values
of the gravitomagnetic monopole moment ℓ. We see that, for sufficiently
small values of ℓ including ℓ = 0, potentials have sharp peaks in the physical
region r > r+. When the NUT parameter ℓ = 0, the peak is seen to be
maximum. It is also observed that while ℓ increases, the sharpness of the
peaks decreases. While the peaks get smaller, potentials still have some
maxima. The peaks tend to disappear after a specific value of the NUT
parameter. This means that, for small values of the NUT parameter, a
massive Dirac particle moving in the region r+ < r < ∞ may encounter
sharp potential barriers resulting in decrease of its kinetic energy, but for
sufficiently large values of the gravitomagnetic monopole moment, it may
advance in the same region even without encountering any peaks. Potentials
become bounded regardless of the value of ℓ and approach a constant value
in the sufficiently large values of r (or r → ∞). In the second graph, we
keep gravitomagnetic monopole moment ℓ fixed (ℓ = 0.4). In that case,
we investigate the behaviour of the potentials by obtaining potential curves
for some specific values of the frequency ω that can take values in the range
(3.82) for uˆ or u to be single-valued. Again, one can clearly see that potentials
have some local maxima in the low frequencies and the peaks are observed.
While the frequency increases, the peaks again disappear as in Figure 1 and
potentials behave similarly in the sufficiently large distances. We also remark
that, in the massless case (µ = 0), 2-dimensional plots of the behaviour of
the potentials are similar to figures 1 and 2.
To observe the effect of the NUT parameter ℓ explicitly, we also realize
3-dimensional plots of the potentials with respect to NUT parameter ℓ and
radial distance r. As can be seen from the 3-dimensional graphs 3 and 4, we
observe 3-dimensional peak for small values of gravitomagnetic moment. As
the value of NUT parameter and radial distances increases, potentials level
off. Again in the massless case, 3-dimensional plots of the behaviour of the
potentials are similar to figures 3 and 4.
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5 Conclusion
In this work, we examine the Dirac equation in 4-dimensional Kerr-Taub-
NUT spacetime described by the physical parameters, the mass M , angular
speed a per unit mass and gravitomagnetic monopole moment ℓ. By taking
an axially symmetric ansatz for the spinor field, we obtain massive Dirac
equations. By using Boyer-Lindquist coordinates, we explicitly work out the
separability of the equations into radial and angular parts. We get angular
and radial equations for arbitrary ℓ. We find some exact solutions to the
angular equations with and without gravitomagnetic monopole moment ℓ
and rotation parameter a. We see that, for massive Dirac equation, when
the mass of the particle is equal to or twice the frequency of the spinor wave
function, some angular solutions can be represented in terms of hypergeo-
metric functions.
We also discuss the radial equations and get a wave equation with an
effective potential. We obtain asymptotic expansion of the potentials to ob-
serve the effect of the NUT parameter. We have seen that the effect of NUT
charge manifests itself in a dipole-type potential at the leading order. With
the asymptotic form of the potentials, we get the solutions of the radial wave
equations. We have seen that, the radial wave functions physically represent
plane wave-type and spherical wave-type solutions. Moreover, to realize the
physical interpretations of the potentials, we make 2 and 3 dimensional plots
of them. From the plots, it can be seen that the peak values of the poten-
tial barriers decrease and the potential curves level off while NUT charge ℓ
increases.
We believe that in order to better understand the physical significance
of the NUT charge, Dirac Hamiltonian should be constructed for the Dirac
equation [31] and e.g. the effect of NUT parameter on the neutrino oscilla-
tions can be examined. As a future work, it can be further suggested that,
by using a similar spectral method presented in [14], angular solutions can be
represented in terms of spheroidal harmonics and eigenvalues can be solved
numerically. Finally, we remark that one can study the massive Dirac equa-
tion for a charged Dirac particle in the background of Kerr-Newman-Taub
NUT spacetime as well. These are devoted to future research.
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Appendix A: Derivation of the solutions of (3.68)
and (3.70)
Equations (3.68) and (3.70) are of the type
(c2x+ b2)
d2y
dx2
+ (c1x+ b1)
dy
dx
+ (c0x+ b0)y = 0, (5.1)
with c1 = 0, b1 = 0. Under the transformation [32]
y = ekxΩ(z), z =
1
Λ
(x− µ¯) (5.2)
equation satisfied by Ω(z) takes the form
z
d2Ω
dz2
+ (b¯− z)dΩ
dz
− a¯Ω = 0, (5.3)
where
a¯ =
b2k
2 + b0
2c2k
, b¯ = 0. (5.4)
Here µ¯ = − b2
c2
and Λ = − 1
2k
. k can be calculated from c2k
2 + c0 = 0. A
particular solution of 5.3 (with b¯ = 0) can be written in terms of confluent
hypergeometric function as
Ω(z) = zΦ(a¯ + 1, 2, z). (5.5)
In our case, for T+
c2 = 1, b2 = 1, c0 = 3a
2ω2, b0 = 3a
2ω2 + 2aω.
So the solution for T+ can be written as
T+(x) = e
i
√
3ωaxzΦ(a¯ + 1, 2, z)
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with z = −2i√3ωa(x+ 1) and a¯ = − i√
3
. On the other hand, for T−
c2 = −1, b2 = 1, c0 = −3a2ω2, b0 = 3a2ω2 − 2aω.
In that case the solution for T− can be written as
T−(x) = e
−i
√
3ωaxζΦ(a¯+ 1, 2, ζ)
with ζ = −2i√3ωa(x− 1).
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