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Resumen
Una matriz real A se dice que es totalmente (negativa) no positiva si todos sus
menores son (negativos) no positivos. En este trabajo veremos la factorizacio´n LDU
de una matriz totalmente no positiva e invertible a partir del me´todo de eliminacio´n
completo de Neville sin intercambio de filas y columnas. Dicha factorizacio´n nos per-
mitira´ generar de una forma sencilla matrices totalmente (negativas) no positivas del
cualquier orden a partir de matrices totalmente positivas.
1. Introduccio´n
Una matriz real A de taman˜o n× n es (estrictamente) totalmente positiva y se denota
como matriz (STP) TP, si todos sus menores son (positivos) no negativos. Un trabajo
cla´sico donde se estudia este tipo de matrices desde un punto de vista algebraico es [1].
La importancia de las matrices totalmente positivas radica en la gran cantidad de apli-
caciones que tiene en teor´ıa de la aproximacio´n, disen˜o asistido por ordenador, economı´a
estad´ıstica, etc. [11]. Numerosos autores han estudiado este tipo de matrices obteniendo
caracterizaciones que permiten reducir el nu´mero de menores a chequear para saber si una
matriz es (STP) TP, as´ı como una factorizacio´n del tipo LDU mediante el algoritmo de
Gauss y el me´todo de eliminacio´n completo de Neville ([3, 4],[6]-[8]).
Cuando todos los menores de la matriz A son (negativos) no positivos se dice que
la matriz A es totalmente (negativa) no positiva y se denota como matriz (t.n.) t.n.p.
Las matrices t.n.p. pueden considerarse una generalizacio´n de las N-matrices, es decir,
matrices cuyos menores principales son negativos y que aparecen en modelos econo´micos,
en problemas de ana´lisis multivariable, problemas de complementariedad y en conexio´n con
el algoritmo de Lemke para resolver problemas de programacio´n lineal y de programacio´n
cuadra´tica convexa [12, 13].
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En [9] los autores presentan una caracterizacio´n de las matrices t.n. en te´rminos de
los para´metros obtenidos a partir del proceso de eliminacio´n de Neville y en [5] se obtiene
una descomposicio´n UDL de esta clase de matrices, as´ı como propiedades espectrales y
complementos de Schur.
En [2] se estudian las propiedades de las matrices t.n.p. semejantes a las propiedades
que han sido estudiadas para las matrices TP. Para ello en primer lugar se obtiene una
descomposicio´n del tipo LDU para las matrices t.n.p. invertibles aplicando el algoritmo de
Gauss sin intercambio de filas, lo que permite afirmar que la matriz L es triangular inferior,
U triangular superior y D es una matriz diagonal que contiene los pivotes del proceso de
eliminacio´n. Como consecuencia de esta descomposicio´n se estudia la caracterizacio´n de
las matrices t.n.p. a partir del signo de un nu´mero reducido de menores.
Es conocido que la descomposicio´n LDU tambie´n puede obtenerse, bajo ciertas con-
diciones, aplicando el me´todo de eliminacio´n completo de Neville. En este trabajo vamos
a demostrar que a las matrices t.n.p. invertibles y con el elemento que ocupa la posicio´n
(1, 1) negativo podemos aplicarle dicho me´todo sin intercambio de filas ni de columnas
para obtener la factorizacio´n LDU . Finalmente, veremos co´mo utilizar la factorizacio´n
obtenida para generar matrices t.n.p. de cualquier orden a partir de matrices TP.
2. Notacio´n y resultados preliminares
Sea A una matriz real de taman˜o n × n. La submatriz de A formada por las filas
de ı´ndices α ⊆ {1, 2, . . . , n} y las columnas de ı´ndices β ⊆ {1, 2, . . . , n} se denota por
A[α|β] y la submatriz principal A[α|α] se abrevia de la forma A[α]. El conjunto de ı´ndices
αc denota el complemento del conjunto α. Siguiendo la notacio´n de [1], dado k, n ∈ N,
con 1 ≤ k ≤ n, Qk,n denota el conjunto de todas las sucesiones crecientes de k nu´meros
naturales menores o iguales que n. Por tanto, una matriz A de taman˜o n×n es una matriz
TP (STP) si detA[α|β] ≥ 0 (> 0) α, β ∈ Qk,n, k = 1, 2, . . . , n. De manera ana´loga, una
matriz A de taman˜o n×n es una matriz t.n.p. (t.n.) si detA[α|β] ≤ 0 (< 0) α, β ∈ Qk,n,
k = 1, 2, . . . , n.
La siguiente proposicio´n presenta algunas propiedades importantes de las matrices t.n.p.
Proposicio´n 1 Sea A = (aij) una matriz t.n.p. de taman˜o n× n.
1. Si D es una matriz diagonal positiva, entonces DA y AD son matrices t.n.p.
2. Si D es una matriz diagonal positiva, entonces DAD−1 es una matriz t.n.p.
3. Si aii 6= 0, para todo i = 1, 2, . . . , n, entonces aij < 0, para todo i, j = 1, 2, . . . , n.
4. Cualquier submatriz de A es una matriz t.n.p.
5. La propiedad de total negatividad no se preserva, por regla general, bajo semejanza
de permutacio´n.
6. Si P es la matriz de permutacio´n [n, n − 1, . . . , 2, 1] entonces PAP es una matriz
t.n.p.
7. Si la ith fila de A es nula y P es la matriz de permutacio´n [1, 2, . . ., i−1, i+1, . . . , n, i],
entonces PA es una matriz t.n.p.
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8. Si A es invertible, entonces aij < 0 para todo i, j = 1, 2, . . . , n, con aij 6∈ {a11, ann}.
Es conocido que una matriz TP admite una factorizacio´n LDU donde L (U) es una
matriz TP triangular inferior (superior) con unos en la diagonal principal yD es una matriz
diagonal positiva ([1, Teorema 3.5] y [3, Teorema 1.1]). Utilizando esta descomposicio´n
en [2] se demuestra el resultado siguiente que permite caracterizar las matrices t.n.p.
invertibles a partir de una factorizacio´n LDU del mismo tipo.
Teorema 1 ([2, Teorema 4.2 ]) Sea A una matriz de taman˜o n×n con a11 < 0 y ann ≤ 0.
Entonces, A es una matriz t.n.p. si y so´lo si A puede escribirse como A = LDU donde L
(U) es una matriz TP de taman˜o n×n triangular inferior (superior) con todas las entradas
en la parte triangular inferior (superior) positivas y con unos en la diagonal principal y
D es una matriz diagonal con todas las entradas de la diagonal principal positivas excepto
una negativa en la posicio´n (1, 1).
El teorema anterior permite, al igual que en el caso de las matrices TP, dar la siguiente
caracterizacio´n de las matrices invertibles t.n.p. en te´rminos del signo de algunos de sus
menores.
Teorema 2 ([2, Teorema 5.1]) Sea A una matriz invertible de taman˜o n×n con todas sus
entradas negativas excepto la entrada (n, n) que es no positiva. Entonces, A es una matriz
t.n.p. si y so´lo si se satisfacen simulta´neamente, para cada k = 1, 2, . . . , n, las siguientes
desigualdades:
detA[α|1, 2, . . . , k] ≤ 0, ∀α ∈ Qk,n
detA[1, 2, . . . , k|β] ≤ 0, ∀β ∈ Qk,n
detA[1, 2, . . . , k] < 0
3. Descomposicio´n LDU de matrices invertibles totalmente
no positivas a partir del me´todo de eliminacio´n de Neville
El me´todo de eliminacio´n de Neville consiste en hacer ceros en una columna de una
matriz sumando a cada fila un mu´ltiplo de la fila anterior, a diferencia del me´todo de
eliminacio´n de Gauss que usa una fila fija con un pivote fijo. Un desarrollo detallado
del me´todo de Neville puede encontrarse en [7] donde adema´s introducen el concepto de
eliminacio´n completa de Neville (CNE) de una matriz A de taman˜o n ×m, que consiste
en realizar el proceso de eliminacio´n de Neville a la matriz A hasta llegar a la matriz U en
forma escalonada superior (que no es ma´s que la matriz DU que obtenemos al realizar la
descomposico´n LDU de A) y a continuacio´n realizar de nuevo el proceso de eliminacio´n
de Neville pero a la matriz UT , lo cual equivale a realizar Neville a la matriz U pero por
columnas en lugar de por filas.
Cuando la matriz con la que trabajamos es una matriz t.n.p. invertible es conocido que
el algoritmo de Gauss puede ser aplicado sin intercambio de filas. Vamos a demostrar que
tambie´n es posible para esta clase de matrices aplicar el me´todo de eliminacio´n completa
de Neville sin intercambio de filas ni de columnas.
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Proposicio´n 2 Sea A una matriz t.n.p. invertible de taman˜o n×n con el elemento a11 <
0. Entonces, podemos realizar la primera iteracio´n del proceso de eliminacio´n de Neville
sin intercambio de filas.
Demostracio´n: Supongamos que tenemos una matriz A = (aij) t.n.p. invertible de ta-
man˜o n × n y con el elemento a11 < 0. Aplicando la propiedad 8 de la Proposicio´n 1
tenemos que todos los elementos de la matriz A son negativos, a excepcio´n del ann del que
no podemos decir nada. Como consecuencia la primera iteracio´n del me´todo de elimina-
cio´n de Neville puede ser realizada sin intercambio de filas ya que todos los pivotes son
distintos de cero, por lo que transformamos la matriz A en la matriz A˜ haciendo ceros en
la primera columna de la matriz inicial sumando a cada fila un mu´ltiplo de la fila anterior.
Es decir, A˜ = E1A, donde E1 es la matriz
E1 =

1 0 0 · · · 0 0
−a21
a11
1 0 · · · 0 0
0 −a31
a21
1 · · · 0 0
...
...
...
...
...
0 0 0 · · · 1 0
0 0 0 · · · − an1
an−11
1

(1)
¤
Como la matriz A es una matriz t.n.p. invertible sabemos que admite una descompo-
sicio´n LDU aplicando el algoritmo de Gauss sin intercambio de filas. La matriz L es TP
triangular inferior con unos en la diagonal principal y con los elementos por debajo de la
diagonal principal mayores que cero. Por tanto a la matriz L podemos aplicarle el me´todo
de eliminacio´n de Neville sin intercambio de filas [7]. Teniendo en cuenta co´mo son los
elementos de la primera columna de la matriz L, no es dif´ıcil comprobar que podemos
aplicar la primera iteracio´n de Neville premultiplicando a L por E1. Es decir,
E1A = A˜ = E1(LDU) = (E1L)DU = L˜DU
⇓
A˜ =
[
a11 A12
0 A˜22
]
= L˜DU =
[
1 0
0 L˜22
] [ −d1 0
0 D2
] [
u11 U12
0 U22
]
⇓
A˜22 = L˜22D2U22
Las matrices D2 y U22 son TP y la matriz L˜22 tambie´s porque L es TP y hemos aplicado
una vez el proceso de eliminacio´n de Neville [7, Teorema 5.4], [1, Teorema 2.3, Teorema
3.1 ]. Como el producto de matrices TP es una matriz del mismo tipo tenemos que A˜22 es
una matriz TP y como consecuencia podemos aplicar el me´todo de eliminacio´n de Neville
sin intercambio de filas, siendo todos los pivotes no negativos [7, Corolario 5.5]. Por tanto
existe una matriz N2 triangular inferior con unos en la diagonal principal tal que:
N2A˜22 = N2L˜22D2U22 = D2U22
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y por tanto:[
1 O
O N2
]
E1A =
[
1 O
O N2
] [
a11 A12
0 A˜22
]
=
[
a11 A12
0 N2A˜22
]
=
[
a11 A12
0 D2U22
]
Teniendo en cuenta co´mo son los elementos de la primera fila de la matriz U en la des-
composicio´n LDU de una matriz A t.n.p. invertible tenemos que[
a11 A12
0 D2U22
]
= DU
Sea I(−i) la matriz obtenida a partir de la matriz identidad con el elemento en la posicio´n
(i, i) igual a −1, entonces
DU = I(−1)
[
d1 0
0 D2
] [
u11 U12
0 U22
]
= I(−1)
[ −a11 −A12
0 D2U22
]
donde la matriz triangular superior
U(−1) =
[ −a11 −A12
0 D2U22
]
es TP por ser producto de matrices TP.
Aplicando [7, Corolario 5.5] a la matriz UT(−1) sabemos que podemos realizar el proceso
de eliminacio´n de Neville sin intercambio de filas y los pivotes son todos no negativos, o lo
que es lo mismo, existe una matriz C triangular inferior con unos en la diagonal principal
tal que
CUT(−1) =
[
d1 0
0 D2
]
Por tanto, [
1 O
O N2
]
E1AC
T = I(−1)U(−1)CT = I(−1)
[
d1 0
0 D2
]
= D
Los resultados obtenidos dan lugar al siguiente teorema:
Proposicio´n 3 Si A es una matriz t.n.p. invertible con a11 < 0, podemos aplicarle el
proceso de eliminacio´n completo de Neville sin intercambio de filas ni de columnas, siendo
todos los pivotes no negativos excepto los de la primera iteracio´n en el proceso de elimina-
cio´n por filas y los de la primera iteracio´n en el proceso de eliminacio´n por columnas, que
son negativos. Al final de todo el proceso conseguimos una matriz diagonal con todos los
elementos de la diagonal principal positivos excepto el que esta´ en la posicio´n (1, 1) que es
negativo.
Rec´ıprocamente, supongamos que tenemos una matriz A = (aij) invertible con todos
los elementos negativos excepto el que esta´ en la posicio´n (n, n) que puede ser nulo y
queremos saber si es una matriz t.n.p. Supongamos que podemos aplicarle a la matriz A
el proceso de eliminacio´n completo de Neville sin intercambio de filas ni de columnas, con
todos los pivotes no negativos a excepcio´n de los de la primera iteracio´n de la elimina-
cio´n por filas y por columnas que son negativos, obteniendo una matriz diagonal con los
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elementos de la diagonal principal positivos a excepcio´n del primero que es negativo. Es
decir,
(En−1En−2 . . . E2E1)A(C1C2 . . . Cn−2Cn−1) = D,
donde Ei, i = 1, 2, . . . , n− 1, son matrices bidiagonales inferiores, con unos en la diagonal
principal y los elementos de la subdiagonal, −e(i)jj−1, j = 2, 3, . . . , n, nulos hasta la fila
i−e´sima y a partir de esta fila no positivos, porque al no haber intercambio de filas si existe
un j, i + 1 ≤ j ≤ n, tal que −e(i)jj−1 = 0, entonces −e(i)j+k,j+k−1 = 0, k = 1, 2, . . . , n − j.
Adema´s, como los elementos de la primera columna de la matriz A son todos negativos
podemos afirmar que los elementos de la subdiagonal de E1 son todos negativos (ver la
matriz (1)).
De forma ana´loga, Ci, i = 1, 2, . . . , n−1, son matrices bidiagonales superiores con unos
en la diagonal principal y los elementos de la superdiagonal, −c(i)j−1j j = 1, 2, . . . , n − 1,
nulos hasta la fila (i− 1)-e´sima y a partir de aqu´ı no positivos. Como no hay intercambio
de columnas, si existe un j, i+ 1 ≤ j ≤ n, tal que −c(i)j−1j = 0, entonces −c(i)j+k−1,j+k = 0,
k = 1, 2, . . . , n − j. En este caso tambie´n podemos afirmar que los elementos c(1)i,i+1, i =
1, 2, . . . , n − 1, son negativos, ya que los elementos de la primera fila de la matriz A son
todos negativos.
Por tanto A = (E−11 E
−1
2 . . . E
−1
n−2E
−1
n−1)D(C
−1
n−1C
−1
n−2 . . . C
−1
2 C
−1
1 ), donde las matrices
E−1i , i = 1, 2, . . . , n− 1, son TP y tienen la estructura siguiente:
E−1i =

I 0 0 0 0 . . . 0 0
0 1 0 0 0 . . . 0 0
0 e(i)i+1i 1 0 0 . . . 0 0
0
∏i+1
j=i e
(i)
j+1j e
(i)
i+2i+1 1 0 . . . 0 0
0
∏i+2
j=i e
(i)
j+1j
∏i+2
j=i+1 e
(i)
j+1j e
(i)
i+3i+2 1 . . . 0 0
...
...
...
...
...
...
...
0
∏n−2
j=i e
(i)
j+1j
∏n−2
j=i+1 e
(i)
j+1j
∏n−2
j=i+2 e
(i)
j+1j
∏n−2
j=i+3 e
(i)
j+1j . . . 1 0
0
∏n−1
j=i e
(i)
j+1j
∏n−1
j=i+1 e
(i)
j+1j
∏n−1
j=i+2 e
(i)
j+1j
∏n−1
j=i+3 e
(i)
j+1j . . . e
(i)
nn−1 1

El producto E−11 E
−1
2 . . . E
−1
n−2E
−1
n−1 es una matriz TP triangular inferior con unos en la
diagonal principal y con todos los elementos de la parte triangular inferior positivos, que
representamos por L.
Ana´logamente, las matrices C−1i , i = 1, 2, . . . , n− 1, son matrices TP triangulares su-
periores y con una estructura similar a la de las matrices (E−1i )
T . Por tanto, el producto
C−1n−1C
−1
n−2 . . . C
−1
2 C
−1
1 es una matriz TP triangular superior con unos en la diagonal prin-
cipal y con todos los elementos de la parte triangular superior positivos, que representamos
por U .
Como consecuencia la matriz A admite una descomposicio´n LDU de la forma dada en
[2]. Aplicando [2, Teorema 3.8] tenemos que A es una matriz t.n.p.
Este u´ltimo resultado junto con la Proposicio´n 3 nos permite dar la siguiente caracte-
rizacio´n para las matrices t.n.p. invertibles.
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Teorema 3 Sea A una matriz invertible de taman˜o n× n con todos sus elementos nega-
tivos excepto ann ≤ 0. Entonces, A es una matriz t.n.p. si y so´lo si podemos aplicarle el
proceso de eliminacio´n completo de Neville sin intercambio de filas ni de columnas, siendo
todos los pivotes no negativos excepto los de la primera iteracio´n en el proceso de elimina-
cio´n por filas y por columnas que son negativos, obteniendo una matriz diagonal con todos
los elementos de la diagonal principal positivos excepto el que esta´ en la posicio´n (1, 1) que
es negativo.
4. Generacio´n de matrices t.n.p. y t.n.
La factorizacio´n LDU de una matriz t.n.p. invertible A = (aij) de taman˜o n × n y
con el elemento a11 < 0, a partir del proceso de eliminacio´n completo de Neville que
hemos obtenido en la seccio´n anterior, nos proporciona el siguiente procedimiento ra´pido
y sencillo para generar matrices t.n.p. y t.n.
1. Construimos las matrices TP E−1i , i = 1, 2, . . . , n, definidas anteriormente, teniendo
en cuenta queE−11 ha de tener todos sus elementos por debajo de la diagonal principal
positivos.
2. Construimos las matrices TP C−1i , i = 1, 2, . . . , n, teniendo en cuenta que C
−1
1 ha
de tener todos sus elementos por encima de la diagonal principal positivos.
3. Por u´ltimo definimos una matriz diagonal D con todos los elementos de la diagonal
principal positivos excepto el primero, que determinaremos de forma que sea negativo
y que al hacer el producto total obtengamos que el elemento ann de la matriz A sea
no positivo.
De esta forma, al realizar el producto (E−11 E
−1
2 . . . E
−1
n−2E
−1
n−1)D(C
−1
n−1C
−1
n−2 . . . C
−1
2 C
−1
1 )
conseguimos una matriz A t.n.p. ([2, Teorema 3.8 ]).
Ejemplo 1 Supongamos que queremos generar una matriz t.n.p. de taman˜o 4× 4. Pode-
mos elegir las matrices siguientes E−12 = E
−1
3 = C
−1
2 = C
−1
3 = I4×4 y
E−11 =

1 0 0 0
1 1 0 0
2 2 1 0
6 6 3 1
 , C−11 =

1 2 2 10
0 1 1 5
0 0 1 5
0 0 0 1
 y D =

−a 0 0 0
0 2 0 0
0 0 1 0
0 0 0 1

Haciendo el producto correspondiente tenemos que a44 ≤ 0 si a ≥ 1.27 Eligiendo a = 2
obtenemos la siguiente matriz t.n.p.
A = E−11 E
−1
2 E
−1
3 DC
−1
3 C
−1
2 C
−1
1 = E
−1
1 DC
−1
1 =

−2 −4 −4 −20
−2 −2 −2 −10
−4 −4 −3 −15
−12 −12 −9 −44

Si lo que queremos es encontrar una matriz A t.n. de taman˜o n×n necesitamos que las
matrices E−1i (C
−1
i ), i = 1, 2, . . . , n − 1, tengan todos los elementos por debajo (encima)
de la diagonal principal distintos de cero a partir de la columna i-e´sima.
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