Contour tracking in complex environments is a difficult problem due to the cluttered backgrounds, illumination changes, occlusion and camera viewpoint variations etc. This paper presents a region functional based on the Earth Mover's Distance (EMD), computation of which is mathematically modeled as the transportation problem (TP), for robust contour tracking in the challenging conditions. Formulation of EMD-based functional can be described as variational EMD (VEMD) since the contour curve function is involved for optimization. Minimizing the EMD-based functional is nontrivial and we develop a two-phase method for its optimization. In the first phase, letting the candidate contour be fixed, we seek the best solution to the TP by the Simplex algorithm. Then through the shape derivative theory, we make a perturbation analysis of the contour around the best solution to the TP. As a result we obtain a partial differential equation (PDE) that is solved by the level-set algorithm. The two-phase procedure iterates until the appropriate stopping criterions are satisfied. Alongside the EMDbased functional formulation, we introduce a dimensionality reduction method by tensor decomposition, achieving a low-dimensional Tensor-SIFT features for object representation. Applicable to both the color and gray-level images, Tensor-SIFT features are distinctive, insensitive to illumination and viewpoint changes. Finally, we develop an integrated algorithm that combines various techniques, e.g. the Simplex algorithm, narrow-band level set and fast marching algorithms. Particularly, we provide a method for the level-set initialization between two successive frames and the criterions for stopping the iterative functional optimization. Experiments in challenging image sequences show that the proposed work has promising performance.
Introduction
Contour tracking has been an active research topic thanks to its capability to follow the deformable boundaries. It has widespread applications in many fields, e.g., medical image processing, intelligent surveillance and human-machine interaction [3] . The pioneering work of contour tracking may be traced back to Kass et al. [22] . They defined an energy functional of the object boundary and solved the functional optimization problem using the calculus of variation (Euler-Lagragian equation). The resulting partial differential equation (PDE) was solved by the finite difference method that was iterated until convergence.
Over the past two decades, a great deal of literature has been published and considerable advances have been made in the field of contour tracking. In terms of the type of information used, contour tracking methods can be roughly divided into three categories: boundary-based [5] which depends on image features along the object contour, regionbased [48] which prefers the information within the region enclosed by the object boundary, and those based on combination of both [61] . From the perspective of contour representation, two kinds of methods can be classified: parametric contour methods [45] where the contours are explicitly represented by parametric curves, and geometric contour approaches [5] , where the contours are implicitly rep-resented by zero level sets of some high dimensional functions. The former often has fast convergence speed but provides less flexibility in handling curve topology, whereas the latter tends to be computationally expensive but can naturally handle topological deformation.
Notwithstanding the great number of published papers, robust contour tracking in challenging image sequences is still an open problem. The difficulties are mainly due to cluttered backgrounds, illumination changes, partial occlusion and camera viewpoint variations, etc. In this paper, we make advances towards robust contour tracking in these challenging conditions. The main contributions consist in the EMDbased region functional along with its optimization, a novel image feature for object representation, and the development of an integrated contour tracking algorithm.
One of the primary theoretical contributions of the paper is the formulation and optimization of the region functional based on the Earth Mover's Distance (EMD) [49] . The EMD, whose solution is mathematically modeled as the transportation problem (TP), is a robust measure for probability distribution matching. The EMD-based region functional is expressed as arg min min r uv f (r uv ; ) (1) where f denotes the cost function, denotes the unknown contour curve and r uv denotes other unknowns. Hence, the EMD-based region functional problem can be described by variational EMD (VEMD) since the contour curve function is involved for optimization. Minimizing this region functional is nontrivial and we propose a two-phase method for its optimization. In the first phase, let the candidate contour be fixed, the minimization of f (r uv ; ) is reduced to the transportation problem (TP) r * uv = min r uv f (r uv ; ) for fixed (2) We use the Simplex algorithm for the best solution to the TP (2) . Next, we make a perturbation analysis of the contour around the best solution for minimizing the functional * = arg min f r * uv ; for fixed r * uv (3) using the shape derivative theory [1, 12, 52] . We derive the partial differential equation (PDE) associated with (3) which is solved by the level set algorithm. The two-phase procedure iterates until the stopping criterions are satisfied. In addition to the formulation and optimization of the EMD-based region functional, this paper also proposes novel and effective features, called Tensor-SIFT features, for contour tracking application. SIFT features have proven to be very effective in describing local image characteristics [29] . However, the high dimensionality of SIFT features limits its application in tracking. We introduce a tensor decomposition method for its dimensionality reduction. The resulting low dimensional features, applicable to both color and gray-level images, is distinctive and insensitive to illumination and viewpoint changes. The idea is that we regard SIFT features as a tensor (SIFT-As-Tensor), and thus tensor decomposition can be applied which is able to capture multifactor (i.e.,two-dimensional spatial layout and phase histogram) relationships inherently present in the image data. In contrast, the methods of vectorizing SIFT features (SIFT-As-Vector) can not fully capture spatio-histogram information in the data [56] .
Finally, we develop an integrated contour tracking algorithm based on the region functional and Tensor-SIFT features described previously. This algorithm combines multiple techniques, e.g., the Simplex algorithm, the level set algorithm and the re-initialization algorithm of fast marching [50] . Particularly, we introduce a scheme for the level set function initialization between two successive image frames. This scheme is based on the zero level-set, i.e. the tracking result, of the previous frame and the mean shift (MS) algorithm. It can, by utilizing the latest information in the current frame, provide a more accurate initial contour, which is helpful in avoiding possible local minimums in the functional. We also introduce the stopping criterions for terminating the iteration involved in the region functional optimization. The criterion fits the most recent EMD values with straight lines, and terminates the iteration when the line slope does not decrease any more. The iteration is also halted if the area difference between two consecutive frames is large, considering the spatio-temporal continuity. During the course of tracking, when an image frame t is available, we compute dense SIFT descriptors. The set of descriptors is regarded as a higher-order tensor and we reduce its dimensionality via tensor decomposition, obtaining the Tensor_SIFT features. Computation of Tensor_SIFT features are introduced at length in Sect. 3.
Overview of the Proposed Work
According to the object contour that is described by the zero level-set in the frame t − 1 and the MS algorithm, we compute an initial level set function for the current frame t. This initialization method makes use of the latest information in the image and can therefore provide a more accurate initial contour.
Given an initial level-set function, we initiate the EMDbased functional optimization for contour evolution. This optimization consists of an iterative, two-phase procedure: we first seek the best solution to the TP for fixed contour, and then evolve the contour by solving the PDE around the best solution. We present in detail the theoretical aspects of the functional optimization in Sect. 4. If the stopping criterions are satisfied, we terminate the iteration for the functional optimization. The object contour at the current frame t is obtained and the system is ready for contour tracking in a new image frame t + 1.
The complete algorithm as well as its computational analysis are detailed in Sect. 5. The level set initialization method between two successive frames and the stopping criterions for optimization iteration are also explained in this section.
Related Work
This section reviews the papers that are related to our work, namely, the papers on the functional formulation and EMD, on image features used in contour tracking and SIFT features as well, and finally, papers on tensor decomposition.
Functional Formulation and EMD
The classical methods [5, 22] define the energy functionals that involve terms of image features and the smoothness constraint on the boundary curves. Other typical approaches are based on the Bayesian inference of region segmentation [10, 40] , or based on the Mumford-Shah functional [6, 47] . In recent years, a class of region functionals has been presented independently for contour tracking based on the probability measures between distributions, e.g., Hellinger distance or χ 2 statistics [1, 20] , K-L distance and Bhattacharyya distance [16, 59] . The common methods for functional optimization use the calculus of variations to derive the corresponding PDEs. For some complex functionals involving region terms, deriving the corresponding PDEs via the calculus of variation is nontrivial because Green's theorem has to be used to transform the region functionals to boundary functionals [1] . However, using the theory of shape derivatives [52] , one can deal with such region functionals in a straightforward and principled manner [1] .
Our paper formulates the region functional based on the EMD, which has been proven to be a robust distance measure between two distributions and outperforms commonly used probability measures [49] . The EMD is based on the solution to the optimal TP, which may be traced back to the 18th century [33] and later was reformulated and extended by Kantorovich [21] as a minimal distance problem (called Wasserstein distance in mathematics) between two probability measures. Over the past years, it has been widely investigated and has found a variety of applications in many fields [46] .
In image and vision fields, one of the first papers is Peleg et al. [44] where comparison between two gray-level images was modeled as the TP. Haker et al. [17] computed image registration and warping maps based on the optimal mass transport and developed an efficient PDE for solving the Wasserstein distance. Rubner et al. [49] proposed the EMD as a cross-bin probability measure for the content-based image retrieval; distinct advantages of the EMD are demonstrated over the other commonly used point-wise probability measures. As the EMD computation in the high dimensional cases is computationally expensive, recent research efforts are devoted to presenting the novel variants and/or to developing fast algorithms for its computation [26, 42, 43, 51] . In the one-dimensional case the closed-form solution of EMD (Wasserstein distance) is used in a region-based contour model for image segmentation [35] . Application of EMD to object tracking was first studied by Zhao et al. [60] . By describing the object shapes with ellipses, they adopted EMD to compare the reference and candidate models, and proposed an efficient gradient descent method, called differential EMD (DEMD), to estimate the translation of elliptical objects.
Our work is similar to that of Ni et al. [35] in the sense that both nonparametric density and region-based Wasserstein distance are used in the active contour framework. The main difference is that in a multiple-dimensional case such as ours, the closed-form solution of the EMD does not exist, and therefore the method of Ni et al. [35] which handles EMD between one-dimensional distributions is not applicable to our problem. Our work is also motivated by [60] ; the primary distinction is that our focus is on how to follow the complex contour shape and non-rigid deformation rather than the simple elliptical shapes with only the motion of translation. This naturally leads to a different paradigmfunctional formulation and its optimization through PDE. Establishing region functionals by probability similarity or distance measures has also been investigated by previous studies [16, 20, 59] . However, our work differs from these in the probability measures adopted: we argue that for contour tracking problems the EMD is more robust than other commonly used point-wise probability measures.
Image Features and SIFT Descriptor
The features often used in contour tracking are image gradients, color, texture, optical flows, or inter-frame difference. Earlier works have focused on gradients [5, 22] of the boundary delineating the object and the background. However, in cluttered images or texture images, the object boundary may be undistinguishable from the background. In addition, the image gradients are susceptible to noise in the image. Probabilistic modeling of color is very common in the contour tracking papers [16] . As color features are sensitive to illumination variations, an online model update is usually required for robust tracking [31] . Under the assumptions of brightness constancy and smoothness [15] , optical flows describing the apparent motion of appearance can be effectively used [18] . For videos captured by a still camera, inter-frame differences are useful for moving object tracking [38] , whereas the global motion of the camera has to be estimated to compensate for the object motion [19] for videos captured by mobile cameras. To enhance the discriminating power of image features, Brox et al. [4] investigated combination of color, texture, and motion in the active contour framework.
The SIFT features proposed by Lowe have nice properties in describing local image characteristics, extraction of which includes two main steps: keypoint detection and keypoint description [28, 29] . The first step consists of local extrema (called keypoints) detection, followed by keypoints localization and the dominant orientation determination. In this way, generally sparse keypoints are identified. In the second step, each keypoint is represented by phase histograms of pixel gradient magnitudes (hereafter called SIFT feature) in the image patch centered at the keypoint. The SIFT algorithm has demonstrated successful applications in object recognition [28, 34] , image classification [11] , image retrieval [58] , and so on.
On the other hand, dense SIFT descriptors computed at regular grid points, without the preceding step of keypoint detection, have also shown promising performance in scene category recognition [24, 25] or in aligning images of complex scenes [27] . Because SIFT descriptors are of high dimensionality, it is desirable to get a lowdimensional description for both computational efficiency and feasible probabilistic modeling (e.g., histogram). In the bag-of-feature literature, the common practice is to reduce the dimensionality of SIFT feature by creating codewords through clustering algorithms followed by index histogram [24, 25] . Dimensionality reduction of SIFT descriptors by PCA is also a natural choice [27] . Rather than using the SIFT descriptor proposed by Lowe [29] , Yan and Sukthankar [58] described the characteristics of an image patch by concatenating into a vector the horizontal and vertical gradients of each image pixel in this patch and then used PCA for dimensionality reduction.
Tensor Decomposition
A tensor is a high-dimensional array, and can be considered a generalization of a vector (first-order tensor) and a matrix (second-order tensor). Tensor decomposition is one of the topics in multi-linear algebra, which reveals that a higherorder tensor is formed by a confluence of multiple factors, and its decomposition consists in exploring these multiple factors inherently present in data. Vasilescu and Terzopoulos [54] proposed a method of TensorFaces for face recognition involving multiple factors, such as facial geometry, expression, pose, and illumination. They used a technique of Nmodes SVD, a multi-linear extension to the classical matrix SVD, achieving significantly better recognition rates over the classical method of eigenfaces [53] , which is dependent on linear PCA. Based on N-modes SVD, they also demonstrated effective dimensionality reduction in facial image ensembles [55] . Wang and Ahuja [56] presented a dimensionality reduction approach based on tensor decomposition for effectively capturing the spatial and temporal redundancies. Their method achieved the most compact data representations among the state of the art [56] .
The methods of Data-As-Vector can only capture onefactor redundancy and fails to capture fully the multiple factor information inherent in the multi-dimensional data [56] . Because a SIFT feature is actually a 4 × 4 × 8 histogram array of gradient magnitudes, it is natural that the SIFT descriptors are seen as tensors (SIFT-As-Tensor) and then tensor decomposition are applied for dimensionality reduction. This distinguishes our work from the previous ones of SIFT-As-Vectors [11, 25, 27-29, 32, 34] . As tensor decomposition method can capture multi-factor relationships in data, the proposed low-dimensional feature, Tensor-SIFT, effectively inherits the advantages of SIFT descriptors.
Tensor-SIFT Features: Dimensionality Reduction of SIFT Descriptors by Tensor Decomposition
In this section, we first interpret the SIFT descriptors from two different views: SIFT-As-Tensor and SIFT-As-Vector. We then describe the method of tensor decomposition for dimensionality reduction of SIFT descritptors, achieving our novel Tensor-SIFT features.
SIFT Feature as a Multi-dimensional Array
Similar to [24, 25, 27] , we compute dense SIFT descriptors in the image, without the preceding keypoint detection stage. The computation of SIFT descriptor at one pixel point is described briefly as follows [refer to Lowe [29] for details]. First, for some point, we determine an 8 × 8 sampling image window centered at this point and then compute the gradient magnitude weighted by a Gaussian function and phase of every pixel. Next, the sampling window is regularly divided into 4 × 4 sub-windows; in each subwindow [0, 2π] is uniformly partitioned into eight intervals, and the corresponding phase histogram is computed. To avoid boundary effects, trilinear interpolation is exploited to distribute the value of each gradient sample into the neighboring phase bins. Figure 2 (a) shows an 8 × 8 image window. Figure 2 (b) presents the corresponding phase histograms computed in this window, where the arrow direction is the histogram bin indicator, and its length signifies the histogram bin value. Traditionally, this 4 × 4 histogram array is packed into a vector of 128 as shown in Fig. 2 (c). As described previously, one SIFT feature describes the local region characteristics associated with the center pixel, including both the subwindows' spatial layout and their phase histograms. Vectorization of SIFT feature (SIFT-As-Vector) results in the loss of spatial layout inherently present in data. Clearly, the data of 4 × 4 × 8 array are produced by the confluence of multiple factors, i.e., 2D spatial layout and histogram. Thus, the best way is to see the data "as is". This naturally leads to our view of "SIFT-As-Tensor": one SIFT feature is a third-order tensor, and a set of SIFT descriptors is thus a fourth-order tensor.
Dimensionality Reduction by Tensor Decomposition
An N th-order or N -way tensor X is an N -dimensional array. Mathematically, it is an element of the direct product of N vector spaces, i.e., X ∈ R I 1 ×I 2 ×···×I N , where I n , n = 1, . . . , N, denotes the size of dimension n. A tensor is rank-one if it can be written as the outer product of N vectors. For easy mathematical manipulation a tensor is often flattened or unfolded into a matrix. The mode-n matrix of a N -way tensor is a I n by (I 1 · · · I n−1 I n+1 · · · I N ) matrix X (n) , where the tensor element indexed by (i 1 , i 2 , . . . , i N ) is mapped to the matrix element indexed by (i n , j) where
The idea of CANDECOMP/PARAFAC (CP) decomposition [13] is to approximate a tensor with a sum of component rank-one tensors. In our case, a set of SIFT descriptors F is a fourth-order tensor, F ∈ R I 1 ×I 2 ×I 3 ×I 4 , where I 1 is the number of SIFT descriptors, I 2 = 4, I 3 = 4 denote the numbers of horizontal and vertical sub-windows in the sampling image window, respectively, and I 4 = 8 denotes the histogram bin number. Its CP decomposition can be described by
where · denotes the tensor norm, i.e., the sum of the square of each element in the tensor, • denotes outer prod-
and likewise for R, S and T, the minimization problem becomes how to seek the above four matrices that satisfy (4). We use alternating least square (ALS) algorithm [23] for its solution; i.e., we alternatively fix three of the four matrices, solving for the remaining one. We repeat this procedure until the error is less than a threshold or the maximum number of iterations is reached. The problem is reduced to a least square problem when fixing all but one matrix. For instance, let R, S, and T be fixed. The minimization problem is reduced to the least square problem in matrix form:
where F (1) is the mode-n matrix of the tensor F , · F stands for the matrix Frobenius norm, and denotes the Khatri-Rao product of two matrices. The Khatri-Rao product is defined as the column-wise Kronecker product of two matrices, e.g., R S is a matrix of I 2 I 3 by K:
where ⊗ denotes the Kronecker product. The solution to (5) can be given conveniently by the formula
where † denotes the Moore-Penrose pseudo-inverse. Given a reference image, we compute the SIFT feature for every image pixel and arrange all SIFT descriptors into a four-dimensional array, or a four-way tensor, F ∈ R I 1 ×I 2 ×I 3 ×I 4 . After performing its CP decomposition by the ALS algorithm described previously, the I 1 by K matrix F can be considered the reference Tensor-SIFT of reduced dimensionality, and I 2 by K matrix R, I 3 by K matrix S as well as I 4 by K matrix T can be regarded as the tensor "basis matrices". When a new image is available, we compute the dense SIFT descriptors for every pixel; each SIFT feature is a 1 × 4 × 4 × 8 tensor that can be approximated by projection (6) . The resulting 1 by K vector is the corresponding Tensor-SIFT of reduced dimensionality. Figure 3 shows an example of the tensor decomposition (K = 3), where Fig. 3 (a) shows a reference image (left), the scatter map of its tensor-SIFT (middle), and the tensor-SIFT image (right). 
Region Functional Formulation and Its Optimization
This section begins with the formulation of the region functional based on EMD (Sect. 4.1) and then introduces a twophase method for the functional optimization: the first-phase for solving the best solution to the TP by the Simplex algorithm (Sect. 4.2) and the second for PDE derivation by shape derivative (Sect. 4.3).
Formulation of the Region Functional
As in Rubner et al. [49] , the reference and candidate models are denoted by
and p u (q v ) denote the uth subspace center and the corresponding distribution in the reference (candidate) object feature space. The distance between the reference and candidate models may be interpreted as the classical TP that can be solved by the Simplex algorithm.
There are many methods for distribution modeling, either parametric or non-parametric. In this paper we use the nonparametric kernel method [8] because it does not assume any prior distribution of the data and considers the (weak) spatial information. Suppose that the feature space of the reference object is divided into U subspaces (or histogram bins), and the object is described by a complex image region * with a boundary Γ * . Suppose that the object center is at the coordinate origin. Let z * i = [x * i y * i ] T be a point in the region * with feature vector I(z * i ), the reference distribution p u for u = 1, . . . , U of the object can be represented by
where w(·) is a kernel function, and δ u (I(z * i )) denotes the Kronecker delta function that equals 1 if I(z * i ) belongs to the uth subspace, and otherwise equals 0. Note that the kernel function weights the point's contribution: one point that is closer to the object center makes more contribution than one that is far away.
In the course of tracking the object shape may undergo non-rigid deformation. Let denote the candidate region of the object with boundary Γ , its center z c = (x c , y c ) may be computed as
where | | denotes the number of points in the region . Then the candidate distribution q v ( ) for v = 1, . . . , V can be described by
Note that the symbols in the above equation have similar meanings to their counterparts in (7) , and V indicates that the candidate object is divided into V subspaces. The region functional that measures the distance (dissimilarity) between the reference and candidate models is defined as:
In our problem U is identical to V and the kernel densities are normalized so that the last constraint equation is redundant. In the above equations the ground distance d uv between the clusters u, v may be interpreted as the cost in transporting the unit goods from the provider u to the consumer v. Thus, the tracking problem is formulated as the problem of variational TP, which is intended for seeking a candidate region whose distribution {q v ( ), v = 1, . . . , V } has the smallest distance with the reference distribution {p u , u = 1, . . . , U}.
Optimizing the region functional (9) is nontrivial. We propose a two-phase method for its optimization. In the first phase, let the candidate contour be fixed. We compute the best solution to the TP r * uv = min r uv f (r uv ; ) for fixed using the Simplex algorithm. Then we make a perturbation analysis of the contour around this best solution using the shape derivative theory, and so derive the corresponding PDE that solves * = arg min f (r * uv ; ) for fixed r * uv . Note that a similar two-phase method is used for functional minimization in [6, Sect. 2.2].
Simplex Algorithm for Solving TP
Let the image region be fixed. The problem is reduced to the classical TP r * uv = min r uv f (r uv ; ) for fixed (10) which can be solved by the Simplex algorithm. We write (10) in matrix form as follows:
Here c, x are both vectors of length UV , b is a vector of length U + V + 1, and A is a matrix of U + V + 1 by UV ; they have the following forms, respectively:
0 0 · · · e 1V · · · 0 0 · · · e UV e 11 e 12 · · · e 1V · · · 0 0 · · · 0 . . . 0 0 · · · 0 · · · e U 1 e U 2 · · · e UV e 11 e 12 · · · e 1V · · · e U 1 e U 2 · · · e UV
In the matrix A all the elements e ij = 1, i = 1, . . . , U , j = 1, . . . , V . Table 1 The Simplex tableau Starting from the initial feasible solution, the Simplex algorithm proceeds through an iteration process. This process can be explained in tableau form. Table 1 illustrates Once r T N > 0 is identified during the iterations, the best solution x = [r 11 · · · r u1 · · · r U 1 · · · r UV ] to the TP is obtained, and the iteration should be terminated. As such, the distance between the candidate and reference models is given by
where
Here c b (i) denotes the ith component in the vector, and B −1 (i, v) the entry of row i and column v in the matrix. The best solution always exists for the balanced TP [30] . Note that in such case, the matrix A is not full-rank (U + V − 1 in our case). We introduce artificial variables and obtain the initial feasible solution according to the method described in Luenberger and Ye [30, pp. 50-54] .
PDE Derivation by Theory of Shape Derivative
After the first phase is completed, we perform a perturbation analysis around the best solution to the TP. That is, let be a variable and minimizes the functional f (r * uv ; ). The second and third terms in f (r * uv ; ) are irrelevant to and therefore can be discarded. Hence, the functional to be optimized is expressed as * = arg min f r * uv ;
Hereafter, r * uv is omitted in f for simplicity. Deriving the PDE associated with this functional is not straightforward.
Here the tool of shape derivative is used which is described briefly in the following. For the complete and strict definitions of and theories on shape derivative, refer to [12, 52] . A concise and insightful introduction on shape derivative is given in Aubert et al. [1] .
Shape Derivative
Given an initial domain (region) , the set of all the possible deformations may not be a vector space. The theory of shape derivative introduces a family of deformations (transformations) { τ , τ > 0} such that the perturbation of is possible with respect to τ .
Suppose that the perturbation of a point z ∈ is governed by the differential equation
where V is a vector field. We can define the transformations of a point and the region as follows:
The region functional J ( ) = φ( ) is said to have a Eulerian derivative or a shape derivative, at in the direction of the vector field V if the following limit exists and is finite
The functional J ( ) is shape differentiable at if the Eulerian derivative dJ ( ; V) exists for all directions V and the mapping V → J ( ; V) is linear and continuous.
The material derivative of a function φ( ) at in the direction of the vector field V is defined aṡ
And the shape derivative of a function φ( ) at in the direction of the vector field V is defined as
The following theorem establishes the relation between the Eulerian derivative and the shape derivatives:
Theorem 1 (Theorem on the Eulerian and shape derivatives) If the material and shape derivatives of a function φ( ) exist, then the functional J ( ) = φ( ) is shape differentiable and the following equation holds
where V, N denotes the inner product between V and N.
Derivation of the PDE Through Shape Derivative
Our derivation of the PDE to optimize the region functional builds upon Theorem 1. First we write the candidate distribution in a continuous form:
where the Gaussian kernel w(z − z c ) = exp(− z − z c 2 / (2σ 2 )) is adopted, and the object center
To facilitate derivation, we write x c , y c in the form
We also re-express the candidate distribution as follows:
The Eulerian derivative of the region functional f ( ) is given by the formula
where ∂q v /∂K 1 is the partial derivative of q v with respect to K 1 and ∂q v /∂K 2 has a similar meaning. Now consider the dK 1 ( ; V) in (23) . From Theorem 1 we have
From (21) and (22), L 1 is a function of G 0 , G 1 and G 2 which are all functionals of . Hence, using the chain rule of the shape derivative we get
The shape derivatives of the integrands in G 0 , G 1 , and G 0 are all zero because they are independent of . Hence, application of theorem 1 leads to the following equations:
Note that the partial derivatives of L 1 with respect to G 0 , G 1 and G 2 are in the following forms:
Combining (24), (25) , (26) , and (27) and after some manipulation, we obtain
wherez = [xỹ] T is a point in the region , and z = [x y] T is a point on the boundary Γ . Likewise, we can derive
Note that ∂q v /∂K 1 = 1/K 2 and ∂q v /∂K 2 = q v /K 2 . Substituting (28) and (29) into (23), we have the complete expression of the Eulerian derivative of the region functional f ( ):
where F is of the following form
From the above shape derivatives, we obtain the PDE associated with the region functional (13) governing the contour evolution
The preceding PDE is obtained when the normal kernel is employed. If other kernels are used, we can derive the corresponding PDEs in a similar manner. Table 2 lists F with respect to the normal kernel, Epanechnikov kernel and uniform kernel, respectively. The first term in F , when the non-uniform kernels are used, is due to the spatial weight introduced, reflecting the combined effect of one point z on the contour and the points within the region. Our experiments show that the normal kernel performs well and thus it is used in this paper. The parameter σ of the Gaussian kernel in the reference model is selected as half radius of the minimal enclosing circle of the reference contour. For the Table 2 The function F with respect to various kernel
Kernel
The function F Normal kernel
candidate model, the value of σ is determined as that of the candidate contour, which continuously changes versus the evolving contour. Similar to Aubert et al. [1] , we also impose a smoothness constraint on the contour by adding a second term α Γ ds in (9) , where α is a constant. The minimization of this curve length term gives rise to a curvature term in the PDE [5] . Thus, our final PDE has the following form [1] :
where κ is the curvature of the curve Γ .
Solution to PDE Through the Level Set Method
The idea of the level set method is that at any time the contour Γ is implicitly represented by a zero level set of a higher-dimensional function φ [37] , i.e., Γ (z, τ ) = z : φ(z, τ ) = 0 , given Γ (z, 0)
We define φ(z, τ ) < 0 in the interior region and φ(z, τ ) > 0 in the exterior region. Taking the partial derivative of φ with respect to τ and using the chain rule, we have
where ∇φ = [φ x φ y ] T is the gradient of φ with respect to z. Note that N = −∇φ/ ∇φ and κ = −div(∇φ/ ∇φ ), where div denotes the divergence. Substituting (33) into (34), we have the following PDE:
Applying to (35) the first-order forward time difference scheme, the upwind scheme for the first-order discretization of F , and the first and second-order central difference schemes for the curvature κ, we have the following discrete equation:
where φ τ i,j denotes the function value on the grid point (i, j ) at iteration step τ , τ denotes the discrete time interval, and ∇ τ + , ∇ τ − and κ τ i,j take the following forms, respectively:
Here a short-hand notation is used where the operator D −x φ τ i,j is written as D −x i,j , etc. The operators involved are defined as follows:
i,j and D +y+y i,j have similar forms. At each iteration step τ , numerical stability can be guaranteed by the following CFL condition [36] τ max
The implicit function φ can be arbitrary and is usually chosen as a signed distance function φ(z, τ ) = d(z, τ ). As suggested [36, Chap. 7] , in the level set algorithm, the re-initialization technique is required periodically so that φ(z, τ ) still remains a valid signed distance function during the evolution process. We use the fast marching method proposed by Sethian [50, Chap. 8] for re-initialization and the re-initialization frequency of 50 suffices for all of our experiments.
Integrated Contour Tracking Algorithm
This section describes the integrated tracking algorithm (Sect. 5.1), followed by the discussion of the implementation detail (Sect. 5.2) and the computational cost analysis (Sect. 5.3).
Integrated Tracking Algorithm
The level set algorithm is computationally expensive. In tracking applications, because we are only concerned with the object contour, i.e., the zero level set, we update in each iteration only the values of the level set function in a narrow band in the neighboring region around the current zero level set. Re-initialization of the level set function using the fast marching algorithm is also performed within the narrow band.
Based the zero level set at the previous frame and the MS algorithm [8] , we introduce a method for providing the initialization of the level set function between two successive frames. At frame t, we first use an ellipse fitting method [14] to fit the zero level set * (t − 1). Next, starting with this ellipse, we perform the mean shift tracking algorithm until its convergence and then enlarge the major and minor axes of the resulting ellipse by twenty percent. We do in this way because contour has a tendency to shrink due to the curvature term that constrains the curve smoothness [5] . Let (x 0 , y 0 , a, b, θ) be the parameters of the resulting ellipse, where (x 0 , y 0 ) denotes the ellipse center, a, b denote the radius along x-and y-axes, and θ indicates its orientation. The initial level set function at frame t is constructed as the distance function as follows:
This scheme provides a more accurate initial contour by utilizing the latest information in the current frame, which helps avoid the possible local minimums in the functional optimization process. There is no general stopping criterion in the level set algorithm and a fixed number of iterations is often used. As EMD is robust in measuring the distance between the target and candidate models, we introduce a stopping criterion that ends the iteration if the EMD does not decrease. Practically, we keep the latest 20 values of EMD to which a straight line is fitted by the least square method, and terminate the iteration process if the line slope is larger than or equal to zero. Due to temporal continuity, the object size change may not be large. Thus, we also terminate the iteration if the area difference between * (t − 1) an τ (t) is larger than ten percent.
Given the primary considerations above, we now describe the complete tracking algorithm in Algorithm 1.
Implementation Details
This section discusses the implementation details in the tracking algorithm.
Selection of K in tensor decomposition
The object size is usually small in a tracking task; thus, we select 8×8 sampling window in the SIFT feature computation. In the tensor decomposition, what K best fits the original tensor as described by (4) is the best rank-K approximation problem that is not well-resolved nowadays [23] . Larger value of K may better account for the original tensor. But it is not necessarily always true because of possible highly redundancy and noise in data. In addition, the computational cost of tensor decomposition algorithm grows very quickly as K increases. Smaller value of K is helpful for efficiency as well as for decreasing possible highly redundancy and noise in data. For the tracking problem in which real-time requirement is critical, we prefer smaller value of K and experimentally set it to 3 for the trade-off between efficiency and performance. Nevertheless, if Tensor-SIFT features are used in other problems in which real-time requirement is not so critical as in tracking, e.g. object or scene classification, we recommend larger value of K and in these cases it is interesting to evaluate the performance of the method versus K in Tensor-SIFT features.
Parameters setting in inter-frame initialization
Inter-frame initialization mainly concerns the mean shift iteration. Following [9] , the histogram size is set to 16 × 16 × 16 bins and the maximum number of iterations is set to 10 for all experiments. Note that in this case the ellipse describing the object may not be upright, and we use the ellipse filling algorithm for efficient histogram computation.
Provided the reference images of the object, compute its 1 dense SIFT descriptors; make tensor decomposition using ALS algorithm in Sect. 3.2, achieving the reference tensor-SIFT features and the tensor basis matrices R, S and T; Produce the reference signature (h * u , p u ) for u = 1, · · · , U 2 with tensor-SIFT features; Initialize manually the contour in the first frame 0 (t = 1); 3 for t = 2, 3, . . . do 4 For the image D(t, z) , compute its SIFT descriptors and 5 then the corresponding Tensor-SIFT image I(t, z) by projection from (6); Construct the initial level set function φ τ =0 i,j (t) based on 6 the zero level set at frame t − 1, i.e. * (t − 1), and the MS algorithm; τ = 0; 7 while Stopping criterions are not met do 8 Produce the candidate signature (h v , q v ) for Re-initialize the level set function every 50 21 iterations using the fast marching algorithm; end 22 Assign tracking result * (t) = τ (t).
end 24

Algorithm 1: Tracking algorithm
Ground distance in the EMD As in [49] , the ground distance d uv is defined as
where ζ k denotes the standard deviation of component k, learned from all reference feature vectors. d uv saturates to 1 for a large distance between two clusters, avoiding the side effect that a few large distances bring on the overall distances. The efficient K-D tree-based clustering method [49] is employed for color space partition.
Selection of α in PDE The curve length term in the functional leads to a curvature term in the PDE (33) , which imposes a smoothness constraint on the contour and in the meantime makes the contour have a tendency to shrink. The value of α reflects the effect of this term and is usually empirically determined.
Computational Cost Analysis
In the preceding tracking algorithm, the procedures that dominate the computational cost are (a) computations of SIFT descriptors and Tensor-SIFT image; (b) inter-frame initialization; and (c) functional optimization.
As dense SIFT descriptors are required, we perform the computation for each grid point in the image. With the SIFT descriptors at hand, the computation of the Tensor-SIFT image is accomplished by matrix multiplication, because as shown in (6), the Moore-Penrose pseudo-inverse can be obtained beforehand once the tensor basis matrices are produced. Thus, the cost of this procedure may be written in the form C tens = N pix (c sift + c ten_dec ), where N pix is the number of pixels in the image, c sift is the cost for computing one SIFT feature, and c ten_dec = 128Kc ops denotes the cost for computing Tensor-SIFT by projection, with c ops indicting the cost of long operation (multiplication or division). Note that these computations are well-suited for parallel implementation [57] .
The level-set initialization mainly involves ellipse fitting, mean shift algorithm, and the initial level set function construction. The ellipse fitting procedure is principally concerned with the generalized symmetric eigenvalue problem [14] , whose computational cost is approximately multiples of n 3 long operations [41, Chap. 15] , where n is the matrix size. In this problem n = 6, thus, its computational cost is small compared with the other procedures and can thus be discarded. The cost of the MS algorithm can be represented as N ms c ms , where N ms denotes the MS iteration number, and c ms denotes the cost in one iteration which is a function of pixel number inside the ellipse. For details, refer to Comaniciu et al. [9] . The cost of the initial level set function construction may be approximated as N cons ≈ 8N pix c ops .
The procedure of functional optimization mainly involves two parts: computing the best solution to the TP via the Simplex algorithm and the level set function update. The computational complexity of the Simplex algorithm is theoretically exponential in problem size m. However, in cases where m is not large, the iteration number N emd for the Simplex algorithm to converge from a feasible solution to the best one may be a small multiple of m: N emd = 2m∼3m [30, Chap. 5] . Thus the cost of computing the EMD may be written as C emd = N emd (c pivo + c gaus ), where c pivo denotes the cost to obtain the pivot element, and c gaus denotes the cost for performing the Gaussian elimination for the linear system of constraint equations.
The procedure of the level set function update mainly involves the evaluation of force F and curvature κ. As we re-initialize the level set function within the narrow band by fast marching algorithm only once every 50 iterations, the cost induced by this process is thus omitted. Denote by c f orc and c κ the cost for the force and curvature at one grid point. The cost for the level set update is represented by C pde = |S narr |(c f orc + c κ ), where |S narr | denotes the grid point number in the narrow band S narr . We see that the integral involved in (31) can be calculated once and then remain unchanged for each grid point. Hence, the cost of c f orc consists of only multiple long operation and one exponential function evaluation.
In summary, the overall computational cost C tota of the tracking algorithm may be described as
Here, C optm denotes the cost of the functional optimization, and N optm denotes the number of iterations involved.
Experiments
We evaluate the performance of three trackers, i.e., Color_EMD, PCA_SIFT_EMD, and Tensor_SIFT_EMD, which are all based on EMD but use varying features, as their respective names indicate. We also compare our trackers with the tracker based on the Bhattacharyya coefficient that uses color histogram [16] (Color_Bhatt for short). Note that an improved algorithm [59] is presented that exploits the background information to enhance the performance of Color_Bhatt; we do not compare this improved one with ours because in the current work we do not consider any background information. We use three image sequences for performance evaluation in which the ground truth contours are hand-labeled. For quantitative analysis, we adopt the following error metric [2] called overlapping region error to compare tracking accuracy
where | · | denotes the cardinal number of a set and S resu , S grou represent the image regions of tracking result and the ground truth, both expressed as sets of image points.
The error E equals 0 if the two regions are identical, increases when the overlapping region becomes small, and equals 1 if the two do not overlap at all. In our experiments, we declare the tracking failure if the error E of more than five consecutive frames are larger than 0.6. In Sect. 6.1, the value of α is set to 0.0002 in all the three image sequences.
Qualitative and Quantitative Comparisons
The first video scenario is an aquarium with small cobblestones at the bottom. In the video clip, some pleco fishes which have closely-spaced white spots on their bodies swim freely. The video clip is recorded with a hand-held camera with 430 frames (size: 352 × 288 pixels). The handheld camera continuously moves; hence, the viewing angles change from time to time, causing illumination changes and background motion. For comparison purpose, we vectorize the SIFT descriptors as commonly done in the literature [11, 25, 27-29, 32, 34] and exploit PCA for dimensionality reduction (henceforth PCA-SIFT). Here, we visually compare PCA-SIFT (with three dominant principal components) and Tensor-SIFT (with three component tensors). Given the reference image (the left-most image in Fig. 3(a) ) of the fish, we compute its SIFT descriptors and construct the corresponding PCA basis and tensor basis. As shown in Fig. 4 , for the new images available (first column), after computing their SIFT descriptors, the corresponding features of reduced dimensionality can be achieved through the projection by PCA basis (second column) and the tensor basis matrices (third column). Although we know where the fish is, distinguishing it from the background is difficult in the PCA-SIFT images because they are so similar, whereas in the Tensor_SIFT images, the fish is distinct from the background. This is due to the PCA losing the spatial layout inherently present in the data, resulting in similar appearances of the foreground and background. Figure 5 shows in each frame the overlapping region errors of the four trackers. Before the fish swims into the background of cobblestones in frames 1-50, PCA_SIFT_EMD (black dotted line with " " marker) is much better than Color_EMD (blue dashed line with "×" marker). However, afterwards, the tracking errors of PCA_SIFT_EMD increase sharply and become larger than those of Color_EMD. This is not surprising, because at this time, the object is nearly indistinguishable from the cobblestone background in the PCA_SIFT images. The two trackers diverge successively at about frames 160 and 180, respectively. Color_Bhatt (green dash-dotted line with " " marker) shrinks to some very small regions on the fish in frame 45 and never recovers. Tensor_SIFT_EMD (red solid line with " " marker) demonstrates the best performance: it is stable and accurate in following the fish throughout the sequence. Figure 6 shows the typical tracking results of the four trackers.
The second image sequence, a car sequence, is 300 frames long (size: 352 × 288 pixels); it involves a white minivan (object) on a busy road. This image sequence is also captured by a hand-held camera. At the beginning the minivan is in the shadow of the skyscrapers. It turns right, and near the zebra crossing, gradually goes out of the shadow and runs to the sunshine at about frame 60, giving rise to sig- Fig. 4 Visual comparison of PCA_SIFT and Tensor_SIFT (the fish is the object). The reference image as shown in Fig. 3(a) is used to construct the PCA basis (three dominant principal components) and Tensor basis matrices (three component tensor). For the new images (left column), features of reduced dimensionality, PCA_SIFT (middle column) and Tensor_SIFT (right column), can be obtained through projection by the PCA and by the tensor decomposition, respectively. Although we know where the fish is, distinguishing it from the background is difficult in the PCA-SIFT images because they are so similar, whereas in the Tensor_SIFT image, the fish is distinct from the background nificant illumination changes. In frames 115 to 160, due to a dark blue minivan coming from the opposite direction, the Overlapping region errors in the car sequence object is occluded little by little until there is almost complete occlusion; gradually, the object becomes un-occluded once again. Afterward, two similar situations of occlusions, which are not as severe as the first one, occur consecutively in frames 180-210 and 220-245 due to a red car and then a silver gray car passing by. Finally, the object leaves the view and disappears at about frame 285. Figure 7 shows the overlapping region errors of the four trackers in each frame in the car sequence. In this sequence, PCA_SIFT_EMD is better than Color_EMD in terms of both tracking accuracy and robustness. As of their respective tracking failures, the average error (mean ± STD) of PCA_SIFT_EMD is 0.3845 ± 0.1124, while that of Color_EMD is 0.4224 ± 0.1494. The former fails at about frame 170, whereas the latter fails at about frame 185. The tracking result of Color_ Bhatacharyya soon shrinks to some very small regions around frame 95 after the car runs into the sunshine from the skyscraper's shadow. Tensor_SIFT_EMD exhibits the best performance; the errors get larger later and tracking failure is declared at about frame 225. Typical tracking results of the four trackers are shown in Fig. 8 .
As discussed in [28, 29] , in the SIFT feature computation, color images are first transformed to gray-level images, where the SIFT descriptors are extracted. Therefore, our Tensor-SIFT is well suited for both color and single-channel images. The third sequence (460 frames, image size: 352 × 288 pixels), recorded in a very crowded street, contains such single-channel (gray-level) images. In this sequence, neither Color_Bhattacharyya nor Color_EMD works, as in this case, the histograms contain inadequate information to distinguish the object from the background. In contrast, the two trackers based on SIFT descriptors can follow the object throughout the whole image sequence. Figure 9 shows the overlapping region errors in each frame using Tensor_SIFT_EMD (red solid line with " " marker) generally less than those of the latter. The average errors are 0.3454 ± 0.0752 for Tensor_SIFT_EMD and 0.3692 ± 0.0772 for PCA_SIFT_EMD. Figure 10 shows typical tracking results in this sequence.
Demo videos for the three image sequences described above based on various trackers are available online at http://www.peihuali.org/Tensor.htm
Discussion
The trackers that adopt the same distance measure of the EMD but depend on different features demonstrate varying performance. PCA_SIFT_EMD has better performance in the car sequence than Color_EMD in both tracking accuracy and robustness. However, in the fish sequence, the latter outperforms the former because in the PCA_SIFT images, the object (fish with pebbles on the body) and the background (cobble stones) have a similar appearance and are difficult to distinguish. In contrast, in the corresponding Tensor_SIFT images, the object is distinct from the background. Invariably, in both sequences, the tracker Ten-sor_SIFT_EMD shows the best performance, despite the challenging conditions of the cluttered background, illumination changes, and occlusion. The comparisons show that Tensor-SIFT is very distinctive and robust to challenging conditions.
Comparison between the two trackers, which use different distance (or similarity) measures of EMD and Bhattacharyya coefficient but the same color features, shows that Color_EMD is more robust to challenging conditions than Color_Bhatt. In the fish and car sequences, Color_Bhatt soon converges to very small regions on the object when illumination changes. Note that this phenomenon is also observed in the mean shift tracking that uses Bhattacharrya measure and color [7] . The contrast shows that EMD is more robust than the Bhattacharrya coefficient and is thus more competent in tracking applications in adverse environments.
Tensor-SIFT is suitable for both color and gray-level images because SIFT descriptors are actually extracted in single-channel images [28, 29] . This is a good property because it bridges the gap between the color and gray-level images for tracking applications. Most color-based trackers fail in single-channel images, as gray-level information only does not suffice in distinguishing the foreground and background. The experiment in this sequence shows that the two trackers based on Tensor-SIFT and PCA-SIFT both work well. In addition, Tensor-SIFT is superior to PCA-SIFT in tracking accuracy.
Timing Analysis of Tensor_SIFT_EMD
The program is written with C++ in the visual studio 2005 professional. The code has been optimized for maximizing speed. The type of computer we used is Think Station D20 with Intel® Xeon® Processor X5650 (12M Cache, 2.66 GHz, 6.40 GT/s Intel® QPI) and 1333 MHz 4 GB DDR3 memory. Table 3 illustrates the average times taken by the main procedures of Tensor_SIFT_EMD per frame in the three image sequences above. Take the fish seq. as an example. The Tensor_SIFT feature computation takes 532.1 ms in which the SIFT descriptor computation and dimensionality reduction takes 219.4 ms and 321.7 ms, respectively. The level-set initialization is quite efficient which needs only about 5.7 ms. The optimization of EMD-based functional is an iterative process and the average iterative number is about 88.0. In a total of 1581.7 ms for 88.0 iterations, the Simplex algorithm and PDE update take 1342.4 ms and 239.3 ms, respectively. In our problem, the signature dimension 20 < U < 30 and so the problem size of Simplex algorithm 40 < m < 60. For one iteration in the functional optimization, the Simplex algorithm takes about 15.3 ms to seek the best solution to the TP. The average tracking time of Tensor_SIFT_EMD per frame is 2119.5 ms.
In the car seq. the average iteration number per frame for the functional optimization is larger than that in the fish seq., and as a result both the Simplex algorithm and PDE update takes longer time, which accordingly leads to more tracking time per frame (2538.7 ms). The ped seq. is to the contrary: the average iteration number is smaller which leads to less tracking time per frame (1642.1 ms).
The PDE update is efficient due to the narrow-band technique (the band width is set to 9 pixels in our experiments). The computation of Tensor_SIFT features takes approximately one quarter of total tracking time. Currently the Ten-sor_SIFT features in the whole image are computed in tracking problems. We can compute them only in a neighboring region of the tracking result, which may greatly reduce its time consumption. The Simplex algorithm takes over 60 % of the average total tracking time per frame. One may decrease the signature dimension for improving efficiency, which, however, may result in poor representation capability of the model when a smaller number of signatures are used. A practical alternative is to develop parallel algorithm on Graphics Processing Unit (GPU), which is our future work.
Combination of Boundary Edge and More Tracking Examples
The proposed method only uses the region information. If the object boundary that delineates the foreground and background regions is significant, we may combine the boundary edges into the functional so that the contour converges more accurately to the true boundary. In this paper, we add the following term into the region functional:
where β is a constant and ∇Ĩ (z) denotes the gradient of the filtered image I (z). It is known that this term leads to the level-set geodesic flow [5] . Finally, after combination of the above term into the previous functional, which contains the region-based as well as the smoothness terms, we have the following PDE:
The constants α and β trade-off the relative importance of smoothness and edge terms in the functional. If α is larger, the smoothness constraint is stronger and at the same time the contour has stronger shrinking tendency; if β is larger, the boundary edges play a more important role in the curve evolution. The level-set geodesic flow may be seen as the boundary edge detector that is helpful for the contour to converge to the true boundary of the object. Note that there is no general criterion for choosing α and β and we experimentally set α = 0.0004 and β = 0.05 for the four new image sequences.
Using the PDE equation (42), four additional experiments are made to testify the performance of the algorithm. The first sequence, leopard seq., is concerned with a leopard which is chasing an antelope. In this sequence, Fig. 11 Typical tracking results using Tensor_SIFT_EMD the leopard shape has larger deformations and there occur severe occlusions due to camera viewpoint changes and the heavy dust produced in chasing process. The second and third sequences from PETS2006 concern passen- gers walking in the subway station, which are available at http://www.cvg.rdg.ac.uk/PETS2006. In the second one, S3-T7-A seq., a passenger with a luggage walks nearer who is occluded by a lady walking past. The third one, S7-T6-B seq., involves a passenger walking around. There also exist the occlusion and illumination changes in the sequence. The fourth scenario is about the swimming fishes in the tank. This fourth sequence, zebra-fish seq., was taken by a handheld camera, containing large illumination changes and pose variations of the zebra-fish. Figure 11 shows some typical tracking results using Ten-sor_SIFT_EMD in four additional image sequences. Table 4 presents the average iteration number and tracking time per frame. Table 5 lists the error comparison in all test image sequences. When the boundary term is combined in the regionbased functional, large decrease in average tracking errors is observed in S3-T7-A seq. and S7-T6-B seq., while there is slight performance improvement in Leopard seq., Zebra-fish seq. and Car Seq. In contrast, with this term combined, the tracking errors get larger in Pleco-fish seq. and Ped Seq. It can be seen that it is on the whole helpful to combine the boundary term, particularly when the boundary edges are significant in delineating the object region from the background. However, in the cluttered backgrounds, the performance of the tracker with boundary term may decrease because the tracker is likely to be attracted by the strong false edge points in the neighborhood.
Demo videos on tracking results in test image sequences are accessible online through the web site: http://www. peihuali.org/Tensor.htm
Concluding Remarks and Future Work
This paper presents a robust method for contour tracking in challenging conditions. We evaluated the performance of the proposed method in image sequences containing the cluttered background, illumination changes and occlusion, etc. Experiments show that the proposed method has promising performance.
The EMD is a robust measure for probability distribution matching, and has been successfully applied to various image processing issues. In active contour models, though the EMD (the Wasserstein distance) between one-dimensional distributions has been studied, the EMD between multidimensional distributions has no closed-form which is an unsolved problem [35] . To the best of our knowledge, we are one of the first who present an effective means for handling multi-dimensional density matching in the EMD-based active contour models.
SIFT descriptors are well-known for its good capability in describing the local image characteristics. Regarding the SIFT descriptors as tensors rather than vectors, we study a novel dimensionality reduction method and obtain low-dimensional Tensor-SIFT features. This SIFT-As-Tensor method can effectively capture the multi-factor (spatio-histogram) relationship in the feature data, outperforming the traditional SIFT-As-Vector method. The Tensor-SIFT features are distinctive and insensitive to illumination and viewpoint changes. Experiments in tracking problem shows its effectiveness. We are interested in exploring applications of Tensor-SIFT features in scene classification and image retrieval, among others.
Though the Tensor-SIFT features are insensitive to affine illumination changes, they can not cope with more complex ones. In these cases, the best way is to update the object model for adapting to the appearance changes, which will be studied in the future. The Tensor-SIFT features that exclude the preceding SIFT detectors are not invariant to large inplane rotation or affine transformation. One solution may be explicit combination of these transformation models into problem at hand.
The primary contributions of the paper are VEMD active contour model and Tensor-SIFT features as well as the integrated algorithm. While enjoying promising performance, the proposed method can be extended in several ways. Brox et al. [4] presented a novel methodology which combines multiple cues by coupled nonlinear diffusion, based on which they obtain good segmentation and tracking results using the geodesic active region model [39] . In line with their methodology, the Tensor-SIFT feature can also be combined with other cues to produce the novel combined feature for its usage in the VEMD. The VEMD model can also be used for image segmentation and it is interesting to compare the pros and cons between it and other models such as geodesic active region model. To constrain contour from arbitrary deformations and to overcome heavy occlusion, the shape prior introduced in [10] can be conveniently used in the proposed method. In the future work we are also interested to improve the computational efficiency of the proposed method by developing parallel algorithms via Graphics Processing Unit (GPU) to accomplish computational expensive operations.
