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Abstract
We study the Ericksen–Leslie system equipped with a quadratic free energy functional. The norm restriction of
the director is incorporated by a standard relaxation technique using a double-well potential. We use the relative
energy concept, often applied in the context of compressible Euler- or related systems of fluid dynamics, to prove
weak-strong uniqueness of solutions. A main novelty is that the relative energy inequality is proved for a system with
a nonconvex energy.
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1 Introduction
This paper is devoted to the weak-strong uniqueness of weak solutions to the three-dimensional Ericksen–Leslie
model describing liquid crystal flow. The Ericksen–Leslie model (proposed by Ericksen [8] and Leslie [16]) is a very
successful model for nematic liquid crystals and agrees with experiments (see [1, Sec. 11.1, p. 463]). The particular
model strongly depends on the choice of the free energy.
Recently, global existence of weak solutions for a very general class of free energies was shown in [7]. In this
article, we prove weak-strong uniqueness of these solutions for a special, physically relevant free energy. The weak-
strong uniqueness property says that the weak solution coincides with a weak solution admitting additional regularity
as long as the latter exists. We use the concept of relative energy (see Feiereisl, Jin and Novotny´ [11]), which can
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2 Weak-strong uniqueness for the Ericksen–Leslie model
also be used to consider other problems such as the stability of an equilibrium (see Feireisl [9]), singular limits for
vanishing coefficients (see Breit, Feireisl and Hofmanova [2] or Feireisl [10]) or to derive a posteriori estimates for
modeling errors (see Fischer [13]). In the paper at hand, we generalize the relative energy approach to a model with a
nonconvex energy.
1.1 Review of known results
A simplified Ericksen–Leslie model
∂td +(v ·∇)d = ∆d +
1
ε2
(|d |2− 1)d ,
∂tv+(v ·∇)v+∇p−∆d =−∇·
(
∇dT∇d
)
,
∇·v = 0 ,
(1.1)
was first considered in Lin and Liu [17], where global existence of weak solutions as well as local existence of strong
solutions was shown. Later, Lin and Liu [18] showed the same result for a generalized system. Existence of weak
solutions to the model considered in the article at hand (see (2.1) below) equipped with the Dirichlet energy with
double-well potential
F(d ,∇d) =
k
2
|∇d |2+
1
4ε
(|d |2− 1)2 .
was first proved in Cavaterra, Rocca and Wu [3]. In [7] the existence of weak solutions to the model considered in the
article at hand was proved for a more general class of free-energies.
The concept of weak-strong uniqueness was first considered by Prodi in 1959 (see [21]) and Serrin in 1962
(see [23]). Both studied the Navier–Stokes equation and showed weak-strong uniqueness for a class of weak solu-
tions fulfilling additional regularity requirements.
There is several work on the weak-strong uniqueness property for different simplifications of the Ericksen–Leslie
model. Zhao and Liu [26] established weak-strong uniqueness for the simplified system (1.1) with different assump-
tions on the strong solution. Dai [4, 5] established weak-strong uniqueness for a simplified incompressible model and
a more general incompressible Ericksen–Leslie model with additional assumptions on the weak solution, which cannot
be shown to hold in general. Yang et al. [24] showed the weak-strong uniqueness for the incompressible simplified
Ericksen–Leslie system with no nonlinear penalization using ideas of Feireisl et al. [12] based upon relative entropy and
suitable weak solutions. In the article at hand, we use similar ideas. However, we are able to incorporate the nonlinear
part of the free energy in the relative entropy, which we call relative energy, and to show the weak-strong uniqueness
without further assumptions on the weak solution. This is done by adapting the relative energy to the nonconvex energy
of the system. A similar weak-strong uniqueness result for measure-valued solutions to the Ericksen–Leslie system
equipped with the nonconvex Oseen–Frank energy (see [14] for the existence of such solutions) was recently proved
by the second author [15].
1.2 Notation
Vectors of R3 are denoted by bold small Latin letters. Matrices of R3×3 are denoted by bold capital Latin letters.
Moreover, numbers are denoted be small Latin or Greek letters, and capital Latin letters are reserved for potentials.
The Euclidean inner product in R3 is denoted by a dot, a ·b := aTb = ∑3i=1aibi for a,b ∈ R
3. The Frobenius inner
product in the space R3×3 of matrices is denoted by a double dot, A :B := tr(ATB) = ∑3i, j=1Ai jBi j for A,B ∈R
3×3. We
also employ the corresponding Euclidean norm with |a|2 = a ·a for a ∈ R3 and Frobenius norm with |A|2 = A : A for
A ∈ R3×3. The product of a fourth order with a second order tensor is defined by
Γ :A :=
[
3
∑
k,l=1
Γi jklAkl
]3
i, j=1
, Γ ∈R3×3×3×3,A ∈ R3×3 .
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The standard matrix and matrix-vector multiplication, however, is written without an extra sign for brevity,
AB =
[
3
∑
j=1
Ai jB jk
]3
i,k=1
, Aa =
[
3
∑
j=1
Ai ja j
]3
i=1
, A ∈ R3×3,B ∈ R3×3, a ∈ R3 .
The outer product is denoted by a⊗b = abT = [aib j]
3
i, j=1 for a,b ∈R
3. Note that tr(a⊗b) = a ·b. The symmetric and
skew-symmetric part of a matrix are denoted by Asym :=
1
2
(A+AT ) and Askw :=
1
2
(A−AT ) for A ∈R3×3, respectively.
We use the Nabla symbol ∇ for real-valued functions f : R3 → R as well as vector-valued functions f : R3 → R3
denoting
∇ f :=
[
∂ f
∂xi
]3
i=1
, ∇ f :=
[
∂ f i
∂x j
]3
i, j=1
.
For brevity, we write ∇ f T instead of (∇ f )T . The divergence of a vector-valued function f : R3→R3 and a matrix-
valued function A :R3→R3×3 is defined by
∇· f :=
3
∑
i=1
∂ f i
∂xi
= tr(∇ f ) , ∇·A :=
[
3
∑
j=1
∂Ai j
∂x j
]3
i=1
.
Note that (v ·∇) f = (∇ f )v = ∇ f v for vector-valued functions v, f : R3→R3.
Throughout this paper, let Ω ⊂ R3 be a bounded domain of class C 3,1. We rely on the usual notation for spaces
of continuous functions, Lebesgue and Sobolev spaces. Spaces of vector-valued functions are emphasized by bold
letters, for exampleLp(Ω) := Lp(Ω;R3),W k,p(Ω) :=W k,p(Ω;R3). If it is clear from the context, we also use this bold
notation for spaces of matrix-valued functions. For brevity, we often omit calling the domain Ω. The standard inner
product in L2(Ω;R3) is denoted by (· , ·) and in L2(Ω;R3×3) by (·; ·).
The space of smooth solenoidal functions with compact support is denoted by C ∞c,σ (Ω;R
3). By Lpσ (Ω), H
1
0,σ (Ω),
andW
1,p
0,σ (Ω), we denote the closure of C
∞
c,σ (Ω;R
3) with respect to the norm of L p(Ω), H1(Ω), andW 1,p(Ω), respec-
tively (1 ≤ p< ∞).
The dual space of a Banach space V is always denoted by V ∗ and equipped with the standard norm; the duality
pairing is denoted by 〈·, ·〉. The duality pairing between L p(Ω) and Lq(Ω) (with 1/p+ 1/q= 1), however, is denoted
by (·, ·) or (· : ·).
The Banach space of linear bounded operators mapping a Banach space V into itself is denoted by L (V ) and
equipped with the usual norm. For a given Banach space V , Bochner–Lebesgue spaces are denoted, as usual, by
Lp(0,T ;V ). Moreover,W 1,p(0,T ;V ) denotes the Banach space of abstract functions in Lp(0,T ;V ) whose weak time
derivative exists and is again in Lp(0,T ;V ) (see also Diestel and Uhl [6, Section II.2] or Roubı´cˇek [22, Section 1.5]
for more details). We often omit the time interval (0,T ) and the domain Ω and just write, e.g., Lp(W k,p) for brevity.
By C w([0,T ];V ), we denote the spaces of abstract functions mapping [0,T ] into V that are continuous with respect to
the weak topology in V .
By Λ, we denote a constant tensor of order 4 that is symmetric, i.e.,Λi jkl = Λkli j , i jkl ∈ {1,2,3}, and obeys the
strong ellipticity condition (see Mc Lean [19]), i.e., there exists η > 0 such that
(a⊗b) :Λ : (a⊗b)≥ η |a|2|b|2 for all a,b ∈R3 . (1.2)
We introduce the norm ‖ · ‖Λ := ‖· : Λ : ·‖
1/2
L1
. The norm ‖∇ · ‖Λ is equivalent to the H
1-norm on H10. We use the
abbreviation ∆Λd for the operator ∇·Λ : ∇d for d ∈H
2.
Finally, by c > 0, we denote a generic positive constant and by Cδ a constant depending on a given parameter
δ > 0.
4 Weak-strong uniqueness for the Ericksen–Leslie model
2 Model and main result
We consider the general Ericksen–Leslie system, which was investigated in [7]. In comparison to the model in [7],
we consider a particular free energy function and reformulate the stress tensor. The system is given by
∂tv+(v ·∇)v+∇p−∇d
Tq−∇·T L = g, (2.1a)
∂td +(v ·∇)d − (∇v)skwd +λ (∇v)symd + γq = 0, (2.1b)
∇·v = 0 . (2.1c)
The vectorfields v : Ω× [0,T ]→R3 and d : Ω× [0,T ]→R3 represent the velocity field and the director field, respec-
tively. The pressure is denoted by p : Ω× [0,T ]→R. In the article at hand, we do not address the problem of existence
or uniqueness of the pressure. For the free energy potential, we choose the function
F(d ,∇d) :=
1
2
∇d :Λ : ∇d +
1
4ε
(|d |2− 1)2 . (2.2)
Here Λ is a constant symmetric fourth order tensor fulfilling the strong ellipticity condition (1.2) (see Mc Lean [19]
and Section 1.2). Moreover, ε > 0 denotes the fixed parameter for the relaxation of the requirement |d |= 1. We do not
address the question of the limit ε→0. For such a singular limit analysis for ε→0 in the context of the Ericksen–Leslie
model, we refer to [15].
The free energy is the functional induced by the free energy potential,
F (d) :=
∫
Ω
F(d ,∇d)dx =
1
2
‖∇d‖2Λ +
1
4ε
∥∥|d |2− 1∥∥2
L2
. (2.3)
The vector q is the variational derivative of the free energy,
q :=
δF
δd
=−∆Λd +
1
ε
(|d |2− 1)d . (2.4)
For the definition of the operator ∆Λ , see Section 1.2. In comparison to the system studied in [7], the divergence of the
Ericksen stress given by ∇·T E = ∇·
(
∇dT (∂F/∂∇d)
)
is replaced by −∇dTq. This reformulation is valid due to the
integration-by-parts formula (
∇·T E ,ϕ
)
=−
(
∇dTq,ϕ
)
+(∇F,ϕ )
derived in [7, Section 3.3] that holds for every test function ϕ ∈ C ∞c (Ω;R
3). Hence, via a reformulation, the term F
can be incorporated in the pressure and one ends up with the formulation (2.1). The Leslie stress tensor is given by
T L :=µ1(d · (∇v)symd)d ⊗d + µ4(∇v)sym− γ(µ2+ µ3)(d ⊗q)sym+(d ⊗q)skw
+((µ5+ µ6)−λ (µ2+ µ3))
(
d ⊗ (∇v)symd
)
sym
,
(2.5)
Note that in view of (2.1b), the formulation (2.5) is equivalent to the formulation of the Leslie stress in [7]. In order to
assure the dissipative character of the system, we assume that the parameters λ , γ , µ1, µ2, µ3, µ4, µ5, and µ6 satisfy
µ1 > 0, µ4 > 0, γ > 0, (µ5+ µ6)−λ (µ2+ µ3)> 0
4γ((µ5+ µ6)−λ (µ2+ µ3))> (γ(µ2+ µ3)−λ )
2 .
(2.6)
Finally, we assume that g ∈ L2(0,T ;(H 10,σ )
∗). We equip the system with initial conditions and Dirichlet boundary
conditions such that
v(x,0) = v0(x) for x ∈ Ω, v(x, t) = 0 for (t,x) ∈ [0,T ]× ∂Ω, (2.7a)
d(x,0) = d0(x) for x ∈ Ω, d(x, t) = d1 for (t,x) ∈ [0,T ]× ∂Ω. (2.7b)
We always assume that d0 = d1 on ∂Ω, which is a compatibility condition providing regularity. For the initial and
boundary values, we assume the regularity
v0 ∈ L
2
σ , d0 ∈H
1 , and d1 ∈H
3/2(∂Ω) . (2.8)
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Definition 2.1. The pair (v,d) is said to be a weak solution to system (2.1)–(2.8) if
v ∈ L∞(0,T ;L2σ )∩L
2(0,T ;H10,σ )∩W
1,2(0,T ;(W 1,60,σ )
∗),
d ∈ L∞(0,T ;H1)∩L2(0,T ;H2)∩W1,2(0,T ;L3/2),
(2.9)
and ∫ T
0
〈∂tv,ϕ 〉ds+
∫ T
0
((v ·∇)v,ϕ )ds−
∫ T
0
〈
∇dTq,ϕ
〉
dt+
∫ T
0
(T L : ∇ϕ )dt−
∫ T
0
〈g,ϕ 〉dt = 0, (2.10a)
∫ T
0
(∂td ,ψ (t))dt+
∫ T
0
(
((v ·∇)d ,ψ )− ((∇v)skwd ,ψ )+λ
(
(∇v)symd ,ψ
)
+ γ 〈q,ψ 〉
)
dt = 0 (2.10b)
for all test functions ϕ ∈ L2(0,T ;W 1,60,σ ) and ψ ∈ L
2(0,T ;L3).
The global existence of weak solutions was proved under the given assumptions (2.1)–(2.8) in [7, Theorem 3.1]
for a domain of class C 2.
Definition 2.2. A weak solution (v,d) (see Definition 2.1) is said to be a suitable weak solution to system (2.1) if it is
a weak solution and additionally satisfies the energy inequality
1
2
‖v(t)‖2
L2
+F (d(t))+
∫ t
0
(
µ1‖d · (∇v)symd‖
2
L2
+ µ4‖(∇v)sym‖
2
L2
)
ds
+
∫ t
0
(
(µ5+ µ6−λ (µ2+ µ3))‖(∇v)symd‖
2
L2
+ γ‖q‖2
L2
)
ds
≤
1
2
‖v0‖
2
L2
+F (d0)+
∫ t
0
(
〈g,v〉+(γ(µ2+ µ3)−λ )
(
q,(∇v)symd
))
ds
(2.11)
for almost all t ∈ (0,T ).
Definition 2.3. A weak solution (v˜,d˜) (see Definition 2.1) is said to be a strong solution to (2.1) if it admits the
additional regularity
v˜ ∈ L2(0,T ;W 1,6) , d˜ ∈ L∞(0,T ;L12)∩L2(0,T ;W 2,3) , d˜ · (∇v˜)symd˜ ∈ L
2(0,T ;L6) . (2.12)
Remark 2.4. For µ1 = 0 it would be sufficient to assume the regularity v˜ ∈ L
2(0,T ;W 1,3 ∩L∞) and (∇v˜)symd˜ ∈
L2(0,T ;L3) instead of v˜ ∈ L2(0,T ;W 1,6) and d˜ · (∇v˜)symd˜ ∈ L
2(0,T ;L6).
We can now state the main theorem of this paper.
Theorem 2.5. Let Ω ⊂ R3 be a domain of class C 2. Let (v,d) be a suitable weak solution (see Definition 2.2) to the
Ericksen–Leslie system (2.1)–(2.8) and (v˜,d˜) a strong solution (see Definition 2.3) to the same initial and boundary
conditions (2.7)–(2.8).
Then
v ≡ v˜ , d ≡ d˜ .
Remark 2.6. Theorem 2.5 is a direct consequence of Lemma 5.1. In Lemma 5.1, even the continuous dependence on
the initial values is shown as long as a strong solution exists.
Before we present the proof of the main result, we give an important remark on the existence of suitable weak
solutions.
Remark 2.7 (Existence of suitable weak solutions). In our recent work [7], we proved global existence of weak
solutions to the system (2.1) in the sense of Definition 2.1. This is done by establishing a Galerkin approximation
leading to an approximate system whose solutions (vn,dn) obey the energy equality as in (3.1). This allows us to show
6 Weak-strong uniqueness for the Ericksen–Leslie model
a priori estimates for the sequence of solutions to the approximate system and extract weakly- and weakly∗-converging
subsequences. In the end, it is possible to identify the limit of these subsequences with the solution (v,d) to (2.10).
It turns out that the energy inequality (2.11) cannot be shown to hold for the limit. The a priori estimates for the
approximate system (see [7]) imply the following weak convergences
vn
∗
⇀ v in L∞(0,T ;L2σ )∩L
2(0,T ;H 10,σ )∩W
1,2(0,T ;(W 1,60,σ )
∗) ,
qn ⇀ q in L
2(0,T ;L2) ,
(∇vn)symdn ⇀ (∇v)symd in L
2(0,T ;L2) ,
dn · (∇vn)symdn ⇀ d · (∇v)symd in L
2(0,T ;L2) ,
dn
∗
⇀ d in L∞(0,T ;H1)∩L2(0,T ;H2)∩W 1,2(0,T ;L3/2) .
Due to the weakly lower semi-continuity of the appearing norms, one can deduce that
liminf
n→∞
(1
2
‖vn(t)‖
2
L2
+F (dn(t))+
∫ t
0
(
µ1‖dn · (∇vn)symdn‖
2
L2
+ µ4‖(∇vn)sym‖
2
L2
)
ds
+
∫ t
0
(
(µ5+ µ6−λ (µ2+ µ3))‖(∇vn)symdn‖
2
L2
+ γ‖qn‖
2
L2
−〈g,vn〉
)
ds
)
≥
(1
2
‖v(t)‖2
L2
+F (d(t))+
∫ t
0
(
µ1‖d · (∇v)symd‖
2
L2
+ µ4‖(∇v)sym‖
2
L2
)
ds
+
∫ t
0
(
(µ5+ µ6−λ (µ2+ µ3))‖(∇v)symd‖
2
L2
+ γ‖q‖2
L2
−〈g,v〉
)
ds
)
.
(2.13)
Note that vn ∈ Cw([0,T ];L
2
σ ) and dn ∈ Cw([0,T ];H
1). However, we are not able to identify the limit of the remaining
term (qn,(∇vn)symdn) since qn and (∇vn)symdn only converge weakly. Thus, it is not clear weather a suitable solution
in the sense of Definition 2.2 exists.
Nevertheless, the existence of a suitable solution (see Definition 2.2) can be shown when assuming Parodi’s relation
γ(µ2+µ3) = λ . Then the last term in the energy inequality (2.11) vanishes, and with (2.13) the energy inequality also
holds for the limit of the approximate solutions, which is the weak solution.
3 Properties of the strong solution
Lemma 3.1 (Energy equality). A strong solution (v˜,d˜) (see Definition 2.3) of the system (2.1) fulfills the energy
equality
1
2
‖v˜(t)‖2
L2
+F (d˜(t))+
∫ t
0
(
µ1‖d˜ · (∇v˜)symd˜‖
2
L2
+ µ4‖(∇v˜)sym‖
2
L2
)
ds
+
∫ t
0
(
(µ5+ µ6−λ (µ2+ µ3))‖(∇v˜)symd˜‖
2
L2
+ γ‖q˜‖2
L2
)
ds
=
1
2
‖v˜0‖
2
L2
+F (d˜0)+
∫ t
0
(
〈g, v˜〉+(γ(µ2+ µ3)−λ )
(
q˜,(∇v)symd
))
ds
(3.1)
for t ∈ [0,T ].
Proof. Due to the regularity assumptions (2.12) on the strong solution, we can take (v˜,q˜) as test functions in (2.10)
and obtain the energy equality in the same way as in [7, Proposition 4.1].
Lemma 3.2 (Regularity of the strong solution). A strong solution (v˜,d˜) (see Definition 2.3) admits the regularity
∂t v˜ ∈ L
2(0,T ;(H 10,σ )
∗) , ∂td˜ ∈ L
1(0,T ;L3) . (3.2)
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Proof. First, we estimate the time derivative of v˜. Letϕ ∈ L2(0,T ;H 10,σ ) be a test function in (2.10a). We estimate the
terms individually. Because of the continuous embedding ofH10,σ into L
6, we obtain for the convection term
∫ T
0
|((v˜(t) ·∇)v˜(t),ϕ (t))|dt ≤ ‖v˜‖L∞(L2)‖∇v˜‖L2(L3)‖ϕ‖L2(H 10,σ )
.
Similarly, the Ericksen stress can be estimated as
∫ T
0
|(∇d˜(t)T q˜(t),ϕ (t))|dt ≤ ‖∇d˜‖L∞(L2)‖q˜‖L2(L3)‖ϕ‖L2(H10,σ )
.
For the right-hand side, we have that
∫ T
0
|〈g(t),ϕ (t)〉|dt ≤ ‖g‖L2((H10,σ )*)
‖ϕ‖L2(H10)
.
With the definition of the Leslie stress tensor (see (2.5)) , we get
∫ T
0
|(T L(t);∇ϕ (t))|dt ≤
(
µ1‖d˜ · (∇v˜)symd˜‖L2(L6)‖d˜‖
2
L∞(L6)
+ µ4‖(∇v˜)sym‖L2(L2)
+(|γ(µ2+ µ3)|+ 1)‖d˜‖L∞(L6)‖q˜‖L2(L3)
+((µ5+ µ6)−λ (µ2+ µ3))‖(∇v˜)sym‖L2(L6)‖d˜‖
2
L∞(L6)
)
‖ϕ‖L2(H 10,σ )
≤ c
((
‖d˜ · (∇v˜)symd˜‖L2(L6)+ ‖(∇v˜)sym‖L2(L6)+ ‖q˜‖L∞(L3)
)(
‖d˜‖2
L∞(L6)
+ 1
))
‖ϕ‖L2(H10,σ )
.
Due to the regularity assumptions on the strong solution (see Definition 2.3), the variational derivative of the free
energy can be estimated in terms of the L2(0,T ;L3)-norm by standard embeddings and the Gagliardo–Nirenberg
inequality [25, Section 21.19],
‖q˜‖L2(L3) ≤ |Λ|‖d˜‖L2(W 2,3)+
1
ε
(
‖d˜‖3
L6(L9)
+ ‖d˜‖L2(L3)
)
≤ c
(
‖d˜‖L2(W 2,3)+ ‖d˜‖
1/3
L2(W 2,3)
‖d˜‖
8/3
L∞(L6)
+ 1
)
. (3.3)
Note that ε is a constant parameter. Altogether, we see that ∂t v˜ ∈ L
2(0,T ;(H 10,σ )
*) and
‖∂tv˜‖L2((H 10,σ )*)
≤ ‖v˜‖L∞(L2)‖∇v˜‖L2(L3)+ ‖∇d˜‖L∞(L2)‖q˜‖L2(L3)+ ‖g‖L2((H10,σ )*)
+ c
((
‖d˜ · (∇v˜)symd˜‖L2(L6)+ ‖(∇v˜)sym‖L2(L6)+ ‖q˜‖L∞(L3)
)(
‖d˜‖2
L∞(L6)
+ 1
))
with q˜ estimated in (3.3).
Recalling equation (2.10b) and estimate (3.3), standard embeddings show that ∂td˜ ∈ L
1(0,T ;L3) with
‖∂td˜‖L1(L3) ≤ ‖v˜‖L2(L∞)‖∇d˜‖L2(L3)+ ‖(∇v˜)skw‖L2(L3)‖d˜‖L2(L∞)+ |λ |‖(∇v˜)sym‖L2(L3)‖d˜‖L2(L∞)+ ‖q˜‖L1(L3)
≤ c
(
‖v˜‖L2(W 1,6)‖d˜‖L2(W 2,3)+ ‖q˜‖L2(L3)
)
.
In the course of the proof of Theorem 2.5, we shall employ the following three integration-by-parts formulae.
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4 Integration-by-parts formulae
Lemma 4.1. For functions (v,d) and (v˜,d˜) fulfilling (2.9) and (3.2), respectively, the integration-by-parts formulae
(v(t), v˜(t))− (v(s), v˜(s)) =
∫ t
s
(〈v(τ),∂t v˜(τ)〉+ 〈∂tv(τ), v˜(τ)〉)dτ ,
(∇d(t);Λ : ∇d˜(t))− (∇d(s);Λ : ∇d˜(s)) =−
∫ t
s
(
(∂td(τ),∆Λd˜(τ))+ (∆Λd(τ),∂td˜(τ))
)
dτ ,
(|d(t)|2, |d˜(t)|2)− (|d(s)|2, |d˜(s)|2) = 2
∫ t
s
(
(∂td(τ) ·d(τ), |d˜(τ)|
2)+ (|d(τ)|2,∂td˜(τ) · d˜(τ))
)
dτ
(4.1)
hold true for every s, t ∈ [0,T ].
Proof. We choose two approximate sequences vn ∈ C
1([0,T ];H10,σ ) and v˜n ∈ C
1([0,T ];W 1,60,σ ) such that
vn→v ∈ L
2(0,T ;H10,σ )∩W
1,2(0,T ;(W 1,60,σ )
∗)
v˜n→v˜ ∈ L
2(0,T ;W 1,60,σ )∩W
1,2(0,T ;(H 10,σ )
*) ,
(4.2)
which is possible in view of density. For the approximate sequences, the integration-by-parts formula
(vn(t), v˜n(t))− (vn(s), v˜n(s)) =
∫ t
s
((vn(τ),∂t v˜n(τ))+ (∂tvn(τ), v˜n(τ)))dτ (4.3)
obviously holds true for all s, t ∈ [0,T ]. In the following, we derive estimates for the terms on the left-hand side of (4.3).
Let us define a partition of the unity via a function φ ∈ C 1([0,T ]) with
|φ(t)| ≤ 1 for all t ∈ [0,T ] , φ(0) = 0 and φ(T ) = 1 .
Let u ∈ C 1([0,T ];H10,σ ) and u˜ ∈ C
1([0,T ];W 1,60,σ ). We have that
u(t) = φ(t)u(t)+ (1−φ(t))u(t) , u˜(t) = φ(t)u˜(t)+ (1−φ(t))u˜(t).
We abbreviate φ¯(t) := 1−φ(t) for all t ∈ [0,T ] such that φ¯(T ) = 0. It can easily be seen that for t ∈ [0,T ]
φ(t)(u(t),u˜(t)) = φ(0)(u(0),u˜(0))+
∫ t
0
φ ′(τ)(u(τ),u˜(τ))dτ +
∫ t
0
φ(τ)((∂tu(τ),u˜(τ))+ (u(τ),∂tu˜(τ)))dτ
φ¯ (t)(u(t),u˜(t)) = φ¯(T )(u(T ),u˜(T ))+
∫ T
t
φ ′(τ)(u(τ),u˜(τ))dτ −
∫ T
t
φ¯ (τ)((∂tu(τ),u˜(τ))+ (u(τ),∂tu˜(τ)))d τ .
Summing up the two previous equations, we find that for all t ∈ [0,T ]
(u(t),u˜(t)) =
∫ T
0
φ ′(τ)(u(τ),u˜(τ))dτ +
∫ T
0
φ(τ)((∂tu(τ),u˜(τ))+ (u(τ),∂tu˜(τ)))dτ
−
∫ T
t
((∂tu(τ),u˜(τ))+ (u(τ),∂tu˜(τ)))dτ
≤ max
t∈[0,T ]
|φ ′(t)|‖u‖L2(L2)‖u˜‖L2(L2)+ 2‖∂tu‖L2((W 1,60,σ )∗)
‖u˜‖
L2(W
1,6
0,σ )
+ 2‖u‖L2(H10,σ )
‖∂tu˜‖L2((H 10,σ )*)
.
(4.4)
The above estimate is now applied to the left-hand side of (4.3). Since {vn} and {v˜n} are Cauchy sequences in the
spaces indicated in (4.2), we see with
(vn(t), v˜n(t))− (vm(t), v˜m(t)) = (vn(t)−vm(t), v˜n(t))+ (vm(t), v˜n(t)− v˜m(t)) for t ∈ [0,T ] and m,n ∈N
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and the estimate (4.4) that {(vn, v˜n)} is a Cauchy sequence in C ([0,T ]). The continuous functions are complete and
the limit is unique such that {(vn, v˜n)} converges in C ([0,T ]) to (v, v˜). For the approximation of the terms on the
right-hand side of the identity (4.3), we see that the difference of the approximation and the limit can be estimated by∣∣∣∣
∫ t
s
〈v(τ),∂t v˜(τ)〉− (vn(τ),∂t v˜n(τ))dτ
∣∣∣∣ ≤ ‖v‖L2(H10,σ )‖∂tv˜− ∂tv˜n‖L2((H10,σ )*)+ ‖v−vn‖L2((H10,σ )*)‖∂tv˜n‖L2((H10,σ )*) ,∣∣∣∣
∫ t
s
〈∂tv(τ), v˜(τ)〉− (∂tvn(τ), v˜n(τ))dτ
∣∣∣∣ ≤ ‖∂tv− ∂tvn‖L2((W 1,60,σ )∗)‖v˜‖L2(W 1,60,σ )+ ‖∂tvn‖L2(W 1,60,σ )∗)‖v˜− v˜n‖L2(W 1,60,σ ) .
The right-hand sides of the above estimates converge to zero for n→∞ since {vn} and {v˜n} converge to v and v˜ in the
sense of (4.2). This proves that the integration-by-parts formula (4.3) holds for v and v˜.
For proving the second and third formula in (4.1), the weak solution d and the strong solution d˜ are approximated
by sequences of smooth functions dn and d˜n in L
2(0,T ;H2)∩W 1,2(0,T ;L3/2) and L2(0,T ;W 2,3)∩W 1,2(0,T ;L2),
respectively. The approximate sequences can be chosen such that every element, i.e.,dn and d˜n, of this sequences
fulfills the same boundary conditions as d and d˜ , respectively. Since these boundary values of dn and d˜n are constant
in time, their time derivative vanishes on the boundary. Hence, there are no boundary terms in the integration-by-parts
formula
(
∇dn(t);Λ : ∇d˜n(t)
)
−
(
∇dn(s); Λ : ∇d˜n(s)
)
=
∫ t
s
((
∇∂tdn(τ); Λ : ∇d˜n(τ)
)
+
(
∇dn(τ); Λ : ∇∂td˜n(τ)
))
dτ
= −
∫ t
s
((
∂tdn(τ),∆Λ d˜n(τ)
)
+
(
∆Λdn(τ),∂td˜n(τ)
))
dτ .
Going to the limit in n shows the second integration-by-parts formula in (4.1). The third integration-by-parts formula
in (4.1) is proved by the same approximation.
5 Proof of the main result
We define the relative energy for two solutions to system (2.1)
E (v,d |v˜,d˜) :=
1
2
‖v− v˜‖2
L2
+
1
2
‖∇d −∇d˜‖2Λ +
1
4ε
∥∥(|d |2− 1)− (|d˜|2− 1)∥∥2
L2
, (5.1)
and the relative dissipation by
W (v,d |v˜,d˜) := µ1
∥∥d · (∇v)symd − d˜ · (∇v˜)symd˜∥∥2L2 + µ4∥∥(∇v)sym− (∇v˜)sym∥∥2L2
+(µ5+ µ6−λ (µ2+ µ3))
∥∥(∇v)symd − (∇v˜)symd˜∥∥2L2 + γ ‖q− q˜‖2L2 (5.2)
Lemma 5.1. Let (v,d) be a suitable weak solution (see Definition 2.2) to system (2.1) for given initial values (v0,d0).
Let (v˜,d˜) be a strong solution (see Definition 2.3) to system (2.1) for given initial values (v˜0,d˜0). Then for almost all
t ∈ [0,T ]
E (v,d |v˜,d˜)(t)≤ E (v0,d0|v˜0,d˜0)e
∫ t
0 K (v,d |v˜,d˜)(s)ds , (5.3)
where K is given by
K (v,d |v˜,d˜) =
c
(
1+ ‖d‖2
L∞(L6)
+ ‖d˜‖2
L∞(L6)
)(
‖v˜‖2
W 1,6
+ ‖q˜‖2
L3
+ ‖d˜ · (∇v˜)symd˜‖
2
L6
+ ‖∂td˜‖L3 + ‖|d˜ |
2− 1‖2
L6
+ ‖v‖2
L6
+ ‖∇d˜‖2
L2
)
(5.4)
and c is a possibly large constant.
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Remark 5.2. The functional (5.4) only depends on the two norms ‖v‖L2(L6) and ‖d‖L∞(L6) of the weak solution, which
are known to be finite. Additionally, it depends on several norms of the strong solution (v˜,d˜). Due to the regularity
assumptions (3.2) and estimate (3.3), the functionalK is bounded in L1(0,T ). For the relative energy and the relative
dissipation, note that E (v,d |v˜,d˜) ∈ L∞(0,T ) and W (v,d |v˜,d˜) ∈ L1(0,T ) due to (2.9) and (2.11), respectively.
Proof. Consider the relative energy
E (v,d |v˜,d˜) =
1
2
‖v‖2
L2
+
1
2
‖∇d‖2Λ +
1
4ε
‖|d |2− 1‖2
L2
+
1
2
‖v˜‖2
L2
+
1
2
‖∇d˜‖2Λ +
1
4ε
‖|d˜ |2− 1‖2
L2
− (v, v˜)− (∇d ;Λ : ∇d˜)−
1
2ε
(|d |2− 1, |d˜ |2− 1) .
We insert the energy inequality (2.11) for the weak solution (v,d) and the energy equality (3.1) for the smooth solution
(v˜,d˜). This leads to
E (v,d |v˜,d˜)≤
1
2
‖v0‖
2
L2
+
1
2
‖v˜0‖
2
L2
+F (d0)+F (d˜0)
− µ1
∫ t
0
(
‖d · (∇v)symd‖
2
L2
+ ‖d˜ · (∇v˜)symd˜‖
2
L2
)
ds− µ4
∫ t
0
(
‖(∇v)sym‖
2
L2
+ ‖(∇v˜)sym‖
2
L2
)
ds
− (µ5+ µ6−λ (µ2+ µ3))
∫ t
0
(
‖(∇v)symd‖
2
L2
+ ‖(∇v˜)symd˜‖
2
L2
)
ds− γ
∫ t
0
(
‖q‖2
L2
+ ‖q˜‖2
L2
)
ds
+
∫ t
0
〈g,v+ v˜〉ds+(γ(µ2+ µ3)−λ )
∫ t
0
((
q,(∇v)symd
)
+
(
q˜,(∇v˜)symd˜
))
ds
− (v, v˜)− (∇d ;Λ : ∇d˜)−
1
2ε
(|d |2− 1, |d˜ |2− 1) .
Adding the integral over the relative dissipation gives
E (v,d |v˜,d˜)+
∫ t
0
W (v,d |v˜,d˜)ds≤
1
2
‖v0‖
2
L2
+
1
2
‖v˜0‖
2
L2
+F (d0)+F (d˜0)
− 2µ1
∫ t
0
(
d · (∇v)symd ,d˜ · (∇v˜)symd˜
)
ds− 2µ4
∫ t
0
(
(∇v)sym;(∇v˜)sym
)
ds
− 2(µ5+ µ6−λ (µ2+ µ3))
∫ t
0
(
(∇v)symd ,(∇v˜)symd˜
)
ds− 2γ
∫ t
0
(q,q˜)ds
+
∫ t
0
〈g,v+ v˜〉ds+(γ(µ2+ µ3)−λ )
∫ t
0
((
q,(∇v)symd
)
+
(
q˜,(∇v˜)symd˜
))
ds
− (v, v˜)− (∇d ;Λ : ∇d˜)−
1
2ε
(|d |2− 1, |d˜ |2− 1) .
(5.5)
The last term can be written via Lemma 4.1 as
−
1
2ε
(|d |2− 1, |d˜ |2− 1)(t)+
1
2ε
(|d0|
2− 1, |d˜0|
2− 1) =−
1
2ε
∫ t
0
(
(|d |2− 1,∂t |d˜ |
2)+ (∂t |d |
2, |d˜ |2− 1)
)
ds
=−
1
2ε
∫ t
0
(
((|d |2− 1)− (|d˜|2− 1),∂t |d˜ |
2)+ (∂t |d |
2+ ∂t |d˜ |
2, |d˜ |2− 1)
)
ds
=−
1
2ε
∫ t
0
(
((|d |2− 1)− (|d˜|2− 1),2∂td˜ · (d˜ −d))+ (∂t |d − d˜ |
2, |d˜ |2− 1)
)
ds
−
1
2ε
∫ t
0
(
((|d |2− 1)− (|d˜|2− 1),2∂td˜ ·d)+ (2∂t(d · d˜), |d˜ |
2− 1)
)
ds
=−
1
2ε
∫ t
0
(
((|d |2− 1)− (|d˜|2− 1),2∂td˜ · (d˜ −d))+ (∂t |d − d˜ |
2, |d˜ |2− 1)
)
ds
−
1
ε
∫ t
0
(
((|d |2− 1)d ,∂td˜)+ (∂td ,(|d˜ |
2− 1)d˜)
)
ds
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Recall the definition of the variational derivative of the free energy (see (2.4)),
−
1
ε
∫ t
0
(
((|d |2− 1)d ,∂td˜)+ (∂td ,(|d˜ |
2− 1)d˜)
)
ds+
∫ t
0
(
(∂td˜ ,∆Λd)+ (∂td ,∆Λd˜)
)
ds=−
∫ t
0
(
(q,∂td˜)+ (∂td ,q˜)
)
ds .
Due to the integration-by-parts formulae (4.1) and the two previous equations, the last line in (5.5) can be reformulated
as
−(v, v˜)− (∇d ;Λ : ∇d˜)−
1
2ε
(|d |2− 1, |d˜|2− 1) =−(v0, v˜0)− (∇d0;Λ : ∇d˜0)−
1
2ε
(|d0|
2− 1, |d˜0|
2− 1)
−
1
2ε
∫ t
0
(
((|d |2− 1)− (|d˜|2− 1),2∂td˜ · (d˜ −d))+ (∂t |d − d˜ |
2, |d˜ |2− 1)
)
ds
−
∫ t
0
(
〈v,∂tv˜〉+ 〈∂tv, v˜〉+(q,∂td˜)+ (∂td ,q˜)
)
ds .
(5.6)
Note that the sum of terms with the initial conditions (v0,d0) and (v˜0,d˜0) appearing in (5.5) and (5.6) is the relative
energy of the initial values,
1
2
‖v0‖
2
L2
+
1
2
‖v˜0‖
2
L2
+F (d0)+F (d˜0)− (v0, v˜0)− (∇d0Λ∇d˜0)−
1
2ε
(|d0|
2− 1, |d˜0|
2− 1) = E (v0,d0|v˜0,d˜0) .
We use the fact that (v,d) and (v˜,d˜) are solutions to calculate the last line in (5.6) explicitly. In order to handle the
last line in (5.6), we use the fact that (v,d) and (v˜,d˜) are solutions to (2.1). This shows with (5.5) that
E (v,d |v˜,d˜)+
∫ t
0
W (v,d |v˜,d˜)ds≤ E (v0,d0|v˜0,d˜0)+∫ t
0
(((v˜ ·∇)v˜,v)+ ((v ·∇)v, v˜))ds+
∫ t
0
(
((v˜ ·∇)d˜ ,q)+ ((v ·∇)d ,q˜)− (∇d˜
T
q˜,v)− (∇dTq, v˜)
)
ds
+ µ1
∫ t
0
((
d˜ · (∇v˜)symd˜ ,(∇v)sym : (d˜ ⊗ d˜−d ⊗d)
)
+
(
d · (∇v)symd ,(∇v˜)sym : (d ⊗d− d˜ ⊗ d˜)
))
ds
+(µ5+ µ6−λ (µ2+ µ3))
∫ t
0
((
(∇v˜)symd˜ ,(∇v)sym(d˜ −d)
)
+
(
(∇v)symd ,(∇v˜)sym(d − d˜)
))
ds
− γ(µ2+ µ3)
∫ t
0
((
d˜ ⊗ q˜;(∇v)sym− (∇v˜)sym
)
+
(
d ⊗q;(∇v˜)sym− (∇v)sym
))
ds
−
∫ t
0
((
d˜ ⊗ q˜;(∇v)skw
)
+(d ⊗q;(∇v˜)skw)− ((∇v˜)skwd˜ ,q)− ((∇v)skwd ,q˜)
)
ds
+λ
∫ t
0
(
((∇v˜)symd˜ ,q− q˜)+ ((∇v)symd ,q˜−q)
)
ds
−
1
2ε
∫ t
0
(
((|d |2− 1)− (|d˜|2− 1),2∂td˜ · (d˜ −d))+ (∂t |d − d˜ |
2, |d˜ |2− 1)
)
ds
= E (v0,d0|v˜0,d˜0)+ I1+ I2+ µ1I3+(µ5+ µ6−λ (µ2+ µ3))I4− γ(µ2+ µ3)I5+ I6+λ I7−
1
2ε
I8 .
In the above equation we have employed the weak formulation for the solutions (v,d) and (v˜,d˜) tested with (v˜,q˜) and
(v,q), respectively. Note that the choice of test functions is justified due to the additional regularity (see Lemma 3.2).
We calculate and estimate the terms in the above equation individually. In the following let δ > 0. For the fist term I1,
we observe that
I1 =
∫ t
0
(((v ·∇(v− v˜), v˜−v)+ (((v− v˜) ·∇)v˜, v˜−v))ds=
∫ t
0
(
(v− v˜)⊗ (v˜−v);(∇v˜)sym
)
ds
≤Cδ
∫ t
0
‖(∇v˜)sym‖
2
L3
‖v− v˜‖2
L2
ds+ δ
∫ t
0
‖v− v˜‖2
L6
ds .
We recall that v and v˜ are solenoidal such that ((v ·∇)w,w) = ((v˜ ·∇)w,w) = 0 for all w ∈H 10,σ .
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The term I2 can be estimated by
I2 =
∫ t
0
(
((v ·∇)(d − d˜),q˜)+ ((v˜ ·∇)(d˜ −d),q)
)
ds=
∫ t
0
(
((v− v˜),(∇d −∇d˜)T q˜)+ ((v˜ ·∇)(d˜ −d),q− q˜)
)
ds
≤Cδ
∫ t
0
(
‖q˜‖2
L3
‖∇d −∇d˜‖2
L2
)
ds+ δ
∫ t
0
‖v− v˜‖2
L6
ds+Cδ
∫ t
0
‖v˜‖2L∞‖∇d˜ −∇d‖
2
L2
ds+ δ
∫ t
0
‖q− q˜‖2
L2
ds .
With the standard embedding H 10,σ →֒ L
6 and Korn’s inequality [19, Theorem 10.1], there is a constant c such that
‖v− v˜‖L6 ≤ c‖(∇v)sym− (∇v˜)sym‖L2 . We rearrange and estimate the term I3 by
I3 =
∫ t
0
(
d˜ · (∇v˜)symd˜ ,
(
(∇v)sym− (∇v˜)sym
)
:
(
d˜ ⊗ d˜−d ⊗d
))
ds
+
∫ t
0
(
d · (∇v)symd − d˜ · (∇v˜)symd˜ ,(∇v˜)sym :
(
d ⊗d− d˜⊗ d˜
))
ds
=
∫ t
0
(
d˜ · (∇v˜)symd˜ ,
(
(∇v)sym− (∇v˜)sym
)
:
(
d˜ ⊗ (d˜−d)
))
ds
+
∫ t
0
(
d˜ · (∇v˜)symd˜ ,
(
(∇v)symd − (∇v˜)symd˜
)
·
(
d˜ −d
))
ds
+
∫ t
0
(
d˜ · (∇v˜)symd˜ ,(∇v˜)sym : (d˜ −d)⊗ (d˜ −d)
)
ds
+
∫ t
0
(
d · (∇v)symd − d˜ · (∇v˜)symd˜ ,(∇v˜)sym : (d − d˜)⊗ d˜
)
ds
+
∫ t
0
(
d · (∇v)symd − d˜ · (∇v˜)symd˜ ,(∇v˜)sym : d ⊗ (d− d˜)
)
ds
≤Cδ‖d˜‖
2
L∞(L6)
∫ t
0
‖d˜ · (∇v˜)symd˜‖
2
L6
‖d− d˜‖2
L6
ds+ δ
∫ t
0
‖(∇v)sym− (∇v˜)sym‖
2
L2
ds
+Cδ
∫ t
0
‖d˜ · (∇v˜)symd˜‖
2
L3
‖d − d˜‖2
L6
ds+ δ
∫ t
0
‖(∇v)symd − (∇v˜)symd˜‖
2
L2
ds
+
∫ t
0
(
‖d˜ · (∇v˜)symd˜‖
2
L3
+ ‖(∇v˜)sym‖
2
L3
)
‖d − d˜‖2
L6
ds
+Cδ‖d˜‖
2
L∞(L6)
∫ t
0
‖(∇v˜)sym‖
2
L6
‖d − d˜‖2
L6
ds+ δ
∫ t
0
‖d · (∇v)symd − d˜ · (∇v˜)symd˜‖
2
L2
ds
+Cδ‖d‖
2
L∞(L6)
∫ t
0
‖(∇v˜)sym‖
2
L6
‖d − d˜‖2
L6
ds+ δ
∫ t
0
‖d · (∇v)symd − d˜ · (∇v˜)symd˜‖
2
L2
ds .
The embeddingH10 →֒ L
6 together with Poincare´’s inequality (see Morrey [20, Thm. 6.5.6.]) assures that
‖d − d˜‖L6 ≤ c‖∇d −∇d˜‖Λ .
We continue with I4,
I4 =
∫ t
0
(
(∇v˜)symd˜ ,
(
(∇v)sym− (∇v˜)sym
)
(d˜ −d)
)
ds+
∫ t
0
(
(∇v)symd − (∇v˜)symd˜ ,(∇v˜)sym(d − d˜)
)
ds
≤Cδ
∫ t
0
‖(∇v˜)symd˜‖
2
L3
‖d − d˜‖2
L6
ds+ δ
∫ t
0
‖(∇v)sym− (∇v˜)sym‖
2
L2
ds
+Cδ
∫ t
0
‖(∇v˜)sym‖
2
L3
‖d − d˜‖2
L6
ds+ δ
∫ t
0
‖(∇v)symd − (∇v˜)symd˜‖
2
L2
ds .
E. Emmrich and R. Lasarzik 13
The term I5 can be rearranged as
I5 =
∫ t
0
((
(∇v)sym− (∇v˜)sym,(d˜ −d)⊗ q˜
)
+
(
(∇v˜)sym− (∇v)sym,d ⊗ (q− q˜)
))
ds
=
∫ t
0
((
(∇v)sym− (∇v˜)sym,(d˜ −d)⊗ q˜
)
+
(
(∇v˜)sym(d − d˜),q− q˜
))
ds
+
∫ t
0
(
(∇v˜)symd˜ − (∇v)symd ,q− q˜
)
ds ,
and thus be estimated by
I5 ≤ δ
∫ t
0
‖(∇v)sym− (∇v˜)sym‖
2
L2
ds+ δ
∫ t
0
‖q− q˜‖2
L2
ds+Cδ
∫ t
0
(
‖q˜‖2
L3
+ ‖(∇v˜)sym‖
2
L3
)
‖d − d˜‖2
L6
ds
+
∫ t
0
(
(∇v˜)symd˜ − (∇v)symd ,q− q˜
)
ds .
The term I6 is bounded by
I6 =
∫ t
0
((
(∇v)skw(d˜ −d),q˜
)
+
(
(∇v˜)skw(d − d˜),q
))
ds
=
∫ t
0
((
((∇v)skw− (∇v˜)skw) (d˜ −d),q˜
)
+
(
(∇v˜)skw(d − d˜),q− q˜
))
ds
≤Cδ
∫ t
0
‖q˜‖2
L3
‖d − d˜‖2
L6
ds+ δ
∫ t
0
‖(∇v)skw− (∇v˜)skw‖
2
L2
ds
+Cδ
∫ t
0
‖(∇v˜)skw‖
2
L3
‖d − d˜‖2
L6
ds+ δ
∫ t
0
‖q− q˜‖2
L2
ds .
Note that due to Korn’s [19, Theorem 10.1] and Poincare´’s inequality, we find that
‖(∇v)skw− (∇v˜)skw‖L2 ≤ ‖v− v˜‖H10
≤ c‖(∇v)sym− (∇v˜)sym‖L2 .
The term I7 is already in the form desired. Finally, we estimate I8. Starting with the first term, we observe that∫ t
0
((
(|d |2− 1)− (|d˜|2− 1)
)
(d˜ −d),∂td˜
)
ds≤
∫ t
0
‖∂td˜‖L3
(
‖(|d |2− 1)− (|d˜|2− 1)‖2
L2
+ ‖d− d˜‖2
L6
)
ds .
Since d˜ is a strong solution (see Definition 2.3), ∂td˜ is in L
1(0,T ;L3) due to Lemma 3.2.
Now we reformulate the second term of I8. Using that equation (2.10b) is fulfilled by d and d˜ , respectively, yields
1
2
∫ t
0
(
|d˜ |2− 1,∂t |d − d˜ |
2
)
ds
=
∫ t
0
(
(|d˜ |2− 1)(d− d˜),∂td − ∂td˜
)
ds
=
∫ t
0
(
(|d˜ |2− 1)(d˜−d),(v ·∇)d − (v˜ ·∇)d˜ − (∇v)skwd +(∇v˜)skwd˜
)
ds
+
∫ t
0
(
(|d˜ |2− 1)(d˜−d),λ ((∇v)symd − (∇v˜)symd˜)+ γ(q− q˜)
)
ds
= J1+ J2 .
The term J1 can be rewritten as
J1 =
∫ t
0
(
(|d˜ |2− 1)(d˜−d),∇d˜(v− v˜)
)
ds+
∫ t
0
(|d˜ |2− 1,v · (∇d −∇d˜)(d˜ −d))ds
−
∫ t
0
(
(|d˜ |2− 1)(d˜ −d),(∇v)skw(d − d˜)
)
ds−
∫ t
0
(
(|d˜ |2− 1)(d˜−d),((∇v)skw− (∇v˜)skw)d˜
)
ds .
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We observe that the third term, i.e., ((|d˜ |2− 1)(d˜ −d),(∇v)skw(d − d˜)) vanishes since (∇v)skw is skew-symmetric.
Hence, we can estimate J1 by
J1 ≤Cδ
∫ t
0
(
‖|d˜ |2− 1‖2
L6
+ ‖∇d˜‖2
L2
)
‖d − d˜‖2
L6
ds+ δ
∫ t
0
‖v− v˜‖2
L6
ds
+
∫ t
0
(
‖|d˜ |2− 1‖2
L6
+ ‖v‖2
L6
)(
‖∇d −∇d˜‖2Λ + ‖d− d˜‖
2
L6
)
ds
+Cδ‖d˜‖
2
L∞(L6)
∫ t
0
‖|d˜ |2− 1‖2
L6
‖d − d˜‖2
L6
ds+ δ
∫ t
0
‖(∇v)skw− (∇v˜)skw‖
2
L2
ds .
It remains to estimate the term J2:
J2 ≤Cδ‖d˜‖
2
L∞(L6)
∫ t
0
‖|d˜ |2− 1‖2
L6
‖d − d˜‖2
L6
ds+ δ
∫ t
0
(
λ‖(∇v)symd − (∇v˜)symd˜‖
2
L2
+ γ‖q− q˜‖2
L2
)
ds .
Inserting everything back into (5.5) yields
E (v,d |v˜,d˜)(t)+
∫ t
0
W (v,d |v˜,d˜)ds≤ E (v0,d0|v˜0,d˜0)
+ (γ(µ2+ µ3)−λ )
∫ t
0
(
q− q˜,(∇v)symd − (∇v˜)symd˜
)
ds
+ δc
∫ t
0
W (v,d |v˜,d˜)ds+
∫ t
0
K (v,d |v˜,d˜)E (v,d |v˜,d˜)ds .
Since the constants are assumed to fulfill the dissipative relation (2.6) we can find a real number ζ ∈ (0,1) such that
(γ(µ2+ µ3)−λ )
2 ≤ ζ 24γ(µ5+ µ6−λ (µ2+ µ3)). (5.7)
The relative energy can be estimated further on with Youngs and Ho¨lder’s inequality, such that
E (v,d |v˜,d˜)(t)+
∫ t
0
W (v,d |v˜,d˜)ds
≤ E (v0,d0|v˜0,d˜0)
+ ζ
∫ t
0
(
γ‖q− q˜‖2
L2
+(µ5+ µ6−λ (µ2+ µ3))‖(∇v)symd − (∇v˜)symd˜‖
2
L2
)
ds
+ δc
∫ t
0
W (v,d |v˜,d˜)ds+
∫ t
0
K (v,d |v˜,d˜)E (v,d |v˜,d˜)ds
≤ E (v0,d0|v˜0,d˜0)+ (ζ + δc)
∫ t
0
W (v,d |v˜,d˜)ds+
∫ t
0
K (v,d |v˜,d˜)E (v,d |v˜,d˜)ds .
We now choose δ sufficiently small such that δ ≤ (1−ζ )/c. Thus, the relative dissipation W can be absorbed into the
left-hand side. Note that c does not depend on δ , but only on the constants arising from the embeddings and Korn’s
inequality as well as the constants of the system (see (2.6)). The assertion (5.3) immediately follows from Gronwall’s
estimate (see Remark 5.2).
Proof of Theorem 2.5. The main Theorem 2.5 is a direct consequence of Lemma 5.1.
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