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Book review
William J. Raynor Jr., International Dictionary of Artiﬁcial Intelligence, 2nd edition, Global Professional Publishing,
ISBN 978-0-85297-657-9, 2009, 242 pp.
Right off, nearly everyone truly interested in Artiﬁcial Intelligence might ﬁrst wonder why anyone would produce a
printed book of over 2400 Artiﬁcial Intelligence terms, especially when there is such broad access to the world’s largest
digital collection of knowledge, the World-Wide Web.
Indeed, I have to say that the mere existence of the book made me think and re-think why anyone would publish a
relatively brief (242 pages) summary of a set of terms related to Artiﬁcial Intelligence?
Well, consider some of these reasons:
1. I would have never encountered a variety of terms and acronyms, e.g. on page 109, which is the beginning of the
section of terms beginning with “I,” you have
ICA: See: independent components analysis.
ICAI: See: intelligent computer-aided instruction.
ICD-9: See: international classiﬁcation of diseases.
Iceberg cube: A data structure used in data mining and related areas, an iceberg cube is a data Cube that only
stores populated cells.
I have never heard of, nor likely would have ever encountered “Iceberg cube” in any of my current or future research,
not to suggest the idea is unimportant.
2. There is a large number of acronyms associated with a long history of Artiﬁcial Intelligence systems, so if you forgot,
say “ILLIAD” was an expert system for internal medicine, no worries, you are reminded.
3. The back cover of the book includes a list of other such dictionaries from Global Professional Publishing, so if you don’t
have this one, you couldn’t possibly collect the whole set.
4. Some concepts have a very tight reference cycle: “long term memory: In neural networks, the coeﬃcients within the
nodes, including their connectivity. See: short-term memory.” And then “Short-termmemory: In a neural network, the
current state of a system. See: long termmemory.” So this kind of tight deﬁnition loop will certainly prevent any reader
from being distracted by peripheral concepts related to psychology, or neurophysiology, or cognitive science.
5. Some of the entries include URLs, so that if you don’t understand the printed deﬁnition, you can look it up in, you
guessed it, the World-Wide Web.
Well, I began writing this review by thinking I could think of ten reasons that this dictionary was valuable and at least
interesting, and perhaps induce the kind of market that the publisher might have had in mind.
But I failed. I can’t think of any more. I personally can’t ﬁgure out why a publisher would actually do this? But I’m sure
there is a reason. . . producing a book, regardless of the content takes resources, so there must be a reason. So if you are
interested in this kind of puzzle, you should buy the book.
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