Abstract-A new methodology for deriving surrogate models for solving black-box optimization problems has been developed in this study. A discrete Fourier series was derived from the conventional Fourier series formulation and principles associated with the discrete Fourier transform, and used for the reformulation of black-box objective functions as continuous functions. A stochastic global optimization technique known as Particle Swarm Optimization (PSO) was then applied to locate the global optimal solutions of the continuous functions derived. The methodology was applied to the solution of a black-box optimization problem that was simulated on the basis of the Himmelblau function.
I. INTRODUCTION
Black-box optimization refers to the maximization or minimization of an objective function over a set of feasible parameter values where the objective function cannot be evaluated analytically. Such optimization problems may arise in situations where a complex system whose behavior is not well understood and not formally described needs to be optimized [1] . In such problems, values of the objective function may have to be measured, estimated or evaluated from simulations and the domain(s) of the objective function and/or feasible region is usually non-continuous in nature. Such optimization problems are ubiquitous in engineering, operations research and computer science. However, research on black-box optimization techniques seems to be limited largely to within the domain of theoretical computer science [2] . Here, a new approach for solving black-box optimization problems that draws analogy from concepts rooted in the realm of discrete optimization is presented.
As is typical in such problems, the objective function is composed of a set of points which may be assumed to be generated from simulations or experiments. It may be assumed that an analytical function representation of the objective function is unavailable, regardless of whether such a function is derivable by other theoretical or modeling means. In principle, the full objective function may be derived empirically by conducting an infinite number of such simulations or experiments to obtain the complete set of data points. However, such an approach is almost always impractical as these simulations or experiments are usually expensive to conduct. The goal of the optimization process is to obtain the value(s) of the independent variable(s) which will maximize (or minimize) the objective function, keeping in mind that the optimal solution may not correspond to any of the available data points representing the objective function. Currently available methods that make use of linearization, smoothing or averaging techniques to derive an equivalent continuous formulation of the black-box objective function tend to distort the objective function and are approximations to the true analytical model at best. On the other hand, it is also well-established that a function (continuous or otherwise) may be represented as a Fourier series consisting of a large number of trigonometric terms. In the limit that the number of such terms approaches infinity, the Fourier series will converge exactly to the original function it represents, thus making it effectively a universal mathematical regression technique. Based on this premise, it was conjectured that a Fourier series representation of a black-box objective function may be derived that will correspond exactly or almost exactly to the true analytical model and which also effectively converts the optimization problem involving black-box functions into a continuous problem. A stochastic global optimization method may then be applied to solve the continuous optimization problem. Such an approach exploits the superior regression capabilities of the Fourier series method towards solving black-box optimization problems and has recently been applied successfully towards solving a long-standing problem in the area of chemical defense referred to as the chemical plume tracing problem [3, 4] . In the next section, the formulation of the Fourier series method as applied to black-box functions will be derived and the basic principles of a stochastic method, Particle Swarm Optimization, which will be applied towards solving the resulting continuous optimization problem will be introduced.
II. COMPUTATIONAL METHOD

A. Discrete Fourier Analysis
A periodic function f(x) with period L can be expressed as a Fourier series given by the expression:
where n = 1, 2, 3, … and the coefficients are given by the integrals: 
For mathematical analysis, the Fourier series may also be expressed in exponential form with complex coefficients:
, n = 0,  1,  2, … and  n is given by:
By the convolution theorem, it may be shown that the coefficients  n of the Fourier series expansion of f(x) are equal to the values of the corresponding Fourier transform of f(x), denoted as F(f), evaluated at n/L. In other words, the Fourier transform of a periodic function is then an infinite set of sinusoids (i.e., an infinite sequence of equidistant impulses) with amplitudes F(n/L) [5] .
Consider a continuous function f(x) and its Fourier transform F(f) which are discretized by sampling and truncation so that only a finite number of points, say N, are considered. If it is assumed that the N samples of the original function f(x) are one period of a periodic waveform, the Fourier transform of this periodic function is given by the N samples as computed by the expression:
where  = L/N and n = 0, 1, …, N-1. This is the well-established discrete Fourier transform [5] . The sampling theorem states that if the Fourier transform of a function f(x) is zero for all frequencies greater than a certain frequency f c , then the continuous function f(x) can be uniquely determined from knowledge of its sampled values. Consider a discrete function containing N data points for which the corresponding continuous function is to be determined. Without loss of generality, the smallest interval between any two adjacent data points may be used to define the highest frequency component of the Fourier transform of the corresponding continuous function. Further, the domain of the discrete function, say 0  x  L, may be assumed to be one period of a periodic waveform of the corresponding continuous function. This allows Eq. (7) to be applied for calculating values of the discrete Fourier transform of the discrete function and by the convolution theorem mentioned earlier, these will be equal to the coefficients of the Fourier 
B. Particle Swarm Optimization
The most challenging global optimization problems are those that do not contain any known structure that can be exploited. However, stochastic methods which generally require few assumptions on the optimization problem are particularly suited for such problems. The Particle Swarm Optimization (PSO) algorithm is a population based search algorithm based on the simulation of the social behavior of birds within a flock [6] . The initial intent of the particle swarm concept was to graphically simulate the graceful and unpredictable choreography of a bird flock [7] , with the aim of discovering patterns that govern the ability of birds to fly synchronously and to suddenly change direction with a regrouping in an optimal formation. In PSO, a swarm of individuals are referred to as particles, with each representing a potential solution. Each particle is flown through a hyperdimensional search space in such a manner that the behavior of each particle is influenced by its own experience as well as those of its neighbors. The concept behind PSO is based on the social-psychological tendency of individuals to emulate the success of other individuals and therefore represents a kind of symbiotic cooperative algorithm. The position and velocity of each particle, P i , in the swarm are updated at each time step according to the following equations:
where x i (t) and v i (t) are the position and velocity of particle P i at time t respectively, t is the time step which is assigned an arbitrary value of 1.0,  is an inertia weight,  1 and  2 are random variables, x pbest,i is the position giving the best performance of P i up to time t and x gbest is the position giving the globally best performance of the entire swarm up to the current time. In the current implementation, particles that attempt to travel out of the domain of the function to be optimized are constrained to remain stationary at the edge of the domain until they reverse their direction of motion. The second and last terms above are commonly referred to as the cognitive and social components respectively. The further away a particle is from its own best solution and the global best solution, the larger the driving force provided by these components to move the particle towards the best solutions. The random variables  1 and  2 are defined as  1 = [8] has shown that c 1 + c 2 ≤ 4 is a necessary condition in this formulation. Velocities and positions tend to diverge to infinity otherwise. The inertia weight  provides improved performance of the algorithm by controlling the influence of previous velocities on the new velocity. Physically, larger inertia weights cause larger exploration of the search space and vice versa. However, studies have also shown that the PSO algorithm does not converge for all combinations of the inertia weight and the acceleration constants c 1 and c 2 . To ensure convergence, the following relation must hold:
with  ≤ 1. The PSO algorithm tends to exhibit cyclic or divergent behavior if the above relation is not satisfied. In the present study, values of the above parameters used were c 1 =
1.0, c 2 = 1.0 and  = 0.5.
III. RESULTS AND DISCUSSION
The above proposed methodology for solving black-box optimization problems was applied to a well-known optimization problem to validate the applicability of the proposed approach of combining discrete Fourier analysis with Particle Swarm Optimization for solving black-box optimization problems. The two-dimensional Himmelblau function was used as a test function to simulate a black-box optimization problem:
For simulating a black-box optimization problem, it was assumed that the above function was unknown analytically and only function values at specific points within the domains were available. The two-dimensional continuous equivalent of this black-box function was then derived by applying the discrete double Fourier sine series. Subsequently, the global minimum point located by applying the PSO algorithm to this discrete double Fourier sine series representation of the Himmelblau function was then compared with the true global minimum of the function. Fig. 1a shows the two-dimensional Himmelblau function in the domains 0 ≤ x ≤ 4 and 0 ≤ y ≤ 4 where the global minimum point was known to exist at the position (x, y) = (3, 2) . Values of the function at about 100 points indicated by the white dots were assumed to be known while the rest of the function was assumed to be unavailable. This set of discrete data points was then treated as part of a black-box function whose global minimum point was to be located. The discrete double Fourier sine series was first applied to this set of discrete data points and Figure 1b shows that the discrete Fourier series representation obtained was qualitatively similar to the original Himmelblau function although quantitative differences may be discerned. The PSO algorithm with 100 particles was then applied to this discrete Fourier series representation of the original function and Fig.   2 shows that the particles were able to converge gradually over about 300 iterations. The position of the global minimal point reported at the end of 300 iterations was (x, y) = (3.00, 2.14) which was in close agreement with the actual global minimum of the Himmelblau function. This illustrates the applicability of the methodology for solving black-box optimization problems. 
IV. CONCLUSIONS
A new methodology for solving black-box optimization problems by the continuous approach has been developed in this study. A discrete Fourier series method was derived from the conventional Fourier series formulation and principles associated with the discrete Fourier transform and used for re-formulation of black-box objective functions as continuous functions. A stochastic global optimization technique known as Particle Swarm Optimization (PSO) was then applied to locate the global optimal solutions of the continuous functions derived. The methodology developed here was applied towards solving a black-box optimization problem that was simulated based on the Himmelblau function. The discrete Fourier series method coupled to the PSO algorithm is a promising methodology for solving black-box optimization problems via the continuous approach.
