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Sommaire 
Un des modeles theoriques les plus susceptibles d'expliquer le fonctionnement des 
supraconducteurs a haute temperature critique (SHTC) est le modele de Hubbard. On 
comprend de plus en plus ce qui se passe en une dimension (ID) puisque sa solution est 
connue. Cependant, les calculs de chaleur specifique montrent que la nature des excita-
tions du modele en ID et en 2D (deux dimensions) n'est vraisemblablement pas la meme 
dans les regimes dits de fort et faible couplage. On peut observer ce qui se passe entre les 
regimes ID et 2D en introduisant un parametre d'anisotropie variant continument, soit : 
une integrate de saut interchame t$, telle que 0 < t$ < i j ; tg represente ici l'integrale de 
saut entre deux atomes voisins d'une meme chaine. On utilise ici la methode Monte Carlo 
quantique developpee par Blankenbecler, Scalapino et Sugar (MCQ) (BSS), combinee a 
une nouvelle technique de calcul de la chaleur specifique dont l'idee de base est de calculer 
une derivee aux differences finies en deux points assez peu eloignes l'un de l'autre, de telle 
sorte que Ton peut utiliser les memes configurations de champs de Hubbard-Stratonovich 
pour ces deux points et ainsi esperer reduire les effets des fluctuations statistiques. Si 
Ton se sert du nombre de bosses dans la chaleur specifique comme critere pour discrimer 
les regime ID et 2D (une bosse en ID et deux bosses en 2D), on conclut que le crossover 
1D-2D se situe entre U ~ 0.4^ et U ~ 0.6^. 
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Introduction 
De toutes les disciplines de la physique, la physique de la matiere condensee est 
l'une des plus riches en termes de defis pour ceux qui l'etudient. En effet, pour bien la 
comprendre il faut faire appel a la physique quantique, developpee au siecle dernier, et 
traiter du comportement d'un grand nombre de particules en interaction. A cela ajoutons 
un traitement necessitant l'utilisation d'outils mathernatiques puissants, qui restent a 
etre inventes dans bien des cas. Du cote experimental, les experiences a tenter sont 
souvent tres complexes et demandent beaucoup d'ingeniosite et de doigte. Pour ces raisons 
done, le chercheur doit souvent faire preuve d'humilite et de patience et se consacrer a 
des problemes plus simples et plus facilement solubles que les reels problemes envisages 
de prime abord. Parfois pourtant, meme ces modeles, qui semblent un peu trop na'ifs, 
permettent de tres bien expliquer certaines proprietes des materiaux etudies. 
C'est ainsi que le calcul des structures de bandes electroniques dans les cristaux, nous 
permet de comprendre de fagon remarquable ce qui se passe au niveau des proprietes de 
conduction des metaux, et ce, en negligeant des ingredients qui semblent a priori impor-
tants, en l'occurrence : l'interaction electron-electron (e-e) (approximation des electrons 
independants)1. 
Echec de la theorie des bandes : isolants de Mott 
Pour certains composes, la theorie des bandes, aussi sophistiquee soit-elle, n'arrive 
plus a rendre compte de ce qui se passe. En effet, des 1937, elle montre ses limites : elle 
predit un comportement metallique pour certains oxydes de metaux de transition, alors 
que l'experience nous montre que ce sont en fait des isolants [1]. Dans la meme annee, 
1
 En realite, en general on peut inclure l'effet e-e, de sorte qu'on considere que la particule se meut 
dans un potentiel effectif renormalise. Quand l'interaction devient trop grande cependant, cette technique 
ne suffit plus. 
1 
Le modele de Hubbard 2 
Sir Neville Mott [2] attribue les comportements exotiques trouves dans ces materiaux, 
aux interactions electroniques qui ont ete negligees lors du calcul des bandes. On appelle 
ces materiaux, les isolants de Mott (IM). 
Grosso modo, dans les IM, quand l'energie cinetique des electrons n'est pas assez 
grande en comparaison de l'energie potentielle de Coulomb, pour deux electrons sur un 
meme site2, les electrons ne peuvent plus se deplacer et ont tendance a se localiser3. 
Que se passe-t-il quantitativement ? Peut-on tracer un diagramme de phase a partir 
de vrais parametres physiques ? Pour cela, il nous faut trouver un modele mathematique 
qui rende compte de cette competition entre l'energie cinetique des electrons de valence 
et la force repulsive entre ces derniers. Cette construction existe : c'est le modele de 
Hubbard. 
Le modele de Hubbard 
En 1963, un modele theorique est propose par John Hubbard [3], qui cherche a expli-
quer les transitions de Mott (transitions metal-isolant emergeant de la competition entre 
l'energie cinetique et l'energie potentielle des electrons dans un materiau). Si Ton choisit 
un hamiltonien K (partie cinetique) qui decrit bien la bande dans laquelle devrait se 
produire la physique qui nous interesse4, et qu'on lui adjoint une interaction de contact 
(deux electrons sur un meme site) V (partie potentielle), on arrive au modele de Hubbard 
(voir figure 1) ecrit dans le formalisme de la seconde quantification comme 
^Hubbard = - Y, *« {cUCj,<r + C L C * J + U J2 ™i,T™U> (*) 
>
 v ' > * ' 
K V 
ou les CJ(CJ) sont les operateurs de creation (annihilation) au site i, Uj est appelee integrate 
de saut entre i et j (provient du recouvrement d'orbitales dans 1'approximation des 
liaisons fortes)5, U est l'energie d'interaction sur un site entre deux electrons et enfin 
hiiCT, « compte » le nombre d'electrons de spin a au site i. 
2 En fait, la repulsion coulombienne peut se faire sentir entre sites voisins. La repulsion sur un meme 
site etant la plus forte, on commence par etudier le modele avec repulsion sur un site, puisque plus simple 
a resoudre a priori. Le modele de Hubbard etendu se consacre a ces considerations. 
3Les degres de liberte de spin, eux, continuent d'interagir via un processus dit d'echange. 
4Generalement, on utilise une bande de conduction obtenue dans l'approximation des liaisons fortes, 
c'est-a-dire ou la conduction n'est assuree que par un leger recouvrement des orbitales atomiques en jeu. 
5Le modele ici presente est en fait le modele de Hubbard a une bande. 
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U 
FIGURE 1: Representation visuelle de l'equation (1.1), c.-a-d. du modele de Hubbard sur 
reseau carre, avec sauts aux premiers voisins. Les fleches | et J. representent les electrons 
| et j . t$ est la valeur de l'integrale de saut au premier voisin selon x, t$ est la valeur 
de l'integrale de saut au premier voisin selon y et U est l'energie associee a une double 
occupation (deux electrons sur un meme site). 
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Malgre son apparente simplicite physique6, ce modele reste difficile a resoudre et a 
comprendre. Pourtant, il est essentiel de l'etudier parce qu'on pense qu'il contient la cle 
du comportement des supraconducteurs a haute temperature critique (SHTC) [4,5], des 
conducteurs organiques comme les sels de Bechgaard [6] et d'autres materiaux exotiques7 
que les theories et methodes conventionnelles ne peuvent expliquer, et ou les correlations 
electroniques ne sont pas negligeables. Dans ce travail pourtant, les temperatures traitees 
sont relativement elevees (la plus basse etant d'environ 100°K) en ce qui a trait aux SHTC 
par exemple; la plupart de des materiaux « interessants » auront subi des transitions de 
phase structurelles ou se seront tout simplement degrades au-dela de quelques centaines 
de degres K. Pour le pendant experimental done, il faut plutot se tourner du cote des 
reseaux optiques [7], qui permettent de reconstruire le modele de Hubbard, sans avoir 
a se soucier des contraintes imposees par le materiau, et de pouvoir faire varier ses 
parametres (U, t, t$) continument et aisement. L'avantage de ces systemes est que la 
temperature n'est pas un parametre limitant. Les temperatures etudiees ici sont petites 
par rapport a celles des reseaux optiques (en unites relatives a l'energie de Fermi). Dans 
ces constructions done, nous devrions pouvoir observer les conclusions qu'on aura tirees 
de ce travail. 
La chaleur specifique du modele de Hubbard 
La chaleur specifique a volume constant (notee cy) a toujours ete une mesure de 
choix pour les experimentateurs, parce que typiquement facile a obtenir a partir de la 
chaleur specifique a pression constante Cp8. II semble done judicieux d'en faire l'etude 
pour notre modele afin de pouvoir etablir un lien plus direct entre theorie et experience9. 
Or, la chaleur specifique du modele de Hubbard demi-rempli, avec sauts aux premiers 
voisins, sur reseau carre montre un comportement different selon que l'on etudie les cas 
unidimensionnel (ID) (t$ = 0) [8,9] ou bidimensionnel (2D) (t$ = 1) [10,11], a savoir 
l'apparition d'une bosse supplementaire a faible U et basse temperature dans le cas 2D. 
6C'est le modele le plus simple qui tienne compte des fortes correlations electroniques. 
7On parle parfois de materiaux quantiques, meme si e'est un abus de langage puisque tous les 
materiaux sont quantiques. 
8En pratique, e'est cp,la, chaleur specifique a pression constante qui est obtenue, mais on peut en 
extraire la chaleur specifique a volume constant avec le coefficient de dilatation thermique (qui s'annule 
dans la limite T=0) et la compressibilite (formule de Robert-Mayer). 
9Notons que dans le modele de Hubbard, e'est la chaleur specifique electronique qu'on mesure. Dans 
l'experience, il faut soustraire la contribution a la chaleur specifique provenant des phonons. 
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Plan du memoire 
Dans ce memoire, nous presentons une etude du modele de Hubbard sur reseau carre, 
avec sauts aux premiers voisins, du point de vue de la chaleur specifique a remplissage 
fixe (demi-remplissage), en fonction de la temperature. 
Dans le chapitre 1, nous presentons la methode MCQ ainsi qu'une nouvelle technique 
de calcul de la chaleur specifique, qui vise a reduire le bruit statistique obtenu avec 
les techniques conventionnelles de calcul. Nous comparons ensuite cette methode aux 
methodes deja utilisees dans la litterature. De plus, nous traitons de quelques details 
importants qu'il est necessaire de connaitre, lorsqu'on procede aux simulations elles-
memes, mais aussi au moment de faire l'analyse des resultats recueillis. 
Dans le chapitre 2, nous abordons le cas unidimensionnel et expliquons les structures 
presentes dans les divers regimes de parametres etudies. 
Dans le chapitre 3, on etudie le cas bidimensionnel et on comprend pourquoi, en 
employant la regie de somme sur le moment local utilisee dans la technique autocoherente 
a deux particules (ACDP) [12], la presence du deuxieme pic peut etre attribute au fait 
que la longueur de correlation antiferromagnetique £AF est plus grande que la longueur de 
correlation de de Broglie pour les quasiparticules dans un liquide de Fermi conventionnel. 
Dans le chapitre 4 finalement, on fait passer continument le systeme d'un regime ID a 
un regime 2D en faisant varier le parametre d'anisotropie ty de 0 a 1. On appelle crossover 
ID-2D, le point t$ du diagramme de phase ty — U ou apparait la deuxieme bosse de la 
chaleur specifique. 
Chapitre 1 
Methodologie 
1.1 Le modele de Hubbard sur reseau carre 
L'equation (1) est generale et ne nous dit rien quant a la dimensionnalite ou a la 
symetrie du reseau. Pour un reseau carre en deux dimensions avec integrate de saut aux 
premiers voisins (et conditions aux limites periodiques), tel que represents a la figure 1, 
on trouve 
i,a 
e=x,y 
K 
1 H = - £ [u (4,„ci+e,* + <Wv)] + ^  £ m,i - 2" (1.1) 
ou ti est l'integrale de saut aux premiers voisins dans la direction e = x, y1'2. Notons 
ici que l'equation precedente differe de l'equation (1) par un simple recalage du poten-
tiel chimique. Le modele de Hubbard sur reseau bipartite possede en effet la propriete 
d'etre invariant sous transformation particule-trou (symetrie particule-trou)), c.-a-d que 
les calculs de valeurs moyennes, effectues sur le systeme constitue d'electrons, donneront 
les memes resultats que le systeme ou les trous et les electrons sont intervertis. On peut 
montrer que pour l'equation (1) (ou le terme cinetique est le meme que pour (1.1)), le 
demi-remplissage se situe a ^ = -j et depend done de la force d'interaction. En recrivant 
l'equation (1) comme (1.1), on opere seulement une translation du potentiel chimique, 
ce qui n'affecte en rien les proprietes thermodynamiques du systeme, mais nous permet 
XA partir d'ici, « modele de Hubbard » designers l'equation (1.1). 
2A moins d'avis contraire, te est fixee a 1. 
6 
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de fixer le demi-remplissage a /x = 0. 
On veut maintenant obtenir lesdites proprietes thermodynamiques du modele, ce qui 
se traduit par la trace d'un operateur O et de la matrice densite dans le probleme. 
Autrement dit, on veut resoudre l'equation suivante : 
IV 
Tr 
e-^-^)6 
e-&(H-nh) 
ou /3 = 1/ksT (T etant la temperature du systeme et ks la constante de Boltzmann)3, 
H est le hamiltonien du systeme, n est l'operateur nombre qui « compte » le nombre de 
particules contenues dans un etat en tout et partout et //, enfin, est le potentiel chimique 
qui nous rappelle que nous travaillons dans l'ensemble grand canonique. 
1.2 Le Monte Carlo quantique (MCQ) 
II existe aujourd'hui plusieurs methodes theoriques (analytiques ou numeriques) per-
mettant d'obtenir diverses reponses aux problemes que pose Petude des electrons corre-
les (voir entre autres la reference [13] a ce sujet). Celle que nous avons choisie est une 
methode Monte Carlo quantique4 (MCQ), basee sur l'algorithme BSS du nom de ses in-
venteurs Blankenbecler, Sugar et Scalapino [14]5. L'algorithme a par la suite ete adapte 
par Hirsch [15-17] (BSSH) pour etre utilise avec le hamiltonien de Hubbard. 
1.2.1 Avantages et inconvenients de la methode 
Malheureusement, aucune methode theorique n'est parfaite. Elles ont toutes leur 
forces et leur faiblesses. Le MCQ ne fait pas exception a la regie et ses particularites 
sont les suivantes : 
3On choisit le systeme d'unites tel que ks = 1 tout au long de la discussion. 
4L'epithete « quantique » vient de ce qu'on travaille avec des fermions qui induisent des densites de 
probabilite parfois negatives qu'on ne retrouve pas dans les algorithmes de Monte Carlo conventionnels 
(classiques). Cette particularite est a l'origine du fameux probleme de signe, dont on discutera a la page 
25. 
5On l'appelle souvent l'algorithme du determinant (Determinantal Quantum Monte Carlo), pour des 
raisons qui deviendront claires dans la partie 1.2.2. 
Chapitre 1 : Methodologie 8 
Avantages 
- Le temps de calcul necessaire pour obtenir une valeur acceptable d'une observable 
choisie est proportionnel a N3NT (N etant le nombre de sites du systeme etudie et 
NT, le nombre de tranches de temps imaginaire dans la decomposition de Trotter-
Suzuki, dont on parlera plus tard.), comparativement a une croissance exponentielle 
pour ce qui est des diagonalisations exactes (DE). 
- Le programme requiert peu de memoire puisque, contrairement aux DE, il n'est pas 
necessaire de memoriser l'espace des etats du systeme pour proceder aux calculs. 
- La methode est exacte6, mises a part les erreurs statistiques qui nous donnent une 
valeur d'incertitude sur la mesure que nous cherchons. 
Inconvenients 
- Hors demi-remplissage ((raj = 1), des problemes surviennent (probleme de signe 
qui croit exponentiellement avec l'inverse de la temperature et la taille. On veut 
dire ici qu'a mesure que ces parametres augmentent, il faut accrottre le nombre de 
mesures a prendre de maniere exponentielle pour arriver aux memes resultats que 
pour des parametres plus petits.) qui nous font perdre les avantages de croissance 
polynomiale propres au MCQ. 
- Somme toute, les reseaux qu'on parvient a examiner sont assez petits. Pour T 
(temperature) et U (interaction sur un site) faibles, la limite thermodynamique n'est 
en general pas atteinte, c'est-a-dire que les valeurs calculees de certaines quantites 
intensives varient en fonction de la taille. 
On peut cependant reduire l'impact des inconvenients en nous limitant tout d'abord 
a l'examen du demi-remplissage (nous etudions strictement le demi-remplissage!). On 
s'affranchit de cette fagon du probleme de signe. Pour ce qui est de l'obtention de la 
limite thermodynamique, un calcul des quantites pour U — 0 nous donne une certaine 
idee de la taille que le systeme doit avoir pour que les quantites calculees deviennent 
independantes de cette derniere7. Des simulations MCQ pour differentes valeurs de N 
doivent etre effectuees quand U ^ 0. 
On se convainc done ainsi que le MCQ est une methode appropriee pour realiser 
l'etude que nous voulons faire du modele de Hubbard. 
6Nous verrons qu'il survient aussi une erreur systematique (1.9), qui peut cependant etre contournee 
(voir note de bas de page numero 10 a la page 10). 
7Bien stir, la taille requise augmente quand on diminue la temperature. 
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1.2.2 M a n i p u l a t i o n s prea lab le s 
Avant de pouvoir appliquer l'algorithme BSSH, l'expression (1.2) doit subir quelques 
transformations qui la rendront concretement utilisable. 
Decomposit ion de Trotter 
La premiere etape consiste en une simple reecriture de l'operateur a N-Corps 
e-/j(d- /xft) ) ( L 3 ) 
qu'on retrouve dans l'equation (1.2). En effet, en definissant A T = •$-, on ecrit8 
e-/j(A-Mft) = e-^Et\(H-^)l = e-Ar ££(£-/**),_ ( L 4 ) 
Comme le hamiltonien commute avec lui-meme, on peut finalement ecrire 
1=1 
Si Ton ecrit (H — /in)i = Ki + Vi, dans (1.5), ou \KI, VA ^ 0, on a 
pj
 e-Ar(H-^n)l = j j e-Ar(# /+fi) ( 1 g) NT NT 
1=1 1=1 
et 
lim TTe-A T(*'+* r ' )= Hm TT
 e -
A T i V A r ^ . (1.7) 
A
^°r=i A T ^°/=I 
Cette relation constitue une decomposition de Trotter [18], et elle est exacte quand A T 
tend vers 0. Quand A T ^ 0 mais est quand meme petit (NT suffisamment grand), la 
formule de Zassenhaus [19,20] nous permet de dire que 
e-AT(kl+Vt) „ ^Ark^-ArV, + 0 ( ( A T ) 2 ) . (1.8) 
En inserant l'expression (1.8) dans l'equation (1.5) et en substituant ce nouvel ope-
sLa signification de l'indice I deviendra claire plus tard. 
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rateur a (1.3) dans l'equation (1.2), on peut montrer [21] que 
(°) TV 
NT 
]Je-ATKte-ATVld 
U=1
 - i + 0(Ar2) . 
Tr II' 
U=l 
,-ArKle,-ArV, 
(1.9) 
II est a noter que l 'erreur d 'ordre 0 ( ( A r ) 2 ) dans la derniere expression est la seule erreur 
systematique contenue dans le Monte Carlo quantique9 ! Meme cette difficulte, pourtant, 
pourra etre ecartee en effectuant des simulations sur plusieurs valeurs differentes de A T , 
et en procedant a une regression lineaire en (AT)2 10. 
Transformation de Hubbard-Stratonovitch (HS) 
A partir d'ici nous devenons plus specifiques et, introduisant l'equation (1.1), on 
ecrit11 
Ki 
( 
(H - fj,n)i = 
\ 
/ J \te yci,crCi+e,a ~^~ Ci+e,aci,a) ^ n i , a J 
\ e=x,y 
+ ("£ 
h- (1.10) 
ni,i nu 
v( 
9Ce resultat est surprenant. A priori, on serait tente de croire que l'erreur systematique est en 
(AT) puisqu'il y a NT = -£^ facteurs d'impliques lorsqu'on utilise (1.5). Cependant, le terme lineaire en 
A T s'annule puisqu'il provient d'une trace faite sur un operateur anti-hermitien (trace sur des termes 
diagonaux nuls). Pour la preuve detaillee, voir [21]. 
10
 Cela dit, dans bien des contextes, on ne cherche pas a obtenir une tres grande precision, mais plutot 
une idee generate du resultat; pour une courbe par exemple. Dans de tels cas, on se contente d'avoir une 
erreur statistique, c'est-a-dire dictee par le nombre de mesures prises, du meme ordre de grandeur que 
l'erreur systematique. 
11Notons qu'on inclut le potentiel chlmique dans le terme Ki alors qu'il n'etait pas present dans 
l'equation (1.1). 
Chapitre 1 : Methodologie 11 
Les exponentielles des deux operateurs sont 
-ArKl _ - A r (E i , C T [ -** (4 , C T C »+* , C T + C ! + 4 ,<r C i ,< r ) -**( C ! , a C i+« ,< ,+ C !+ f i ,< , C i , ( r ) - / i n i ,<T] ) i 
<X=± 
-
AT(Ej-i*(4,CTci+*,CT+sV*,<Tct,a)-<y(cUci+«,<7+cl+§,<Tc«,a)-'i"'.<']), V 1 - 1 1 ) 
et 
e ~ A ^ = e 
- A r ^ U 7 
"i,T 2J 
n U ) , 
JV 
- n < -Ar<5,« 
(1.12) 
L'identite (1.12) est quartique12 en operateurs fermioniques. Une transformation dite 
de Hubbard-Stratonovitch (HS) nous permet de decoupler ces operateurs fermioniques en 
introduisant des variables supplementaires ou champs « classiques »13. 
Concretement, on procede comme suit : On decouple le terme quartique (1.12) en 
introduisant une fonction P(x„), choisie paire en xv, telle que 14'15 
e-ATV" = < 
' It/I /*00 
e_A T i_i / exv(ft4.T-fti,i)p(-ri/)da;I/, U>0 
J—oo 
/ oo 
-oo 
-oo (1.13) 
Cette fonction doit respecter les conditions obtenues en substituant, dans (1.13), les nj 
et ni correspondant a chacune des quatre configurations electroniques possibles sur un 
raerae site. On obtient alors 
/
OO /-OO IJ7I 
P(xu)dxu = l / P{xv)cos\ixv&xv = eAT—. (1.14) 
oo J—oo 
Un choix qui repond a ces criteres et qui a l'avantage de bien se preter aux calculs 
12Qui contient 4 operateurs. 
13
 « Classiques », puisque ces variables commutent entre elles, contrairement aux operateurs de champs 
fermioniques. 
14v = i, I symbolisent les coordonnees d'espace et de temps imaginaire. 
15On remarque a l'equation (1.13) qu'on passe le I, qui affectait notre exponentielle depuis le debut, 
au seul champ x. En effet, / en tant qu'indice de n, ne sert a rien dans revaluation de la trace. 
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numeriques est celui de Hirsch [15,16], soit 
1
 fc=±l 
Ce qui donne pour A : 
De l'equation (1.16), on peut extraire A et obtenir 
e A r 2 = cosh A. 
A = ln e A ^ + ^/eAr|C/| _ ! 
(1.15) 
(1.16) 
(1.17) 
Done, en substituant l'equation (1.17) dans (1.15) et finalement dans l'equation (1.13), 
on trouve 
, - A T K 
f fOO 
[ C o / e ^ ^ - " u ) ] T 5{x„ - ku\)dx„, U>0 
I J — OO .. I T 
-oo 
coo 
fc„=±l 
I 
kv=±l 
Co r ex" ("^+"u-D Y, S(xv - kuX)dxu, U < 0 ' 
J—OO i. i 1 
(1.18) 
- A r i ^ 
ou Co = -—2—• Refaire l'integrale predecente et y substituer explicitement A (equation 
(1.16)) fait disparaitre les xv et nous redonne le terme quartique de depart. 
Apres toutes ces operations, on peut done ecrire16 
e-Ar(ff-„A)« ~ e-ArKe-ArVl „ / d x ^ ( X ( ) S ( x , ) J J £ - ( X ( ) 
avec 
«/(x,) = C X ; * ( x j - k j A ) , 
£*(*) = 
g-Ari^CTe<Tcidiag{x(}cCT {/ > 0 
e-Arft' (Tecidiag{x;}c<T [/ < 0 
et 
S&) = 
1, C / > 0 
e--nr[diag{x,}] U < Q 
(1.19) 
(1.20) 
(1.21) 
(1.22) 
16Nous avons retire la dependance en I sur l'operateur K, puisque e'est un operateur a un corps non 
affecte par la transformation HS. Cet operateur reste le meme pour toutes les tranches de temps. 
Chapitre 1 : Methodologie 13 
Sous cette nouvelle forme, nous avons introduit C = (Co) , xj = (XIJ,X2J, . . . ,£jv,i)> u n 
vecteur contenant les valeurs des champs HS, a chaque site d'espace i, pour une tranche 
de temps donnee / (meme chose pour kj); diag{xj} est une matrice diagonale telle que 
(diagfx;})^ = (xi) f; et a, enfin, est un indice de spin pouvant prendre les valeurs « + » 
ou « - » (spin t ou I). 17,18 
On retrouve l'operateur original en faisant le produit sur les / de l'expression (1.19), 
de sorte que 
(1.23) e-(){H-nn) _ j°° 
J—oo J '=l 
n dM 
r NT i 
n ^(x/"0 
=dX =g(X) =S(X) 
n 
cr=± 
=t^[iVT;0](X) 
ou nous avons decouple les operateurs appartenant a chaque valeur de spin (f et J.) 
puisqu'ils commutent entre eux. De plus, nous avons introduit une nouvelle variable X, 
telle que X = (xi ,X2, . . . , x j , . . . , XJVT), correspond a la configuration totale des champs 
HS pour toutes les tranches de temps simultanement. 
Plus important encore, nous avons fait appel a un nouvel operateur Ua [NT;0] (X), 
qu'on nomme operateur devolution dans le temps imaginaire du temps r = 0 au temps 
T = NT, pour un spin a et une variable X donnes. 
Identification de la valeur moyenne 
En inserant l'expression finale de l'operateur (1.23) dans l'expression (1.9), on a 
(6) 
f°° dXg(X)S(X) J ] Tra [\Ua [NT; 0] (X)l 6°} 
J
-<X> <T=± 
dXg(X)S(X) J ] Trff \ua [NT; 0] (X) 
(1.24) 
ou la trace a ete passee a l'interieur de l'integration puisque les operateurs se trouvent 
a la fin de Pequation seulement. Nous avons aussi decouple les traces sur les spins t et 
| puisque les operateurs correspondants commutent. En rearrangeant l'equation prece-
17La notation vectorielle utilisee est 4 = W J I 4 J I " , I CN a) (ca ~ (ci,o-i c2,<r, • • •, CJV,<T)) 
18
 Nous avons defini l'identite TT YJ S{xiti — fcj^A) = Yj<Kxi — kjA), pour expliciter le produit 
des deltas de Dirac dans (1.19). 
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N,- l 
N t-2 
+ - + - - • — + -
- + - - - • • • - -
+ - - + + • • • - + 
-
 + - _ _ • • • + + 
- - - _ + • • • _ _ 
H - H + -
+ [+] - + - • • • + + 
, (2,1) 
5 • • • N - l N 
(3,2) 
(1,2) 
K 
FIGURE 1.1: Configuration K de champs HS discrets. Ici, Ky correspond a une projection 
de K de l'espace N-NT-dimensionnel sur Phyperplan decrit par les vecteurs (1,2),(2,1) 
et (3,2), de forme (i, I), ou % est l'indice de position et / est l'indice de temps imaginaire. 
K = K|| + Kj_, ou Kx est la composante de K perpendiculaire a cet hyperplan. Les 
coordonnees de Ky dans l'hyperplan sont encadrees dans la figure de gauche. Dans le cas 
ou les champs peuvent prendre des valeurs continues, a la place des =b dans la figure de 
gauche, on aurait |Kjj| < oo, avec une distribution gaussienne. 
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dente, on trouve 
O C T ( X ) 
f dX9(X)S(X) n IV. [U« [NT;0] (X)] { " t ^ ^ } 
(O) * — ** CT=± . „ — — • (1-25) f°° dXg(X)S(X) I ] TV, [ft, [iVr! 0] (X)l 
./-oo
 ( r = ±
 L J 
Les annexes A, B et C nous permettent de calculer la trace et d'ecrire la derniere 
expression comme 
=/(X) E O ( X ) 
(d)* /
o o r _ i " | <• 
dX<?(X)S(X) J] det <?CT (X)" J] °a(X) 
•°° cr'=± L J <x=± 
/
oo ^_^ 
dX5(X)5(X) J] det <r'=± 
£"' (X) - 1 
(1.26) 
/(x) 
ou ^ (X) est une matrice NNT x JVJVT contenant les valeurs de 
( c ^ ) ^ ) ) , (Z!>/2) 
r ( i ( W i ) ) . (/2>ii) 
(1.27) 
la fonction de Green de Matsubara19 a une particule evaluee pour une configuration de 
champ X donnee. Dans l'equation (1.27), 
ci(h) = U[0;h}ciU[h;0} 
ct(l2) = U[0;l2}c]U[l2;0}, 
(1.28a) 
(1.28b) 
ou l\ et I2 sont les indices de temps imaginaire associes aux operateurs de creation et 
d'annihilation evoluant dans le temps20. La matrice Q" quant a elle est explicitement 
donnee a la fin de 1'annexe C. 
L'equation (1.26) n'est autre que la definition de Pesperance mathematique de O(X) 
19Dans (1-27), la moyenne (...) denote la trace a une particule pour une valeur de champ HS fixee. 
Certaines proprietes des fonctions de Green, comme par exemple l'invariance sous translation du temps, 
ne sont pas respectees dans les fonctions definies ici. 
20Dans (1.28), #[ii;0] = #[li;0] ({xi 1 ,x i 1_i , . . . )xi}) . 
Chapitre 1 : Methodologie 16 
pour une densite de probability (non normalisee) / ( X ) 
/
oo 
d X / ( X ) 0 ( X ) 
•oo (6) 
/
oo 
d X / ( X ) 
-oo 
(1.29) 
Ou presque . . . En effet, pour que cette facon de voir les choses puisse fonctionner, il faut 
que / ( X ) > 0. Or, dans le cas des fermions, le determinant de la fonction de Green a une 
particule peut etre plus petit que 0 21. 
On peut corriger ce probleme en introduisant / ( X ) = | / ( X ) | 
p(x) 
«(X) 
/ (X) 
l/(X)| , avec p(X), une 
densite de probabilite toujours positive22 et s(X), le signe du produit des determinants 
de (1.26). 
L'equation (1.26) peut done etre reecrite comme 
(°) /
oo 
dXp(X) [s(X)0(X)] 
-oo 
/
oo 
dXp(X) [5(X)] 
-00 
(1.30) 
I 
Si Ton divise le numerateur et le denominateur de la derniere expression par 
o 
dXp(X), on obtient 
=o 
(6) 
r o o d X p ( X ) [ S ( X ) 0 ( X ) ] 
J ^ d X ^ X ) 
JZ0dXp(X)[s(X)} 
r00dxP(x) 
(1.31) 
=z 
ou O est la moyenne de s(X.)0(X) sur toutes les configurations de champs HS et Z est 
la moyenne de s(X) sur ces memes configurations de champ. Cet te derniere equation est 
un quotient d'expressions de la forme (1.29), avec des poids positifs cet te fois-ci. Comme 
21En fait, e'est le produit des determinants pour les spins f et J. qui ne doit jamais etre plus petit que 
0. Dans le modele de Hubbard, quand U < 0 ou que le systeme est demi-rempli et presente une symetrie 
particule-trou, on peut montrer que ce produit est toujours positif et done que le probleme ne se pose 
pas. 
22Notons que p(X) est une densite de probabilite non normalisee. 
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les expressions (1.30) et (1.31) sont equivalentes nous poursuivrons la discussion avec la 
plus compacte. 
Concretement, avec la transformation discrete de Hirsch, on se sert des definitions 
(1.20) et (1.22) (avec l'identite donnee dans la note de bas de page numero 18, page 13) 
pour obtenir 
Nr _ 
(1.32) g(X) = ft <7(x,) = Cste x ^ J ( X - KA) 
1=1 K 
et 
5(X) = (1.33) 1, £ / > 0 
e-TV[diag{X}] ) U < Q 
avec K un vecteur analogue au vecteur kj dans (1.20), mais pour toutes les tranches de 
temps cette fois. 
On introduit ces nouvelles expressions dans (1.26), ce qui nous donne 
fEK|n^^[g^w"1]|ngKdet[gK(A)"1]}°fc(A)] 
<P) E K I I L ' ^ K ' W - 1 ] o&'w"1! I ILK** [«&w-1]}o&w] 
[ ZK\e~™^™ O , det [g&Xf1] | n .Kdet [^(A)"1]}] ' 
U>0 
u <o 
(1.34) 
Dans ce cas, la distribution de probability non normalisee est elle-meme discrete et nous 
permet d'ecrire (1.30) comme 
=o 
(P) 
E P K ( A ) [ S K ( A ) O K ( A ) ] 
$ > K (A) [SK (A)] 
K 
(1.35) 
=z 
avec 
P K (1.36) n^det[^'(A) *]\, U>0 g - A T V l d i a g i K } ] ^ ^ ^ ' ^ ) - ! ] ^ [/ < Q ' 
Le progres fait, comme nous l'avons mentionne un peu plus tot, est d'avoir decouple les 
deux traces sur les spins de sorte que, de maniere effective, on peut traiter deux systemes 
sans interaction qui interagissent entre eux via les champs HS. Cela nous permet ainsi 
d'evaluer les quantites voulues en nous servant du theoreme de Wick ((C.5) de l'annexe 
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C). Or, dans le cas de (1.35), la somme, pour etre exacte, doit etre faite sur Fensemble des 
configurations de champs. Autrement dit, on doit sommer sur les 2NNT vecteurs K. C'est 
trop long! On realise toutefois que la forme de (1.35) ou (1.30) se prete a la procedure 
devaluation Monte Carlo, comme nous le voyons dans ce qui suit. 
1.2.3 Procedure d'evaluation MCQ 
a b x a b x 
(a) A, l'aire qu'on veut calculer. (b) Methode Monte Carlo pour evaluer 
A. 
FIGURE 1.2: Idee de base derriere la methode Monte Carlo. On cherche l'aire de la region 
A. On choisit aleatoirement des points appartenant a la la region B. Apres 14 points, 
le rapport 4 = jg. Plus on utilise un grand nombre de points, plus le rapport sera pres 
de la valeur exacte. En multipliant la valeur de B = (b 
trouve l'aire de A. 
a)h par le rapport obtenu on 
La figure 1.2 represente bien l'idee de base derriere les methodes Monte Carlo. Plus 
generalement, considerons l'expression 
(g(x)) = Jdxf(x)g(x) fdxf(x) [1.37) 
Dans la forme la plus basique du Monte Carlo, on procede par echantillonnage direct (di-
rect sampling), c.-a-d. qu'on effectue une transformation nous permettant de generer une 
relation bijective entre une densite de probabilite uniforme et une densite de probabilite 
f(x) quelconque, de facon a ce que des nombres aleatoires tires de la densite de proba-
bilite uniforme nous permettent d'echantillonner correctement la densite de probabilite 
f(x) 23. Les N valeurs de X{ tirees de f(x) sont toutes independantes (c.-a-d. qu'il n'y 
23Pour une discussion detaillee sur le sujet, le lecteur est refere a [22], ou Ton traite plus amplement 
de la methode Monte Carlo en general. 
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pas de relation qui permette de generer un nombre a partir du nombre tire juste avant), 
si les nombres aleatoires tires au depart sont eux-memes independants. On peut par la 
suite estimer la valeur de l'integrale (1.37) par 
^ = ^ 7^4?^- ™ 
Or, pour utiliser la methode de l'echantillonnage direct on doit pouvoir integrer f(x) (au 
moins numeriquement), pour pouvoir normaliser la distribution de probabilite. II n'est 
pas rare cependant de voir que cette condition n'est pas remplie. D'autres methodes plus 
puissantes peuvent alors etre utilisees, basees sur le principe de l'echantillonnage par 
importance (biased sampling). 
Parfois enfin, on ne peut pas normaliser la distribution et elle est trop compliquee 
pour qu'on puisse, par exemple, localiser les maximums24. II nous faut autre chose. La 
methode de Metropolis [23] est cette autre chose. En effet, dans cette methode, il n'est pas 
necessaire de pouvoir ecrire la distribution de probabilite en fonction d'une distribution 
uniforme de nombres aleatoires. La connaissance des probabilites relatives suffit. 
Equation de bilan detaille (Detailed balance) 
Soit un systeme dans un etat quelconque K' a un temps t, on cherche la probabilite 
que ce systeme soit dans l'etat K au temps t +l25-26. On recense les evenements possibles 
et Ton somme. Cela donne 
PK(t + 1) = PK(t) + Y, W(K' - K)PK,(t) - £ W(K - K')PK(t), (1.39) 
Deja a K ^ De K ' a K ^ De K a K ' 
o u
 ^k(^) est la probabilite d'etre a la position K au temps t et W(K —> K') est la 
probabilite de transiter de la position K a la position K'. 
A l'equilibre, on doit avoir Pj^(t+1) = - P R ( 0 = / K , OU / K e s t independante du temps 
auquel la mesure est prise. 
24Tres frequent en dimensions multiples et c'est ce que nous avons justement ici. 
2 5 0n parle d'etat, mais on pourrait parler plus simplement de position dans l'espace N-NT-
dimensionnel des configurations de champ HS. 
26Dans ce qui suit, nous supposons que les variables K sont discretes. Dans le cas ou elles sont 
continues, il faut remplacer la somme par une integrale. 
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En substituant cette condition dans l'equation (1.39), on obtient 
£ W(K' -* K)fK, - £ W(K -> K ' ) / K = 0, (1.40) 
qu'on peut bien sur resoudre terme a terme comme 
W(K' - K)/K< = W(K - K ' ) / K (1.41) 
Cette solution porte le nom de bilan detaille et est une des solutions qui permettent de 
resoudre (1.40). L'interpretation de cette equation est qu'a l'equilibre, la probabilite pour 
un systeme d'aller de l'etat K vers l'etat K' est la meme que d'aller de l'etat K' vers 
l'etat K. 
Algorithme de Metropolis 
L'algorithme de Metropolis consiste a proceder a une marche aleatoire en utilisant 
l'equation (1.41) pour en mettre en place la dynamique. 
Etape 1 Le systeme est dans une configuration K t = K obtenue a partir de la seule 
iteration precedente (dynamique Markovienne) ou, si l'on commence la simulation, 
dans une configuration K t=o = K determined aleatoirement (auquel cas FKt=0 = !)• 
Etape 2 On determine une configuration K'27, qu'on cherche a atteindre a partir de K, 
selon la probabilite suivante : 
Resultat 
Acceptation, £ < W(K -» K') 
v
 , (1.42) 
Rejet, ( > W(K - • K') 
ou ^ est une variable aleatoire uniforme, telle que 0 < £ < 1. 
W(K —> K') est determined par l'equation (1.41). Une solution (pas la seule!) de 
cette equation que Ton retrouve souvent dans la litterature est 
W ( K ^ K ' ) = m i n ( l , ^ J . (1.43) 
27En fait, cette configuration peut etre choisie de maniere aleatoire, ou specifiee a l'avance par une 
procedure systematique. Dans la litterature, on aborde souvent le probleme de maniere generate (Voir 
[22]), c'est-a-dire en introduisant un choix de configurations aleatoires. 
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On remarque ici que, comme les probabilities se divisent, il n'est effectivement mil 
besoin de connaitre la normalisation de la densite de probabilite pour proceder aux 
calculs. 
E t a p e 3 Si la configuration a ete acceptee alors K t + i = K', sinon (configuration rejetee) 
K t +i = K. On reprend ensuite a 1' Etape 1 avec t + 1 —> t, et on continue cette 
boucle, jusqu'a ce qu'on ait tous les resultats voulus. 
Nous avons done trouve une procedure pour generer une marche aleatoire dans l'espace 
des configurations des champs HS. On peut voir cette marche aleatoire comme le « sillon » 
laisse par la pointe du vecteur K (figure 1.1), dans l'espace de dimensions N x NT. Cette 
marche aleatoire definit un systeme ergodique [24], e'est-a-dire qu'on peut eventuellement 
revisiter l'etat K apres un nombre fini d'etapes et qu'en principe, toutes les configurations 
sont accessibles par la chaine de Markov que nous venons de definir. 
Or, le fait qu'une marche aleatoire nous permette de definir un systeme ergodique 
nous permet de conclure qu'une distribution / K existe et est unique, si cette derniere est 
un point stationnaire du processus recursif (1.39) donne par l'algorithme. 
En conclusion, de maniere asymptotique, nous tombons sur la bonne distribution de 
probabilite et nous obtenons O, une valeur approximative de l'equation (1.35) ((1.30) 
dans le cas continu) avec 
(6) ~ O = ^KeC h a 'n e ^K M ^K M ] 
^ ' ~ ~ EKeChaine [^K (A)] 
ou la « chaine » correspond a la chaine de Markov pour la serie de valeurs de K conservees. 
1.2.4 Correlations dans le calcul des erreurs statistiques 
Dans l'algorithme de Metropolis, nous avons vu que le processus generant les nouvelles 
configurations de champ HS est un processus markovien, c.-a.-d un processus aleatoire 
conditionnel ou le resultat obtenu a un temps t + 1 depend exclusivement du resultat 
obtenu au temps t. Les donnees n'etant pas independantes (on dit qu'elles sont correlees), 
la distribution de ces mesures ne donne pas une loi normale. On ne peut done pas extraire 
la valeur d'incertitude A 0 , pour une valeur( (O) estimee par (1.44)), en supposant que 
AO = ^ , ou OQ est la variance calculee a partir des valeurs echantillonnees pour O, 
et Af est le nombre de mesures prises lors d'une simulation. Cette quantite depend en 
general des correlations. 
(1.44) 
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En fait, on peut montrer (voir par exemple [25]) que l'erreur AO mentionnee plus 
haut est plutot donnee par 
AO ~ - g ^ , N»rint, (1.45) 
V 2rint 
ou Tint est appele temps de correlation integre. On Pappelle ainsi parce que c'est en fait 
la valeur moyenne du temps t pour T(t), la fonction a"autocorrelation associee a une 
observable O, quantite que nous n'introduirons pas dans ce texte28 '29. Nous reviendrons 
plus tard sur Tjnt et la fagon de l'obtenir. 
Calcul par blocs de mesures (Binning) 
Une fagon d'obtenir des echantillons independants et, par consequent, des statistiques 
appropriees pour le calcul des observables, est de diviser la serie des resultats obtenus 
en n chaines de taille I qu'on appelle blocs (bins), telles que n • I = N, et de calculer la 
valeur moyenne 
1 bl 
Ob = j ] T Oi, 6 e { l , 2 , . . . , n } (1.46) 
de l'observable dans chacun de ces blocs (ici b est l'indice de position du bloc dans la 
chaine). Le theoreme de la limite centrale stipule que pour I suffisamment grand, chacune 
de ces moyennes constitue une nouvelle variable aleatoire appartenant a la distribution 
de probabilite qu'on cherche a echantillonner. C'est done ces blocs qui nous permettent 
de calculer l'erreur sur l'observable cherchee. 
Temps de correlation rint 
Souvent, l'experience nous permet d'avoir une assez bonne idee de la taille des blocs 
a utiliser. En effectuant plusieurs simulations independantes avec les memes parametres 
par exemple, on peut comparer les resultats obtenus et s'assurer que les barres d'erreurs 
se chevauchent. 
28I1 importe de savoir par contre que Tint varie selon l'observable que Ton etudie. On appelle T,° t, la 
valeur associee a une observable O donnee. Tjnt est le plus grand des r ^ t . C'est cette valeur qui doit etre 
utilisee pour toutes les observables, dans (1.45). 
2 9Pour une discussion sur ce sujet voir [25] ou encore les annexes de [26]. 
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Pour une seule simulation, le calcul d'erreur peut quand meme s'effectuer a posteriori, 
c.-a-d. que Ton se sert de N, le nombre total de mesures, et l'on caleule l'erreur a(l) en 
prenant des blocs de differentes tallies I. En consultant [25], on apprend que 
r&(0 = _ °*(i) 2aQ 2 ' (1.47) 
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FIGURE 1.3: Temps de correlation integre rint(l) vs /, la taille des blocs. (3 — 9.995 et 
U = 0.5, pour un reseau 8x1. Pour l'energie totale et sa partie cinetique on a I* ~ 260 
et Tint ~ 0.62, alors que pour la partie potentielle, a I* ~ 260 on a Tjni ~ 2.14, et on a 
encore des doutes quant a la convergence des resultats. 
Lorsqu'on trace r^t(l) vs I et que le nombre de mesures par bloc est suffisamment 
grand, on obtient un plateau. La hauteur de ce plateau nous donne la valeur de Tint qu'il 
faut inserer dans le calcul (1.45) pour obtenir la bonne erreur sur la valeur cherchee. 
Pour de futurs calculs, on peut se rappeler que I*, la valeur de I a partir de laquelle on 
obtient un plateau, est une limite inferieure sur le nombre de mesures requis dans les 
blocs pour que ces derniers soient independants statistiquement. La figure 1.3 represente 
l'equation (1.47), pour trois differentes quantites. On a ici un parfait exemple de temps 
de correlation differents. Meme si la valeur de rint, pour la partie potentielle, ne semble 
pas avoir encore converge vers un plateau, c'est le Tjnt le plus grand des trois quantites 
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examinees, et c'est done ce dernier qui doit etre utilise dans l'equation (1.45)30. 
Lorsqu'on fait l'examen de Tjnt, il faut faire une petite mise en garde. II se peut que 
le Tint semble avoir converge pour certains systemes, mais le plateau obtenu se revele 
en fait une pente croissant tres doucement. Si Ton pouvait augmenter le nombre / de 
mesures par bloc d'un facteur 10 par exemple, on pourrait voir que la convergence se 
produit beaucoup plus tard, entramant des erreurs systematiques pour le calcul d'erreur, 
faisant que cette derniere est beaucoup trop petite. Si Ton veut prendre le maximum de 
precautions pour optimiser notre calcul, il faut suivre la progression de Tint(l) pour des 
valeurs des parametres de la simulation qui ne posent pas de problemes, c.-a-d. une haute 
temperature, une faible valeur de U et des systemes de petite taille. Ainsi, on peut suivre 
a la trace les comportements de Tint et de I* lorsque les correlations entre les mesures 
augmentent, pour differents parametres. 
En pratique, dans nos calculs, le nombre de mesures par bloc variait entre 200 et 
15000, a mesure que U et f3 croissaient. 
Collement 
Dans certains cas, surtout a basse temperature et lorsque U est grand, la marche 
aleatoire n'est plus aussi aleatoire, c.-a-d. la pointe du vecteur de la figure 1.1 reste prise 
dans un sous-espace tres petit des configurations. On parle alors de probleme de collement 
ou probleme d'ergodicite. Ces problemes demandent qu'on augmente de beaucoup la taille 
des blocs utilises. Dans nos calculs nous avons implante l'algorithme des mouvements 
globaux [27], dont l'idee de base est de changer completement de region de l'espace de 
temps a autre, en retournant toutes les tranches de temps associees a un site en particulier 
choisi aleatoirement. Le fait d'utiliser les mouvements globaux ralentit la simulation, mais 
si en retablissant l'ergodicite on obtient plus facilement des donnees independantes, cela 
raccourcira le temps requis pour obtenir des resultats. Pendant nos calculs, cette option 
etait toujours activee a moins qu'on ne precise le contraire. 
30Le fait que Tint oscille quand / est tres grand provient du fait que nous avons utilise un nombre de 
mesures constant, tout en agrandissant la taille des blocs. Le nombre de blocs a de ce fait diminue a 
mesure que I a grandi. L'estimateur de la variance devient done moins precis quand I est grand. Si le 
nombre de blocs pouvait rester constant jusqu'a la fin, on ne verrait pas ce type de comportement. 
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Rechauffement 
Comme nous l'avons vu a la section 1.2.3, l'algorithme de Metropolis nous donne la 
bonne reponse pour la densite de probability cherchee, dans la limite ou le nombre d'ite-
rations est grand. Concretement, cela signifie que nous devons laisser tomber un certain 
nombre d'iterations NR, a partir du depart, pour ensuite faire la moyenne sur les donnees 
restantes. La chaine de Markov debute vraiment a JVR + 1. On appelle rechauffement cette 
periode pendant laquelle on ne mesure rien, puisque c'est la periode necessaire a l'atteinte 
de l'equilibre. Cette partie est la plus contraignante en termes de temps de calcul dans 
le MCQ. En effet, meme si on peut distribuer le nombre de mesures a effectuer sur n 
ordinateurs, le temps de calcul total, lui, n'est pas divise par n puisque le rechauffement 
est le meme, que la simulation soit effectuee sur un ou plusieurs ordinateurs. 
En regie generale, on prend 
NR ~ 10P. (1.48) 
1.2.5 Autres considerations a ne pas negliger 
Probleme de signe 
Pour certaines gammes de parametres, le « signe moyen », c'est-a-dire la moyenne des 
valeurs de signe obtenues pour chaque configuration HS, se rapproche de 0. Comme il 
n'y a que deux valeurs possibles pour s, cela signifie que bien des valeurs s'annulent mu-
tuellement dans l'equation (1.44). II faut done faire grandir la taille de notre echantillon 
pour avoir une reponse qui a du sens. En fait, le probleme de signe reside dans le fait que 
l'echantillon a prendre grandit exponentiellement avec l'inverse de la temperature et la 
taille. Cela implique qu'on perd tous les avantages de la methode MCQ par rapport aux 
diagonalisations exactes (DE), et done que la methode n'a plus aucun interet dans cette 
region de parametres. 
Cependant, meme si nous nous restreignons, ici, au cas (hi) = 1, qui ne comporte 
pas de probleme de signe, 11 est bon d'en faire mention dans ce document, puisqu'outre 
la petite taille des systemes qu'on peut utiliser, le probleme de signe est le principal 
desavantage du MCQ. 
Chapitre 1 : Methodologie 26 
Biais de l'estimateur et Jackknife 
L'equation (1.44) est ce qu'on appelle un estimateur biaise31, puisque c'est un quotient 
de deux operations lineaires qui, lui, donne une operation non lineaire. 
En effet, on peut ecrire 
((* - Qf) = ((0 - (9)f) + ({9) - Q)\ (1.49) 
v „ > S v ' 
Variance de 0 B i a i s 
ou Q est la valeur moyenne qui determine la distribution et 9 est l'estimateur de la 
moyenne Q. Dans le cas ou les 9 sont toutes des variables independantes, la variance de 
9 decroit comme jj. Si la decroissance du biais en fonction de N est moins rapide que -^, 
nos resultats seront biaises, et il faut songer a les corriger. 
Un moyen de le faire est d'utiliser la methode du Jackknife. Cette methode nous per-
met, tres souvent, de nous assurer que le biais de l'estimateur decroit plus rapidement que 
la variance de ce dernier en fonction de N. Cette methode assure aussi une propagation 
de l'erreur automatique, c.-a-d. qu'elle ne necessite pas l'usage d'expressions alourdies 
par plusieurs calculs de variance et de covariances entre les quantites a calculer. En uti-
lisant les k blocs de taille I comme quantites a utiliser, tels que k • I = N, les equations 
importantes se rapportant a la methode sont 
R = i?(°) - b (1.50) 
(l k V / 2 
6(R) = (k- l)1/2 I - £ (# ( j ) ) 2 - (Ran2 ] , (1-51) 
avec 
6 = ( i b - l ) ( i ? u ' - i 2 ( 0 ) ) (1.52) 
1 k 
Rau = -J2RiJ)- (1-53) 
k
 j=i 
R est la valeur calculee une fois le biais b retranche de R^ (R^ est l'estimateur biaise 
defini ici a l'equation (1.44)), S(R) est l'incertitude sur R et R^ est la moyenne des k 
blocs ou Ton a soustrait le j i e m e bloc. 
Dans le cas d'un estimateur non biaise (comme la plupart des quantites calculees 
31Voir par exemple [28] pour un traitement plus en profondeur de cette partie. 
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a demi-remplissage), on peut montrer que les equations ci-haut equivalent au calcul 
standard. 
Dans le cas de la methode introduite en 1.3.1, bien que les calculs soient effectues 
a demi-remplissage, il existe une possibilite de biais puisque le denominateur du terme 
calcule a /3' n'est pas egal a 1. 
Nous avons utilise les equations precedentes pour nos calculs statistiques et n'avons 
trouve aucune difference significative entre le jackknife ou la methode traditionnelle de 
calculs des variances. C'est done dire que le biais de l'estimateur n'est pas un facteur 
dont il faut tenir compte pour les quantites que nous avons mesurees dans cette gamme 
de parametres. Comme la methode du Jackknife necessite de la memoire supp lemen ta l 
lors du calcul, nous utilisons la methode traditionnelle devaluation des statistiques. 
Regressions lineaires en A T 2 
Comme nous l'avons vu, l'equation (1.2) est exacte jusqu'a l'ordre (Ar) 2 . Nous avons 
pu constater que la regression devient essentielle quand U et (3 deviennent grands. Cette 
etape est tellement importante que nous lui avons consacre quelques lignes a la section 
1.3.3. 
Effets de taille finie (ETF) 
En general, en thermodynamique on a affaire a deux types de quantites, soit les 
quantites extensives qui dependent de la taille du systeme et les quantites intensives 
qui sont independantes de cette meme taille. Or, quand on calcule de petits systemes, 
il arrive parfois que des quantites intensives soient dependantes du volume utilise (ou 
nombre de sites dans le cas qui nous concerne). On s'apergoit par contre que pour un 
volume suffisamment grand, ces quantites ne varient plus avec la taille. On dit alors qu'on 
a atteint la limite thermodynamique du systeme. Detecter ces ETF n'est pas evident. Plus 
la temperature diminue, plus ils deviennent importants. Les calculs a U = 0 dans la limite 
thermodynamique ainsi que pour des tailles finies peuvent nous donner un bon indice de 
la taille du systeme a utiliser pour un calcul quand U ^ 0. Ces effets different tellement 
d'un cas a l'autre que nous ferons l'analyse de ces donnees dans les chapitres traitant des 
resultats. 
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1.3 Chaleur specifique 
La capacite thermique s'ecrit 
C = SS = T ^ , (1.54) 
dT dT ' v y 
ou Q est la chaleur et S est l'entropie. Sa valeur depend des variables qui demeurent 
constantes dans le systeme que nous utilisons. A nombre de particules N et volume V 
constant, on a 
*-
T(£)w-(£L,-
Dans le cas du modele de Hubbard, le V demeurant constant, il n'y que le nombre de 
particules qui puisse varier. On peut done remplacer N et V par la densite de particules 
n. On ecrit ainsi que 
c
^(f) • <»•»> 
V / {hi) 
On peut normaliser (1.56) par le volume du systeme, en l'occurrence le nombre de 
sites V32 (le parametre de maille etant pose egal a 1). On definit done la chaleur specifique 
volumique33 comme 
CV
 = ^ = V dT =(drj ' (L57) 
\ / (hi) V / (ni) 
ou e est l'energie34 par site. 
Dans le MCQ, il existe quelques fagons d'aborder le calcul de (1.57). Citons : le calcul 
des fluctuations, le lissage de l'energie et la methode des derivees aux differences finies35. 
De prime abord, on pourrait penser que la methode du calcul des fluctuations est 
la plus interessante puisqu'elle ne necessite le calcul que d'un seul point pour chaque 
valeur de temperature utilisee. Cette methode est pourtant deconseillee [11], parce que 
32En multipliant par le pas du reseau ao on trouve effectivement un volume. Ici, ao = 1. 
33A partir de maintenant, le terme chaleur specifique designera toujours la chaleur specifique volu-
mique. 
34Totale, specifique ou potentielle. Nous parlerons de leurs significations plus tard. 
35A demi-remplissage, le potentiel chimique est 0. Pour cette valeur precise I -r= 1 = I —= I 
Hors demi-remplissage, il faut trouver le potentiel chimique correspondant au remplissage pour lequel 
on veut faire le calcul, ce qui n'est pas une mince affaire, puisque fi = fi(n,T). 
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l'expression a evaluer est tres longue et que certains termes contiennent jusqu'a huit 
operateurs fermioniques. II faut done, selon le theoreme de Wick, multiplier entre elles 
quatre fonctions de Green a une particule, qui ne sont calculees qu'approximativement. 
Cela entraine des barres d'erreur tres grandes qui rendent les resultats inutilisables. 
Le lissage de l'energie, quant a lui, est une methode attrayante puisqu'elle nous donne 
une expression analytique de l'energie, que Ton peut deriver explicitement, pour trouver 
l'expression de la chaleur specifique. Le desavantage de cette methode est qu'il est facile 
de surlisser les donnees, e'est a dire de donner une expression qui decrit trop bien les 
resultats MCQ, donnant ainsi lieu a l'apparition de structures artificielles dans la courbe 
resultante. C'est la methode privilegiee dans les references [10, l l ] 3 6 . 
La derniere methode enumeree, soit celle des differences finies, est la moins sophisti-
quee des trois. C'est la methode la plus naive qu'on a de calculer une derivee. L'annexe 
D nous donne les erreurs systematiques apparaissant dans une derivee aux differences 
finies par rapport a la temperature. On a 
^pprox ^ _ ^ „ ^ ^
 + A {/3o) {Af3f + B WQ) {ATf 
+ D (ft) (Ar) 2 (A/3)2 + O ((A/3)4) 
Dans cette methode, il y a une competition entre les erreurs systematiques (qui soit 
dit en passant ne sont pas presentes dans les autres methodes) dues a A/3 (le pas de 
la derivee), et l'erreur statistique sur chacun des points. Ainsi, si les points sont tres 
eloignes, l'erreur statistique sur la mesure ne sera pas tres grande. L'erreur systematique 
par contre, risque de nous faire « rater » des structures de la courbe. En revanche, si 
les points sont tres rapproches, l'erreur systematique diminue, mais l'erreur statistique, 
elle, augmente. C'est done un equilibre entre ces deux effets qui nous donne la meilleure 
reponse. C'est a priori une pietre methode. 
S. Liu et Y. Alhassid [29] ont cependant trouve une fagon intuitive et ingenieuse de 
rendre la methode des differences finies interessantes. lis ont songe a utiliser les memes 
champs HS pour calculer deux points a des temperatures differentes et ainsi induire des 
covariances qui diminueront l'erreur statistique sur la difference entre ces deux points. 
36Les fonctions utilisees pour le lissage sont par contre bien differentes. L'un utilise des polynomes [10] 
alors que l'autre utilise une somme d'exponentielles [11]. 
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1.3.1 Methode de Liu et Alhassid 
30 
Supposons que Ton veuille calculer une quantite a une temperature (3' — (3 + A/3. II 
est possible d'obtenir cette temperature exactement a partir de l'expression (1.26). 
En effet, on associe tout simplement cette temperature (3' a une configuration de 
champs X', de sorte que 
/
oo r , _ i l 
dX'g(X')S(X') J] det Q° (X') JJ 0°pC) 
{O) (/?) - - ^ ^ - ^ r - 1 ^ ! • d-59) /
oo , 
dX'g(X')S(X') J ] det Q° (X') 
• ° ° rr>=4- L 
<T'=± 
L'etape cle de la methode est de poser X ' = cX, ou c est une constante, de sorte que 
g(X') = Cste x g(X). En inserant la derniere expression dans (1.59), on obtient 
/
oo r I i 
dXg(X)S(cX) J ] det Q° (cX) I ] Oa{cX) 
{O) (/?') * - ^ — T O O 2 ^ - =
 r , _ / = ± n , (1-60) /
O O -I 
dX5(X)S'(cX) J ] det Q* (cX) cr'=± 
ou les constantes multipliant les facteurs g se sont simplifiees au numerateur et au deno-
mina te s . 
On multiplie ensuite l'expression au numerateur et au denominateur par 
P(X)*(X) 
g(X)S(X) n det 
<r"=±l 
0""_1(x) 
(1.61) 
ou p(X) et s(X) ont ete definis a la section 1.2.2. L'equation precedente est une reecriture 
compliquee de l'unite. On rearrange (1.60) et on obtient 
(0) (/?') 
/
oo _^ 
dXp(X)s(X)5(cX - X) J ] 
-°° <r'=±l 
det \Q' r'-\cx)} 0(cX) 
det G"' *(X) 
n o°{cx) 
/•oo det \Qa (cX) 
/ dXp(X)s(X)S(cX-X) J ] Lr ,_t j 
• /-oo
 ff/=±1 det |s<* (X)j 
(1.62) 
A(X) 
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ou 
S(cX - X) = \ 
1, U>0 
e-(c-l)Tr[diag{X}]) JJ < Q 
(1.63) 
II s'agit maintenant de trouver la constante c, dans X' = cX, pour que la condition 
<?(X') = Cste x g(X) soit respectee. Encore une fois, dans le cas qui nous interesse, on a 
(comme pour 1.32) 
g(cK) = Cste x £ > ( c X - KA') 
K 
= C 5 i e x ^ < 5 ( X - K - ) 
K C 
=S(X) 
ou la derniere egalite est satisfaite seulement si 
Ainsi, l'equation (1.62), s'ecrit 
A' 
c = 
s O 
(6) 
EKPK(X)[SK(X)AK(X;X')OK(X')} 
E K P K ( A ) 
EKPK(X)[SK(X)AK(X;X')} 
E K PK (A) 
=z 
avec 
^ K ( A ; A ' ) E E 
n 
det Ok M A - l 
<j d e t 
V-A 
e 2 
<?K(A)"1 
C / > 0 
n Tr[diag{K}] 
det 
det 
8k W 
Gk (A)" 
Tf, t /<0 
(1.64) 
(1.65) 
(1.66) 
Tout le reste a deja ete calcule de (1.34) a (1.36), sauf O K (A') qui est l'operateur dont 
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on veut la moyenne, calcule a A' c.-a-d. /?' .On a done 
ft,*, „ EK€Chame [*K (A) AK (A; A') QK (X')] 
{P )
 - EK6Cha>ne [*K (A) ^ K (A; A')] 
(1.67) 
et done la derivee aux differences finies evaluee a /3 nous donne 
~ J _ (ZK&**» [S(K)A(K)Q(CK)] _ E K e C h a i n e [ s ( K ) Q ( K ) ] \ " { 1 M ) 
A / 3 \ E K e C h a t n e b ( K ) ^ ( K ) ] EK eChaT„e [*(K)] J 
Pour que l'expression precedente nous donne le bon comportement en termes des 
erreurs systematiques, soit celui de (1.58), il faut que la derivee soit evaluee en /50, definie 
dans 1'annexe D. En procedant a un changement de variable f3' —* f3o + ^f et (3 —» f30 — ^ 
puis en multipliant par -(% on a 
approx o2 ^ ^ 
— A/3 
A> 
la forme requise a l'equation (1.58)38. Cette expression est celle de la derivee aux diffe-
rences finies a deux points evaluee en To f= 4-), pour n'importe quelle observable, par 
rapport a la temperature. En substituant done au hamiltonien de (1.1) sa seule partie 
cinetique ou sa partie potentielle a O, on trouve les chaleurs specifiques totale, cinetique 
et potentielle respectivement. 
La figure 1.4 montre le calcul realise avec la methode donnee a la section 1.3.1. Des le 
premier coup d'oeil, on remarque la difference tres grande entre chacune des courbes, qui 
augmente de surcroit, a mesure que la temperature diminue. Nous avons aussi observe 
que cet effet s'accentue a mesure que U grandit. Nous reparlerons de cette courbe en 
plus de details a la fin de la section 1.3.4, mais nous voyons tout de suite que lorsque les 
regressions sont faites, nous tombons sur le resultat exact de la reference [9]. 
37En fait, le calcul de 0#-(A') passe par le calcul des fonctions de Green a une particule (/£• (A'). Dans 
ces fonctions, il n'y pas que A' qui change. Plus fondamentalement, il faut changer AT —> AT' partout. 
38Pour des raisons d'economie de calcul et d'espace memoire dans le programme, les derivees par 
rapport a la temperature sont evaluees a (3Q, alors que les autres quantites sont evaluees en f3. 
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FIGURE 1.4: Differentes valeurs de A T , puis regression lineaire pour la methode de Liu 
et a/., pour un reseau 32x1 a U = 8. On voit que l'ecart entre les differentes courbes est 
tres grand, mais que la regression lineaire est validee par la reference. 
Commentaire sur la signification des parties cinitique et potentielle de la 
chaleur specifique 
Les composantes cinetique et potentielle, proviennent des parties cinetique (K) et 
potentielle (V) de l'equation (1.1). On peut s'en servir pour comprendre la structure de 
la chaleur specifique totale du systeme, particulierement la partie potentielle, comme 
nous le verrons au chapitre 3. II est clair par contre que ces composantes ne peuvent pas 
etre vues comme deux chaleurs specifiques physiques additives. En effet, il arrive que la 
chaleur specifique potentielle soit negative, ce qui est evidemment une absurdite lorsqu'on 
considere la definition (1.54), conjuguee a la troisieme loi de la thermodynamique. 
1.3.2 Efficacite de la nouvelle methode 
Nous avons compare la methode introduite dans la section 1.3.1 avec la methode 
standard qu'on a de faire les differences finies, c.-a-d. en utilisant deux valeurs d'energie 
obtenues avec deux marches aleatoires differentes39. La figure 1.5 nous donne les resultats 
de cette comparaison. Nous avons compare les deux methodes aux resultats exacts de 
Jiittner et al. [9] pour le modele de Hubbard ID a U = 8, un regime ou les resultats sont 
3La methode optimale qu'on a de calculer les differences finies a ete testee a la section (1.3.3). 
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difficiles a obtenir en raison des fortes erreurs statistiques. On pourrait dire qu'on teste 
la methode dans des « conditions extremes » ! 
Precisons d'abord que les mesures ont ete obtenues en prenant les memes parametres 
pour chacune des courbes, hormis le fait qu'on a calcule deux points d'energie en une 
simulation dans la nouvelle methode. Les regressions lineaires ont ete faites pour les deux 
methodes. Nous verrons dans les prochaines sections qu'il etait primordial de les faire. 
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FIGURE 1.5: Comparaison entre la methode de Liu et al. et la derivee aux differences 
finies, avec les parametres optimaux; a [ / = 8; pour une chaine 32 x 1. Les regressions 
lineaires ont ete faites pour les deux methodes. 
En analysant la figure 1.5 done, on peut voir que les deux methodes de proceder 
donnent des resultats semblables. A haute temperature cependant, et bien sur le gra-
phique ne nous permet pas de le montrer, les erreurs obtenues par la methode de Liu sont 
de trois a quatre ordres de grandeur plus petites que pour la methode conventionnelle. 
En revanche, les barres d'erreurs sont comparables a basse temperature et, malheureuse-
ment, e'est plutot cette region qui nous interesse. Si les deux methodes donnent les memes 
resultats, laquelle choisir? II faut choisir celle qui va nous donner le plus d'informations 
en le moins de temps. Le pas de derivation choisi, dans la methode de Liu, doit etre tres 
petit, sinon des instabilites numeriques peuvent survenir. Au contraire, la methode des 
differences finies ordinaires, demande que Ton utilise deux points relativement eloignes 
l'un de 1'autre. Avec trois points, on peut trouver deux points differents dans la chaleur 
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specifique40, alors qu'il en faut quatre pour le meme nombre de points avec la methode 
de Liu. Cette derniere pourrait cependant etre utile dans le cas ou la courbe a deliver 
varie beaucoup sur une plage de temperature donnee et ou, par consequent, le pas de 
derivation doit etre petit. Ici, l'energie varie plutot peu rapidement en fonction de la 
temperature et done il n'est pas utile de se servir de cette methode dans le cas present. 
Nous nous rabattons done sur le calcul des differences finies standard, tel que decrit a la 
section suivante. 
1.3.3 Differences finies s tandards : regressions ou n o n ? La est 
la quest ion! 
Dans cette partie, nous nous attardons a optimiser la procedure de calcul de derivees 
aux differences finies. La figure 1.6 represente la courbe de laquelle on doit tirer la derivee. 
-1.9 
-1.95 
-2 
-2.05 
-2.1 
-2.15 
-2.2 
-2.25 
-2.3 
-2.35 
-2.4 
CD 
CO 
'3 
3 
o 
CD 
'5b 
CD 
4 J 
U 
4-> 
ci W 
- i . U U 
-2.1 
-2.15 
_9 9 
1 
- ^===5^*^ 
-i^^-S^' _—— 
S^--~~J~ 
1 
0.8 0.9 
LogwT 
* | 5 
, « *
r 
« * 
^. •<• «• * 1 • "degression lineaire I—•—I 
* ± I * * * ; - - * A r ~ 0.08 h ^ 
"* + * • * A T ~ 0.05 h-a- -i 
i L I I I I 
0.1 
LogioT ( T en unites de t x] 
FIGURE 1.6: Energie totale d'une chaine de 32 sites a U = 8, pour differents Ar . La 
precision des points dans l'encadre nous montre qu'il n'est pas evident que la derivee 
numerique de chacune des courbes sera la meme pour differentes valeurs de Ar . 
On voit, des l'abord, qu'il est bien presomptueux de penser que la valeur de la derivee 
de cette energie sera la meme peu importe la valeur de Ar. En effet, grace a la preci-
40Le point 2 et le point 1 de l'energie donnent le point 1' dans la chaleur specifique alors que le point 
3 et le point 2 donnent le point 2'. Le point 2 sert done deux fois. 
Chapitre 1 : Methodologie 36 
sion des resultats obtenus, on peut voir en examinant l'encadre de la figure 1.6, que la 
difference entre les courbes n'est pas une simple constante additive, condition sine qua 
non pour nous permettre de conclure que la derivee est la meme pour toutes les courbes. 
Bien sur, seul le calcul explicite pourra nous en dire plus long. 
Procedure suivie pour revaluation de la derivee 
Grace au grand nombre de points que nous avons recueillis (en tout 500 repartis ega-
leraent sur une echelle logarithmique selon T), nous testons differents pas de derivations 
AT, et obtenons differentes courbes, que nous superposons aux resultats exacts obtenus 
en une dimension par Jiittner et al [9]. 
En choisissant un intervalle constant, en termes de nombre de points, on obtient un 
rapport ^ £ ( = — 4^)4 1 constant, ou AT est la difference de temperature utilisee dans le 
calcul de la derivee aux differences finies, alors que T est la temperature a laquelle est 
evaluee cette derivee. 
Commentaire technique concernant le pas de derivation 
Le pas de la derivation P est la difference, en termes de nombres de points, entre les 
deux points choisis pour le calcul de la derivee. On peut facilement etablir que 
logT, = logTo + (Y^\) pogT) - logTo] , (1.70) 
ou Ti est la temperature que Ton cherche, Tf et To sont respectivement les plus haute et 
plus basse temperatures de l'intervalle choisi, N est le nombre total de point calcules (ici 
500) et rii est le nombre de points calcules separant 7$ de To. 
Soit Tj, qui a la meme forme que l'equation (1.70) avec la condition n,- — rii + P. En 
2 
T + T 
definissant AT = Tj — Tj et T = -^——-, on trouve facilement la formule 
To ^ l 
qui nous donne le rapport f^- correspondant a un P fixe. 
41
 Les rapports sont les memes, mais les dividendes et les diviseurs de chaque division ne sont pas les 
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Regressions lineaires 
Avant de voir comment se comporte la derivee aux differences finies, sans la regression 
lineaire en ( A T ) 2 , pour chacune des energies impliquee dans le calcul, nous appliquons 
ladite regression, et nous nous assurons que nous pouvons reproduire les resultats exacts 
de la reference [9]. II est important de mentionner que la regression lineaire a ete effectuee 
sur chacune des deux energies entrant dans la derivee aux differences finies. Ce sont les 
deux valeurs obtenues par cette regression qui sont soustraites l'une de l'autre pour 
produire la figure 1.7. 
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FIGURE 1.7: Chaleur specifique pour differents rapports ^ , obtenue apres regression 
lineaire en ( A T ) 2 , a partir des memes donnees qu'a la figure 1.6. Afin de trouver le bon 
pas de derivation, il faut avoir un bon accord pour la portion a haute temperature, 
tout en minimisant les incertitudes sur la portion a basse temperature. Dans le cas 
present, le meilleur accord est obtenu quand ^ ~ 30%. Si nous augmentons le pas, nous 
commencons a perdre l'accord quantitatif avec la structure a haute temperature. 
La figure 1.7 nous montre qu'avec la valeur obtenue sur les incertitudes, un rapport 
4 ? ci 30%, nous permet de rendre compte des caracteristiques donnees par la courbe 
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de la reference. Cela est plutot etonnant car a priori on s'attendrait a ce que l'erreur 
systematique soit grande pour un si grand rapport. Cela signifie que le coefficient A {(3) 
dans (1.58) ne devient jamais tres grand. La derivee troisieme de l'energie (deuxieme 
de la chaleur specifique) reste relativement petite partout. Si nous prenons un pas plus 
petit, les incertitudes sont trop grandes, alors que si nous prenons un pas plus grand, 
on ne reproduit plus le comportement a haute temperature. Tout va bien done, jusqu'a 
present, puisque nous pouvons reproduire les resultats de la reference [9] en utilisant cette 
methode. Mais est-il possible d'obtenir des resultats acceptables en sautant l'etape de la 
regression lineaire? Nous sauverions ainsi du temps de calcul precieux42. 
Supposons que Ton choisisse un A r tel que l'erreur systematique sur la courbe re-
cherchee soit du meme ordre de grandeur que l'erreur statistique. II n'est pas toujours 
evident que faire un seul calcul soit plus rapide que d'en faire trois, un a la suite de 
l'autre. En effet, on sait que le temps de calcul est proportionnel a NT. II est possible 
que la valeur de NT necessaire a faire la mesure a petit Ar , soit plus grande que que la 
somme des tranches de temps des trois43 calculs necessaires a la regression lineaire. A 
j3 = 1, en choisissant A r = | , ^ et ^ , le plus petit A r utilisable est ^ . Si le A r doit 
etre plus petit encore, on utilise la regression lineaire. 
Une etude du comportement de la pente de la regression pour differents U et (3, nous 
permettrait de trouver une loi empirique qui nous permettrait de repondre a la question 
posee ci-haut! 
Sans les regressions lineaires 
La figure 1.9 contient beaucoup d'informations et il convient de l'expliquer quant 
a sa forme avant d'en examiner le contenu et d'en tirer des conclusions. Mais parlons 
d'abord un peu de la figure 1.8. Elle represente le A r utilise dans le calcul de chacune 
des energies. Cela semble paradoxal d'avoir d'aussi grands ecarts de A r alors qu'on parle 
ici de A r ~ 0.1, une valeur qu'on voudrait fixe. Pourtant, on comprend que (3 varie 
continument alors que NT, le nombre de tranches de temps imaginaire, est entier. Cela 
implique que pour deux valeurs de (3 qui sont pres l'une de l'autre, on n'a qu'un entier 
disponible qui nous donnera une valeur se rapprochant de A r = 0.1. Cette deviation de 
la valeur choisie peut etre amplifiee, particulierement a (3 petit et/ou si le A r qu'on fixe 
4 2Apres tout, les calculs d'energie nous donnent de bons resultats jusqu'a une valeur de A T = 0.125, 
pourvu que l'on ne requiert pas que l'erreur associee au resultat cherche soit plus petite que 5%. 
4 3 0 n utilise typiquement trois calculs pour faire les regressions lineaires. 
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LogwT 
FIGURE 1.8: Valeur des differents ( A T ) 2 en fonction de LogwT, pour A T ~ 0.1. On ne 
peut garder A T fixe puisque bien que j3 varie continument, il n'en est pas de meme de 
NT, le nombre de tranches de temps imaginaire qui lui, est entier. 
est grand. 
Les trois graphiques de la figure 1.9 ont par ailleurs ete generes avec le pas de de-
rivation « ideal », determine a la figure 1.7 : 4p = 30%, soit un pas de 35 points. Les 
cercles qui sont distribues de part et d'autre de la valeur 0 de l'axe de droite representent 
la difference entre les ( A T ) 2 utilises pour le calcul des deux energies dans la difference 
finie. (On a utilise ici les symboles « + » et « - » pour differencier les deux valeurs). Ce 
sont les A T dont on a parle au paragraphe precedent, et le premier constat que Ton fait 
en observant la figure 1.9 s'y rattache. En effet, on observe, tout particulierement dans 
le graphique 1.9a, une espece d'oscillation (environ au centre) dont ne rend pas compte 
l'erreur calculee sur la derivee. On peut voir cependant le meme type d'oscillation dans le 
graphique situe au dessous de la chaleur specifique, et qui illustre la difference des ( A T ) 2 . 
En observant les deux autres graphiques, done quand A T diminue, on constate que les 
oscillations ont une plus faible amplitude. On peut, a l'oeil, determiner la valeur qu'aurait 
une derivee constitute de points ou la difference des ( A T ) 2 serait nulle, en faisant passer 
une courbe a travers les oscillations, comme le fait la ligne droite, a « 0 », a travers les 
valeurs de la difference. 
Procedant ainsi, on constate que la courbe du premier graphique de la figure 1.9 passe 
par dessus tous les points du centre, et le haut de la bosse de gauche de la reference. On 
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FIGURE 1.9: Chaleur specifique pour differentes valeurs de A r (c.-a-d. sans regression 
lineaire en (Ar)2) , obtenues a partir des memes donnees qu'a la figure 1.6, pour ^ ~ 
30%. Les cercles representent la difference entre les (Ar)2 utilises pour les deux energies 
impliquees dans le calcul des differences finies. 
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voit, de plus que, le minimum local est deplace a plus haute temperature, en plus d'avoir 
une valeur plus grande. Le merae comportement est observe pour les graphiques faits 
avec des A T plus faibles, bien qu'on se rapproche de plus en plus de la valeur donnee par 
la reference. 
On peut done en deduire que les courbes faites a partir de valeurs differentes de A T 
ne sont pas les memes. Selon la precision que Ton desire obtenir de nos resultats, il peut 
done etre tres important de realiser une regression lineaire en AT2. A moins qu'on ne le 
precise autrement, elles seront toujours faites dans ce travail. 
1.3.4 Explication des regressions lineaires differentes pour les 
deux methodes 
En regardant les courbes obtenues a des AT a peu pres semblables pour les deux 
methodes utilisees (figures 1.4 et 1.9), il est tout a fait legitime de se demander d'ou 
vient cette difference appreciable. 
La reponse a cette question nous est donnee par l'equation (1.58). Nous avons deja 
etabli grace a la figure 1.7 de la page 37, que le terme A(f30) de cette equation n'etait 
pas tres important dans les calculs. Reste done les deux autres termes. Quand A/3 n'est 
pas tres pres de 0, le terme D((3Q) n'est pas negligeable, et lorsqu'on fait une regression 
lineaire en (AT) , on obtient une pente plus faible que dans le cas ou A(3 —> 0. En fait, 
comme Af3 est donne par —— = cste., le B (/?0) est compense par le terme D ((30) (A(3) = 
A) 
Cste2D (0o) 0Q- Ce terme croissant comme (3$, il est intuitif de penser qu'etant negatif il 
puisse adoucir la pente de la regression obtenue avec Af3 <C 1 (figure 1.7). En quelque 
sorte done, en rajoutant une erreur, on se rapproche plus vite de la « vraie » valeur de 
la chaleur specifique! Ce resultat est done fortuit ici et vient nous rassurer dans notre 
idee que les regressions lineaires sont necessaires quand on abaisse la temperature, ou 
que l'interaction augmente. 
1.4 Exploration du modele 
Comme nous voulons explorer ce qui se passe quand on passe d'un systeme ID a un 
systeme 2D, on fait varier le parametre d'anisotropie ty de 0 a i^(= 1) dans le hamiltonien 
de Hubbard (figure 1). Mais comment doit-on faire varier ce parametre en fonction des 
autres parametres etudies ? 
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1.4.1 Comparaison des dimensions : mise a l'echelle 
La signification des interactions pour ID et 2D n'est pas la meme. Une interaction 
U = 4 est beaucoup plus importante en ID qu'en 2D, par exemple. C'est que l'energie 
moyenne de la bande impliquee depend du nombre de dimensions du systeme, ce qui 
n'est pas le cas pour l'energie potentielle. Naivement, on peut penser a comparer les 
rapport — des diverses dimensionnalites examinees, ou W est la largeur de bande, soit 
la distance entre les deux extremums de la bande. 
Pour le modele de Hubbard44, la bande est ecrite (dans l'approximation des liaisons 
fortes) comme la relation de dispersion 
D 
e(k) = - 2 £ i d c o s A ; d , (1.72) 
ou D est la dimensionnalite du systeme, k est un vecteur d'onde D-dimensionnel et tj, est 
I'integrale de saut reliee a la dimension d que Ton examine. Ainsi, on voit que la largeur 
de bande en fonction de la dimensionnalite est donnee par 
D 
WD = 4-£td. (1.73) 
Supposons que pour chacune des dimensionnalites td = t, une constante. Cela nous 
donne 
WD = ADt. (1.74) 
La valeur obtenue nous montre que prendre le rapport ^ comme point de comparaison 
est boiteuse. En effet, quand le nombre de dimensions devient infini, ce rapport tend 
vers 0, et la comparaison ne tient plus. Si on veut utiliser une methode comme la DMFT 
{dynamical mean field theory) [30] qui est exacte en dimensions infinies, il faut chercher 
ailleurs. 
Metzner et al. [31] utilisent plutot le rapport , u , ou e (k) est la relation de 
dispersion a U = 0, et la moyenne est faite sur la zone de Brillouin. En procedant ainsi, 
on voit qu'on peut comparer les dimensionnalites en remplagant t par -7=??, ou t est fixe. 
En supposant que l'anisotropie puisse etre consideree comme une dimensionnalite 
44Cubique ou hypercubique. 
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intermediate, on trouve que la relation a utiliser au demi-remplissage est 
t 
2 ( 1 + * * ' " X 2 Of 
(1.75) 
Comme toutes les energies du probleme sont determinees par le t utilise, il faut toutes 
les normaliser par ce facteur. 
Ann de nous convaincre qu'on a choisi le bon facteur de normalisation, nous avons 
trace, a la figure 1.10, les courbes de chaleur specifique a U = 0 pour differents t$ : sans 
normalisation de la temperature, et une fois les temperatures normalisees. Nous notons 
T une temperature normalisee, et plus generalement, toute autre quantite normalisee se 
voit coiffer d'un tilde. Dans le graphique done, on voit, une fois la mise a l'echelle faite, 
que les maximums de chaleur specifique sont bien alignes, et on se convainc ainsi que 
cette fagon de faire est correcte. 
Nous utiliserons cette normalisation dans le chapitre 4. 
o
 
C
ha
le
ur
 
sp
ec
ifi
qu
e 
sa
n
s 
in
te
ra
ct
io
ns
 
•
z o B P »—-< to p c+- O P des ech <D i—i 03 s d'er w oq
 
>
—
•-
a>
 
•
o
 
o
 £ 
2 Ave o 3 co' CD CD~ o 0 ST
 
0 o 4«
 
c;
 
13
 
o
 S5 CO a e-t- m 
C
ha
le
ur
 
sp
ec
ifi
qu
e 
sa
n
s 
in
te
ra
ct
io
ns
 
9 •8 CD 
O
 
o
 to
 
p oo
 
o
 
*>
-
p UT
 
o
 b) 
p ^ 
cc
 
E»
 
a w
 B CO CD £0'
 
<T
>"
 
O
 
CD
 
t-H
 
o
 
S5
 
o
 s 
H
O
p
p
p
p
p
p
p
O
M
 
o
 
a
 
o
 
i
—
i <8 •^ ^ 
Chapitre 2 
Chaleur specifique (ID) 
Le modele de Hubbard unidimensionnel possede une solution exacte [32] developpee 
a partir de VAnsatz de Bethe. Cette solution est pourtant difficile a interpreter. En effet, 
il aura fallu 13 ans depuis sa decouverte pour comprendre ce que sont les excitations de 
base du modele, soit les spinous et les holons [33]. C'est la separation spin-charge. En 
effet, les spinons et les holons sont des modes collectifs impliquant les degres de liberte 
de spin et de charge respectivement. Les spinons sont des fermions de spin \ qui ne 
transportent pas de charge, tandis que les holons sont des particules de spin 0, dont la 
charge est egale a la charge de l'electron. Les relations de dispersion des spinons et des 
holons a demi-remplissage different quand U ^ 0, et sont illustrees aux figures 2.1a et 
2.1b respectivement. 
Nous avons demontre, au chapitre precedent, l'accord entre nos resultats et les re-
sultats exacts, pour la chaleur specifique. L'objectif de ce chapitre est de comprendre 
physiquement ces resultats. 
L'analyse de la chaleur specifique passe par l'etude de quatre regimes. Soit deux 
regimes en couplage (fort et faible) fois deux regimes en temperature (basse et haute). 
Dans ce qui suit, nous allons expliquer les resultats de calculs MCQ obtenus en fonction 
de ces differents parametres. 
2.1 Cas limites 
II est interessant de comprendre les cas limites du modele afin de nous donner une 
intuition de ce qui peut se passer si l'on augmente graduellement les parametres t ou 
U. De plus, on peut facilement traiter les cas limites puisqu'on en connait les solutions 
45 
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(a) Relation de dispersion pour des spinons a(b) Relation de dispersion des holons a demi-
demi-remplissage. remplissage. 
(c) Evolution du gap A pour les ho-
lons a demi remplissage en fonction 
deU. 
FIGURE 2.1: Relations de dispersion de spinons et holons a demi-remplissage (le pas du 
reseau est fixe a 1). On constate la presence d'un gap a mesure que U augmente dans la 
relation de dispersion des holons (figure 2.1c). 
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exactes. 
2.1.1 U = 0 
Le cas U — 0 est la partie cinetique du hamiltonien de Hubbard sans interactions. Elle 
represente un systeme de fermions libres1, et les etats propres de cet hamiltonien sont 
des determinants de Slater formes a partir des ondes de Block, c.-a-d. que le bon nombre 
quantique pour les decrire est k, la quantite de mouvement cristalline. La relation de 
dispersion pour ce systeme est donnee par 
e(k) = -2tcosk. (2.1) 
Comme nous avons affaire a des fermions, on peut calculer l'energie moyenne a tem-
perature finie en peuplant les niveaux d'energie avec la fonction de Fermi-Dirac, soit 
'ww = ,W-,)+1- <2-2> 
et done, cy, la derivee de cette energie moyenne, est donnee par2 
°v = -Pjj L e (fc) — J ~ B — (2-3) 
avec N fini, ou encore, dans la limite thermodynamique (N —> oo), comme 
_
 2 1 t /KSdf(e(k),{3) cvN^ = -P - e (fc) — . (2.4) 
IT JZ.B. d p 
La figure 2.2 represente la chaleur specifique sans interactions, en fonction de la tem-
perature, pour differentes tailles de reseau. Le fait que Ton retrouve des comportements de 
chaleur specifique differents pour differentes tailles est un exemple de ETF. Cela implique 
que les longueurs de correlation caracteristiques du systeme deviennent plus grandes que 
le systeme lui-meme. Autrement dit, le systeme est trop petit pour nous donner toute 
l'information necessaire. 
On peut montrer, grace au developpement de Sommerfeld (voir par exemple [34]), que 
la chaleur specifique ID a basse temperature est donnee, dans la limite thermodynamique, 
^^ Voir note de bas de page 1 a la page 1. 
2Le facteur 2 dans l'equation 2.3 vient de la degenerescence du spin. 
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FIGURE 2.2: Chaleur specifique ID sans interactions pour differentes tailles N. On voit 
clairement l'effet de taille finie particulierement present pour AT = 4. A N = 128, il faut 
atteindre une temperature relativement basse avant de voir les resultats s'eloigner de la 
limite thermodyanique. 
par 
7T 
cv = -T, r < i . (2.5) 
La dependance lineaire en T est typique du liquide de Fermi mais aussi du liquide de 
Luttinger. 
La retombee de la chaleur specifique a haute temperature s'explique par le fait qu'on a 
une seule bande, de largeur finie. Quand la temperature est sufnsamment elevee, tous les 
niveaux sont egalement disponibles, et on a beau augmenter la temperature du systeme, 
l'energie moyenne de ce dernier tend vers une constante, c.-a-d. que 
l i m c v ( r ) - 0 3 . (2.6) 
Par opposition, pour une bande parabolique (electrons libres), on a une infinite d'etats 
accessibles, et, a haute temperature, le gaz d'electrons se comporte comme un gaz parfait. 
n En une dimension, on a : cy = — (avec fc# = 1) (d'apres le theoreme d'equipartition), 
une constante. 
3Voir anomalie de Schottky a la section 2.1.2. 
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FIGURE 2.3: Chaleur specifique ID dans la limite atomique, pour differentes valeurs 
d'interaction U. Le comportement a haute temperature se nomme anomalie de Schottky. 
La position du maximum est Tmax = — . 
La limite t = 0 est appelee limite atomique, puisque les electrons sont confines a 
un seul site. On a alors affaire a un systeme a deux niveaux : un niveau d'energie U, 
correspondant a une double occupation et un niveau d'energie 0, correspondant a un site 
simplement occupe ou sans aucun electron. 
La fonction de partition d'un pareil systeme est facile a calculer et a partir de cette 
derniere, on trouve la chaleur specifique donnee par 
cv = —— ) sech2 ( —-477 \4T (2.7) 
La descente a haute temperature s'explique de la meme facon que pour le cas precedent, 
a cette exception pres que le cas particulier d'un systeme a deux niveaux se nomme ano-
malie de Schottky. L'anomalie de Schottky apparait, parce qu'a tres haute temperature, 
on a autant de chance de trouver le systeme dans le niveau fondamental que dans l'etat 
excite. L'energie moyenne du systeme tend vers une constante en fonction de la tempera-
ture, et done, la chaleur specifique tend vers 0. Pour ce systeme, la position du maximum 
est donnee par Tmax = — . 
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FIGURE 2.4: Chaleur specifique ID pour les fort et faible couplages. A fort couplage, deux 
pics sont presents alors qu'a faible couplage, on n'a qu'un seul pic. 
En regardant les graphiques de chaleur specifique pour differentes valeurs du couplage 
U, on constate tout de suite une difference majeure entre les regimes dits de fort et de 
faible couplage (c.-a-d. U respectivement plus grands et plus petits que la largeur de 
bande W\D)- La figure 2.4 illustre les deux cas. A fort couplage, la chaleur specifique 
montre deux pics distincts alors qu'a faible couplage, on n'a qu'un seul pic. 
2.2.1 Fort couplage 
Le regime fort couplage est bien compris en ID4 . Les sous-sections qui suivent per-
mettent de comprendre la figure 2.6 et la separation des maximums a la figure 2.5. 
Basse temperature : modele de Heisenberg 
Quand U est tres grand, on peut utiliser la theorie des perturbations, en t. Dans 
ce cas, le hamiltonien non perturbe Ho est le terme potentiel du modele de Hubbard. A 
demi-remplissage et au deuxieme ordre en theorie des perturbations, done, le hamiltonien 
En 2D aussi d'ailleurs, comme nous le verrons a la section 3.2.1. 
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FIGURE 2.5: Positions des maximums en ID pour differentes valeurs de U. A haute 
temperature, quand le couplage devient grand, on a le regime « anomalie de Schottky » 
(Tmax ~ —) . A basse temperature, on a La limite donnee par le rnodele d'Heisenberg 
{Tmax — 0.481J) [35]. La deviation systematique a haute temperature est due a ce qu'une 
partie de la chaleur specifique cinetique persiste jusqu'a U tres grand. 
de Hubbard se transforme en le modele de Heisenberg antiferromagnetique. 
F ^ - J ^ S i - S j , (2.8) 
avec J = At2/U, et ou la somme est faite sur les plus proches voisins seulement. Les 
excitations de basse energie viennent du processus physique appele superechange, dans 
lequel des processus virtuels permettent a deux spins de signes opposes de changer de 
site. 
Dans la theorie des perturbations, on a, par identification avec l'equation (2.8), que 
.ffo —> —H, H\ —> 2H et done H0 -+ —2H\. Autrement dit, la portion potentielle du 
systeme correspond a « moins deux fois » la portion cinetique ; cet te relation se conservant 
dans la derivee. On voit bien que e'est exactement ce que Ton observe a basse temperature 
a la figure 2.65. Or, contrairement a ce qui se passe aux autres dimensionnalites, la relation 
de dispersion qu'on obtient n'est pas celle des ondes de spin. En effet, en une dimension, 
5Bien sur, le fait d'obtenir une chaleur specifique negative (derivee de la double occupation) nous 
indique que de parler des composantes cinetique et potentielle de la chaleur specifique separement n'a 
pas de sens. Voir section 1.3.1 page 33. 
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FIGURE 2.6: Chaleur specifique ID pour U = 6\/2, c.-a-d. fort couplage. Sur la figure, on 
a mis les composantes potentielle ( ° ) et cinetique (-——-) de la chaleur specifique. 
A basse temperature, on trouve la chaleur specifique pour le modele de Heisenberg an-
tiferromagnetique (2.8) alors qu'a haute temperature, on tombe a peu pres sur la limite 
t = 0. 
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un etat antiferromagnetique ordonne n'existe pas et cela meme a temperature nulle [32]. 
Les excitations elementaires sont les spinous [33], des ondes de spin possedant un spin | 6 . 
Ce sont done des fermions, dont la relation de dispersion a demi-remplissage est illustree, 
pour differentes valeurs de U, a la figure 2.1a. lis se comptent toujours par paires. 
Une autre confirmation de ce que e'est la physique du modele de Heisenberg que Ton 
observe a basse temperature, est la dependance de la position du maximum a l'interaction 
U. En effet, Bonner et al. [35] ont montre que Tmax ~ 0.481J pour le modele de Heisenberg 
unidimensionnel. La figure 2.5 nous montre que plus l'interaction U augmente, plus on 
se rapproche de la limite de Heisenberg. Les ecarts observes a plus faible U sont dus au 
fait que la bosse a haute temperature continue d'influencer la bosse a basse temperature 
jusqu'a ce que l'interaction soit suffisamment grande. ectionHaute temperature : Limite 
atomique (i = 0) 
A haute temperature et fort U, on trouve la limite atomique (t = 0); ou, du moins, 
on doit s'en approcher. Encore une fois, on semble tendre vers ce comportement seule-
ment quand U est tres grand. La raison pour laquelle le maximum est decale vers les 
temperatures plus hautes est, comme on peut le constater a la figure 2.6, qu'il subsiste 
une partie de chaleur specifique cinetique dont le maximum est plus haut que £7/4.8. Ce 
que cette bosse dans la chaleur specifique cinetique a haute temperature signifie phy-
siquement, sera discute dans le chapitre suivant. Quoi qu'il en soit, e'est lorsque cette 
structure devient tres petite qu'on tombe sur la limite t = 0, et cela ne se produit qu'a 
tres fort U. Notons que la chaleur specifique potentielle, elle, tombe bien sur le pic de 
l'anomalie de Schottky. 
2.2.2 Faible couplage 
En regardant encore une fois les relations de dispersion pour les excitations de basse 
energie (figures 2.1), on voit qu'a U = 0, les vitesses vspinon = Vhoion — VFermi — 2. Quand 
U augmente, les vitesses changent et un leger gap se forme (figure 2.1c) dans la relation 
de dispersion des holons. La grandeur du gap augmente radicalement autour de U ~ 3, 
c.-a-d. autour de l'endroit ou le maximum unique se separe en deux et nous mene vers le 
fort couplage. Le pic de droite est du au gap d'activation des holons [36]. 
A basse temperature, on n'observe aucune structure semblable a celle que Ton retrouve 
en deux dimensions (chapitre 3) pour des valeurs de couplage equivalentes. En ID, le 
6Contrairement aux magnons qui possedent un spin de 1. 
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FIGURE 2.7: Chaleur specifique ID pour U = A/2, c.-a-d. faible couplage. On est encore 
tres pres de la limite U = 0. 
calcul i?iM pour la susceptibilite de spin X§pin(Q^Qo — 0) predit une divergence a 
temperature finie (Q = (ir)7 et iq0 = 0 est la frequence de Mastubara nulle) et done, une 
transition de phase vers rantiferromagnetisme, comme nous le verrons pour le cas 2D. 
On sait par contre qu'en ID, la classe de diagrammes sommes dans l'approche RPA eat 
annulee exactement par une autre classe de diagrammes [37]. Ces effets d'interference 
sont a l'origine de l'absence de structure a basse temperature en une dimension. 
En termes de longueur de correlation magnetique £AF '• la longueur de correlation 
antiferromagnetique ne devient jamais plus grande que la longueur de de Broglie ther-
mique ^th (pas d'ordre a longue portee meme a temperature nulle). En fait, les longueurs 
caracteristiques du systeme sont toutes du meme ordre de grandeur puisque quand U est 
petit, les excitations ont a peu pres toutes la meme vitesse. 
7 Q = (TT) est appele vecteur d'onde antiferromagnetique. 
Chapi t re 3 
Chaleur specifique (2D) 
Contrairement au cas unidimensionnel (chapitre 2), le modele de Hubbard bidimen-
sionnel ne possede pas de solution exacte; aussi doit-on recourir a diverses methodes afin 
d'en extraire le plus d'information possible [13]. 
A l'instar du cas ID par contre, l'analyse de la chaleur specifique passe par l'etude 
de quatre regimes de couplage et de temperature. 
3.1 Cas limites 
Ici aussi nous passons en revue les cas limites, qui ressemblent fort au cas unidimen-
sionnel. 
3.1.1 U = 0 
La relation de dispersion pour ce systeme en 2D est 
e(k) = — 2 (txcoskx + tycosky). (3.1) 
tx et ty sont des integrates de saut qui nous permettent de modeliser un systeme anisotrope 
(comme nous le ferons au chapitre suivant). Dans le cas strictement 2D, on a tx = ty — t. 
Encore une fois, on peut utiliser la fonction de Fermi-Dirac (2.2) pour trouver l'energie 
moyenne et la chaleur specifique du systeme. 
La figure 3.1 represente la chaleur specifique sans interactions en fonction de la tem-
perature pour differentes tailles de reseau. Tout comme en ID, les ETF se manifestent 
55 
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FIGURE 3.1: Chaleur specifique 2D sans interactions sur reseau carre. L correspond au 
nombre de sites sur un cote. Encore une fois, plus on utilise de sites pour le reseau, plus il 
faut descendre en temperature pour voir apparaitre les effets de taille. Le comportement 
de la cy a basse temperature n'est plus lineaire. 
a basse temperature. Selon ce graphique, il faudrait utiliser un reseau 64x64 pour que 
les effets de taille soient insignifiants pour une temperature T = 0.05. Heureusement, 
lorsqu'on fait grandir U, les tailles de reseau sont plus raisonnables et on a un accord 
qualitatif avec la limite thermodynamique evaluee par la methode ACDP au-dessus de 
Tx (comme nous le verrons a la figure 3.7. 
La densite d'etats pour le cas 2D montre un pic logarithmique a l'energie de Fermi 
ep = 0, c.-a-d. a demi-rempli. A cet endroit, le developpement de Sommerfeld ne fonc-
tionne plus. On trouve plutot, en faisant l'integrale analytiquement1 : 
T, T 
a—I, T < 1 , (3.2) 
ou a ~ 0.29018556. Ce resultat est plutot surprenant parce qu'on s'attendait a, une cha-
leur specifique lineaire en temperature. Le calcul analytique montre qu'on peut attribuer 
ce comportement a la presence du pic logarithmique, ou singularity de Van Hove, dans 
la densite d'etats. 
1I1 a fallu faire une approximation autour du pic pour la densite d'etats en supposant qu'a basse 
temperature, les etats excites sont ceux qui restent pres du niveau de Fermi (de l'ordre de ksT). 
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Commentaire sur la singularity de Van Hove dans le cas anisotrope 
Bien que cette etude se limite au demi-remplissage et done tout particulierement a 
ep = 0, nous avons remarque deux pics dans la densite d'etats pour 0 < t^ < 1, a f7 = 0. 
Ces deux pics sont places a e ? = - 2 ( 1 — t^) ,2(1 — £$), valeurs qui peuvent etre trouvees 
en examinant la symetrie de la surface de Fermi autour de ces energies de Fermi. Dans 
le cas strictement 2D, les deux structures se joignent pour former un seul grand pic, En 
calculant la chaleur specifique autour de ces pics et en trouvant un comportement non 
lineaire en T, on validerait l'hypothese de l'influence de la singularite de Van Hove sur 
la chaleur specifique a basse temperature, pour differentes valeurs de t§. 
3 .1 .2 t = 0 
Comme la limite t = 0 n'implique que la partie potentielle du hamiltonien de Hubbard, 
et que cette derniere ne depend pas de la dimensionnalite du systeme, les comportements 
de la chaleur specifique en une et deux dimensions, sont strictement identiques. 
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F I G U R E 3.2: Chaleur specifique 2D pour les fort et faible couplages. Pour toutes les valeurs 
de couplage, on trouve 2 pics. La nature de ces divers pics est par contre differente. 
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FIGURE 3.3: Positions des maximums en 2D pour differentes valeurs de U. Quand le 
couplage devient grand, on a le regime « anomalie de Schottky », a haute temperature 
(Tmax ~ ^ ) , et la limite fort couplage dormee par le modele d'Heisenberg, a basse 
temperature (Tmax — § J [38]). La deviation systematique a haute temperature est due a 
ce qu'une partie de chaleur specifique cinetique persiste jusqu'a U tres grand. 
A faible couplage et basse temperature, un pic de chaleur specifique apparait, lie a une 
remontee de la localisation a basse temperature. On comprend, grace a la methode ACDP 
(TPSC) [12], que cette localisation est le resultat de l'apparition de fluctuations antifer-
romagnetiques. La courbe notee Tx, obtenue par cette methode, est la temperature dite 
de crossover entre le regime desordonne et le regime classique renormalise qui s'etend de 
TxkTc — 0, temperature ou s'opere la transition de phase vers l'etat ordonne antiferro 
magnetique. (Donnees ACDP extraites de la reference [12].) 
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Duffy et al. [10], ainsi que Paiva et al. [11] ont montre la presence de deux pics de 
chaleur specifique persistant pour toutes les valeurs de couplage en deux dimensions. Ce 
resultat est tres different du cas unidimensionnel. Dans ce qui suit, nous allons donner 
une explication de ce que Ton observe. 
3.2.1 Fort couplage 
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FIGURE 3.4: Chaleur specifique 2D pour U = (2)6 = 12, c.-a-d. fort couplage. Sur la 
dlfi ) dlfl) 
figure, on a mis les composantes potentielle (• ° ) et cinetique ( ) de la chaleur 
specifique. A basse temperature, on trouve une chaleur specifique proche de celle du 
modele de Heisenberg antiferromagnetique (2.8) alors qu'a haute temperature on tombe 
a peu pres sur la limite t — 0. La composante de chaleur specifique cinetique restante a pu 
etre reproduite a partir de l'equation 3 de [39] (Donnees fournies pas A.-M.S. Tremblay). 
Basse temperature : modele de Heisenberg 
La meme justification que pour le cas unidimensionnel s'applique a basse temperature, 
c.-a-d. que le modele de Hubbard devient le modele de Heisenberg. Ici, cependant, les 
excitations de basse energie sont des magnons. En 2D, la position du maximum se deplace 
comme Tmax — f J (figure 3.3) tel que trouve par Jaklic et al. [38]. On se souvient que 
Tmax ~ 0.481 en ID (chapitre 3). 
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Nous avons rappele au chapitre precedent que le modele de modele de Heisenberg a 
ceci de particulier que 
d(H1)_ d(H0) 
dT ~ Z^T- [6'6) 
Or en examinant la figure 3.4, on remarque que la relation entre les deux derivees est 
plutot 
d ( # i ) d(H0) 
On n'a done pas encore atteint la limite Heisenberg pour U = 12. Cet effet est plus grand 
pour des U plus faibles et tend a diminuer a mesure que U augmente. La presente etude 
n'est pas la seule a faire ce constat. En effet, Coldea et al. [40], qui ont ete parmi les 
premiers a traiter de ce sujet, ont ete cite 117 fois a ce jour2! C'est dire l'importance 
qu'a eu une telle decouverte pour les chercheurs dans ce domaine. 
Haute temperature : limite atomique (t = 0) 
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FIGURE 3.5: Chaleur specifique cinetique pour deux sites et U = 6. On voit l'apparition 
d'une seconde bosse, qu'on peut attribuer a la presence du terme de saut t entre les deux 
sites. Cette bosse est toutefois moins intense que pour des tailles de reseau plus grandes. 
A haute temperature, on retombe sur la limite atomique. Et, encore une fois, une bosse 
subsiste dans la chaleur specifique cinetique, qui nous empeche de tomber directement 
2Pour un traitement en profondeur, le lecteur est invite a consulter la these de doctorat de Jean-Yves 
Dellanoy [41]. 
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sur l'anomalie de Schottky. On peut se demander si cet effet systematique n'est pas 
dfi au pas de derivation utilise, par exemple. Des resultats analytiques, bases sur un 
developpement a fort couplage de la fonction de Green obtenu par Pairault et al. [39], 
montrent que cette structure est bien reelle(figure 3.4) et est tres bien modelisee par la 
courbe du calcul analytique. Comment interpreter ces resultats? Tout d'abord, il faut 
noter que lorsque le couplage augmente, la densite d'etats se creuse jusqu'a ce qu'il y ait 
une region ou la densite est nulle, ce qui se traduit par une bande interdite. Les deux 
bandes resultantes de part et d'autre de ce gap se nomment bandes de Hubbard (Hubbard 
bands) (voir figure 3.6). Pour t = 0, elles se resument a deux niveaux d'energie. Or, a 
l'interieur de ces bandes, des sauts intersites sont permis. On peut speculer que dans 
la bande superieure, les etats de plus haute energie, done de plus haute temperature, 
representeront des situations ou il y a des sauts. Les positions des bosses viennent valider 
ce raisonnement. La bosse de cv cinetique est toujours a plus haute temperature que la 
bosse de cy potentielle. La meme situation se produit en ID. La figure 3.5 nous montre 
qu'on peut reproduire qualitativement3 l'effet cherche en n'utilisant que deux sites! 
P ( e ) 
U=0 
Ul 
U2 
U3 
FIGURE 3.6: Representation schematique de revolution de la densite d'etats p (e) avec U. 
Ici on a U = 0 < Ul < Ul <C U3. Plus U augmente, plus la densite d'etats se creuse au 
niveau de Fermi. A la limite t —> 0 (~ (73), il ne reste que 2 etats accessibles (anomalie 
de Schottky). 
3.2.2 Faible couplage 
A fort couplage et haute temperature done, les comportements ID et 2D sont prati-
quement les memes. Cela est un peu previsible puisque les fortes interactions tendent a 
3L'effet de taille finie est tres important meme pour cette gamme de parametres. 
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localiser les electrons et done, les effets relies a la dimensionnalite du systeme deviennent 
de moins en moins pertinents a mesure qu'on augmente U. C'est a faible U qu'on peut 
voir la difference la plus marquee, c.-a-d. deux pics pour toutes les valeurs de couplage 
examinees. 
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FIGURE 3.7: Chaleur specifique 2D pour {7 = 2, c.-a-d. faible couplage. On est encore 
tres pres de la limite U = 0. On voit pourtant une bosse apparaitre a basse temperature, 
dont l'origine est reliee aux fluctuations antiferromagnetiques. 
Basse temperature : fluctuations antiferromagnetiques 
En observant la bosse a basse temperature et les contributions respectives de l'energie 
potentielle et de l'energie cinetique a cette bosse, on constate que cette derniere est due 
a 1'apparition d'une structure « piquee » dans la chaleur specifique potentielle elle-meme, 
done a une variation de la double occupation ou, autrement dit, de la localisation des 
particules sur chacun des sites, en fonction de la temperature. La localisation cree un 
moment local ({Sf) ) puisque 
= n - 2 {riijni^ 
(3.5) 
ou, dans le cas present, n — 1 (demi-remplissage). La figure 3.8 montre ce meme moment 
local en fonction de la temperature. 
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n i i i i i i I i i I | 1 1 — r 
t = 0, U = 12 
U = 2 h-o-H 
U = 6 h-+-H 
C/ = 9 h — H -
{/ = 10 h-o-H 
[/ = 12 |-->-H 
FIGURE 3.8: Moment local ((Sf) V pour differents 17. Pour de grands U, le moment local 
ne comporte qu'une bosse, qui correspond a un minimum de double occupation. A faible 
couplage, on a un accroissement supp lementa l de la localisation, a basse temperature. 
Cet accroissement est du a l'augmentation des fluctuations antiferromagnetiques. Les 
resultats de cette figure valident ceux obtenus par Paiva et al. [11]. 
Pour toutes les valeurs de U, on constate la presence d'un maximum dans la courbe 
a T ~ 1. Ce maximum est present pour toutes valeurs de couplage et pour toutes dimen-
sionnalites4. II s'agit d'un effet relie a l'entropie du systeme. De ce point de vue, en partant 
des basses temperatures, la double occupation peut diminuer parce que cela favorise la 
formation d'un moment local et done, une augmentation de l'entropie. Eventuellement, 
l'excitation thermique fera remonter l'entropie. Une autre des facons d'expliquer ce phe-
nomene est de constater que du point de vue de la double occupation, il y a un minimum 
lorsque la longueur thermique de de Broglie devient comparable au pas du reseau (a 
T ~ 1). Pour des temperatures plus grandes, la double occupation augmente a cause 
des excitations thermiques alors qu'a plus basse temperature, la nature d'onde plane des 
etats devient plus apparente et la double occupation augmente aussi. Ce probleme a entre 
autres ete aborde par F. Lemay dans sa these de doctorat [42]5. Uapproche autocoherente 
a deux particules (ACDP) reproduit quantitativement assez bien le minimum de double 
4Elle se traduit, par un 0 dans la chaleur specifique potentielle. 
5Cet effet, pourrait etre l'analogue de Peffet Pomeranchuk pour l'helium trois [43], mais ga n'est pas 
clair [44]. 
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occupation. 
Pour de faibles valeurs de couplage, on voit,a basse temperature, une remontee du 
moment local . Cette remontee correspond bien sur a notre maximum de chaleur speci-
fique. Le systeme a done tendance a vouloir se localiser a basse temperature. A quoi cette 
localisation est-elle due? Un calcul champ moyen (Hartree-Fock, RPA) nous donne une 
transition vers la phase antiferromagnetique, a temperature non nulle. Ces theories de 
champs moyens ne fonctionnent pas en 2D cependant, puisqu'elles supposent l'existence 
d'un ordre a longue portee, ce qui est expressement interdit, a temperature finie, par le 
theoreme de Mermin-Wagner [45]. 
Examinons maintenant la relation 
XspinilAqn), 
({Si) ) = n - 2 K T n u ) = - 2 , 77- (3.6) 
-»"„,.•„ -i spin i • \ 
2(7 (
ni,1nUl) 
n
2 
appelee regie de somme du moment local, et obtenue dans le cadre de ACDP6 [12]. Cette 
derniere equation possede une forme de type RPA conventionnelle, a cette difference pres 
que U est remplacee par Uspin- Xo (q» iQn) est la susceptibilite sans interactions en fonction 
du vecteur d'onde q et de la frequence de Mastubara iqn, definie comme 
, ( q i i , , ) 4 E / ! 4 ± A « , (,7) 
v x e(k + Q) ~ e(k) - *?n 
ou / ( e ( k ) ) est la fonction de Fermi-Dirac et V est le volume, done le nombre de sites 
dans le reseau puisque le parametre de maille est fixe a 1. Dans cette approche, (nj^nj^) 
est obtenue de fagon autocoherente. 
En analysant ce qui se passe a basse temperature et faible couplage (U = 2) (figure 
3.9), on voit qu'effectivement, on predit une remontee de la chaleur specifique potentielle, 
telle que trouvee par le MCQ. En augmentant la taille du systeme, les ETF s'amenuisent 
et on s'approche de la limite thermodynamique obtenue avec ACDP. Cette methode ayant 
ete validee (numeriquement) auparavant du point de vue de la thermodynamique [44], 
on confirme done que ce sont les fluctuations antiferromagnetiques qui sont a l'origine de 
5ou TPSC (two-particle self-consistent) 
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l'apparition du deuxieme pic. En effet dans la methode ACDP on pexit montrer qu'on a 
une remontee exponentielle de la longueur de correlation antiferromagnetique en fonction 
de l'inverse de la temperature. La transition de phase ne se produisant qu'a T = 0, on 
respecte du meme coup le theoreme de Mermin-Wagner [45]. On ne voit la signature des 
fluctuations antiferromagnetiques qu'en 2D. 
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FIGURE 3.9: Comportement de la chaleur specifique potentielle pour U = 2 et basse 
temperature, en fonction de la taille. La limite thermodynamique est donnee par la 
methode ACDP. Nous examinons la contribution potentielle, puisque c'est la que se 
trouve la physique a basse temperature. La methode nous confirme la presence d'un pic lie 
a Tantiferromagnetisme itinerant, a basse temperature. Lorsqu'on abaisse la temperature 
et qu'on depasse Tx, la chaleur specifique ACDP n'est plus physique puisque qu'elle 
remonte au lieu de redescendre et ainsi s'approcher de 0 (La partie ou la chaleur specifique 
est divergente est en dehors du cadre du graphique) (Donnees ACDP fournies par S. Roy.). 
La TPSC cesse de fonctionner quand elle descend sous une temperature Tx, dite tem-
perature de crossover, a partir de laquelle la longueur de correlation antiferromagnetique 
(Vf) £,AF devient plus grande que la longueur de correlation thermique de de Broglie £th TlT' 
On peut d'ailleurs constater a la figure 3.3, que Tx correspond au maximum de chaleur 
specifique a basse temperature et petit U7. Cet accord semble meilleur que celui obtenu 
par Paiva et al. [11], qui stipulent que la position du maximum a basse temperature est 
proportionnelle au resultat RPA, dans laquelle il y a un parametre ajustable. Les deux 
Bien sur, pour que l'accord soit plus eloquent, il faudrait tracer ici plus de points. 
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courbes ne presentent pas non plus la meme concavite, et, a ce niveau, Tx presente encore 
un meilleur accord avec le MCQ que la RPA. 
Avec la TPSC, on voit le cote droit du maximum a basse temperature, alors que 
la redescente, elle, n'est pas presente. Bien siir, la redescente de chaleur specifique est 
essentielle pour respecter la troisieme loi de la thermodynamique. Pour cette raison done, 
(nj,Tnu) doit tendre vers une constante a mesure que la temperature diminue. 
Haute temperature 
Le pic « haute temperature » est essentiellement le pic qu'on retrouve pour U = 0, 
c.-a-d exclusivement compose d'energie cinetique. En faisant augmenter U, on voit que 
la position du pic ne varie pas enormement. C'est vers U ~ 5 que Ton tombe dans le 
regime fort couplage. 
Chapitre 4 
Crossover 1D-2D 
La variation progressive de l'integrale de saut t^ comme 0 < t$ < 1, nous permet 
de faire passer le systeme d'un regime strictement unidimensionnel a un systeme bidi-
mensionnel. Le but de l'exercice est de voir a partir de quelle valeur de t$ le systeme 
change de regime. Cela devra se traduire par l'apparition (disparition) de la bosse reliee 
a l'antiferromagnetisme itinerant que Ton trouve a basse temperature dans le cas 2D 
(ID). 
4.1 Cas limites 
Le cas t = 0 etant la limite atomique abordee dans les chapitres precedents, il est 
inutile de le traiter ici une fois de plus. Par contre, la limite a U = 0 est interessante. 
La relation de dispersion de ce systeme est (3.1), soit la meme que pour le cas purement 
bidimensionnel, sauf que dans ce cas-ci, t$ varie entre continument entre 0 et t$(= 1). 
On peut voir, a la figure 4.1, la progression du coefficient 7 (terme lineaire de la 
chaleur specifique a basse T pour un liquide de Fermi) en fonction de l'anisotropie t$, 
entre les regimes ID et 2D1. Dans cette figure, les valeurs limites correspondent bien aux 
7 que nous avons trouves pour les cas ID et 2D (equations (2.5) et (3.2) respectivement). 
Pour U = 0, les ETF sont aussi tres presents. Nous avons constate cependant qu'ils le 
sont moins lorsque ^ ~ —, ou N est le nombre de sites selon x et M est le nombre de sites 
selon y . Cela vient du fait que pour le cas anisotrope, la longueur de correlation thermique 
1Ce calcul a ete fait numeriquement. Pour trouver 7 = 7 (t$) analytiquement, il faut pouvoir ramener 
la densite d'etat a une forme analytique comme on peut le faire en ID et 2D. 
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FIGURE 4.1: Coefficient 7 du terme lineaire de chaleur specifique a basse temperature, 
pour le cas U = 0. On voit que le coefficient 7 tend vers l'infini a mesure que Ton se 
rapproche du cas strictement bidimensionnel (t$ = 1). 
de de Broglie du systeme est anisotrope. Ainsi done, il faut que la taille du systeme soit 
assez grande pour contenir les longueurs de correlation dans les deux dimensions. 
4.2 U et t finis 
Comme nous cherchons a comparer des dimensionnalites intermediates, il est impor-
tant de faire la mise a l'echelle des unites d'energie en jeu. Les symboles de ces quantites 
renormalisees seront coiffes d'un tilde (U, T, ...). 
Afin de trouver la bonne plage de parametres a sonder, nous nous fions aux cas ID 
et 2D. En examinant les positions des maximums aux figures 2.5 et 3.3 (pages 51 et 58 
respectivement), et en faisant la transformation (1.75) donnee au chapitre 1, on constate 
que l'essentiel du passage de faible a fort couplage, se situe entre 1 < U < 3. 
Pour connattre les valeurs de t$ qu'il nous faut examiner, nous essayons deux points 
de part et d'autre de t$ = 0.5 en meme temps que nous procedons a l'etude de differentes 
tallies, dans le but de nous assurer que nous nous sommes affranchis des ETF. 
La figure 4.2 illustre le passage d'une anisotropie t$ = 0.4 au cas t$ = 0.6, pour 
differentes valeurs de U. Deja au premier abord, en regardant la chaleur specifique totale, 
Chapitre 4 : Crossover 1D-2D 69 
' * * % ' ' ' ' Totale i—^-i 
* Potentielle 1—<•—1 -
u, * Cinetique :--^-1 
i 0 
* ^ S ? 
s
 t 
A- * * * * * 
-
 x » "i -r ^ 
-
0.1 1 
Logwf 
(a) t/ = 1, ty = 0.4 
T « g Totale I—»—1 
* » *> » „. Potentielle i—O~H -
* * * » Cinetique ; * : 
•£ " ^ 0 
I T H-
:.* „?..... . . . .t.*.tl.fH 
K # * 
-
0.1 1 
Logwf 
(c) {/ = 2, iy = 0.4 
•:- ]• ± ..' ' ' ' ' Totale 1—»—i 
• 1$ & Potentielle I—«—1 -
T J f_m Cinetique r--^---i 
At ****** °~ — i T- *r • 
- j _ o » J - — 
| ,| , , , 
0.1 1 
logwf 
(e) U = 3, ty = 0.4 
0.6 
0.5 
0.4 
0.3 
> 0.2 
0.1 
0 
-0.1 
-0.2 
0.6 
0.5 
0.4 
0.3 
> no 
0.1 
0 
-0.1 
-0.2 
0.6 
0.5 
0.4 
0.3 
> 0.2 
0.1 
0 
-0.1 
-0.2 
Totale t—»—I 
# *" * Potentielle t—o—I -
* t- Cinetique '<--- •••: 
* t 0 
m • 
>ti •<" — 
i J * « * * 
• T l % * 
- s * 
-
0.1 1 
Logwf 
(b) *7 = 1, ty = 0.6 
' ' ' Totale t—•—( 
Potentielle 1—o-^  -
ai & * * • Cinetique ; ^ 1 
I f H- • 
I 1; 
• I T + * 
- - 3E - _ u * * -*_ 
-
0.1 1 
Logwf 
(d) U = 2, % = 0.6 
Totale i - ^ n ' 
1 1 } Potentielle h-o-H -
+ T * "" TE Cinetique ;- -^ -T 
I m T * » 
* * A * ^ 
- J - j ^ S - i j 
t 1 . . . . 
0.1 1 
Logwf 
(f) /7 = 3, % = 0.6 
FIGURE 4.2: Chaleurs specifiques totale, cinetique et potentielle, en fonction de la tem-
perature reduite T, pour t$ = 0.4,0.6 et U — 1, 2,3, sur un reseau 6x6. 
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on voit qu'on a qu'une seule bosse a faible couplage pour ty — 0.4 alors qu'on a deux 
bosses a faible couplage pour ty — 0.6. Si on n'examinait pas les ETF, on pourrait 
tout de suite conclure que le crossover de dimensionnalite se situe bel et bien entre ses 
deux valeurs de ty. En s'attardant aux contributions individuelles toutefois, il est clair 
qu'un probleme important survient a faible couplage. En effet, on constate a la figure 
4.2b, que le pic de chaleur specifique a basse temperature provient d'un pic dans la 
chaleur specifique cinetique, et que la chaleur specifique potentielle ne possede aucune 
caracteristique remarquable. Or, nous avons montre au chapitre 3 que le maximum a 
basse temperature dans le cas bidimensionnel provient d'une variation dans la double 
occupation et non dans la partie cinetique du systeme. 
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F IGURE 4.3: Moment local vs U et ty pour differentes tailles de reseau. 
En examinant le moment local pour ces six situations (figure 4.3a), on voit effective-
ment qu'il n'y a pas de remontee du moment local pour le cas correspondant (t$ = 0.6, 
U = 1). En fait, ce dernier est meme plus bas que pour le cas ty = 0.4; U = 1, dont la 
chaleur specifique est illustree a la figure 4.2a. On est clairement en presence d'un ETF. 
En rearrangeant les systemes avec comme critere que 
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et en essayant de maintenir le nombre de sites constant2, on decide d'utiliser un reseau 
4x8 pour le cas t$ = 0.6 et et un reseau 4x10 pour le cas t$ = 0.4. 
Le moment local pour ces nouveaux parametres (figure 4.3b), nous donne le cornpor-
tement que Ton s'attendait a voir, c'est-a-dire une remontee du moment local pour de 
faibles valeurs de U dans le cas t$ = 0.6. On peut voir aussi une legere remontee du mo-
ment local dans le cas t$ = 0.4, ce qui est comprehensible puisque les effets d'interference 
dont on a parle au chapitre 2, ne sont presents que dans le cas strictement ID. Toutefois, 
cette remontee n'est pas observable dans le cas de la chaleur specifique totale : la seule 
quantite qui puisse etre mesuree dans une experience. 
Outre le fait que le comportement a U petit semble mieux correspondre a ce qu'on at-
tendant, on peut conclure sans se tromper que le crossover 1D-2D de la chaleur specifique 
se situe bel et bien entre t§ = 0.4 et t$ = 0.6. En effet, en comparant les figures 4.2 et 
4.4 et sachant que les ETF deviennent moins importants a mesure que l'on augmente U, 
on voit que le comportement de la chaleur specifique ne change pas, pour les differentes 
tailles, a partir de U = 2 : on a une seule bosse de chaleur specifique totale pour t$ — 0.4 
et deux bosses pour t$ — 0.6, preuve que le crossover se situe bel et bien entre ces deux 
valeurs de t$. 
Soulignons que la derivee de la chaleur specifique potentielle est nulle pour U ~ 3 
dans le regime 2D (t$ > 0.6) quand T < 1. A cet endroit, en effet, le pic de fluctuations 
antiferromagnetiques vient couvrir exactement le minimum local discute au chapitre 2. 
2En fait, il faut aussi tenir compte du fait que M et N doivent etre pairs, ce qui reduit encore le 
nombre de valeurs qu'on peut leur attribuer. Cela est du d'abord a des raisons pratiques, puisqu'on a des 
resultats substantiellement plus rapides en n'utilisant que des valeurs paires dans le programme MCQ. 
Ensuite, on sait que les courbes examinees sont soit au-dessus ou au-dessous de la courbe a la limite 
thermodynamique, selon qu'on utilise des valeurs paires ou encore impaires du nombre de sites (Voir par 
exemple [38]). La convergence vers la limite thermodynamique se fait done en oscillant, ce qui n'est pas 
tres pratique de toute fagon. 
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FIGURE 4.4: Chaleurs specifiques totale, cinetique et potentielle en fonction de la tem-
perature reduite T, pour t$ — 0.4,0.6 et U = 1, 2, 3. Pour tg = 0.4 on a utilise un reseau 
4x10 alors que pour t% = 0.6 on a utilise un reseau 4x8. 
Conclusion 
Le modele de Hubbard ne possedant aucune solution exacte (sauf en ID), est difficile 
a aborder. Nous utilisons ici, le MCQ, une methode ayant fait ses preuves. Bien que son 
efficacite soit limitee (tailles de systemes petits, probleme de signe pour certaines gammes 
de parametres, ...), il demeure un outil de predilection pour valider de nouvelles theories 
ou approches, telles que l'approche ACDP par exemple. 
Dans ce travail, nous avons calcule la chaleur specifique du modele de Hubbard a demi-
remplissage, pour differentes valeurs d'interaction U et differentes valeurs de t$. Avant de 
decrire les resultats cependant, mentionnons plusieurs points methodologiques importants 
eclaircis par ce travail. Tout d'abord, nous avons teste une methode basee sur celle de 
Liu et al. semblant tout a fait prometteuse, mais qui, au final, nous laisse perplexes. En 
effet, bien que cette methode fonctionne admirablement a haute temperature, elle n'est 
pas plus efficace que la derivee aux differences finies a basse temperature. La nouvelle 
methode pourrait cependant etre utile dans le cas ou l'energie (ou tout autre derivee par 
rapport a la temperature) varie rapidement sur un intervalle donne, ce qui n'est pas le 
cas lorsqu'on peut, comme ici, travailler avec l'echelle logarithmique de temperature. 
Nous avons aussi demontre qu'un choix judicieux des parametres de simulation a 
utiliser est primordial, particulierement en ce qui a trait a la taille des blocs de mesures, 
qui peut varier de 200 a 15000 mesures tout dependant de la temperature, de la grandeur 
de U et de la taille du systeme. Si on ne fait pas attention, le systeme pourra sembler 
avoir converge et les valeurs d'erreur seront sous-estimees. 
Un dernier point technique important, mis au jour dans le probleme, est l'importance 
d'utiliser les regressions lineaires a mesure qu'on augmente U. Parfois, il est plus avanta-
geux en temps de calcul de faire la regression lineaire sur les courbes de chaleur specifique 
evaluees a differents AT, que de calculer une courbe pour une valeur AT telle que l'erreur 
systematique soit de l'ordre de l'erreur statistique. II faut en outre etre prudent lorsqu'on 
fait les regressions lineaires. Le pas de derivation joue un role non negligeable dans la 
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pente de la regression selon (Ar)2 , comme nous l'avons montre a la section 1.3.3. 
Du cote physique, la chaleur specifique du modele de Hubbard est riche. En comparant 
le ID au 2D, on voit a fort couplage que la physique est essentiellement la meme : une 
limite Heisenberg a basse temperature et une limite t = 0 a haute temperature. A fort 
couplage et basse temperature cependant, Les maximums des pics ne sont pas au meme 
endroit en ID qu'en 2D. On a environ Tmax ~ 0.481J en ID, alors qu'en 2D, on a 
Tmax ~ 2/3J. En 2D, on a fait l'observation supplement aire que la limite Heisenberg 
n'est pas tout a fait atteinte meme pour de forts U (U > 12). Cette conclusion, va dans 
le meme sens que plusieurs etudes faites durant les dernieres annees, a savoir qu'il y a 
des deviations entre le modele de Hubbard et le modele de Heisenberg pour des valeurs de 
couplage relativement elevees. En ce qui concerne le cas anisotrope, une etude du modele 
de Heisenberg correspondant au t$ approprie nous donnerait probablement des valeurs 
intermediaries pour Tmax. Pour toutes les dimensions, on voit un pic residuel dans la 
chaleur specifique cinetique, jusqu'a une forte valeur de U a haute temperature. Bien que 
sa nature ne soit pas tres claire, on peut penser qu'elle est due aux excitations des niveaux 
de plus haute energie de la bande de Hubbard superieure, qui sont lies aux processus de 
saut. Le fort couplage est bien compris et le fait que les chaleurs specifiques des cas ID 
et 2D soient qualitativement semblables est du a la localisation engendree par un fort U, 
et au fait que les structures importantes (pics) dans la cy se presentent a relativement 
haute T. 
A faible couplage, on a une bosse en ID et deux bosses en 2D. A basse temperature, 
l'absence d'un pic de chaleur specifique dans le cas unidimensionnel peut s'expliquer par 
le fait qu'il n'y a pas de Tx. Ceci peut se voir, en groupe de renormalisation, par des 
effets d'interference dans les canaux de Peierls (2kp) et de Cooper. Le pic de chaleur 
specifique en 2D peut etre compris grace a la methode ACDP, qui situe la position du 
maximum de chaleur specifique a la temperature de crossover Tx, temperature ou le 
systeme passe du regime desordonne au regime classique renormalise. C'est a partir de 
cette temperature que la methode ACDP cesse de fonctionner, aussi ne nous donne-t-elle 
pas la pente descendante de la chaleur specifique, qui doit pourtant bien retomber a 0. A 
partir de Tx, la taille des fluctuations magnetiques devient plus grande que la longueur 
d'onde de Broglie thermique. Dans le cas unidimensionnel, ce n'est jamais le cas (pas de 
transition de phase, meme a temperature nulle). 
Malgre les effets de taille importants qui surviennent dans l'analyse du crossover 
dimensionnel, nous avons a la fin pu montrer que lorsqu'on l'estime par le critere une 
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bosse-deux bosses, ce dernier se situe entre t$ ~ 0.4 et t$ ~ 0.6. 
Les resultats obtenus dans ce memoire pourraient etre utiles dans plusieurs contextes. 
Un exemple d'application de cette etude serait de valider la methode ACDP. On sait que 
cette derniere ne fonctionne pas dans le cas strictement ID. Son comportement reste par 
contre a etre teste lorsqu'on decide d'inclure une anisotropic au modele. 
Un autre contexte ou ces resultats pourraient s'averer interessants est celui des atonies 
froids, dans les reseaux optiques. En effet, les temperatures en jeu sont souvent trop ele-
vees pour des applications experimentales dans les materiaux de pointe. Typiquement, 
les plus basses temperatures qu'on examine a fort couplage sont d'environ 200 °K (on 
peut descendre jusqu'a 100 °K pour de plus faibles couplages). Pour les atomes froids, 
ces temperatures sont appropriees. Dans ces conditions, en plus de verifier le compor-
tement de la chaleur specifique selon t$, on peut aller a tres haute temperature pour 
aller observer la remontee de la chaleur specifique cinetique pour le fort couplage. Ces 
resultats s'inserent bien dans le cadre des travaux de M. Kohl, qui suggere d'utiliser la 
double occupation comme mesure de la temperature [46] dans les reseaux optiques. II est 
a noter qu'il est important pour les etudes dans ces reseaux de connaitre des quantites 
physiques a mesurer a haute temperature, ne serait-ce que pour calibrer la temperature 
effective (en unites de t) et disposer de points de repere en descendant la temperature 
vers celles ou apparaissent les phenomenes collectifs interessants. 
Finalement, d'un point de vue theorique, ce travail peut donner un indice supplemen-
taire en ce qui concerne les recherches portant sur les deviations au modele de Heisenberg 
pour le fort couplage. 
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Annexe A 
Trace 
Nous pouvons calculer la trace du propagateur a un corps tja [Nr\ 0] (X) (introduit 
en (1.23)) sur les fermions, sans avoir recours aux variables de Grassman. La derivation 
suit grosso modo la reference [17]l. 
Commengons d'abord par analyser ce qui se passe quand l'operateur U[NT;0] agit 
sur une seule particule a la position i. 
A.l Action de l 'operateur a N-particules sur un etat 
a une seule particule 
On a 
^[iVT;0]cJ|0) = n A c J | 0 ) . (A.l) 
N'utilisons au depart que la premiere tranche de temps. 
A | 0 ) = e * e M | 0 ) =e c t-K- ce c t-v- c4|0) 
= ect.K.c ect.diag{x1}.c c t | ( )^ • 
Nous avons ici utilise le fait que V i est diagnonale dans la base des positions. Dans 
le cas de la base diagonale l'exponentielle peut s'ecrire en termes de l'operateur nombre 
1Dans ce qui suit, la dependance en X et en a est implicite. 
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et agir sur l'operateur de creation, ce qui nous donne 
e £ ^ - 4 , = 1 + ( E ^ n Q ) 4 + ^ ^ c l + 
Ot 
=
 J2cWdia'g{A})0a'e^~'aAafla 
et done pour (A.2) : 
e V ' 4 1 0 ) = e * £ c ] , ( e d i a ^>) ,
 e*|0> 
(A.3) 
(A.4) 
Si on applique cj, par la droite sur sur eK = ec K c ou la matrice K n'est pas diagonale 
dans la base des positions, on peut effectuer un changement de base, tel que 
K = Tt-(diag{ek})-T. (A.5) 
Alors 
cf • K • c = (cf • T f) • (diag {ek}) • (T • c), (A.6) 
ct 
ce qui nous donne 
r 
^ c t , = C ^ - c C t / = ^ - ( ^ ^ ( g t . T ) ^ ( A 7 ) 
= ^ [ e c t . ( d i a g { e k } ) . 6 ^ j T ^ / 
a 
L'encadre de la derniere expression correspond au terme de gauche dans l'equation 
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(A.3). On peut done se servir de cette derniere et reecrire (A.7) comme 
E [e*<di^>%] T^ = E 4 (e(dias{ek})L T^k 
aS 
ET4Ae(^e{e*}))0J«fe* 
a,P h 
(eK)- ; 
En inserant la derniere expression dans (A.4) cela devient 
eV'4|0) = E4 
= E4(eKediag{xl})ie^1l0) 
eKeKl |0) 
JI 
En appliquant pour tous les operateurs Bi on trouve 
U[NT;0}ci\0) = E 4 r*iUT-r"^A^0] 1°) 
JATT JNT-1>—J2,jl 
'NT 
3Nr 
- E 4 T II s1 ^;0]|o> 
i = i JiV r* 
(A.8) 
(A.9) 
(A.10) 
On voit done que le fait de passer l'operateur de creation de la droite vers la gauche 
« melange » les operateurs. Ce n'est pas evident pour calculer une trace a N-particules. 
A.2 Action de l'operateur a N-particules sur un etat 
a plusieurs particules 
On peut reecrire l'equation (A. 10) en passant dans une base ou la matrice (iljJi Bl) 
est diagonale. 
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NT 
Dans cette base, 
fi (#) = 5»M4 (A.11) 
1=1 M 
On definit aussi de nouveaux operateurs fermioniques en leur faisant subir les trans-
formations canoniques suivantes 
j 
cj = E O ' I / ^ 4 = 5>|j>c£. 
(A.12) 
(A.13) 
Que se passe-t-il si on applique l'operateur U[NT;0] sur ce nouvel etat fermionique ? 
Ceci : 
U{NT;0]ClJ0) = U[NT;0} E«4 10) 
= E[^[^r;0]cJ|0>]<t|M> 
= E 
= E 
E 4 T f n ^ ^[ ;^0]|o> 
JATT 7=1 3NTl 
m 
E c k [z^i^v^'w] ^[^;0] |0) 
3NT 
m. 
= E E 4 T 0 " > ' > V<M'IEI»X<I M ^ J O ] |o) 
M 3NT 
cl 
= 6^Cj£>[iVT;0]|0> 
(A.14) 
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Si on applique cet operateur sur un etat a N-Particules on voit trivialement que2 
U[NT;0] f l Cj|0> = f l (KCJ) U[NT;0] |0> 
= n {KCD i°) 
En appliquant le meme etat a gauche, on aura (en notant \Ct) = II^=i Cj|0)) 
(A.15) 
(n\u[NT;o}\n) = (n\ (f[bA \ty 
= [n&M]<fi|n> 
(A.16) 
= 1 
car (fi|fi) est 1 pour des etats fermioniques. 
A.3 Calcul de la trace 
Comme la trace est independante de la base utilisee, on utilise celle qu'on a trouvee 
a la section precedente pour calculer la calculer explicitement, soit : 
Tr[£[iV r;0]] = £ <K}|<7[iVr;0] |{n„}>. 
{nM=0,l} 
Dans cette base, on ecrit 
£ W|^[JVT;0]|nM> 
nM=0,l 
T r p [ A T T ; 0 ] ] ^ n 
I J [(0|?7[iVT;0]|0) + (0|C^[iVT ;0]Cj |0) 
(A.17) 
(A.18) 
Cette derniere equation est le determinant d'une matrice quand elle est diagonale. 
2Dans F equation (A.15) nous faisons disparaitre l'operateur a N-Corps parce qu'il a frappe toutes 
les particules possibles et il arrive finalement sur le vide ou sa valeur propre est « 1 ». 
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On peut done la reecrire de maniere generale comme 
et finalement 
n [1 + M = det 
n=i 
= det 
= det 
EI/^ + MH 
L ti J 
r N* i 
I+U.B1 
i=i 
TY[#[JVr;0]] =de t r
 NT
 I 
i=i J 
(A.19) 
(A.20) 
II est a noter que le resultat pour les tranches de temps permutees circulairement est 
prouve de la meme maniere, de sorte qu'on aura 
Tr[[/[Z;0]C/[iVT;Z]] = det 
L'annexe B nous permet enfin d'ecrire 
i NT 
i + n B1" n BV 
i"=i i'=i+i 
(A.21) 
TV [U[l;0] U[NT;l]] = det [(£(/, J))'1] - det [(G)-1 (A.22) 
le fameux determinant de la fonction de Green pour une valeur de X donnee. 
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Annexe B 
Fonction de Green de Matsubara a 
une particule 
B.l Calcul explicite 
Dans cette section, nous procedons a revaluation de Pequation (1.27). On evalue 
l'expression 
done pour li > l2. 
On sait, d'apres (A. 10), en remplagant les indices NT et 0 par Zi et Z2> que 
U[hMc] = ^:cl(B^Bl^...Bl^)kjU[l1;l2]. (B.2) 
Alors 
H Z l ) c ^ ) > = TVp[7VT;0]] 
T Tr[£[7VT;0]] V ' " ^ 
(B.3) 
1On aurait pu prendre l'autre combinaison d'operateurs de (1-27) pour faire le calcul. 
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Grace aux proprietes cycliques de la trace, on trouve enfin 
(*) 
TTV \r,.Jfr\i 
(ci(h)c](i2))=Y: 
Tr CiclUihitilUiNrih]] 
Tr[u[h;0]U{NT;h]\ 
On evalue (*) dans la base {|/i)} introduite au chapitre A 
(BhBh~l ...Bl2+1) .. (B.4) 
N 
II E K\ciClu[h-Q}u{NT-M]K) 
II E MU[h;0]U[NT;li]K,) 
/i'=i v = o , i 
= Y(i\a)U"=1 ^=o,iK\CaClU[h;0}U[NT;h] |n„) 
h n%iY^^AMU[h-,0]U[NT]li]\ns) 
Comme on fait une trace, seuls les termes, a — (3 survivent. Ainsi on a 
w=E(!|Q) lyy+myi) (aW, 
a I l lM '=l l + V 11^=1 1 + V I 
(B.5) 
(B.6) 
ou le resultat du denominateur nous est donne par l'equation A. 18. 
En permutant les operateurs fermioniques dans le deuxieme terme du membre de 
droite de B.6, on ecrit 
n;=1 
(*) = E<«l«>-
baSa 
l + 6M-M0|C^CaCj|0) 
TN U1^ i + V 
(a\k). (B.7) 
On s'apergoit que les elements du numerateur et du denominateur s'annulent un a un, 
Annexe B : Fonction de Green de Matsubara a une particule 84 
sauf dans le cas [i = a, ce qui nous permet d'avoir 
(*)= £<*!«> i ^ 5 - H * > 
= < « l \k) 
[l+B'i...B1BNr...Bli+1] 1 
tel que vu a l'equation (A. 19). 
Enfin, on a 
Tr\u\li:0}U\NT:li}} ~ *• + 
1 r>NT jDh+1 
(/[^Oj i ^k]] B
XB Bl 
que Ton substitue dans (B.4) pour obtenir 
(Ci(h)c]{l2)) = £ [/ + Bh ... BlBN* ... Bh+l]~2 (B1^1'-1... Bh+l)k. 
k 
[l + Bh ... B1BNT ... B1^1]'1 BhBh-1... Bh+1 . 
De la meme fagon, on peut montrer que pour l 2 > ' i , o n a 
(c)(h) Cj(Zi)) = [[/ + Bh ... BXBN* ... Bh+l)~l Bh... B1BNT ... Bh+1 
et done finalement, l'equation (1.27) est explicitement donnee par 
J J J 
[l+B>i...BlBNT...Bll+i]-1BhBli-l...Bl2+i] , ( ^ > l2) 
-[[/+B ii...B1B^...jS ii+1]~1B (i...B1BJv^...B i2+il , [l2 > h) 
. L J ij 
Gij{l\,h) = ' 
ou apres quelques manipulations matricielles 
Qij(h,k) = " 
\BliBli~1...Bl2+i\l+Bli...BlBNT...Bti+1]-1] , (h > l2) 
-\Bli...B1BNr...Bl2+i[l+Bli...B1BNr...Bh+iy1] , (l2 > h) 
(B.8) 
(B.9) 
(B.10) 
(B.ll) 
(B.12) 
(B.13) 
(B-14) 
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B.2 Formulation matricielle 
85 
Soit la matrice 
G = 
7 0 0 
-B2 I 0 
0 -B3 I 
B1 
0 
0 
0 0 . . . -BNr I 
- l 
(B.15) 
Des operations sur les lignes2 vont nous donner deux resultats importants. D'abord le 
determinant de la matrice est 
det [(G)-1] = det [/ + B^B"*-1... B3B2B1] 
et meme plus generalement 
det [(G)-1] = det [l + Bh... BlBN^ ... Bh+1] . 
Ensuite, la matrice G elle-meme, soit l'inverse de la matrice (B.15) donne 
(B.16) 
(B.17) 
G°(hM)={ 
[/+j3((i-i)...B1B'vr...B«i]-1B((i-i)...B'2, (lx > l2) 
-[l+B(h-V...B1BNT...B<i]~1B(li-i)...B1BN-r...Bl2, (^ < l2) 
(B.18) 
ou encore 
G(h,k) = { 
B(h-i)...Bh[l+B(h-D...B1BNT...Bl2]~1 , (h > l2) 
-B(li-i)...B1BNT...Bh[l+B(l2-i)...B1BNr...Bh'\-1 , (^ < l2) 
(B.19) 
qui est equivalente. 
II y a des ressemblances troublantes entre ces resultats et ceux des 2 sections prece-
dentes. D'abord, l'expression a l'interieur du determinant de l'equation (B.17) n'est nulle 
autre que le resultat (A.21). Ce qui explique le resultat (1.26). 
D'autre part, on voit que les expressions (B.18) et (B.19) sont les memes que les 
2
 La matrice est constituee de blocs de taille N x N. Les operations sur les lignes sont done des 
produits matriciels. II est essentiel de toujours utiliser le produit matriciel du meme cote. Faire autrement 
reviendrait a melanger des operations sur les lignes avec des operations sur les colonnes et les resultats 
seraient alors errones. 
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equations (B.13) et (B.14) a la difference pres que les indices ne sont pas tout a fait 
les memes. En fait, ceci est du a la definition que nous avons prise pour les indices de 
temps. Dans le cas que nous venons d'aborder I designe un indice de tranche de temps 
compatible avec les indices habituels pour des matrices, soit de 1 a JVT. Dans l'autre cas, 
les fonctions de Green ont des indices de « position » dans le temps, soit de 0 a NT. 
Pour rendre les 2 notations compatibles, il faut prendre les indices de matrices tels 
que li,l2 € { 0 , . . . , NT — 1}. A JVr, on retombe a l'indice 0. On voit done, que lorsque 
h — h — I, o n a 
G(l, r) = [/ + Bh ... B1BNT ... Bh+1] (B.20) 
et que le determinant de cette derniere matrice est le meme que celui de la matrice totale 
G, ce qui explique encore mieux (B.17). 
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Annexe C 
Fonctions de Green de Matsubara 
C.l Calcul exact 
Les quantites (O ) calculees a l'aide de l'equation (1.2) s'expriment comme un produit 
d'operateurs de seconde quantification Aifa), de sorte qu'on a explicitement 
(6) = Tx [pGTT [A(TA)B(TB)C(TC) ... F(TF)]\ , (C.l) 
ou 
- /3(A- / iA) 
PG = r . , , . . , i (C2) 
Tr -/3(H-»h) 
est la matrice densite dans l'ensemble grand canonique , a ( r a) , sont des operateurs de 
champ fermioniques, evoluant dans le temps tels que 
a ( r ^ ^ e ^ - ^ a e - ^ - ^ ) , 0 < ra < 0, (C.3) 
avec les ra qui sont les temps de Mastubara associes a chacun des operateurs a, et enfin 
TT, l'operateur d'ordonnancement temporel qui ordonne les operateurs de fagon a ce que 
le temps augmente de la droite vers la gauche. 
On peut prouver grace aux proprietes cycliques de la trace et au fait que les propa-
gateurs commutent entre eux que 
( O ) =IY [pGTT [A(TA + 1)B(TB + 1)C(TC + 0 • • • F(TF + I)]] 
=Tr [pGTT [A(TA)B(TB)C(TC) ... F(rF)}} 
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en autant que ra + I < (3. En d'autres termes, on peut appliquer une « translation » I 
dans le temps sur chacun des operateurs de (C.l) pour retrouver la meme equation. Nous 
reviendrons plus tard a ce resultat. 
C.2 Theoreme de Wick 
Comme nous le repetons depuis le debut, le calcul des quantites evoquees dans la 
section precedente ne se fait pas encore explicitement. Nous pouvons cependant utiliser 
le theoreme de Wick dans le formalisme a temperature finie, pour decomposer la fonction 
de Green a N-particules en un produit de fonctions de Green a une particule, telles que 
nous les avons definies a l'annexe B, evaluees pour une valeur bien precise du champ X. 
Le theoreme de Wick nous dit que pour une quantite telle que (C.2), si po est qua-
dratique (c.-a-d. poo = PG) en operateurs de creation et d'annihilation, on a 
(TT [A(TA)B(TB)C(TC) ... F(TF)])O = [A*B*C**... F***} 
+ [A*B**C* ... F***] +... 
avec 
A*B* = (TT [A(TA)B(TB)])O = Tr [p0TT [A(TA)B(TB)]\ (C.6) 
ou ( )0 signifie une moyenne ou les propagateurs sont quadratiques (sans interaction) et 
Dans le cas qui nous interesse, c'est a dire pour une valeur de X donnee, on peut 
utiliser (C.5) sur 
O (X) = Tr [p0TT [&(TA)HTB)C(TC) ... f\rF)}} 
= {TT[a(TA)b(TB)c(rc)...f(TF)})o ' 
ou les operateurs ecrits en lettres minuscules sont l'equivalent des operateurs definis en 
(C.3), a l'exception du fait que les propagateurs qui les constituent sont des propagateurs 
a 1-particule qui ne commutent pas entre eux, et dependent de la configuration de champ 
X a laquelle on les evalue. La dependance sur les champs HS est implicite sur po et sur 
chacun des operateurs. 
(C.5) 
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C.3 Estimateurs 
En vertu de l'equation (C.4), nous pouvons avoir plusieurs estimateurs d'une meme 
quantite pour une valeur donnee de HS. 
Ainsi par exemple 
-Gu(r,T+) -0^(0,0+) 
(4(r)C i(r)C t (0)C i(0)) o = (cJ(r)C i(r))o(c](0)C j(0))o 
+ (4(T)9(0)) o (C i ( r )c}(0)} o 
>
 v '" v ' 
Sji(0,r) Gij(r,0) 
= [i-gii(T+,r)][i-gjj(o+,o)] 
- ^ i ( 0 , r ) ^ ( r , 0 ) 
n'egale pas 
(C\(T + l)Ci(r + l)c}(l)Cj(l))o = [l - 0«((r + /)+, (T + I))} [l - ^ + , I)} 
-GafrT + QGijiT + U) 
(C.8) 
(C.9) 
Ce sont cependant tous deux des estimateurs de (q(r)c,(r)ct(0)cj(0)), pourvu que T+I < 
(3. Ainsi plus I est grand, moins le nombre d'estimateurs disponibles pour un X donne 
est grand. En pratique, nous utilisons au plus un estimateur par tranche de temps champ 
HS. En effet, calculer tous les estimateurs demande un temps de calcul tres important 
pour le peu d'information que Ton y gagne. Les correlations entre estimateurs sont tres 
fortes. 
Notons qu'a chaque fois que Ton change de tranche de temps dans la boucle sur ces 
derniers, dans le programme, on peut remettre le compteur a I = 0 en tout temps dans 
l'equation (C.4). 
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Annexe D 
Derivee par rapport a la 
temperature 
Nous avons vu en (1.9) que l'erreur systematique associee a la moyenne d'une obser-
vable e va lineairement comme ( A T ) . D'apres Fye [21], on peut ecrire E l'approximation 
de e pour un AT donne, comme 
E((3,NT)~e(P) + C(p)(Ar)2 
/ n 2 . (D-i) 
~ £ ( / 3 ) + C ( | 9 ) 1 J V T 
avec un coefficient C = C (/3) et iVT, le nombre de tranches de temps utilisees (dependance 
via Ar) . 
On cherche la derivee par rapport a la temperature d'une telle quantite. On sait que 
de „o de _ . 
w=-?w <D-2» 
On peut evaluer le cote droit de l'equation precedente en termes de /31. 
Soit 0^, deux valeurs de j3 telles que A/3 = (3+ — /3~, on definit une moyenne 
/?++r . „,«± „ , „fa , A/? 0o = ~ telle que E{(5 ,NT) = E I 0o H—o~ , ^ T ) ' Cela n o u s permet de faire 
un developpement de l'expression (D.l), autour de A/3 = 0. 
AJE" 
Apres quelques simplifications on peut ecrire - — , ou AE = E (/3+, NT) — E{0 ,NT), 
LSfJ 
LC'est (3 et non T qui est utilisee dans le programme MCQ. 
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comme 
A p 1 
-^{/?oC"(/?o) + /3o2C"(/?o)} 
~wA\c'(A)) +11300"(A)) + Y$C"(/3b)}(A/3)2 
ou encore en multipliant par —/?Q et en remplagant —— par A T 
NT 
A(Jh) 
- ^ * -fa'iPo) + {-PIY/' <&)} (A^2 
B(0O) 
+ {faC (fa) + tiC" (fa)} (AT)2 
D(0o) 
, * , 
+ { \ c (A) + \fkcr (A>) + Y $ C ' " <#>>}(Ar)2 ( A / 3 ) 2 
+ o ((A/?)4) 
(D.3) 
(D.4) 
Ainsi 
de(T) 
dT 
2de(/?) 
To W 
(D.5) 
est donnee par l'expression (D.4) avec To = 
/V 
En faisant les regressions lineaires appropriees, nous nous retrouvons avec des correc-
tions d'ordre superieures, qui sont assurement tres tres petites. 
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