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RESUMO
A fotoemissão uma das técnicas experimentais mais importantes na análise 
da estrutura eletrônica próxima ao nível de Fermi (EF ). A análise dessa região é útil 
para obter informações sobre as propriedades microscópicas dos sistemas. A 
fotoemissão e sua versão ressonante foram aplicadas aos óxidos de metais de 
transição 4d (M o02, Ru02 e Rh20 3) para estudar sua estrutura eletrônica. Para 
reproduzir e interpretar os espectros experimentais, empregamos o modelo de cluster 
estendido e (em alguns casos) cálculos de estrutura de banda (DFT). O objetivo 
principal é entender o papel da fotoemissão ressonante no estudo desses compostos 
e comparar seus resultados com outra técnica para a identificação de contribuições 
parciais nos espectros da banda de valência, o método do mínimo de Cooper. Para 
isso, adotamos uma combinação original de um modelo de cluster estendido com uma 
teoria que trata das interações entre estados discretos e contínuos, introduzidos pela 
primeira vez por Ugo Fano. A partir das comparações teóricas/experimentais relativas 
ao nível interno, absorção e banda de valência, juntamente com as composições 
calculadas dos estados fundamentais e a análise dos parâmetros utilizados para cada 
composto, conseguimos identificar os regimes de transferência de carga, a 
condutividade (metal ou semicondutor), o grau de covalência MT  4d -  O 2p, os tipos 
de flutuação de carga de energia mais baixa e o papel do campo octaédrico dos 
oxigênios nesses sistemas. Além disso, o capítulo que trata dos resultados faz uma 
comparação das vantagens e desvantagens do uso dos métodos Cooper e RPES. As 
contribuições parciais dos estados de oxigênio e do metal para cada região da banda 
de valência foram inicialmente identificadas com a ajuda do método Cooper. Com 
relação ao RPES, nosso modelo de cluster estendido (correlação eletrônica + troca 
intratômica + hibridação de metais com ligantes) combinado com a teoria de Fano 
trouxe resultados ainda não reportados na literatura para a fotoemissão ressonante 
de óxidos de metais de transição 4d que reproduzem sinais, intensidades e posições 
relativas das curvas de ressonância com um bom acordo geral em relação aos 
espectros experimentais. Os sinais da ressonância em cada caso foram confirmados 
por comparação com os cálculos Hartree-Fock (ab initio). Concluímos que tanto a alta 
hibridização MT — O quanto o tipo de regime de transferência de carga dos 
compostos desempenham um papel importante e podem afetar os resultados do 
RPES.
Palavras-chave: óxidos de metais de transição 4d, Rh30 3, Ru02, M o02, estrutura 
eletrônica, fotoemissão ressonante, mínimo de Cooper, modelo de 
cluster estendido, DFT, Hartree-Fock, blindagem não-local, cálculos 
de estrutura de bandas.
ABSTRACT
Photoemission is one of the most important experimental techniques in the 
analysis of the electronic structure close to the Fermi level (EF). Such analysis is useful 
to infer information concerning the microscopic properties of the systems. 
Photoemission and its resonant version were applied to 4d transition metal oxides 
(.M o 0 2 , Ru 0 2, and Rh20 3) to study their electronic structure. To reproduce and 
interpret the experimental spectra, we employ the extended cluster model and (in some 
cases) band structure calculations (DFT). The main goal is to understand the resonant 
photoemission role in the study of these compounds and comparing their results to 
another technique for partial identifications in the valence band spectra, Cooper 
Minimum method. To do so, we adopted an original combination of an extended cluster 
model with a theory that treats interactions between many discrete and many continua 
states first introduced by Ugo Fano. From the experimental/theoretical comparisons 
regarding Core-level, Absorption, and Valence Band, together with the calculated 
compositions of the ground states and the analysis of parameters used for each 
compound, we were able to identify the charge transfer regimes, the conductivity 
(metal or semiconductor character), the TM A d - 0  2p covalence degree, the types of 
lower energy charge fluctuation, and the role of the octahedral field of oxygen in these 
systems. Additionally, the chapter dealing with results takes out a comparison of the 
advantages and disadvantages of using the Cooper and RPES methods. The partial 
contributions of oxygen and metal states for each region of the valence band were 
initially identified with the help of the Cooper method. Concerning RPES, our extended 
cluster model (electronic correlation + intra-atomic exchange + hybridization of metals 
with ligands) combined with Fano's theory brought unprecedented results for the 
resonant photoemission of 4d transition metal oxides reproducing signs and intensities 
and relative positions of the resonance curves with a good agreement with the 
experimental spectra. The accuracy of the signs is enhanced by comparison with 
Hartree-Fock (ab initio) calculations. We conclude that both TM -  0 hybridization and 
the type of charge transfer regime of compounds play an important role and may affect 
the RPES results.
Keywords: 4d transition metal oxides, Rh20 3, Ru02, M o02, electronic 
structure, resonant photoemission, Cooper minimum, extended cluster model, DFT, 
Hartree-Fock, nonlocal screening, band structure calculation.
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The electronic structure of materials originates from electrons-nuclei and 
electron-electron electromagnetic interactions. Thus, the importance of studying 
electronic structure lies in the fact that this is the microscopic origin of the wide variety 
of physical properties (structural, electrical, optical, magnetic, etc.) presented by 
materials. As a consequence, electronic structure calculations are widely used in 
chemistry, physics, biology, and materials science for the analysis and prediction of 
the structure and thermodynamical properties of molecules and solids as well as their 
interaction with electromagnetic fields and radiation[1].
From Drude's classical theory of metallic conductivity[2]-[3], the study of the 
electronic structure had contributions from Sommerfeld[4] and Bloch[5]. A few years 
later, Wilson[6] came up with an idea that covered metals (partially filled band), 
semiconductors, and insulators (energy gap separating filled bands and next higher 
empty bands). Wilson's band theory for solids arose not only from the need to 
understand these materials from the fundamental point of view but also to apply them 
to technology. His band model showed that the conductivity of the materials depends 
on the electronic structure of the valence electrons, i. e., its metallic, semiconductor, 
or insulating character depends on the partial or total filling of the bands near the Fermi 
level (see Figure 1.1 (a)).
However, further studies showed that Wilson's description was not complete. 
A classical example is NiO [J\  which has a partially filled d band. The band model 
attributed to this compound a metallic character, contradicting its experimental 
(insulating) behavior. It has been demonstrated that there was another determining 
factor for conductivity to consider beyond band filling: the correlation of electrons. 
Using a correlation model, Hubbard[8] showed that for systems with weakly interacting 
(or non-interacting) electrons, the partially occupied bands are separated into two 
bands (Figure 1.1 (b)). So, the heartwood of the electronic theory of metals has been 
refined to the present day.
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Figure 1.1: (a) Density of States for metallic (the higher occupied band is partially filled), semiconductor, 
and insulating systems (gaps separate conduction (empty) and valence (filled) bands). (b) Separation 
of a half-filled band due to correlation (U). The dotted lines represent the Fermi level (E f ).
Several electronic-structure calculation methods are currently applied. On one 
side, there are the wavefunction-based methods (i. e., methods developed from 
Hartree-Fock approximation) and, on the other side, the density-based methods (i. e., 
methods emerged from the density-functional theory (DFT) of Hohenberg, Kohn, and 
Sham). Both DFT and HF methods employ the decoupling of the electronic and nuclear 
movements (Born-Oppenheimer approximation) and are used to describe the quantum 
states of many-electron systems, e.g., molecules and crystals. Traditionally, Hartree­
Fock and its descendants were considered more reliable than DFT, but this has been 
changing recently as DFT techniques have become more refined. Moreover, whereas 
in Hartree-Fock type calculations you need to keep track of the spatial and spin 
coordinates of all N  electrons, DFT offers the potential benefit of dealing with only a 
single function of a single spatial coordinate. For this reason, DFT has been steadily 
gaining in popularity. To be practically applied, both methods need some 
approximations presented in detail in Appendix A. None of them incorporate correctly 
the electronic correlation present in transition metal oxides (TMO’s).
To treat strongly correlated systems, we should use models that include effects 
such as electronic correlation and atomic multiplets, and thus correctly describe the
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electronic structure of these materials. For TMO's, the Anderson and Hubbard model 
Hamiltonians[8]-[9] play this role by including parameters such as TM d — 0 2p charge 
transfer energy, d — d Coulomb repulsion, hybridization between 0 2p and TM d 
orbitals, intra-atomic exchange for pairs of parallel spins, crystalline field parameter, 
among others. The extended cluster model used in our studies includes all 
these features. These advances in the theory of electronic structure have helped 
researchers to understand several phenomena such as Mott's insulators, metal- 
insulating transitions[10], high-temperature superconductivity[11], and colossal 
magnetoresistance[12]-[13].
TMO's are interesting solids because they have a wide variety of distinguishing 
physical properties (structural, electrical, optical, magnetic, etc.). Transition metals are 
elements that have a partially filled d-electron band. They are divided into three series 
in the periodic table: 3d (T i  — Cu), Ad (Z r  — Ag), and 5d (H f  -  Au). In addition to the 
important role of electrons from oxygen ion in hybridizing to the transition metal states, 
the origin of the wide range of properties presented by the TMO's can be attributed to 
the relatively high electron correlation which the electrons of the TM d bands undergo, 
since the density and spatial distribution of their orbitals have intermediate character 
(regarding band dispersion) being not as delocalized as s and p, nor as localized as f  
orbitals. This feature makes the electronic correlation effects within these compounds 
to answer for both the itinerant and localized character of their electrons. TMO’s can 
be found as insulators (S rT i03), semiconductors (V02, below 68°C) or metals (Re03) 
[14]-[16]. Concerning magnetic ordering, TMO’s may exhibit paramagnetism (CaV03), 
ferromagnetism (SrFe03), and antiferromagnetism (NiO)[17]-[19]. High-temperature 
superconductivity (La2_xCaxCu04 )[11] and colossal magnetoresistance
(La1_xCaxM n 0 3)[13'] already mentioned above can also be found in some cases. The 
metal-insulating phase transition[20] can take place in some compounds induced by 
pressure (V'20 3)[22], temperature (V02)[15], chemical composition (Y1_xCaxV 0 3)[23], 
dimensionality (SrRu03 -  Sr2Ru04)[24\  among others.
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1.1.1 Charge Transfer Regimes
TMO’s can be classified in different charge transfer regimes by analizing the 
relation between TM d — TM d Coulomb repulsion (U) and 0 2p — TM 4d electronic 
transfer energy cost (A). Table 1.1 summarizes the main characteristics of three 
important regimes contained in the Zaanen-Sawatzky-Allen (ZSA) diagram[25] 
presented in Figure 1.2: Mott-Hubbard (MH), Charge Transfer (CT), and Negative 
Charge Transfer (NCT). The effective mass (m*) of an electron in a band depends on 
(d 2E /d fc2) _1. Therefore, the definitions of "light” and "heavy” electrons in Table 1.1 
refer to the dispersion of p (high dispersion) and d (low dispersion) bands with E (k ). 
Lower energy charge fluctuations are also illustrated in the last column which shows 
the density of states as a function of energy for these three regimes.
Figure 1.2: Zaanen-Sawatzky-Allen (ZSA) diagram as a function of U and A (in T hybridization units) 
showing the different possible regimes for TMO compounds. Taken from [25].
Notice that the positions of the metal and oxygen states are different in each 
regime of Table 1.1 (see the last column). Changes in positions of these structures 
interfere with the properties of the materials. Therefore, it is especially important to 







































































The spatial extent of atomic orbitals is inversely proportional to the effective 
electronic correlation within them. The spatial positions of the electrons are not random 
and are always correlated to the spatial positions of the surrounding (or neighboring) 
electrons. When compared to the 3d transition metals, the 4d orbitals wavefunctions 
are spatially longer, less correlated, and have a great TM — 0  overlap within the 
compound. Figure 1.3 shows the normalized radial probability distributions for the 
3d (n =  3,1 =  2), 4 /  (n =  4, Z =  3), and 4d (n =  4,1 =  2) wavefunctions. Since the 
radii of the wavefunctions depend on n, systems with 4d-type valence orbitals have 
lower correlation and greater overlap than 4 /  orbitals systems.
Zr/%
Figure 1.3: Normalized radial probability distributions of Hydrogen wavefunctions with n = 3, l = 2, and 
n = 4, l = 2, 3, as a function of Zr/a 0, the normalized distance until the nucleus. Z and a 0 are the atomic 
number and the Borh radius, respectively. Taken from [26].
The oxides studied in this work use three T M 's A d : rhodium (Z =  45), 
ruthenium (Z =  44), and molybdenum (Z =  42).
1.3 MAIN GOALS
We aim to study different experimental techniques applied to the description 
of the electronic structure of 4d transition metal oxides. In particular, we would like to 
work with techniques that separate partial contributions of oxygen and metal states 
close to the Fermi level. For this, we chose the Cooper Minimum Method (CMM) and
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Resonant Photoemission (RPES). Then, our main goal is to analyze the 
advantages/disadvantages in the application of both techniques in order to identify 
those partial contributions for the valence band (VB) spectra. Such methods will be 
applied to simple TM 4d oxides each one with its particular characteristics: Rh20 3 (a 
regular semiconductor), R u02 (a regular metal), and M o 02 (a distorted metal). 
Experimental photoemission spectra (valence band, core level, and Cooper Minimum) 
and X-ray photoabsorption were compared to theoretical results obtained using an 
extended cluster model, which take into account not only local intra-cluster interactions 
but also nonlocal charge fluctuations (inter-cluster and cluster-coherent band 
interactions). DFT and HF calculations were also used for a few qualitative 
comparisons with cluster. To interpret the RPES results we used a combination of a 
theory for interactions between discrete and continuous states (developed by Fano 
and improved by Davis and Feldkamp) and the extended cluster model. Until the 
present date, there are no reports in the literature of such a combination to study RPES 
in 4d TMO's and there are also no Cooper Minimum and RPES results for Rh20 3, 
R u 0 2 , and M o 02.
This thesis is divided as follows: Chapter 1 provides a brief background on the 
study of the Electronic Structure of materials and a summary of the main characteristics 
of 4d Transition Metal Oxides. In Chapter 2, there is an overall description of 
synchrotron radiation, photoemission spectroscopy, and Cooper Minimum and RPES 
techniques. Chapter 3 is dedicated to the description of theoretical models. This 
chapter discusses the Fano’s theory and Davis and Feldkamp’s extension for RPES, 
the extended cluster model, and how they were implemented. Chapter 4 presents the 
crystalline structure, the physical properties and a brief bibliographic review of previous 
experimental and theoretical studies on the three compounds (Rh20 3, Ru02, and 
M o 0 2 ), and details of the samples used in the experiments. Comparisons between 
experimental and theoretical results obtained for spectral weight, core level, valence 
band, conduction band, and resonant photoemission of the compounds are shown in 
Chapter 5 which is entirely devoted to the results of this thesis. This chapter also 
discusses the composition of the ground state of the system and compares the 
advantages and disadvantages of using resonant photoemission and Cooper's 
minimum method for describing the structure of the compounds. A summary of the
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main conclusions obtained is shown in the following chapter (6). There are also three 
appendices. Two ab initio calculations (Density Functional Theory and Hartree-Fock 
Method) were used in Chapter 5 for qualitative comparison with some cluster results. 
Appendix A provides a brief description of these methods herewith the corresponding 
implementation software. In Appendix B, there are more details about the calculations 
omitted in section 3.1 which deals with Fano’s theory. Appendix C gives more 
information about Slater-Koster integrals. Their renormalizations are used as 
parameters in the cluster model.
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2 EXPERIMENTAL TECHNIQUES
The properties of the compounds can be studied not only through (indirect) 
measurements such as electrical conductivity, specific heat, and magnetic 
susceptibility but also using techniques that give a more direct access to their electronic 
structure as the spectroscopy. Such techniques include photoemission (PES), X-ray 
emission (XES), and Auger electron (AES) spectroscopies that provide information 
about the occupied states of systems[27]. PES (see section 2.2) can be further divided 
into UPS (Ultra-violet Photoemission Spectroscopy, low incident photon energies - VB) 
and XPS (X-ray Photoemission Spectroscopy, high energies - VB and core level). 
While AES is a surface technique that uses low-energy electron emission from the 
Auger process (section 2.4), XES measures X-ray emission from system-level hole 
filling (fluorescence). To access unoccupied states, there are techniques such as X- 
ray absorption (XAS), inverse photoemission (IPES), and electron energy loss 
spectroscopy (EELS), among others[28]. Before describing in detail the experimental 
techniques present in our study, we provide in the next section a brief introduction 
about the light source used in our experiments: the synchrotron radiation (SR).
2.1 SYNCHROTRON RADIATION
Synchrotron radiation is a type of high brightness electromagnetic radiation, 
produced when charged particles, accelerated close to the speed of light, have their 
path offset by magnetic fields[29]-[30]. Its emission extends from infrared light to X- 
rays[31]. In a Synchrotron accelerator, the beam of charged particles goes through 
circular orbits. The radiofrequency cavities installed along the ring restore the energy 
that the electrons lose due to SR. Then, the synchrotron light is guided to 
the experimental stations (beamlines), situated around the ring, where materials are 
analyzed. Synchrotron light interact with matter and reveal characteristics of its 
molecular and atomic structure. The broad spectrum of this radiation allows 
researchers to use the most appropriate wavelengths for the experiment to be 
performed.
A schematic drawing of a storage ring is shown in Figure 2.1[32]. Electrons are 
accelerated up to close to the speed of light by a linear or ring accelerator and injected 
into the storage ring, where the electrons are subjected to a Lorentz force in the
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direction perpendicular to their direction of motion in the magnetic field of the dipole 
bending magnet (BM); as a result, they emit an electromagnetic wave (i.e., SR light). 
The electric field of the SR light from the BM observed in the horizontal plane is 
polarized in the plane of acceleration (horizontal plane). The SR pattern is compressed 
into a narrow cone in the direction tangential to the electron orbit due to a Lorentz 
compression of a relativistic effect (see the schematic of the BM radiation pattern in 
Figure 2.1). The half-opening angle of the BM radiation in the vertical direction is y _1, 
which is called the "photon natural emission angle,” and y  is the Lorentz factor. On the 
other hand, the BM radiation is emitted along with a curved electron orbit, so its 
opening angle in the horizontal direction is determined by a slit opening installed in the 
downstream section and is typically in the order of milliradians.
Figure 2.1: Schematic drawings of a storage ring and beamline (top), BM radiation pattern (bottom left), 
and magnet array and ID radiation pattern (bottom right). The radiofrequency (RF) system restores the 
energy that the electrons lose due to synchrotron radiation. Adapted from [32].
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An insertion device (ID) consists of a linearly arranged periodic magnet array 
installed in the straight section between the BMs. In the case of the magnet array 
shown in Figure 2.1, one can see that the electrons are made to wiggle by periodic 
accelerations due to the spatially periodic magnetic field (sinusoidal manner). 
SR is generated at each acceleration point and generated SRs are summed to 
generate an extremely intense light. The deflection angle of an electron is given by 
^  =  K y _1 cos(2n z /A u), where Au is the period length of the magnet, and K  is defined 
by K =  93.37B0[T]Au [m]. The -parameter (or deflection parameter) determines the 
maximum deflection angle of the electron, K y -1 . The characteristics of the radiation 
emitted by the ID strongly depend on the value of K, which can be controlled by the 
magnetic field strength. Accordingly, two types of ID are available: wiggler (K »  1) and 
undulator (K <  1)[32]. The brightest synchrotron light comes from undulators (located 
in the straight sections of the storage ring) that contain over one hundred magnetic 
poles lined up in rows above and below the electron beam. Wigglers are similar to 
undulators but have fewer magnetic poles.
The Brazilian Synchrotron Light Laboratory (LNLS), located in Campinas, is a 
second-generation UVX source[33]. There are seventeen beamlines, which allow the 
execution of experiments in various techniques of microscopic analysis of matter using 
infrared, ultraviolet, and X-ray radiation.
2.2 PHOTOEMISSION SPECTROSCOPY
Photoemission Spectroscopy (Figure 2.2) is a technique based on the 
photoelectric effect in which the electrons present in the sample are ejected when 
absorbing photons with energy hv, larger than the binding energies of such 
electrons[34]. The Hamiltonian for one electron considering interaction with an 
electromagnetic wave is
i? =  +  7 ( f )  =  ^ ( p ) 2 +  Hlnt =  H„ +  Hlnt (2.1)
and
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2 m e 2
\A ( r , t ) \ 2, (2.2)
where p  is the moment operator, A (r ,  t )  is the vector potential, c is the speed of light 
in vacuum, and m  and e are the electron mass and charge, respectively.
Figure 2.2: Core level and valence band photoemission. The electrons e" are ejected when absorbing 
photons of energy hv. Ef  and Evac represent Fermi and vacuum energies, respectively.
A usual choice is to work with Coulomb gauge where A(r,  t )  is constant and 
V - A { r , t )  =  0 . It leads to [A(r , t ) ,p]  =  ihV ■ A (r , t )  =  01 and consequently to 
A { f , t ) - p  =  p - A { f , t ) . Furthermore, \A ( r , t ) \ 2 is generally neglected when 
compared to A(r,  t )  ■ p. Thus,
1 The commutator of momentum with a position-dependent quantity is always [ p , F ( r ) ]  =  - tftV r ■ F ( r ) . 
Starting from [ p , F ( r ) ] ^  =  ( p  ■ F ( r )  -  F ( r )  ■ p ) ^  and knowing that p = - ih V r , we can write







Hmt =  -  — A ( r , t ) - p . (2.3)
[p ,F (r ) ]^  =  —rft(V ■ F ( r ) ) ^  ^  [p ,F (r)] =  —ihV ■ F(r)
Similarly, [r,G (p )] =  rftVp ■ G(p).
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For a monochromatic field of the plane wave,
A(r,  t )  =  2A0s cos(k ■ f  -  &>t),
where £ and k  are the polarization and propagation directions, respectively. Then, the 
vector potential can be rewritten as
where the first (second) term inside parenthesis represents the absorption (emission) 
of a photon. In the case of photoemission, the second term is neglected.
The electric dipole approximation is based on the fact that the wavelength of 
the radiation field is much larger than the atomic dimensions, k =  27t/ T [35]. When the 
energies used are below » 1 0 keV, the expansion elk r  =  l  +  i k - r  +  ■■■ can be 
approximated by 1. So, the interaction Hamiltonian can be rewritten as
Fermi's Golden Rule expresses the transition rate from an initial state ^  with 
energy Et to a final state ^  with energy £y after the absorption of a photon of energy
hu>,
The transitions are only possible if the energy of the final state is hœ lower than the 
energy of the initial state. Within the one-electron picture[36],





Eq. (2.8) describes the direct process of photoemission (Figure 2.2) for a 
d-type orbital:
where a system that is in an initial state (N electrons) absorbs a photon and emits an 
electron ( N - l  electrons)[37]. The spectrum is obtained by measuring the number of 
ejected electrons in the sample as a function of their kinetic energy and by calculating 
their binding energy (EB) from this:
where hv is the energy of incident photons, EK is the kinetic energy of electrons 
measured y w, the work function of the analyzer. The electric contact between the 
sample and the electron analyzer aligns their Fermi levels but not the work functions. 
If Vanalyzer ^  Vsample, the photoelectrons are accelerated or decelerated in the 
analyzer but Eq. (2.9) is still valid. Then, we need to use y w =  ^analyzer in order to 
get the correct EB from the measured EK[38]. The technique is named differently 
depending on the photon energy used: UPS (ultraviolet) or XPS (x-ray). Photoemission 
can access core level or valence band states as long as there is sufficient energy to 
eject such electrons from the sample.
In one-particle approximation, the initial state ^  is written as a product of 
|0 fc), the wavefunction for the orbital from which the electron will be ejected, and 
\ ^ lR(N -  1 )) , the wavefunction of the N - l  remaining (initial) electrons,
dN +  h v ^ d N 1 +  e , (2.8)
EB =  hv -  EK -  (pw , (2.9)
(2.10(a))
where we assume that the electron k excitation is faster than the relaxation time of the 
remaining electrons (sudden approximation39). Similarly, the product between the
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plane wavefunction of the outgoing electron (|EK)) and that for the N - l  remaining 
(final) electrons -  1)) describes the final state ^ ,
(2.10(b))
Thus, the matrix element in Eq. (2.7) can be written as a product of the one-electron 
matrix element and an overlap integral of N - l  electrons,
< > / # W  =  (EK|r |< M  { ^ ' ( N  -  l ) | ^ j ( N  -  1)). (2.11)
In the frozen orbitals approximation, the remaining orbitals would be the same 
in both initial and final states and -  l ) \ ^ lR(N — 1)) =  1. The orbital relaxation
right after ionization is not considered and the photoemission experiment measures 
the Hartree-Fock negative energy of the orbital k, EB k ^  —ek (Koopmans 
Theorem[40]), and it would result in a single peak spectrum, corresponding to —ek.
Indeed, the above hypothesis is not a good approximation in most cases. After 
electron emission, the system will try to minimize its energy by readjusting the 
remaining N - l  electrons. To consider these possibilities for relaxation, we assume 
that the (N -  1) final state with s excited states has energy Es (N -  1) and can be 
written as \ ^ R(N -  1)) =  E s as |^ / ) ,  so
( ^ f \r\ ip i) =  (EK\ r \ $ k) 'ZsCs, (2.12)
where cs =  — 1)) and its squared modulus is the probability that an
electron removed from the orbital of a ground state with N  electrons causes the 
system to be in an final state, s. For correlated systems, many cs are different from 
zero leading to photoemission spectra formed by main transitions coming from the k 
orbital accompanied by satellites referring to the s reactions that the system can 
assume concerning the hole in the k orbital. Then the photocurrent is proportional to[37]
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/ «  I l f ,i,k\(Ek\r \^k )\2 Z s|cs|2 S(Ek + ES(N - 1 )  -  E0(N) -  hv), (2.13)
where \(Ek \ r \ $ k)\2 is proportional to the photoionization cross-section and E0(N)  is 
the energy of the ground state (N electrons).
2.2.1 Core Level and Valence Band
Core Level Photoemission provides specific information about each element 
present in a sample due to the strongly localized character of the core levels of each 
atom. As an example, Figure 2.3 presents an XPS spectrum of Ru02 measured with 
hv =  2500 eV and known as a survey scan. It shows the structures corresponding to 
the core level and valence band (inset) of the compound.
Figure 2.3: Survey scan of RuO2 . Core level peaks appear between 639 and 39 eV. The green rectangle 
highlights Ru 3p level splitting in Ru 3p1/2 and 3p3/2. The inset shows the valence band spectrum which 
is made of structures with mixed characters (O 2p and Ru 4d).
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The peak intensities are proportional to the number of atoms of a given type in 
the sample. When different atoms bond, it affects the binding energies (EB's) of the 
core levels of each atom. Thus, changes occurs in the resulting Coulombian attraction 
and it causes the EB's to be shifted to higher energies (when the atom loses charge) 
or to lower energies (when the atom gains charge). Chemical shifting[37] is used to 
monitor the improper presence of atoms (contamination) on sample surfaces due to 
the huge sensitivity of core levels EB's to changes in valence levels even though there 
is no overlap between them. Shift analysis also provides information on the type of 
chemical bond. Some levels (np, nd, n f )  give rise to a doublet instead of a single 
structure. Spin-orbit coupling in the final state causes this splitting. The coupling 
between unpaired spin and orbital angular momentum occurs due to the removal of an 
electron from the filled core level (initial state). The region highlighted by the rectangle 
in Figure 2.3 shows the Ru 3p level splitting in Ru 3p1/2 and 3p3/2 (1 =  1, s =  1/2), 
as an example.
For Ru 02, there are contributions of both Ru Ad and 0  2p levels for the VB 
due to the superposition of the delocalized wavefunctions of such orbitals (see the inset 
of Figure 2.3). Using an extended cluster model to reproduce Cooper Minimum and 
Resonant Photoemission spectra we will be able to calculate the main contributions for 
the VB structures of Rh20 3, Ru02, and M o 0 2.
2.3 COOPER MINIMUM METHOD
The Cooper Minimum Method uses the energy dependence of the 
photoionization cross-sections as a tool to identify the different atomic contributions to 
the valence band photoemission spectra[41]-[42]. This method consists of taking the 
photoemission spectrum of an element at two different photon energies: the minimum 
of the cross-section and any arbitrary energy corresponding to a different size of the 
cross-section. It guarantees the variation of the cross-section’s size and the difference 
between the results can be related to the contribution of TM Ad states to the system. 
As we can see from Figure 2.4, only TM Ad cross-sections (TM =  Rh, Ru, and Mo) 
exhibit a minimum (see the region highlighted by the yellow rectangle) that does not 
occur for TM 3d levels. Thus, this method is not useful for 3d TMO’s.
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Photon Energy (eV)
Figure 2.4: Photoionization cross-sections for some levels of the Rh, Ru, Mo, and O elements. The 
yellow rectangle highlights the region of the minimums for 4d levels. Adapted from [43]. It can also be 
found at [44].
When using this technique for a transition metal oxide, the intensity of the 
photoemission sign is:
I ( v )  a  [D.2d(hM)'Zf \(f \d \g )\2 + n £ (ftw )2 / |</|p|#>|2] S(Ef  - E GS -h a> ) , (2.14)
where \g) and EGS ( | / )  and £y) represent the wavefunction and the energy of the 
ground (final) state. d and p refer to removal operators. and n p( ft« )  are
related to TM Ad and 0  2p cross-sections showed in Figure 2.4. The minima are 
located at 103 (Mo ), 113 (Ru), and 122 eV (Rh). Off-minima spectra were taken using 
energies around 200 eV . The origin of this expression was shown in section 2.2 which 
deals with the mathematical description of photoemission.
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2.4 RESONANT PHOTOEMISSION SPECTROSCOPY
Resonant Photoemission[45]-[46] occurs when there is an interference between 
two photoemission channels: direct and indirect. The photoemission direct process 
(XPS) presented in Figure 2.5 was described in section 2.2. RPES combines emission 
and absorption techniques and occurs in the vicinity of an X-ray absorption edge. In 
the case of transition metals, when an electron of a core level (e. g., p level) absorbs 
a photon with energy equals to the energy difference between this level and the 
conduction band (CB) TM d states - or unoccupied states - such electron is promoted 
to an unoccupied state of the CB. From this absorption, there are two possibilities of 
decay (Figure 2.5):
Figure 2.5: Direct and indirect processes that occur during resonant photoemission. The interference 
between these two channels occurs because both Auger and XPS final states are the same. The second 
possibility of decay for absorption results in the emission of photons (Fluorescence).
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• Fluorescence, the emission of photons:
dN + h v ^  dN+1c ^ d N + hv, (2.15(a))
where c denotes a hole in the core level of the system;
• Auger decay, the emission of electrons. It is also called indirect 
photoemission channel because the energy released by the electron 
returning to the core level is taken by another electron to leave the material:
dN + h v ^ d N+1c ^ d N~1 + e~. (2.15(b))
Interference between direct and indirect processes occurs because the final 
states of the Auger and XPS processes are the same. By comparing the on- and off- 
resonance spectra it is possible to identify which regions of the spectrum have TM 
character since these regions undergo some alterations caused by the interference 
between these two photoemission channels. RPES intensity is proportional to[45]-[46]
/(&>) a S(Ef - E e s - h a i ) ,  (2.16)
where \g) and Egs ( | / )  and E f) represent, respectively, the wavefunction and the 
energy of the ground (final) state. |0 ’s are intermediate excited states and El 's are 
their corresponding energies. d and Oaug are removal operators and Oabs is an addition 
operator. r  = n -|(/|0aMfl,|Z)|2 is the width of the intermediate state I. ^ f { f \ d \ g )  refers 
to the direct photoemission channel. If hw  «  Et , the indirect channel becomes 
important and contributes to the photoemission intensity. hw »  Et or hw  «  Et causes 
the denominator of the second term to increase and then the Eq. (2.16) will only have 
contributions from the first term. The theory used in this work to describe RPES (see 
section 3.1) was first formulated by Ugo Fano[47] and later extended and applied to 
photoemission problems by Davis and Feldkamp[48]-[49].
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2.5 MEASUREMENTS
All measurements presented in this study were performed by us at the Brazilian 
Synchrotron Light Laboratory using SXS and PGM beamlines[50]-[51].
Soft X-ray Spectroscopy (SXS): this beamline is dedicated to X-ray absorption 
and photoelectron spectroscopy techniques. It operates in the 1 - 5  keV (tender x-ray) 
region and it is based on a 1.6 T bending magnet. There is a water-cooled nickel- 
coated toroidal mirror (1010 x  100 x  100 mm) that focuses the beam on the sample 
position (vertical and horizontal). The mirror incidence angle is 0.6° and the focus size 
is 0.6 x  1.2 m m 2 at the sample position. The flow density is 4 x  1011 p h o to n s /s /  
m m 2 for photons of 3 keV and resolution of A E /E  =  10-4 . The beamline has a dual 
crystal monochromator equipped with four different pairs of single crystals: Si (111), 
InSb (111), YB66 (400), and beryl (10 -  10). Each single crystal pair is suitable for 
defined energy ranges. All spectra were taken at room temperature and pressure of 
10-8 bar. The Fermi level energy scale was calibrated using a gold foil welded on the 
sample holder. The monochromator used was Si (111) with a photon energy of 
2500 eV for the photoemission measurements. The resolution achieved in the 
analyzer was 0.4 eV, with slits of 0.5 mm.
Planar Grating Monochromator (PGM): used for X-ray spectroscopy, this 
beamline operates at energies between 100 and 1500 eV (soft X-rays) and has an 
APPLE II Elliptical Polarization Undulator, as its source. It allows changing the 
polarization between horizontal linear, vertical linear, and circular. Toroidal focusing 
mirrors are water-cooled and gold plated, like a flat grating monochromator. The 
resolution of A E /E  «  10_3 -  10_4 is achieved with a flux of 1011 -  1013 photons /s  
and a beam of 0.1 x  0.5 m m 2 focusing on the sample. All spectra were taken at room 
temperature at a pressure of about 10~9bar. Energy scales were calibrated using 
known absorption edges of reference samples. The resolution reached in the analyzer 
was 0.4 eV, with slits of 50 and 100 pm. Several incident photon energies were used, 
chosen according to the sample.
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We are going to talk about the samples in section 4.4. Chapter 4 deals with 
the structure and properties of the compounds studied here. These samples were 
grown by the research group led by Renato F. jardim at USP (Universidade de São 
Paulo). Before being used in measurements on the SXS and PGM beamlines, the 
samples were scraped in a vacuum with a diamond file to remove surface 
contamination.
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3 THEORETICAL MODELS AND METHODS
To interpret the RPES results, we use a combination of the Extended Cluster 
model and Davis and Feldkamp’s expression for RPES intensity. Such a theory was 
originally developed by Fano in 1961[47]. While studying the atomic spectrum, Fano 
realized that certain regions the spectrum presented an atypical (asymmetric) shape 
(Figure 3.1).
Figure 3.1: Silverman and Lassettre have observed the cross-section for forwarding inelastic scattering 
of 500eV electrons by He. The results obtained by them in the region of 60eV energy losses are shown 
above. Adapted from [47].
There were coincidences in energy for different configurations and some 
discrete states were embedded in the continua (see an example in Figure 3.2). This 
mixture of (discrete and continuous) configurations leads to an autoionization process 
of the discrete state, |^ ). So, the ordinary perturbation theory becomes inadequate to 
describe the problem since the energy difference AE is in the denominator of the 
correction terms. In this case AE ^  0 and correction terms blow up. Therefore, Fano 
developed a new theory to treat discrete-continuum interactions.
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discrete state |<p)
Figure 3.2: Discrete state embedded in the continuum. The energy difference goes to zero, A E ^ 0 , thus 
becoming impossible to use the ordinary perturbation theory. Such discrete-continuum mixing gives rise 
to the autoionization process of the discrete state.
3.1 FANO’S THEORY
A discrete state embedded in the continuum is not stationary, it decays when 
mixing to the continuum. Then, the essence of Fano’s theory[47] is to construct 
stationary wavefunctions V̂E (with energy E ) for the discrete-continuum system. These 
autoionized levels appear in the continuous absorption spectrum as very asymmetric 
peaks, since the coefficients of V̂E vary abruptly when E passes through the 
autoionized level[47][52]. In the following, we briefly describe the theory for the simplest 
case. Consider an atomic system with n  non-degenerate states, with
• ^ : one discrete state;
• ^ Ef : a continuum of states.
It is necessary to diagonalize the portion of the energy matrix H  that belongs to the 
subset of ^  and ^ Er:
( y \H \y )  =  Ey ,
( $ E' \H \V)  =  VE' ,






where discrete energy lies within the continuous range of values, E ' . VE> is the 
interaction between the discrete level and the states of the continuum. Each E within 
this same range is an eigenvalue of the matrix of Eqs. (3.1). Its eigenvector is given by 
a linear combination between ^  and $ Ei :
^  =  a(p +  j  dE 'bE' ^ E' . (3.2)
The coefficients a and bE> may be calculated from the exact solution of Eqs. 
(3.1): Thus,
[ E ^ a + f  d E V * ’b ’ =  Ea (a)
j , e e (3.3)
(Ve-a +  E b E- =  EbE’ (b)
By simple isolating bEf , we have
b* '  =  t f = F j ^ ' a (34)
and is still not possible to consider the case E =  E ' [53]. Then, Fano called up a process 
by Dirac[54] which consists in to add a second term to bE>,
bB' =  [ ^ p  +  z ( E : ) 6 ( E - E ' ) ] a V B, , (3.5)
where z{E) is a real[55] function multiplied by the Dirac delta. Because bE> must be 
often integrated (see Eq. 3.3(a)), this delta function will be non-zero only when E =  E ' , 
that is exactly what we want. Inserting Eq. (3.5) in Eq. (3.3(a)) and dividing both sides 
by a, we have
Ev +  i  dE 'v ; ,  +  z (E )5 (E  -  £ ') ]  VB, =  E
Ev + S  dE'VE, +  /  dE'V'E, [z (E)S(E -  E')]Ve, =  E
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^ + P / d E ' [ ^ ] + z ( £ - ) V f  =  E 
E(p +  F (E)  +  z (E )V f =  E, (3.6)
where P is the principal value of the integral and is denoted by F(E ). By Isolating z(E),
where \ VE\2 represents the strength of the configuration interaction.
If the states ÿ Ei in the right side of Eq. (3.2) are represented by a wavefunction 
with asymptotic behavior a  s in(fc(^ ')r + 5) ( ^ ^ 0  when r ^ m )  as in scattering 
theory, we have (using Eq. (3.5))
in which Sb is the background (non-resonant) phase shift. For large r, these two 
integrations yield
/  dE 'bEi ^ Ei a  [n co s (k (E ) r  +  8) —z(E) s m (k (E ) r  +  8b)]VEa . (3.8)
The sum of the two terms inside square bracket (see Appendix B for details) is 
proportional to s in (fc(E )r +  Sb +  Ar ) and
is the resonant phase shift Ar  related to the time that the electron spend in the (excited) 
intermediate bound state ^  due to interaction with . The shift Ar varies sharply by 
~ n  as E crosses a range ~\VE\2 around the resonance at E =  E(p +  F(E).  Thus, F(E)  
represents the resonance position shift with respect to E^ .
(3.7)
J d.E'bE' ÿ E' a  Z dE '  x sin(fc(£')r + s)
+ Z d E 'z ( E )8 (E  — E')aVEi X sin{k {E  )r + 56),
Ar  =  —arctan i —W )
(3.9)
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The coefficient a is determined by normalization of (see Appendix B),
K E ) I  =  i \VE \2( n 2+ z 2( E ) ) '
1
(3.10)
The configuration interaction "dilutes" the discrete state ^  throughout a band of actual 
stationary states. r  =  4n\VE\2 is the width of the autoionized discrete state and it is 
determined by the discrete-continuous interaction VE [53]. Thus, if the system is prepared 
in the state ^ , it will autoionize with a mean life of t  =  h /2n \VE\2 ~  h/Y.
The purpose here is to analyze the variation resulting from excitation 
probability | ( ^ | T | t ) l 2, where T is a transition operator connecting initial states i to 
final states WE. The matrix element concerning this transition is calculated by
is the state (p modified by an admixture of states of the continuum. The sharp variation 
of Ar at E =  E(p +  F (E ), or s =  -  cot(Ar ) =  0 (see the left panel of Figure 3.3 and 
Eq.(3.15)), also takes place in Eq. (3.11). Because s in(Ar ) and cos(Ar ) functions 
have different parities, the contributions from (0 |T | i)  and { ^ E\T\i) for (^ 1 7 1 0  
interfere with opposite phases on both sides of the resonance.





Figure 3.3: Left panel: variation of the resonant ph 
(3.15)). Right panel: variation of sin(Ar) and cos(Ar) 
E^ + F(E), or £ = 0.
E
ase shift as a function of the reduced energy £ (Eq. 
as a function of £. The resonance occurs when E =
Observing the right panel of Figure 3.3 and Eq. (3.11), it is possible to note 
that only (0 |7 |t )  contributes to the spectrum at resonance (cos(Ar ) =  0). This is 
where the autoionization of ^  occurs. At Ar  =  A0, or E =  E0, probability cancels on 
one side of the resonance and we may write
w e  m o
tan(A0) =  n V l  . (3.13)
The ratio between the transition probabilities K ^ im O l2 and \ ( ^ E\T\i ) \2 can 
be represented by a family of curves
I f ^ m O l 2 _  ( g + e ) 2 —  q 2- l + 2qe
■m2
k ^ m o i
, =  i  +  * , (3 .1 4 )
1+e2 l + £ 2
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which are written as functions of the reduced energy £ and the parameter q:
s =  — cot(Ar ) =
E —E(p —F(E ')    E - E t p - F j E )
n \ V E \‘
(3.15)
q =  — . (3.16)
Figure 3.4 shows the ratio of probabilities given by Eq. (3.14) as a function of £ for 
some values of q. Such curves have the characteristic Fano line shape.
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Figure 3.4: Ratio between transition probabilities from Eq. (3.14) plotted for some values of q. These 
curves have the characteristic Fano line shape.
Starting from the usual expression for the scattering cross-section,
ff =  p r sin2(A)> (3.17)
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we can use a mathematical identity to write the square sine in terms of two different 
angles,
CT =  g sin - ( A ) = g ( s in -(A o ) ĉot<a+̂ 0>1̂ ) , (3.18)
Recalling Eq. (3.13), (3.15), and (3.16), is possible to relate the above expression to 
Eq. (3.14),
_______ (q  +  e ) 2 _______ / % ,  q 2- l + 2q s \
—  - * »  (1  +  - ^ r - >  (319)
where £ =  - c o t (A r ) and q =  - c o t ( A 0). For any finite q, when £ ^ ± o o ,  
a0 represents the background cross-section. In the limit q =  0, g =  g0 — cr0/ l  +  £2, 
which shows a Lorentzian dip around s =  0[53].
3.1.1 Davis and Feldkamp’s Extension
In 1977 Davis and Feldkamp[48] extended Fano's theory to study the problem 
involving a set of discrete states y n(n  =  1 ,2 ,.. . ,N)  and a set of continuous states 
^ kE(k  =  1,2, . . . ,K ) .  The discrete set is embedded in the continua and interact with 
them. These states diagonalize separate submatrices of the Hamiltonian H :
EnSnm (^)
• =  ESkk,S(E -  E')  (b). (3.20)
JtfkE\R\<Pn) =  Vkn(E) (c)
Now there are sums over discrete and continuous states in the solution of the 
Schroedinger's equation,
V E =  H U  an (E)tpn +  H f=1 i  dE 'bk (E, E') ipks,, (3.21)
where the coefficient bk(E, E1) has the form
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bk iE ,E ' )  =  ■ ^ p Z l = 1Vkm(.E')am<iE) +  n t (E)S(E -  £ ') ,  (3.22)
in which n k (E)  is an unknown function. Substituting Eq. (3.21) into Schroedinger’s 
equation and making use of Eqs. (3.20(a)-(c)) and Eq. (3.22) together with 
orthogonality and normalization conditions ( ( ^ kE\yn) =  0, (Vn\Vm) =  ^nm, and
< f e lV w >  =  Skk’ s (E -  £ ')), we can write
(En -  E )an(E) +  I l^ =1Fnm(E)am(E) +  I lKk=1V^n(E)nk (E) =  0, n =  1,2 N,
(3.23)
where
K m (E )  =  Z L i P f j z p V U E O V ^ E ' ) .  (3.24)
Rewriting Eq. (3.23) in the matrix form, we have
[H +  F (E ) -  EI]a (E)  +  Vf (E)p(E)  =  0, (3.25)
where H  and F(E)  are matrices of order N x N ;  V^(E)  is a K x N  matrix; a(E)  and 
p(E)  are column vectors of orders N  and K, respectively; I is the identity matrix.
From now on we will be considering only the case K > N , i .  e., the number of 
continua exceeds the number of discrete states. This choice is the same as made by 
Davis and Feldkamp to treat photoemission[49]. As indicated in Eq. (3.20(c)), the 
interaction between discrete and continua states is represented by 
Vkn(E) =  ( ^ kE\H \yn). Davis and Feldkamp's formulation involves Auger processes 
called super-Coster-Kronig (SCK), taking into account those states with the same 
principal quantum number n  (3p, 3d, as an example). Thus, these Vkn(E)'s are called 




where Ofc depends on the spin a, the direction Ü of the photoelectron, and the 
coordinate of the remaining electrons. It is defined as a product (or combination) of 
Ylm(D.) (spherical harmonic), Xa (the spin function), and ^  (eigenfunction of the ionized 
system with energy Ejc, ft2K ^/2m  =  E -  Ejc). The normalization is such that
i / d n < 0 j  =  (a ) .
W m IV v e ')  =  s kk's (E -  E' )  O )
The eigenvectors of H have the form
( 4 ( e ) t z ^ ^ ^ c E ^ ) ,
v = l , 2  N, (3.28)
where
4 ®  =4>„  +  E L i  P 1 0:Vkn{E')xpkE (3.29)
and
r V_ ni/2 . (3.30)
CV(E) =  [ j t J  [^ 2 + Z v (F )] 1/2 (b)
Eq. (3.29) represents the discrete state modified by the mixture 
with continua. ^ v)(E) in Eq. (3.28) is the nth component of the vth eigenvector 
defined in [48] as a solution of Eq. (3.25) for K > N ,  where ^ (E ) =  z (E )7 (E )a (E )
and a(E ) =  CV(E)A(-V') (E), as well as the shifted resonance energy,
EV(E) =  A (v)t(E )[E  +  E (E )]A (v)(E). And
50
n T 1Kk=1Vkvf(E )V kv(E) =  FV(E)ÔX (3.31)
where
Vkv(E)  =  E»=1 A ^C E W ^C E ) . (3.32)
For K > N ,  there are at least N  of the ÿ kE (or linear combinations of it) that 
couple with all the tyn's. Thus, there are K — N  new continua that decouple from the 
discrete states. The K — N  mutually orthogonal independent solutions of the 
Schroedinger’s equation have the form
i =  N +  l , (3.33)
where
n = i V kv{E ) r1f { E )  =  0 v =  l , 2 .........N, (3.34(a))
and
K =1rç®-(E)rç'0 (E ) =  Su, . (3.34(b))
The amplitude for photoemission producing a final state ^ kE is given by
Dk{E) = -n{x^kE\T \^g) - n Y l ^ =1
n V k v ( E ) /
/ r v(g) (qv(E) -  i )n
[zv ( E ) + i n ]
x Z if '= ,V V v (0 ( t fV ï|7 ’ |<I>i,), (3.35)
where
qv (E) =
nZ«f = 1Vk,v(E)l®g \T\ÿk'E)'
(3.36)
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Recalling Eq. (2.16), we can associate
/ ( « )  a  Z f ( f \ d \g )  +
Y.f Y . { f \ d au9 \ i ) [ i \ d a b s \g)  2
8{Ef  -  Egs -  hoi) (3.37)hto —Ei + iT
and
IDF( E , 6 ) = ^ ^ Y lKk=1\Dk (E) \28(6+Elc - E ) . (3.38)
Both expressions represent Fermi's Golden Rule (section 2.2). Since Dk(E) is 
given by Eq. (3.35), the terms inside the modulus in Eqs. (3.37) and (3.38) are 
equivalent.
is the term related to the indirect photoemission channel and the (continua) index k 
indicates the final state ( /  in Eq. (2.16)) is the same as for the direct term, ( $ kE\T\®g).
The application of this theory to describe resonant photoemission in TMO Ad 
compounds using the extended cluster model has not been reported in the literature 
up to date.
3.2 EXTENDED CLUSTER MODEL
Simple Cluster Model is based on a T M 0 6 octahedron with a central transition 
metal ion TM q+ (q =  3 (Rh), A (Ru and Mo)) surrounded by six oxygen ions 0 2~ (Oh 
symmetry) (see Figure 3.5). There are six possible linear combinations of 0 2p atomic 
orbitals in Oh symmetry (Alg , Tig , Tlu , T2u , T2g, and Eg), but only two of these (T2g 
and Eg) interact with TM Ad metallic orbitals giving rise to four molecular orbitals: T29 ,
\ n V k v { E ) l  1
I / r v(E)j
[zv ( E )  +  i n ]
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Eg (bonding), , and E*g (antibonding)[58]. The two Tlu 's appearing in Figure 3.5 differ 
only by phase.
Figure 3.5: Molecular orbitals formed by the O 2p -TM 4d interaction in Oh symmetry. Only the orbitals 
of symmetries T 2g and Eg have simultaneous contributions from O and TM. The two T iu 's differ only by 
phase.
Also called the crystalline field splitting, the separation in energy between T2S 
and Eg is given by the crystalline field parameter 10Dq (Figure 3.6) and occurs due to 
the symmetry of the problem: d orbitals point straight to (between) oxygen atoms thus 
forming a (n)  bonds with them within Eg (T2g) symmetry.
This crystal field comes from the ligand ions surrounding the central TM, which 
are treated as point charges in this case. By diagonalizing the Schroedinger's equation 
term which describes the electrons-ligand field interactions and depends strongly on 
the symmetry of the system, we find two degenerate eigenvectors + 6 Dq and three
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degenerate eigenvectors - 4Dq , thus obtaining the separation between the five d 




where a is the O — TM  distance inside the cluster and e is the charge of the electron, 
refers only to the ligand ions.
_  2 ( r 4)4d 
q 105
corresponds to the electron properties of the TM  concerned[59].





Figure 3.6: Effect of the octahedral crystalline field on TM d levels. D refers only to the ligand ions and 
q corresponds to the electron properties of the transition metal.
T29 orbitals decrease by 4Dq while Eg increase by 6Dq. Figure 3.7 illustrates 
how bonds take place in T29 and Eg symmetries.
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Figure 3.7: Diagram of the interaction between the atomic orbitals that generate the molecular orbitals 
in symmetries T 2g (dxy, dxz, and dyz) and Eg (dz2 and dx2-y2)). Top: TM d orbitals point straight to oxygen 
atoms (o bond). Bottom: TM d orbitals point between oxygen atoms (n bond).
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Using second quantization159', the Hamiltonian that describes a simple cluster 
can be written as
f t  = -  4Dq8iit2g +  6Dq5iieg) d ladii(J (U
i,G i,j,G,G>
+ [ep -  (pptf -  ppn)(5iit2g -  8ieg)\ p laPiia + Y,i,a Ti(.dlapiia +  d ^ p j j
(3.39)
where d*ff(d ijff) creates (annihilates) one d electron and p \a(pia ) creates (annihilates) 
one p electron in orbital i (which can be only of T2S - or Eg-type) with spin a. The first 
and third terms of the Hamiltonian attribute energies ed and ep to the orbitals d and p, 
respectively, which depend on their symmetry. The second term represents the 
Coulomb repulsion U for d orbitals (the correlation effects on oxygen are not taken into 
account since they are irrelevant when compared with the same effects within the metal 
orbitals) and the interatomic exchange for pairs of parallel spins /. Hybridization 
between the d and p orbitals is represented by Tt in the last term of Eq. (3.39). The 
main parameters of the model are
• U: Coulomb repulsion energy;
• A =  ed - e p +  nU: charge-transfer energy required to transfer an
electron from the 0  2p to a TM Ad orbital;
• Tt (t = a,n)  are the intra-cluster transfer integrals (Ta for Eg and Tn for
):
Ta =  V3 pda  (a)
• Tn =  2 pdn  (b), (3.40)
Jo  =  27 ; (c)
where pda  and pdn  are Slater-Koster integrals (see Appendix C) that 
represent the wavefunction overlap in p and d orbitals'61'.
• The following parameters define the multiplet effects: 10 Dq (crystalline
field), J (intra-atomic exchange interaction), and Tp =  p p n - p p a  (0 2p
56
bandwidth). There is an additional potential responsible for the attraction 
between the core photoionization hole and electrons of TM Ad. levels. Its use 
is necessary to calculate the core level photoemission spectrum'62':
Q =  U / 0.83. (3.41)
Figure 3.8 shows schematically how the local charge fluctuation take place for 
Rh20 3. The parameters relate to this type of fluctuation are also shown. The simple 
cluster model is sufficient to describe the electronic structure of the rhodium oxide since 
it only has the local charge fluctuation channel.
Figure 3.8: Local charge fluctuations considered in the simple cluster model. Oxygen and transition 
metal ions are represented in blue and red, respectively. A is the O-TM charge-transfer energy and 
Tnand T  are the intra-cluster transfer integrals.
3.2.1 Nonlocal Screening
Cluster models with one octahedron have been used for many decades to 
reproduce several experimental (photoemission and absorption) spectra of a lot of 
compounds '63'-'64'. Such results were quite satisfactory and useful to understand the 
origin of phenomena such as metal-insulating transitions165'. However, the local charge 
fluctuations present in the simple cluster model are not enough to explain the whole 
electronic structure of metallic systems'66' which makes it necessary to include nonlocal 
screening channels (see Figure 3.9).
Our extended cluster model includes two nonlocal channels: Hubbard and 
Coherent. The first type considers interactions with a neighboring cluster'67'-'68' and 
simulates the dimerization between metal ions occurring in M o 02. The second channel
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takes into account the delocalized charge fluctuations originating from an effective 
medium[69]-[70]. Such a medium is responsible for the metallic character of the rhodium 
and molybdenum oxides. Figure 3.9 shows schematically these two non-local channels 
taking place for Ru02 and M o 02 and the parameters related to both.
RuO?
f
A , T a , T j t
A *,T *
Figure 3.9: Local and nonlocal charge fluctuations considered in the extended cluster model. Oxygen 
and transition metal ions are represented in blue and red, respectively. Green circles denote the 
coherent electrons from an ‘electronic bath' or an effective medium. A, A*, and U are the O-TM, coherent 
medium-TM, and Mo-Mo charge-transfer energies, respectively. T nand T  are the intra-cluster transfer 
integrals. T* and T' denotes the effective and intercluster transfer integrals, respectively.
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Thus, the Hamiltonian must be rewritten as:
H' — H +  Hhub +  Hcoh ,H U B (3.42)




where creates (annihilates) one nonlocal electron with energy eD in an
medium with energy ec in an orbital i with spin a.
The extra parameters introduced by nonlocal fluctuations are:
• T : intercluster transfer integral (Mo4+ -  Mo4+);
• T*: effective transfer integral (TM d -  coherent medium);
• A' = ed - e D + U = U: M o4+ -  Mo4+ charge transfer energy;
• A* =  ed — ec +  nU: effective charge transfer energy.
3.2.2 Configuration Interaction Method
The cluster is solved using the Configuration Interaction method[71]-[72]. This 
method consists in expanding the Ground State (GS) wavefunction beyond the ionic 
configuration making it a linear combination of different states of many particles:
orbital i with spin a  and creates (annihilates) one electron in the coherent
\^gs) =  &\dN) +  f i\d N+1L)  +  y \d N+2L^) +  — (3.45)
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where L denotes a hole in 0 2p band. However, knowing only the ground state (N 
electrons) of the system is not enough. To calculate the photoemission and absorption 
spectra we need to use information about the excited states of that same system. 
There are three possibilities: Removal (N — l  electrons), Addition (N +  l  electrons), 
and Core (N electrons) states. The wavefunctions have been expanded as follows:
\ ^ rs) — a \dN~1) +  f i \ d NL) +  y \d N+1l?)  +  ■■■ , (3.46)
\ ^ as) — a \dN+1) +  f i \ d N+2L) +  y \d N+3L?) +  ■■■, (3.47)
and
l^cs) — a\c_dN) +  f i \cdN+1L)  +  y \cdN+2l7‘) +  ■■■ , (3.48)
where c denotes a hole in the core level of the system. When considering the non-local 
channels, the ground state wavefunction from Eq. (3.48) is now expanded as
\^gs)  =  &\dN) +  P i \ d N+1D) +  fi2\dN+1C_) +  y1\dN+2C_2) +  y 7\dN+2D C )  +
+p\dN+1L ) + v 1\dN+2LD) + -  + 5„\dN+3LDC) + -  .
(3.49)
For the excited states (Eqs. (46)-(48)),
\ÿRS) = a\dN- 1} + p1\dND) + p2\dNC) + y1\dN+1C2) + y2\dN+1D£) +
+v\dNL) + v1\dN+1LD_) +  ••• + 8 M n+2LDC) + - ,  (3.50)
\ÿAS) =  a \ d N+1) +  P-i_\dN+2D)  +  P 2\dN+2C) +  y1\dN+3C_2) +  y 7\dN+3D C )  +
+p\dN+2L) + v1\dN+3LD) + -  + ô k\dN+4LD£) + - ,  (3.51)
and
l^cs) = a\cdN) + p1\cdN+1D) + p2\£dN+1C) + y1\cdN+2C2) + y7\cdN+2DC) + 
+p\cdw+1L) + v1 \cdN+2LD) +  ••• + 5k\cdN+3LDC) +  •••. (3.52)
60
The way each screening channel (Local, Hubbard, or Coherent) contributes is 
particular to each case. Figure 3.10 brings an example using a state belonging to M o 0 2 
GS basis: dsLDC , where L, D_, and £  denote holes at 0 2p band, M o4+ neighboring 
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Figure 3.10: Pictorial representation of the d5LCD configuration used in MoO2 ground state. Coherent 
fluctuations occur on orbitals crossing the Fermi level. The dimerization-related orbital receives electrons 
from the metal ion of the neighboring cluster. Lines represent the five orbitals d and the columns indicate 
the possibility of filling with up or down spins electrons. The blue, red, and green x's represent the 
electrons coming from oxygen, Mo4+ neighboring ion, and the effective medium, respectively. The black 
x's are the initial or ionic filling.
The ten filling possibilities of transition metal 4d orbitals are divided by 
symmetry (T2g and Eg) and also by spin (up and down). Electrons coming from 
coherent medium are added only to orbitals crossing the Fermi level of the system[73]: 
dxz and dyz for M o 0 2. As the dimerization occurs for dx2_y2, only this orbital receives 
electrons from neighboring Mo  ion. Nonlocal charge fluctuations to Eg orbitals are not 
considered due to high energy costs.
3.2.3 Implementation
The algorithm used in cluster calculations was developed using the MATLAB 
software (MAT rix LABoratory). Starting from ionic initial filling and charge transfer types 
needed, the code constructs basis files. From basis files and adjustable parameters, 
the code builds the energy matrices for requested (ground and excited) states and
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diagonalizes them exactly, thus constructing the corresponding eigenvalues (energies) 
and eigenstates. Transition operators are also constructed by the code from basis files. 
Lorentzian and Gaussian functions are used to simulate lifetime and resolution. Each 
compound has a number of removal states equal to its initial ionic filling N  and a 
number of addition states equal to 10 -  N.
Knowing the ground and excited states of the system ( |^ GS), |^ r 5), and |V^S)), 
as well as their energies (EGS, ERS, and EJS), it is possible to calculate the intensities 
corresponding to the Cooper Minimum method and the Resonant photoemission 
described in detail in section 2.3.
Recalling Eq. (2.14)
Icooperfa) a  nd ih^ZkK^Rs ld l^Gs) ]2 8(E%S - E gs -  ha)
+ Zfc|(^Rs|p|^Gs)|2 S(E%s -  Egs -  ha),  (3.53)
where Hp(ftto) and are the 0 2p and TM Ad. cross-sections, respectively. d
and p are operators that remove TM Ad (dn ^  dn_1) and 0 2p (dn ^  dnL) electrons, 
respectively. These operators are matrices MRS x  MGS, in which MRS is the order of 
the removal (final) state basis and MGS is the order of the ground (initial) state basis.
For RPES, the correspondence between
Dt (E) =  - n ( t p kE\T \ ^ g) - r c K L i L -  0 "
x E £ '=1W E ) ( < / v E| r K } ,  (3.54)
and the output data of the Extended Cluster Model occurs as follows:
• \0g) ^  \ ^ GS): ground state;
• ^  |'Prs): continuum final states;
• T ^ d .:removal operator of d electrons -  in both terms of Dk(E);
• Vt v (E) =  K U 4 ' )( E ) ( f e | % „ )  «  ( ^ y o ^ s s l f e ) :
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the intermediate discrete states are produced by 0 2p ^  TM 4d absorptions. 
Since such transitions involve levels with different principal quantum numbers, 
the Vkv(E)'s  are called Coster-Kronig matrix elements. 0AŜ RS is the Auger 
operator with order MRS x  MAS. Finally, ^ ^ ( E )  is a diagonal v  -o rd e r matrix;
• rv(£) = n ï k Vkv(E)Vkv(E) a  n\{ipkRS\ÔAŜ RS\ r AS)\2 is the width of the
intermediate bound state;
- i
_ | ( ^ R s |  Ô a s ^ R S  I ̂ A S
m s -  e r s )  -  E i
qv (E) =
KZk'=1vk'vW ( % \ T \ ÿ k>E 
where dabs is the addition operator of d electrons.
{^AS^abs ^Gs)
nVkv{E)l^RS ^|^Gs}
We have shown here the correspondence between each item of Davis and 
Feldkamp's expression and what is actually calculated by our extended cluster model. 
The calculation of RPES was performed using energies belonging to the L3 absorption 
edge of the three compounds (Rh20 3, Ru02, and M o 02) - and also for the Mo M2 3- 
edge, see section 5.7. The next chapter provides information about the structure and 
physical properties of these three oxides.
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4 COMPOUNDS
This chapter provides a brief review of previous studies on the three oxides 
studied in this thesis, as well as details about crystal structure, physical properties, and 
further information on the samples used in the experimental measurements presented 
in Chapter 5.
4.1 CRYSTALLINE STRUCTURES
As mentioned in Chapter 1, our study of RPES and Cooper Minima involves 
three simple but very different oxides. Concerning the number of charge fluctuation 
channels discussed in Chapter 3, the increasing sequence is Rh20 3, Ru02, and M o 0 2. 
Table 4.1 summarizes the main features of their structures and Figure 4.1 illustrates 
them. All structures present in Figure 4.1 were built up using VESTA software[74] and 
are formed by T M 0 6 octahedra where the TM  ion under consideration is surrounded 
by 0 2~ ions.
Table 4.1: Structural main features of the three oxides used in our study. Taken from [75] (Rh2O3), [76] 
(RuO2), and [73] (MoO2).
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Undistorted Structure Distorted (real) Structure
Figure 4.1: (a) High-temperature low-pressure form of Rh2O3(III) crystalizing in an orthorhombic 
corundum-related structure. There is a mixture of a corner, edge, and face-sharing RhO6 octahedra; (b) 
RuO2, and (c) MoO2 tetragonal rutile-like structures. RuO6 and MoO6 octahedra share edges through 
the c-axis; (d) Distorted monoclinic structure for MoO2. The dimerization occurs along a-axis. For all 
cases, O2- (TM) ions are represented in blue (red), and black lines highlight unit cells. All structures were 
built using VESTA software and the lattice constants present in Table 4.1.
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The structural parameters for Rh20 3 present in Table 4.1 were taken from [75] 
and these results are in good agreement with those reported previously by [76]. This 
high-temperature, low-pressure form of the rhodium sesquioxide, Rh20 3( III) , was first 
described by Wold et a/.[77] However, an investigation by Biesterbos and Hornstra[75] 
reported that this structure may be considered as an intermediate form between the 
corundum structure and the high-temperature, high-pressure orthorhombic structure of 
Rh20 3( II). The regular rutile-like structure of Ru02 shown in Figure 4.1(b) was 
constructed using data reported by [76]. The lattice constants used in the building of 
monoclinic and rutile cells used to illustrate the structure of M o 0 2 were taken from [73]. 
The interaction between neighboring Mo4+ ions (dimerization) occurs along the 
a -ax is . Further, it is possible to note that the distorted cell (Figure 4.1(c)) has twice 
the volume of the tetragonal cell (Figure 4.1(d)) and they are shifted by a /2 . Unlike 
other transition metal compounds, M o 0 2 has no structural or metal-insulating phase 
transitions[78].
4.2 ELECTRICAL AND MAGNETIC PROPERTIES
The electrical resistivity as a function of the temperature of Rh20 3 is shown in 
Figure 4.2. It does not follow typical semiconductor behavior since its resistivity 
increases slightly from 4 D.cm at room temperature to 41 D.cm at liquid nitrogen 
temperature[79]. The variation of magnetic susceptibility with temperature for rhodium 
sesquioxide was also reported by these same authors. Rh20 3 presents a weak 
temperature-independent paramagnetism (Pauli paramagnetic behavior[80]) with % — 
0.59 ■ 10_6 cm 3/g ,  suggesting probable delocalization of electrons. According to 
Leiva et a/.[79], the presence of Rh06 octahedra sharing faces and edges with 
neighboring octahedral appears to determine the electrical and magnetic properties of 
the oxide, since it allows for the possibility of direct Rh -  Rh or indirect Rh — 0 — Rh 
interactions. Its electrical behavior is characterized by a small activation energy and 
the Seebeck coefficient indicates p - typ e  conduction[81]. Such behavior is consistent 
with the formation of a filled d -band, with Rh or Rh -  0  character, and acceptor levels 
lying close to this band due to the presence of small amount of Rh(W)  in the 
Rh20 3( III). This framework indicates that this oxide may be considered a semimetal.
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Ghose et al.[82] and Koffyberg[83] also performed optical studies and classified 
Rh20 3( III)  as a semimetal with the experimental value of indirect (direct) gap equals
to 1.2 eV (3 .4e7 ).
10 00  /  T (K ) ” l
Figure 4.2: Variation of resistivity with temperature for Rh2O3. The slight increase of its resistivity from 4 
to 41 O-cm in this temperature range does not follow typical semiconductor behavior and makes this 
compound classified as semi-metal. Taken from [79].
The left panel of Figure 4.3 shows that Ru02 has high electrical conductivity 
(—1/3 of the conductivity of pure metals in the periodic table). Its resistivity as a function 
of temperature is about 35.2 pD.cm at room temperature[84]-[85]. The increase of p(T)  
with T confirms the metallic behavior of ruthenium oxide. The experimental values 
found for magnetic susceptibility classify it as paramagnetic ( / M = ~1.18' 
10-6 cm3/ ^ [841).
Resistivity analysis as a function of temperature in the right panel of Figure 4.3 
shows that M o 0 2 is a metallic conductor since at room temperature its specific 
resistivity is between ~1.0 ■ 10-4 and ~3.0 ■ 10_4 Hcm[78] [86]. The experimental values 
of magnetic susceptibility classify M o 0 2 as weakly paramagnetic: Xm = 0,2 ■
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10 6 cm3/ g [86]-[87]. This oxide has an anisotropic conductivity due to its asymmetric 




Figure 4.3: The metallic behavior of RuO2 (full circles in the left panel) and MoO2 (full squares in the 
right panel) is confirmed by the increase of resistivity with T. Adapted from [84] and [86], respectively.
4.3 PREVIOUS STUDIES
Experimental spectra (XPS, XAS) for rhodium and ruthenium oxides present 
in the literature are mostly old and low-resolution results[89]-[91]. The electronic structure 
of M o 0 2 has been studied recently via core-level and VB XPS, XAS, spectral weight, 
and DOS (Density of States) by us elsewhere[92]. However, there are no published 
results regarding Cooper’s method or RPES for these three oxides. Next, we will see 
some previous studies on some general aspects of them.
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4.3.1 Rh2O3
This oxide has two stable structural types (Rh02, Rh20 3) with energy gaps 
between 1.9- 2.3 eV and 2.7- 3.1 eV, respectively[93]-[94]. Zhuo and Sohlberg[95] studied 
the origin of the stability of this form of rhodium sesquioxide using first-principles 
calculations. The thermodynamic Gibbs free energies for each phase are calculated 
as a function of P and T based on the electronic total energy, as well as vibrational 
energy and vibrational entropy contributions in the local harmonic approximation. 
Empirical correctness for high temperatures was added. Such calculation produces a 
region of stability at high-temperature and low-pressure for the Rh20 3( III)  form. The 
G(T,P)  results yield qualitative relative phase stabilities that are in agreement with 
inferences about the regions of stability from previous experimental reports and 
demonstrate that Rh20 3( III) is entropically stabilized, see [75]-[76][79].
Solar cells manufactured by nanoparticles of Rh20 3( III)  have been used 
extensively in recent years to converting sunlight. Illuminating light equal to the 
semiconductor bandgap makes produce electron and hole in them. If sunlight can 
supply the required energy to produce electron and hole, sunlight can be converted 
directly to electrical energy[96].
4.3.2 RuO2
The dispersion of Fermi level-bands presented by Mattheiss[97] and Glassford 
e t a/.[98]-[99] indicates that conduction in Ru02 is dominated by electrons, but also occurs 
through holes. Most of the electronic structure calculations of this compound available 
in the literature were performed using band structure calculations using methods such 
as LAPW (Linearized Augmented Plane Wave), FP-LMTO (Full-Potential Linear 
Muffin-Tin Orbital), among others[100]-[103], and compared to experimental XPS spectra. 
In a general way, these methods were able to reproduce the positions and widths of 
the spectra structures. The Density of States calculations performed by Mattheis[97] 
indicate the existence of a bandgap between the 0 2p and Ru 4d bands that was 
confirmed by Almeida[101] and Goel[104]. The latter also calculated the dielectric constant 
and the results indicate that the value obtained by Mattheis for the p — d gap was 
overestimated by ~1 eV. Using optical property calculations and the GGA
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(Generalized Gradient Approximation) approximation for potential, Yang Ze-Jin et 
a/.[105] showed that the nature of the bonds in Ru02 has a covalent-ionic-metallic mixed 
character because there is a charge transfer between Ru and 0  which is not negligible 
although there is a high hybridization 0 2p -  Ru 4d. GGA and LDA (Local-Density 
Approximations) (see Appendix A) approximations were also used by Hamad[106] and 
Hugosson et a/.[100] to calculate the structural parameters of Ru02. The first study 
obtained results that differ from only 2% of the experimental values and the last one 
concluded that the differences between the results obtained using LDA and GGA are 
negligible.
Under high temperature and pressure conditions, ruthenium oxide may have 
structural transitions that lead the compound to exhibit antiferromagnetism and/or 
semiconducting behavior. Recently, a study by T. Berlijn et a/.[107] reported distortion in 
its rutile structure symmetry and the emergence of antiferromagnetic ordering above 
300 K, which may generate new insights into the origins of AFM in intermediate 
coupling regimes and understanding of properties that make this compound attractive 
for technology applications. Under high-pressure conditions, Ru02 undergoes a 
sequence of structural transitions: rutile ^  marcasite (4.92 GPa) marcasite ^  pyrite 
(22.9 GPa) pyrite ^  fluorite (100.6 GPa). N. Mehtougui et a/.[103] showed via band 
structure calculations (FP-LMTO) that the compound now exhibits semiconductor 
behavior (gap =  0.47 eV) in fluorite structure but retains the metallic character in 
structures with lower pressures.
Ru 0 2 has a great capacity to store charge when used in aqueous solutions[108] 
and is widely used for coating titanium anodes for electrolytic production of chlorine 
and preparation of resistors or integrated circuits. Resistors made of this oxide can be 
used as sensitive thermometers. Due to its high charge transfer capability, Ru02 can 
also be used as active material in supercapacitors[109]-[111].
4.3.3 MoO2
Other molybdenum oxides have metal-metal bonds in their structure, making 
the conduction easy along a specific direction. KxM o 02_d exhibits superconductivity 
at critical temperatures, 4 < T C <  10 K,  depending on sample composition[108]-[113].
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The results suggest that potassium doping is not necessary to observe the anomalous 
electrical behavior that is induced by the presence of M o3+ ions in the sample[114]. 
Superconductivity was also observed (Tc =  12 K) in oxygen-deficient M o 0 2 (MoOy ) 
and the cause suggested are the fluctuations on the Fermi surface, although no 
evidence of ferromagnetism was found in the sample[115]. The presence of M o 3+ ions 
is increased by the reduction in oxygen stoichiometry, which induces electron-doping 
that affects valence and conduction states. There is an increase in the intensity of 
Mo 4d bands that can be interpreted as an increase in electron counting in such states. 
Therefore, there is a direct correlation between anisotropic electron-doping in the 
sample and the anomalous behaviors observed in MoOy and KxM o 0 2_d.
4.4 SAMPLES PREPARATION AND CHARACTERIZATION
Polycrystalline pellets of Ru02 and Mo02 oxides were obtained from comercial 
powders (99.9%) from Alfa Aesar. The synthesis of Rh20 3 consisted of consolidating 
finely-divided rhodium powders, 99.9% pure from Alfa Aesar, into pellets and sintering 
them in a tubular oven heated in a slow stream of dry oxygen at 850 °C for 24 h. 
Subsequently, X-ray diffraction measurements were used to ensure that the desired 
oxide was synthesized. The structural properties of the polycrystalline samples of 
M o 0 2 , R u 0 2, and Rh20 3 oxides were evaluated by X-ray diffraction. The equipment 
used was the Bruker D8 - Discovery diffractometer. This device operated on geometry 
0 -  20, current of 30mA, and voltage of 40kV. The radiation used during the 
measurements was CuKa (À =  1.5406Ã). The angular intervals used were in the 
range of 10 <  20 <  80°, with an angular step of 0.05 and radiation exposure time of 
2s in each step. These measurements were conducted after spreading the three 
samples onto a thin layer of vacuum grease that was spread over a biological slide. 
Subsequently, this slide was coupled to the standard diffractometer sample holder. 
The results of such measurements are shown in Figures 4.2 and 4.3, which also 
indicates the literature results for these oxides[75][116]-[117]. There is an agreement 
between all the reflections observed in these measurements with those predicted by 
the literature data. Therefore, Ru02 material is in its structural phase of rutile type 
(T i02 type, space group PA2/mnm). In the case of molybdenum oxide, the observed
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structure belongs to space group P121/c l ,  as expected. Considering Rh20 3, there are 
three distinct types of stable crystalline structures: one cubic (type A l20 3 corundum) 
and two orthorhombic. These two with orthorhombic symmetry occur at temperatures 
higher than 800°C, being called high temperature and high pressure while the other is 
high temperature and low pressure[75]. The diagram associated with our Rh20 3 sample 
was more similar to that expected for the high temperature and low-pressure Rh20 3 
material, which crystallizes in a Pbca spatial group structure, as seen in item Figure 
4.2.
Figure 4.4: X-ray diffraction diagrams of (a) RuO2 , (b) MoO2 , and (c) Rh2O3 oxides compared with results 
found in the literature (red lines). Taken from [116], [117], and [75], respectively.
72
5 RESULTS
This chapter presents cluster model results compared to experimental spectra 
and other theoretical calculations as DFT and HF method concerning ground state 
composition, spectral weight, core level, valence band, conduction band, Cooper 
minima, and resonant photoemission of Rh20 3, Ru02, and M o 0 2. The overall 
conclusions obtained from these comparisons are shown right after it.
5.1 PARAMETERS AND GROUND STATE
Table 5.1 presents the parameters used in the present extended cluster model 
calculations. The relation A < U  indicates Charge Transfer (CT) regime for both Rh20 3 
and Ru 0 2 , which is not the case for M o 0 2 (where U <  A). High values of Ta indicate 
strong covalence TM Ad — 0 2p, which occurs for all compounds and become greater 
when going from Rh to Mo. So, we can say that M o 0 2 is in a highly mixed Mott- 
Hubbard (MH) regime. Also, high values of 10Dq are characteristic of TM Ad 
compounds. As we have seen in section 4.2, all compounds are paramagnetic and, 
according to Table 5.1, only Rh20 3 has a relatively low intra-atomic exchange /. 
Additionally since cluster calculations were performed with a complete basis set (up to 
d 10 configurations) only for the rhodium oxide, some parameters (such as 10Dq and 
/ )  might be renormalized. Because of the extra screening channels, a complete basis 
set calculation for Ru02 and M o 0 2 makes it computationally very costly. Even without 
using a complete basis, the addition of new configurations does not result in a relevant 
change to the ground state energy for these compounds.
The width of the 0 2p band is represented by ppa — ppn  parameter and it is 
equally high for all compounds studied. The parameters for Ru02 are in relatively good 
agreement with those reported in Guedes et a/.[118] for Ru4+. Since the previous results 
were taken for another structure (SrRu03), the current calculation presents a high 
value for Ta and a lower one for 10Dq. The coherent screening (small value) 
parameters A* and T* for Ru02 and M o 0 2 are consistent with their metallic character. 
This current report for M o 0 2 presents parameter values similar to those from Stoeberl 
et a/.[92]. Exceptions are U and Ta (increased) and A, 10Dq, T ' , and p p a - p p n
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(decreased), which were adjusted to provide the best agreement with the current 
experimental spectra. T'  measures the ‘strength’ of the dimerization that occurs 
between neighboring M o4+ ions and thus the value found is large.
The high hybridization between TM Ad. and 0  2p bands causes a high electron 
count in TM Ad band for all compounds in comparison to their expected ionic values 
of 6.0 (Rh20 3), 4.0 (Ru 0 2), and 2.0 (Mo02). The values found are 6.9, 5.1, and 2.7, 
respectively. As we can see from Tables 5.1 and 5.2, the effective transfer integral T* 
value is much smaller than T'  or Ta and it indicates a small contribution of the coherent 
screened (C) configurations for the ground state when compared to oxygen (L) or 
Hubbard (D) screened contributions for both metals.
Table 5.1: Extended Cluster Model parameters in eV.
Param eter Rh20 3 Ru 0 2 M o0 2
U 4.7 4.8 3.4
A 1.4 0.97 5.9
T1 a 2.6 3.4 3.5
10 Dq 1.8 2.7 2.7
] 0.25 0.70 0.41
ppa —ppn 1.1 0.68 0.80
A* - 0.61 0.56
T* - 0.20 0.08
A' - - 3.4
T ' - - 2.1
Table 5.2: Main contributions for the Ground State of the three oxides.
Rh20 3 RuO 2 MoO 2
Config % Config % Config %
d 7L 52 d 5L 49 d 2 43
d 6 29 d 6L2 26 d 3L 35
CN00
17 d4 21 d 3D 9







Since rhodium and ruthenium oxides share the same type of regime, they also 
have the same type of screening contributing mostly to their respective ground states, 
d7L and d5L. Both compounds also have important contributions of the unscreened 
(d6 and d4) and well-screened (d8L2 and d6L2) configurations and are said to be in an 
effective negative Charge Transfer regime. For n  -electrons systems, a dn ^  dn+1L 
transfer costs Aeyy. In the absence of multiplets, Aeyy is equal to A (>  0). However, 
including (J, Dq, Tp ), Aeyy = A +  (multiplets energy), which leads to Aeyy <  0 . As 
mentioned above, M o 0 2 is in a highly mixed MH regime. So, the unscreened d2 
configuration has the main contribution for its GS, although the poorly screened d3L is 
also quite important. Unlike the other two cases, for molybdenum oxide, there is also 
relevant contributions with Hubbard screening (d4L2 and d4LD) associated with the T' 
transfer integrals value (considered relatively high).
5.2 TM 3p CORE LEVEL PHOTOEMISSION
All experimental XPS TM 3p spectra appearing in Figure 5.1 were measured 
with hv =  2500 eV and the positions of main peaks are relatively well reproduced by 
the corresponding cluster calculations in all cases, Rh20 3 (498 and 523 e ^ ), Ru02 
(462 and 485 e^), and M o 0 2 (397.5 and 415 e^). Peaks having asymmetric profiles 
in core spectra are characteristic of metallic compounds. The separation between the 
structures TM  3p1/2 and 3p3/2 (spin-orbit splitting) is reproduced adding the term -ÇL ■ 
S in the Hamiltonian. For rhodium and ruthenium oxides, these peaks are mainly 
composed by cd8L2 and cd7L and by cd6L2 and cd5L, respectively, indicating local 
screening in the core level hole (c: core hole). This kind of screening is also present in 
satellite structures of these two oxides and, recalling the previous section, local 
screening also takes place in their ground states (d7L and d5L, see Table 5.2).
For Rh20 3, there is a discrepancy of about l e V  between measured and 
calculated positions of the satellite structures located around 508 and 533 eV. For 
Ru02, the agreement is quite better (at 474 and 497 e ^ ). The presence of relevant 
satellites in the core level spectrum is a characteristic of (N)CT regimes[118]. For 
molybdenum oxide, the main contributions to the core peaks come from the following
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configurations: cd2, cd3L, and cd3D_. Recalling the previous section, M o 0 2's GS is 
mainly formed by d2, d3L, and d3D_, i. e., they are the same configurations except for 
the core hole c. This indicates that keeping the core hole unscreened it is energetically 
more favorable for the system than transferring electrons from the oxygen, the Mo 
neighboring ion or the coherent band to the metal. Then, for Mo compound, there are 
no relevant satellite peaks because it is in a Mott-Hubbard regime.
Binding Energy (eV)
Figure 5.1: XPS TM 3p spectra (red curves) compared to cluster results (black curves) for Rh2O3 (top 
panel), RuO2 (middle panel), and MoO 2 (bottom panel). TM 3p1/2 and TM 3p3/2 contributions are 
separated by the spin-orbit effect. All spectra were measured with hv = 2500 eV. Black bars represent 
the discrete final sates which were convoluted with Lorentzian and Gaussian functions. The arrows 
indicate the CT satellites.
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Figure 5.2 shows the variation of the core-satellite intensity as U and A varies 
from 0 to 10 eV for a simple two-level model (GS: dn, dn+1t,  CS: cdn, cdn+1L)[122]. 
When the Coulomb repulsion is <  3.0 eV, the satellite intensity goes to zero, since the 
system remains in the Mott-Hubbard regime whatever A is. However, as U increases 
(keeping any fixed value for A), the system changes to the CT regime and the satellite 
intensity increases. The transition between the two regimes occurs in the intermediate 
region, U =  A. The result of this simple case justifies the presence or absence of 
relevant satellite structures in the three systems of Figure 5.1.
      ■ '
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Figure 5.2: Core level satellite intensity variation for a two-level model. The blue (red) region represents 
the Mott-Hubbard (Charge Transfer) regime. The intermediate/transition region is denoted by the plane 
U = A. T is the hybridization. The color bar indicates the intensity of each region.
5.3 O 1s LEVEL ABSORPTION
Figure 5.3 presents a comparison between the oxygen K  -e d ge  absorption 
spectra (XAS) and the cluster calculation of addition states, or unoccupied states, for 
Rh20 3, Ru 0 2, and M o 0 2 (0 I s  ^  0 2p charge fluctuation). Thus, these spectra 
represent the unoccupied 0 2p states that are covalently mixed with TM Ad states.
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Photon Energy (eV)
Figure 5.3: O 1s XAS spectra (red curves) compared to the (unoccupied) addition states calculated via 
the extended cluster model (black curves) for Rh2O3 (top panel), RuO2 (middle panel), and MoO2 (bottom 
panel). Black bars represent the discrete final sates. d|| is related to dimerization and will be discussed 
in section 5.5.
Both ruthenium and molybdenum spectra present two main structures, while 
the rhodium spectrum shows only one. From Figure 5.4, it is possible to associate the 
single peak appearing in Rh20 3 absorption spectra (at 530.5 eV, see the top panel of 
Figure 5.3) is due to the addition of Eg electrons with both spins. Since the T2S orbital 
is full, an additional separation due to the intra-atomic exchange J is not observed for 
this compound.
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Figure 5.4: Possibilities to add electrons to the empty T 2g and Eg orbitals of the three compounds from 
their ground states. The arrows represent the spins.
For Ru 0 2, there are two structures centralized at ~529 and ~532 eV (middle 
panel of Figure 5.3). The former (latter) peak is related to the addition of electrons in 
the T2g (Eg) orbitals with spin down (both spins), according to Figure 5.4. These two 
main peaks are separated by the octahedral crystalline field which is <  3.0 eV in the 
experimental spectrum and is in relatively good agreement with the cluster calculation 
and the value of parameter 10Dq of Table 5.1 (2.7 e ^ ). Conversely to Rh20 3, now we 
have an additional (internal) separation due to intra-atomic exchange, widening the 
structure at 532 eV. Thus, the 0 Is  XAS spectrum for ruthenium oxide is mostly 
dictated by the crystalline field-effect but also has a contribution of the intra-atomic 
exchange.
Something similar takes place for M o02. There are two main structures 
centralized at ~530 (T2g 1) and ~533 eV (Eg T and Eg 1) (see the bottom panel of 
Figures 5.3 and 5.4). The separation between these structures is slightly larger than 
3.0e7 (about 3.2 eV) in the experimental spectrum. The cluster result is in relatively 
good agreement (about 3.0 e ^ ). As for Ru02, the intra-atomic exchange J also plays 
a role in this separation by widening the structures by introducing an additional 
separation within them, although the greatest influence comes from the octahedral 
crystal field-effect related to the 10Dq parameter. The positions and widths of the 
bands in both spectra agree well with the values reported previously by Eyert et a/.[73].
The TM  5sp contributions are also shown in these spectra. From ~535 eV 
for Rh20 3 and Ru02 and ~535 eV for M o02. Since these structures are not part of
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our calculations they are not described by the model. Once again, our calculations 
using the extended cluster model were successful to reproduce the main features of 
the experimental spectra despite the overestimating of Eg band intensity.
5.4 VALENCE BAND PHOTOEMISSION
The VB experimental spectra of all compounds measured with hv =  2500 eV 
may be divided into two main regions: the 0 2p and TM Ad. bands. The latter being 
the closest to the Fermi level (EF). These results are compared to the cluster 
(occupied) removal states in Figure 5.5. The 0 2p band is located at high energies for 
all compounds: 4 - 1 0 .5  eV (Rh20 3), 2.5 -  10 .5e7 (Ru02), and 3.5 -1 0 .5  eV 
(Mo0 2). Although oxygen states predominate in this region, we can see that there is a 
great mixture with metal states in all cases. It confirms the high hybridization 0 2p -  
TM Ad in these compounds.
The metallic character of Ru02 and M o 0 2 is confirmed by the presence of 
occupied states at the Fermi level (0 e^), i. e., MT Ad bands cross EF for these two 
oxides. For Rh20 3, no bands are crossing EF. TM Ad bands are also present in the 
bottom of VB for Rh and Ru oxides but it is absent for M o 0 2. These CT satellites are 
also present in the experimental spectra but they are not so noticeable in those 
energies and scales of intensity (especially for Ru02). These structures are related to 
the (N)CT regimes in which the compounds undergo as in core level satellites case 
seen in section 5.2. Thus, the MH regime justifies the absence of such structures for 
M o0 2 .
Our cluster calculations indicated correctly the character of all samples 
(metallic or semiconductor) and were also able to reproduce the main features of the 
spectra as the fine structures in the bottom of the valence band and the low energy 
region close to EF. The former is reproducible only through many-body calculations 
that accurately take into account many-body effects such as electronic correlation.
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Energy (eV)
Figure 5.5: Valence Band XPS spectra (labeled as Exp) compared to extended cluster model 
calculations (labeled as Cluster) for Rh2Ü 3 , RuO2, and M 0 O2. Partial contributions from O 2p and TM 4d 
bands to cluster results are also shown in blue and red (curves), respectively. Black bars represent the 
discrete final sates.
5.5 SPECTRAL WEIGHT
Figure 5.6 presents Cluster model removal (N -  1) and addition (N +  1) states 
compared to Density of States (DOS) from band structure calculations (DFT), where 
the total spectra are separated into p and d contributions. All current DFT results were 
obtained using structural parameters from Table 4.1 using Wien2k package (see 
Appendix A).
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Calculated Density of States and Spectral Weight
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Figure 5.6: Total and partial spectral weight calculated via a cluster model compared to the Density of 
States (DOS) from band structures calculation for Rh2O3, RuO2 , and MoO2 . Black bars represent the 
discrete final sates. The DOS appearing in this figure were constructed from [121], [120], [73] 
parameters, respectively.
Rh20 3 is usually classified as a semiconductor although some authors have 
been reported a semi-metal behavior for this oxide, as mentioned in section 4.2. Its 
experimental value of gap indirect/direct is 1 .2 /3 .4eV [82]'[83]. The gap of ~ 4 .0e 7  
calculated via the cluster model presented in the top panel of Figure 5.6 is close to the 
experimental result. None of the two calculated bandgaps reproduces exactly the 
experimental value which is underestimated by DOS (~0.7 eV) and overestimated by 
cluster results. The 0 2p and Rh 4d bands are located from —11.5 to -4.0 eV and from
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-4 .0  to +4.0 eV, respectively, and we can see that there is a high mixture of 
metal/oxygen within the 0 2p band whose bandwidth is narrowed by ~3.5 eV in DFT 
in comparison with cluster. There is an Rh 4d satellite structure characteristic of 
Charge Transfer regimes located at the bottom of the valence band («  -1 0 .4  eV) that 
is not reproduced by DFT since the corresponding many-body effects are not properly 
calculated by this method. Mainly contributions for the ground state are given by d 7L 
and d 6 final states and the lowest energy charge fluctuations are of p — d type 
(d7L \d 7L ^  d7L2:d 8L), since the first removal and first addition states are mainly 
formed by d 6L , d 7L?, and by d 7, d 8L , respectively. Unlike the other two compounds, 
here we do not have splits caused by J since there is no difference to add/remove an 
up or a down electron. As we can see from the spectral weight, the Eg structure at 
2.QeV is empty because Rh2 0 3 is a d6 compound. The DFT for Rh20 3 was 
constructed with parameters from [121].
The middle panel of Figure 5.6 shows 0 2p and Ru Ad bands located from 
— 11.5 to -2 .7  eV and from -2 .7  to 7.0 eV , respectively, in cluster results. The DOS 
calculation agrees relatively well with cluster results for the 0 2p band (about 8.5 eV 
of width) and is narrowed by ~2.0 eV. Both results are continuous at the Fermi level, 
as expected for metals. As for Rh20 3, it is also possible to observe a Ru Ad satellite 
at the bottom of the valence band that is again reproduced only for cluster calculation. 
The ground state is mainly composed of d5L and d4, with lowest charge fluctuations 
of p — p type: d5L: d5L ^  d5L?\ d5. Both spectral weight and DFT results show three 
Ru Ad structures centralized at about —1.0, 1.0, and 3.7 eV. The last is the Eg band 
and the other two constitute the T2S band. These two bands are separated by the 
crystal field generated by the oxygen octahedral interaction and there are also 
additional splits inside them due to intra-atomic exchange /. The Ru02 DOS was 
constructed with parameters from [120].
For M o0 2 , the cluster result presented at the bottom panel of Figure 5.6 is 
continuous at the Fermi energy (metallic character) in both calculations. As well as for 
the other two compounds, M o02 spectra present a high covalent 0 2p -  TM Ad mix, 
especially at the negative energies side. First removal state (at about -0 .4 5  e^), is 
mostly composed of the coherent screened d2C_ configuration and since all structures
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in the addition states are unscreened d3 final states, we can conclude that the lowest 
energy charge fluctuations are of the metallic type: d2 \d 2 ^  d2Cj. d3. Since M o02 is 
within the Mott-Hubbard regime, there is no presence of relevant satellite structures at 
the bottom of the cluster model valence band. 0 2p band has about 7.5 eV of width in 
cluster results and about 6.5 eV in DFT calculation. The spectral weight shows distinct 
peaks, five of them located at about —1.6, - 0 .5 , 0.2, 1.0, and 1.5 eV forming T29 band 
and separated by the effect of the Mo -  Mo dimerization, and the last two located at 
about 3.7 and 4.2 eV which constitutes the Eg structure. The peaks at the negative 
energy region agree well in position with DFT structures. The width of the Mo Ad band 
at positive energies side is overestimated by ~2eV  in DFT results. As for M o02, T2g 
and Eg are separated by the crystal field effect and further split by intra-atomic 
exchange J into majority and minority bands. The dimerization occurring along the 
a -axis of monoclinic structure (see Figure 4.1) splits the dx2_y2 orbital into bonding 
and antibonding by ~3.5 e ^ [122]. This occupied (unoccupied) bonding (antibonding) 
structure is located at -1 .6  eV (1.5 eV) is called d|| (d[j) band. The contribution of d[j 
decreases in the spectral weight due to its character (mostly Mo) and the poor 
d|| — 0 2p hybridization. See the cluster (experimental) structure at 531 eV (531.5 eV) 
in Figure 5.3. The DFT presented in the bottom panel was constructed with parameters 
from [73].
The discrepancies between the results are attributed to two facts: 
approximations made to the exchange and correlation potential; the band structure 
calculation provides results regarding the Ground state of the system while the spectral 
weight is the combination of the Removal and Addition (excited) states. Thus, the 
agreement between these two calculations is qualitative. Nevertheless, this agreement 
is quite satisfactory in the overall form of the spectra and the partial contributions to 
the electronic structure.
5.6 COOPER MINIMUM
Now, we move on to the results regarding Cooper minima, the first of two 
methods used here to separate partial contributions from Oxygen and Metal. Figure
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5.7 (top panel) shows two VB photoemission spectra measured with h v  =  122 e V  that 
corresponds to the cross-section minimum of R h  A d  level and at h v  =  200 e V . Such 
spectra are compared to the cluster model and DFT results[120][120][73] for occupied 
states weighted by the cross-sections corresponding to the photon energies used (see 
Figure 2.4). The position of the R h  A d  peak close to the Fermi level, centered at about 
1.9 e V  in the experimental spectra, is well reproduced by both theoretical results, 
although it has been shifted by 0.2 e V  in DFT. Its intensity is overestimated by the 
cluster. As mentioned in the previous section, only the cluster model can reproduce 
the T M  A d  satellite (indicated by the arrow) at the bottom of VB with an excellent 
agreement in position (at — I Q . A e V ). The regions that present the most prominent 
variation in intensity when comparing the experimental spectra are those that have the 
greatest contribution of the metal. The high covalence with R h  A d  within the 0  2 p  band 
explains the variation of spectra in this region.
The results for R u 0 2 are shown in the middle panel. The VB spectra were 
measured for h v  =  113 e V  and at h v  =  196 e V . Again, the position of the R u  A d  
peak close to the E F (at about 0.5 e V  in the experimental spectra) is well reproduced 
by both cluster and DFT. Its relative intensity is overestimated by the cluster. As for 
R h 2 0 3 , the T M  A d  satellite indicated by the arrow at the bottom of VB only appears in 
cluster results. The positions in experimental (—10.3eV ) and cluster (—11.2eV ) 
results differ by ~1.0 e V . The intensity of such a CT satellite is irrelevant for M o 0 2 (see 
the bottom panel). The significant variation in relative intensity 0  2 p  region of R u 0 2 is 
also due to the high covalence of R u A d  — 0  2p .
The results for M o 0 2 are presented in the bottom panel. The VB spectra were 
measured for h v  =  103 e V  and at h v  =  183 e V . M o  A d  structure close to the EF is 
centered at about 1.0 e V  in all results, although its width suffers some narrowing by 
DFT. Its relative intensity is overestimated by cluster though it is not as noticeable as 
in the former cases. Again, the high metal-ligand hybridization plays its role in the 0  2 p  
region.
By comparing cluster and DFT calculations, we have shown that the behavior 
of Cooper’s results, especially the CT satellites, can only be reproduced by cluster 
because it explicitly includes p  — d  charge transfer final states and many-body effects.
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Figure 5.7: VB XPS spectra were taken at two different hv‘s of TM 4d cross-sections (indicated by the 
arrows inside insets) compared to Cluster and DFT calculations of unoccupied states for Rh2O3, RuO2 , 
and MoO2 taken from [121], [120], and [73], respectively. The insets show the variation of cross-sections 
intensities of the corresponding Tm 4d level.
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5.7 RESONANT PHOTOEMISSION
In this section, we present experimental and calculated results for RPES, our 
second technique for separating metal/oxygen partial contributions. We measured the 
RPES within the TM  L3 -edge for the three oxides. Because of the Mott-Hubbard 
regime of M o02, its CT satellites at the bottom of the VB have irrelevant size at 
energies used in sections 5.4 and 5.71. Then, we measure the RPES also in the energy 
range within Mo M23 -edge. In section 5.8, we compare the general features of RPES 
and Cooper Minimum applications and results for all compounds.
Each valence band spectrum measured within TM (Rh, Ru, and Mo) L3 and 
Mo M2j3 absorption edges were divided into a few main regions and fitted using 
Gaussian curves. The integrated areas of these Gaussian curves were plotted in 
function of hv's to build the CIS (Constant Initial state Spectrum) spectra in all cases. 
Cluster calculations for resonance curves obtained using Eq. (3.54) were then 
compared to these CIS results.
In addition to this, we have also calculated the value of the (dimensionless) 
parameter q using Eq. (5.1), where n =  2 ,3[122]:
H4d (4d\r\np)
x ^(ap\r\4d) ■̂̂ R1 (np,sp;4d,4d) R3(np, ap; Ad, Ad) — ^̂ R1 (np, ap;4d, 4d)j
+{af\r\4d) af; 4d, 4d) + -^R 3(np, ap; 4d, 4d) —^R1 (np, ap; 4d, 4d)||,
(5.1)
where the two possibilities for emission from TM 4d levels to the continua represented 
by (sp\r\4d) and (s f\r \4d ), respectively, were considered. These dipole matrix 
elements, as well as the radial integrals (R1 and R3) presented in Tables 5.3 and 5.4, 
were calculated using the code by Cowan[123] which uses Hartree-Fock-based methods 
(see Appendix A). The kinetic energies (EK) present in such tables were estimated as 
TM  L3(or M2j3)-edge central hv (see Figs. 5.8-5.11(a)) minus a few eV’s since we are 
treating VB electrons.
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5.7.1 TM L3 absorption edge
Figure 5.8(a) shows some valence band photoemission spectra of Rh20 3 
measured with different photon energies within the Rh L3 absorption edge whose XAS 
spectrum appears at the right panel of Fig. 5.8(a) (and at the bottom panel of Fig. 
5.8(b)). Each VB spectrum was divided into four regions (1, 2, 3, and 4) and fitted using 
Gaussian curves. The relative integrated areas of these Gaussian curves I  -  I 0, where 
I 0 is the intensity of the structure corresponding to the smallest photon energy in the 
range concerned, were plotted in function of hv’s in the top panel of Fig. 5.8(b) (CIS). 
Observing these CIS curves, it is possible to understand how the intensities of the VB 
structures vary as the photon energies approximate, get equals, and move away from 
the R h L 3 -e d ge  range. Cluster calculations (proportional to |Dfc(E )|2) were presented 
in the middle panel as a function of the photon energy. By comparing CIS and Cluster 
results, we can see that the positions of blue and green curves corresponding to 2 and 
4 regions, respectively, were well reproduced by our model, as well as their signs and 
relative intensities. The largest discrepancy occurs for region 3, where the relative 
intensity of the cluster cyan curve is quite below the corresponding CIS result. For 
region 1, the sign and position of the red curve are in good agreement with those of 
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As for Rh20 3, Ru02 valence band XPS spectra were measured within 
Ru L3 -edge (see Figure 5.9(a)), divided into four regions with the corresponding CIS 
spectrum appearing in Fig. 5.9(b). Again, Cluster results reproduce well the positions 
and signs of blue, cyan, and green curves corresponding to 2, 3, and 4 regions, 
respectively, although the CIS green curve has a relative intensity quite bigger than 
that of the Cluster result. The largest discrepancies occur for regions 1 (see inset). The 
red curve (negative) intensity is now overestimated by the Cluster calculation though 
the sign and relative positions agree reasonably in both results. The positive 
enhancement occurs in both results (at 2842 eV in CIS) but is more noticeable in CIS.
For M o 0 2 , the figures to consider are 5.10(a) and 5.10(b). The cluster result 
again overestimates the relative intensity of the red (region 1) curve and presents a 
negative sign that is not present in the corresponding CIS curve. The relative positions 
agree well in both results for all four regions. Signs and relative intensities for 2-4 
regions are well reproduced by the cluster.
Despite some over and underestimations of intensities, our extended cluster 
model succeeded to reproduce the overall features of the resonance curves of the 
compounds in L3 -edge, especially the signs.
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From Table 5.3, in both cluster and HF results, q tends to the same 
(dimensionless) quantity for all compounds: 1 (cluster) and 3 (HF). At a first glance, it 
feels quite unusual that the diverse resonance behaviors for each compound was 
reproduced with such similar values of the q parameter in cluster. But, as mentioned 
above, the values of the q parameter are also remarkably close for all compounds in 
HF, which corroborate the accuracy of the results of our extended cluster model. The 
comparison is qualitative since Hartree-Fock and cluster calculations are based on 
very different methods for studying the structure of materials. While HF treats atoms, 
the cluster model describes solids. Thus, HF does not include many-body effects 
correctly. The high screening present in solids is responsible for changing the values 
of the Coulomb interactions making them differ greatly from the atomic case. This same 
value of 1 in the L3 -e dg e  was found by Davis and Feldkamp for metallic N t[49].
Table 5.3: Dipole matrix elements and radial integrals for L3-edge calculated using the code by 
Cowan[123]. All values obtained via Cluster (HF) calculation for q is close to 1.0 (3.0).
Unit Rh20 3 Ru 0 2 Mo0 2
R1(2p, sp; Ad, Ad) -0 .0 0 2 7 -0 .0 0 2 8 -0 .0 0 2 5
R1(2p, s f ;  Ad, Ad) 0.0083 0.0086 0.0078
R3(2p, sp; Ad, Ad) ryd -0 .0 0 2 3 -0 .0 0 2 3 -0 .0 0 2 1
R3(2p, s f ;  Ad, Ad) 0.0052 0 .0054 0.0048
e k 220 208 184
(4 d |r |2 p ) -0 .0 2 1 -0 .0 2 2 -0 .0 2 3
(£ p |r |4 d ) a.u. 0 .00024 0.00025 0 .00027
(s f \ r \Ad) -0 .0 0 1 2 -0 .0 0 1 3 -0 .0 0 1 4
Method
q ( L 3)
Cluster 1.1 1.1 1.0
HF 3.1 2.9 3.1
5.7.2 Mo M2,3 absorption edge
For M o0 2 , we tested the efficiency of Eq. (3.54) in reproducing resonance 
curves into two distinct absorption edges: Mo L3 and Mo M2 3 (Figures 5.10 and 5.11).
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When measuring the XPS within the M23 -edge, five main structures appear in the 
valence band spectra instead of four, as for L3 -edge. Once again, our extended 
Cluster model was able to reproduce the overall features of the resonance curves of 
the compound in both absorption edges. Relative positions and intensities of the 
cluster results are in good agreement with the corresponding CIS curves in most cases. 
Curves 2, 3, 4, and 5 for M2j3 -edge are underestimated by the cluster. The main 
discrepancy occurs for the red curve in both edges. For L3 , the cluster result shows a 
negative sign not present in the corresponding CIS curve. For region 1 in M23 -edge, 
the cluster calculation shows two structures instead of one detected by the CIS result. 
In both edges, the red curve is relatively overestimated by the cluster calculation once 
again. From Table 5.4, q is negative and smaller (in modulus) in both results when
compared to Mo L -edge values. As seen above, Vkv(E ) represents the strength of 
continuum-discrete state interaction and is in the denominator of Eq. (3.36). Therefore, 
q(M 23) <  q(L3) indicates higher Vkv{E) for the M 23 -edge of M o0 2 . In HF 
calculation, q(L3) is about 10% higher than q(M 23), while in the cluster, it is about
40%.
Table 5.4: Dipole matrix elements and radial integrals for M2,3-edge calculated using the code by 
Cowan[123]. Both Cluster and HF calculations agree in sign and are lower (in modulus) than their 
corresponding value for Mo L3.
Unit M o0 2
R1(3p, sp; Ad, Ad) 0.0081
R1(3p, s f ;  Ad, Ad) 0.0003
R3(3p, sp; Ad, Ad) ryd 0.0071
R3(3p, s f ;  Ad, Ad) 0.0007
e k 28
(4 d |r |3 p ) -0 .0 7 7
(£ p |r |4 d ) a.u. 0.0079
(s f \ r \Ad) -0 .0 3 8
Method
R ( ^ 2 ,3 )
Cluster - 0 .6
HF - 2 .8
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Cluster resonance curves are broadened in comparison to CIS results in all 
cases but it is more evident for well-screened (L) ground state compounds (Ru02 and 
Rh20 3). Guedes et a/.[118] and Martins et a/.[124] also studied resonance behavior in 
L3 -e d ge  for 4d oxides using cluster models. They measured the photoemission 
spectra with photons corresponding to on- and off-resonance energies. The on-off 
spectrum is directly related to the TM  4d character in VB and was compared to TM Ad 
removal states obtained from cluster results. Such models included ligand-metal 
hybridization and Coulomb interaction in the same way we did but they not considered 
transitions to the discrete intermediate state. Guedes et a/. reported an unexpected 
resonance around 2.6eV in the on-off spectrum of S rR u03, a region previously 
attributed to non-bonding 0 2p band (band structure calculations)!118!  Cluster results 
reproduced this feature showing it is composed of poorly screened final states (d3 and 
d4L configurations) and highlighting the strong covalent character of the 0 2p -  Ru Ad 
bond. Both reports found good agreement with preceding band structure calculations 
regarding overall aspects of TM d contributions to valence band spectra.
Because photoionization cross-sections corresponding to the L3 -edge  
photon energies do not vary significantly, we can say that current extended cluster 
model calculations combined with the Davis and Feldkamp’s theory were able to 
reproduce a pure interference effect between direct and indirect photoemission 
channels for all compounds studied here.
5.8 SUMMARY AND COMPARISON BETWEEN COOPER MINIMUM AND RPES 
RESULTS
Table 5.5 shows an overall comparison of the main features of Rh20 3, R u02, 
and M o0 2 . Recalling Figure 5.7 that concerns Cooper Minimum method results and 
observing the TM Ad states of Rh20 3 at its top panel, one could expect that the 
resonance curve corresponding to region 1 showed the biggest enhancement instead 
of a pronounced dip, as we can see from Fig. 5.8(b). The reason for such behavior is 
the type of regime to which this rhodium oxide undergoes (see Table 5.5). As 
mentioned in sections above, in CT regimes there is a huge presence of states with L2 
screening next to EF, which is justified by the small value of A (see Table 5.1). The
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resonant enhancement of structures inside the 0  2 p band region can be related to the 
high value of Coulomb repulsion (U >  A) which makes unscreened (d5) and poorly 
screened (d6L) states tend to be at higher binding energies.
Table 5.5: Overall comparison of the main characteristics of the three compounds studied.































effective NCT effective NCT
d 7L d 5L
d 7L : d 7L ^ d 7L?:d8L d 5L : d 5L ^ d 5L?:d5
(p - d )  (p -  p)
Mott-Hubbard
d 2
d 2: d 2 ^  d 2Cj. d 3 
(d — d)
The Ru02 case is similar to Rh2 0 3 because both compounds undergo to NCT 
regime where the negative value of Aeff  makes the low binding energy region exhibit 
a strong TM Ad -  0 2p mixture. Observing Cooper (Figure 5.7 - middle panel) and 
RPES (Figure 5.9(b)) and comparing it with the rhodium oxide results, we can see an 
alternating behavior of curves 2 and 3 (inside 0 2p band). It could be associated with 
non-local (coherent) fluctuations that are present in Ru02 but absent in Rh20 3. 
Although A* value is small compared to U, adding a second type of screening can 
cause energy rescaling of the removal (final) states moving them away or closer to EF, 
depending on the relative contributions of the charge fluctuation channels for those 
states.
For M o 0 2 , low binding energy states have Ad character (see the bottom panel 
of Figure 5.7) and are largely composed of unscreened or poorly unscreened (C_, D_, 
and L) configurations because of small values of U, A*, and A' in the Mott-Hubbard
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regime. Therefore, there are more "pure states” present closer to EF in molybdenum 
oxide. So, it makes sense that the resonance curves corresponding to regions 1 and 2 
(and 3 for M2j3 -edge) of VB enhance more than those related to the remaining parts 
of the spectra (see Figs. 10 and 11). A's large value ‘pushes’ oxygen well-screened 
states (LC_, LD_, L2, etc.) to higher energies. All these observations are in agreement 
with already mentioned reports from Davis[63] and Fujimori and Minami[39] who used a 
sort of cluster model combined with Davis and Feldkamp’s work to study resonance in 
3d compounds. In summary, high oxygen screening causes a small positive or 
negative resonance to VB structures of 4d TM O's. The more purely metallic a state is, 
the more positively enhanced will its resonance curve be. The regime-type of the 
compounds controls the positions of such states within the valence band (close to or 
far from EF, for example).
Both the Cooper Minimum method and Resonant Photoemission produce 
reliable results in the separation of contributions to the electronic structure of valence 
bands of compounds when implemented in the cluster model. Due to the low energies 
associated with the minimums of photoionization cross-sections of the 4d levels 
presented in Fig. 2.4, the Cooper Minimum method mainly reaches surface states with 
low electron escape depths. It represents a disadvantage (see Table 5.6) concerning 
RPES that works with high energies and, for this reason, can access the electronic 
structure of the bulk. Within this low energy scale (a  102 e^), the cross-sections of the 
elements do not vary monotonically and may represent a negative point. On the other 
hand, this technique has good resolution and is easily implemented in the cluster 
model. As already mentioned, RPES uses high energies (a  103eV for L -edge). 
However, the VB spectra are measured within a small energy range (~30 eV for 
L -edge), i. e., the variation of cross-sections becomes very small and does not 
influence the results. Therefore, it detects a pure interference effect between 
photoemission channels (direct and indirect). However, the implementation of RPES 
in the cluster model represents a high computational cost, especially for M o02 whose 
description requires the inclusion of three charge fluctuation channels making its basis 
quite big.
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Table 5.6: Advantages and disadvantages of the RPES and Cooper methods.
Cooper Minimum RPES
• Low energies (k  102 e F ’s); • High energies ( k  1 0 3 e F ’s);
•  Good resolution; •  Despite the high energies, the hv's range
• Despite the low energies, the is small and the photoionization cross-
photoionization cross-sections do not sections do not vary significantly resulting
vary monotonically; in a pure interference effect;
•  Easy implementation in the Cluster • Implementation in the Cluster model
model. becomes difficult.
In summary, Cooper’s method detects where the metallic states are localized. 
RPES gives us an insight into the screening- and regime-type present in the compound 




We have presented a combination of Fano’s theory with an extended cluster 
model which was able to reproduce the essential features of resonant photoemission 
involving Coster-Kronig transitions in 4d transition metal oxides. The resonance 
enhancement of the satellites rather than the main lines illustrated by CIS curves for 
rhodium and ruthenium oxides at the L3 absorption edge is attributed partly to 
covalence and partly to the Charge Transfer regime to which these compounds 
undergo. Mott-Hubbard regime for M o02 causes main lines resonance to enhance as 
much as (M2j3 -edge) or even more (L3 -edge) than for satellite structures since high 
TM Ad — 0 2p hybridization is also present in this case. The qualitative agreement for 
resonant parameter q calculated by our many-body cluster model and a Hartree-Fock 
ab initio method supports our calculations.
Other comparisons between the experimental results and the calculations 
obtained from extended cluster model and DFT concerning Core-level, Valence Band, 
Absorption, and Cooper Minima indicate that the ground state of Rh20 3 and R u02 are 
mainly composed by screened (L) configurations indicating an effective negative 
charge transfer regime with p — d and p — p lowest charge excitations, respectively; 
M o02 is in a Mott-Hubbard regime with unscreened ground state and d — d lowest 
charge excitations. The presence (absence) of Charge Transfer satellites at the bottom 
of the Valence Band of compounds confirms the CT (MH) regime-type. The 
reproduction of such satellites by our cluster was only possible because it embraces 
electronic correlation in a more correct way than DFT. Metallic (Ru02 and M o 02) or 
semiconductor (Rh20 3) characters of compounds were all reproduced correctly too. 
Another aspect well reproduced by the extended clusters is the effect of the octahedral 
crystalline field and the intra-atomic exchange that have important roles in these 
compounds concerning the separation of structures. The strong TM Ad  — 0 2p 
hybridization indicated by the high values of the parameter Ta and the average 
occupation in the TM Ad states when comparing to the ionic value influences the 
results for RPES in the three systems studied.
As mentioned at the beginning of section 4.3, we have recently studied the 
electronic structure of M o02 without including Cooper Minimum and RPES. Both there
100
and here, our model consists of a Hamiltonian with adjustable parameters. Here, the 
basis set was improved/expanded in comparison with [92]. With the inclusion of 
Cooper and RPES experimental results, our parameters were readjusted to reproduce 
all current spectra in the best possible way. Therefore, our current parameters are even 
more accurate to describe M o02's structure. Taking into account the good 
reproduction of all experimental data for Ru02 and Rh20 3, we can say something 
similar about the parameters sets for these compounds. All results presented in the 
previous sections support the efficiency of our extended cluster model in describing 
the electronic structure of all TMO's studied.
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APPENDIX A -  DENSITY FUNCTIONAL THEORY AND HARTREE-FOCK METHOD
Both the Density Functional Theory (DFT) and Hartree-Fock (HF) method are 
used to describe the quantum states of many-electron systems, e.g. molecules and 
crystals. They are classified as ab initio methods since no experimental or 
semiempirical parameters are used (other than the fundamental physical constants). 
Both methods also use the Born-Oppenheimer approximation, in which you first solve 
for the electronic degrees of freedom. It takes into account the fact that nuclei have a 
much larger mass than electrons, MN »  me, which makes nuclear motion slower than 
electronic and considers the nuclei as fixed relative to the electrons. Thus, the nuclear 
movement is decoupled of the electronic movement and the problem is reduced to 
describing the electrons under the action of the nuclei potential that are simply sources 
of the positive periodic potential.
Hartree-Fock Method
Another name for HF is self-consistent mean-field approximation what sheds 
more light on the nature of this method. The pair-wise interactions that particles see 
are replaced by an effective potential that takes into account all of them on average. 
The Hartree-Fock algorithm interacts until this effective potential regenerates itself, i.e., 
it is self-consistent[125]. We can imagine the electrons as members of an orchestra 
positioned in separate booths and trying to tune themselves to the frequency of some 
reference sound say X. The mean-frequency approximation would have everyone play 
their best guess for the X note into a microphone and then the frequencies are 
averaged into the mean-frequency. Then each player would hear this averaged note 
briefly in their booth and tune themselves towards that averaged note. At this point, 
everyone's instrument has changed slightly so then they would all play their new X 
note again, and, again, a new mean-X is generated. If one player has an instrument 
that is far de-tuned or can only make a coarse adjustment, then it may take several 
iterations for the mean-frequency to converge. At convergence, this would be the 
orchestra-approximation to the reference X note.
After applying Born-Oppenheimer approximation to "eliminate” the nuclei part, 
we have
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( - ± V 2 +  Uext(r )  +  UH( r ) j v ( r )  =  EV(r ) ,  (A.1)
where potential between nuclei become constant and so is commonly omitted, the first 
term between brackets is the kinetic energies of n electrons, Uext(r)  is the attractive 
interaction between electrons and nuclei, UH(r)  is the Hartree potential coming from 
the classical Coulomb repulsive interaction between each electron and the mean-field, 
and ^ ( r )  is the n -electron wavefunction to be simply approximated as a linear 
combination of noninteracting one-electron wavefunctions in the form of a Slater 
determinant (neglecting the spin variables):
^ i 0 i ) ^ 20 r )  ■•• */>n0r)
'V (r1, r 2, - , r n) = :j= [ ^ i ( r 2) ^ 2 (^2 ) • • ^ n (r2)
^ 2 ( 0  ■•• ^ n (rn)
(A.2)
where 1/Vn! is the normalization factor. Equation (A.2) respects both antisymmetry 
and exclusion principles since the determinant changes its sign when two rows or 
columns are exchanged (^ (r1,r2, — ,rn) =  - x¥(r2, r 1 ,---,rn)) and any determinant 
with two identical rows or columns is equal to zero which implies that, if two electrons 
occupy the same spin wavefunctions, such wavefunction just does not exist. All 
elements in the Slater determinant, ^ , must follow the orthogonality (i ^ j )  and 
normality (i = j )  conditions:
/  =  Su. (A.3)
Our observable and measurable energy E , can be expressed as
E =  !  W H W d r  =  Y.IJ I  v ’ ( r )  ( - i v 2 +  Uext( r )  +  t/v ( r ) )  V, (r )dr ,  (A.4)
where Utj is the Hartree term rewritten. This the last term depends on two electronic 
coordinates, and its energy calculation is in the form of a complicated double integral,
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resulting in two energy terms: the Coulomb (Hartree) energy and the exchange energy 
coming from the antisymmetric nature of wavefunction in the Slater determinant form. 
Taking all these contributions into account, we have
This, in fact, implies that like-spin electrons avoid each other, keeping some distances 
called exchange hole (see Figure A.1) between them and thus reduce the 
corresponding repulsive energy[126]. EH is approximated by the mean-field approach:
Figure A.1: Schematic of the Hartree-Fock method with exchange holes. Adapted from [126].
The exchange energy Ex that emerges from the antisymmetrization of electron 
wavefunctions in the form of the Slater determinant can be calculated exactly. The 
terminology "exchange energy” refers to the change in sign of total wavefunction in the 
HF method when two electron indices are "exchanged”. It corrects the overestimated 
Hartree energy and makes the HF model closer to the actual system.
The ground-state (GS) energy is unique. This implies that, if we minimize the 
system energy concerning wavefunction as far as we can, the energy at the end will 
be the ground-state energy. This is called the variational principle,
E - E k +  Eext +  Eh +  Ex . (A.5)
(A.6)
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0 =  S { ! V H V d r ) \atcs. (A.7)
This approach is a very fundamental principle adaptable to all first-principles methods.
The self-consistent procedure for the solution of the wave equation is the 
following:
• Choose a proper set of n  wavefunctions,
• Calculate electron density, p ( r  ');
• Calculate the three energy terms of H  for n  electrons;
• Insert these values into the wave equations and solve to have a set of
{ E j  and a new set of { ^ J ;
• Repeat the above process until self-consistency is reached and input
and output become the same in a predetermined range of error.
The antisymmetry requirement keeps the same-spin electrons away from each 
other. This quantum effect is fully accounted for HF treatment (exchange energy). 
Having the same charge also causes a tendency to kept electrons of different spins 
away from each other. This is related to the correlation effect that is missing in the HF 
method but takes place in the density functional theory that we will see next.
Density Functional Theory
Use density of the system instead of wavefunctions for each of n  electrons 
reduces the problem from order 3n  (all n  electrons have three-dimensional spatial 
coordinates) to 3 since the density only has three coordinates. DFT came out from two 
theorems presented by Hohenberg and Kohn[127] concerning electron density and 
energy functionals[128]-[129].
The first theorem states that there is a unique external potential, Uext, 
determined solely by the ground-state electron density. Remember that Uext refers to 
that, from the electron’s viewpoint, the Coulomb attraction by nuclei is external and is 
thus system-dependent (depending on the kind of nuclei). Different external potentials 
will always generate different electron densities. Since the internal energy (EK and
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e~ — e~ interactions) is system independent must exist a universal functional F[p( r )] 
whose mathematical form does not vary for different systems. Then, different 
Hamiltonians differ only by their external potential, and electron density defines Uext, 
H, ¥ ,  and all ground-state properties of the system in turn.
The second theorem identifies a way to find the minimum energy of a system 
and prove that the ground state of a system could be searched by using the variational 
principle. At a given Uext, we minimize the system energy varying electron density until 
reaching the ground-state electron density, p0:
From Eq. (A.5), Kohn and Sham[130] first assumed that each electron was 
noninteracting since no solution was in sight otherwise and further assumed that the 
system was at the GS. Then, they decomposed the energy of n -electron into that of 
n one-electrons, thus mapping the n -electron system (interacting) on the one- 
electron system (noninteracting) under the given Eext. Eq. (A.5) is rewritten as
where £^nt and are due to correlation and add up. This final expression of the 
total energy in the framework of the DFT (Eq. (A.9a)) can be better understood in Fig. 
A.2. The first three terms are relatively easy to calculate, while Exc is unknown and 
thus subject to approximation. The corresponding Hamiltonian is
E[p(r) ]  =  F[p( r )] + Eext [p (r)] >  Egs (A.8)
E -  (Ek) +  Eext +  Eh +  (Ex)
=  ( £ T "  +  # nt) +  Eext +  Eh +  (Ex +  Eint ) 
=  Ex°n +  Eext +  Eh +  Exc 
E =  F[p(r ) ]  +  Eext,
non (A.9a)
(A.9b)
Hks = EnKon +  Uext +  UH +  UXC =  - \ V 2 +  Ueff. (A.10)
The remaining task now is to express energies in terms of electron density and how to 
deal with the unknown Exc term.
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Figure A.2: Schematic of the DFT approach showing (a) the HF system, (b) the energy decomposition, 
and (c) the fictitious KS system. The interacting parts are schematically represented as meshes. Taken 
from [127].
In a noninteracting system of the KS scheme, the kinetic energy can be 
expressed as
££on[0(r)] = - - I ? =10*(r)V20.(r), (A.11 a)
where 0̂  are the KS noninteracting orbitals. We also have
Eext[p(r)] =  f  *̂i (r)Uext̂ . (r )dr  =  f  Uextp(r)dr, (A.11b)
EH[p(r)] =  j  UHp(r)dr  =  ^ / /   ̂drdr\ (A.11c)
Exc[p ( r ) ]  =  EX +  EC, (A.11d)
and
E [p ( r ) ]  = Ex°n [$ ( r ) ]  +  Ee f f [p ( r ) ] . (A.12)
The corresponding potential expressions for energy functionals can be 
obtained by taking the functional derivatives,
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U[p( r ) ]  =
dE[p{r )] 
dp{r)
At the minimum energy, the variation of energy functional is zero with respect to 
wavefunction or electron density,
Here, the Lagrange multiplier Xtj ensures the orthonormality constraint for orbitals and 
can be identified as energies for each of them. Then,
The KS 0i's are not electronic wavefunctions, they describe quasi-particles without 
any physical meaning. Only the higher eigenvalue st can be identified as the ionization 
energy of the system, - / .  The KS equations are solved self consistently aiming at the 
convergence of the total energy or density of the system (see Figure A.3).
The problem with DFT is that no one knows what the energy functional is. At 
the first level of approximation, we can use the local density approximation (LDA), 
where it is assumed that the energy depends locally on the density in the same way it 
does for a uniform electron gas. Modern methods use generalized gradient 
approximations (GGAs) where you take into account the gradient of the density to 
produce a more accurate functional. The three groups that are most popular and 
generally used are LDA, GGA, and the hybrids[131]-[133].
0 C^[pCr )] - A [ J  p(r)dr] )
=  “  Zi jA-uU  0 lf ( r )0 y ( r )d r ] )
=  ( " V 2 +  uext + UH + Uxc -  2 , )  0 i ( r )
0 =  ( - - 2V2 +  Ue f f - £i) ^ i (r).
( - ^ v2 +  Uef f ) $ i ( r )  =  HKs $ i( r )  =  £f0 i( r ) (A.13)
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Figure A.3: A flow chart of the interaction scheme to solve the KS equations self-consistently. W e use 
density convergency criterion as an example.
• LDA considers the electronic density only at a given point r  and therefore
Ex?A =  I  d r p ( r ) e ^ A(p (r )), (A.14)
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where eXcA is the density of exchange and correlation energy. Uxc is obtained 
from EXcA by derivation.
• GGA: takes into account p(r )  and its first derivative Vp(r),
=  f  dr  p( r )eXcA (p (r ) ,V p (r )) . (A.15)
Unlike eXcA, eGcĜ  is not unique and there are several forms proposed for this 
energy: PBE, PBEsol, WC, PW91, among others[134]-[137].
• The hybrid functionals are, as the name suggests, GGA-type functionals 
combined with some (~25% ) of the accurate exchange energy from the HF 
method.
Softwares
The HF calculations presented in section 5.7 were performed by us using code 
by Cowan[123] through MISSING (Multiplet Inner-Shell Spectroscopy INterface GUI) 
software[138].
We performed the DFT calculations presented in sections 5.5 and 5.6 using 
the WIEN2k package[139] that uses the full potential linear augmented plane wave plus 
local orbital (full potential (L)APW+lo) method[140]-[141] to solve KS equations. 
Introducing by Slater [142], APW-like methods divide the unit cell of the crystal in
• Non-overlapping atomic spheres called muffin-tin centralized on atomic 
sites: the potential is expanded in a linear combination of radial 
wavefunctions and spherical harmonics. The electrons are strongly 
influenced by the nucleus then behaving as bound electrons.
• In interstitial regions, the potential is described by a combination of plane 
waves. Electrons are less influenced by nuclei.
At the boundary of these two regions, the values for potential must coincide.
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APPENDIX B -  CALCULATIONS DETAILS FROM SECTION 3.1 
THEORY)
Fano’s Theory
We use the following substitutions
(z(E)VEa = — cos(A)
I nVEa = sin(A)
to perform the sum present in Eq. (3.8):
/ d E 'b Ei ^ Ei = [n  cos( k ( E ) r  +  8) — z (E ) sin(fc(E)r + S)]VEa 
= cos(A) sin(fc(E)r + 5) + sin(A) cos( k ( E ) r  +  8) 
= sin(fc(E)r + 5 + A).
Eqs. (B.1) leads to
tan(A) = “n(i) -  ’ VEa
cos(A ) —z(E)VE a z{E)
The normalization of determines the coefficient a,
< ^ 1  VE) =  a-(E)a(E) +  J  d + z (E )i(E  -  £")] 
x  + z(E)<5(E -  £ ')] VB:a (E ) =  S(E -  E ) .






a*(Ë ) f  d E 'v ;, ( ^ )  VE,a(E ), 




a -(E ) / dE 'v;, ( z(E^ ^ g,))  Ve,a (E ) and (B.5c)
a*(Ë ) /  d£% *, (z (Ë )z (E )5 (Ë  -  E ')5 (E  -  E'))VE>a(E). (B.5d)
As demonstrated in Appendix A of [47],
f e )  fe b O  =  C ïê î) ( *= F  '-  î ^ )  +  " 25(g “  E )s ( e ' -  j ( Ë  +  B)).
(B.6a)
And knowing that
5(Ë -  E )5 (e' - ^ ( E  +  E)^ =  S(E -  E')S(E -  E') (B.6b)
and
S(E -  E ' ) f (E )  =  8 (E -  E ' ) f ( E ’), (B.6c)
We can rewrite Eq. (B.4) using the above relations (Eqs. (B.6)) in Eqs. (B.5a)-(B.5d). 
Then,
S(E — E) =  a* (E)a(E)
+ ( S )  / * r  ( l S 1)  “(*> -  ( S )  f  ( £ £ )  “W
+ n2a"(E) j  dE'V’, fs (E  - E ) S  (e '  -  j (E + VE,a(E)
+  a’ (E) {  dE'V;, VE,a(E)
+ a ’ (E) {  dE'V;, (Z(£̂ ; E'}) tVa(E)
+  a*(Ë ) /  dE'VE, (z (E)z(E)S(E -  E')S(E -  E’))VE,a(_E)
Now, we evaluate the integrals using the translational (or sifting) property of delta 
functions,
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S(E ~ E )  =  a* (E)a(E)
+  a*(E ) ( g )  o (£ ) -  a*(E ) ( g )  a(E)
+  n 2 \a(_E)\2 \VB\28 (_E - E )  +  |a (E )|2|v g 2z 2(E ) i(E  -  E)
+  a*(E ) ( | ^ ) z ( E ) a ( E )  +  a ‘ (E ) 0 ^ )  z (E )a (E ). (B.7)
Rearranging,
5(E — E) =  \a{E')\2\VE\2{ n 2 + z 2{ E ) )8 {E  -  E)
+  a*(E ) [ l  + ^ ( F ( E )  -  F (E ) +  [z(E) -  z t E ) ] !^ !2)] a (E ).
(B.8)
Using z(E ) =  [E — Ê , — E (E )]/|K £ |2, the term between [ ] in Eq. (B.8), becomes
1 + I ^ ( F ( E )  -  E (E ) +  [z(E) -  z (E)]|F£ |2)
=  1 + ?^ ( e ( E ) - E ( E )  +
E - E y - F j E )  _  E - E y - F j E )




5(E - E )  =  \a{E')\2 \VE\2 {n2 +  z 2 {E) ) 8 {E -  E)
or
1 =  |a (E )|2|7£ |2(H2 + z 2(E )).
Isolating |a (E )|2,
|a (E )|2 = i  _  I^eI
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APPENDIX C -  SLATER-KOSTER INTEGRALS
In 1954, Slater and Koster proposed a method that consisted of a linear 
combination of atomic orbitals (LCAO) modified to interpolate first-principles 
calculations. Due to the computational difficulties of calculating a large number of 
integrals present in the LCAO method, they suggested that these integrals could be 
replaced by adjustable constants chosen to fit the results to those of more accurate 
calculations, obtained by other methods. The lattice translation symmetry allows us to 
remove one of the sums over the lattice vectors and write the Hamiltonian matrix 
elements as
=  Z,elk<Rr « i > ‘ J > ; ( r -  R ,) -  R ,)d v , (C.1)
where we consider as being a function localized (R t) on a central atom of the unit 
and the sum is made over the neighboring atoms (R j) with functions . The 
displacement vector between atoms is Rj — R t . The Hamiltonian is diagonalized in 
blocks that have a single value for k . Hmn also includes a single particle potential V (r) 
centered on the fc-th atom. All this results in integrals with contributions coming from 
regions centralized around ^ n , , and V (r ). For simplicity, we can consider only
atomic orbitals whose energies are close to bands we are interested in. For example, 
we can choose only orbitals within valence and conduction bands.
Within the Two-Center Approximation, V( r )  and one of the wavefunctions are 
located at the same point and the remaining wavefunction is located at a second point. 
So, the integral in Eq. (C.1) becomes similar to those related to diatomic molecules 
keeping only the sum over electric potentials localized on those two atoms in which the 
atomic orbitals lie in. Considering the vector Rj — Rt parallel to the atoms bonding axis 
we can express each wavefunction ^  as a sum of space functions quantized 
concerning such axis. For example, if ^  is the orbital p we can express it as a linear 
combination of pa  and pn ± concerning axis. The ^ ' s  are not actual atomic orbitals but 
Lowdin’s orthogonalized functions[143]. However, since they maintain the same 
symmetry properties of orbitals with respect to crystal, we assume that expanding both,
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in the same way, is not a bad approach. By defining the cosine directors of Rj — Rt as 
{l ,m,n),  we label the integrals as E^n^m{l,m,n).  Doing ^ p x = x  and ^  
dxy -  xy  as an example, Exxy{ l ,m,n)  can be written in terms of two integrals:
• pda, involving pa (1st atom) and da orbitals (2nd atom);
• pdn, involving pn (1st atom) and dn (2nd atom).
Table C.1 lists possible combinations of s, p, and d functions. Absent 
integrals in the table such as Eyxy can be obtained by cyclic permutation of
coordinates and cosine directors. pda  and pdn are atom-atom distance functions and
their value varies according to the neighboring degree (first, second, third, and so on 
so forth). Values for Ad systems are obtained by extrapolation of 3d values available 
in the literature[62]. In Figure C.1 there is an example of how 0 2p — 0 2p and 0 2p -  
TM Ad interactions take place in the cluster model octahedral plane. For simplicity, top 
and bottom atoms were omitted and we used only one d orbital to represent metal, 
dx2_y2. The angle between atoms 1 and 2 is a =  ( ax,ay,a z) =  ( n / A , n / A , n / 2 )
resulting in I =  cos(ax) =  V 2 /2 , m  =  cos(ay) =  V 2 /2 , and n =  cos(az) =  0. All 
integrals resulting from the interaction between the five atoms from Figure C.1 
construct the non-diagonal elements of the energy matrix in Table C.2.
Ther 0 6 cluster has a total of 18 p-orbitals (px, py , p*, p |, ..., p f) which are 
distributed in the following combinations within Oh symmetry: Alg (one orbital); Eg (two 
orbitals); Tig, T2g, and Tzu (three orbitals); Tlu (six orbitals). The energies of these six 
oxygen hole symmetries are determined by interactions with the nearest oxygen (first 
neighbor) and are thus written in terms of the SK integrals. The eigenvalues obtained 
after the matrix diagonalization are presented in Tabela C.3[58]. The only symmetries 
considered in the extended cluster model are T2S and Eg (see Figure 3.5) because 
they involve orbitals for both oxygen and transition metal. In the 0 6 cluster, the energies 
corresponding to 0  — 0  interactions in these same symmetries are ppa — ppn and 
—ppa +  ppn =  —{ppa — ppn).  Therefore, such energies represent 0 2p bandwidth, 
Tp =  ppn -  ppa. The parameter Tp is also included in our calculations, as mentioned 
in Chapter 3.
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Table C.1: Crystal energy integrals in terms of two-center integrals. Taken from [61].
E , : , ( s s t r )
E , , x l ( s p t r }
E i . t H p p * ) +  ( ! - < • )  ( P M )
E l y  V I m ( p p a )  — l m ( p  p v )
E Xy t I n ( p p a )  — I n ( p p i r )
E f .  XU ' J 3 l m { s d o )
i \ 5 ( P - m ! ) ( s d a )
E * .  i , ! - r 5 [ H * - H P + m * ) ] ( s < i < r )
E x ,  * t t \ % P m ( p d a ) + m ( l - 2 P ) ( p d i r )
E x ,  y x V 5 l m n ( p d a )  —  2 l m n ( p d w )
E x .  x x \/3 P n ( p d a ) + n ( i - 2 P ) ( p d i r )
E x .  ar: —y * \ y / S l { P - m r )  ( p d a ) + l (  1 - P + m * )  ( p d r )
J V j i K  ( P — « * * )  ( p d a )  —  m ( I + P  —  i r p )  ( p d r )
i ' i / 5 n ( P — m t ) ( p d a )  — n ( P — n P ) ( p d i r )
E x / [ » * -  J  ( P +  n P )  ]  ( p d a )  -  V 3 i » 5  ( p d r )
E v . , t ’ _ v i n  \ j P  —  i  ( P +  m 1 )  ~ \ ( p d a )  —  V T » ! « 1  ( p d r )
E x  r f - S n [ t p  —  }  ( P +  n P )  ~ \ ( p d a ) + \ 7 «  ( P + n P )  ( p d r )
E x y .  XU 3 P m i ( d d a ) + ( P + m t - A t h n i ) ( d d r ) - \ - ( r P + P m 1 ) ( d d i )
E x U .  V i 3 l » P n ( d d a ) + l n  ( 1  - A m 1 )  ( d d ^ + l n  ( « * - 1 )  ( d d i )
E x y .  x x 3 P m n ( d d * ) + m n ( l - 4 P )  ( d d r ) + m n ( P - i ) ( d d i )
E x y .  --1  j ‘ } l m ( P - m * )  ( d d a ) + 2 l m ( m r - P )  ( d d i r ) + h l m  ( P - n P )  ( d d i )
} m n ( P - m 1 ) ( d d a ) - m n [ l + 2 ( P - m 1 ) J ( d d r ) + m n [ l + i ( P - m 1 ) ] ( d d i )
E x * . i n K P - m * )  ( d d a ) + n l Z l  -  2  ( P - w * ) ] ( < M r ) - n / [ l - J  ( P - n P ) ~ \ ( d d i )
E x t ,  I P S -  *  ( P +  m 1 )  ]  ( d d a )  — 2 P 3 l m r P  ( d d r ) + i v 3 / m  ( 1 + k j )  ( d d i )
E v x , 3i 5- f ! \  ( P +  m < ) J ( d d a ) + ' t t m n  ( P + m ' - t P )  ( d d r )  -  l y / 3 m n ( P + n P )  ( d d i )
E i S . a P - f 1 v 3 i « [ « * - i ( P + « * )  ]  ( d d a ) + P 3 l n  ( P +  m ?  -  » * )  ( d d r )  -  \ V $ l n  ( P +  m ’ )  ( i W i )
J  ( P  -  m 5 ) 2  ( < M c r ) + [ P +  « *  -  ( P -  m ! ) 4 ]  ( M i r ) + [ > * +  i  ( P  ~  w * ) * ]  ( d d i )
£ v ' - V . ( P  - « * ) [ > * - *  ( P - H » P )  ]  ( d d a ) + v ? » 2 ( « *  -  P )  ( d d r )  +  J v j ( l + » * )  ( p  _  « 1 )  ( d d i )
[ » * -  J C P + m * ) ?  ( d d * ) + 3 n * ( P + m i )  ( d d r ) + \ ( P + n p y ( d d i )
Figure C.1: Interactions between atoms in the octahedral plane and the cosine director.
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Table C.3: Oxygen-Oxygen interaction energies in O h symmetry in terms of SK integrals. Adapted from 
[58].
Symmetry Energy (ppo , ppn)
Alg —2ppo + 2 ppn
E, ppa —ppn
T l 3 p p a —ppn
T29 —p p a + ppn
^2 u — 2 ppn
Tlu ppn +  j [ ( p p n ) 2 +  2 {ppa +  ppn)2]
Tlu ppn — ^[ (ppn)2 +  2 (pp& +  ppn)2]
Including the metal in the center of the octahedron and considering only TM — 0 
interactions, i. e., turning off the interactions between oxygen, we find 5 eigenvalues 
after the diagonalization of the energy matrix. Thus, there are two degenerate values 
equal to V3pda  and three equal degenerate values 2pdn. Thus, Ta =  V3pda and 
Tn =  2pdn are renormalizations of SK integrals and arise from TM — 0  interactions in 
T M 0 6 cluster.
