In this paper we define Diophantine exponents of lattices and investigate some of their properties. We prove transference inequalities and construct some examples with the help of Schmidt's subspace theorem.
Introduction
There is a large variety of problems where different kinds of Diophantine exponents naturally arise. In a rather general setting we have n linearly independent linear forms ℓ ℓ ℓ 1 (z), . . . , ℓ ℓ ℓ n (z) in d real variables, n < d. And the question is "how small can the n-tuple (ℓ ℓ ℓ 1 (z), . . . , ℓ ℓ ℓ n (z)) be if z ranges through nonzero integer points? ". There are two classical ways to measure the "size" of this n-tuple. The first one is to consider an arbitrary norm, say, the sup-norm, and the second one is to consider the product of the absolute values of the entries. Then, we are to figure out how fast this quantity can tend to zero with the growth of the "size" of z.
Two examples for n < d. The simplest examples illustrating these two approaches are the problem of simultaneous approximation of two real numbers and the famous Littlewood conjecture (see also [1] , [2] ). They both deal with two forms ℓ ℓ ℓ 1 (z), ℓ ℓ ℓ 2 (z) in three variables with coefficients written in the rows of θ 1 1 0 θ n 0 1 .
Let | · | denote the sup-norm. Then the supremum of real γ such that the inequality
|ℓ ℓ ℓ i (z)| |z| −γ admits infinitely many solutions in z ∈ Z 3 is called the Diophantine exponent of the pair (θ 1 , θ 2 ), and it describes how well θ 1 and θ 2 can be simultaneously approximated with rationals which have same denominator.
On the other hand, the famous Littlewood conjecture claims that for each ε > 0 the inequality
admits infinitely many solutions in z = (z 1 , z 2 , z 3 ) ∈ Z 3 , z 1 = 0. Similar to the case of simultaneous approximation, the multiplicative Diophantine exponent of the pair (θ 1 , θ 2 ) is defined as the supremum of real γ such that the inequality
The case n = d. In the examples given above it was important that the number of linear forms is strictly less than the dimension of the ambient space. This guaranteed that the region where we look for integer points is at least unbounded. But if n = d, and the forms are linearly independent, the "norm" approach gives us a bounded region, a parallelepiped, which is good for considering something like consecutive minima, but does not allow to define any kinds of Diophantine exponents. However, the "product" approach appears to be rather fruitful from this point of view. It leads us to the concept of a Diophantine exponent of a lattice.
Lattice exponents
Let us remind (see [3] ) that the Littlewood conjecture is closely connected to the so called Oppenheim conjecture for linear forms, which deals with the lattice
where ℓ ℓ ℓ 1 (z), . . . , ℓ ℓ ℓ d (z) are linearly independent linear forms in d variables. It claims that for d 3 the quantity
which is called the norm minimum of Λ, is positive if and only if Λ is similar modulo the action of the group of diagonal matrices to the lattice of M, where M is a complete module in a totally real algebraic extension of Q of degree d (cf. [4] ). Thus, if we define for each
we can see that the Oppenheim conjecture proposes a criterion for Π(x) to be bounded away from zero at nonzero points of Λ. But if it attains values however small, then we can talk about a corresponding Diophantine exponent. As before, we use | · | to denote the sup-norm.
Definition 1.
We define the Diophantine exponent of Λ as the supremum of real γ such that the inequality Π(x) |x| −γ admits infinitely many solutions in x ∈ Λ. We denote it by ω(Λ).
It follows immediately from Minkowski's convex body theorem that for each Λ we have the trivial inequality ω(Λ) 0.
At the same time we have ω(Λ) = 0 whenever N(Λ) > 0. For instance, this holds for any lattice of a complete module in a totally real algebraic extension of Q, which, by the way, makes the "if" part of the Oppenheim conjecture obvious.
There is another family of lattices for which we have ω(Λ) = 0. It is provided by the famous subspace theorem proved by W. M. Schmidt [5] in 1972 (see also [6] ).
Theorem 1 (Schmidt'a subspace theorem, 1972). If ℓ ℓ ℓ 1 (z), . . . , ℓ ℓ ℓ d (z) are linearly independent linear forms in d variables with algebraic coefficients, then for each ε > 0 there are finitely many proper subspaces of Q d containing all the integer points satisfying
be linearly independent linear forms in d variables with algebraic coefficients. Suppose that for each k-tuple
are linearly independent over Q. Then for each ε > 0 there are only finitely many points z ∈ Z d satisfying
Proof. It follows from the restriction on the coefficients that for each k-dimensional rational subspace L of R d any k of the given linear forms induce k linearly independent linear forms in L.
Let now L be one of the rational subspaces mentioned in the subspace theorem. We may assume that dim L = d−1 and identify it with R d−1 in such a way that
variables with algebraic coefficients, such that any d−1 of those forms are linearly independent. There is a constant R depending only on the coefficients of the forms such that the set z ∈ R d−1
is contained in the union
The rest follows by induction, for the base case d = 2 is obvious.
Corollary 2. Let ℓ ℓ ℓ 1 (z), . . . , ℓ ℓ ℓ d (z) be as in Corollary 1 and let Λ be be defined by (1) .
Proof. It suffices to notice that |z| ≍ max
and apply Corollary 1.
It is reasonable to ask whether each positive value of ω(Λ) can be attained, but the corresponding examples are yet to be constructed. As for now, we would like to pay attention to the transference phenomenon.
Transference theorem
Let Λ be an arbitrary lattice in R d . Consider the dual lattice
where · , · denotes the inner product. It appears that, same as in many other problems of Diophantine approximation, transference theorems can be proved, i.e. statements connecting ω(Λ) and ω(Λ * ). Of course, if d = 2 then Λ * coincides up to a homothety with Λ rotated by π/2, so in the two-dimensional case we obviously have ω(Λ) = ω(Λ * ).
Here we mean that if ω(Λ
.
We shall prove Theorem 2 with the help of the concept of a pseudo-compound parallelepiped (see also [7] ) and a general transference theorem proved in [8] . We give the definition in the simplest case, as this is the only case we need. Definition 2. Given positive numbers η 1 , . . . , η d , consider the parallelepiped
Then the parallelepiped
is called pseudo-compound for Π.
The transference principle discovered by Khintchine [9] for a particular case led eventually to the following rather general observation. 
Let us deduce Theorem 2 from Theorem 3.
Proof of Theorem 2. Since ω(Λ) is invariant under homotheties, we may suppose that det Λ = 1. We consider two cases. Case I: There are no nonzero points of Λ * in the coordinate planes. Let us fix an arbitrary positive ε. Then there are infinitely many nonzero points u = (u 1 , . . . , u d ) ∈ Λ * such that
Let us consider any of those points and set
Since all the u i are nonzero, P u is a non-degenerate parallelepiped. Moreover, P u = P * for
where
Hence by Theorem 3 the parallelepiped cP contains a nonzero point v = (v 1 , . . . , v d ) of Λ. For this point we have |v| c max
Thus, Π(v) c 1 |v|
Notice that |u| may be however large. Hence min 1 i d |η i | may be however small. So, if there are no nonzero points of Λ in the coordinate planes, we get infinitely many points of Λ satisfying (5), whence (4) follows. But if there is a nonzero point of Λ in a coordinate plane, then clearly ω(Λ) = ∞ and (4) holds trivially. Case II: There is a nonzero point of Λ * in a coordinate plane. In this case we have ω(Λ * ) = ∞ and we are to show that
We may assume that there is a nonzero point u = (u 1 , . . . 
For such v we have
whence (6) follows immediately.
Towards spectrum
Same as in many other Diophantine problems (see [10] , [11] , [12] ) it is reasonable to ask what subset of (R ∪ {∞}) 2 is formed by the pairs (ω(Λ), ω(Λ * )) if Λ runs through the space of lattices in R d . As we have already noticed, for d = 2 we have ω(Λ) = ω(Λ * ). Besides that, in this simplest case everything can be described in terms of continued fractions (see [13] , [14] ), so, it is easy to see that for d = 2 all the nonnegative values of ω(Λ) are attained.
For d 3 we have the restrictions
and it is interesting whether they determine the whole spectrum of (ω(Λ), ω(Λ * )). So far we know very little. We know examples of Λ with ω(Λ) = ω(Λ * ) = 0. Those are either lattices with positive norm minimum (2), or the ones provided by Corollaries 1 and 2. Indeed, on one hand, it is well known (see [15] , [16] , [17] ) that
On the other hand, if ℓ ℓ ℓ 1 (z), . . . , ℓ ℓ ℓ d (z) are linearly independent and ℓ ℓ ℓ * 1 (z), . . . , ℓ ℓ ℓ * d (z) are the dual linear forms, then the coefficients of ℓ ℓ ℓ i 1 (z) ∧ . . . ∧ ℓ ℓ ℓ i k (z) coincide up to signs with those of ℓ ℓ ℓ * i k+1
is a permutation of (1, . . . , d). So, those sets of coefficients are simultaneously linearly independent over Q, which means that if Λ satisfies the hypothesis of Corollary 1, then so does Λ * . It appears that the subspace theorem also provides examples of Λ such that
proving thus sharpness of Theorem 2 in one boundary case. equals zero and that the rest of them are linearly independent over Q. Suppose also that for each k-tuple
are linearly independent over Q. Let Λ be defined by (1) . Then
, ω(Λ * ) = ∞.
Proof. Since the first coefficient of
Hence ω(Λ * ) = ∞, so, by Theorem 2 it suffices to show that
It follows from the hypothesis that if L is an arbitrary rational subspace of R d different from L 1 , dim L = k, then any k of the given linear forms induce k linearly independent linear forms in L. Thus, repeating the argument of Corollary 1 one can show that for any ε > 0 and all z ∈ Z d \L 1 we have
As for L 1 , by the hypothesis any d − 1 forms
induce linearly independent formsl ℓ ℓ 1 (z), . . . ,l ℓ ℓ d−1 (z) in L 1 which satisfy the hypothesis of Corollary 1. Therefore, for each ε > 0, each j ∈ {1, . . . , d − 1} and each nonzero z ∈ L 1 we have
Thus, taking into account (3), we see that for each ε > 0 and each nonzero z ∈ L 1 we have 
Once again taking into account (3), we get from (9) and (10) that for each ε > 0 and each x ∈ Λ Π(x) c 6 |x|
−ε , c 6 = c 6 (ε, Λ), whence (8) follows.
It is not difficult to see that similar argument can be used to construct lattices with ω(Λ * ) = ∞ and ω(Λ) equal to any of the values
To do so one should construct ℓ ℓ ℓ 1 (z), . . . , ℓ ℓ ℓ d (z) with algebraic coefficients such that the k-dimensional subspace determined by ℓ ℓ ℓ 1 (z) = . . . = ℓ ℓ ℓ d−k (z) = 0 is contained in a rational subspace of dimension k + l d − 1, but is not contained in any rational subspace of smaller dimension. Then Minkowski's convex body theorem can be applied to prove the inequality
and the subspace theorem to prove the inverse one. However, (11) are the only nontrivial values of ω(Λ) this method gives. Even the question whether there are lattices with finite nonzero ω(Λ) different from (11) is still open.
