Regional convergence studies have relied on net migration data in assessing the impact of migration. With heterogeneous labour, the implied symmetrical treatment of immigration and emigration cannot be justified a priori.. Because of heterogeneity among migrants, gross migration flows may lead to considerable interregional redistribution of human capital even when net migration is zero. Moreover, the effects of regional economic conditions on gross in-and outmigration flows may not be symmetric.. In this comparative study of regional growth and migration, the net and the gross migration approaches are compared. The results confirm ex post that the net approach cannot be justified and, despite Sweden and Norway being similar in many ways, migration has very different effects on convergence in these two countries.
Introduction
One of the substantial features that often distinguish models of regional economics from models of international economics is the presence or absence of migration, reflecting the view that migration between countries is unimportant in comparison to internal migration within one country. 1 Accordingly, regional economic growth studies should allow for internal migration effects and be based on models that take into account the possible interdependence between migration and growth. In this study, the effect of migration on economic convergence of regions is examined. The empirical analysis is based on a panel data set for
Norwegian and Swedish counties, and the results are interpreted in terms of a neoclassical model.
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In the neoclassical growth model, diminishing returns to scale imply that out of steady state, regions with low capital intensity will grow faster than those with high intensity, ceteris paribus. When labour is homogeneous, migration adds to this convergence process by increasing the capital intensity in regions with net out-migration and decreasing it in regions with net in-migration. When labour is heterogeneous, the effect of migration on convergence is unclear as the migrants embody human capital. If the migrants are more productive than the non-migrants, the loss in human capital per worker may outweigh the increase in physical capital per worker and slow down growth. Moreover, if the migrants possess more human capital than workers in the host region, the increase in human capital per worker in the host region may dominate the effect of the decrease in physical capital per worker. Migration will then boost growth in the host region and thereby counteract convergence between regions, and may even result in economic divergence. The ambiguous effect of migration on growth and convergence, once labour heterogeneity is taken into account, has been recognized as important in order to mitigate the gap between theory and previous empirical research (Dolado, Goria and Ichino, 1993, Friedberg and Hunt, 1995) . However, there is some skepticism as to whether the shifts in human capital are large enough to fully account for the findings of these earlier studies (Shioji, 2001 ).
Our work can be compared with that of Aronsson, Lundberg and Wikström (2001) , henceforth ALW, and to the often cited studies on Japan, U.S. and European regions by Barro and Sala-i-Martin (as presented in Barro and Sala-i-Martin, 2004, henceforth BS) . ALW study migration and convergence based on Swedish data at the same spatial resolution as we do (i.e.
county level), but they only estimate the reduced form of a growth and a net-migration equation and do not examine the relationship between net-migration and the convergence process. However, they find that net-migration decreases with regional unemployment. BS estimate the structural form as do we, but they do it at a coarser regional level of aggregation (U.S. States, Japanese prefectures and European regions) which is closer to the Nordic countries than to the Nordic regions. Generally, the findings in BS indicate that net migration respond in the expected direction to regional differences in per capita income. The results are, however, insignificant in most cases for the European regions and the magnitudes of the estimated effects of per-capita incomes on net migration are small. Moreover, they find no strong evidence of a positive correlation between the income elasticity of net-migration and the speed of convergence. In comparison with both ALW and BS, we take the analysis further in several important respects. First, we recognize that in-and out-migration may have very different impacts on regional growth for the reasons explained above. Using net migration instead of gross migration could, therefore, yield misleading results. Further, the estimation of a net migration function is based on restrictive, and probably unwarranted, assumptions. The independent variables are assumed to have symmetric effects on gross in-migration and out-migration, respectively. 3 For all these reasons gross migration is preferable to net migration and will, therefore, be used in this study. To the best of our knowledge, this is the first time an analysis of gross migration flows has been integrated into a growth convergence study.
Secondly, although both ALW and BS use instrumental variable techniques in some of their model specifications, there could be serious problems with weak instruments (see, e.g., Staiger and Stock, 1997) . Recent work on dynamic panel estimation of growth equations strongly suggests that system GMM should be considered in models with predetermined or endogeneous regressors based on small samples, where instrumental variable techniques are called for (see Bond et al., 2001) . Using a dynamic panel data setup, we are in a position to follow this recommendation. Thirdly, given the recent attention to invalid inference in regression models with spatial dependence in the residuals (e.g., Badinger et al., 2004, on European regions at the NUTS2 level), it is interesting to investigate the spatial properties of our Nordic data and the residuals from the regressions to assess the extent of this potential problem.
Anticipating the results, our main findings are: migration has an effect on the rate of convergence. There are differences between the two countries we study. Gross migration adds to convergence in Sweden, whereas it counteracts convergence in Norway. The major part of these effects are due to migration between counties that are different with respect to human capital. Hence, the findings are consistent with brain-gain in Sweden and brain-drain in Norway, from the perspective of the lagging regions. Using net migration instead of gross migration does not give the same results, in the case of Norway not even in a qualitative sense.
The paper is organized into five sections. Section 2 outlines the conceptual model. Data is presented in Section 3, and estimation issues are discussed in Section 4. Section 5 concludes.
The conceptual model
As in all empirical convergence studies, the systematic part of the equation explaining the current output per capita (or the per capita output growth rate) is hypothesized to depend on the lagged level of the dependent variable. Ceteris paribus, the parameter (beta) on the lagged dependent variable is expected to be negative. Within a Schumpeterian framework, this is because of differences in technology that make the potential for imitation vary (the lagged dependent variable is often used as proxy for technological level). Within a neoclassical framework, it is because of constant returns to scale technology that lead to diminishing returns for each separate input. When regional data is used, the ceteris paribus condition is sometimes assumed to be true without introducing other conditioning covariates or allowing for individual effects. The neoclassical argument for this is that the regions within a country are sufficiently similar in terms of technology, preferences and institutions so that they can be expected to approach approximately the same long term growth trajectory (the same steadystate). If the beta is found to be significant and negative ex post, without further conditioning covariates or individual effects, the case is referred to as an absolute beta-convergence.
Within the neoclassical approach, the approximate speed of the convergence process may be deduced from a negative estimate of the beta parameter. The lower the beta estimate is in absolute value, the higher is the estimated rate of convergence.
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If migration does not change the regional distribution of human capital, we would expect the estimated rate of convergence to fall when migration is added to the set of covariates. The reasoning for this goes as follows (see BS p. 492): when we keep migration constant, as we do when it is added to the set of independent variable in the regression, we ignore migration as a potential important source of convergence. When we kick out migration from the regression, we allow its effect to influence the estimate of the convergence rate. As migration is expected to contribute to convergence, the rate of convergence should fall.
As mentioned in the introduction, when migration changes not only the number of workers but also the regional distribution of human capital, there is no clear prediction. We may distinguish between two possibilities. If migration leads to an increase in human capital in the lagging regions and a decrease in the leading regions, a situation sometimes referred to as brain-gain in the literature on international labour migration, the qualitative effect of migration on convergence will remain positive and the effect will be stronger. If, on the other hand, migration leads to an increase in human capital in the leading regions at the expense of the lagging regions, a situation referred to as brain-drain, the quantity effect through the change in the number of people will be counteracted. If this brain-drain effect is sufficiently strong, it may dominate and lead to migration having a negative net effect on convergence.
Further information on the brain-drain versus brain-gain issue may be obtained by adding human capital to the set of covariates. If we keep human capital constant, we would expect the effect of migration on convergence to be much smaller in cases where the brain-drain or the brain-gain effects were important. This is because these effects work between regions with unequal endowments of human capital.
Introducing some notation, the systematic part of the growth equation with the full set of covariates may be summarized as The second reason is related to an interesting observation made by Friedberg and Hunt (1995) . They suggest that if migration adds to convergence, we should expect it to act as an equilibrating mechanism reducing regional labour market imbalances. Hence, there should be a positive association between the tightness of the regional labour market and net or gross inmigration, and a negative association between tightness and gross out-migration. If migration detracts from convergence, we should expect exactly the opposite results. Estimating migration equations can, therefore, provide a simple consistency check on the results obtained from estimating the effect of migration on convergence, apart from being of interest in itself.
Migration is closely related to the way in which labour markets work, for example in a neoclassical fashion with wages or income as key determinants, or in accordance to job search/job matching approaches where migration is seen as a special case of successful matching between vacancies and job searchers (see e.g. Jackman and Savouri, 1992) . Both
Norway and Sweden share a number of labour market characteristics that lead to wage compression (strong trade unions, centralized wage bargaining, many public employees, highly progressive income tax systems and means tested transfers). Accordingly, household earnings are predominantly determined by variations in employment and not by variations in hourly wages. However, we cannot completely dismiss the wage level as an explanatory variable for migration. We will, therefore, add output per capita as a proxy for the wage level to the set of covariates in the migration equations.
We also expect that the effects of general regional labour market conditions on migration will depend on the region's industry composition. People working in different sectors may not have the same opportunities to find work elsewhere as human capital is, to a certain extent, sector specific (farmers are a good example). A county with a large primary sector may not have the same level of gross migration as a county where services are more important (although net migration levels may be the same -an example on how data on gross migration can convey information that net migration cannot). Another potentially important conditioning factor is the level of human capital, proxied by educational attainment. There is solid empirical evidence that migrants possess above average human capital (See Greenwood, 1997, and Shields and Shields, 1989) . 5 One reason for this might be that employment prospects depend on education. Generally, highly educated individuals face thin regional labour markets, which provides strong incentives for geographical mobility. We would, therefore, expect that a county rich in human capital would have high out-migration, ceteris paribus. We would also expect the county to have a high level of in-migration, as above average human capital endowment suggests that the region probably has an above average share of highly skilled jobs. Summarizing this discussion, we suggest the following migration
where m is a generic symbol for nm , im or om , 2 x is a variable reflecting regional labour market tightness, and 3 x represents the industrial structure, 1 z is a climate variable, and 2 z represents the population density. The z variables are assumed to be sufficiently slow changing so that we may apply the slaving principle, i.e. they are treated as time invariant. As in the growth equation, we allow for period specific effects by introducing time dummies. The variable description is summarized in Table 2 .1. Operational definitions are explained in more detail in Section 3.
[ 
Data
The spatial units of analysis are counties which correspond well to European NUTS3 regions.
The county divisions of Norway and Sweden date back to the 17 th century, and the present divisions had, to a large extent, been established by the end of the 19 th century.
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An interesting feature in relation to Norway and Sweden is the lack of formal barriers to migration between the countries. This has been in effect since 1954 when a common labour market was established for the Nordic countries. The migratory flows between the two countries are, however, relatively modest. For the year 2000, emigration from Norway to Sweden was about 6 500 individuals and immigration from Sweden to Norway was slightly less than 5000. 7 In contrast, internal migration is much greater. The total number of migrants between the Norwegian counties was 155 596 and between the Swedish counties 247 903 in the same year. Our data does not, however, distinguish between in-migrants from other counties and those from foreign countries. The total numbers of in-migrants and out-migrants do not, therefore, sum to zero as is clearly seen from the first row of Table 3 .1, showing migration rates for Norwegian and Swedish counties.
[TABLE 3.1 HERE ]
The dependent variable in the growth equation is the real GDP per capita. The data for
Norway on the spatial distribution for 1980, 1985 and 1990 are all from a databank from Statistics Norway documented in Sørensen (1994) . According to Sørensen, more effort was put into ensuring acceptable quality in the cross sectional dimension than in consistency over series. In order to improve comparability over time, we have imposed the restriction that the regional data add up to the revised national figure for each of the years we consider. In other words, we use the spatial distribution given by the regional data and the distribution of the aggregate over time according to the national data for Norway and Sweden, respectively. The nominal figures have been deflated by the national GDP deflators (for mainland production for Norway). Some summary statistics are given in the Table 3 .2 n and s below.
[ TABLE 3.2 n AND s HERE ]
Turning first to Norway, we observe that Oslo (the capital) has the largest GDP per capita for all years studied, more than twice the average. Table 3 .2 n, we have eight different time periods (one covering 20 years, three encompassing 10 years, and four 5 year intervals). Only three of these indicate convergence in the sense of sigma.
The Swedish data also show the highest GDP per capita for the capital region, the region of Stockholm (Table 3 .2 s). The coefficients of variation (of GDP across regions) seem to be relatively close to those for Britain quoted above, and not in the same ball park as corresponding figures for Norway. Also, the relative gap between the richest and the poorest region is much wider in Norway than in Sweden. If we look at all regular time periods possible within the 15 years time span in Table 3 .2 s, we have six different time periods (one of 15 years, two of 10 years, and three of 5 years). Only one indicates convergence in the sense of sigma (1990) (1991) (1992) (1993) (1994) (1995) .
The migration data also reveal a persistent pattern over time as can be seen from Table 3 .3 n and s. In the case of Norway, Oslo and Akershus are in the top of the distribution for both in-and out-migration. Akershus is Oslo's closest neighbour, hosting many commuters (which explains some of the high GDP per capita figures for Oslo). Counties on the west coast consistently appear at the other end of the distribution. This confirms popular beliefs, as expressed in this one-liner from a city on the west coast: You will not find a job here until someone else passes away! Notice that data on net migration alone would not be informative in this respect. The persistence is also clearly present in the Swedish data, although the regional differences in interregional migration rates is relatively lower than in Norway. The dynamic Uppsala region has the highest migration rates, and these are only partially explained by the mobility of university students.
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[ TABLE 3.3 n and s HERE ]
We follow the conventional dynamic panel setup and use real GDP per capita as the dependent variable. However, since most growth studies use the annual average growth rate as the dependent variable, we present some spatial properties of the growth rate along with the migration rates. Spatial dependence in the dependent variables could make the error terms in a stochastic spatial model correlated, if the covariates fail to account for the dependence. This would invalidate inference. In order to make a simple assessment of spatial dependence, we assume that counties only interact with their geographical neighbors. The neighbor adjacency binary weight matrix, representing the interaction has been row standardized so that all the elements representing neighbors add up to one. 12 We notice from Table 3 .4 that, judged by
Moran's I tests, there is not much sign of spatial autocorrelation in the data (it is only significant at the 5 percent level for in-migration in the last period for Norway and for the growth rate in the last period for Sweden). 13 This may come as a surprise. Income data for Swedish counties appear to be spatially correlated (Gustavsson and Persson, 2001) , and so are the data of the European NUTS2 level (Badinger et al., 2004) and the data for British counties (Roberts, 2004) . The test used is, as usual, an asymptotic approximation. With small samples, as is the case here, the power could be called into question, but Monte Carlo simulations suggest that in most cases the test is quite satisfactory (Anselin and Kelejian, 1997) .
[ TABLE 3.4 HERE ]
Let us briefly describe the other variables. Human capital endowment is made operational by using educational attainment in the region. As a short hand, we will refer to the variable as "college". It measures the proportion of people with a college degree at the beginning of the time period.
14 Unemployment rates are often used as the only or the main indicator of regional labourmarket imbalances or tightness in empirical work on migration (Westerlund, 1997) . Regions with high rates of unemployment are expected to show higher rates of out-migration than regions with lower unemployment. A problem in countries with a considerable amount of active labour market policy programs, offering training and various other measures to the unemployed, is that the official unemployment rate may not be a good measure of labour market tightness since participants in programs are not registered as unemployed. In addition, the unemployment rates at this level of aggregation are based on registered unemployment
and not survey data that more accurately reflect the real situation. An alternative indicator of employment possibilities, that is used here, is the ratio of employed to the working age population (the population 20-64 years of age). The working age population consists, by definition, of employed, unemployed and those outside the labour force. Moreover, labour force participation varies pro-cyclically and the officially registered "open" unemployment does not include "latent" unemployment, i.e., unemployed individuals who start to search for a job and enter the labour force when employment probabilities increase. This suggests that the employment to population rate at the beginning of the period is a better measure of labour market tightness than the unemployment rate.
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To control for differences in industry structure, we have considered a variable similar to the one used by BS to capture differences in short term fluctuations caused by different industry mixes across counties. We used the weighted sum of labour productivity growth for the whole country in the primary, secondary and tertiary sectors of production, measured by the rate of change in real value added per worker (BS use a somewhat finer classification). The weights are the shares of the aggregated value added for each sector in the county (BS use employment). However, the BS index performed poorly in all the models we estimated and we have, therefore, preferred to employ the simpler and more intuitive primary share of value added, used by, e.g., Fagerberg et al (1997) .
The climate variable used by BS was the normal heating degree days. We have used the same variable for Norway, based on observations for the period 1971-2000 (Aune, 2002) . We were, however, not able to find the heating degree days for Sweden. Instead, we have used the number of frost nights. The operational definition of the second amenity variable, population density, also varies somewhat between the two countries. For Sweden, we have simply used population density within the county. For Norway, we have used the density for urban areas within the county.
Estimation
The kind of growth model that we estimate is often written in the following form, 
With a lagged dependent variable among the regressors, we should consider not only instrumenting the migration rates, but also the lagged dependent variable.
Several recent convergence studies recommend the use of an instrumental variable approach based on the GMM system estimator proposed by Blundell and Bond (1998) when estimating dynamic panels with small samples (Bond et al., 2001, and Badinger et al., 2004) . The properties of the estimator in the presence of endogenous covariates, properties that make it more appealing in applications, are discussed in Blundell et al. (2000) .
The lagged dependent variable and the migration rates in (4.2) are instrumented with suitable lags of their own first differences. In the GMM system approach, equation (4.2) in first differences is added to the levels equation, and the first differences of the lagged dependent variable and the migration rates are instrumented with lags of their own levels. Instrument validity is tested for by investigating serial correlation in the first-difference equation residuals. First order correlation is expected, but not higher order correlation. Since the model is overidentified (with more than 3 time series observations), validity of overidentifying restrictions are tested for by using the Sargan or the Hansen J test.
In order to see how the migration rates influence the convergence rate estimate, we have first estimated the three versions of the growth equation reported in Table 4 .1 n and s.
[ TABLE 4.1 n AND s HERE ]
The column to the right gives the results from the slimmest version, with only the initial GDP per capita as the explanatory variable except for time dummies. We observe that the parameter is hardly significantly different from 1 at the 5 percent level and that the implied interval estimate of the convergence rate does not, therefore, preclude divergence at a significance level marginally below the conventional level. Hence, there is rather weak evidence for beta-convergence between counties when we allow for different steady states through random effects. The middle column gives results for the case when the net-migration factor has been added to the explanatory variables. The suggested convergence rate goes down (point estimate). This is consistent with the quantity effect dominating the composition effect, and divergence seems more likely than in the previous case without migration. If we move to the left hand column, which reports the results when we use gross migration rates instead of the net migration factor as the explanatory variables, we observe a dramatic change between the two countries. Looking first at Norway (Table 4 .1 n), we notice that the convergence rate estimate is substantially increased. We can be fairly confident that there is convergence, once we control for different gross migration flows. The result is consistent with migration flows where people moving into a county possessing on average more human capital than the people already residing in the host county. This means that the composition effect dominates the quantity effect. We also observe that there is no support for the idea that in-and out-migration work symmetrically. In fact, imposing the symmetry restriction, as is done de facto by employing the net-migration factor as a regressor instead of gross-migration rates, leads to opposite and contradictory results. Next, looking at the left hand side column in Table 4 .1 s for Sweden, we notice that the point estimate for the convergence rate goes down, not up. This is in accordance with the quantity effect dominating over the composition effect.
We also observe that there is not much difference between the net and the gross versionboth basically suggest a zero convergence rate and, contrary to the Norwegian case, inmigration and out-migration appear to work fairly symmetrically.
As judged by the Moran-statistic for the residuals (Cliff and Ord, 1972) , there is no indication of autocorrelation for either Norway or Sweden when we use a conventional standardized binary weight matrix based on contiguity and the results seem to be reasonably robust to the choice of weighting matrix. 17 The other test-statistics also indicate that the models appear to work reasonably well. We report test-statistics that are robust with regard to heteroscedasticity and autocorrelation (based on the two-step GMM criterion function) as well as non-robust statistics. The reason for this is that the robust tests appear to have lower power than the nonrobust tests. The non-robust tests seem to accept the null hypothesis, that the instruments are not valid, all too often, whereas the robust tests seem to reject the null too frequently.
Next, we re-estimated the model with the college variable added. The results are reported in Table 4 .2 n and s, and we start with Norway.
[ TABLE 4.2 n AND s HERE ]
When we control for education, keeping the net migration fixed no longer reduces the rate of convergence. This is consistent with a dominating quantity effect similar to an increase in population. Now, the rate of convergence is increasing just as it does when we keep in-and out-migration rates fixed, which is consistent with a dominant composition effect. Once we control for education, the gross and net versions give about the same convergence rate, and we see why from the first column in Table 4 .2 n. When we keep education fixed, the migration effects appear to be close to symmetric. Judging by the signs, the effect of inmigration is negative while that of out-migration is positive, which is in accordance with neoclassical theory. However, the standard errors are too large to make any definite statements. The importance of this is the following: when a neoclassical model is extended by including migration and human capital, we estimate the effect of migration on convergence between counties that are similar with respect to educational attainment. It turns out that the effect is quite small and poorly identified. As the effect was large and significant when we did not hold educational attainment constant, the major part of the impact must be attributed to migration between counties that are different in terms of the human capital endowments they possess.
For Sweden, the effect of net-migration on convergence still suggests a dominating quantity effect. The effect of gross-migration appears to vanish as it did for Norway. The implications are, therefore, that also in Sweden the major effect of migration on convergence works through migration between counties with different levels of human capital. However, in this case the results are consistent with a shift in human capital in favour of the lagging regions and not the leading regions as is the case for Norway.
We have emphasized the effects of migration on the rate of convergence. However, what about the effects of migration on the dependent variable? Apart from in the last specification for Sweden, there appears to be virtually no measurable effect. A reasonable interpretation of this is that the interaction between migration and growth is largely a short term phenomenon.
Migration affects growth through the transitory dynamics towards the steady state and does not influence long term growth.
[ TABLE 4.3 n AND s HERE ]
Let us now turn to the migration equation suggested by equation 2.3. Adding stochastic error terms, we have estimated net and gross migration equations by using simple OLS on pooled data. We argued in Section 2 that imbalances could be particularly important for migration in countries with a compressed wage structure, such as Norway and Sweden. We also paid attention to the observation by Friedberg and Hunt (1995) , that the effects of migration on convergence have implications for the expected signs on the labour market tightness variable in migration equations. From what we have learned about the effect of migration on convergence in Norway and Sweden, we would predict a negative sign on the labour market tightness variable in the net and in-migration equations for Norway and a positive sign for
Sweden. This is, indeed, confirmed by the data as can be seen from the results in Table 4 .3.
We would also expect opposite signs on the labour market tightness variable in the gross out migration equation, but here the estimates are less well identified (and with an unexpected sign for Sweden).
The effect of GDP per capita enters with the expected signs for Norway, but is only statistically significant in the net-migration equation. For Sweden, it is significant in the gross equations but not in the net equation. It enters with expected sign only in the out-migration equation. The college variable enters with a positive and statistically significant effect in all the specifications in both samples, and the effect is large in all the gross equations. The effect of the primary share variable appears to be very small and not well identified except in the net equation for Norway where it enters with a negative sign. Population density enters significantly in the out and net equations across samples. However, from the signs it appears that density represent an amenity in Sweden and a disamenity in Norway, but this difference could be due to the different definitions of the density variable used (in Norway it is density in urban areas, whereas in Sweden it is the overall density in the county). The climate variable that appeared with the expected sign in the net equations (although not well identified in the case of Sweden), continues to do so in the gross out-migration equation for Norway.
However, the sign is contrary to expectations for the in-equation. For Sweden, the effects are not well identified and the sign is contrary to expectations for the gross out equation. Overall, the results suggest that the one-dimensional climate indicator suggested by BS, is probably too simplistic to perform well across samples (there may not be many heating degree days in
Bergen, but it most certainly can rain).
We observe that there does not seem to be any spatial autocorrelation in the residuals for either of the samples nor in any of the specifications, as judged by Moran's I tests at the 5 per cent level. If we were to adjust the level of significance from 5 to 10 per cent, there are some indications of spatial dependence in the net residuals (the last period for Norway and the first period for Sweden), but not in the gross residuals.
Discussion
Is migration important for regional convergence? When we regress output per capita on the lagged dependent variable, the implied rate of growth convergence is estimated to be 3.9 percent for Norway (see Table 4 .1 n). However, it is hardly significant at the 5 percent level and we cannot with confidence rule out divergence. Introducing net migration in the regression does not change this qualitatively, whereas including gross migration does.
Conditioning on gross migration rates, the convergence rate estimate is increased to 8. For Sweden, the data suggests the opposite result. When migration is allowed to affect the convergence rate, the point estimate suggests a rate of 2.8 per cent. When migration is kept constant, the rate drops to close to zero. Hence, migration appears to add to convergence, which is consistent with a dominance of the quantity effect.
This is also true when we control for human capital. However, the change in the convergence rate estimates when we include gross migration, is much smaller. Hence, it appears that, also in the Swedish case, the migration between counties with different human capital endowments is more important for convergence than the mobility between similar counties. Nevertheless, there is an important difference. In the case of Norway, we had a situation consistent with what is often called brain-drain (when seen from the periphery). In Sweden on the other hand, the situation is consistent with brain-gain. Friedberg and Hunt (1995) observe that, if we have a situation similar to the one that we have described for Norway, we should not expect migration to assist in correcting for regional labour market imbalances. For the U.S. states, BS find some evidence indicating that migration detracts from convergence which corresponds to our findings for Norwegian counties. On the other hand, Blanchard and Katz (1992) find that migration correct labour market imbalances, and Friedberg and Hunt refer to this contradiction as the puzzle of U.S.
internal migration. It is interesting to note that this puzzle does not arise in our samples. In
Norway, more people tend to move out of than into counties with a tight labour market as measured by employment per working capita. Hence, as we would expect, migration adds to the regional labour market imbalances. In Sweden, in keeping with Friedberg and Hunt's conjecture, we would expect the opposite situation, and this is, indeed, what we find.
Migration appears to be a stabilizing factor, reducing imbalances. Previous research based on Swedish data, confirms that interregional migration in Sweden acts as an equilibrating mechanism when regions experience temporary regional disequilibria (Fredriksson, 1999 and Westerlund 1997) . 18 Are our results influenced by the presence of spatial autocorrelation, which is found to be a problem in many other regional datasets? Judging from the Moran tests that we have performed on residuals for every model we have estimated, the answer would appear to be no.
Summarizing, we may say that internal migration during the last few decades in Norway seems to have been a centripetal force working against regional convergence, whereas in Sweden, migration seems to have acted as a centrifugal force working in the opposite direction. An interesting question that immediately comes to mind is whether Sweden and
Norway really are so different? It could perhaps be that the Swedish and the Norwegian cases describe two different sequences of the same developing process, with Sweden some years ahead. The answer to this could be an issue for future research when longer data series have become available as history unfolds. . The rate of convergence estimate is based on the initial GDP/cap estimate, on the assumption of Cobb-Douglas technology. The estimation procedure is the GMM system approach. The reported estimates are based on the one-step version. Standard errors are robust to heteroscedasticity within panels. Besides the lagged dependent variable, the migration rates are treated as predetermined, and instrumented. The Sargan test is a test of the validity of overidentifying restrictions that is asymptotically χ 2 . The null hypothesis that lagged levels of the endogeneous variables dated t2or earlier are invalid instruments in the first-differenced equation combined with first differences dated t-1as invalid instruments in the level equation, is rejected. The Hansen J test is like Sargan, but robust to heteroscedasticity. The first and second order serial correlation tests are for first differenced residuals (ArellanoBond tests). The model is estimated including time-specific effects. The R 2 reported is the R 2 of regressing predicted on actual value for the dependent variable. Estimation is performed using the software STATA 8.2 and the Xtabond2 procedure written by David Roodman. 
TABLES AND FIGURES
Notes
1 See, e.g., Fujita et al (1999) , p. 240.
2 Although we refer to the neoclassical interpretation here, we should be aware that another story could be told where technology differences replace the mechanism of diminishing returns as an explanation for growth differences. However, from an empirical point of view, it is difficult to discriminate between these hypotheses that are probably best regarded as complementary. Fagerberg et al. (1997) provide a good example of the technology-gap approach to regional economic growth where migration is included.
3 This problem inherent in estimating net migration functions has been recognized for a long time, see e.g., Sjaastad 1962. 4 The relationship depends on what functional form is specified for the aggregate production technology. Almost without exception, Cobb-Douglas technology is implicitly assumed, but the relationship is easily deduced from less restrictive functional forms, e.g., translog (see Østbye, 2004 The flow of students would not amount to more than about a quarter of a percentage unit of the total inmigration rate for Uppsala if every freshman were recruited from other counties.
12 Properties of weight matrices are discussed in Bavaud (1998) . 13 We did also use distance based weight matrices to see how sensitive results were to the choice of matrix.
Distance is travelling distance by road between the most important municipalities (in terms of population) of the counties. Using inverse distance as entries in a standardized matrix did not make any difference for Sweden. For
Norway spatial autocorrelation could now not be rejected at the 5 per cent level for the growth rate 1990-1995 (but rejected for 1995-2000) . Using inverse squared distance as entries, results remained unchanged for Sweden except for out-migration 1995-2000. For Norway there were now sign of autocorrelation for both migration rates in the last period, but not in the growth rate for any period. We did also test for spatial autocorrelation in the levels of per capita GDP since levels are often used as dependent variable in panel data setups. Again we tried the two distance based weight matrices in addition to the binary contiguity matrix. For Norway there were no sign of spatial autocorrelation. For Sweden we could not reject autocorrelation for 2000 when we used the inverse squared distances.
14 Wössmann (2003) surveys different operational definitions of human capital that has been used in the empirical literature.
15 Another possible indicator of labour market tightness is the ratio of unemployed to vacancies (see, e.g., Cahuc and Zylberberg, 2004, p.521) . We made some experiments using this variable as well and found that, for the Norwegian sample, it worked about the same way as the one we have proposed. However, as we did not have this indicator available for Sweden, we decided to stick to our own indicator. 16 The most common practice in growth models is to use the annual average growth rate as the dependent variable, as in BS. ALW use the growth rate. However, both the BS and the ALW specifications could be transformed to a specification similar to ours with the current level as the dependent variable (as used in, e.g. Badinger et al., 2004) .
