The numerical dispersion relation governing the propagation of homogeneous plane waves in a finite-difference time-domain (FDTD) grid is well known. However, homogeneous plane waves, by themselves, do not form a complete basis set capable of representing all valid field distributions. A complete basis set is obtained by including inhomogeneous waves where, in the physical world, constant phase planes must be orthogonal to constant amplitude planes for lossless media. In this paper we present a dispersion analysis for both homogeneous and inhomogeneous plane waves in the Yee FDTD grid. We show that, in general, the constant amplitude and constant phase planes of inhomogeneous plane waves are not orthogonal, but they approach orthogonality for fine discretization. The dispersion analysis also shows that, for very coarsely resolved fields, homogeneous waves will experience exponential decay as they propagate and they may propagate faster than the speed of light. Bounds are established for the speed of propagation within the grid, as well as the highest frequency and the shortest wavelength that can be coupled into the grid.
Introduction
The second-order Yee finite-difference time-domain (FDTD) technique [1] is arguably the most robust and successful numerical technique available today to solve problems in electromagnetic wave propagation. The technique has been the subject of three books [2, 3, 4] as well as nearly 3,000 journal and conference papers [5, 6] . Despite the vast attention the FDTD method has received, the dispersion relation for the complete plane-wave basis set has never been derived.
Rules-of-thumb have been developed for suitable discretizations (e.g., [7] ). However, these rules have been based solely on consideration of homogeneous (propagating) waves and may not be useful when inhomogeneous (evanescent) fields play a significant role in a given problem.
Taflove has previously derived the dispersion relation for homogeneous waves in the FDTD grid [8] (see also [3] ). The equation he derived is correct, but the assumption that some coarsely resolved fields have a phase velocity of zero is not. As Taflove reported, the phase velocity decreases as the discretization becomes more coarse. However, as was shown in [9] , a threshold eventually is reached beyond which a further increase in the coarseness results in a wave number that is complex. The phase velocity for these waves with complex wave numbers actually increases with grid coarseness and at no point is it zero. In fact, certain spectral components, which we refer to as superluminal, have a phase velocity greater than the speed of light. One-dimensional (or grid-aligned) superluminal FDTD propagation was explored in [9] . The analysis demonstrating superluminal behavior in the FDTD grid will be restated in the Sec. 2 and results will be given for obliquely propagating waves.
In section 3 we present the dispersion relation for inhomogeneous plane waves (the familiar homogeneous dispersion relation is a special case of the more general inhomogeneous one). We show that the planes of constant phase and constant amplitude are not necessarily orthogonal in a lossless FDTD grid. We also demonstrate how the dispersion relation can be used to determine the attenuation constant associated with total internal reflection in FDTD simulations. This analysis shows how the dispersion relation can be used to quantify the error in evanescent fields. For the case of total internal reflection, it is found that the error in the attenuation constant in the rarer medium is strongly governed by the discretization in the denser medium.
Homogeneous Waves
In this section we reexamine the dispersion relation for homogeneous plane waves in the Yee grid. Starting from the familiar FDTD dispersion relation, it is shown that waves with complex wave numbers are supported by the grid for coarse discretizations. These complex waves attenuate as they propagate and can, depending on the grid resolution, propagate faster or slower than the speed of light in the physical world. We establish bounds on the greatest propagation speed within the grid, as well as on the highest frequency and the shortest wavelength that can be coupled into the grid.
In the physical world, the free space dispersion relation is c = != where c = 1= p is the speed of light, ! is the frequency, and is the wave number. The dispersion relation for homogeneous waves propagating in the Yee grid is [3, 8] 
where x, y, and z are the spatial step sizes and t is the temporal step size. In (1), the temporal dependence is understood to be exp(j!n t) and the spatial dependence is given by exp(?j~ r), where~ x ,~ y , and~ z are the x, y, and z components of the numeric wave vector~ , respectively, given by~
x =~ sin cos ; (2) y =~ sin sin ;
z =~ cos ; (4) and r is the position vector that can only take on the discrete values dictated by the node locations within the Yee grid. In general, a tilde will be used to distinguish between numeric and exact (i.e., physical world) quantities.
In an FDTD simulation, one selects the temporal and spatial step sizes. As time-stepping progresses one has complete control over the temporal variation of the source functions introducing energy into the grid. Hence one can establish exact correspondence between the temporal variations in the grid and in the physical world. However, the phase velocity of any propagating wave is dictated by the grid itself-one cannot establish exact correspondence between wave numbers in the grid and in the physical world. Therefore, the frequency ! in (1) is assumed to be exact and does not require a tilde while the wave numbers,~ x ,~ y , and~ z , are not exact and require a tilde.
To simplify the analysis, we assume a uniform grid in which x = y = z = . The argument of the left-hand-side sine function in (1) can be expressed in terms of the points per wavelength and the Courant number:
where N = = is the points per wavelength, is the exact wavelength, and S = c t= is the Courant number (or stability factor). Thus, for a uniform grid, (1) can be written as 
Equations (2)- (4) can be used in (5) to obtain an expression that relates the numeric wave number to the Courant number S, points per wavelength, and direction of propagation. Typically, the numeric wave number must be determined from (5) using a root-finding technique since a general closed-form solution does not exist. However, closed-form solutions are permissible in special cases as shown below.
To demonstrate that the numeric wave number can be complex and that the phase velocity can be greater than the speed of light, we first consider grid-aligned propagation such that two of the numeric wavenumber components in (2)- (4) 
where a subscript one has been added to~ to indicate this is for grid-aligned propagation and the argument of the arcsine is defined for notational convenience to be 1 = sin( S=N )=S In three-dimensional simulations, the Courant number must be less than or equal to 1= p 3 and hence 1 can be greater than unity. The threshold between wave numbers that are real and ones that are complex is a 1 of unity. If N is decreased such that 1 is greater than unity, there is no real 1 that satisfies the dispersion relation; however, a complex~ 1 does permit a solution. Although 1 will be complex, the corresponding wave is not inhomogeneous since the amplitude and phase planes will be parallel. Instead, the complex wave number yields a wave that exponentially decays as it propagates (as if the homogeneous wave were propagating in a lossy material).
A second case that permits a closed-form solution for~ in (5) 
where 3 = sin( S=N )= p 3S and the subscript three is used to indicate propagation along the diagonal of a 3D grid. As in (6) , the argument of the arcsine, 3 , can be greater than one. When this occurs, the wave number~ 3 is complex.
To establish the range of discretizations that will yield complex wave numbers, we need to determine the minimum wavelength min the grid will support. The highest frequency that can be coupled into an FDTD grid is f max = 1=(2 t) (a sequence of alternating plus and minus ones has this frequency) implying a minimum wavelength of min = c=f max = 2c t. Dividing min by the spatial step size yields the minimum value of N as follows:
N ;min = 2c t= = 2S: (8) In 3D simulations, where stability dictates that S is less than or equal to 1= p 3, the maximum value of N ;min is 2= p 3 1:155. One might expect a discretization of at least two points per wavelength, otherwise the wave apparently is sampled below the spatial Nyquist rate. This seeming paradox is resolved by noting that N is defined in terms of the physical-world free-space wavelength and not the wavelength in the grid. Even when a given frequency is such that the spatial sampling = is less than two, the energy corresponding to this spectral component is coupled into the grid-it is not spatially aliased into another frequency.
Inserting (8) into (6) or (7) 
In three dimensions, where S 1= p 3, the argument of the arcsine in (9) is greater than unity sõ 1;lim is clearly complex. In general,~ 1 will be complex for all spectral components that have a resolution N ;min N S = sin ?1 (S). On the other hand, the argument of the arcsine in (10) will be unity provided S is equal to the 3D limit of 1= p 3 and at this limit~ 3;lim is real. However, off-diagonal propagation requires fields with complex wave numbers. Furthermore, if a simulation uses a Courant number below the 3D limit,~ 3;lim will be complex and complex wave numbers will exist at all angles.
When the argument of the arcsine function in (6) or (7) is greater than unity, the arcsine can be evaluated as follows. The arcsine function is given by [10] sin ?1 ( ) = ?j ln
Assuming is real and greater than one, the argument of the square root is negative. Thus, the argument of the log function can be written j + . Note that, provided 1 is greater than one, the phase constant is independent of the discretization.
To compare the numeric and exact phase velocities, we take the ratio of the numeric phase velocity to the exact velocity for grid-aligned and diagonal propagation. The numeric phase velocity is given byc = !=<(~ ) where <( ) indicates the real part (this definition holds for any direction of propagation but the following discussion focuses on either grid-aligned or diagonal propagation).
In the physical world, the (exact) phase velocity is related to the wave number via c = != and the continuous wave number in free space is given by = 2 = = 2 =( N ). Assuming that a wave is so coarsely sampled that is has a complex wave number (i.e., that <(~ ) = ), the ratio of the numeric to the exact phase velocity for grid-aligned propagation is, upon canceling terms and multiplying numerator and denominator by , c 1 c
Thus, the numeric phase velocity is related to the exact speed of light bỹ
For propagation along the grid diagonal, similar steps can be followed. 
Using N ;min in (13) and (14) 
For grid-aligned propagation, (17) dictates that for every time step t some energy will propagate to the adjacent cell which is away. Thus, the maximum phase velocity, or inherent "lattice velocity," for grid-aligned propagation is = t. Note that the lattice velocity is completely determined by the discretization chosen and is independent of all other physical parameters (i.e., it does not depend on or ). Similarly, (18) is consistent with the fact that it takes three times steps for energy to travel from one corner of a unit cell to the diagonally opposite corner. Since the distance between the corners is p 3 , the lattice velocity in the diagonal direction is = t p 3. Figure 1 shows the ratio of the numeric phase velocity to the exact phase velocity as a function of the grid resolution (i.e., the size of the spatial step in fractions of a free-space wavelength). field/scattered-field (TF/SF) boundary, or distributed throughout a scatterer in a scattered-field formulation, must be turned on at some initial time. When these sources turn on, they introduce some energy across the entire spectrum. In a well-designed simulation, the amount of energy at the coarse discretizations will be small, but it is, nevertheless, non-zero. Additionally, there may be other practical reasons for the incorporation of complex wave numbers into FDTD analysis. For example, it was shown in [9] that the fields at a point in the grid can be predicted from knowledge of the source function and the dispersion relation. It should be possible, therefore, to construct an "exact" TF/SF formulation where there is no leakage of fields across the boundary even when the incident field is propagating obliquely. (Currently, if the incident field is propagating along one of the axes, an exact TF/SF formulation can be obtained using an auxiliary 1D grid that mimics the dispersion the incident field suffers [11] . However, when the field is obliquely incident, no formulation has been presented that does not leak some energy [3, 12, 13] .)
Inhomogeneous Waves
In this section we obtain the dispersion relation for inhomogeneous waves in the Yee FDTD grid.
First, we review the equations governing inhomogeneous waves in the physical world to establish a notational convention. The 2-D FDTD dispersion relation is then derived in the context of a TM z polarized wave (the magnetic field is transverse to the z direction). Finally, the dispersion relation governing 3-D propagation is presented and the case of total internal reflection is analyzed.
Consider a wave in the physical world with spatial dependence given by exp(? r) where r is the position vector (x; y; z) and the complex vector has components ( x ; y ; z ). Let and be the real and imaginary parts, respectively, of such that = + j :
Temporal dependence is understood to be exp(j!t). 
Since and are, by definition, real, the real and imaginary parts of (22) can be equated to obtain ? = ! 2
For a lossless material, the conductivity is zero and thus (24) dictates that and are orthogonal,
i.e., the constant amplitude planes are orthogonal to the constant phase planes.
One is naturally led to ask if the orthogonality of constant phase and amplitude planes is maintained in the FDTD grid. The answer is no, but they become orthogonal as the grid resolution goes to zero. To derive the dispersion relation for inhomogeneous waves, consider a TM z plane wave
given by E z (I; J; n) = E z0 exp(j!n t ?~ x I x ?~ y J y);
H x (I; J; n) = H x0 exp(j!n t ?~ x I x ?~ y J y);
H y (I; J; n) = H y0 exp(j!n t ?~ x I x ?~ y J y) (27) where~ x and~ y are the x and y components of the complex numeric wave number, I and J are spatial indices, n is the temporal index, and E z0 , H x0 , and H y0 are amplitudes, only one of which may be set arbitrarily. In the Yee algorithm, the discretized version of the x component of 
We assume from the outset that the wave is propagating in a lossless medium. Using the assumed plane wave (25)- (27) in (28) 
Finally, writing the discrete from of the z component of Ampere's Law and using (29) and (30) 
We expand~ x and~ y into explicit real and imaginary parts using~ x =~ x +j~ x and~ y =~ y +j~ y .
In contrast to the previous section where (wave number)~ could be complex, in this section we will restrict consideration to (phase constant)~ 's which are real. Expanding the sinh 2 ( ) terms in (31) and equating the real parts of the left-and right-hand sides yields 
Equation (32) is the FDTD analog of (23) while (33) is the analog of (24) with a conductivity of zero.
The relationship between planes of constant phase and planes of constant amplitude in (lossless) FDTD grids is dictated by (33). Unlike in the physical world, these planes are not necessarily orthogonal. However, employing the small argument approximations for sine and hyperbolic sine, one can write where the equality is exact in the limit as the spatial steps go to zero. Thus, in the limit of small discretization, the constant phase and amplitude planes are orthogonal.
The 3D version of the inhomogeneous dispersion relation is similar to (32) and (33)-one merely has to add one more term like the ones already appearing on the right-hand side except z is used instead of x or y. For a uniform grid in which x = y = z = , the dispersion relation can be written as follows: To illustrate how one might use the dispersions relation to guide the construction of an FDTD simulation, we consider the case of total internal reflection. As shown in Fig. 5 , a plane wave is incident from a dielectric to free space. We further assume d = 0 , d = r 0 ( r > 1), and the incident angle is beyond the critical angle.
In the physical world, the magnitude of the phase constant in the dielectric is given by d = ! p r 0 0 = p r 0 . The x component of the phase constant is x = d sin and governs the phase propagation tangential to the interface. Continuity of the fields at the interface requires that this phase constant also pertain in the free-space region. When d sin is greater than 0 , the fields in the free space region will be inhomogeneous-constant phase planes will be perpendicular to the x axis and constant amplitude planes will be perpendicular to the y axis. The phase and attenuation constants must satisfy the following: At the critical angle, y is zero and for all angles beyond the critical angle y is real and positive.
In the FDTD grid, we again assume an incident angle of that is greater than the critical angle (although, as described below, the precise value of the critical angle will be different in the grid than it is in the physical world). The phase constant in the dielectric is~ d which must be obtained via the FDTD dispersion relation. We wish to continue to equate the Courant number S with c t= where c is the speed of propagation in free space. Therefore, the dispersion relation that pertains in the dielectric should have both S and N scaled by 
For a given set of parameters (i.e., r , N , S, and ), (39) can be solved for~ d or, more precisely, for~ d sin . In free space, the wave is assumed to be inhomogeneous such that~ x >~ 0 and x = 0, i.e., the x component of the phase constant is non-zero and there is no decay associated with propagation in the x direction. Thus, the "orthogonality condition" (33) is satisfied in free space provided the y component of the phase constant is zero. Note that in this limiting (gridaligned) case the orthogonality condition yields the same behavior as in the physical world-the constant phase and amplitude planes are orthogonal. The attenuation constant~ y must be obtained via (32). Recognizing that continuity of the fields at the interface dictates that the phase constant in the x direction be the same in both media and using the identity (1 ? cosh(x))=2 = ? sinh 2 
Within the FDTD grid, the critical angle can again be defined as the angle at which the attenuation constant~ y is zero, but, rather than (38), this angle must be determined from (40) where~ d sin is obtained from (39).
To facilitate comparison between the physical and discretized worlds, we multiply both sides (41) Figure 6 shows both the exact and FDTD values for y as a function of the points per wavelength in free space. We have chosen the dielectric relative permittivity to be 9 so that the points per wavelength in the dielectric is one-third of the free-space value. The Courant number is 1= p 3 and the incident angle is either 50, 70, or 90 degrees. For each incident angle the exact solution is shown as a solid line. As would be expected, the agreement between the exact and FDTD values improves as the discretization increases. Note that, as shown in (40), the phase constant in the dielectric is intimately related to the attenuation constant in free space. Since the error in the dielectric phase constant is dictated by the (coarser) sampling within the dielectric, the error in the attenuation constant is governed not so much by the sampling in free space as by the discretization within the dielectric. at this angle. The FDTD critical angles, on the other hand, do not correspond to this value. For example, with a discretization of N = 10, the FDTD critical angle is approximately three degrees less than the exact value (the agreement between the FDTD and exact critical angles is better at the finer discretizations). For N = 10, one clearly sees that the FDTD attenuation constant can be greater than or less than the exact value depending on the incident angle. This also holds true at the other discretizations.
Conclusion
The FDTD dispersion relation for homogeneous waves permits solutions with complex wave numbers. These complex waves experience exponential decay as they propagate and they can propagate faster than the speed of light. Consistent with previous assumptions, the dispersion errors associated with these waves are maximum along the grid axes and minimum along the grid diagonal.
The dispersion relation for inhomogeneous plane waves was derived. Unlike in the physical world, the constant amplitude and constant phase planes are not necessarily orthogonal. For the case of total internal reflection, the FDTD grid may introduce too much or too little attenuation, depending on the specific values of the incident angle, relative permittivity, and discretization. Furthermore, the critical angle in the grid will differ from the true critical angle. Using the dispersion relation, it is possible to determine precisely the critical angle and the attenuation constant for any given set of parameters.
