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(Communicated by Joachim Cuntz)
Abstract. We develop some tools for manipulating and constructing projections in C∗-
algebras. These are then applied to give short proofs of some standard projection homotopy
results, as well as strengthen some fundamental classical results for C∗-algebras of real rank
zero, specifically on liftings, excising pure states and Kadison’s transitivity theorem. Lastly,
we investigate some order properties of the set of projections in C∗-algebras of real rank
zero, building on the work in [5].
1. Introduction
1.1. Motivation. As every operator algebraist knows, student and researcher
alike, the continuous functional calculus is an indispensable tool for doing
anything beyond the bare basics of C∗-algebra theory. What has not been
known until now (or at least not made explicit in the literature as far as we
can tell) is that there is a projection analog that is equally powerful when
applied to C∗-algebras containing many projections, like those of real rank
zero. Our purpose in this paper is to develop this projection calculus and
show how it can be applied to simplify and strengthen a number of previous
results regarding projections in C∗-algebras.
To motivate this, let us first back up and review a little C∗-algebra history.
One of the first kinds of C∗-algebras to be studied were those consisting of all
continuous functions on a compact topological space X with pointwise addi-
tion and multiplication together with the supremum norm, denoted by C(X).
The celebrated Gelfand representation theorem tells us that in fact every uni-
tal commutative C∗-algebra is (isometrically) isomorphic to one of this form.
While these commutative C∗-algebras were originally studied for their own
sake, it was soon realized that Gelfand’s theorem yields a powerful functional
calculus that can be applied to any normal operator even in a noncommuta-
tive C∗-algebra. Specifically, we take a normal operator T ∈ A and note that
the unital C∗-subalgebra it generates is isomorphic to C(σ(T )), where σ(T )
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is the spectrum of T . Under this isomorphism, T corresponds to the identity
function id ∈ C(σ(T )) and, for any f ∈ C(σ(T )), there is a corresponding
operator f(T ) ∈ A. Any algebraic or norm relation that holds between id and
f in C(σ(T )) will of course still hold between T and f(T ) in A, and so this
calculus gives us a tool for constructing many new operators in A having a
desired relationship to the given T .
Fast forward a few decades and we start to see another elementary kind of
C∗-algebra being studied primarily for its own intrinsic interest, namely the C∗-
algebra generated by two projections Q and R.1 In [20], it is shown that such
a C∗-algebra is always isomorphic to a certain subalgebra of C(σ(QR)) ⊗M2
(which can be viewed as either M2(C(σ(QR))) or C(σ(QR),M2)), and this
is taken a step further in [23], where another proof of this result and some
applications are also given.2 We take this work to its natural conclusion,
giving a general framework for these results to be applied in a similar manner
to the classical continuous functional calculus. For this identification of the
C∗-subalgebra of A generated by Q and R allows us to construct many new
operators in A, projections in particular, that have a desired relationship to the
given Q and R. Specifically, we show how to construct, for any f ∈ C(σ(PQ))
with ran(f) ⊆ [0, 1], f(0) = 0 and f(1) = 1 (if 1 ∈ σ(QR)), a projection
P = PQ,R,f such that
QPQ = f(QRQ).
Furthermore, P will be Murray–von Neumann equivalent to R and the con-
struction will be continuous in Q, R and f .
When put into its historical context in this way, the projection calculus
seems like a very natural thing to develop, and the ideas underlying it are
most likely already known at least intuitively by many researchers in operator
algebras. However, we believe this is the first time it has been made explicit,
and the benefit of doing this is that it allows various generalizations and simpli-
fications of previous results to be accomplished with relative ease (for example,
see Section 4 below).
1.2. Outline. Before launching into the mathematics proper, we outline the
structure of this article in a little more detail. Firstly, in Secion 2, we men-
tion and prove some basic facts that will be needed for the work that follows
(primarily for Sections 5 and 6, so those wishing to see a quick derivation and
application of the projection calculus should jump straight to Sections 3 and
4). Much of this material will be familiar, or at least intuitively obvious, to
anyone with some knowledge of C∗-algebras. However, our approach using
support projections and quasi-inverses is perhaps somewhat novel and allows
for an expedient development of the necessary results (compare our simple
1Although the study of the von Neumann algebra generated by two projections rep-
resented concretely on some Hilbert space, and the unitary equivalence of such pairs of
projections, has a longer history—see [14] and [17].
2See also [13] for some other characterizations of the universal C∗-algebra generated by
two projections.
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derivation of the formula for the norm of an idempotent in (2.5) with that in
[18], for example).
In Section 3 we do the aforementioned construction of a projection P from a
given pair of projectionsQ and R, together with a function f ∈ C(σ(QR)) with
ran(f) ⊆ [0, 1], f(0) = 0 and f(1) = 1 (if 1 ∈ σ(QR)). One approach would be
identify the C∗-algebra C∗(Q,R) generated by Q and R as given in (3.5) and
define PQ,R,f as in (3.6). However, we take a more elementary approach, using
nothing more than the usual continuous functional calculus (showing that the
projection calculus is not only similar to, but can also be derived from, the
usual continuous functional calculus). This has the advantage of making our
exposition more elementary and self-contained, as well as easing some of the
necessary calculations.3
As an immediate demonstration of the power of this new tool, in Section 4
we show how it can be used to simplify the proofs of two standard theorems
about the existence of projection homotopies. The projection calculus is then
further applied in Section 5 to produce some lifting results for C∗-algebras of
real rank zero. While also of independent interest, we suspect these lifting
results will be useful in studying how certain properties of C∗-algebras of real
rank zero are preserved under homomorphisms.
It is in Section 6 that we give the most interesting application of the pro-
jection calculus we have developed thus far, using it to strengthen, in the real
rank zero case, two fundamental results in C∗-algebra theory. The first of these
says that pure states on C∗-algebras of real rank zero can be excised exactly on
projections. This, in turn, allows us to prove a stronger version of Kadison’s
transitivity theorem for C∗-algebras of real rank zero, showing that irreducible
representations are not just onto arbitrary finite dimensional subalgebras but
also one-to-one when restricted to appropriate subalgebras.
In the final section we examine the canonical order on projections in C∗-
algebras of real rank zero, extending the work of [5]. It seemed appropriate to
include these results in a paper on projections in C∗-algebras of real rank zero,
even though it does not require the projection calculus developed in Section 3.
It is, however, made easier with the notation and theory developed in Section 2.
2. Preliminaries
2.1. Well-supported operators and quasi-inverses. The following defi-
nition is taken from [7, II.3.2.8], and other equivalents can be found in [7,
II.3.2.11]. We denote the range and kernel of an operator T by R(T ) and
N (T ) respectively.
Definition 2.2. We say an operator T on a Hilbert space H is well-supported
if any of the following equivalent conditions hold.
(i) inf(σ(TT ∗) \ {0}) > 0.
3Indeed, similar continuous functional calculus arguments might be useful for giving an
elementary proof of the identification of C∗(Q,R) given in (3.5).
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(ii) R(T ) is closed.
(iii) infv∈N (T )⊥,‖v‖=1 ‖Tv‖ > 0.
One simple observation that will be used later is the following. If P , T
and S are operators such that P is a projection and PTS = P then PT is
well-supported, which follows from the fact that R(P ) is closed and R(P ) =
R(PTS) ⊆ R(PT ) ⊆ R(P ).
We see that (i) can be used as the definition of a well-supported element
T of an abstract C∗-algebra A. For well-supported T ∈ A, the characteristic
function χ of the interval (0,∞) will be continuous on σ(TT ∗) and we can
define [T ] = χ(TT ∗) ∈ A.4 This [T ] is the left support projection of T and,
with respect to any (faithful) representation of A, we have
R([T ]) = R(T ).
Also, in what follows, we use the spectral family notation from [26] so, for
any self-adjoint operator S on a Hilbert space H , ES(t) refers to the spectral
projection of S corresponding to the interval (−∞, t] and, likewise, ES(t−)
refers to the spectral projection of S corresponding to the interval (−∞, t).
We also write E⊥S (t) for ES(t)
⊥ = 1 − ES(t) = the spectral projection of T
corresponding to the interval (t,∞).
Let f be the function on nonnegative reals satisfying f(0) = 0 and f(t) =
1/t, for t > 0. Then f is continuous on the spectrum of any well-supported
positive operator and hence, for any such S in a C∗-algebra A, we have another
operator f(S) ∈ A which we will denote by S−1. As we shall see, this is quite a
convenient convention, although we must be careful to keep in mind now that
the notation S−1 does not necessarily imply that S is invertible, only that it is
well-supported (although S−1 will indeed be the inverse when S is invertible).
So in general we only have SS−1 = [S] = [S−1] = S−1S (rather than the usual
SS−1 = 1 = S−1S). We can even extend this to non-self-adjoint (but still
well-supported) T by defining
T−1 = T ∗(TT ∗)−1.
Then TT−1 = [T ] and T−1T = [T ∗] = [T−1]. Also, TT−1T = [T ]T = T and
T−1TT−1 = T−1[T ] = T−1, showing that T−1 is the quasi-inverse of T in the
ring-theoretic sense. In fact, the well-supported elements are precisely those
with a quasi-inverse, as noted in [7, II.3.2.10].5 Also
TS = [T ]⇔ [T ∗]S = T−1.(2.1)
4This notation comes from [21], although there [T ] is used to denote the projection onto
the closure of the range of an arbitrary element T of a von Neumann algebra. We use it in
the more general context of C∗-algebras but only for well-supported T .
5Other common names for the quasi-inverse are Moore-Penrose inverse (see [22]), gen-
eralized inverse or pseudoinverse, often denoted by T † rather than T−1 as we have done
here. There is a substantial body of literature on these (see [4]), although mostly dealing
with finite matrices, and sometimes von Neumann algebras, rather than the C∗-algebras we
consider here.
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And, if T 6= 0
‖T−1‖2 = 1/min(σ(TT ∗) \ {0}).(2.2)
2.3. Projections I. In what follows we will use the following elementary facts.
Firstly, for any C∗-algebra A and S, T ∈ A, σ(ST ) \ {0} = σ(TS) \ {0}. For
P,Q ∈ P(A) (or even arbitrary idempotent P,Q ∈ A), we have 0 /∈ σ(PQ)⇔
P = 1 = Q and hence
σ(PQP ) = σ(PPQ) = σ(PQ) = σ(QP ) = σ(QQP ) = σ(QPQ).
As PQ⊥P = P (1 − PQP )P , σ(PQ) ∩ (0, 1) = 1 − σ(PQ⊥) ∩ (0, 1) which,
applied twice, gives
σ(PQ) ∩ (0, 1) = σ(P⊥Q⊥) ∩ (0, 1).
Also, (P −Q) = PQ⊥ − P⊥Q so ‖P −Q‖ = max(‖PQ⊥‖, ‖P⊥Q‖). In fact,
‖P −Q‖ < 1⇒ ‖P −Q‖ = ‖PQ⊥‖ = ‖P⊥Q‖.
Furthermore,
‖PQ⊥‖ < 1⇔ PQ is well-supported and [PQ] = P.
If, instead, ‖P⊥Q‖ < 1 then PQ is again well-supported (because QP is)
although we may not have [PQ] = P (but [PQ] will be a continuous function
in this case—see 2.7).
Also note that if P and Q are projections with ‖P⊥Q‖ < 1 then PQ is
well-supported and
[PQ]Q⊥[PQ] = [PQ]PQ⊥P [PQ] = [PQ]− PQP [PQ] = (1 − PQP )[PQP ],
so
‖[PQ]Q⊥‖2 = ‖(1− PQP )[PQP ]‖ = 1−min(σ(PQ) \ {0})
= max(σ(P⊥Q) \ {1}) = ‖P⊥Q‖2.
Furthermore, [PQ]⊥Q = Q− [PQ]Q = Q− PQ = P⊥Q, so
(2.3) ‖Q− [PQ]‖ = max(‖[PQ]Q⊥‖, ‖[PQ]⊥Q‖) = ‖P⊥Q‖.
Also, (P − [PQ])Q = PQ − [PQ]PQ = PQ − PQ = 0, so P − [PQ] + Q is a
projection and
‖P − [PQ] +Q− P‖ = ‖Q− [PQ]‖ = ‖P⊥Q‖.
In particular, this observation simplifies and strengthens the Proposition in [7,
II.3.3.5].
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2.4. Idempotents. Various facts relating idempotents6 and projections in C∗-
algebras have been proved and reproved a number of times in the literature
(see [18] for an account of this history). One classical result, from [16] and
[22], says that idempotent matrices are just quasi-inverses of projection pair
products. This was generalized to operators on any Hilbert space in [11] and
we generalize this to arbitrary C∗-algebras here (see also [12]).
Proposition 2.5. Assume A is a C∗-algebra. Then I ∈ A is idempotent if
and only if there exist (necessarily unique) P,Q ∈ P(A) such that ‖P −Q‖ < 1
and I = (PQ)−1.
Proof. If P,Q ∈ A and PQ is well-supported then (PQ)−1 = Q(PQ)−1 =
(PQ)−1P , and hence
(PQ)−1(PQ)−1 = (PQ)−1PQ(PQ)−1 = (PQ)−1[PQ] = (PQ)−1,
i.e. (PQ)−1 is idempotent. On the other hand, given idempotent I ∈ A and
assuming A is represented on a Hilbert space, we see that R(I) = N (1 − I)
is closed and hence I is well-supported. Thus Q = [I] ∈ P(A) and, likewise,
P = [I∗] ∈ P(A). We then have QI = I = IP and PI∗ = I∗ = I∗Q. As
I is idempotent, we also have IQ = Q = QI∗ and I∗P = P = PI. Thus
PQI = PI = P and QPI∗ = QI∗ = Q, showing that PQ and QP are well-
supported (see the observation after 2.2) with [PQ] = P and [QP ] = Q, and
hence ‖P −Q‖ < 1. It also shows (PQ)−1 = [QP ]I = QI = I (see (2.1)). 
Say we have a C∗-algebra A and P,Q ∈ P(A) with ‖PQ‖ < 1. Then Q⊥P
is well-supported and (Q⊥P )−1 is an idempotent.7 If we define
(2.4) P ∨Q = (P⊥Q)−1 + (Q⊥P )−1,
then elementary calculations show that R(P ∨ Q) = R(P ) +R(Q) w.r.t. any
representation. Also
(2.5) ‖(P⊥Q)−1‖ = ‖(Q⊥P )−1‖ = 1/
√
1− ‖PQ‖2, for P,Q 6= 0 (by (2.2)).
2.6. Projections II.
Lemma 2.7. The function [PQ] is continuous on {(P,Q) ∈ P(B(H))2 |
‖P⊥Q‖ < 1}.
Proof. Taking P,Q,R ∈ P(B(H)) with ‖P⊥Q‖, ‖P⊥R‖ < 1, we have
[PR]⊥[PQ] = [PR]⊥PQ(PQ)−1 = [PR]⊥P (Q−R)(PQ)−1
6In Banach space theory, idempotent operators are sometimes called (oblique) projec-
tions, however for us the term projection always means orthogonal projection, i.e. not just
idempotent but also self-adjoint.
7Although we may have ‖Q⊥ − P‖ = ‖Q⊥P⊥‖ = 1, in which case Q⊥ will not be the
projection appearing on the left in the formula in Proposition2.5, that will actually be the
smaller projection (P ∨Q)Q⊥.
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and hence
‖[PR]⊥[PQ]‖ ≤ ‖Q−R‖‖(PQ)−1‖ = ‖Q−R‖/
√
1− ‖P⊥Q‖2.
Likewise, ‖[PQ]⊥[PR]‖ ≤ ‖Q−R‖/√1− ‖P⊥R‖2 so
‖[PQ]− [PR]‖ ≤ ‖Q−R‖/
√
1−max(‖P⊥Q‖, ‖P⊥R‖)2.
Similarly, we see that, for P,Q,R ∈ P(B(H)) with ‖P⊥Q‖, ‖R⊥Q‖ < 1,
‖[PQ]− [RQ]‖ ≤ ‖P −R‖/
√
1−max(‖P⊥Q‖, ‖R⊥Q‖)2.
Combine these inequalities to see that [PQ] is continuous in both coordinates
simultaneously. 
Lemma 2.8. The function P ∨ Q is continuous on {(P,Q) ∈ P(B(H))2 |
‖PQ‖ < 1}.
Proof. Take P,Q,R ∈ P(B(H)) with ‖PQ‖, ‖PR‖ < 1 and note that, by (2.4),
(P ∨R)⊥(P ∨Q) = (P ∨R)⊥(Q⊥P )−1 + (P ∨R)⊥(P⊥Q)−1
= (P ∨R)⊥Q(P⊥Q)−1.
Thus ‖(P ∨R)⊥(P ∨Q)‖ ≤ ‖(P ∨R)⊥Q‖‖(P⊥Q)−1‖ ≤ ‖R⊥Q‖/√1− ‖PQ‖2.
Likewise, we have ‖(P ∨Q)⊥(P ∨R)‖ ≤ ‖Q⊥R‖/√1− ‖PR‖2 so
‖(P ∨Q)− (P ∨R)‖ ≤ ‖Q−R‖/
√
1−max(‖PQ‖, ‖PR‖)2.
The function P ∨ Q is symmetric so the same equalities hold for the other
coordinate and combining these shows that P ∨Q is continuous in both coor-
dinates. 
Finally, a few calculations. Take a C∗-algebra A and P,Q,R ∈ P(A) with
R < P . For λ ∈ [0, 1],
(2.6) ‖PQP − λP‖ = max(‖PQ‖2 − λ, λ− 1 + ‖PQ⊥‖2).
Also, ‖RQR − λR‖ ≤ ‖PQP − λP‖ and ‖(P − R)Q(P − R) − λ(P − R)‖ ≤
‖PQP −λP‖ so ‖λR−RQR+λ(P −R)− (P −R)Q(P −R)‖ ≤ ‖PQP −λP‖.
Also
‖(P −R)QR‖ = ‖RQ(P −R)‖ = ‖RQ(P −R) + (P −R)QR‖
and
RQ(P −R) + (P −R)QR = PQP −RQR− (P −R)Q(P −R)
= PQP − λP + λR−RQR+ λ(P −R)
− (P −R)Q(P −R),
so
‖(P −R)QR‖ ≤ 2‖PQP − λP‖.
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The optimal value of λ is (‖PQ‖2 + 1− ‖PQ⊥‖2)/2, which gives
(2.7) ‖(P −R)QR‖ ≤ ‖PQ‖2 + ‖PQ⊥‖2 − 1,
and hence, if ‖PQ⊥‖ < 1,
‖(P −R)[QR]‖ ≤ ‖(P −R)QR‖/
√
1− ‖Q⊥R‖2
≤ (‖PQ‖2 + ‖PQ⊥‖2 − 1)/
√
1− ‖PQ⊥‖2.
As ‖[QR]R‖ = ‖QR‖ ≤ ‖QP‖, if ‖PQ‖ < 1 too then
(2.8) ‖(P −R)(R ∨ [QR])‖ = ‖(P −R)[QR](R⊥[QR])−1‖
≤ (‖PQ‖2 + ‖PQ⊥‖2 − 1)/
√
(1− ‖PQ⊥‖2)(1− ‖PQ‖2).
In particular, if ‖PQ‖2 + ‖PQ⊥‖2 = 1, i.e. if PQP = λP for some λ, then
(P −R)(R ∨ [QR]) = 0.
3. The projection calculus
The general situation we want to consider is as follows. We are given two
projections Q and R in a C∗-algebra A, together with a continuous function
f from σ(QR) to [0, 1] with f(0) = 0 and f(1) = 1 (if 1 ∈ σ(QR)). We
want to obtain another projection P = PQ,R,f in A onto a subspace obtained,
roughly speaking, by moving the eigenvectors ofRQR in the range ofR towards
or away from Q so that λ-eigenvectors of RQR become f(λ)-eigenvectors of
PQP . Equivalently, we want λ-eigenvectors of QRQ to be f(λ)-eigenvectors of
QPQ which, stated more precisely in the language of the continuous functional
calculus, means QPQ = f(QRQ). To obtain this P we apply the continuous
functional calculus to RQR in the following way.
To begin with, we will further assume that, if 0 is a limit point of σ(QR),
f(s)/s has a limit as s approaches 0 in σ(QR) \ {0} and, if 1 is a limit point
of σ(QR), (1− f(s))/(1− s) has a limit as s approaches 1 in σ(QR) \ {1}, i.e.
f has a (finite) derivative at 0 and 1. This ensures that there are continuous
functions xf and yf on σ(QR) with xf (s) =
√
f(s)/s for s 6= 0 and yf (s) =√
(1 − f(s))/(1− s) for s 6= 1. We can then define U = UQ,R,f by
(3.1) U = QRxf (RQR) +Q
⊥Ryf(RQR).
Note that R(RQR) = RQR = (RQR)R so R commutes with yf (RQR) and,
as f(0) = 0, Rf(RQR) = f(RQR) so
U∗U = xf (RQR)RQRxf(RQR) + yf (RQR)RQ
⊥Ryf(RQR)
= f(RQR) +Ryf (RQR)(1−RQR)yf(RQR)
= f(RQR) +R(1− f(RQR))
= R,
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i.e. U is a partial isometry with initial projection R. We define P = PQ,R,f to
be the final projection of U = UQ,R,f , i.e.
(3.2) P = PQ,R,f = UQ,R,fU
∗
Q,R,f .
Using the identity Tg(T ∗T ) = g(TT ∗)T , we get
(3.3) QPQ = QRxf (RQR)
2RQ = xf (QRQ)
2QRQ = f(QRQ), as required.
Even with very simple functions f , the projection calculus is surprisingly
powerful. In fact, for our applications in the following sections f will always
be piecewise linear and, in particular, have a derivative at 0 and 1. However,
for the sake of interest and completeness, we now show that this restriction is
not essential. Specifically, note first that
UQ,R,f − UQ,R,g = QR(xf − xg)(RQR) +Q⊥R(yf − yg)(RQR)
so
(UQ,R,f − UQ,R,g)(UQ,R,f − UQ,R,g)∗
= (xf − xg)(RQR)RQR(xf − xg)(RQR)
+R(yf − yg)(RQR)(1−RQR)(yf − yg)(RQR)
= af,g(RQR)
and hence
‖UQ,R,f − UQ,R,g‖ = sup
s∈σ(QR)
√
af,g(s),
where
af,g(s) = (
√
f(s)−
√
g(s))2 + (
√
1− f(s)−
√
1− g(s))2
= 2(1−
√
f(s)g(s)−
√
(1− f(s))(1 − g(s))).
Thus, Uf = UQ,R,f is uniformly continuous in f w.r.t. the sup norm. So, even
if f does not have a derivative at 0 and 1, we can still define a sequence (fn) of
functions which does, such that fn approaches f uniformly. Then UQ,R,fn will
converge, necessarily to another partial isometry UQ,R,f whose final projection
P = PQ,R,f satisfies QPQ = f(QRQ).
It also follows that Pf = UfU
∗
f is uniformly continuous in f . We can
even obtain a precise formula expressing the norm difference of the resulting
projections. First note that
U∗fUg = (xf (RQR)RQ+ yf (RQR)RQ
⊥)(QRxg(RQR) +Q
⊥Ryg(RQR))
= xf (RQR)RQRxg(RQR) + yf(RQR)RQ
⊥Ryg(RQR)
= bf,g(RQR)R,
where
bf,g(s) =
√
f(s)g(s) +
√
(1− f(s))(1 − g(s)).
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For s, t ∈ [0, 1],
1− (√st+
√
(1− s)(1 − t))2 = (
√
(1− s)t−
√
s(1− t))2
so
R− U∗gUfU∗fUg = R(1− b2f,g)(RQR) = Rc2f,g(RQR) = c2f,g(RQR),
where cf,g(s) =
√
(1− f(s))g(s) −√f(s)(1− g(s)) (note that cf,g(0) = 0).
Thus
‖P⊥f Pg‖2 = ‖PgP⊥f Pg‖ = ‖UgU∗gP⊥f UgU∗g ‖ = ‖U∗gP⊥f Ug‖
= ‖R− U∗gUfU∗fUg‖ = max
s∈σ(QR)
c2f,g(s).
However, U∗fUg = bf,g(RQR)R is self-adjoint so
R− U∗gUfU∗fUg = R− U∗fUgU∗gUf
and hence
‖Pf − Pg‖ = ‖P⊥f Pg‖ = ‖P⊥g Pf‖ = max
s∈σ(QR)
|cf,g(s)|
= max
s∈σ(QR)
|
√
(1− f(s))g(s)−
√
f(s)(1− g(s))|.
Also note that when g = id we have Ug = Pg = R so, with P = Pf , the above
formula becomes
(3.4) ‖P −R‖ = max
s∈σ(QR)
|
√
(1− f(s))s−
√
f(s)(1− s)|.
As mentioned in the introduction, we believe one advantage of the approach
given here is its elementarity, relying only on the continuous functional calculus.
However, if one accepts the (quite nontrivial) identification of C∗(Q,R) as (see
[3], [20] or [23])
(3.5) C∗(Q,R) =[
C(σ(QR) ∩ (1− σ(QR⊥))) C0(σ(QR) \ {0, 1})
C0(σ(QR) \ {0, 1}) C0(1− σ(Q⊥R) \ {0})
]
⊆M2(C(σ(QR))),
with
Q =
[
1 0
0 0
]
and R =
[
t
√
t(1− t)√
t(1− t) 1− t
]
, then one can simply define
(3.6) PQ,R,f =
[
f(t)
√
f(t)(1− f(t))√
f(t)(1 − f(t)) 1− f(t)
]
.
Of course, if one were deriving the projection calculus this way, then one
would also have to verify that this is continuous (continuity in f is more or
less obvious, although continuity in Q and R is slightly less so) and that it is
Murray–von Neumann equivalent to R, as we no longer get this automatically
from the construction.
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Lastly, we point out that the equation QPQ = f(QRQ) will usually not
have a unique solution, even for projections P in the C∗-subalgebra generated
by the given Q and R (note that replacing the off-diagonal terms in (3.6) with
their negatives would work just as well). However, we think that the Pf we
have constructed is in some sense the most natural choice. For example, we
would conjecture that, given any Qf , Qg ∈ P(A) with QQfQ = f(QRQ) and
QQgQ = g(QRQ), we necessarily have ‖Qf −Qg‖ ≥ ‖Pf − Pg‖ and probably
also PfQgPf ≤ PfPgPf .
4. Projection homotopies
The previous section concludes the development of the projection calculus,
which we will see applied to prove a number of new results in the following
sections. First, however, we give a couple of quick examples to see how it can
be used to simplify proofs of classical results, like the following.
Theorem 4.1. Any projections Q and R in a C∗-algebra A with ‖Q−R‖ < 1
are homotopic.
By now, this is a standard result, although proving it usually requires a
little bit of effort (see [25, Prop. 5.2.6], for example). But with the projection
calculus in our toolbox, it becomes almost trivial. Simply take any homotopy
from the identity id on σ(QR) to the characteristic function χ of σ(QR) \ {0},
e.g. set ft(x) = (1− t)x+ t for x ∈ σ(QR) \ {0} and ft(0) = 0, for all t ∈ [0, 1].
Then note that Pt = PQ,R,ft is the required homotopy of projections from R
to Q. Furthermore, the projection calculus gives us more control over the kind
of homotopy used so, if our application required the homotopy to avoid some
finite collection of projections, for example, we could easily achieve this by
simply adjusting the homotopy from id to χ accordingly.
In a similar vein, we have the following, which is [25, Prop. 5.3.8].
Theorem 4.2. If Q and R are Murray–von Neumann equivalent projections
in a C∗-algebra A satisfying ‖QR‖ < 1 then they are necessarily homotopic.
The proof in [25] goes by first proving the case QR = 0, using [25, Prop.
4.2.7], and we give essentially the same argument here. Specifically, let U be
the partial isometry with U∗U = Q and UU∗ = R and note that S = U + U∗
is self-adjoint and S2 is the projection R + Q. Thus S = R′ − Q′ for some
R′, Q′ ∈ P(A) with R′+Q′ = R+Q and R′Q′ = 0. Let f move 1 to −1 within
the unit circle of C, e.g. let f(t) = etpii for t ∈ [0, 1]. Setting St = R′−f(t)Q′, we
have S0RS0 = U
∗RU = Q, S1RS1 = (R+Q)R(R+Q) = R and StRSt ∈ P(A),
for all t ∈ [0, 1], and so StRSt is the required homotopy.
The rest of the proof in [25] goes by reducing the general case to the QR = 0
case with a couple of pages of spectral theoretical tricks, as the author of
[25] calls them. However, we can do the same reduction in just a couple
of lines by using the projection calculus. Simply take any homotopy from
the identity to the zero function on σ(QR), e.g. set ft(x) = (1 − t)x, for all
t ∈ [0, 1]. Then Pt = PQ,R,ft is a homotopy from R to a projection P satisfying
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QPQ = f1(QRQ) = 0, which is Murray–von Neumann equivalent to R, and
hence to Q, by construction.
5. Lifting
Say we have a homomorphism π from a C∗-algebra A onto another C∗-
algebra B. In this section, we consider the problem of lifting an operator
t ∈ B to an operator T ∈ A (i.e. satisfying π(T ) = t) with the same properties.
For example, we might want to lift self-adjoint operators in B to self-adjoint
operators in A (Loring [19] would say rather that we are lifting the relation T =
T ∗), or likewise with projections, idempotents or partial isometries instead.
We might also require something extra, like that the norm or spectrum of the
lifting remains the same as the original (the norm and spectrum of the lifting
can not possibly be smaller but they can certainly be much larger). In fact,
we might actually want to lift many operators simultaneously and ensure that
some relationships between them remain the same. For example, say we want
to show that the collection of projections in the Calkin algebra C(H) has no
(ω, ω)-gaps.8 The collection of projections in B(H) certainly has no (ω, ω)-
gaps (the supremum of the bottom half or the infimum of the top half will
always interpolate any pregap of projections in a von Neumann algebra), so
we will be done so long as we can lift (ω, ω)-(pre)gaps in P(C(H)) to (ω, ω)-
(pre)gaps in P(B(H)). This can be done recursively, so long as we can lift any
p, q ∈ P(C(H)) with p ≤ q to P,Q ∈ P(B(H)) with P ≤ Q (actually what is
required here is slightly stronger, namely what is called a two-step lifting in
[19, Def. 8.1.6]—see below or [5, §3] for more details).
Going back to the first lifting problem above, we see that it is always possible
to lift a self-adjoint operator s ∈ B to a self-adjoint operator S ∈ A—simply
take any T ∈ A with π(T ) = s and let S = 12 (T + T ∗) (see [19] for a whole
host of other relations that can be lifted in general C∗-algebras). We can
even ensure that the norm remains the same, i.e. ‖S‖ = ‖s‖, using the usual
continuous functional calculus. But with projections, we are already in trouble.
For we could have A = C([0, 1]), B = C ⊕ C and π(f) = (f(x), f(y)), for all
f and some distinct x, y ∈ [0, 1]. Then A has only two projections, the unit
and zero, neither of which map to the projection (0, 1) ∈ B. Similarly, the
other problems are not solvable in general, and so we have to restrict the class
of C∗-algebras under consideration if we want to obtain general solutions. It
turns out that a nice general class in which many of these problems have quite
general solutions is the class of C∗-algebras of real rank zero. These have a
number of different characterizations (see [7, V 3.2.9], for example), although
the most important for our work involves the existence of spectral projection
8Here is a brief summary of the standard order theoretic terms we use. A pregap in a
partially order set P is a pair P,Q ⊆ P such that P < Q for all P ∈ P and Q ∈ Q. We
say R ∈ P interpolates this pregap if P < R < Q, for all P ∈ P and Q ∈ Q. If there is
no interpolating element then the pregap is a gap. For ordinals α and β, we say a (pre)gap
(P,Q) is an (α, β)-(pre)gap if P has order type α and Q has order type β∗ (i.e. β with the
opposite order).
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approximations (see [8] and [9]), as given below. As will be seen in what
follows, this is an extremely useful (and widely underutilized) characterization
of real rank zero C∗-algebras.
Definition 5.1. A C∗-algebra A has real rank zero if, for all s > t > 0 and
self-adjoint S ∈ A, there exists P ∈ P(A) such that E⊥S (s) ≤ P ≤ E⊥S (t).
This definition uses spectral projections and so it might appear to be depen-
dent on the particular Hilbert space H we are considering A to be represented
on. However, this is not the case and we could, for example, state E⊥S (s) ≤ P
more precisely in the abstract C∗-algebra context as fn(S) ≤ P , for all n, where
fn : R → [0, 1] is a sequence of continuous functions increasing pointwise to
the characteristic function of (s,∞).
Now it follows fairly directly from 5.1 that if A (and hence B too) has
real rank zero then projections can indeed always be lifted to projections (for
another proof in the case when π is the canonical map to the Calkin algebra
see [24], for example), and that we can even preserve the ordering, as required
for the (ω, ω)-gap problem mentioned above. More precisely, for any p ∈ P(B)
and Q ∈ P(A) with p ≤ π(Q) we can choose P ∈ P(A) so that we not only
have π(P ) = p but also P ≤ Q (see [5, Thm. 3.4]). Note that, for projections
P and Q, P ≤ Q is equivalent to ‖Q⊥P‖ = 0. So we could ask, more generally,
if, given p ∈ P(B) and Q ∈ P(A), we necessarily have P ∈ P(A) with
π(P ) = p and ‖PQ‖ = ‖π(PQ)‖.
As just mentioned, the ‖π(Q)p‖ = 0 case has been proved (in [5]), while the
‖π(Q)p‖ = 1 case is trivial. So assume ‖π(Q)p‖ = √λ ∈ (0, 1) and take
R ∈ P(A) with π(R) = p. For any ǫ ∈ (0, 1 − λ) we can find P ∈ P(A) with
E⊥
RQ⊥R
(1− λ− ǫ/2−) ≤ P ≤ E⊥
RQ⊥R
(1− λ− ǫ). Then
p = E⊥pi(RQ⊥R)(1− λ− ǫ/2−) ≤ π(P ) ≤ E⊥pi(RQ⊥R)(1− λ− ǫ) = p
and
‖PQ‖ ≤ √λ+ ǫ.
So we can at least get arbitrarily close to our goal. To reach it, we use the
projection calculus.
Theorem 5.2. Assume π is a C∗-algebra homomorphism from A to B and
we have R,Q ∈ P(A) with ‖QR‖ < 1. Then there exists P ∈ P(A) with
π(P ) = π(R) and ‖PQ‖ = ‖π(PQ)‖.
Proof. Let f be the function on σ(QR) with f(s) = s, for s ≤ ‖π(QR)‖2,
and f(s) = ‖π(QR)‖2, for s ≥ ‖π(QR)‖2. Set P = PQ,R,f , and note that
π(P ) = Ppi(Q),pi(P ),f . For all s ∈ σ(π(QR)) ⊆ [0, ‖π(QR)‖2], f(s) = s and
hence ‖π(P ) − π(R)‖ = 0, by (3.4), i.e. π(P ) = π(R). But we also have
‖PQ‖2 = ‖QPQ‖ = ‖f(QRQ)‖ = ‖π(QR)‖2 = ‖π(QP )‖2. 
Thus if π is a homomorphism from a C∗-algebra A of real rank zero onto B
and we have p ∈ P(B) and Q ∈ P(A) then we can indeed find P ∈ P(A) with
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π(P ) = p and ‖PQ‖ = ‖π(PQ)‖. But ‖PQ‖2 = max(σ(PQ)) so the following
theorem shows we can do even better in this case.
Theorem 5.3. Assume π is a homomorphism from a C∗-algebra A of real
rank zero onto B. For any p ∈ P(B) \ {1} and Q ∈ P(A), we have P ∈ P(A)
with π(P ) = p and σ(PQ) = σ(π(PQ)).
Proof. As σ(pπ(Q)) is closed, there exists a sequence of disjoint open intervals
(In) ⊆ (0, 1) such that (0, 1)\σ(pπ(Q)) =
⋃
n In. For each n, let sn, tn ∈ (0, 1)
be such that In = (sn, tn), set rn = (sn + tn)/2 and define fn and gn on [0, 1]
by
fn(r) = r, for r≤ sn,
fn(r) = sn, for r≥ sn,
gn(r) = tn, for r≤ tn, and
gn(r) = r, for r≥ tn.
Recursively define (Pn) ⊆ P(A) as follows. Let P0 be any projection in A with
π(P0) = p and, given n, take δ > 0 and E−, E,E+ ∈ P(A) such that
E⊥PnQPn(rn + 2δ) ≤ E+ ≤ E⊥PnQPn(rn + δ) ≤ E
≤ E⊥PnQPn(rn − δ) ≤ E− ≤ E⊥PnQPn(rn − 2δ).
Let P = E− − E+ and R = E − E+. By choosing δ sufficiently small, we can
ensure that S = [(R ∨ [QR])⊥(P −R)] is well defined and ‖S − (P −R)‖ is as
small as we like, by (2.8).
We claim that SE = 0 = SQE or, equivalently, assuming A is represented
on a Hilbert space, R(S) ⊥ R(E)+R(QE). To see this, note that, as P −R ≤
EPnQPn(rn + δ) and P −R ≤ Pn,
R(P −R) ⊥ V = R(E⊥PnQPn(rn + δ)) +R(QE⊥PnQPn(rn + δ)).
Letting R′ = E −E⊥PnQPn(rn + δ), by the same reasoning we have R(R′) ⊥ V
and hence also R(QR′) ⊥ V . Thus R((R′∨[QR′])⊥(P−R)) ⊥ V . As R−R′ ≤
E⊥PnQPn(rn + δ), it follows that (R
′ ∨ [QR′])⊥(P − R) = (R ∨ [QR])⊥(P − R)
and hence R(S) ⊥ V . As E−R ≤ E⊥PnQPn(rn+ δ), we have R(E)+R(QE) =
V + R(R) + R(QR). We certainly have R(S) ⊥ R(R) + R(QR) and hence,
finally, R(S) ⊥ R(E) +R(QE).
From this it follows that, setting T = S ∨ (Pn − E−), we have TE =
TQE = 0. Thus PQ,T,fnPQ,E,gn = 0 and we may define the projection Pn+1
to be PQ,T,fn + PQ,E,gn , completing the recursion. As in 5.2, it follows that
π(Pn) = p, for all n ∈ ω. From (3.4) it follows that ‖PQ,E,gn −E‖, ‖PQ,T,fn −
T ‖ ≤√(1− sn)tn−√sn(1 − tn). We can also ensure that, at each stage of the
recursion, ‖S−(P −R)‖ is small enough that ‖T −(Pn−E)‖ <
√
(1− sn)tn−√
sn(1 − tn) so ‖Pn+1 − Pn‖ ≤ 2
√
(1− sn)tn −
√
sn(1− tn). In fact, at each
stage of the recursion, we only modify Pn to obtain Pn+1 on the (Pn and Q
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invariant) subspace R(E′) +R(QE′), where E′ = EP0QP0(tn) − EP0QP0(sn).
These subspaces are perpendicular for distinct n and hence, for m > n,
‖Pm − Pn‖ ≤ max
k≥n
2
√
(1− sk)tk −
√
sk(1− tk).
The function
√
(1− s)t −√s(1− t) is continuous on [0, 1] × [0, 1] and 0 on
the diagonal, and hence approaches 0 as |s − t| → 0. This means that
(Pn) is a Cauchy sequence and has a limit P ∈ P(A). As π(Pn) = p,
for all n, we certainly have π(P ) = p. For n > m, the projection F onto
R(E⊥Pm+1QPm+1(rm))+R(QE⊥Pm+1QPm+1(rm)) commutes with both Pn and Q,
and we have ‖Q⊥PnF‖2 ≤ 1 − t2n and ‖QPnF⊥‖2 ≤ s2n. Thus F commutes
with P too and ‖Q⊥PF‖2 ≤ 1 − t2n and ‖QPF⊥‖2 ≤ s2n, which means that
σ(PQ) ∩ (sn, tn) = ∅. So σ(PQ) ∩ (0, 1) = σ(π(PQ)) ∩ (0, 1) and, as p 6= 1,
0 ∈ σ(PQ) ∩ σ(π(PQ)). If 1 /∈ σ(π(PQ)) then PQ⊥ must be well-supported
and we may simply replace P with [PQ⊥] to obtain σ(PQ) = σ(π(PQ)). 
With P as above, it automatically follows that we also have σ(PQ⊥)\{1} =
σ(π(PQ⊥)) \ {1}. If 1 /∈ σ(π(PQ⊥)) then, as in the last line of the proof,
PQ is well-supported and so we may replace P with [PQ] to actually obtain
σ(PQ⊥) = σ(π(PQ⊥)). Also, the following corollary means this is pretty much
the strongest lifting result for a pair of projections that we could possibly hope
for.
Corollary 5.4. Assume π is a homomorphism from a C∗-algebra A of real
rank zero onto B and p, q ∈ P(B). Then π restricted to a C∗-subalgebra of A
is an isomorphism onto C∗(p, q).
Proof. The above comment can also be applied to replace Q with [QP ] if
necessary, so that σ(PQ) = σ(pq), σ(PQ⊥) = σ(pq⊥) and σ(P⊥Q) = σ(p⊥q).
Restrict π to C∗(P,Q) (see (3.5)). 
Corollary 5.5. Assume π is a homomorphism from a C∗-algebra A of real
rank zero onto B and i ∈ B is idempotent. Then π restricted to a C∗-subalgebra
of A is an isomorphism onto C∗(i).
Proof. Follows from the previous corollary by noting C∗([i], [i∗]) = C∗(i) (see
Proposition 2.5). 
In what follows, we let UT denote the partial isometry coming from the
polar decomposition of T . This will lie in our C∗-algebra A so long as T is
well-supported (see [7, II.3.2.9]).
Theorem 5.6. Assume π is a homomorphism from a C∗-algebra A of real
rank zero onto B. For any partial isometry u ∈ B, we have a partial isometry
U ∈ A with π(U) = u and ‖U2‖ = ‖u2‖.
Proof. Take T ∈ A with π(T ) = u and let P ∈ P(A) be such that E⊥T∗T (2/3) ≤
P ≤ E⊥T∗T (1/3), so π(P ) = u∗u and π(TP ) = uu∗u = u. Then TP is well-
supported and hence we have a partial isometry UTP ∈ A with π(UTP ) =
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u(
√
u∗u)−1 = uu∗u = u. So P = U∗TPUTP and we may let Q = UTPU
∗
TP . Now
let R ∈ P(A) be such that π(R) = uu∗ = π(Q) and ‖PR‖ = ‖u∗u2u∗‖ = ‖u2‖.
By replacing R with R′ such that E⊥RQR(2/3) ≤ R′ ≤ E⊥RQR(1/3) if necessary,
we may assume that ‖Q⊥R‖ < 1. Thus RQ is well-supported, [RQ] = R and,
setting U = URQUTP , we have
UU∗ = URQUTPU
∗
TPU
∗
RQ = URQQU
∗
RQ = URQU
∗
RQ = [RQ] = R.
Also U∗U ≤ P so ‖U2‖ = ‖U∗U2U∗‖ ≤ ‖PR‖ = ‖u2‖ and π(U) = Upi(RQ)u =
uu∗u = u. 
Corollary 5.7. Assume π is a homomorphism from a C∗-algebra A of real
rank zero onto B. For any partial isometry u ∈ B \ {1} such that u∗u2 is
well-supported and positive, we have a partial isometry U ∈ A with π(U) = u
and σ(U) = σ(u).
Proof. Split u up into two partial isometries u0 and u+, where u
2
0 = 0 and
[u2+] = u+u
∗
+. By 5.6, we have a partial isometry U0 ∈ A such that U20 = 0 and
π(U0) = U0. Take P,Q ∈ P(A) with π(P ) = p = u∗+u+, π(Q) = q = u+u∗+ and
P (U0U
∗
0 + U
∗
0U0) = Q(U0U
∗
0 + U
∗
0U0) = 0. By the proof of 5.2, we may also
assume that σ(PQ) = σ(pq). Setting U = U0+UQP we then have π(U) = π(u)
and
σ(U) = σ(UU∗U) = σ(U∗U2) = σ(|QP |) =
√
σ(PQ) =
√
σ(pq) = σ(u). 
It would be interesting to know if this corollary can be generalized, in partic-
ular if it holds for the case when u∗u2 is only assumed to be self-adjoint and/or
not necessarily well-supported. In trying to extend this to the self-adjoint case
we were led to the following simple question. Given π, A and B as above and
p, q, r ∈ P(B) with pqr = 0 = pr, is it possible to find P,Q,R ∈ P(A) such
that π(P ) = p, π(Q) = q, π(R) = r and PQR = 0 = PR? For example, if
‖pq‖ < 1 and ‖pq⊥‖ < 1 then the answer is yes, for we can take S ∈ P(A)
with π(S) = p ∨ [qp] and then choose P,Qp ≤ S and R,Qr ≤ S⊥ such that
π(P ) = p, π(Qp) = [qp], π(R) = r and π(Qr) = q− [qp]. Setting Q = Qp +Qr
then completes the set of required liftings. If B were the Calkin algebra, for
example, then using the theory from [5] and the fact that P(B) is σ-closed and
has no (ω, ω)-gaps, we could, just under the assumption that ‖pq⊥‖ < 1, find
s ∈ P(A) commuting with q such that p ≤ s and r ≤ s⊥, and then perform
the same argument with S ∈ P(A) such that π(S) = s (and this would be
enough to extend the above result to the case when u∗u2 self-adjoint but still
well-supported). We do not know if the result holds in general, however.
6. Excising pure states and Kadison’s transitivity theorem
We now apply the theory developed so far to strengthen two fundamental
C∗-algebra results in the real rank zero case. The first of these says that pure
states on C∗-algebras of real rank zero can be excised exactly on projections.
The original theorem it extends is the following version of [2, Prop. 2.2], which
by now has become an essential tool in the operator algebraists toolbox (for
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example, see [10, Lemma 1.4.11] for Kishimoto’s slick proof of Glimm’s lemma
using it).
Theorem 6.1. For any ǫ > 0, pure state φ on a C∗-algebra A and S ∈ A1+,
there exists T ∈ A1+ such that φ(T ) = 1 and ‖TST − φ(S)T 2‖ < ǫ.
Note that this shows that pure states φ are completely determined by the
positive norm 1 elements on which they take the value 1, as given by the
formula φ(S) = infT∈A1
+
,φ(T )=1 ‖TST ‖, for S ∈ A+. For the Calkin alge-
bra (or any other real rank zero C∗-algebra for that matter—take a spectral
projection approximation of the T ∈ A1+ coming from 6.1, or note that the
approximate unit in a hereditary subalgebra used in the proof given in [2,
Prop. 2.2] can be taken to consist of projections) φ will even be determined
by just the projections on which it takes the value 1, by the same formula
φ(S) = infP∈P(A),φ(P )=1 ‖PSP‖, for S ∈ A+. In [6], we used this fact to
obtain some new partial solutions to the long-standing Kadison–Singer con-
jecture, and then began to wonder if this inf was actually a min, and more
generally if we could eliminate the ǫ from the theorem above. As pointed out
to us by Mikael Rørdam9, this certainly can not be done, even in the real
rank zero case, for arbitrary S ∈ A1+, as witnessed by the identity function in
A = C(X), where X is the Cantor subset of [0, 1] (and φ is any pure state).
Originally, we felt that another counterexample for some projection S could
also be found in something like the Calkin algebra (we couldn’t hope to find
such an easy projection counterexample in a commutative C∗-algebra as the ǫ
can be trivially eliminated in this case by letting T be S or S⊥). Consequently,
it came as a bit of a surprise to find the ǫ can be eliminated when S is a pro-
jection, not just in the Calkin algebra but more generally in any C∗-algebra A
of real rank zero, as we now show using the projection calculus.
First use 6.1, to get (Tn) ⊆ P(A) such that ‖TnSTn − φ(S)Tn‖ → 0 and
φ(Tn) = 1, for all n ∈ N. Taking a positive sequence (ǫn) with ǫn → 0
and recursively defining (Rn) ⊆ P(A) by R0 = T0 and E⊥RnTn+1Rn(1 − ǫn) ≤
Rn+1 ≤ E⊥RnTn+1Rn(1− 2ǫn),10 for all n ∈ N, we see that (Rn) is a decreasing
replacement for (Tn). Thus the following theorem completes the proof.
Note that in this section, for t ∈ [0, 1], we define PQ,R,t = PQ,R,tχ where χ
is the characteristic function of (0, 1] (or, strictly speaking, its restriction to
σ(PQ)).
9who made another interesting comment regarding a modification of 6.1 applied to pro-
jections. Specifically, if we eliminate the pure state and start with a noncentral projection Q
then, for any t ∈ [0, 1], we can find a nonzero projection P with PQP = tP , so long as our
C∗-algebra A has property (SP) (which is significantly weaker than real rank zero, requiring
only that all hereditary C∗-subalgebras of A contain a nonzero projection).
10Note that, given T,R ∈ A1+ and a state φ with φ(T ) = φ(R) = 1, we have φ(R
′) = 1,
for any R′ ∈ A1+ with R
′ ≥ f(RTR), for some f ∈ C([0, 1]) with f(1) = 1. This can be seen
by noting that the unit vector vφ determining φ in the GNS construction will necessarily be
a 1-eigenvector of both piφ(T ) and piφ(R).
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Theorem 6.2. If φ is a state on a C∗-algebra A, Q ∈ P(A) and (Rn) ⊆ P(A)
is decreasing with φ(Rn) = 1, for all n, and ‖RnQRn − φ(Q)Rn‖ → 0, then
there exists P ≤ R0 such that φ(P ) = 1 and PQP = φ(Q)P .
Proof. By replacing Rn with PQ,Rn,φ(Q), for each n ∈ N, we instead have
RnQRn = φ(Q)Rn, for all n ∈ N, φ(Rn) → 1 and ‖R⊥nRn+1‖ → 0. By
taking a subsequence if necessary, we may ensure that ‖R⊥nRn+1‖ < rn for any
positive sequence (rn) with rn → 0. For all n ∈ N, let Pn = Rn+PQ,Sn−1,φ(Q)
(with S−1 = 0) and Sn = [(Rn+1 ∨ [QRn+1])⊥(Pn − [PnRn+1])]. Thus, for all
n ∈ N, Sn−1(Rn ∨ [QRn]) = 0 and hence (Sn−1 ∨ [QSn−1])(Rn ∨ [QRn]) = 0.
This means that PQ,Sn−1,φ(Q)(Rn ∨ [QRn]) = 0 so Pn is indeed a projection
and PnQPn = φ(Q)Pn, for all n ∈ N.
By making rn is sufficiently small, we can make ‖[PnRn+1] − Rn+1‖ =
‖P⊥n Rn+1‖ ≤ ‖R⊥nRn+1‖ as small as we like, by 2.7. It follows we can make
‖[QPnRn+1]−[PnRn+1]‖ and hence ‖Rn+1∨[QRn+1]−[PnRn+1]∨[QPnRn+1]‖
as small as we like too, by 2.8. As we have ([PnRn+1] ∨ [QPnRn+1])(Pn −
[PnRn+1]) = 0, we can make ‖Sn− (Pn− [PnRn+1])‖ as small as we like, again
by 2.7. As PnQPn = φ(Q)Pn, we can therefore make Sn −PQ,Sn,φ(Q) as small
as we like. As
‖Pn−Pn+1‖ ≤ ‖[PnRn+1]−Rn+1‖+‖Sn−(Pn−[PnRn+1])‖+‖Sn−PQ,Sn,φ(Q)‖,
we can therefore make ‖Pn − Pn+1‖ as small as we like. Specifically, let us
choose (rn) so that ‖Pn − Pn+1‖ ≤ 2n, for all n ∈ N. This ensures that (Pn)
is Cauchy and has a limit P ∈ P(A). As PnQPn = φ(Q)Pn, for all n ∈ N,
PQP = φ(Q)P , while φ(Rn) ≤ φ(Pn)→ 1 gives φ(P ) = 1. 
We now strengthen Kadison’s transitivity theorem in the real rank zero case.
One way of phrasing the original theorem is the following.
Theorem 6.3. If π is an irreducible representation of a C∗-algebra A on a
Hilbert space H and K is a finite dimensional subspace of H then the map
T 7→ π(T )|K is onto B(K).
In fact, using the self-adjoint version of the Kadison transitivity theorem
(see [21, Thm. 2.7.5]), one can even strengthen this to the following.11
Theorem 6.4. If π is an irreducible representation of a C∗-algebra A on a
Hilbert space H and K is a finite dimensional subspace of H then there exists
a subalgebra B of A on which the map T 7→ π(T )|K is a homomorphism onto
B(K).
The following theorem shows that we can strengthen this further to an
isomorphism so long as A has real rank zero. An important point to note is
that the subalgebra B below may not be unital. Indeed, as pointed out to
us by Ilijas Farah, A could be the CAR algebra (i.e. the 2∞-UHF C∗-algebra)
which is simple and hence any irreducible representation must be on an infinite
11Mikael Rørdam has told us this idea goes back to Glimm.
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dimensional Hilbert space. Thus K could have dimension 3, meaning B ∼=M3,
even though the only unital finite (full) matrix subalgebras of A are isomorphic
to M2n , for some n.
Theorem 6.5. If π is an irreducible representation of a C∗-algebra A of real
rank zero on a Hilbert space H and K is a finite dimensional subspace of H
then there exists a subalgebra B of A on which the map T 7→ π(T )|K is an
isomorphism onto B(K).
Proof. Let e1, . . . , en be an orthonormal basis for K. By Kadison’s transitivity
theorem, we have I ∈ P(A) with K ⊆ R(π(I)). Likewise, we have S ∈ A1+
with π(S)e1 = e1 and π(S)e2 = . . . = π(S)en = 0. As A has real rank zero, we
therefore have Q1 ∈ P(A) such that E⊥ISI(2/3) ≤ Q1 ≤ E⊥ISI(1/3), so Q1 ≤ I,
π(Q1)e1 = e1 and π(Q1)e2 = . . . = π(Q1)en = 0.
Recursively define projections P1, . . . , Pn−1 and Q2, . . . , Qn in A as follows.
Once Qm has been defined, let S ∈ A1+ satisfy π(S)(em+ em+1) = em+ em+1,
π(S)(em−em+1) = 0 and π(S)em+2 = . . . = π(S)en = 0. Take R ∈ P(A) such
that E⊥T∗T (2/3) ≤ R ≤ E⊥T∗T (1/3), where T = S(I− (Q1+ . . .+Qm−1)). Take
R′, R′′ ∈ P(A) with E⊥RQmR(1/6) ≤ R′ ≤ E⊥RQmR(1/3) and E⊥R′Q⊥
m
R′
(1/6) ≤
R′′ ≤ E⊥
R′Q⊥
m
R′
(1/3). Finally, letting Pm = PQm,R′′, 12 , we get PmQmPm =
1
2Pm, as well as PmQ1 = . . . = PmQm−1 = 0, π(Pm)(em+em+1) = em+em+1,
π(Pm)(em − em+1) = 0 and π(Pm)em+2 = . . . = π(Pm)en = 0. Set Qm+1 =
[Q⊥mPm](= 2Q
⊥
mPmQ
⊥
m) and continue the recursion until Qn is defined.
Let Un = Qn and, for m = 1, . . . , n − 1, let Um = 2QmPmUm+1, so Um
is a partial isometry with U∗mUm = Qn and UmU
∗
m ≤ Qm. Our construction
ensures that π(Um)el = δl,nem and π(U
∗
m)el = δl,men, for l,m = 1, . . . , n.
Thus the map T 7→ π(T )|K is an isomorphism on the algebra B generated by
U1, . . . , Un. 
In particular, if we have Q ∈ P(A) and unit v ∈ H , we may let K =
span(v, π(Q)v) in the theorem above. Then there must be P ∈ P(B) such
that R(π(P )|K) = span(v), and hence φ(P ) = 1 and PQP = φ(Q)P , where φ
is the pure state determined by v, i.e. this provides an alternative proof that
the ǫ in 6.1 can be eliminated in this situation.
6.5 can also be generalized to finite collections of irreducible representations.
Corollary 6.6. If π1, . . . , πn are inequivalent irreducible representations of a
C∗-algebra A of real rank zero on Hilbert spaces H1, . . . , Hn with finite dimen-
sional subspaces K1, . . . ,Kn respectively, then there exists a subalgebra B of
A on which the map T 7→ π1(T )|K1 ⊕ . . .⊕ πn(T )|Kn is an isomorphism onto
B(K1)⊕ . . .⊕ B(Kn).
Proof. By Kadison’s transitivity theorem, we have I ∈ P(A) with Km ⊆
R(πm(I)), form = 1, . . . , n, as well as Jm ∈ P(A) satisfyingKm ⊆ R(πm(Jm))
and Kl ⊆ N (πm(Jm)), for m = 1, . . . n and l = m+ 1, . . . n. For m = 1, . . . n,
let Im ∈ P(A) satisfy E⊥T∗T (2/3) ≤ Im ≤ E⊥T∗T (1/3), where T = Jm(I − (I1 +
. . .+ Im−1)). So I1, . . . , In are pairwise orthogonal and Km ⊆ R(πm(Im)), for
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m = 1, . . . , n. Thus we may proceed as in the proof of 6.5 for each representa-
tion πm, starting with Im in place of I. 
Irreducible representations on commutative algebras can be seen as points
on the topological space defining the algebra, and hence 6.6 in the commu-
tative case follows from the elementary fact that, given finitely many points
in a zero dimensional Hausdorff space, there exist disjoint clopen subsets each
containing precisely one of these points. In fact, this completely characterizes
zero dimensional spaces (as long as X is locally compact), and so the following
question naturally arises.
Question 6.7. Does 6.6 completely characterize C∗-algebras of real rank zero?
7. The order on projections in C∗-algebras of real rank zero
In this last section we continue some of the work done in [5], investigating
order properties of the set of projections in C∗-algebras of real rank zero,
in particular looking at classical partial order concepts and examining their
relation to certain quantum analogs.
First, recall that a partially ordered set is atomless if every element has a
strictly smaller lower bound. For example, if A is the Calkin algebra C(H) =
B(H)/K(H)(= the collection of bounded operators on H modulo the compact
operators K(H)) of any (infinite dimensional) Hilbert space H then P(A)\{0}
is atomless, because every infinite dimensional subspace of H contains another
infinite dimensional subspace of infinite codimension. The following lemma
shows that if A is a C∗-algebra of real rank zero and P(A) \ {0} is atomless
then a stronger quantum analog actually holds.
Theorem 7.1. Assume A is a C∗-algebra of real rank zero and P(A) \ {0} is
atomless. Then, for all P,Q,R ∈ P(A) \ {0}, there exists P ′, R′ ∈ P(A) \ {0}
such that P ′ ≤ P , R′ ≤ R and P ′QR′ = 0.
Proof. Without loss of generality, we may assume that ‖P − Q‖ < 1. For if
PQ = 0, we are done, while if ‖PQ‖ = δ > 0 then, as A has real rank zero, we
may replace P with S ∈ P(A) such that E⊥PQP (2δ/3) ≤ S ≤ E⊥PQP (δ/3). Then
inf(σ(PQ)) ≥ δ/3 so QP is well-supported and we may also replace Q with
[QP ] ∈ A, because P (Q−[QP ]) = 0, and we now have ‖P−Q‖ < 1. Likewise, if
QR = 0 then we are done, and otherwise we may replace R with S ∈ P(A) such
that E⊥RQR(2δ/3) ≤ S ≤ E⊥RQR(δ/3). This ensures that, if we were to represent
A on a Hilbert space, Q would be a one-to-one linear map from R(R) onto
R([QR]) and so R′ < R implies [QR′] < [QR] ≤ Q. As P(A) is atomless, there
is such an R′ ∈ P(A) \ {0} and we may set P ′ = P − [PQR′] = P − [P [QR′]]
so 0 < P ′ < P and P ′QR′ = 0. 
Next, recall that a partially ordered set is (downwards) σ-closed if every
decreasing sequence has a lower bound. Again, if A is the Calkin algebra, then
P(A) \ {0} is σ-closed. Indeed any decreasing sequence (pn) ⊆ P(A) \ {0} can
be lifted to decreasing (Pn) ⊆ P(B(H)). We can then recursively construct an
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orthonormal sequence (vn) ⊆ H such that vn ∈ R(Pn), for each n. Letting P
be the projection onto span(vn), we see that π(P ) is a nonzero lower bound
of (pn). We also see that, again, if A is a C
∗-algebra of real rank zero and
P(A) \ {0} is σ-closed, then another stronger quantum analog actually holds.
Lemma 7.2. If A is a C∗-algebra and P−, P+, Q,R ∈ P(A) satisfy P+P− = 0,
R ≤ P+ + P− and ‖QP−‖ < ‖QP+‖ then
(7.1) ‖P⊥+R‖2 = ‖P−R‖2 ≤
‖QP+‖2 + ‖Q⊥R‖2 + ‖P+Q⊥P−‖ − 1
‖QP+‖2 − ‖QP−‖2 .
Proof. Assume A is faithfully represented on a Hilbert space H . For each unit
vector v ∈ R(R), letting v+ = P+v and v− = P−v we have
‖Q⊥R‖2 ≥ ‖Q⊥v‖2
= ‖Q⊥v+‖2 + ‖Q⊥v−‖2 − 2ℜ〈Q⊥v+, v−〉
≥ (1− ‖QP+‖2)(1 − ‖v−‖2) + (1− ‖QP−‖2)‖v−‖2 − ‖P+Q⊥P−‖.
Thus (‖QP+‖2−‖QP−‖2)‖v−‖2 ≤ ‖QP+‖2+ ‖Q⊥R‖2+ ‖P+Q⊥P−‖− 1, from
which (7.1) immediately follows. 
Theorem 7.3. Assume A is a C∗-algebra of real rank zero, P(A) \ {0} is
σ-closed and Q ∈ P(A). Then any decreasing (Pn) ⊆ P(A) \ {0} has a lower
bound P ∈ P(A) \ {0} with PQP = λP , where λ = inf ‖PnQ‖2.
Proof. First note that if λ = 0 the theorem is immediate, for then any lower
bound P of (Pn) will satisfy PQP = λP . So we may assume λ > 0. Also, for
any (ǫn) ⊆ R+ decreasing to 0, we may replace (Pn) with a subsequence so
that ‖PnQ‖2 ≤ λ + ǫn. Furthermore, for any (sn) ⊆ R+ increasing to λ and
(δn) ⊆ R+ decreasing to 0 (with δn ∈ (0, sn), for each n), we have (Rn) ⊆ P(A)
such that E⊥PnQPn(sn + δn) ≤ Rn ≤ E⊥PnQPn(sn − δn), for all n. From (2.7)
and (7.1), it follows that
‖R⊥nRn+1‖ ≤
λ+ ǫn − (sn+1 − δn+1) + 2δn
λ− (sn + δn) .
From this inequality it should be clear that, by choosing (ǫn), (sn) and δn
appropriately, we can make ‖R⊥nRn+1‖ as small as we like, say, less than 1/2n.
In particular, this will ensure that, when we define (Tn) ⊆ A recursively by
Tn+1 = TnRn+1 (and T1 = R1), that Tn is well-supported, for all n. Thus
([Tn]) ⊆ P(A) \ {0} is decreasing and thus has a lower bound R ∈ P(A). For
all n, set Sn = [T
−1
n R] and note that Sn = [RnSn+1] and hence ‖Sn+1−Sn‖ =
‖R⊥nSn+1‖ ≤ ‖R⊥nRn+1‖ (see (2.3)). Thus (Sn) is a Cauchy sequence and has
a limit P ∈ P(A) \ {0}. For all n < m we see that ‖P⊥n P‖ ≤ ‖R⊥mP‖ → 0,
so P is indeed a lower bound of (Pn). But, as ‖RnQRn − λRn‖ → 0, we also
have PQP = λP . 
In particular, for any C∗-algebra A of real rank zero, P(A) \ {0} will be
σ-closed if and only if A has the (downwards) ω-property, as given in [5,
Mu¨nster Journal of Mathematics Vol. 6 (2013), 557–581
578 Tristan Bice
Def. 3.9],12 i.e. given Q ∈ P(A), any decreasing (Pn) ⊆ P(A) with inf ‖PnQ‖ >
0 has a lower bound P ∈ P(A) with ‖PQ‖ > 0 (the forwards implication fol-
lows from 7.3, while the reverse implication is immediate, even without the
real rank zero assumption). This ω-property was used in [5] to prove that
the Calkin algebra contains no nontrivial countable gaps, even nonlinear or
noncommutative ones. In the particular case of the Calkin algebra, it can be
easily verified directly (i.e. without recourse to 7.3) that A has the ω-property,
in essentially the same way as P(A) \ {0} is shown to be σ-closed (see [5,
Thm. 3.10]). However, we began to wonder if these results could be general-
ized, and 7.3 shows that indeed they apply more generally to real rank zero
C∗-algebras A with P(A) \ {0} σ-closed.13
If A is a unital C∗-algebra then P(A)\{0} will be downwards σ-closed if and
only if P(A)\{1} is upwards σ-closed, because the map P 7→ P⊥ is order invert-
ing and takes 0 to 1. On the other hand, what would naturally be considered
as the upwards ω-property, i.e. given Q ∈ P(A), any increasing (Pn) ⊆ P(A)
with sup ‖PnQ‖ < 1 has an upper bound P ∈ P(A) with ‖PQ‖ < 1, appears
to be a fundamentally different property. For one thing, all von Neumann
algebras A are immediately seen to have the upwards ω-property, while they
can only satisfy the downwards ω-property vacuously.14 It also seems natural
to conjecture that the upwards ω-property is preserved under homomorphisms
of C∗-algebras of real rank zero, even though this is certainly not the case with
the downwards ω-property (see the discussion in [5] after Definition 3.9). One
way of conceivably proving this would be to first strengthen 5.2, i.e. to show
that when π is a C∗-algebra homomorphism from A to B and S,R,Q ∈ P(A)
with ‖QR‖ < 1, ‖QS‖ ≤ ‖π(QR)‖ and π(S) ≤ π(R), there exists P ∈ P(A)
with π(P ) = π(R), ‖PQ‖ = ‖π(PQ)‖ and S ≤ P . However, we do not know
if this holds or, indeed, if the Calkin algebra even has the upwards ω-property.
The best we can do is show that this holds for the upwards λ-ω-property,
for all λ ∈ [0, 1], i.e. given Q ∈ P(A), any increasing (Pn) ⊆ P(A) with
PnQPn = λPn, for all n, has an upper bound P ∈ P(A) with PQP = λP .15
For assume A is a C∗-algebra of real rank zero, π is a homomorphism from
A onto B, λ ∈ [0, 1] and q, (pn) ⊆ P(B) are such that pnqpn = λpn, for
all n. Then we can lift q to Q ∈ P(A) and (pn) to (Pn) ⊆ P(A) such that
12Actually, this definition says that, given Q ∈ P(A) and decreasing (Pn) ⊆ P(A), if
every lower bound of (Pn) is a lower bound of Q then we necessarily have ‖Q⊥Pn‖ → 0. So
this version is equivalent to the version given here with Q⊥ in place of Q. The theorem and
proof of 7.3 hold for Q⊥ in place of Q too and, in any case, the two versions are equivalent
when A is a unital C∗-algebra.
13To be honest, though, the term ‘more generally’ is perhaps not justified, as we do not
know of any such C∗-algebras that can not be obtained in some elementary way from the
Calkin algebra itself.
14For if a von Neumann algebra A contains a strictly decreasing sequence (Pn) of projec-
tions then this sequence has a greatest lower bound P and hence (Pn−P ) will be a decreasing
sequence with no nonzero lower bound, i.e. P(A) \ {0} will not even be sigma-closed.
15Incidentally, many C∗-algebras that one encounters satisfy this property, although one
that does not can be found in [1, Ex. I.2].
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PnQPn = λPn, for all n. For say Q and P1, . . . , Pn have been defined and we
want to define Pn+1. As PnQPn = λPn, PnQ and P
⊥
n Q are well-supported
and hence R = Pn ∨ [QPn] ∈ A, and (pn+1 − pn)π(R) = 0 (by the comment
after (2.8)) so we can find P ∈ P(A) with π(P ) = pn+1 − pn and PR = 0.
By the proof of 5.3 (and the comment after), we can then adjust P so that in
addition we have PQP = λP . Then simply let Pn+1 = Pn + P and continue
the recursion. From this it follows that if A has the upwards λ-ω-property
then so does B.
Lastly we show that a result proved in [5, Thm. 6.2] for von Neumann
algebras actually holds for all C∗-algebras of real rank zero. The real meaning
is perhaps a little lost in its full generality, so for motivational purposes, say we
have two closed subspaces V andW of a Hilbert spaceH . Unless V +W is itself
closed, we could not expect to find a maximal closed subspace of V +W , as any
proper closed subspace of V +W will have a 1-dimensional extension in V +W ,
which is also necessarily closed. However, it is still possible16 for V +W to have
a maximal closed subspace with respect to essential inclusion, as given in [24,
Def. 3.2]. Specifically we say a closed subspace X is essentially included in a
closed subspace Y if π(PX) ≤ π(PY ), where π is the canonical homomorphism
to the Calkin algebra. The surprising thing the following result tells us is that
a closed subspace of V +W that is maximal with respect to essential inclusion
must in fact be a maximum with respect to essential inclusion.
Theorem 7.4. Assume π is a homomorphism from a C∗-algebra A ⊆ B(H)
to B(H ′) and take (Pn) ⊆ P(A) and P ∈ P(A) with R(P ) ⊆
∑R(Pn). We
have (i)⇔(ii)⇒(iii) where
(i) π(P ) =
∨
π(Pn)(= the projection onto
∑R(π(Pn))).
(ii) π(P ) ≥ π(Q) whenever Q ∈ P(A) and R(Q) ⊆∑R(Pn).
(iii) π(P ) = π(Q) whenever Q ∈ P(A) and R(P ) ⊆ R(Q) ⊆∑R(Pn).
If A has real rank zero then we also have (iii)⇒(ii), i.e. these statements are
all equivalent.
Proof. First note that R(P ) ⊆∑R(Pn) implies that we actually haveR(P ) ⊆
R(P1) + . . . + R(Pm) for some m. This is equivalent to saying there exists
λ > 0 such that P ≤ λ(P1 + . . . + Pm), by [15, Thms. 2.1 and 2.2]. This,
in turn, implies that π(P ) ≤ λ(π(P1) + . . . + π(Pm)) and hence R(π(P )) ⊆
R(π(P1)) + . . . + R(π(Pm)) ⊆
∑R(π(Pn)). If (ii) holds then, in particular,
π(P ) ≥ π(Pn), for all n, and hence
∑R(π(Pn)) ⊆ R(π(P )), giving π(P ) =∨
π(Pn), i.e. (ii)⇒(i). But the argument above applied to Q instead of P shows
that R(Q) ⊆∑R(Pn) implies R(π(Q)) ⊆∑R(π(Pn)), giving (i)⇒(ii).
The (ii)⇒(iii) part is immediate, so assume A has real rank zero and that
(ii) fails, i.e. π(P )  π(Q) for some Q ∈ P(A) with R(Q) ⊆∑R(Pn). Picking
δ ∈ (0, ‖π(P⊥Q)‖2/2), we have R ∈ P(A) such that E⊥
QP⊥Q
(2δ) ≤ R ≤
E⊥
QP⊥Q
(δ) ≤ Q. Thus ‖PR‖ ≤ √1− δ and hence P ∨R ∈ P(A) and R(P ) ⊆
16In fact, this will happen precisely when 1 is not a limit point of σe(PV PW ) (even
though V +W not being closed means that 1 is a limit point of σ(PV PW ))
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R(P ∨ R) ⊆ R(P ) + R(Q) ⊆ ∑R(Pn), even though ‖π(P⊥(P ∨ R))‖ ≥
‖π(P⊥R)‖ = ‖π(P⊥Q)‖ > 0 and hence π(P ) 6= π(P ∨R). 
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