Abstract. The author presents a proof of the theorem oil a necessary and suficient condition for the semiscalar equivalency of the polynomial matrices with the relatively prime elementary divisors in terms of the A, C transformations of certain way builded numerical matrices.
A new approach to studying some properties of the polynomial matrices, which consists in transition to a certain way builded numerical matrices, has already produced several new results [1] , [2] , although its fundamentals were not published yet.
Let us remind first [3] , that the semiscalar equivalent transformation of a polynomial matrix A{x) is called its multiplication by the nonsingular numerical matrix L on the left, and by the invertible polynomial matrix R(x) on the right. The problem of the semiscalar equivalence is connected not only with analysis of the structure of the polynomial matrix, but with the question of the classification of sets of numerical matrices relatively to similarity transformations.
Let A(x) and B(x) be two equivalent regular polynomial matrices over C [x] with the simple elementary divisors such that and that the matrix PB(X)-L~1, likewise the matrix P A (x), is a left transform of the matrix A(x) to its diagonal Smith's form S(x). That is why they are connected by the equality (2):
Sufficiency. If P A (x) -G(X)PB{X)L~1
, where G(x) € G s (x), then the matrix G(X) = PA{X)LPQ 1 (X) satisfies (4), i.e.
P A (x)LPg 1 (x)S(x) = S(x)H(x).
After multiplying this equality by Qg 1 (x) on the right side we obtain:
S(x)Q^(x)Q A (x)H(x)Qs\x).
Defining Q A {x)H{x)Q B l {x) = R~l{x), we get the desired equality:
A(x) = LB(x)R(x).
In order to perform the transition from the polynomial matrices to corresponding numerical ones let us remind some well known concepts [3] . Let us consider a nonsingular polynomial r x n matrix G(x) with the elements from C[x], represented as a matrix polynomial:
The numerical matrix, constructed as follows:
where Hi =
G(AI)
G'( ai )
G^-^iai)
and Gi{x) is the j-th derivative of the matrix G(:r), is called a value of the matrix G(x) at the system of the zeros of the polynomial A(x). Matrix M G ( x )(A) has a dimension rk x n and it depends on the order in which the roots of the A(x) are written, k is degree of A(x) from (1). So we will consider hence forth, that this order is fixed.
LEMMA 3. A necessary and sufficient condition for the equality
It is known [3] , that for the value of the matrix G^x) at the system of the zeros of A(x) the equality
holds, that is why it follows from the equality (6), that the polynomial
Gi(x) -G2(x) is a multiple of the polynomial A(x).
The proof of the sufficiency is based on the definition of the value of the polynomial matrix G(x) at the system of the zeros of the A(x) and is obvious.
• Let d(x) be an arbitrary polynomial over C[x\. We denote by d[A] a numerical k x k matrix of the form:
where We will show first that from the equality (8) follows the A, C-equivalence of the matrices of values of the last rows of arbitrary left transformed matrices P A (x) and Pg(x) accordingly to the matrices A(x) and B(x) to S(x).
Since PA(%) and PA(X) are the left transformed matrices of the matrix A(x) to its Smith's form, then, according to (2) we get PA(X) = G(x) PA(X), where matrix G{X) has the structure (3). Then the last row PA{ x ) of the matrix Pa(x) can be expressed as follows:
The matrix of values of this row at the system of the zeros of the polynomial A(x) is the following:
By analogy,
Using equality
, we obtain:
According to Lemma 8 the set of invertible A-matrices for the polynomial A(x) with fixed order of its zeros forms the multiplicative group. That is why there exists a polynomial d\(x), for which the equality We can supplement this row to the invertible matrix PA(X) for which the equality:
is true, where the matrix F(x) 6 Gs(x) according to lemma 2, this condition is sufficient for the semiscalar equivalency of the polynomial matrices A(x) and B(x). The theorem is proved.
•
