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Abstract
Aggregation is a phenomenon central to many natural and synthetic processes. In this
thesis, I explore in detail the phenomenon of antibody-induced colloidal aggregation.
I use a new and novel system composed of highly charged uniform polystyrene mi-
crospheres to which antigens are covelently coupled. Bivalent antibodies in solution
bind to the antigens on the spheres' surfaces and crosslink the spheres causing them
to aggregate. As such, the bonds which form between the spheres are discrete and
rigid. Using a single particle light scattering instrument developed in the Cohen labo-
ratory, I have measured the temporal evolution of the cluster size distribution for the
system of spheres and antibodies. The results show that the cluster size distribution
exhibits dynamic scaling.
Although antigen coated colloidal spheres have been used extensively in the past,
the system I use is unique in that the bonds which form between the antibodies and
the spheres are fragile making the aggregation process thermodynamically reversible.
This effect causes the system to reach equilibrium in a finite amount of time. The
classical theory which predicts the equilibrium cluster size distribution for a variety
of aggregating systems is known as Flory-Stockmayer theory. Since each monomer
possesses several antibodies and several antigens, the colloidal system is expected to
obey the statistics for the Flory AfRBg model where f,g > 1. In Flory's model, the
system is expected to gel. However, I see no evidence of gelation. I am able to resolve
this discrepancy using the ideas of Ball and collegues.
I have also developed the theory by which this system may be used to measure
-the binding affinity between antibodies and antigens. I have used the light scatter-
ing instrument to measure the binding affinity between a monoclonal antibody and a
number of different antigens covering a large range of binding affinities. I have demon-
strated that the instrument is capable of detecting small quantities of high affinity
antibody. I have also derived a method by which the binding affinity distribution for
a polyclonal antibody population may be determined.
I have also re-built the light scattering instrument's signal processing circuitry
so as to facilitate data collection. I present several schematic diagrams of the new
circuits in the appendix along with some sample computer programs.
Thesis Supervisor: Richard J. Cohen
Title: Professor
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Chapter 1
Introduction
Do you know what a long chain molecule is? Do you know what
happens if one makes one of infinite length, with optimum inter-chain
attractions? Do you know what it means? It means that, to break the
fibre, you'd have to split the molecule. It means, for all practical
purposes, that it would last forever.
Daphne Birnley (Joan Greenwood) The Man in the White Suit (1951)
Aggregation processes play an important role in everyday life, yet it is only recently
that they have been studied in detail. The invention of polymer chemistry elevated
this problem from esoteric obscurity to main-stream science. Soon after its invention,
polymer chemistry even became a topic of satire. In the 1951 comedy The Man
in the White Suit, Joan Greenwood plays the daughter of a rich industrial textile
manufacturer who convinces her father to support the work of a young chemist,
played by Alec Guinness, who has invented a chemically inert, infinite linear chain
polymer. In the movie, this polymer is used to weave indestructable, stain-proof
clothing. In the real world, such a fiber would probably feel like fiber glass coated by
teflon.
The movie illustrates one way in which the study of aggregation touches our lives;
there are many other examples in both the pure and applied sciences. Aggregation
processes are useful in understanding such diverse phenomena as blood coagulation,
cheese formation, paint application, top soil irrigation, water purification, antibody-
antigen agglutination, and even galaxy formation. Although the study of aggregation
15
is motivated primarily by materials science, the statistical physics underlying these
diverse pheonomena are often connected.
In this thesis, I study a particular type of aggregation process which both serves
as model of an ideal finite-bond aggregation process and also serves as a probe of
an important biochemical process, namely antigen recognitognition by antibodies.
Although I will devote most of this thesis to the physics of this process, I will also
examine the biological implications of my experiments.
1.1 Summary of the thesis
Because the range of topics covered is broad, this thesis is written for a rather broad
audience. Therefore, I am providing a brief summary of the entire thesis so that you
may decide which sections are of interest. The impatient reader may consider the
following sections as "crib notes" for the thesis.
In this thesis, I present data from a new system based on antibody-induced col-
loidal aggregation. This colloidal system is unusual because the bonds which form
between the colloidal particles are both rigid and fragile. Initially, clusters grow
larger as they clump together (the kinetic regime) then later on, the rate at which
bonds break becomes comparable to the rate at which bonds form, and a steady-state
is reached (the equilibrium regime). I am able to quantify the aggregation process
by measuring the cluster size distribution as a function of time using light scattering
equipment which I modified to facilitate data collection. I include electronic schemat-
ics of the circuits I developed and some computer programs I wrote which perform
the data collection and analysis. These experimental details are included in the ap-
pendices as examples for those investigators who are not familiar with analog and
digital circuit design and low-level computer programming.
I analyze the data collected during the kinetic regime using the theoretical frame-
work developed by van Dongen and Ernst[102,12] , while the data from the equilib-
rium regime is analyzed using the theoretical framework developed by Benedek and
Cohen[20], and Ziff[127]. The data show that the form of the cluster size distribution
16
(luring the kinetic regime is indistinguishable from that in the equilibrium regime.
This is in accord with ideas postulated by Witten[124]. Although the classical Flory
RAf model[39] which corresponds to my system exhibits a -5/2 power law decay[20],
my system exhibits a -3/2 power law decay. This discrepancy can be explained using
the ideas of Ball and collegues[2].
1.1.1 Chapter 2: Theoretical Background
This section provides the basic theoretical background needed to understand the
discussion of my findings in Chapter 5. It also provides theoretical motivation for the
data analysis carried out in Chapter 4. Vicsek[106] has written a very lucid textbook
which covers the main points in this chapter. Flory's classic text[39] is also extremely
useful in understanding the historical background, and the book by de Gennes[23]
is also recommended reading. There are also quite a number of good review books
which have been published, notably the book edited by Stanley and Ostrowsky[96]
and the book editted by Pietronero and Tosatti[83]. A resource article by Hurd[49]
is also worthy of note.
I start by introducing the Smoluchowski coagulation equation[113,114]. This is a
mean-field equation which describes an irreversible aggregation process in terms of the
concentrations of individual types of clusters. This cluster size distribution description
is then used throughout the rest of the thesis. In this formalism, aggregation processes
are described by an aggregation kernel which is a set of kinetic rate constants, Kij,
which describe the rate at which a cluster of size i merges with a cluster of size j. The
Smoluchowski equation has been solved for only a few particular kernels, but these
few are particularly instructive, as they provide a great deal of physical insight into
some ideal aggregation processes. In particular, there is a class of kernels which can
almost be solved, and this class is related to reaction-limited aggregation processes.
I discuss this class of aggregation in more detail in Chapter 5.
Although there are few exact solutions to the Smoluchowski equation, it is pos-
sible to determine asymptotic solutions to the equation. These solutions are found
using an approach developed in detail by van Dongen and Ernst[102,100,101]. They
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characterize the aggregation kernel in terms of a couple of exponents: A and #. In
particular, the temporal evolution of the cluster size distribution is completely charac-
terized by A, while the shape of the cluster size distribution is charactrized by both A
and it. The asymptotic solutions to the Smoluchowski equation exhibit dynamic scal-
ing: the solution is self-similar under an appropriate transformation of coordinates.
In Chapter 4, I utilize the concept of dynamic scaling as a means of characterizing
the aggregation process via critical exponents.
Some systems which aggregate may also fragment. Fragmentation processes can
be described by fragmentation kernels in much the same manner as aggregation pro-
cesses are described by aggregation kernels. Both kinds of kernels are related to one
another by the equilibrium cluster size distribution. While the equilibrium cluster size
distribution is not uniquely determined by the aggregation kernel, there are some im-
portant cases where the two are related. I treat equilibrium first using the classic ideas
of Flory and Stockmayer[39], then using more recent ideas including those of Benedek
and Cohen[20] (equilibrium distribution derived from thermodynamics and statisti-
cal mechanics), Ziff[127], vanDongen and Ernst[103] (relationship between kinetics
and equilibrium) and Witten[124] (reaction-limited kinetic aggregation processes are
isomorphic with equilibrium aggregation processes).
1.1.2 Chapter 3: Experimental Background
This chapter describes the colloidal sphere system I use to study antibody-antigen-
induced aggregation. I use small microspheres covered with antigens. When antibod-
ies are added to the solution, the antibodies can cross-link two spheres by binding
one active site to an antigen on one sphere and the other active site to an antigen on
a second sphere. This aggregation process results in a finite number of discrete bonds
which are rigid, but not unbreakable.
I start by describing the uniform colloidal spheres system, as well as the theory of
colloid dynamics developed by Derjaguin, Landau, Verwey and Overbeek[105] (DLVO
theory). I also discuss how to create an antigen-coated sphere system[5,4,3,91,98] and
describe the particular system that was created for my use by Dr. Sykulev working
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in Dr. Herman Eisen's laboratory at M.I.T.
Next, I discuss the single-particle light scattering instrument that was developed in
Dr. Cohen's laboratory[10,12]. This instrument is one of a class of instruments known
as flow cytometers[74,26]. I describe the basic physics needed to understand both the
operating principles of the instrument, as well as the limits on its valid operating
range. I have performed a number of modifications to the instrument's circuitry and
data collection and processing systems. These modifications are described in general
in this chapter, and in detail in the appendices.
I also describe the operating conditions under which I prepared the samples, and
demonstrate the effectiveness of the instrument at resolving the cluster size distribu-
tion. I also discuss various subtleties in operating the instrument effectively.
1.1.3 Chapter 4: Experimental Results
In this chapter I present my experimental results and discuss the results in terms
of the theoretical framework established in Chapter 2. The aggregation process is
reaction-limited and is due primarily to specific interactions between the antibodies
and antigens covalently coupled to the spheres. These specific interactions are re-
versible: addition of free antigen to the solution results in cluster breakup. However,
there are also some non-specific interactions which are irreversible.
I present my data in graphical format in this chapter, but I also have included the
raw numerical data in the appendix. I did this because I have found it particularly
useful, when reviewing other theses, to have the numerical data handy. For example,
von Schulthess[110] provided his data in numerical form, and this made it much easier
for me to re-analyze his data using more modern techniques. By including the raw
data, my results can also be re-analyzed by other researchers.
I find that equilibrium cluster size distribution has the same form as the kinetic
cluster size distribution. This is to be expected for reaction-limited systems. The
number of antibodies bound to each sphere is large (several hundred), as is the number
of unbound antigens per sphere (several thousand). The classic Flory-Stockmayer
theory predicts that this system should gel, yet I see no evidence that it gels. On the
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contrary, the system seems to behave like a Flory-Stockmayer system with only one
antibody per sphere (Flory ARBf_l model). I discuss this apparent discrepancy in
detail in Chapter 5.
1.1.4 Chapter 5: Discussion
In this chapter, I discuss the implications of my results. Ball, Leyvraz, Weitz, and
Witten[2] have shown that reaction-limited aggregation processes are stabilized by
the self-adjustment of the fractal dimension of the clusters. If the kernel is slightly
perturbed from the stable value A = 1, y = 0, the cluster size distribution is altered.
This alteration changes the ratio of small clusters which can interpenetrate large
clusters, which changes the fractal dimension of the clusters. But this change in the
fractal dimension results in an opposing change to the kernel, which pushes it back
to its stable value.
The preceeding kinetic analysis which explains why reaction-limited aggregation
processes are stable at A = 1, ,u = 0 also help to explain why the equilibrium cluster
size distribution does not exhibit gelation. Because the bonds which form between
individual spheres are rigid, large clusters can not interpenetrate each other, and
therefore only the reactive sites on the surface are available for binding. However,
small cluster may freely interpenetrate large clusters. As a result, the equilibrium
distribution appears to reflect a Flory ARBf_l model rather than a Flory RAf model,
even though the classical theory predicts Flory RAf behavior.
I also discuss the relationship betwen my experimental results and other experi-
ments, notably those by Broide[12,13,14] (who uses the same experimental equipment
and the same theoretical methods as I do) and von Schulthess[110,112,111] (who uses
a very similar aggregation system). Their data show some striking similarities and
differences to mine. Data from other experiments are also analyzed.
20
1.1.5 Chapter 6: Applications
I am unusually fortunate to be working on a project which not only accomplishes basic
science, but also has immediate applications. The experimental methods developed
in this thesis can be used to measure antibody-antigen binding affinities[30] using
very small quantities of material. I demonstrate that the laboratory's instrument
is capable of detecting very small quantities of high-affinity antibodies, and is also
capable of measuring antibody-antigen binding affinities over a wide affinity range[98].
I also show that, in theory, the instrument is capable of reconstructing the entire
affinity distribution for any realistic affinity distribution likely to be encountered. I
present an analytical method by which measurements of the number of bonds which
form between clusters may be transformed to yield the exact affinity distribution. This
technique, which I developed, may be useful in quantifying important biochemical
processes.
1.1.6 Chapter 7: Conclusion
I summarize my results, and discuss future posibilities. In particular, it would be
desireable to extend the quantitation of the cluster size distribution to include other
parameters, such as the cluster's fractal dimension. This can be accomplished through
a number of methods, including multi-angle light scattering and light microscopy.
The models presented in this thesis would indicate that equilibrium aggregates and
irreversible reaction-limited aggregates should be identical in form: measurements of
the fractal dimension could test this hypothesis.
The main biophysics topic to explore is the measurement of binding affinity. Tests
using known mixtures of monoclonal antibodies with different binding affinities could
be measured as a means of testing the inverse transform developed in Chapter 6. The
technique could then be extended to the measurements of actual polyclonal antibody
populations to determine how the affinity distribution changes during the process of
affinity maturation.
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Chapter 2
Theoretical Background
Fractal geometry will make you see everything differently. There is
danger in reading further. You risk the loss of your childhood vision of
clouds, forests, galaxies, leaves, feathers, flowers, rocks, mountains,
torrents of water, carpets, bricks, and much else besides. Never again
will your interpretation of these things be quite the same.
Michael Barnsley, Fractals Everywhere (1988)
To what extent do models help? It is interesting that very often
models do help, and most physics teachers try to teach how to use
models and to get a good physical feel for how things are going to work
out. But it always turns out that the greatest discoveries abstract away
from the model and the model never does any good.
Richard P. Feynman, The Character of Physical Law (1965)
In this chapter, I present the theoretical tools needed to analyze aggregation pro-
cesses. This chapter summarizes the work done by Flory and Stockmayer[39], Ziff[127,
126,129], Benedek and Cohen[20], van Dongen and Ernst[102,12], Witten[124], and
others.
2.1 Irreversible Aggregation
Throughout an ideal aggregation process, the clusters are composed of identical sub-
units called monomers. In addition, the number of clusters is large and the concen-
tl;ration of clusters is small. Because the concentration is low, I will assume that each
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cluster interacts with at most one other cluster at a time. Because the number of
clusters is large, I will treat the concentration as a continuous variable. At the start
of the aggregation process, there may be many large clusters present, or there may be
only monomers. As the aggregation process proceeds, smaller clusters clump together
to form larger clusters. A cluster composed of n monomeric sub-units is refered to
as an n-mer, and the concentration of each kind of n-mer is denoted by Cn. The
set of Cn for all n-mers is known as the cluster size distribution. The cluster size
distribution can be described by its moments. The nth moment of the distribution is
defined by the equation
Mn = E inC, (2.1)
i=1
One way of interpreting these moments is to take ratios of two consecutive moments.
Such a ratio is a measure of an "average" cluster size. For example, the ratio
nn= M(2.2)
is known as the the number average, while the ratio
M2
- (2.3)
is known as the weight average and
M3
= M2 (2.4)
is known as the z-average. We can interpret these cluster sizes as follows. The number
average cluster size is the average size of a cluster when each cluster is sampled with
equal probability. Physically, the osmotic pressure depends upon the number average
cluster size. The weight average cluster size is the average size of a cluster when
each monomeric particle is sampled with equal probability. Physically, the intensity
of light scattered from a suspension of clusters depends upon the weight average.
Although the z-average cluster size is not as easy to interpret, it can be obtained by
dynamic light scattering[95]. Since larger clusters are consituted of more monomeric
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particles than smaller clusters, they are more heavily weighted than smaller clusters,
and hence n,i, is always greater than or equal to hi, and Fz is always greater than or
equal to nh,.
Another parameter, b, is useful in describing cluster growth. b is defined by the
equation
b = 1 - (2.5)
nn
When the clusters are acyclic (branched structures containing no loops), then b can
be interpreted as the average number of bonds per monomeric unit.
When the bond which forms between two particles is fragile, the aggregation
process is said to be reversible. Reversible processes can be analyzed using thermo-
dynamic techniques to determine the final equilibrium cluster size distribution. The
equilibrium distribution depends upon the strength of the bonds, the concentration
of monomeric particles, and the nature of the bonds. Reversible processes will be dis-
cussed in Section 2.5. By contrast, in an irreversible aggregation process, the bonds
between particles are unbreakable, hence the system as a whole never comes to equi-
librium; the particles continue to aggregate until there is only a large solitary cluster.
As conventional thermodynamic techniques will not work in an irreversible regime,
new methods of analysis must be applied. One such method is the Smoluchowski
aggregation equation.
The reaction between two arbitrary clusters, an i-mer and a j-mer, can be de-
scribed by a kinetic rate constant Kij as illustrated in Figure 2-1. The set of Kij is
known as the aggregation kernel. Simple bookkeeping leads to the following equation.
dC, 1 
dt 2 - KiiCCj - C K iCi (2.6)i+f=n i=1
This is the coagulation equation, first proposed by von Smoluchowski[113,114]. The
two terms on the right hand side of the equation have simple physical interpretations.
The positive (gain) term indicates that an i-mer and j-mer can come together to
form an n-mer when i + j = n, and that all such combinations of i and j increase the
abundance of n-mers. The negative (loss) term indicates that an n-mer can aggregate
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Figure 2-1: Kinetic reaction constants
with any other particle, thus reducing the quantity of n-mers.
Although this equation is constructed by keeping track of individual n-mers, it pos-
sesses many interesting features which I will discuss throughout most of this chapter.
For example, changing the cluster size distribution by a multiplicative factor serves
only to decrease the time scale of the reaction by the same factor. Thus the behav-
ior of the aggregation process does not depend upon the quantity of material or the
relative strength of the aggregation kernel. This is in striking contrast to equilibrium
processes where the concentration of particles plays a great role in the fate of the
cluster size distribution.
The Smoluchowski coagulation equation is a mean-field theory which averages
over cluster-cluster correlations. While it is intuitively reasonable that variations in
cluster concentration should not affect the aggregation process1 , this assumption is
validated by both theoretical analysis [33] as well as computer simulations of aggre-
gation processes[128]. The results indicate that above a critical spatial dimension of
2, the coagulation equation is valid.
'If correlations did affect the result, then kinetic rate equations should also fail for simple chemical
systems thus altering the known laws of chemistry.
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2.2 The Aggregation Equation: Exact Solutions
2.2.1 Fundamental Ideas
Exact solutions to the Smoluchowski coagulation equation can be found for only a few
types of kernels. The difficulty in solving the equation stems from its non-linearity
and from the existence of the loss term. For certain kernels, the non-linearity of the
equation can be eliminated, and the loss term solved for explicitly. This results in an
equation linear in Cn which depends only on the concentrations of clusters smaller
than n. However, even when the above conditions are satisfied, it is not always
possible to solve the equation for arbitrary initial conditions. Consider the non-
physical kernel Kij = ij where 6 ij is the Kroneker delta function. The Smoluchowski
equation for this kernel is written as
dC2 1dC2t = , 2 -C2n. (2.7)
By introducing a new variable, un, where
Cn = d /Un (2.8)dt
I can re-formulate the Smoluchowski equation in a linear form
d2u2n 1 2
d 2u = C2U2n (2.9)dt2 2
While it is possible to solve for C1 and C2, it is impossible (so far as I know) to solve
for C4, except for certain special initial conditions.
In general, there are only three kinds of kernels where an exact solution is known
for arbitrary initial conditions: Kij is constant (the constant kernel), Iij is propor-
tional to i + j (the sum kernel), IKij is proportional to ij (the product kernel). In ad-
dition, any linear combination of these three kernels can also be solved explicitly[27].
For each of these kernels, the mathematical trick which is used to solve the equa-
tion is to solve explicitly for the zeroth moment of the distribution, thus reducing
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the equation to a linear form. The nth moment of the distribution is given by the
equation
00
Mn = EinCi. (2.10)
i=1
The first temporal derivative of the nth moment is given by
(2.11)
i=i dt
I can re-write the Smoluchowski equation as a double sum
dC 1 00dt = 2 E KjCjC, - Ci KijCj (2.12)dt 2+=- =1
1 00 00
= 2 E E KjCjC (ij+l - i,j - 6il). (2.13)
j=1 1=1
I can now substitute this double sum into the equation for Mn
dM = E in2 E E KjCj C3 C [0i,0j+l- ij- l] (2.14)
i=i j= 1=l
allowing me to perform the summation over i to yield the desired result.
dMn 100 00
dt 2 ILCCLjCjC [(j + I) - jn _ n] (2.15)j=1 1=1
I will use this equation for the moments of the cluster size distribution to explicity
solve three different classes of kernels.
2.2.2 The constant kernel
I will demonstrate the utility of the moment equation by solving the constant kernel
for monomeric initial conditions. Since Cn = Co1n, the initial conditions are Mn(t =
0) = Co where Co is the concentration of monomeric sub-units. The equation for the
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constant kernel, Kij = K is
dCn oo 
dt = 2 Ad KiCj - C KCi (2.16)t 2i+j=n i=l
K
:2 1- C,Cj -KCnMo (2.17)
i+j=n
which relates Cn to smaller clusters as well as the zeroth moment. Therefore, if I can
solve for M0, then I can iteratively solve for each C,. The equation for the zeroth
moment is
dMo 1 °° °°dM - -_ 1 KCC3 (2.18)
dt 2 i=1 j=l
-- M0 (2.19)
This equation is easily integrated to obtain the solution
1
Mo = 1 + e-- t (2.20)
2
I can also find the other moments for the constant kernel. For example, the solution
for the first moment is given by the equation
d = 2 E E KCCj [(i + j) - i - j] (2.21)dt 2 1
=i j=1
= 0 (2.22)
M = Co. (2.23)
This makes a good deal of sense: the first moment of the cluster size distribution is
equal to the total number of monomeric particles in solution. Since the total number
of particles in solution does not change, it is not surprising that M1 is independent
of time.
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I can also solve for other higher moments of the distribution.
=2 jEKCC
i=1 j=1
= KM2
M2 = 1 + KCot
In the case of the constant kernel,
nn = 1 + 2 t
n, = 1 + KCot
which can be seen in Figure 2-2 In addition,
Constant Kernel: Cluster size growth
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Figure 2-2: nn, nw for the constant kernel
KCotb= 2+ K1 + KCot
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dM2
dt [(i + j)2 - _ j2] (2.24)
(2.25)
(2.26)
(2.27)
(2.28)
15
10
n
5
0 10
(2.29)
It is important to note that in this case, both hn and n, grow linearly with time.
While this linear cluster size growth is a feature which is characteristic of the constant
kernel, it is not unique to the constant kernel. As I will demonstrate in Section 2.4,
there are other kernels which exhibit linear temporal growth.
I now return to the problem of solving the constant kernel.
dC, 1d + CnMo = C iC7 (2.30)
i+j=n
To solve this equation, I multiply both sides of the above equation by the integrating
factor ef MoKdt and introduce the variable u, where
Un C efMKdt (2.31)
Co
The equation then becomes
dun f MoKdt 1 u~u] (2.32)
KCodt 2 =
with the initial condition u,(t = 0) = 6ni. As Mo is known, we can explicitly solve
for the integrating factor.
e fMoKdt = (1 + 1KCt) 2 (2.33)
Un
Cn = Co(1 + Cot)2 (2.34)
The solution to the constant kernel is therefore,
U = 1 + KCOt (2.35)
C = (KC ot) +l (2.36)
It is worth noting that Cn can be expressed as a function of b in a rather concise
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form:
C, = Cob-l(1- b)2 (2.37)
The simplicity of the solution of C,(b) is indicative of both the form of the theoretical
analysis of aggregation processes which will be developed in this thesis as well as the
procedure I will use in my experimental study. The key idea is to separate C"(t)
into a temporal evolution component (in this case, b(t)) and a structural component
(C.(b))
2.2.3 Partial solutions
While it is possible to apply the techniques used to solve the constant kernel to the
solution of the sum and produce kernels, there is a more general technique which is
worth exploring. In this section, I will examine the solutions of a more general kernel
first studied by Lushnikov[64,66,35]
Kij = K [if(j) + jf(i)] (2.38)
where f(n) is a function of n with the property 0 < f (n) < nC where C is a constant.
The coagulation equation for this kernel is
dCn 1
dt 2 E K [if(j) + jf(i)] C;C - nCnK f(i)Ci - C.KMjf(n). (2.39)+j='n i=1
Note that for this kernel,
dMo (.dt = -K f(i)CiM, (2.40)
t=l
db oo
-dt = K A f(i)Ci. (2.41)i=1
As with the constant kernel, I will introduce a new variable u, where
C- -nb (2.42)f(n)
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Re-writing the coagulation equation in terms of u, and the variable T = KMlt yields
1 du, 1 [ i .L2
f(n) dT 2 i+j=n f(i) f(j) 
The above equation is linear in u, and is solved in the same manner used to solve the
constant kernel. The result yields solutions for all u,(t).
Knowing u, does not solve the coagulation equation; I still need to determine b
in order to calculate C,. In theory, I could solve the algebraic equation
00
b = 1 -unen - " b (2.44)
i=l
for b, but the algebra proves intractable. Instead, I need a new method for solving the
equation for b. I will use a method, motivated by the work of Lushnikov, involving
the generating function F where
oo
F(x, T) = E eixui(T) (2.45)
i=l
The generating function has the property
OnF oo
OZn ( = O, T) = inu. (2.46)
i=1
In other words, successive derivatives of the generating function generate the succes-
sive moments of the u, distribution.
I will now examine the special case where f(n) = n. In this special case, the
aggregation equation takes the form
+dT - n 2 i + j -] uiuj. (2.47)
This first order differential equation for un can be converted into an equation for F.
,91F + F (2.48)x-, FT + F xl_
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For a monomeric initial distribution, the initial condition is F(x,T = 0) = e. Since
this sort of equation will be encountered frequently, I will present a general form of
this type of equation with its solution. Once solved, I need to apply a boundary
condition to the generating function, namely that the number of spheres in solution
remains constant. Expressed in terms of F, this condition is
01-F
= 1. (2.49)
oxl-/
Given this boundary condition, note that b(T) is equal to -x. Thus, the technique
for determining b(T) is to solve the differential equation for F and then apply the
boundary condition. I will demonstrate how this works for both the sum and product
kernels. But I would like to first show how to solve the differential equation for F.
Given a non-linear equation of the form
OF OF
T g(F)- aZ(2.50)
with the initial condition
F(x,T = To) = h(x) (2.51)
the solution is given by
F = h (x + (T - To)g(F)). (2.52)
This equation is fairly general and it can be used to solve both the sum and product
kernels. 2
2.2.4 The sum and product kernels
The product kernel is a special case where p = 1. The equation for u,
du, ~+ Un = E Uiuj (2.53)
d(nT) i+j=n
2 This equation is well-known when g is constant, but I have not found any references where g is
a function of F.
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has the solution
The equation for F is
(2nT)n-e -nT
I n!
JTdx 1F2F -dx + F= 2OT 2
which can be re-written as
OF (F- 1)OF
aT l)a
which has the solution
F = ex+T(2F-1)
When I apply the boundary condition F = 1, I get
1 = e+ T
Applying the boundary condition b = -x yields the result
b = T.
Thus, the solution for the product kernel is
C Co (2nKCot)- e- 2nK Cot
nThe moments and av ragecluster sizes aren!
The moments and average cluster sizes are
= Co (1-KCot)
nn
nwu
1
M2 = Co -2ICot
1
1-T
1
1 -2T
b = T.
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(2.54)
(2.55)
(2.56)
(2.57)
(2.58)
(2.59)
(2.60)
(2.61)
(2.62)
(2.63)
(2.64)
(2.65)
(2.66)
Product Kernel: Cluster size growth
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Figure 2-3: i,, n,, for the product kernel
One particular feature of the product kernel is that it gels. At time t = tgel =
1/(2KCo), the weight average diverges. (See Figure 2-3.) Physically, a gigantic cluster
(the gel) has formed which dominates the weight average distribution. Notice that the
number average, which weights equally both the large gel cluster and all the smaller
clusters (the sol), remains finite after gelation. Also, when t exceeds tgel, the first
moment of the distribution ceases to be equal to Co. Since some of the mass in the
solution is being diverted into the gel phase, it is no longer possible to assume that
the first moment is constant. Actually, it is not clear how to deal with the problem
of solving the aggregation equation when a gel phase is present mainly because it is
riot clear what assumptions should be made concering the interaction between the sol
and gel phases.
Ziff and Stell[129] have written an exceptionally clear and stimulating paper on
this subject, and they have found that the post-gelation phase depends critically on
the bonding relationship between the sol and gel phases. They consider three different
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models of gelation. In the Flory model, clusters in the sol phase can react with the
gel, and the gel is also permitted to react with itself. By assuming that all chemical
bonds are equally reactive both before and after gelation, Flory was able to extend the
validity of equation (2.60) past the point of gelation. Flory's model thus predicts that
the ratio of dimers to monomers will decrease after gelation. Another consequence
of Flory's model is that the gel would contain multiple crosslinks. This implies that
there may be sol present past the point b = 1.
Stockmayer proposed an alternative model in which there is no interaction between
the sol and gel phases, except for precipitation of gel from the sol phase. Unlike Flory's
model, Stockmayer's model predicts that the ratio of dimers to monomers remains
constant after the gel point, and that the sol vanishes when b > 1. The sol phase
vanishes when b = 1 because each monomer must be linked to a cluster, and each
cluster only has n - 1 bonds. So, if the average number of bonds per monomer is
1, then there must be a total of Co bonds, hence only one giant cluster composed
of Co- 1 bonds. Ziff and Stell present yet a third model of gelation in which the
gel does not form cross-linkages, yet still remains reactive with the sol phase. In this
model, the dimer-monomer ratio also decreases after the gel point, and the sol phase
vanishes when b > 1. It is not clear which of these (or any other) models is valid after
the gel point, so I leave a question mark on Figure 2-5 after the gel point.
Having solved the product kernel, I will now turn my attention to the sum kernel.
The sum kernel is a special case of the ij' + ji ' kernel where p = 0. The equation
for un
du, 1d- + u, = (i + j)uiu (2.67)
i+j=n
has the solution
[n ( -eT)]n-.68)
unn e (2.68)
The equation for F is
aT +F= F aF (2.69)
I introduce the following change of variables = e-T, f = F/r which simplifies the
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equation
Of of
r= - f OAd ax (2.70)
which has the solution
f = e-(r-l)f (2.71)
The boundary condition now becomes f = 1/r. Applying this boundary condition
yields
of
Or
f
1
r
= f [1-(r
= 1
(2.72)
-1)!] (2.73)
(2.74)
Since the boundary condition is equivalent to f = 1, we can solve for b.
b = 1 - e- T
Thus, the solution to the sum kernel can be written as
(1- b)(nb)-e-nbCn = Co n
n!
and the moments and average cluster sizes can be written as
Mo = Coe- KC °t
M1 = Co
M2 = e2KCot
(2.75)
(2.76)
(2.77)
(2.78)
(2.79)
(2.80)
(2.81)
nn
= e2Tn  
Because of the symmetry of the three exactly soluble kernels, there are some
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Figure 2-4: n, n, for the sum kernel
interesting features that occur. For example, the concentration of n-mers starts out
at zero, rises to a maximum value, and then decays back to zero. This behavior is
typical of irreversible aggregation processes. What is unusual about these kernels is
that the time at which Cn has reached its maximum value is also the time at which the
weight average is equal to n. Although this phenomenon is present for the constant,
sum and product kernels, it is not a general feature of irreversible aggregation.
Another unusual phenomenon associated with these kernels is that there is a
simple relationship between the ratio of dimers to monomers and the b parameter
when the initial conditions are monomeric. These relationships, which are shown in
Kernel C2/C
Constant b
Sum be- b
Product be-2b
Table 2.1: Dimer-Monomer ratio as' a function of b
Table 2.1 and Figure 2-5, form useful tests to determine if an aggregation process is
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Figure 2-5: Dimer-Monomer ratio as a function of b
described by a constant, sum or product kernel. As we shall see later on, it is possible
to measure both the b parameter as well as the ratio of dimers to monomers, and thus
it is possible to falsify a constant, sum or product kernel hypothesis.
The kernels also share the property that the cluster size distribution at time tl is
related to the cluster size distribution at time t2 by the relationship
CI(t2) rC2(t2) C(tl) C1(t2) (2.82)
Cn(tl) C2(tl) C(t2) C,1(tl)
which is also only valid for monomeric initial conditions. Note that this formula
implies that the temporal growth of the cluster size distribution is completely deter-
mined by the relationship between the monomer growth rate and the dimer-monomer
ratio. In essence, there are only two parameters that characterize C,(t): a temporal
growth parameter, and a cluster size "shape" parameter. This relationship will be
explored in more detail in Section 2.5.3 relating kinetics and equilibrium.
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2.3 Classifying Kernels
2.3.1 Descriptive Nomenclature
The question of how to classify aggregation processes is by no means a simple one, and
a number of classification schemes have arisen. Aggregation processes are in many
ways similar to chemical reactions, and there are many ways to classify chemical reac-
tions. When chemists first began to classify reactions, they had little understanding
of the underlying processes and thus were limited to very general descriptions. Re-
actions were at first classified by kinetics (fast or slow) or energetics (exothermic or
endothermic). Reactions could also be classified according to key reactants or prod-
ucts (e.g. acid-base reactions). As the science of chemistry matured, reactions were
classified by their mechanisms, and these mechanisms could in turn be classified. It
is possible to classify chemical reactions with a high degree of precision because the
mechanisms underlying the reactions are both well-defined and understood. The same
cannot be said of aggregation. 3
Aggregation processes are classified by using a combination of simple terms and
mathematical models. The classification schemes used may overlap and may also not
be completely compatible with each other.4 For example, when a large amount of salt
is added to a colloidal suspension, the colloidal particles aggregate and precipitate
from solution. This process can be described as "salt-induced aggregation," or "fast
aggregation." It could also be described as a model of "diffusion-limited cluster
aggregation (DLCA)" or an example of the "Brownian kernel." The first two of these
four names are both crude, empirical names which roughly describes the process at
hand. While such names are often neccesary, they do not provide a great deal of
information about the aggregation process itself because there are many different
kinds of salt which can be used to induce aggregation. Also, changing the valence
3 This statement may seem odd because polymerization reactions are a form of aggregation. While
the chemistry of polymerization is well understood, the physical nature of the polymers which form
may not be.
4The situation is like trying to determine the nature of acid-base reactions without having a good
definition of acids and bases.
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and concentration of the salt will change the regime of aggregation.
The third name, "diffusion-limited cluster aggregation" is based on a computer
model of how aggregation processes operate. There are actually a number of related
models, and I will use diffusion-limited aggregation (DLA) as a prototypical model
to illustrate features common to all the computer models. DLA aggregation follows
a simple procedure.
1. A seed particle is placed on a plane (or in a higher dimension space).
2. A second particle is placed at a random location and allowed to randomly
wander around the plane until it sticks to the seed.
3. Another particle is released at a random location until it sticks to the growing
central cluster. This step is repeated several thousand times until a large cluster
is formed.
There are two key features involved in a DLA process. The first is that the particles
are randomly walking (diffusing) throughout space. The second is that whenever two
particles collide, they stick. Thus, it is the time it takes for the particle to diffuse
towards the cluster that limits the speed of the aggregation process, hence the name
DLA. There are many parameters that can be varied under a DLA process. For
example, the particles can diffuse along a square lattice, hexagonal lattice, or no
lattice at all. The particles can diffuse in spaces with two, three, four or even higher
dimensions. These parameters influence the structure of the resultant cluster.
A related aggregation process is known as "diffusion-limited cluster aggregation"
or DLCA. Like DLA, particles diffuse randomly throughout space until they contact
another particle to which they subsequently stick. Unlike DLA, where monomers
diffuse toward a solitary cluster, in a DLCA process clusters are allowed to form and
then diffuse towards other clusters. There are two sub-families of DLCA processes.
In poly-disperse DLCA, any cluster can interact with any other cluster. Poly-disperse
DLCA is a fairly accurate approximation of salt-induced colloidal aggregation when
the concentration of salt is high5 . Even though it is physically accurate, poly-disperse
5In this discussion, the words "high" and "low" refer to the isoelectric point of the colloidal
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DLCA is computationally expensive, and so hierarchical DLCA was devised. In hier-
archical DLCA, 2n-mers are constructed from a pair of n-mers which are free to dif-
fuse. Hierarchical DLCA yields clusters which are structurally similar to polydisperse
DLCA clusters, but sacrifices the kinetic information contained in the polydisperse
DLCA model. Schaefer[88] presents a very nice review of these processes as applied
to polymers and ceramics.
One parameter that is used to quantify aggregation processes is the sticking proba-
bility: the probability that a collision between two particles results in a bond between
them. Another related parameter is the stability factor, which is the inverse of the
sticking probability. For diffusion-limited processes, the sticking probability is 1: a
bond forms each time two clusters touch one another. If the sticking probability is
much less than one, then the aggregation process is known as "reaction-limited." In
a reaction-limited process, there are many collisions between particles before a bond
is formed between them. However, once the bond is formed, it is unbreakable. The
process is called reaction-limited because the time it takes to aggregate is limited by
the amount of time it takes to form a bond (the reaction) between two particles. Like
diffusion-limited processes, there are many kinds of reaction-limited processes. In a
reaction-limited aggregation (RLA) process, single monomers are joined to a single
large cluster one at a time, while in a reaction-limited cluster aggregation (RLCA)
process, clusters are permitted to react with other clusters. Each RLA (or RLCA)
process is analogous to the equivalent DLA (or DLCA) process, except that the stick-
ing probability is very small. The computer models for DLA, DLCA, RLA and RLCA
are useful as they each model different physical aggregation processes. I will focus
primarily on RLCA, as my experiment corresponds to an RLCA aggregation process.
The structures which result from diffusion-limited and reaction-limited processes
are fractals[68]. Fractals are objects which appear the same at all length scales. These
objects can be categorized by a non-integral fractal dimension. The fractal dimension
indicates the dependence of the mass of an object on its size. For example, when the
particles. Thus, a high salt concentration brings the solution near the isoelectric point, while a low
salt concentration remains far from the isoelectric point.
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Figure 2-6: A deterministic fractal
size of a two-dimensional object (like a square) is increased by a factor of 3, the mass
of the object increases by a factor of 3 to the power of 2. The power of 2 indicates
that squares are two-dimensional objects. Figure 2-6 shows a picture of a highly
ordered fractal of dimension 1.55. This fractal is constructed from two smaller copies
of itself. The clusters which form via random processes do not posses the strictly self-
similar nature possessed by the fractal in Figure 2-6, but they do posses a statistical
self-similarity, and they are well-described by a fractal dimension.
2.3.2 Theoretical models
Once the essential physical features of an aggregation process are known, it is pos-
sible to construct theoretical models to describe the aggregation kernel. I will start
by showing how a simple physical model is constructed for DLCA reactions. The
resultant kernel is known as the Brownian kernel. Consider a DLA reaction with a
single central sink of radius a, surrounded by a sea of non-interacting monomers of
radius a1 . The sink particle can be considered to be a "black-hole" which absorbs all
monomers on contact. The sink is immobile, and the monomers obey the diffusion
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rFigure 2-7: Monomers diffusing toward central sink particle.
equation
Jl(r, t)
apl(r, t)
at
= -D1Vp1(r,t)
+ V. Jl(r,t)=O
where
pl (r, t) is the local number-density of monomers
Jl(r, t) is the local mass-flux density
1) = kT is the diffusion coefficient of the monomers67r7al
rl is the viscocity of the solution
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(2.83)
(2.84)
Electrostatics Steady-state diffusion
Electrostatic potential q Monomer number density p1
V2q = 0 V2pl = 0
Electric field E Flux density J1
E = -VO J1 = -DlVpl
Electric field for a spherical charge Flux density for a spherical absorber
E(r) = (r=o- 1 = DlP(r=)- pl(r)
Table 2.2: Analogies between electrostatics and steady-state diffusion
k is Boltzmann's constant
T is the absolute temperature
In a DLA process, as soon as the particles come within a distance al + as of the sink,
they immediately stick to the sink. Thus, the local density of monomers at a distance
of a + a is zero. Far away from the sink, the density of monomers is equal to the
constant value C. Since I seek a time-independent aggregation kernel, I will solve
the steady-state diffusion equation.
V 2pl(r, ) = O (2.85)
This equation can be solved by drawing an analogy between steady-state diffusion and
electrostatics, as shown in Table 2.2. Thus, the mass flux density at the central sink
is CiD1/(al + as). The rate at which mass accumulates is 47r(al + a) 2Jl(r = al + a).
Thus, monomers collect on the central sink at a rate of
F = 4rClD (al + a) (2.86)
If the sink is allowed to diffuse as well, and if we assume that the motions of the
sink and monomers are not correlated, then the equivalent rate of diffusion changes
from D1 to D1 + D, where Ds is the diffusion coefficient for the sink particle. If,
in addition, we assume that there are a large number of sink particles gobbling up
monomers, then the rate at which monomers are consumed changes to
F = 4rC1(D + Ds)(ai + a)CsV (2.87)
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where C, is the concentration of sink particles and V is the volume of the reaction
vessel. Thus, the concentration-independent reaction rate is found by dividing F by
C1CV.
Ki = (2kT -1 + ) I(al + a,) (2.88)
For a DLCA reaction with monomeric initial conditions, the sink particles are identical
to the monomers. Thus, the rate of dimerization (K 11) for a DLCA reaction is
KBrownian 8 kT
3 7
Note that the rate of dimerization does not depend upon the size of the monomers.
Physically, while larger particles diffuse at a slower rate than small particles, they
present a larger cross-section which compensates for the slower diffusion rate.
The independence of KBrownian on particle size6 might tempt the reader to assume
(as von Smoluchowski did) that the DLCA aggregation kernel is independent of the
size of the cluster and is thus equivalent to the constant kernel. While this is a
good approximation during the early stages of aggregation, it fails in the long run.
The reason for the failure can be seen by considering an initial condition of small
monomers and large sink particles. The monomer-monomer reaction rate constant
and the sink-sink reaction rate constant are indeed both equal to KI r° wnian. However,
the reaction rate constant between the monomers and sink particles is quite different.
:[f the size of s-mers, a, is much larger than the size of monomers, then
BsrO w nian aKBro w nian (2.90)
al
Thus, the dominant reactions in DLCA aggregation are large particles gobbling up
smaller particles. The result is that the cluster size distribution is peaked about a
mean value. In contrast, Cn for the constant kernel is monotonically decreasing in n.
I shall explore this phenomenon in more detail later on in the sections on exponents
6 For the benefit of the experimentally inclined, the value of K 11 for particles in aqueous solution
at 220 C is equal to 1.14 x 10-1lcm3 /s[117].
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(2.3.3) and dynamic scaling (2.4.6).
What I have so far described is the Brownian kernel for interacting spheres, but
what I want to derive is the Brownian kernel for interacting clusters. To accomplish
this task, I shall make two assumptions. The first is that the clusters formed are
fractals, and thus described by a fractal dimension. The second assumption is that a
cluster composed of n monomers can be treated as a sphere[123] with radius a, and
diffusion coefficient Dn where
an oc n l/ d f (2.91)
D Oc n- 1/dh (2.92)
where df is the fractal dimension of the cluster and dh is the hydrodynamic fractal
dimension. Having made these assumptions, I arrive at the final form of the Brownian
kernel.
Brownian 2T ( (ild + (2.93)
- +3 / l /-- ' (2.93)j)
There is good reason to believe that dh = df. Imagine dragging a fractal cluster
through a vat of molasses. The reason why I choose molasses rather than water for
this gedanken experiment is because micron-sized particles travel through water the
same way that ordinary objects (with sizes measured in centimeters) travel through
molasses. The molasses deep inside of the cluster will tend to move with the cluster
and thus fill in the gaps between the tenuous branches. Because much of the molasses
is trapped inside the cluster, the cluster acts more like a sphere whose radius is
proportional to the geometric radius of the cluster. Thus it makes sense that both the
geometric and hydrodynamic radii are characterized by the same fractal dimension.
In an experimental system like mine, in which each cluster is free to interact with
any other cluster, it is possible to differentiate RLCA from DLCA by measuring the
rate of dimerization 7, K11. The monomer-monomer sticking probability is equal to
Kl11 divided by the rate of dimerization for the Brownian kernel. If the measured
7I explain how to measure K 11 in Section 2.4.1.
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sticking probability is low, then the system is termed RLCA, while if it is comparable
to 1, then it is termed DLCA.
This simple experimental description of RLCA processes still leaves a few de-
tails undetermined. In particular, the words "low sticking probability" do not define
certain critical features of the cluster-cluster interactions: does this mean that two
clusters will stick if they bump against each other several times (hard interaction),
or will they stick only if they spend a considerable amount of time near each other
(soft interaction)? Meakin and Family have shown[73] that these two different forms
of RLCA lead to significantly different kinetics. There may be other factors to con-
sider as well: are the bonds which form between clusters rigid or flexible? How does
the degree of flexibility affect the resultant aggregation process? The bottom line
is that it is important to know in which regime an experiment operates because the
characteristics of one RLCA experiment may be quite different from those of another.
2.3.3 Exponents
The Brownian kernel possesses the feature that the long-term behavior of the cluster
size distribution is peaked about the mean cluster size. This is in sharp contrast to
the three exactly soluble kernels which all have polydisperse distributions. A useful
classification system should be able to describe this behavior; it should also identify
whether or not a given kernel will gel. One classification system which accomplishes
these goals is based on two exponents A and defined by the equations
Kai,aj a K ij (2.94)
Ki j i Koj" () (2.95)
where a > 1, and Ko is a scale factor. It is also convenient to define the exponent
v _ A-H.
The exponent A is known as the homogeneity parameter and characterizes the
tendency for large clusters to clump with other large clusters. If A > 1, then the
system will gel. This is because as large clusters begin to form, they quickly aggregate
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Figure 2-8: Classifying kernels in terms of A and p
to form even larger clusters which aggregate even more quickly to form still larger
clusters, and so on.
The exponent characterizes the tendency for large clusters to aggregate with
small clusters. If # < 0, then large clusters will react more quickly with small clusters
than with other large clusters. As a result, kernels with < 0 result in cluster size
distributions that are peaked about a mean cluster size. The Brownian kernel is an
example of a kernel with It < 0. When t > 0, large clusters prefer to aggregate with
other large clusters rather than small clusters. As a result, kernels with Pi > 0 tend
to have a polydisperse distribution of cluster sizes.
The behavior of the kernel can be displayed in a form which resembles a phase
diagram. Note, that there are physical limits to the values of A and v. Since the
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clusters can not be more reactive than if they fully interpenetrate, A can not be
larger than 2, and v can not be larger than 1. In the section on scaling, I will show
in more detail how the cluster size distribution is affected by these exponents.
2.4 Cluster growth and the aggregation kernel
2.4.1 Early stages of growth
So far, I have not explicitly dealt with the problem of relating the aggregation kernel
to the cluster size distribution. After all, it is not possible to measure the aggregation
kernel in an experiment: only the cluster size distribution is measured. One method
of determining the rate constants is to measure the growth of each species of n-mer,
and then express that growth as a Taylor series expansion in time[27,63,86]. The
coefficients of the Taylor series can then be related to the rate constants by taking
temporal derivatives of the aggregation equation.
Consider a situation with monomeric initial conditions. At the start of the reac-
tion, the concentration of monomers is equal to Co. At time to, the reaction begins.
Immediately, clusters will start to form. The concentration of n-mers can be expressed
in the form
C 0 An m
Cn = E ml (t-to)m. (2.96)
m=O
The coeficients Anm can be interpreted as the values of the mth temporal derivative
of C, evaluated at time to.
dmC = Anm (2.97)
dtm t=to
The aggregation equation relates the first temporal derivative of Cn evaluated at
time to to the values of the other Cn at time to. The relationships between higher
order temporal derivatives of Cn to the cluster size distribution are found by taking
successive temporal derivatives of the aggregation equation. Thus, the relationship
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between the second temporal derivative of Cn, and the cluster size distribution is
d2Cn dCj CdC (2.98)
dt2 : Kjc dt - Ini dt +C , dt (2.98)
i+j=n dt i=
ZKijCi 2 Z KimCiCm-Ci EKiICI -i+j=n / +m=i I=1
Ki [Ci ( 2 E KmC Cm-Cn E KnICi) +
i=l l+m=n 1=1
Cn KimCCm - CKiiC)]. (2.99)
I +m=i I=1
Although equation (2.99) may look extremely messy, in the case of monomeric initial
conditions, the equations are easily solved. Table 2.3 shows that to the lowest order,
Cn, grows as tn -1. There are a number of points to make about the Anm coefficients.
Table 2.3: Relation between Taylor series coefficients and reaction rate constants
The first is that
00
E nAnm = 6mO. (2.100)
n=l
This is due to the fact that, for sufficiently early times, the first moment of the
distribution is independent of time even for kernels that gel. The second point is
that there are many independent methods by which a given reaction rate constant
may be measured. Indeed, all the Anm depend upon Kll, and thus measuring each
value of Anm provides another measure of K 11. The third point 8 is that, to the lowest
SThe equation for C, is derived in Appendix B.
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non-vanishing order in t,
t 1C = 12 E KEfijCiCj (2.101)
i+j=m
which implies that Cn, tn- l. This is a general feature of aggregation with monomeric
initial conditions, which I will investigate in Section 2.5. The tn-l dependence means
that in order to measure arbitrary Kij, high order temporal derivatives of C, must
be evaluated. It is a well known fact that using numerical methods to determine high
order derivatives from a time series is highly unreliable. As a matter of practice, it is
only possible to measure only the lowest order of Kii with any degree of reliability.
I routinely measure Kl as a means of determining the monomer-monomer sticking
probability. However, aside from K12, it is not possible to accurately measure the
reaction rate constants.
The final point is that even if it were possible in principle to measure all the Taylor
series coefficients, the relationship between A,nm and Kij becomes so complicated that
it is difficult to gain any meaningful insight into the aggregation process. For example,
while A13 has four terms, A14 has ten, and the ability to calculate higher order
An, quickly exceeds human patience. Of course, a symbolic mathematics computer
program would have no difficulty generating higher order terms, but this would only
be of use if there was an experimental proceedure that could utilize these calculations
to compute Kij. Since neither insight nor experiments are helped by furthering the
Taylor series expansion, I shall leave it where it is and proceed to a more productive
method.
2.4.2 The Dynamic Scaling Ansatz
When aggregation processes were first studied, it was observed that the shape of the
cluster size distribution would evolve towards a specific shape which depended only on
the nature of the aggregation kernel and not on the initial cluster size distribution[41,
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,10,58,115,44,46,63,65]. Specifically, it was observed that
lim Cn(t) -+ Cog(t)q(x = n/s(t)) (2.102)
t--oo
where s(t) is the "average cluster size" 9 and +(x) is the time-independent cluster size
distribution. The essence of this scaling ansatz is that +(x) is a function of x alone,
and not x and t. As I shall soon demonstrate, the behavior of s(t) and +(x) provides
an experimental method by which aggregation kernels may be usefully classified.
The concept of scaling dates back to the 1960's when Friedlander and others[41,40,
58,115,45] developed a theory to explain the self-preserving nature of the cluster size
distribution in many aggregating systems. In the 1970's, Lushnikov[63,65,64,66] fur-
ther developed the mathematical architecture describing the scaling behavior of the
coagulation equation. Although computer simulations were carried out by Vold[109]
and Sutherland[97] as early as the 1960's, it was not until the 1980's when com-
puter simulations of aggregation processes became practical[125,57,72,73,108,107],
and Mandelbrot's ideas concerning self-similarity, scaling, and fractals[68] were ex-
plored in depth, did the idea of scaling[102] finally come into its own form. It was
soon realized that the shape of +(x) and the temporal growth of s could be explained
using only a few exponents, and that these exponents were related to one another by
scaling laws. In the mid 1980's, Friedlander's original theory was extended and clari-
fied by van Dongen and Ernst. What follows is motivated by their exceptionally clear
theory and is based on the work of Broide[12]. I am not attempting to prove their
results; instead I seek to demonstrate that dynamic scaling may be used to derive
relationships which relate the behavior of the aggregation kernel to experimentally
measurable parameters.
Readers uninterested in the derivation of the scaling law formulae are invited to
skip to the end of this section, where the important relations are summarized.
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9I will quantify s(t) in a later section.
2.4.3 Mass conservation and the value of g(t)
For non-gelling kernels, the total quantity of material in the sol phase remains con-
stant, and thus the first moment of the distribution remains fixed at the value Co.
Thus,
00
Co E nCn. (2.103)
n=1
Note that the lower limit of the sum can be set equal to 0 without changing the sum.
Replacing the value of Cn with the scaling ansatz yields,
00
1 = g(t) E nck(n/s) (2.104)
n=O
which can be re-written as
00
1 = g(t)s2 Z(n/s)b(n/s)(An/s) (2.105)
n=O
where An is equal to 1. In the limit that s -+ oo, the sum can be written in integral
form
1 = g(t)s 2 x(x)dx. (2.106)
Since the integral is time-independant, it is clear that g must be proportional to s- 2 .
Since the normalization of is arbitrary, I will choose the simplest normalization,
and set
10 x(x)dx = 1 (2.107)
and thus g = s -2 for all non-gelling kernels.
This result is completely general and will be applied throughout the remainder of
this chapter until I return to the problem of gelation.
2.4.4 The temporal growth of s(t)
Understanding the relationship between the temporal growth of the mean cluster size
and the aggregation kernel is important because it is an experimentally accessable
parameter. Happily, the relationship between s and the aggregation kernel is quite
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simple. The relationship is found by applying the scaling ansatz to the coagulation
equation, and changing the discrete variables n and i to the continuous variables x
and y, respectively. In addition, the behavior of the kernel is generalized to continuous
coordinates
Kni - SXK(x, y) (2.108)
where A is the homogeneity parameter introduced in the previous section. The co-
agulation equation can thus be converted to continuous coordinates using the same
procedure used to convert equation (2.103) to equation (2.106).
-3 d + = Co-3+ [ K(y, x - y)o(y)q(x - y)dy-
j K(x, y)q(x)q(y)dy] (2.109)
where = 1/s. Moving all the factors of s to the left hand side of the equation and
all the other factors to the right hand side yields
- ds
S - t = wCO (2.110)
where
W f(-) K(y, x - y)(y)q(x - y)dy - f K(x, y)(x)(y)dy (2.111)W = -2 2C +xX(2.111)
Since the separation constant w is independant of time, it is a simple matter to solve
for s. When A < 1,
s(t) = [sl- + (1 - A)Cowt] ' (2.112)
where so = s(t = 0). Note that when s > so, that s grows as t where z = 1/(1 - A).
When A = 1,
s(t) = soe c °' . (2.113)
The simple scaling relationship between the power-law growth of s and the exponent
A demonstrates the power of the scaling ansatz, namely that it is possible to describe
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the growth of the mean cluster size using only one parameter.
It is also possible to draw a qualitative picture of cluster growth for kernels with
A > 1 by examining the solution for s. Assume that A = 1 + 6. Then,
s(t) = [so - t/tg] (2.114)
which diverges as t approaches the value tel = 1/SCow indicating the onset of gela-
tion. Although this formula is incorrect, it does demonstrate that there is a phase
transition in the aggregation kernel along the line A = 1, shown in Figure 2-8.
2.4.5 Large x behavior of (x)
It is not easy for me to experimentally probe the large x behavior of +(x) because
my particle sizing apparatus can sample only a finite range of particle sizes, and by
the time the cluster size distribution evolves into a self-similar form, the mean cluster
size often exceeds the sizing limits of the instrument. Thus it is difficult to get good
experimental data in the region x > 1. However, it is still useful to understand the
shape of the distribution in this region. Clearly, the distribution must decay rapidly
with x, otherwise Ml would diverge. I shall assume that the distribution is of the
form
+(x > 1) = Ax-ee - " (2.115)
where A is determined by normalizing f dxxb(x) = 1.
Plugging this ansatz into the coagulation equation (2.111), and neglecting the loss
term, yields the following equation
w[O + c - 2]x- e = A / ) dyK(y,x - y)y-(x - y)-. (2.116)
By changing the variable of integration from y to Y = y/x, equation (2.116) becomes
w[O + c - 2]x-6 = Ax-2+Al f( dYK(Y, 1 - Y)Y-(1 - Y)-. (2.117)2 I
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In the limit --+ 0, the powers of x can be equated, with the result that 0 = A. The
value of c is then determined by solving the equation
c = 2- A + 2J dYK(Y, - Y)Y-(l -)- (2.118)
The only important fact to be gained from this exercise is that (x > 1) falls rapidly
with increasing x.
2.4.6 Small x behavior of O(x)
It is very easy for me to experimentally probe the cluster size distribution when x
is small and thus the results derived in this region will be used to construct the
theoretical tools needed to experimentally measure the kinetic exponents A and .
As I shall soon demonstrate, there are two qualitatively different forms of which
are separated by the line u = 0 in the A-p phase-plane. I shall begin by operating on
the equation
-w x[2+ d = K(y, x-y) - (y)qS(x -y)dy- K(x, y) (x)qS(y)dy (2.119)
with the operator fo xdx. The left hand side of the equation can then be integrated
directly.
-w [2xX + x dx = -wz2 q(z) (2.120)
The right hand side of the equation is a bit more complicated. Note that the right
hand side is of the form
f xdx [2 f (y,x-y)dy- f f(x, y)dy] (2.121)
The first integral can be re-written in the form
xdx f(x yy)dy dx' z- 2'1
xdx (x-y, Ody = ddy' (x' + y') f(x', y'). (2.122)/: /: o .0 ( 12
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The equality can be seen by viewing this problem graphically. Both of the integrals in
equation (2.122) are performed over the function f(x', y') in a triangular area bounded
by the coordinate axes and the line x' + y' = z. The left hand side integral weights
the function f(x', y') by the factor x = x' + y', which is the same weighting factor as
that of the right hand side integral. Because the function f is symmetric with respect
to interchanging the coordinates, the factor x' + y' can be replaced by the factor 2x'
without changing the value of the integral.
xdx f(x - y,y)dy = 2 xdx dyf(x, y) (2.123)
Using this new expression, the equation for b can now be determined.
wz2c(z) = j xdx j dyK(x, y)q(x)e(y) (2.124)
I shall now assume that the cluster size distribution scales as a power law: (z <
1) = Az -T . Applying this ansatz to equation (2.124) yields
z2-T = Aj xl-dx j y-'dyK(x,y). (2.125)
Changing the variables of integration to X = x/z, Y = y/z,
wz2- = Az3-2r+ j Xl-dX Y-dYK(X,Y) (2.126)
and then equating powers of z produces the result that r = A + 1.
This result is not applicable for all kernels. To find the range of applicability, I
substitute K(X, Y) = IKoX4Yi into the integrand of equation (2.126).
w = AKo X-"dX j Y-(O+u)dY (2.127)
Note that the Y integral fails to converge when u is less than or equal to zero. This
means that the power law ansatz applies only to kernels which have a positive value
of p. The solution for kernels with negative values of tt is found by going back to the
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coagulation equation and neglecting the gain term. This can be done because large-
small interactions dominate ji < 0 aggregation processes. By substituting K(x, y) =
Kox'"y" into the aggregation equation, the following equation for +(x < 1) is obtained.
w 20+x dx = KoO(x)xM y'q(y)dy. (2.128)
Dividing the above equation by s(x) and defining mn to be the n-th moment of 0
produces the simpler equation
w 2+xd in+J =Iox'm (2.129)
which can be integrated with respect to x to obtain the result
(x «< 1) = C exp [( Iw ) ] (2.130)
Thus there are two very distinct aggregation regimes separated by the line P = 0,
shown in Figure 2-8. When is greater than 0, the cluster size distribution decays
as a power law with exponent r = A + 1. When is less than 0, the distribution
is peaked at a finite value, and rapidly drops to 0 as x approaches 0. Along the
boundary line p = 0, van Dongen and Ernst[102,100,101] have demonstrated that the
cluster size distribution also approaches a power law. They note that when #i = 0
the kernel scales as K(x, y) = KoyA when x < y, and then they apply the power law
ansatz to equation (2.128).
w(2 - r)x - = x-'Ko 0 dyy A(y). (2.131)
Eliminating the factors of x and solving for r yields the result
r = K- m) .(2.132)
Note that ' < A + 1 is required if mA is to converge. This makes sense because kernels
with t = 0 are poised between kernels with positive which have = A + 1 and
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kernels with negative whose cluster size distributions decay exponentially to 0 as x
approaches 0. This solution fits in between these two cases.
2.4.7 Gelation
I now return to the problem of gelation. In the case A > 1, it is no longer safe
to assume that Ml remains equal to Co for all time, thus g(t) is not equal to s -2 .
However, it is still possible to apply the principles of dynamic scaling to the problem.
First, consider the rate of change of Ml.
dtM = lim En L E IKin-iCiCn-i - KniCnCi] (2.133)
d L-n=1 2i=1 i=1
The difference between equation (2.133) and equation (2.15) is that the sum is evalu-
ated before taking the limit L - oo. This equation can be simplified using the same
technique used to simplify equation (2.121).
d L
M = lim E E nKnCnCi (2.134)
L-~oo n=1 i=L-n+l
I now apply the scaling ansatz C(n) -+ Cog(t)q(x), and I will also assume that
0(x) = Ax -T over the range of non-negative x.
_ M1 --' r00 n -CgA / ~d  = lim-CogAs E E () (Ini ) (2.135)
n=li=L-n+l
The sum can be converted to integral form in the limit that s -- oo.
d-M-= lim -Cog2As 3+A Ldxx-dt L-*co L+1)-x
Since no mass leaves the sol phase until after s -+ oo, the quantity g2s3+X must
remain finite. For non-gelling kernels, A < 1 and g = s - 2, so this quantity vanishes
as s diverges. However, the quantity g2s3+A remains finite for gelling kernels, which
implies that
g(t) = +) (2.137)
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which is continuous with the solution g = s-2 along the line A = 1. It is also possible
to determine the value of r by re-scaling the variables of integration to remove the
dependence on L and by substituting K(x, y) = KIoxy.
dM= lim-CoAKL 3 ++-2 dXX + - dYYj- (2.138)
L--oo dYX
Since the mass flux from the sol phase remains finite, 3 + # + v - 2r must equal zero.
Since # + v = A, r is therefore equal to ( + 3).
The rapid decay of the cluster size distribution is worthy of special note. Because
the quantity nC, decays faster than n- 1 for gelling systems, the total quantity of
mass which can be sustained in the sol phase is finite. Indeed, it is this limitation on
the sol phase which causes mass to transfer into the gel phase[20].
I now return to the discussion of the time-dependance of s which I started in
Section 2.4.4. The equation for the time-dependence of s is given by the equation
wCo = S -2-X ds (2.139)dt
which is the same as equation (2.114), except for the factor of r due to the difference
in g(t) for gelling and non-gelling kernels. Following the argument set forth in the
previous discussion, equation (2.139) is easily integrated yielding the solution
s(t) = [so- t/tgel] (2.140)
where
a = ( - 1) (2.141)
tge = wC (2.142)
which is almost the same as the answer obtained earlier, except that the exponent a
is only half as big as expected from the simplistic argument. So, the general ideas
underlying the simple argument from Section 2.4.4 are valid, but the exact numerical
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value was incorrect.
2.4.8 The relationship between s and measured mean clus-
ter sizes
Although it is very exciting to discover a mathematical formalism that sheds light
on fundamental physics, the formalism is useless until it can be used to predict ex-
perimentally measurable quantities. ° The dynamic scaling formalism developed in
this chapter would seem to be a testable theory were it not for one minor technical
detail. When I first stated the scaling ansatz, I glossed over the term "average cluster
size" without formally defining what it really meant. I am now ready to go back and
quantify s in terms of the experimentally measurable parameters nn, ni, and nz.
For non-gelling kernels, M, is equal to the sum
00
Mn = Cos-2 in(i/s) (2.143)
i=l
which can be re-written in integral form in the limit that s -+ oo.
Mn = Cos' j dxxn'i(x) (2.144)
The upper limit of integration is not a problem because (x) decays exponentially
as x - oo, but the integral may diverge for certain values of n depending upon the
kernel. For kernels with #u < 0, (x -- 0) decays exponentially so the lower limit of
integration can safely be set to 0 without changing its value. Thus, when p = 0,
M, = Cosn-lmn for all n (2.145)
and therefore
Mn+= (mn+ s for all n (2.146)
°Some may disagree with this view, but I think that it serves quite well as a filter separating
science from fiction.
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thus s(t) is directly proportional to in, ,, and nz. Since it is always possible to
include an arbitrary scale factor into the definition of s without changing the scaling
arguments, any of the simple average cluster sizes may be used as a direct measure
of s for kernels with negative I-.
When is non-negative, (x -+ 0) x-' and thus there are values of n for
which the lower limit of integration may not be replaced by zero. In particular, when
n > r- 1, then
Mn = Cosn-lm (2.147)
which is as it was for kernels with negative /. But when n < r - 1, then the integral
for Mn must be evaluated with care. The integral can be approximated by breaking
it into two pieces: one piece describing the small x behavior of and the other
describing the large x behavior of q.
Mn Cos' n - C j dxxnr - + C2 j dxxne -c (2.148)
Because (x --+ oo) decays exponentially, the second integral is finite. However, the
first integral diverges as s - oo and therefore dominates the sum. Thus,
Cs T- 2 for n < r- 1
Mn ={ 2 (2.149)Cs'- ln s forn=r-1
This means that s scales as
in,7 nwi nz for < 1
s I ,,, (2.150)
n n I/(2- , , for 1 < r <2
Having determined the relationship between s and the average cluster size, for
non-gelling kernels, I now consider the problem with kernels that gel. For these
kernels, the n-th moment of the distribution can be written as
Mn = COS- inqs(i/s) (2.151)
i=1
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-which can be re-written in integral form in the limit that s -, oo.
Mn = Cosn- T+l dxxnoq(x) (2.152)
By following the same procedure used to solve for s when # and A were both positive,
the following result is obtained.
mns n-T+ l for n > r-1
M. f (2.153)
constant for n < r -1
With these equations, it is possible to determine the following relationship between
s and the average cluster sizes.
/(3-) , for 2 < r < 2 (2.154)
and
nn, constant. (2.155)
While it is too strong a statement to say that there is no relationship between the
number average and s, the relationship is not a simple one because systems that gel
are not characterized by a single characteristic cluster size. Because of the singular
nature of gelation, the number average remains finite even when s - oo. Since the
relationship between s and n is complex, it might seem as though measurements of n,
would yield little useful information. Actually, it is the fact that the number average
remains finite before, during, and after gelation that makes it a useful parameter to
probe the kinetics of gelation.
2.4.9 Application of Dynamic Scaling to the Constant, Sum,
and Product Kernels
Having derived relationships between the cluster size distribution and the exponents
A and , I will now demonstrate how dynamic scaling can be applied to the exact
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solutions obtained earlier in this chapter. This should clarify how I use dynamic
scaling to determine A and # from my measurements of Cn(t -, oo) and and i,. The
reader may think of this section as the experimentalist's application of the theoretical
work so far presented.
I will start by assuming that I am measuring an aggregating system described by
a constant kernel. For this kernel, I am able to measure the following variables.
C (t) = C(cKt) [ 1 + - (2.156)
n(t) = 1 + 2 t (2.157)
Since Cn is always a monotonically decreasing function of n, the kernel must have a
non-negative value of y. Next, the fact that Cn<,(t > 1) is roughly constant implies
that is equal to 0, which in turn means that s - n. Since i, grows linearly with
time and since s - t 1/ (l- X), I conclude that A is 0. However, since A = 0, if #L were
positive then r would equal 1. Since T is less than 1, I conclude that # = 0.
Once the exponents A and p have been determined, it is also worth determining
if the cluster size distribution Cn(t > 1) actually obeys the scaling ansatz. I check
this relationship by graphing s 2C(n)/Co as a function of n/s for many values of n
and s. If dynamic scaling is valid, then all the data should collapse onto a single
curve. In the case of the constant kernel, I will assume that s = n,, which leads to
the following relationship.
qS(x) = s2Cn(t)/Co (2.158)
1 \ n-1
+ - (2.159)
= _1 cs-l (2.160)
In the limit of large s, this equation simplifies to
O(x) = e- (2.161)
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thus all the data collapses onto a single curve as expected.
Next I consider the sum kernel. For this kernel, I observe that
C. 1 (nb) n-_
=_ 1 (nb)n -nb (2.162)
Co n, n!
n = eCoK . (2.163)
Since the growth is exponential, I immediately deduce that A is equal to 1. Since it
is impossible for A = 1 and #t < 0, the only uncertainty remaining in the problem
is determining p. If p > 0, then = 2. Using Stirling's formula, I can simplify the
equation for C,(t).
Cn n1 t 3 (2.164)Co n 1/27;
Since r = 3 it is clear that = 0, and that s i2. Once again, I am able to plot
s 2Cn as a function of n/x.
(X) = 4 Cn(t) (2.165)
Co
-3/2
n3 (2.166)
s3/2n-3 /2 (2.167)
= -3/2 1 (2.168)
Once again, the data collapses onto a single curve with r = . It is also worth noting
that s scales as n,,, which is to be expected.
Finally, I consider the product kernel. For this kernel,
Cn (nb)n - 1 (n) - b (2.169)
Co n. n!
1
n = 1 - oK (2.170)
This cluster size distribution has the property that as t - tgel, that C, decays as
a power law with exponent r = 5. Because r > 2, must be positive, and thus
A = 2r- 3 = 2. In this particular case, I am unable to verify that scaling occurs, but
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I am able to measure the exponents. If it were possible to independently measure the
value of noi, or nz using a different experimental technique, then I could use my data
to verify the scaling ansatz for gelling kernels.
2.4.10 Summary of Dynamic Scaling
In conclusion, the dynamic scaling ansatz simplifies the problem of kernel classification
by reducing the number of parameters needed to classify the kernel to two exponents,
A and p, defined by these relationships.
Kai,aj aKij
Kisj Koi"j', wherev=A-/t
(2.171)
(2.172)
The dynamic scaling ansatz states that as the cluster size distribution evolves in time,
it approaches a form that is independent of the initial distribution and depends only
upon the properties of the aggregation kernel
lim C.(t) = s- +(X = S )3-'00 S (2.173)
where
s(t) is the "average cluster size"
+(x) is the time-independant cluster size distribution
2 when A < 1
l (A+ 3) when 1 < A < 2
(2.174)
(2.175)
&(x << 1) 
x- 7 exp[Cx"] r is kernel specific when < 0
x- Ir r = (2-Kom/w) < A +1 when = 0
X- r r = A + 1 when > O and
ST 7- = 2 (A + 3) when 1 < A <2
(2.176)
A<1
(2.177)
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0 
tl/ (l - J ) when A < 1
s(t) eCot w is the separation constant when A = 1(2.178)
ISO- [ / = (Al 1) when 1 < A < 2
(2.179)
n,, nw, nz when p < 0 or r < 1
s(t) N i1/(2-7 ) , nw, nz when 1 < T 2 (2.180)
nWl/(3-. ) n when 2 < r < 22
Note that the scaling behavior of s implies that when tp and A are both positive, hn
scales as s1/(2- r). But T = A + 1 and s scales as t 1-x , so nn (which is the only average
cluster size which I can measure directly) always scales linearly with t for kernels with
positive p and 0 < A < 1. This is an inconvenience, because it means that I am unable
to determine the value of A merely by measuring the rate of growth of the average
cluster size. Fortunately, I am able to measure the shape of the distribution, and thus
I can obtain the exponent r from which A may be determined. Furthermore, once I
obtain r, I can compute the function s(t) from my measurements of fn(t), and thus
determine +(x) from my measurements of Cn(t) without using any free parameters.
2.5 Reversible Aggregation
In a reversible aggregation process, bonds which form between monomeric units are
fragile and may break. Because bonds are both created and destroyed, it is pos-
sible for the cluster size distribution to reach a steady-state in which all possible
n-mers are in equilibrium with one another. In many cases, it is the equilibrium
cluster size distribution and not the kinetics of the reaction which are of importance.
I will present three ways to predict the equilibrium cluster size distribution: the
most probable cluster size distribution (the Flory-Stockmayer[39] approach), thermo-
dynamic equilibrium[20], and the aggregation-fragmentation kinetic equation[127].
Even though the three methods are distinct, they are all related to one another by a
68
principle which I shall refer to as "Sutherland's Demon."' 1
The concept of Sutherland's Demon is most clearly described by Witten[124],
although he does not use the words "Sutherland's Demon" to describe his ideas.
Sutherland's Demon is, like Maxwell's Demon, an imaginary character whose chief
function is to manipulate tiny particles with great skill and dexterity. Sutherland's
Demon is presented with a large ensemble of monomeric particles in solution and a
set of bonding rules12 which are used to determine the allowable configurations in
which two clusters may be connected together. For example, the particles might be
painted with colored dots with the bonding rules that only same colored dots may be
connected together. There might be other restrictions, such as the clusters may not be
allowed to interpenetrate. At any rate, given the bonding rules, Sutherland's Demon
assembles the particles by randomly selecting a binding site on one monomer (which
may be part of a larger cluster), selecting a binding site on another monomer, placing
the two binding sites adjacent to one another, and then checking the binding rules to
see if the configuration is permissable. If it is permissable, then the two clusters are
bonded together. Finally, the cluster (or clusters if the bonding was unsuccessful) is
tossed back into solution. Sutherland's Demon then repeats this operation over and
over until the desired number of bonds have been formed, and then he' 3 stops.
Sutherland's Demon can be easily implemented as a computer program, but that's
not the point of this gedanken experiment. First, it is clear that Sutherland's Demon
will generate the most probable cluster size distribution given a set of binding rules.
But it is also clear that if all bonds are presumed to be equal, that he will also create
the equilibrium cluster size distribution given monomeric initial conditions. Further-
more, Sutherland's Demon is a process which is not static in nature, but one that
evolves with time. As such, Sutherland's Demon can be thought of as a kinetic pro-
"1David Sutherland[97] was a pioneer who created computer simulations of aggregation processes
at a time when computers were built from discrete transistors and ferrite core memories.
12 These bonding rules may be much more complex than the simple bonding rules used in the
Flory aggregation models.
13 The politically correct reader may wonder why Sutherland's Demon is automatically assumed
to be a male. This is because my wife informs me that a woman would never waste so much time
on such an obviously pointless task.
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cess. For example, assume that there are Qii ways in which an i-mer may be bonded
to a j-mer. For a reaction-limited aggregation kernel, Iij is directly proportional to
Qij, since all bonding sites have an equal probability of reacting. Therefore, Suther-
land's Demon also models RLCA aggregation processes. This equivalence between
reaction-limited aggregation processes and equilibrium processes has been noted by
a number of people[20,124,106,127,104] since the early 1980's.
It is also worth noting that Sutherland's Demon not only constructs the cluster
size distribution, but also the cluster structure, associated with a given aggregation
process. Sutherland's Demon can be modified to use more complicated bonding rules
to simulate diffusion-limited aggregation processes. For example, all sites on a cluster
may be considered valid binding sites, and the bonding rules would be to place the
clusters next to each other and then let them randomly diffuse away from each other.
If the clusters bump into each other as they diffuse away, then the configuration
is considered invalid, but if the clusters escape to infinity, then the configuration is
valid, and the clusters are joined in the original configuration. In this case, Sevick and
Ball[92] have demonstrated that Sutherland's Demon can be used to model the DLCA
process 14. They argue that Sutherland's Demon is equivalent to time-reversing each
cluster-cluster bond formation. Under normal conditions, the clusters would both
diffuse from far away, come together and stick. In the case of the DLCA Sutherland's
Demon model, the clusters start joined together, and diffuse away to a far distance.
Witten[124,106] argues that, given appropriate bonding rules, Sutherland's Demon
can be used to model any aggregation process. However, I will assume throughout
the remainder of this chapter that the bonding rules are strictly local and do not
involve structural information other than checking for cluster overlap.
Sutherland's Demon forms a unified way of thinking about the relationship be-
tween the kinetics and equilibrium distributions associated with a particular aggre-
gation process. Keep Sutherland's Demon in mind as I explore the three different
approaches to understanding equilibrium.
:"4 They have also shown that Sutherland's Demon is also a more computationally efficient method
for computing DLCA than are conventional techniques.
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2.5.1 Flory-Stockmayer theory
The first method I will discuss is to calculate the most probable cluster size distribu-
tion directly from the monomer-monomer bonding rules. This method, which is based
on the work of Flory and Stockmayer[39], assumes that the bonds between clusters
form randomly and are of equal strength. Under these circumstances, it is possible to
calculate the equilibrium cluster size distribution once the bonding rules are known.
Flory specified the bonding rules by assuming the each monomer, designated by the
letter R, possessed a certain number of reactive A groups, and a certain number of
reactive B groups. In the ARB model, each monomer has one of each reactive group,
and crosslinks form by reacting an A group on one cluster with a B group on a second
cluster. Since one A group and one B group are reacted for each bond formed, each
ARB cluster also has only one A group and one B group, and the clusters form simple
linear polymer chains.
Flory determined the equilibrium cluster size distribution for the ARB model by
noting that the mean number of reacted A groups was equal to b. Flory interpreted
b to be equal to the probability that the A group on a given monomeric unit had
reacted with another B group, and consequently that the probability that it has not
reacted was equal to 1- b. He also noted that Mo = Co(1 - b), so that the probability
that a given monomeric unit was part of an n-mer was equal to
Pn = b- - b)MO (2.181)
Co
= bn-(- b)2 (2.182)
This formula is interpreted as saying that the probability of an n-mer being present
is equal to the product of the probabilities that n - 1 monomeric units have reacted
A groups, and that the monomeric unit at the end of the linear polymer still has
a single unreacted A group. The normalization factor Mo/Co accounts for the fact
that there are fewer clusters than monomeric particles, and that Flory's method
averages over monomeric units and not over clusters. Note that Flory's solution is
the same as equation (2.37) derived for the constant kernel. The fact that the form
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of the solutions to the constant kernel and Flory's ARB model agree is not just a
coincidence; Sutherland's Demon is responsible for the agreement.
Another standard Flory-Stockmayer model is the ARBf_l model where each
monomeric particle possesses one reactive A group and f- 1 reactive B groups.
The trick to solving this model is to initially assume that all monomers and reactive
groups are distinct, and then to enumerate all possible combinations. First, note that
an n-mer has only one unreacted A group, but fn - 2n + 1 unreacted B groups. Also,
the probability that a given A group has reacted is equal to b, but the probability
that a given B group has reacted is equal to b/(f - 1) because there are f - 1 times
as many B groups as A groups. At first glance, it would seem that the probability of
finding a given monomeric unit in an n-mer would be equal to
( b n- (1 - b )fn-2n+l (2.183)
since the probability that a given B group has reacted is equal to b/(f - 1) and there
are n - 1 reacted B groups and fn - 2n + 1 un-reacted B groups. However, there
are several different ways in which an n-mer may be assembled, and so the quantity
in equation (2.183) represents the probability that a given monomeric unit is part
of a specific cluster structure. It is possible to calculate the number of n-mers from
the quantity in equation (2.183) by first determining the number of ways in which an
n-mer may be constructed from n monomeric particles.
Let the quantity W, be equal to the number of ways in which n distinguishable
monomeric units each with one reactive A group and f- 1 reactive B groups may be
assembled to form an acyclic n-mer. In this case, Wn is given by the equation
W -(fn-2n + )!(n - 1)! [(n-1)!] (2.184)
where the first term indicates the number of ways in which a subset of n - 1 reactive
B groups may be selected from the total set of n(f - 1) reative B groups, and the
second term indicates the number of ways in which an A group may be selected to
react with a chosen B group. It is also useful to define the quantity Dn = Wn/n!
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which is the number of ways to assemble an n-mer from n indistinguishable ARBf_l
monomeric units. Given this definition, the concentration of n-mers is equal to
(n b n-1 b\ fn-2n+l1
Co )f'-1) 1 -- ) Dn(l1- b) (2.185)b - bf-b I1 )- nb
= f 1 f - ) (1 - b) (fn - 2n + 1)!n! (2.186)
which is just the product of the probability that a given n-mer configuration exists
multiplied by the number of possible n-mer configurations. The final factor of (1 - b)
is the same factor that was included in the ARB calculation, and takes into account
that the average is performed over monomeric particles instead of averaging over
clusters.
Sutherland's Demon relates the equilibrium cluster size distribution given by equa-
tion (2.185) to an irreversible kinetic aggregation process. Assume that we have an
i-mer and a j-mer assembled using the ARBf_I bonding rules. Note that there are
fj - 2j + 1 ways in which the unreacted A group on the i-mer can react with the
unreacted B groups on the j-mer, and fi - 2i + 1 ways in which the unreacted A
group on the j-mer can react with the unreacted B groups on the i-mer. Therefore,
there are a total of (f - 2)(i + j) + 2 ways in which an i-mer can react with a j-mer.
It should come as no surprise that the solution to the kernel Ij = (f - 2)(i + j) + 2
with monomeric initial conditions is given by equation (2.185). Since this kernel is a
linear combination of a sum kernel and a constant kernel, and since the sum kernel
term (with A = 1) will tend to dominate the constant kernel term (with A = 0), it
should be clear that the solution of the ARBf_ 1 model is closely related to the sum
kernel. Furthermore, it should be noted that, in the limit of large f, this solution
is identical to the sum kernel solution with monomeric initial conditions. This can
be seen by applying Sterling's approximation n! nn+l/2e- ' to equation (2.185) and
taking the limit as f - oo.
There is a third Flory-Stockmayer model which I shall mention briefly, and that
is the RAf model. In this model, there are only reactive A groups, and the bonding
rule is that any A group may react to form a bond with any other A group not
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already part of the monomeric unit. This particular model exhibits the property
of gelation, and its solution is intimately connected to that of the product kernel.
As previously mentioned, it is not clear how to handle the problem of post-gelation
solutions. Since the aggregation processes that I shall investigate in the experimental
section of this thesis do not exhibit gelation, I shall only refer the interested reader
to Flory's excellent text[39] for a discussion of the details underlying the RAf model.
2.5.2 Thermodynamic Equilibrium
One problem with the Flory-Stockmayer approach is that the bonding rules are spec-
ified by stating how monomeric particles bind to other monomeric particles. It would
be desirable to be able to describe more general forms of bonding rules specified by
cluster-cluster interactions rather than by monomer-monomer interactions. For ex-
ample, the ARBf_l model does not include possible steric effects which could bury
the lone reactive A group deep inside a cluster thus preventing it from reacting with
other large clusters. The possibility of steric effects could be taken into account by
specifying the number of ways in which an i-mer can bond to a j-mer.
Another problem with the Flory-Stockmayer approach to calculating C,(t -, co)
is that it requires that the distribution be re-calculated whenever the bonding rules
are changed. It would be desirable for the equilibrium distribution to be determined
as a function of the bonding rules. This sort of problem is typical of statistical
mechanics, and it is solved by recalling the main lesson learned in undergraduate
Statistical Mechanics class: "Use the Partition Function." Cohen and Benedek[20]
have used this approach to calculate the equilibrium cluster size distributions for a
number of different Flory-Stockmayer models, and have also extended the solutions
to cases where the binding energies between clusters is not independent of cluster
size. In what follows, I will summarize their results assuming that all bond strengths
are identical.
The Gibbs free energy is defined by the equation
G = E-TS + PV (2.187)
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where S is equal to Boltzmann's constant multiplied by the natural log of the num-
ber of microstates available to the system with fixed extensive parameters. For an
ensemble of clusters,
G = Nw (T, P) + Nn [n°(T, P) + (n - 1)- kBT ln Nw] - kTln ({Nn)n=l N1!
(2.188)
The first term in the equation is just the number of water molecules, Nw, multiplied
by local increase in G caused by adding a water molecule to the solution. The Gibbs
free energy per water molecule is also known as the chemical potential of the water
molecule, and is denoted by the symbol /I. The second term contains a sum over all
clusters of size n. There are Nn n-mers in solution, and since the chemical potential of
each monomer is equal to p , each n-mer contributes a quantity of ny to the Gibbs
free energy. In addition, each n-mer has n -1 bonds, and each bond lowers the energy
by an amount . There is also an entropic term, kB T ln Nw, which is related to the
entropy of mixing a small number of n-mers amongst a substantially larger number
of water molecules. The final term is also entropic and depends upon £O which is a
measure of the number of ways in which all the n-mers can be constructed from a
set of distinguishable monomeric units. The value of Q is the only term that depends
upon the nature of the bonding rules.
To make the definition more formal, Q is equal to the number of ways to construct
N1 monomers, N2 dimers, etc. from No distinguishable monomeric units. The value
of Q is given by the equation
({N}) = io (nN) 'I N!(!) J WN n (2.189)
The first term represents the number of ways in which the monomers can be grouped
into sets of N1 monomers, N2 dimers, etc. The second term represents the number of
ways in which each set of n-mers can be grouped into N, sub-sets of n particles. The
final term represents the number of ways to create an n-mer where Wn represents
the number of ways to construct an n-mer from n distinguishable monomeric units.
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Using this definition, it is possible to simplify the equation for Q:
f(1Nn}) = N! II Nn (2.190)
n=l N!
W, is, in turn, determined from the bonding rules governing the aggregation process.
If Qij is equal to the number of distinct ways in which an i-mer can be joined to a
j-mer, then
I n!(n-1)Wn = 2 E QijWiWri!j ! (2.191)
1(n - 1)Dn = 2 QijDiDj (2.192)
i+j=n
where W = Dn = 1. This formula means that an n-mer can be constructed by
connecting an i-mer to a j-mer where i + j = n. There are Wi ways to construct an
i-mer, and Wj ways to construct a j-mer, and Qij ways to connect the two together.
The combinatorial factor n!/i!j! takes into account the fact that the distinguishable
monomeric particles may be distributed in any fashion between the i-mer and j-mer.
Because the sum counts every n-mer n - 1 times, by virtue of every n-mer having
n - 1 bonds, this factor is included on the left hand side of the equation. With these
recursion relations, the set of W , and Dn may be determined from the Qij bonding
rules.
The Gibbs free energy can be expressed in the form
G = NwP + E n np° + (n - 1) + kT n )] (2.193)
n=g's law to approximate
where I have used Stirling's law to approximate
In N,! Nln N - N (2.194)
to simplify the expression for G. From this expression for G, we can derive expressions
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for the chemical potential of an n-mer:
aG (2.195)
= n ° + (n -1)e + kTln Xn -kBTln Dn (2.196)
where Xn = N,,/Nw is equal to the mole fraction of n-mer in solution. Equilibrium
is reached when the chemical potential of an i + j-mer is equal to the sum of the
chemical potential of an i-mer plus the chemical potential of a j-mer. By recursively
applying this rule of equilibrium, we arrive at the simple formula
/ln = ni (2.197)
which, in turn, leads directly to an expression for Xn in terms of Xl:
Xn = X Dne-(n-1) /kBT (2.198)
It is possible to use this relationship to derive an expression for Xn at a temperature
T2 in terms of the concentration of monomers and the dimer-monomer ratio:
X (T2) [X2(T2)XI(T)] n- 1 (X(T 2)~ (2.199)
Xn(T) LX2(T1) Xi(T 2)] \X(T)(
which bears a striking resemblance to equation (2.82).
2.5.3 Aggregation and Fragmentation
The two approaches considered in the previous sections have the distinct disadvantage
that they lack a complete picture of the overall aggregation process. For example,
there is no clear relation between the kinetics of the aggregation process, nor is there
any information gained about the transition from a kinetic regime to an equilibrium
regime. For my work, I require a more complete description of aggregation process
that includes cluster break-up. I will complete this description by introducing the
concept of fragmentation rate constants into the aggregation equation. This section
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is based on the work of Ziff[127,129] and van Dongen and Ernst[104] and follows
closely the analysis given in reference [103].
The fragmentation kernel Fij is defined in much the same way as its close cousin
the aggregation kernel Kij is defined. Fij is the rate at which an i + j-mer tends
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Figure 2-9: Fragmentation reaction constants
to dissociate into an i-mer and a j-mer. Fragmentation processes are thus easily
incorporated into the aggregation equation derived at the start of this chapter.
dC, 1 
dt 2 Z [KijCiCj - FjC] - [KCC - FiC+i] (2.200)
i+j=n i=1
The first term on the right hand side of equation (2.200) indicates that n-mers are
lost when an n-mer dissociates into an i-mer and j-mer, where i + j = n. However,
the second term indicates that n-mers are produced when an n + i-mer breaks up into
an n-mer and an i-mer. Hereafter, I shall refer to equation (2.200) as the reversible
aggregation equation.
It would seem that the addition of the fragmentation kernel to the aggregation
process would involve a great increase in complexity (e.g. the addition of more crit-
ical exponents or more complex scaling laws) but this is not the case. Since the key
feature of a reversible system is that it comes to equilibrium, there are severe con-
straints placed upon the fragmentation kernel. For example, the condition of detailed
balance[36] relates the aggregation and fragmentation kernels to the equilibrium clus-
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ter size distribution.
FijCi+j(oo) = KijCi(oo)(oooo) (2.201)
The detailed balance condition indicates that at equilibrium, for all i and j, the rate at
which an i +j-mer breaks up into an i-mer and a j-mer is exactly equal to the rate at
which i-mers aggregate with j-mers to form i + j-mers. A consequence of the detailed
balance condition is that the aggregation kernel, Kij, and the equilibrium cluster size
distribution, C,(oo), are sufficient to completely determine the fragmentation kernel.
While it is not possible to predict the equilibrium cluster size distribution for an
arbitrary aggregation kernel, Sutherland's Demon implies that the cluster size distri-
bution for a reaction-limited kernel will be identical to the equilibrium distribution of
a reversible reaction-limited system. I shall now explore this phenomenon in a more
quantitative fashion. First, since all bonds are assumed to be created equal, all the
bonds between all the clusters have an equal probability of breaking. Second, once
a bond breaks, the probability that the two fragments of the clusters recombine is
essentially zero15 . This means that the rate of n-mer fragmentation should be pro-
portional to the number of bonds in the cluster: n - 1. Expressed in terms of the
fragmentation kernel, this relationship is written as
12 Fij = (n- 1)f (2.202)
i+j=n
where f is the probability per unit time that a given bond breaks. By combining
equation (2.201) with equation (2.202), we arrive at a recursion relation which ex-
presses the equilibrium value C,(oo) in terms of the equilibrium concentrations of
smaller clusters.
1f(n - 1)C(oo) = Iij i(oo)Ci(oo) (2.203)
i+j=n
Equation (2.203) implies that the bonding rules which specify the aggregation kernel
also specify the equilibrium cluster size distribution as well as the fragmentation
15Note that this condition is not true in general. For example, in a diffusion-limited reaction
where the sticking probability is unity, there is a very high probability that the two freshly separated
fragments will almost immediately recombine.
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kernel, modulo the arbitrary constant f which determines the extent of the reaction.
Equation (2.203) is also of interest in light of Sutherland's Demon. Consider the
similarity between equation (2.203) and equation (2.101) which is re-written below
as equation (2.204).
(n- 1)C(small t) 2 = KijCiCj (2.204)
i+j=m
Recall that equation (2.101) was the recursion relation for C, for monomeric initial
conditions with an arbitrary aggregation kernel. The fact that these two equations
are essentially identical in form is verification of the Sutherland's Demon principle.
Having verified that Sutherland's Demon can account for both the kinetic cluster
size distribution of a reaction-limited process, as well as the equilibrium distribution
for the same process, I shall now go on to derive an expression for the fragmentation
kernel. Recall from the thermodynamic equilibrium discussion that the equilibrium
mole fraction distribution is given by the expression
Cn(oo) = Cl(oo)CwDne-(n- 1) )/kBT (2.205)
where Cw is the concentration of water molecules. By combining equation (2.205)
with equation (2.201), we arrive at an expression for the fragmentation kernel
Fi = Ki Dij (X,(oo)Cwe/kBT) (2.206)
Di+j
which is well-known in the literature on reversible aggregation processes[20,103,11].
This equation has a very pretty combinatorial explanation namely that the number
of ways in which an n-mer can dissociate into an i-mer and a j-mer is directly propor-
tional to the number of ways in which an n-mer can be constructed from an i-mer and
a j-mer. This is what one would expect to see by watching a time-reversed Suther-
land's Demon at work: the Demon would think that he was randomly constructing
bonds according to the bonding rules, but we would see bonds being broken with equal
probability. The time-reversed Demon would conclude that there were QijDiDj/Dn
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ways to construct an n-mer from an i-mer and a j-mer, where i+j = n. But we would
conclude that there were QijDiDj/D, ways in which the time-reversed Demon could
break the cluster apart into an i-mer and a j-mer. Since Kij is directly proportional
to Qij for a reaction-limited kernel, equation (2.206) is also directly proportional to
the heuristic value given by the time-reversed Sutherland's Demon.
The time-reversed Sutherland's Demon raises an interesting point. Since the time-
reversed Demon simulates pure fragmentation without aggregation, its actions can be
represented by the fragmentation equation
dC, 1 o
dt 2 yE FijCn + FiC.+i (2.207)
i+j=n i=l
which, unlike the aggregation equation, is a linear equation. It would appear from
the description of Sutherland's Demon that the solution to the non-linear aggregation
equation is directly related to the solution of the linear fragmentation equation. It
appears that the non-linearity of the aggregation equation is manifest only in the be-
havior of b(t) and not in terms of Cn(b). Does Sutherland's Demon provide a method
for converting a non-linear problem into a linear one? Regretably not. Recall that
Sutherland's Demon works only when the initial conditions are monomeric (an im-
portant initial condition, but not an arbitrary one) and only when the aggregation
kernel is reaction-limited. Nonetheless, it remains for me a tantilizing question as
to whether a modified form of Sutherland's Demon could provide a means for deter-
mining the shape of the cluster size distribution for an arbitrary aggregation kernel
:independent of the initial conditions.
In conclusion, the three techniques I have used to determine the equilibrium clus-
ter size distribution are all related. The most probable cluster size distribution can
be determined by minimizing the free energy of the system, and the resultant equilib-
rium cluster size distribution is identical in form to a purely kinetic RLCA distribution
with monomeric initial conditions. The relationship between these three techniques
is clarified by the work done by Ziff[127] and van Dongen and Ernst[103]. Witten's
concept[124], which I call "Sutherland's Demon," explains why reversible and irre-
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versible reaction-limited processes are isomorphic. I will use this unified picture of
equilibrium and aggregation process when I analyze my data in Chapter 5.
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Chapter 3
Experimental Background
And then I found that the Shadows of all Bodies held in the colour'd
Light between the Prism and the Wall, were border'd with Fringes of the
Colour of that Light in which they were held .... And comparing the
Fringes made in the several colour'd Lights, I found that those made in
the red Light were largest, those made in the violet were least, and those
made in the green were of a middle bigness.
Isaac Newton, Optics, Book 3, Observation 11
The previous chapter discussed the kinetics of an ideal aggregation system without
concern for the mechanics of building and measuring such a system. In this chapter,
I discuss how to build an aggregating system based on antigens covalently bound to
colloidal spheres which are induced to aggregate upon the addition of antibodies. I
also discuss how to probe the aggregation process using the light scattering apparatus
developed in Dr. Cohen's laboratory. I also describe the modifications I made to the
electronics, which greatly faciliate data collection. These modifications are discussed
in more detail in the appendices. I also discuss the experimental protocols which I
used to carry out my experiments. Finally, I discuss many of the details relevant to
conducting these types of experiments.
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3.1 Non-specific colloidal interactions
My system is based on a colloidal suspension of highly uniform polystyrene micro-
spheres. There are two types of aggregation processes which may occur: specific and
non-specific. Although the aim of this study is to measure the specific interactions be-
tween the antibodies in solution and antigens coupled to the spheres, there are other
colloidal interactions which will occur. The standard theory which is used to describe
these interactions is known as the DLVO theory[90,47,87,116] (for Derjaguin[25,24],
Landau, Verwey[105], and Overbeek[80]) which describes the colloidal interaction as
the sum of an attractive Van der Waals force[67,50] and a repulsive Debye-shielded
Coulomb interaction[79,28]. I shall refer to these interactions as non-specific, and
reactions due to antibody-antigen binding as specific.
3.1.1 Attractive non-specific interactions
Consider two uncharged polystyrene spheres of radii al and a2 whose surfaces are
separated by a distance h. These spheres will attract each other due to Van der Waals
interactions. The potential between a molecule in one sphere and that in another
sphere scales as r- 6, where r is the distance separating the two molecules. The total
interaction is determined by integrating over the interactions between the molecules
in both spheres, and also integrating over the interactions between the molecules in
the sphere and the water molecules. The net result is given by equation (3.1)[67].
V(h) A [ 2aa 2 + 2aa2 +
6 -h2 + 2h(al + a2) h2 + 2h(al + a2) + 4ala2
In h + h2 (al + a2) + aa)] (3.1)
The strength of the total Van der Waals interaction depends upon the constant A
which is known as the Hamaker constant[28]. For polystyrene in water at room
temperature', A 1.2 x 10-20°J = 2.9kBT[87], where kB is Boltzmann's constant.
1For the purposes of this thesis, room temperature will always be equal to 22°C
84
For two equal sized spheres separated by a distance much smaller than their radii,
equation (3.1) simplifies to
V(h) 12 h (3.2)
which is the more familiar form of this equation. This means that for large separations,
the interactions scale as h- 6, while for short distances, the interactions scale as 1/h.
The interaction between two clusters of spheres can be calculated by summing over
the interactions between all the spheres in the cluster. However, the main contribution
to the interaction energy will come from the pair of spheres in each cluster which are
closest to each other. Therefore, the attractive interaction is a local interaction and
not long range.
3.1.2 Repulsive non-specific interactions
Bare polystyrene spheres will aggregate and phase separate when placed in water
in much the same manner as oil will separate when mixed in water. To counter-
act the attractive Van der Waals force, the spheres are coated with various charged
chemical groups[5,82]. These groups are electrically neutral until placed in water,
whereupon they dissociate to form a pair of ions. One of the ions is free, while the
other ion is bound to the sphere's surface. The net charge on the surface provides a
Coulomb repulsion which repels other nearby spheres. If an electrolyte is added to the
water, then counter-ions will collect near the surface of the sphere[28]. For example,
I use spheres which are charge stabilized using negatively charged carboxyl ions.
When ordinary table salt, sodium chloride, is added to the solution, the positively
charged sodium ions collect near the negatively charged spheres thereby "screening"
the spheres' bare charge. The net effect is to create a repulsive barrier which decays
exponentially with a decay length, 1/c, given by the equation
E = J [1000e2NA] z?Mi (3.3)
where
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e is the elementary charge = 1.6 x 10-19 C
NAI is Avogadro's number = 6.02 x 1023
e is the permitivity of the solvent = 7.02 x 10-10 F/m for water at room temperature
zi is the valence of ion i
Mi is the molar concentration of ion i.
The salt concentrations typically used in this experiment were on the order of a few
milli-molar. The Debye screening length for these concentrations is therefore on the
order of a couple nanometers, which is much smaller than the 360nm spheres used in
this study. Therefore, the repulsive interactions are also local in nature.
3.1.3 Other non-specific interactions
There are still other interactions which may occur which are not related to the spe-
cific antibody-antigen interaction being studied. For example, some proteins (such as
bovine serum albumin, BSA) are sticky and will adhere to the spheres, possibly caus-
ing them to clump[76]. Ironically, BSA can also stabilize the spheres and prevent them
from clumping by changing the surface properties of the spheres from hydrophobic to
hydrophilic. In my experiments, the antibodies used would also act in a non-specific
manner to induce clumping even in the case where no antigen was present on the
surface of the sphere. This annoying effect could be moderated by adding a surfac-
tant, Triton-X100 (TX100), to the solution. The TX100 would coat the hydrophobic
patches on the spheres and prevent the non-specific antibody-induced aggregation.
3.2 The Antibody-Antigen Microsphere System
Although "ideal" aggregation systems do not exist, there are many systems which
come close to ideal. My system uses polystyrene microspheres to which antigens
are covalently linked. Antibodies added to the suspension of coated microspheres
can crosslink the spheres, as shown in Figure 3-1. This system can be treated as
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bound to
antibody
covalently bound'
to microsphere
spheres crosslinked
by an antibody
Figure 3-1: Schematic diagram of antibodies crosslinking antigen covered micro-
spheres.
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ideal because the spheres are extremely uniform (the coefficient of variation is about
3.3%) and are reacted in a dilute solution (roughly one billion spheres per milliliter
of solution, i.e. 25 parts per million by volume).
While Figure 3-1 is helpful in forming a mental picture of the aggregation process,
the picture may also form some incorrect impressions. For example, the relative sizes
and abundance of antibodies and antigens are distorted: the spheres have diameters
of 360 nanometers, while the antibodies are only about 15 nanometers in length. In
the picture, there are on the order of 20 antigens attached to each sphere, while the
actual spheres have roughly a hundred times that number attached. The structure of
the antibodies is far more complex than is depicted in the picture. The antibodies we
use are shaped like a capital "Y" with active binding sites at the top ends of the "Y."
The top branches of the "Y" are held to the main body by disulfide bonds which are
not free to rotate, but are flexible. This means that it is possible for one antibody
to bind both sites to the same sphere. I can control this so-called "monogamous
binding" 2 by limiting the number of antigens bound to each sphere. The antigen
and antibody binding sites also lack the rotational symmetry shown in Figure 3-1.
The standard paradigm is that the antigen is a "key" which fits the "lock" on the
antibody. As such, the reaction between the antibody and antigen tends to be very
specific: only a matched antibody and antigen will bind with high affinity, and then
only if they are properly oriented.
Before discussing the details involved in constructing the microspheres, there is one
general idea I wish to emphasize: cleanliness. The aggregating spheres are dissolved
in water. Since the measuring apparatus detects any particles which might be present
in the solution, it is essential that all solvents and reagents be dust-free. As few as a
thousand particles per milliliter is noticable, and a million particles per milliliter will
ruin an experiment. Not only must the reagents be dirt-free, but the glassware used
to prepare the samples must also be clean. Since the aggregation process is a surface
phenomena, it is also essential that undesirable chemicals (such as surfactants) be
removed from the glassware before performing the experiment. Even a small amount
2 Ricard Cohen prefers the name "incestuous binding."
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of impurities can severely alter the aggregation process.
In all the experimental steps which follow, cleanliness was a major consideration.
The glassware used to prepare the samples was cleaned using the following procedure:
1. Fill with filtered Chlorox bleach, ultrasonicate for about an hour. The Chlorox
was filtered using Millipore 0.22pm syringe filters (Millipore Corp., Bedford,
MA).
2. Rinse with copious amounts of Milli-Q water. The Milli-Q filtering system (Mil-
lipore Corp.) produces particulate-free water with a resistivity of 18MQ.cm.
3. Fill with Milli-Q water, ultrasonicate for an hour.
4. After ultrasonication, check for dirt in water by placing in 200mW laser beam.
If dust particles are visible, go back to step 2.
5. Rinse with Milli-Q water, seal glassware using Parafilm (American Can Co.,
Greenwich, CT).
This cleaning process may seem tedious. It is. I would estimate that approximately
90% of the effort in these experiments is spent insuring that the system is clean3
3.2.1 Some biological terminology
Before I proceed further, let me define a few terms concerning antibodies. The anti-
genic determinant or epitope is the specific part of an antigen which elicits an immune
response[30]. Following the "lock-and-key" analogy, the epitope represents the key's
"teeth." A complex antigen (like a bacterium or virus) may contain many different
epitopes. Note that "epitopes" are not inherent physical properties of the antigen;
rather they depend upon the structure of the antibodies which recognize the anti-
gen. Another way to look at the antibody-antigen system is that the antibody is a
molecular "pattern recognition" system that looks for patterns (epitopes) that occur
in foreign materials but not in the host's own body.
3 Presumably, this would qualify me for a degree in dishwashing.
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A hapten is an epitope that is artificially introduced into a larger molecule. A
hapten is a small group which is not immunogenic by itself, but reacts specifically
with the appropriate antibodies. Since small molecules (with molecular weights below
1000) do not bind strongly to antibodies, the hapten must be attached to a large
molecule in order for it to be recognized. The hapten used in this study was 2,4-
dinitrophenyl (DNP). The antigen used was DNP conjugated with lysine to form
e-N-DNP-L-lysine (DNP-lysine).
3.2.2 Constructing the Spheres
It would be extremely difficult to study the temporal evolution of the cluster size
distribution without uniform microspheres. Fortunately, it is fairly easy to make
uniform polystyrene microspheres in abundance. The first uniform microspheres were
produced at the Dow Chemical Company in 1947. At that time, they were viewed as
an un-reproducable laboratory curiosity. As interest in uniform microspheres grew,
more attempts were made to create uniform microspheres, and in 1952 a reliable
technique was discovered.
The trick which insures uniform microsphere size involves micelles in a process
known as emulsion polymerization[5]. Micelles are formed when a surfactant, such as
sodium dodecyl sulphate (SDS), is dissolved in water at a sufficiently high concentra-
tion. The surfactant molecule consists of a small hydrophilic group attached to a long
hydrophobic hydrocarbon chain. In the case of SDS, the sulphate group forms the
hydrophilic head, and the dodecane chain forms the hydrophobic tail. When dissolved
in water, a large number of SDS molecules will clump together in a spherical forma-
tion with the hydrophobic tails in the center of the sphere and the hydrophilic heads
at the sphere's periphery. This configuration is known as a micelle. The micelles
are uniformly sized: each micelle is composed from the same number of surfactant
molecules, and the addition of more surfactant to the solution does not increase the
size of the micelle4 , rather it produces more micelles.
4If the surfactant concentration is too high, then the micelles can increase with size. However, at
high surfactant concentrations there are other problems, such as water-surfactant phase separation.
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When small hydrocarbons, such as styrene, are dissolved in the surfactant solu-
tion, they will localize themselves inside the oily centers of the micelles. The styrene
molecules can then be polymerized by adding a water soluble initiator, such as potas-
sium persulfate (K 2S 2 0 8), to the emulsion. When the emulsion is heated, the per-
sulfate ion decomposes into two sulfate ion free-radicals (S04 ). The free-radical ion
then reacts with a styrene molecule to form a sulfate ion-styrene free-radical, which
then reacts with another styrene molecule to form a sulfate ion-styrene dimer free
radical, and so on. The hydrophilic sulfate ions will localize themselves at the sur-
face of the micelle, while the styrene free-radical will remain inside the center of the
micelle. The reaction continues until two of the styrene polymer free-radicals react
with one another and terminate the polymerization process. The results are uniform
spherical clusters of intertwined linear polymer chains with sulfate ions on both ends
of each polymer.
The hydrophilic sulfate ions on the surface are desirable as they act to charge-
stabilize the microspheres against spontaneous aggregation. If the sulfate groups
were removed, then the spheres would act in much the same fasion as a finely divided
suspension of oil droplets in water: they would quickly aggregate and phase separate.
The negative charge on the sulfate groups provides a Coulomb potential barrier to
counter the Van Der Waals attraction between the polystyrene spheres.
Since the technology required to manufacture these spheres is both robust and
inexpensive[5,91], a large industry has developed. Several companies, including Dow
Chemical, Duke Scientific, Polysciences, Seragen Diagnostics, and Interfacial Dynam-
ics Corparation (IDC), are established suppliers of polystyrene microspheres. These
companies offer "latex beads" in a wide range of sizes and surface functional groups.
There are also microspheres with special physical properties, such as magnetic and
fluorescent beads. I used 360 nm diameter carboxylate-modified microspheres (lot
number 10-31-10) which were provided by IDC (Portland, OR). The high charge on
these spheres (0.5 to 3.0 nm2 /charge group) is due to the large number of carboxylic
acid polymers which are grafted to the spheres.
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3.2.3 Coating the Spheres
The spheres were prepared by Dr. Yuri Sykulev in Dr. Herman Eisen's laboratory
at M.I.T.[98] The chemicals he used were analytical or higher grade, and were sup-
plied by Sigma (St. Louis, MO) or Fluka (Ronkonkoma, NY), except for the e-N-tert-
Butyloxycarbonyl-L-lysine (t-boc-lysine) and t-boc-lysine- O-t-butylester (t-boc-lysine-t-bu)
which were supplied by Bachem Bioscience, Inc. (Philadelphia, PA).
The DNP-lysine was covalently coupled to the carboxyl groups on the spheres
using a standard carbodiimide reaction [55]. Carbodiimides can be thought of as
the nitrogen analogs of carbon dioxide. Carbodiimides react readily with carboxylic
acids to form O-acyl isoureas which are then free to react with the amine group of
an amino acid. Consequently, for every carboxylic acid group on the sphere that is
lost to the carbodiimide reaction, another carboxylic acid is gained in the form of
the coupled DNP-lysine. This reaction therefore maintains the charge-stability of the
spheres while adding the desired antigen functionality.
The following procedure is used to covalently attach DNP-lysine to the carboxylate-
modified latex spheres. Note that the reagents used must be of a sufficiently gen-
tle nature to prevent spontaneous sphere aggregation. As a precaution, check the
spheres after every reaction to insure that they are still monomerized. Disperse
3 x 1011 spheres in 0.2 ml water into a filtered solution5 of 1.3 ml of 50mM Mes
buffer containing 0.05% Triton X-100, pH 5.5 (MesTX100) . Add a freshly prepared
solution of 1-ethyl-3-(3-dimethylaminopropyl)-carboxodiimide (EDC) (2 - 4 mg/ml
in MesTX100) to the sphere suspension to bring the final volume to 2 ml, and then
immediately add 0.1 mg of 1-hydroxybenzotriazole (HOBT) in 10P1 of dimethylfor-
mamide. Gently agitate for 10-15 min. on a slowly rotating wheel at room temper-
ature (22 - 25°C), then add the sphere suspension to 2ml of MesTX100 containing
660 nmoles of DNP-lysine (ten-fold molar excess of DNP-lysine over the number of
carboxyl groups on the spheres). Continue gentle agitation on the stirring wheel for
two hours at room temperature. To vary the density of DNP-groups on the spheres,
5Always make sure that all reagents used are both clean and dust-free.
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I)r. Sykulev also carried out the reaction with mixtures of DNP-lysine and t-boc-
lysine, maintaining the same total concentration of the lysine derivatives (165PM)
and varying the amount of DNP-lysine from 5 to 50% of the total. For most ex-
periments I used spheres that were prepared with a mixture of 20% DNP-lysine and
80% t-boc-lysine. We estimated the number of DNP groups per sphere from the dif-
ference between the concentration of DNP-lysine in the reaction mixture before and
after coupling to the spheres. The uncoupled ligands were removed from solution
by exhaustively dialyzing the DNP-covered spheres against 10mM phosphate buffer,
containing 0.05% Triton X-100 and 140 mM NaCl, pH 7.6 (PBSTX100), through
Spectra/Por (Spectrum, Los Angeles, CA) dialysis membranes (500,000 Molecular
Weight Cut-Off). After Dr. Sykulev had finished preparating the spheres, I measured
99.5% monomers. Stored at 4°C, the modified spheres are stable for at least several
years.
3.2.4 Antibody preparation
Dr. Sykulev also prepared the monoclonal antibody. When an antigen is introduced
into an animal, many different antibodies will be produced. Each antibody may
recognize a different epitope, and even when different antibodies recognize the same
epitope, they may not bind with the same affinities. When antibodies specific to a
particular antigen are extracted from an animal, they are referred to as "polyclonal
antibodies." Polyclonal antibodies are characterized by a range of affinities.
Antibodies are produced by "B cells." Each B cell will produce only one unique
type of antibody. It is possible to clone individual B cells, thus producing whole
colonies of cells all producing identical copies of the same antibody. Antibodies pro-
duced in this fashion are known as "monoclonal antibodies." Unlike polyclonal an-
tibodies, monoclonal antibodies are "pure" in the sense that they all bind to the
epitope with the same affinity.
In this study, monoclonal antibody 2A1 (IgG1) against the DNP group was affin-
ity purified from acites or culture supernatants. The antibody was first absorbed
onto DNP-lysine covalently attached to Affi-Gel (Bio-Rad, Richmond, CA) and was
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then eluted from the column with DNP-glycine (10 mM in 100 M sodium bicar-
bonate). The DNP-glycine was then removed by dialysis against phosphate-buffered
saline (PBS; pH 7.6) followed by ion-exchange chromatography on Dowex 1-X8 (C1-
form)(Bio-Rad). The purity of the antibody preparation was checked by PAGE-SDS.
Protein concentrations were determined by micro BCA assay (Pierce, Rockford, IL).
3.3 Particle Sizing
The experimental techniques used to study aggregation fall into two classes: single-
particle[21,82,9,12,110,52] and bulk[38,61,78,85,19]. The most widely used bulk tech-
niques are classical light scattering and quasielastic light scattering[7] techniques. The
advantages of these techniques are that they can be performed very quickly and for
a large range of particle sizes. Classical light scattering can determine the weight-
average molecular weight, the z-average radius of gyration, and the fractal dimension
of the clusters [99]. Quasielastic light scattering is used to determine the mean hy-
drodynamic radius of the clusters [7]. Unfortunately, both of these systems perform
poorly when analyzing polydisperse samples. The reason is that light scattered from
the largest particles dominates light scattered from bulk. Thus, a few large clus-
ters can obscure the details of the entire cluster size distribution. In addition, these
methods do not provide a means for directly determining the cluster size distribution.
In contrast to bulk techniques, single-particle techniques study individual clusters
one at a time[6,8,22,42,94,10,13,112,111,51]. The simplest method is microscopy[118].
An aggregating sample is quenched, then examined under a microscope. The structure
of each cluster can be analyzed either by eye or by computer. This is the most
detailed form of examination which can be performed, and can determine both the
fractal dimension of the clusters as well as the cluster size distribution. Also, unlike
other single-particle methods, microscopy can measure particle-particle correlations.
However, microscopy is extremely slow; thus only a small fraction of the sample can
be analyzed.
A faster and more convenient method for examining clusters is based on flow
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cytometry [26] in which the clusters are forced to flow through a small sensing region
in a flowcell one cluster at a time. The flowcell shown in Figure 3-4 is such an example.
Two common flow cytometry methods used are resistive pulse analysis[21,71,70] and
fluorescence analysis. Two parallel walls of the flowcell in a resistive pulse analyzer are
conductive, and an electrolytic solvent is used as a sheath fluid. A voltage potential is
applied across the pore of the flowcell, and the current flowing through the electrolyte
is measured. As a colloidal particle enters the pore, the mean resitivity of the pore
increases. The change in pore resistance is directly proportional to the number of
spheres in the cluster. In fluorescence measurements[74,26], fluorescent particles are
illuminated by a laser beam, and the fluorescence from the cluster is measured. The
intensity of the fluorescence is proportional to the number of spheres in the cluster.
Both methods possess the advantage of rapid counting, typically a few hundred to
several thousand particles a second. These methods can also monitor the cluster
size distribution even in the presence of highly polydisperse suspensions. A major
drawback to both of these techniques is that they fail to distinguish between a single
dimer (a cluster of two spheres) in the sensing region and two monomers (single
spheres) simultaneously in the sensing region. In addition, these methods are sensitive
to the orientation and configuration of the clusters in the sensing region.
In an optical pulse analyzer[10,9,12,82], clusters traverse a laser beam, as shown
in Figures 3-4 and 3-5. The light scattered through a small angle is proportional
to the square of the number of particles in the cluster and does not depend on the
cluster's configuration or orientation. Optical pulse analysis has the advantages of
resistive pulse analysis and fluorescence analysis but it also can discriminate between
a single i + j-mer and a coincidence of an i-mer and a j-mer. These improvements
permit optical pulse analysis to clearly image 12-mers while resistive pulse analyzers
can only resolve up to 4-mers.
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3.4 The optical pulse analyzer
Richard Cohen's laboratory has been utilizing an optical pulse particle size analyzer
to study aggregation of microspheres[10,9,13,12,98]. In the optical pulse size analyzer,
the microsphere clusters flow single file through a hydrodynamically focused flow cell
illuminated by a focused laser beam. Light scattered at very small angles by the clus-
ters is collected and measured using a photomultiplier tube. Since the microspheres
are uniform, the intensity of the light scattered by an n-mer is proportional to n2
regardless of the orientation of the cluster or the configuration of the microspheres
within the cluster[10].
I measure the concentration of each kind of cluster in solution by constructing a
histogram of the scattered light pulses. Since it is possible to sample several tens of
thousands of clusters in a few minutes, the concentration of each kind of cluster is
easily and accurately determined [9,12,82,110].
3.4.1 Single-Particle Light scattering
The simple n2 scattering dependence would be expected if the size of the clusters were
very small. If the entire cluster was much smaller than the wavelength of incident
laser light, then the entire cluster would act like a single oscillating dipole (Rayleigh
Scattering). The scattered electric field would be proportional to the quantity of mass
in the dipole, and thus the scattered light intensity is proportional to the square of
the mass[56,59,62].
However, the spheres I use have a radius a = 180nm while the wavelength of the
laser light in water is AH2o = 387nm. Even the size of a dimer is comparable to the
wavelength of light, and individual monomers are too large to be treated as simple
Rayleigh scatterers. And yet, the simple n2 dependence holds true. The reason for
this is due to a combination of three facts. First, only light scattered through a
small angle is collected. Second, a typical cluster structure is sufficiently ramified
that multiple scattering effects can be neglected. Third, all the spheres scatter light
identically. Consider a beam of light scattered from a complex cluster, as shown
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in Figure 3-2. If I assume that multiple scattering effects can be neglected, then the
incident light
scattered light
Figure 3-2: Light being scattered from a cluster
intensity of light, I,(Q), scattered through a solid angle Q can be calculated by adding
up all the scattered fields from each individual sphere. The result [10] can be written
in the form
In(Q) = I () [n2 ()] (3.4)
where I1 (0) is the intensity of light scattered from a single sphere through an angle ,
and P(Q) is the form factor, which is uniquely determined by the relative positions
of the spheres inside the cluster. Note that the monomer scattering function may be
a very complex function of 0 (Mie scattering[56,43,81]).
For sufficiently small 0, P(Q) 1 which means that the intensity of scattered
light varies directly as n2 .
(3.5)
For example, if 0 = 0, then the light scattered by each sphere in the cluster interferes
constructively. Unfortunately, the laser beam itself is present at 0 = 0. However, it
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I.(O) = n 0
is still possible to measure the light scattered through a small angle and obtain an n2
dependence. The condition on 0 under which equation (3.5) is obeyed is demonstrated
graphically in Figure 3-3. Consider two spheres in the cluster at opposite ends of the
incident light
% I
t %
Figure 3-3: Two spheres in the cluster causing destructive interference
cluster. Both of these spheres are radiating the same amount of light into the solid
angle fQ, and both spheres radiate in phase with one another. However, a distant
observer will observe a phase delay between the radiation from the two spheres because
of their spatial separation. This phenomenon is more familiarly known as "two-slit
interference." When the difference in path length I grows to one-half A, then there
is sufficient destructive interference to invalidate equation (3.5). When two spheres
are at opposite ends of the cluster, the distance which separates them is roughly 2Rg,
where R9 is the radius of gyration of the cluster. The distance I is therefore equal to
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2Rg sin 0, and thus the condition on 0 is
sin 0 << (3.6)
4Rg'
Since the clusters are fractals with a fractal dimension of roughly 2, Rg grows as
ao'n. In theory, I could look at increasingly smaller angles and accurately measure
increasingly large clusters. In practice, I am limited to looking at light scattered
through a fixed small angle (about 3 degrees) and this angle limits the size of the
largest clusters I can resolve. Numerically evaluating equation (3.5) reveals that my
instrument is limited to clusters of a size much less than 105. In practice, it is very
difficult to directly measure clusters over a size of about 30 (due to the large dynamic
range of the scattered light intensity), and I have yet to resolve individual clusters of
a size greater than 15.
I now return to validate my assumption that multiple light scattering effects can
be neglected. Broide [12] has shown that for the small polystyrene spheres used in
this work, the intensity of light scattered from individual spheres is negligible when
compared to the intensity of the incident laser light. He assumes that each sphere has
a total scattering cross-section a, and notes that the mean light intensity a distance
2ao away from a sphere is therefore given by equation (3.7)
Ioo
I (r = 2ao) = 4(2ao 2 (3.7)
where Io is the incident laser light intensity. The value i1 is the intensity of light
which a neighboring sphere experiences at its center. Broide specifies that 1 < Io
is necessary for multiple scattering effects to be neglected. Equation (3.7) can be
re-written in terms of the scattering efficiency factor Q -a/7ra2. Q depends upon
the relative index of refraction of the sphere and the ratio of the wavelength of light
to the radius of the sphere. For spheres much smaller then A, Q is much less than
1 and scales as the radius to the fourth power. For spheres much larger than the
wavelength, Q is less than 1, and oscillates about a constant value as a function of
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sphere size. Having derived equation (3.8)
Q < 1 (3.8)
16 
Broide demonstrates its validity for even the largest possible values of Q for polystyrene
spheres in water.
There is a caveat attached to this conclusion. For the spheres I use, Q 1. If a
set of 13 spheres were to be organized in a close-packed configuration, then the light
intensity scattered from the peripheral spheres onto the center sphere would be on
the order of 12I1, which is on the same order of magnitude as the incident laser light
intensity. Therefore, in order for multiple scattering to be neglected, the number of
nearest neighbors must be small (no more than three or four), which is the case for
the fractal aggregates I study.
3.4.2 Flow Cell
The flow cell is probably the most important single element in the light scattering
apparatus. It is the second most expensive element, and it requires more attention
than any other element in the system. The flow cell is crucial because it is where the
light scattering takes place. Inside the flow cell, the fluid suspension of particles is
drawn into a thin stream (typically 5m wide) using the principle of hydrodynamic
focusing. The particles travel upwards and pass through a laser beam. The stream is
sufficiently thin, and the particles are sufficiently dilute, that the laser beam intersects
only one particle at a time.
Figure 3-4 shows a schematic diagram of the flow cell. The flow cell I use is
manufactured by Ortho Diagnostics Systems for use in their flow cytometer6 (part
300-0511-000). The bottom part of the flow cell is the hydrodynamic focusing region.
Here, the sample is injected into the center of the flow cell, while a clean sheath fluid
(usually Milli-Q water) is injected at a rate of about lml/min. The sheath fluid flows
6 Many biologists will be more familiar with flow cytometry than most physicists. Flow cytometry
is the science of characterizing small objects (like cells) using single-particle light scattering and
single-particle fluorescence measurements.[74,26]
100
waste outlet
II , .....
I M:.. .., ....
I - - ...1 .......
.............
......
...I.
C
cluster
c .* laser beam
sheath stream inlet
sample stream inlet
Figure 3-4: A diagram of the flowcell
upward into the viewing region of the flow cell. The internal cross-section of the flow
cell is smoothly tapered, so that the sheath flow is laminar. As the cross-section
of the flow cell decreases, the velocity of the sheath increases, so that it is moving
fairly rapidly (about 50cm/s) by the time it reaches the focusing area of the cell. The
composition of the sheath is selected to match the index of refraction of the sample
being injected7 .
As the sample is injected into the center of the flow cell, the solution containing
the particles is constrained to follow the streamlines established by the sheath. As
the sample stream flows upward, its size decreases, and it remains confined to the
central axis of the flow cell: the sample stream is focused. Without the sheath, the
7Actually, it is usually the other way around. Only rarely will I change the sheath; usually I will
dilute a non-index-matched sample with water until it matches the sheath's refractive index.
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polystyrene spheres would readily adhere to the sides of the flow cell and partially
obscure the laser beam. The sheath thus serves to both collimate the sample stream
so that the particles travel single file past the laser beam and also prevent the particles
fram sticking to the sides of the flow cell.
The cross-sectional area of the sample stream in the viewing region is given by
dividing the sample flow rate by the velocity in the central of the flow cell[26]. The
central velocity, v, is equal to twice the average velocity of the sheath, which is
determined by dividing the sheath flow rate by the cross-sectional area of the flow
cell's viewing region. The viewing region is composed of fused quartz with a vertical
rectangular slot running up the middle of the flow cell. The outer and inner cross-
sections are coaxial, parallel squares. The slot is 250pm on each side, and extends
upward for about 2cm. With a sheath flow rate of 1.0ml/min, and a sample injection
rate of 0.300pl/min, this results in a sample width of 3.6gm. In practice, the sample
injection rate is known with great accuracy, while the sheath injection rate is not.
The sheath fluid is supplied to the flow cell from a 20 liter nitrogen pressurized
plastic bottle. It is essential to the experiment that the sheath be kept free of dirt.
There are three different types of dirt that are often encountered: small particulates,
bateria, and small air bubbles. The main difference between the small particulates
and the bacteria is that the number of bacteria will increase with times. Particulates
are removed by extensively washing the plastic bottle with Milli-Q water. Bacte-
rial growth can be prevented either by addition of sodium azide or by maintaining an
aseptic environment. In the case of the sheath fluid, I have opted for the latter choice,
and therefore maintain a sealed bottle with hoses which can be connected directly
to the Milli-Q apparatus as well as the particle analyzer without the possibility of
contamination. An aseptic environment also takes care of most of the small particu-
lates. As an additional precaution, a 0.22/m Millipak filter (Millipore, Bedford, MA)
is placed in the sheath flow line between the sheath bottle and flow cell.
While the filter does an excellent job stopping the dirt, it also serves as a nucleation
SI'm not sure what the bacteria grow on since the sheath is composed of Milli-Q water which
is free of ions, organics, and dirt. But bacteria will indeed grow when placed in the sheath bottle.
Perhaps the bacteria are starving to death, and are dividing as a means of maximizing their survival.
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site for bubbles. Microscopic bubbles will pass right through the filter and enter the
flow cell. If bubbles lodge inside the flow cell, they will disrupt the laminar flow and
could create turbulence. A small deflection of the flow will deflect the focussed sample
stream, but a turbulent flow will quickly coat the inside of the flow cell with clusters.
The sheath flow in the cell is directed upward to eliminate any bubbles which enter.
However, the bubbles will still scatter light as they pass through the flow cell, so a
disposable 0.22um syringe filter (Millex GS, Millipore) is inserted into the sheath flow
line just before the sheath flows into the cell. The disposable filter will prevent tiny
bubbles from entering the flow cell, but it eventually gets "clogged" with bubbles, at
which point it needs to be replaced. The syringe filter is often replaced once every
few months: if it gets clogged with bubbles more often than that, then the Milli-Q
water filtering system needs to be checked.
The sample stream is injected into the flow cell using a digital syringe pump (Har-
vard Apparatus model Pump 22, Harvard Apparatus, Natick, MA). This particular
pump uses a high precision stepper motor and gear reduction to provide a smooth,
non-pulsatile flow. The sample is placed into a syringe which is then loaded into the
pump. The syringe selected for use depends upon the desired sample injection rate
and sample concentration. The sample injection rate was usually adjusted so as to
provide 100 clusters per second. Low concentrations (106 particles per ml or less)
were injected using Becton Dickinson cc tuberculin syringes. Moderate concentra-
tions (on the order of 107 particles per ml) used Hamilton 250 l gas tight syringes.
High concentrations (above 108 particles per ml) used Hamilton 50 pl gas tight sy-
ringes(Hamilton model number 1705TLL, Hamilton, Reno, NV). By using a variety
of injection syringes, a wide range of cluster concentrations could be accomodated
while maintaining a smooth flow.
The pump injection rate is controlled via a serial port connection to an IBMpc
computer. The computer is told which syringe is being used, and the desired flow
rate. It starts by injecting the sample at a high rate (a few pl/min) to purge the 20pl
of dead volume in the 30 gauge teflon tubing connecting the sample syringe to the
flow cell, then slows the pump down to the desired rate before proceeding to collect
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data.
3.4.3 Optics
The optical pulse analyzer is shown schematically in Figure 3-5. In optical terms, this
instrument is a dark-ground projection microscope[62]. The laser beam is provided
by an argon-ion laser (Spectra Physics model 164-06) operating at Av"' = 514.5 nm in
the TEMoo mode. The output laser power is not critical to this experiment, although
it was often set at 200mW. The laser beam is focused in the horizontal plane
Lens 2 Beamstop
Lens Lens 4
Flowcell
Figure 3-5: A schematic diagram of the optical pulse analyzer
by cylindrical Lens 1 (10 cm focal length) and in the vertical plane by cylindrical
Lens 2 (3 cm focal length) onto the flowcell shown in Figure 3-4. The solution of
sphere clusters is first diluted in water, and then immediately injected at a precisely
controlled rate into the center of the flowcell. As the sample passes upwards through
the flowcell, it is hydrodynamically focused by the surrounding sheath fluid (usually
pure water). The sheath fluid serves to prevent the particles from sticking to the
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sides of the flowcell and obscuring the laser beam. I took care to index match the
sheath fluid to the injected sample stream. If the sheath and sample streams are not
index matched, the laser light will scatter off the interface between the two streams
and obscure the light scattered by the clusters [74,26].
The particles which passed through the flowcell were illuminated by an elliptical
spot of coherent light. Light which is not scattered by the clusters is absorbed by
the beam stop. Light scattered through a small angle (a couple of degrees of arc)
is collected by lens 3 (microscope objective), projected through lens 4 (5 cm focal
length) producing a 75x magnified image on the horizontal slit and iris in front of
the phototube (RCA model 7265). The high magnification facilitates alignment of
the instrument. The iris is adjusted to screen out light scattered from the sides of
the flowcell ( 100l m). The slit is adjusted to limit the height of the scattering
volume to admit only one cluster (15pm). The depth of the scattering volume is de-
termined by the depth of field of the imaging lenses, and is m 250#Om. The phototube
converts the light pulses to electronic pulses which are then processed by high speed
analog circuitry (shown in Figure 3-6) before being digitized and stored in an IBMpc
microcomputer.
3.4.4 Electronics
Detailed circuit diagrams of the signal processing circuitry (Figure 3-6) are shown in
Appendix C. The phototube produces a photocurrent proportional to the intensity
of the light pulse. The trans-impedance amplifier converts the current pulse into a
voltage pulse. The trans-impedance amplifier is located inside its own case right next
to the phototube, and its output is fed to the main circuit via a coaxial cable.
The trans-impedance amplifier inverts the signal, which would have a disasterous
effect if fed directly into the square root amplifier. Therefore, an inverter is placed
after the trans-impedance amplifier to correct the sign of the voltage pulse.
The low-pass filter is used to remove high frequency noise in the signal. The cut-
off frequency is adjustable, and is set to about 1 MHz. The exact value is not critical
for proper operation. There is a surprising amount of high frequency noise picked up
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Figure 3-6: Block diagram of the signal processing circuitry
by the circuit (even though it is shielded from external RF sources). For example, the
circuit will pick up a small amount of signal from the horizontal flyback transformer
in the computer monitor. In this regard, it is important not to build the circuit using
op amps with a very high frequency response. An earlier circuit, with unity gain of
300MHz, could (and did) amplify VHF signals quit effectively. Also, it is very easy
to inadvertently construct a Colpitts oscillator when using very high frequency op
amps. Indeed, the original circuit oscillated at a frequency of about 180MHz with
an amplitude of about 1 volt. This behavior went undetected for a long time, as the
oscilloscope used to examine the signal had a cutoff frequency of a few megahertz.
The next step in the circuit is to subtract the baseline. The signal normally has
a non-zero DC offset which must be reduced to a small (but non-zero) value before
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taking the square root. There are two baseline restoration options: AC couple and
DC couple. In DC couple mode, a manually set DC value is subtracted from the
signal. In AC couple mode, the signal passes through a 1Hz low-pass filter, which is
then subtracted from the main signal; the net effect is a high-pass filter with a cut-off
frequency of 1 Hz. In both cases, a fixed, finite value is then added to the signal to
prevent it from getting too close to zero. The reason for this is that the square root
amplifier does not behave well if the signal approaches zero.
The square root module takes the square root by using an op-amp with an analog
multiplier in the feedback loop. The analog multiplier takes the output of the op-amp,
squares it, then feeds the result back to the input. The resultant output is therefore
proportional to the square root of the input signal. It is also possible to generate
a square root amplifier using a logarithmic amplifier, followed by a voltage divider,
followed by an exponential amplifier, but this latter scheme is more susceptible to
error than the former. The output from the square root amplifier, like that of the
trans-impedance amplifier, is inverted, so it is then passed through an inverter.
The signal is then sent to the Analog to Digital Converter (ADC) on the IBMpc
microcomputer as well as the peak detector circuit. The peak detector circuit main-
tains two voltage thresholds. The start of a peak is identified when the signal rises
above the upper threshold, while the end of the peak is identified when the signal falls
below the lower threshold. Both the upper and lower thresholds are displayed on the
oscilloscope along with the signal. The thresholds are manually set so as to conform
to the observed peak shapes. The upper threshold is usually set at about two-thirds
of the monomer peak amplitude, and the lower threshold at about one-third of the
monomer peak amplitude.
The gated clock is used to digitize the signal only when peaks are present. The
ADC (Model DAS-50, Metrabyte, Taunton, MA) will digitize at a frequency of one
million samples per second. However, there are only a hundred or so pulses per
second, with about 30 samples per pulse. If the ADC were to digitize constantly,
many megabytes would be required to store all the data. The gated clock is used to
digitize the signal only when peaks are present. In this way, several hundred seconds
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Figure 3-7: A sample histogram
worth of data are stored in under a megabyte.
Once stored, the digital pulses are then assembled into a histogram of pulse size.
I determined the concentration of clusters in the sample by dividing the number of
light pulses collected by the volume of the sample injected. I could calculate the
volume of sample injected by multiplying the known sample injection rate by the
duration of time over which the light pulses were collected. It is important to note
that if two separate single spheres are simultaneously present in the laser beam, the
signal produced is only double the intensity of a single sphere pulse, while the signal
produced by a dimer is four times the intensity of a monomer pulse. Because the
signal from a dimer is distinct from the signal produced by a coincidence of two
monomeric spheres in the laser beam, it was possible to measure extremely small
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concentrations of dimers without the ambiguitities posed by other particle counting
techniques.
3.4.5 Measuring the cluster size distribution
A sample histogram is shown in Figure 3-7. The largest peak corresponds to clus-
ters composed of single spheres of diameter 0.360pm (monomers). The other peaks
correspond to microsphere clusters. In the graph, clusters composed of five spheres
(clusters of order five) are clearly visible. When the graph is magnified, clusters of up
to order twelve are clearly visible. Clusters of higher order (up to 30 for some sam-
ples) could be counted by binning the measured distribution. For the sample shown
in Figure 3-7 clusters of order 20 could be resolved. The number and concentration
of each order of cluster was determined by integrating the counts in each peak. The
computer program used to perform this integration is included in Appendix E.
The positions of each peak vary linearly with cluster size. This can be shown in
Figure 3-8. As can be seen with the unaided eye, the square root of the scattered
light intensity varies linearly with cluster size. Note that the finite intercept is not an
artifact of the numerical fit9. It is due to the non-zero baseline restoration discussed
in the previous section.
The peaks are broadened by a number of different effects. The monomer peak is
a special case as it is broadened by small amounts of electrical noise. Because the
square-root amplifier tends to reduce the effects of small signals on large amplitude
pulses, higher order pulses are not significantly influenced by random (or systematic)
electronic noise.
The particles used in this experiment are not perfectly uniform. One way to
describe the deviations from uniformity is the coefficient of variation which is equal
to the standard deviation divided by the mean value. The coeffecient of variation of
the spheres' radii is 3.3%. This implies a coefficient of variation of about 10% in the
square root of the scattered light intensity. This is very close to the value I observe
9In this particular case, it might be. The intercept is on the same order as the standard deviation
of the linear curve fit, so it just might be an artifact. Usually, the offset is more prominent.
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Figure 3-8: Channel number varies linearly with peak size.
for peaks larger than monomers.
The most noticable feature of the peak widths is that they are roughly proportional
to the peak's amplitude. If the width of the peak were due entirely to the variation
in monomer size, then the coefficient of variation of the peaks would decrease as
a function of cluster size. Physically, a larger cluster would contain a more even
mixture of large and small monomeric particles than would a small cluster. This
suggests that the width is due to fluctuations in the laser light and photocurrent
amplification. The laser light fluctuations may be either spatial or temporal. Spacial
fluctuations are due to improper optical alignment of the instrument or non-TEM0 0
mode operation. Temporal fluctuations are often due to power supply fluctuations.
The power supply for the laser is old, and it no longer supplies ripple-free current to
the plasma tube. However, the laser light fluctuations are only about 2%. Clearly,
the laser is not responsible for the entire 10% of the peak's width.
As the clusters grow larger, their radii of gyration increase, and this limits the
range of usefulness of the instrument. If the radius of gyration is comparable to
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.A sin 0, then the instrument can no longer be used to judge cluster size. Note that
'A sin 0 is not a sharp cut-off: as it is approached, the scattered light intensity will
begin to vary with cluster orientation. As the clusters grow larger, so too grows
the variation in orientation. This effect may dominate the peak width for large
clusters. One way to test this hypothesis is to vary the monomer size and measure
the variations in peak width. Indeed, when larger monomers are used, there is a
more pronounced widening of the peaks for large cluster sizes. Smaller monomers
yield smaller coefficients of variation, but often larger widths due to the effects of
electronic noise on the much smaller signal. Recall that the intensity of the scattered
light varies roughly as the radius to the sixth power: reducing the sphere size from 360
nm to 250 nm results in a factor of 10 decrease in the scattered light intensity. While
smaller particles seem more desirable, the miniscule amounts of light they scatter
make them harder to quantify with great accuracy.
Smaller monomers tend to be more desirable as the building blocks for larger
clusters, but there are several factors which limit their usefulness. Sufficiently small
monomers will not scatter enought light to be detected when compared to Rayleigh
scattering from thermal fluctuations in the sheath. The smallest polystyrene sphere
which could be detected theoretically is 100nm in diameter. However, there are far
more stringent restrictions on cluster size. The sheath fluid must be free of partic-
ulates in order for the instrument to work properly. The Milli-Q water is filtered
using 0.22pm filters, and this sets a lower limit of 220nm on the particle size the
instrument can detect. The smallest particles that I have been able to resolve are
250nm in diameter. which took a great deal of fiddling with the optics and flow cell.
The problem with small particles is that they are too big to scatter in the Rayleigh
limit, but are too small to scatter appreciable amounts of light.
During the initial stages of aggregation, it is possible to measure the entire cluster
size distribution, and it is therefore possible to measure the first moment of the
distribution. As the number average climbs into the range of 1.5 to 2.0, it is no
longer possible to measure the sizes of all the clusters, and therefore it is impossible
to directly measure the first moment. However, since the injected volume is measured
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accurately, and since the sphere concentration is known, it is possible to determine
the first moment of the distribution indirectly. Even if the mass of a large cluster can
not be determined, it is still counted, and thus it is still possible to measure the zeroth
moment of the distribution no matter how aggregated the sample. The strength of
the technique lies in the equipment's ability to accurately measure the concentrations
of small clusters (under a size of 30) and simultaneously count all the clusters. This
combination lets me extract data from highly aggregated samples.
3.4.6 Experimental Protocol
All the kinetics experiments follow a similar procedure. First, several 4.5ml dispos-
able polystyrene cuvettes are cleaned in Milli-Q water, loosely covered with parafilm
(American Can Co., Greenwich, CT) so as to allow the water inside the cuevette to
evaporate but tight enough to prevent dust from entering, and allowed to dry (a few
days). Next, fresh phosphate buffered saline solution (PBS)[98] containing TX100
is prepared. A small quantity (0.02% by weight) of sodium azide is added to deter
bacterial growth. The PBS-TX100 solution is then filtered through 0.22#sm syringe
filters (Millex-GS, Millipore, Bedord, MA) to remove stray particulates.
Dr. Sykulev maintains a supply of antibodies frozen at -700 C. Small quantities
(ranging from 501 to 100ul) of antibodies are stored in individual centrifuge tubes.
This scheme permits me to thaw only the quantity of antibody I needed, usually one
or two tubes. After thawing the antibodies, Dr. Sykulev centrifuges the tubes to
precipitate stray particulates. The tubes are then stored on ice (for at most a couple
of hours) prior to the experiment.
For a given set of microspheres and antibodies, there are three experimental pa-
rameters which may be adjusted: total sample volume, antibody concentration, and
sphere concentration. Once these parameters have been decided, two cuvettes are
prepared containing volumes equal to one-half the total sample volume. One cuvette
contains spheres diluted to twice the desired sphere concentration, while the other
cuvette contains antibodies diluted to twice the desired antibody concentration. This
dilution prevents initial rapid aggregation due to concentration fluctuations before
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the samples are adequately mixed. In both cases, the PBS-TX100 is added to the
cuevette first, and then checked for dust in the laser beam. If dust is discoveredl0 ,
the cuvette is discarded, and the procedure is repeated with another clean cuevette.
The cuvette containing the spheres is prepared first. Once the antibody solution is
prepared, I immediately add the solution of spheres to the antibodies, which initiates
the experiment. I then cover the cuvette with parafilm, and gently swirl the mixture
for a few seconds until the spheres and antibodies are evenly mixed. The parafilm is
kept tightly covered to prevent evaporation during the experiment.
Samples are prepared for injection into the instrument via an intermediate dilu-
tion. A clean cuvette is filled with Milli-Q water and checked for dirt by placing it in
the laser beam and looking for bright sparkles. If the cuvette is clean, a small quan-
tity of material (typically 101 l) is extracted from the cuvette containing the reacting
spheres and antibodies, and is injected into the new cuvette. The total volume of the
diluted sample is usually 1.000 ml. Dilution serves several purposes:
1. Diluting the sample quenches the reaction preventing further aggregation as the
sample is analyzed by the instrument.
2. Diluting in Milli-Q water helps to index-match the sample to the sheath fluid.
3. Diluting the sample provides a way of controlling the sample injection rate. Usu-
ally, the samples are diluted to about 107 clusters/ml and injected at 0.6pl/min
to obtain an ideal injection rate of 100 clusters/sec. However, there are limits on
the syringe's injection rate which may be compensated by varying the dilution
ratio.
After diluting the sample in the cuvette, I gently mix the solution by holding the
cuvette at an angle of 45° to the vertical, and gently rotate it about the long axis of the
square cuvette. This action will thoroughly mix the diluted sample without shearing
apart the clusters. I can check the degree of mixing by placing the cuvette in the laser
beam. Completely mixed samples look smooth, while incompletely mixed samples
l°Most of the time the cuvette is clean, but it is still worth checking for dirt before valuable
reagents are mixed into the solution.
113
show variations in sphere concentration 1 . Once the diluted sample is thoroughly
mixed (a few minutes), I extract a small quantity from the cuvette and inject it into
the instrument via the computer-controlled syringe pump. The cuvette containing
the diluted sample is then labelled and tightly covered with parafilm and an elastic
band to prevent evaporation. The diluted sample may then be re-analyzed in the
future should the instrument malfunction.
The syringe pump is programmed to pump a fixed volume of sample at a relatively
high injection rate (usually about 50pl of sample at several l/min) in order to purge
the instrument of any previous sample. The dead volume consists of 201I of 30 gauge
teflon tubing leading from the syringe pump to the flowcell, so the 50P1 purge is
usually sufficient to clear out any previous sample.
3.4.7 Experimental Details
For the benefit of those experimenters who which to explore colloidal aggregation
using single-particle light scattering, here are some useful tips.
Cleanliness. The most important detail is cleanliness. All the reagents and glass-
ware must be kept clean. Dirt is easily detectable at 1000 particles/mil. If the dirt
concentration is as high as 106 particles/ml, then the experiment will be ruined.
Cleanliness must be check throughout all the stages of the experiment. All the sam-
ples must be kept covered to prevent containimation from dust and bacteria. Bacteria
appear as a broad peak on top of the histogram, while dirt appears as noise which
decays exponentially with increasing particle size.
Spheres. Before the spheres are coated with antigens, they must be monomerized:
it is not possible to monomerize the coated spheres without damaging the antigens
(sonication can cause localized heating of several thousand degrees). The spheres can
be monomerized by gentle sonication in ice water. Replace the ice every 15 minutes, or
sooner if all the ice melts. The spheres should be better than 99% monomers before
coating with antigens. When coating the spheres, use gentle reagents to prevent
"The effect is like looking at thin streams of smoke.
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colloidal aggregation.
Antibodies. The antibodies should be affinity purified. Minimize the time during
which the antibodies are thawed and not mixed with the spheres. Make sure that
the solution containing the spheres is added to the solution containing the antibodies
and not the other way around. This insures that the antibody concentration in the
reaction is known. The sphere concentration in the reaction can be measured directly
by counting.
Optics. Visually inspect the magnified image of the flowcell projected onto the
phototube. Find an area which is free of dirt and scratches. Calibrate the optics
using a monomerized sample. When the optics are well-aligned, the monomer peaks
are sharp and identical. If the optics are aligned properly, distinct peaks should be
easily resolved for clusters as large as 10-mers.
Electronics. The electronics should have a bandwidth high enough to follow the
shape of the peaks (about 25 MHz) without being so high that RF effects dominate the
instrument's operation. Each electronic sub-system should be checked individually
before the whole is assembled. The entire electronic system should then be checked
using a waveform or pulse generator before attaching it to the phototube.
The ADC system should digitize at a frequency of at least 1MHz, and with a
precision of at least 12bits/sample. A more advanced computer program should be
written to recognize the shapes of "good" peaks and "bad" peaks and to reject bad
peaks. In particular, good peaks seem to all share the same width-height characteris-
tics, while bad peaks do not. Although my IBMpc is too slow to conduct a thorough
analysis of the peak shapes in real-time, this analysis should be quite easy for a fast
386/486 microcomputer.
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Chapter 4
Experimental Results
Without having to make a reading, Biot recognized that there was a
strong levo-rotation. Then the illustrious old man, who was visibly
moved, seized me by the hand, and said, "My dear son, I have loved
science so deeply that this stirs my heart."
Louis Pasteur, demonstrating the resolution of optical isomers to
Jean Baptiste Biot.
To me, the excitement of science is being actively involved in the discovery process.
A typical antibody-antigen aggregation experiment consumes a solid block of time
often lasting for more than a day. And yet, the excitement of discovery keeps the
adrenaline flowing during that time'. That first glimmer of insight, after spending
weeks or months stumbling around in the dark, makes the experiment worth the
while.
I will spend most of this section analyzing a few key experiments. Two of them
demonstrate the detailed kinetics of antibody-antigen aggregation. Even though the
two experiments use the same sphere concentration, they exhibit different kinetic
growth. I shall refer to the first experiment as experiment DNP21, and the second as
DNP29. The data from both experiments is reproduced in Appendix D.
DNP21 was prepared under the following conditions. Spheres with a high surface
concentration of DNP-lysine were used as they were more reactive than the lower
'It also helps to have a wife who brings me home-cooked meals to the lab late at night.
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DNP-concentration spheres. I used a sphere concentration of 1.20 x 109 spheres/ml,
and an antibody concentration of 20.25pg/ml. The binding affinity between the
antibodies and DNP-lysine was measured to be 6 x 105 L/M.
DNP29 was prepared under similar conditions. This experiment also used the
high concentrated DNP-spheresbut at a slightly lower sphere concentration of 1.04 x
109 spheres/ml, and an antibody concentration of 50.03pg/ml. The binding affinity
between the antibodies and DNP-lysine was also measured to be 6 x 105 L/M, but
this batch of antibodies was "less reactive" than that used in the DNP21 experiment.
Since the antibodies had the same measured binding affinity, it is not clear what made
one batch more or less reactive than another batch. At any rate, even though DNP29
used a higher concentration of antibodies, there was a slower reaction.
The DNP21 and DNP29 data sets have the advantage that they each show the
short-term aggregation behavior (K 11 ) the intermediate-term behavior (dynamic scal-
ing) and the effects of long-term behavior (equilibrium). While I will present data
from other data sets to reinforce my claims, most of the graphs presented in this
section will be derived from these data sets.
4.1 The degree of aggregation is directly propor-
tional to antibody concentration
I prepared a set of samples of 20% DNP spheres at a concentration of 0.92 x 109
spheres/ml mixed with a range of antibody concentrations ranging from 2g/ml to
30pg/ml. The samples were allowed to sit for a period of 5 days, and were then
analyzed. Figure 4-1 shows the value of b as a function of antibody concentration, CAb-
The degree of aggregation is clearly proportional to the quantity of antibody added
to the system. This linearity is due to the relatively low concentration of DNP lysine
groups on the spheres and the low antibody concentration. The intrinsic binding
affinity2 for this sytem is about 5 x 106 /M. There are about 104 DNP-lysine groups
2 For information on binding affinity, see Chapter 6.
117
.75
.60
.45
b
.30
.15
nV
0 10 20 30
CAb(g/ml)
Figure 4-1: Bond parameter b grows linearly with antibody concentration
per sphere, which means that the concentration of DNP-lysine is about 10-8M/l.
The molecular weight of the antibodies is about 150,000 which means that the most
concentrated antibody sample (30,ig/ml) is only 2 x 10-7M/l. As a result, antibodies
will attach themselves to about 10% of the DNP groups on the spheres. The rate
at which binding occurs is proportional to the fraction of DNP groups per sphere to
which antibodies are attached multiplied by the fraction of DNP groups per sphere
which are free. This system can be though of as a Flory AnRBf_ system where f is
equal to the total number of DNP-lysine groups on the sphere, and n is equal to the
mean number of antibodies per sphere. If n < f, then the number of ways to attach
the spheres together scales linearly with n. For antibody concentrations much lower
than the reciprocal of the binding affinity, n will scale linearly with the free antibody
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concentration. It is for these reasons that Figure 4-1 shows a linear relationship. The
relationship between the antibody concentration, sphere concentration, and bound
antibody concentration is explored in detail in Chapter 6.
4.2 The antibody-antigen system is reaction-limited
Diffusion-limited systems which start with pure monomers will all react with the same
value of K 11, regardless of the sphere size. In water at room temperature, KBr° wnia
is equal to 1.14 x 10-11 ml/(sphere-sec). It is convenient to characterize a particular
reaction by a characteristic aggregation time, tagg = 2/K 11Co. The aggregation time
is roughly the amount of time it takes for the number average of the sample to
increase from 1 to 2. For a particle concentration of 1.2 x 109 spheres/ml, the DLCA
aggregation time is 146 seconds. If my system were diffusion limited, I would therefore
expect to see dramatic activity in about a minute. However, the reaction is much
slower than this, as demonstrated by the graph of n, shown in Figure 4-2. The
theoretical fit is derived from the formula for reversible RLCA derived in Section 4.5.
Figure 4-3 shows the initial cluster size growth for the first five hours. Since the system
takes a couple days to come to equilibrium, the first few hours should be indicative of
the aggregation kernel only. Since the initial growth is clearly exponential, the value
of A is equal to 1. Also note that the aggregation time constant is of a comparable
value as that determined from Figure 4-2. This is because there are only two terms
which define reversible aggregation: the rate of initial growth and the equilibrium
value of the number average. Since the initial growth is independent of equilibrium,
the two values of the time constant are in close agreement.
It is possible to estimate K 11 from the data obtained from this experiment. I
can determine K 11 by fitting a 2nd order polynomial to the initial values of C2(t),
and then measuring the initial slope of the graph. This method yields an estimate
of Kl = 7.94 x 10- 14 ml/(spheres-sec), which is smaller then the DLCA value by
a factor of 144. This implies that the sticking probability is on the order of 1/144,
which is much less than 1, and therefore justifies my assertion that the aggregation
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Figure 4-2: Number average growth for DNP21 antibody-antigen aggregation
is reaction-limited. While it may seem that this calculation of K 11 is quite crude for
this case, (only three data points) it is consistent with other measurements of Ki I
made with the antibody-antigen system, and it is borne out by the measurements of
n. Actually, this is the highest value of IKl that I have measured for any antibody-
antigen system, and it still is much lower than the diffusion limited value.
The results for the DNP29 experiment show much slower growth, even though a
higher antibody concentration was used. The rate of growth of this system is more
typical of the growth rates I saw in most of my experiments, with an aggegation
time constant of about 10 hours. In this case, the rate of fragmentation is great
enough to prevent the system from showing the initial exponential growth which
figures prominently in Figure 4-3. This lack of exponential growth is a function of
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Figure 4-3: Initial number average growth for DNP21 antibody-antigen aggregation
the equilibrium value of n, = 1 + KoColFo. If the equilibrium value of hn is much
larger than the initial value of in, then the initial growth will be exponential.
Another method which can be used to measure the aggregation time scale is to
measure the rate of decay of the monomers, shown in Figure 4-6. The theoretical fit
is for the sum kernel prediction of monomer growth. It appears that the monomers
initially decay exponentially with a time constant of 2.50 hours, or 9,000 seconds.
4.3 Dynamic Scaling
As I mentioned in Chapter 2, there is a fair amount of insight which can be gained
from looking at graphs of hn(t) and C2(b)/C(b). Figure 4-2 shows that the initial
cluster-size growth for the DNP21 experiment is exponential, which indicates that
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Figure 4-4: Early rate of dimer growth for experiment DNP21.
A = 1 for the aggregation kernel. Some insight may be gained by recalling that the
sum kernel has A = 1 and also has the property C2/C1 = be- b. Figure 4-7 shows the
dimer/monomer ratio as a function of bond parameter for the DNP21 experiment.
It appears to be very similar to the sum-kernel. It would be tempting to think that
the aggregation kernel is just a simple sum kernel, but reality isn't quite that simple.
Because the range of nn collected for this data set is sufficiently large, it is also possible
to construct a graph of the time-independent cluster size distribution. In order to
do this, I first had to determine . Recall that relates the number average to the
average cluster size s used to generate +(x). In principle, it should be easy to measure
r: just look at the slope of C,, on a log-log graph. In practice, different values of r are
found for different graphs. It is still possible to find an average value of r which causes
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Figure 4-5: Number average growth for DNP29 antibody-antigen aggregation
the data to collapse onto a single curve. I did this by trial and error: I guessed a
value of r, calculated (x), then measured r from the graph of . If my guess was too
small, then the measured value was larger, and vice versa. This guessing game quickly
converges on the true value of r, which is approximately 1.36. Note that the plot of
O(x) shown in Figure 4-8 is generated from several sets of data taken at different times
which all collapse onto a single curve. To emphasize this point, Figure 4-9 shows a
subset of the data used to generate Figure 4-8, with different symbols used to identify
the time associated with each cluster size distribution. Figure 4-9 clearly shows how
the cluster size distribution at one time is related to the cluster size distribution at
another time via the time independant cluster size distribution.
Since the value of A is 1, I would anticipate a value of = A + 1 = 2 if P > 0.
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Figure 4-6: Rate of monomer decay for DNP21.
Since r < A + 1, I conclude that = 0. These exponents are the same exponents as
the sum kernel, but the sum kernel predicts a value of r = 3/2. I performed several
measurements, and while the resulting values of r were always near the value 3/2,
they were not always equal to 3/2, as was the case with this particular data set. In
practice, the values ranged from a low of about 1.3 to a high of about 1.9. These
values are all consistent with a kernel with A = 1 and y = 0, but are not consistent
with the sum kernel.
The data for the DNP29 experiment is quite different from the DNP21 experiment,
although it also appears to be consistent with A = 1 and u = 0. Recall that the initial
growth of t, for DNP29 was roughly linear. On the basis of the temporal growth, it
could be argued that the DNP29 aggregation kernel had pu > 0 and A < 1 which could
124
.4
.3
C2/C1 .2
.1
V
0 .2 .4 .6 .8 1.0
b
Figure 4-7: DNP21 dimer/monomer ratio as a function of b.
produce the same values of n seen in Figure 4-5. However, the dimer/monomer ratio
is not the same as the DNP21 experiment, and it casts doubt on the assumption that
/ > 0 and A < 1. This behavior is quite different from sum-kernel behavior. Indeed,
the exponent of -3/2 indicates that the dimer/monomer ratio will reach a maximum
value of about 1/4, and then decrease as b continues to increase. This behavior is
typical of Flory gelation: the dimer/monomer ratio decreases after the gel point. The
reason for this decrease is that the dimers are being "swallowed up" by large clusters
faster than the monomers. What's more, the trimers are swallowed up faster than the
dimers, and so on, producing a run-away escallation that leads to the gel formation.
It would seem from Figure 4-10 that A > 1.
While it might be tempting to think that this sample gelled, it clearly didn't. The
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Figure 4-8: Time-independent cluster size distribution demonstrates dynamic scaling
for DNP21.
distinctive hallmark of gelation is that r > 2, for only then can the sol phase support
a limited and finite quantity of mass. It is this inability to support an arbitrary
quantity of mass which leads to gelation. The value of r for the DNP29 system is
only about 7/4, as shown in Figure 4-11. Although DNP29 didn't gel, the decrease
in the dimer/monomer ratio is suggestive of gelation. It looks like this system is close
to gelation, but didn't quite make it. When 0 < A < 1, Ci/Cj approaches the limit
of (i/j) - r as b - 1. Yet, here is a case where C2/C reaches a scaling value, then
decreases. In the critical case where r = 2, the ratio of C2/C1 reaches a maximum
value of 1/4. This is slightly lower than the maximum value observed in Figure 4-10.
It appears that the small clusters are reacting strongly with the large clusters, but
without sufficient vigor to gel.
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Figure 4-9: The cluster size distributions at different times illustrates dynamic scaling.
4.4 Demonstration of reversible aggregation
It is clear that adding antibodies to the samples cause aggregation, but that alone
does not make clear the mechanism of aggregation. For example, if I added sticky
antibodies to the spheres, they would also aggregate, but that would prove nothing
about the nature of antibody-antigen reactions. Furthermore, a "sticky antibody"
system would not have to be modeled using finite-bonds. A clear demonstration of
specific aggregation must pass the following tests:
1. The DNP coated spheres must aggregate in the presence of anti-DNP antibodies.
2. The DNP coated spheres must not aggregate in the presence of non-anti-DNP
antibodies.
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Figure 4-10: DNP29 dimer/monomer ratio as a function of b.
3. Uncoated spheres must not aggregate in the presence of anti-DNP antibodies.
4. The aggregation process will be prematurely halted when excess free DNP-lysine
is added to the solution.
During the course of applying these tests, I discovered that the DNP-anti-DNP sphere
system was not only specific, but also reversible. That is, the clusters which had
formed in the presence of anti-DNP antibodies would fragment in the presence of
excess free antigen. This was a great surprise to all of us working on the project, as
the prevailing wisdom of the time was that the Van Der Waals forces would irreversibly
bind the spheres once they had been cross-linked by an antibody. Apparently, the
high surface charge on the spheres prevented them from getting close enough to fall
into the Van Der Waals potential well. This fortuitous discovery provided me with
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Figure 4-11: Time-independent cluster size distribution for DNP29.
the means to probe the transition from kinetics to equilibrium.
The reversibility is clearly demonstrated in Figure 4-12. This experiment was
started at 2:00 PM in the afternoon, and a small quantity (10.0 1l) of very concen-
trated (0.9 x 10-2 M/l) DNP-lysine was added at midnight. The total volume of
sphere-antibody solution was 2000p1, so the addition of 101 of concentrated DNP-
lysine would not drastically change the overall sphere or antibody concentrations.
Before midnight, the sample is aggregating in much the same manner as the sample
shown in Figure 4-2. After midnight, the sample quickly falls apart. Note that there
is a small amount of non-specific colloidal aggregation3 which prevents the sample
from returning to its initial state. The amount of non-specific aggregation is small
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3 The antibodies are sticky after all.
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Figure 4-12: Number average growth for reversible antibody-antigen aggregation
compared to the specific, reversible aggregation.
4.5 Equilibrium and the Sum Kernel
The kinetics of irreversible systems are well-characterized by the two critical expo-
nents A and , but reversible systems are not quite as simple. For RLCA systems,
the shape of the cluster size distribution is unchanged as the system evolves from
its initial kinetic growth to equilibrium, but the temporal growth is clearly different
from that predicted by dynamic scaling. I will now present a simple model of cluster
growth using a reversible sum kernel as a means of modeling reversible cluster growth.
The sum kernel is of the form Iij = Ko(i + j) where K0o establishes the rate
at which the reaction proceeds. According to the principle of Sutherland's Demon,
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discussed in Chapter 2, the inclusion of fragmentation in the aggregation process
should not change the cluster-size distribution if monomeric initial conditions are
specified. Furthermore, the fragmentation kernel should be of the same form as
that given in Appendix A. It is, indeed, the case that the shape of the cluster-size
distribution is unchanged when a fragmentation kernel of the form
Fi= Fo [( + j)i+j-2 i!j!(4.1)
is included in the aggregation process. I will not demonstrate that the form of the
cluster-size distribution is the same for both the irreversible and reversible sum ker-
nels, but I do wish to derive the time-evolution of the number average. To do this, I
will assume that the cluster-size distribution is given by equation (4.2)
C C (1- b)(nb)' enb (4.2)
and will determine the rate of growth of n. Note that the industrious reader may
check (as I did) that the result does indeed solve the reversible aggregation equation.
The reversible aggregation equation,
dC, 1 
--
d=2 E [KijCCj - FCi+j]- [KiCnCi - FCn+i], (43)+=n i=
can be used to generate an equation for the moments of the cluster-size distribution
using the same techniques as used in Chapter 2. The equation for the zeroth moment
of the distribution is given by the equation
dMo -2 E E [KijCiCj - FijC+j] (4.4)
t i=1 j=l
which I will now solve. Inserting the expressions for Kij, Fij, and C, into equa-
tion (4.4) yields the following result.
dM C(-b)-Fob , (45)
dt= -C 0(1 - b)[KoC0(1 - b) - F0b] b+J-2e-(+J)b(i + j (4.5)i=1 j=l i!j!
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This sum can be simplified by re-writing it using a new variable n = i + j.
dMo 1 00 -en i.i--d- _ Co(1 - b)[KoCo(l - b) - Fb] ] nbn"-2e- " ijdt 2 n=2 i+j=ni!n=2 i+j=n (4.6)
From the identity proven in the previous appendix, the sum over i + j = n can be
solved exactly.
dM0-2olb [oolb-oEdMo= -_ Co(1 - b) [KoCo(1 - b) Fob] Z
n=2
nb 2e-nb (n - 1) n-_2
n!
The sum involving n looks complex, but it can be solved using the same identity used
to solve for the sum involving i + j = n. The trick I'll use is to recall that
(4.8)oo bne-nbnn-1
n=1
which looks very much like the sum over n which I want to solve. First, take the
derivative with respect to b.
d 1 E bne-nbnn E bne-nbnn
-b =,- ,bn=l n! n=1 n!
Solving for the sum yields the equation
oo bne-nbnn b
n=l n! 1-b
which can then be plugged back into equation (4.7).
dMo
d - -Co [KoCo(l - b) - Fob]dt
Since , = Co/Mo, the equation for the growth rate of , is
d =
dt h= KoCo. - Fo (f
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(4.7)
(4.9)
(4.10)
(4.11)
(4.12)
- · · )
which can be re-written in integral form
dn
1 n [(F + KoCo) F] (4.13)
which is easily solved by introducing the variable u = (KoCo + Fo - nFo)/n.
1 + KoCo
h 1 -KC o (4.14)
I q KC- -\ ec + 0 C
Equation (4.14) has only two independant parameters: KoCo which determines the
initial rate of growth, and KoColFo which determines the equilibrium value of n,.
Equation (4.14) has the proper exponential growth behavior in the limit that F0o - 0
and also in the limit that nn - 1. It also comes to the proper equilibrium value
1 + KoColFo. So, it does seem physically reasonable to accept this solution4 .
Recall the discussion of scaling from Chapter 2: the details of the rate of growth
of the average cluster size do not depend strongly on the details of the kernel but only
on the exponent A. It would seem reasonable to assume that the general features of
this solution would apply not only to the special case of the reversible sum kernel,
but also to the rate of growth of any reversible aggregation process with A = 1.
4.6 Equilibrium cluster size distribution
The equilibrium cluster size distribution is shown in Figure 4-13. This particular set of
data came from an experiment in which there was very little non-specific aggregation,
as revealed by inhibition with free DNP-lysine. It is therefore represenative of the
true equilibrium cluster-size distribution. Note that the sum kernel fits this particular
data set with great acccuracy. The fit is so good that no curve fitting procedure was
used: the theoretical fit is calculated from the sum kernel cluster size distribution
with n, = 1.5801 which was the value obtained from the experimental data set.
The results from the equilibrium and kinetic distributions for a single data set
4 Since it is the exact solution, you have no choice but to accept it.
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Figure 4-13: Equilibrium cluster size distribution compared to the sum kernel
are virtually indistinguishable. This phenomenon makes a great deal of sense in
light of the discussion of equilibrium processes from Chapter 2: the procedure which
constructs an RLCA cluster size distribution is identical to the procedure which con-
structs an equilibrium cluster size distribution. The data from this experiment bear
this out: the equilibrium cluster size distributions were of the same form as the ki-
netic cluster size distributions, and there was no observed transition in the shape of
the cluster size distribution as the aggregating systems approached equilibrium.
4.7 Summary of results
The aggregation kinetics suggest that the aggregation kernel is described by exponents
A = 1 and P = 0. This is because the initial kinetics describe exponential growth,
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and the cluster size distribution exhibits a power law decay with < A + 1. The
values for r exhibit a range of values all clustered around r = 3/2.
It is tempting to think of this data as representative of a Flory ARBf_l system
which is described by the sum kernel. However, the Flory ARBfl model would be
appropriate if only one antibody were bound to each sphere. In my system, there
are several hundred antibodies and several thousand antigens per sphere. Therefore,
it would seem as though the Flory AfRBg model would be more appropriate for my
system. But the Flory AfRBg model is isomorphic with the Flory RAf model[39,
104,20] which predicts gelation and a value of r = 5/2 which is much larger than the
values I observe. This discrepancy will be discussed in more detail in Chapter 5.
When the equilibrium value of in is large, the samples exhibit exponential growth.
When the equilibrium value of nn is small, the sample exhibit linear growth. While
this behavior is consistent with a reversible kernel with A = 1, I can not rule out the
possibility that the samples with small equilibrium values of n, exhibit an aggregation
kernel with A < 1 and It > 0. While there might be a mechanism which adjusts the
aggregation kernel's exponents as a function of the strength of the fragmentation
kernel, I find such a senario highly unlikely. It is far more plausible that there is
only one aggregation kernel and only one fragmentation kernel for this system, and
the only parameters which can be varied is the strength of the interaction between
the antibodies and antigens, and the number of antibodies and antigens per sphere:
the number of antibodies and antigens per sphere determine the strength of the
aggregation kernel (IKo) and the antibody-antigen binding affinity determines the
ratio Ko/Fo. So, while I can not rule out the possibility that some of the samples
may have a kernel with A < 1 and u > 0, the overall picture suggests that a single
kernel with A = 1 and ty = 0 is responsible for the observed cluster size distributions.
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Chapter 5
Discussion.
"Is there any point to which you would wish to draw my attention?"
"To the curious incident of the dog in the night-time."
"The dog did nothing in the night-time."
"That was the curious incident," remarked Sherlock Holmes.
Sir Arthur Conan Doyle, Silver Blaze
5.1 Reaction-limited cluster aggregation processes
In the previous chapter, I came to the conclusion that the aggregation kernel was
described by exponents A = 1 and /p = 0. The mechanism by which an RLCA
kernel may stabilize at these values was first presented by Ball, Leyvraz, Weitz and
Witten[2]. Their idea is that changes in A will alter the cluster size distribution.
The change in the cluster size distribution will change the fractal dimension of the
clusters. The change in the fractal dimension will change in A in a manner which
opposes the original change. The net result is that RLCA systems will automatically
adjust themselves to create fractal clusters and a cluster size distribution described by
well-defined critical exponents. Although Ball and collegues are discussing a reaction-
limited system defined by a continuous interaction potential, their basic idea can be
carried over to the case of discrete bonds. I will now examine their argument in more
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detail.
There are four parameters which are relevant in the following discussion. The two
exponents A and # describe the behavior of the aggregation kernel. The exponent r
describes the power-law decay of the cluster-size distribution, and Df is the fractal
dimension of the aggregates. Given these four variables, Ball and collegues demon-
strate that there are four equations which uniquely determine a stable RLCA kernel.
I have already shown in Chapter 2 that the scaling ansatz provides a relationship
between A, L and r. This relationship forms the basis for the first equation.
The second equation which relates the exponents is a very simple geometric rela-
tionship. Because the system is reaction-limited, all possible allowed configurations
occur with equal probability. This, in turn, implies that the aggregation kernel is
directly proportional to the number of ways in which two clusters may be combined.
Consider a very small cluster of size i which interacts with a very large cluster of
size j. Ball and collegues argue that the large cluster may be thought of as being
constructed from a collection of j/i i-mers. Therefore, doubling the size of the j-mer
results in twice as many possibile interactions, and consequently a doubling in the
aggregation kernel. Their observation restricts the kernel to be of the form
Kij i-lj (5.1)
which is a very peculiar class of kernels because it exists on the boundary between
"physical" and "unphysical" kernels on the line A -up = 1. It is also unusual because
it is a form of kernel for which exact solutions may almost be determined, as discussed
in Chapter 2.
At first glance, it would also appear that RLCA kernels should have A = 2 because
any binding site should be able to react with any other binding site, but this is not
neccesarily so. If the monomeric units are allowed to freely interpenetrate 1 , or if
1 Real clusters may freely interpenetrate if their fractal dimensions are smaller than half the spatial
dimension in which they react. In the case of three spatial dimensions, this would restrict the clusters
to have fractal dimensions less than 1.5. Actual RLCA aggregates have fractal dimensions closer to
2.11, and are therefore not transparent to one another.
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the bonds which form between the monomeric units are flexible, then all the binding
sites on a given cluster are free to react with any other binding site on any other
cluster, which would lead to A = 2. This is just the Flory RAf model[104]. However,
if the monomers can not interpenetrate, and if the bonds are rigid, then binding
sites located in the interior of a large cluster are not able to bind to binding sites
located in the interior of another larger cluster due to steric effects. This is the case
which represents the physical system I investigated. In this particular case, when two
similar clusters merge, only the binding sites at the clusters' "surfaces" are permitted
to interact. This restriction reduces A below the expected value of 2.
5.1.1 RLCA and fractal aggregates
Ball and his collegues are able to relate the value of A to the fractal dimension of
the aggregating clusters. Their arguement uses the concept of the "contact surface"
which is formed by holding the relative orientations of two clusters fixed and then
scraping one of the clusters around the other, as shown in Figure 5-1. Cluster A is
the central cluster and cluster B is scraped around it. The hollow figures show the
position of cluster B in the process of circumnavigating cluster A. A fiducial point2
on B traces out a complex surface which is a property of the two cluster's geometries.
This is the contact surface between cluster A and cluster B. Note that the two clusters
may bond only if they are separated by less than a certain interaction distance h. In
my experiments, h is roughly equal to the spacing between the two active sites on the
antibody. The product of h multiplied by the contact surface is equal to the contact
volume, Vc. Ball and collegues assert that the RLCA aggregation kernel is directly
proportional to Vc averaged over all the different cluster orientations.
The contact surface bears close examination. For two equal spheres of radius r,
the contact volume is given by 16rr 2 h. However, for a very rough fractal surface, the
contact surface will be much larger. It is bounded by rd, where d = 3 is the spatial
dimension. Since the mass of the cluster, n, scales as rDf, there are limits which may
2 Ball and his collegues use the center of cluster B as their fiducial point, but any point on B will
do.
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Figure 5-1: The path of point "B" on cluster B as it scrapes around cluster A defines
the contact volume Vc
be placed on A given by equation (5.2)
d-1 d
< A < d (5.2)Df - - Df
This equation is the third equation which Ball and collegues use to pin down the
value of A. Note that this equation dictates that an increase in the fractal dimension
tends to decrease A, and vice versa.
5.1.2 The cluster size distribution interacts with the fractal
dimension
The final piece of the puzzle is solved by taking into account the interaction between
the cluster size distribution and the fractal dimension of the clusters. If A is less than
one, then is less than zero, and the cluster size distribution is monodisperse. This
means that all the clusters are essentially the same. But identical clusters can not
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interpenetrate each other very effectively, so the fractal dimension of the aggregates
drops. The drop in the fractal dimension causes A to increase. The system can
not stabilize with A < 1 because A is greater than 1 for monodisperse (hierarchical)
RLCA. Jullien and Kolb have measured a value of A = 1.16 in their hierarchical
RLCA simulations, while Brown and Ball have measured a value of A = 1.06. This
rules out the possibility of A < 1.
In a similar manner, if A > 1, then the cluster size distribution is described by a
power law with exponent r. If A is increased, then r increases, which results in more
small clusters which can easily interpenetrate large clusters. This results in more
compact clusters being formed, which increases the fractal dimension. The increase
in the fractal dimension reduces the value of A, which again causes the system to
stabilize at A = 1. In a more rigorous fashion, Ball and his collegues calculate the
radius of gyration as a function of A and Df, and demonstrate that the system is
not stable for A > 1. Therefore, they conclude that there are two stable points for
RLCA reactions: A = 1 and A = 2. With a sufficiently high number of spatial
dimensions, Ball and collegues conjecture that the clusters may become transparent
to one another, and cross over to A = 2. Otherwise, they expect to see clusters
characterized by D f > d- 1 and A = 1.
Although Ball and his collegues state that = 3, their model actually leaves 
undetermined between a value of 1 and 2. Indeed, because the system is stabilized by
small changes in r, r would be expected to fluctuate about the stable value of 3. This
is, indeed, what I have observed in my experiments: exponential growth indicating
A = 1, and a value of r which fluctuates between 1 and 2.
5.1.3 Definition of reaction-limited cluster aggregation
While I believe that the general argument proposed by Ball and collegues is sound, I
believe that there are certain irregularities in their details which could be improved.
For example, their definition of RLCA states that the kernel is directly proportional
to the contact volume between the two clusters averaged over cluster orientations.
While their value of A calculated from the contact surface agrees with that calculated
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from computer simulations, the computer simulations they cite[15] do not permit
cluster rotation. In real physical systems, the clusters are permitted to rotate with
respect to one another. The contact surface definition of the RLCA kernel also doesn't
agree with actual values for the RLCA kernel. For example, for three dimensional
spheres, their model predicts that A = 2/3. In reality, the surface area of each sphere
scales as r2, and the number of ways to attach the two spheres therefore scales as r4
implying that A = 4/3. Furthermore, the contact surface for two concave stellated
icosahedrons also scales as r2, but the number of ways to attach two concave stellated
icosahedra together scales as r3 . The contact surface for two spheres scales in much
Figure 5-2: A concave stellated icosahedron.
the same fashion as the contact surface for two concave stellated icosahedra, but the
aggregation kernels will scale quite differently.
The RLCA kernel should be proportional to the sum over cluster attachments
weighted by the number of available cluster orientations for the given cluster attach-
ment. This is equivalent to the Sutherland's Demon model of RLCA aggregation
presented in Chapter 2: pick a binding site on one cluster, pick a binding site on an-
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other cluster, randomly orient the two clusters, see if the two sites can be connected.
In contrast to Sutherland's Demon, the contact surface model mixes the summation
over orientations and cluster attachments in a manner which does not yield the same
exponents. This does not mean that the contact surface model is useless: quite the
contrary. The contact surface model relates Df to a quantity which is clearly related
to the cluster's reactivity. However, Vc is not as directly related to A as equation (5.2)
would have you believe.
The brilliant insight which Ball and his collegues utilize in their derivation is the
non-trivial relationship between A and r: small clusters react with large clusters to
create large clusters with decreased reactivity, while large clusters react with other
large clusters to create large clusters with increased reactivity. It should be possible
to utilize this insight to demonstrate that A = 1 without having to resort to argu-
ments about the fractal dimension of the aggregates. One way to do this is to utilize
Sutherland's Demon, which predicts that the equilibrium cluster size distribution is
identical in form to the kinetic cluster size distribution. This restriction, along with
the scaling relationship r = (A + 3) and the constraint A-L = 1, should be sufficient
to pin down the three exponents.
I will now derive the result that A is stable at a value of 1 or 2, using the expression
for the fragmentation kernel
i-1 (i + j)!(5.3)Fij = Fo(i + j)i+'-2 i!j! (53)
which is derived in Appendix A. For i and j both large, the fragmentation kernel
scales as i-3/2j-3/2(i + j)5/2. For i << j, Fj scales as i-3/2j. Ball and collegues have
already shown that Kii< scales as i-lj. By using the principle of detailed balance,
Koi\-1 j (i + j) (5.4)
Foi-3/2j f (5.i--
%i' 2(5.5)
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a simple relationship between A and r can be written:
1
+ 1= (5.6)
2
which admits two solutions: A = 2, = 2 and A = 1 = . The first solution
corresponds to the case where the clusters can freely interpenetrate (low fractal di-
mension) or the bonds are flexible. This case is the standard Flory RAf result. The
second case corresponds to clusters with a large fractal dimension which can only
react at the cluster's "surface". This case is the one which describes the system I
investigated. Since Sutherland's Demon predicts the value of A = 1 for the kinetics,
it also predicts the same value for the equilibrium distribution. This is why there is
no change in the shape of the cluster size distribution as the system crosses over from
a kinetic regime to equilibrium.
5.1.4 Kij for small clusters
The preceeding theory explains why large fractal clusters do not undergo gelation,
and why the RLCA aggregation kernel is stable at the point A = 1 and i = 0.
But many of my samples are dominated by small, non-fractal aggregates, and they
also exhibit kinetics consistent with A = 1 and t = 0. This can be explained by
explicitly solving the Sutherland's Demon model for non-interpenetrating spheres.
Let the number of ways in which two spheres may be bonded together be represented
by the quantity Ko. Then, it is fairly easy to show that the number of ways in which
a monomer may be attached to a dimer is equal to oK0 . In a similar fashion, it is
easy to show that the number of ways in which two dimers may be connected must
be less than 9Ko, with the actual value being close to 21'lKo. In Table 5.1, I show the
numerically calculated values for the RLCA kernel calculated from this theoretical
model, with K 11 normalized to a value of 2. These values are fairly close to the sum
kernel: Kiij z Ko(i + j). This is why the aggregation process quickly locks in to the
critical values A = 1 and p = 0. Also note that the ratio of K 22 /K1 suggests a value
of A slightly greater than 1. This may be the reason why the dimer/monomer ratio
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i j Iij i+j
1 1 2.00 2
1 2 3.00 3
1 3 3.73 4
2 2 4.27 4
2 3 5.11 5
3 3 5.96 6
Table 5.1: RLCA kernel for small i and j compared with the sum kernel
in the DNP29 experiment began to decrease: the value of A is slightly larger than 1
for small clusters, but is equal to 1 for larger clusters. Therefore, the small clusters
try to gel, but are stopped by the larger clusters.
It would be interesting to see what would happen if non-spherical monomers were
used instead of microspheres. For example, monomers shaped like long thin rods
would form clusters which could (at least initially) easily interpenetrate one another,
thus keeping all antibody and antigen reactive sites exposed. This would result in
initial kinetics described by the product kernel. As the clusters grew in size, the
principles described by Ball and his collegues would come into play, and the system
would revert to sum kernel-like kinetics.
5.2 Other experimental work
5.2.1 Antibody-antigen aggregation studied by von Schulthess
Over a decade ago, von Schulthess[110,112,111] used a resistive-pulse Coulter counter[21]
to study the kinetics of a colloidal polystyrene system which is almost identical to my
system. His system used human serum albumin (hSA) as the antigen, which was co-
valently coupled to the spheres using a standard carbodiimide[55,4] reaction. He used
polyclonal anti-hSA-antibodies prepared from goat anti-sera to initiate the reaction.
He finds that addition of free antigen does not cause fragmentation: the antibody-
antigen-sphere reaction in his system is irreversible. While many of the details of
his system are less refined than mine, his data agrees surprisingly well with my own.
Although he does not use dynamic scaling to interpret his results, he provides raw
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data which I have assembled in Figure 5-3 to show that his system exhibits dynamic
scaling with r = 3/2. Like me, he also observes that r has a spread of values, ranging
10 4
102
100
1 A- 2Iv
.001 .01 .1 1 10
x
Figure 5-3: Dynamic scaling of data collected by von Schulthess
from 1.37 to 1.63. Without the benefit of modern dynamic scaling theory, he deduces
that the kernel must be described by the Flory ARBf_l model. In fact, his results
are essentially indistinguishable from mine. The work done by von Schulthess, and
others in Prof. Benedek's laboratory[52,51] at M.I.T., indicate that r is consistent
with the sum kernel. However, as Johnson points out[52], this does not prove that
the RLCA kernel is the sum kernel.
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5.2.2 Irreversible colloidal RLCA studied by Broide
Broide[12,14,13] studies irreversible salt-induced RLCA aggregation using the same
instrument that I used in my experiments. He also finds a value of r = 3, but also
finds that n, grows linearly with time. He interprets this data to be caused by a
kernel with A = and > 0. This is a very different kernel from the one I measure,
yet the cluster size distributions are surprisingly similar.
Broide proposes a simple surface-binding model which is a DLCA kernel with a
capture cross-section described by an exponent related to the fractal dimension of
the clusters.
Kijij' (i- l /Df + j-l/Df)(ij) 6 (5.7)
Di -1
, D-1 (5.8)
Df
X 2Df-3 (5.9)
Df
D1 -2 (5.10)
Df
Since Df is slightly greater than 2, Broide's model predicts that A is slightly greater
than and that i is slightly greater than 0, in accord with his data. Even though
the theory he uses to determine the above equation is crude, the equations seem to
be supported by his experimental results.
Even though his value of n, grows linearly with time for large values of n, > 20,
n, initially grows exponentially with time. Some have suggested that the crossover
from exponential to linear kinetics indicates a crossover from RLCA to DLCA: if
the clusters are sufficiently large, then their sticking probability will approach 1.
However, his data do not seem to support this hypothesis. Broide's system has a
sticking probability of roughly 1/500, which would imply that the crossover from
RLCA to DLCA should occur when the system is dominated by clusters for which
K,. = 500K1. Even if A is assumed to be equal to 1, this would mean a crossover
when ,, = 500, not 20. Furthermore, if there was a crossover from RLCA to DLCA,
then there would also be an increase in the overall rate of aggregation. Broide sees no
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such increase. Other experimenters, such as Olivier and Sorenson[77], using similar
colloidal systems also observe that n, grows linearly with time.
Broide observes a stable value of r = , but I observe an unstable value of r2'
which fluctuates about . Broide measures Cl(t) to decay as 1/t, while I observe an
exponential decay in the monomer concentration. Even though both his system and
mine are reaction-limited, there is a fundamental difference in the aggregation kernel.
One possible resolution to this discrepancy is provided in an article by Meakin and
Family[73] which demonstrates how the rate-limiting step affects RLCA interactions.
If the probability that two clusters combine depends only upon the time that they
spend in contact with each other (soft interactions), they find that A = 1 and r = 1.75.
However, if the probability of combination depends only upon the number of times
that the clusters collide with each other (hard interactions), then they find that
A 0.5 - 0.6 and that r m 1.0. The differences between Broide's RLCA reaction and
mine may be due to these differences. In Broide's system, the spheres are less charged
and there is more salt in the solution, thus a smaller Debye screening length. In my
system, the spheres are highly charged, and there is very little salt (just the PBS
buffer) in solution. Also, the mechanisms by which bonding occur in our two systems
are quite different. In Broide's system, the spheres are bonded by attractive van der
Waals forces, while in my system, the attraction is due to local interactions between
the antibody combining sites and the antigens covalently coupled to the spheres.
5.2.3 Other studies of RLCA
Much of the experimental work on RLCA[1,18,69,89,88,119], and the work done on
computer simulations[15,54] points to a universal fractal dimension of roughly 2.10
in three spatial dimensions, regardless of the details of the dynamics of the cluster
interactions.
Much work has been done on gold colloids[120,121,118,106]. Like polystyrene
rnicrospheres, the colloidal gold microspheres are extremely uniform, they stick ir-
reversibly, the rate of aggregation can be controlled by adding pyridine to the so-
lution, and the structure of the aggregates can be examined using a transmission
147
electron microscope (TEM). The gold microspheres are prepared by reducing sodium
auric chloride (Na(AuCl 4)) with sodium citrate. Just as my polystyrene microspheres
are charge stabilized by surface carboxyl groups, the colloidal gold microspheres are
charge stabilized by surface citrate groups. Addition of pyridine to the solution dis-
places the citrate ions thus reducing the repulsive Coulomb barrier.
Using TEM microscopy to analyze colloidal gold aggregates, Weitz and collegues[120,
121,118] measure a value of r equal to 3/2. Using bulk light scattering, they find that
the mean hydrodynamic radius, RH, grows exponentially with time, suggestive that
A = 1. They conclude that their system is described by an aggregation kernel with
A = 1, = 0. This is in agreement with my findings. While the work of Weitz sup-
ports the contention that A = 1, there is also work[122,77] which finds that A 1/2
in agreement with Broide[14].
Cahill and collegues[16] explain their RLCA system as arising from seconary min-
ima in the DLVO interaction potential[67]. This is in agreement with the results of
Sonntag and collegues[94]. Binding in the secondary minima is reversible because the
depth of the minima is of order kBT, and there is no potential "activation energy"
barrier. While there may be some DLVO reversible binding which occurs in my ex-
perimental system, the process of diluting the samples prior to injection will certainly
break any bonds formed by this process.
Working with IgG immunoglobulins, Feder and collegues[38,53] find clusters with
a fractal dimension of 2.56 and a value of A = 0. The sticking probability in their
experiment is roughly 10-9, which is clearly in an RLCA regime, but the sticking
mechanism is not clear. The interactions which they see may be related to the "non-
specific" interactions I see between the IgG antibodies I use and the antigen-coated
spheres.
Using a colloidal silica system, Martin[69] finds exponential growth, and a value
of r equal to roughly 1.95 ± 0.05. While this is not consistent with the sum kernel,
this is consistent with an aggregation kernel with A = 1, u > 0.
The simulation work done by Jullien and Kolb[54] and Brown and Ball[15] shows
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that the sticking probability for two equal sized clusters should scale as
Pi "i28 (5.11)
where 6 = 0.53 ± 0.02 in three dimensions. Assuming that the RLCA aggregation
kernel scales as the sticking probability, this implies that A > 1 for hierarchical RLCA
processes, which is what is claimed by Ball and collegues[2]. This provides motivation
for their claim that the polydisperse RLCA kernel is not stable for values of A < 1.
Family and collegues[37] assume that the sticking probability betweem an i-mer
and a j-mer scales as
Pij (ij) (5.12)
where a is a free parameter of their simulation. They also describe the cluster diffusion
rate by an exponent y defined by the equation
Di i (5.13)
where Di is the diffusion rate of an i-mer. In their simulations, y is treated as a
free parameter. They find dynamic scaling which varies continuously over a wide
range of a. For a less than a critical value ac, +(x) is bell-shaped, while for a > ac,
q(x < 1) - x-T . For three dimensions and 7 = -1/Df, they find that ac = 0. They
deduce that the aggregation kernel is of the form
Kij Pj(r)Rd2Dij (5.14)
where Rij = Ri + Rj is the sum of the interacting cluster's radii, and Dij = Di + Dj
is the sum of their diffusion rates. For this kernel, A = 2a + -y + (d - 2)/D f . This,
in turn, implies that the transition in the scaling behavior of +(x) takes place at the
point A = 0 rather than at the point A = 1. While this finding is consistent with
A > 0 for RLCA, their value of ac does not explain the transition which, according
to Ball and collegues[2], must occur at A = 1.
Much less theoretical work has been done on reversible aggregation than on irre-
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versible aggregation. Of course, van Dongen and Ernst[36,104,103] provide the best
references. Using the condition of detailed balance, they show that dynamic scaling
for the reversible kernel is a direct consequence of dynamic scaling in the irreversible
kernel. Elminyawi and collegues[34] ignore the condition of detailed balance and still
find that dynamic scaling occurs. They find that it takes an amount of time to for
the system to come to equilibrium, where
1-A
to oaso (5.15)Coarfo
where so is the equilibrium value of the mean cluster size s(t), Ko = K 11, and a is
equal to the quantity
a = j dx j dyxy [Kij/KIo] q(x)q(y). (5.16)
They find that, although s(t > to) does not increase, that +(x < 1) continues to
evolve for some time after to. This means that it takes longer for the cluster size
distribution to come to equilibrium than it does for the mean cluster size. This
phenomenon is roughly analogous to rapidly cooling liquid glass: it takes longer for
the glass to come to thermodynamic equilibrium than it take to come to thermal
equilibrium. In this case, it takes longer for the cluster size distribution to reach
equilibrium than it takes for the bond fraction to reach equilibrium.
In conclusion, it is clear that dynamic scaling does occur, and that aggregation
exponents may be determined from O(x) and s(t). However, the values of the expo-
nents still remain undecided for RLCA processes, reversible or not. Indeed, recent
unpublished work done in the Cohen laboratory by Devlin using salt-induced colloidal
aggregation shows dynamic scaling for RLCA with a value of r = 1.75 and roughly
quadratic growth of fin.
The disparate exponents indicate that there are probably several different RLCA
regimes. The critical features which distinguish these regimes remain to be deter-
mined. Clearly, more theoretical and experimental work needs to be done.
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Chapter 6
Applications
"Now, I add this small quantity of blood to a litre of water. You
perceive that the resulting mixture has the appearance of pure water.
The proportion of blood cannot be more than one in a million. I have no
doubt, however, that we shall be able to obtain the characteristic
reaction." As he spoke, he threw into the vessel a few white crystals,
and then added some drops of a transparent fluid. In an instant the
contents assumed a dull mahogany colour, and a brownish dust was
precipitated to the bottom of the glass jar.
Sherlock Holmes, A Study in Scarlet
It is not a new idea that a precipitation reaction can be the basis of a highly
sensitive and selective biochemical assay: Sir Arthur Conan Doyle described a proto-
type of such a test over a century ago. When he introduced the world to his fictional
detective, Holmes has just invented a highly selective and sensitive precipitation test
for hemoglobin'. Holmes' test is capable of detecting on the order of one microliter
of hemoglobin per liter of solution. Nowadays, home pregnancy tests use colloidal
spheres covered with antibodies to test for small quantities (a few ng/ml) of human
chorionic gonadotropin (HCG) in urine. If HCG is present, then the colored spheres
aggregate causing a visible marker to change color. In both Sherlock Holmes' test
1I have a historical question concerning this episode. Conan Doyle was a doctor who was aware
of the most current techniques in medicine. Was Holmes' test based on real tests available at the
time?
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and the home pregnancy test, a small quantity of a specific material added to the
reagents results in a highly visible precipitation.
The use of coated polystyrene microspheres in biochemical assays has come to
be known as "latex agglutination." The first such test (for rheumatoid factor) was
developed in 1956 by Dr. Jacques Singer[93]. Since then, latex tests have become
both wide spread and widely used[3]. The colloidal system investigated in this thesis
can also be utilized in this fashion. However, the strength of this system is that
it can also quantitate the reaction with a much higher degree of precision using far
less material than other conventional methods. In this chapter, I will show how the
antibody-antigen microsphere system can be used to measure the binding affinity
between antibodies and antigens, and I will examine future prospects for improving
the scope of this technique to measure the entire affinity distribution rather than a
single "average" affinity.
6.1 Antibody-Antigen Affinity
When a solution containing antibodies is added to one containing antigens, a certain
number of antibodies and antigens will combine. For the moment, I will assume
that the number of epitopes per antigen is one, and I shall use the name ligand to
refer to both. At equilibrium, the concentration of antibody-antigen cross-linkages,
L, is related to the concentration of free antibodies, CAb, the number of antibody
combining sites per antibody molecule, n, and the concentration of free ligand, H, by
the equation[30]
K nCA (6.1)
nCAbH
where the constant K is known as the intrinsic binding affinity. This equation is
the detailed balance equation first encountered in Chapter 2. Note that the affinity
between an antibody molecule and a particular ligand is not the same as the intrinsic
affinity. For example, the antibodies I use have two combining sites: the antibodies
have a valence of two. Therefore, the affinity between an unbound antibody molecule
and a ligand is twice the intrinsic affinity, but the affinity between a ligand and an
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antibody already bound to another ligand is only one-half the intrinsic affinity. In
general, the affinity between a ligand and an antibody with n sites of which r - 1 are
already occupied is given by the value Kr in equation (6.2)[30]
n-r+lK, = + K (6.2)
r
which has the following simple statistical interpretation. The first ligand can bond
to any of the n sites, but there is only one way for the antibody-antigen pair to
dissociate. Therefore, K1 = nK. The second ligand can bond to any of the remaining
n - 1 sites, but now there are two possibilities that either ligand may dissociate from
the antibody-ligand-ligand aggregate, hence K2 = '1K. Note that this equation
does not hold if there are interactions between ligands and free combining sites. For
example, a large ligand bound to one site may hinder a second ligand attempting to
bind to an adjacent site.
There are a few methods which can be used to measure the intrinsic affinity
between antibody and ligand. One method is to measure the mean number of ligand
molecules bound per antibody molecule, r, as a function of free ligand concentration.
This equation may be written in the form
K= r(n - r)H
or, as is more commonly written,
rH Kn - Kr (6.3)
where equation (6.3) is often used in generating a Scatchard plot. The Scatchard
plot is obtained by graphing r/H as a function of r. The slope of the graph gives
minus the intrinsic affinity, while the horizontal intercept yields the antibody valence.
A non-linearity in the graph indicates that the n antibody combining sites are not
independant of each other.
Another way to determine the intrinsic affinity is to measure the concentration of
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free ligand when half the sites are occupied. In this case, the intrinsic affinity is equal
to the inverse of the free ligand concentration. I shall refer to the value measured
using this technique as K0 .5 (pronounced "k-one-half"), and the value measured using
the Scatchard plot as Ks. Note that when monoclonal antibodies are used, both IK0.5
and and Ks are equal to the intrinsic affinity.
6.1.1 The meaning of "average affinity"
Unlike monoclonal antibodies, polyclonal antibodies do not have a single affinity. In
principle, a polyclonal population can be separated into separate sub-sets of single-
affinity antibodies. These sub-sets can then be quantified (sub-set 1 has affinity K1
and occupies a fraction f of the whole sample, sub-set 2 has affinity K2...) and so
on. The entire set of affinities (K 1, K 2,...) along with their respective mole-fractions
(fi, f 2,...) are collectively known as the affinity distribution.
The fact that polyclonal antibody populations are not described by a single affin-
ity has not stopped people from measuring "average affinities." The usual definition
of "average" is the weight average, represented by a ratio of sums, as shown in equa-
tion (6.4).
Kavg = K 1 f + f2 +... (6.4)
fl + f+. - .
However, the weight average is not the only method used to find an "average affinity,"
and there are actually an infinite number of different methods which can be used to
obtain an "average affinity." Because the weight average is so intuitive, we often
assume that all other averages are similar to the weight average. This is not the case.
For example, the constant K0.5 can be determined by solving the equation
1 fi f2
-2 = K l + Ki l +... (6.5)
Ki K2
While Ko.s is easily measured, it alone does not yield much information about the
affinity distribution.
A simple numerical example demonstrates the difficulty in interpreting K0o5. As-
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surne that we prepare two samples of antibodies. The first sample is prepared from
a mixture containing equal amounts of monoclonal antibodies with intrinsic affinities
1 and 9. When two equal amounts of monoclonal antibodies are mixed, K0 .5 is equal
to the geometric mean of the two intrinsic affinities. Thus, K 0.5 is equal to 3 for
the first sample. Note that the value of K0.5 is closer to 1 than it is to 9. This is
a general feature of K0.5: lower affinity antibodies are more favorably averaged than
higher affinity antibodies. The second sample which we prepare is just like the first
sample, except the affinities of the monoclonal antibodies are 1 and 144. For the
second sample, Ko.5 is equal to 12. Once again, K 0.5 is much closer to the low affinity
value than the high affinity value.
The subtlety of K0.5 is best understood by considering what happens when two
equal portions of the first and second samples are mixed together. The values of K0 .5
for the first and second sample are 3 and 12, respectively. If we were to mix two
equal portions of monoclonal antibodies with affinities 3 and 12, the value of K0 .5
would be equal to 6. However, when we mix two equal portions of each sample, the
value of K 0.5 is 4.5. This shows how K0.5 favors low affinities. Indeed, although one-
quarter of the sample is of high affinity, the presence of the high affinity antibodies are
completely obscured by K0.5 . It also shows that "average affinity" of a mixture is not
the average of the "average affinities" of the components of the mixture. Furthermore,
it is often assumed that the value of K0 .5 for a normal (Gaussian) distribution of
affinities is equal to the mean affinity. However, since K0.5 favorably weights lower
affinities, it is smaller than the mean of the distribution. For these reasons, Ko.5 is
very difficult to interpret. We intend to develop an experimental technique which will
yield information about the high affinity antibodies in a polyclonal population. This
information, together with the measured value of I0. 5, will yield far more information
than will either "average affinity" alone.
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6.2 Binding affinity as measured by particle count-
ing
Antibody-antigen binding affinity can be measured by observing the antibody-induced
aggregation of antigen coated microspheres. When operating in a regime in which the
concentration of epitopes on the microspheres is much smaller than the concentration
of epitopes in solution, the spheres do not play an important role in the antibody-
antigen reactions, and can thus be used as a non-invasive probe. The experiment
consists of mixing together a known quantity of antibody, a known quantity of antigen,
and adding a small quantity of coated spheres to the reaction. When the antibodies
are added to solution, there will be several types of reactions which occur quickly.
Antibodies can bind to either the antigens on the spheres, the antigens in solution,
but they can not bind simultaneously to two spheres because the spheres are very
dilute and diffuse very slowly. The antibodies and antigens reach equilibrium very
quickly, but it takes a great deal of time for the spheres to diffuse towards each other.
In the reaction mixture the following concentrations are inter-related:
H: the concentration of free ligand
AT: the total concentration of antibody
A00: the concentration of unbound antibody (with both sites free)
A10: the concentration of antibody molecule bound to one soluble ligand molecule
A20: the concentration of antibody bound to two soluble ligand molecules
Ao1: the concentration of antibody bound to one microsphere
All: the concentration of antibody bound to one soluble ligand molecule and to one
microsphere
A0 2 : the concentration of antibody bound to two microspheres
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The fraction of antibodies with both sites free depends upon the concentration of free
ligand (H) and the equilibrium binding constant (K):
Aoo 1 Aoo_ -~~~~ 1 (6.6)
AT (1 + KH) 2
Because the concentration of spheres is so small (e.g., 108 per ml) it is possible to
neglect Aol, All, and A02 with respect to AT.
6.2.1 Theoretical relationship between the equilibrium value
of b and the concentration of unbound antibody
When both the concentration of the antigens bound to the spheres and the total anti-
body concentration are less than the reciprocal binding affinity, then the equilibrium
b parameter is given by the equation[98]
b = GN2 ATCoK2 (6.7)
where N is the mean number of antigens bound to a sphere, AT is the total concen-
tration of antibody, Co is the concentration of microspheres, K is the intrinsic affinity,
and G is a constant related to physical details of the spheres, such as mutual sphere
repulsion, antigen configurations, and so on.
When ligand is added to solution, it can bind to some of the antibodies and
prevent them from crosslinking the spheres. The concentration of ligand bound to
the spheres is insignificant when compared to the amount of free ligand added to
the solution. Thus the reaction between the spheres, free ligand and antibodies can
be approximated as occuring in two steps. First the free ligand reacts with the
antibodies. Second, the remaining unbound antibodies react with the spheres. After
the first stepis completed, the concentration of antibodies with bound ligand, A10 and
A20, are equal to
Alo = 2KAooH (6.8)
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A20 = 1KAoH (6.9)2
Because the number of haptens covalently attached to the spheres is small,
Ao1 + A11 + A 2 << Aoo + Alo + A 20 (6.10)
and thus
AT Aoo + Alo + A2 0 (6.11)
From all this comes equation (6.12) which determines the quantity of unbound an-
tibody, Aoo in terms of the known total quantity of antibody, AT, and the known
concentration of ligand, H.
Aoo 1 (6.12)
AT (1 + KH) 2
The second step of the reaction is solved in a manner similar to the method just
used. Since the binding of the spheres by antibodies is reversible, it follows that
Ao = 2K(NCo)Aoo (6.13)
Ao2 = 1 K'(NCo)Aol (6.14)2
where K' is the equilibrium binding constant for binding an immobilized ligand co-
valently attached to one sphere to an antibody molecule already bound to a second
sphere. Because the spheres repel one another, and possibly other steric effects,
K' << K. Note that the quantity Ao2 is equal to the concentration of crosslinks
between the spheres, which is also equal to the total concentration of spheres, Co,
multiplied by the mean number of crosslinks per sphere, b. Since b can be mea-
sured using the single-particle light scattering instrument, I can determine K from
the measurement of b:
b= N2ATCo( KK) 2 (6.15)(1 + KH)2
Equation (6.15) has a simple physical explanation. Since only the unbound anti-
body is capable of crosslinking the spheres, the expression for AT in equation (6.7) can
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be replaced with the expression for A 0oo in equation (6.12) to arrive at the following
result:
K 2
b = GN2 ATCo ( (6.16)(1 + 1KH)2
Note that cross-linking scales as the square of the binding affinity. This is because the
probability that an antibody in solution gets stuck to a sphere is directly proportional
to its intrinsic affinity, and the probability that a particular antibody stuck on one
sphere will crosslink two spheres is also proportional to its intrinsic affinity, so the
total probability that an antibody in solution will crosslink two spheres is directly
proportional to K2.
Note that equation (6.16) contains the unknown value N, and G which can now
be interpreted as the ratio K'/K. These unknown quantities can be eliminated by
graphing b as a function of free ligand concentration and looking at the ratio of b(H)
to the value of b when the quantity of free ligand is zero: b(H = 0) = bm,
bX = GN2 ATCoK 2 (6.17)
1
b bmax = (1 H) 2 (6.18)
It is possible to determine the binding affinity by constructing a graph of b as a
function of free ligand concentration, and then fitting it to equation (6.18), but there
is a much simpler method to determine K from such a graph: only the initial value
of the slope and the vertical-intercept are required. The intercept is merely the value
b,ax, and the initial slope is given by the formula
db
= 2N2ATCoK 3 (6.19)dH
Note that the initial slope divided by b is equal to the intrinsic binding affinity
multiplied by -2. Equation (6.19) is a much simpler way to measure binding affinities.
I shall refer to a binding affinity measured using this slope-intercept method as Kz.
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6.3 Experimental determination of the binding
affinity
6.3.1 Conventional analysis
In order to measure the binding affinity, it is necessary to measure how much ligand
binds to the antibodies. In the case of DNP, there is a convenient way to do this known
as fluorescence quenching[31]. The anti-DNP antibodies will fluoresce at 345nm when
illuminated at 295nm. The chromophore is located on the binding region of the
antibody. When DNP is bound at the antibody combining site, the fluorescence is
adsorbed (quenched). Therefore, it is possible to measure the total concentration of
bound ligand, Cb, using the relation
Cb = nAT - (6.20)Qmax
where n = 2 is the number of binding sites per antibody, Qi is the observed fluores-
cence quenching, and Qmx is the fluorescence quenching when all binding sites are
saturated. The greatest source of error in these calculations is determining Qx,. The
problem is that large quantities of ligand are required to saturate all the combining
sites, and the free DNP in solution can also adsorb at 345nm.
Working in Dr. Herman Eisen's lab at M.I.T., Dr. Yuri Sykulev measured the
equilibrium binding constant between the 2A1 antibodies and DNP-lysine. He diluted
the antibody to a concentration of 40/g/ml, and titrated with ten sequential additions
(5-15ll) of a 7.8/M solution of DNP-lysine. He measured the fluorescence at 345nm,
correcting for volume. He determined the binding constant between DNP-lysine and
the antibody to be 1.1 x 106L/M.
Dr. Sykulev also measured the binding affinity between the antibody and DNP-
glycine. DNP-lysine is more massive than DNP-glycine, and the distance separating
the amino group's carboxylic acid from the DNP's benzene ring is much shorter for
DNP-glycine than for DNP-lysine. It comes as no surprise that the antibody's binding
affinity for DNP-glycine is lower than for DNP-lysine. Indeed, the affinity was so low
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as to require a different technique. Dr. Sykulev used the following ultrafiltration
technique. 6.3 nM(940 g) of antibody2 diluted in PBS were mixed with 18 nM of
I)NP-glycine in a final volume of 2 ml. After one hour at room temperature, he placed
the reaction mixture in the upper chamber of a Centricon tube (Amicon, Beverly, MA)
equipped with an 11,000 molecular weight cut-off membrane filter and centrifuged
the tube at 2800g for 15 - 20 min at room temperature. The filter in the centricon
tube stopped the antibodies (and hence the bound ligand) from passing through the
tube. Dr. Sykulev measured the concentration of unbound ligand in the filtrate, and
determined the quantity of bound ligand as the difference between free and total
ligand. The value of the binding affinity determined from these measurements was
2.4 x 104 L/M.
There are other conventional techniques which are often used to measure the pres-
ence of antigens bound to antibodies, but they all have certain limitations. The flu-
orescence technique used to measure the antibody's binding affinity for DNP-lysine
will not work for DNP-glycine. The ultrafiltration technique used to measure the
affinity for DNP-glycine is not very accurate, and consumes a large amount of mate-
rial. Neither of these techniques are ideal, and both are limited to a relatively narrow
range of affinities.
t6.3.2 Affinity measured by particle counting
The experiments were prepared in a similar manner to the kinetic experiments de-
scribed in Chapter 3. I filled several 4.5ml dust-free cuvettes with equal volumes of
antigen diluted in PBSTX100 buffer with 0.02% sodium azide added to deter bacte-
rial growth. Each cuvette contained a different concentration of antigen. If the range
of antigen concentration was small (a factor of 10) then the antigen concentration
was stepped linearly. If the range of antigen concentration was large (> 100) then
the antigen concentration was stepped logarithmically. Next, I added a fixed volume
of spheres to each cuvette, bringing the total volume of solution to 120/u1, with the
2This is a huge quantity of antibody. The ultrafiltration experiment is very expensive for low
affinity reactions, but it was the only conventional technique which would work.
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same concentration of spheres in each cuvette (typically 2 x 108 spheres/ml). Finally,
I prpared a large quantity of antibody diluted in PBST100 with sodium azide, then
.added the same fixed volume (120p/l) of antibody to each cuvette. The final antibody
concentration was set at a fixed value (typically 0lg/ml) for all cuvettes during an
experiment. It is very important that each cuvette contain the same antibody concen-
tration as the degree of aggregation is highly dependent upon AT. The cuvettes were
then allowed to incubate at room temperature for the remainder of the experiment.
At various intervals, typically every couple of days, I extracted a small quantity
of material from each cuvette and analyzed it with the particle size analyzer using
the same technique described in Chapter 3. By monitoring each sample as a function
of time, I discovered that the samples took a few days (between 2 and 8) to come
to equilibrium. There was a certain amount of non-specific aggregation which also
occurred. The non-specific aggregation did not appear to depend upon the antigen
concentration.
In the equilibrium experiments, I adjusted the sphere and antibody concentrations
to produce only small amounts of aggregation at equilibrium. Under these conditions,
the quantity of cyclic clusters which form is negligible, and therefore the b parameter
is an accurate measure of the number of antibody-sphere crosslinkages. According to
the theory developed in the previous section, the b parameter should decay according
to equation (6.21)
b = b max (1 + bo (6.21)
(1 +KH) 2
where bmx, is the amount of specific aggregation when no free ligand is present, and
b3 is the amount of non-specific aggregation.
The first antigen tested was DNP-lysine. As expected, the binding affinity be-
tween the antibody and antigen was high (about 106 L/M). This was expected as
the antibody used was specific for DNP-lysine. I took several data sets for various
combinations of antigen and antibody concentrations. The results shown here are for
final antibody concentrations of 15ptg/ml and 10tg/ml antibody. The spheres used
were the 20% I)NP spheres at a final concentration of 1.16 x 108 spheres/ml. The
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Figure 6-1: Binding affinity for DNP-lysine
spheres were incubated for 5 days. In addition, the buffer contained a small quantity
of magnesium chloride (final concentration 5mM)3 . In both cases, the binding affinity
calculated from the graphs agree with each other and with more conventional tech-
niques. It is worth noting that the particle-counting technique has an error of 20%,
while conventional techniques have an error of a factor of 2. The reproducability
of this result did not depend on antibody, antigen, or sphere concentrations used,
provided that the antigen concentrations were on the order of 1/K.
I carried out similar experiments using DNP-glycine and 2,4-dinitrophenol. The
experimental protocol for DNP-glycine was the same as for the DNP-lysine, except
3At the time, there was reason to believe that adding a small quantity of salt might enhance the
specific binding. I have seen no evidence that this works, and have since stopped using salt in the
antibody-sphere reactions.
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Figure 6-2: Binding affinity for DNP-glycine
that only one concentration of antibodies was used (10g/ml). The measured binding
constant is about 50 times smaller than that for DNP-lysine. The measured value
of the binding affinity is in close agreement with that obtained from conventional
techniques. However, the particle counting method uses much less material (about a
thousand-fold times less) than did ultrafiltration.
The binding affinity value for dinitrophenol is lower by yet another order of mag-
nitude. This value can not be confirmed by conventional techniques as it would
require a prohibitively expensive quantity of material. Thus, the particle counting
immunoassay method provides a useful means of measuring antibody-antigen binding
affinity with greater precision, and far less material, than conventional methods. It
also operates over a much wider range of affinities than many conventional techniques.
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Figure 6-3: Binding affinity for 2,4-dinitrophenol
6.4 Polyclonal affinity distributions
6.4.1 "Average binding affinity" as measured by particle
counting
It is important to realize that, while the affinity value measured by the slope-intercept
method agrees with other methods when monoclonal antibodies are used, it is unlikely
that the "average affinity" of a polyclonal mixture measured by this method will agree
with the "average affinities" as measured by standard techniques. This should come
as no surprise since the slope-intercept approach is completely different from other
approaches. Indeed, this is a strength of this method, because Kz favorably weights
higher affinity antibodies over lower affinity antibodies. Thus, Kz can detect the
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small quantities of high affinity antibodies that currently evade detection.
Assume that the polyclonal antibody population is the same as that described in
Section 6.1.1. The equilibrium b parameter for such a polyclonal mixture is
b(H) = GN2ATCo [f (1 H)2 f2(1 + 2H)2 +] (6.22)
It seems reasonable to assume that a graph of b plotted against free hapten concen-
tration will be very similar to that shown in Figure 6-1. For the case of polyclonal
antibodies, the slope divided by the intercept will be equal to -2Kz where
f, 3 + f2K +.3 .
Kz = f + + ... (6.23)
One key difference between these "average affinities" is that Kz strongly weights
higher affinity antibodies while K0.5 tends to strongly weight lower affinity antibodies.
For example, a mixture of two monoclonal antibodies, 50% with an affinity of 1 and
50% with an affinity of 4, would have a mean affinity of 2.5. However, K0.5 = 2
(closer to 1) and Kz ~ 3.8 (closer to 4). Recall the earlier example with the mixture
consisting of one-half affinity 1, one-quarter affinity 9 and one-quarter affinity 144,
the value of K0.5 is 4.5 while the value of Kz is approximately 143.5. Because Kz
favorably weights larger affinities, it is a better measure for detecting the presence of
small fractions of high affinity antibody than is K0.5.
6.4.2 Other "average affinities" and the affinity distribution
The inhibition curve yields far more information than just the single value of Kz.
B3y analyzing the curve using other techniques, other "average affinities" may be
obtained. For example, I can define the "average affinity" K1/4 as the reciprocal of
the soluble ligand concentration when the value of b has dropped to one-quarter the
value of bmax. For a polyclonal antibody population, K1/4 is given by the equation
I4 + 11/44 K2 + +r/4
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K1 fi K2 f2 K114 Kz Kx
0.5 0.5 1.713 1.800 1.888
1 0.9 2 0.1 1.204 1.308 1.471
0.1 0.9 1.958 1.973 1.986
0.5 0.5 9.77 9.91 9.99
1 0.9 10 0.1 8.13 9.26 9.92
0.1 0.9 9.974 9.990 9.999
Table 6.1: Average affinities for different affinity distributions
Like K0 .5, K1/4 is easy to measure experimentally, but hard to interpret.
Another "average affinity" value which I can measure is obtained by the ratio of
the initial curvature of the inhibition curve divided by the initial slope. The ratio of
the curvature to the slope is equal to -3 times an "average affinity" Kx defined by
the equation flK + f2K4 +... (6.25)Kx fK3 + f2K +...
This "curve-slope" method is very similar to the "slope-intercept" method used to
obtain Kz.
All three of these "average affinities" weight high affinities over low affinities, but
to varying degrees. I am therefore able to distinguish between monodisperse and
polydisperse samples. Table 6.1 indicates the expected values of Kz, K1/4 and Kx
for mixtures of two monoclonal antibodies with intrinsic affinities K1 and K2.
The "average affinities" discussed so far still leave something to be desired. Ideally,
the measurement of b(H) should provide not only the "average affinity" but also the
entire binding affinity distribution. Fortunately, it is possible to accomplish this task.
Consider what happens when both sides of equation (6.22) are multiplied by H. The
resultant equation,
H2 b(H) '= GN2ATCo fl (1 H 2 + I ) + f2 (+ I 2 +2H 2 -] (6.26)1 + i IH + i2H
has a very nice behavior. For the moment, I will assume that I am examining a very
particular type of affinity distribution where the affinities of the individual antibodies
differ greatly from each other: K1 > K2 > K3 > .... I will define the function
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B(H) to be equal to the quantity H2b(H)/(GN2 ATCo). Therefore,
B(H)[ K H + f2 1 K2H +2 (6.27)
Notice that each term in the sum is equal to the fraction, f,, of a particular antibody
multiplied by the term G(K,nH) = [K,H/(l + K,,H)]2. The function G(K,H) is
essentially equal to zero if H << 1/I, and is essentially equal to one if H > /K,.
G(Kn,H) is like a "step function." A true step function would be exactly equal to 0
when H < /K, and exactly equal to 1 when H > 1/Kn. G(K,nH) is a "mushy"
step function: it only works like a step function when H is much greater than (or
much less than) any of the antibody affinities in the distribution. What this means
is that if 1/Kn << H << l/K,+ 1 (the value of the ligand concentration is between the
reciprocal value of the n-th highest affinity and the n + 1-th highest affinity, then
B(1/K, < H < 1/K,,+) hi + f2 + ... + fn (6.28)
which is a finite sum, as compared to equation (6.27) which is an infinite sum. The
graph of B(H) looks like a series of plateaux. The first plateau is where H << 1/K1 at
a height B = 0. The second plateau is where 1/K1 << H << 1/K 2 at a height B = fi.
The third plateau is where 1/K2 < H << 1/K3 at a height B = fi+f 2, and so on. The
positions of the plateaux give the values of the antibody affinities, while the heights
of the plateaux give the quantities of the individual antibodies. Figure 6-4 illustrates
this idea using a simulated distribution where 1/2 of the antibodies have an affinity
of 108, 3/5 of the antibodies have an affinity of 104, and 2/5 of the antibodies have
an affinity of 1. Notice how the graph of B curves upwards sharply when H is equal
to the reciprocal of the binding affinity of one of the components of the distribution.
If G(KiH) were an exact step function, then the plateaux would appear as sharp
steps. However, G(K,H) is not an exact step function, and therefore the steps
are smoothed into the "S" shapes which are prominent in Figure 6-4. Obtaining
the affinity distribution from B(H) for the very artificial distribution illustrated in
Figure 6-4 was fairly easy. However, a more typical distribution is not so clear cut. For
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Figure 6-4: B(H) as a probe of the affinity distribution
example, using the distribution where 1/2 the antibodies have an affinity 1, 1/4 have
an affinity 9, and 1/4 have an affinity of 144, a rather vague picture of the distribution
emerges from the graph of B. Even though this distribution is more clearly defined
than an expected real distribution, the graph of B does not seem to reveal much
information. However, it is possible to use a mathematical technique, known as
convolution, to fix this problem and determine the antibody affinity distribution with
much greater precision. This technique is covered in the next section.
6.4.3 Convolution and the affinity distribution
Up until now the mathematics in this chapter has been of a fairly simple nature ac-
cessable to most non-physicists. However, the nature of the problem at hand requires
that more rigorous mathematical techniques be brought to bear on the subject. While
this sudden change in tone may seem incongrouous, let me assure the mathematically
shy reader that the essential fact which follows is this: it is possible to determine the
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exact affinity distributions for all physically reasonable distribution given the bond
fraction as a function of free antigen concentration. This idea is approximated by the
function B(H) introduced in the previous section, and is now made exact using more
formidable mathematics.
The bond fraction, b, can be measured as a function of free antigen concentration,
H. Let f(K) be the affinity distribution, where f(K)dK is the mole fraction of
antibody with affinities between K and K + dK. Then, the bond fraction can be
expressed as a function of the affinity distribution as shown in equation (6.29).
°
° K 2
b(H) = bx 1 f (K) (1 + KH) 2 dK (6.29)
The problem is: given the function b(H), determine the function f(K). This is a
typical probem which often arises in physics problems, and there are many standard
techniques which can be used to solve it. Many of these techniques are covered in the
classic book by Morse and Feshbach[75]. The trick used to solve this equation is that
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b(l) looks very much like a convolution of two functions, one of which involves f(K).
By a change of variables, equation 6.29) can be converted into a simple convolution
integral.
First, I will change to dimensionless variables k = K/Ko and h = HKo, where K0
is an arbitrary affinity constant. In practical applications, K0 would be the estimated
average affinity, but any value for K0o is acceptable. I will also normalize bma = 1. I
start with the equation
k 2
b(h) = f(k) (1 dk (6.30)
and I want to convert it to the form
r+o
B(y) = f F(x)G(y - x)dx (6.31)
-o
which is just a simple convolution. This conversion is accomplished by re-writing the
integral in terms of the new coordinates, x = -in k and y = In h. In terms of these
coordinates, equation (6.30) is expressed as
f+ e e-3x
b(e) = f(e-) d+ e) (6.32)
Equation (6.32) can be converted into the form of equation (6.31) by multiplying both
sides of equation (6.32) by the factor e and identifying the functions B(y) = eYb(eY),
F(x) = e-2xf(e-), and G(x) = ex/(l- ex)2. With this change of coordinates,
equation (6.29) is now identical to the convolution integral, equation (6.31). Note
that the function B(y) can be determined directly from measured parameters, G(x)
is known, and that f(k) can be determined directly from F(x).
The problem is now reduced to finding F(x) given the known function G(x) and
the measured function B(y). This problem is solved using Fourier transforms. If the
Fourier transforms of F(x), G(x), and B(y) are given by
F(w) = j e-2iwxF(x)dx (6.33)
00w = 
(6.34)
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B(z) = /J e-27RiZYB(y)dy
-00
then the relationship between the Fourier transforms is expressed by the simple equa-
t-ion
B(z) = F(z)G(z) (6.36)
Equation (6.36 ) is proved by writing down the Fourier transform of the convolution,
and then introducing the variable u = y - x.
e-2 irZYdy / dxF(x)G(y-x) = by
,+00
= I 
dy ]_j dxe-2izxF(x)e-2riz(Y-)G(y - x)
duG(u) -2 i _+J dxe-2 iZF(x)
duC~z)P'"' -oo_
The two integrals are independent of one another, so the Fourier transform of the
convolution of F and G is merely the product of the Fourier transforms of F and G.
Therefore, F(z) is easily obtained by dividing B(z) by G(z). Once F(z) is known, it
is easy to apply an inverse-Fourier transform,
e-2rixz F(z)dz (6.37)
which reconstructs F(x) from F(z).
The Fourier transform of the function G(x) is given by
+oo ex
G(w) = e- 2rixw dcx
(3oo 8(1+ e)2 (6.38)
By introducing the variable u = e, the Fourier transform can be simplified.
° U - 27iw
G(w) = ( + u) 2 du
Jorr= ~ (1+ u) 2
(6.39)
This equation is related to the beta function:
B(a, b) (1 - duB~o~b)~or (I + U~aab (6.40)
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(+00
LC0o
(6.35)
27r
r(a)r(b)
r(a + b)
where r(x) is the gamma function:
r(x) - ux-le-udu
which has the following properties
r(x + 1)
r(n)
r(x)r(1 - x)
(6.43)= xr(x)
= (n - 1)! if n is a positive integer
7r
sin(7rx)
(6.44)
(6.45)
Using these identities, it is clear that
(w) = r(1 - 2riw)r(l + 27riw)
r(2) (6.46)
The denominator can be ignored, as r(2) = 1. The factor (1 + 27riw) is equal to
2riwF(2-riw), which simplifies the expression for G(w):
G(w) = 2riwr(2riw)r(1 - 2riw) (6.47)
= 2riw
sin (2ir2 w)
27r2 w
sinh (27r2w)
(6.48)
(6.49)
Note that G(w) is always positive, hence it is legitimate to divide the transform B(z)
by G(z) to obtain F(z).
So, the recipe for solving for f(k) is as follows.
1. Measure b(h).
2. Calculate B(y) = eYb(ev) where y = In h.
3. Fourier transform B(y) to determine B(z).
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(6.41)
(6.42)
4. Divide B(z) by G(z), shown above.
5. Use an inverse Fourier transform to calculate F(x).
6. Calculate f(k) from the relation f(k) = F(-ln k)/k 2.
6.4.4 Experimental subtleties
I have just shown that it is, in principle, possible to determine the antibody affinity
distribution from the function b(H). However, there are some sticky points that are
worth mentioning. First, this process only works if the affinity distribution falls to
zero at both integration limits. Experimentally, the distribution is cut off at both ends
by various factors. The high affinity end of the distribution is limited by biochemical
constraints: it is not possible to make antibodies that bind irreversibly. The low end
is a bit trickier. If we assume that an animal's entire antibody population is being
tested, then the serum will contain many antibodies to other antigens which will
have a very low (or even zero) binding affinity to the particular antigen being tested.
Indeed, the serum may be dominated by antibodies with a vanishing binding affinity
to the selected antigen. However, serum must be purified before it can be used to
measure binding affinity. The purification process effectively cuts off the lower end of
the distribution by eliminating antibodies with very low affinities. Furthermore, it is
not clear if the low end contains any biologically usefull information: low quantities of
high affinity antibodies are interesting while high quantities of low affinity antibodies
are not.
Another subtlety lies in the details of the Fourier transform. The measured func-
tion b(H) is discrete and determined only on a short interval. Therefore, the Fourier
series for G(x) should be used, and not the expression for G(z) derived for the con-
tinuous case. A computer program capable of taking both the Fourier transform and
its inverse is presented in Appendix E.
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6.4.5 Applications
Since the antibody affinity distributions in real biological systems (i.e. animals) are
polyclonal, it is desirable to measure the entire affinity distribution, rather than an
average binding affinity. For example, the first time an animal is exposed to an
antigen, the animal is able to produce antibodies specific to that antigen, but with a
relatively low affinity. If the animal is repeatedly exposed to the same antigen, the
average binding affinity between the animal's antibodies and the antigen is observed
to dramatically increase. This is the process known as affinity maturation[30,29,32].
Affinity maturation is the process by which animals become immune to particular
pathogens: their mature immune system is able to rapidly identify and destroy an
invading parasite.
While the temporal evolution of the "average" intrinsic affinity is known for the
process of affinity maturation, it is not known how the affinity distribution evolves
during this process. In particular, conventional techniques are unable to determine if
very small quantities of high affinity antibodies are present in the immature immune
system. The light scattering immunoassay I developed should be able to detect small
quantities of high affinity antibodies before other methods are capable of doing so. It
should also be able to measure any changes in the shape of the affinity distribution
which occur during the process of affinity maturation.
The instrument can measure not only antibody-antigen binding affinity, but the
binding affinities between other biological macromolecules. For example, it could be
used to measure the binding affinity between an experimental drug and a binding
receptor on the surface of a cell. All that is required is to attach two of the drug
molecules together to make a bivalent molecule (analogous to the bivalent antibodies),
and to couple the receptor molecules to the polystyrene microspheres. The technology
required to bind macromolecules to polystyrene microspheres is rapidly maturing into
a large industry[4,3,5,76,91]. In fact, several companies will now coat spheres with
macromolecules of your choosing. These services free experimenters from the drudgery
of performing chemical syntheses on latex beads, and permit them to spend their time
measuring macromolecular interactions. I therefore believe that this technique will
175
come to be a valuable tool in the repertoire of the molecular biologist.
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Chapter 7
Conclusions
I never explain anything.
Mary Poppins
7.1 Dynamic Scaling
I find that the RLCA system which I have investigated exhibits dynamic scaling.
The initial exponential growth indicates that = 1, while the value of r x 3/2 is
consistent with / = 0. Although this result would appear to describe a Flory ARBf_l
aggregation model, the monomers in my system are more properly described by a
Flory AfRBg model. Although the Flory AfRBg model predicts gelation[104], my
system can not gel because r is always measured to be less than 2. My system doesn't
gel because the bonds which form between the monomers are rigid, and this prevents
the clusters from interpenetrating, which in turn drastically reduces the number of
sites available for binding. This behavior can be explained in terms of the model of
RLCA aggregation developed by Ball and his collegues[2].
I also see no transition from the kinetic regime to the equilibrium regime. This
is in accord with the ideas of van Dongen and Ernst[103], the ideas of Ziff[127], and
the idea of Witten[124] which I refer to as Sutherland's Demon. I have presented
an exact solution to the reversible sum kernel which describes the observed temporal
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growth of in, in my experimental system. It also predicts a value of r = 3/2, which
is roughly compatible with the values seen in my system.
In the future, it would be desirable to measure the structure of the aggregates as
well as their growth kinetics. This could be accomplished in many ways. One method
involves collecting light scattered through several angles. Comparing the scattering
intensities as a function of angle yields geometric information about the cluster[10],
escpecially the radius of gyration. There are a number of ways to build a multi-angle
flowcell. The simplest is to use fiber optic leads and sample the light directly from the
current flowcell. A better method is to use a high speed CCD video camera to capture
an image of the scattered light projected onto a viewing screen. Each position on the
viewing screen would correspond to a different value of the scattering vector . The
Fourier transfo:rm of I(q) corresponds to the physical structure of the cluster[62]. A
conceptually simple technique to measure the cluster geometry is to prepare a sample
in a petri dish, set it under a microscope with a video camera and digital frame
grabber, and photograph the sample as it aggregates. Using a high speed digital
computer, it should be possible to deduce the structural information of a cluster (e.g.
radius of gyration, fractal dimension) from a single video frame within a few seconds.
It should also be possible to measure other information (e.g. cluster-cluster density
distribution) using the video frame grabber system.
There are some experimental details left untested. For example, the work of
Elminyawi and collegues[34] suggests that (x) may still change, even after b reaches
its equilibrium value. Although my system exhibits no change from the kinetic to
equilibrium regime, it may be possible to create a more reactive aggregation pro-
cess using a higher antibody concentration. If the speed of the aggregation process
is increased sufficiently, then a crossover to DLCA aggregation will take place. In
this case, there should be a clear distinction between the kinetic and equilibrium
aggregation regimes, and it should be possible to test the theories of Elminyawi and
collegues.
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7.2 Immunoassay
My instrument been used to test only monoclonal antibodies against a synthetic anti-
gen. The instrument should be tested with a known mixture of monoclonal antibodies
with different affinities. Such a test would reveal how well the instrument can resolve
the affinity distribution as well as its limitations. A more useful biological test would
involve real antigens (such as viral peptides) and real polyclonal antibodies. In par-
ticular, it will be quite interesting to see whether or not this instrument detects small
quantities of high affinity antibodies in animals before immunization. It will also be
quite interesting to explore the phenomenon of affinity maturation[29] in more detail
to determine if this instrument is capable of detecting subtle changes in the immune
response which go undetected by other means.
Because the method I developed for measuring binding affinities depends only on
measurements of b, and since it is possible to measure b by counting particles without
sizing them, it should also be possible to extend this technique to more realistic
biological systems. For example, it should be possible to measure binding affinities
between an antibody and a particular type of cell by counting clusters of cells without
actually sizing the cell cluster. While such measurements are far cruder than those
presented in this thesis, the technique may be more amenable to biologists who will
probably be reluctant to spend time coating microspheres with macromolecules.
179
Appendix A
Derivation of the RLCA
fragmentation kernel
This simple derivation of the RLCA fragmentation kernel assumes that the bonds
which form between clusters are rigid, hence the clusters which form are loopless. It
also assumes that clusters may freely interpenetrate, and that each bond has an equal
probability of breaking.
A.1 Derivation of Fij
Benedek and Cohen have shown that there are n - 2 ways in which n distinguishable
monomers may be joined together to make an n-mer. They do this by assuming that
there are n distinguishable monomers and n distinguishable bonds. We will assemble
an n-mer from these constituents by applying the following rules.
1. Attach a bond to each monomer. Let N = n be defined as the number of
clusters, and let Wn = 1 be defined as the total number of combinations.
2. Randomly select a monomeric particle. This monomeric particle may be part of
a larger cluster, as shown in Figure A-1. Select a free bond from the remaining
set of clusters and attach it to the monomeric particle. There are n (N - 1)
ways of performing this operation, so increase W, by this factor. After the bond
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Figure A-i: 12-mer in the process of being constructed.
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BondMvonomner
has formed, there is one less cluster, so N is decremented by 1.
3. Repeat step 2 until only one cluster remains (N = 1).
At the end of this procedure, Wn = nn-l(n - 1)!. However, there is a free bond left
dangling off one of the n monomeric particles. Since we don't care where this free
bond is, divide Wn by n. The leaves n distinguishable monomers connected together
by n - 1 distinguishable bonds. Since the bonds are indistinguishable, we divide W,
by (n - 1)!. The result is that Wn = n"- 2 .
Having determined the number of ways to construct an n-mer, it is a simple
matter to determine the fragmentation rate Fij. By definition, when a bond in a
cluster breaks during a reversible RLCA reaction, the probability that the two sub-
clusters recombine is essentially zero. This means that that total number of ways
in which an n-mer can fragment into an i-mer and a j-mer is equal to the number
of ways to construct an i-mer multiplied by the number of ways to construct a j-
mer, multiplied by the number of ways to connect the i-mer to the j-mer, divided
by the total number of ways to construct an n-mer. Since all bonds have an equal
probability of breaking per unit of time (F), and since the monomeric particles are
indistinguishable, the fragmentation kernel is given by equation (A.1).
Fi = F W j ij (i + j)! (A.1)
Wi,+j i!j!
This fragmentation kernel has the property that the rate at which an n-mer dissociates
is directly proportional to the number of bonds in the cluster, as I will show in the
next section.
A.2 The total rate of reversible RLCA cluster
fragmentation
The total rate of RLCA fragmentation for an n-mer is found by summing Fij over all
values of i + j = n. In order to calculte this, I shall first derive a useful relationship,
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which I will then apply to solve the problem.
If x = f(y), o = f(yo) and f'(yo) 0, then the Lagrange expansion for y in
terms of f(y) is given by equation(A.2).
Y = + k! I dyk( f(y) - o ] (A.2)
k=1 k! Ld y - Y) - Xo Y=yo
The Lagrange expansion for the function x = ye-Y will be of great value in deter-
mining the total rate of reversible RLCA fragmentation. Expanding about the point
xo = yo = 0 and noting that y/x = e, the Lagrange expansion is given by
oo xk r dk-1 k
= xk dk[l k] (A.3)
k=l ydy ( =O
= Oxk r dk-1 q
k=l k! dyl y=O (A.4)
which results in the simple identity
oo 
k
=E k k-1 (A.5)
k='
where x = ye-Y. This is a very useful identity, as we shall soon see.
The sum which I will evaluate
1 ii-1 j-1
sn =2 E t i I (A.6)i+j+n
is directly proportinal to the total rate of fragmentation
1 n! 1 ii-1 j-1
2 Fij = F 2 iA.7)
i+j=n i+j+n
and is also related to identity just proved. Note that if the square of y is written as
a series, that the n-th degree coefficient is equal to twice S,.
Y2 = 0n ii-1 j-1
y2 = ExnyEi+j=n i- jl (A.8)
n=2 * J.
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00oo
xn i + j = n2S,, (A.9)
n=2
Given that ye-Y = x, it is possible to derive an expression for the n-th degree coeffi-
cient of y2. First, I take the derivative of both sides of the equation.
d [yeY ] = d (A.10)
dx x dx
Next, I note that e- y = x/y.
d [1 - = 1 (A.12)dx y
Rearranging the terms yields
dy _ y dy
dx x dx
which can be integrated to get the desired equation.
y f )dx' =2Y (A.14)
This means that Sn is the n-th degree coefficient of the quantity
Y- Y( )dx' (A.15)
where y is given by equation(A.5). Thus,
1 00 k 0 k
Y2 = E -k k- X-l _1 kk-2 (A.16)
k=1 ' =
and therefore
n-2
Sn = n! (n - 1) (A.17)
which means that the total rate of fragmentation is equal to
1 n!E FiFj - 2~ Sn (A.18)
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= F(n-1) (A.19)
which is what I claimed. This equation makes a great deal of sense, because the total
rate of n-mer fragmentation is directly proportional to the number of bonds in the n-
mer. Since each bond has an equal probability of breaking, and since the probability
of recombination is zero, it makes sense that the total rate of fragmentation depends
only upon the number of bonds in the cluster, and not the cluster geometry.
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Appendix B
Cluster size distribution for small t
I have always loved the power of induction: the proof appears as if by magic. I will
now use induction to show that, when monomeric initial conditions are specified, that
the cluster size distribution is given by the equation
t 1
C. n-12 E KijCiCj (B.1)
i+j=n
for t < 1/KoCo. I will start by assuming that equation (B.1) holds for all Cm where
m < n, and then proving that it holds for Cn.
First, note that the loss term in the Smoluchowski equation can be neglected for
sufficiently early time. This is because the loss term is proportional to the number of
n-rners, and there are many more i-mers and j-mers present, where i + j = n, than
there are n-mers. Therefore, the Smoluchowski equation can be re-writen as
dC 1d RI2 Kij CiCj (B.2)
dt 2 i+j=n
. Now, notice that if I assume that equation (B.1) holds for all m < n, that I can
re-write equation (B.2) in a much more compact form
dCm m - 1
dt- C -- ,(B.3)dt t
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from which I may develop some useful relationships. Note that
d [CiC] = i + j 2 CiC (B.4)dt t
follows immediately from equation (B.3). Note also that
t d [ cCicj] - CiC (B.5)
dt dtt Cj
- [tccjl - .- -C.C. (B.6)dt i + j -2dt
i +j - 2 dt dt
results in the identity
t- diCj ] -[ dtCicj] (B.8)dt i j - idt
which can be used to prove the main conjecture.
By applying equation (B.4) to equation (B.2), I get the following equation.
dC, 1 1 d
-- 2 1 t- [00] (B.9)dt 2n-2 Ifijtt [CiCj]i+j=n
Now, using the identity from equation (B.8), I can re-write equation (B.9) in the more
useful form shown in equation (B.10)
dCn 1 1dt 2: n- C Kii d[tCiCj] (B.10)dt 2 -1 ( )i+j=n dt
which can be trivially integrated to reproduce equation (B.1).
Having demonstrated that equation (B.1) holds for C, if it holds for all Cm where
m < n, I must now show that it holds true for dimers. Once this is done, the proof
is finished. Well, equation (B.1) is trivial for dimers: it merely states that the dimers
grow linearly at a rate of KiC', which is how I measure K11. Since equation (B.1)
is true for dimers, it is automatically true for all n-mers. Witness the power of
induction.
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Appendix C
Electronic Circuits
The circuits used to process the signals from the PMT are relatively simple circuits
that can be found in many electronics books. The best single reference for designing
such circuits is the book by Horowitz and Hill[48]. If you are attempting to build or
modify the electronic apparatus described in this appendix, then I highly recommend
that you first familiarize yourself with Horowitz and Hill's book.
These circuits were designed and built with the help of a former undergraduate
student, Tim Johnson, who is very competent with electronic circuits. His design
strategy - testing each piece of the circuit separately before assembling the completed
circuit board - proved to be critical in designing a functional piece of equipment. It
is for this reason that I present the circuit broken down into its constituent pieces, and
why I recommend that each piece be modified and tested separately before integrating
it with the rest of the instrument.
C.1 Trans-impedance Amplifier
The trans-impedance amplifier converts the current pulses from the PMT into voltage
pulses. The diode (I used a 1N914) clamps the input current line to make sure that
negative noise and spikes are not converted to voltage spikes. The idea is to prevent
negative pulses from reaching the square-root circuit.
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The current pulses are converted to voltage pulses by the National Semiconductorl
LF357 JFET op amp. The feedback resistance is chosen by the full-range restrictions
on the phototube and ADC. Since the maximum photocurrent is 100A, and the
maximum value that the A/D board can handle is 10OV, I chose a feedback resistance
of 1OOkQ. I chose a capacitor value to limit the high frequency noise in the system.
Since the cut-off frequency is 1/(2rRC), the 4pF capacitor gives a cut-off frequency
of about 1MHz.
There is a 20kQ trimpot which is used to set the DC offset. The trimpot should be
adjusted so that the output does not produce negative spikes. (Because this circuit
also inverts the signal, perhaps I should say that the trimpot should be adjusted
so that it doesn't produce positive spikes.) Note that although I have drawn the
trimpot in this schematic, in order to prevent clutter, I will not usually draw DC
offset trimpots in the schematics which follow. Instead, I will indicate the pins on the
op amp to which the DC offset trimpot is connected.
There are also two capacitors placed between the power supply pins and ground
which reduce high frequency noise from the power supply. I used 0.01#F capacitors,
but the exact value is not important. What is important is that these capacitors
should be able to operate at high frequency (several MHz). This means that elec-
trolytic capacitors should not be used for this purpose. I should also note that all high
frequency integrated circuits should have capacitors between the power and ground
pins. Although I have drawn these capacitors in this circuit diagram, I will not draw
them in other circuit diagrams.
1In all these circuits, I shall refer to the equivalent National Semiconductor part number. Since
most of these components are generic, the equivalent circuit from another manufacturer can easily
be substituted.
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-15V
:0-10V)
Figure C-1: The trans-impedance amplifier.
C.2 Inverter
As we saw in the previous circuit, it is common for the output of an op amp circuit
to be inverted with respect to the input. Although an inversion will not affect many
types of signal processing, it is sometimes necessary to re-invert the signal so as to
maintain the proper polarity. This circuit accomplishes this purpose. The ratio of
the output voltage to the input voltage is just -1. The RC network has the effect of
a low-pass filter, with a cut-off frequency of roughly 1MHz.
Note that there are 0.01pF capacitors connected between the power supply pins
and ground. Also, there is a 20k trimpot connected between pins 1 and 5, with the
wiper connected to +15V, used to provide DC compensation.
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+15V
100kQ
10kQ
Vin _
4L 
2pF 1
-15V
2pF
+15V
L b Vout
Figure C-2: Inverter.
C.3 Low-pass Filter
This filter is a two-pole VCVS Butterworth low-pass filter. The cutoff frequency for
this filter is 1/(27rRC) where R is variable from 12.5kQ to 32.5kQ, and C is fixed at
2pF. Thus, I can adjust the high-frequency cut-off between 2.5MHz and 6.4MHz.
Note that there are 0.01ptF capacitors connected between the power supply pins
and ground. Also, there is a 20kQ trimpot connected between pins 1 and 5, with the
wiper connected to +15V, used to provide DC compensation.
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Figure C-3: Low-pass Filter.
C.4 Square-root Amplifier
This circuit performs the square root operation on the signal. This is accomplished
by using a four quadrant multiplier to square the output of an operational amplifier.
This squared signal is then fed back into the inverting input of the op amp. Since the
feedback loop squares the signal, the value of the op amp out is negative the square
root of the input signal. Note that the 1N914 diode is used to prevent the output
from going positive.
This circuit is calibrated using the following procedure:
1. Set Vin = 0.1 volts. Adjust OUTBAL so Vout = -1.0 volts.
2. Set Vin = 10 volts. Adjust YBAL so Vout = -10 volts.
3. Set Vin = 2.0 volts. Adjust XBAL so Vout = -4.47 volts.
4. Repeat until satisfied.
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As a final calibration check, connect the circuit to a waveform generator. Plot Vout
and Vin as functions of Vin with 0 volts < Vin < 10 volts. The two curves should
intersect at the endpoints.
1I
1N914
Figure C-4: Square-root Amplifier (Analog Devices AD 429B).
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C.5 Manual Baseline
This circuit was built to compensate for a noisy power supply that had very nasty
power spikes that lasted for less than a microsecond, but were playing havoc with the
old manual baseline circuit, which was just a voltage divider and a follower. In order
to understand this circuit, it is first necessary to understand how a voltage divider
circuit works. The 500kQ trimpot is used to set a reference voltage that is close to zero.
Since the fluctuations in the power supply voltages tended to correlate, subtracting
the two power supply voltages also subtracted the fluctuations. The reference voltage
was chosen to be much less than the power supply voltage, so that the fluctuations
were reduced by a corresponding factor. Regretably, the fluctuations in the reference
voltage were still too large, so I implemented the following scheme. The op amp acts
to invert the reference voltage, which is then subtracted from the original reference
voltage to further minimize the voltage fluctuations. While the voltage fluctuations
in the power lines were a few millivolts, the fluctuations in the baseline voltage are
only a few tens of microvolts. The 5kf multi-turn potentiometer is panel mounted
so as to allow easy access.
I built this circuit just as an excuse to try out an idea I had as to minimize
voltage fluctuations. Actually, it would probably be much easier to use a variable
voltage regulator with a voltage divider to produce a stable baseline voltage, but this
circuit was fun to build.
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+15V
Man Baseline
Figure C-5: Manual Baseline.
C.6 Baseline Restorator
Baseline restoration is needed because there is a certain amount of signal caused by
background light (usually due to light scattered from dirt and imperfections on the
sides of the flow cell) which raises the signal level well above ground. The purpose
of this circuit is to maintain the baseline signal close to ground thus providing the
maximum separation between histogram peaks.
This circuit subtracts the DC offset from the signal before it is processed by the
square root circuit. There are two modes of operation: AC coupling means that the
circuit determines the DC offset using a low-pass (roughly 10Hz) filter. An LM301
op amp performs the low-pass filtering, although an LM741 could also be used in its
place. The other alternative is DC coupling, whereby the circuit obtains the DC offset
from the manual baseline circuit. Both the buffered signal and the manual baseline
are fed to the LF13333 analog switch. Depending upon the value of the switch (TTL
LO = Manual, TTL HI = AC couple) the analog switch will provide the appropriate
value to the low pass filter. The DC offset from the low pass filter is then subtracted
from the original signal using an LF357 differential amplifier. Note that although
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Figure C-6: Baseline Restorator.
196
TT I.1T (AC rnilA
V
the circuit uses a set of four matched 10k resistors in a SIP package to perform the
subtraction, the exact value of the matched resistors is not critical, which is why they
are labeled as "R" in the schematic.
In addition, the LM301 and LF357 op amps have multi-turn trimpots connected
between pins 5 and 8 with the wiper connected to +15V. The trimpots are used to
internally compensate for the op amps DC offset. There are also capacitors placed
between the power supply pins and ground.
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Figure C-7: Peak Detection Waveforms.
This circuit determines when a cluster is present in the laser beam. When a cluster
is present, the signal voltage rises above the level Vhigh, and when the cluster leaves
the field of view, the voltage drops below the level Vow, as shown in Figure C-7. The
hysteresis prevents the circuit from oscillating wildly due to the small amounts of
noise which are always present. Unfortunately, it can also prevent detection of some
pulses, such as the last set of pulses shown in Figure C-7 which would only be counted
as one pulse. For this reason, it is desirable for the clusters to be injected into the
flowcell at rate which is sufficiently low to prevent near-coincidences.
The upper threshold signal, Vhigh, is set by a panel-mounted multi-turn poten-
tiometer acting as a variable voltage divider connected to an LM741 op amp which
serves as a voltage follower. A second panel-mounted multi-turn pot is used to select
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C.7 Peak Detector
Vhigh_
Vlow -
TTL H
TTL L
Figure C-8: Peak Detector.
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the lower threshold signal, V, which is confined between OV and Vhigh. The in-
verting input of the first LM311 voltage comparator is equal to the threshold voltage.
The thresholds are set by simultaneously displaying both the signal and the threshold
voltages on an oscilloscope and then varying the potentiometers until the threshold
voltages correspond to the monomer peaks, as shown in Figure C-7.
The peak detector outputs a value of TTL HI when a peak is not present, and
TTL LO when a peak is present. The peak detector output is currently used by the
ADC board to determine when pulses are present and by the gated clock circuit. In
the future, it could also be utilized by the baseline restoration circuit to automatically
perform baseline restoration by switching between AC coupled restoration (when no
pulse is present) and DC coupled restoration (when a pulse is present) thus provid-
ing a baseline which would follow the slow drift of the baseline while ignoring the
fluctuations caused by large off-scale pulses.
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C.8 Gated Clock
The purpose of the gated clock is to provide an FM modulated clock signal which
can be used by the ADC to digitize only when pulses are present. The external clock
signal used is 1MHz, which is the maximum frequency allowed by the ADC. The
sample-and-hold operation on board the ADC is performed on the falling edge of the
external clock pulse. Since gating the external clock would produce "runt" pulses
of extremely short duration, the external clock is tied to a pulse synchronizer which
aligns the peak detector signal with the external clock signal. The synchronizer is
built from a single 7400 quad NAND gate TTL chip and a 7474 dual D-type positive
edge-triggered flip-flop TTL chip. The gated clock pulses are aligned with the 1MHz
clock pulses to produce a clean clock signal for the ADC, as shown in Figure C-10.
Gated
Clock
Figure C-9: Gated Clock.
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Figure C-10: Gated Clock Waveform.
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Appendix D
Measured values of Cn(t)
D.1 Data from Experiment DNP21
The values shown here are for spheres with a high surface concentration of DNP.
The spheres were reacted at a concentration of 1.2 x 109 spheres per ml. The an-
tibody concentration was 20.25 g/ml. The samples were diluted in Milli-Q water,
and injected using Becton Dickinson lcc sterile syringes. The first eight samples were
diluted by a factor of 100.0 and injected at a rate of 0.600pl/min. The next five sam-
ples were diluted by a factor of 50.0 and injected at a rate of 0.600tPl/min. The next
seven samples were diluted by a factor of 50.0 and injected at a rate of 1.200/l/min,
and the last five samples were diluted by a factor of 25.0 and injected at a rate of
1.200pl/min.
The data presented show the number of counts collected over a period of 500.0
seconds. The total number of counts is given by the value MO, and the value of
Ml displays the total number of spheres contained in the injected volume. The
relative concentration is obtained by dividing the value of C" by Mi. The absolute
concentration is obtained by dividing the value of C, by the injected volume. The
injected volume is equal to the injection rate multiplied by the injection time and
the sample dilution factor. To simplify the tables, the injected sample volume is also
listed.
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0.0167 0.5000 1.0000 1.5000 2.0000
50.00 50.00 50.00 50.00 50.00
61915 48657 41849 31540 24639
63551 60000 60000 60000 60000
Cn
14452
4382
2037
1210
737
514
321
247
165
129
115
78
68
44
26
28
8
26
11
7
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
60988
683
62
48
90
9
9
8
5
4
1
3
2
1
0
1
0
0
0
0
42910
4504
816
206
114
52
19
15
8
5
1
1
2
0
1
0
0
0
0
0
32121
6284
1930
778
345
180
97
43
24
16
6
4
5
4
2
1
1
0
1
1
20799
5532
2306
1152
648
386
254
166
87
53
44
31
18
12
6
8
3
1
4
0
Table D.1: Measured values of Cn(t) for Ohr < t < 2.0hr
204
t(hr)
V(nl)
MO
ml1
n
.
. .
. .
2.5167 3.0000 3.5000 4.0000 4.5000
50.00 50.00 100.0 100.0 100.0
19471 15442 12314 20617 17845
60000 60000 60000 120000 120000
C.
7212
2764
1474
999
717
543
455
391
327
273
259
211
185
179
150
145
120
131
99
99
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
10807
3345
1680
999
630
457
343
254
181
146
128
110
73
61
45
26
29
26
17
17
7427
2531
1347
886
601
465
390
266
229
170
162
123
101
93
84
100
71
56
51
34
5546
1978
1060
715
486
367
304
249
192
172
148
113
90
108
77
69
72
60
61
40
8858
3155
1757
1137
849
655
544
428
355
286
290
214
226
179
154
134
107
111
111
92
Table D.2: Measured values of C.(t) for 2.5hr < t < 4.5hr
205
t(hr)
V(nl)
MO
ml1
. .- . .
5.0000 5.5000 6.0000 6.5000 7.0000
100.0 100.0 100.0 200.0 200.0
13338 12718 12602 20119 17136
120000 120000 120000 240000 240000
C.
4932
1705
930
633
452
387
275
230
207
201
150
146
137
137
112
130
94
79
77
88
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
5227
1897
1058
744
529
389
347
296
239
201
173
164
173
129
131
108
124
103
87
68
4852
1731
991
696
484
395
329
254
230
189
163
159
156
144
109
111
90
97
80
88
7834
2650
1510
1008
732
552
470
403
365
306
264
240
173
172
160
160
147
138
134
125
6530
2239
1246
812
628
492
385
326
280
270
213
214
175
176
140
140
155
117
121
99
Table D.3: Measured values of C.(t) for 5.0hr < t < 7.0hr
206
t(hr)
V(nl)
MO
mlf 
n
. .
7.5000 8.0000 8.5000 9.0000 9.5000
200.0 200.0 200.0 200.0 200.0
14111 13453 11965 11827 10828
240000 240000 240000 240000 240000
Cn
4120
1506
849
572
410
297
269
230
201
177
178
153
132
131
102
101
104
108
74
62
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
5047
1751
1023
636
483
395
321
266
251
209
191
159
160
146
134
162
110
97
119
89
4796
1710
959
640
469
395
287
259
249
198
180
174
157
137
117
114
107
104
104
79
4112
1442
797
544
374
302
236
197
194
166
146
149
136
116
104
99
79
90
94
92
4124
1345
686
472
343
253
231
192
142
147
136
97
115
89
96
87
79
75
66
65
Table D.4: Measured values of C,(t) for 7.5hr < t < 9.5hr
207
t(hr)
V(nl)
MO
ml 
. . .
t(hr)
V(nl)
MO
M1
n
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
10.000 10.500 11.000 11.517 12.000
400.0 400.0 400.0 400.0 400.0
18165 16145 14451 14141 13082
480000 480000 480000 480000 480000
C.
4529
1643
904
627
464
364
327
231
246
180
144
183
153
139
115
124
101
116
90
93
5936
2176
1251
855
539
503
391
319
281
227
260
236
196
187
150
150
154
159
131
91
5222
1937
1101
725
540
409
345
324
248
205
194
182
147
153
114
131
130
104
125
100
4483
1723
978
638
498
394
322
261
237
234
171
157
159
151
158
109
125
114
97
92
4218
1439
825
543
412
310
305
222
219
204
170
124
118
127
100
98
106
98
92
84
Table D.5: Measured values of C,(t) for 10.Ohr < t < 12.0hr
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D.2 Data from Experiment DNP29
The values collected in the DNP29 experiment are for spheres with a high surface
concentration of DNP. The spheres were reacted at a concentration of 1.04 x 109
spheres per ml. The antibody concentration was 50.03 g/ml. The samples were
diluted in Milli-Q water, and injected using Becton Dickinson lcc sterile syringes.
The first eighteen samples were diluted by a factor of 100.0 and injected at a rate of
0.600pl/min. The remaining samples were diluted by a factor of 50.0 and injected at
a rate of 0.600Cpl/min.
The data presented show the number of counts collected over a period of 600.0
seconds. The total number of counts is given by the value MO, and the value of
M1 displays the total number of spheres contained in the injected volume. The
relative concentration is obtained by dividing the value of C, by M1. The absolute
concentration is obtained by dividing the value of C, by the injected volume. The
injected volume is equal to the injection rate multiplied by the injection time and
the sample dilution factor. To simplify the tables, the injected sample volume is also
listed.
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0.100 1.000 2.000 3.000 4.000 5.000
60.00 60.00 60.00 60.00 60.00 60.00
62545 61181 54672 49400 47067 37052
64139 66847 63181 61536 61932 53387
C.
61476
879
6
106
43
15
7
9
3
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
56780
3694
459
112
78
22
14
6
1
4
2
1
1
2
3
0
1
0
0
0
0
0
0
0
0
0
0
0
0
48445
4864
927
222
108
54
19
9
9
2
4
3
0
0
0
0
1
0
0
1
0
0
0
1
0
0
0
1
0O
O
41295
5803
1466
461
193
77
42
17
13
8
5
3
2
2
2
0
2
2
0
1
0
0
0
2
0
1
0
0
0
38025
5976
1770
658
305
140
83
48
20
8
13
8
3
0
1
3
1
0
1
0
1
0
0
0
1
0
0
0
1
28105
5428
1842
810
394
169
110
75
43
25
16
8
8
4
3
2
1
1
1
2
1
1
1
0
0
0
0
0
Table D.6: C(t) for Ohr < t < 5.0hr
210
t(hr)
V(nl)
Mo
M1
n
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
.
r: .
-'---
- .
6.000 7.000 8.000 9.000 10.00 11.00
60.00 60.00 60.00 60.00 60.00 60.00
40481 37566 35753 33797 32000 29708
61464 58504 61858 60711 59458 59641
Cn
29766
6171
2219
1033
522
270
187
109
81
39
29
13
13
7
6
2
2
2
2
1
0
1
1
0
0
0
0
0
0
27336
5678
2174
1007
508
335
184
115
87
45
33
22
5
9
8
4
3
3
1
0
1
2
0
0
1
0
1
1
0
24612
5669
2322
1158
718
408
266
154
113
97
55
39
34
32
15
12
9
7
6
8
3
3
0
1
2
0
1
1
1
22934
5308
2265
1182
678
424
296
183
146
91
68
53
41
29
14
15
18
9
4
8
3
5
6
0
3
1
1
1
0
21498
4946
2147
1124
725
466
305
214
148
100
65
68
47
34
21
17
18
13
10
8
3
1
0
5
4
4
1
0
1
19201
4639
2177
1168
710
497
335
215
163
138
109
65
54
43
34
29
34
20
12
9
3
11
9
2
12
2
0
0
4
Table D.7: C(t) for 6.0hr < t < 11.Ohr
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t(hr)
V(nl)
Mo
M1l
n
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
-
_ .
12.00 13.00 14.00 15.00 16.00 18.00
60.00 60.00 60.00 60.00 60.00 60.00
26943 29699 24395 25768 24649 23365
61200 61200 61200 61200 61200 61200
Cn
17095
4209
1939
1118
707
444
325
226
188
128
110
88
61
55
36
40
23
21
28
16
11
9
15
8
9
3
3
7
2
19067
4590
2140
1254
723
482
332
228
204
137
116
94
65
39
45
28
30
17
15
12
17
8
16
3
8
5
4
4
4
15079
3735
1781
1168
618
413
328
225
220
141
124
97
76
63
46
47
30
33
23
21
19
11
15
13
7
7
9
3
9
16019
3908
1885
1118
699
454
340
255
201
164
125
100
95
76
49
48
41
25
22
23
14
14
9
10
3
10
12
8
2
15076
3775
1859
1082
706
426
336
236
217
150
124
115
70
70
59
52
36
35
29
22
20
23
14
15
11
7
14
10
7
14346
3503
1661
1035
614
463
340
230
201
153
113
116
99
67
54
47
35
30
31
29
21
17
17
16
9
11
12
7
14
Table D.8: C(t) for 12.0hr < t < 18.0hr
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t(hr)
V(nl)
Mo
n
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
.
. .
19.00 20.00 22.00 23.00 24.00 25.00
120.0 120.0 120.0 120.0 120.0 120.0
34533 36286 33926 34025 32246 31401
122400 122400 122400 122400 122400 122400
Cn
19460
5291
2634
1603
1024
741
604
505
372
303
304
213
189
125
128
123
93
93
64
55
67
56
48
48
41
30
26
13
35
20765
5330
2757
1649
1085
836
642
451
402
338
268
209
184
168
159
97
110
76
70
68
50
58
49
37
33
40
37
26
32
19292
4856
2465
1527
1067
713
581
457
360
311
266
260
202
181
146
122
116
100
90
86
69
61
47
49
40
38
33
35
28
19527
4970
2428
1517
974
762
585
416
391
299
240
207
177
203
124
119
108
97
79
78
78
45
54
50
47
46
34
41
23
17968
4653
2373
1475
1023
711
590
456
344
333
241
204
181
188
154
121
114
121
89
85
60
57
65
45
48
50
42
28
42
17407
4591
2364
1492
872
739
529
433
381
287
240
211
167
161
155
135
109
98
86
81
77
64
64
34
53
46
38
34
35
Table D.9: C(t) for 19.0hr < t < 25.0hr
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t(hr)
V(nl)
o
nl
n
1
2
3
4
5
6
7
8
9
:10
I 11
12
13
:L4
15
:L6
17
18
19
20
'21
'22
'23
24
'25
'26
'27
28
29
t(llr)
-
_ I
._ .- . .
26.00 27.00 28.00 29.00 30.00 73.60
120.0 120.0 120.0 120.0 120.0 120.0
30847 28778 29717 29220 27658 15785
122400 122400 122400 122400 122400 122400
Cn
17195
4488
2296
1412
922
726
508
404
341
275
263
230
182
151
137
106
112
76
74
73
67
75
57
52
52
35
42
42
35
16318
4047
2089
1264
817
643
470
390
319
257
259
191
169
144
149
106
90
96
91
73
57
56
48
46
51
45
41
31
16646
4180
2102
1386
937
658
490
408
363
305
236
221
166
147
142
111
113
95
92
71
66
68
60
49
48
37
35
42
16492
4066
2078
1350
850
673
467
423
326
277
222
203
188
165
132
110
98
89
82
69
73
58
50
48
50
31
25
42
23
15245
3910
1930
1239
853
606
514
395
340
255
228
201
174
161
126
138
107
101
72
78
67
75
61
64
49
43
56
36
44
8937
2111
1032
599
435
305
248
173
175
133
115
123
97
80
75
58
57
56
51
48
34
42
40
25
27
29
38
34
28
Table D.10: C(t) for 26.0hr < t < 74.0hr
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1
n
1
2
3
4
5
6
7
8
9
LO
11
12
13
14
15
16
17
18
19
20
'21
22
'23
24
25
?6
27
28
29
-
.
-
.
Appendix E
Programs and Subroutines
When I began working on this project, data was collected on a multi-channel analyzer,
which was then downloaded onto cassette tape. Since then, the data acquisition has
been upgraded to run from a high speed signal processing board mounted inside an
IBM pc compatible computer. The four programs listed below form the basis of the
data acquisition software: all other software merely embelishes this framework. Even
though I am presenting only the basic framework for the data acquisition system, it
should be adequate for most purposes.
There are four basic programs used during data collection. They are
pump. c controls the syringe pump
collect. c controls the DAS-50 data acquisition board
graph. c displays the histogram just collected
peaks. c determines the cluster-size distribution from the histogram
A typical data acquisition session is shown below.
C:\> pump sHAM250ul rlOul/m f v50ul rO.6ul/m
This command performs a number of functions.
1. The pump is informed that a Hamilton 250pe syringe is being used.
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2. An injection rate of 10te per minute is selected.
3. The pump is instructed to pump forward.
4. It pumps until a volume of 50pt has been injected.
5. It then sets the pump rate to 0.6pe per minute and returns control to DOS.
C:\> collect e c200s fdnp30al e c200s fdnp30a2 e c200s fdnp30a3
This command performs the following operations.
1. It erases the buffer.
2. It collects data for a period of 200 seconds.
3. It writes the histogram to the file dnp30al.dat.
4. It repeats the previous steps for the files dnp30a2. dat and dnp30a3. dat.
C:\> graph dnp30al
This displays the histogram stored in the file dnp30al. dat.
C:\> peaks dnp30al
This program takes the histogram, finds the peaks in the data, and calculates the
cluster-size distribution. The data is displayed on the screen as well as being stored
in the file dnp30al. pks. The programs have other options that permit the user to
specify additional options. These options are more fully documented in the sections
which follow.
All of the preceeding programs and were written in Microsoft C version 3.0. Al-
though the C computer language is fairly standard, there are some peculiarities in
both the IBM computer in general, and Microsoft C in specific, that should be noted
before trying to compile these programs.
The IBM pc computer is based on the Intel 8086/8088 chip. This chip was designed
to be compatible with the earlier Intel 8085 and 8080 chips, both of which were 8 bit
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devices with a 16 bit address which could only access 64K of memory. The 8086 family
of microprocessors extended the address range by combining two address registers: a
16 bit "segment" address with a 16 bit "offset" address to generate a 20 bit address
space able to access one megabyte. The 20 bit address is calculated by left-shifting
the segment address 4 bits, and then adding the offset address.
The main peculiarity of the segment-offset addressing scheme is that data is con-
fined to 64K blocks of space, designated by a single "data segment." If a pointer is
incremented outside of the 64K data segment, it merely wraps around to point back
at the beginning of the data segment. This is because pointers consist of a 16 bit
unsigned integer which represents the offset address into the data segment. While
this limits the size of individual data structures to 64K, it is still possible to use more
than 64K of memory for data. This feat is accomplished by using "far pointers."
A far pointer is a 32 bit data structure which consists of both segment and offset
addresses. The "far pointer" is a special data structure designed for the IBM pc, and
is not a standard part of the C language.
The programs which follow make use of far pointers in ways which are not always
kosher. For example, Hercules monochrome graphics memory resides at segment
0xB800. By poking directly into video memory, it is possible to generate graphics
with far greater speed and ease than using standard BIOS function calls. When
using far pointers, I have been fairly lazy about type conventions; sometimes I will
equivalence a far pointer to a long integer, then set the long integer as a means of
setting a far pointer address directly. At other times, I will allocate a chunk of far
memory without checking to see if that memory has already been allocated by another
program. (An unlikely event on my IBM pc since I only run my own programs, but
it might happen if I wanted to load other software to run concurrently.) Also note
that poking data directly into far memory can have tragic consequences if you poke
data into the wrong area. If you don't know anything about far memory, then find
someone who does before compiling these programs.
Interrupts are another feature supported by MSDOS platforms. Interrupts and
BIOS function calls provide a programming environment which isolates the intricate
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details of device drivers from the programmer. In most cases, it is possible to write a
program to control a particular device without knowing all the details of that device.
For example, I have written two sets of graphics routines: one is based on direct I/O,
and the other is based on interrupts. The first is cumbersome and delicate but it is
also extremely fast. The second is slower than the first, but it is far more portable
and less likely to fail if key parameters are changed. Learning how to use interrupts
is essential to writing general purpose software for MSDOS machines, and I would
recommend that anyone who wants to implement or modify these routines should be
comfortable with interrupts.
There are some strange bugs which I have noticed when using Microsoft C which
have lead to my using some rather strange programming conventions. For example,
using the routines fread() and fwrite() to read or write odd numbers of bytes several
times can often cause the machine to suddenly crash. I still don't know if the fault
lies with Microsoft or Jameco (the manufacturer of the turbo XT motherboard), but
I have found that the solution is to always read or write an even number of bytes.
Another bug is that using putc() or puts() in combination with scanf() and printf()
causes problems. I have solved this problem by only using puts() in conjunction with
sprintf(), and gets() in conjunction with sscanf().
The C programs which follow will probably work on most IBM pc compatibles
with little, if any, alteration. I would advise that anyone who wishes to compile and
run these programs should fully understand the C computer language, and be aware
of the subtleties of the IBM pc architecture. I do not claim that these programs will
work on all machines, but rather that they serve as a solid foundation from which
working programs may be constructed.
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E.1 pump.c
This program controls the Harvard Pump 22 digital syringe pump. The Harvard
Pump 22 can be controlled via a membrane keyboard on the pump's front panel, or
via the IBM serial port using a simple command language. I rarely use the front
panel controls any more, except to turn the pump on and off. The computer interface
is far more robust and easy to use.
/* This routine controls the Harvard Pump 22. The following commands */
/* are used to control the pump:
/* s<syringe> - select the syringe to be used. The allowed */
/* syringes are stored in the file syringe.dia */
/* Example: sB-Dlml selects Becton-Dickinson 1 ml */
/* r<rate> - selects the rate. */
Example: r6ul/m selects a rate of 6 microliters/min */
/* f - run the pump forward at the current rate */
/* b - run the pump backward at the current rate */
x - stop the pump */
/* v<volume> - waits for the given volume to be delivered before */
proceeding with the next command
/* Note that the pump MUST be running forward before */
this command is executed. */
/* w<time> - waits for the given amount of time before proceeding */
with the next command */
/* ? - prints out current pump statistics
/* */
/* For example, the following set of commands */
/* pump sHAM50ul r2ul/m f v20ul rO.012ul/m wiOm x */
/* performs the following tasks:
/* "sHAM50ul" - selects a Hamilton 50 microliter gastight syringe */
/* "r2ul/m" - selects a pump rate of 2 microliters per minute */
/* "f" - starts pumping forward */
/* "v20ul" - pumps a volume of 20 microliters */
/* "rO.012ul/m - changes pumping rate to 12 nanoliters/min
/* "w200s" - pumps for 200 seconds
/* "x" - stops pumping
/* */
/************************************************************************
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#include "serial.c"
#include <ctype.h>
#include <string.h>
#include "timer.c"
#define PUMPPORT 2 /* pump uses communications port 2 */
/* Note that the full pathname of the syringe.dia file should be included.
My file was located in the directory "c:\derin\src" */
#define SYRINGEDIA "c:\\derin\\src\\syringe.dia" /* file of syringe diameters */
#define L 1000000 /* number of microliters per liter */
#define ML 1000 /* number of microliters per milliliter */
#define CC 1000 /* number of microliters per cubic centimeter */
#define UL 1 /* number of microliters per microliter */
#define LSTR "1" /* string denoting liters */
#define MLSTR "ml" /* string denoting milliliters */
#define CCSTR "cc" /* string denoting cubic centimeters */
#define ULSTR "ul" /* string denoting microliters */
#define HR 1 /* number of hours in an hour */
#define MIN 60 /* number of minutes in an hour */
#define SEC 3600 /* number of seconds in an hour */
#define HRSTR "h" /* string denoting hours */
#define MINSTR "m" /* string denoting minutes */
#define SECSTR "s" /* string denoting seconds */
#define DIVIDE '/' /* character separating volume units from time units */
/* These are the commands used by the Harvard pump 22 */
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
FWDPMT
STOPPMT
REVPMT
JAMPMT
,',
, < 
KEYBD "KEY"
FWD "RUN"
REV "REV"
STOP "STP"
SRMLM "MLM"
SRULM "ULM"
SRMLH "MLH"
SRULH "ULH"
GETVOL "VOL
CLRVOL "CLV
/* prompt when pump is running forward */
/* prompt when pump is stopped */
/* prompt when pump is running in reverse */
/* prompt when pump is jammed */
/* return control to the pump's keyboar(
/* pump in forward direction */
/* pump in reverse direction */
/* stop pump */
/* set pump rate in milliliters/min */
/* set pump rate in microliters/min */
/* set pump rate in milliliters/hr */
/* set pump rate in microliters/hr */
" /* get volume infused */
" /* clear volume accumulator to zero */
*/
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#define SETDIA "MMD" /* set the syringe diameter */
#define GETDIA "DIA" /* get the syringe diameter *
#define GETUNIT "RNG" /* get the current units */
#define GETRATE "RAT" /* get the current pump rate */
#define isprompt(c) ((c)==FWDPMT 11 (c)==REVPMT 11 (c)==STOPPMT 11 (c)==JAMPMT)
float voltoul(volstr)
char volstr[];
{
/* This routine takes the volumetric units represented by volstr[] and */
/* generates a conversion factor to microliters. For example, if */
/* volstr[] = "ml" (milliliters), then the conversion factor = 1000 */
/* Note that if the units can't be identified, then 0 is returned. */
float convert = 0;
if (strcmp(volstr,
convert = L;
}
if (strcmp(volstr,
convert = ML;
}
if (strcmp(volstr,
convert = CC;
}
if (strcmp(volstr,
convert = UL;
}
return(convert);
LSTR) == 0) { /* volume is measured in liters */
MLSTR) == 0) { /* volume is measured in milliliters */
CCSTR) == 0) { /* volume is measured in cubic centimeters */
ULSTR) == 0) { /* volume is measured in microliters */
float timetoh(timestr)
char timestr[];
{
/* This routine takes the temporal units represented by timestr[] and */
/* generates a conversion factor to hours. For example, if timestr[] = */
/* "s" (seconds), then the conversion factor = 3600 */
/* Note that if the units can't be identified, then 0 is returned. */
float convert = 0;
if (strcmp(timestr, HRSTR) == 0) { /* time is measured in hours */
convert = HR;
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}
}
if (strcmp(timestr, MINSTR) == 0) { /* time is measured in minutes */
convert = MIN;
}
if (strcmp(timestr, SECSTR) == O) { /* time is measured in seconds */
convert = SEC;
}
return(convert);
float ulhrate(rate, volstr, timestr)
float rate;
char volstr[];
char timestr[];
/* This routine calculates the infusion rate in microliters/hour given the */
/* numeric rate, a string containing the volumetric units (volstr) and the */
/* string containing the temporal units (timestr). This routine returns a */
/* value of -1 if we were unable to interpret either of the two units. */
float volunit, timeunit;
volunit = voltoul(volstr); /* get conversion factor to microliters */
if (volunit == 0) { /* we didn't recognize the volume units */
fprintf(stderr, "\nUnable to recognize volume unit '%s", volstr);
fprintf(stderr, "\nRecognized volume units are:");
fprintf(stderr, "\n\tl (liters)");
fprintf(stderr, "\n\tml (milliliters)");
fprintf(stderr, "\n\tcc (cubic centimeters)");
fprintf(stderr, "\n\tul (microliters)");
fprintf(stderr, "\n\n");
}
timeunit = timetoh(timestr); /* get conversion factor to hours */
if (timeunit == 0) { /* we didn't recognize the time units */
fprintf(stderr, "\nUnable to recognize time unit 's'", timestr);
fprintf(stderr, "\nRecognized time units are:");
fprintf(stderr, "\n\th (hours)");
fprintf(stderr, "\n\tm (minutes)");
fprintf(stderr, "\n\ts (seconds)");
fprintf(stderr, "\n\n");
}
rate *= volunit * timeunit;
if (volunit == 0 I I timeunit == 0)
222
return(-1);
else
return(rate);
}
float mlvol(vol, volstr)
float vol;
char volstr[];
{
/* This routine calculates the volume in milliliters given the numeric */
/* volume and a string containing the volumetric units. The way we do */
/* this is to get the conversion factor in microliters, then divide by */
/* 1000 to get milliliters.
float volunit;
volunit = voltoul(volstr) / 1000;
if (volunit == 0) /* we didn't recognize the volume units */
fprintf(stderr, "\nUnable to recognize volume unit '%s"', volstr);
fprintf(stderr, "\nRecognized volume units are:");
fprintf(stderr, "\n\tl (liters)");
fprintf(stderr, "\n\tml (milliliters)");
fprintf(stderr, "\n\tcc (cubic centimeters)");
fprintf(stderr, "\n\tul (microliters)");
fprintf(stderr, "\n\n");
return(-1);
}
return (vol*volunit);
sendpump (msg)
char *msg;
/* This routine transmits a character string to the pump followed by a '\r\n' */
while (*msg != NULL) {
sputch(PUMPPORT, *msg++);
}
sputch(PUMPPORT, '\r');
}
char getpump(msg)
char *msg;
/* This routine gets a message from the pump. The message is returned */
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/* in the string msg[]. The pump message is terminated by a prompt */
/* character which is returned by the routine, but not in the msg[] */
/* string. Also, none of the white characters and control characters */
/* that are sent by the pump are placed in the string msg[].
char c;
for (c = ' '; 'isprompt(c); c = sgetch(PUMPPORT)) {
if (!isspace(c) && c > ' ')
*msg++ = c;
}
*msg = NULL; /* terminate the message */
return(c);
charpos(str, c)
char str[];
char c;
{
/* This routine finds the position of the first occurence of the character c */
/* in the character string str[]. The routine returns the position, -1 if */
/* not found. */
int i;
for (i=O; str[i] != NULL; i++) {
if (str[i] == c)
return(i);
}
return(-1);
}
quit(arg) /* quit the program */
int arg;
{
char pmt, pmsg[50];
sendpump(KEYBD); /* put pump back into keyboard mode */
exit(arg);
}
main(argc, argv)
int argc;
char *argv[];
{
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char *s, p_message[50], p_response[50], pmt;
float rate, send_rate;
char volstr[10], timestr[10], send_unit [10];
int i, j;
char s_model[5], fs_model[5];
float syrvol, fsyrvol, syrdia, dia;
float setvol, pumpvol;
long timedelay;
float t_delay;
FILE *fp;
s_config(PUMPPORT); /* configure the port to talk to the pump */
sendpump(""); /* null message alerts the pump */
pmt = getpump(presponse);
while (--argc > 0) {
s = *++argv;
switch(*s) {
case 'f': /* pump forward */
sendpump(FWD);
pmt = get_pump(p_response);
if (pmt != FWDPMT) {
fprintf(stderr, "\nUnable to pump forward\n");
}
fprintf(stderr, "\nPumping forward\n");
break;
case 'b': /* pump backward */
sendpump(REV);
pmt = get_pump(presponse);
if (pmt != REVPMT) {
fprintf(stderr, "\nUnable to pump backward\n");
}
fprintf(stderr, "\nPumping backward\n");
break;
case 'x': /* stop pump */
send_pump(STOP);
pmt = get_pump(presponse);
if (pmt != STOPPMT) {
fprintf(stderr, "\nUnable to stop pump\n");
}
fprintf(stderr, "\nPump stopped\n");
break;
case 'r': /* select the rate */
sscanf(++s, "f", &rate);
while(isdigit(*s) II *s == '.') /* pop off number */
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++s;
i = charpos(s, DIVIDE); /* find position of divide sign */
if (i == -1) { /* unable to find divide sign */
fprintf(stderr, "\nUnable to find divide sign\n");
quit(0);
}
for (j = 0; j<i; j++) /* copy volume units */
volstr[j] = tolower(s[j]);
volstr[i] = NULL; /* terminate volstr */
s += i+1; /* pop off volume units */
strcpy(timestr, s);
rate = ulhrate(rate, volstr, timestr);
if (rate == -1) { /* error */
fprintf(stderr, "\nUnable to select desired rate\n");
quit(0);
}
/* figure out proper rate units (we can only */
/* transmit 3 1/2 digits */
if (rate <= 1999) { /* microliters/hour */
strcpy(send_unit, SRULH);
send_rate = rate/(UL*HR);
}
if (rate>1999 && rate <119940) { /* ul/min */
strcpy(send_unit, SRULM);
sendrate = rate/(UL*MIN);
}
if (rate>=119940 && rate<1999000) { /* ml/hr */
strcpy(send_unit, SRMLH);
send_rate = rate/(ML*HR);
}
if (rate>=1999000) { /* milliliters/minute */
strcpy(send_unit, SRMLM);
sendrate = rate/(ML*MIN);
}
if (send_rate >= 2000) { /* more than 3 1/2 digits */
fprintf(stderr, "\nUnable to pump at %12.3f %s\n", send_rate, send_unit
quit(o);
}
sprintf(p_message, "%s %.8.3f", send_unit, send_rate);
sendpump(p_message);
pmt = getpump(p_response);
if (strcmp(p_response, "OOR") == 0) { /* out of range */
fprintf(stderr, "\n%8.3f %s is out of range\n", send_rate, send_unit);
quit(0);
}
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if (strcmp(presponse, "?") == 0) { /* error */
fprintf(stderr, "\nPump couldn't read message '%s'\n", pmessage);
quit(O);
}
fprintf(stderr, "\nPump rate = %8.3f %s\n", sendrate, send_unit);
break;
case 's': /* select syringe */
sscanf(++s, ".3s", smodel); /* get the syringe model */
s += 3; /* pop off the model */
sscanf(s, "%f", &syrvol); /* get the syringe volume */
while (isdigit(*s) II *s == '.') /* pop off number */
++s;
strcpy(volstr, s); /* copy volume units */
syrvol = mlvol(syrvol, volstr); /* convert to ml */
if (syrvol == -1) { /* error */
fprintf(stderr, "\nUnable to select syringe\n");
quit(O);
}
dia = 0;
fp = fopen(SYRINGEDIA, "r");
if (fp == NULL ) { /* couldn't open syringe file */
fprintf(stderr, "\nCould open syringe file %s\n", SYRINGEDIA);
quit(O);
}
while (fscanf(fp, "s %f %,s %f", fsmodel, &fsyrvol, volstr, &syrdia) !=
fsyrvol = mlvol(fsyrvol, volstr);
if (fsyrvol == syrvol && strcmp(fsmodel, smodel) == 0) {
dia = syrdia;
}
}
fclose(fp);
if (dia == 0) { /* we didn't find the syringe */
fprintf(stderr, "\nUnable to find data for %s %8.3f ml syringe\n", s_mo
quit(O);
}
sprintf(pmessage, "s %8.3f", SETDIA, dia);
sendpump(pmessage);
pmt = getpump(presponse);
if (strcmp(presponse, "?") == 0) { /* error */
fprintf(stderr, "\nPump couldn't read message '"/s'\n", pmessage);
quit(O);
}
fprintf(stderr, "\ns %,8.3f ml syringe has diameter %8.3f mm\n", smodel,
break;
case 'v': /* deliver volume */
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sscanf(++s, "%f", &set_vol); /* get volume */
while (isdigit(*s) II *s == '.') /* pop off number */
++s;
strcpy(volstr, s);
setvol = mlvol(setvol, volstr);
if (setvol == -1) { /* error */
break;
}
sendpump(CLRVOL); /* clear volume accumulator */
pmt = get_pump(presponse);
if (pmt == STOPPMT) { /* pump is stopped */
fprintf(stderr, "\nPump is not running - volume command ignored\n");
break;
}
if (pmt == REVPMT) { /* pumping in reverse */
fprintf(stderr, "\nPump is running in reverse - volume command ignored\
break;
}
pump._vol = 0;
while (pump_vol < set_vol) {
send_pump (GETVOL);
pmt = get_pump(p_response);
if (pmt == JAMPMT) {
fprintf(stderr, "\nPump is jammed\n");
quit(0);
}
sscanf(presponse, ".f", &pump_vol);
}
break:;
case 'w': /* wait given amount of time */
sscanf(++s, "%f", &tdelay); /* get time delay */
while (isdigit(*s) II *s == '.') /* pop off number */
++s:;
strcpy(timestr, s); /* copy time units */
if (tdelay == 0) break;
tdelay *= SEC / timetoh(timestr); /* convert to seconds */
if (tdelay == O) { /* trouble converting */
fprintf(stderr, "\nDidn't recognize time units\n");
break;
}
timedelay = tdelay;
timer(time_delay);
break:;
case '?': /* print out pump status */
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printf("\nPump parameters:\n");
sendpump(GETRATE);
pmt = getpump(presponse);
if (pmt == FWDPMT) {
printf("\tPump is running forward\n");
}
if (pmt == STOPPMT) {
printf("\tPump is halted\n");
}
if (pmt == REVPMT) {
printf("\tPump is running backward\n");
}
if (pmt == JAMPMT) {
printf("\tPump is jammed\n");
}
printf("\tCurrent rate selected is s ", presponse);
sendpump(GETUNIT);
pmt = getpump(presponse);
printf("%s\n", presponse);
sendpump(GETVOL);
pmt = get_pump(p_response);
printf("\tAccumulated volume = %s milliliters\n", p_r
sendpump(GETDIA);
pmt = getpump(p_response);
printf("\tSyringe diameter = %s millimeters\n\n", p_r
break;
default:
fpri:ntf(stderr, "\nThe options are:\n\n");
fpri:ntf(stderr, "\ts<syringe> - select the syringe to
fprintf(stderr, "\tr<rate> - select the pump rate\
fprintf(stderr, "\tf - pump forward\n");
fprintf(stderr, "\tb - pump backward\n");
fprintf(stderr, "\tx - stop the pump\n");
fprintf(stderr, "\tv<volume> - deliver a set volume\
fprintf(stderr, "\tw<time> - wait a given amount o
fprintf(stderr, "\t? - print out pump status
quit(O);
break;
}
quit(O);
:esponse);
esponse);
be used\n");
n");
n");
f time\n");
\n");
I
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E.2 collect.c
This program is the data collection program which actually gets the data from the
DAS-50 board installed in the pc. It is quite easy to use this program. For ex-
ample, here is the command to collect 200 seconds of data and store it in the file
rlca23al.dat: collect e c200s frlca23al. The first argument, e, initializes the
buffers. The second argument, c200s, specifies that data is to be collected for 200
seconds. Acceptable time units are s for seconds, m for minutes, h for hours, and d
for days.
The third argument, frlca23al, designates the name of the file(s) where data is
to be stored. The program can generate two types of data files: dat datafiles and
wid datafiles. The dat data file contains a histogram of 1024 points, where channel 0
represents the number of peaks of amplitude 0 volts and 1024 represents the number of
peaks of amplitude 10 volts. For historical reasons, channel 0 is omitted, and channel
1 contains the collection time measured in seconds. Therefore, the file rlca23al.dat
is an ASCII file containing 1023 lines. The collection duration is written as the first
line, and the remaining lines represent the number of peaks of the given amplitude
collected during the collection interval. For example, graphing rlca23al .dat (using
line number as the abscissa) generates the histogram plot of the data.
Off-scale peaks are stored in two different ways. They are obviously stored in
channel 1023 as a single count, but they are also stored in the file rlca23al .wid. This
"width" file records a list of the widths of all the off-scale peaks. It should be possible
to extract size information from the widths, and thus obtain a crude measure of the
largest peaks. This is not done at the moment because the computational demand
that this would place on my small IBM pc would slow collection time unacceptably.
/************************************************************************/
/* */
/* This program contains the routines which control and communicate */
/* with the DAS-50 data acquisition board. This program collects data */
/* from the DAS-50 and converts it into a histogram of cluster sizes. */
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/* There are four operations which can be performed by this program:
/* e - erase data
c<time> - collect data for a given amount of
f<file> - write data to the specified file
/* w<time> - wait for the given amount of time
/* This program produces two different types of files:
*/
*/
time*/
*/
*/
*/
,/
/* *.dat files - the nth entry equals the number of counts of
/* amplitude n. Note that the first value stored in the file is
/* file is the number of seconds for which data was collected.
/*
*.wid files - a list of the widths of the off-scale pulses.
/* In addition, a temporary file is created.
/* sizewid.tmp - a sequential list of the amplitudes and widths of
/* each pulse. This is a binary file with data stored in
/* the following format:
/* (ampll, widl), (ampl2, wid2), (ampl3, wid3), 
/* The DAS-50 board is set up as follows.
DAS-50 Input
Ext Clk
Digital Trigger
Channel 0
*1
*1
*1
*1
*1
*1
*1
*1
*1
*1
*1
*/
Description of signal
Gated 1 MHz clock
The 1 MHz signal is gated by the peak signal. */
Using this as the external clock means that */
only the pulses will be digitized. */
Peak (TTL, active low)
This TTL signal goes LO whenever a pulse is
present on the Signal line.
*/
*/
*/
COM port 1 (with TTL converter) */
Channel 0 can be activated by a signal */
transmitted from the IBM COM port 1. */
The COMI serial port is connected to a TTL */
converter which clamps the +/-12V RS-232 data */
lines to OV - 5V TTL levels. ,/
The purpose of this connection is that the IBM*/
can send a trigger to tell the DAS-50 to stop */
collecting data. (Note: an ideal solution */
would be for the computer to issue a trigger */
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1*
1*
1*
/*
/*
/,
1*
1*
1*
1*
1*
,/
directly to the DAS-50, but this option is not*/
available in the trace-before-trigger mode.) */
Channel 1
Channel 2
Signal
The filtered, square-rooted signal from the
photomultiplier. This is the signal to be
digitized.
Threshold
This signal is equal to the upper threshold
when Peak is HI, and equal to the lower
threshold when Peak is LO.
#include <ctype.h>
#include "timer.h"
#include "serial.c"
#include "das50.c"
#define COMMPORT 1 /* the mca uses communications port 1 */
#define ACTIVATE "x" /* control sequence to activate com port 1 */
#define DATAFILE ".dat"
#define WIDTHFILE ".wid"
#define TEMPFILE "sizewid.tm
#define MAXBIN 1024
#define OUTFMT "%61d\n"
/* normal data file */
/* off-scale pulse widths */
/* temporary data storage */
/* maximum number of bins */
#define MAXSAMP 16384L /* # of samples stored in IBM buffer */
#define MAXDASSAMP 1048576L /* Maximum number of samples in DAS-50 buffer */
#define THRESHSAMP 1024L /* # of threshold samples stored */
#define THRESHAVG 8 /* # of points over which to average the threshold values */
#define PEAKAVGOFFSET 6 /* wait 6 microseconds before averaging peak */
#define BUFLEN 120 /* length of I/O buffers */
#define SAMPSEG Ox6000 /* segment in which the samples are stored */
#define COUNTS_SEG Ox5000 /* The segment in which the counts are stored */
#define COLLECT 1 /* mode = COLLECT when we want to collect data */
#define THRESHOLD 2 /* mode = THRESHOLD when we want to get thresholds */
#define DIAGNOSTIC 4 /* mode = DIAGNOSTIC when we want to do diagnostics */
#define TRUE 1
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1*
/*
/*
#define FALSE 0
#include "filebuf2.c"
#define min(x,y) ((x)<(y)?(x):(y))
#define max(x,y) ((x)>(y)?(x):(y))
int far *samp; /* The samples */
long *farptr; /* long integer equivalent to far pointer samp */
long far *counts;/* stores the counts from each bin */
long *farptr2; /* long integer equivalent to far pointer counts */
char imsg[BUFLEN]; /* Input message */
char omsg[BUFLEN]; /* Output message */
char emsg[BUFLEN]; /* Error message */
char msgbuf[BUFLEN];/* Message buffer */
unsigned char bytebuf[SMALLBUFSIZE]; /* File I/O buffer */
unsigned int sampseg, sampoff;
char filename[50]; /* Name of file to which we write data */
long totcolltime; /* The total amount of collect time */
long lothresh, hithresh;/* lower, upper threshold values */
/* */
/* getfname(filename) gets the name of a file from stdin, stores the */
/* name in the array *filename, and returns the length of the file name */
/* */
int getfname(filename)
char *filename;
{
fgets(msgbuf, BUFLEN, stdin);
sscanf(msgbuf, "/s", filename);
return(strlen(filename));
/* */
/* isinstr(c, str) returns TRUE if the character c is in the string str */
/* and returns FALSE if it isn't. */~~~~~~/* ,*~~ ~~~/
int isinstr(c, str)
char c;
char *str;
{
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while (*str != NULL) {
if (c==*str++) {
return (TRUE);
}
return(FALSE);
/* fnopen() works pretty much like fopen(), except: */
1. If you're opening a file for writing which already exists, */
fnopen() asks if you want to over-write the old file */
/* '/
/* 2. If fnopen() is unable to open the file, it asks you for a */
/* new file name.
/* ,/
/* 3. If you don't provide a file extention, then the default file */
/* extention is used. (The extention should include the '.')
FILE *fnopen(name, mode, extent)
char *name;
char *mode;
char *extent;
{
char filename[50];
FILE *fp;
strcpy(filename,name);
start:
if (!isinstr('.', filename)) strcat(filename, extent);
/* If we're writing a file, check if the file already exists */
if (*mode == 'w') {
if ((fp = fopen(filename,"r")) != NULL) {
fclose(fp);
sprintf(msgbuf, "File %s already exists - overwrite? ",filename);
fputs(msgbuf, stderr);
while (kbhit()==O);
fputs ("\n", stderr);
if (getch() != 'y') {
fputs("Input name of file > ",stderr);
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if (getfname(filename) == 0) return(NULL);
goto start;
}
}
if ((fp = fopen(filename, mode)) == NULL) {
sprintf(msgbuf, "Unable to open file %s\n", filename);
fputs(msgbuf, stderr);
fputs("Input name of file> ", stderr);
if (getfname(filename)==0) return(NULL);
goto start;
}
return(fp);
/* '/
/* initadc(mode) initializes the DAS-50 adc interface in the mode */
/* specified. */
/* '/
mode = COLLECT: data is collected and stored in the standard */
/* *.dat and *.wid files. */
/* Data is collected from channel 1. */
The voltage range is 0 to 10 volts. */
/* The trigger mode is analog high, trigger > 2 volts */
The sampling rate is set to the external clock.
/* The trigger mode is "trace before trigger."
/* ,/
/* mode = THRESHOLD: the upper and lower thresholds which identify */
the peaks are collected. */
/* Data is collected from channel 2. */
The voltage range is 0 to 10 volts.
/* The trigger mode is digital, negative edge. */
The sampling rate is 1 MHz. */
/* The trigger mode is "trace after trigger." */
/* The number of samples to collect is THRESHSAMP. */
/* */
/* mode = DIAGNOSTIC: all the raw is stored. */
/* The same initialization as COLLECT. */
/* */
int initadc(mode) /* initialize the DAS-50 adc interface */
int mode;
{
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initdas50(); /* Initialize DAS-50 interface */
switch(mode) {
case COLLECT:
case DIAGNOSTIC:
/* Set the sampling channel to channel 1 */
if (das50com(TRANSMIT, "Set Channels l\n",omsg,emsg) != 0) {
sprintf(msgbuf, "\nUnable to set channels - s\n",emsg);
fputs(msgbuf, stderr);
exit(O);
}
/* Set the voltage range to 0 to 10 Volts */
if (das50com(TRANSMIT, "Set Range 10V\n",omsg,emsg) != 0)
sprintf(msgbuf, "\nUnable to set range - %s\n",emsg);
fputs(msgbuf, stderr);
exit(O);
/* Set the trigger mode to be analog HI (>2 volts) */
if (das50com(TRANSMIT, "Set Trigger Mode 3 2\n",omsg,emsg) != 0)
sprintf(msgbuf, "\nUnable to set trigger mode - %s\n",emsg);
fputs(msgbuf, stderr);
exit(O);
}
/* Set the trace mode to trace before trigger */
if (das50com(TRANSMIT, "Set Start Before\n",omsg,emsg) != 0)
sprintf(msgbuf, "\nUnable to set trace mode - %s\n",emsg);
fputs(msgbuf, stderr);
exit(O);
/* Set the sampling rate to external clock */
if (das50com(TRANSMIT, "Set Rate Ext\n",omsg,emsg) != 0) {
sprintf(msgbuf, "\nUnable to set external clock - %s\n",emsg);
fputs(msgbuf, stderr);
exit(O);
}
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/* Assign the far pointer, sampseg and sampoff */
farptr = (long *)&samp;
*farptr = SAMPSEG*Ox10000;
sampseg - SAMPSEG;
sampoff = 0;
farptr2 = (long *)&counts;
*farptr2 = COUNTSSEG*0x10000;
break;
case THRESHOLD:
/* Set the sampling channel to channel 2 */
if (das50com(TRANSMIT, "Set Channels 2\n",omsg,emsg) != 0) {
sprintf(msgbuf, "\nUnable to set channels - .s\n",emsg);
fputs(msgbuf, stderr);
exit(O);
}
/* Set the voltage range to 0 to 10 Volts */
if (das50com(TRANSMIT, "Set Range OV\n",omsg,emsg) != 0) {
sprintf(msgbuf, "\nUnable to set range - %s\n",emsg);
fputs(msgbuf, stderr);
exit(O);
}
/* Set the trigger mode to be digital negative edge */
if (dasSOcom(TRANSMIT, "Set Trigger Mode 6\n",omsg,emsg) != 0) {
sprintf(msgbuf, "\nUnable to set trigger mode - %s\n",emsg);
fputs(msgbuf, stderr);
exit(O);
}
/* Set the trace mode to trace after trigger */
if (das50com(TRANSMIT, "Set Start After\n",omsg,emsg) != 0) {
sprintf(msgbuf, "\nUnable to set trace mode - %s\n",emsg);
fputs(msgbuf, stderr);
exit(O);
}
/* Set the number of samples to THRESHSAMP */
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sprintf(imsg, "Set Samples %ld\n", THRESHSAMP);
if (das5Ocom(TRANSMIT, imsg,omsg,emsg) != 0) {
sprintf(msgbuf, "\nUnable to set trace mode - %s\n",emsg);
fputs(msgbuf, stderr);
exit(O);
}
/* Set the sampling rate to internal clock, MHz */
if (das5Ocom(TRANSMIT, "Set Rate Int 1000000\n",omsg,emsg) != 0) {
sprintf(msgbuf, "\nUnable to set external clock - /,s\n",emsg);
fputs(msgbuf, stderr);
exit(O);
}
/* Assign the far pointer, sampseg and sampoff */
farptr = (long *)&samp;
*farptr = SAMPSEG*0xl0000;
sampseg = SAMP_SEG;
sampoff = 0;
farptr2 = (long *)&counts;
*farptr2 = COUNTSSEG*0x10000;
break;
/* */
/* getthresh(lothresh, hithresh) gets the low and high thresholds from */
/* the DAS-50 adc. The high threshold indicates where peaks begin and */
/* the low threshold indicates where peaks end. If everything went OK, */
/* this routine returns 0. */
/* ./
/* This routine collects threshold data ("V thresh" in the schematics) */
/* and looks for a sudden transition in the data. The thresholds are */
/* subsequently used to determine the location of peaks in the data.~~~~~~/* ,~~ ~~*/
int getthresh(lothresh, hithresh) /* get thresholds from the DAS-50 */
long *lothresh;
long *hithresh;
{
int i, status, jumppt, maxjump;
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long numsamp, startadr, trigadr, getsamp, numthreshpts;
/* Prepare to get the threshold data */
initadc(THRESHOLD);
/* Collect the data */
startcoll();
/* Wait until a peak is detected */
for(status=OxOO; (status&Ox04) != Ox04;) {/*Wait until a peak is detected*/
if (das5Ocom(TRANSMITIRECEIVE,"Read Status\n",omsg,emsg) != O) {
sprintf(msgbuf, "\nUnable to receive status - s\n", emsg);
fputs(msgbuf, stderr);
exit(O);
}
sscanf(omsg, "d" ,&status);
/* Wait until all the data is collected */
for(status=OxOO; (status&Ox1O) != OxlO;) {/*Wait until we got all the data*/
if (das50Ocom(TRANSMITIRECEIVE,"Read Status\n",omsg,emsg) != 0) {
sprintf(msgbuf, "\nUnable to receive status - %s\n", emsg);
fputs(msgbuf, stderr);
exit(O);
}
sscanf(omsg, "%d",&status);
}
/* Set Address to the starting address
First find out if we overflowed the buffer. If so, then
the starting addresss is the trigger address, else it is 0 */
if (das50Ocom(TRANSMITIRECEIVE,"Read TrigAddress\n",omsg,emsg) != O) {
sprintf(msgbuf, "\nUnable to receive trigger address - %s\n", emsg);
fputs(msgbuf, stderr);
exit(O);
}
sscanf (omsg, "Yld", &trigadr);
if (das5Ocom(TRANSMITIRECEIVE,"Read Status\n",omsg,emsg) != O) {
sprintf(msgbuf, "\nUnable to receive status - %s\n", emsg);
fputs(msgbuf, stderr);
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exit (0);
}
sscanf (omsg, "%d" ,&status);
if ((status&Ox40)==Ox40) { /* We overflowed the buffer */
/* Note - this should never happen */
fputs("\nWARNING - DAS-50 buffer overflowed!\n", stderr);
startadr = trigadr;
numsamp = MAXDASSAMP;
}
else {
startadr = OL;
numsamp = THRESHSAMP;
}
/* Now we get a block of min(numsamp, MAXSAMP) samples */
sprintf(imsg, "Set Address %ld\n",startadr);
if (das50com(TRANSMIT,imsg,omsg,emsg) != 0) {
sprintf(m.sgbuf, "\nUnable to set address to ld - Y.s\n",startadr,emsg);
fputs(msg;buf, stderr);
exit(o);
/* Set up message to transfer data */
getsamp = min(numsamp,MAXSAMP);
sprintf(imsg,"Transfer u %u %ld\n",sampseg,sampoff,getsamp);
/* Transfer the data */
if (das50Ocom(TRANSMIT,imsg,omsg,emsg) != 0) {
sprintf(msgbuf, "\nUnable to transfer data - %s\n",emsg);
fputs(msgbuf, stderr);
exit(0O);
}
/* Now, we find the location in the data where a sharp */
/* upward transition occurs */
maxjump = 0;
for (i=l; i<getsamp; i++) {
if ((samp[i]-samp[i-1])>maxjump) {
maxjump = samp[i]-samp[i-1];
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jumppt = i;
}
/* We've got the point where the threshold signal */
/* jumps - calculate thresholds */
numthreshpts = min(THRESHAVG, jumppt-2);
*lothresh = *hithresh = OL;
for (i=O; i<numthreshpts; i++) {
*lothresh += samp[jumppt - 2 - i]; /* points to the left of the jump */
*hithresh += samp[jumppt + 1 + i]; /* points to the right of the jump */
}
*lothresh /= numthreshpts;
*hithresh /= numthreshpts;
return(O); /* Everything went OK */
/* */
/* getadc(mode, colltime) collects data in the mode specified (either */
/* COLLECT or DIAGNOSTIC) for the number of seconds specified by the */
/* variable colltime. */
/* Note that before this routine can be executed, the thresholds must */
/* be determined by executing getthresh(&lothresh,&hithresh). */
/* */
/* This routine collects sample data using the gated 1 MHz clock. */
/* Since pulses are present less than 1 percent of the time, the gated */
/* clock permits data to be collected for several minutes at 1 MHz.
/* (In data compression lingo, this is known as "silence deletion.") ,/
/* '/
/* In DIAGNOSTIC mode, all the collected data is stored to disk. */
/* In COLLECT mode, the data is analyzed and the amplitude and width of */
/* each peak is determined. This data is stored in the appropriate */
/* *.dat and *.wid data files. Note that the first few samples of each */
/* peak are ignored. This eliminates noise due to transients that can */
/* mess up the signal. Also note that very short peaks (which are most */
/* probably electronic glitches) are also ignored. */
/* ./
long int getadc(mode, colltime) /* get data from the DAS-50 */
int mode;
long colltime;
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register int i, peakflag;
int status;
long int startpeakix, stoppeakix, peakintegral, midthresh;
unsigned int peaksize, peakwidth, peakmax;
long int numsamp, startadr, trigadr, curradr, currsamp, getsamp, numpeaks;
FILE *fp;
midthresh = (hithresh+lothresh)/2;
/* Prepare to get data */
initadc(mode);
/* Collect the data */
startcoll();
/* Wait for the specified amount of time */
if (timer(colltime)==-1) { /* user aborted */
fputs ("\n. Aborted! \n", stderr);
stopcoll();
exit(O);
}
/* Stop collecting data */
stopcoll();
/* Wait until. all the data is collected from the adc */
for(status=OxOO; (status&Oxl8) != 0x18;) {/*Wait until we got all the data*/
if (das50com(TRANSMITIRECEIVE,"Read Status\n",omsg,emsg) != O) {
sprintf(msgbuf, "\nUnable to receive status - %s\n", emsg);
fputs(msgbuf, stderr);
exit(O);
sscanf(omsg,"%d",&status);
/* Set Address to the starting address
First find. out if we overflowed the buffer. If so, then
the starting addresss is the trigger address, else it is 0 */
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if (das50com(TRANSMITIRECEIVE,"Read TrigAddress\n",omsg,emsg) != 0) 
sprintf(msgbuf, "\nUnable to receive trigger address - s\n", emsg);
fputs(msgbuf, stderr);
exit (0);
}
sscanf(omsg, "%ld",&trigadr);
if (das50com(TRANSMITIRECEIVE,"Read Status\n",omsg,emsg) != ) {
sprintf(msgbuf, "\nUnable to receive status - %s\n", emsg);
fputs(msgbuf, stderr);
exit(O);
}
sscanf (omsg, "%d" ,&status);
if ((status&Ox40)==Ox40) /* We overflowed the buffer */
/* Note - this should never happen */
fputs("\nWARNING - DAS-50 buffer overflowed!\n", stderr);
startadr = trigadr;
numsamp = MAXDASSAMP;
}
else {
startadr = OL;
numsamp = trigadr;
sprintf(msgbuf,"%ld data points collected = %6.3f percent of buffer\n",
numsamp, ((float)numsamp*100.O)/MAXDASSAMP);
fputs(msgbuf, stdout);
}
/* Now we loop getting a block of MAXSAMP samples each time */
fp = fopen(TEMPFILE, "wb");
curradr = startadr;
peakflag = FALSE; /* no peak currently detected */
numpeaks = 0;
for (currsamp=numsamp; currsamp>OL; (currsamp-=MAXSAMP,curradr+=MAXSAMP)) {
if (peakflag) startpeakix -= MAXSAMP;
sprintf(imsg, "Set Address %ld\n",curradr);
if (das50Ocom(TRANSMIT,imsg,omsg,emsg) != O) {
sprintf(msgbuf, "\nUnable to set address to %ld - %s\n",startadr,emsg);
fputs(msgbuf, stderr);
exit(O);
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}/* Set up message to transfer data */
getsamp = min(numsamp,MAXSAMP);
sprintf(imsg,"Transfer u %u %ld\n",sampseg, sampoff,getsamp);
/* Transfer the data */
if (das5Ocom(TRANSMIT,imsg,omsg,emsg) != 0) {
sprintf(msgbuf, "\nUnable to transfer data - %s\n",emsg);
fputs(msgbuf, stderr);
exit(O);
}
/* Now we find the peaks */
switch(mode) {
case DIAGNOSTIC:
for (i=O; i<getsamp; i++) {
peaksize = samp[i];
fwrite(&peaksize, 2, 1, fp);
}
break;
case COLLECT:
for (i=O; i<getsamp; i++) {
if (!peakflag && (samp[i] >= hithresh)) {
/* start of a peak */
startpeakix = i;
peakmax = 0;
peakflag = TRUE;
}
if (peakflag) {
if (i-startpeakix >= PEAKAVGOFFSET) {
if (peakmax < samp[i]) {
peakmax = samp[i];
}
}
if (samp[il <= midthresh) {
/* end of peak */
stoppeakix = i;
peakwidth = min(65535,stoppeakix - startpeakix);
peaksize = peakmax;
fwrite(&peaksize,2,1,fp);
fwrite(&peakwidth,2,1,fp);
numpeaks++;
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peakflag = FALSE;
}
}
break;
}
}
fclose(fp);
return(numpeaks);
/* When startcoll() is executed, it sends a message to the DAS-50 */
/* telling it to start acquiring data. */
/* ./
int startcoll() /* start collecting data */
{
if (das50Ocom(TRANSMIT,"Acquire\n",omsg,emsg) != 0) {
sprintf(msgbuf, "\nUnable to acquire data - %s\n",emsg);
fputs(msgbuf, stderr);
exit(O);
}
/* */
/* When stopcoll() is executed, it sends a message to the DAS-50
/* telling it to stop acquiring data. */
/* This is a bit of a hack - it should be possible to send a message to */
/* stop collecting data directly to the DAS-50, but unfortunately this */
/* feature is not available in the "trace-before-trigger" mode. So, */
/* here's what I did to circumvent this oversight. We stop collection */
/* of data by sending a momentary HI pulse to the digital trigger input */
/* of the DAS-50 box. COM port 1 on the IBM is connected such that any */
/* signal sent over it is converted to TTL. The RS-232 serial port */
/* nominally uses low = -12 Volts and high = +12 Volts. By using a 5V */
/* zener diode and a couple of resistors, the output is converted into */
/* a fairly convincing set of TTL levels (low = 0 volts, high = 5 volts)*/
/* Nominally, the signal is low, but any message sent over the serial */
/* port will bring it momentarily high. The DAS-50 collects data until */
/* the digital trigger line goes high. */
/* Hopefully Metrabyte will eventually allow direct access to send an */
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/* internal trigger in the "trace-before-trigger" mode.
/ *
int stopcoll()
{
telladc(ACTIVATE);
}
/* stop collecting data */
/ *
/* This is the hack of which I just spoke. telladc(*str) will transmit
/* a character string over the serial port. This is a klutzy way to
,/* tell the DAS-50 to stop collecting data.
,/*
int telladc(s)
char *s;
/* transmit a control string over the serial port */
UCHAR c;
while ((c = *s++) != NULL)
s_putch(COMMPORT, c);
}
/* clearadc() initializes all the pointers and data structures needed
/* to collect data.
int clearadc()
{
int i;
/* erase data */
/* Assign the far pointers */
farptr = (long *)&samp;
*farptr = SAMPSEG*OxlOO1O;
farptr2 = (long *)&counts;
*farptr2 = COUNTSSEG*OxlOOO;
for(i=O; i<MAXBIN; i++) {
counts[i] = OL;
}
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*1
*/
./
totcolltime = OL;
/* And here's the main routine where it all gets put together to create */
/* a working piece of software. */
main(argc, argv)
i:nt argc;
char *argv[];
{
int i, j, threshflag;
char *s;
unsigned upeaksize, upeakwidth;
long colltime, waittime, clockrate, numpeaks=OL, peakix, peakwidth;
float flothresh, fhithresh;
FILE *fptmp, *fpdat, *fpwid;
colltime = 0;
threshflag = FALSE;
s_config(COMMPORT); /* open serial port */
./* */
/* first find out what the user wants to do - collect or get data */
./* ,/
while (--argc > 0) {
s = *++argv;
switch (*s) {
case 'c': /* collect for a given amount of time */
colltime = 0;
if (*++s != NULL) {
totcolltime += (colltime = parsetime(s));
threshflag = FALSE;
while (!threshflag) {
/* get thresholds and see if user agrees */
getthresh(&lothresh,&hithresh);
flothresh = lothresh;
fhithresh = hithresh;
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flothresh *= (10.0/4096.0);
fhithresh *= (10.0/4096.0);
sprintf(msgbuf, \
"Threshold values are: low = %6.3f volts and high = %6.3f volts\n",\
flothresh, fhithresh);
fputs(msgbuf, stderr);
fputs("Is this correct? ",stderr);
while(kbhit()==0);
if (getch()=='y') threshflag = TRUE;
fputs("\n", stderr);
}
numpeaks = getadc(COLLECT, colltime);
}
break;
case 'e': /* erase */
numpeaks = OL;
totcolltime = OL;
clearadc();
break,;
case 'w': /* wait */
waittime = 0;
if (*++s != NULL)
waittime = parsetime(s);
timer (waittime);
break;
case 'd': /* diagnostic mode */
colltime = 0;
if (*++s != NULL) {
colltime = parsetime(s);
threshflag = FALSE;
while (!threshflag) {
/* get thresholds and see if user agrees */
getthresh(&lothresh,&hithresh);
flothresh = lothresh;
fhithresh = hithresh;
flothresh *= (10.0/4096.0);
fhithresh *= (10.0/4096.0);
sprintf(msgbuf, \
"Threshold values are: low = %6.3f volts and high = %6.3f volts\n",\
flothresh, fhithresh);
fputs(msgbuf, stderr);
fputs("Is this correct? ",stderr);
while(kbhit()==0);
if (getch()=='y') threshflag = TRUE;
fputs ("\n', stderr);
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}
numpeaks = getadc(DIAGNOSTIC, colltime);
}
break;
case 'f': /* write data to the file */
/* read data from the temporary file */
fptmp = fopen(TEMPFILE, "rb");
++s;
strcpy(filename, s);
if ((fpdat = fnopen(filename, "w", DATAFILE)) == NULL) {
fputs("Unable to open data file - terminating\n");
exit(O);
}
sprintf(msgbuf, "\nOpening file %s\n", filename);
fputs(msgbuf, stderr);
if ((fpwid = fnopen(filename, "w", WIDTHFILE)) == NULL) {
fputs("Unable to open width file - terminating\n");
exit(O);
}
Zero out all the counts */
for(i=O; i<MAXBIN; i++) {
counts [i] =0;
}
/* Read in all the data stored in the temporary file and make a
,data histogram and off-scale width file */
for (peakix = OL; peakix < numpeaks; peakix++) {
fread(&upeaksize, 2, 1, fptmp);
fread(&upeakwidth, 2, 1, fptmp);
upeaksize >>= 2;
++counts[upeaksize];
if (upeaksize>=MAXBIN-1) { /* offscale peak */
peakwidth = upeakwidth;
sprintf(msgbuf, OUTFMT, peakwidth);
fputs(msgbuf, fpwid);
}
}
fclose(fptmp);
/* Write the data out to the data file */
sprintf(msgbuf, OUTFMT, totcolltime);
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fputs(msgbuf,fpdat);
for (j=2; j<MAXBIN; j++) {
sprintf(msgbuf, OUTFMT, counts[j]);
fputs(msgbuf,fpdat);
}
fclose(fpdat);
fclose(fpwid);
break;
default:
sprintf(msgbuf, "\nThe options are:\n\n");
fputs(msgbuf, stderr);
sprintf(msgbuf, "\tc<time> - collect data for specified duration\n");
fputs(msgbuf, stderr);
sprintf(msgbuf, "\te - erase data\n");
fputs(msgbuf, stderr);
sprintf(msgbuf, "\tf<file> - write data to file\n");
fputs(msgbuf, stderr);
sprintf(msgbuf, "\tw<time> - wait for specified duration\n");
fputs(msgbuf, stderr);
sunconfig(COMMPORT);
exit(O);
break;
s_unconfig(COMMPORT);
}
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E.3 graph.c
This program is a quick and dirty graphical display used to check if the histogram
being collected is valid. If the histogram is good, then the peaks should be sharp
and evenly spaced. When looking at the histogram, it is immediately obvious if the
sample is dirty, or if the optics are not well-aligned.
/* This program takes a *.dat histogram file and displays the data */
/* graphically on the monitor. It is used to check quickly the quality */
/* of the histogram and the degree of aggregation. */
/* The following arguments are used:
/* graph file.dat> -i<start>] [-s<scale>][-n<number>] [-1] */
/* where:
/* -i indicates a starting index within the file. For example, */
/* setting -ilOO would start graphing at chennel 100 rather */
/* than channel 0.
/* -s indicates the scale. For example, if a scale of 50 is
/* specified, then the graphing range is 0 to 50. Normally the */
/* scale factor is equal to the maximum count in the *.dat
/* file. This option is useful for zooming in on small peaks. */
/* This option should not be used with the -1 option.
/* ./
/* -n indicates the number of channels to plot. Normally this is */
/* equal to the minimum of the width of the screen or the size */
of the *.dat file.
/* */
/* -1 Specifies a semi-log plot rather than a linear plot. This */
/* can be very useful when trying to see both large and small */
/* peaks at the same time. */
/* ./
#include <stdio.h>
#include "graphics.c"
#include <string.h>
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#define VHEIGHT 320 /* height of crt in pixels */
#define VWIDTH 720L /* width of screen in pixels */
#define FALSE 0
#define TRUE !FALSE
#define MAXPTS 1023
#define DATAFILE "dat" /* data file default extention */
double data[MAXPTS];
unsigned int pdata[VWIDTH];
chrpos(string, c) /* finds the position of character c in string, -1 if none */
char *string, c;
{
int i;
for (i=O; string[i] ! \0'; i++)
if (string[i] == c)
return(i);
return(-1);
main(argc, argv)
int argc;
char *argv[];
double value, scale = 0;
long i, npts = VWIDTH;
int logflag = FALSE, index O0, ii, ix, j;
char *s, fnam[501;
FILE *fp = stdin, *fopen();
while (--argc > 0) (
s = *++argv;
if (*s == '-') /* read in options */
switch(*++s) 
case 'i': /* set starting index */
sscanf(++s, "d", &index);
break;
case '1': /* logarithmic scale */
logflag = TRUE;
break;
case s': /* set scale factor */
sscanf(++s, "lf", &scale);
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break;
case 'n': /* set number of points to plot */
sscanf(++s, "d", &npts);
break;
default:
printf("\nThe options are: \n\n");
printf("\t<file> - read in the named file\n");
pri.ntf("\t-i<index> - set starting index\n");
pri.ntf("\t-l - logarithmic scale\n");
pri.ntf("\t-s<scale> - set vertical scale\n");
pri.ntf("\t-n<# pts> - set number of points (<=80)");
exit(O);
break;
}
else { /*read in a data file */
sscanf(s, "s", fnam);
if (chrpos(fnam, '.) == -1) {/* use default file type */
strca.t(fnam, ".");
strca.t(fnam, DATAFILE);
}
if ((fp = fopen(fnam, "r")) == NULL) {
fprintf(stderr, "\nUnable to open file %s\n", fnam);
exit(0);
}
for(i=O; i<MAXPTS; i++)
data[i] = 0;
for(i=O; i < MAXPTS && fscanf(fp, "lf", &value) != EOF; i++)
if (logflag)
if (value == 0)
data[i] = 0;
else
data[i] = log(value);
else
data[i] = value;
npts = min(npts, i);
if (scale == 0)
for (i = :index; i < index + npts; i++)
scale = max(data[i], scale);
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else
if (logflag)
scale = log(scale);
if (scale == O)
scale = 1; /* prevent nasty divide by zero error */
for (i O; i < npts; i++) {
pdata[i] = (VHEIGHT * data[i + index]/scale + .5);
getscreen(); /* save text screen */
setmode(GRPMODE);
clear(GRP_MODE);
showscreen();
for (i = O; i<VWIDTH; i++) {
ii =i;
ix = (i*npts)/VWIDTH;
if (pdata[ix] >= VHEIGHT) pdata[ix] = VHEIGHT-1;
if (pdata[ix] > O) { /* draw vertical line */
putline(ii, VHEIGHT - 1, ii, VHEIGHT - pdata[ix] - 1, WHITE);
}
getchar(); /* wait for user to hit carriage return */
setmode(TXTMODE);
putscreen(); /* restore text screen */
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E.4 peaks.c
This program takes the histogram, locates the peaks, and then determines the cluster-
size distribution. This is done by Fourier transforming[84] the histogram, and then
looking for the largest non-DC peak in the spectra. This peak corresponds to the
periodicity of the peaks in the histogram. Note that this Fourier transform technique
fails for very monodisperse samples. In these cases, the periodicity of the peaks should
be entered manually.
There is one special programming "feature" which should be noted. Because of the
limited memory on my IBM pc, I use the memory-mapped video memory as a storage
location for the large arrays used in Fourier transforming the data. This is visually
entertaining, as it is possible to watch the data as it is being Fourier transformed.
(This is also useful because I can see when the program starts working on the data,
and when it stops.) However, not all video memory can be memory-mapped using
the techniques in this program. The proper way to implement this program is to use
malloc() to allocate a large buffer which can subsequently be used for the Fourier
transform.
/* This program is used to compute the positions of the peaks in the */
/* data, and to display the integral under that peak. The data is */
/* displayed as follows: */
/* peak position start stop counts mass
/* 0 31976 52849
/* 1 27.45 21 33 19874 19874 */
/* coin. 34 43 273 273
/* 1+c 20147 20147
/* 2 55.36 44 70 4831 9662
/* 3 84.89 71 99 1037 3111
/* ,/
/* The "zeroth" peak is actually the total number of counts (CO).
/* The data for the first peak is displayed separately from the */
/* coincidence peak, and then displayed integrated together. The */
/* remaining peaks are displayed with their respective positions, as
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/* well as the channel numbers which indicate the start and stop of */
/* peak. */
/***************************************************include "graphics c
#include <string.h>
#include <process.h>
#define FALSE 0
#define TRUE !FALSE
#define MAXBIN 1024
#define DATAFILE "dat" /* data file default extention */
#define REGFILE "reg" /* region file default extension */
#define PEAKFILE "pks" /* peak file default extension */
#define FFTFILE "fft" /* fourier transform file default extension */
#define DEFAULTSPACING 50 /* default spacing between the peaks */
#define DEFAULTNPEAKS 10 /* default number of peaks to find */
#define MAXPKS 30 /* maximum number of peaks */
#define FFTMIN 20 /* minimum allowable position for fft maxima */
#define FFTMAX 120 /* maximum allowable position for fft maxima */
#define SMOOTHWIDTH 4 /* width over which we smooth the data */
#define CLOCKLOC 0 /* channel in which we find the clock time data */
#define LIVELOC i /* channel in which we find the live time data */
#define LASTLOC 1023 /* last channel where we find data */
#define PRINTFMT " .2d %7.21f %4d %4d %61d %61d\n"
#define FILEFMT " %2d %7.21f %4d %4d %61d\n"
double sdata[MAXBIN];
long data[MAXBIN];
chrpos(string, c) /* finds the position of character c in string, -1 if none */
char *string, c;
{
int i;
for (i=O; string[i] != '\0'; i++)
if (string[i] == c)
return(i);
return(-1);
}
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smooth(data, sdata, size, w)
long data[];
double sdata[];
int size, w;
{
/* This routine will smooth the data by first taking its log, and then
convoluting it with a triangle of width w. The smoothed data is returned
in sdat[]. */
double intl, int2, d, d2, d3;
int i;
intl = int2 = 0;
for (i=O; i<size-1; i++) {
if (i-w < 0 I data[i-w] == O) d = 1;
else d = data[i-w];
if (data[i] == O) d2 = 1;
else d2 = data[i];
if (i+w >= size I data[i+w] == O) d3 = 1;
else d3 = data[i+w];
intl += log(dl*d3/(d2*d2));
sdata[i+l] = (int2 += inti);
double getperiod(filename, space, fftflag)
char *filename;
double space; /* apporximate spacing between peaks */
int fftflag;
{
/* This routine calculates the periodicity of the peaks given the Fourier
transform of the data. It does this by finding the lowest-order non-dc peak in
the Fourier transform. Note that if the fourier transform has not been
computed, this routine will automatically generate a *.fft file. */
char fnam[50];
int i, maxi, lowi, highi;
double val, vall, val2, maxval, iper, per;
FILE *fp;
strcpy(fnam, filename);
strcat(fnam, ".");
strcat(fnam, FFTFILE);
if ((fp = fopen(fnam, "r")) == NULL II fftflag) {
257
makefft(filename);
if ((fp = fopen(fnam, "r")) == NULL) {
fprintf(stderr, "\nUnable to create file %s\n",fnam);
return(- .0);
}
if (space < 0.0) { /* default values */
lowi = FFTMIN;
highi = FFTMAX;
}
else { /* use guesstimated spacing */
lowi = 0.5*MAXBIN/space;
highi = 2.0*MAXBIN/space;
}
val = vall = va12 = 0.0;
for (i=O; i<lowi; i++) {
va12 = vall;
vall = val;
fscanf(fp, "%lf", &val);
}
maxval = -1.0;
maxi = -1;
iper = -1.0; /* inverse period */
for (i=lowi; i<highi; i++) {
va12 = vall;
vall = val;
fscanf(fp, ".%lf", &val);
if (val > maxval) { /* maximum value found so far */
maxval = val;
maxi = i;
}
if (vall == maxval && vali > va12 && vall > val) { /* local maxima */
iper = maxi;
}
}
fclose(fp);
per = MAXBIN/iper;
return (per);
main(argc, argv)
int argc;
char *argvyl;
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{
double peak[MAXPKS];
int dotpos;
int lmin[MAXPKS], rmin[MAXPKS];
int i, j, npks, maxloc, minloc, peakirange;
int coinflag, goodspaceflag, fftflag, leftflag;
long d, counts[MAXPKS], cO, czero;
double space, aproxspace, maxim, minim, mO, ml;
char *s, fnam[50], filename[50], stringbuf[50];
FILE *fp = stdin, *fopen();
coinflag = FALSE;
goodspaceflag = TRUE;
fftflag = FALSE;
leftflag = FALSE;
npks = DEFAULTNPEAKS;
aproxspace = -1.0;
while (--argc > O) {
s = *++argv;
if (*s == '-') {/* read in options */
switch(*++s) {
case 's': /* set spacing between peaks */
sscanf(++s, "%lf", &aproxspace);
break;
case 'n': /* set number of peaks */
sscanf(++s, "d", &npks);
break;
case 'c': /* get coincidence peaks */
coinflag = TRUE;
break;
case 'f': /* calculate new fft */
fftflag = TRUE;
break;
case '1': /* left flag */
leftflag = TRUE;
break;
default:
fprintf(stderr, "\nThe options are: \n\n");
fprintf(stderr, "\t<file> - read in the named file\n");
fprintf(stderr, \
"\t-s<space> - set approximate spacing between peaks\n");
fprintf(stderr, \
"\t-n<# pks> - set number of peaks (<=/.d)", MAXPKS);
fprintf(stderr, "\t-c - calculate coincidence peak\n");
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fprintf(stderr, "\t-f
fprintf (stderr, \
"\t-l - use
exit(O);
break;
- calculate new fft\n");
counts to left of first peak\n");
}
}
else { /*read in a data file */
sscanf(s, "%s", filename);
strcpyl(fnam,filename);
if ((dotpos = chrpos(fnam, '.')) == -1)
strcat(fnam, " .");
strcat(fnam, DATAFILE);
}
else { /* remove extension from filename
filename[dotpos] = NULL;
if ((fp = fopen(fnam, "r")) == NULL) {
fprintf(stderr, "\nUnable to open file
exit(0O);
{/* use default file type */
Ys\n", fnam);
for(i=O; i<MAXBIN; i++) sdata[i] = data[i] = 0;
for (i=LIVE_LOC; i < MAXBIN && fscanf(fp, "%ld", &d) != EOF; i++)
data[i] = d;
fclose(fp);
data[CLOCKLOC] = 0;
data[LIVE_LOC] = 0;
smooth(data, sdata, MAXBIN, SMOOTHWIDTH);
/* Now we want to find the position of the first peak. We look
for the global maximum in the smoothed data between 0 and
2.5 * space. This is the first approximation to the first
peak location */
if ((space = getperiod(filename, aproxspace, fftflag)) < 0.0) {
goodspaceflag = FALSE;
if (aproxspace > 0.0) space = aproxspace;
else {
fprintf(stderr, \
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}
"\nUnable to determine periodicity. Input value, or 'd' for default > ");
scanf ("%s", stringbuf);
if (stringbuf[O] == 'd') space = DEFAULT_SPACING;
else sscanf(stringbuf, "%lf", &space);
peaklrange = 2.5*space;
maxim = maxloc = 0;
for (i=O; i < peaklrange; i++) {
if (sdata[i] > maxim) {
maxim = sdata[i];
maxloc = i;
}
/* Now we look for the minima to the immediate left and right of the
first peak. Note that we want the local minima right next to the
peak because there is a coincidence peak to the right of the first
peak, and there may be noise to the left */
if (leftflag == FALSE) {
for (i= maxloc; sdata[i-1] < sdata[i] && i > LIVELOC; i--);
lmin[l] = i;
}
else {
lmin[l] = LIVELOC+I;
}
for (i = maxloc; sdata[i+1] < sdata[i]; i++);
rmin[1] = i;
/* integrate from lmin to rmin to get the Oth and 1st moments */
mO = ml = 0;
for (i=lmin[1]; i<=rmin[1]; i++) {
mO += data[i];
ml += i * data[i];
}
peak[l] = ml/mO;
counts[l] = mO;
/* Now we wish to find the second peak. This is found at peak[l+space */
maxloc = peak[l] + space;
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/* We now want to find the local minimum which occurs to the left
of the second peak */
for (i=max:Loc-O.2*space; sdata[i-1]<sdata[i]; i--);
if (i <= rmin[1]) lmin[2] = rmin[1] + 1;
else lmin[2] = i;
/* If we aren't looking for coincidences, lmin[2] = rmin[1] + 1 */
if (!coinflag) lmin[2] = rmin[1] + 1;
rmin[2] = maxloc + O.5*space;
mO = m = 0;ml 
for(i = lmin[2]; i<=rmin[2]; i++) {
mO += data[i];
ml += i*data[i];
}
peak[2] = ml/mO;
counts[2] = mO;
/* Now we get the coincidence peak, which is betwen peaks 1 and 2 */
lmin[O] = rmin[1] + 1;
rmin[O] = lmin[2] - 1;
mO = 0;
if (rmin[O] > lmin[O]) {
for (i=lmin[O]; i<=rmin[O]; i++) {
mO += data[i];
}
}
counts[O] = 2*mO; /* 1 coincidence count = 2 monomers */
/* If we're not sure about the spacing, set space = peak[2] - peak[l] */
if (!goodspaceflag) space = peak[2] - peak[l];
/* Now we are ready to find the rest of the peaks. */
for (i=3; i<=npks; i++) {
/* Find position of local maximum between rmin[i-1] and
rmin[i--l]+space */
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maxloc = peak[i-l] + space;
/* left minimum is +right minimum of previous peak */
lmin[i] = rmin[i-1] + 1;
/* right minimum is found at maxloc + 0.5*space */
rmin[i] maxloc + 0.5*space;
if (rmin[i] > LASTLOC) {
rmin[il = LASTLOC;
npks = i;
}
/* now find the Oth and first moments */
mO = ml = 0;
for (j = lmin[i]; j<=rmin[i]; j++) {
mO += data[j];
ml += j * data[j];
}
peak[i] = (mO!=O)?(ml/mO):(peak[i-l]+space);
counts[i] = mO;
}
/* calculate the total number of counts (cO) */
cO = 0;
czero = counts[O];
for (i=O; i<npks; i++) {
cO += counts[i]; /* get counts from peaks */
czero += counts[i]*i; /* calculate mass */
}
for (j=rmin[npks-1] + 1; j<MAXBIN; j++) cO +=data[j]; /* get remaining counts *
/* Now we are ready to display all our information */
printf("peak position start stop counts mass\n");
printf("---- -------- ----- ---- ------ ------\n");
printf(" 0 %61d %61d\n", cO, czero);
printf(PRINTFMT,l,peak[l] ,lmin[l],rmin[l],counts[l],counts[1]);
printf("coin %4d %4d %61d %/61d\n", \
lmin[O], rmin[O], counts[O] ,counts[O]);
printf(" l+c %61d %61d\n", \
counts[O] + counts[l], counts[O] + counts[l]);
for (i=2; i<=npks; i++) {
printf(PRINTFMT,i,peak[i],lmin[i ],rmin[i],counts[i], counts[i] *i);
}
/* Store the information in a peak file */
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strcpy(fnam, filename);
strcat(fnam, ".");
strcat(fnam, PEAKFILE);
fp = fopen(fnam, "w");
fprintf(fp, " 0 ,61d\n", cO);
fprintf(fp, FILEFMT,1,peak[l],lmin[] ,rmin[l],counts[1]);
fprintf(fp, " %,4d %4d Y61d\n", \
lmin[O], rmin[O], counts[O]);
fprintf(fp, " ,%61d\n", counts[O] + counts[1);
for (i=2; i<=npks; i++) {
fprintf(fp, FILEFMT,i,peak[i],lmin[i],rmin[i],counts[i]);
}
fclose(fp);
#undef DATAFILE
#undef REGFILE
#undef PEAKFILE
#undef FFTFILE
/* This program calculates the Fourier transform of the data collected */
/* by the mca. It takes the 1024 data points from a *.dat file,
/* calculates the discrete Fourier transform (using routines from the */
/* book "Numerical Recipes in C" by Press, Flannery, Teukolsky and
/* Vetterling, Cambridge University Press, 1988) and outputs a *.fft */
/* file containing the square magnitudes of the fourier components. */
/* The *.fft file can then be used to calculate the periodicity of the */
/* peaks in the original *.dat file.
/* /
#define PI 3.141592653589793
#define TWOPI 6.28318530717959
#define OVFLBIN 1023 /* the bin where off-scale pulses go */
#define CLKTIME 0 /* bin in which the clock time is stored */
#define LIVTIME 1 /* bin in which the live time is stored */
#define DATAFILE "s.dat"
#define FFTFILE "%s.fft"
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#define SWAP(a,b) tempr=(a);(a)=(b);(b)=tempr
int fourl(data, nn, isign)
float far * data;
int nn, isign;
/* This routine replaces data[] by its discrete Forier transform if isign == i,
or replaces data[] by nn times its inverse discrete Fourier transform if
isign == -1. data[] is a complex array of length nn, input as a real array
data[O ... 2*nn-1]. nn MUST be an integer power of 2 */
{
register int i, j, m;
int n, mmax, istep;
double wtemp, wr, wpr, wpi, wi, theta;
float tempr, tempi;
n = nn << 1;
j = ;
for (i=1; i<n; i+=2) { /* This is the bit-reversal section of the routine */
if (j > i) { /* Exchange the two complex numbers */
SWAP(data[j-l] ,data[i-]);
SWAP(data[j] ,data[i]);
}
m = n >> 1;
while (m >=2 && j > m) (
j -= m;
m >> 1;
}
j += m;
mmax = 2; /* Here begins the Danielson-Lanczos section of the routine */
while (n>mmax) { /* Outer loop executed log nn base 2 times */
istep = 2*mmax;
theta = TWOPI/(isign*mmax); /* initialize for trig recurrence */
wtemp = sin(0O.5*theta);
wpr = -2.0*wtemp*wtemp;
wpi = sin(theta);
wr = 1.0;
wi = 0.0;
for (m=l; m<mmax; m+=2) /* Here are the two inner loops */
for (i=m; i <= n; i+=istep) {
j = i+mmax; /* This is the Danielson-Lanczos formula */
tempr = wr*data[j-1] - wi*data[j];
tempi = wr*data[j]+wi*data[j-1];
data[j-1] = data[i-1]-tempr;
data[j] = data[i] - tempi;
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data[i-I] += tempr;
data[i] += tempi;
}
wr = (wtemp = wr)*wpr - wi*wpi+wr;
wi = wi*wpr+wtemp*wpi+wi;
} /* Trigonometric recurrence */
mmax = istep;
int realfft(data, n, isign)
float far * data;
int n, isign;
/* Calculates the Fourier transform of a set of 2n real-valued data points.
Replaces the data (which is stored in array data[O ... 2*n-1]) by the positive
frequency half of its complex Fourier transform. The real-valued first and
last components of the complex transform are returned as elements data[O] and
data[i] respectively. n must be an integer power of 2. This routine also
calculates the inverse transform of a complex data array if it is the transform
of real data. (Result in this case must be multiplied by 1/n.) */
register int i;
int il, i2, i3, i4, n2p3;
float cl, c2, hlr, hli, h2r, h2i;
/* Double precision for trig recurrence */
double wr, wi, wpr, wpi, wtemp, theta;
theta = PI/(double) n; /* Initialize the recurrence */
if (isign == 1) {
c2 = -(cl = 0.5);
fourl(data, n, 1); /* The forward transform is here */
}
else {
c2 = cl = 0.5;
theta = -theta;
}
wtemp = sin(O.5*theta);
wr = 1.0 + (wpr = -2.0*wtemp*wtemp);
wi = (wpi = sin(theta));
n2p3 = 2*n+.3;
for(i=2; i<= n/2; i++) { /* case i=l is done separately below */
i4 = 1 + (i3 = n2p3 - (i2 = 1 + (il = i+i-2))-2);
hlr = cl * (data[il] + data[i3]); /* The two separate transforms */
hli = cl * (data[i2] - data[i4]); /* are separated out of data[] */
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h2r = -c2 * (data[i2] + data[i4]);
h2i = c2 * (data[il] - data[i3]);
data[il] = hlr + wr*h2r - wi*h2i; /* Here they are combined to */
data[i2] = hli + wr*h2i + wi*h2r; /* form the true transform of */
data[i3] = hlr - wr*h2r + wi*h2i; /* the original data */
data[i4] = -hli + wr*h2i + wi*h2r;
wr = (wtemp = wr) * wpr - wi*wpi + wr; /* The recurrence */
wi = wi*wpr + wtemp*wpi + wi;
}
if (isign == 1) { /* Squeeze the first and last data */
data[O] = (hir = data[O]) + data[1];/* together to get them all within */
data[1] = hlr - data[1]; /* the original array */
}
else {
data[O] = cl*((hlr=data[O])+data[l]);
data[l] = cl*(hlr-data[1]);
fourl(data,n,-1);
}
int makefft(filename)
char filename[];
{
register int i;
int n, idirec;
double d, re, im;
float f, far *data;
char filel[50], file2[50];
FILE *fp;
sprintf(filel, DATAFILE, filename);
sprintf(file2, FFTFILE, filename);
if ((fp = fopen(filel,"r")) == NULL) {
fprintf(stderr, "Error - unable to open file s\n",filel);
exit(0);
}
getscreen();
setmode(GRP._MODE);
clear(GRP_MODE);
showscreen();
data = (float far *) scrnptr;
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n = MAXBIN/2; /* number of points = MAXBIN */
idirec = 1; /* we're doing a normal fft */
/* let's start off by reading in the data */
for (i=1; i<MAXBIN; i++) {
fscanf(fp, "f", &f);
data[i] = f;
}
fclose(fp);
/* zero out irrelevant data (time points, off-scale pulses) */
data[CLKTIME] = 0;
data[LIVTIME] = 0;
for (i=OVFIBIN; i<MAXBIN; i++)
data[i] = 0;
/* now we take the Fourier transform */
realfft(data, n, idirec);
/* compute the square magnitude of the Fourier coefficients */
d = 0.0; /* let's arbitrarily set the dc component = 0 */
fp - fopen(file2, "w");
fprintf(fp, "%lf\n", d);
for(i=2; i<MAXBIN; i+=2) {
re = data[i];
im = data[i+1];
d = (re*re) + (im*im);
fprintf(fp, "lf\n", d);
}
fclose(fp);
setmode(TXTMODE);
putscreen();
showscreen();
-J
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E.5 das50.c
The subroutines contained in this file are used to control the Metrabyte DAS-50 data
acquisition board. These routines assume that the board is equipped with enough
memory to store 1 megasample (each sample is 12 bits) which can be downloaded into
the IBM pc as a set of one million 16-bit integers. Due to the problems of memory
segmentation, it is conveneint to download the DAS-50 memory in small chunks,
rather than download everything at once. (This is a requirement on my pc, which
has only 512K of RAM.) Note that the documentation for this program includes a
brief summary of the Metrabyte DAS-50 commands.
/* /
/* These routines are used to control the DAS-50 data aquisition
/* system. The two routines which sould be called external to this */
/* package are initdas50() which is used to initialize the DAS-50
/* board, and das50com() which is used to communicate with the DAS-50. */
/* The syntax for the das50com() routine is as follows: */
/* das50com(tr,inmsg,outmsg,errmsg) sends/receives a message to/from */
/* the DAS-50 board. The routine returns */
the error code if an error occurred, -1 */
/* if unable to receive a message, 0 if OK */
int tr = TRANSMIT to transmit the message char *inmsg
/* = RECEIVE to receive the message char *outmsg */
/* = TRANSMIT I RECEIVE to transmit, then receive a message */
/* Note: when you incorporate this routine into your program, make */
/* sure that all input and output is done using fputs and fgets rather */
/* than printf and scanf. (Use sprintf and sscanf for formatted input */
/* and output.) */
/* */
#define TRANSMIT 2
*define RECEIVE 1
/* The following messages may be sent to the DAS-50 board:
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Acquire
Clear
Hide
Lock
Read Base
Read Channel
Read Clock
Read Range
Read Rate
Read Samples
- tells the DAS-50 to begin collecting data
- Clears the DAS-50 buffers
- Hides the instrument operating panel
- Locks the values in the Set-Up Menu
- Returns the base address
- Returns an integer representing the channels set at
the last aquired data set
0 Channel 0
1 Channel 1
2 Channel 2
3 Channel 3
4 Channels 0&1
5 Channels 0&2
6 Channels 0&3
7 Channels 1&2
8 Channels 1&3
9 Channels 2&3
10 Channels 0&1&2&3
- Returns 0 if the internal clock is used,
1 if an external clock is used
- Returns an integer representing the voltage range at
the last acquired data set
0 +/-2.5V
1 +/-5.OV
2 +/-10.OV
3 0 to 5 V
4 0 to 10 V
- Returns a floating point number representing the
clock rate for the last acquired data set
- Returns the number of samples set at the last
acquisition
Read Save Channels
- Returns an integer designating which channels data
is written from (same code used in Read Channel)
270
Read Save File - Returns the name of the current file in which data is
being saved
Read Save Format - Returns 0 if data is saves in binary, 1 if ASCII
Read Save Mode - Returns 0 if NEW, 1 if OVERWRITE, 2 if APPEND
A NEW file must not exist
OVERWRITE overwrites the new data in the old file
APPEND puts the new data at the end of the old file
Read Save Offset - Returns the current save offset
Read Save Samples- Returns how many samples per channel are to be saved
Read Save Status - Returns an integer indicating the status of the
current "Save Data" command
-1 BUSY
O READY
>0 DOS error number
Read Status - Returns a status string indicating the current bit
settings of the status registers
Bit 0-1 Memory size 00=256K, 01=512K, 10=768K, 11=1M
Bit 2 Trigger Address Latched
Bit 3 Trace triggered
Bit 4 Trace completed
Bit 5 Trigger Level
Bit 6 Buffer full
Bit 7 Not used
Read Startmode - Returns an integer representing the start mode of the
last acquire.
0 Before Start Mode
1 About Start Mode
2 After Start Mode
Read TriggerAddress
- This command first reads data, then returns the
current memory address
Read TriggerMode - Returns an integer representing the trigger mode at
the last acquisition
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01
2
3
4
5
6
7
8
Program
Digital High Level
Digital Low Level
Analog High Level
Analog Low Level
Digital Positive Edge
Digital Negative Edge
Analog Positive Edge
Analog negative Edge
Read TriggerVoltage
- Returns the trigger voltage set at the last
acquisition
Save Abort - Aborts the current Save command
Save Data - Saves data to a file
Set Address <n> - Sets the local address pointer to the given address.
This allows the user to read back any part of the
on-board memory.
Set Channels <n> - Sets the channels from which data is to be collected.
The options are 0, 1, 2, 3, 0&1, 0&2, O&3, 1&2, 1&3,
2&3, 0&1&2&3
Set Range <r> - Sets the voltage range. Allowed values are +-2.5V,
+-5V, +-1OV, 5V, 10V
Set Rate Int <r> - Establishes the internal clock as the current clock,
and sets the appropriate rate, given in Hertz.
Set Rate Ext - Establishes the external clock as the current clock
Set Samples <s> - Sets the number of samples to collect to s.
Note that s must be divisible by 16, and between 48
and 1,048,576.
Set Save Channels <n>
- Designates which channels data is to be saved from.
Allowed values are 0, 1, 2, 3, 0&1, 0&2, 0&3, 1&2,
1&3, 2&3, 0&1&2&3
Set Save File <name>
- Designates a file into which data is to be saved
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Set Save Format <Binary, ASCII>
- Determines whether data is to be stored in binary
or ASCII format
Set Save Mode <New, Overwrite, Append>
- Determines how data is written to the file
Set Save Offset <x>
- Determines the first sample to be saved relatove to
the trigger point
Set Save Samples <s>
- Designates how many samples per channel are to be
saved
Set Start <Before, About, After>
- Defines when sampling is to begin.
Set Trigger Mode <trigger-mode> {At <trigger-voltage>}
- determines what type of signal trigger is to be used
O Program
1 Digital High Level
2 Digital Low Level
3 Analog High Level
4 Analog Low Level
5 Digital Positive Edge
6 Digitial Negative Edge
7 Analog Positive edge
8 Analog Negative Edge
Set TriggerVoltage At <trigger-voltage>
- Sets the trigger voltage independently of the
Set Trigger Mode command
Show {<n>} - Displays the Setup/Acquire screen (0)
or the Save Data screen (1)
Stop - Halts data acquisition
Transfer <buffersegment> <bufferoffset> <size> {<step>}
- Transfers data from the on-board memory into IBM
memory at the specified address. size indicates the
number of words to transfer, and step indicates which
data values are to be returned. Every <step> value
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is returned, where step = 1, 2, or 4.
Unlock - Unlocks the Set-Up Menu */
FILE *das50fp; /* File pointer to DAS-50 */
char errbuf[120]; /* Error message buffer */
char ermsg[120]; /* Error message */
int trflag; /* Transmit/Receive flag = 0 if last operation = transmit
= if last operation = receive */
int geterror(errmsg)
char *errmsg; /* Error message retrieved from DAS-50 */
{
int errno;
if (trflag==O) { /* last I/O op was Transmit - rewind file */
rewind(das50fp);
trflag = 1;
}
fgets(errbuf,80, das5Ofp);
sscanf(errbuf, "%dd",&errno);
fgets(errbuf,80,das5Ofp);
fgets(errmsg,80,das5Ofp);
fflush(das50fp);
return(errno);
}
int initdas50()
{
int stat, errno;
das50fp = fopen("$DAS50","r+t");
if (das50fp == NULL) {
fputs("\nUnable to open device DAS-50\n", stderr);
exit(O);
}
trflag = 0;
stat = fputs("Clear\n" ,das50fp);
fflush(das50fp);
if (stat==EOF) { /* Something went wrong */
errno = geterror(ermsg);
fputs("\nWarning - Unable to clear DAS-50\n", stderr);
sprintf(errbuf, "Error %d encountered\n", errno);
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fputs(errbuf, stderr);
sprintf(errbuf, "%s\n", ermsg);
fputs(errbuf, stderr);
exit (0);
int das50com(tr, inmsg, outmsg, errmsg)
int tr;
char inmsg[], outmsg[], errmsg[];
{
int stat, errno;
if (tr & TRANSMIT) {
if (trflag==i) { /* last I/O op was Receive - rewind file pointer */
rewind(das50fp);
trflag = 0;
}
stat = fputs(inmsg, das50fp);
fflush(das50fp);
if (stat == EOF) { /* Something went wrong */
errno = geterror(errmsg);
return(errno);
}
}
if (tr & RECEIVE) {
if (trflag==O) { /* last I/O op was Transmit - rewind file */
rewind(das50fp);
trflag = 1;
}
if (fgets(outmsg, 80, das50fp) == NULL) { /* Something went wrong */
return(-1);
}
}
return(O);
}
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E.6 serial.c
The routines contained in this file are used to communicate over the serial port.
This is essential in communicating to the Harvard-22 pump, and is also required to
send trigger signals to the DAS-50. These routines are based on routines found in
Campbell's book[17] which I highly recommend for anyone who wishes to learn how
to write "real" programs for the IBM pc.
/* This file contains all the routines for handling serial */
/* communications via the serial communications ports. The only */
/* routines in this file which should be called by an outside routine */
/* are:
/* sinchar() - returns character from the serial port */
/* sgetch() - gets a character from the serial port
/* sputch() - sends a character to the serial port
/* sconfig() - configures the serial port */
/* sunconfig() - returns the serial port to its original state */
/* In addition, there is an external variable sio (structure serial) */
/* which contains the relevent parameters for configuring the serial */
/* port. This file establishes communications at 4800 baud,
/* 7 bits/word, 1 stop bit, and no parity. If you would like to change */
/* any of these parameters, declare extern struct serial sio in your */
/* program, set the relevant parameters in sio, then call sconfig(). */
/* For more information, consult Campbell, "Crafting C Tools for the */
/* IBM PCs"
#include <stdio.h>
#include <conio.h>
#include <sio.h>
int init = VIRGIN;
struct serial sio[4];
#define outport(port,c) outp((port),(c))
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#define inport(port) inp((port))
#define s_xmit(p,c) outport(sio[(p)-l].uart_base + XMIT, (c))
#define srcv(p) inport(sio[(p)-l].uartbase + RCV)
#define srcvstat(p) (inport(sio[(p)-l].uartbase + SIOSTATUS) & RCV_MASK)
#define sxmtstat(p) (inport(sio[(p)-l].uartbase + SIOSTATUS) & XMIT_MASK)
UCHAR s_inchar(p) /* gets char from port p immediately, NULL if none */
int p;
{
return((UCHAR)((srcvstat(p) == NULL) ? NULL : s_rcv(p) ));
}
UCHAR s_getch(p) /* gets first character from com port p */
int p;
{
while (s_rcvstat(p) == NULL)
return(s_rcv(p));
}
void sputch(p, c) /* puts character c onto serial port p */
int p;
UCHAR c;
{
while (sxmtstat(p) == NULL)
s_xmit(p,c);
}
UCHAR sgetfmt (p)
int p;
{
return(inport(sio [p-i] .uart_base + DATA_FORMAT));
}
void ssetfmt(p, format)
int p;
UCHAR format;
{
outport(sio[p-l] .uart_base + DATA_FORMAT, format);
}
unsigned getbaud(p)
int p;
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unsigned baudnow; /* current Baud rate */
s_setfmt(s_getfmt(p) I GETBAUD_ADR); /* set for Baud address */
baudnow = inport(sio[p-1].uart-base + BAUD_MSB); /* get hi byte of Baud */
baudnow = baudnow << 8; /* shift into hi byte of int */
baudnow += inport(sio[p-1].uart_base + BAUD_LSB); /* get lo byte of Baud */
s_setfmt(p, sgetfmt(p) & END_BAUDADR); /* end Baud addressing */
return (baudnow);
}
void setbaud(p, newbaud)
int p;
unsigned newbaud;
{
ssetfmt(p, s_getfmt(p) I GET_BAUD_ADR); /* enable Baud addressing */
outport(sio[p-1].uart_base + BAUD_LSB, newbaud & OxOOff);
/* output low byte */
outport(sio[p-1].uart_base + BAUD_MSB, newbaud >> 8);
/* output high byte */
ssetfmt(p, sgetfmt(p) & END_BAUDADR); /* end Baud addressing */
}
unsigned changebaud (p, newbaud)
int p;
unsigned newbaud;
{
unsigned divisor; /* divisor = 1,843,200/(16 * Baud rate) */
switch(newbaud) {
case 110:
divisor = 0x417;
break;
case 300:
divisor = 0x180;
break;
case 600:
divisor = OxcO;
break;
case 1200:
divisor = Ox60;
break;
case 2400:
divisor = Ox30;
break;
case 4800:
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divisor = 0x18;
break;
case 9600:
divisor = OxOc;
break;
default:
divisor = 0;
break;
}
if (divisor != 0)
setbaud(p, divisor);
return(divisor);
}
UCHAR getrs 232(p)
int p;
{
return(inport(sio[p-1l] .uartbase + CONTROL_232));
}
void rs232_on (p, rs232_mask)
int p;
UCHAR rs232_mask;
{
outport(sio[p-1].uartbase + CONTROL_232, getrs232(p) I rs232_mask);
}
void rs232_off (p, rs232_mask)
int p;
UCHAR rs232_mask;
{
outport(sio[p-l].uart_base + CONTROL_232, get_rs232(p) & rs232_mask);
}
void sinit()
{
sio [0].uart_base = COMMiPORT;
sio[0].usrfmt = 0;
sio[0].usrbaud = 0;
sio[0].startbaud = 4800;
sio[0].startfmt = WORDLEN_7 I STOPBIT_l I PARITY_OFF;
sio[O].start232 = DTR_MASK + RTSMASK;
sio[O].init_flag = VIRGIN;
sio[0].usr232 = 0;
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sio[] .uart_base = COMM2_PORT;
sio[ll.usrfmt = 0;
sio[l].usrbaud = 0;
sio[1].startbaud = 1200;
sio[l].startfmt = WORDLEN_8 I STOPBIT_2 PARITY_OFF;
sio[l].start232 = DTR_MASK + RTS_MASK;
sio[ l.init_flag = VIRGIN;
sio[l] .usr232 = 0;
sio[2].uartbase = COMM3_PORT;
sio[2].usrfmt = 0;
sio[2].usrbaud = 0;
sio[2].startbaud = 9600;
sio[2].startfmt = WORDLEN_7 I STOPBIT_ I PARITY_OFF;
sio[2].start232 = DTR_MASK + RTS_MASK;
sio[2] .init;_flag = VIRGIN;
sio[21.usr232 = 0;
sio[3].uart_base = COMM4_PORT;
sio[3].usrfmt = 0;
sio[3].usrbaud = 0;
sio[3].startbaud = 9600;
sio[3] .startfmt = WORDLEN_7 I STOPBIT_1 I PARITY_OFF;
sio[3].start232 = DTR_MASK + RTS_MASK;
sio[31.init;_flag = VIRGIN;
sio[3].usr232 = 0;
init = 0;
}
void sconfig(p)
int p;
{
int pp;
pp = p-l;
if (init == VIRGIN)
s_init();
if (sio[pp].initflag == VIRGIN) {
sio[pp].usrbaud = getbaud(p); /* save incomming Baud rate */
sio[ppl.usrfmt = sgetfmt(p); /* save incomming data format */
sio[pp].usr232 = get_rs232(p); /* save incomming RS232 pins */
}
changebaud (p, sio[pp].startbaud); /* set Baud rate to default */
s_setfmt(p, sio[pp].startfmt); /* set data format to default */
280
rs232_on(p, sio[pp].start232); /* enable RS232 lines
sio[pp].initflag = SIOINITOK;
void s_unconfig(p)
int p;
int pp;
pp = p-l;
if (sio[ppl.initflag == SIOINIT_OK) {
ssetfmt(p, sio[pp].usrfmt); /* restore user's data format
setbaud(p, sio[pp].usrbaud); /* restore user's Baud rate
rs232_off(p, Oxff); /* turn off all the RS232 pins
rs232_on(p, sio[pp].usr232); /* restore user's RS232 pins
}
}
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E.7 sio.h
This is the file containing the definitions used by serial.c.
/* file contains all the defines for the serial communications
/* This file contains all the defines for the serial communications */
/* routines. For more information, consult Campbell, "Crafting C Tools */
/* for the IBM PCs"
/* ,/
#define ERR
#define NULL
-1
0
typedef unsigned char UCHAR;
struct serial
unsigned
UCHAR
unsigned
unsigned
UCHAR
UCHAR
unsigned
UCHAR
{
uartbase;
usrfmt;
usrbaud;
startbaud;
startfmt;
start232;
initflag;
usr232;
/* base address of uart in use
/* data format upon entry
/* Baud rate upon entry
/* default Baud rate
/* default data format
/* default RS232 pins to turn on
/* initialization OK flag
/* RS232 pins upon entry
BAUDLSB
BAUDMSB
CONTROL_232
DATAFORMAT
INTRENABLE
INTRID
RCV
RCVMASK
SIOSTATUS
STAT_232
XMIT
XMITMASK
#define COMM1_PORT
#define COMM2_PORT
0
1
4
3
1
2
0
1
5
6
0
0x20
Ox3f8
Ox2f8
/* R/W: baud rate low byte
/* R/W: baud rate high byte
/* R/W: RS232 output
/* R/W: data format
/* interrupt enable register
/* interrupt identification register
/* R/O: receive a byte
/* receive status
/* R/O: serial status
/* status of RS232 pins
/* W/O: transmit a byte
/* transmitter ready mask
/* uartbase of communications port 1
/* uartbase of communications port 2
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#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
COMM3_PORT
COMM4_PORT
VIRGIN
SIOINITOK
DTRMASK
RTSMASK
Ox3e8
Ox2e8
Oxff
'U'
1
2
/* uartbase of communications port
/* uartbase of communications port
/* mask for turning
/* mask for turning
3 */
4 */
on pin 20
on pin 4
WORDLEN_5
WORDLEN_6
WORDLEN_7
WORDLEN_8
STOPBIT_1
STOPBIT_2
PARITYON
PARITYOFF
PARITYEVEN
PARITYODD
GETBAUDADR
ENDBAUDADR
OxO0
OxO
Ox02
Ox03
OxO00
Ox04
Ox08
OxO0
0x18
Ox08
Ox80
Ox7f
/* length of word =
/* length of word =
/* length of word =
/* length of word =
/* one stop bit
/* two stop bits
5 bits
6 bits
7 bits
8 bits
/* turns on parity, sets parity even
/* turns parity on, sets parity odd
/* turns on Baud addressing
/* turns off Baud addressing
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#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
E.8 timer.c
This file contains the timing routines, and support routines for the timer. Note that
there is an old IBM pc bug which has been fixed on more recent motherboards: the
date does not increment at midnight. This means that if you start timing an event just
before midnight, the timer will lock up. To fix this problem, either install a CMOS
clock (which is what I did) or else check if your timing interval crosses midnight, in
which case you should increment the time-of-day by 86,400 seconds after midnight.
The timing routine uses the graphics program to random-access the screen to gen-
erate a display of the timer as it counts down. This timing routine can be interrupted
by the user if something should go wrong during the timing interval. (Without this
interrupt capability, your IBM pc is locked up during the entire timing interval.)
/* */
/* The routine timer(t) waits for a given amount of time t (in seconds) */
/* and then returns. Note that if the DATEBUG flag is set, then the */
/* routine will automatically update the IBM pc clock, which is too
/* stupid to update the clock itself. */
/* This routine will also display the amount of time remaining as it */
/* counts down. If the <q> key is hit, the routine quits and returns */
/* a value of -1. If it counts all the way down, then it returns 0.
/* ,/
#include <time.h>
#include <process.h>
#include <stdlib.h>
#include "graphics. c"
#define TRUE 1
#define FALSE 0
/* ,/
/* The old IBM-PCs had a problem with the motherboard which was that */
/* the date was not incremented at midnight. This caused a problem */
/* with this timer program if I wanted to start taking data around */
/* midnight. To solve this problem, I added a DATEBUG switch which */
/* would check to see if the timing duration included midnight. Later */
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/* on, I got a multi-I/O card for the pc which eliminated this problem. */
/* ,/
#define DATEBUG FALSE
/* ,/
/* Note that the computer system on which this software runs is a very */
/* old IBM turbo-XT clone, and as such does NOT have a battery-backup */
/* clock on board. I installed a JAMECO multi-I/O card which had a */
/* battery CMOS clock on board which could read/write to the IBM clock */
/* by using the "getclock" routine. */
#define SETCLOCK "getclock" /* routine which sets IBM clock */
#define DAY 86400
#define HOUR 3600
#define MINUTE 60
#define NOTSET -1 /* value of lastdt if IBM clock is not set */
static long currdt, lastdt = NOTSET; /* current, last daytime measured */
long daytime(time) /* calculates the time (in seconds) since midnight */
long time;
{
struct tm *loctime;
long s, m, h, dtime;
loctime = localtime(&time);
s = loctime -> tmsec;
m = loctime -> tmmin;
h = loctime -> tmhour;
dtime = s + m*MINUTE + h*HOUR;
return(dtime);
timer(t)
long(t);
{
long startime, currtime;
int i,j;
char strbuf [10];
time(&startime);
if (DATEBUG) {
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if (lastdt == NOTSET) { /* set IBM clock */
system(SETCLOCK);
time(&startime); /* get correct time */
}
lastdt = daytime(startime);
}
/* The routines getscreen(), setmode(), showscreen(), puttext(), and
putscreen() are all custom graphics routines which I wrote. They are
all included in the file graphics.c, and are specific for the Hercules
Monochrome Graphics standard. It is a simple matter to re-write the routines
for other standards, and I have already written a graphics driver for standard
VGA graphics. */
getscreen();
setmode(TXT_MODE);
showscreen();
for (i=O; i<TXT_YMAX; i++)
for (j=O;; j<TXT_XMAX; j++)
puttext(" ",j,i,NORMAL);
puttext("Time remaining:",0,0,NORMAL);
puttext("Hit 'q' to exit",0,2,NORMAL);
while ((time(&currtime)-startime) < t) {
if (DATEBUG) {
currdt = daytime(currtime);
if (currdt < lastdt) /* 24-hour wrap-around */
system(SETCLOCK); /* fix IBM clock */
lastdt = currdt;
}
sprintf(strbuf, "51d", t - (time(&currtime)-startime));
puttext(strbuf,17,0,NORMAL);
if (kbhit()!=O) {/* a key was pressed */
if (getch()=='q') {/* exit from timer loop */
putscreen();
return(-1);
}
}
putscreen();
return(O);
/* parsetime(str) takes the string and returns an equivalent number */
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/* of seconds.
/* Examples:
/* parsetime("100s") returns 100
/* parsetime("l0m") returns 600
/* parsetime("l0h") returns 36000
/* parsetime("lOd") returns 864000
/* Note that parsetime() returns -1 if there is no numeric value, and
/* -2 if the units are missing or unrecognized
/e*
long parsetime(str)
char *str;
{
long value;
/* check if 1st character of str is a number, return -1 if not */
if (*str < '0' && *str > '9') return(-1L);
/* get numeric value */
sscanf(str, "ld", &value);
/* pop numeric characters off of str */
while(*str >= 0' && *str <= '9') str++;
/* figure out the units */
switch(*str) {
case s':
case 'S':
/* seconds - just return the value */
return(value);
break;
case 'm':
case 'M':
/* minutes - convert minutes to seconds */
value *= MINUTE;
return (value);
break;
case 'h':
case 'H':
/* hours - convert hours to seconds */
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value *= HOUR;
return(value);
break;
case 'd':
case D':
/* days - convert days to seconds */
value *= DAY;
return(value);
break;
default:
/* unrecognized or missing units - return -2 */
return (-2L);
break;
}·
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E.9 graphics.c
Microsoft C 3.0 did not come with graphics drivers, so I wrote my own. These are
pretty fast drivers because they use memory mapping rather than BIOS function calls
to write to the screen. There are two versions of the graphics drivers. The first is
for the Hercules Monochrome Graphics Card. The Hercules card is directly memory-
mapped which means that you can both read from and write to screen memory. The
routines in this file are very robust, and have been extensively tested. However, you
should not use these routines unless you have a Hercules MGC card, otherwise you
stand a good chance of crashing your computer, and a small possibility of damaging
your monitor.
/* The routines contained in this file are used to control the Hercules */
/* graphics card. These routines utilize both a text screen buffer and */
/* a graphics screen buffer. Data is written to each buffer, and then */
/* the finished product is written to the screen. In addition, the */
/* screen may be copied to the appropriate buffer. */
/* The screen mode is selected by the setmode() routine. This sets the */
/* card to text/graphics mode, selects the appropriate buffer, and */
/* turns off the screen. */
/* Data is written to the screen buffers using puttext() and putdot(). */
/* In addition, the contents of the screen may be copied to the buffer */
/* by invoking the getscreen() routine. When the buffer is all set to */
/* be written to the screen, call putscreen(). */
/* */
/* setmode(mode) - selects the screen mode = TXTMODE or GRPMODE */
/* */
/* clear(mode) - clears the buffer specified by mode
/* */
/* puttext(text, x, y, attr) - places the text at the text location
/* specified by the text coordinates 0 <= x < 80 and 0 <= y < 25 */
/* with the specified attributes (underscored, bold, etc.)
/* ,/
/* putdot(x, y, color) - places a dot at the graphics location specified*/
/* by the graphics coordinates 0 <= x < 720, 0 <= y < 348, with */
/* the specified color (WHITE = bright, BLACK = dark, XOR) */
/* */
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/* putline(xl, yl, x2, y2, color) - draws a line between the two points */
/* in the color specified */
/* getdot(x, y) - returns the color of the dat at the location
specified */
/* '/
/* putscreen() - copies the selected buffer to the screen */
/* getscreen() - copies the screen to the selected buffer */
/* showscreen() - shows the current screen
/* savescreen(filename) - saves a copy of the screen to disk */
/* loadscreen(filename) - loads a copy of the screen from the disk
/************************************************************************
#include <memory.h>
#include <dos.h>
#include <conio.h>
#include <math.h>
#include <stdio.h>
#include <string.h>
#define TEXT OxOO
#define GRPH Ox02
#define SCREENOFF OxOO
#define SCREENON Ox08
#define DIAG OxOO
#define HALF OxO1
#define FULL Ox03
#define NORMAL Ox07
#define UNDERLINE OxO1
#define REVERSE Ox70
#define STANDARD OxOO
#define BOLD OxlO
#define SPACE Ox20
#define BLACK 0
#define WHITE 1
#define XOR -1
/* blank space */
/* color of a black dot */
/* color of a white dot */
/* code to interchange black and white dots */
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#define TXTMODE 0
#define TXTSIZE 4000
#define TXTXMAX 80
#define TXTYMAX 25
#define TXTFILE "txt"
#define GRPMODE 1
#define GRPSIZE 32767
#define GRPXMAX 720
#define GRP_YMAX 348
#define GRPFILE "grp"
/* text mode */
/* number of bytes used by the text screen */
/* number of characters per row */
/* number of characters per column */
/* extension of a text file */
/* number of bytes used by the graphics screen */
/* number of pixels per row */
/* number of pixels per column */
/* extension of a graphics file */
/* the following constants define the ports used to communicate with the */
/* Hercules graphics card */
INDEXREG_PORT
DATAREGPORT
DISPMODE_PORT
CONFIGPORT
PAGEO_SEG
PAGEi_.SEG
Ox3b4
Ox3b5
Ox3b8
Ox3bf
OxbOOO
Oxb800
/* 6845 index register */
/* 6845 data register */
/* display mode */
/* configure switch */
/* segment pointing to screen page 0 */
/* segment pointing to screen page 1 */
#define putscreen(); switch(grmode) \
{case TXTMODE: putscrn(tscreen,grmode);break; \
case GRPMODE: putscrn(gscreen,grmode);break;}
#define getscreen(); switch(grmode) \
{case TXTMODE: getscrn(tscreen,grmode);break; \
case GRPMODE: getscrn(tscreen,grmode);break;}
#define showscreen() showscrn(grmode)
#define max(x,y)
#define min(x:,y)
static
static
static
static
static
((x) > (y) ? (x) : (y))
(ix) < (y) ? x) : (y))
int grmode = TXT_MODE; /* the graphics mode: 0 = text, 1 = graphics */
char tscreen[TXTSIZE]; /* character rep. of the text screen */
char gscreen[GRP_SIZE]; /* bit-mapped image of the graphics screen */
char far *scrnptr; /* pointer to screen memory */
long *lfp; /* long int equivalent of the screen far pointer */
/* clear(mode) clears the buffer specified by mode (TXT or GRP)
clear (mode)
i:nt mode;
291
#define
#define
#define
#define
#define
#define
int i;
if (mode == TXTMODE) { /* text */
for (i=O; i<TXT_SIZE; i+=2 ) {
tscreen[i] = scrnptr[i] = SPACE;
tscreen[i+1 = scrnptr[i+1] = NORMAL I STANDARD;
}
}
if (mode == GRPMODE) { /* graphics */
for (i=O; i<GRPSIZE; i++) {
gscreen[i] = scrnptr[i] = BLACK;
}
}
/* puttext(text, x, y, attr) writes the specified text to the screen
/* at column x, row y, with the specified attribute byte.
/* (0,0) is at the upper left, (79,24) is at the lower right.
/* Note that this routine does nothing at all in graphics mode.
puttext(text, x, y, attr)
char *text;
int x, y;
char attr; /* attributes (i.e. underscored, bold, etc.) */
{
char far *cp; /* pointer into the screen memory */
if (grmode == TXTMODE) { /* write characters to text screen */
if (x < 0 II x >= TXTXMAX) return(-1); /* out of bounds */
if (y < 0 II y >= TXTYMAX) return(-1); /* out of bounds */
cp = scrnptr;
cp += 160 * y + 2 * x; /* offset into text memory */
while (*text) {
*cp++ = *text++; /* copy text character */
*cp++ = attr; /* copy attributes */
}
return(1);
}
if (grmode == GRPMODE) {
return(0);
}
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I/* ./
/* putdot (x, y, color) puts a dot at the coordinates labelled by x, y */
/* (0,0) is at the upper left, (719,347) is at the lower right.
/* Note that this routine does nothing in text mode.
putdot(x, y, color)
int x, y, color;
{
int offset;
char mask, dot;
if (grmode == GRPMODE) {
if (x<O II x>=GRPXMAX) return(-1); /* out of bounds */
if (y<O II y>=GRPYMAX) return(-1); /* out of bounds */
/* This is the offset into screen memory where we'll poke the byte */
offset = (Ox2000 * (y%4)) + (90 * (y/4)) + (x/8);
/* This is the bitmask used to bash screen memory */
mask = 1 << (7 - (x%8));
if (color == WHITE) {
scrnptr[offset] 1= mask;
}
if (color == BLACK) {
mask = mask;
scrnptr[offset] &= mask;
}
if (color == XOR) {
dot = scrnptr[offset] & mask;
if (dot == BLACK) {
scrnptr[offset] 1= mask;
}
else {
mask = mask;
scrnptr[offset] &= mask;
}
}
return(1);
}
if (grmode == TXT_MODE) {
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return(0);
}
/* getdot (x, y) gets the color of the dot at coordinates x, y */
/* (0,0) is at the upper left, (719,347) is at the lower right.
/* Note that this routine does nothing in text mode.
/* */
getdot(x, y)
int x, y;
{
int offset;
char mask, dot;
if (grmode == GRPMODE) {
if (x<O I x>=GRPXMAX) return(-1); /* out of bounds */
if (y<O I y>=GRPYMAX) return(-1); /* out of bounds */
offset = (Ox2000 * (y%,4)) + (90 * (y/4 )) + (x/8);
mask 1 << (7 - (x%8));
dot = scrnptr[offset] & mask;
if (dot == BLACK) {
return (BLACK);
}
else {
return(WHITE);
}
}
if (grmode == TXTMODE) {
return(0);
}
/* putline(xl, yl, x2, y2, color) is the same as putdot(), except that */
/* it draws a line. Note that this does not use the mose efficient
/* algorithm for drawing lines, but it's fast enough for my needs.
putline(xl, yl, x2, y2, color)
int xl, yl, x2, y2, color;
{
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double xlf, ylf, x2f, y2f, x, y, r, dx, dy;
int ix, iy, xmin, xmax, ymin, ymax;
if (grmode == TXTMODE) {
return(0);
}
if (grmode == GRPMODE) {
/* First check to see if the points are within the screen bounds. */
if (xl >= GRPXMAX II xl <0) return(-l);
if (yl >= GRPYMAX II yl <0) return(-1);
if (x2 >= GRPXMAX I x2 <0) return(-1);
if (y2 >= GRPYMAX II y2 <0) return(-l);
/* If the line is really a dot, just draw the dot. */
if (xl == x2 && yl == y2) {
putdot(xl, yl, color);
return (1);
}
/* Check to see if the line is vertical */
if (xl == x2) (
ymin = min(yl, y2);
ymax = max(yl, y2);
for (iy = ymin; iy <= ymax; iy++) putdot(xl, iy, color);
return(1);
}
/* Check to see if the line is horizontal */
if (yl y2) {
xmin = min(xl, x2);
xmax = max(xl, x2);
for (ix = xmin; ix <= xmax; ix++) putdot(ix, yl, color);
return(1);
}
/* We've got a diagonal line - order the coordinates */
if (xl > x2) {
xlf = x2;
ylf = y2;
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x2f xi;
y2f = yl;
}
else {
xlf = xl;
ylf = yl;
x2f = x2;
y2f = y2;
}
/* Calculate a unit vector tangent to the line */
r = sqrt((x2f-xlf)*(x2f-xlf) + (y2f-ylf)*(y2f-ylf));
dx = (x2f - xlf)/r;
dy = (y2f - ylf)/r;
x = xlf;
y = ylf;
/* Draw the line one unit step at a time */
while (x <= x2f) {
ix = x;
iy = y;
putdot(ix, iy, color);
x += dx;
y += dy;
}
return(1);
/* */
/* setmode(mode) sets the graphics mode (O = text, 1 = graphics) */
/* Note that running this routine will disable the monitor until the */
/* showscrn(mode) routine is executed. This way, we can write to the */
/* screen and show it all at once without the user suspecting anything. */
/* */
setmode(mode)
int mode;
{
int gtable[12], ttable[12];
int i, x, y;
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/* gtable[] contains all the data needed to initialize the Hercules
/* Monochrome Graphics Card to the standard graphics configuration.
/* This table is specific ONLY to this particular graphics card. If
/* you try to do this with any other graphics card, you may destroy it.
/* You have been warned...
gtable[0]
gtable [1]
gtable [2]
gtable [3]
gtable [4]
gtable[5]
gtable [6]
gtable [7]
gtable[8]
gtable[9]
gtable[10]
gtable[11]
= 0x35;
= Ox2d;
= Ox2e;
= Ox07;
= Ox5b;
= Ox02;
= Ox57;
= 0x57;
= Ox02;
= Ox03;
= OxO0;
= Ox00;
/* 35h + 1 = 54 characters per row */
/* 2dh = 45 visible characters per row */
/* position of first character during SYNC - 1 */
/* number of characters during SYNC - 1 */
/* number of rows - 1 */
/* number of scans in addition to the # of rows */
/* number of visible rows */
/* number of row - 1 to begin retrace */
/* always equal to 2 */
/* number of scans per row - 1 */
/* first scan where cursor will overlay a char */
/* last scan where cursor will overlay a char */
/* ttable[] contains all the data needed to initialize the Hercules
/* Monochrome Graphics Card to the standard text configuration.
/* This table is specific ONLY to this particular graphics card. If
/* you try to do this with any other graphics card, you may destroy it.
/* You have been warned...
/*
ttable [0]
ttable [1]
ttable [2]
ttable [3]
ttable [4]
ttable [5]
ttable [6]
ttable [7]
ttable [8]
ttable [9]
ttable[10]
ttable[11]
= Ox61;
= 0x50;
= 0x52;
= OxOf;
= Ox19;
= Ox06;
= Ox19;
= 0x19;
= Ox02;
= OxOd;
= OxOb;
= OxOc;
/* 61h + 1 = 98 characters per row */
/* 50h = 80 visible characters per row */
/* position of first character during SYNC - 1 */
/* number of characters during SYNC - 1 */
/* number of rows - 1 */
/* number of scans in addition to the # of rows */
/* number of visible rows */
/* number of row - 1 to begin retrace */
/* always equal to 2 */
/* number of scans per row - i */
/* first scan where cursor will overlay a char */
/* last scan where cursor will overlay a char */
grmode = mode; /* store the mode */
if (mode == GRPMODE) { /* graphics mode */
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*1
*/
scrnptr = 0;
lfp = (long *) &scrnptr;
*lfp = PAGE0_SEG*0x10000;
outp(CONFIGPORT, FULL); /* set to full graphics mode */
outp(DISPMODEPORT, GRPH I SCREEN_OFF); /* screen off */
for (i=O; i<12; i++) { /* load screen config parameters */
outp(INDEXREG_PORT, i); /* index = i */
outp(DATAREGPORT, gtable[i]); /* data[i] = gtable[i] */
}
if (mode == TXTMODE) { /* text mode */
scrnptr = 0;
lfp = (long *) scrnptr;
*lfp = PAGEOSEG * Oxl0000;
outp(DISPMODEPORT, TEXT I SCREENOFF); /* screen off */
for (i=O; i<12; i++) { /* load screen config parameters */
outp(INDEXREGPORT, i); /* index = i */
outp(DATAREGPORT, ttable[i]); /* data[i] = ttable[i] */
}
}
/* '/
/* showscrn(mode) turns the screen on in the appropriate display mode */
/* */
showscrn(mode)
int mode;
{
if (mode == TXTMODE) /* text */
outp(DISPMODEPORT, TEXT I SCREENON);
}
if (mode == GRPMODE) { /* graphics */
outp(DISPMODEPORT, GRPH I SCREEN_ON);
}
/* */
/* putscrn(screen, mode) copies the appropriate screen buffer to the */
/* screen. This is useful for restoring the screen when we're through */
/* drawing pretty graphics. */
/* /
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putscrn(screen, mode)
char *screen;
i.nt mode;
{
char far *cp;
unsigned cseg, coff;
cp = screen; /* cp is a far pointer to the screen buffer */
cseg = FP_SEG(cp);
coff = FP_)FF(cp);
if (mode == TXTMODE) { /* text */
movedata(cseg, coff, PAGEO_SEG, 0, TXT_SIZE);
outp(DISPMODE_PORT, TEXT I SCREENON);
}
if (mode == GRP_MODE) { /* graphics */
movedata(cseg, coff, PAGEO_SEG, 0, GRPSIZE);
outp(DISPMODE_PORT, GRPH I SCREENON);
}
/* getscrn(screen, mode) copies the appropriate screen to the screen
/* buffer. This is useful for saving the screen so that we can later
/* restore it; once we're through drawing pretty graphics.
getscrn(screen, mode)
char *screen;
int mode;
{
char far *cp;
unsigned cseg, coff;
cp = screen.; /* cp is a far pointer to the screen buffer */
cseg = FP_SEG(cp);
coff = FPOFF(cp);
if (mode == TXT_MODE) {
movedata(PAGEO_SEG, 0, cseg, coff, TXTSIZE);
}
if (mode == GRPMODE) {
movedata(PAGEO_SEG, 0, cseg, coff, GRPSIZE);
}
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}/* ,/
/* savescreen(filename) performs a binary screen dump to the named file.*/
/* This action can be undone by executing loadscreen(filename). */
savescreen(filename)
char *filename;
{
long i;
FILE *fp;
if ((fp = fopen(filename, "wb")) == NULL) return(O);
if (grmode == TXTMODE) 
for (i=O; i<TXTSIZE; i++) {
tscreen[i] = scrnptr[i];
}
fwrite(tscreen, 1, TXTSIZE, fp);
}
if (grmode == GRPMODE) (
for (i=O; i<GRPSIZE; i++) (
gscreen[i] = scrnptr[i];
}
fwrite(gscreen, 1, GRPSIZE, fp);
}
fclose (fp);
return(1);
/* ,/
/* loadscreen(filename) loads a binary screen dump from the named file */
/* to the monitor. This is the inverse of savescreen(filename). */
~~~~~~/* ,*~~~~~~/
loadscreen(filename)
char *filename;
{
long i;
FILE *fp;
if((fp = fopen(filename, "rb")) == NULL) return(O);
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if (grmode == TXTMODE) {
fread(tscreen,1,TXTSIZE,fp);
for(i=0; i<TXTSIZE; i++) {
scrnptr[i] = tscreen[i];
}
}
if (grmode == GRPMODE) {
fread(gscreen, 1,GRP_SIZE,fp);
for (i=O; i<GRPSIZE; i++) {
scrnptr[i] = gscreen[i];
}
fclose (fp);
return(i);
I have also written a graphics driver to work with VGA monitors. This program
is available upon request.
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