The disjunctive kriging (DK) method described in detail ii• the previous paper of this seri, es is illustrated by two examples. The first example is for the electrical conductivity (EC) which is approximately lognormally distributed. In the second example the natural logarithm of the EC is used to pi'oduce an approximately normally distributed data set. The data set was chosen since the Hermite coefficients for a normal and lognormal distribution could be determined analytically as well as to facilitate • comparison, between ordinary and disjunctive kriging. The capability of DK to be a nonlinear estimator and an estimator of the conditional probability is explored. The results ifidicate that DK is a Bettel, estimator than linear estimators (i.e., ordinary kriging) in the Sense of reduced variam:e of errors and average kriging variance even when the data are approximately normally or lognormally distributed. Also, using DK one can obtain an estimate of the conditional probability.
INTRODUCTION
In the first paper of this series [Yates et al., 1986 ] the theory of disjunctive kriging (DK) was reviewed as it pertains to estimating the value of a random function at an unsampled location and estimating the conditional probability that the unknown value of a property at an unsampled location is above a specified cutoff level. In this second paper, we illustrate the use of the DK method with examples.
The first example uses the electrical conductivity data of Al-Sanabani [1982] 
k=O For comparison, the Ck's for a lognormal distribution were calculated using the results of Table 2 (paper 1) . Also, the actual Ck's appropriate for the data sets were determined by numerical integration using ( where i is the number of data that have a value less than or equal to Z(xi), n is the total number of data, P is the probability function, and the argument (i -0.5)In is an approximation for the probability of datum Z(Xi). A series approximation for In Figures 2b to 2d the Cfs, calculated from the actual data using the polynomial fit, were used to generate the 4•(Y) function, with K = 5, 10, and 15 (i.e., C•'s), respectively, as is shown in Figures 2b, 2c , and 2d. These results indicate that the theoretical lognormal distribution fits the data very well in the small EC range (i.e., 0.5 < EC (dS/m) < 8) but there is poorer agreement for an EC above 8 dS/m. When the Cfs are calculated from the data there is an overall improvement in the fit between the model and the data as K increases. Since increases in K are associated with increases in computational time the 10 term representation is deemed adequate.
P-X(x) is given by
Since the Cn's calculated above are only approximate (2) must be inverted to find the actual Y(xi) which corresponds to Z(•), given the approximate Cn's, before implementing the DK method. This is necessary to assure that DK will exactly interpolate at sample locations.
CORRELATION FUNCTION
As with all kriging methods some function is necessary which contains the information about spatial correlation structure. For DK the appropriate function is the correlogram, which exists for second-order random functions.
To facilitate comparison with ordinary kriging the correlogram used in subsequent analysis was determined by 
The C•'s were calculated by numerical integration of (10) (paper 1) for two cases described above (i.e., when the intermediate values for Z(x)= •b[Y(x)] are determined by linear interpolation and by a 10th order polynomial). The resulting C•'s are given in Table 1 . As in example 1, the mean and variance are better estimated using the 10th order polynomial. Figure 4 gives the natural logarithm of the EC versus the probability for two models. A more quantitative measure of the improvement in the estimation process using DK as opposed to OK is shown by the results in Table 2 , where a total of 240 estimates of EC and In (EC) were made and the associated kriging variances were averaged. Also calculated was the reduction in kriging variance from DK which for the data sets used here was about 6%. Using the jackknife procedure the sum of squares between the estimation and the actual value at each sample location was calculated for EC and In (EC) and the disjunctive and ordinary punctual kriging. These results are given in Table 3 . The reduction in the sum of squares was about 5% for both data sets even though the data sets were approximately normal and lognormally distributed (recall that DK and OK are identical for exactly normal and lognormal data).
Conditional Probability
The DK estimator can also be used to determine the conditional probability that the unknown value is greater than a specified cutoff value. An example of this is given in Figures 9  and 10 where the conditional probability that the EC and the In (EC) are greater than 4.0 and In (4.0), respectively is contoured. These results were generated using a 24 by 24 m block size. From these figures one can see that the zones of high probability coincide with areas of high EC. Although the shapes of the high probability zones are similar to the shapes of the EC contours in Figures 6 and 8, Figure 12a ). In Table 4 the estimated mean value and associated probability for an EC cutoff value of 4.0 dS/m for the three points is given. The bimodal behavior for point (240, 24) is due to clustering about two levels of EC in the samples used to estimate the mean and conditional probability (i.e., Zx, Z2, and Z,• versus Z3 and Z• in Table 4 ). The mean value for each estimate is approximately the same but the conditional probability is vastly different because in one case two distinct levels of EC (with relatively high weights) are used in the estimation and in the other the samples are all large and of more uniform value. This is an important consideration for efficient management when each block can be managed separately.
The second case is illustrated by the solid and dotted curves in Figure 11a Punctual disjunctive kriging was also applied to the data sets and produced similar results with respect to the PDF. The distributions tended to be more peaked and were shifted slightly to higher yc'S.
The conditional probability for arbitrary cutoff value is given in Figure 11 b for the EC and Figure 12b for In (EC). The estimates for both curves are based on block DK on a 24 by 24 m block size. From this figure, one can find the conditional probability for any arbitrary cutoff level. The solid, dashed, and dotted curves correspond to the points (288, 120), (240, 24) and (96, 96), respectively.
The effect of the support on the conditional probability is shown in Figure 13a where three block sizes, 25 by 25 m, 100 by 100 m, and 200 by 200 m were generated by building the larger blocks from the smaller blocks. Also, for comparison, the point values located at the center of the boxes are given in Figure 13b . The results indicate that the conditional probability for the EC data is relatively insensitive to the block size for block sizes less than 24 by 24 m. For larger blocks the deviation between the point and the block estimates increase.
Computer Requirements
The DK and OK programs used for this analysis were written to run on a Digital Rainbow 100 (not an endorsement but for reader information) microcomputer with 128K internal memory. The programs were run using an 8086 microprocessor and SuperSoft Fortran IV Extended (not an endorsement but for reader information). The compiled version of the DK program (including the Fortran operating system) required (Note, for DK, an estimate, estimation variance and conditional probability were obtained.)
CONCLUSIONS
The disjunctive kriging (DK) method has been explored in terms of its ability to be an estimator of the conditional probability distribution of the unknown value at a point. Estimates of the conditional probability density (CPDF), its mean value (i.e., the estimate), and the conditional probability (CP) that an unknown value is greater than a specified cutoff level have been obtained.
For the data sets used in this paper, DK has been shown to be a better estimator than ordinary kriging in terms of reduced kriging variance and sum of squares deviation between an estimated and actual value. This result is expected since theoretically a nonlinear estimator should be equal to or better than a linear estimator.
The CPDF at three locations (Figures 11 and 12) The CP that the unknown value is above an arbitrary cutoff value has been determined for various support. For the data sets used here it is seen that the conditional probability is relatively insensitive to block size for block sizes less than or equal to approximately 24 m. For larger block sizes, differences between the point estimate and the block estimate become larger.
Overall there is an increase computational time necessary to solve the DK equations. This is compensated for by being able to estimate the CP and/or CPDF at the estimation site.
In terms of management decisions, one is able to utilize the conditional probability feature of DK to help in making management decisions. The DK method offers a quantitative method for assessing the level of an indicator variable in space and the probability that the indicator is above an arbitrarily set cutoff level. As illustrated, the CP of the estimate is affected by the samples used in the estimation process. When one can manage a given unit area separately from the surrounding units, management efficiency can be improved by utilizing the CP. An example of this has been given where the mean values for two blocks are approximately the same but only in one case is there a high likelihood that the estimated value is greater than the cutoff level (i.e., P* of 0.91 versus 0.65 for the other block). DK, along with other kriging methods, has the advantage in that an estimate (of the mean value or the 63O CPDF) can be made at any iocation even at unsampled locations.
