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Abstract
Our aim in this report is to investigate the asymptotic behavior of
Mittag-Leffle functions. We give some estimates involving the Mittag-
Leffler functions and their derivatives.
1 Mittag–Leffler functions
Similar to the exponential functions frequently used in investigation of integer-
order systems, Mittag-Leffle functions naturally occur in the solutions of
fractional differential equations. In this report, we establish some estimates
involving the Mittag-Leffler functions and their derivatives. The results are
needed for the proofs of the stability theorems presented in [1], [2], [3], and
[4]. As a preparation, following Podlubny [5] we introduce some notations
as follows.
Let γ(ε, θ), ε > 0, 0 < θ ≤ pi, denote the contour in the complex plane which
consists of the three parts
(i) arg(z) = −θ, |z| ≥ ε;
(ii) −θ ≤ arg(z) ≤ θ, |z| = ε;
(iii) arg(z) = θ, |z| ≥ ε.
∗
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This contour γ(ε, θ) divides the complex plane (z) into two domains, which
we denote by G−(ε, θ) and G+(ε, θ). These domains lie correspondingly on
the left and on the right side of the contour γ(ε, θ).
Lemma 1. Let 0 < α < 1 and β be an arbitrary complex number. Then
for an arbitrary ε > 0 and piα2 < θ < piα, we have
(i)
Eα,β(z) =
1
2αpii
∫
γ(ε,θ)
exp (ζ
1
α )ζ
1−β
α
ζ − z
dζ, z ∈ G−(ε, θ);
(ii)
Eα,β(z) =
1
α
z
1−β
α exp (z
1
α ) +
1
2αpii
∫
γ(ε,θ)
exp (ζ
1
α )ζ
1−β
α
ζ − z
dζ,
z ∈ G+(ε, θ).
Proof. See Podlubny [5, Theorem 1.1, p. 30]
Lemma 2. Let λ ∈ C \ {0}, αpi2 < θ < αpi and θ0 ∈ (0, θ −
αpi
2 ) satisfying
|θ − |arg(λ)|| ≥ θ0.
We define
m(α, λ) = max


∫
γ(1,θ) | exp (ζ
1
α )|dζ
2αpi|λ| sin θ0
,
∫
γ(1,θ) | exp (ζ
1
α )ζ
1
α |dζ
2α|λ|2 sin θ0

 ,
t0 =
1
|λ|
1
α (1− sin θ0)
1
α
.
Then
(i) If λ ∈ {z ∈ C : |arg(z)| < αpi2 } and t ≥ t0, we have∣∣∣∣Eα(λt 1α )− 1α exp (λ
1
α t)
∣∣∣∣ ≤ m(α, λ)tα ;
(ii) If λ ∈ {z ∈ C : |arg(z)| < piα2 } and t ≥ t0, we have∣∣∣∣tα−1Eα,α(λtα)− 1αλ
1
α
−1 exp (λ
1
α t)
∣∣∣∣ ≤ m(α, λ)tα+1 ;
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(iii) If λ ∈ {z ∈ C : θ < |arg(z)| ≤ pi} and t ≥ t0, we have
|tα−1Eα,α(λt
α)| ≤
m(α, λ)
tα+1
.
Proof. (i) Let ε = 1, from Lemma 1(ii) we have
Eα(z) =
1
α
exp (z
1
α ) +
1
2αpii
∫
γ(1,θ)
exp (ζ
1
α )
ζ − z
dζ, z ∈ G+(1, θ).
On the other hand, for z ∈ G+(1, θ − θ0) and ζ ∈ γ(1, θ), we have
|ζ − z| ≥ min{|z| sin θ0, |z| − 1}.
Hence, for z ∈ G+(1, θ − θ0) and |z| ≥
1
1−sin θ0
, we obtain the estimate
∣∣∣∣Eα(z)− 1α exp (z
1
α )
∣∣∣∣ ≤
∫
γ(1,θ) | exp (ζ
1
α )|dζ
2piα sin θ0
1
|z|
.
Substituting z = λtα, where λ ∈ {z ∈ C \ {0} : |arg(z)| ≤ θ− θ0} and t ≥ t0,
we have
|Eα(λt
α)−
1
α
exp (λ
1
α t)| ≤
∫
γ(1,θ) | exp (ζ
1
α )|dζ
2αpi|λ| sin θ0
1
tα
.
(ii) By virtue of Lemma 1(ii), we have
Eα,α(z) =
1
α
z
1−α
α exp (z
1
α ) +
1
2αpii
∫
γ(1,θ)
exp (ζ
1
α )ζ
1−α
α
ζ − z
dζ, z ∈ G+(1, θ).
Using the identity 1ζ−z = −
1
z
+ ζz(ζ−z) yields
Eα,α(z) =
1
α
z
1−α
α exp (z
1
α ) +
1
2αpii
∫
γ(1,θ)
exp (ζ1/α)ζ
1
α
ζ − z
dζ, z ∈ G+(1, θ).
This implies
∣∣∣∣Eα,α(z)− 1αz
1−α
α exp (z
1
α )
∣∣∣∣ ≤
∫
γ(1,θ) | exp (ζ
1
α )ζ
1
α |dζ
2αpi sin θ0
1
|z|2
, (1)
where z ∈ G+(1, θ − θ0) and |z| ≥
1
1−sin θ0
. Let z = λtα with λ ∈ {z ∈
C \ {0} : |arg(z)| ≤ θ − θ0} and t ≥ t0, we have
∣∣∣∣tα−1Eα,α(λtα)− 1αλ
1−α
α exp (λ
1
α t)
∣∣∣∣ ≤
∫
γ(1,θ) | exp (ζ
1
α )ζ
1
α |dζ
2piα|λ|2 sin θ0
1
tα+1
.
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(iii) According to Lemma 1(i), we have
Eα,α(z) =
1
2αpii
∫
γ(1,θ)
exp (ζ
1
α )ζ
1−α
α
ζ − z
dζ, z ∈ G−(1, θ + θ0).
Using the identity 1ζ−z = −
1
z +
ζ
z(ζ−z) yields
Eα,α(z) =
1
2αpii
∫
γ(1,θ)
exp (ζ
1
α )ζ
1
α
ζ − z
dζ, z ∈ G−(1, θ + θ0).
|Eα,α(z)| ≤
∫
γ(1,θ) | exp (ζ
1
α )ζ
1
α |dζ
2αpi sin θ0
1
|z|2
,
for z ∈ G−(1, θ + θ0) and |z| ≥
1
1−sin θ0
. Substituting z = λtα, we have
|tα−1Eα,α(λt
α)| ≤
∫
γ(1,θ) | exp (ζ
1
α )ζ
1
α |dζ
2piα|λ|2 sin θ0
1
tα+1
,
where λ ∈ {z ∈ C \ {0} : θ + θ0 ≤ |arg(z)| ≤ pi} and t ≥ t0. The proof is
complete.
Lemma 3. For any function g ∈ C∞(R≥0;R) and λ ∈ {z ∈ C \ {0} :
|arg(z)| < piα2 }, the following limit holds
lim
u→∞
∫ u
0
(u− s)α−1
Eα,α(λ(u− s)
α)
Eα(λuα)
g(s) ds
= λ
1
α
−1
∫ ∞
0
exp(−λ
1
α s)g(s) ds. (2)
Proof. The proof of this lemma follows imediately by using Lemma 2 and
arguments analogous that used for the proof of Lemma 8 in [1]. Hence, we
omit it.
Lemma 4. Let λ ∈ C \ {0} with αpi2 < |arg(λ)| ≤ pi and l ∈ N. Then,
there exists positive constant Ml(α, λ), Mˆl(α, λ) and a positive real number
t0 such that the following statements hold
(i) |
dl
dλl
Eα(λt
α)| ≤ Ml(α,λ)tα for any t > t0,
(ii) |
dl
dλl
Eα,α(λt
α)| ≤ Mˆl(α,λ)t2α for any t > t0.
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Proof. First, we note that since λ satisfies by assumption the inequalities
αpi
2
< | arg (λ)| < pi,
we can choose and fix αpi2 < θ < αpi and 0 < θ0 <
pi
2 such that | arg (λ)| >
θ + θ0. This implies λt
α ∈ G−(1, θ + θ0) for any t > 0. Moreover, by direct
computation, we see
inf
ζ∈γ(1,θ)
|ζ − λtα| ≥ |λ|tα sin θ0, (3)
for any t > t0 :=
1
|λ|
1
α (1− sin θ0)
1
α
.
(i) With θ defined as above, for any t > 0, since λtα ∈ G−(1, θ) using
Lemma 1 we have
Eα(λt
α) =
1
2αpii
∫
γ(1,θ)
exp (ζ
1
α )
ζ − λtα
dζ.
Hence
dl
dλl
Eα(λt
α) =
1
2αpii
∫
γ(1,θ)
exp (ζ
1
α )
dl
dλl
(ζ − λtα)−1dζ
=
tαll!
2αpii
∫
γ(1,θ)
exp (ζ
1
α )
(ζ − λtα)l+1
dζ,
which together with (3) implies
|
dl
dλl
Eα(λt
α)| ≤
l!
2αpi(|λ| sin θ0)l+1
×
1
tα
∫
γ(1,θ)
| exp (ζ
1
α )|dζ, (4)
provided that t > t0. Note that the integral in the right-hand side of (4)
converges because for ζ such that arg(ζ) = ±θ and |ζ| ≥ 1 we have
∣∣∣exp(ζ 1α )∣∣∣ = exp
(
|ζ
1
α | cos
( θ
α
))
,
and cos
(
θ
α
)
< 0 since pi2 <
θ
α < pi. Put
Ml(α, λ) =
l!
2αpi(|λ| sin θ0)l+1
∫
γ(ε,θ)
| exp (ζ
1
α )|dζ.
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This together with (4) completes the proof of this part.
(ii) By Lemma 1, for any t > 0 we have
Eα,α(λt
α) =
1
2αpii
∫
γ(1,θ)
exp (ζ
1
α )ζ
1−α
α
ζ − λtα
dζ. (5)
Substituting the representation
1
ζ − λtα
= −
1
λtα
+
ζ
λtα(ζ − λtα)
into (5) we get
Eα,α(λt
α) = −
1
λtα
1
2αpii
∫
γ(1,θ)
exp (ζ
1
α )ζ
1−α
α dζ+
1
2αpii
1
λtα
∫
γ(1,θ)
exp (ζ
1
α )ζ
1
α
ζ − λtα
dζ.
Note that
1
2αpii
∫
γ(1,θ)
exp (ζ
1
α )ζ
1−α
α dζ =
1
Γ(z)
∣∣∣
z=0
= 0,
see Podlubny [5, Formula (1.52), p. 16]. Hence
Eα,α(λt
α) =
1
2αpii
1
λtα
∫
γ(1,θ)
exp (ζ
1
α )ζ
1
α
ζ − λtα
dζ,
for all t > 0. Using the Leibniz rule for the lth derivative of a product of
two factors, we obtain
dl
dλl
Eα,α(λt
α) =
1
2αpiitα
l∑
k=0
Ckl
(−1)l−k(l − k)!
λl−k+1
∫
γ(1,θ)
exp (ζ
1
α )ζ
1
αk!tαk
(ζ − λtα)k+1
dζ,
which again together with (3) yields
|
dl
dλl
Eα,α(λt
α)| ≤
1
2αpi|λ|l+2
l∑
k=0
Ckl
(l − k)!k!
(sin θ0)k+1
×
1
t2α
∫
γ(1,θ)
| exp (ζ
1
α )ζ
1
α |dζ,
provided that t > t0. Noting again that the integral in the above formula
converges. Setting
Mˆl(α, λ) :=
1
2αpi|λ|l+2
l∑
k=0
Ckl
(l − k)!k!
(sin θ0)k+1
∫
γ(1,θ)
| exp (ζ
1
α )ζ
1
α |dζ
we complete the proof.
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Lemma 5. Let A ∈ Rd×d. Assume that the spectrum of A satisfies the
relation
σ(A) ⊂
{
λ ∈ C \ {0} : | arg(λ)| >
αpi
2
}
.
Then, the following statements hold:
(i) limt→∞ ‖Eα(t
αA)‖ = 0;
(ii)
∫∞
0 τ
α−1‖Eα,α(τ
αA)‖ dτ <∞.
Proof. Denote by a1, . . . , ar the eigenvalues of the matrix A. From linear al-
gebra we know that there exists a nonsingular matrix T ∈ Cd×d transforming
A into the Jordan normal form B, i.e.
B = T−1AT = diag(B1, . . . , Bs),
where the Jordan block Bi, 1 ≤ i ≤ s, is of the following form


λi 1 0 · · · 0
0 λi 1 · · · 0
... · · ·
. . . · · ·
...
0 0 · · · λi 1
0 0 · · · 0 λi


di×di
with λi ∈ {a1, . . . , ar} and
∑s
1 di = d, see Lancaster and Tismenetsky [6,
7
§6.5, Corollary 1, p. 237]. For each i ∈ {1, . . . , s}, we have
Eα,β(Bit
α) =
∞∑
k=0
(Bit
α)k
Γ(αk + β)
=
∞∑
k=0
tαkBki
Γ(αk + β)
=
∞∑
k=0
tαk
Γ(kα+ β)


C0kλ
k
i C
1
kλ
k−1
i C
2
kλ
k−2
i · · · C
di−1
k λ
k−di+1
i
0 C0kλ
k
i C
1
kλ
k−1
i · · · C
di−2
k λ
k−di+2
i
... · · ·
. . . · · ·
...
0 0 · · · C0kλ
k
i C
1
kλ
k−1
i
0 0 · · · 0 C0kλ
k
i


=
∞∑
k=0
tαk
Γ(kα+ β)


λki
1
1!
∂
∂λi
(λki )
1
2!
∂2
∂λ2i
(λki ) · · ·
1
(di − 1)!
∂di−1
∂λdi−1i
(λki )
0 λki
1
1!
∂
∂λi
(λki ) · · ·
1
(di − 2)!
∂di−2
∂λdi−2i
(λki )
... · · ·
. . . · · ·
...
0 0 · · · λki
1
1!
∂
∂λi
(λki )
0 0 · · · 0 λki


,
here
C
j
k =


k!
j!(k − j)!
, if k ≥ j,
0, otherwise,
which are the binomial coefficients for j ≤ k. This implies
Eα,β(Bit
α) =


Eα,β(λit
α)
1
1!
∂
∂λi
Eα,β(λit
α) · · ·
1
(di − 1)!
∂di−1
∂λdi−1i
Eα,β(λ1t
α)
0 Eα,β(λit
α) · · ·
1
(di − 2)!
∂di−2
∂λdi−2i
Eα,β(λ1t
α)
... · · ·
. . .
...
0 0 · · · Eα,β(λit
α)


,
cf. Lancaster and Tismenetsky [6, §9.4, Theorem 4, p. 311]. Due to the
fact that Eα(At
α) = TEα(Bt
α)T−1 and Eα,α(At
α) = TEα,α(Bt
α)T−1, to
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complete the proof of the theorem, it is suffices to prove
lim
t→∞
‖Eα(t
αB)‖ = 0
and ∫ ∞
0
τα−1‖Eα,α(τ
αA)‖ dτ <∞.
(i) By Theorem 4(i), for any i ∈ {1, . . . , s} and l ∈ {0, . . . , di − 1}, we have
lim
t→∞
|
dl
dλli
Eα(λit
α)| = 0.
Hence
lim
t→∞
‖Eα(t
αB)‖ = 0.
(ii) For t0 specified in Theorem 4, since α > 0 we have
∫ t0
0
τα−1‖Eα,α(τ
αB)‖ dτ <∞. (6)
Therefore, to show that
∫ ∞
0
τα−1‖Eα,α(τ
αB)‖ dτ <∞,
it is suffices to prove that
∫ ∞
t0
τα−1‖Eα,α(τ
αB)‖ dτ <∞.
By Theorem 4(ii), for any i ∈ {1, . . . , s} and l ∈ {0, . . . , di − 1}, we have
∫ ∞
t0
τα−1|
dl
dλli
Eα,α(λiτ
α)| dτ ≤
∫ ∞
t0
Mˆl(α, λ)
τα+1
dτ =
Mˆl(α, λ)
αtα0
.
Therefore, ∫ ∞
t0
τα−1‖Eα,α(τ
αB)‖ dτ <∞,
which together with (6) implies
∫ ∞
0
τα−1‖Eα,α(τ
αB)‖ dτ <∞.
The proof is complete.
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