In this paper, we are concerned with the performance evaluation of code allocationalgorithms in Universal Mobile Telecommunication System (LRvlTS) networks. UMTS networks will offer multiple services (voice, data, video, etc.) with different quality+f-service .(QoS) requirements to mobile users. In this paper, we evaluate the performance of different code (rate) allocation algorithms on the UMTS uplink in a mixed voicddata traffic scenario. n o different code allocation algorithms are considered: one based on the overall buffer occupancy at the user terminal, and the'other based on dividing the available codes equally among the requesting users. Further, for a data-only system, we evaluate the performance of two algorithms for rate and power allocation based on received signal-to-interference ratio (SIR) at the base station.
I. INTRODUCTION
UMTS networks will offer multiple services (voice, data, video, etc.) with different quality-of-service (QoS) requirements to mobile users [1] - [3] . UMTS networks support high speed radio access (up to 2 Mbps) based on Widehand Code Division Multiple Access (WCDMA). The users, during call establishment, request the network the desired QoS for the connection in terms of data rate, delay, priority, reliability, etc. The network allocates the available resources (transmission rate and transmit power) to different users based on certain resource allocation policy. Rate allocation to each user can be varied either by allocating multiple spreading codes with constant spreading factor or by varying the spreading factor. In WCDMA, the physical channels follow a layered structure of radio frames and time slots. Each radio frame is of lorn duration and consists of 15 slots. The maximum number of bits sent per radio frame depends on the rate allocated to the user. The network can dynamically vary the rate allocation to different users on a frame-by-frame basis.
The radio interface piotocol layers which are involved in the radio resource allocation are shown in Fig. 1 [4) . The radio resource control (RRC) in Layer 3 (L3) is responsible for 6he signaling and control information exchange between the user and network to effect allocation and deallocation of radio resources [ 5 ] . The data transport services offered by the physical layer (Layer 1.-L1) [6] is achieved through the use of transport channels via the media access control (MAC) [7] Refer Fig. 2 which illustrates the following definitions. The basic unit of data exchange between L1 and MAC for L1 processing is called a transport block (TB) . The transport block size is the number of bits in a TB. A set of TBs exchanged between L1 and MAC during the same frame using the same transport channel is called a transport block set (TBS). The TBS size is the number of bits in the TBS. The TB size and the TBS size are chosen by the MAC at the user terminal. The periodicity at which a TBS is transferred by L1 on to the air interface is called transmission rime interval ("I). The allowed values of"I are 10,2040, and 80 ms. The MAC delivers one TBS to L l every " I . The format (TB size, TBS size, typehate of coding, size of CRC) offered by L1 to MAC (and vice versa) for the delivery of TBS during a TTI on a given transport channel is called transport format (TF).
The transport format determines the transport channel bit rate before L1 processing. For example, let TB size = 336 bits (320 bits payload t 16 bits header), TBS size = 2 TBs per TTI, and TII = 10 ms. Then the transport channel bit rate (with header) is given by 336*2/10 = 67.2 Kbps. The user bit rate (without header) is given by 320*2/10 = 64 Khps. Thus, it can he seen that varable bit rate transmission on a single transport channel can be achieved by changing (from one TTI to the other) either the TBS size only, or both the TB size and the TBS size. A set of transport In this paper,.we are interested in evaluating the performance of different code (rate) allocation algorithms on the UMTS uplink in a mixed voicddata traffic scenario. WO different code allocation algorithms are considered: one based on the overall buffer occupancy at the user terminal, and the other based on dividing the available codes equally among the requesting users. In the buffer occupancy based algorithm, the rate allocation is done is such a wa$ that the user with a larger buffer occupancy will be assigned a higher rate. We also evaluate the performance of SIR based rate and power allocation algorithms in a data-only system.
Il. SYSTEM MODEL
We Consider a mixed voicddata system in which there are N mobile user terminals. Each user can generate a CS voice call and/or a PS data call. That is, at any given time, a terminal can have a) neither a voice nor a data call, b) a voice call. and no data call, c) a data call and no voice call, and d) simultaneously both a voice.= well as a data call. Voice call arrivals are assumed to follow a Poisson distribution, i.e., the voice call inter-arrival time is exponentially distributed with mean T!"). The voice call holding time is also assumed to be exponential with mean call holding time 7 ' ; ' . Since speech consists of alternating active and silence periods, we model the voice source as a ON/OFF source where the ON and OFF periods are assumed to be exponentially distributed with means Ton and To,,, respectively. During a PS data call, packets arrive in bursts where the burst inter-arrival time is assumed to be exponentially distributed with mean T y ' , and the number of transport blocks (TB) per burst is assumed to be geometrically distributed with mean Md.
A. Code Allocation Algorithms
The network allocates channel rates to users by assigning different number of spreading d e s with different spreading factors. The spreading factor can be in the range 4 to 256 on the UMTS uplink. In other words, with a 3.84 Mcps chip rate, the minimum channel rate can be 3.84 x 106/256 = 15 Kbps. This channel rate will typically be. larger than the user information rate because of overhead bits due to coding, CRC, etc.
In our model, we consider that the network allocates channel rates to users in integer multiples of Rmin, where Rmin is the minimum channel rate that can be assigned to a user. Here, we take Rmin = 60 Kbps which corresponds to a spreading factor of 64. This 60 Kbps chanyel rate can carry a 12.2 Kbps CS voice.call or 16 Kbps PS 9 traffic. both with their associated overhead bits due to coding, CRC, etc [9]. The values of the available channel rates then are 60,120,180, and 240 Kbps. We assume that'Nc spreading codes eacb corresponding to rate R,i, are available with the network for allocation. The network can change the allocation of spreading codes to different users every TTI. We assume that the network gives priority to voice calls while allocating spreading codes, i.e., available%odes are first allotted to voice calls and the remaining codes are allotted to data calls. The algorithms presented in the following are for assigning codes for the.data calls. A code allotted to a voice call is held for the entire call duration. In user terminals with simultaneous voice and data calls, silence periods in voice can be used to send data packets. For terminals with only data calls, codes can be allocated/deallocakd every TIT.
A.l Algorithm1
In this algorithm, the network allots codes to users based on the data buffer occupancy at the individual user terminal. The network allocates codes in such a way that the user with a larger buffer occupancy will be assigned a higher rate.
Let N be the number of users in the system. Let N , be the total number of codes of rate corresponding to Rmin available in the system. Let M, 1 5 M 5 Nc, be the maximum number of codes of rate corresponding to Rmin that can be allotted to a given user. It is assumed that the network has the knowledge of buffer occupancy in all the participating user terminals. The network first assigns codes to newly arrived voice calls. The network then arranges the users in descending order of data buffer occupancy. Let N; be the number of transport blocks in the buffer of the i th user in the ordered list. Let Vi be the number of codes allotted to the ith user in this list. Note that V, can be either 1 or 0 depending on whether the iih user has a voice call or not. The number of the remaining codes available for allocation to data calls (including data calls in user terminals with simultaneous voice and data), PO, is then given by N The algorithm performs code allocation to the largest buffer occupancy user first, the second largest buffer occupancy user next, and so on. This process is continued until the least buffer occupancy user gets the code allocation or the available codes are exhausted, whichever happens first. Accordingly, the number of codes assigned to the ith user in the list, C,, is obtained as
where P;, i = 1,2, ..,, N , is the number of codes remaining after C; codes have been allotted to the ith user in the list. With the definition of PO in Eqn. (1) as the initial condition, the P;s are recursively obtained using the relation P, = Pi-1 -c,.
In this algorithm, theaetwerk allots codes to different users based on dividing the avai!able codes equally among the requesting users. Like in Algorithm I, codes are allocated to voice calls first. Following the same notation used in Algorithm I, the assignment of the remaining codes to the data calls is done as follows.
Let N, be the number of users with non-zero buffer occupancy. 
UI. PERFORMANCE EVALUATION
The transport channel parameters (TB size, TIT, TFs) for a voice call are taken to be as shown in 
TFI.

TABLE I TRANSPORT CHANNEL PARAMETERS FOR 12.2 KBPS SPBBCH
The transport channel parameter for a data call are taken to be as shown in Table II [9]. The TTI is 20 ms and the transport block (TB) size is 336 bits (which includes 320 bits of data and 16 bits of header). The TB set size can be 0,1,2,3, or 4 correspondingto Accordingly, for TB set size of 4 x 336, the maximum information rate possible for the data call is 4 x 320/0.02 = 64 Kbps. 
TABLE N
SIMULATION PARAMETERS
We evaluated the performance of voice and data calls through simulations. The voice call performance evaluated is the voice call blocking probability. Since voice calls are given priority, the voice call blocking probability follows the Engset formula given by P ( N , N , , p ) = --where p = %. For data calls, the mean data burst transfer delay performance is evaluated. The values used for various parameters in the simulations are shown in Table IV . Figure 3 shows the mean data burst delay performance as a function of data burst anival rate for the two code allocation algorithms described before. The curves are parameterized by the mean voice call inter-arrival times, T;. When the voice call arrival rate is very low (e.g.. .T!") = 1500 secs), both the algorithms result in good delay performance for data. For example, for data burst anival rate less than 3.5 bursts/sec/node. both the algorithms result in a mean delay of less than 50 frames (i.e., 500 ms) duratiou:Also, the buffer occupancy based Algorithm I performs marginally better than the equal share based Algorithm II. This is because by allocating more codes to a higher buffer C,=' ,(";%+ ' . occupancy user the chances of picking the combination TFClO gets increased compared to the equal share allotment Algorithm Il, which results in more number of bits sent per code allotted. This effect will be more as the burst arrival rate gets increased. Hence, the mean delay performance improvement of Algorithm I over Algorithm Il is more visible at higher arrival rates. Also, as the voice call arrival rate increases (e.g., T?) = 120 secs), the delay performance of data bursts degrades as the voice calls get priority in code allocation.
W. SIR BASED ALGORITHMS
In the previous section, the code allocation algorithms did not consider the received SIR at base station. Also, power allocation to the user terminals was not considered while allocating the transmission rate. In this section, we evaluate the performance of two rate and power allocation algorithms based on received SIR at the base station for a data-only system. In the first algorithm, the user terminal is allocated a transmission rate as, well as transmit power by the base station. In the second algorithm, the base station allocates only the transmission rate and the user terminal transmits a: the maximum allowable transmit power, P,,,. In 60th the algorithms allocations are made in such a way that a certain BER performance criterion is met at the base station for each user. The received SIR at the base station for mobile i is given by
where Pi is the transmit power of mobile i, Gi is the channel gain for mobile i, and q is the thermal noise power. The channel gain, G;, is given by where di is the distance of mobile i from the base station, q is the path loss exponent, and C; is the normally distributed shadow fading random variable for mobile i. The received Eb/N, for mobile i is then given hv,
where R; is the rate of the code assigned to user i. In order to meet a given BER, the received &/No should be greater than a given threshold value, n t h .
A. SIR based algorithm with power control
The user terminals with backlogged data packets are ordered according to their received SIR at the base station. The code allocation is then done in descending order of the received SIR, i.e., the codes are allotted to the user with the highest SIR first, and so on. The SIR estimates of user terminals which transmitted packets in the previous frame can be measured on the traffic channel and made available at the base station. The SIR estimates of the user terminals with new message arrivals can be measured from the resource request transmission made by them on the random access channel. The resource request transmission for new message anivals is done using the maximum permissible transmit power, Pmaz.
Once the rate allocation is done, the base station calculates the minimum overall transmit power and the individual transmit power for each mobile in order to meet the given EbIN, threshold value, 0 t h . The objective of the base station is to find the power allocations to each mobile so that
IEC
pi I p l n a z .
(10)
where C is the set of user terminals which have been allotted rates in this iteration. In order to minimize Pi, we use the equality constraint in Eqn. Pi, . '. P;, 1. I is the number of user termiIf the power allocation to any user terminal exceeds the maximum permissible transmit power level, P,,,, its rate of transmission is reduced and the power vector is again calculated. This process is continued till a feasible power vector is found.
B. SIR.based algorithm without power control
In this case, the user terminals are allowed to transmit with the maximum power level, P,,,, and no power optimization is done at the base station. The requesting user terminals are arranged in descending order of received SIR. Maximum possible rate is allotted to the user terminal with the best received SIR. Rate is then assigned to the user terminal with the next best SIR, and so on till either the codes are exhausted or all the user terminals have been assigned codes. The base station then calculates the received EblN, for each user terminal using this rate allocation and transmit power P,,,,,. If the received for any user terminal is less than R t h r the rate allotted to that user terminal is reduced till the received EaIN,, exceeds Rth. 
SIMULATION PARAMETERS FOR SIR BASED ALGORITHMS
We evaluate the performance of the above SIR based rate and power algorithms through simulations. The transport format set available to the mobile is given in Table ll. The shadow fading experienced by each node is assumed to be Gaussian with mean 0 and variance a' and is correlated with correlation of 0.8. The simulation parameters are given in Table V . The path loss model is taken to be loss(dB) = 128.1 + 37.6.logio(R), (13) where R is the distance of the user terminal from the base station in km [lo] . Fig. 4 shows the average data burst delay versus the data burst arrival rate for the SIR based algorithms. It is observed that the SIR based algorithm with power control performs better in terms of average data burst delay for a given arrival rate. The interference from the transmitting nodes is lesser when power control is used than when there is no power control. This .allows more nodes to transmit at the same time resulting in better resource (code) utilization and hence lower delays. Fig. 5 shows the average data burst delay for individual nodes as a function of theirdistance from the base station for a parlicular simulation scenario.
C. Results and Discussion
It is observed that the algorithm with power control ensum that nodes which are far away see the same delay as the nodes which are closer to the base station. In the no power control case, all the nodes transmit at P, , , resulting in a high interference from the nearby nodes. This causes the far off nodes to wait till the end of the transmission from closer nodes before being able to send their data bursts. Hence, the far off nodes experience a higher delay than the nearby nodes. 
V. CONCLUSION
In this paper, we evaluated the performance on two code allocation algorithms for mixed voicddata traffic on the UMTS uplink. Two different code allocation algorithms were considered: one based on buffer occupancy at the user terminal, and the other based on dividing the available codes equally among the requesting users. We showed that the allocation based on buffer occupancy performs marginally better than the equal share algorithm. For a data-only system, we evaluated the performance of SIR based algorithms with and without power control. It was shown that the system with power control performs better than the system without power control.
