Salt bodies are important subsurface structures with significant implications for hydrocarbon accumulation and sealing in offshore petroleum reservoirs. This study presents an unsupervised workflow for delineating the surface of salt bodies from 3-D seismic surveying based on a multi-attribute k-means cluster analysis. The workflow consists of four steps. First, a suite of seismic attributes are selected and computed from the volume of original seismic amplitude, each of which separates the target salt boundaries from the surrounding non-boundary seismic features in its unique way. Second, two sets of representative samples are manually picked in an interpreter-specified vertical section to help initialize the centres of the boundary and nonboundary clusters. Third, the k-means cluster analysis is performed on the seismic attributes to generate a clustering model for volumetric processing. Finally, applying the built k-means model to every sample in the seismic volume provides us with a probability volume in which the high values indicate the presence of salt-dome boundaries. The effectiveness of the proposed method is verified for interpreting the multiple salt bodies in the F3 seismic data set over the Netherlands North Sea, and the generated salt-boundary volume can serve as input for more advanced salt interpretation, such as salt surface/body extraction, to assist structural framework modelling in the subsalt zones of high geologic complexities and petroleum potentials. We conclude that the proposed workflow paves the way for computer-aided seismic interpretation in a more comprehensive manner by incorporating more advanced machine learning algorithms (e.g. artificial neural network) and targeting other important seismic structures (e.g. fault).
I N T RO D U C T I O N
Salt domes are of important geologic implications for robust characterization and modelling of hydrocarbon reservoirs in the subsurface. For example, a belt of salt domes lies beneath the surface of the Gulf of Mexico, which makes it one of the major hydrocarbon producing players. In 3-D seismic data, the presence of a salt body can easily be recognized due to the apparently weak and chaotic reflection patterns inside the salt. However, computer-aided saltbody detection and interpretation remain challenging, especially in the exploration areas of multiple salt bodies developed at different stages. In the past decades, great efforts have been devoted into this topic by developing both new attributes and methods/algorithms to help delineate salt bodies from the surrounding non-salt features.
From the perspective of seismic attribute analysis, edge detection, geometry measurement and texture analysis are all applicable for highlighting the boundaries of a salt body, across which the seismic signal often varies significantly. Specifically, the edge detection and geometric attributes evaluate the lateral changes in seismic patterns, including amplitude, waveform and/or reflector geometry. Correspondingly, these attributes can easily identify the salt boundaries between the coherent seismic reflection out of the salt body and the chaotic reflection inside the salt body. Such attributes include the coherence (Bahorich & Farmer 1995) , the semblance (Marfurt et al. 1998) , the similarity (Tingdahl & de Rooij 2005) , various edge detectors used in the field of image processing (e.g. Luo et al. 1996; Zhou et al. 2007; Aqrawi et al. 2011; Di & Gao 2014; Amin & Deriche 2015) , the curvature (e.g. Roberts 2001; Al-Dossary & Marfurt 2006 ) and the flexure (Gao 2013; Di & Gao 2017a) . Similarly, as the first seismic texture attribute, the grey-level co-occurrence matrix (GLCM) was introduced from the field of image processing and is now widely used for seismic facies analysis C The Author(s) 2018. Published by Oxford University Press on behalf of The Royal Astronomical Society.
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(e.g. Gao 2003; Eichkitz et al. 2013; Di & Gao 2017b ). However, while implemented for salt-body detection, in most cases, the single GLCM attribute was often insufficient for accurate delineation of the salt boundaries. Recently, with the increasing interest in subsalt oil exploration in Deepwater Gulf of Mexico, more texture attributes have been developed, including the gradient of textures (GoT; Hegazy & AlRegib 2014) , the seismic saliency (Shafiq et al. 2016 ) and the salt likelihood (Wu 2016) . Specifically, the GoT attribute evaluates the perceptual dissimilarity of the seismic texture between two adjacent analysis windows and thereby is capable of delineating the salt boundaries based on the apparent variations of seismic texture (Hegazy & AlRegib 2014; Wang et al. 2015; Shafiq et al. 2015a) . The idea of seismic saliency originates from the modelling of the human vision system and is capable of highlighting the zones where the reflection pattern changes most significantly and receives highest attention from the interpreters in a seismic volume (Drissi et al. 2008; Shafiq et al. 2016) . The salt likelihood attribute is derived from seismic structure tensors (van Vliet & Verbeek 1995; Weickert 1997; Fehmers & Hocker 2003) and highlights the salt boundaries by measuring the linearity or planarity of seismic reflection (Wu 2016) .
While treating salt attribute maps as digital images, the second step of salt-body interpretation then aims at suppressing the false salt boundaries in such images, which turns to be a classic image segmentation problem. Several solutions have been reported in the literature. For example, the normalized cuts (e.g. Shi & Malik 2000; Lomask et al. 2007 ) detect salt domes by solving a global optimization problem with less sensitivity to local discontinuities. However, this method is computationally expensive and not suitable for processing large seismic data sets. The active-contour-model method (e.g. Zhang & Halpert 2012; Haukas et al. 2013; Shafiq et al. 2015b) starts with an initial boundary from interpreters and then gradually deforms it to fit the actual salt geometry observed in edge-detection attributes. Similarly, Wu (2016) incorporates discrete pickings by an interpreter into the detection process to guide accurate delineation of salt boundaries, especially in complicated zones with gaps or outliers. To avoid interpreter bias, Ramirez et al. (2016) adopt the theory of sparse representation (Donoho et al. 1998 ) to minimize intervention from interpreters while automatically segmenting salt structures from 3-D seismic data set. Wu et al. (2017) applies the optimal path picking algorithm for salt-boundary delineation from a limited number of key points defined by an interpreter. Meanwhile, considering the insufficiency of a single attribute to reliable salt detection, researchers (e.g. Berthelot et al. 2013; Halpert et al. 2014; Amin & Deriche 2015; Guillen et al. 2015; Qi et al. 2015; Di & AlRegib 2017; ) have suggested integrating multiple attributes through machine learning techniques for improved detection accuracy and efficiency.
In this paper, we propose an unsupervised method to accurately delineate the boundary of salt bodies from 3D seismic data by integrating multiple seismic attributes and the k-means cluster analysis. It consists of four major components. First, a suite of seismic attributes is selected and calculated from the amplitude volume, which expands every seismic sample to a vector in the attribute domain. Second, two sets of representative samples are manually picked on an interpreter-specified vertical section, whose attribute vectors are used for initializing the centres of the salt-boundary and non-boundary clusters, respectively. Third, the k-means clustering is performed on the selected seismic attributes to build an optimal k-means clustering model. Finally, the built model is applied to all seismic samples to provide a probability volume. After illustrating the proposed workflow in detail, we demonstrate its added value through application to the F3 seismic data set over the Netherlands North Sea (dGB Earth Sciences B. V. 1987), where multiple salt domes are observed and dominate the structural deformation in the area.
M E T H O D O L O G Y

k-means clustering
The k-means clustering (MacQueen 1967) was first developed in the field of signal processing with applications in data mining. The goal of the algorithm is to partition observed data into k clusters with the shortest Euclidean distance between the observations and their associated cluster centres. For illustration purposes, consider grouping a data set of 12 observations into three clusters as shown in Fig. 1 . In the 2-D data space, the standard algorithm (MacKay 2003) of k-means cluster analysis consists of four steps: first, the number of clusters k (in this case k = 3) is specified with their centres initialized randomly (denoted by the coloured circles in Fig. 1a) . Second, every observation is tentatively assigned to the nearest cluster in the least-squared sense, and correspondingly the 12 observations are partitioned into three clusters. Third, with the observations incorporated into the clusters, the centres are updated by calculating the means of the new data clusters (denoted by arrows in Fig. 1c) . Finally, the second and third steps are repeated until convergence is reached and no change occurs to the cluster centres beyond a pre-defined threshold. In the example of Fig. 1 , the kmeans clustering successfully partitions all the 12 observations into three clusters as coloured squares in Fig. 1 
(d).
Algorithm description
Traditionally, the k-means clustering is a common tool for unsupervised learning that requires no prior knowledge of the features of interest, and the centres are often initialized randomly. However, a seismic survey usually contains a number of distinct features (e.g. channels, faults and salt bodies), which share similar attribute patterns, such as low semblance for channels, faults and salt boundaries. When applied to such a survey, the use of random cluster initialization runs the risk of mixing the target feature with the similar ones into the same group. In this paper, we propose interpreter-guided initialization to ensure robust delineation of the target salt-dome boundaries. Fig. 2 illustrates the proposed workflow for the k-means cluster analysis, which consists of four steps . First, a set of seismic attributes is generated from the volume of seismic amplitude, which expands every seismic sample to a vector in the attribute domain. Second, two sets of points are manually picked on a vertical section that represent the salt boundaries and the non-boundary features, respectively. Third, with the cluster centres initialized, the k-means cluster analysis is performed on the prepared seismic attributes to build an optimal clustering model. Finally, the built kmeans model is applied to the entire seismic volume, generating a probability volume of the salt-dome boundaries.
Next, we explain each step in detail. For the testing purpose in this work, we use a subset of the 3-D seismic data set over the F3 block in the Netherlands North Sea (dGB Earth Sciences B. V. 1987), where the subsurface geology is dominated by multiple salt domes as well as the associated structural/depositional features. Fig. 3 displays the seismic amplitude of the vertical section of inline #415 in which the salt dome is imaged of chaotic reflection and its boundaries are of strong reflection intensity. Such a distinct seismic pattern results from the apparent contrast in the acoustic impedance between the salt domes and the overlying formation/rock layers. When applying the proposed workflow, all the processing is performed on the entire seismic volume, but for the convenience of illustration, the results of every step are clipped to the same vertical section, that is, inline #415.
Step 1: attribute selection. As shown in Fig. 2 , seismic attributes serve as the essential input to the proposed workflow for saltboundary delineation. Hence, selecting the suitable attributes plays a key role in the reliable differentiation of the target seismic features from the rest when machine learning techniques are implemented for seismic interpretation (Barnes & Laughlin 2002; Zhao et al. 2015) . There exist a large number of seismic attributes for interpreters to select by their different interpretation purposes (e.g. Chopra & Marfurt 2005) . For salt-boundary delineation in this study, the selected attributes are expected to help enhance the salt boundaries to be more distinguishable, meanwhile the non-boundary features (such as horizons) shall be significantly suppressed in the attribute images. Among all possible seismic attributes, we select and generate 12 attributes from the amplitude volume (Table 1) , including,
(1) RMS amplitude. It measures the root mean square (RMS) of seismic amplitude within an analysis window and thereby is indicative of reflection intensity. As shown in Fig. 4(a) , the salt boundaries are highlighted with high RMS values, whereas the surrounding features are relatively low in RMS amplitude.
(2) GLCM texture. It describes the local distribution of seismic texture in various statistical ways, leading to about 10 types of GLCM attributes (e.g. Gao 2003) . After examination, we select 8 of the 10 available GLCM attributes. Particularly, the GLCM contrast, dissimilarity, entropy, standard deviation and variance (Figs 4b-f) highlight the salt boundaries in high attributes values, whereas the GLCM angular second moment, energy, homogeneity (Figs 5a-c) highlight the salt boundaries in low attribute values.
(3) GoT. It measures the perceptual dissimilarity between two adjacent windows and is indicative of texture-based boundaries (Shafiq et al. 2015a) . Therefore, such an attribute is capable of highlighting the salt boundaries in high values, whereas the surrounding features are suppressed as low values (Fig. 4g) .
(4) Seismic saliency. It is introduced from human vision modelling and uses the theory of saliency detection to capture zones in a seismic volume that receive highest attention from the human interpreters (Shafiq et al. 2016) . When applied to the F3 data set, this attribute captures the strong reflectors in high values, including the boundaries of the salt dome, whereas the surrounding weak reflection is of low saliency values (Fig. 4h) .
(5) Canny edge detection. As one of the useful edge-detection attributes, it measures the lateral variation of seismic amplitude by the Canny edge detector and is effective for identifying the seismic structures associated with apparent variation of reflection pattern (Di & Gao 2014) . Due to the chaotic reflection inside the salt domes, high values are estimated in the salt domes, whereas relatively low values are estimated along the salt boundaries (Fig. 5d ).
After extracting all the 12 attributes, every sample in the seismic volume is expanded into a vector of 12 attributes, which allows the k-means clustering of seismic samples in the 12-dimensional attribute domain. Notably, all these attributes have varying value ranges. Hence, a normalization step is necessary before applying machine learning in the multi-attribute space, including the k-mean cluster analysis used in this study. Such normalization facilitates the clustering in two ways. First, for attributes of narrow histogram (such as the GoT in Fig. 4g ), the contrast of the GoT values between the salt features and the non-salt ones is subtle compared to the GLCM texture. Normalization helps stretch the histogram and assign the GoT attribute more weight while differentiating the saltboundary and non-salt clusters. Second and more importantly, some attributes (such as RMS amplitude in Fig. 4a ) have large magnitude values, whereas others (such as GLCM texture) are much smaller. This unbalanced intensity would result in a biased k-means model that is more sensitive to features of strong RMS amplitude. Normalization becomes important to avoid such shadow effects and help promote the contribution from those attributes of low magnitude to the clustering procedure.
Step 2: cluster centre initialization. To initialize the k-means cluster analysis, we manually pick two sets of representative samples on the salt boundaries and the non-boundary features, respectively. Theoretically, one sample for each group is desired for such initialization. However, considering the presence of seismic noises and structure complexities in Fig. 3 , we pick a total of 879 samples in the vertical section of inline #415, with 197 on the salt boundaries and 682 on the non-boundary features (Fig. 6 ). Here we propose two approaches for cluster centre initialization: (1) to apply binary initialization, in which 1.0 is assigned to the boundary vector and 0.0 to the non-boundary vector if the corresponding attribute highlights the salt boundaries in high values (such as RMS amplitude). On the contrary, such assignment is reversed if the attribute highlights the salt boundaries in low values (such as semblance); and (2) to initialize two cluster centres as the statistical mean of the boundary pickings and the non-boundary pickings, respectively. The former is easy for implementation, whereas the latter leads to fast convergence. In this study, we implement the second approach, with the initial centre of the salt-boundary cluster estimated from the 197 pickings denoted by cyan dots in Fig. 6 , and the initial centre of the non-boundary cluster estimated from the 682 pickings denoted by magenta dots in Fig. 6 .
Besides the cluster centre initialization, the 879 manual pickings are further utilized for (1) Attribute cross plotting. It is one of the common approaches used for visually verifying the capability of the selected attributes in differentiating the target salt boundaries from the surrounding features. A set of qualified seismic attributes is expected to partition the boundary pickings and the non-boundary pickings into two separate groups with a visible border between them. Fig. 7 displays the cross plotting of four of the twelve selected attributes in which we note that the pickings on the salt boundaries (denoted by cyan dots) and those on the non-boundary features (denoted by magenta dots) become distinguishable with the aid of the selected attributes.
(2) k-means model evaluation. After building the optimal kmeans model, its performance is then evaluated by applying it to the 879 manual pickings. More details are described in Step 3.
(3) Supervised classification. While explicitly illustrating the simple unsupervised k-means clustering in this work, we also adopt the proposed workflow (Fig. 2) to utilize more advanced machine learning algorithms, such as support vector machine and artificial neural network. For such supervised classification, the 879 manual pickings are used for training the classification models. The results are compared in the next section.
Step 3: k-means model building and evaluation. As illustrated in Fig. 2 , with the cluster centre initialized in step 2, the k-means cluster analysis is performed in the 12-dimensional attribute space, which provides the optimal clustering model in 10 iterations.
Next, before applying the built model for volumetric processing in step 4, we utilize the 879 manual pickings for evaluating its performance on identifying the salt boundaries. Table 2 lists the confusion matrix, in which 91 per cent is obtained for the accuracy, the true positive rate and the true negative rate. Fig. 8 displays the re-clustering image. Compared to Fig. 6 , we note that the majority of the pickings are labelled correctly, except those on the adjacent strong reflectors (denoted by circles), where the seismic patterns are similar to those on the salt boundaries, causing them not differentiable in the attribute domain.
Step 4: volumetric processing. After the accuracy of the built kmeans clustering model has been verified, the final step is to apply the model to the entire seismic survey for volumetric processing, which generates a salt-boundary probability volume of the same size as the original seismic survey. For the salt-boundary delineation, the output of the standard k-means clustering is often binary. However, as illustrated in Fig. 7 , although the border between the two clusters is visually clear, we note many samples along the border of comparable distance to both clusters, implying that such binary classification would cause misinterpretation of these samples. To over such limitation, we propose improving the clustering algorithm to estimate the probability of one sample being on the salt boundaries.
In particular, at every sample, applying the clustering model provides two distances from the sample to the salt-boundary cluster and the non-boundary cluster, respectively. For the former, the smaller the distance is, the higher probability the sample is on the salt boundaries. The interpretation becomes opposite for the latter. The salt-boundary probability can be estimated in two ways. The first method is to simply normalize the distance to the non-boundary cluster. The second and more robust method is to normalize both distances, reverse the distance to the salt-boundary cluster and compute the average of the two normalized distances. Fig. 9 compares the probability map by the proposed k-means clustering algorithm with the binary map by the standard algorithm, corresponding to the vertical section of inline #415. Apparently, the salt boundaries are depicted in both maps. Compared to the binary map, the probability map reveals more information about how confident the delineation is along the boundaries. It is particularly useful for interpreters to identify the false positives on the adjacent strong reflections (denoted by circles in Fig. 8 ), which are labelled as salt boundaries in the binary map, but assigned relative low salt-boundary probabilities in Fig. 9 (b).
R E S U LT S A N D A P P L I C AT I O N S
We apply the proposed multi-attribute k-means clustering analysis to the F3 seismic data set, and Fig. 10 displays the detected boundaries of the salt domes in 3-D view. Compared to the seismic amplitude, the probability volume highlights the salt boundaries clearly, especially in the zones of geologic complexities where two salt domes originate from different sources but merge together during their up-rising (denoted by circles). For the convenience of comparison, we then adjust the opacity of the probability volumes and overlay them on the original seismic images (Fig. 11) . It is clear that the generated salt-boundary probability volume provides a good delineation of the outlines of the salt domes from the F3 seismic data set, which matches the results reported in previous studies (e.g. Berthelot et al. 2013; Wang et al. 2015; Shafiq et al. 2015a Shafiq et al. ,2015b . Besides the visualization of the salt boundaries from the generated probability volume, it could also serve as input for more advanced quantitative salt-body interpretation, such as salt surface/body extraction. Fig. 12 displays the extracted salt surface from the probability volume, which is generated by fitting a surface of local maximum salt-boundary probability. For quality control, we then clip the extracted salt surface to four randomly selected vertical sections of the F3 data set. As demonstrated in Fig. 13 , the proposed method helps accurately delineate the salt boundaries in the areas of either one single salt body or multiple salt bodies merging.
In addition, the proposed workflow of multi-attribute k-means cluster analysis (Fig. 2) has great potential for more impacts and applications in the domain of seismic interpretation. For example, this workflow can be easily expanded by incorporating more machine learning algorithms, such as support vector machine ) and artificial neural network. Such expansion allows interpreters to conduct fair comparisons given the same data set and select the most useful classification results for salt-body interpretation (Di & AlRegib 2017) . In the case of supervised classification, the manual pickings are used for training the optimal classification model, instead of simply initializing the k-means cluster centres (Step 2). Fig. 14 displays such a comparison of six machine Figure 9 . The comparison between the probability map (a) by the proposed algorithm and the binary map (b) by the standard k-means algorithm, in the vertical section of inline #415. The salt boundaries are depicted in both maps. However, the probability map indicates how confident the delineation is on the salt boundaries, which allow the interpreters to identify the false positives on the adjacent strong reflections (as denoted by circles in Figure 8 ). learning algorithms for the F3 seismic data set. In general, all the boundaries are close to each other, indicating comparable performance between the six algorithms; meanwhile, the observed minor difference reveals helpful clues for an experienced interpreter to investigate the salt domes in more details and integrate them for more comprehensive interpretation.
C O N C L U S I O N S
Reliable detection of subsurface salt bodies from 3-D seismic data is essential for reservoir characterization and modelling. This study has presented an unsupervised method for efficient salt-boundary delineation based on multi-attribute k-means cluster analysis, which consists of three major components. First, a suite of seismic attribute are selected to help differentiate the salt boundaries of interpretational interest from the surrounding non-boundary features in a multidimensional attribute space. Twelve seismic attributes are used (Fig. 2) , with the logistic regression in red, the decision tree in magenta, the random forest in black, the support vector machine in yellow, the artificial neural network in green and the k-means clustering in cyan. All detection is clipped to two randomly selected vertical sections for visualization. in this study, including RMS amplitude, GLCM texture, GoT and seismic saliency, and the performance could be further improved by developing and incorporating more salt attributes. Second, two sets of manual pickings are used for initializing the k-means cluster analysis in the attribute domain and building an optimal clustering model for volumetric processing. Finally, applying the built clustering model to the entire seismic survey provides us with a saltboundary probability volume, which not only clearly delineates the salt boundaries, but also offers new insights for more advanced salt interpretation, such as salt surface/body extraction.
The proposed workflow can also be easily expanded to be more impactful and applicable. On one hand, incorporating more machine learning algorithms (e.g. support vector machine and artificial neural network) makes it possible for interpreters to conduct fair comparisons between these results and integrate them to best achieve their interpretation goal. When the supervised classification is applied, more manual pickings are recommended for training the best classification model and thereby ensuring the optimal results. On the other, such multi-attribute based machine learning is applicable to many other problems of seismic data analysis, such as fault detection ) and surface wave removal (Galvis et al. 2017) .
The simple machine learning algorithms, including k-means clustering and support vector machine, have been tentatively implemented in this study for salt-body interpretation from 3-D seismic data, and the performance of the proposed workflow is greatly dependent on an experienced interpreter in selecting a set of seismic attributes that clearly separate the target features from the rest. However, due to the complexities of subsurface geology and the presence of seismic noises, most seismic attributes fail to serve such purpose well, and overlapping of samples with different labels often occurs as demonstrated in Fig. 8 , causing the misinterpretation as shown in the confusion matrix (Table 2) . With recent progress in image processing and deep learning, the convolutional neural network has proven successful in various fields by building a reliable mapping relationship between images/videos and labels. By treating seismic signals as images/videos, such network holds great potential for offering new solutions to the problems in seismic data analysis (Waldeland & Solberg 2017; Di et al. 2018) .
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