We revisit the Lagrange and Delaunay systems of equations for the six osculating orbital elements, and point out a previously neglected aspect of these equations. A careful re-examination of the derivation of these systems shows that in both cases the orbit resides on a certain 9-dimensional submanifold of the 12-dimensional space spanned by the osculating elements and their time derivatives. We demonstrate that there exists a certain amount of freedom in choosing this submanifold. The choice is mathematically analogous to gauge fixing in electrodynamics. This freedom of choice (=freedom of gauge fixing) reveals a symmetry hiding behind Lagrange's and Delaunay's systems, which i s similar to the gauge invariance in electrodynamics. Just like a convenient choice of gauge simplifies calculations in electrodynamics, so the freedom of choice of the submanifold may, potentially, be used to create simpler schemes of orbit integration. On the other hand, the presence of this feature may be a previously unrecognised source of numerical error and instability.
To solve this inhomogeneous equation, one starts out with the homogeneous one:
A linear combination of its two fundamental solutions will read:
3)
The recipe has it that at this point one should look for a solution to (1.1) in ansatz y = C 1 (t) y 1 (t) + C 2 (t) y 2 (t) .
(1.4)
Since the functions y 1,2 (t) are already known, what one has now to do is just to find C 1,2 (t). Equation (1.1) will, by itself, be insufficient for determining two independent functions.
The excessive freedom can be removed through a by-hand imposure of an extra equality, which is often chosen asĊ 1 y 1 +Ċ 2 y 2 = 0 .
(1.5)
It greatly simplifies the expressions forẏ andÿ: 6) substitution whereof in (1.1) entails:
Together with (1.5), the latter yields:
where W [y 1 , y 2 ](t) ≡ y 1 (t)ẏ 2 (t) − y 2 (t)ẏ 1 (t) .
(1.9)
This traditional way of introducing the method of variation of parameters is pedagogically flawed because it does not illustrate the full might and generality of this approach 1 . What is important is that the initial equation, whose solution(s) is (are) assumed to be known, does not necessarily need to be linear. Moreover, the parameters to be varied should not necessarily be the coefficients in the linear combination of solutions. Historically, Lagrange developed this approach in order to solve the nonlinear equation (2.9) , so the parameters to vary (the osculating Keplerian elements) were not coefficients of a linear combination of solutions.
1 Another major defect of this illustration is that it makes impression that the suggested ansatz is sufficient to account for all possible solutions. The latter is, of course, true in the trivial case of linear equations. In the general case, though, the method is not guaranteed to render all solutions.
II. BACKGROUND
The Solar-System dynamics is, largely, variations of the old theme, the gravity law anticipated by Hook and derived from Kepler's laws by Newton:
, r ij ≡ r j − r i , i, j = 1, ..., N , (2.1) m i and r i being the masses and their positions, U i being the overall potential acting on m i : 2) and the sign convention chosen as in the astronomical, not as in the physical literature. The equations of motion may be conveniently reformulated in terms of the relative locations
3)
r s standing for the position of Sun. The difference between
amounts to:
with the disturbing function
Formulae (2.6) -(2.7) become trivial in the case of two-body problem where only m i and m s are present. In this situation the disturbing function vanishes and the motion is, mathematically, equivalent to rotation about a nailed-down body of mass m i + m s located at some fixed point O :
In here ρ ≡ ρ 1 ≡ ρ i , because the subscript i runs through one value solely: i = 1 .
This setting permits exact analytical treatment that leads to the famous Newtonian result: the orbit is elliptic and has the gravitating centre in one of its foci. This enables a transition from the Cartesian to Keplerian coordinates. For our further study this transition will be very important, so we shall recall it in detail.
At any instant of time, the position ρ and velocityρ of an orbiting body can be determined by its coordinates (x, y, z) and derivatives (ẋ,ẏ,ż) in an inertial frame with origin located in point O where the mass m i + m s rests. The position of orbital ellipse may be fully defined by the longitude of the node, Ω ; the inclination, i * ; and the argument of pericentre, ω (instead of the latter, one can introduce the longitude of pericentre,ω ≡ Ω + ω ). The shape of the ellipse is parametrised by its eccentricity, e , and semimajor axis, a . Position of a point on the ellipse may be charachterised, for example, by the eccentric anomaly, E . As well known,
10)
B being a constant of integration, and n being the mean motion defined as
One can then introduce, following Kepler, the mean anomaly, M as
Let t o be the fiducial time. Then, by putting B = M o + n t o , we can introduce, instead of B , another integration constant, M o . Hence, (2.10) will read: 
Planetary dynamics are based on application of the above, 2-body, formalism to the N-body case. Naively speaking, since the mutual disturbances of planets are very weak compared to the solar gravity, it seems natural to assume that the planets are still moving along ellipses which are now slowly evolving. Still, the weakness of perturbations is, by itself, a very shaky foundation for the varying-ellipse method. This so physically-evident circumstance has a good illustrative power but is of no help when the following questions arise:
(1) To what degree of rigour can an orbit curve be modelled by a family of instantaneous ("touching") ellipses having the Sun in one of their foci? Can this be performed exactly?
(2) Is this representation of the curve by a family of ellipses unique?
These two questions will not seem anecdotal, if we recall that the concept of evolving instantaneous ellipses had been introduced into practice (and that major developments of the disturbing-function theory had been accomplished) long before Frenet and Serait developed the theory of curves 2 . (This historical paradox explains the reason why words "helicity" and "torsion" are still absent in astronomers' vocabulary.)
Fortunately, Lagrange, who authored the idea of osculating ellipses, fortified it by so powerful tools of calculus, that in this case they surpassed the theory of curves. Moreover, these tools in no way relied on the weakness of the disturbances. Hence, Lagrange's treatment of the problem already contained an affirmative answer to the first question.
Below we shall demonstrate that the answer to the second question is negative. Moreover, it turns out that the question calls into being a rich, though not new, mathematical structure. We shall show that the Lagrange system of equations for the instantaneous orbital elements posesses a hidden symmetry not visible with a naked eye. This symmetry is very similar to the gauge symmetry, one well known from electrodynamics. A careful analysis shows that the Lagrange system, as we know it, is written in some specific gauge:
all trajectories constrained to some 9-dimensional submanifold in the 12-dimensional space constituted by the Keplerian elements and their time derivatives.
Beside the possible practical relevance to orbit computation, the said symmetry unveils a fiber bundle structure hidden behind Lagrange's system of equations for the Keplerian elements. The symmetry is absent in the 2-body case, but comes into being in the N-body setting (N ≥ 3) where each orbiting body follows an osculating ellipse of varying shape, but the time evolution of the ellipse contains an inherent ambiguity.
Here follows a crude illustration of this point. Imagine two coplanar ellipses sharing one focus. Let one ellipse slowly rotate within its plane, about the shared focus. Let the other ellipse rotate faster, also in its plane, in the same direction, and about that same shared focus. Suppose a planet is at one of the points of these ellipses' intersection.
One observer may state that the planet is rapidly moving along a slowly rotating ellipse, while another observer may insist that the planet is slowly describing the fast-moving ellipse. Both descriptions will be equally legitimate, for there exists an infinite amount of ways of dividing the actual motion of the planet into its motion along some orbit and simultaneous evolution of the orbit itself. Needless to say, the real, physical trajectory is unique. However, its description (parametrisation in terms of Kepler's elements) is not. A map between two different (though physically-equivalent) sets of osculating elements is a symmetry transformation (a gauge transformation, in physicists' jargon).
Lagrange never dwelled on that point. However, in his treatment he passingly introduced a convenient mathematical condition similar to (1.5), which removed the said ambiguity.
This condition and possible alternatives to it will be the topic of the further section.
III. KEPLERIAN COORDINATES IN 2-BODY AND N-BODY PROBLEMS
If we attempt at straightforward integration of (2.9), we shall face three second-order differential equations or, the same, six first-order ones. Solution thereof must depend on the initial values of (x, y, z) and (ẋ,ẏ,ż) or, more generally, on six integration constants:
the functional form of f i and g i being such that ∂f i /∂t = g i . For brevity,
It is known (Brouwer & Clemence 1961, p. 21 -22 ) that the set of six integration constants may be chosen as ω, a, e, M o , Ω, i * . This is a mere repetition of the trivial statement that, in the two-body case, the Keplerian elements contain the same information as (x, y, z) and (ẋ,ẏ,ż) . Evidently, the same information is furnished byω , a , e , λ o , Ω and i * , and therefore these six quantities, too, may be chosen as a set of six independent constants of integration 3 .
To make the Keplerian elements osculating, i.e., instantaneous, one should "turn on" the disturbing functions R , then employ the method of variation of parameters and, eventually, derive the equations of evolution for these parameters. Lagrange (1788 Lagrange ( , 1808 Lagrange ( , 1809 Lagrange ( , 1810 originally invented this rather general method for this very purpose. He suggested that, in the equation of motion¨
.., C 6 (t), t) be substituted instead of ρ . This function is the same function f (C 1 , ..., C 6 , t) which was introduced in (3.1), (3.2) as a solution to (2.9). The only difference is that now the "constants" C i are endowed with a (yet unknown) timedependence, and the dependence should be nominated so that f (C 1 (t), ..., C 6 (t), t) satisfies (3.3). Such functional dependencies can, generally, be found, because substitution of
3) yields three independent second-order differential equations for six functions C i (t) . Insofar as there exists at least one smooth solution to those equations, one may state that Lagrange's idea of instantaneous "touching ellipses" is mathematically justified. (Justified without using the weakness of disturbances.) However, if many different solutions C i (t) happen to exist, then one will have to admit that there exist many descriptions of the orbit in terms of the "touching" Keplerian ellipses.
It turns out that the system of three differential equations for six functions C i (t) indeed has an infinite amount of solutions. This means that, though the physical trajectory (as a locus of points in the Cartesian frame) is unique, its parametrisation in terms of the orbital elements is ambiguous. Therefore, one has the right to carry out his choice between these physically-equivalent parametrisations. Lagrange, in his treatment, indeed performed an operation which was mathematically equivalent to making such a choice.
Before turning to formulae, let us point out the mathematical reason for this freedom.
A fixed Keplerian ellipse, which is the solution
to the 2-body problem (2.9), gives birth to (3.1) which is a time-dependent one-to-one (within one revolution period) mapping
In the N-body case, the new ansatz
is incompatible with (3.5) . This happens because now the time derivatives of coordinates C i come into play:
Hence, instead of (3.5), one gets a time-dependent mapping between a 12-dimensional and a 6-dimensional spaces:
This brings up two new issues. One is the multiple time scales: while the physical motion along an instantaneous ellipse parametrised by C i is associated with the "fast time scale", the evolution of the osculating elements C i (t) represents the "slow time scale". Whether the "slow time scale" is always slower than the "fast time scale" remains an open question and will be addressed elsewhere (Newman & Efroimsky 2002) . What is important here is that, in general, ansatz (3.6) gives birth to two separate time scales 4 . The second important issue is that mapping (3.8) cannot be one-to-one. Trying to present the dynamics in terms of the osculating coordinates C i (t) and their derivatives H i (t) ≡Ċ i (t) , one will immediately have six evident first-order equations for these twelve functions:
more differential equations will be obtained by plugging (3.6) into (3.3). These equations will be of the second order in C i (t) . However, in terms of both C i (t) and H i (t) these equations will be of the first order only. Altogether, we have nine first-order equations for twelve functions C i (t) and H i (t) . Hence, the problem is underdefined and permits three extra conditions to be imposed by hand. The arbitrariness of these conditions reveals the 4 In practice, the mean longitude λ = λ o + t to n(t) dt is often used instead of its fiducial-epoch value λ o . Similarly, those authors who prefer the mean anomaly to the mean longitude, often use ambiguity of the representation of an orbit by instantaneous "touching" ellipses. Mappings between different representations reveal a hidden symmetry underlying this formalism.
Lagrange did notice that the system was underdefined, but he never elaborated on the further consequencies of this fact. He simply imposed three convenient extra conditions 9) and went on, to derive (in this particular gauge!) his celebrated system of equations for orbital elements. Now we can only speculate on why Lagrange did not bother to explore this ambiguity and the symmetry associated therewith. One possible explanation is that he did not have the concept of continuous groups and symmetries in his arsenal (though it is very probable that he knew the concept of discrete group 5 ). Another possibility is that
Lagrange did not expect that exploration of this ambiguity would reveal any promissing tools for astronomical calculations.
Anyhow, Lagrange decided to impose the three extra constraints in such a way that the N-body Cartesian velocities be expressed through the Kepler coordinates in the same manner as they used to in the 2-body case. To understand why (3.9) guarantees this, recall that, though parameters C i are no longer constants, the functional forms of f and g remain the same as they were in (3.2), and the relation ∂ f /∂t = g stays in force. Thence the velocities read:
where
The accelerations will be expressed by
substitution whereof in (3.3) will result in:
Since f is a solution to the unperturbed equations, the above expression reduces to
Naturally, the most convenient choice of the three extra constraints will be that offered by
Lagrange:
With this choice, not only coordinates (x, y, z) but also velocities (ẋ,ẏ,ż) will depend on the osculating elements in the same manner as in the unperturbed two-body case. (The functional dependence of the second derivatives will, though, be different.)
Since by-hand nomination of one or another set of convenient constraints is analogous to imposure of gauge conditions in the electromagnetic theory, we shall use the same terminology and shall call conditions (3.15) gauges 6 .
6 Just as in the field theory, these must satisfy two principal demands: on the one hand, they must be compatible with one another (as well as with the equations of motion); on the other hand, the gauges must be sufficient to make the description unambiguous at each point of the trajectory (to avoid complications like Gribov ambiguities that emerge in Yang-Mills theories, where gauge conditions of a certain form can guarantee lack of ambiguity only locally but not globally ) will be restricted to 9-dimensional time-dependent submanifold Φ (C 1,...,6 (t) , H 1,...,6 (t)) = 0 , whereas in the second case it will be restricted to submanifold F 1,2,3 (C 1,...,6 (t) , H 1,...,6 (t)) = 0 . Despite this, both solutions, C i (t) , will give, when substituted back in (3.1), the same orbit (x(t), y(t), z(t))
with the same velocities (ẋ(t),ẏ(t),ż(t)) . This is a fiber-bundle-type structure, and it gives birth to a 1-to-1 map of C is not prohibited to introduce gauges that depend upon time also explicitly (not only through C i (t) and H i (t) ). Besides, the choice (3.15) is somewhat special, in that the three conditions constitute a vector Φ in the (x, y, z) space. Generally speaking, this is not necessary: as we know from electrodynamics, a gauge condition is not obliged to possess any special transformation properties.
4-potential
The analogy between Lagrange's conditions (3.9) and choice of gauge in electrodynamics can go even further 7 .
IV. THE HIDDEN SYMMETRY OF THE LAGRANGE SYSTEM
If we impose, following Lagrange, the gauge condition (3.15), then the equation of motion (3.14) will simplify:
Equations (4.1) and gauge conditions (3.9) are sufficient to write down time derivatives of
The classical recipe of Lagrange suggests to fix some r ; then to multiply (3.9) by − ∂ g/∂C r , and (4.1) by ∂ f /∂C r ; and eventually to sum up all six so transformed expressions. For example, the operation with (3.9) yields, for some fixed r :
(and similar formulae for f 2 = y and f 3 = z), while the operation with (4.1) will entail:
7 Suppose one is solving a problem of electromagnetic wave proliferation, in terms of the 4-potential A µ in some fixed gauge. An analytic calculation will render the solution in that same gauge, while a numerical computation will furnish the solution in a slightly different gauge. This will happen because of numerical errors' accumulation. In other words, numerical integration will slightly deviate from the chosen submanifold. A similar effect may take place in long-term orbit computations. Later we shall return to this topic. Another relevant topic emerging in this context is comparison of two different solutions of the N-body problem: just as in the field theory, in order to compare solutions, it is necessary to make sure if they are written down in the same gauge.
Otherwise, the difference between them may, to some extent, be not of physical but merely of gauge nature.
(and analogous expressions for f 2 and f 3 ). Summation of all six leads, for the fixed r , to: 
If analytical integration of this system were possible, it would render a correct orbit, in the fixed gauge (3.15) . A numerical integrator, however, may cause drift from the chosen submanifold (3.15). Even if the drift is not steady, some deviation from the submanifold is unavoidable.
To illustrate the point, let us repeat Lagrange's calculations more accurately, baring in mind that, numerically, no gauge can be imposed exactly. We still wish Φ to be as close to zero as possible, but we acknowledge that in reality it is some unknown function whose proximity to zero is determined by the processor's error and by the amount of integration steps. Even if we begin with (3.15) fulfilled exactly, the very first steps will give us such values of C i that, being substituted into (3.11), they will give some new value of Φ slightly different from zero. The gauge condition (3.15) will, thus, no longer be observed.
Hence an unwelcomed right-hand side will surface in (4.2):
The operation on the equations of motion (4.1) will, too, uncover unwanted items:
Fortunately, the Lagrange brackets depend exclusively on the functional form of x, y, z = f 1,2,3 (C 1,...,6 , t) and g 1,2,3 ≡ ∂f 1,2,3 /∂t , and are independent from the gauge and from the time evolution of C i . Hence, summation of (4.12) and (4.13) gives, instead of (4.4):
This reshapes (4.6 -4.11) into:
As already mentioned, even if we begin with initial values exactly obeying (3.15), the very first steps of integration will give such new values of C i that, being plugged in (3.11), will result in some new value of Φ slightly deviant from zero. Naively, one may think that the numerical integrator should be amended with Lagrange multipliers, to prevent the orbit from deviating away from the gauge submanifold. However, the nice illustration, kindly offered to me by William Newman and presented in the following section, shows that, most probably, such an improvement will not significantly influence the overall error. Hence in that case a choice of some nonvanishing Φ may, potentially, lead to simplification of calculations. We shall address this matter in a separate paper.
V. NEWMAN'S EXAMPLE
To illustrate the gauge freedom in orbit computation, William Newman suggested to consider a forced harmonic oscillator
that leads to the well known initial-condition problem
As prescribed by the method of variation of parameters, we seek a solution in ansatz
which yieldsẋ = Ṡ (t) sin t +Ċ(t) cos t + S(t) cos t − C(t) sin t .
The standard procedure implies that we putṠ(t) sin t +Ċ(t) cos t = 0 , in order to get rid of the ambiguity. The by-hand imposure of this equality is convenient but not necessarily required. Any other way of fixing the ambiguity, like for example, S(t) sin t +Ċ(t) cos t = Φ(t) (5.4) will be equally good. Then
whenceẍ + x =Φ +Ṡ(t) cos t −Ċ(t) sin t (5.6)
Thus one faces the systeṁ Φ +Ṡ(t) cos t −Ċ(t) sin t = F (t) (5.7)
S(t) sin t +Ċ(t) cos t = Φ(t) , the first line being the equation of motion (obtained through combining (5.6) with (5.1)), and the second line being identity 8 (5.4). The system trivially resolves tȯ
The function Φ still remains arbitrary 9 , as can be easily seen either from the above derivation or from direct substitution of (5.8) in (5.1). Integration of (5.8) trivially yields
inclusion whereof into (5.2) entails to pick up such Φ that the right-hand sides in both equations (5.8) simplify. Newman's example also thwarts one's hope to separate the time scales: as can be seen from (5.9), even when the perturbation F (t) is a slow function of time, the time evolution of the "osculating elements" S and C is determined by the "fast" time scale associated with sin t and cos t , i.e., with the solutions for the homogeneous equation.
It is, of course, arguable whether Newman's example is representative, and how relevant it is to the N-body problem. As we already emphasised in Section I, in the N-body problem one is faced with a nonlinear equation, and the parameters to be varied are not coefficients 
, new variables L , G , and H being defined as
where µ ≡ G(m sun + m planet ) .
The advantage of these, Delaunay, variables lies in the simplicity of the corresponding Lagrange brackets. The appropriate Lagrange system acquires the following compact form, which is called Delaunay system 10 :
provided these parameters obey the gauge condition analogous to (3.9):
where, similarly to (3.2) and (3.11)
The underlined circumstance has always been omitted (or taken for granted?) in the literature. In case the said gauge condition is not imposed, the equations will read:
Evidently, the meaning of˜ f and˜ g in the above formulae is different than that of f and g in Section III. In Section III f and g denote the functional dependencies (3.1) of x , y , z andẋ ,ẏ ,ż upon parameters
Here,˜ f and˜ g stand for the dependencies of x , y , z andẋ ,ẏ ,ż upon the different set
Despite the different functional forms, the values of˜ f and˜ g coincide with those of f and g :
Similarly,˜ Φ C 1,..., 6 and Φ (C 1,...,6 ) are different functional dependencies. It is, though, easy to show (using the differentiation chain rule) that their values do coincide:
which is analogous to the covariance of Lorentz gauge in electrodynamics. We see that the Lagrange gauge Φ = 0 is not just technically convenient but also has the covariance property. This means that analytical calculations carried out by means of the Lagrange system (4.6 -4.11) are indeed equivalent to those performed by means of the Delaunay system (6.2), because imposure of the Lagrange gauge Φ = 0 is equivalent to imposure of˜ Φ = 0 .
Can one make a similar statement about numerical integrations? This question is nontrivial. In order to tackle it, we should recall that in the computer calculations the Lagrange condition Φ = 0 cannot be imposed exactly, for the numerical error will generate some nonzero Φ . In other words, the orbit will never be perfectly constrained to the submanifold Φ = 0 . Thereby, some nonzero Φ will, effectively, emerge in (4.15 -4.20) .
Similarly, a small nonzero˜ Φ will, effectively, appear in (6.5). It seems most probable that this effect will not considerably "spoil" the result of Lagrange system's integration 11 .
However, the situation with the Delaunay system is more involved, because for nonzero˜ Φ the system (6.5) will no longer be canonical. In other words, we get not just an error in integration of the canonical system, but we get an error that drives the system of equation away from canonicity. This effect is not new: it is well known that not every numerical method preserves the Hamiltonian structure. Therefore, the unavoidable emergence of a nonzero numerical-error-caused˜ Φ in the system (6.5) may, potentially, be a hazard. This topic needs further investigation.
11 As we can see from Newman's example in Section IV, a numerical error driving the orbit from the submanifoldṠ(t) sin t +Ċ(t) cos t = 0 (and effectively generating some nonzero Φ(t) in (5.7)) will not cause more harm than a numerical error in F (t) , because the two equations enter (5.7) on equal footing.
VII. CONCLUSIONS
We have revealed a previously unrecognised aspect of the Lagrange and Delaunay systems of equations. Due to the Lagrange gauge condition (3.9), the motion is, in both cases, 
