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Chapter 1
Introduction
The twentieth century has seen the birth of two influential theories of physics.
On very small scales quantum mechanics is very successful, whereas general
relativity rules our universe on large scales. Unfortunately, in regimes at small
scale where gravity is nevertheless non-negligible—such as black holes or the
big bang—neither of these two descriptions suffice. String theory is the best
candidate for a unified theoretical description of nature to date.
However, strings live at even smaller scales than those governed by quantum
mechanics. Hence string theory necessarily involves levels of energy that are so
high that they cannot be simulated in a laboratory. Therefore, we need another
way to arrive at valid predictions. Although string theory thus rests on physical
arguments, it turns out that this framework carries rich mathematical structure.
This means that a broad array of mathematical techniques can be deployed to
explore string theory. Vice versa, physics can also benefit mathematics. For ex-
ample, different physical perspectives can relate previously unconnected topics
in mathematics.
In this thesis we are motivated by this fertile interaction. We both use string the-
ory to find new directions in mathematics, and employ mathematics to discover
novel structures in string theory. Let us illustrate this with an example.
1.1 Fermions on Riemann surfaces
This section briefly introduces the main ingredients of this thesis. We will meet
all in much greater detail in the following chapters.
So-called Riemann surfaces play a prominent role in many of the fruitful in-
teractions between mathematics and theoretical physics that have developed in
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the second half of the twentieth century. Riemann surfaces are smooth two-
dimensional curved surfaces that have a number of holes, which is called their
genus g. Fig. 1.1 shows an example.
Figure 1.1: A compact Riemann surface with just one hole in it is called a 2-torus T 2. We
refer to its two 1-cycles as the A and the B-cycle.
Riemann surfaces additionally come equipped with a complex structure, so that
any small region of the surface resembles the complex plane C. An illustrative
class of Riemann surfaces is defined by equations of the form
Σ : F (x, y) = 0, where x, y ∈ C.
Here, F can for instance be a polynomial in the complex variables x and y. A
simple example is a (hyper)elliptic curve defined by
y2 = p(x),
where p(x) is a polynomial. The curve is elliptic if p has degree 3 or 4, in which
case its genus is g = 1. For higher degrees of p it is hyperelliptic and has genus
g > 1.
Figure 1.2: A simple example of a non-compact Riemann surface is defined by the equation
x2 + y2 = 1 in the complex plane C2.
The complex structure of a compact Riemann surface can be conveniently char-
acterized by a period matrix. This is a symmetric square matrix τij of complex
numbers, whose rank equals the genus of the surface and whose imaginary part
is strictly positive. The complex structure of a 2-torus, illustrated in Fig. 1.1, is
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for example determined by one complex number τ that takes values in the upper
half plane.
The period matrix encodes the contour integrals of the g independent holomor-
phic 1-forms over the 1-cycles on the surface. To this end one picks a canon-
ical basis of A-cycles and B-cycles, where the only non-trivial intersection is
A1 ∩ Bj = δij . The 1-forms ωi may then be normalized by integrating them
over the A-cycles, so that their integrals over the B-cycles determine the period
matrix: ∫
Ai
ωj = δij ,
∫
Bi
ωj = τij .
Conformal field theory
Riemann surfaces play a dominant role in the study of conformal field theories
(CFT’s). Quantum field theories can be defined on a space-time background M ,
which is usually a Riemannian manifold with a metric g. The quantum field
theory is called conformal when it is invariant under arbitrary rescaling of the
metric g. A CFT therefore depends only on the conformal class of the metric g.
The simplest quantum field theories study a bosonic scalar field φ on the back-
ground M . The contribution to the action for a massless scalar is
Sboson =
∫
M
√
g gmn ∂mφ∂nφ,
yielding the Klein-Gordon equation ∂m∂mφ = 0 (for zero mass) as equation
of motion. Note that, on the level of the classical action, this theory is clearly
conformal in 2 dimensions; this still holds for the full quantum theory. Since
a 2-dimensional conformal structure uniquely determines a complex structure,
the free boson defines a CFT on any Riemann surface Σ.
Let us compactify the scalar field φ on a circle S1, so that it has winding modes
along the 1-cycles of the Riemann surface. The classical part of the CFT partition
function is determined by the solutions to the equation of motion. The holomor-
phic contribution to the classical partition function is well-known to be encoded
in a Riemann theta function
θ (τ, ν) =
∑
p∈Zg
e2pii(
1
2p
tτp+ptν),
where the integers p represent the momenta of φ that flow through the A-cycles
of the 2-dimensional geometry.
Another basic example of a CFT is generated by a fermionic field ψ on a Rie-
mann surface. Let us consider a chiral fermion ψ(z). Mathematically, this field
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transforms on the Riemann surface as a (1/2, 0)-form, whence
ψ(z)
√
dz = ψ(z′)
√
dz′,
where z and z′ are two complex coordinates. Such a chiral fermion contributes
to the 2-dimensional action as
Sfermion =
∫
Σ
ψ(z) ∂Aψ(z),
where ∂A = ∂ + A, and A is a connection 1-form on Σ. This action determines
the Dirac equation ∂Aψ(z) = 0 as its equation of motion. The total partition
function of the fermion field ψ(z) is computed as the determinant
Zfermion = det(∂A).
Remarkably, this partition function is also proportional to a Riemann theta func-
tion. The fact that this is not just a coincidence, but a reflection of a deeper
symmetry between 2-dimensional bosons and chiral fermions, is known as the
boson-fermion correspondence.
Integrable hierarchy
Fermions on Riemann surfaces are also familiar from the perspective of inte-
grable systems. Traditionally, integrable systems are Hamiltonian systems
x˙i = {xi, H} = ∂H
∂pi
, p˙i = {pi, H} = ∂H
∂xi
,
with coordinates xi, momenta pi and a Hamiltonian H, for which there exists
an equal amount of integrals of motion Ii such that
I˙i = {Ii, H} = 0, {Ii, Ij} = 0.
The left equation requires the integrals Ii to be constants of motion whereas the
right one forces them to commute among each other.
A simple example is the real two-dimensional plane R2 with polar coordinates
r and φ, see Fig. 1.3. Take the Hamiltonian H to be the radius r. Then H = r
is itself an integral of motion, so that the system is integrable. Notice that H is
constant on the flow generated by the differential ∂/∂φ.
A characteristic example of an integrable system that is intimately related to
Riemann surfaces and theta-functions is the Korteweg de Vries (KdV) hierarchy.
Although this system was already studied by Korteweg and de Vries at the end
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Figure 1.3: The two-dimensional plane R2 seen as an integrable system.
of the 19th century as a non-linear partial differential equation
∂u
∂t
=
∂3u
∂x3
+ 6u
∂u
∂x
,
it was only realized later that it is part of a very rich geometric and algebraic
structure. It is impossible to do justice to this beautiful story in this short in-
troduction. Instead, let us just touch on the aspects that are relevant for this
thesis.
Geometrically, a special class of solutions to the KdV differential equation yields
linear flows over a 2g-dimensional torus that is associated to a Riemann surface
Σ. This torus is called the Jacobian. Its complex structure is determined by the
period matrix τij of Σ. The Riemann surface Σ is called the spectral curve of the
KdV hierarchy.
The KdV spectral curve is an elliptic curve
Q2 = P 3 − g2P − g3,
where g2 and g3 are the Weierstrass invariants. The coordinates P and Q on this
elliptic curve can best be described as commuting differential operators
[P,Q] = 0,
that arise naturally when the KdV differential equation is written in the form of
a Hamiltonian system.
As a side remark we notice that the KdV system is closely related to the Hitchin
integrable system, which studies certain holomorphic bundles over a complex
curve C. In this integrable system, too, the dynamics can be expressed in terms
of a linear flow on the Jacobian associated to a spectral cover Σ of C.
We go one step beyond the geometrical structure of the KdV system when intro-
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ducing chiral fermions on the spectral curve Σ. Their partition function det(∂)
transforms as a section of the determinant line bundle over the moduli space
of the integrable hierarchy. It is known as the tau-function. The tau-function is
proportional to the theta-function associated to the period matrix τij .
Gauge theory and random matrices
Similar integrable structures have been found in wide variety of physical the-
ories recently. An important ingredient of this thesis is the appearance of an
auxiliary Riemann surface in 4-dimensional gauge theories. The basic field in a
gauge theory is a gauge field A, which is mathematically a connection 1-form of
a principal G-bundle over the 4-manifold M . Let us take G = U(1). In that situ-
ation the classical equations of motion reproduce the Maxwell equations. Once
more, the holomorphic part of the gauge theory partition function is essentially
a theta-function ∫
DA e
R
M
1
2 τF+∧F+ ∼
∑
p+
e
1
2 τp
2
+ ,
where τ is the complex coupling constant of the gauge theory, and p+ are the
fluxes of the self-dual field strength F+ through the 2-cycles of M . It turns out
to be useful to think of τ as the complex structure parameter of an auxiliary
elliptic curve. In other gauge theories a similar auxiliary curve is known to play
a significant role as well. We will explain this in detail in the main body of this
thesis.
Another interesting application is the theory of random matrices. This is a 0-
dimensional quantum field theory based on a Hermitean N -by-N -matrix X. The
simplest matrix model is the so-called Gaussian one, whose action reads
Smatrix = − 12λTrX
2,
where λ is a coupling constant. Other matrix models are obtained by adding
higher order interactions to the matrix model potential W (X) = X2/2. Such a
matrix model can be conveniently evaluated by diagonalizing the matrices X.
This reduces the path integral to a standard integral over eigenvalues xi, yet
adds the extra term
1
N2
∑
i,j
log |xi − xj |
to the matrix model action. Depending on the values of the parameters N and
λ the eigenvalues will either localize on the minima of the potential W (X) or,
oppositely, spread over a larger interval. When one lets N tend to infinity while
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keeping the ’t Hooft parameter µ = Nλ fixed, the eigenvalues can be seen to
form a smooth distribution. For instance, in the Gaussian matrix model, the
density of eigenvalues is given by the Wigner-Dyson semi-circle
ρ(x) ∼
√
4µ− x2,
leading to the algebraic curve
x2 + y2 = 4µ.
Likewise, the eigenvalue distribution of a more general matrix model takes the
form of a hyperelliptic curve in the limit N → ∞ with fixed ’t Hooft parameter.
Many properties of the matrix model are captured in this spectral curve.
Topological string theory
String theory provides a unifying framework to discuss all these models. In
particular, topological string theory studies embeddings of a Riemann surface
C—which shouldn’t be confused with the spectral curve—into 6-dimensional
target manifolds X of a certain kind. These target manifolds are called Calabi-
Yau manifolds. The Riemann surface C is the worldvolume swept out in time
by a 1-dimensional string. The topological string partition function is a series
expansion
Ztop(λ) = exp
(∑
g
λ2g−2Fg
)
,
where λ is called the topological string coupling constant. Each Fg contains the
contribution of curves C of genus g to the partition function.
Calabi-Yau manifolds are not well understood in general, and studying topo-
logical string theory is very difficult task. Nevertheless, certain classes of non-
compact Calabi-Yau manifolds are much easier to analyse, and contain precisely
the relevant backgrounds to study the above integrable structures.
Consider an equation of the form
XΣ : uv − F (x, y) = 0,
where u and v are C-coordinates and
Σ : F (x, y) = 0
defines the spectral curve Σ in the complex (x, y)-plane. The 6-dimensional
manifold XΣ may be regarded as a C∗-fibration over the (x, y)-plane that de-
generates over the Riemann surface F (x, y) = 0.
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Indeed, the fiber over a point (x, y) is defined by uv = F (x, y). Over a generic
point in the base this fiber is a hyperboloid. However, when F (x, y) → 0 the
hyperboloid degenerates to a cone. This is illustrated in Fig. 1.4. The zero
locus of the polynomial F (x, y) thus determines the degeneration locus of the
fibration. We therefore refer to the variety XΣ as a non-compact Calabi-Yau
threefold modeled on a Riemann surface.
Figure 1.4: A local Calabi-Yau threefold defined by an equation of the form uv−F (x, y) = 0
can be viewed as a C∗-fibration over the base parametrized by x and y. The fibers are
hyperboloids over general points in the base, but degenerate when µ = F (x, y)→ 0.
When the Riemann surface Σ equals the auxiliary Riemann surface that emerges
in the study of gauge theories, the topological string partition function is known
to capture important properties of the gauge theory. Furthermore, when it
equals the spectral curve in the matrix model, it is known to capture the full
matrix model partition function.
Quantum curves and D-modules
However, topological string computations go well beyond computing a fermion
determinant on Σ. In fact, it is known that the fermion determinant appears as
the genus 1 part F1 of the free energy. We call this the semi-classical part of
the free energy, as it remains finite when λ → 0. Similarly, F0 is the classical
contribution that becomes very large in this limit, and all higher Fg ’s encode the
quantum corrections. In other words, we may interpret the loop parameter λ
as a quantization of the semi-classical tau-function. But what does this mean in
terms of the underlying integrable system? Answering this question is one of the
goals in this thesis.
In both the gauge theory and the matrix model several hints have been obtained.
In the context of gauge theories the higher loop corrections Fg are known to
correspond to couplings of the gauge theory to gravity. Mathematically, these
appear by making the theory equivariant with respect to an SU(2)-action on
the underlying 4-dimensional background. N. Nekrasov and A. Okounkov have
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shown that the partition function of this theory is the tau-function of an inte-
grable hierarchy.
In the theory of random matrices, λ-corrections correspond to finite N correc-
tions. In this theory, too, it has been found that the partition function behaves
as the tau-function of an integrable hierarchy. However, like in the gauge theory
examples, there is no interpretation of the full partition function as a fermion
determinant. Instead, a new perspective arises, in which the spectral curve is
be replaced by a non-commutative spectral curve. In matrix models that relate
to the KdV integrable system, it is found that the KdV differential operators P
and Q do not commute anymore when the quantum corrections are taken into
account:
[P,Q] = λ.
Similar hints have been found in the study of topological string theory on general
local Calabi-Yau’s modeled on a Riemann surface.
This thesis introduces a new physical perspective to study topological string the-
ory, clarifying the interpretation of the parameter λ as a “non-commutativity
parameter”. We show that λ quantizes the Riemann surface Σ, and that fermions
on the curve are sections of a so-calledD-module instead. This attributes Fourier-
like transformation properties to the fermions on Σ:
ψ(y) =
∫
dy exy/λ ψ(x).
1.2 Outline of this thesis
Chapter 2 starts with an introduction to the geometry of Calabi-Yau threefolds.
They serve as an important class of backgrounds in string theory, that can be
used to make contact with the 4-dimensional world we perceive. Specifically,
we explain the idea of a Calabi-Yau compactification, and introduce certain non-
compact Calabi-Yau backgrounds that appear in many guises in this thesis.
Topological string theory on these non-compact Calabi-Yau backgrounds is of
physical relevance in the description of 4-dimensional supersymmetric gauge
theories and supersymmetric black holes. For example, certain holomorphic
corrections to supersymmetric gauge theories are known to have an elegant de-
scription in terms of an auxiliary Riemann surface Σ. A compactification of string
theory on a local Calabi-Yau that is modeled on this Riemann surface “geometri-
cally engineers” the corresponding gauge theory in four dimensions. Topological
string amplitudes capture the holomorphic corrections.
In Chapter 3 and 4 we elucidate these relations by introducing a web of dualities
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in string theory. This web is given in full detail in Fig. 1.6. Most important are
its outer boxes, that are illustrated pictorially in Fig. 1.5. They correspond to
string theory embeddings of the theories we mentioned above. The upper right
box is a string theory embedding of supersymmetric gauge theory, whereas the
lowest box is a string theory embedding of topological string theory.
The main objective of the duality web is to relate both string frames to the
upper left box, that describes a string theory configuration of intersecting D-
branes. The most relevant feature of this intersecting brane configuration is that
the D-branes intersect over a Riemann surface Σ, which is the same Riemann
surface that underlies the gauge theory and appears in topological string theory.
We explain that the duality chain gives a dual description of topological string
theory in terms of a 2-dimensional quantum field theory of free fermions that
live on the 2-dimensional intersecting brane, the so-called I-brane, wrapping Σ.
Chapter 3 studies 4-dimensional gauge theories that preserve a maximal amount
of supersymmetry. They are called N = 4 supersymmetric Yang-Mills theories.
Instead of analyzing this theory on flat R4, we consider more general ALE back-
grounds. These non-compact manifolds are resolved singularities of the type
C2/Γ,
where Γ is a finite subgroup of SU(2) that acts linearly on C2. In the mid-
nineties it has been discovered that the gauge theory partition function on an
ALE space computes 2-dimensional CFT characters. In Chapter 3 we introduce
a string theoretic set-up that explains this duality between 4-dimensional gauge
theories and 2-dimensional CFT’s from a higher standpoint.
In Chapter 4 we extend the duality between supersymmetric gauge theories and
intersecting brane configurations to the full duality web in Fig. 1.6. We start out
with 4-dimensional N = 2 gauge theories, that preserve half of the supersym-
metry of the above N = 4 theories, and line out their relation to the intersecting
brane configuration and to local Calabi-Yau compactifications. Furthermore, we
relate several types of objects that play an important role in the duality sequence,
and propose a partition function for the intersecting brane configuration.
The I-brane configuration emphasizes the key role of the auxiliary Riemann sur-
face Σ in 4-dimensional gauge theory and topological string theory. All the rele-
vant physical modes are localized on the intersecting brane that wraps Σ. These
modes turn out to be free fermions. In Chapter 5 and 6 we describe the resulting
2-dimensional quantum field on Σ in the language of integrable hierarchies.
We connect local Calabi-Yau compactifications to the Kadomtsev-Petviashvili, or
shortly, KP integrable hierarchy, which is closely related to 2-dimensional free
fermion conformal field theories. To any semi-classical free fermion system on a
curve Σ it associates a solution of the integrable hierarchy. This is well-known
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as a Krichever solution.
In Chapter 5 we explain how to interpret the topological string partition function
on a local Calabi-Yau XΣ as a quantum deformation of a Krichever solution. We
discover that the curve Σ should be replaced by a quantum curve, defined as a
differential operator P (x) obtained by quantizing y = λ∂/∂x. Mathematically,
we are led to a novel description of topological string theory in terms of D-
modules.
Chapter 6 illustrates this formalism with several examples related to matrix mod-
els and gauge theory. In all these examples there is a canonical way to quantize
the curve as a differential operator. Moreover, we can simply read off the known
partition functions from the associated D-modules. This tests our proposal.
The topological string partition function has several interpretations in terms of
topological invariants on a Calabi-Yau threefold. Moreover, its usual expansion
in the topological string coupling constant λ is only valid in a certain regime of
the background Calabi-Yau parameters. Although the topological invariants stay
invariant under small deformations in these background parameters, there are
so-called walls of marginal stability, where the index of these invariants may
jump. This phenomenon has recently attracted much attention among both
physicists and mathematicians.
Chapter 7 studies wall-crossing in string theory compactifications that preserve
N = 4 supersymmetry. The invariants in this theory that are sensitive to wall-
crossing are called quarter BPS states. They have been studied extensively in the
last years. In Chapter 7 we work out in detail the relation of these supersym-
metric states to a genus 2 surface Σ. Moreover, we find that wall-crossing in this
theory has a simple and elegant interpretation in terms of the genus 2 surface.
Finally, Chapter 8 focuses on supersymmetry breaking in Calabi-Yau compactifi-
cations. Since supersymmetry is not an exact symmetry of nature, we need to
go beyond Calabi-Yau compactifications to find a more accurate description of
nature. One of the possibilities is that supersymmetry is broken at a lower scale
than the compactification scale. In Chapter 8 we study such a supersymmetry
breaking mechanism for N = 2 supersymmetric gauge theories. These gauge
theories are related to type II string compactifications on a local Calabi-Yau XΣ.
By turning on non-standard fluxes (in the form of generalized gauge fields) on
the underlying Riemann surface Σ we find a potential on the moduli space of the
theory. We show that this potential generically has non-supersymmetric minima.
Chapter 3 and 4 explain the ideas of the publication [1], whereas Chapter 5 and 6
contain the results of [2]. The first part of Chapter 7 includes examples from [1],
whereas the second part is based on the article [3]. Finally, Chapter 8 is a slightly
shortened version of the work [4].
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Figure 1.5: The web of dualities relates 4-dimensional supersymmetric gauge theory to
topological string theory and to an intersecting brane configuration.
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Figure 1.6: Web of dualities.

Chapter 2
Calabi-Yau Geometry
Although string theory lives on 10-dimensional backgrounds, it is possible to
make contact with the 4-dimensional world we perceive by shrinking 6 out of
the 10 dimensions to very small scales. Remarkably, this also yields many impor-
tant examples of interesting interactions between physics and mathematics. The
simplest way to compactify a 10-dimensional string background to 4 dimensions
is to start with a compactification of the form R4 × X, where X is a compact
6-dimensional Riemannian manifold and R4 represents Minkowski space-time.
Apart from the metric, string theory is based on several more quantum fields.
Amongst them are generalized Ramond-Ramond (RR) gauge fields, the ana-
logues of the famous Yang-Mills field in four dimensions. In a compactification
to four dimensions these fields can be integrated over any cycle of the internal
manifold X. This results in e.g. scalars and gauge fields, which are the building
blocks of the standard model. This is illustrated in Fig. 2.1. Four-dimensional
symmetries, like gauge symmetries, can thus be directly related to geometrical
symmetries of the internal space. This geometrization of physics is a main theme
in string theory, and we will see many examples in this thesis.
Although the topological properties of the compactification manifold X are re-
stricted by the model that we try to engineer in four dimensions, other moduli of
X, such as its size and shape, are a priori allowed to fluctuate. This leads to the
so-called landscape of string theory, that parametrizes all the possible vacua. A
way to truncate the possibilities into a discrete number of vacua is to introduce
extra fluxes of some higher dimensional gauge fields. We will come back to this
at the end of this thesis, in Chapter 8.
The best studied compactifications are those that preserve supersymmetry in
four dimensions. This yields severe constraints on the internal manifold. Not
only should it be provided with a complex structure, but also its metric should
16 Chapter 2. Calabi-Yau Geometry
Figure 2.1: Compactifying string theory over an internal space X geometrizes 4-
dimensional physics. Here we represented the 6-dimensional internal space as a 2-torus.
The Yang-Mills gauge field Aµ on R4 is obtained by integrating a 10-dimensional RR 4-form
over a 3-cycle C.
be of a special form. They are known as Calabi-Yau manifolds. Remarkably, this
class of manifolds is also very rich from a mathematical perspective.
This chapter is meant to acquaint the reader with Calabi-Yau manifolds. The aim
of Section 2.1 is to describe compact real 6-dimensional Calabi-Yau manifolds
in terms of real 3-dimensional geometry. Section 2.2 illustrates this with the
prime example of a compact Calabi-Yau manifold, the Fermat quintic. We find
that its 3-dimensional representation is characterized by a Riemann surface. In
Section 2.3 we explain how this places the simpler local or non-compact Calabi-
Yau compactifications into context. These are studied in the main body of this
thesis.
2.1 The Strominger-Yau-Zaslow conjecture
Calabi-Yau manifolds X are complex Riemannian manifolds with some addi-
tional structures. These structures can be characterized in a few equivalent
ways. One approach is to combine the metric g and the complex structure J
into a 2-form k = g ◦ J . For Calabi-Yau manifolds this 2-form needs to be closed
dk = 0. It is called the Ka¨hler form and equips the Calabi-Yau with a Ka¨her
structure.
Moreover, a Calabi-Yau manifold must have a trivializable canonical bundle
KX =
∧3
T ∗X, where T ∗X is the holomorphic cotangent space of X. The
canonical bundle is a line bundle over X. When it is trivializable the Calabi-Yau
manifold contains a non-vanishing holomorphic 3-form Ω. Together, the Ka¨hler
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form k and the holomorphic 3-form Ω determine a Calabi-Yau manifold.
The only non-trivial cohomology of a Calabi-Yau X is contained in H1,1(X) and
H2,1(X). These cohomology classes parametrize its moduli. The elements in
H1,1(X) can change the Ka¨hler structure of the Calabi-Yau infinitesimally, and
are therefore called Ka¨hler moduli. In string theory we usually complexify these
moduli. On the other hand, H2,1(X) parametrizes the complex structure moduli
of the Calabi-Yau. It is related to the choice of the holomorphic 3-form Ω, since
contracting (2, 1)-forms with Ω determines an isomorphism with the cohomology
class H1
∂¯
(X), that is well-known to characterize infinitesimal complex structure
deformations.
Celebrated work of E. Calabi and S.-T. Yau shows that the Ka¨hler metric g can
be tuned within its cohomology class to a unique Ka¨hler metric that satisfies
Rmn = 0. Calabi-Yau manifolds can therefore also be characterized by a unique
Ricci-flat Ka¨hler metric.
A tantalizing question is how to visualize a Calabi-Yau threefold. The above
definition in terms of a Ka¨hler form k and a holomorphic 3-form Ω is rather
abstract. Is there a more concrete way to picture a Calabi-Yau manifold?
The SYZ conjecture
From the string theory perspective there are many relations between different
string theory set-ups. These are known as dualities, and relate the different in-
carnations of string theory (type I, type IIA/B, heterotic, M-theory and F-theory)
and different background parameters. One of the famous dualities in string the-
ory connects type IIB string theory compactified on some Calabi-Yau X with type
IIA string theory compactified on another Calabi-Yau X˜, where both Calabi-Yau
manifolds are related by swapping their Ka¨hler and complex structure param-
eters. This duality is called mirror symmetry. It suggests that any Calabi-Yau
threefold X has a mirror X˜ such that
H1,1(X) ∼= H2,1(X˜) and H2,1(X) ∼= H1,1(X˜).
Although the mirror conjecture doesn’t hold exactly as it is stated above, many
mirror pairs have been found and much intuition has been obtained about the
underlying Calabi-Yau geometry.
One of the examples that illustrates this best is known as the Strominger-Yau-
Zaslow (SYZ) conjecture [5]. The starting point for this argument is mirror sym-
metry in type II string theory. Without explaining in detail what type II string
theory is, we just note that an important role in this theory is played by so-called
D-branes. These branes can be considered mathematically as submanifolds of
the Calabi-Yau manifold with certain U(1) bundles on them.
18 Chapter 2. Calabi-Yau Geometry
The submanifolds are even (odd) dimensional in type IIA (type IIB) string the-
ory, and they are restricted by supersymmetry. Even-dimensional cycles need to
be holomorphic, whereas 3-dimensional cycles have to be of special Lagrangian
type. (Note that these are the only odd-dimensional cycles in case the first Betti
number b1 of the Calabi-Yau is zero.) A special Lagrangian 3-cycle C is defined
by the requirement that
k|C = 0 as well as Im Ω|C = 0.
Both the holomorphic and the special Lagrangian cycles minimize the volume in
their homology class, and are therefore stable against small deformations. This
turns them into supersymmetric cycles.
Mirror symmetry not only suggests that the backgrounds X and X˜ are related,
but that type IIA string theory compactified on X˜ is equivalent to type IIB string
theory on X. This implies in particular that moduli spaces of supersymmetric
D-branes should be isomorphic. In type IIB theory in the background R4 × X
the relevant D-branes are mathematically characterized by special Lagrangian
submanifolds in X with flat U(1)-bundles on them. In type IIA theory there
is one particularly simple type of D-branes: D0-branes that just wrap a point
in X˜. Their moduli space is simply the space X˜ itself. Since mirror symmetry
maps D0-branes into D3-branes that wrap special Lagrangian cycles in X, the
moduli space of these D3-branes, i.e. the moduli space of special Lagrangian
submanifolds with a flat U(1) bundle on it, should be isomorphic to X˜.
Figure 2.2: Schematic illustration of an SYZ fibration of X˜ (on the left) and of X (on the
right). Mirror symmetry (MS) acts by mapping each point in X˜ to a special Lagrangian
cycle of X. In the SYZ fibration of X˜ this point is part of a fiber F˜b over some b ∈ B. Mirror
symmetry sends it to the total fiber Fb, over b ∈ B, of the SYZ fibration of X.
Special Lagrangian deformations of a special Lagrangian submanifold C are
well-known to be characterized by the first cohomology group H1(C,R). On the
other hand, flat U(1)-connections moduli gauge equivalence are parametrized
by H1(C,R)/H1(C,Z). The first Betti number of C therefore has to match the
complex dimension of X˜, which is 3. So mirror symmetry implies that X˜ must
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admit a 3-dimensional fibration of 3-tori T 3 = (S1)3 over a 3-dimensional base
space that parametrizes the special Lagrangian submanifolds in X. Of course,
the same argument proves the converse. We thus conclude that both X and
X˜ are the total space of a special Lagrangian fibration of 3-tori over some real
three-dimensional base B.
Such a special Lagrangian fibration is called an SYZ fibration. It is illustrated
in Fig. 2.2. Notice that generically this fibration is not smooth over the whole
base B. We refer to the locus Γ ⊂ B where the fibers degenerate as the singular,
degenerate or discriminant locus of the SYZ fibration. Smooth fibers Fb and F˜b,
over some point b ∈ B, can be argued to be dual in the sense thatH1(Fb,R/Z) =
F˜b and vice versa, since flat U(1) connections on a torus are parametrized by the
dual torus.
Large complex structure
Mirror symmetry, as well as the SYZ conjecture, is not exactly true in the way
as stated above. More precisely, it should be considered as a symmetry only
around certain special points in the Ka¨hler and complex structure moduli space.
In the complex structure moduli space these are the large complex structure
limit points, and in the Ka¨hler moduli space the large Ka¨hler structure limit
points. Mirror symmetry will exchange a Calabi-Yau threefold near a large com-
plex structure point with its mirror near a large Ka¨hler structure limit point.
Moreover, only in these regions the SYZ conjecture may be expected to be valid.
Topological aspects of type II string theory compactifications can be fully de-
scribed in terms of either the Ka¨hler structure deformations or the complex
structure deformations of the internal Calabi-Yau manifold. In the following
we will focus solely on describing the Ka¨hler structure of an SYZ fibered Calabi-
Yau threefold. Starting with this motivation we can freely go to a large complex
structure point on the complex structure moduli space.
How should we think of such a large complex structure? Let us illustrate this
with a 2-torus T 2. This torus is characterized by one Ka¨hler parameter t, which is
the volume of the torus, and one complex structure parameter τ . When perform-
ing a mirror symmetry, these two parameters are exchanged. When we send the
complex structure to infinity τ 7→ i∞, the torus degenerates into a nodal torus.
See Fig. 2.3. However, in this limit the volume also blows up. When we hold this
volume fixed, by rescaling the Ricci flat metric ds2 = tτ2 dz ⊗ dz¯, the torus will
collapse to a line. This line should be viewed as the base of the SYZ fibration.
For a general Calabi-Yau threefold a similar picture is thought to be true. When
approaching a large complex structure point, the Calabi-Yau threefold should
have a description as a special Lagrangian fibration over a 3-sphere whose T 3-
fibers get very small. The metric on these fibers is expected to become flat.
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Figure 2.3: In picture (1) we see a regular torus with complex structure τ : below the torus
itself and above its fundamental domain (that is obtained by removing the A and B-cycle
from the torus). In the large complex structure limit τ is sent to i∞. In picture (2a) this
degeneration is illustrated topologically and in (2b) metrically: when we hold the volume
fixed, the torus collapses to a circle.
Moreover, the singular locus of the fibration is thought to be of codimension two
in the base in that limit, so that it defines a 1-dimensional graph on the base of
the SYZ fibration.
In recent years much progress has been made in the mathematical study of the
SYZ conjecture. Comprehensive reviews can be found in e.g. [6, 7, 8]. Especially
the topological approach of M. Gross and others, with recent connections to
tropical geometry, seems very promising. The main idea in this program is to
characterize the SYZ fibration by a natural affine structure on its base B.
This affine structure is found as follows. Once we pick a zero-section of the (in
particular) Lagrangian fibration, we can contract the inverse symplectic form
with a one-form on the base B to find a vector field along the fiber. An integral
affine structure can then be defined on B by an integral affine function f whose
derivative df defines a time-one flow along the fiber that equals the identity. The
affine structure may be visualized as a lattice on the base B.
Although this affine structure will be trivial in a smooth open region of the fi-
bration, it contains important information near the singular locus. Especially
the monodromy of the T 3-fibers is encoded in it. In the large complex structure
limit all non-trivial symplectic information of the SYZ fibration is thought to be
captured in the monodromy of the T 3-fibers around the discriminant locus of the
fibration [9, 7]. The SYZ conjecture thus leads to a beautiful picture of how a
Calabi-Yau threefold may be visualized as an affine real 3-dimensional space with
an additional integral monodromy structure around an affine 1-dimensional de-
generation locus (see also [10]).
One of the concrete results that have been accomplished is an SYZ description
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of elliptic K3-surfaces [11] and Calabi-Yau hypersurfaces in toric varieties (in a
series of papers by W.-D. Ruan starting with [12]). Let us illustrate this with
the prime example of a compact Calabi-Yau threefold, the Fermat quintic. This
is also the first Calabi-Yau for which a mirror pair was found [13]. On a first
reading it is not necessary to go through all of the formulas in this example;
looking at the pictures should be sufficient.
2.2 The Fermat quintic
The Fermat quintic is defined by an equation of degree 5 in projective space P4:
Xµ :
5∑
k=1
z5k − 5µ
5∏
k=1
zk = 0,
where [z] = [z1 : . . . : z5] are projective coordinates on P4. Here µ denotes the
complex structure of the threefold.
Pulling back the Ka¨hler form of P4 provides the Fermat quintic with a Ka¨hler
structure. Moreover, the so-called adjunction formula shows thatXµ has a trivial
canonical bundle. So the Fermat quintic Xµ is a Calabi-Yau threefold. Note as
well that P4 admits an action of T 4 that is parametrized by five angles θk with∑
k θk = 0:
T 4 : [z1 : . . . : z5] 7→ [eiθ1z1 : . . . : eiθ5z5]
Such a variety is called toric. The quintic is thus embedded as a hypersurface in
a toric variety.
When we take µ→∞ we reach the large complex structure limit point
X∞ :
5∏
k=1
zk = 0.
This is just a union of five P3’s, that each inherit a T 3-action from the above toric
action on P4. From this observation it simply follows that X∞ can be seen as a
SYZ fibration. We can make this explicit by considering the fibration pi : P4 → R4
given by
pi([z]) =
5∑
k=1
|zk|2∑5
l=1 |zl|2
pk,
where the pk are five generic points in R4. The image of F is a 4-simplex ∆
spanned by the five points pk in R4 and X∞ is naturally fibered over the bound-
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Figure 2.4: The base of the SYZ fibration of the Fermat quintic Xµ is the boundary ∂∆ of
a 4-simplex ∆. To be able to draw this base we have placed the vertex pi at infinity. The
tetrahedron ∆i is the projection of the subset {zi = 0} ⊂ P4. The boundary ∂∆ consists of
5 such tetrahedrons.
ary ∂∆ with generic fiber being T 3. The base of the SYZ fibration is thus topo-
logically a 3-sphere S3. Similar to the large complex structure limit of a 2-torus,
the Ricci-flat metric on X∞ is degenerate and the SYZ fibers are very small.
Let us introduce some notation to refer to different patches of P4 and ∆. Call
Di1,...,in the closed part of P4 where zi1 up to zin vanish, and denote its projec-
tion to R4 by ∆i1,...,in . The ten faces of the boundary ∂∆ are thus labeled by
∆ij , with 1 ≤ i, j ≤ 5.
In the following it is also useful to introduce a notation for the S1-cycles that are
fibered over the base ∆. So define the circles
γki = { zi = 0, |
zk
zj
| = a1, zl
zj
= a2,
zm
zj
= a3 },
where the indices {i, j, k, l,m} are a permutation of {1, . . . , 5} and the numbers
a1, a2, a3 are determined by choosing a base point [z] on the circle. Since a
different choice for the index j leaves the circle invariant, it is not included
as a label in the name. Which circle shrinks to zero-size over each cell of the
boundary ∂∆ is summarized in Fig. 2.5. Notice that the only non-vanishing
circle in the fibers over the triple intersection ∆ijk is the circle γli (which may
also be denoted as γlj , γ
l
k, −γmi , −γmj or −γmk ).
W.-D. Ruan works out how to generate a Lagrangian fibration for any Xµ where
µ is large [12]. His idea is to use a gradient flow that deforms the Lagrangian
fibration of X∞ into a Lagrangian fibration of Xµ. Let us consider the region Di
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Figure 2.5: The boundary of each tetrahedron is a union of four triangles. The T 3-fibration
of the Fermat quintic degenerates over these triangles. This figure illustrates which cycle in
the T 3-fiber vanishes over which triangle in ∂∆: γji degenerates over the triangle ∆ij , γ
k
j
over ∆jk, etc.
and choose zj 6= 0 for some j 6= i. In this patch xk = zk/zj are local coordinates.
It turns out that the flow of the vector field
V = Re
(∑
k 6=i,j x
5
k + 1∏
k 6=i,j xk
∂
∂xi
)
produces a Lagrangian fibration of Xµ over ∂∆.
All the smooth points of X∞, i.e. those for which only one of the coordinates
zi vanishes, will be transformed into regular points of the Lagrangian fibration.
Only the points in the intersection of Xµ with the singular locus of X∞ won’t
move with the flow. These can be shown to form the complete singular locus of
the Lagrangian fibration of Xµ. Let us call this singular locus Σ and denote
Σij = Dij ∩ Σ = {[z] | zi = zj = 0, z5k + z5l + z5m = 0 }.
The singular locus Σij is thus a projective curve which has genus 6. It intersects
Dijk at the five points. The image of Σij under the projection pi is a deformed
triangle in ∆ij that intersects the boundary lines of ∆ij once. This is illustrated
in Fig. 2.6.
In the neighborhood of an inverse image of the intersection point 12 (pl + pm) in
Dij the coordinate zk gets very small. This implies that if we write zk = rkeiφk ,
it is the circle parametrized by φk that wraps the leg of the pair of pants in the
limit rk → 0. In the notation we introduced before this circle is γkj = γki .
The study of the cycles in the fibration reveals the structure of the singular locus.
It is built out of two kinds of 3-vertices. We call a 3-vertex whose center lies at
an edge Dijk a plus-vertex and a 3-vertex that lies in the interior of some 2-cell
24 Chapter 2. Calabi-Yau Geometry
Figure 2.6: The shaded area in this figure illustrates the discriminant locus of the La-
grangian fibration of the quintic Xµ, for large µ. In the total space it has the shape of a
genus 6 Riemann surface Σij over each 2-cell ∆ij . The five dots on the Riemann surface
project to a single dot on the base.
Dij a minus-vertex. The plus-vertex is described by a different degenerating
cycle at each of the three legs. Together they sum up to zero. The minus-vertex
is characterized by a single vanishing cycle. The precise topological picture is
shown in Fig. 2.7.
So in the large complex structure limit µ → ∞ the quintic has an elegant struc-
ture in terms of ten transversely intersecting genus 6 Riemann surfaces or equiv-
alently in terms of 50 plus-vertices and 250 minus-vertices.
Two kinds of vertices
The structure of the singular locus of the Fermat quintic in the above example,
ten genus 6 Riemann surfaces that intersect each other transversely, is very el-
egant. It is remarkable that it may be described by just two types of 3-vertices.
This immediately raises the question whether this is accidental or a generic fea-
ture of SYZ fibrations of Calabi-Yau threefolds. In fact, M. Gross shows that
under reasonable assumptions there are just a few possibilities for the topolog-
ical structure in the neighborhood of the discriminant locus [9] (see also [7]).
Indeed only two types of trivalent vertices can occur. Both are characterized by
the monodromy that acts on three generators γi of the homology H1(F,Z) of
the T 3-fiber F when we transport them around each single leg of the vertex. Let
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Figure 2.7: This picture shows one plus-vertex surrounded by three minus-vertices. It illus-
trates the discriminant locus in the neighborhood of an inverse image of the center of ∆ijk,
marked by a dot in the center of the plus-vertex. At this point the three genus 6 surfaces Σij ,
Σjk and Σki meet transversely. Notice that e.g. γkj + γ
l
j + γ
m
j = 0 and γ
j
i + γ
k
j + γ
i
k = 0.
us summarize this monodromy in three matrices Mα such that
γi 7→ γj(Mα)ji
when we encircle the αth leg of the vertex.
The first type of trivalent vertex is described by the three monodromy matrices
M+ :
 1 0 10 1 0
0 0 1
 ,
 1 0 00 1 1
0 0 1
 ,
 1 0 −10 1 −1
0 0 1
 .
This vertex is characterized by a a distinguished T 2 ⊂ T 3 that is generated by
γ1 and γ2 and stays invariant under the monodromy. Only the element γ3 picks
up a different cycle at each leg. This latter cycle must therefore be a vanishing
cycle at the corresponding leg.
The legs of this vertex can thus be labeled by the cycles γ1, γ2 and −γ1 − γ2
respectively, so that the vertex is conveniently represented as in Fig. 2.8. Note
that this is precisely the topological structure of the plus-vertex in the Lagrangian
fibration of the Fermat quintic.
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Figure 2.8: The plus-vertex is illustrated as a 1-dimensional graph. Its legs are labeled by
the cycle in T 2 ⊂ T 3 that vanishes there. The cycle γ3 picks up the monodromy.
Figure 2.9: The minus-vertex is illustrated as a pair of pants. It is characterized by a single
vanishing cycle γ3. Furthermore, its legs are labeled by the cycle that wraps it.
The monodromy of the second type of vertex is summarized by the matrices
M− :
 1 0 00 1 0
−1 0 1
 ,
 1 0 00 1 0
0 −1 1
 ,
 1 0 00 1 0
1 1 1
 .
In contrast to the plus-vertex these monodromy matrices single out a unique
1-cycle γ3 that degenerates at all three legs of the vertex. Instead of labeling
the vertex by this vanishing cycle, it is now more convenient to label the legs
with the non-vanishing cycle that does not pick up any monodromy. Like in the
example of the Fermat quintic these cycles topologically form a pair of pants.
This is illustrated in Fig. 2.9.
Notice that both sets of monodromy matrices are related by simple duality
(M+)−t = M−. Since the mirror of an SYZ fibered Calabi-Yau may be obtained
by dualizing the T 3-fibration, the above vertices must be related by mirror sym-
metry as well. Obviously these vertices will become important when we describe
string compactifications on Calabi-Yau threefolds.
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2.3 Local Calabi-Yau threefolds
Topological string theory captures topological aspects of type II string theory
compactifications; Ka¨hler aspects of type IIA compactifications and complex
structure aspects of type IIB compactification. Mirror symmetry relates them.
The topological string partition function Ztop can be written as a generating
function of either symplectic or complex structure invariants of the underlying
Calabi-Yau manifold. It contains for example a series in the number of genus zero
curves that are embedded in the Calabi-Yau threefold. Using mirror symmetry it
is possible to go well beyond the classical computations of these numbers. A fa-
mous result is the computation of the whole series of these genus zero invariants
for the Fermat quintic: 2875 different lines, 609250 conics, 317206375 cubics,
etc. [14].
It is much more difficult to find the complete topological string partition func-
tion, which also contains information about higher genus curves in the Calabi-
Yau threefold. The state of the art for the quintic is the computation of these
invariant up to g = 51 [15]. Although this is an impressive result, it is far
from computing the total partition function. In contrast, the all-genus partition
function has been found for a simpler type of Calabi-Yau manifolds, that are
non-compact. What kind of spaces are these? And why is it so much easier to
compute their partition function?
The simplest Calabi-Yau threefold is plain C3 with complex coordinates zi. It
admits a Ka¨hler form
k =
3∑
i=1
dzi ∧ dz¯i,
and a non-vanishing holomorphic 3-form
Ω = dz1 ∧ dz2 ∧ dz3.
A special Lagrangian T 2 × R fibration of C3 over R3 has been known for a long
time [16]. It is defined by the map
(z1, z2, z3) 7→ ( Im z1z2z3, |z1|2 − |z2|2, |z1|2 − |z3|2 ).
Notice that its degeneration locus is a 3-vertex with legs (0, t, 0), (0, 0, t) and
(0,−t,−t), for t ∈ R≥0. Over all these legs some cycle in the T 2-fiber shrinks
to zero-size. We can name these cycles γ1, γ2 and −γ1 − γ2 since they add up
to zero. The degenerate fiber over each leg is a pinched cylinder times S1. It is
thus the noncompact cycle (∼= R) in the fiber that picks up monodromy when we
move around one of the toric legs. This 3-vertex clearly has the same topological
structure as the plus-vertex.
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Many more non-compact Calabi-Yau’s can be constructed by gluing C3-pieces
together. In fact, these constitute all non-compact toric Calabi-Yau threefolds.
Their degeneration locus can be drawn in R2 as a 1-dimensional trivalent graph.
The fact that their singular graph is simply planar, as opposed to actually 3-
dimensional (as for the Fermat quintic), makes the computation of the partition
function on such non-compact toric Calabi-Yau’s much simpler. String theorists
have managed to find the full topological partition function Ztop [17] (using
a duality with a 3-dimensional topological theory, called Chern-Simons theory
[18]). The recipe to compute the partition function involves cutting the graph in
basic 3-vertices. To generalize this for compact Calabi-Yau’s it seems one would
need to find a way to glue the partition function for a plus-vertex with that of a
minus-vertex.
Since the partition function is fully known, topological string theory on these
toric manifolds is the ideal playground to learn more about its underlying struc-
ture. This has revealed many interesting mathematical and physical connec-
tions, for example to several algebraic invariants such as Donaldson-Thomas
invariants [19, 20, 21] and Gopakumar-Vafa invariants [22, 23], to knot theory
[24, 25, 26, 27], and to a duality with crystal melting [28, 29, 30].
To illustrate the last duality, let us write down the plain C3 partition function:
Ztop(C3) =
∏
n>0
1
(1− qn)n = 1 + q + 3q
2 + 6q3 + . . . .
This q-expansion is well-known to be generating function of 3-dimensional par-
titions; it is called the MacMahon function [31]. The 3-dimensional partition
can be visualized as boxes that are stacked in the positive octant of R3. Three of
the sides of each box must either touch the walls or another box. This is pictured
in Fig. 2.10.
Figure 2.10: Interpretation of the first terms in the expansion of Ztop(C3) in terms of a
three-dimensional crystal in the positive octant of R3.
Since q = eλ, where λ is the coupling constant of topological string theory, the
boxes naturally have length λ. Whereas the regime with λ finite is described by
a discrete quantum structure, in the limit λ → 0 surprisingly a smooth Calabi-
Yau geometry emerges. In a duality with statistical mechanics this corresponds
2.3. Local Calabi-Yau threefolds 29
to the shape of a melting crystal. These observations have led to deep insights
in the quantum description of space and time [32, 33].
Remarkably, it has been shown that the emergent smooth geometry of the crystal
can be identified with the mirror of C3. How does this limit shape look like?
Using local mirror symmetry the equation for the mirror of C3 was found in
[34]. It is given by
uv − x− y + 1 = 0,
where u, v ∈ C and x, y ∈ C∗. Remember that the topological structure of the
mirror of a plus-vertex should be that of a minus-vertex. Viewing the mirror as
a (u, v)-fibration over a complex plane spanned by x and y confirms this:
The degeneration locus of the fibration equals the zero-locus x + y − 1 = 0.
Parametrizing this curve by x, it is easily seen that this is a 2-sphere with three
punctures at the points x = 0, 1 and∞. We can equivalently represent this curve
as a pair of pants, by cutting off a disc at each boundary |x˜| = 1, where x˜ is a
local coordinate that vanishes at the corresponding puncture. This realizes the
mirror of C3 topologically as the minus-vertex in Fig. 2.9.
Mirrors of general non-compact toric manifolds are of the same form
XΣ : uv −H(x, y) = 0,
where the equation H(x, y) = 0 now defines a generic Riemann surface Σ em-
bedded in (C∗)2. This surface is a thickening of the 1-dimensional degeneration
graph Γ of its mirror. Its non-vanishing holomorphic 3-form is proportional to
Ω =
du
u
∧ dx ∧ dy.
These geometries allow a Ricci-flat metric that is conical at infinity [35, 36, 37,
38]. We refer to the threefold XΣ as the local Calabi-Yau threefold modeled on Σ.
The curve Σ plays a central role in this thesis. We study several set-ups in string
theory whose common denominator is the relevance of the Riemann surface Σ.
In particular, we study the melting crystal picture from the mirror perspective.
One of our main results is a simple representation of topological string theory in
terms a quantum Riemann surface, that reduces to the smooth Riemann surface
Σ in the limit λ→ 0.

Chapter 3
I-brane Perspective on
Vafa-Witten Theory and
WZW Models
In the last decades enormous progress has been made in analyzing 4-dimensional
supersymmetric gauge theories. Partition functions and correlation functions of
some theories have been computed, spectra of BPS operators have been discov-
ered and many other structures have been revealed. Most fascinating to us is
that many exact results can be related to two-dimensional geometries.
Since 4-dimensional supersymmetric gauge theories appear in several contexts
in string theory, much of this progress is strongly influenced by string theory.
Often, string theory tools can be used to compute important quantities in su-
persymmetric gauge theories. Moreover, in many cases string theory provides a
key understanding of new results. For example, when auxiliary structures in the
gauge theory can be realized geometrically in string theory and when symme-
tries in the gauge theory can be understood as stringy dualities.
In this chapter we study a remarkable correspondence between 4-dimensional
gauge theories and 2-dimensional conformal field theories. This correspondence
connects a “twisted” version of supersymmetric Yang-Mills theory to a so-called
Wess-Zumino-Witten model. In particular, generating functions of SU(N) gauge
instantons on the 4-manifold C2/Zk are related to characters of the affine Kac-
Moody algebra ŝu(k) at level N . This connection was originally discovered by
Nakajima [39], and further analyzed by Vafa and Witten [40]. The goal of this
chapter is to make it more transparent. Once again, we find that string theory
offers the right perspective.
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We have strived to make this chapter self-contained by starting in Section 3.1
with a short introduction in gauge and string theory. We review how supersym-
metric gauge theories show up as low energy world-volume theories on D-branes
and how they naturally get twisted. Twisting emphasizes the role of topologi-
cal contributions to the theory. Furthermore, we introduce fundamental string
dualities as T-duality and S-duality.
In Section 3.2 we introduce Vafa-Witten theory as an example of a twisted 4-
dimensional gauge theory, and study it on non-compact 4-manifolds that are
asymptotically Euclidean. In Section 3.3 we show that Vafa-Witten theory on
such a 4-manifold is embedded in string theory as a D4-D6 brane intersection
over a torus T 2. We refer to the intersecting brane wrapping T 2 as the I-brane.
Since the open 4-6 strings introduce chiral fermions on the I-brane, we find a
duality between Vafa-Witten theory and a CFT of free fermions on T 2.
In Section 3.4 we show that the full I-brane partition function is simply given
by a fermionic character, and reduces to the Nakajima-Vafa-Witten results after
taking a decoupling limit. The I-brane thus elucidates the Nakajima-Vafa-Witten
correspondence from a string theoretic perspective. Moreover, we gain more
insights in level-rank duality and the McKay correspondence from this stringy
point of view.
3.1 Instantons and branes
A four-dimensional gauge theory with gauge group G on a Euclidean 4-manifold
M is mathematically formulated in terms of a G-bundle E → M . A gauge field
A is part of a local connection D = d+A of this bundle, whose curvature is the
electro-magnetic field strength
F = dA+A ∧A.
If we denote the electro-magnetic gauge coupling by e and call ∗ the Hodge star
operator in four dimensions, the Yang-Mills path integral is
Z =
∫
A/G
DA exp
(
− 1
e2
∫
M
d4x TrF ∧ ∗F
)
,
This path integral, over the moduli space of connections Amodulo gauge invari-
ance, defines quantum corrections to the classical Yang-Mills equationD∗F = 0.
When the gauge group is abelian, G = U(1), the equation of motion plus Bianchi
identity combine into the familiar Maxwell equations
d ∗ F = 0, dF = 0.
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Topological terms
Topologically non-trivial configurations of the gauge field are measured by char-
acteristic classes. If G is connected and simply-connected the gauge bundle E is
characterized topologically by the instanton charge
ch2(F ) = Tr
[
F ∧ F
8pi2
]
∈ H4(M,Z). (3.1)
Instanton configuration are included in the Yang-Mills formalism by adding a
topological term to the Yang-Mills Lagrangian
L = − 1
e2
F ∧ ∗F + iθ
8pi2
F ∧ F (3.2)
Note that this doesn’t change the equations of motion. The path integral is
invariant under θ → θ+ 2pi, and the parameter θ is therefore called the θ-angle.
The total Yang-Mills Lagrangian can be rewritten as
L = iτ
4pi
F+ ∧ F+ + iτ¯4piF− ∧ F−, (3.3)
where F± = 12 (F ± ∗F ) are the (anti-)selfdual field strengths while
τ =
θ
2pi
+
4pii
e2
(3.4)
is the complexified gauge coupling constant . When G is not simply-connected
magnetic fluxes on 2-cycles in M are detected by the first Chern class
c1(F ) = Tr
[
F
2pi
]
∈ H2(M,Z). (3.5)
Electro-magnetic duality
The Maxwell equations are clearly invariant under the transformation F ↔ ∗F
that exchanges the electric and the magnetic field. To see that this is even a
symmetry at the quantum level, we introduce a Lagrange multiplier field AD in
the U(1) Yang-Mills path integral that explicitly imposes dF = 0:∫
DADAD exp
∫
M
(
iτ
4pi
F+ ∧ F+ + iτ¯4piF− ∧ F− +
1
2pi
F ∧ ∗dAD
)
.
Integrating out A yields the dual path integral∫
DAD exp
∫
M
(
i
4piτ
FD+ ∧ FD+ +
i
4piτ¯
FD− ∧ FD−
)
.
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So electric-magnetic duality is a strong-weak coupling duality, that sends the
complexified gauge coupling τ 7→ −1/τ . Moreover, this argument suggests an
important role for the modular group Sl(2,Z). This group acts on τ as
τ 7→ aτ + b
cτ + d
, for
(
a b
c d
)
∈ Sl(2,Z).
and is generated by
S =
(
0 1
−1 0
)
and T =
(
1 1
0 1
)
.
Hence, S is the generator of electro-magnetic duality (later also called S-duality)
and T the generator of shifts in the θ-angle. The gauge coupling τ is thus part of
the fundamental domain of Sl(2,Z) in the upper-half plane, as shown in Fig. 3.1.
Figure 3.1: The fundamental domain of the modular group Sl(2,Z) in the upper half plane.
Montonen and Olive [41] where pioneers in conjecturing that electro-magnetic
duality is an exact non-abelian symmetry, that exchanges the opposite roles of
electric and magnetic particles in 4-dimensional gauge theories. This involves
replacing the gauge group G by the dual group Gˆ (whose weight lattice is dual
to that of G). The first important tests of S-duality have been performed in
supersymmetric gauge theories.
For U(1) theories the partition function ZU(1) can be explicitly computed [42,
43]. The classical contribution to the partition function is given by integral fluxes
p ∈ H2(M,Z), as in equation (3.5), to the Langrangian (3.3). Decomposing the
flux p into a self-dual and anti-selfdual contribution yields the generalized theta-
function
θΓ(q, q¯) =
∑
(p+,p−)∈Γ
q
1
2p
2
+ q¯
1
2p
2
− (3.6)
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with q = exp(2piiτ), whereas Γ = H2(M,Z) is the intersection lattice of M and
p2 =
∫
M
p ∧ p. The total U(1) partition function is found by adding quantum
corrections to the above result, which are captured by some determinants [42].
Instead of transforming as a modular invariant, ZU(1) transforms as a modular
form under Sl(2,Z)-transformation of τ
ZU(1)
(
aτ + b
cτ + d
)
= (cτ + d)u/2(cτ + d)v/2ZU(1) (τ) ,
(
a b
c d
)
∈ Sl(2,Z).
We will come back on this in Section 3.2.
3.1.1 Supersymmetry
In supersymmetric theories quantum corrections are much better under control,
so that much more can be learned about non-perturbative properties of the the-
ory. We will soon discuss such elegant results, but let us first introduce super-
symmetric gauge theories.
The field content of the simplest supersymmetric gauge theories just consists
of a bosonic gauge field A and a fermionic gaugino field λ. Supersymmetry
relates the gauge field A to its superpartner χ. In any supersymmetric theory the
number of physical bosonic degrees of freedom must be the same as the number
of physical fermionic degrees of freedom. This constraints supersymmetric Yang-
Mills theories to dimension d ≤ 10.
The Lagrangian of a minimal supersymmetric gauge theory is
L = −1
4
Tr(FµνFµν) +
i
2
χ¯ΓµDµχ,
and supersymmetry variations of the fields A and χ are generated by a spinor 
δAµ =
i
2
¯Γµχ, δχ =
1
4
FµνΓµν. (3.7)
The number of supersymmetries equals the number of components of .
Dimensionally reducing the above minimal N = 1 susy gauge theories to lower-
dimensional space-times yield N = 2, 4 and possibly N = 8 susy gauge theories.
Their supersymmetry variations are determined by an extended supersymme-
try algebra. In four dimensions this is a unique extension of the Poincare´ al-
gebra generated by the supercharges QAα and QAα˙, with A ∈ {1, . . . ,N} and
α, α˙ ∈ {1, 2} are indices in the 4-dimensional spin group su(2)L × su(2)R. Non-
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vanishing anti-commutation relations are given by
{QAα , QBβ˙} = 2(σµ)αβ˙PµδAB
{QAα , QBβ } = αβZAB
{QAα˙, QBβ˙} = α˙β˙Z†AB
where ZAB and its Hermitean conjugate are the central charges. The auto-
morphism group of this algebra, that acts on the supercharges, is known as the
R-symmetry group.
BPS states
A special role in extended supersymmetric theories is played by supersymmetric
BPS states [44]. They are annihilated by a some of the supersymmetry genera-
tors, e.g. quarter BPS states satisfy
QA|BPS〉 = 0,
for 1/4 N indices A ∈ {1, . . . ,N}. BPS states saturate the bound M2 ≤ |Z|2
and form “small” representations of the above supersymmetry algebra. This
implies that supersymmetry protects them against quantum corrections: a small
deformation won’t just change the dimension of the representation.
Twisting
Supersymmetric Yang-Mills requires a covariantly constant spinor  in the rigid
supersymmetry variations (3.7). Since these are impossible to find on a generic
manifold M , the concept of twisting has been invented. Twisting makes use of
the fact that supersymmetric gauge theories are invariant under a non-trivial in-
ternal symmetry, the R-symmetry group. By choosing a homomorphism from the
space-time symmetry group into this internal global symmetry group, the spinor
representations change and often contain a representation that transforms as a
scalar under the new Lorentz group.
Such an odd scalar QT can be argued to obey Q2T = 0. It is a topological
supercharge that turns the theory into a cohomological quantum field theory.
Observables O can be identified with the cohomology generated by QT , and
correlation functions are independent of continuous deformations of the metric
∂
∂gµν
〈O1 · · · Ok〉 = 0 (3.8)
These correlation functions can thus be computed by going to short distances.
This yields techniques to study the dynamics of these theories non-perturbatively.
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For these topological theories it is sometimes possible to compute the partition
function and other correlators. Witten initiated twisting in the context of N = 2
supersymmetric Yang-Mills [45]. He showed that correlators in the so-called
Donaldson-Witten twist compute the famous Donaldson invariants.
A general theme in cohomological field theories is localization. Unlike in general
physical theories, in these topological theories the saddle point approximation
is actually exact. The path integral only receives contributions from fixed point
locusM of the scalar supercharge QT . Since the kinetic part of the action (that
contains all metric-dependent terms) is QT -exact, the only non-trivial contribu-
tion to the path integral is given by topological terms:
ZcohTFT =
∫
DX exp
(
− 1
e2
Skin(X ) + Stop(X )
)
→
∫
M
DX exp (Stop(X )) .
Here X represents a general field content. An elegant example in this respect
is 2-dimensional gauge theory [46]. Extensive reviews of localization are [47,
48]. We will encounter localization on quite a few occasions, starting with Vafa-
Witten theory in Section 3.2.
3.1.2 Extended objects
Whereas Yang-Mills theory is formulated in terms of a single gauge potential A,
string theory is equipped with a whole set of higher-form gauge fields. Instead
of coupling to electro-magnetic particles they couple to extended objects, such as
D-branes. This is analogous to the coupling of a particle of electric charge q to
the Maxwell gauge field A
q
∫
W
A = q
∫
W
Aµ
∂xµ
∂t
dt,
where W is the worldline of the particle. Notice that we need to pull-back the
space-time gauge fieldA in the first term before integrating it over the worldline.
We often don’t write down the pull-back explicitly to simplify notation. D-branes
and other extended objects appear all over this thesis. Let us therefore give a
very brief account of the properties that are relevant for us.
Couplings and branes in type II
Gauge potentials in type II theory either belong to the so-called RR or the NS-
NS sector. The RR potentials couple to D-branes, whereas the NS-NS potential
couples to the fundamental string (which is often denoted by F1) and the NS5-
brane. Let us discuss these sectors in a little more detail.
The only NS-NS gauge field is the 2-form B. The B-field plays a crucial role in
Chapter 5. Aside from the B-field the NS-NS sector contains the dilaton field φ
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and the space-time metric gmn. Together these NS-NS fields combine into the
sigma model action
Sσ-model = − 12piα′
∫
Σ
gmndx
m ∧ ∗dxn + iBmndxm ∧ dxn + α′φR. (3.9)
This action describes a string that wraps the Riemann surface Σ and is embedded
in a space-time with coordinates xm. In particular, it follows that the B-field
couples to a (fundamental) string F1.
Remember that the 1-form dxm refers to the pull-back ∂αxmdσα to the world-
sheet Σ with coordinates σα. Furthermore, the symbol ∗ stands for the 2-
dimensio-nal worldsheet Hodge star operator and R is the worldsheet curvature
2-form.
This formula requires some more explanation though. The symbol
√
α′ = ls sets
the string length, since α′ is inversely proportional to its tension. Since the Ricci
scalar of a Riemann surface equals its Euler number, the last term in the action
contributes 2g − 2 powers of
gs = eφ
to a stringy g-loop diagram; gs is therefore called the string coupling constant.
The extended object to which the B-field couples magnetically is called the NS5-
brane. It can wrap any 6-dimensional geometry in the full 10-dimensional string
background, but its presence will deform the transverse geometry. In the trans-
verse directions the dilaton field φ is non-constant, and there is a flux H = dB
of the B-field through the boundary of the transerve 4-dimensional space. The
tension of a NS5-brane is proportional to 1/g2s so that it is a very heavy object
when gs → 0. Moreover, unlike for D-branes open strings cannot end on it. This
makes it quite a mysterious object.
For the RR-sector it makes a difference whether we are in type IIA or in type IIB
theory: type IIA contains all odd-degree RR forms and type IIB the even ones. In
particular, the gauge potentials C1 and C4 are known as the graviphoton fields
for type IIA and type IIB, respectively, and the RR potential C0 is the axion field.
Any RR potential Cp+1 couples electrically to a Dp-brane. This is a p-dimensional
extended object that sweeps out a (p+1)-dimensional world-volume Σp+1. Type
IIA thus contains Dp-branes with p even, whereas in type IIB p is odd.
The electric Dp-brane coupling to Cp+1 introduces the term
Tp
∫
Σp+1
Cp+1 (3.10)
in the 10-dimensional string theory action, where 1/Tp = (2pi)p
√
α′
p+1
gs is the
inverse tension of the Dp-brane. Magnetically, the RR-potential Cp+1 couples to
3.1. Instantons and branes 39
a D(6− p)-brane that wraps a (7− p)-dimensional submanifold Σ7−p.
Calibrated cycles
D-branes are solitonic states as their tension Tp is proportional to 1/gs. To be
stable against decay the brane needs to wrap a submanifold that preserves some
supersymmetries. Geometrically, such configurations are defined by a calibration
[49]. A calibration form is a closed form Φ such that Φ ≤ vol at any point of the
background. A submanifold Σ that is calibrated satisfies∫
Σ
Φ =
∫
Σ
vol,
and minimizes the volume in its holomogy class. On a Ka¨hler manifold a calibra-
tion is given by the Ka¨hler form t, and the calibrated submanifolds are complex
submanifolds. On a Calabi-Yau threefold the holomorphic threeform Ω provides
a calibration, whose calibrated submanifolds are special Lagrangians. Calibrated
submanifolds support covariantly constant spinors, and therefore preserve some
supersymmetry. D-branes wrapping them are supersymmetric BPS states.
Worldvolume theory
D-branes have a perturbative description in terms of open strings that end on
them. The massless modes of these open strings recombine in a Yang-Mills gauge
field A. When the D-brane worldvolume is flat the corresponding field theory
on the p-dimensional brane is a reduction of N = 1 susy Yang-Mills from 10
dimensions to p + 1. The 9 − p scalar fields in this theory correspond to the
transverse D-brane excitations. When N D-branes coincide the wordvolume
theory is a U(N) supersymmetric Yang-Mills theory.
For more general calibrated submanifolds the low energy gauge theory is a
twisted topological gauge theory [50], which we introduced in Section 3.1.1.
Which particular twist is realized, can be argued by determining the normal
bundel to the submanifold. Sections of the normal bundel fix the transverse
bosonic excitations of the gauge theory, and should correspond to the bosonic
field content of the twisted theory.
I-branes and bound states
Branes can intersect each others such that they preserve some amount of super-
symmetry. This is called an I-brane configuration. In such a set-up there are
more degrees of freedom than the ones (we described above) that reside on the
individual branes. These extra degrees of freedom are given by the modes of
open strings that stretch between the branes. In stringy constructions of the
standard model on a set of branes they often provide the chiral fermions.
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Chiral fermions are intimately connected with quantum anomalies, and brane
intersections likewise. To cure all possible anomalies in an I-brane system, a
topological Chern-Simons term has to be added to the string action
SCS = Tp
∫
Σp+1
Tr exp
(
F
2pi
)
∧
∑
i
Ci ∧
√
Aˆ(R). (3.11)
This term is derived through a so-called anomaly inflow analysis [51, 52]. The
last piece contains the A-roof genus for the 10-dimensional curvature 2-form R
pulled back to Σp+1. It may be expanded as
Aˆ(R) = 1− p1(R)
24
+
7p1(R)2 − 4p2(R)
5760
+ . . . ,
where pk(R) is a Pontryagin class. For example, the Chern-Simons term (3.11)
includes a factor
Tp
∫
Σp+1
Tr
(
F
2pi
)
∧ Cp−1
when a gauge field F on the worldvolume Σp+1 is turned on. It describes an
induced D(p− 2) brane wrapping the Poincare dual of [F/2pi] in Σp+1.
Vice versa, a bound state of a D(p− 2)-brane on a Dp-brane may be interpreted
as turning on a field strength F on the Dp-brane. Analogously, instantons (3.1)
in a 4-dimensional gauge theory, say of rank zero and second Chern class n, have
an interpretation in type IIA theory bound states of n D0-branes on a D4-brane.
More generally, topological excitations in the worldvolume theory of a brane are
often caused by other extended objects that end on it [53].
3.1.3 String dualities
The different appearances of string theory, type I, II, heterotic and M-theory, are
connected through a zoo of dualities. Let us briefly introduce T-duality and S-
duality in type II. There are many more dualities, some of which we will meet
on our way.
T-duality
T-duality originates in the worldsheet description of type II theory in terms of
open and closed strings. T-duality on an S1 in the background interchanges the
Dirichlet and Neumann boundary conditions of the open strings on that circle,
and thereby maps branes that wrap this S1 into branes that don’t wrap it (and
vice versa). It thus interchanges type IIA and type IIB theory.
Similar to electro-magnetic duality (see Section 3.1), T-duality follows from a
path integral argument [54]. The sigma model action for a fundamental string
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is based on the term
− 1
2piα′
∫
Σ
gmndx
m ∧ ∗dxn,
in equation (3.9) when we forget the B-field for simplicity. Let us suppose that
the metric is diagonal in the coordinate x that parametrizes the T-duality circle
S1. Then we can add a Lagrange multiplier field dy to the relevant part of the
action ∫
DxDy exp
∫ (
− 1
2piα′
dx ∧ ∗dx+ i
pi
dx ∧ ∗dy
)
.
On the one hand the Lagrange multiplier field dy forces d(dx) = 0, which locally
says that dx is exact. On the other hand integrating out dx yields∫
Dy exp
∫ (
− α
′
2pi
dy ∧ ∗dy
)
So T-duality exchanges
α′ ↔ 1
α′
and is therefore a strong-weak coupling on the worldsheet. More precisely, one
should also take into account the B-field coupling (3.9), which is related to non-
diagonal terms is the space-time metric. This leads to the well-known Buscher
rules [55]
Since the differential dx may be identified with a component of the gauge field
A on the brane, and dy with a normal 1-form to the brane, the reduction of
supersymmetric Yang-Mills from ten to 10− d dimensions can be understood as
applying T-duality d times.
S-duality
Since N = 4 supersymmetric Yang-Mills is realized as the low-energy effective
theory on a D3-brane wrapping R4. Since electro-magnetic duality in this theory
is an exact symmetry, it should have a string theoretic realization in type IIB
theory as well. Indeed it does, and this symmetry is known as S-duality. In type
IIB theory S-duality is a (space-time) strong-weak coupling duality that maps
gs ↔ 1/gs. Analogous to Yang-Mills theory the complete symmetry group is
Sl(2,Z), where the complex coupling constant τ (3.4) is realized as
τ = C0 + ie−φ.
Since the ratio of the tensions of the fundamental string F1 and the D1-brane
is equal to gs, S-duality exchanges these objects as well as the B-field and the
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C2-field they couple to. Likewise, it exchanges the NS5-brane with the D5-brane.
M-theory
Type IIA is not invariant under S-duality. Instead, in the strong coupling limit
another dimension of size gsls opens up. This eleven dimensional theory is called
M-theory. The field content of M-theory contains a 3-form gauge field C3 with
4-form flux G4 = dC3 that couples to an M2-brane. It magnetic dual is an M5-
brane. Other extended objects include the KK-modes and Taub-NUT space. We
will introduce them in more detail later. For now, let us just note that a reduction
over the M-theory circle consistently reproduces all the fields and objects of type
IIA theory. (An extensive review can for instance be found in [56].)
3.2 Vafa-Witten twist on ALE spaces
The maximal amount of supersymmetry in 4-dimensional gauge theories is N =
4 supersymmetry. This gauge theory preserves so many supercharges that it
has a few very special properties. Its beta function is argued to vanish non-
perturbatively, making the theory exactly finite and conformally invariant [57].
It is also, not unrelated, the only 4-dimensional gauge theory where electro-
magnetic and Sl(2,Z) duality are conjectured to hold at all energy scales.
In this section we apply the techniques of the previous section to study a twisted
version of N = 4 supersymmetric Yang-Mills theory in four dimensions. It is
called the Vafa-Witten twist. We study Vafa-Witten theory on ALE (asympto-
tically locally Euclidean) spaces, which are defined as hyper-Ka¨hler resolutions
of the singularity
C2/Γ,
where Γ is a finite subgroup of SU(2). ALE spaces are intimately connected to
ADE Lie algebras.
The Vafa-Witten twist is an example of a topological gauge theory. It localizes on
anti-selfdual instantons that are defined by the vanishing of the selfdual compo-
nent F+ of the field strength. The Vafa-Witten partition function is therefore a
generating function that counts anti-selfdual instantons. On an ALE space this
partition function turns out to compute the character of an affine ADE algebra.
This section starts off with the Vafa-Witten twist and ALE spaces. We discuss
Vafa-Witten theory on ALE spaces, and embed the gauge theory into string the-
ory as a worldvolume theory on top of D4-branes. This is the first step in finding
a deeper explanation for the duality between N = 4 supersymmetric gauge the-
ories and 2-dimensional conformal field theories.
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3.2.1 Vafa-Witten twist
C. Vafa and E. Witten have performed an important S-duality check of N =
4 supersymmetric gauge theory by computing a twisted partition function on
certain 4-manifolds M [40].
In total three inequivalent twists of N = 4 Yang-Mills theory are possible. These
are characterized by an embedding of the rotation group SO(4) ∼= SU(2)L ×
SU(2)R in the R-symmetry group SU(4)R of the supersymmetric gauge theory.
The Vafa-Witten twist considers the branching
SU(4)R → SU(2)A × SU(2)B
and twists either SU(2)L or SU(2)R with SU(2)A. Both twists are related by
changing the orientation of the 4-fold M and at the same time changing τ with
τ¯ . Let us choose the left-twist here. This results in a bosonic field content
consisting of a gauge field A, an anti-selfdual 2-form and three scalars.
The twisted theory is a cohomological gauge theory with NT = 2 equivariant
topological supercharges Q±, whose Lagrangian can be written in the form
L = iτ
4pi
F ∧ F − 2
e2
F− ∧ ∗F− + . . .
=
iτ
4pi
F ∧ F + Q+Q− F , (3.12)
where F is called the action potential [58]. In the spirit of our discussion in
Section 3.1.1 this implies that the path integral localizes onto the critical points
of the potential F modulo gauge equivalence. On Ka¨hler manifolds this critical
locus is characterized by the vanishing of the anti-selfdual 2-form and the three
scalars, whereas the gauge field obeys
F− = 0.
The Vafa-Witten twist thus localizes to the instanton moduli space
M =W/G, W = {A : F−(A) = 0}.
of selfdual connections.1 The moduli space M naturally decomposes in con-
1Alternatively, the localization to F− follows from the field equations. Since the field content of
the right twist involves only anti-selfdual (instead of selfdual) fields, setting the fermion variations
to zero forces F− = 0. Likewise, performing the left twist corresponds to changing τ with τ¯ as well
changing F− with F+ in the Lagrangian (3.12). Ultimately, our conventions in equation (3.2) and
(3.3) imply that the selfdual instantons receive contributions in τ . This choice is non-standard in
the Vafa-Witten literature, but it fits better with the content of this thesis.
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nected componentsMn that are labeled by the instanton number
n =
∫
M
Tr
[
F ∧ F
8pi2
]
.
The Vafa-Witten partition function computes the Euler characteristic of these
components (without ± signs). Up to possible holomorphic anomalies it is a
holomorphic function of τ with a Fourier-expansion of the type
ZG(τ) ∼
∑
n
d(n)qn, (3.13)
where the numbers d(n) represent the Euler characteristic ofMn, whereas qn =
exp(2piinτ) denotes the contribution of the instantons to the topological term in
the Lagrangian (3.12). The numbers d(n) are integers when G is connected and
simply connected.
S-duality and modular forms
The Vafa-Witten partition function only transforms nicely under S-duality once
local curvature corrections in the Euler characteristic χ and the signature σ of
M have been added to the action [40]. Notice that this is justified since they
do not change the untwisted theory on R4. In particular, these additional terms
introduce an extra exponent in (3.13)
ZG(τ) = q−c/24
∑
n
d(n)qn,
where c is a number depending on χ and σ. The resulting Vafa-Witten partition
function conjecturally transforms as a modular form of weight w = −χ(M) that
exchanges G with its dual Gˆ
ZG (−1/τ) ∼ τw/2ZGˆ(τ).
Since Gˆ is often not simply connected (for example the dual of G = SU(2) is
Gˆ = SO(3) = SU(2)/Z2) one has to take into account magnetic fluxes v ∈
H2(M,pi1(Gˆ)). The components of the partition function Zv mix under the S-
duality transformation τ → −1/τ . Furthermore, since for such Gˆ instantons
numbers are not integer, the vector valued partition function Zv will only be
covariant under a subgroup of Sl(2,Z).
Characters of affine Lie algebras are examples of such vector valued modular
forms. We will soon introduce them and see that they indeed appear as Vafa-
Witten partition functions.
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Unitary gauge group and Jacobi forms
In the following we will be especially interested in Vafa-Witten theory with gauge
group U(N). This gauge group is not simply-connected, since it contains an
abelian subgroup U(1) ⊂ U(N). Instanton bundles are therefore not only char-
acterized topologically by their second Chern class ch2, but also carry abelian
fluxes measured by the first Chern class c1.
The U(N) Yang-Mills partition function gets extra contributions from these mag-
netic fluxes. The path integral can be performed by first taking care of the U(1)
part of the field strength. This gives a contribution in the form of a Siegel theta
function, precisely as explained in Section 3.1.
We can make these fluxes more explicit by introducing a topological coupling
v ∈ H2(M,Z) in the original Yang-Mills Lagrangian:
L = iτ
4pi
TrF+ ∧ F+ + v ∧ TrF+ + c.c.. (3.14)
Here we define complex conjugation c.c. not only to change τ and v into their
anti-holomorphic conjugates, but also to map the selfdual part F+ of the field
strength to the anti-selfdual part F−. The v-dependence of the partition function
is entirely captured by the U(1) factor of the field strength. It results in a Siegel
theta-function of signature (b+2 , b
−
2 )
θΓ(τ, τ¯ ; v, v¯) =
∑
p∈Γ
eipi(τp
2
+−τ¯p2−)e2pii(v·p+−v¯·p−). (3.15)
Here p and v are elements of Γ = H2(M,Z), so that v · p (and likewise p2) refers
to the intersection product
∫
M
v ∧ p.
In this chapter we focus on non-compact hyper-Ka¨hler manifolds whose Betti
number b+2 = 0. We change their orientation to find a non-trivial Vafa-Witten
partition function. The U(1) contribution to their partition function is then
purely holomorphic.
Because of S-duality the total U(N) partition function Z(v, τ) is expected to be
given by a Jacobi form determined by the geometry M . That is, for(
a b
c d
)
∈ SL(2,Z) and n,m ∈ H2(M,Z) ∼= Zb2 ,
it should have the transformation properties
Z
(
v
cτ + d
,
aτ + b
cτ + d
)
= (cτ + d)w/2e
2piiκcv2
cτ+d Z(v, τ)
Z(v + nτ +m, τ) = e−2piiκ(n
2τ+2n·v)Z(v, τ),
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where w is the weight and κ is the index of the Jacobi form. Using the localiza-
tion to instantons, the partition function has a Fourier expansion of the form
Z(v, τ) =
∑
m∈H2(M),n≥0
d(m,n) ymqn−c/24, (3.16)
where y = e2piiv, q = e2piiτ and c = Nχ. The coefficients d(n,m) are roughly
computed as the Euler number of the moduli space of U(N) instantons on M
with total instanton numbers c1 = m and ch2 = n.
3.2.2 M5-brane interpretation
In string theory U(N) Vafa-Witten theory is embedded as the topological subsec-
tor of N = 4 super Yang-Mills theory on N D4-branes that wrap a holomorphic
4-cycle M ⊂ X in the IIA background
IIA : X × R4. (3.17)
Topological excitations in the gauge theory amount to bound states of D0 and
D2-branes on the D4-brane.
Let us now consider the 5-dimensional gauge theory on a Euclidean D4-brane
wrapping M × S1. The partition function of this theory is given by a trace over
its Hilbert space, whose components are labeled by the number n = ch2(F ) of
D0-branes and the number m = c1(F ) of D2-branes. The coefficients d(n,m) in
the Fourier expansion (3.16) thus have a direct interpretation as computing BPS
invariants: the number of bound states of n D0-branes and m D2-branes on the
D4-brane. For this reason they are believed to be integers in general. We can
compute d(m,n) as the index2
d(m,n) = Tr(−1)F ∈ Z,
in the subsector of field configurations on M of given instanton numbers m,n.
From the string theory point of view the modular invariance of Z is explained
naturally by lifting the D4-brane to M-theory, where it becomes an M5-brane on
the product manifold
M × T 2.
The world-volume theory of the M5-brane is (in the low-energy limit) the rather
mysterious 6-dimensional U(N) conformal field theory with (0, 2) supersymme-
try. The complexified gauge coupling τ can now be interpreted as the modulus
of the elliptic curve T 2, while the Wilson loops of the 3-form potential C3 along
2Here and in the subsequent sections we assume that the two fermion zero modes associated to
the center of mass movements of the D4-brane have been absorbed.
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this curve are related to the couplings v, as we explain in more detail in Sec-
tion 3.3.3. With this interpretation the action of modular group SL(2,Z) on v
and τ is the obvious geometric one.
Instead of compactifying over T 2, we can also consider a compactification over
M . We then find a 2-dimensional (0, 8) CFT on the two-torus, whose moduli
space consists of the solutions to the Vafa-Witten field equations on M . This
duality motivates the appearance of CFT characters in Vafa-Witten theory. In
Section 3.3 we will reach a deeper understanding.
R4 – Example
The simplest example is U(1) Vafa-Witten theory on R4 corresponding to a single
D4-brane on R4. Point-like instantons in this theory correspond to bound states
with D0-branes and yield a non-trivial partition function
Z(τ, v) =
θ3(v, τ)
η(τ)
=
∑
p∈Z e
piiτp2+2piivp
q1/24
∏∞
n=1(1− qn)
.
The Dedekind eta function η(τ) can be rewritten as a generating function
1
η(τ)
= q−1/24
1∏
n>0 (1− qn)
= q−1/24
∑
n≥0
p(n)qn,
of the number p(n) of partitions (n1, . . . , nk) of n. We can identity each such a
partition with a bosonic state
α−n1 · · ·α−nk |p〉
in the Fock space Hp of a chiral boson φ(x) with mode expansion
∂φ(x) =
∑
n∈Z
αnx
−n−1.
The state |p〉 is the vacuum whose Fermi level is raised by p units. The partition
function Z(τ, v) is exactly reproduced by the û(1) character
Z(τ, v) = TrHp
(
yJ0qL0−c/24
)
= χbu(1)(τ, v),
where L0 = 12α
2
0 +
∑
n>0 α−nαn measures the energy of the states and J0 = α0
the U(1) charge. The instanton zero point energy c = 1 now corresponds to the
central charge for a single free boson.
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3.2.3 Vafa-Witten theory on ALE spaces
So far we motivated that the Vafa-Witten partition function transforms under
S-duality in a modular way. Furthermore, we have seen a simple example with
M = R4 where the partition function equals a CFT-character. In this section we
will see that this relation is more generally true for ALE spaces.
In the forthcoming sections we introduce quite a few notions from the theory
of affine Lie algebras ĝ and their appearance in WZW (Wess-Zumino-Witten)
models. The classic reference for this subject is [59].
ALE spaces and geometric McKay correspondence
An ALE space MΓ is a non-compact hyper-Ka¨hler surface. It is obtained by re-
solving the singularity at the origin of C2/Γ,
MΓ → C2/Γ,
where Γ is a finite subgroup of SU(2) that acts linearly on C2. These Kleinian
singularities are classified into three families: the cyclic groups Ak, the dihedral
groups Dk and the symmetries of the platonic solids Ek. For example, an Ak−1
singularity is generated by the element
(z, w) 7→ (e2pii/kz, e−2pii/kw).
of the cyclic subgroup Γ = Zk.
Figure 3.2: The left picture (1) illustrates an A4-singularity, which is a hyper-Ka¨hler res-
olution of C2/Z5. Its homology is generated by 4 independent 2-cycles. They have self-
intersection number −2 and intersect once with their neighbours. This Kleinian singularity
is therefore dual to the Dynkin diagram of the Lie algebra su(5), which is illustrated on the
right in picture (2). The dotted lines complete this diagram into the Dynkin diagram of the
extended Lie algebra bsu(5). The labels are the dual Dynkin indices of the simple roots.
A hyper-Ka¨hler resolution replaces the singularity at the origin with a number of
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2-spheres. The (oriented) intersection product
(S2i , S
2
j ) 7→ S2i ∪ S2j
puts a lattice structure on the second homology. This turns out to be determined
by the Cartan matrix of the corresponding ADE Lie algebra g, so that there is a
bijection between a basis of 2-cycles and a choice of simple roots. Ak−1 singu-
larities correspond to the Lie group SU(k), Dk singularities lead to SO(2k) and
Ek ones are related to one of the exceptional Lie groups E6, E7 or E8.
The Dynkin diagram of each Lie algebra is thus realized geometrically in terms
of intersections of 2-cyles in the resolution of the corresponding Kleinian sin-
gularity. This is the famous geometric McKay correspondence [60, 61]. We will
encounter its string theoretic interpretation in the next chapter.
In this thesis we mainly consider Ak−1 surface singularities, for which Γ = Zk.
Let us work out this example in some more detail. A resolved Ak−1 singularity
Mk is defined by an equation of the form:
Wk =
k∏
i=1
(z − ai) + u2 + v2 = 0, for z, u, v ∈ C.
More precisely, this equation defines a family ofAk−1 spaces that are parametrized
by k complex numbers ai. For any configuration with a1 6= . . . 6= ak the surface
Mk is smooth.
The 4-manifold Mk can be thought of S1 × R-fibration over the complex plane
C, where the fiber is defined by the equation u2 + v2 = µ = −∏ki=1(z− ai) over
a point z ∈ C. Notice, however, that the size µ of the circle S1 becomes infinite
when z →∞.
Over each of the points z = ai the fiber circle vanishes. Hence, non-trivial 2-
cycles Cij in the 4-manifold can be constructed as S1-fibrations over some line
segment [ai, aj ] in the z-plane. In fact, the second homology of the 4-manifold
Mk is spanned by k − 1 of these two-spheres, say Ci(i+1) for 1 ≤ i ≤ k − 1. This
is illustrated in in Fig. 3.2.
Since the (k − 1)× (k − 1) intersection form on H2(Mk) in this basis
−2 1 0 · · ·
1 −2 1 · · ·
0 1 −2 · · ·
...
...
...
. . .

coincides with the Cartan form of the Lie algebra su(k) (up to an overall minus-
sign), the 2-cycles Ci(i+1) generate the root lattice of Ak−1.
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McKay-Nakajima correspondence
Let us now study Vafa-Witten theory on these ALE spaces. First of all we have
to address the fact that the 4-manifold MΓ is non-compact, so that we have to
fix boundary conditions for the gauge field. The boundary at infinity is given
by the Lens space S3/Γ and here the U(N) gauge field should approach a flat
connection. Up to gauge equivalence this flat connection is labeled by an N -
dimensional representation of the quotient group Γ, that is, an element
ρ ∈ Hom (Γ, U(N)) .
If ρi label the irreducible representations of Γ (with ρ0 the trivial representa-
tion), then ρ can be decomposed as
ρ =
r⊕
i=0
Niρi,
where the multiplicities Ni are non-negative integers satisfying the restriction
r∑
i=0
Nidi = N, di = dim ρi.
and r is the rank of the gauge group. Now the classic McKay correspondence
(without the adjective “geometric”) relates the irreducible representations ρi of
the finite subgroup Γ to the nodes of the Dynkin diagram of the corresponding
affine extension ĝ, such that the dimensions di of these irreps can be identified
with the dual Dynkin indices (see Fig. 3.2).
Furthermore, the non-negative integers Ni label a dominant weight of the affine
algebra ĝ whose level is equal toN . Through the McKay correspondence eachN -
dimensional representation ρ of Γ thus determines an integrable highest-weight
representation of ĝN at level N . We will denote this (infinite-dimensional) Lie
algebra representation as Vρ. For Γ = Zk, which is the case that we will mostly
concentrate on, flat connections on S3/Zk get identified with integrable repre-
sentations of ŝu(k)N . In this particular case all Dynkin indices satisfy di = 1.
With ρ labeling the boundary conditions of the gauge field at infinity, we will
get a vector-valued partition function Zρ(v, τ). Formally the U(N) gauge theory
partition function on the ALE manifold again has an expansion
Zρ(v, τ) =
∑
n,m
d(m,n)ymqhρ+n−c/24,
where c = Nk with k the regularized Euler number of the Ak−1 manifold [40].
The usual instanton numbers given by the second Chern class n = ch2 in the
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exponent are now shifted by a rational number hρ, which is related to the Chern-
Simons invariant of the flat connection ρ. As we explain in Section 3.4.2, hρ gets
mapped to the conformal dimension of the corresponding integrable weight in
the affine Lie algebra ĝ related to Γ by the McKay correspondence. S-duality will
act non-trivially on the boundary conditions ρ, and therefore Zρ(v, τ) will be a
vector-valued Jacobi form [40].
For these ALE spaces the instanton computations can be explicitly performed,
because there exists a generalized ADHM construction in which the instanton
moduli space is represented as a quiver variety. The physical intuition under-
lying this formalism has been justified by the beautiful mathematical work of
H. Nakajima [39, 62], who has proved that on the middle dimensional coho-
mology of the instanton moduli space one can actually realize the action of the
affine Kac-Moody algebra ĝN in terms of geometric operations. In fact, this work
leads to the identification
Zρ(v, τ) = Tr
Vρ
(
yJ0qL0−c/24
)
= χρ(v, τ),
with Vρ the integrable highest-weight representation of ĝN and χρ its affine
character. Here c is the appropriate central charge of the corresponding WZW
model. A remarkable fact is that, in the case of a U(N) gauge theory on a Zk
singularity, we find an action of ŝu(k)N and not of the gauge group SU(N). This
is a important example of level-rank duality of affine Lie algebras. This setup has
been studied from various perspectives in for instance [63, 64, 65].
Interestingly, I. Frenkel has suggested [66] that, if one works equivariantly for
the action of the gauge group SU(N) at infinity (we ignore the U(1) part for the
moment), there would similarly be an action of the ŝu(N)k affine Lie algebra.
Physically this means “ungauging” the SU(N) at infinity. In other words, we
consider making the SU(N) into a global symmetry instead of a gauge symme-
try at the boundary. This suggestion has recently been confirmed in [67]. So,
depending on how we deal with the theory at infinity, there are reasons to ex-
pect both affine symmetry structures to appear and have a combined action of
the Lie algebra
ŝu(N)K × ŝu(k)N .
We will now turn to a dual string theory realization, where this structure indeed
becomes transparent.
3.3 Free fermion realization
In this section we discover a string theoretic set-up to study the correspondence
between Vafa-Witten theory on ALE spaces and the holomorphic part of a WZW
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model. We find that Vafa-Witten theory is dual to a system of intersecting D4
and D6-branes on a torus T 2.
3.3.1 Taub-NUT geometry
To study Vafa-Witten theory on ALE spaces within string theory, we use a trick
that proved to be very effectively in relating 4d and 5d black holes [68, 69, 70,
71, 72] and is in line with the duality between ALE spaces and 5-brane geome-
tries [73]. We will replace the local Ak−1 singularity with a Taub-NUT geometry.
This can be best understood as an S1 compactification of the singularity. The
TNk geometry is a hyper-Ka¨hler manifold with metric [74, 75],
ds2TN = R
2
[
1
V
(dχ+ α)2 + V d~x2
]
,
with χ ∈ S1 (with period 4pi) and ~x ∈ R3. Here the function V and 1-form α are
determined as
V (~x) = 1 +
k∑
a=1
1
|~x− ~xa| , dα = ∗3 dV.
Just like a local Ak−1 singularity, the Taub-NUT manifold may be seen as a circle
fibration
S1TN → TNk
↓
R3
where the size of the S1TN shrinks at the points ~x1, . . . , ~xk ∈ R3, whose positions
are the hyperka¨hler moduli of the space. The main difference with the (resolved)
Ak−1 singularity is that the Taub-NUT fiber stays of finite size R at infinity.
The total Taub-NUT manifold is perfectly smooth. At infinity it approximates
the cylinder R3 × S1TN , but is non-trivially fibered over the S2 at infinity as a
monopole bundle of charge (first Chern class) k∫
S2
dα = 2pik.
In the core, where we can ignore the constant 1 that appears in the expression
for the potential V (~x), the Taub-NUT geometry can be approximated by the
(resolved) Ak−1 singularity.
The manifold TNk has non-trivial 2-cycles Ca,b ∼= S2 that are fibered over the
line segments joining the locations ~xa and ~xb in R3. Only k − 1 of these cycles
are homologically independent. As a basis we can pick the cycles
Ca := Ca,a+1, a = 1, . . . , k − 1.
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The intersection matrix of these 2-cycles gives the Cartan matrix of Ak−1.
From a dual perspective, there are k independent normalizable harmonic 2-
forms ωa on TNk, that can be chosen to be localized around the centers or NUTs
~xa. With
Va =
1
|~x− ~xa| , dαa = ∗dVa,
they are given as
ωa = dηa, ηa = αa − Va
V
(dχ+ α).
Furthermore, these 2-forms satisfy∫
TN
ωa ∧ ωb = 16pi2δab,
and are dual to the cycles Ca,b∫
Ca,b
ωc = 4pi(δac − δbc).
A special role is played by the sum of these harmonic 2-forms
ωTN =
∑
a
ωa. (3.18)
This is the unique normalizable harmonic 2-form that is invariant under the tri-
holomorphic U(1) isometry of TN . The form ωTN has zero pairings with all
the cycles Cab. In the “decompactification limit”, where TNk gets replaced by
Ak−1, the linear combination ωTN becomes non-normalizable, while the k − 1
two-forms orthogonal to it survive.
We will make convenient use of the following elegant interpretation of the two-
form ωTN . Consider the U(1) action on the TNk manifold that rotates the S1TN
fiber. It is generated by a Killing vector field ξ. Let ηTN be the correspond-
ing dual one-form given as (ηTN )µ = gµνξν , where we used the TN -metric to
convert the vector field to a one-form. Up to an overall rescaling this gives
ηTN =
1
V
(dχ+ α). (3.19)
In terms of this one-form, ωTN is given by ωTN = dηTN .
3.3.2 The D4-D6 system
Our strategy will be that, since we consider the twisted partition function of the
topological field theory, the answer will be formally independent of the radius
54 Chapter 3. I-brane Perspective on Vafa-Witten Theory and WZW Models
R of the Taub-NUT geometry. So we can take both the limit R → ∞, where
we recover the result for the ALE space C2/Zk, and the limit R → 0, where the
problem becomes essentially 3-dimensional.
Now, there are some subtleties with this argument, since a priori the partition
function of the gauge theory on the TN manifold is not identical to that of the
ALE space. In particular there are new topological configurations of the gauge
field that can contribute. These can be thought of as monopoles going around
the S1 at infinity. We will come back to this subtle point later.3
In type IIA string theory, the partition function of the N = 4 SYM theory on the
TNk manifold can be obtained by considering a compactification of the form
(IIA) TN × S1 × R5,
and wrapping N D4-branes on TN × S1. This is a special case of the situation
presented in the box on the right-hand side in Fig. 1.6, with Γ = S1, B3 =
S1 × R2, and S1 decompactified. In the decoupling limit the partition function
of this set of D-branes will reproduce the Vafa-Witten partition function on TNk.
This partition function can be also written as an index
Z(v, τ) = Tr
(
(−1)F e−βHeinθe2piimv)
where β = 2piR9 is the circumference of the “9th dimension” S1, and m = c1,
n = ch2 are the Chern characters of the gauge bundle on the TNk space. Here
we can think of the theta angle θ as the Wilson loop for the graviphoton field C1
along the S1. Similarly v is the Wilson loop for C3. The gauge coupling of the
4d gauge theory is now identified as
1
g2
=
β
gs`s
.
Because only BPS configurations contribute in this index, again only the holo-
morphic combination τ (3.4) will appear.
We can now further lift this configuration to M-theory with an additional S1 of
size R11 = gsls, where we obtain the compactification
(M) TN × T 2 × R5,
now with N M5-branes wrapping the 6-manifold TNk × T 2. This corresponds
to the top box in Fig. 1.6, with Σ = T 2. As we remarked earlier, after this lift the
coupling constant τ is interpreted as the geometric modulus of the elliptic curve
3Recently, instantons on Taub-NUT spaces have been studied extensively in [76, 77, 78]. In
particular, [79] gives a closely related description of the duality between N = 4 supersymmetric
gauge theory on Taub-NUT space and WZW models from the perspective of an M5-brane wrapping
R× S1 × TN . It is called a geometric Langlands duality for surfaces.
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T 2. In particular its imaginary part is given by the ratio R9/R11. Dimensionally
reducing the 6-dimensional U(N) theory on the M5-brane world-volume over
the Taub-NUT space gives a 2-dimensional (0, 8) superconformal field theory, in
which the gauge theory partition function is computed as the elliptic genus
Z = Tr
(
(−1)F yJ0qL0−c/24
)
.
In order to further analyze this system we switch to yet another duality frame by
compactifying back to Type IIA theory, but now along the S1 fiber in the Taub-
NUT geometry. This is the familiar 9-11 exchange. In this fashion we end up
with a IIA compactification on
(IIA) R3 × T 2 × R5,
with N D4-branes wrapping R3 × T 2. However, because the circle fibration of
the TN space has singular points, we have to include D6-branes as well. In
fact, there will be k D6-branes that wrap T 2×R5 and are localized at the points
~x1, . . . , ~xk in the R3. This situation is represented in the box on the left-hand
side in Fig. 1.6.
Summarizing, we get a system of N D4-branes and k D6-branes intersecting
along the T 2. This intersection locus is called the I-brane. It is pictured in
Fig. 3.3.2. We will now study this I-brane system in greater detail.
Figure 3.3: Configuration of intersecting D4 and D6-branes with one of the 4-6 open strings
that gives rise to a chiral fermion localized on the I-brane.
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3.3.3 Free fermions
A collection of D4-branes and D6-branes that intersect along two (flat) dimen-
sions is a supersymmetric configuration. One way to see this is that after some
T-dualities, it can be related to a D0-D8 or D1-D9 system. The supersymmetry in
this case is of type (0, 8). The massless modes of the 4-6 open strings stretching
between the D4 and D6 branes reside entirely in the Ramond sector. All modes
in the NS sector are massive. These massless modes are well-known to be chiral
fermions on the 2-dimensional I-brane [51, 80, 81]. If we have N D4-branes
and k D6-branes, the chiral fermions
ψi,a(z), ψ
†
ı,a(z), i = 1, . . . , N, a = 1, . . . , k
transform in the bifundamental representations (N, k) and (N, k) of U(N) ×
U(k). Since we are computing an index, we can take the α′ → 0 limit, in which
all massive modes decouple. In this limit we are just left with the chiral fermions.
Their action is necessarily free and given by
S =
∫
d2z ψ†∂¯A+ eAψ,
where A and A˜ are the restrictions to the I-brane T 2 of the U(N) and U(k)
gauge fields, that live on the worldvolumes of the D4-branes and the D6-branes
respectively. (Here we have absorbed the overall coupling constant).
Under the two U(1)’s the fermions have charge (+1,−1). Therefore the over-
all (diagonal) U(1) decouples and the fermions effectively couple to the gauge
group
U(1)× SU(N)× SU(k),
where the remaining U(1) is the anti-diagonal. At this point we ignore certain
discrete identifications under the ZN and Zk centers, that we will return to later.
Zero modes
A special role is played by the zero-modes of the D-brane gauge fields. In the
supersymmetric configuration we can have both a non-trivial flat U(N) and U(k)
gauge field turned on along the T 2. We will denote these moduli as ui and va
respectively. The partition function of the chiral fermions on the I-brane will be
a function Z(u, v, τ) of both the flat connections u, v and the modulus τ . It will
transform as a (generalized) Jacobi-form under the action of SL(2,Z) on the
two-torus.
The couplings u and v have straightforward identifications in the N = 4 gauge
theory on the TN space. First of all, the parameters ui are Wilson loops along
the circle of theD4 compactified on TN×S1, and so in the 4-dimensional theory
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they just describe the values of the scalar fields on the Higgs moduli space. That
is, they parametrize the positions ui of the N D4-branes along the S1. Clearly,
we are not interested in describing these kind of configurations where the gauge
group U(N) gets broken to U(1)N (or some intermediate case). Therefore we
will in general put u = 0.
The parameters va are the Wilson lines on the D6-branes and are directly related
to fluxes along the non-trivial two-cycles of TNk and (in the limiting case) on the
Ak−1 geometry. To see this, let us briefly review how the world-volume fields of
the D6-branes are related to the TN geometry in the M-theory compactification.
The positions of the NUTs ~xa of the TN manifold are given by the vev’s of the
three scalar Higgs fields of the 6+1 dimensional gauge theory on the D6-brane.
In a similar fashion the U(1) gauge fields A˜a on the D6-branes are obtained
from the 3-form C3 field in M-theory. More precisely, if ωa are the k harmonic
two-forms on TNk introduced in Section 3.3.1, we have a decomposition
C3 =
∑
a
ωa ∧ A˜a. (3.20)
We recall that the forms ωa are localized around the centers ~xa of the TN ge-
ometry (the fixed points of the circle action). So in this fashion the bulk C3 field
gets replaced by k U(1) brane fields A˜a. This relation also holds for a single
D6-brane, because the two-form ω is normalizable in the TN1 geometry. Rela-
tion (3.20) holds in particular for a flat connection, in which case we get the
M-theory background
C3 =
∑
a
va ωa ∧ dz + c.c.
Reducing this 3-form down to the type IIA configuration on TN × S1 gives a
mixture of NS B fields and RR C3 fields on the Taub-NUT geometry. Finally,
in the N = 4 gauge theory this translates (for an instanton background) into a
topological coupling ∫
v ∧ TrF+ + v¯ ∧ TrF−,
with v the harmonic two-form
v =
∑
a
vaωa.
The existence of this coupling can also be seen by recalling that the M5-brane
action contains the term
∫
H ∧ C3. On the manifold M × T 2 the tensor field
strength H reduces as H = F+ ∧ dz¯ + F− ∧ dz and similarly one has C3 =
v∧dz+ v¯∧dz¯, which gives the above result. If one thinks of the gauge theory in
terms of a D3-brane, the couplings v, v¯ are the fluxes of the complexified 2-form
combination BRR + τBNS .
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Chiral anomaly
We should address another point: the chiral fermions on the I-brane are obvi-
ously anomalous. Under a gauge transformation of, say, the U(N) gauge field
δA = Dξ,
the effective action of the fermions transforms as
k
∫
T 2
Tr(ξFA).
A similar story holds for the U(k) gauge symmetry. Nonetheless, the overall
theory including both the chiral fermions on the I-brane and the gauge fields
in the bulk of the D-branes is consistent, due to the coupling between both
systems. The consistency is ensured by Chern-Simons terms (3.11) in the D-
brane actions, which cancel the anomaly through the process of anomaly inflow
[51, 82]. For example, on the D4-brane there is a term coupling to the RR 2-form
(graviphoton) field strength G2:
ICS =
1
2pi
∫
T 2×R3
G2 ∧ CS(A), (3.21)
with Chern-Simons term
CS(A) = Tr
(
AdA+
2
3
A ∧A ∧A).
Because of the presence of the D6-branes, the 2-form G2 is no longer closed, but
satisfies instead
dG2 = 2pik · δT 2 .
Therefore under a gauge transformation δA = Dξ the D4-brane action gives the
required compensating term
δICS =
1
2pi
∫
G2 ∧ dTr(ξFA) = −k
∫
T 2
Tr(ξFA),
which makes the whole system gauge invariant.
3.4 Nakajima-Vafa-Witten correspondence
So far we have obtained a configuration of N D4-branes and k D6-branes that
intersect transversely along a 2-torus. Moreover, the massless modes of the 4-6
open strings combine into Nk free fermions on this 2-torus. This already relates
SU(N) Vafa-Witten theory on an Ak-singularity to a 2-dimensional conformal
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field theory of free fermions. However, the I-brane system contains more infor-
mation than just the Vafa-Witten partition function. In this section we analyze
the I-brane system and extract the Nakajima-Vafa-Witten correspondence from
the I-brane partition function.
3.4.1 Conformal embeddings and level-rank duality
The system of intersecting branes gives an elegant realization of the level-rank
duality
ŝu(N)k ↔ ŝu(k)N
that is well-known in CFT and 3d topological field theory. The analysis has been
conducted in [82] for a system of D5-D5 branes, which is of course T-dual to
the D4-D6 system that we consider here. Hence we can follow this analysis to a
large extent.
The system of Nk free fermions has central charge c = Nk and gives a realiza-
tion of the û(Nk)1 affine symmetry at level one. In terms of affine Kac-Moody
Lie groups we have the embedding
û(1)Nk × ŝu(N)k × ŝu(k)N ⊂ û(Nk)1. (3.22)
This is a conformal embedding, in the sense that the central charges of the WZW
models on both sides are equal. Indeed, using that the central charge of ŝu(N)k
is
cN,k =
k(N2 − 1)
k +N
,
it is easily checked that
1 + cN,k + ck,N = Nk.
The generators for these commuting subalgebras are bilinears constructed out
of the fermions ψi,a and their conjugates ψ
†
i,a. In terms of these fields one can
define the currents of the û(N)k and û(k)N subalgebras as respectively
Jjk(z) =
∑
a
ψj
aψ†
ka
,
and
Jab(z) =
∑
j
ψj,aψ
†
b
j .
Now it is exactly the conformal embedding (3.22) that gives the most elegant ex-
planation of level-rank duality. This correspondence should be considered as the
affine version of the well-known Schur-Weyl duality for finite-dimensional Lie
groups. Let us recall that the latter is obtained by considering the (commuting)
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actions of the unitary group and symmetric group
U(N)× Sk ⊂ U(Nk)
on the vector space CNk, regarded as the k-th tensor product of the fundamental
representation CN . Schur-Weyl duality is the statement that the corresponding
group algebras are maximally commuting in End
(
(CN )⊗k
)
, in the sense that
the two algebras are each other’s commutants. Under these actions one obtains
the decomposition
CNk =
⊕
ρ
Vρ ⊗ V˜ρ,
with Vρ and V˜ρ irreducible representations of u(N) and Sk respectively. Here
ρ runs over all partitions of k with at most N parts. This duality gives the
famous pairing between the representation theory of the unitary group and the
symmetric group.
In the affine case we have a similar situation, where we now take the kth tensor
product of the N free fermion Fock spaces, viewed as the fundamental repre-
sentation of û(N)1. The symmetric group Sk gets replaced by û(k)N (which
reminds one of constructions in D-branes and matrix string theory, where the
symmetry group appears as the Weyl group of a non-Abelian symmetry). The
affine Lie algebras
û(1)Nk × ŝu(N)k × ŝu(k)N
again have the property that they form maximally commuting subalgebras within
û(Nk)1. The total Fock space F⊗Nk of Nk free fermions now decomposes under
the embedding (3.22) as
F⊗Nk =
⊕
ρ
U‖ρ‖ ⊗ Vρ ⊗ V˜eρ. (3.23)
Here U‖ρ‖, Vρ and V˜eρ denote irreducible integrable representations of û(1)Nk,
ŝu(k)N , and ŝu(N)k respectively.
The precise formula for the decomposition (3.23) is a bit complicated, in par-
ticular due to the role of the overall U(1) symmetry, and is given in detail in
Appendix A. But roughly it can be understood as follows: the irreducible repre-
sentations of û(N)k are given by Young diagrams that fit into a box of size N×k.
Similarly, the representations of û(k)N fit in a reflected box of size k×N . In this
fashion level-rank duality relates a representation Vρ of û(N)k to the represen-
tation V˜eρ of û(k)N labeled by the transposed Young diagram. If we factor out
the û(1)Nk action, we get a representation of charge ‖ρ‖, which is related to the
total number of boxes |ρ| in ρ (or equivalently ρ˜).
At the level of the partition function we have a similar decomposition into char-
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acters. To write this in more generality it is useful to add the Cartan generators.
That is, we consider the characters for û(N)k that are given by
χbu(N)kρ (u, τ) = TrVρ
(
e2piiujJ
j
0 qL0−cN,k/24
)
,
and similarly for û(k)N we have
χ
bu(k)Neρ (v, τ) = TreVeρ
(
e2piivaJ
a
0 qL0−ck,N/24
)
.
Here the diagonal currents
Jj0 =
∮
dz
2pii
Jjj(z), Ja0 =
∮
dz
2pii
Jaa(z)
generate the Cartan tori U(1)N ⊂ U(N) and U(1)k ⊂ U(k).
Including the Wilson lines u and v for the U(N) and U(k) gauge fields, the
partition function of the I-brane system is given by the character of the fermion
Fock space
ZI(u, v, τ) = TrF
(
e2pii(ujJ
j
0+vaJ
a
0 ) qL0−
Nk
24
)
(3.24)
= q−
Nk
24
∏
j=1,...,N
a=1,...,k
∏
n≥0
(
1 + e2pii(uj+va)qn+1/2
)(
1 + e−2pii(uj+va)qn+1/2
)
.
Writing the decomposition (3.23) in terms of characters gives
ZI(u, v, τ)
=
∑
[ρ]⊂YN−1,k
N−1∑
j=0
k−1∑
a=0
χ
bu(1)Nk
|ρ|+jk+aN (N |u|+ k|v|, τ) χcsu(N)kσjN (ρ) (u, τ)χcsu(k)Nσak(eρ) (v, τ),
where the Young diagrams ρ ∈ YN−1,k of size (N − 1) × k represent ŝu(N)k
integrable representations and σ denote generators of the outer automorphism
groups ZN and Zk that connect the centers of SU(N) and SU(k) to the U(1)
factor (see again Appendix A for notation and more details).
3.4.2 Deriving the McKay-Nakajima correspondence
In the intersecting D-brane configuration both the D4-branes and the D6-branes
are non-compact. So, we can choose both the U(N) and U(k) gauge groups
to be non-dynamical and freeze the background gauge fields A and A˜. In fact,
this set-up is entirely symmetric between the two gauge systems, which makes
level-rank duality transparent.
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However, in order to make contact with the N = 4 gauge theory computation,
we will have to break this symmetry. Clearly, we want the U(N) gauge field to
be dynamical — our starting point was to compute the partition function of the
U(N) Yang-Mills theory. The U(k) symmetry should however not be dynamical,
since we want to freeze the geometry of the Taub-NUT manifold. So, to derive
the gauge theory result, we will have to integrate out the U(N) gauge field A on
the I-brane. Particular attention has to be payed to the U(1) factor in the CFT on
the I-brane. We will argue that in this string theory set-up we should not take
that to be dynamical.
Therefore we are dealing with a partially gauged CFT or coset theory
û(Nk)1/ŝu(N)k.
In particular the ŝu(N)k WZW model will be replaced by the correspondingG/G
model. Gauging the model will reduce the characters. (Note that this only makes
sense if the Coulomb parameters u are set to zero. If not, we can only gauge
the residual gauge symmetry, which leads to fractionalization and a product
structure.) In the gauged WZW model, which is a topological field theory, only
the ground state remains in each irreducible integrable representation. So we
have a reduction
χcsu(N)kρ (u, τ) → qhρ−c/24,
with hρ the conformal dimension of the ground state representation ρ. Note
that the choice of ρ corresponds exactly to the boundary condition for the gauge
theory on the Ak−1 manifold. We will explain this fact, that is crucial to the
McKay correspondence, in a moment.
Gauging the full I-brane theory and restricting to the sector ρ finally gives
ZI(u, v, τ) → ZN,kρ (v, τ) = qhρ−c/24
k−1∑
a=0
χ
bu(1)Nk
|ρ|+aN (k|v|, τ) χcsu(k)Nσak(eρ) (v, τ).
Up to the χbu(1)Nk factor, this reproduces the results presented in [40, 39] for
ALE spaces, which involve just ŝu(k)N characters. This extra factor is is due
to additional monopoles mentioned in Section 3.3.2. They are related to the
finite radius S1 at infinity of the Taub-NUT space and are absent in case of ALE
geometries.
In fact, the extra U(1) factor can already be seen at the classical level, because
the extra normalizable harmonic two-form ω in (3.18) disappears in the decom-
pactification limit where TNk degenerates into Ak−1. The lattice H2(TNk,Z) is
isomorphic to Zk with the standard inner product and contains the root lattice
Ak−1 as a sublattice given by
∑
I nI = 0. Note also that the lattice Zk is not
even, which explains why the I-brane partition function has a fermionic charac-
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ter and only transforms under a subgroup of SL(2,Z) that leaves invariant the
spin structure on T 2.
Relating the boundary conditions
By relating the original 4-dimensional gauge theory to the intersecting brane
picture one can in fact derive the McKay correspondence directly. Moreover
we can understand the appearance of characters of the WZW models (for both
the SU(N) and the SU(k) symmetry) in a more natural way in this set-up.
Recall that the SU(N) gauge theory on the Ak−1 singularity or TNk manifold
is specified by a boundary state. This state is given by picking a flat connection
on the boundary that is topologically S3/Zk. If we think of this system in radial
quantization near the boundary, where we consider a wave function for the time
evolution along
S3/Zk × R,
we have a Hilbert space with one state |ρ〉 for each N -dimensional representa-
tion
ρ : Zk → U(N).
After the duality to the I-brane system, we are dealing with a 5-dimensional
SU(N) gauge theory on R3×T 2, with k D6-branes intersecting it along {p}×T 2
where p is (say) the origin of R3. Here the boundary of the D4-brane system is
S2 × T 2. In other words, near the boundary the space-time geometry looks like
R × S2 × T 2. We now ask ourselves what specifies the boundary states for this
theory. Since we need a finite energy condition, this is equivalent to considering
the IR limit of the theory. In M-theory the S1-bundle over S2 carries a first Chern
class k, which translates into the flux of the graviphoton field strength∫
S2
G2 = 2pik.
Therefore the term ∫
S2×T 2×R
G2 ∧ CS(A),
living on the D4 brane, leads upon reduction on S2 (as is done in [82]) to the
term
ICS = 2pik
∫
T 2×R
CS(A).
Hence we have learned that the boundary condition for the D4-brane requires
specifying a state of the SU(N) Chern-Simons theory at level k living on T 2. The
Hilbert space for Chern-Simons theory on T 2 is well-known to have a state for
each integrable representation of the û(N)k WZW model, which up to the level-
rank duality described in the previous section, gives the McKay correspondence.
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In fact, the full level-rank duality can be brought to life. Just as we discussed for
the N D4-branes, a SU(k) gauge theory lives on the k D6-branes on T 2 × R5.
The boundary of the space is S4 × T 2. Furthermore, taking into account that
the N D4-branes source the G4 RR flux through S4, we get, as in the above, a
SU(k) Chern-Simons theory at level N living on T 2×R. Therefore the boundary
condition should be specified by a state in the Hilbert space of the SU(k) Chern-
Simons theory on T 2. So we see three distinct ways to specify the boundary
conditions: as a representation of Zk in SU(N), as a character of SU(N) at
level k, and as a character of SU(k) at level N . Thus we have learned that,
quite independently of the fermionic realization, there should be an equivalence
between these objects.
To make the map more clearly we could try to show that the choice of the flat
connection of the SU(N) theory on S3/Zk gets mapped to the characters that
we have discussed in the dual intersecting brane picture. To accomplish this,
recall that the original SU(N) action on the Ak−1 space leads to a boundary
term (modulo an integer multiple of 2piiτ) given by the Chern-Simons invariant
τ
4pii
∫
Ak−1
TrF ∧ F = τ
4pii
∫
S3/Zk
CS(A).
Restricting to a particular flat connection on S3/Zk yields the value of the clas-
sical Chern-Simons action.
If we show that
S(ρ) =
1
8pi2
∫
S3/Zk
CS(A)
for the flat connection ρ on S3/Zk gets mapped to the conformal dimension hρ of
the corresponding state of the quantum Chern-Simons theory on T 2, we would
have completed a direct check of the map, because the gauge coupling constant
τ above is nothing but the modulus of the torus in the dual description.
To see how this works, let us first consider the abelian case of N = 1. In that
case the flat connection ρ is given by a phase e2piin/k with n ∈ Z/kZ. The
corresponding CS term gives
SU(1)(ρ) =
n2
2k
.
This is the conformal dimension of a primary state of the U(1) WZW model at
level k.
A general U(N) connection can always be diagonalized to U(1)N , which there-
fore gives integers n1, . . . , nN ∈ Z/kZ. The Chern-Simons action is therefore
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given by
SU(N)(ρ) =
N∑
i=1
n2i
2k
.
On the other hand, a conformal dimension of a primary state in the correspond-
ing WZW model is given by
hρ =
C2(ρ)
2(k +N)
,
where ρ is an irreducible integrable û(N)k weight. Such a weight can be en-
coded in a Young diagram with at most N rows of lengths Ri. There is a natural
change of basis ni = Ri + ρ
Weyl
i where we shift by the Weyl vector ρ
Weyl. If we
decompose U(N) into SU(N) and U(1), the basis ni cannot be longer than k,
which relates to the condition ni ∈ Zk on the Chern-Simons side. In this basis
the second Casimir C2 takes a simple form. Therefore the conformal dimension
becomes
hρ = −N(N
2 − 1)
24(k +N)
+
1
2(k +N)
N∑
i=1
n2i .
The constant term combines nicely with the central charge contribution−cN,k/24
to give an overall constant (N2 − 1)/24. Apart from this term we see that hρ in-
deed matches the expression for SU(N)(ρ) given above, up to the usual quantum
shift k → k +N .
According to the McKay correspondence one might expect to find a relation be-
tween representations of Zk and û(k)N integrable weights. Instead, we have
just shown how û(N)k weights ρ arise. Nonetheless, one can relate integrable
weights of those algebras by a transposition of the corresponding Young dia-
grams. Then the conformal dimensions of û(k)N weights ρ˜ are determined by
the relation [83]
hρ + heρ = |ρ|2 −
|ρ|2
2Nk
,
which is a consequence of the level-rank duality described in Appendix A. The
above chain of arguments connects Zk representations and û(k)N integrable
weights, thereby realizing the McKay correspondence.
3.4.3 Orientifolds and SO/Sp gauge groups
In this chapter we have considered a system of N D4-branes and k D6-branes in-
tersecting along a torus, whose low energy theory is described by U(N) and U(k)
gauge theories on each stack of branes, together with bifundamental fermions.
We can reduce this system to orthogonal or symplectic gauge groups in a stan-
dard way by adding an orientifold plane. This construction can also be lifted to
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M-theory. Let us recall that D6-branes in our system originated from a Taub-NUT
solution in M-theory. The O6-orientifold can also be understood from M-theory
perspective, and it corresponds to the Atiyah-Hitchin space [84]. Combining
both ingredients, it is possible to construct the M-theory background for a col-
lection of D6-branes with an O6-plane. The details of this construction are ex-
plained in [84].
Let us see what are the consequences of introducing the orientifold into our
I-brane system. We start with a stack of k D6-branes. To get orthogonal or
symplectic gauge groups one should add an orientifold O6-plane parallel to D6-
branes [85], which induces an orientifold projection Ω which acts on the Chan-
Paton factors via a matrix γΩ. Let us recall there are in fact two species O6± of
such an orientifold. As the Ω must square to identity, this requires
γtΩ = ±γΩ,
with the± sign corresponding to O6±-plane, which gives respectively SO(k) and
Sp(2k) gauge group. In the former case k can be even or odd; k odd requires
having half-branes, fixed to the orientifold plane (as explained e.g. in [86]).
Let us add now N D4-branes intersecting D6 along two directions. The presence
of O6±-plane induces appropriate reduction of the D4 gauge group as well. The
easiest way to argue what gauge group arises is as follows. We can perform a
T-duality along three directions to get a system of D1-D9-branes, now with a
spacetime-filling O9-plane. This is analogous to the D5-D9-09 system in [85], in
which case the gauge groups on both stacks of branes must be different (either
orthogonal on D5-branes and symplectic on D9-branes, or the other way round);
the derivation of this fact is a consequence of having 4 possible mixed Neumann-
Dirichlet boundary conditions for open strings stretched between branes. On the
contrary, for D1-D9-O9 system there is twice as many possible mixed boundary
conditions, which in consequence leads to the same gauge group on both stack
of branes. By T-duality we also expect to get the same gauge groups in D4-D6
system under orientifold projection.
Let us explain now that the appearance of the same type of gauge groups is
consistent with character decompositions resulting from consistent conformal
embeddings or the existence of the so-called dual pairs of affine Lie algebras
related to systems of free fermions. We have already come across one such
consistent embedding in (3.22) for û(Nk)1. A dual pair of affine algebras in
this case is (ŝu(N)k, ŝu(k)N ). These two algebras are related by the level-rank
duality discussed in Appendix A. As proved in [87, 88], all other consistent dual
pairs are necessarily of one of the following forms
(ŝp(2N)k, ŝp(2k)N ),
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(ŝo(2N + 1)2k+1, ŝo(2k + 1)2N+1),
(ŝo(2N)2k+1, ŝo(2k + 1)2N ),
(ŝo(2N)2k, ŝo(2k)2N ).
Corresponding expressions in terms of characters, analogous to (A.5), are also
given in [88]. The crucial point is that both elements of those pair involve
algebras of the same type, which confirms and agrees with the string theoretic
orientifold analysis above.
Finally we wish to stress that the appearance of U , Sp and SO gauge groups
which we considered so far in this paper is related to the fact that their respective
affine Lie algebras can be realized in terms of free fermions, which arise on the
I-brane from our perspective. It turns out there are other Lie groups G whose
affine algebras have free fermion realization. There is a finite number of them,
and fermionic realizations can be found only if there exists a symmetric space
of the form G′/G for some other group G′ [89]. It is an interesting question
whether I-brane configurations can be engineered in string theory that support
fermions realizing all these affine algebras.
From a geometric point of view we can remark the following. For ALE singular-
ities of A-type and D-type a non-compact dimension can be compactified on a
S1 to give Taub-NUT geometries. For exceptional groups such manifolds do not
exist. But one can compactify two directions on a T 2 to give an elliptic fibration.
In this setting exotic singularities can appear as well. Such construction have a
direct analogue in type IIB string theory where they correspond to a collection
of (p, q) 7-branes [90, 91]. The I-brane is now generalized to the intersection of
N D3-branes with this non-abelian 7-brane configuration [92]. However, there
is in general no regime where all the 7-branes are weakly coupled, so it is not
straightforward to write down the I-brane system.

Chapter 4
Topological Strings, Free
Fermions and Gauge Theory
In Chapter 3 we found a stringy explanation for the appearance of CFT charac-
ters in N = 4 supersymmetric gauge theories. We discovered that these charac-
ters emerge from a free fermion system living on a torus T 2.
Also in N = 2 supersymmetric gauge theories important exact quantities have
turned out to be expressible in terms of an effective Riemann surface or complex
curve Σ. In this chapter we find that the I-brane configuration can be general-
ized to this N = 2 setting by replacing the torus T 2 with the more general
2-dimensional topology Σ. Moreover, we find an extension of the duality chain
to the complete web of dualities in Fig. 1.6. Interestingly, this makes it possible
to compare local Calabi-Yau compactifications with intersecting brane configu-
rations. This sheds new light on the presence of free fermions in those theories.
The theme of this chapter is the web of dualities in Fig. 1.6. The three keywords
“topological strings”, “free fermions” and “gauge theory” refer to the three cor-
nerstones of the duality web. In all of these frames a holomorphic curve Σ plays
a central role. The duality web relates the curves in all three settings, thereby
giving a more fundamental understanding of the appearance of curves in N = 2
theories. The goal of this chapter is to introduce the three corners of the web and
their relations. This yields a fruitful dual perspective on N = 2 supersymmetric
gauge theory as well as topological string theory.
An instructive example of an N = 2 supersymmetric gauge theory is the cele-
brated Seiberg-Witten theory. In Section 4.1 we summarize how the low energy
behaviour of SU(N) supersymmetric Yang-Mills is encoded in a Riemann sur-
face ΣSW of genus N − 1, which is widely known as the Seiberg-Witten curve.
In Section 4.1.4 we show that it is dual to an I-brane configuration of D4 and
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D6 branes that intersect at the Seiberg-Witten curve ΣSW . This set-up is easily
generalized to more general N = 2 gauge theories.
In Section 4.2 we study non-compact Calabi-Yau threefolds that are modeled on
a Riemann surface. Such 6-dimensional backgrounds geometrically engineer a
supersymmetric gauge theory in the four transverse dimensions. In Section 4.2.3
we relate the I-brane configuration to such Calabi-Yau compactifications in a
second chain of dualities.
This far we haven’t discussed topological invariants in these duality frames. This
is subject of Section 4.3. We review the most relevant aspects of Calabi-Yau com-
pactifications and the way topological string theory enters. In Section 4.4 we
introduce the several types of topological invariants that the topological string
captures, and we show how they enter the web of dualities. Moreover, we dis-
cuss the relation of these invariants to the free fermions on the I-brane. As an
application we write down a partition function that counts bound states of D0-
D2-D4 branes on a D6 brane and argue that this computes the I-brane partition
function.
Let us emphasize that novel results in this chapter may be found in Section 4.1.4,
Section 4.2.3, Section 4.4.3 and Section 4.4.2.
4.1 Curves in N = 2 gauge theories
N = 2 supersymmetric gauge theories (unlike their N = 4 relatives) are sen-
sitive to quantum corrections and thus not conformally invariant. In particular,
the SU(N) theory is asymptotically free: its complex gauge coupling constant
τ depends on the energy scale µ such that gYM (µ) decreases at high energies.
This dependence can be argued to be of the form [57]
τeff(µ) = τclas +
i
pi
log
µ2
Λ2
+
∞∑
k=1
ck
(
Λ
µ
)4k
(4.1)
for some to be determined constants ck, where Λ is the scale at which the gauge
coupling becomes strong. The second term on the right-hand side is the only
perturbative contribution, which follows from a one-loop computation, and the
third term captures all possible instanton contributions.
Surprisingly, N. Seiberg and E. Witten discovered that an elegant geometrical
story is hidden behind the coefficients ck [93]. They realized that many proper-
ties of N = 2 supersymmetric gauge theories have a geometrical interpretation
in terms of an auxiliary Riemann surface, which is now called the Seiberg-Witten
curve. One of the successes of string theory is the physical embedding of the
Seiberg-Witten curve in a 10- or 11-dimensional geometry. This has deepened
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the insight in supersymmetric gauge theories considerably.
In this first section of this chapter we explain how the Seiberg-Witten curve
comes about, and which information it holds about the underlying gauge theory.
Moreover, we explain its embedding in string theory as the rightmost diagram in
the web of dualities in Fig. 1.6. All these preliminaries are needed to get to the
main result of this section: the duality of N = 2 supersymmetric gauge theories
with intersecting brane configurations of D4 and D6-branes wrapping the gauge
theory curve Σ.
4.1.1 Low energy effective description
Let us start with the basics. Since N = 2 super Yang-Mills on R4 is a reduction
of N = 1 super Yang-Mills in six dimensions, it follows immediately that its
field content consists of a gauge field Aµ, a complex scalar field φ and two Weyl
spinors λ±. The last three fields transform in the adjoint representation of the
gauge group. The bosonic part of the action follows likewise from this reduction
L = − 1
e2
Tr
(
F ∧ ∗F + 2Dφ ∧ ∗Dφ† + [φ, φ†]2) , (4.2)
where we could have added the topological term iθ8pi2 Tr(F ∧F ). Supersymmetric
vacua are therefore found as solutions of
V (φ) = Tr[φ, φ†]2 = 0,
i.e. φ and φ† have to commute. Notice that this gives a continuum set of so-
lutions, since φ has an expansion in the Cartan generators {hi} of the gauge
group
φ =
∑
aihi ai ∈ C.
The gauge group is thus generically broken to a number of U(1)-factors. Divid-
ing out the residual Weyl symmetry, for SU(N) we find a moduli space Mc of
classical vacua that is parametrized by the symmetric polynomials
uk = Trφk
in the parameters ai.
Classically, there are singularities in this moduli space where W -particles be-
come massless and the gauge symmetry is partially restored. To understand
the theory fully, it is important to find out what happens to these singularities
quantum-mechanically. This information is contained in the quantum metric on
the moduli space, which is part of the low energy effective action.
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Quantum moduli space
Let us explain this in some detail. The abelian low energy effective action is very
much restricted by supersymmetry
L = Im
∫
d4θ TrF0(Ψi), (4.3)
where F0 is any holomorphic function in the N = 2 abelian vector superfields
Ψi. The holomorphic function F0 is known as the prepotential, whereas the
supermultiplets Ψi form a representation of the N = 2 supersymmetry algebra
and contain the U(1) fields Aiµ, φ
i and λi± as physical degrees of freedom.
In N = 1 language Ψ is decomposed into two N = 1 chiral multiplets Φ,
containing the scalar field φ and λ−, and Wα, which can be expanded in terms
of λ+ and the field strength Fµν . This results in the well-known low energy
Lagrangian
L =
∫
d2θd2θ¯ K(Φk,Φk) +
∫
d2θ τij(Φk)WiαW
αj , (4.4)
with
K(Φk,Φk) = Im
[
∂F0(Φk)
∂Φi
Φi
]
and τij(Φi) =
∂2F0(Φk)
∂Φi∂Φj
Important is that the first term (the so-called D-term) in this Lagrangian de-
termines a Ka¨hler metric gij¯ on the quantum vacuum moduli space Mq. In-
deed, when written in terms of components, we find a sigma model action
L = gij¯∂φi∂φj + . . . for the scalar fields φi with Ka¨hler metric
gij¯(φ
k, φk) =
∂2K(φk, φk)
∂φi∂φj
= Im
(
∂2F0(φk)
∂φi∂φj
)
. (4.5)
Furthermore, the second term in the N = 2 Lagrangian (the F-term) yields the
familiar Yang-Mills action for the field strengths F iµν with gauge coupling con-
stants τij . It captures the holomorphic dependence of the theory.
For the SU(2) theory, when φ = aσ3, the quantum prepotential F0 has an ex-
pansion
F0 = 12τ0a
2 +
i
2pi
a2 log
a2
Λ2
+
∞∑
k=1
F0,k
(
Λ
a
)4k
a2, (4.6)
whose second derivative determines the effective gauge coupling τeff(a) in equa-
tion (4.1). But this expression cannot be valid all over the moduli space: the
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resulting metric is harmonic, and thus cannot have a minimum, while it should
be positive definite. So τeff must have singularities and a cannot be a global
coordinate on the quantum moduli spaceMq. Instead, one needs another local
description in the strong coupling regions on the moduli space.
Let us introduce the magnetically dual coordinate
aD =
∂F0
∂a
.
The idea of Seiberg and Witten is that the tuple (aD, a) should be considered
as a holomorphic section of a Sl(2,Z) = Sp(1,Z)-bundle over the moduli space
Mq. Indeed, the metric onM may be rewritten as
ds2 = Imτeff da⊗ da¯ = Im daD ⊗ da, with τeff =
(
∂aD
∂a
)
(4.7)
Since this tuple experiences a monodromy around the singularities ofMq(
aD
a
)
→M
(
aD
a
)
,
just finding these monodromies defines a Riemann-Hilbert problem whose solu-
tion determines the quantum metric. And this turns out to be feasible. Except
for the monodromy M∞ around u = ∞, Seiberg and Witten find two other
quantum singularities at u = ±Λ2 with monodromy matrices M±Λ. They are
shown in Fig. 4.1.
Figure 4.1: The quantum moduli space Mq for the SU(2) Seiberg-Witten theory is a 2-
sphere with three singularities at u = ∞ and u = ±Λ2. The low energy effective theory is
described by an Sp(1,Z) = Sl(2,Z)-bundle over Mq with monodromies M∞,±Λ2 around
the singularities.
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4.1.2 Seiberg-Witten curve
Mathematically, this solution has another interesting characterization. Notice
that the metric in equation (4.7) equals that of an elliptic curve at each point
a ∈ Mq. Moreover, the monodromies M∞,±Λ2 altogether generate a subgroup
Γ0(2) ⊂ Sl(2,Z), which is exactly the moduli space for an elliptic curve ΣSW .
The singularity structure suggests that the moduli space is parametrized by the
family
ΣSW (u) : y2 = (x2 − u)2 − Λ4 (4.8)
of Seiberg-Witten curves. This family of elliptic curves, illustrated in Fig. 4.2, has
four branch points in the x-plane, which can be connected by two cuts running
from ±√u− Λ2 to ±√u+ Λ2.
Figure 4.2: On the left we see a hyperelliptic representation of the SU(2) Seiberg-Witten
curve defined in equation (4.8), together with a choice of A and B-cycle. On the right it is
compactified by adding two points at infinity.
At the points u ∈ {∞,±Λ2} some of these branch points come together so that
the elliptic curve degenerates. Precisely which 1-cycle degenerates at a quantum
singularity, labeled by the monodromy matrix M , can be found by solving the
equation (
p q
)
M = 0.
The 1-cycle pB + qA vanishes at the corresponding singularity ofMq.
Remember that the period matrix τ of an elliptic curve is defined by
τ =
∫
B
ω∫
A
ω
,
where ω is a holomorphic 1-form on ΣSW , and satisfies Imτ > 0. This suggests
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the identifications
∂uaD =
∫
B
ω, ∂ua =
∫
A
ω
and leads to the introduction of a meromorphic Seiberg-Witten form ηSW that
obeys
∂uηSW = ω.
The metric on the quantum moduli space Mq can thus be given a geometric
meaning in terms of an auxiliary Riemann surface ΣSW together with a mero-
morphic 1-form ηSW .
Monodromies and BPS particles
Physically, a quantum singularity hints that certain BPS particles becomes mass-
less. In N = 2 supersymmetric Yang-Mills BPS particles are characterized by
their electro-magnetic charge γ = (p, q). BPS particles with both types of charge
are called BPS dyons. Their central charge Z is of the form
Z = qa+ paD = q
∫
A
ηSW + p
∫
B
ηSW , (4.9)
where on the righthand-side we have written the parameters a and aD in terms
of the geometric variables ηSW and the 1-cycles on the Seiberg-Witten curve.
This formula implies that BPS dyons have a geometric interpretation as wrap-
ping a combination of A and B-cycles of the Seiberg-Witten curve. This is shown
in Fig. 4.2: magnetic particles wrap the B-cycle of the curve, whereas electric
particles wrap the A-cycle.
The monodromies M∞,±Λ2 can therefore indeed be explained in terms of BPS
particles that become massless. Magnetic monopoles of charge (1, 0) become
very light in the neighbourhood of u = Λ2, since they are associated with the
vanishing of the B-cycle. On the other hand, compared to the electric gauge
bosons W± of charge ±(0, 1), they become very heavy in the weak-coupling
region of the moduli space. This has led to an understanding of confinement in
N = 2 supersymmetric gauge theories [93].
Determining the full spectrum of the SU(2) Seiberg-Witten theory is more subtle.
For example, because of the monodromy around the three singular points, the
BPS charges are not determined uniquely. A careful analysis [94] reveals that
there is a contour onMq going through the singular points u = ±Λ2, where BPS
dyons may decay into other BPS dyons. This contour separates the strong and
the weak coupling region and leads to a consistent BPS spectrum.
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U(N) Seiberg-Witten curve
The discussion in Section 4.1.1 on the classical moduli space Mc can easily be
extended to other gauge groups. For gauge group U(N) the singularity structure
onMc is encoded in the characteristic polynomial
PN (x, φ) = det[x1− φ],
that defines coordinates uk = Trφk on the moduli space. When two or more ai’s
assume the same value, the gauge group is classically partially restored.
On the quantum level the low energy theory is captured by a section
(ai, aD,i) ∈ Γ(Mq,H)
of an Sp(N,Z)-bundle H over Mq. This section is related to the genus N − 1
hyperelliptic curve
ΣSW : y2 = PN (x, uk)2 − Λ2N ,
where uk now stands for the quantum vacuum expectation value (vev) uk =
〈Trφk〉 of the scalar field φ. The extra constraint u1 = 0 defines the Seiberg-
Witten curve for gauge group SU(N). The curve ΣSW can be represented by
a two-sheeted x-plane with N cuts. Whenever two branch points coincide a
quantum singularity arises where some BPS dyon becomes massless.
Figure 4.3: Configuration of N D4-branes stretched between two NS5-branes that realizes
the SU(N) Seiberg-Witten gauge theory on the D4 worldvolume. This picture is only valid
in the small gs limit where the effect of the ending of the D4-branes on the NS5 branes may
be neglected.
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By applying a coordinate transformation y = PN (x;uk) + ΛN t we find
ΣSW : ΛN (t+ t−1) + 2PN (v;uk) = 0. (4.10)
The Seiberg-Witten differential now takes a particularly simple form
ηSW = v(t, uk)
dt
t
. (4.11)
Exactly this representation of the Seiberg-Witten curve and differential plays
a crucial role in the following. It relates N = 2 gauge theories to integrable
systems and makes it possible to embed them in string theory as configurations
of D4 and NS5 branes. Note that the section (ai, aD,i) is recovered by the period
integrals
ai =
∫
Ai
ηSW , aD,i =
∫
Bi
ηSW .
4.1.3 Brane webs
In string theory N = 2 supersymmetric gauge theories can be studied on a con-
figuration of D4, NS5, and D6 branes [95]. Pure U(N) (and SU(N)) Seiberg-
Witten theory are embedded in type IIA theory on R10 as a combination of two
NS5-branes with N D4-branes stretched between them, see Fig. 4.3. The NS5-
branes are located at some fixed classical value of x6 and are parametrized by
x0, . . . , x5, while the D4-branes are parametrized by x0, . . . , x3 and stretch be-
tween the two NS5-branes in the x6-direction. Furthermore, we define a com-
plex coordinate v = x4 + ix5. Since the coordinate x6 has to fulfill the Laplace
equation∇2x6 = 0 on the NS5-worldvolume, the NS5-branes are actually curved
logarithmically at infinity
x6 ∼ ±N log |v|, v →∞. (4.12)
The D4-branes cause dimples on the NS5-worldvolume.
The N abelian gauge fields on the N D4-branes realize a low energy description
of N = 2 super Yang-Mills in the Minkowski directions x0, . . . , x3. The vev’s
for the complex scalar φ correspond to the positions of the D4-branes on the
NS5-brane, and the effective gauge coupling is given by
1
g2eff(v)
=
L(v)
λ
,
where L(v) is the x6-distance between both NS5-branes at position v. Hence v
plays the role of mass scale in four dimensions. The corresponding logarithmic
behaviour of the gauge coupling constant agrees with its one-loop correction
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(see equation (4.1)).
Since the gauge coupling constant is naturally complexified, it is natural to in-
troduce a new complex coordinate s = x6 + ix10 and lift the configuration to
M-theory, where x10 parametrizes the M-theory circle S1. In M-theory the N
D4-branes and the two NS5-branes lift to a single M5-brane. Supersymmetry
forces this M5-brane to wrap a holomorphic cycle in the complex 2-dimensional
surface spanned by v and t = e−s. Moreover, the classical IIA geometry forces
this Riemann surface to have genus g = N − 1.
By decomposing the self-dual 3-form field strength T on the M5-brane
T = F ∧ Λ + ∗F ∧ ∗Λ,
into a 2-form F on R4 and a 1-form Λ on the Seiberg-Witten curve, we recover
the abelian gauge field strengths F i in the 4-dimensional theory. The five-brane
kinetic energy
∫
T ∧∗T reduces to the 4-dimensional effective gauge Lagrangian
L = τijF i+ ∧ F j+, (4.13)
where τij is the period matrix of the M-theory curve [95]. So choosing the
Seiberg-Witten curve
ΣSW : ΛN (t+ t−1) + 2PN (v;uk) = 0.
as M-theory curve, consistent with the boundary conditions (4.12), indeed engi-
neers the U(N) (or SU(N)) gauge theory dynamics in 4 dimensions (depending
on whether u1 = 0).
4.1.4 I-brane configuration
This brings us to the most important paragraph in this section. We can gen-
eralize the I-brane configuration in Figure 3.3.2 to gauge theories with N = 2
supersymmetry. Like for theN = 4 gauge theories in Chapter 3, we studyN = 2
theories on more general Taub-NUT backgrounds TNk. Remember that TN1 is
related to R4 in the limit that the Taub-NUT circle becomes very large.
The first duality chain
The M5-brane configuration in Section 4.1.3 is in many ways the most elegant
starting point to study supersymmetric gauge theories. For a pure N = 2 susy
Yang-Mills theory it wraps the Seiberg-Witten curve ΣSW we met in equation
(4.10). We call B the 2-dimensional complex surface in which this curve is
embedded. So let us start with the M-theory compactification
(M) TN × B × R˜3,
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corresponding to the top box in Fig. 1.6 (with S1 decompactified). Here we
have denoted the three non-compact directions as R˜3 to distinguish them from
the R3 in the base of TN . We further pick B to be a flat complex surface that is
topologically a T 4 or some decompactification of it. That is, in the most general
case B will be a product
B = E × E′
of two elliptic curves. But more often we will consider the degenerations B =
C∗ × C∗ and B = C × C, or any mixed combination. (In the relation with inte-
grable hierarchies the cases C, C∗, and E correspond to rational, trigonometric,
and elliptic solutions respectively.) We will denote the affine coordinates on B
as (x, y) ∈ B. The complex surface B has a (2,0) holomorphic form
ω = dx ∧ dy.
We will now pick a holomorphic curve Σ inside B given by an equation
Σ : H(x, y) = 0,
and wrap a single M5-brane over TN × Σ. Because Σ is holomorphically em-
bedded this is a configuration with N = 2 supersymmetry in four dimensions.
There are two obvious reductions to type IIA string theory depending on whether
we take the S1 inside B, or an S1 in the Taub-NUT fibration. In the first case we
will compactify B along a S1 down to a three dimensional base B3. The curve Σ,
and therefore also the M5-brane, will partially wrap this S1. Consequently, we
arrive at a configuration of NS5-branes and D4-branes that are spanned between
them [95]. In the classical situation discussed by Witten we take B = C × C∗
and end up with a IIA string theory on
(IIA) TN × R6
with a set of parallel NS 5-branes with D4-branes ending on them, exactly as we
discussed in Section 4.1.3.
In the dual interpretation we switch to the other duality frame, by compactifying
to Type IIA theory along the S1 fiber in the Taub-NUT geometry. This is the
familiar 9-11 exchange. In this fashion we end up with a IIA compactification
on
(IIA) R3 × B × R˜3.
with N D4-branes wrapping R3 × Σ. However, because the circle fibration of
the TN space has singular points, we have to include D6-branes as well. In
fact, there will be k D6-branes that wrap B × R˜3 and are localized at the points
~x1, . . . , ~xk in the R˜3. This situation is represented in the box on the left-hand
side in Fig. 1.6 and illustrated in Fig. 4.4. Summarizing, we get a system of
80 Chapter 4. Topological Strings, Free Fermions and Gauge Theory
Figure 4.4: A more general configuration of D4 and D6-branes where the intersection locus
is an affine holomorphic curve Σ.
N D4-branes and k D6-branes intersecting along the holomorphic curve Σ. As
before we refer to this intersection locus as the I-brane.
Comparing partition functions
In this generalized geometry we should consider the free fermion system on a
higher genus Riemann surface with action
I =
∫
Σ
ψ†∂ψ.
Let us compare the I-brane with the gauge theory computation. In the gauge
theory we are computing two contributions. Firstly, there is a gauge coupling
matrix τij of the U(1)g fields F i∫
TN
i
4pi
τijF
i
+ ∧ F j+ + vi ∧ F i+
for a genus g curve Σ. Compared to equation (4.13) we added magnetic cou-
plings vi, like in equation (3.14). On the TN geometry the gauge field strengths
F i have fluxes in the lattice
[F i/2pi] = pi ∈ H2(TN,Z).
Since the cohomology lattice H2(TN,Z) ∼= Zk, these fluxes are labeled by inte-
gers pia with i = 1, . . . , g and a = 1, . . . , k.
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Secondly, there is a gravitational coupling Fi that appears in the term (we dis-
cuss this term in detail in Section 4.3 and Chapter 5)∫
TN
F1(τ) TrR+ ∧R+.
Since the regularized Euler number of TNk equals k, combining these two terms
yields the partition function
Zgauge =
∑
pia∈Z
epiip
i
aτijp
j,a+2piivai p
i
aekF1 . (4.14)
In the I-brane model the partition function Zgauge is nothing but the determinant
of the chiral Dirac operator acting on k free fermions living on the “spectral
curve” Σg, coupled to the flat U(k) connection v on corresponding rank k vector
bundle E → Σ. So we are led in a very direct way to
Zgauge = det ∂E . (4.15)
The results (4.14) and (4.15) are just the usual bosonization formula, where the
fermion determinant is equivalent to a sum over the lattice of momenta together
with a boson determinant. Here we use the identification
F1 = −12 log det ∆Σ.
To complete this map we need to show why the pi are identified with fermion
currents on the Riemann surface through the corresponding cycle, but this is
relatively clear. Consider a cycle Ai on the Riemann surface and a disc ending
on this cycle (which can always be done as Σ is contractible in the full CY). Then
the statement that F i is turned on corresponds to the fact that the integral of
the corresponding flux over this disc is not zero. Since the fermions are charged
under the U(k) gauge group, this means that they pick up a phase as they go
along this cycle on the Riemann surface (the Aharanov-Bohm effect). Thus the
holonomy of the fermions correlates with the pi. Later (in Section 4.4.2), we
provide an alternative view of the fluxes pi: they also correspond to D4-branes,
wrapping 4-cycles of the Calabi-Yau and bound to the D6-brane.
4.2 Geometric engineering
In Section 3.2 we considered N = 4 supersymmetric Yang-Mills in the back-
ground of an ALE space C2/Γ, and discovered an interesting relationship with
two dimensional conformal field theory. We explained this by embedding the
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gauge theory in type IIA theory on a D4-brane wrapping the ALE space. In the
ten dimensions of string theory, however, much more is possible.
Remember that ALE spaces C2/Γ are characterized by their vanishing two-cycles
(see Section 3.2.3), whose intersection matrix realizes the Dynkin diagram for
the corresponding ADE Lie group. Resolving the singularity gives a finite volume
 to the vanishing cycles. Let us call the dual two-forms ωi. The RR gauge field
C3 reduces to a set of r abelian gauge fields Ai
C3 =
r∑
i=1
Aiωi. (4.16)
When → 0 the gauge symmetry is enhanced to the corresponding ADE gauge,
similarly (and in fact dual) to when D-branes approach each other [96]. This
realizes the geometric McKay correspondence in string theory.
Wrapping a D2-brane over any of these two-cycles yields a BPS particle in the
six transverse directions to the ALE space, whose mass is proportional to the
volume  of the two-cycle it is wrapping. Since these 6-dimensional BPS particles
transform as vectors and are charged under the Cartan of the ADE-group, they
are the W -bosons corresponding to the breaking of the ADE gauge group to its
Cartan subalgebra.
A simple example is given by the ALE-fibration
(z − a)(z + a) + u2 + v2 = 0.
Its only two-cycle is spanned in between z = −a and z = a. Two-branes can
wrap this two-cycle with two possible orientations, generating a W+ and W−-
boson with masses proportional to a. So this engineers a broken SU(2) gauge
group for a generic value for a that is enhanced to SU(2) when a = 0. Note
that this matches with the classical Seiberg-Witten moduli space Mc (see Sec-
tion 4.1.1). Indeed, the ALE fibration only breaks half of the supersymmetries,
which amounts to N = 4 supersymmetry in four dimensions. As we pointed out
before, in N = 4 theories classical results are exact.
We can turn this example into a string theoretic setting that studies 4-dimen-
sional N = 2 Yang-Mills by fibering the ALE space over a genus zero curve. The
genus zero curve breaks the supersymmetry from N = 4 to N = 2, without
introducing extra particles. This idea of looking for a string theory set-up that
engineers a particular supersymmetric gauge theory in string theory is called
geometric engineering [97, 98, 99, 100].
In Section 4.2.2 we will see how the results of Seiberg and Witten can be ele-
gantly embedded in string theory in the language of string compactifications.
4.2. Geometric engineering 83
4.2.1 Non-compact Calabi-Yau threefolds
Let us return to the local Calabi-Yau threefolds that we introduced in Chapter 2,
and give some explicit examples that we will meet later-on in this thesis. We
start with one of the simplest Calabi-Yau threefolds that is modeled on an affine
curve Σ: the deformed conifold.
Deformed conifold
The deformed conifold Xµ is defined by the equation
Xµ : xy − uv = µ, (x, y, u, v) ∈ C4.
More precisely, the parameter µ ∈ C parametrizes a family of Calabi-Yau three-
folds Xµ that becomes singular at µ = 0. This singularity is called the conifold
singularity. The non-vanishing holomorphic three-form Ω equals
Ω =
du
u
∧ dx ∧ dy. (4.17)
The threefold Xµ just contains one compact cycle: a 3-cycle with topology S3
that shrinks to zero-size when µ → 0. This is particularly easy to see after a
change of variables
Xµ : z2 + w2 + u˜2 + v˜2 = µ, (z, w, u˜, v˜) ∈ C4.
So µ parametrizes a family of T ∗S3’s.
When we view Xµ as a (u, v)-fibration over the complex plane spanned by z and
w, its degeneration locus is
Σµ : z2 + w2 = µ
in the (z, w)-plane. The S3-cycle in Xµ may then be viewed as an S1-fibration
over a disk D in the (z, w)-plane, that is bounded by the curve Σµ. Since the
(u, v)-fibration degenerates at the locus z2 + w2 = µ the resulting 3-cycle has
topology S3. This is illustrated in Fig. 4.5.
Since the S3-cycle is special Lagrangian it is a supersymmetric cycle. In type IIB
we can wrap a D3-brane around it and find a vector BPS particle in the transverse
four dimensions, whose mass is proportional to the complex structure modulus
X. With Cauchy’s theorem we can reduce this formula to the 1-cycle ∂D of Σµ∫
S3
Ω =
∫
D
dz ∧ dw =
∫
∂D
η, (4.18)
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Figure 4.5: The deformed conifold is a non-compact Calabi-Yau threefold that is modeled
on the curve Σµ defined by z2 +w2 = µ. Its only compact 3-cycle is S1-fibered over the disk
D: Over each line segment in D with endpoints on ∂D the S1 fibration forms a 2-sphere.
Moving the line segment over the disk D shows that the compact 3-cycle is homeomorphic to
S3.
where η = wdz is a meromorphic 1-form on the (z, w) plane. The 4-dimensional
BPS particle couples to a U(1) gauge field
Aµ =
∫
S3
C4,
that is obtained as a reduction of the RR 4-form over the S3-cycle.
This bijective correspondence between 3-cycles in a local Calabi-Yau threefold
XΣ modeled on a curve Σ and 1-cycles on Σ holds in general. The 3-cycles may
be constructed by filling in a disk D whose boundary ∂D is a 1-cycle on Σ. If
one of the variables in the complex surface B is C∗-valued, the disk D will be
punctured. In such a situation differences of 1-cycles have to be considered. We
will see an example of this shortly.
Resolved conifold and toric Calabi-Yau’s
Instead of deforming the conifold singularity we can also resolve the singularity.
This is described by C4 parametrized by (x, y, u, v) together with the identifica-
tion
(x, y, z, w) ∼ (k−1x, k−1y, kz, kw), k ∈ C∗.
The first two complex coordinates parametrize a sphere CP1 and the last two
coordinates two line-bundle over it. Altogether this gives the total space of the
line bundles O(−1) ⊕ O(−1) → CP1. The resolved conifold is an example of a
local toric Calabi-Yau, just like C3 in Chapter 2.
Like any local toric Calabi-Yau, the resolved conifold can be obtained by glueing
a few copies of C3 such that its singular locus is a linear trivalent graph in R2.
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Figure 4.6: The resolved conifold is a non-compact toric Calabi-Yau threefold. The T 2 × R-
fibration degenerates over a trivalent graph consisting of two 3-vertices. The S1-fibration
over the inner leg of this graph forms a 2-sphere.
The toric diagram of the resolved conifold is shown in Fig 4.6. It consists of two
copies of C3 with coordinates (x, z, w) and (y, z, w) respectively. Since both 1-
cycles in T 2 shrink at the vertices, the middle toric leg represents the CP1-cycle.
4.2.2 Geometrically engineering Seiberg-Witten theory
Supersymmetric gauge theories with any gauge group and matter content may
be engineered by a local Calabi-Yau compactification. Pure N = 2 Seiberg-
Witten theory with an ADE gauge group is embedded string theory as a local
K3-fibration over CP1. Zooming in on the ALE-singularities of the K3 reveals an
ADE gauge group in four dimensions, which is broken by the Higgs mechanism
when some of the two-cycles gain a non-zero mass.
Let us consider SU(2) Seiberg-Witten theory in some detail. This may be engi-
neered in type IIA by any local Hirzebruch surface, which is the total space of
the canonical bundle over a Hirzebruch surface. For example, take the simplest
Hirzebruch surface CP1b × CP1f , where CP1b denotes the base sphere, and CP1f is
the only two-cycle in the resolved A1-singularity. This non-compact Calabi-Yau
manifold is toric, and its toric diagram is shown in Fig. 4.7. The W± bosons
correspond to D2-branes that are wrapped around the CP1f with opposite orien-
tations.
To go to the field theory limit we should take the string scale to infinity, while
keeping the masses of the W -bosons fixed. This corresponds to letting the size
tb of CP1b to infinity, while taking the size tf of CP1f proportional to the mass a
of the W -bosons, as in
exp (−tb) = exp
(−1/g2YM) = (βΛ2
)4
, exp (−tf ) = exp (−βa) (4.19)
when β → 0. Without this decoupling limit we end up with a 5-dimensional
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Figure 4.7: SU(2) Seiberg-Witten theory can be engineered as a local Calabi-Yau compact-
ification, based on a local Hirzebruch surface. The 4-dimensional field theory results are
recovered when taking the limit tb →∞, as in equation (4.19).
theory on S1 × R4, where the size of the S1 is given by β.
The Seiberg-Witten prepotential F0 is reproduced by stringy instanton correc-
tions to the toric Calabi-Yau geometry. In this geometry the instantons may wrap
the base n times and the fiber m times. This gives a contribution to the so-called
type IIA prepotential (4.34), as we explain in much more detail in Section 4.3. In
the 4-dimensional field theory limit only the fiber worldsheet instantons remain.
They recombine into the Seiberg-Witten prepotential (4.6).
The mirror map translates this type IIA configuration into a type IIB configura-
tion where we can see the Seiberg-Witten curve explicitly in the limit β → 0. We
find a non-compact Calabi-Yau XSW based on the Seiberg-Witten curve (4.10)
HSW (t, v) = Λ(t+ t−1)− 2(v2 − a2) = 0. (4.20)
Recall that t ∈ C∗ while v ∈ C. The holomorphic three-form thus reduces to the
Seiberg-Witten form
ηSW = v
dt
t
. (4.21)
A-cycles on ΣSW are not contractible on the (t, v)-plane. Instead, compact A-
cycles in the noncompact Calabi-Yau threefold will reduce to a difference of A-
cycles on ΣSW . Indeed, notice that a point on the 1-cycle Ai and one on another
1-cycle −Aj , with opposite orientation, are connected by a CP1 in the Calabi-
Yau. The resulting 3-cycle therefore has the topology of S2 × S1. For the B-
cycles this subtlety does not arise, and compact B-cycles in the Calabi-Yau have
S3 topology and reduce to compact 1-cycles connecting the two hyperelliptic
planes. See Figure 4.8.
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Figure 4.8: The relation between 3-cycles in the Calabi-Yau XSW and 1-cycles on the Rie-
mann surface ΣSW for the Seiberg-Witten geometry. For the A-cycle, by fibering S1 over the
line segment whose endpoints are at a point on Ai and a point on −Aj , one obtains S2.
By moving the endpoints over Ai and −Aj , one obtains S2 × S1. For the B-cycle, similarly
moving the S2 ending on Bi, one obtains S3.
Self-dual strings
Wrapping D3-branes around a 3-cyle Γ = qA + pB of XSW , introduces a BPS
dyon in four dimensions whose mass is the absolute value of
Z ∼ q
∫
A
Ω + p
∫
B
Ω.
This reproduces the mass-formula (4.9). On the Seiberg-Witten curve ΣSW the
D3-branes reduce to strings, whose tension is proportional to to the size of the
2-cycle above it. These strings are not fundamental strings, but instead non-
critical. They live in six dimensions and couple to the B-field that is part of a
6-dimensional tensor multiplet. Since the field strength of B is self-dual, they
are called selfdual strings [101].
The crucial difference between N = 2 and N = 4 gauge theories is that the
metric on the SU(2) Seiberg-Witten curve is not just the usual flat metric, as
it is on the N = 4 torus. The Seiberg-Witten metric can be derived from the
metric on the D3-branes. Since these branes wrap supersymmetric 3-cycles they
are calibrated by Re Ω. The pull-back of Ω to their worldvolume is proportional
to the volume element on the brane [102]. On the space part of the self-dual
string, parametrized by x, we thus find
∂
∂x
(
ηtSW (t)
∂ log t
∂x
)
= 0,
where ηSW = ηtSW dt/t. This is the geodesic equation for a metric
gtt¯ = ηtSW ηtSW . (4.22)
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Since ηSW is meromorphic, this metric has poles. Its geodesics are therefore
curved, so that not all BPS particles are stable. Studying these BPS trajectories
gives a powerful method to determine quantum BPS dyon spectra. In particular
this leads to the correct SU(2) Seiberg-Witten spectrum [101].
Notice that when we scale the Seiberg-Witten form ηSW as
ηSW → ηSW
λ
(4.23)
and take the limit λ → 0, the Seiberg-Witten metric reduces to the usual N =
4 flat metric. This is a preview on Section 4.3, where we study gravitational
corrections to the prepotential F0 that scale the prepotential to F0/λ2. In the
limit λ→ 0 we recover N = 4 results out of the N = 2 data.
4.2.3 Completing the web of dualities
Now that we have seen the intimate connection between non-compact Calabi-
Yau compactifications and N = 2 supersymmetric gauge theories, it is time to
link them to our first chain of dualities in Section 4.1.4. We accomplish this by
going through another chain of dualities, represented by the vertical sequence
of boxes in Fig. 1.6.
The second duality chain
Let us consider a slightly more general compactification of M-theory, namely
(M) TN × B × R2 × S1,
corresponding to the top box in Fig. 1.6. The extra S1 does not really influence
the earlier results, since the D6-branes remain non-compact and therefore the
gauge theory that they support stays non-dynamical. Hence the I-brane con-
figuration remains the same. In the other compactification with an ensemble
of NS5-branes and D4-branes we can now perform a T-duality on S1 to give
a web of (p, q) 5-branes in Type IIB, which is another familiar and convenient
realization of the N = 2 system.
However, in this situation there is an obvious third possible compactification to
type IIA, by just reducing on the extra S1 that we have introduced. This will give
IIA on
(IIA) TN × B × R2
with N NS5-branes wrapping TN ×Σ. We haven’t gained much in this step, but
now we can T-dualize the NS5-brane away to remain with a purely geometric
situation [73, 101]. In general a T-duality transverse to a set of N NS5-branes
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produces a local AN−1 singularity of the form
uv = zN . (4.24)
In the case of a single 5-braneN = 1 this gives anA0 “singularity”. We recall that
world-sheet instanton effects are important to understand this very non-trivial
duality [73, 103, 104].
Applying this T-duality in the present set-up gives us a type IIB compactification
of the form
(IIB) TN ×X,
where X is a non-compact Calabi-Yau geometry of the form
X : uv +H(x, y) = 0,
modeled on the affine Riemann surface Σ that is defined by H(x, y) = 0. This is
just an application of (4.24) in the case N = 1, where z is the local coordinate
transverse to the curve Σ.
Let us emphasize that the resulting web 1.6 can be used to study any non-
compact Calabi-Yau threefold X that is modeled on a Riemann surface Σ. In
particular, the Calabi-Yau doesn’t need to have a toric mirror. Examples of such
Calabi-Yau’s are the Dijkgraaf-Vafa geometries that we will encounter in Chap-
ter 6 as well as Chapter 8.
Moreover, notice that we restricted ourselves to N = 1, corresponding to a
single M5-brane in the upper node of the duality web 1.6. There is no problem
in generalizing this to arbitrary number N of M5-branes though, we just find
non-compact Calabi-Yau threefolds whose fiber over the affine curve Σ is given
by a more complicated local singularity.
4.3 Topological invariants of Calabi-Yau threefolds
So far we paid attention to some geometrical aspects of the Calabi-Yau back-
ground itself in a Calabi-Yau compactification. For associating topological in-
variants to Calabi-Yau threefolds, we need to go one step deeper and study the
moduli spaces of the fields in a Calabi-Yau compactification. That is the theme
of this section.
A string compactification is a generalization of the old idea of Kaluza and Klein
[105, 106] to unify electromagnetics and gravity in four dimensions by introduc-
ing an extra dimension. A reduction of the 5-dimensional metric over a circle S1
yields the 4-dimensional metric gµν and gauge field Aµ =
∫
S1
gµ5.
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In this thesis we will mostly consider compactifications of type II to four dimen-
sions, with a Calabi-Yau threefold X as compactification manifold. The low en-
ergy effective theory in four dimensions is determined by reducing the massless
fields of type II theory. These are given by a metric gMN , the B-field BMN and
the dilaton φ, together with the R-R gauge potentials and their superpartners.
String compactifications are characterized by the amount of supersymmetry that
is preserved. This is proportional to the number of covariantly constant spinors
on the compactification manifold, or equivalently, to the amount of reduced
holonomy. For example, complex Calabi-Yau threefolds with SU(3) holonomy
preserve a quarter of the 10-dimensional supersymmetry. This results in a 4-
dimensional theory with N = 2 supersymmetry. Supersymmetry dictates that
the resulting massless fields can be combined into 4-dimensional N = 2 mul-
tiplets. E.g. the 4-dimensional metric gµν combines with the graviphoton and
two gravitinos in a gravity multiplet, and yields for example the 4-dimensional
Einstein gravity Lagrangian ∫
d4x
√−gR.
But there are more multiplets that play a role in the resulting 4-dimensional
low energy effective theory. The scalar components of these multiplets all have
an interpretation in terms of the internal Calabi-Yau metric gmn. As this internal
metric may vary over x ∈ R4, though preserving the Calabi-Yau conditionRmn =
0, their moduli appear in the 4-dimension theory as fields φ(x). A reduction of
the 10-dimensional Einstein gravity Lagrangian shows that they are part of a
4-dimensional sigma model action∫
d4x Gαβ(φ)dφα ∧ ∗dφβ , (4.25)
where Gαβ(φ) is the metric on the moduli space of the Calabi-Yau. Now we
already learned in Chapter 2 that this metric splits into two pieces, the first
describing h2,1 complex structure moduli Xi and the second h1,1 complexified
Ka¨hler moduli tj , which combine the Ka¨hler metric g and the B-field.
In the language ofN = 2 supersymmetry the type IIB low energy effective theory
is captured by a N = 2 supergravity theory in 4d coupled to h2,1 vector multi-
plets, whose scalar components parametrize the complex structure deformations
of X, and to h1,1 + 1 hypermultiplets, whose scalar components describe defor-
mations of the complexified Ka¨hler moduli of X plus the axion-dilaton C+ ie−φ.
In the context of IIA compactifications these identifications are reversed: there
are h1,1 vector multiplets and h2,1 + 1 hypermultiplets.
As we will see in detail in a moment the metric on the scalar moduli spaces is
captured by classical geometry, up to such quantum corrections in gs in full string
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theory and in α′ at world-sheet level. The fact that these two sets of multiplets
are decoupled in the 4-dimensional theory is important in constraining these
corrections. For example, the metric on the IIB moduli spaceMV doesn’t receive
any string loop corrections nor instanton corrections, since the dilaton as well
as the Ka¨hler moduli (which control the size of the Calabi-Yau) are part of the
hypermultiplets. On the other hand, the metric on the IIA moduli spaceMV is
sensitive to α′ corrections.
4.3.1 Special geometry
Supersymmetry imposes strong constraints on the geometry of the moduli spaces
of the scalar fields. It forces the metricGij¯ on anyN = 2 vector multiplet moduli
spaceMV to be of the special Ka¨hler form [107, 108]
Gij¯ = ∂i∂j¯K, (4.26)
with Ka¨hler potential K. This Ka¨hler potential can be expressed in terms of a
prepotential F0, similar to our discussion in Section 4.1.1. Let us first show how
the prepotential F0 is related to the Calabi-Yau geometry in both type IIA and IIB
compactifications, and in Section 4.3.1 we explain the relation to the quantum
moduli space of N = 2 supersymetric gauge theories.
Type IIB vector moduli space
In a type IIB Calabi-Yau compactification the Ka¨hler potential onMV is given by
K = − log i
(∫
X
Ω ∧ Ω
)
. (4.27)
Here Ω is the nonvanishing holomorphic three-form of X, locally determined up
to multiplication by a nonvanishing holomorphic function. The transformation
Ω→ ef(z)Ω changes the Ka¨hler potential into
K(z, z¯)→ K(z, z¯)− f(z)− f(z),
so that the Ka¨hler metric (4.26) indeed remains invariant. Notice that (4.27)
corresponds precisely to the Weil-Petersson metric on the moduli space of com-
plex structures of the Calabi-Yau manifold X.
The fact that the Ka¨hler potential K is captured by a single function F0 is known
as special geometry. To see this let us start by choosing a basis of three-cycles
{Ai, Bj} of X, with i, j = 0, 1, . . . , h2,1, such that
Ai ∩Bj = δij , Ai ∩Aj = Bi ∩Bj = 0.
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As such a basis is preserved under the symplectic group Sp(b3,Z)1, it is called a
symplectic basis of X.
The complex structure periods of X with respect to this basis are defined as
Xi =
∫
Ai
Ω, F0,i =
∫
Bi
Ω. (4.28)
The tuple (Xi,F0,i) forms a local section of an Sp(b3,Z)-bundle over the moduli
spaceMV , whereas the quotients
Zi =
Xi
X0
, i = 1, . . . , h2,1
yield a set of local coordinates onMV .
Since the variation of a (3, 0)-form just contains a (3, 0) piece and a (2, 1) piece,∫
X
Ω∧∂iΩ = 0. This implies that the functions Fi(X) are in fact first derivatives
F0,i(X) = ∂iF0(X), F0(Xi) = 12X
iF0,i(X)
of a homogeneous function F0 of degree 2 in the complex moduli X = {Xi}.
This is the prepotential. Geometrically, this means that the image of the period
map, which sends
Ω 7→ (Xi,F0,i),
is a Lagrangian submanifold of H3(X,C).
The Riemann bilinear identity
∫
X
α ∧ β = ∑i (∫Ai α ∫Bi β − ∫Ai β ∫Bi α) im-
mediately shows that the Ka¨hler potential is fully determined by the prepoten-
tial F0:
K(X,X) = − log i
(
XiF0,i −XiF0,i
)
. (4.29)
Decoupling gravity
In general, to make contact with the 4-dimensional world around us, we would
like to consider compactifications with a relatively small Calabi-Yau. The Planck
scale in four dimensions is then proportional to the size of the threefold (and
inversely related to its curvature).
1Recall that Sp(N,Z) is the group consisting of 2N × 2N integer-valued matrices
g =
„
a b
c d
«
such that gtJg = J with J =
„
0 −I
I 0
«
,
where a, b, c and d are N ×N matrices.
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However, when we are purely interested in the gauge dynamics of the reduced
theory, we want to decouple gravity in 4d. This is commonly done by zooming
in on the part of the complex moduli space where the Calabi-Yau develops a sin-
gularity. In such a region of the moduli space a particular set of cycles becomes
very small. (Think of the singularities on the quantum SU(2) Seiberg-Witten
moduli spaceMq where 1-cycles degenerate.)
In four dimensions this results in a new lower energy scale, governing the dy-
namics of the fields that correspond to the singularity. Zooming in close to
the singularity, we can forget about the rest of the Calabi-Yau so that we are
effectively studying non-compact Calabi-Yau compactifications. Depending on
the type of the compactification, wrapping branes around vanishing 2, 3 and 4-
cycles yield massless BPS vector and hyperparticles, that can engineer any gauge
symmetry and matter content that one is interested in.
In this non-compact limit the local special geometry of N = 2 supergravity
reduces to rigid special geometry, relevant for the low energy dynamics ofN = 2
gauge theories (more details e.g. [93, 109, 110]). In particular, the Ka¨hler
potential reduces to
K = i
∫
X
Ω ∧ Ω. (4.30)
so that the metric is given by
gij¯ = Im
(
∂2F0
∂Xi∂Xj
)
. (4.31)
This is indeed in agreement with the Seiberg-Witten expression (4.5).
Normalizable and non-normalizable modes
An important point is the distinction between normalizable and non-normalizable
complex structure moduli in the case of noncompact Calabi-Yau manifolds. To be
more precise let us consider the local Calabi-Yau modeled on a Riemann surface
Σ. The coefficients of the polynomial H(x, y) characterize the complex structure
of X, so that they are the complex structure moduli of X. However not all of
them are dynamical. Some of them control the complex structure of 3-cycles
which are localized in the “interior” of the singularity and are dynamical, while
others describe how the singularity is embedded in the bigger Calabi-Yau and
become frozen when we take the decoupling limit.
To determine if a specific complex structure modulus X is dynamical or not, one
has to compute the corresponding Ka¨hler metric
gXX = ∂X∂XK = i∂X∂X
∫
Ω ∧ Ω. (4.32)
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If this expression is finite, then the modulus X is dynamical, otherwise it is
decoupled and should be treated as a parameter of the theory. We will refer to
the first set of moduli as normalizable and to the second as non-normalizable.
Type IIA vector moduli space
Similar to how the complex structure moduli enter in the IIB vector moduli
space, the Ka¨hler moduli parametrize the IIA vector moduli space. It is conve-
nient to enlarge the moduli space to all complex even-dimensional forms on the
Calalabi-Yau threefold X˜. The Ka¨hler periods of X˜ are then found with respect
to the element
Ω = exp(t) ∈ H2∗(X˜,C), (4.33)
where t = B+ iJ denote the complexified Ka¨hler form on the Calabi-Yau. When
integrated over a basis of two-cycles Ci this yields the Ka¨her parameters ti =∫
Ci
t, for i = 1, . . . , h1,1. More precisely, these are the normalized complex
Ka¨hler parameters ti = Xi/X0.
The Ka¨hler potential is given by
K = − log i
(∫
Ω ∧ Ω˜
)
,
where ˜ above Ω reminds us that we should include a minus sign for compo-
nents in H1,1 and H3,3 (to define a Hermitean inner product). The Ka¨hler
potential can then be written in terms of a holomorphic function F0,clas as in
equation (4.29). It equals the triple intersection number
F0,clas(t) = 16
∫
eX t ∧ t ∧ t.
in the normalized coordinates t. As we already suggested in our notation, in
a type IIA compactification this only determines the full prepotential F0 up to
non-perturbative corrections in α′.
Both type II vector multiplet moduli spaces are related by mirror symmetry,
which exchanges a type IIB compactification on a Calabi-Yau threefold X, with
Hodge numbers h1,1 and h2,1, with a type IIA compactification on its mirror X˜,
whose Hodge numbers are flipped. There is a precise mirror map between the
complex structure moduli Zi onX and the Ka¨hler moduli ti on its mirror X˜, that
determines the full IIA prepotential in the large radius limit to be of the form
F0(t) = 16
∫
eX t ∧ t ∧ t− i
χ
2(2pi)3
ζ(3) +
∑
d∈H2(X˜)
GW0(d) e−
1
α′
P
i dit
i
(4.34)
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where GW0(d) are the so-called genus zero Gromov-Witten invariants. They
count the number of worldsheet instantons in the Ka¨hler class d =
∑
i diC
i.
Gromov-Witten invariants are one type of topological invariants on a Calabi-Yau
threefold. They give a mathematical definition of what is called the A-model in
topological string theory. This is the topic of Section 4.3.2.
4.3.2 Topological string theory
Topological strings were introduced by Witten in [111] as a twisted version of a
supersymmetric 2-dimensional sigma model
Zσ(X; t) =
∫
DxDgC exp
(
−t
∫
C
gmndx
m ∧ ∗dxn + . . .
)
,
that integrates all maps x of a worldsheet C into the target manifold X with
metric gmn.2 The maps are weighted by the volume of x(C). The extra integral
over all metrics gC on C couples the sigma model to gravity. When X is a
Calabi-Yau threefold the sigma model is conformally invariant and N = (2, 2)
supersymmetry on the worldsheet is preserved.
Similarly as in Section 3.1.1, the sigma model is twisted by choosing an embed-
ding of the worldsheet Lorentz group U(1) into the R-symmetry group U(1)R
of the supersymmetry algebra. Essentially this gives two possibilities, which are
called the A-model and the B-model. Precisely as in Section 3.1.1 both models
are characterized by their BRST operators, which make sure the amplitudes are
independent of the metric gmn of X. In fact, one finds that the A-model only
depends on the h1,1 Ka¨hler moduli of X, while the B-model is just based on the
h2,1 complex structure moduli of X. Mirror symmetry equates the B-model on
the Calabi-Yau X and the A-model on its mirror X˜.
There are many excellent reviews on topological string theory and mirror sym-
metry, see for instance [112, 113, 114, 115, 116].
4.3.3 Gravitational corrections
How do topological string amplitudes pop up in the physical string? In Sec-
tion 4.1 we wrote down the most general Lagrangian (4.3) one can build out
of any number of N = 2 vector multiplets Xi (which contain the scalars Xi
as lowest components). A Calabi-Yau compactification furthermore produces an
N = 2 gravity multiplet, whose components may be recombined in the so-called
2Be careful not to confuse the worldsheet C in the sigma-model with the target space curve Σ in
the local Calabi-Yau XΣ.
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Weyl multipletWµν . This multiplet is expanded as
Wµν = F+µν −R+µνλρθσλρθ + . . . ,
where F+ is the self-dual part of graviphoton field strength and R+ the self-dual
Riemann tensor. In the 4-dimensional low energy effective action Wµν appears
together with the Zi’s in F-terms of the form∫
d4x
∫
d4θ Fg(Xi)(W2)g,
which clearly generalize the Lagrangian (4.3) that only captures the prepotential
F0. Expanding the above Lagrangian in components yields the terms∫
d4x Fg(Xi)R2+ F 2g−2+ . (4.35)
In other words, the Fg ’s are coefficients in a gravitational correction to the am-
plitude for the scattering of 2g − 2 graviphotons. In [117, 118] it was shown
that these coefficients may be computed in topological string theory. The vector
multiplets in a IIB compactification parametrize complex structure moduli, so
that the above F-terms compute B-model free energies Fg, whereas in a type IIA
compactification the F-terms generate A-model invariants.
These gravitational couplings are crucial in the study of supersymmetric black
holes [22, 23, 119, 120, 121, 122]. But even when we decouple gravity by zoom-
ing in on the singularity of a Calabi-Yau (the topic of the next paragraph), they
appear as meaningful holomorphic corrections to the effective 4-dimensional
gauge theory [123, 124, 125].
A-model and Gromov-Witten invariants
The A-model enumerates degree d holomorphic maps x : Cg → X˜ from a genus
g worldsheet Cg into the Calabi-Yau X˜. These are captured by the Gromov-Witten
invariants
GWg(d) =
∫
Mg(X˜,d)]vir
1 ∈ Q,
that “count” the number of points in their compactified moduli spaceMg(X˜, d)
(which is rigorously defined in [126, 127]). In a large radius limit the partition
function of the A-model has a genus expansion
ZGW (t;λ) = exp (F(t;λ)) ; F(t;λ) =
∑
g≥0
λ2g−2Fg(t), (4.36)
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where we introduced the topological string coupling constant λ that keeps track
of the worldsheet genus g, and where we absorbed the coupling constant t in the
complexified Ka¨hler class t. The Fg ’s can be expressed in terms of the Gromov-
Witten invariants
Fg(t) =
∑
d
GWg(d)ed·t +
{
1
6
∫
X
t ∧ t ∧ t (g = 0)
1
24
∫
X˜
c2(X˜) ∧ t (g = 1) , (4.37)
with the notation d · t = ∫
d
x∗(t). In particular, the genus zero contribution F0
equals the prepotential (4.34).
A-model on toric Calabi-Yau threefolds
In [17] the A-model on a non-compact toric Calabi-Yau threefold is solved by tak-
ing advantage of the large N open-closed string duality between Chern-Simons
theory on S3 and the A-model on the resolved conifold [18]. It was discov-
ered that the all-genus free energy can be computed by splitting the toric tar-
get manifold in C3-patches, as discussed in Section 4.2.1. On each C3-patch
the worldsheet instantons localize onto the trivalent vertex in the base of the
T 2 × R-fibration, where at least one of the cycles of the T 2-fibration degener-
ates. In fact, the topological string amplitude on such a patch is an open string
amplitude.
The boundary conditions are specified by so-called A-branes that sit at the end
points of the trivalent graphs. Supersymmetry conditions determine these A-
branes to wrap special Lagrangian cycles in the Calabi-Yau threefold. In non-
compact toric Calabi-Yau’s such cycles end on the degeneration locus and wrap
the T 2-fiber together with a half-line in the base transverse to the trivalent graph.
Since one of the T 2-cycles degenerates at the graph the topology of the A-brane
is S1 × C. It can only move up and down a toric edge. Open strings may wrap
the S1 of each A-brane an arbitrary number of times.
In total there can be three stacks of A-branes at the toric legs of the trivalent
vertex, which the open string wraps. With the Frobenius relation this winding
information can be rewritten in terms of representations of the Lie group U(∞).
The open topological string amplitude on each C3-patch yields the topological
vertex expression
CR1R2R3 =
∑
Q1,Q3
N
R1R
t
3
Q1Qt3
qκR2/2+κR3/2
WRt2Q1WR2Qt3
WR20
, (4.38)
where the Ri are U(∞) representations, the numbers N are integers that count
the number of ways that the representations Q1 and Qt3 go into R1 and R
t
3, and
the W ’s are link invariants for the U(∞) Hopf link. For more details we refer to
reference [17].
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The full closed topological string amplitude is found by multiplying the topo-
logical vertices. When two C3-patches are glued along a toric edge, one has
to sum over the attached representation R with weight exp (−tl(R)), where t
is the Ka¨hler parameter of the toric edge and l(R) the number of boxes in the
Young diagram corresponding to R. We will see examples of such computations
in Chapter 6 and Chapter 7.
B-model and Kodaira-Spencer theory
The free energy of the B-model has a similar genus expansion as in (4.36) in a
large complex structure limit, that is related to the A-model expansion by the
mirror map. But in contrast to the A-model, the B-model is best understood
from a target space point of view, where it is described as a Kodaira-Spencer
path integral over complex structure deformations of X [117]
Z =
∫
Dφ exp
(∫
∂φ ∧ ∂φ+ λA3
)
.
Here, the complex structure field A = X + ∂φ ∈ H2,1 is expanded around a
background complex structure specified by Z ∈ H2,1(X), so that φ ∈ H1,1(X)
describes cohomologically trivial complex structure fluctuations. The interaction
term schematically denoted by A3 is more carefully equal to Ω · (A′ ∧ A′) ∧ A,
where A′ ∈ H0,1(TX) is uniquely determined Ω ·A′ = A.
This partition function quantizes complex structures as its equation of motion is
the Kodaira-Spencer equation
∂A′ +
1
2
[A′, A′] = 0,
which is condition for a complex structure ∂ +A′ · ∂ to be integral. At tree level
the free energy is captured by special geometry in terms of the periods
Xi =
∫
Ai
Ω,
∂F0
∂Xi
=
∫
Bi
Ω
as described in Section 4.3.1. At one loop level the free energy computes the
logarithm of the analytic (Ray-Singer) torsion of X [117]
F1 =
3∑
p,q=0
1
2
pq(−)p+q log det′∆p,q, (4.39)
where the prime ′ refers to subtracting the zero modes. Higher Fg ’s don’t have
such a neat interpretation; they just give quantum corrections to special geome-
try.
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B-model on local Calabi-Yau modeled on a curve
Kodaira-Spencer theory on a local Calabi-Yau XΣ reduces to a 2-dimensional
quantum field theory on the curve Σ that quantizes the complex structure defor-
mations of Σ [17, 128]. These complex structure variations are controlled by a
bosonic chiral field φ such that
η = ∂φ(x), (4.40)
Let us assume for a moment that the complex structure of Σ can only be changed
at its k asymptotic infinities (so Σ is a genus zero curve), and that these regions
are described by a local coordinate xi such that xi → ∞ at the boundary. Near
each boundary ∂Σi the chiral boson φ admits a mode expansion
∂φ(x) =
∑
n∈Z
αnx
−n−1
i , [αn.αm] = nλ
2δn+m,0
(When xi is a periodic coordinate, the series should be expanded in enxi .)
Denote the Hilbert space of this free boson by H. The B-model free energy
sweeps out a state
|W〉 ∈ H⊗k. (4.41)
At each boundary ∂Σi we can introduce a coherent state
|ti〉 = exp
(∑
n>0
tinα−n
)
|0〉,
where the tin’s represent the complex structure deformations at the correspond-
ing asymptotic infinity. Roughly, tin corresponds to complex structure variations
yi ∼ xn−1i at the ith boundary when n > 0. It follows that the B-model partition
function can be written as the correlator
expF(t1, . . . , tk) = 〈t1| ⊗ . . .⊗ 〈tk|W〉. (4.42)
In [128] it is discovered that there is a large symmetry group that acts on this
theory, whose broken symmetries generate an infinite sequence of Ward identi-
ties that are strong enough to determine the free energy F as a function of the
deformation parameters tin. In three complex dimensions these symmetries are
the global diffeomorphisms that preserve Ω. In two complex dimensions they re-
duce to diffeomorphisms that preserve the complex symplectic form dy ∧ dx on
B. Obviously, these symmetries are broken by Σ. This gives φ an interpretation
as Goldstone boson.
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Geometrically, the Lie algebra of infinitesimal tranformations is generated by
Hamiltonian vector fields
δxi =
∂f(yi, xi)
∂yi
, δyi = −∂f(yi, xi)
∂xi
,
with the Hamiltonian f(y, x) being any polynomial in y and x. This is known
as the W1+∞-algebra. On the quantum level any change of local coordinates
δxi = (xi) is implemented by the operator∮
(xi)T (xi)dxi
acting on the Hilbert space, where T (x) = (∂φ)2/2 is the energy momentum ten-
sor of the free boson CFT. Similarly, when f(yi, xi) = yni x
m
i at the ith asymptotic
infinity, we find a quantum generator
Wn+1m (xi) ∼
∮
∂Σi
xmi
(∂φ)n+1
n+ 1
.
These generators are the modes of theW-current Wn+1(x) ∼ (∂φ)n+1/(n + 1),
that includes the Virasoro current for n = 1.
To write down the Ward identities, corresponding to the brokenW1+∞-symme-
try, we first need to see how the complex structure deformations in the various
asymptotic regions are related. It turns out that this is highly non-trivial, and
can be best understood in terms of the topological B-branes in the geometry XΣ.
Topological B-branes wrap holomorphic cycles of the Calabi-Yau geometry. In the
local geometry Xσ complex 1-dimensional branes are parametrized by Σ. These
branes wrap the non-compact fiber uv = 0 over the curve Σ. More precisely,
such a fiber is degenerated into two parts v = 0 and u = 0, which are wrapped
by a brane and an anti-brane resp. Inserting such a brane at position p on
an asymptotic infinity deforms the meromorphic 1-form η by a small amount∮
p
η = λ, where the contour encircles the point p on Σ. Since we identified η
with ∂φ in (4.40), we find the equality
〈· · ·
∮
p
∂φ(xi) ψ(p) · · · 〉 = λ 〈· · ·ψ(p) · · · 〉.
Now the OPE : ψ∗(xi)ψ(p) : ∼ 1/(xi − p), when xi → p, shows that the B-brane
corresponds to the fermion ψ by the familiar bosonization rules
: ψ(xi)ψ∗(xi) : = ∂φ(xi)/λ, ψ(xi) = exp (φ(xi)/λ) .
Similarly, an anti-brane corresponds to its conjugate ψ∗ = exp (−φ/λ).
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This has some very interesting consequences. It is argued in [128] that the
brane partition function Ψ(xi) = 〈ψ(xi)〉, for a B-brane inserted at a point xi
on the ith asymptotic patch, transforms to another asymptotic region as a wave
function (similar to the closed partition function in [129], see also [130, 131]).
As a result the fermion fields in both patches are related in a Fourier-like way
ψ(xj) =
∫
dxi e
S(xi,xj)/λψ(xi), (4.43)
where S is a gauge transformation that relates the symplectic coordinates (y, x)
in both patches
yidxi − yjdxj = dS(xi, xj).
Notice that when the local coordinates are related by a symplectic transforma-
tion Sp(1,Z) ∼= SL(2,Z), the exponent S(xi, xj) is a homogeneous quadratic
function in xi and xj , so that the wave-function transforms in the metaplectic
representation.
Putting everything together we find the Ward identities [128]∮
∂Σi
ψ∗(xi)xmi y
n
i ψ(xi)|W〉 =
−
∑
j 6=i
∮
Cj
ψ(xj)∗xi(xj , yj)myi(xj , yj)nψ(xj)|W〉.
By bosonizing the fermionic fields and contracting the above state with a co-
herent state 〈t|, this yields a set of differential equations that can be solved
recursively in the worldsheet genus g.
Let us recapitulate: Topological B-branes that end on Σ behave as free fermions
on Σ. However, their transformation properties from patch to patch are rather
unusual. In this thesis we examine these free fermions from the I-brane perspec-
tive. In Section 4.4.2 we relate the B-model fermions to the ones on the I-brane,
whereas Chapter 5 is devoted to explaining their characteristics from the I-brane
point of view.
4.4 BPS states and free fermions
It is time to take another look at the web of dualities in Fig. 1.6. The lowest 4
boxes in the vertical sequence of the web are all related to Calabi-Yau compact-
ification down to a 4-dimensional Taub-NUT manifold. The middle ones corre-
spond to topological string theory, in the sense that the holomorphic F-terms on
102 Chapter 4. Topological Strings, Free Fermions and Gauge Theory
the Taub-NUT compute topological string amplitudes. The lowest ones are also
familiar as string theory realizations of other types of topological invariants on
Calabi-Yau threefolds, called Gopakumar-Vafa (GV) invariants and Donaldson-
Thomas (DT) invariants. We are particularly interested in the DT perspective, as
this leads to a natural I-brane partition function, see Section 4.4.3.
4.4.1 BPS states in the 9-11 flip
Let us start by going through the 9-11 flip in the vertical sequence once again.
This time we pay attention to the topological invariants that are associated to
these duality frames [71].
Donaldson-Thomas theory and D0-D2-D6 bound states
Instead of studying holomorphic embeddings φ of a worldsheet Σg into the
Calabi-Yau threefold X˜, one can also think of its image φ∗([Σg]) ⊂ H2(X˜) as
the zero-locus of a finite set of holomorphic functions on X˜. Mathematically this
is rigorously defined in terms of rank 1 ideal sheaves E . On a Calabi-Yau X˜ ideal
sheaves E with ch2 = d and c3 = n can be counted as the Donaldson-Thomas
invariants
DTn,d =
∫
[En(X˜,d)]vir
1 ∈ Z,
since their moduli space [En(X˜, d)]vir has virtual dimension zero [132, 133].
Their generating function is
ZDT(t, eλ) =
∑
d,n
DTd,ne−d·tenλ (4.44)
The degree zero Gromov-Witten and Donaldson-Thomas partition functions are
conjectured to be related as ZDT0 (t, e
λ) =
(
ZGW0 (t, λ)
)2
, whereas their reduced
parts Z ′ = Z/Z0 are conjectured mathematically to be equal
Z ′DT(t, e
λ) = Z ′GW(t, λ).
This has been verified in some important cases, such as toric Calabi-Yau three-
folds [134, 135, 136].
Physically, these invariants can be thought of as capturing D0-D2 bound states on
a single D6 brane. In the maximally supersymmetric U(1) worldvolume theory
on the D6-brane these bound states correspond to non-trivial topological sectors
of the rank 1 gauge bundle E: the D2 charge d equals ch2(E), while the D0
charge n equals ch3(E). So DTd,n should correspond to the number of bound
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states of a D6 brane with D2-branes that are wrapped around a cycle d ∈ H2(X˜)
and n added D0-branes.
When we wrap the D6-brane around a Calabi-Yau threefold X˜ the worldvolume
gauge theory is naturally twisted. On X˜ × S1 its partition function is given by
the Witten index
Tr[(−1)F e−βH ]
where β is the radius of S1. Since the theory is topological we can take the limit
β → 0 to find a 6-dimensional maximally supersymmetric U(1) gauge theory.
The D0-D2 bound states are captured by the topological terms
S = λ
∫
X˜
c3(E) +
∫
X˜
t ∧ ch2(E), (4.45)
where t denotes the Ka¨hler class of X˜. Since the only relevant contributions in
this topological gauge theory are given by the above topological terms, we find
the Donaldson-Thomas partition function (4.44). The mathematical relationship
between GW and DT invariants corresponds physically to a gauge-gravity corre-
spondence between the 6-dimensional U(1) gauge theory and topological string
theory [32].
In string theory this configuration is embedded in the type IIA background
IIA : X˜ × R3 × S1β
with a single D6-brane wrapped on X˜ × S1β bound to D2 and D0-branes.
Notice that in our duality web the Taub-NUT space TN may have an arbitrary
number k of nuts. In the remainder of this thesis we restrict to k = 1 just because
that makes it easier to write down generating functions for BPS states. It is in
fact a striking question how to use the I-brane web of dualities to write down a
partition function that holds for any k.3
The 9-11 flip and Gopakumar-Vafa invariants
As the D6-brane dissolves into a non-trivial Taub-NUT geometry, this configura-
tion lifts to M-theory as
M : X˜ × TN × S1β , (4.46)
accompanied by M2-branes and KK momenta along the Taub-NUT circle S1TN .
Note that instead of reducing over S1TN to go down to IIA, it is also possible to
3The obstacle in writing down higher-rank Donaldson-Thomas invariants is the definition of a
nice moduli space. Lately, this has been studied in [137]. It would be interesting to find out how
this generalized Donaldson-Thomas theory is related to our web of dualities.
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shrink the thermal circle S1β . This yields the background X˜ × TN with funda-
mental strings wrapping 2-cycles of the Calabi-Yau X. Since the 5-dimensional
angular momentum around S1β couples to the graviphoton field, the Witten in-
dex will in this configuration compute the A-model partition function ZGW(t, λ)
[71].
Moreover, in [71] it is argued that this S1TN -S
1
β flip (9-11 flip) encodes yet an-
other interpretation of the topological string partition function in terms of the
Gopakumar-Vafa invariants. These integer invariants
GVmd ∈ Z
count the number of M2-branes wrapped over a 2-cycle d in the Calabi-Yau X˜
in a compactification of M-theory on X˜ to five dimensions [22, 23, 119].4 The
integer m stands for the left spin content of the corresponding 5-dimensional
BPS particle. More accurately, its spin (mL,mR) = (2j3L, 2j
3
R) takes value in
the 5-dimensional rotation group SO(4) = SU(2)L × SU(2)R, but to find a
proper complex structure invariant one should sum over the right spin content.
Compactifying the fifth dimension gives the BPS particles an extra angular mo-
mentum.
Let us go back to the M-theory set-up (4.46). In the strong coupling limit in
which the radius R of the Taub-NUT circle S1TN is large, we effectively zoom in
on the center of the Taub-NUT. Near this center the geometry cannot be distin-
guished from R4, so that the M2-branes form a free gas of spinning BPS particles
in R4. Their spin receives a internal contribution m from the U(1) ⊂ SU(2)L
isometry of the Taub-NUT plus an orbital contribution n that originates from
the KK-momenta along the S1TN . This motivates the Gopakumar-Vafa partition
function
ZGV(t, λ) =
∏
d∈H2
∏
m∈Z
m∏
k=−m
∞∏
n=1
(1− eλ(k+n)et·d)(−1)m+1nGVmd , (4.47)
as a second quantized product over the spinning BPS states [71, 140, 22]. The
equivalence of the GV partition function ZGV(t, λ) to the GW partition function
ZGW(t, λ) conjectures the integrality of the Gopakumar-Vafa invariants GVmd .
So although the Gromov-Witten invariants are not integer, and thus cannot be
made sense of as counting BPS states in string theory, their generating function
does allow a reformulation in terms of the integer-valued Donaldson-Thomas
invariants and Gopakumar-Vafa invariants, which do have a BPS-interpretation
in string theory and are connected by this 9-11 flip.
4Mathematically it is not so easy to define Gopakumar-Vafa invariants rigorously. Recent attempts
can be found in [138, 139].
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Degree zero example
Let us give a simple example of these dualities (more can be found in e.g. [114,
141]). In Gromov-Witten theory the constant map contributions are captured by
the generating function
GWg(0) =
(−1)gχ(X˜)
2
∫
Mg
c3g−1 =
(−1)gχ(X˜)
2
|B2g||B2g−2|
2g(2g − 2)(2g − 2)!
where c3g−1 is (g − 1)th Chern class of the Hodge bundle over Mg (the moduli
space of Riemann surfaces of genus g) and Bn are the Bernouilli numbers. The
corresponding partition function ZGW,0 can be rewritten as a Gopakumar-Vafa
sum
ZGV,0 =
∏
n≥0
(
1− eλn)−nχ(X˜) = ∏
n≥0
(
1− eλn)nGV0,0 .
This generating function is a power of the MacMahon function
M(q) =
∏
n≥1
(1− qn)−n,
which counts 3-dimensional partitions, and as such appears in the localization of
the 6-dimensional gauge theory and the computation of the Donaldson-Thomas
invariants [32, 28, 142].
4.4.2 Fermions and BPS states
Let us compare the different types of objects that play a role in the remainder of
the duality web. In the I-brane frame these are the free fermions themselves and
the fluxes through the a-cycles of the Riemann surface that they couple to. In the
B-model these are BPS states that are obtained by wrapping D3-branes around
A-cycles and the fluxes through these 3-cycles. These B-model invariants can be
translated to analogous charges in the Gopakumar-Vafa M-theory setting or the
Donaldson-Thomas frame in type IIA. Let us look at this closer.
Relating the I-brane fermions to BPS states
Perhaps it is clarifying to compare the chiral fermions, that appear so naturally
in the intersecting brane system, to the usual BPS states. This is most naturally
done in the M-theory picture, where we consider an M5-brane with topology
TNk × Σ.
First of all, the chiral fermions are given by the open fundamental strings that
stretch between D4-branes and D6-branes. On the Riemann surface Σ they wrap
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an A-cycle, which is their time trajectory, times an interval I. At one end of
the interval the open string ends on a D4-brane, whereas on the other end it
ends on a D6-brane. These fundamental strings are lifted to open M2-branes in
M-theory. Since the Taub-NUT circle shrinks at the D6-endpoint, the topology
of the membranes is S1 × D2, where S1 is the time trajectory and D2 is a 2-
dimensional disc whose boundary ∂D2 lies on the M5-brane. This boundary
encircles the S1TN of the Taub-NUT geometry. Another way to see this is that the
BPS mass of these open M2-brane states is given by
Z =
∫
D2
ωTN =
∮
∂D2
ηTN ,
where ηTN is the one-form (3.19) on TN . This mass goes to zero exactly when
the M2-brane approaches one of the NUTs of the Taub-NUT geometry. There the
chiral fermions appear.
So, if we compute a fermion one-loop diagram, this is represented in M-theory
in terms of open M2-brane world-volumes with geometry D2×S1 and boundary
T 2 = S1 × S1 on the M5-brane. Note that the S1 on the TN factor is filled in by
a disc. This is illustrated in Fig. 4.9.
Figure 4.9: Two kinds of open M2-brane instantons that contribute to a M5-brane with
geometry TNk × Σ: (1) the free fermions, massless at the NUTs of TNk; (2) the usual BPS
states that become massless when the Riemann surface Σ pinches.
On the other hand we have the traditional BPS states in Calabi-Yau compactifica-
tions, that we discussed in Section 4.2. In the IIB compactification on TNk ×X
these will be given by D3-branes that wrap special Lagrangian 3-cycles in X. Let
us consider the D3-branes that wrap the A-cycles of the local Calabi-Yau, and
thus fill in a disc D that ends on the Riemann surface Σ. After the dualities that
map this configuration to an M5-brane in M-theory, these states become open
M2-branes with the topology of a disc as well. But now the boundary S1 of these
discs will lie on the surface Σ. The time trajectory will be along the space-time
TNk. More invariantly, we have again M2-branes with world-volumes D2 × S1
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and boundary S1 × S1, but now the S1 on the Riemann surface Σ is filled in.
This makes sense, since the mass of the BPS states, given by
Z =
∮
ydx,
goes to zero exactly when the surface Σ is pinched or forms a long neck. These
states are the M-theory interpretation of the well-known massless monopoles of
Seiberg and Witten [95, 143, 144].
In a full quantum theory of the M5-brane, both kinds of open M2-branes should
contribute to the partition function. In fact, the boundaries of these M2-branes
are the celebrated self-dual strings (see Section 4.2.2) that should describe the
M5-brane world-volume theory [145, 101]. Clearly the corresponding massless
states are contributing in different regimes. In that sense the relation between
the free fermions and the usual BPS states can be considered as a strong-weak
coupling duality.
Fermion charges on the I-brane
It might be good as well to follow the fermion numbers p1, . . . , pg (through
the handles of the Riemann surface) and the dual U(1) holonomies v1, . . . , vg
(that couple to these fluxes) through this chain of dualities. We pick k = 1 for
simplicity. First we remark that we have to choose a basis of a-cycles on Σ to
define these quantities.
In the IIB compactification on TN×X the quantum numbers pi appear as fluxes
of the RR field G5 through a basis of 3-cycles of the Calabi-Yau X.5 In reduction
of G5 to the 4-dimensional low-energy theory on TN this gives the U(1) gauge
fields F i of the vector multiplets that appear in the gauge coupling∫
TN
τijF
i
+ ∧ F j+,
analogous to the reduction in equation (4.13).
After mapping this configuration to IIA theory on R3 × S1 × X˜ with a D6-brane
wrapping S1 × X˜, the flux p is carried by the U(1) gauge field strength F on
the world-volume of the D6-brane, [F i/2pi] = pi ∈ H2(X˜,Z). This can be in-
terpreted as a bound state of a single D6-brane with p D4-branes. In a similar
fashion the Wilson lines vi are mapped to potentials for the D4-branes. So in
this duality frame we can simply shift the fermion number by adding D4-branes.
5Indeed, the fermion flux originates from a 2-form field strength on the D6-brane. This lifts in
M-theory to a 4-form flux G4 and arises as a G5-flux in type IIB. We will explain these last steps in
more detail in Section 5.2.1.
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B-model branes compared to I-brane fermions
Another natural question to ask is whether these fermions in the topological B-
model, see Section 4.3.2, are the same as the physical fermions we encountered
on the I-brane. An important property of the fermions in the context of topolog-
ical vertex is that the insertions of the operators ψ(xi), that create fermions
(which is of course not the same as the quanta of the corresponding field),
change the geometry of the curve. The fermions will produce extra poles in
the meromorphic differential ydx which encodes the embedding of the curve as
H(x, y) = 0. We have the identification y = ∂φ(x), and by bosonization the
operator product with a fermion insertion gives a single pole at each fermion
insertion
∂φ(x) · ψ(xi) ∼ 1
x− xiψ(xi).
In the superstring such a correlator
〈ψ(x1) · · ·ψ(xn)〉
of fermion creation operators corresponds to the insertion of D5-branes in type
IIB compactification. These 5-branes all have topology R4 × C, where in the
Calabi-Yau uv+H(x, y) they are located at specific points xi of the curveH(x, y) =
0 along the line v = 0 (so they are parametrized by the remaining coordinate
u). Having this extra pole for y means that the Riemann surface has extra tubes
attached to it at x = xi.
If we T-dualize this geometry to replace the Calabi-Yau X by an NS5-brane wrap-
pingR4×Σ, the D5-branes, which are all transverse to Σ, will become D4-branes.
So we get an NS5-brane with a bunch of D4-branes attached, that all end on the
NS5-brane. This configuration can be lifted to M-theory to give a single irre-
ducible M5-brane, now with “spikes” at the positions x1, . . . , xn. So we indeed
see that the two kinds of fermions (or at least their sources) are directly related
and have the same effect on the geometry of the Riemann surface.
4.4.3 I-brane partition function
In Type II compactifications on Calabi-Yau geometries four-dimensional F-terms
can be computed using topological string theory techniques. We now want to
see how these kind of computations can be mapped to the I-brane model.
Starting point will be the end of the chain of dualities in Figure 1.6: the IIA
compactification on R3 × S1 × X˜ with X˜ a (non-compact) Calabi-Yau geometry,
where we wrap a D6-brane along S1 × X˜. This is the set-up of Donaldson-
Thomas theory. With the right background values of the moduli turned on, the
topological string partition function can be reproduced as an index that counts
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BPS states degeneracies of D-branes in this configuration.
More precisely, the topological string theory partition function in the A-model
naturally splits in a classical and a quantum (or instanton) contribution
Ztop(t, λ) = exp
(
− t
3
6λ2
− 1
24
t ∧ c2
)
Zqu(t, λ). (4.48)
Here t ∈ H2(X˜) is the complexified Ka¨hler class, λ the topological string cou-
pling constant, and c2 = c2(X˜). The classical contributions should be read as
integrals over the Calabi-Yau X˜. The quantum contribution is decomposed as
Zqu(t, λ) = exp
∑
g≥0
λ2g−2Fg(t)
 ,
with the genus g free energy expressed in terms of the Gromov-Witten invariants
of degree d as
Fg(t) =
∑
d
GWg(d)ed·t. (4.49)
We can now use the fact that Zqu has a dual interpretation as the Donaldson-
Thomas partition function counting D0-D2-D6 bound states (here we ignore a
subtlety with the degree zero maps)
Zqu(t, λ) =
∑
n,d
DT(n, d) e−nλed·t. (4.50)
In this sum n ∈ H0(X˜,Z) ∼= Z and d ∈ H2(X˜,Z) are the numbers of D0-
branes and D2-branes. As before d · t stands for ∫
d
t. The integers DT(n, d) are
the Donaldson-Thomas invariants of the ideal sheaves with these characteristic
classes. From the BPS counting perspective it is also natural to add the expo-
nential cubic prefactor in (4.48), since this is nothing but the tension of a single
D6-brane (including the geometrically induced D2-brane charge). Remember
that this tension is measured by integrating Ω = exp t over the submanifold.
In type IIA string theory set-up the complex parameters λ and t can be expressed
in terms of geometric moduli of the S1 and the Calabi-Yau X˜, and the Wilson
loops of the flat RR fields C1 and C3. In particular, we can write
λ =
β
`sgs
+ iθ, (4.51)
with
β = 2piR9 =
∮
S1
ds
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the length of the Euclidean time circle S1, and θ the Wilson loop
θ =
∮
S1
C1.
That is, λ can be written as the holonomy of the complexified one-form ds/gs +
iC1 (in string units). An important remark is that, as expressed in equation
(4.50), for BPS states θ and β only appear in the holomorphic combination
(4.51). In the same way the parameter t is given by the integral of the com-
plex 3-form
t =
∮
S1
k ∧ ds
gs
+ iC3.
It is rather trivial to also include the coupling to D4-branes in this BPS sum. As
explained before, such a bound state of p D4-branes to a D6-brane is given by a
flux of the U(1) gauge field on the D6-brane. We can think of this as a non-trivial
first Chern class of the line bundle over the D6-brane that wraps X˜, so that the
D4-brane has charge p = Tr[F/2pi]. Tensoring with the extra line bundle will
not change the BPS degeneracy, since the moduli space of such twisted sheaves
is isomorphic to that of the untwisted one. The only part that changes are the
induced D0 and D2 charges, that shift as
d → d− 1
2
p2 − 1
24
c2 (4.52)
n → n+ d ∧ p+ 1
6
p3 +
1
24
p ∧ c2.
Here we also wrote the charges d ∈ H4(X˜) and n ∈ H6(X˜) as de Rham forms
by using Poincare´ duality. The induced charges follow from applying equation
(3.11). For example, the D2-brane charge d gets a contribution from the cou-
plings 1/2 Tr [F/2pi]2 and c2/24 on the D6-brane worldvolume.
So, if we also include a sum over the number of D4-branes, weighted by a po-
tential v ∈ H4(X˜), we get a generalized partition function
Z(v, t, λ) =
=
∑
p∈H2( eX,Z)
ep(v−t
2/2λ)e−(p
2/2+c2/24)te−(p
3/6+pc2/24)λe−t
3/6λ2 Zqu(t+ pλ, λ)
=
∑
p∈H2( eX,Z)
epvZtop(t+ pλ, λ). (4.53)
Apart from adding the D6-brane tension −t3/6λ2, we have also added the ten-
sion − ∫
p
t2/2λ of the D4-branes. Remember that the D4-branes translate into
fermion fluxes on the I-brane. From this fermionic (I-brane) point of view it
is natural to sum of these fermion numbers. The structure (4.53) is therefore
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the object that we want to identify with the I-brane partition function and that
should be computable in terms of free fermions. It should be remarked that the
partition function (4.53) was also found in [146], where a dual object was stud-
ied: a NS5-brane wrapping X˜. Also in [147], a partition function of this type
was considered and directly related to fermionic expressions. Moreover, recently
it was even conjectured to capture non-perturbative aspects of the topological
string [148]. We will comment more on this in Section 6.4.
Let us finish this chapter by noting that the above expression for Z(v, t, λ) has
an interesting limit for λ → 0, where only genus zero and one contribute. In
that case we have
Ztop(t+ pλ) ∼ exp
[
1
λ2
F0(t) + 1
λ
pi∂iF0 + 12p
ipjτij + F1(t) +O(λ)
]
. (4.54)
If we now subtract the singular terms (which have a straightforward interpreta-
tion as we shall see in a moment), we are left with the familiar λ = 0 answer
Z(v, t) =
∑
p
e
1
2p·τ ·p+p·veF1 .

Chapter 5
Quantum Integrable
Hierarchies
The string theory embedding of topological string theory in terms of a Calabi-
Yau compactification to a Taub-NUT space, suggests a duality of the topological
string partition function and the I-brane partition function. We thus expect that
the topological string partition function on a non-compact Calabi-Yau threefold
XΣ, that is modeled on a holomorphic curve Σ, has an interpretation in terms of
physical chiral fermions on Σ. However, we discover that these fermions don’t
just transforms as sections of the square-root of the canonical bundle on Σ (just
like the topological B-branes in the B-model). Instead, the topological string
coupling constant translates into a non-trivial flux on Σ that quantizes the curve
into a non-commutative object. Fermions should in this context be mathemati-
cally interpreted as elements of a holomorphic D-module supported on Σ. The
goal of this chapter is to explain the topological string partition function as a
tau-function of a quantum or non-commutative integrable hierarchy.
In Section 5.1 we start with (semi-classical) Krichever solutions of the Kadomtsev-
Petviashvili (KP) hierarchy. We explain how the semi-classical contribution F1 to
the free energy can be interpreted in terms of such a Krichever solution. In Sec-
tion 5.2 we study the effect of the topological string coupling constant λ on the
I-brane. We introduce D-modules and show in detail how the resulting I-brane
configuration should be understood mathematically in terms of a quantum in-
tegrable hierarchy. In Section 5.3 we use our framework to assign a fermionic
state to a non-commutative curve corresponding to Σ. In analogy with the semi-
classical recipe the determinant of such a state yields a tau-function. We conjec-
ture that this quantum tau-function is equal to the all-genus topological string
partition function. The advantage of this line of thought is that the total topolog-
ical string partition function on a local Calabi-Yau threefold acquires a very sim-
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ple interpretation as a fermion determinant on an underlying non-commutative
curve. In Chapter 6 we work out some insightful examples.
5.1 Semi-classical integrable hierarchies
An important class of conformal field theories is that of free chiral fermions on
a Riemann surface Σ. Already in the mid-eighties it was discovered that these
CFT’s are intimitely related to a certain integrable system, well-known as the
Kadomtsev-Petviashvili (KP) hierarchy. The CFT partition function appears as a
so-called tau-function of this integrable hierarchy. It computes the determinant
of the Cauchy-Riemann operator ∂¯ on Σ. Let us explain this in more detail.
5.1.1 KP integrable hierarchy
The KP integrable system originates from the non-linear partial differential equa-
tion
∂u
∂t
=
∂3u
∂x3
+ 6u
∂u
∂x
. (5.1)
This equation was written down around 1900 by Kortweg and de Vries as a
description of non-linear waves in shallow water. To see how this differential
equation is included in an integrable hierarchy, let us write down a pseudo-
differential operator
L = ∂ +
∞∑
i=0
ui(x)∂−i,
where ∂ = ∂/∂x. This operator L is known as a Lax operator. The negative
powers in its expansion are defined through the Leibnitz rule
∂if =
∞∑
k=0
(
i
k
)
(∂kf)∂i−k, for i ∈ Z
with
(
i
k
)
= i·. . .·(i−k+1)/k!. So ∂−1 should be interpreted as partial integration.
The Lax operator may depend on an infinite set of times x = t1, t2, . . . and
satisfies the KP flow equations
∂L
∂tn
= [Hn, L], for n ≥ 1 (5.2)
where the Hamiltonians Hn = (Ln)+ are powers of the Lax operator L. The
subscript in (Ln)+ denotes the restriction to the positive powers of the pseudo-
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differential operator Ln. The Hamiltonians obey the Zakharov-Shabat relations
∂
∂tn
Hm − ∂
∂tm
Hn = [Hn, Hm].
They make sure that the defining KP equations (5.2) line out a commuting flow.
We can just as well write down the KP integrable hierarchy (5.2) for a power
P = Lp of the Lax operator L. When P is actually a differential operator, the
resulting integrable hierarchy is of so-called KdV type. For
P = ∂2 + u(x), (5.3)
we easily recover the original KdV equation (5.1).
In the last decades many complementary perspectives on the KP integrable hi-
erachy have been developed (starting with [149, 150, 151]). In this section we
are mostly interested in its geometric interpretation in terms of (possible singu-
lar) Riemann surfaces. This relation, discovered by Krichever and illustrated in
Fig. 5.1, comes about as follows. Look at the algebra of differential operators
that commute with a given differential operator P . This turns out to be a com-
mutative algebra that we denote by AP . In the KdV example AP is a polynomial
ring generated by the degree two KdV operator P from equation (5.3) and a
degree three operator Q
AP = C[P,Q]/(Q2 = P 3 − g2P − g3),
in terms of the Weierstrass invariants g2 and g3. Note that this forms the al-
gebra of functions on an elliptic curve. Any (pointed) curve that is obtained
via a commuting ring of differential operators is called a Krichever curve. It is
parametrized by the eigenvalues of the commuting operators in AP , and there-
fore also referred to as a spectral curve of the KP system corresponding to P .
According to the above map many differential operators P will correspond to
the same spectral curve Σ: in fact, for most of them the algebra Ap will be
generated by P only, so that the Krichever curve is just a pointed projective
plane. However, when we fix a line bundle1 L on the spectral curve Σ, together
with a point p ∈ Σ and trivializations of Σ and L in the neighbourhood of p,
there ı´s a natural correspondence with a subset of solutions to the KP hierarchy.
This is called the Krichever correspondence.
So let us start with a spectral curve Σ together with a line bundle L, that comes
equipped with a connection A. Both from the physical and mathematical per-
spective it is natural to consider a chiral fermion field ψ(z) on Σ that couples to
the gauge field A. The free fermion partition function computes the determinant
1For singular curve we need to consider rank 1 torsion free sheafs.
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of the twisted Dirac operator ∂A coupled to the line bundle L.
It has been known for a long time that these chiral determinants are closely
related to integrable hierarchies of KP-type. If one picks a point p ∈ Σ on the
curve together with a local trivialization et of the line bundle around p, the ratio
with respect to a reference connection A0
τ(t) =
det ∂A
det ∂A0
equals a so-called tau-function of the KP integrable hierarchy. This determinant
has many interesting properties, e.g. the dependence of this determinant on the
connection A is captured by a Jacobi theta-function
Figure 5.1: The Krichever correspondence assigns a geometric configuration (Σ−p, z−1,L)
to a dense subset of points W in the Grassmannian Gr, where z−1 is a local coordinate
in the neighborhood p on the curve Σ. Such a geometric interpretation only exists when
the stabilizer A of W is non-trivial. Under the Krichever map it turns into the algebra of
holomorphic functions on Σ− p.
How is the above tau-function related to the KP hierarchy (5.2) that we started
with? This becomes clear when we study the system from a Hamiltonian per-
spective. In this formulation the partition function Z(S1) is an element of a
Hilbert space H assigned to a circle S1 surrounding p. This Hilbert space con-
sists of functionals on all possible boundary conditions of the fields at the circle
around p. In this example that Hilbert space is just the Fock space F that is
constructed out of the modes ψn and ψ∗n of the fermion field ψ(z). So we find a
state
|W〉 ∈ F .
In fact, we can describe the state |W〉 explicitly. It is the semi-infinite wedge
product of a basis that spans the spaceW of holomorphic sections
W = H0(Σ− p,L).
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These are all meromorphic sections of the line bundle L that are only allowed
to have poles at p. Notice thatW is a module for the algebra A = H0(Σ− p,O)
consisting of holomorphic functions on Σ− p.
Let us choose a coordinate z−1 in a neighbourhood around p. Since a holo-
morphic section of L on Σ − p can at most have a (finite order) pole at p, the
subspaceW is a subset of C((z−1)) = C[z]⊕C[[z−1]]. The set of all subspacesW
of C((z−1)) whose projection to C[z] has a finite index µ, with respect to the pro-
jection map C((z−1)) 7→ C[z], has the structure of a Grassmannian Gr(µ). The
Krichever map assigns a geometric set-up to an elementW of the Grassmannian
that has a a non-trivial (A 6= C) stabilizer2
A ·W ⊂ W
The infinite wedge products |W〉 form a line bundle over the Grassmannian.
Pulling this line bundle back to the family of configurations (Σ, P,L) recon-
structs the determinant line bundle corresponding to the ∂-operator on Σ.
The big-cell of the index zero Grassmannian is the subset that is comparable
to the vacuum C[z−1] (both the kernel and the cokernel of the projection map
have dimension zero). To compute the tau-function on the big cell, we first
associate a coherent state |t〉 to the local trivialisation around P , corresponding
to the chosen boundary conditions. Then, combining the above ingredients, the
tau-function can be written as
τ(t) = 〈t|W〉. (5.4)
It is even possible to reconstruct the differential operator P . Notice that any
subspaceW in the big cell contains a unique element of the form
η(z, t) = 1 +
∞∑
i=1
ai(t)z−i.
such that the Baker function
ψ(t, z) = η(z, t)g(z), g(z) = exp
(∑
n
tnz
n
)
is an element of W for all times t. Substituting z ↔ ∂ in the expression for η
defines a pseudo-differential operator K(∂, t), such that P = K∂pK−1 solves
the differential equation
Pψ(t, z) = zpψ(t, z).
2More carefully, the rank ofW over A determines the rank of the bundle L over Σ.
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We conclude that this differential operator P is fixed by the stateW and thus by
the geometrical configuration (Σ, P, L) together with trivializations.
Multiplying the subspaceW by the function g(z) defines an action on the Grass-
mannian, that leaves the differential operator P fixed. The flow parametrized
by tn is equivalent to the nth KP flow (5.2). Geometrically it leaves the spectral
curve Σ invariant and multiplies L by a flat line bundle, so that it corresponds
to a straight line motion on the Jacobian of Σ.
5.1.2 Topological strings at 1-loop
The formalism of the last section can be easily extended to more general geomet-
ric configurations, consisting of a genus g Riemann surface Σ with an arbitrary
number k of punctures. A free fermionic field ψ(z) coupled to a line bundle L
over Σ determines a state |W〉 in the kth fold tensor productH⊗k. This has been
exploited in the late eighties to understand the Polyakov string in the operator
formalism (see e.g. [152, 153, 154]). The KP formalism determines that the
state |W〉 is a Bogoliubov transformation
|W〉 = exp
 k∑
i,j=1
∑
r,s>0
aijrsψ
i
−rψ
j∗
−s
 |0〉 (5.5)
of the vacuum.
The most elegant feature of this formalism is that the Riemann surface can be
split up in elementary building stones. The total partition function can be re-
constructed by glueing these using a natural inner product on H. One of such
elementary pieces is the three-punctured sphere
|V 〉 ∈ H⊗3. (5.6)
Its coefficients may be determined by the CFT equality
〈φ1, φ2, φ3|V 〉 = 〈φ1(0)|φ2(1)|φ3(∞)〉,
that follows since the three punctures on the sphere may be fixed at 0, 1,∞.
Returning to the topological B-model on XΣ, the W∞-constraints seem to sug-
gest that also the dual topological string partition function ZDtop can be written as
a Bogoliubov state (5.5) [17, 128]. This implies that also the topological string
is governed by the KP hierarchy. However, it is known that ZDtop is generically
not of the Krichever form, i.e. it does not correspond to regular free fermions
on a Riemann surface. The goal of this chapter is to show how the B-model
partition function should be interpreted geometrically. We will be motivated by
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the fact that the fermion fields that play a role in the B-model do not obey the
usual transformation rules.
But before going into this, let us remark that in the limit λ → 0 the B-model
fermions do transform semi-classically. To see this we expand the fermion field
ψ(x)
ψ(x) = eφcl/λψqu(x)
in a classical piece plus quantum corrections. It is shown in [17, 128] that in
the limit of small quantum corrections the Fourier-like transformation (4.43)
reduces to the transformation property
ψqu(xj)dx
1/2
j = ψqu(xi)dx
1/2
i
for the quantum field ψqu. In other words, the semiclassical approximation of
the fermionic field ψ(x) transforms in the classic way as a spin 1/2 field on Σ.
Relatedly, let us turn to the Ray-Singer determinant (4.39) that describes the
(worldsheet) genus one part of the free energyF . When the Calabi-Yau threefold
is non-compact and modeled on a Riemann surface Σ, the Ray-Singer torsion
reduces to the bosonic determinant
F1 = −12 log det ∆Σ.
By the boson-fermion correspondence this determinant is equal to the logarithm
of the determinant of the ∂-operator on Σ. In other words, the KP tau function
computes the 1-loop semi-classical partition function exp(F1) on a non-compact
Calabi-Yau background XΣ. In particular, the topological vertex reduces to the
CFT vertex (5.6) in the limit that λ→ 0 [17].
We will see this explicitly in some examples in Chapter 7. In these examples
we compute exp(F1) for two threefolds XΣ in which Σ is a compact genus one
and a compact genus two Riemann surface. Other instances can be found in the
correspondence between the B-model and matrix models [155].
5.2 D-modules and quantum curves
Let us now release the constraint λ = 0 and turn our attention to the full free
energy
F =
∑
g
λ2g−2Fg.
As we discussed in Chapter 4 the topological string coupling constant λ is embed-
ded in a type IIA Calabi-Yau compactification as the graviphoton field strength
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C1. Let us therefore chase the graviphoton field through the duality web to find
out its implications on the I-brane.
5.2.1 Chasing the string coupling constant
We start with the purely geometric M-theory compactification on TN × S1 × X˜.
Asymptotically this geometry has a T 2 fibration over R3. The ratio of the radii
of the two circles of this two-torus is given by
β
2pigs`s
=
R9
R11
,
whereas the complex modulus of this T 2 is
λ
2pii
=
θ
2pi
− β
2pigsls
i.
(The last equality sign follows from equation (4.51).) Indeed, remember that
in general when we compactify an M-theory circle, the off-diagonal components
g11,i combine into the type IIA graviphoton field C1. In the M-theory back-
ground described above, the only off-diagonal components in the T 2-metric
are parametrized by the real part of the T 2 complex structure. The real part
of the complex modulus should therefore be proportional to the graviphoton
θ =
∮
S1
C1. The asymptotic torus T 2 is illustrated in Fig. 5.2.
When we exchange the roles of the 9th and 11th dimension, we will perform a
modular transformation or S-duality
λ→ 4pi2/λ.
In the dual IIA compactification on TN × X˜ the asymptotic values for the radius
of the circle fibration and the graviphoton Wilson line are thus proportional to
−1/λ. In the somewhat singular limit β → 0 the complex modulus λ limits to iθ.
So after the flip we find that the new graviphoton field becomes proportional to
1/λ.
After the flip the Wilson loop only makes sense asymptotically, since S1β is con-
tractible in TN . In fact, the graviphoton gauge field is given by
C1 =
1
λ
η,
where the one-form η is our friend (3.19). This field is not flat but has curvature
G2 = dC1 =
1
λ
ω. (5.7)
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Here ω is the unique harmonic 2-form that is invariant under the tri-holomorphic
circle action (3.18). Note that this is a natural choice, since in the case of TN1
this form reduces to the usual constant self-dual two-form in the center R4 (up
to hyper-Ka¨hler rotations).
Figure 5.2: The above torus T 2 is present asymptotically in the M-theory geometry. In a
type IIA reduction over the Taub-NUT circle S1TN, of size R9 = β, the real part of the T
2
complex modulus λ/2pii is proportional to the graviphoton field C1 integrated over S1.
Summarizing, the topological string partition function will be reproduced by a
type IIA compactification on TN × X˜ with graviphoton flux given by (5.7). Note
that in this case the graviphoton is inversely proportional to the topological string
coupling!
It is now straightforward to follow this flux further through the duality chain.
In the type IIB compactification on TN ×X the self-dual 5-form RR field G5 is
given by
G5 =
1
λ
ω ∧ Ω.
with Ω the holomorphic (3, 0) form on the Calabi-Yau X.
We will now T-dualize this configuration to the IIA background that includes a
NS5-brane. In that case there is 4-form RR-flux
G4 =
1
λ
ω ∧ dx ∧ dy. (5.8)
Here dx ∧ dy is the (2, 0) form on the complex surface B. This 4-form flux can
be directly lifted to M theory, where we have the geometry
TN × B × R3.
B-field
Now we have to discuss what the interpretation of this flux is, if we reduce to IIA
theory along the S1 inside TN to produce our system of intersecting branes. In
that case we will have an extra set of D6-branes with geometry B×R3. We want
to argue that the G4 flux becomes a constant NS B-field on their world-volumes.
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As a preparation, let us recall again how the world-volume fields of the D6-
branes are related to the TN geometry in the M-theory compactification. First
of all, the centers ~xa of the TN manifold are given by the vev’s of the three
scalar Higgs fields of the 6+1 dimensional gauge theory on the D6-brane. In a
similar fashion the U(1) gauge fields Aa on the D6-branes are obtained from the
3-form C3 field in M-theory. More precisely, if ωa are the k harmonic two-forms
on TNk introduced in section 2, we have a decomposition
C3 =
∑
a
ωa ∧Aa.
We recall that the forms ωa are localized around the centers ~xa of the TN geom-
etry. So in this fashion a bulk field gets replaced by a brane field. This relation
also holds for a single D6-brane, because ω is normalizable in TN1.
As a direct consequence of this, the reduction of the 4-form field strength G4 =
dC3 can be identified with the curvature of the gauge field
G4 =
∑
a
ωa ∧ Fa.
Combining this relation with the presence of the flux (5.8), we find that in the
I-brane configuration the D6-branes support a constant flux∑
a
Fa =
1
λ
dx ∧ dy.
There is simple and equivalent way to induce such a constant magnetic field
on all of the D6-branes: turn on a NS B-field in the IIA background3. We can
therefore conclude that in the presence of the background flux (5.8) translates
into a constant BNS field4 induced on the surface B
BNS =
1
λ
dx ∧ dy. (5.9)
In the next section we will discuss the full consequences of this.
3This can be most easily understood from the worldsheet point of view. The coupling of the
B-field to the fundamental string in equation (3.9) is not invariant under gauge transformations
B 7→ B + dΛ when the worldsheet has boundaries. This can be repaired by a simultaneous gauge
transformation A 7→ A − Λ/2piα′ of the U(1) worldvolume gauge field A on the brane which the
string is ending on. This implies that onlyB+2piα′F is a gauge-invariant combination on the brane.
4Note that the above B-field is holomorphic because we started out with a holomorphic gravipho-
ton field strength. This is unconventional: string theory forces the B-field to be real. More precisely,
the full topological content of the intersecting brane configuration is captured by a holomorphic and
an anti-holomorphic piece that couple to the real B-field B + B¯.
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Classical term F0
But at this point we first want to point out one immediate and more elementary
consequence of the B-field. The presence of the flux induces a U(1) gauge field
on the D6-brane
A =
1
λ
ydx. (5.10)
For the 4-6 strings we have to restrict A to Σ. Therefore the chiral fermions are
coupled to a non-zero U(1) gauge field. This background gauge field gives a
contribution to the effective action on Σ of the form
F = 1
2
∑
i
∮
ai
A
∮
bi
A.
Here (ai, bi) is a canonical basis of H1(Σ,Z). Plugging the expression for A we
obtain precisely the (genus zero) prepotential of topological string theory
F = 1
λ2
F0, (5.11)
where, as always,
Xi =
∮
ai
ydx, ∂iF0 =
∮
bi
ydx.
In fact, we can also include a non-trivial flux pi through the cycles ai. This will
give a second contribution to the free energy given by
pi
∮
bi
A =
1
λ
pi∂iF0. (5.12)
We recognize the contributions (5.11) and (5.12) as the genus zero contribu-
tions in the expansion for small λ of the general expression (4.54).
5.2.2 D-Modules
Let us now explain how D-modules naturally appear in the I-brane set-up. (See
also [156] for a much more involved setting.) First of all, by very general ar-
guments the algebra A of open string fields on the D6-brane is naturally non-
commutative. This is a consequence of the fact that the Riemann surface that
describes the interaction
A⊗A → A
only has a cyclic symmetry (see Fig. 5.3).
This non-commutativity is particularly clear if one includes a B-field as in (5.9).
One simple way to see this is, that in the presence of such a B-field a gauge field
A is induced that couples to the open strings. The gauge field satisfies dA = B
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and can be chosen as
A =
1
λ
ydx.
Therefore, on the 6-6 strings there is a boundary term∫
A =
∫
dt
1
λ
yx˙.
If we reduce this term to the zero-modes of the strings we get the usual term
of quantum mechanics, where λ plays the role of ~. (Indeed, notice that the
momentum coordinate is given by ∂L/∂x˙ = y.) Therefore the coordinates x and
y become non-commutative operators
[xˆ, yˆ] = λ.
So, the zero-slope limit of the algebra A becomes the Heisenberg algebra, gen-
erated by the variables xˆ, yˆ. This is also known as the non-commutative or
quantum plane. In the case where B = C2 we can identify this algebra with the
algebra of differential operators on C
A ∼= DC.
The algebra DC consists of all operators
D =
∑
i
ai(x)∂i, ∂ =
∂
∂x
.
Here we have identified yˆ = −λ∂.
Now suppose that we add some other brane to this system, in our case a D4-
brane localized on Σ. We pick x as our local coordinate, so that, once restricted
to the curve, the variable y is given by a function y = p(x). Now the space of
Figure 5.3: The 6-6 strings naturally form a non-commutative algebra A: glueing the inner
endpoints of two 6-6 yields another 6-6 string. On the other hand, 4-6 strings are a module
M for the algebra A: glueing the right endpoint 4-6 to the left one of a 6-6 string yields
another 4-6 string.
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4-6 open strings, that we will denote as M, is by definition a module for the
algebra A of 6-6 strings. This is a simple consequence of the fact that glueing a
6-6 string to a 4-6 string produces again a 4-6 string, as illustrated in Fig. 5.3.
Therefore there is an action
A×M→M.
(More completely, M is a A-B bimodule, where B is the algebra of 4-4 open
strings.)
Modules M for the algebra of differential operators are called D-modules. In
this case we are interested in D-modules that in the semi-classical limit reduce
to curves or equivalently Lagrangians. Such D-modules are called holonomic.
So we can draw the following conclusion: in the presence of a background flux,
the chiral fermions on the I-brane should no longer be regarded as local fields or
sections of the spin bundle K1/2. Instead they should be interpreted as sections
of a non-commutative D-module.
Notice that if Σ is a non-compact curve, having marked points at infinity, the
symplectic form dx ∧ dy becomes very large at the asymptotic legs. This can be
see by using the appropriate variables at infinity x′ = 1/x and y′ = 1/y. In these
variables the B-field becomes singular which means that the non-commutativity
goes to zero. This explains why it makes sense to speak about the usual free chi-
ral fermions at infinity, and to discuss their nontrivial transformation properties
from patch to patch as in [128]. Considering compact spectral curves seems to
be much more involved from this perspective.
In the context of string theory it is worth stressing the range of parameters α′
and λ in which D-module description is valid. The string coupling λ, which en-
ters in the B-field flux as B = 1λdz ∧ dw, plays an important role as quantization
parameter. From the D-module point of view there seems to be no restriction on
λ, so one might hope that the D-module even captures non-perturbative infor-
mation. However, in a particular system under consideration some restrictions
on the values of λ could arise that are related to the radius of convergence of the
partition function. Although we do make some additional remarks in Chapter 6,
we do not study these issues in this thesis.
On the other hand, the string scale α′ does not play a fundamental role in the
D-module. The D-module describes the topological sector of the intersecting
brane configuration, which is realized in terms of massless modes of the I-brane
system. Therefore the D-module description is valid only in the regime where
α′ is small (so that no massive modes interfere with our description). The most
interesting case is of course when it is non-zero, as it provides a normalization
factor for the worldsheet instanton contributions to the open 4-6 strings in the
I-brane partition function (4.53). Section 6.3 clarifies this with an example.
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D-modules and differential operators
The theory of D-modules was introduced and developed, among others, by I.
Bernstein, M. Kashiwara, T. Kawai and M. Sato, to study linear partial differen-
tial equations from an algebraic perspective [157, 158, 159, 160]. Currently this
is a very active field, with connections and applications to many other branches
of mathematics.
As already mentioned above, D-modules are defined as modules for the algebra
of differential operators D. In general, in a local Cn patch with complex coordi-
nates (z1, . . . , zn), the operators zi and ∂zi represent the nth Weyl algebra. The
operators P ∈ D are of the form
P =
∑
i1,...,in
ai1,...,in∂zi1 · · · ∂zin .
With a set of operators P1, . . . , Pm ∈ D one can associate a system of differential
equations
P1Ψ = . . . = PmΨ = 0, (5.13)
where Ψ takes values in some function space V. An algebraic description of
solutions to such a system can be given in terms of a D-moduleM determined
by the ideal generated by P1, . . . , Pm ∈ D
M = DD · 〈P1, . . . , Pm〉 . (5.14)
The advantage of considering such a D-module is, firstly, that it captures the so-
lutions to the above system of differential equations independently of the form
in which this system is written. Secondly, it is also independent of the function
space V – be it the space of square-integrable functions, the space of distribu-
tions, the space of holomorphic functions, etc.
Suppose that one would want to extract solutions Ψ fromM that take value in
the function space V. Such a space V is itself a D-module. Namely, xˆ and yˆ are
realized as multiplication by x and the differential −λ∂x. One of the important
properties ofD-modules is that the space of solutions to the system of differential
equations (5.13) in V is given by algebra homomorphism
HomD(M,V). (5.15)
An important notion is a dimension of a D-module. The so-called Bernstein
inequality asserts that a non-zero D-moduleM over the nth Weyl algebra has a
dimension 2n ≥ dimM ≥ n. In particular, D considered itself as a D-module
has a dimension 2n. On the other hand, dimC[x1, . . . , xn] = n. For a non-zero
P ∈ D, dimD/DP = 2n− 1.
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A special role in theory of D-modules is played by the so-called holonomic D-
modules, which by definition have a minimal dimension n. In particular they
are cyclic, which means they are determined by a single element Ψ ∈ M called
a generator.
In the context of the I-brane in C2 we are just interested in the 1st Weyl algebra
〈x, λ∂x〉 of dimension 2. In this case we immediately conclude that the module
D/DP has a dimension n = 1 for any non-zero P , and is thus holonomic and
hence cyclic. It can be realized as
M = {DΨ : D ∈ D}, (5.16)
where the generator Ψ is a solution to the differential equation PΨ = 0. Such
D-modules reduce to curves or equivalently complex Lagrangians in the semi-
classical limit, which is of course the main reason to study them in the context
of I-branes.
Rank 1 example
Let us explain this structure in more detail with a simple example of aD-module.
We start with the commuting case, in which the algebra A is given by the ring
O of functions on the plane. If the spectral curve Σ is given by P = 0, then we
can writeM = OΣ as the quotient
M = O/IΣ,
where IΣ = O · P is the ideal of functions vanishing on Σ.
Now suppose that P is not a polynomial, but a differential operator
P ∈ D.
Then we can similarly define a D-module as an equivalence class of differential
operators
M = DD · P .
One way to think about such a module is in terms of a formal solution to the
equation
PΨ = 0.
Mathematically, such a solution Ψ ∈ V is captured by the D-module homomor-
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phism (5.15)
M = DD · P → V,
Indeed, the map that sends the element
[1] ∈M 7→ Ψ(z) ∈ V
is well-defined because every element P ′ ∈ DP is mapped to zero (remember
that Ψ fulfills PΨ = 0), and it is a bijection; conversely, any map M to V is
determined by a holomorphic solution to the differential equation PΨ = 0. So
M can also be realized as the vector space of expressions of the form
M = {DΨ; D ∈ D}.
The D-moduleM and the corresponding differential operator P should be con-
sidered as the non-commutative generalization of the classical curve Σ. This is
the quantum spectral curve from the theory of quantization of integrable systems,
as is known from the geometric Langlands perspective [156].
Within the context of string theory it is clear that there should be a unique D-
module that corresponds to the curve Σ. This prescription should fix possible
normal ordering ambiguities in P . It would be interesting to understand this
directly from the mathematical formalism.
D-modules and flat connections
More generally, D-modules are defined as differential sheaves on any variety
X. The sections of the sheaf DX over an open neighbourhood U are given by
linear differential operators on U . Therefore, both the structure sheaf OX (of
holomorphic functions) as well as the tangent sheaf TX (whose local sections
are vector fields) may be embedded in DX .
OX ↪→ DX ←↩ TX
In fact, DX is generated by these inclusions.
A sheafM on X is defined to be a left module for DX when v · s ∈ M, for any
v ∈ DX and s ∈M. Furthermore, it has to fulfill
v · (fs) = v(f)s+ f(v · s)
[v, w] · s = v · (w · s)− w · (v · s)
for any v ∈ DX , f ∈ OX and s ∈ M. Suppose that M is a left DX -module
whose sections are the local sections of some vector bundle V (this encomprises
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all DX -modules that are finitely generated as OX -modules). Then the action of
DX defines a connection on V as
∇v(s) = v · s, (5.17)
whose curvature is zero. So a D-module structure on the sheaf of sections of a
vector bundle V defines a flat connection on this vector bundle. And conversely,
any module consisting of sections of a vector bundle V with flat connection ∇A,
has an interpretation as a D-module defined through the action of the flat con-
nection. Therefore, a D-module is in general just a system of linear differential
equations, changing from patch to patch on X. This is known as a local system.
In the main part of this paper X is just C or C∗.
Examples
1) Take a linear partial differential operator on C, for example
P = λz∂z − 1. (5.18)
The differential equation Pψ = 0 is solved by ψ(z) = z1/λ, so according to
(5.16) the corresponding D-module can be represented as
M = 〈z, λ∂z〉 z1/λ.
There are many equivalent ways of writing this module. For example, intro-
ducing Ψ˜ = zΨ, the above differential equation is transformed into P˜ Ψ˜ = 0
with
P˜ = λz∂z − λ− 1,
This follows simply from the relation (λz∂z − λ − 1)x = x(λz∂z − 1). This new
operator, as well as the solution to the new equation Ψ˜ = z1+1/λ look different
than before. Nonetheless, they represent the same D-module
M = 〈z, λ∂z〉 z1+1/λ = 〈z, λ∂z〉 z1/λ.
This simple example indeed shows that the formlism of D-modules allows to
study solutions to partial differential equations independently of the way in
which the differential equation is written.
The flat connection corresponding to P is determined by the action of ∂z on the
elements of the D-module, as in (5.17). It is given by
∇A = ∂zdz − 1
λz
dz,
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determining ψ(z) as a local flat section.
2) All the modules that we will study in this paper are over C or C∗. It is
important that they may be of any rank though. Let us therefore also give a rank
two example on the complex plane C. The second order differential equation
Pψ = (λ2∂2z − z)ψ (5.19)
can be written equivalently as a rank two differential system
Pijψj = 0, with Pij =
(
λ∂z 0
0 λ∂z
)
−
(
0 1
z 0
)
.
Holomorphic solutions of this linear system are captured by the map
M = D
⊕2
D⊕2 Pij → O
⊕2
C
that sends the two generators [(1, 0)t] and [(0, 1)t] to two independent (2-vector)
solutions of Pψ = 0. The corresponding flat connection reads
∇A = ∂zdz − 1
λ
(
0 1
z 0
)
dz
and turns the two solutions into a locally flat frame.
5.2.3 Quantum curve
TheB-field quantizes the I-brane configuration into aD-module. Last subsection
we introduced these objects and saw that they represent solutions to a linear
system of differential equations. However, the I-brane setup doesn’t provide us
with just any D-module: this D-module must represent a quantization of the
curve Σ together with a meromorphic 1-form τ , obeying dτ = ω, on it. In this
article we focus on smooth curves that are given by an equation of the form
Σ : H(z, w) = wn + un−1(z)wn−1 + . . .+ u0(z) = 0, (5.20)
where z ∈ C (or C∗) and w ∈ C. These play a prominent role in integrable
systems as spectral curves. We will describe D-modules corresponding to these
curves.
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Semi-classical geometry
The spectral curve Σ in (5.20) is a degree n cover over C (or C∗)
Σ ⊂ T ∗C
↓ pi
C
with possible branch points (from now on we restrict to z ∈ C for simplicity in
notation). The curve Σ is imbedded in C2 and equipped with the (meromorphic)
1-form
τ =
1
λ
wdz|Σ.
Furthermore, fermions on Σ transform as holomorphic sections of a line bundle
L ⊗K1/2Σ , provided by the D6-brane. The tuple (L, τ) on Σ pushes forward to a
couple
pi∗ : (L, τ) 7→ (V = pi∗L, φ = pi∗τ) (5.21)
on C under the projection map pi : Σ → C. So V is a rank n vector bundle on
C, whereas φ ∈ H0(C,KC ⊗ EndV ) is a meromorphic 1-form valued in gl(n).
Such an object is called a Higgs field. It endows V with the structure of a Higgs
bundle. Setting the characteristic polynomial
det(τ − φ(z)) = 0
returns the equation for the spectral curve. The push-forward map pi∗ sets up a
bijection between spectral data and (stable) Higgs pairs
(Σ,L) ↔ (V, φ). (5.22)
When the base C is a compact curve C instead, the moduli space of stable Higgs
pairs forms an algebraically completely integrable system, the Hitchin integrable
system. The Hitchin map
H0(C,EndV ⊗KC)→ ⊕ni=1H0(C,KiC)
φ 7→ det(w − φ(z)),
provides this moduli space with the structure of a Lagrangian fibration, whose
fibers are generically Lagrangian tori. Any point in the image of the Hitchin map
can be identified with a spectral curve Σ, whereas the fiber of the Hitchin map
equals the moduli space of line bundles on Σ of a certain degree, which is iso-
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morphic to the Jacobian Jac(Σ). This verifies that the Hitchin fiber is generically
given by a torus. Multiplying L by a flat bundle on Σ defines a linear flow over
the Hitchin fiber, exactly as in our discussion of the Krichever correspondence in
Section 5.1.1.
Quantum geometry
TheD-modules generated by the B-field (5.9), as well as those considered in the
last subsection, depend on λ (where λ is a formal variable λ ∈ C[[λ]]). These are
known as Dλ-modules [161]. As a linear differential system such a Dλ-module
corresponds to a λ-connection ∇λ
∇λ = λ∂z −A(z). (5.23)
that is defined through the Leibnitz rule ∇λ(fs) = f∇λ(s) + λs ⊗ df for any
function f and section s. Since all the D-modules and connections we consider
are Dλ and λ-connections, we often omit the subscript λ.
Semi-classically, a λ-connection ∇λ reduces to a 1-form ∇0(z) with values in
gl(n)
∇λ 7→ ∇0, (λ→ 0). (5.24)
We just encountered this object as a Higgs field φ. Moreover, we explained with
(5.21) that a Higgs (V, φ) and spectral data (Σ,L) provide equivalent informa-
tion. In particular, the spectral curve can be recovered by the determinant of the
Higgs field. This implies that λ-connections quantize spectral data.5
It tells us exactly which requirements a D-module quantizing the I-brane config-
uration has to satisfy. Fermions on a degree n spectral curve have to transform
under a rank n λ-connection ∇λ on C, whose semi-classical λ→ 0 limit is given
by the Higgs field
∇0 = pi∗(τ).
A simple example of a λ-connection is given by
∇ = λ∂z −A(z),
with A(z) = pi∗(τ). Its determinant is a degree n differential equation that
canonically quantizes the defining equation for Σ.
5These λ-connections are also known as λ-opers, and play an important role in the quantum
integrable system of Beilinson and Drinfeld [162, 163].
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Examples
In the last subsection we gave two examples of Dλ-modules: one of rank 1 and
another one of rank 2. Let us examine them here in the light of deformation
quantization.
1) In the first example we found the λ-connection
∇λ = λ∂z − 1
z
(5.25)
on the z-plane. The semi-classical spectral data is given by the degree 1 spectral
cover
Σ : w =
1
z
,
with z, w ∈ C∗, together with the (meromorphic) 1-form
A =
1
z
dz.
Equivalently, the D-moduleM corresponding to ∇λ is generated by
M = 〈z, λ∂z〉z1/λ,
which is clearly invariant under the algebra A of functions on Σ at λ = 0. It is
therefore a quantization of Σ. This example enters string theory as the deformed
conifold geometry describing the c = 1 string. It is described as a D-module in
[1]. We will come back to it in Section 5.3.3.
2) In the second example we considered a Dλ-module generated by a single
second order generator
P = λ2∂2z − z. (5.26)
The corresponding rank 2 λ-connection
∇λ =
(
λ∂z 0
0 λ∂z
)
−
(
0 1
z 0
)
is a λ-deformation of the degree 2 spectral cover (illustrated in Fig. 5.4)
Σ : w2 = z,
with meromorphic 1-form τ = wdz|Σ. Note that this one-form pushes forward
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to the connection 1-form, or Higgs field,
A =
(
0 1
z 0
)
dz
in the basis {dz, wdz} of ramification 1-forms on the z-plane. Indeed, local
sections of L push forward to local sections generated by 1 and w on the z-
plane. Now, wdz · 1 = wdz and wdz · w = w2dz = zdz on Σ.
We discuss the string theory interpretation of this D-module in Section 6.1.
Figure 5.4: A second order differential operator P in λ∂z defines a rank 2 λ-connection
∇λ. The determinant of ∇0 determines a degree 2 cover over C which is called the spectral
curve Σ.
5.3 Fermionic states and quantum invariants
In the last section of this chapter we quantify the quantum integrable system that
we described in the last section. Just like the Krichever map embeds a geometric
set-up consisting of a line bundle over a curve into the KP Grassmannian, there
is a straightforward way in which a quantum curve or D-module M gives rise
to a solution of the KP-hierarchy. By definition M carries an action of both
x and ∂x. However we are free to ignore the second action, which leaves us
with the structure of an O-module, O being the algebra of functions in x. By
applying the infinite-wedge construction to the O-module W we obtain in the
usual way a state |W〉 in the fermion Fock space. Roughly speaking, W can be
considered as the space of local sections that can be continued as sections of a
(non-commutative) D-module, instead of sections of a line bundle over a curve.
We explain this in Section 5.3.1. In Section 5.3.2 and Section 5.3.3 we continue
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to discuss how to assign quantum invariants to quantum curves. Also this is
inspired on the KP-hierarchy.
5.3.1 Fermionic state
In this section we introduce an infinite dimensional Grassmannian and its de-
scription in terms of the second quantized fermion field (we learned this mate-
rial e.g. from [151, 164, 165, 166, 167]). Later on we will extend this formal-
ism in a way which associates fermionic states to D-modules, thereby providing
a fermionic description of the I-brane system. This technology is required as
pre-knowledge to Chapter 6.
Grassmannian and second quantized fermions
The space H = C((z−1)) of all formal Laurent series in z−1 can be given an
interpretation of a Hilbert space. Basis vectors zn, for n ∈ Z, correspond to one
particle states of energy n associated to the Hamiltonian z∂z. This Hilbert space
has a decomposition
H = H+ ⊕H−,
such that the first factor H+ = C[z] is a subspace generated by z0, z1, z2, . . .,
while H− is generated by negative powers z−1, z−2, . . .. Consider now a sub-
spaceW of H with a basis {wk(z)}k∈N. We say it is comparable to H+, if in the
projection onto positive and negative modes
wk =
∑
j≥0
(w+)ijzj +
∑
j>0
(w−)ijz−j
the matrix w+ is invertible. The Grassmannian Gr0 is the set of all subspaces
W ⊂ C((z−1)) which are comparable to H+.
In what follows we take much advantage of the correspondence between Gr0
and the charge zero sector of the second quantized fermion Fock space F0. In
this correspondence the subspace H+ is quantized as the Dirac vacuum
|0〉 = z0 ∧ z1 ∧ z2 ∧ . . . , (5.27)
with all positive energy states filled. The fermionic state associated to the sub-
space W with basis w0(z), w1(z), w2(z), . . . is represented by the semi-infinite
wedge6
|W〉 = w0 ∧ w1 ∧ w2 ∧ . . . (5.28)
6Actually, we have to tensor with
√
z to make the state fermionic.
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which is an element of the fiber of a determinant line bundle over the element
W ∈ Gr (and therefore determined up a complex scalar c)
To make contact with the usual formulation of the second quantized fermion
Fock space, we can identify the differentiation and wedging operators with the
fermionic modes
ψn+ 12 =
∂
∂z−n
ψ∗n+ 12 = z
n ∧ .
These half-integer modes are annihilation and creation operators which arise
from a decomposition of the fermion field ψ(z) and its conjugate ψ∗(z)
ψ(z) =
∑
r∈Z+ 12
ψrz
−r− 12 ψ∗(z) =
∑
r∈Z+ 12
ψ∗rz
−r− 12 , (5.29)
and they obey the anti-commutation relations {ψr, ψ∗−s} = δr,s.
For subspaces W ∈ Gr0 the determinant of the projection onto H+ is well de-
fined and can be expressed as
detw+ = 〈0|W〉.
More generally, one can consider the Fock space F which splits into subspaces
of charge p
F =
⊕
p∈Z
Fp.
Each subspace Fp is built by acting with creation and annihilation operators on
a vacuum
|p〉 = zp ∧ zp+1 ∧ zp+2 ∧ . . . ,
with the property
ψr|p〉 = 0 for r > p,
ψ∗r |p〉 = 0 for r > −p.
The Fermi level of the vacuum |p〉 is shifted by p units with respect to the Dirac
vacuum |0〉. This fermion charge is measured by the U(1) current
J(z) =: ψ(z)ψ∗(z) :=
∑
n
αnz
−n−1,
whose components αn =
∑
k : ψrψ
∗
n−r satisfy the bosonic commutation rela-
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tions
[αm, α−n] = mδm,n.
With each subspace W ⊂ C((z)) comparable to the one generated by (zk)k≥p
one can associate a state |W〉 ∈ F of charge p. This charge is equal to the index
of the projection operator pr+ :W → H+.
A state in the Fock space F has also a simple representation in terms of the
so-called Maya diagram (see Fig. 5.5). Black boxes in such a diagram represent
excitations, whereas white boxes are gaps in the energy spectrum of the fermion.
The charge of a state is given by the number of excitations minus the number
of gaps. Fermionic states or Maya diagrams of a fixed charge p can also be
associated to two-dimensional partitions. In particular in p = 0 sector the state
|R〉 =
d∏
i=1
ψ∗−ai− 12ψ−bi− 12 |0〉
corresponds to the partition R = (R1, . . . , Rl) such that
ai = Ri − i, bi = Rti − i.
In what follows a state corresponding to a partition R of charge p is denoted as
|p,R〉.
Flow on the Grassmannian
Multiplying a basis vector wk(z) ofW by a power series f(z) =
∑
n>0 fnz
n, that
vanishes at z = 0, defines an action on the Grassmannian:
f(z)|W〉 =
∑
k
w0 ∧ . . . ωk−1 ∧ f · wk ∧ wk+1 . . . .
Figure 5.5: Elements of the Fock space F are in a bijective correspondence with Maya
diagrams. The bottom line represent a Maya diagram corresponding to a fermionic state
with charge p. As illustrated it is characterized by a two-dimensional partitions R located at
position p. We therefore denote the state as |p,R〉 ∈ F .
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When we write wk(z) in terms of the basis (zl)l∈Z this action is encoded by the
multiplication by an infinite matrix in gl∞, whose (i, j)th entry is given by fi−j .
On the fermionic state |W〉 a multiplication by zn translates into a commutator
with the bosonic mode αn, since αn increases the fermionic mode number by
[αn, ψr] = ψr+n.
Multiplication by a power series f(z) therefore translates to the operator
f =
∑
n
fn[αn, •] ∈ gl∞.
on the Fock space.
Exponentiating the action of gl∞ yields the group Gl∞. An element g(z) =
exp(f(z)) of this group acts on |W〉 by multiplying all its basis vectors
g(z)|W〉 = g · w0 ∧ . . . ∧ g · wk ∧ . . .
From the fermionic point of view this action is given by conjugating each basis
vector wk with the element
g = exp
(∑
fnαn
)
= exp
(∮
dz f(z)J(z)
)
∈ Gl∞.
We call Γ the group of exponentials g(z) : S1 → C∗. An important subgroup of
Γ is the group Γ+ of functions g0 : S1 → C∗ that extend holomorphically over
the disk D0 = {z : |z| ≤ 1}:
Γ+ = {g0 : D0 → C∗ : g0(0) = 1}.
Another subgroup is the group Γ− of functions g∞ : S1 → C∗ that extend over
the disk D∞ = {z ∈ C ∪ {∞} : |z| ≤ 1}:
Γ− = {g∞ : D∞ → C∗ : g∞(∞) = 1}.
Any g ∈ Γ can be written as an exponential exp(f). When g ∈ Γ+ the function f
vanishes at z = 0, and when g ∈ Γ− it vanishes at z =∞.
Γ+ and Γ− have different properties when acting on Grassmannian. The action
of Γ− is free, since any W ∈ Gr has only a finite number of excitations. On
the contrary, Γ+ acts trivially on a vacuum state |p〉. Although the action of
the groups Γ+ and Γ− on a subspace W is commutative, as it is just given by
multiplication, as operators on the fermionic state |W〉 it matters which element
is applied first. This introduces normal ordering ambiguities.
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An element
g(t, z) = exp
∑
k≥1
tkz
k
 = exp (f(t, z)) ∈ Γ+, (5.30)
defines a linear flow over the Grassmannian Gr. On the Fock space it acts as an
evolution operator
U(t) = exp
(∮
dz
2pii
f(t, z)J(z)
)
.
The determinant det(W)+ is not equivariant with respect to the action of Γ+.
The difference is measured by the so-called tau-function
τW(g) =
det (g−1w)+
g−1 det w+
=
〈0|U(t)|W〉
g−1〈0|W〉 , (5.31)
which yields a holomorphic function τ : Γ+ → C. This can be regarded as a
wave function of |W〉.
Blending
So far we considered the Hilbert space H ≡ H(1) of functions with values in C.
More generally, one can consider a Hilbert space H(n) of functions with values
in Cn. Let (i)i=1,...,n denote a basis of Cn. For each n there is an isomorphism
between H(n) and H given by the lexicographical identification of the basis
iz
k 7→ znk+i−1.
This isomorphism is called blending.
In the fermionic language the Hilbert space H(n) lifts to the Fock space of n
fermions ψ(i), i = 1, . . . , n, each one with the expansion (5.29) and such that
{ψ(i)r , ψ∗ (j)s } = δi,jδr,−s.
Now blending translates to the following redefinitions of these n fermions into
a single fermion ψ
ψn(r+ρi) = ψ
(i)
r , ψ
∗
n(r−ρi) = ψ
∗ (i)
r ,
where
ρi =
2i− n− 1
2n
. (5.32)
Blending can also be expressed in terms of two-dimensional partitions intro-
duced above. Consider n partitions R(i) of charges pi, with
∑
i pi = p, corre-
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sponding to states in n independent Hilbert spaces of fermions ψ(i). Associating
with each such partition a state of a chiral fermion |pi, R(i)〉, we have a decom-
position
|p,R〉 =
n⊗
i=1
|pi, R(i)〉,
and the blended partition R of charge p, corresponding to a state in the Hilbert
space of the blended fermion Ψ, is defined as
{n(pi +R(i),m −m) + i− 1 | m ∈ N} = {p+ RK −K | K ∈ N}. (5.33)
A simple example: rational curves
Let us illustrate how this formalism can be used to describe quantum curves.
Take a very simple example: the curve y = 0. Topologically Σ = C can be viewed
as a disc and in the fermion CFT it will correspond to a state in the Fock space
F . In this case the corresponding D-module just consists of the polynomials in
x
M = C[x]
and yˆ is realized as −λ∂x. The one-form ydx vanishes identically. The free
fermion theory based on this module consists of the usual vacuum state |0〉.
But now we can make a small variation, by picking the curve
y = p(x),
with p(x) some function. In this case the (meromorphic) one-form is p(x)dx.
The corresponding D-module is still isomorphic to C[x] as a vector space, but
now the operator yˆ is represented as
yˆ = −λ∂x + p(x).
Of course, there is an obvious map between these two modules: we simply
multiply the functions ψ(x) ∈ C[x] as
ψ(x)→ e−S(x)/λψ(x), ∂S(x) = p(x)dx.
In the quantum field theory, where ψ(x) becomes an operator acting on the Fock
space F , this correspondence is represented by a linear map U such that
U(t) · ψ(x) · U(t)−1 = e−S(x)/λψ(x).
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If S(x) =
∑
k tkx
k such a map is given by
U(t) = exp
∑
k
1
λ
tkαk
where
∑
k αkx
−k−1 = ∂φ(x) =: ψ†ψ(x) : is the usual mode expansion of the
U(1) current. Here we use that [αk, ψ(x)] = xkψ(x). The corresponding state in
the Sato Grassmannian is given by U(t)|0〉. Since αk|0〉 = 0 for k ≥ 0, this state
is only different from the vacuum if the function S(x) (or p(x)) has poles.
5.3.2 Second quantizing D-modules
Finally, we have all the ingredients to associate a fermionic state to a given D-
module on C. The D-moduleM encodes holomorphic solutions to a system of
differential equations. In particular it is an OC-module, and forms a subspace
of C((z−1)) that we will nameW. Second quantization turns this subspace into
a fermionic state |W〉. Since the I-brane configuration in fact provides a Dλ-
module (in contrast to a D-module) the resulting I-brane fermionic state |W〉 is
a λ-deformation as well.
In Section 5.2.3 we learned that a Dλ-module on C when λ → 0 reduces to a
spectral tuple (Σ, τ). We will argue here that the fermionic state |W〉, associated
to the D-moduleW, reduces to the semi-classical Krichever state corresponding
to this spectral data in the same limit. The tau-function (5.31) corresponding
to this Krichever state computes the determinant of the ∂-operator, which is just
the genus one part F1 of the all-genus free energy. The Dλ-module gives a λ-
deformation of this solution that computes the full I-brane partition function
(4.53).
In this section we motivate and explain the second quantization of the Dλ-
module. But first we summarize the semi-classical correspondence.
Semi-classical state
Let us remind ourselves shortly how we associate a semi-classical fermionic state
to a pointed curve Σ − z∞, together with a line bundle L. As we explained in
Section 5.1 the traditional way [151] is to form the space of global holomorphic
sections of L on Σ− z∞
W = H0(Σ− z∞,L).
Recall thatW is a an A-module for
A = H0(Σ− z∞,OΣ).
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Tensoring the line bundle L with a square root K1/2Σ turns sections of L into
fermionic sections: W thus corresponds to a subspace that is being swept out in
time by a free fermion field ψ(z) living on Σ− z∞.
When we denote the semi-infinite set of generatorsW by wk(z), a second quan-
tization turns the subspaceW into the fermionic state
|W〉 = w0 ∧ w1 ∧ w2 ∧ . . . .
The map that assigns a subspace W to the couple (Σ,L) is the inverse of the
Krichever map. It yields a geometric solution in the Grassmannian Gr.
When pi is an (n : 1) projection of Σ onto some other curve C, while L pushes
forward to a rank n vector bundle V = pi∗L over C, it is equivalent to look
at the subspace of global sections of V on C − pi(z∞). This yields a fermionic
state in the n-component Grassmannian Grn [168, 169]. As we described in the
previous subsection blending (or the lexiographical ordening) recovers the state
|W〉 that is part of Gr1.
The flow over the Grassmannian, generated by Γ+, obtains a geometric inter-
pretation as a linear flow over the Jacobian of Σ, and therefore relates such
geometric solutions to the Hitchin integrable system in Section 5.2.3 [170].
The tau-function associated to a fermionic state |W〉, that is found as a Krichever
solution, equals the determinant of the ∂-operator on Σ, and thus computes the
partition function of free fermions on Σ. This is exactly the contribution to
the free energy that we expect from the I-brane set-up when λ → 0, so that
commutativity is restored.
For all spectral curves in C2 or C∗ × C that we consider later in this thesis, the
line bundle L is almost trivial, so that the choice of trivialization of L at z∞ is
the only non-trivial piece of data. Picking such a frame is equivalent to choosing
a flat connection on Σ−z∞. This corresponds to an element of Γ+. However, we
noticed in the previous subsection that this acts trivially on the fermionic state.
So the Krichever map just yields the Dirac vacuum.
Rank 1 quantum state
To find a non-trivial fermionic state |W〉, as an expansion in λ, we start with a
Dλ-module. Let us first explain the rank 1 case, with aDλ-module on C specified
by the (meromorphic) connection
∇A = ∂z − 1
λ
A(z)
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that may be trivialized as
∇A = ∂z − gλ(z)−1(∂zgλ(z)).
When gλ(z) ∈ Γ+ this represents a pure gauge transformation on the disk (so
that ∇A corresponds to a regular flat connection on C).
For any gλ(z) a fermionic section ψ(z) of L ⊗K1/2 may be written as
ψ(z) = gλ(z)ξ(z),
where ξ(z) is a section of L⊗K1/2 with trivial connection ∂z. Flat sections Ψ(z)
are defined by the differential equation(
∂z − 1
λ
A(z)
)
Ψ(z) = 0.
They define a local trivialization of the bundle L with connection ∇A, and we
will use them to translate the geometric configuration into a quantum state.
A flat section for the trivial connection ∂z is given by Ξ(z) = 1. We associate the
tuple (C, ∂z) to the ground state
|0〉 = z0 ∧ z1 ∧ z2 ∧ . . . .
The gauge transformation gλ(z) maps the trivial solution Ξ(z) = 1 to Ψ(z) =
gλ(z), which transforms the vacuum into the fermionic state
|W〉 = gλ|0〉,
where gλ acts as a Gl∞ transformation on the fermionic modes
|W〉 = gλ(z)z0 ∧ gλ(z)z1 ∧ gλ(z)z2 ∧ . . . .
as we explained in the last subsection.
In other words, we build the quantum state by acting with the D-module gener-
ator Ψ(z) = gλ(z) on the vacuum
W = Dλ ·Ψ(z).
The state |W〉 is just second quantization of the the Dλ-module W. Notice
that this state is non-trivial only when gλ(z) is not a pure gauge transforma-
tion (which would correspond to a Krichever solution). This implies that the flat
sections will diverge near z = 0, corresponding to a distorted geometry in this
region.
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Rank n quantum state
A degree n spectral curve Σ is quantized as a λ-connection of rank n. This is
equivalent to a Dλ-moduleM that is generated by a single degree n differential
operator P . As an OC-module, though,M is generated by an n-tuple
(Ψ(z), ∂zΨ(z), . . . , ∂n−1z Ψ(z)),
where Ψ(z) is a solution of the differential equation PΨ = 0. In other words,
this blends an n-vector of solutions to the linear differential system that the
λ-connection defines. We will name this OC-module
W = OC · (Ψ(z), ∂zΨ(z), . . . , ∂n−1z Ψ(z)) ⊂ C((z−1)).
(of course it contains the same elements asM) This is the subspace we want to
second quantize into a fermionic state |W〉.
Now P has n independent solutions Ψi, that differ in their behaviour at infinity.
These solutions have an asymptotic expansion around z = ∞ that contains a
WKB-piece plus an asymptotic expansion in λ, and should thus be interpreted
as perturbative solutions that live on the spectral cover. We suggest that the
asymptotic expansion of any solution can be turned into a fermionic state that
captures the all-genus I-brane partition function. This partition function thus
depends on the choice of boundary conditions near z∞.
Some of the WKB-factors will be exponentially suppressed near z∞, while others
exponentially grow. This depends on the specific region in this neighbourhood.
The lines that characterize the changing behaviour of the solutions Ψi are called
Stokes and anti-Stokes rays. Boundary conditions at infinity specify the solution
up to a Stokes matrix: a solution that decays in that region can be added at no
cost.
This implies that the perturbative fermionic state we assign to a D-module de-
pends on the choice of boundary conditions. On the other hand, the D-module
itself is independent of any of these choices and thus in some sense contains
non-perturbative information and goes beyond the all-genus I-brane partition
function. This agrees with the discussion in [171]. Nonentheless, the focus in
this paper is on the perturbative information a D-module provides.
5.3.3 Quantum invariants and λ-deformed CFT’s
Up to here we have explained how a spectral curve may be quantized into a Dλ-
module, and how this translates into a fermionic state |W〉. Most importantly,
this allows us to associate a quantum invariant to a spectral curve.
Spectral curves embedded in C2 are characterized by a single region near infin-
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ity. The all-genus I-brane partition function is (like in the semiclassical Krichever
setting) given by the determinant of |W〉. When Σ is part of C∗ × C, it contains
two regions at infinity. In this situation the I-brane partition function is com-
puted as a correlation function, by contracting two fermionic states.
Likewise, we expect that it is important for any I-brane curve to consider all re-
gions where the curve approaches infinity. In such a patch the B-field becomes
singular so that the non-commutativity parameter λ tends to zero. Hence we
can associate a perturbative fermionic state |W〉 to this neighbourhood, once
a choice of local symplectic coordinates (z, w) is made. The result is a quan-
tized module that is invariant under the action of the Weyl algebra Dλ. Any
other choice of local coordinates amounts to a combination of the following two
transformations
z 7→ z + f(w) and w 7→ w, (5.34)
z 7→ w and w 7→ −z.
These generate automorphisms of the Weyl algebra, but they change the Dλ-
module associated to the asymptotic neighbourhood.
Moving from one patch at infinity to another changes the canonical coordinates
by such a complex symplectic transformation as well. Correspondingly the Dλ-
module, and thus the quantum fermion field, transforms in the metaplectic rep-
resentation [128]. Indeed, in the λ → 0 limit one recovers a semi-classical
fermionic section of K1/2.
This suggests that the complete I-brane partition function may be found by
writing down the correct fermionic state for each point at infinity and then
glueing them by using a symplectic identification of coordinates. Although the
Dλ-modules associated to the regions near infinity depend on the choice of lo-
cal coordinates, this quantum invariant should be independent of the chosen
parametrizations. This is a claim that we cannot yet justify, except that from the
philosophy of string theory there should be a unique such quantum invariant. A
simple supporting example is found in the Chapter 6.
One of the motivations of Chapter 6 is to see in practise how quantum curves
lead to I-brane partition functions. We study several well-known examples of
spectral curves in string theory, and determine the Dλ-module that underlies
their partition function. The first set of examples treats matrix model spectral
curves embedded in C2 with just one region at infinity. In the second set we
study Seiberg-Witten geometries embedded in C∗ × C.

Chapter 6
Quantum Curves in Matrix
Models and Gauge Theory
This chapter illustrates the D-module formalism of Chapter 5 from a string
theory perspective, with examples from the theory of random matrices, mini-
mal (non-critical) string theory, supersymmetric gauge theory and topological
strings. As a result we connect these familiar ingredients in a common frame-
work centered around D-modules. String theory provides solutions to integrable
hierarchies of the KP type. This was first noted in the context of non-critical
(c 6= 26) bosonic string theory, which has a dual formulation in terms of Her-
mitean random matrices. The matrix model partition function
Zmm(λ) =
1
vol(U(N))
∫
DM e−
1
λTrW (M) (6.1)
is known to be a tau-function of the KP integrable system. Although an algebraic
curve Σ emerges in the limit that the size N of the square matrix M tends to
infinity, these matrix model solutions do not correspond to geometric Krichever
solutions. In particular, the relevant Fock space state |W〉 does not have a purely
geometric interpretation as being swept out by regular free fermions living on
the matrix model spectral curve Σ.
The matrix model partition function admits a formal expansion
Zmm(λ) = exp
∑
g
λ2g−2Fg
in the string coupling constant λ. In the ’t Hooft limit N is sent to infinity while
the product of N with λ is held fixed, so that the geometric curve Σ equiv-
alently emerges in the classical limit λ → 0. This suggests that λ should be
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interpreted as some form of non-commutative deformation of the underlying al-
gebraic curve. In fact, there have been many indications that this is the right
point of view.
In the simplest matrix models Σ appears as an affine rational curve given by a
relation of the form
H(x, y) = 0
in the complex two-plane C2, with a (local) parametrization x = p(z) and y =
q(z), with p, q polynomials. Of course, p and q commute: [p, q] = 0. However,
the string-type solutions with λ 6= 0 are characterized by quantities P and Q that
no longer commute but instead satisfy the canonical commutation relation
[P,Q] = λ.
In this case clearly P , Q cannot be polynomials, but are represented as differen-
tial operators, i.e. polynomials in z and ∂z.
As we will point out in Section 6.1 these solutions are naturally captured by a
D-module. Instead of classical curve in the (x, y)-plane, we should think of a
quantum curve as its analogue in the non-commutative plane [x, y] = λ. If we
interpret
y = −λ ∂
∂x
,
one can identify such a quantum curve as a holonomic D-module W for the
algebra D of differential operators in x. Roughly speaking, W can be consid-
ered as the space of local sections that can be continued as sections of a (non-
commutative) D-module, instead of sections of a line bundle over a curve.
One other important instance of integrable hierarchies in string theory is in four-
dimensional N = 2 supersymmetric gauge theories. In Chapter 4 we have seen
that the low energy effective description of Seiberg-Witten theories is deter-
mined by a twice-punctured algebraic curve ΣSW , defined by an equation of
the form
H(t, v) = 0
with t ∈ C∗ and v ∈ C, that appears as a spectral curve of a Hitchin inte-
grable system. In Chapter 4 we geometrically engineered Seiberg-Witten theory
as a Calabi-Yau compactification and encountered additional gravitational cor-
rections Fg to the effective action.
Like in the matrix model setting these Fg-terms are multiplied by some power
of the string coupling constant λ, suggesting that the full genus free energy F =∑
g λ
2g−2Fg has an interpretation in terms of a quantum Seiberg-Witten curve.
This motivates us to quantize the Seiberg-Witten surface ΣSW in Section 6.3.
6.1. Matrix model geometries 149
Again, we see that a D-module underlies the structure of the total partition
function.
6.1 Matrix model geometries
Hermitian one-matrix models with an algebraic potential
W (M) =
d+1∑
j=0
ujM
j
are defined through the matrix integral (6.1). In the large N limit the distribu-
tion of the eigenvalues λi of M on the real axis becomes continuous and defines
a hyperelliptic curve
Σmm : y2 −W ′(x)2 + f(x) = 0, (6.2)
called the (matrix model) spectral curve. The polynomial f(x) = 4µ
∑d−1
j=0 bjx
j
is determined as
f(x) =
4µ
N
N∑
i=1
W ′(x)−W ′(λi)
x− λi ,
with µ = Nλ. The potential W (x) determines the positions of the cuts of the
hyperelliptic curve, and contains the non-normalizable moduli. On the other
hand, the size of the cuts is determined by the polynomial f(x), that comprises
the normalizable moduli b0, . . . , bd−2 and the log-normalizable modulus bd−1.
R. Dijkgraaf and C. Vafa discovered that this matrix model has a dual description
in string theory. In the ’t Hooft limit N → ∞ (with µ fixed) it is equivalent to
the topological B-model on a Calabi-Yau geometry XΣ modeled on the matrix
model spectral curve Σmm [123, 124, 125]. A good review is [172]. This duality
may be generalized by starting with multi-matrix models, whose spectral curve
is a generic (in contrast to hyperelliptic) algebraic curve in the variables x and
y.
The I-brane picture suggests that the full B-model partition function on these
Calabi-Yau geometries can be understood in terms of D-modules. Even better,
we will find that finite N matrix models are determined by an underlying D-
module structure.
In the past, as well as recently, Hermitean matrix models have been studied in
great detail in many contexts. Already in [173, 174] an attempt has been made
to understand the string equation [P,Q] = λ in terms of a quantum curve in
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terms of the expansion in the parameter λ. In G. Moore’s approach this sur-
face seemed to emerge from an interpretation of the string equation as isomon-
odromy equations.
More recently, quantum curves have appeared in the description of branes in
a dual string model. In topological string theory as well as non-critical string
theory a dominant role is played by holomorphic branes: either topological
B-branes [128] or FZZT branes [175, 176, 177, 171]. Their moduli space
equals the spectral curve, whereas the branes themselves may be interpreted
as fermions on the quantized spectral curve. As was reviewed in Chapter 4,
in these theories it is possible to compute correlation functions using a W1+∞-
algebra that implements complex symplectomorphisms of the complex plane B
– as in (5.34) – in quantum theory as Ward identities [128, 178, 179].
These advances strongly hint at a fundamental appearance of D-modules in the
theory of matrix models. Indeed, this section unifies recent developments in
matrix models in the framework of Chapter 5. Firstly, after a self-contained in-
troduction in double scaled models we uncover the D-module underlying the
double-scaled (p, 1)-models. In the second part of this section we shift our focus
to general Hermitian multi-matrix models, and unravel their D-module struc-
ture.
6.1.1 Double scaled matrix models and the KdV hierarchy
Our first goal is to find the D-modules that explain the quantum structure of
double scaled Hermitean matrix models. This double scaling limit is a large
N limit in which one also fine-tunes the parameters to find the right critical
behaviour of the multi-matrix model potential. Geometrically the double scaling
limit zooms in on some branch points of the spectral curve that move close
together. Spectral curves of double scaled matrix models are therefore of genus
zero and parametrized as
Σp,q : yp + xq + . . . = 0.
The one-matrix model only generates hyperelliptic spectral curves, whereas the
two-matrix model includes all possible combinations of p and q. These double
scaled multi-matrix models are known to describe non-critical (c < 1) bosonic
string theory based on the (p, q) minimal model coupled to two-dimensional
gravity [180, 181, 182, 183, 184, 185] (reviewed extensively in e.g. [186, 187]).
This field is called minimal string theory.
Zooming in on a single branch point yields the geometry
Σp,1 : yp = x,
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corresponding to the (p, 1) topological minimal model. This model is strictly
not a well-defined conformal field theory, but does make sense as 2d topological
field theory. For p = 2 it is known as topological gravity [188, 189, 190, 165].
All (p, q) minimal models turn out to be governed by two differential operators
P = (λ∂x)p + up−2(x)(λ∂x)p−2 + . . .+ u0(x),
Q = (λ∂x)q + vq−2(x)(λ∂x)q−2 + . . .+ v0(x),
of degree p and q respectively, which obey the string (or Douglas) equation
[P,Q] = λ.
P and Q depend on an infinite set of times t = (t1, t2, t3, . . .), which are closed
string couplings in minimal string theory, and evolve in these times as
λ
∂
∂tj
P = [(P j/p)+, P ],
λ
∂
∂tj
Q = [(P j/p)+, Q],
The fractional powers of P define a basis of commuting Hamiltonians. This inte-
grable system defines the p-th KdV hierarchy and the above evolution equations
are the KdV flows.
The differential operator Q is completely determined as a function of fractional
powers of the Lax operator P and the times t
Q = −
∑
j≥1
j 6=0 mod p
(
1 +
j
p
)
tj+pP
j/p
+ ,
This implies that when we turn off all the KdV times except for t1 = x and fix
tp+1 to be constant we find Q = λ∂x. This defines the (p, 1)-models
P = (λ∂x)p − x, Q = λ∂x. (6.3)
One can reach any other (p, q) model by flowing in the times t.
The partition function of the p-th KdV hierarchy is a tau-function as in equa-
tion (5.31). The associated subspace W ∈ Gr may be found by studying the
eigenfunctions ψ(t, z) of the Lax operator P
Pψ(t, z) = zpψ(t, z).
The Baker function ψλ(t, z) represents the fermionic field that sweeps out the
subspaceW in the times t.
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If we restrict to the (p, 1)-models the Baker function ψ(x, z) can be expanded in
a Taylor series
ψ(x, z) =
∞∑
k=0
vk(z)
xk
k!
.
Since ψ(x, z) is an element ofW for all times, this defines a basis {vk(z)}k≥0 of
the subspace W. In fact, it is not hard to see that the (p, 1) Baker function is
given by the generalized Airy function
ψ(x, z) = e
pzp+1
(p+1)λ
√
zp−1
∫
dw e
(−1)1/p+1(x+zp)w
λp/p+1
+w
p+1
p+1 , (6.4)
which is normalized such that its Taylor components vk(z) can be expanded as
vk(z) = zk(1 +O(λ/zp+1)).
The (p, 1) model thus determines the fermionic state
|W〉 = v0 ∧ v1 ∧ v2 ∧ . . . , (6.5)
where the vk(z) can be written explicitly in terms of Airy-like integrals (see [165]
for a nice review). The invariance under
zp · W ⊂ W
characterizes this state as coming from a p-th KdV hierarchy. In the other direc-
tion, the state |W〉 determines the Baker function (and thus the Lax operator) as
the one-point function
ψ(t, z) = 〈t|ψ(z)|W〉.
In the dispersionless limit λ → 0 the derivative λ∂x is replaced by a variable d,
and the Dirac commutators by Poisson brackets in x and d. The leading order
contribution to the string equation is given by the Poisson bracket
{P0, Q0} = 1,
where P0 and Q0 equal P and Q at λ = 0. The solution to this equation is
P0(d; t) = x
Q0(d; t) = y(x; t)
and recovers the genus zero spectral curve Σp,q of the double scaled matrix
model, parametrized by d. The KdV flows deform this surface such a way that
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its singularities are preserved. (See the appendix of [171] for a detailed discus-
sion.)
Note that Σp,q is not a spectral curve for the Krichever map. The Krichever curve
is instead found as the space of simultaneous eigenvalues of the differential
operators
[P,Q] = 0,
that is preserved by the KdV flow as a straight-line flow along its Jacobian. In
fact, there is no such Krichever spectral curve corresponding to the doubled
scaled matrix model solutions.
Wrapping an I-brane around Σp,q quantizes the semi-classical fermions on the
spectral curve Σp,q. The only point at infinity on Σp,q is given by x → ∞.
The KdV tau-function should thus be the fermionic determinant of the quantum
state |W〉 that corresponds to this D-module. In the next subsection we write
down the D-module describing the (p, 1) model and show precisely how this
reproduces the tau-function using the formalism developed in Chapter 5.
6.1.2 D-module for topological gravity
We are ready to reconstruct the D-module that yields the fermionic state |W〉 in
equation (6.5). For simplicity we study the (2, 1)-model, associated to an I-brane
wrapping the curve
Σ(2,1) : y2 = x with x, y ∈ C.
Notice that this is an 2 : 1 cover over the x-plane. It contains just one asymp-
totic region, where x → ∞. Fermions on this cover will therefore sweep out a
subspaceW in the Hilbert space
W ⊂ H(S1) = C((y−1)),
the space of formal Laurent series in y−1. The fermionic vacuum |0〉 ⊂ H(S1)
corresponds to the subspace
|0〉 = y1/2 ∧ y3/2 ∧ y5/2 ∧ . . . ,
which encodes the algebra of functions on the disk parametrized by y and with
boundary at y = ∞. Exponentials in y−1 represent non-trivial behaviour near
the origin and therefore act non-trivially on the vacuum state. In contrast, expo-
nentials in y are holomorphic on the disk and thus act trivially on the vacuum.
The B-field B = 1λdx ∧ dy quantizes the algebra of functions on C2 into the
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differential algebra
Dλ = 〈x, λ∂x〉.
Furthermore, it introduces a holomorphic connection 1-form A = 1λydx on
Σ(2,1), which pushes forward to the rank two λ-connection
∇A = λ∂x −
(
0 1
x 0
)
(6.6)
on the base C, parametrized by x. We claim that the corresponding Dλ-module
M, generated by
P = (λ∂x)2 − x,
describes the (2, 1) model. Let us verify this.
Trivializing the λ-connection ∇A in (6.6) implies finding a rank two matrix g(x)
such that
∇A = λ∂x − g′(x) ◦ g−1(x).
The columns of g define a basis of solutions Ψ(x) to the differential equation
∇AΨ(x) = 0. They are meromorphic flat sections for ∇A that determine a triv-
ialization of the bundle near x = ∞. As the connection ∇A is pushed forward
from the cover, Ψ(x) is of the form
Ψ(x) =
(
ψ(x)
ψ′(x)
)
.
Independent solutions have different asymptotics in the semi-classical regime
where x → ∞. In the (2, 1)-model the two independent solutions ψ±(x) solve
the differential equation
Pψ±(x) = ((λ∂x)2 − x)ψ±(x) = 0.
Hence these are the functions ψ+(x) = Ai(x) and ψ−(x) = Bi(x), that correspond
semi-classically to the two saddles
w± = ±
√
x/λ1/3
of the Airy integral
ψ(x) =
1
2pii
∫
dw e
− xw
λ2/3
+w
3
3 .
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The D-module M can be quantized into a fermionic state for any choice of
boundary conditions. Depending on this choice we find an O(x)-module W±
spanned by linear combinations of ψ±(x) and of ψ′±(x). The fermionic state is
generated by asymptotic expansions in the parameter λ of these elements.
The saddle-point approximation around the saddle w± = ±
√
x/λ1/3 yields
ψ±(x) ∼ y−1/2 e∓
2y3
3λ
1 +∑
n≥1
cnλ
n(±y)−3n

∼ y−1/2 e∓ 2y
3
3λ v0(±y).
To see the last step just recall the definition of v0(z) as being equal to the Baker
function ψ(x, z) evaluated at x = 0.1 A similar expansion can be made for ψ′(x)
with the result
ψ′±(x) ∼ y1/2 e∓
2y3
3λ v1(±y).
Note that both expansions in λ are functions in the coordinate y on the cover.
They contain a classical term (the exponential in 1/λ), a 1-loop piece and a
quantum expansion in λy−3. When we restrict to the saddle w =
√
x/λ1/3,
these series blend the into the fermionic state
|W+〉 = ψ+(y) ∧ ψ′+(y) ∧ y2ψ+(y) ∧ y2ψ′+(y) ∧ . . . .
Does this agree with the well-known result (6.5)?
First of all, notice that the basis vectors xkψ(x) and xkψ′(x), with k > 0, contain
in their expansions the function vk(y) plus a sum of lower order terms in vl(y)
(with l < k). The wedge product obviously eliminates all these lower order
terms. Secondly, the extra factor y−1/2 factors just reminds us that we have
written down a fermionic state.
Furthermore, the WKB exponentials are exponentials in y and thus elements of
Γ+, whereas the expansions vk(y)/yk are part of Γ−. Up to normal ordening
ambiguities this shows that the WKB part gives a trivial contribution. In fact, the
tau-function even cancels these ambiguities.
This shows that
|W+〉 = v0(y) ∧ v1(y) ∧ v2(y) ∧ . . . ,
which is indeed the same as in equation (6.5), when we change variables from
z to y in that equation. Of course, this doesn’t change the tau-function.
1Remark that x and z2 appear equivalently in ψ(x, z) in equation (6.4), while ψ(x) and ψ(x, z)
only differ in the normalization term in z.
156 Chapter 6. Quantum Curves in Matrix Models and Gauge Theory
So our conclusion is that the D-module underlying topological gravity is the
canonical D-module
M = DλDλ((λ∂x)2 − x) .
This D-module gives the definition of the quantum curve corresponding to the
(2, 1) model and defines its quantum partition function in an expansion around
λ. Exactly the same reasoning holds for the (p, 1)-model, where we find a canon-
ical rank p connection on the base. It would be good to be able to write down a
D-module for general (p, q)-models as well.
6.1.3 D-module for Hermitean matrix models
D-modules continue to play an important role in any Hermitean matrix model.
In this subsection we are guided by [191] and [192, 193] of Bertola, Eynard and
Harnad.
We first summarize how the partition function for a 1-matrix model defines a
tau-function for the KP hierarchy. As we saw before, such a tau-function corre-
sponds to a fermionic state |W〉, whose basis elements we will write down. Fol-
lowing [191] we discover a rank two differential structure in this basis, whose
determinant reduces to the spectral curve in the semi-classical limit. This D-
module structure is somewhat more complicated then the D-module we just
found describing double scaled matrix models.
We continue with 2-matrix models, based on [193]. Instead of one differential
equation, these models determine a group of four differential equations, that
characterize the D-module in the local coordinates z and w at infinity. The
matrix model partition function may of course be computed in either frame.
1-matrix model
Let us start with the 1-matrix model partition function
ZN =
1
vol(U(N))
∫
DM e−
1
λTr W (M). (6.7)
By diagonalizing the matrix M the matrix integral may be reduced to an integral
over the eigenvalues λi
ZN =
1
N !
∫ N∏
i=1
dλi
2pi
∆(λ)2 e−
1
λ
P
iW (λi),
with the Vandermonde determinant ∆(λ) =
∏
i<j(λi − λj) = det(λj−1i ). The
method of orthogonal polynomials solves this integral by introducing an infinite
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set of polynomials pk(x), defined by the properties
pk(x) = xk(1 +O(x−1)),∫
dx pk(x) pl(x) e−
1
λW (x) = 2pihkδk,l.
The normalization of their leading term determines the coefficients hn ∈ C.
Since the Vandermonde determinant ∆(x) is not sensitive to exchanging its en-
tries xj−1i for pj−1(xi), substituting ∆(x) = det(pj−1(xi)) turns the partition
function into a product of coefficients
ZN =
N−1∏
k=0
hk.
With the help of orthogonal polynomials the large N behaviour of ZN may be
studied, while keeping track of 1/N corrections.
The orthogonal polynomials are crucial since they build up a basis for the fermi-
onic KP state. In an appendix of [191] it is shown that one should start at t = 0
with a state |W0〉 generated by the polynomials pk(x) for k ≥ N
|W0〉 = pN (x) ∧ pN+1(x) ∧ pN+2(x) ∧ . . . .
Notice that the vector pN (x) thus corresponds to the Fermi level and defines the
Baker function in the double scaling limit. Acting on them with the commuting
flow generated by
Γ+ =
{
g(t) = e
P
n≥1
1
n tnx
n
}
defines a state |Wt〉 = |g(t)W0〉 at time t, which allows to compute a tau-function
at time t. If the coefficients uj in the potentialW (x) are taken to be uj = u
(0)
j +tj ,
this τ -function equals the ratio of the matrix model partition function ZN at time
t divided by that at t = 0.
Multiplying the orthogonal polynomials by exp(− 12λW (x)) doesn’t change the
fermionic state W = W0 in a relevant way, since this factor is an element of
Γ+. To find the right D-module structure, it is necessary to proceed with the
quasi-polynomials
ψk(x) =
1√
hk
pke
− 12λW (x),
which form an orthonormal basis with respect to the bilinear form
(ψk, ψl) =
∫
dx ψkψl. (6.8)
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It is possible to express both multiplication by x and differentiation with respect
to x in terms of the basis of ψm’s. The Weyl algebra 〈x, λ∂x〉 acts on these
(quasi)-polynomials by two matrices Q and P
xψk(x) =
∞∑
l=0
Qklψl
λ∂xψk(x) =
∞∑
l=0
Pklψl(x),
and the space of quasi-polynomials ψk is thus a Dλ-module.
Notice that we anticipate that the D-module possesses a rank two structure,
since we started with a flat connection A = 1λydx on an I-brane wrapped on a
hyperelliptic curve.
Now, the matrices Q and P only contain non-zero entries in a finite band around
the diagonal. The action of ∂x on the semi-infinite set of ψk(x)’s can therefore
indeed be summarized in a rank two differential system ([191] and references
therein)
λ∂x
[
ψN (x)
ψN−1(x)
]
= AN (x)
[
ψN (x)
ψN−1(x)
]
, (6.9)
where AN (x) is a rather complicated 2× 2-matrix involving the derivative W ′ of
the potential and the infinite matrix Q:
AN (x) =
1
2
W ′(x)
[ −1 0
0 1
]
+ γN
[
−W˜ ′(Q, x)N,N−1 W˜ ′(Q, x)N,N
−W˜ ′(Q, x)N−1,N−1 W˜ ′(Q, x)N−1,N
]
,
with
W˜ ′(Q, x) =
(
W ′(Q)−W ′(x)
Q− x
)
and γN =
√
hN
hN−1
.
Equation (6.9) is thus the rank two λ-connection defining the Dλ-module struc-
ture on W that we were searching for! As a check, the determinant of this
connection reduces to the spectral curve in the semiclassical, or dispersionless,
limit [191]:
ΣN : 0 = det (y12×2 −AN (x))
= y2 −W ′(x)2 + 4λ
N−1∑
j=0
(
W ′(Q)−W ′(x)
Q− x
)
jj
(To make the coefficients in the above equation agree with (6.2), we rescaled
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y 7→ y/2.) In conclusion we found the D-module structure underlying Her-
mitean 1-matrix models.
Remark that in the N →∞ limit we expect that the hyperelliptic curve defining
the B-model Calabi-Yau (6.2) emerges from ΣN . Indeed, in the ’t Hooft limit
Q corresponds classically to the coordinate x on the curve, whereas quantum-
mechanically it is an operator whose spectrum is described by the eigenvalues
λi of the infinite matrix M . In the large N limit we can therefore replace the
matrix Qij in the definition for ΣN by λiδij .
We can rewrite the rank two connection for the vector (ψN , ψ′N )
t as
λ∂x
[
ψN (x)
ψ′N (x)
]
=
[
0 1
−det(AN (x)) + λY λZ
] [
ψN (x)
ψ′N (x)
]
,
at least when tr(AN (x)) = 0, with Y and Z some derivatives of entries of AN (x).
This brings the λ-connection in the familiar form of Chapter 5. In the next
subsection we clarify the differential structure in a simple example.
2-matrix model
Let us first say a few words on the D-module structure underlying multi-matrix
models, which capture spectral curves of any degree in x and y [192, 193]. The
partition function for a two-matrix model, with two rank N matrices M1 and
M2, is
ZN =
1
Vol(U(N))2
∫
DM1DM2 e
− 1λTr(W1(M1)+W2(M2)−M1M2),
where W1 and W2 are two potentials of degree d1 + 1 and d2 + 1. Choosing W2
to be Gaussian reduces the 2-matrix model to a 1-matrix model. The 2-matrix
model is solved by introducing two sets of orthogonal polynomials pik(x) and
σk(y). Again it is convenient to turn them into quasi-polynomials
ψk(x) = pik(x)e−
1
λW1(x), φk(y) = σk(y)e−
1
λW2(y).
obeying the orthogonality relations∫
dxdy ψk(x)φl(y)e
xy
λ = hkδkl. (6.10)
Multiplying with or taking a derivative with respect to either x or y yields (just)
two operators Q and P (and their transposes because of (6.10)), that form a
representation of string equation [P,Q] = 0. Since Q is only non-zero in a band
around the diagonal of size d2 + 1 and P of size d1 + 1, the quasi-polynomials
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may be folded into the vectors
~ψ = [ψN , . . . , ψN−d2 ]
t, ~φ = [φN , . . . , φN−d1 ]
t.
Any other quasi-polynomial can be expressed as a sum of entrees of these vec-
tors, with coefficients in the polynomials in x and y. These vectors are called
windows. The differential operators λ∂x and λ∂y respect them, so that their
action is summarized in a rank d2 + 1 resp. rank d1 + 1 λ-connection
λ∂x ~ψ(x) = A1(x)~ψ(x), λ∂y~φ(y) = A2(y)~φ(x). (6.11)
This we interpret as two representations of the Dλ-module underlying 2-matrix
models. Indeed, [192] proves that the determinant of both differential systems
equals the same spectral curve Σ, in the limit λ → 0 when we replace λ∂x → y
and λ∂y → x. The defining equation of Σ is of degree d1 + 1 in x and of degree
d2 + 1 in y.
In fact, it is useful to introduce two more semi-infinite sets of quasi-polynomials
ψ
k
(y) and φ
k
(x), as the Fourier transforms of ψk(x) and φk(y) respectively. The
action of the Weyl algebra on them may be encoded as the transpose of the
above linear systems. The full system can therefore be summarized by (compare
to (6.22))
x-axis : {ψk(x), φk(x)}, ∇λ = λ∂x −A1(x),
y-axis : {φk(y), ψk(y)}, ∇λ = λ∂y −A2(y).
Moreover, the matrix model partition function can be rewritten as a fermionic
correlator in either local coordinate
ZN ∝ 1
N !
∫ ∏
i
dλ1i dλ
2
i ∆(λ
1)∆(λ2) e−
1
λ
P
iW1(λ
1
i )+W2(λ
2
i )−λ1iλ2i
=
N−1∏
k=0
〈ψk(x)|φk(x)〉 =
N−1∏
k=0
〈φk(y)|ψk(y)〉
with respect to the bilinear form in (6.8).
Furthermore, Bertola, Eynard and Harnad study the dependence on the parame-
ters u(1)j and u
(2)
j appearing in the potentials W1 and W2. Deformations in these
parameters leave the two sets of quasi-polynomials invariant as well. On ~ψ and
~φ they act as matrices U (1)j and U
(2)
j . This yields the 2-Toda system
∂
u
(1)
j
Q = −[Q,U (1)j ] ∂u(1)j P = −[P,U
(1)
j ]
∂
u
(2)
j
Q = [Q,U (2)j ] ∂u(2)j
P = [P,U (1)j ].
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In [192] it is proved that the linear differential systems (6.11) are compatible
with these deformations, so that the parameters u(1)j and u
(2)
j in fact generate
isomonodromic deformations. This shows precisely how the non-normalizable
parameters in the potential respect the central role of the Dλ-module (6.11) in
the 2-matrix model.
6.1.4 Gaussian example
Let us consider the Gaussian 1-matrix model with quadratic potential
W (x) =
x2
2
, (6.12)
that is associated to the spectral curve
y2 = x2 − 4µ (6.13)
in the large N limit. In the Dijkgraaf-Vafa correspondence this matrix model is
thus dual to the topological B-model on the deformed conifold geometry (see
Fig. 4.5).
The Hermite functions
ψλk (x) =
1√
hk
e−
x2
4λHλk (x), with
Hλk (x) = λ
k/2Hk
(
x√
λ
)
= xk
(
1 +O
(√
λ
x
))
,
form an orthogonal basis for this model. Their inner product is given by∫
dx
2pi
ψλk (x)ψ
λ
l (x) = λ
kk!
√
λ
2pi
δkl ⇒ hk = λkk!
√
λ
2pi
.
The partition function of the Gaussian matrix model can be computed as a prod-
uct of the normalization constants hk. Using the asymptotic expansion of the
Barnes function G2(z), that is defined by G2(z+1) = Γ(z)G2(z), the free energy
can be expanded in powers of λ
FN = log
N−1∏
k=1
hk = log
(
G2(N + 1)
λN
2/2
(2pi)N/2
)
(6.14)
=
1
2
(µ
λ
)2(
logµ− 3
2
)
− 1
12
logµ+ ζ ′(−1) +
∞∑
g=2
B2g
2g(2g − 2)
(
λ
µ
)2g−2
,
where B2g are the Bernoulli numbers and µ = Nλ.
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The derivatives of the Hermite functions are related as
λ
d
dx
[
ψλk (x)
ψλk−1(x)
]
=
[ −x/2 √kλ
−√kλ x/2
] [
ψλk (x)
ψλk−1(x)
]
.
So, according to the previous discussion, the Dλ-module connection is given by
λ
d
dx
−AN (x) = λ d
dx
+
[
x/2 −√Nλ√
Nλ −x/2
]
. (6.15)
Here we choose ~ψ = [ψN , ψN−1]t as window. In the large N limit the determi-
nant of this rank two differential system indeed yields the spectral curve (6.13)
with µ = Nλ.
Instead of using ψλk and ψ
λ
k−1 as a basis, we can also write down the differential
system for ψλk and its derivative ψ
′λ
k(x) = λ∂xψ
λ
k (x). Since this derivative is a
linear combination of ψλk−1 and xψ
λ
k (x) (as we saw above), it is equivalent to
use this basis to generate the fermionic stateW. We compute that
λ
d
dx
[
ψλN (x)
ψ′λN (x)
]
=
[
0 1
x2 − λN − λ/2 0
][
ψλN (x)
ψ′λN (x)
]
.
The spectral curve in the large N limit hasn’t changed. Notice that in this form
it is clear that the rank 2 connection is the push-forward of the connection A =
1
λydx on the spectral curve y
2 = x2−4µ to the C-plane, up to some λ-corrections.
In the double scaling limit the limits N →∞ and λ→ 0 are not independent as
in the ’t Hooft limit, but correlated, such that the higher genus contributions to
the partition function are taken into account. In terms of the Gaussian spectral
curve this limit implies that one zooms in onto one of the endpoints of the cuts.
The orthogonal function ψλN (x) turns into the Baker function ψ(x) of the double
scaled stateW.
In the Gaussian matrix model this is implemented by letting x→ √µ+x, where
 is a small parameter. So the double scaled spectral curve reads
y2 = x,
while the differential system reduces to
λ
d
dx
[
ψ(x)
ψ′(x)
]
=
[
0 1
x 0
] [
ψ(x)
ψ′(x)
]
.
This is indeed the D-module corresponding to the (2, 1)-model.
6.2. Conifold and c = 1 string 163
6.2 Conifold and c = 1 string
The free energy (6.14) of the Gaussian matrix model pops up in the theory of
bosonic c = 1 strings. This c = 1 string theory is formulated in terms of a
single bosonic coordinate X, that is compactified on a circle of radius r in the
Euclidean theory. A critical bosonic string theory (with c = 26) is obtained by
coupling the above CFT to a Liouville field φ. The Liouville field corresponds to
the non-decoupled conformal mode of the worldsheet metric. The local world-
sheet action reads
1
4pi
∫
d2σ
(
1
2
(∂X)2 + (∂φ)2 + µe
√
2φ +
√
2φR
)
,
where the coupling µ is seen as the worldsheet cosmological constant. In the
Euclidean model there are only two sets of operators, that describe the winding
and momenta modes of the field X. These vertex and vortex operators can be
added to the action as marginal deformations with coefficients tn and t˜n.
Just like in c < 1 minimal string theories (the (p, q)-models of last section), the
partition function of the c = 1 string is first computed using a dual matrix model
description [194]. At the self-dual radius r = 1 it agrees with the Gaussian
matrix model partition function in equation (6.14), where λ now plays the role
of the c = 1 string coupling constant.
The matrix model dual to the c = 1 string is called matrix quantum mechanics.
This duality is reviewed in much detail in e.g. [195, 196, 197]. Matrix quantum
mechanics is described by a gauge field A and a scalar field M that are both N×
N Hermitean matrices. The momentum modes of the c = 1 string correspond to
excitations of M , whereas the winding modes are excitations of A. If we focus
on the momentum modes, the (double scaled) matrix model is governed by the
Hamiltonian
H =
1
2
Tr
(
−λ2 ∂
2
∂M2
−M2
)
.
Let us focus on solutions that depend purely on the eigenvalues λi of M . The
Hamiltonian may be rewritten in terms of the eigenvalues as
H =
1
2
∆−1(λ)
∑
i
(
−λ2 ∂
2
∂λ2i
− λ2i
)
∆(λ),
where ∆(λ) is Vandermonde determinant. It is convenient to absorb the factor ∆
in the wavefunction solutions, making them anti-symmetric. Hence, the singlet
sector of matrix quantum mechanics describes a system of N free fermions in an
upside-down Gaussian potential.
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To describe the partition function of the c = 1 model it is convenient to move
over to light-cone coordinates λ± = λ± p, so that elementary excitations of the
c = 1 model are represented as collective excitations of free fermions near the
Fermi level
λ+λ− = µ. (6.16)
When we restrict to λ± > 0, scattering amplitudes can be computed by prepar-
ing asymptotic free fermionic states 〈t˜| and |t〉 at the regions where one of λ±
becomes very large.
In this picture the generating function of scattering amplitudes has a particularly
simple form. It can be formulated as a fermionic correlator [198]
Z = 〈t|S|t˜〉, (6.17)
where the fermionic scattering matrix S ∈ GL(∞,C) was first computed in
[199]. Moreover, in [200] (see also Chapter V of [197]) and later in [128] it is
noticed that S just equals the Fourier transformation
(Sψ)(λ−) =
∫
dλ+ e
1
λλ−λ+ψ(λ+). (6.18)
In the next section we show that this follows naturally from the perspective of
D-modules.
The result (6.17) shows that c = 1 string theory is an integrable system, just like
the (p, q)-models in the last section. Since it depends on two sets of times this
integrable system is not a KP system. Instead, the above expression defines a tau
function of a 2-Toda hierarchy.
Notice that the Fermi level (6.16) is a real cycle on the complex curve
Σ : zw = µ, (6.19)
which is a different parametrization of the spectral curve y2 = x2 − µ of the
Gaussian 1-matrix model. In the revival of this subject a few years ago, a number
of other matrix model interpretations have been found. This includes a duality
with the Hermitean 2-matrix model, which makes the 2-Toda structure manifest
[201], a Kontsevich-type model [202, 203] at the self-dual radius, and a so-
called normal matrix model [204, 205], that parametrizes the dual real cycle on
the complex curve Σ. Let us also mention that the well-known duality of the
c = 1 string with the topological B-model on the deformed conifold [206], that
follows, with a detour, from the more general Dijkgraaf-Vafa correspondence.
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D-module description of the c = 1 string
This paragraph reproduces the c = 1 partition function (6.17) from a D-module
point of view. The discussion continues the line of thought in Section 5.5 of
[128].
As we have just seen, the c = 1 string is geometrically characterized by the
presence of a holomorphic curve in C× C defined by
Σc=1 : zw = µ.
Let us consider an I-brane wrapping the curve Σc=1. When we assume z as local
coordinate the curve quantizes into the differential operator
P = −λz∂z − µ. (6.20)
It is amusing that the differential operator P appears as a canonical example in
the theory of D-modules (see e.g. [159]) in the same way as the c = 1 string is
an elementary example of a string theory.
We recognize this example from Chapter 5, where a D-module was associated to
the differential operator P . However, now it is important not to forget that there
are two asymptotic points z∞ and w∞. Let us call their local neighbourhoods Uz
and Uw, as local coordinates are z and w respectively. At both asymptotic points
the I-brane fermions will sweep out an asymptotic state. The quantum partition
function should therefore be constructed from two quantum states.
Before constructing these states for general λ, let us first consider the semi-
classical limit λ → 0. In this limit the I-brane degrees of freedom are just con-
ventional chiral fermions on Σc=1. The genus 1 part F1 of the free energy is
obtained as the partition function of these semi-classical fermions. It can be
computed by assigning the Dirac vacuum
|0〉z = z1/2 ∧ z3/2 ∧ z5/2 ∧ . . .
to Uz and likewise the conjugate state
|0〉w = w1/2 ∧ w3/2 ∧ w5/2 ∧ . . .
to Uw. To compare these states, we need an operator S that relates z to 1/z.
The semi-classical partition can then be computed as a fermionic correlator
w〈0|S|0〉z, with the result that
eF1 = w〈0|S|0〉z =
∏
k≥0
µk+1/2. (6.21)
Using ζ-function regularization we find that this expression yields the familiar
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answer F1 = − 112 logµ.
In order to go beyond 1-loop, we should think in terms of D-modules. Let us for
a moment not represent their elements in terms of differential operators yet. In
both asymptotic regions we then find the D-modules
Uz : M = D/DP, with P = zˆwˆ − µ,
Uw : M = D/DP , with P = wˆzˆ − µ+ λ.
Notice that the Weyl algebra D = 〈zˆ, wˆ〉, with the relation [zˆ, wˆ] = λ, acts on
monomials zk and wk in the moduleM as
zˆ(zk) = zk+1 zˆ(wk) =
(
λ∂w +
µ− λ
w
)
wk
wˆ(zk) =
(
−λ∂z + µ
z
)
zk wˆ(wk) = wk+1.
Here, we just used the relation DP ≡ 0 and wrote the elements in the basis
{zk, wk | k ∈ Z} ofM. A basis of a representation ofM on which zˆ and wˆ just
act by multiplication by z resp. differentiation with respect to z is given by
vzk(z) = z
k · z−µ/λ,
vwk (z) =
∫
dw e−zw/λ wk−1 · wµ/λ.
Indeed, differentiation with respect to z clearly gives the same result as applying
wˆ. Moreover, multiplying vwk by z gives
z · vwk (z) = λ
∫
dw e−zw/λ
∂
∂w
(
wk−1+µ/λ
)
= (µ+ λ(k − 1))vwk−1.
Similarly, in the module M one can verify that
wˆ(wk) = wk+1 wˆ(zk) =
(
−λ∂w + µ
w
)
wk
zˆ(wm) =
(
λ∂z +
µ− λ
z
)
zk zˆ(zk) = zk+1.
Hence in the representation ofM defined by
vwk (w) = w
k−1 · wµ/λ,
vzk(w) =
∫
dz ezw/λ zk · z−µ/λ,
w and ∂w act in the usual way.
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Since we moved over to representations of the D-module where the differential
operator acts as we are used to, the S transformation, that connects the Uz and
the Uw patch and thereby exchanges zˆ and wˆ, must be a Fourier transformation.
This is clear from the expressions for the basis elements w and w˜: S interchanges
vzk(z) with v
z
k(w), and v
w
k (z) with v
w
k (w). In total we thus find the D-module
elements
Uz : vzk, v
w
k (6.22)
Uw : vwk , v
z
k
Representing the D-module in terms of differential operators of course gives
the same result. A fundamental solution of PΨ(z) = 0 is Ψ(z) = z−µ/λ, so
that acting with D = 〈z, ∂z〉 on Ψ(z) gives the elements vzk inM. Likewise, we
reconstruct the elements vwk from the fundamental solution of PΨ(w) = 0. Since
D = 〈z, ∂z〉 and D = 〈w, ∂w〉 are related by a Fourier transform, an element vk of
the D-module in one asymptotic region is represented by its Fourier transform
in the opposite region. This reproduces all elements in (6.22).
A λ-expansion of the D-module element vzk, using for example the stationary
phase approximation, yields as zeroth order contribution
eµ/λ
( µ
w
)k−µ/λ
,
while the subdominant contribution is given by√
−2piλµ
w2
.
So in total we find that
vzk(w) =
√−2piλ (µ/e)−µ/λ wµ/λ µk+1/2 w−k−1 ψqu
( µ
w
)
.
This summarizes the contributions that we found before: the genus zero wµ/λ
and genus one µk+1/2w−k−1 results, plus the higher order contributions that are
collected in ψqu.
The all-genus partition function Z of this I-brane system can be easily computed
exactly. Schematically it equals the correlation function
Zc=1 = 〈Ww|Sµ|Wz〉,
where the S-matrix implements the Fourier transform between the two asymp-
totic patches. Similar to the arguments in (the appendices of) [200] and [128]2
2The argument presented in the appendix of [128] is not fully correct. The proper argument (as
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we find that the result reproduces the perturbative expansion of the free energy
as in equation (6.14). For completeness let us review the argument by compar-
ing vzk(w) with v
w
k (w).
Notice that vzk(w) almost equals the gamma-function Γ(z) =
∫∞
0
dt e−t tz−1.
Indeed, let us take the integration contour from −i∞ to i∞ and choose the cut
of the logarithm to run from 0 to∞. Then
vzk(w) =
(
λ
w
)∫ i∞
−i∞
dz′ ez
′
(
λz′
w
)k−µλ
=
(
iλ
w
)k+1−µλ [∫ 0
−∞
dz′ eiz
′
e(k−
µ
λ ) log z
′
+
∫ ∞
0
dz′ eiz
′
e(k−
µ
λ ) log z
′
]
=
(
iλ
w
)k+1−µλ [∫ 0
i∞
dz′ eiz
′
e(k−
µ
λ ) log z
′
+
∫ i∞
0
dz′ eiz
′
e(k−
µ
λ ) log z
′
]
,
where we moved the contour along the positive imaginary axis. A change of
variables and using that log(iz′−) = log z′−3ipi/2 and log(iz′+) = log z′+ipi/2,
for  small and real, then yields
vzk(w) =
(
iλ
w
)k+1−µλ [
epii(k+1−
µ
λ )/2 − e−3pii(k+1−µλ )/2
]
Γ
(
k + 1− µ
λ
)
.
which is the same as the theory of type II result in the appendix of [200]. Igno-
ring the exponential factor (which will only play a role non-perturbatively), we
find that the free energy F equals the sum
F (λ, µ) =
∑
k≥0
(
k + 1− µ
λ
)
log λ+ log Γ
(
k + 1− µ
λ
)
.
It obeys the recursion relation
F
(
λ, µ+
λ
2
)
−F
(
λ, µ− λ
2
)
=
(
1
2
− µ
λ
)
log λ+ log Γ
(
1
2
− µ
λ
)
.
which is known to be fulfilled by the c = 1 string (see for example Appendix A
in [147]), up to a term − 12 log(2piλ) that can be taken care of by normalizing the
functions vk. The same result is found when analyzing the function vk.
This concludes our discussion of the c = 1 string. It is the first D-module ex-
ample where we see how to handle curves with two punctures. The physical
interpretation of the I-brane set-up furthermore provides a check of our formal-
ism. Moreover, this example agrees with the claim that the D-module partition
function should be invariant under different parametrizations. Both the repre-
shown below) recovers a slightly different prefactor in front of the Gamma-function, related to the
doubling in the appendix of [200].
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sentation as c = 1 curve, Σc=1 : zw = µ, and that as a Gaussian matrix model
spectral curve, Σmm : y2 = x2 + µ, yield the same partition function.
6.3 Seiberg-Witten geometries
More than once N = 2 supersymmetric gauge theories have proved to provide
an important theoretical framework to test new ideas in physics. The most im-
portant advances in this context are the solution of Seiberg and Witten in terms
of a family of hyperelliptic curves, as well as the explicit solution of Nekrasov
and Okounkov in terms of two-dimensional partitions. In what follows we will
provide a novel perspective on these results, by wrapping an I-brane around a
Seiberg-Witten curve. The B-field on the I-brane quantizes the curve, and a fer-
mionic state is obtained from the corresponding D-module. As we will see, this
state sums over all possible fermion fluxes through the Seiberg-Witten geometry,
and may be interpreted as a sum over geometries. First we briefly review the
Seiberg-Witten and Nekrasov-Okounkov approaches.
The solution of the U(N) Seiberg-Witten theory is encoded in its partition func-
tion Z(ai, λ,Λ), which is a function of the scale Λ, the coupling λ and boundary
conditions for the Higgs field denoted by ai for i = 1, . . . , N (with
∑
i ai = 0 for
the SU(N) theory). The partition function is related to the free energy F as
Z(ai, λ,Λ) = eF = e
P∞
g=0 λ
2g−2Fg(ai,Λ).
In the above expansion F0 is the prepotential which contains in particular an
instanton expansion in powers of Λ2N , while higher Fg ’s encode gravitational
corrections. The U(N) Seiberg-Witten solution identifies the ai’s and the deriva-
tives of the prepotential 12pii
∂F0
∂ai
as the Ai and Bi periods of the meromorphic
differential
ηSW =
1
2pii
v
dt
t
on the hyperelliptic curve (4.10)
ΣSW : ΛN (t+ t−1) = PN (v) =
N∏
i=1
(v − αi). (6.23)
Despite great conceptual advantages, extracting the instanton expansion of the
prepotential from this description is a non-trivial task. However, an explicit
formula for the partition function, encoding not only the full prepotential but
also entire expansion in higher Fg terms, was postulated by Nekrasov in [207].
Subsequently this formula was derived rigorously jointly by him and Okounkov
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in [147] and independently by Nakajima and Yoshioka in [208, 209]. For
U(N) theory this partition function is given by a sum over N partitions ~R =
(R(1), . . . , R(N))
Z(ai, λ,Λ) = Zpert(ai, λ)
∑
~R
Λ2N |~R|µ2~R(ai, λ), (6.24)
where
µ2~R(ai, λ) =
∏
(i,m)6=(j,n)
ai − aj + λ(R(i),m −R(j),n + n−m)
ai − aj + λ(n−m) , (6.25)
and
Zpert(ai, λ) = exp
(∑
i,j
γλ(ai − aj ,Λ)
)
. (6.26)
The function γλ(x,Λ) is related to the free energy of the topological string theory
on the conifold, and its various representations and properties are discussed
extensively in [147] in Appendix A. The vevs ai are quantized in terms of λ, so
that for pi ∈ Z,
ai = λ(pi + ρi), ρi =
2i−N + 1
2N
.
The approach of [210] is based on the localization technique in presence of the
so-called Ω-background. In general this background provides a two-parameter
generalization of the prepotential: the coupling λ is replaced by two geomet-
ric parameters 1 and 2. The prepotential, as given above, is recovered for
λ = 1 = −2. By the duality web Fig. 1.6 supersymmetric gauge theories are
related to intersecting brane configurations. The Nekrasov-Okounkov solution
must therefore have an interpretation in terms of a quantum Seiberg-Witten
curve, where λ plays the role of the non-commutativity parameter.
6.3.1 Dual partition functions and fermionic correlators
For a relation to the I-brane partition function (4.53), it is necessary to consider
the dual of the partition function (6.24). This is introduced in [147] as the
Legendre dual
ZD(ξ, p, λ,Λ) =
∑
P
i pi=p
Z(λ(pi + ρi), λ,Λ) e
i
λ
P
j pjξj . (6.27)
An important observation of Nekrasov and Okounkov is that this dual partition
function can be elegantly written as a free fermion correlator. This is a con-
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sequence of the correspondence between fermionic states and two-dimensional
partitions described in Section 5.3.1. For U(1) there is no difference between
the partition function and its dual and both can be written as
ZDU(1)(p, λ,Λ) = 〈p|e−
1
λα1Λ2L0e
1
λα−1 |p〉, (6.28)
where |p〉 is the fermionic vacuum whose Fermi level is raised by p = a/λ units
and L0 measures the energy of the state. A version of the boson-fermi corre-
spondence implies the following decomposition
e
1
λα−1 |p〉 =
∑
R
µR
λ|R|
|p;R〉 (6.29)
in terms of partitions R, where µR is the Plancherel measure
µR =
∏
1≤m<n<∞
Rm −Rn + n−m
n−m =
∏
∈R
1
h()
which can be written equivalently as a product over hook lengths h().
For general N the dual partition function (6.27) looks very similar
ZDU(N)(ξi; p, λ,Λ) = 〈p|e−
1
λ˜
α1eHξiΛ2L0e
1
λ˜
α−1 |p〉, (6.30)
however, now this expression is obtained by blending N free fermions ψ(i) into
a single fermion ψ, as explained in Section 5.3.1. In particular
Hξi =
1
λ
∑
r
ξ(r+1/2) mod Nψrψ
†
−r,
while the bosonic mode α−1 arises from the bosonization of the single blended
fermion ψ. In formula (6.29) the Plancherel measure of a blended partition R
can be decomposed into N constituent partitions as
µR =
√
Zpert(ai, λ)µ~R(ai, λ), (6.31)
with µ~R and Z
pert given in (6.25) and (6.26). When read in terms of the N
twisted fermions ψ(i), the correlator (6.30) involves a sum over the individual
fermion charges pi.
Our aim in this section is to derive the above fermionic expressions for the dual
partition function from the D-module perspective. In the next subsections we
will see how first quantizing the Seiberg-Witten curve in terms of a D-module
elegantly reproduces to the fermionic correlators (6.28) and (6.30).
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6.3.2 Fermionic correlators as D-modules
In this section we compute the I-brane partition function for U(N) Seiberg-
Witten geometries. We start with the simpler U(1) and U(2) examples and
then generalize this to U(N). As a first principal step we notice that the U(N)
Seiberg-Witten geometry
ΣSW : ΛN (t+ t−1) = PN (v) =
N∏
i=1
(v − αi), (6.32)
can be rewritten as
(PN (v)− ΛN t)(PN (v)− ΛN t−1) = Λ2N .
This shows that the Seiberg-Witten surface may be seen as a transverse intersec-
tion of a left and a right half-geometry defined by
ΣL : ΛN t = PN (v) resp. ΣR : ΛN t−1 = PN (v),
which are connected by a tube of size Λ2N . The left geometry parametrizes the
asymptotic region where both t → ∞ and v → ∞, whereas the right geometry
describes the region where v →∞ while t→ 0. This is illustrated in Fig. 6.1.
Figure 6.1: The right-half Seiberg-Witten geometry is distorted around the asymptotic point
(t→ 0, v →∞). A fermion field on the quantized curve can be described as an element of a
D-module, and sweeps out a state |W〉 at the S1-boundary where t→∞.
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Next we wish to associate a subspace in the Grassmannian to both half Seiberg-
Witten geometries. This will be swept out by a fermion field on the curve that
couples to the holomorphic part of the B-field
B =
1
λ
ds ∧ dv
Since this B-field quantizes the coordinate v into the differential operator λ∂s,
any subspace in this section is a D-module for the differential algebra
DC∗ = 〈t, λ∂s〉.
The free fermions on the Seiberg-Witten curves couple to the gauge field A =
1
ληSW . This determines their flux through the Ai cycles of the Seiberg-Witten
geometry as
pi =
1
λ
∫
Ai
ηSW .
The flux leaking through infinity is p =
∑N
i=1 pi, which is zero for SU(N). A
fermion field with fermion flux p at infinity, will sweep out a fermionic state in
the pth Fock space. The parameters ξi =
∫
Bi
ηSW are dual to the fermion fluxes.
Notice that in the perturbative regime pi can be written as a λ-expansion
λpi = αi +O(λ).
Since both half Seiberg-Witten geometries are distorted near v =∞ (see Fig. 6.1),
while a fermionic subspace can be read off in the neighbourhood where v is fi-
nite, both half-geometries parametrize a subspace of C((v)):
WL, WR ⊂ C((v)).
The trivial geometry corresponds to a disk with origin at v = ∞, whereas its
boundary encloses the point v = 0. The vacuum state is therefore given by
|0〉 = v0 ∧ v−1 ∧ v−2 ∧ . . . . (6.33)
Exponentials in v−1 act trivially (as pure gauge transformations in Γ+) on this
state, whereas exponentials in v transform the vacuum into a non-trivial fermi-
onic state.
Finally, the partition function is recovered by contracting the left and the right
fermionic state. Note that s = − log t is a local spatial coordinate on both half
Seiberg-Witten geometries, which tends to −∞ on the left and to +∞ on the
right. This makes a huge difference with the c = 1 geometry discussed in Sec-
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tion 6.2, where the local coordinate is the exponentiated coordinate, which on
the left is the inverse of that on the right. While in that example a non-trivial
S-matrix is required to identify the left and right half-geometries, here we can
just glue the fermionic states using the classic Hamiltonian L0. Let us now find
these quantum states.
U(1) theory
The U(1) Seiberg-Witten curve is embedded in C∗ × C as
Λ(t+ t−1) = v − α, (t = es ∈ C∗, v ∈ C)
where α ∈ C is a normalizable mode. This geometry may be factorized into a
left and a right geometry
ΣL : v = Λt+ α and ΣR : v = Λt−1 + α,
that intersect transversely with degeneration parameter Λ2.
The symplectic form B = 1λds ∧ dv quantizes both half geometries into Dλ-
modules on a punctured disc C∗t , parametrized by t. We claim that these are
characterized by the U(1) λ-connections
∇L = −λt∂t + Λt+ λp and ∇R = λt∂t + Λt−1 + λp.
These are just the canonical quantizations of the classical Seiberg-Witten geome-
tries, where additionally u is quantized into λp, with p ∈ Z. They yield the linear
differential equations
PLψ
λ
L(t; p) = (−λt∂t + Λt+ λp)ψλL(t; p) = 0, (6.34)
PRψ
λ
R(t; p) =
(
λt∂t + Λt−1 + λp
)
ψλR(t
−1; p) = 0.
The Dλ-modules are of the canonical form
ML/R = DλDλ · PL/R ,
and are generated by the solutions
ψλL(t; p) = t
pe
Λ
λ t and ψλR(t; p) = t
−pe
Λ
λ t
−1
.
From the discussion in Section 5.3.1 it follows that the factor t−p acts on the
right Dirac vacuum by raising the Fermi level into |p〉, while the exponent of t−1
translates to the exponentiated α−1 operator. With an analogous statement for
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Figure 6.2: Contracting two Seiberg-Witten half-geometries yields the Nekrasov-Okounkov
partition corresponding to a fermion flux p through the surface.
the left state, the modulesML/R translate into the Bogoliubov states
〈WL| = 〈p|eΛλα1 and |WR〉 = eΛλα−1 |p〉. (6.35)
The U(1) Nekrasov-Okounkov partition function with fermion flux p (see Fig-
ure 6.2) is found by contracting the above fermion states
ZλNO(p; Λ) = 〈p|e
Λ
λα1e
Λ
λα−1 |p〉.
The factors Λ can be pulled out of the exponentials by using the commutator
[L0, α±1] = α±1. Up to an extra factor Λ−p
2/2 we find that
ZλNO(p; Λ) ∼ 〈p|e
α1
λ Λ2L0e
α−1
λ |p〉.
This has a nice geometrical explanation, since the left and right half geometries
are connected by a tube of size Λ2 as in the factorized form of the complete U(1)
geometry. The factor Λ2L0 is the Hamiltonian that describes the propagation of
the fermion field along the tube. There is no need to generalize this standard-
CFT factor, since both patches are described by the same space-coordinate s.
We also note that, as consistent with [128], the solution ψλR(t;u) to PRψ = 0
equals the one-point-function
〈p− 1|ψ(t)|WR〉 =
∑
n
t−p−n〈p;Rn|WR〉 = t−pe λΛ t−1 = ψλR(t;u),
where Rn represents a Young tableau consisting of just one row of n boxes.
U(2) theory
We apply now the above strategy for the U(2) geometry. We split the corre-
sponding curve into a left and a right half geometry, and for brevity focus just
on the right part defined by
ΣR : Λ2t−1 = (v − α2)(v − α1). (6.36)
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The B-field quantizes this equation into the second order differential equation
PRψ(t) =
{
λ2(t∂t − p2)(t∂t − p1)− Λ2t−1
}
ψ(s) = 0. (6.37)
A change of variables z = 2t−1/2 followed by the ansatz ψ(z) = z−(p1+p2)φ(z)
and the rescaling z 7→ (λ/Λ)z transforms this differential equation into the fa-
miliar Bessel equation(
z2∂2z + z∂z − ν2 − z2
)
φ(z) = 0, with ν2 = (p1 − p2)2,
whose linearly independent solutions are given by modified Bessel functions
Iν(z) and Kν(z) of the first kind. The total solution in the original t-coordinate
is therefore a linear combination of
ψλR(t; p1, p2) =
 t
p
2 Iν
(
2Λ
λ
√
t
)
,
t
p
2Kν
(
2Λ
λ
√
t
)
,
(6.38)
where p = p1 + p2. These modified Bessel functions have different asymptotics
at infinity and relate to each other by going around the punctured disc C∗t .
The second order differential operator PR defines the Dλ-module
MR = DλDλ · PR ,
which we claim represents fermions on the quantum SU(2) Seiberg-Witten ge-
ometry. To check this statement, we have to find the fermionic state corre-
sponding toMR. So we asymptotically expand of the modified Bessel functions
around t = 0 in λ:
Iν
(
2Λ
λ
√
t
)
∼ t1/4 exp
(
2Λ
λ
√
t
){
1− (µ− 1)
8
λ
√
t
2Λ
+
(µ− 1)(µ− 9)
2! · 82
λ2t
4Λ2
+ . . .
}
Kν
(
2Λ
λ
√
t
)
∼ t1/4 exp
(
− 2Λ
λ
√
t
){
1 +
(µ− 1)
8
λ
√
t
2Λ
+
(µ− 1)(µ− 9)
2! · 82
λ2t
4Λ2
+ . . .
}
,
with µ = 4ν2.
Recall that equation (6.33) implies that any exponential function in the local co-
ordinate v−1 =
√
t near the puncture acts trivially on the vacuum state. Equiv-
alently, this is true for any asymptotic series in
√
t that assumes the value 1 at√
t = 0. In other words, we can forget about the complete expansion in
√
t!
Only the WKB pieces
t1/4 exp
(
± 2Λ
λ
√
t
)
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are relevant in writing down the fermionic state. This is exactly opposite to
the matrix model examples, where the WKB-piece can be neglected and the
perturbative series in λ defines the fermionic state.
The derivatives of the above solutions have one term proportional to ψ(s) (which
we may forget about), and a term proportional to the derivative of the Bessel
functions. The latter may be expanded as
∂sIν(t) ∼ t−1/4 exp
(
2Λ
λ
√
t
){
1− (µ+ 3)
8
λ
√
t
2Λ
+
(µ− 1)(µ+ 15)
2! · 82
λ2t
4Λ2
+ . . .
}
∂sKν(t) ∼ t−1/4 exp
(
2Λ
λ
√
t
){
1 +
(µ+ 3)
8
λ
√
t
2Λ
+
(µ− 1)(µ+ 15)
2! · 82
λ2t
4Λ2
+ . . .
}
around
√
t = 0. Again with the same reasoning only the WKB piece is necessary
to write down the quantum state. Taking into account the extra factor t
p
2 in
(6.38) the subspaceW+R is thus generated by the O(t)-module
t
p
2
 t 14 exp( 2Λλ√t)
t−
1
4 exp
(
2Λ
λ
√
t
) O(t),
and blends (via the lexicographical ordening) into the fermionic state
|W+R 〉 = v−p e
Λ
λ˜
v
(
v0 ∧ v−1 ∧ v−2 ∧ v−3 ∧ . . .)
on the cover. Here we used a cover coordinate v−1 obeying v−2 = t, and rescaled
the topological string coupling as λ˜ = λ/2. W+R is thus simply generated by a
single function
ψλ(v) = v−pe
Λ
λ˜
v
Hence the fermions blend into the Bogoliubov state
|W+R 〉 = e
Λ
λ˜
α−1 |p〉, (6.39)
when p is an integer.
Note that the only modulus that appears in this expression is p. This represents
the diagonal U(1), denoting the total fermion flux through the geometry. The
moduli p1 and p2 measures the fermion flux through an internal cycle and are
not visible in the result, because the final state sums over all internal momenta.
In general any SU(2) Seiberg-Witten geometry with the same quantized p yields
the same fermionic state.
The fermionic (or dual) partition function is found by contracting the left and
the right states, similarly as in the U(1) example above. The left state is just the
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complex conjugate of the right one, so we find
ZDNO(p;λ,Λ) = 〈p|e
Λ
λ˜
α1e
Λ
λ˜
α−1 |p〉 ∼ 〈p|e 1λ˜α1Λ2L0e 1λ˜α−1 |p〉.
The result is very similar to the U(1) example, up to the shift λ 7→ λ/2. But
notice that this fermionic state is written in terms of a single blended fermion.
Decomposing this fermion into two twisted fermions makes it natural to insert
an extra operator in the middle of the correlator, that measures the momenta
of the two fermions through the A-cycles of the SW geometry. Weighting these
momenta with a potential ξi, for i = 1, 2, yields
ZDNO(ξi, p;λ,Λ) ∼ 〈p|e
1
λ˜
α1eHξiΛ2L0e
1
λ˜
α−1 |p〉,
where Hξi =
1
λ
∑
r ξ(r+1/2) mod 2ψrψ
†
−r =
1
λ (p1ξ1 + p2ξ2). This is the answer
conjectured by Nekrasov and Okounkov in [147].
U(N) theory
It is not difficult to extend this discussion to the U(N) theory (6.32), whose
corresponding right half geometry we write as
ΣN : ΛN t−1 =
N∏
i=1
(v − αi). (6.40)
Canonically quantizing this geometry and changing the coordinates z =
(
Λ
λ
)N
t−1,
brings us to the degree N differential equation
PNψ(z) =
(
N∏
i=1
(z∂z − pi)− z
)
ψ(z) = 0. (6.41)
It turns out that a solution to the above equation is given by a particular Meijer
G-function, denoted Gm,np,q (z). The Meijer G-function is a complicated special
function which was introduced in order to unify a number of standard special
function [211, 212, 213], and is defined in terms of a complex integral
Gm,np,q
(
a1, . . . , ap
b1, . . . , bq
| z
)
=
1
2pii
∫
L
∏m
j=1 Γ(bj − t)
∏n
j=1 Γ(1− aj + t) zt∏q
j=m+1 Γ(1− bj + t)
∏p
j=n+1 Γ(aj − t)
dt,
where L is a contour which goes from −i∞ to +i∞ and separates the poles of
Γ(bj − t), for j = 1, . . . ,m, from those of Γ(1− ai + t), for i = 1, . . . , n.
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It can be shown that the Meijer G-function solves the differential equation q∏
i=1
(z∂z − bi) + (−1)p−m−n+1z
p∏
j=1
(z∂z − aj + 1)
 G(z) = 0. (6.42)
So, indeed the Seiberg-Witten differential equation (6.41) is a special case of
Meijer differential equation (6.42) with p = n = 0 and q = N . Therefore the
differential equation (6.41) is solved by
ψ(z) = G0,00,N
( ∅
p1, p2, . . . , pN
| z
)
.
Similarly as before we claim that the D-module corresponding to U(N) Seiberg-
Witten curve is generated by PN . A subspaceW corresponding to this D-module
is this generated by a solution ψ(t) and its derivatives in t∂t.
For p < q the Meyer differential equation (6.42) has a regular singularity at
z = 0 and an irregular one for z =∞. To extract the I-brane fermionic state, we
are interested in the behaviour around the irregular singularity, where t→ 0. It
turns out that one of the independent solutions of the Seiberg-Witten differential
equation (6.41) has the asymptotic expansion [211, 212, 213]
ψ(v) ∼ e Λλ/N v v 1−N2 vp
∞∑
j=0
kjv
−j ,
around this singularity, which is conveniently written in the cover coordinate
(−v)N = t−1 = ( λΛ)N z. The other solutions are found by multiplying the coor-
dinate v by N -th roots of unity, and thus behave distinctly at infinity. As before,
p =
∑N
i=1 pi.
To find the fermionic state corresponding to the U(N) Seiberg-Witten curve, we
act with ψ(v) on the Dirac vacuum. The positive power of v in the exponent
of ψ(v) corresponds in the operator language to α−1, whereas vp lifts the Fermi
level. The remaining series just contains negative powers of v which translate to
a trivial action on the vacuum in the operator formalism. Therefore, the above
asymptotic solution and its derivatives (in t∂t) blend into the state
|WR〉 = e
Λ
λ˜
α−1 |p〉, (6.43)
with rescaled topological string coupling λ˜ = λ/N . Like for the U(2) Seiberg-
Witten geometry the dependence on the individual moduli pi has dropped out.
Similarly as in U(1) and U(2), in the present case we also find the U(N) Nekrasov-
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Okounkov dual partition function
ZDNO(ξi;λ,Λ) = 〈p|e
1
λ˜
α1eHξiΛ2L0e
1
λ˜
α−1 |p〉. (6.44)
This fermionic correlator is indeed the one postulated in [147]. For N = 1 or
N = 2 the Meijer G-function specializes respectively to the exponent and Bessel
functions, which reproduces the results derived in previous subsections.
Although the normalizable moduli pi disappear in the final I-brane partition
function, they reappear when the state is unblended in terms ofN single fermions
e
1
λ˜
α−1 |p〉 =
∑
R
µR
λ˜|R|
|p,R〉 =
∑
P
pi=p
∑
R(i)
√
Zpert(p)
µ~R(p, λ˜)
λ˜|R|
N⊗
l=1
|pi, R(i)〉,
(6.45)
as may be seen from (6.29) and (6.31). The charges pi have an interpretation
as the fermion fluxes through the N tubes of the Seiberg-Witten geometry we
started with.
Actually, we find the same fermionic state when starting with any other Seiberg-
Witten geometry whose fermion flux at infinity is p. Hence one microstate in the
total sum (6.45) can be interpreted as a fermion flux through an infinite set of
geometries. This gives the state (6.45) as well as the partition function (6.27)
the interpretation of a sum over geometries.
6.3.3 Topological string theory and quantum groups
Nekrasov and Okounkov also derive a partition function for the 5-dimensional
U(N) Seiberg-Witten theory compactified on the circle of circumference β [210,
147, 209] . It is given by a K-theoretic generalization of the 4-dimensional
formula in equation (6.24).
This 5-dimensional theory is closely related to the topological string theory by
geometric engineering on a toric Calabi-Yau background [214, 215]. Namely, the
partition function of the topological string theory on an AN -singularity fibered
over P1 (whose toric diagram consists of N − 1 meshes as in Fig. 6.3) is equal to
the partition function of the 5-dimensional gauge theory given above, when the
Ka¨hler sizes of the internal legs are (see Section 4.2.2)
QFi = e
β(ai+1−ai), QB =
(
βΛ
2
)2N
, (6.46)
where Fi labels the vertical legs and B the horizontal ones. In the so-called
gauge theory limit, when β → 0, the topological string partition function reduces
to the 4-dimensional Seiberg-Witten partition function. The corresponding B-
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Figure 6.3: On the left we see the five-dimensional U(2) Seiberg-Witten surface with fermion
fluxes through its A-cycles, and on the right a corresponding toric diagram. The fermion flux
deforms the Ka¨hler lengths of the toric diagram as in equation (6.46).
model mirror geometry is of the form
XSW : xy −H(t, v) = 0,
where H(t, v) = 0 represents a Riemann surface of genus N − 1. In the gauge
theory limit this surface becomes the Seiberg-Witten curve ΣSW , parametrized
as in the equation (6.23).
In topological string theory it is natural as well to write down a dual partition
function [128]. In a local B-model this allows the possibility of arbitrary fermion
fluxes through the handles of the Riemann surface. In this setting it has been
argued before that turning on a fermion flux is equivalent to deforming the
geometry. More precisely, fermion flux parametrized by P = piBi changes the
integral of the holomorphic 3-form over any linking 3-cycle A3i , and thereby
shifts the complex structure moduli Si =
∫
Ai
Ω as
Si 7→ Si + λpi
In the A-model fermion flux translates into wrapping D4 branes around 4-cycles,
and thereby deforms the Ka¨hler moduli. The I-brane partition function thus
equals the dual topological string partition function.
Because the Seiberg-Witten surface is embedded in C × C∗, A3 and B3-cycles
in the toric threefold will have topologies S1 × S2 and S3, respectively (see
Fig. 4.8). In particular, a basis of A3i -cycles can be chosen to reduce to the
surface as the combination of 1-cycles A1i − A1i+1. Now notice that the 3-cycle
A3i with topology S
1 × S2 is mirror to the vertical 2-cycle Fi that connects the
i-th and the i+1-th horizontal leg. So turning on a fermion flux pi through the i-
th leg of the Seiberg-Witten geometry changes the complex structure parameter
Si by an amount proportional to ai − ai+1. This explains the Ka¨hler size QFi
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in (6.46) in terms of fermionic fluxes through the Seiberg-Witten curve, and in
reverse why (6.45) may be interpreted as a sum over Seiberg-Witten geometries,
or equivalently toric diagrams. So we conclude that the fermionic interpretation
in 4d of Nekrasov and Okounkov is dual in 6d to the fermionic interpretation of
the topological string, and has a deeper interpretation in terms of D-modules.
Topological vertex
An important step to understand Seiberg-Witten curves (as well as other local
Calabi-Yau geometries) is the topological vertex, introduced in Section 4.2.1.
Recall that its mirror is a genus zero curve with three punctures given by the
equation
x+ y − 1 = 0 (6.47)
in C∗ × C∗. In this case the symplectic form is given by du ∧ dv where u, v are
logarithmic coordinates: x = eu and y = ev. The corresponding D-module is
now given by the operator [128]
P = eu + e−λ∂u − 1. (6.48)
P is actually a difference operator, instead of a differential operator, so we have
to generalize the notion of a D-module somewhat. This is a well-known proce-
dure in the field of quantum groups. These quantum groups appear because in
the C∗ case the operators xˆ and yˆ now satisfy the Weyl algebra or q-commutation
relation
xˆ yˆ = q yˆ xˆ, q = eλ.
The fundamental solution to PΨ = 0 is the quantum dilogarithm
Ψ(u) =
∞∏
n=1
(1− euqn) .
The corresponding moduleM for the Weyl algebra can again be written in terms
of the coordinate u or in terms of the dual variable v. There is another unitary
map U that implements this transformation on the free fermion fields. Because
of the hidden cyclic symmetry of the vertex, this can be made transparent by
writing it as
eu1 + eu2 + eu3 = 0.
Up to an overall rescaling of the three variables ui, the map U satisfies U3 = 1.
This line of reasoning leads one directly to the formalism of [128], but we will
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not pursue this here in more detail. We reach the important conclusion that
the notion of a quantum curve, as expressed in the concept of a (generalized)
D-module, is the right framework to derive the complicated transformations of
[128]. We will later use this correspondence in two concrete examples of com-
pact curves, but first make a few remarks about five-dimensional U(1) Seiberg-
Witten theory.
Five-dimensional U(1) theory
Quantizing any five-dimensional Seiberg-Witten geometry yields a difference
(instead of differential) equation. Working out D-modules for these geome-
tries we leave for future work. Let us treat one example in detail though. The
five-dimensional right-half U(1) Seiberg-Witten half-geometry
Σ5dR : βΛe
−βλt−1 + e−βv − 1 = 0 (6.49)
is isomorphic to the topological vertex (6.47) and may be drawn as a pair of
pants. In the field theory limit β → 0 it reduces to the familiar equation Λt−1 = v
for the right-half Seiberg-Witten geometry (with u = 0).
In the B-model the most general state assigned to a local pair of pants geometry
is given by a Bogoliubov state [128]
|W〉 = exp
[∑
i,j
∞∑
m,n=0
aijmnψ
i
−m−1/2ψ
∗j
−n−1/2
]
|0〉, (6.50)
where the index i = 1, 2, 3 describes the fermion field on the three asymptotic
regions of the pair of pants, and the coefficients are determined by a comparison
with the A-model topological vertex. This exponent can be expanded as a sum
over states (see Fig. 6.4)
|p1, R1〉 ⊗ |p2, R2〉 ⊗ |p3, R3〉,
where the fermion flux is conserved: p1 + p2 + p3 = 0. To describe the 5d
Seiberg-Witten U(1) geometry we won’t need this state in full generality.
The B-field quantizes this geometry into the difference equation
P (t)Ψ(t) =
(
βΛe−βλt−1 + eβλt∂t − 1)Ψ(t) = 0. (6.51)
Like for the topological vertex its fundamental solution is the quantum diloga-
rithm
Ψ(t) = exp
∑
n>0
(βΛ)nt−n
n(1− eβλn) .
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Figure 6.4: The B-model vertex (on the left) may be expanded as a sum over fermionic states
|p1, R1〉 ⊗ |p2, R2〉 ⊗ |p3, R3〉, with p1 + p2 + p3 = 0, corresponding to a conserved fermion
flux through the pair of pants. The five-dimensional right-half Seiberg-Witten geometry (on
the right) with charge p only has one partition R 6= 0.
As an intermezzo, notice that quantizing the equation
βv = − log (1− βΛe−βλt−1) ,
which is just a rewriting of equation (6.49) for Σ5dR , we find a differential equa-
tion which may be interpreted as the WKB approximation of difference equa-
tion (6.51). A fundamental solution of the differential equation is given by the
genus 0 disc amplitude
Ψ0(u) = exp
∑
n>0
(βΛ)nt−n
λn2eβλn
.
Acting with the five-dimensional dilogarithm on the Dirac vacuum state yields
the fermionic state
|W〉5dU(1) = exp
∑
n>0
(βΛ)nα−n
n(1− eβλn) |0〉.
This describes a subset of |W〉 where only the quantum number R1 is non-trivial.
Summing over all external states of the form
| − p,R〉 ⊗ |p, •〉 ⊗ |0, •〉,
incorporates a fermion flux p through the pair of pants. In the field theory limit
β → 0 the resulting state reduces to the familiar four-dimensional state
exp(α−1/λ)|p〉 ⊗ |p, •〉 ⊗ |0, •〉.
The partition function is found as the contraction of the left and right 5d half-
geometries. (Or equivalently in the topological B-model by inserting a propaga-
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tor [128].) This yields the fermionic correlator
〈0|Γ˜+Γ˜−|0〉 = 〈0|Γ+(βΛ)2L0Γ−|0〉,
with
Γ˜± = exp
∑
±n>0
(βΛ)|n|αn
|n|(1− eβλn) and Γ± = exp
∑
±n>0
αn
|n|(1− eβλn) .
Indeed, the result equals the five-dimensional U(1) partition function
Z
U(1)
5d (λ,Λ, β) = exp
∞∑
n=1
(βΛ)2n
4n sinh2(βλn/2)
,
that was found by Nekrasov and Okounkov in [147].
6.4 Discussion
In this chapter we argued that the fundamental objects underlying various mat-
ters in theoretical physics are chiral fermions living on quantum curves. In our
formulation the quantum curve is defined, similarly to an affine classical curve,
in terms of an equation P (z, w) = 0. Its crucial feature, however, is the non-
commutative character of the coordinates z, w. It thereby generalizes the classi-
cal curve that comes up in the standard formulation of a given topic. Examples
of such classical curves are spectral curves in matrix models, c = 1 string theory,
Seiberg-Witten theory, and more generally in topological string theory. Semi-
classically their (genus one) free energy is computed as a fermionic determinant
on the classical curve. In our approach chiral fermions on the quantum curve
generate the all-genus expansion of the free energy with respect to the non-
commutativity parameter λ.
As we explained in Chapter 5, fermions on a non-commutative curve can be re-
alized physically within string theory as massless states of open strings on an
I-brane in the presence of the B-field. In this chapter we have exploited this
system in a few important examples. At the same time we stressed the funda-
mental importance ofD-modules, which are the appropriate mathematical struc-
tures describing non-commutative holomorphic curves. First of all we showed,
while reinterpreting the results in [191], that I-branes and D-modules provide
an insightful formulation of matrix models. This quite general statement is also
appealing when certain matrix model limits are considered, such as a double
scaling limits. In this case one recovers an I-brane formulation of minimal string
theory, topological gravity and c = 1 string theory.
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The I-brane configuration can be related to topological string theory and to
Seiberg-Witten theory via a sequence of string dualities Fig. 1.6. In the last
part of this chapter we focused on supersymmetric gauge theories. Using the
D-module formalism we derived the fermionic expression for the U(N) parti-
tion function of the pure N = 2 gauge theory, reproducing the dual all-genus
partition function introduced in [147]. We considered mainly 4-dimensional
Seiberg-Witten theories with unitary gauge groups, though, and explained only
the simplest U(1) example of 5-dimensional theory. It would be insightful to ex-
tend these results to other gauge groups and include matter content. It is clear
that this should be possible, as these aspects of the 5-dimensional Seiberg-Witten
theory are captured by topological strings on toric manifolds. The latter system
can be solved in a fermionic B-model formulation of the topological vertex [128]
which is equivalent to the I-brane fermions. Nonetheless, finding the quantum
I-brane curve representing such configurations appears to be a nontrivial task.
In the process of unraveling the D-module structure in both sets of examples, we
noticed some crucial differences. While the WKB piece of the D-module genera-
tor can be ignored in finding the matrix model partition function, we discovered
that it plays an eminent role for the Seiberg-Witten geometries. Another dis-
tinction is the difference in (non-)normalizable modes. While the potential W
parametrizes non-normalizable modes that appear in the D-module as parame-
ters, in contrast, the normalizable modes in the Seiberg-Witten geometries are
eaten by the D-module, and only visible as a sum over internal fermion fluxes in
the geometry. On the other hand, varying the D-module with respect to the non-
normalizable modes yields differential equations which relate to isomonodromy
and the Stokes phenomenon.
While in this chapter our focus has been to associate a λ-perturbative quan-
tum state to a spectral curve, we noticed that D-modules in fact contain non-
perturbative information. These bits get lost when we turn the D-module in a
fermionic state by making an asymptotic expansion of the D-module generators
in λ. This is in line with the discussion on non-perturbative aspects of minimal
string theory in [171], where it is argued that non-perturbative effects drastically
modify the non-trivial target space curve into a plain complex plane.
It also agrees with more recent studies of non-perturbative effects in matrix
models [148, 216, 217, 218]. These articles revealed that a series of instantons
in the matrix model can be summarized in a non-perturbative partition function
that sums over all possible filling fractions pi = 1λ
∮
ai
η as
Znon-pert(µ, ν) =
∑
p∈Zg
Zpert(λ(p+ µ))e2piipν .
In this formula (µ, ν) is a choice of characteristics on the matrix model spectral
curve, that encodes the choice of integration contour in the matrix model. The
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integer g is the genus of the spectral curve. Interestingly, this partition function
turns out to have very nice properties. Znon-pert(µ, ν) is not only holomorphic,
but also transforms in a modular fashion under the symplectic group Sp(g,Z).
Moreover, it satisfies the Hirota equations and can thus be interpreted in terms
of a twisted fermion field on Σ with twists (µ, ν).
The partition function Znon-pert(µ, ν) is obviously closely related to the I-brane
partition function, that is defined in equation 4.53 and studied from several
angles in this chapter. A choice of saddle in the λ-expansion of our D-module
partition function corresponds to a choice of characteristics in Znon-pert(µ, ν).
How do these latter matrix model results and our D-module insights fit in with
other developments that have taken place the last years in the area of topo-
logical string theory? Let us start with the observation that the (perturbative)
topological string partition function is known to suffer from background depen-
dence [129]. As a result the free energy does not transform as a proper modular
form. The modularity can be restored, however, but then the resulting function
is not holomorphic anymore [219]. Instead it obeys the holomorphic anomaly
equations [117]. It is natural to suggest that a partition function which is both
holomorphic and modular, is a candidate for a non-perturbative completion of
topological string theory. This is argued in [148].
The claim is strengthened by the following discoveries. In a sequence of papers
[220, 221, 131] the Dijkgraaf-Vafa correspondence between matrix models and
topological string theory has been extended to arbitrary local Calabi-Yau geome-
tries modeled on a Riemann surface Σ. As a result topological string amplitudes
can be computed in terms of a simple recursion relation that originates from
the theory of matrix models [222]. The Eynard-Orantin formalism is closely re-
lated to the Kodaira-Spencer formulation of the B-model, and may be viewed
as the bosonized version of our fermionic formulation [223]. It would be valu-
able to understand this non-commutative version of the familiar boson/fermion
correspondence and its interpretation in terms of D-modules in more detail.
Moreover, our formalism seems to be closely related to a non-commutative ex-
tension of the Eynard-Orantin formalism, that is studied in [224]. The result-
ing non-commutative invariants depend on two deformation parameters: The
first deformation parameter is the usual topological string coupling constant λ,
whereas the second one is an independent non-commutative deformation. The
connection to our D-module formalism should arise when we only turn on this
second deformation. Turning on either of the deformation parameters is possibly
equivalent.
Let us also note that while we mainly studied the web of dualities Fig. 1.6 in the
large radius regime, where the topological string partition function has an ex-
pansion in terms of the usual Gromov-Witten and Donaldson-Thomas invariants,
theD-module formalism suggests a relation to invariants in other regimes. Since
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we need to make a choice of boundary conditions, when we turn a D-module
into a quantum state, the final state is troubled by the Stokes effect: Solutions
that decay faster can be added at no cost and the state changes when one crosses
certain lines in the moduli space. This suggests that the D-modules we studied
may be helpful in understanding the phenomenon of wall-crossing in N = 2
theories [225, 226]. We discuss wall-crossing in N = 4 theories extensively in
Chapter 7.
More mathematically, D-modules play an important role in the geometric Lang-
lands program [227, 156, 228, 229]. In the physical description of this pro-
gram D-modules enter in the description of eigenbranes of the magnetic ’t Hooft
operator in a reduction of 4-dimensional N = 4 gauge theory down to a 2-
dimensional sigma model. However, in this sigma model (which is not yet cou-
pled to gravity) the D-modules describe coisotropic A-branes. This is in contrast
to their physical appearance in our intersecting brane configuration.
There seems to be a deeper connection of our formalism to quantum integrable
systems as they are studied in for example [162, 163, 230]. Quantum curves
feature in these quantum systems as so-called opers, that parametrize the base of
the integrable system, in the same way that spectral curves parametrize the base
of the Hitchin integrable system. It would be enlightening to find out whether
the fermions on the quantum curve can be described in a similar way in terms
of the quantum integrable system as holds in the semi-classical limit. Does this
lead to a better description of the quantum fermion CFT on the quantum curve?
Is our set-up related to WZW models based on opers in the geometric Langlands
program [227]? Most importantly, we would like to be able to write down a 2-
dimensional action for the quantum fermion theory. In Section 7.1 we succeed
in writing down the action for a propagator in the I-brane geometry, but not yet
for a 3-vertex.
Chapter 7
Dyons and Wall-Crossing
In this chapter we study examples of local Calabi-Yau threefolds that are modeled
on a compact Riemann surface. We start in Section 7.1 with a family of Calabi-
Yau’s that are built on a 2-torus, and then consider threefolds based on a genus
2 curve. In both examples we will discover nice automorphic structures and
confirm the relation of the exponent of F1 to the fermionic determinant det ∂¯.
Notice that these compact curves have genera g > 0, and no asymptotic end-
points at infinity. To compute their I-brane partition function we thus have to
cut the curves in affine pieces. In the genus 1 example we employ the D-module
techniques to glue the end-points of a cylinder. In the genus 2 example we use
the topological vertex formalism to compute the contribution of a pair of pants.
In Section 7.2 and Section 7.3 we focus on the semi-classical contribution to
the partition function on the genus 2 Calabi-Yau. This is summarized in an
automorphic invariant that surprisingly turns out to count the number of non-
perturbative BPS dyons in N = 4 theories. We make this relation explicit in
Section 7.2. Since the generating function of these BPS invariants merely corre-
sponds to expF1 in topological string theory, it is relatively easy to study addi-
tional structures, that go beyond properties of the partition function in the large
radius regime.
Wall-crossing is one such topic. The charge of a BPS state varies over the mod-
uli space of the theory. When it aligns with the charge of another BPS state,
these BPS states can form a bound state. This gives a complication in the count-
ing of BPS states. There are so-called walls of marginal stability in the moduli
space, where the number of BPS states may jump. This is an important issue
in N = 2 theories, but it also plays a major role in the counting of the above
non-perturbative BPS states in 4-dimensional N = 4 string theory.
One may wonder what happens to the generating function of such invariants
190 Chapter 7. Dyons and Wall-Crossing
under a crossing of a wall of marginal stability, and whether this phenomenon
has an interpretation in terms of the underlying Riemann surface. In Section 7.3
we will answer these questions for quarter BPS dyons in N = 4 theories.
7.1 Compact curves of genus 1 and 2
Let us begin with finding Calabi-Yau threefolds that are modeled on compact
curves of genus 1 and 2. The goal of this section is to analyze their all-genus
partition functions in the framework of I-branes and D-modules.
7.1.1 Elliptic curve
A well-studied example is the geometry mirror to the total space of a rank two
bundle over a 2-torus
X˜ : O(−r)⊕O(r)→ T 2. (7.1)
The latter has a description in toric geometry as gluing the toric propagator to
itself with a framing factor r. This factor changes the intersection of [T 2] with
the 4-cycles that project onto T 2 into ±r [121]. Here we show how one can use
the free fermionic system living on the boundary of the non-commutative plane
to completely solve this model and recover the existing results for the all genus
topological string amplitudes for this background.
The local T 2 model (7.1) has a simple interpretation in the B-model obtained
after mirror symmetry. Note that we can write this geometry as a global quotient
of C∗ × C× C. If we pick toric coordinates (eu, ev, ew), the identification is
(u, v, w) ∼ (u+ t, v + ru,w − ru).
This transformation is an affine transformation consisting of a shift (t, 0, 0) and
a linear map
A =
 1 0 0r 1 0
−r 0 1
 ∈ SL(3,Z).
The linear transformation A is the monodromy of the fiber, when we view this
non-compact CY as a T 3 fibration. Mirror symmetry will now replace the torus
fibers with their duals, and the monodromy A with the dual monodromy A−T .
So the B-model can be described as a quotient of the dual coordinates given by
(u, v, w) ∼ (u+ t− rv + rw, v, w).
In order to map this B-model to the NS5-brane and finally the I-brane, we have
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to perform one more T-duality on the combination v+w. That coordinate is not
touched by the action of the framing and it will be subsequently ignored. If we
relabel the coordinates as
x = u, y = v − w,
we see that this gives indeed a T 2 curve, embedded as the zero section y = 0 in
the geometry B defined as the quotient of C∗ × C by
(x, y) ∼ (x+ t− ry, y). (7.2)
The A-model topological string partition function is computed as [121, 231]
Ztop(t, λ) = e−t
3/6r2λ2Q−1/24
∑
R
Q|R|qrκR/2,
where Q = e−t with t the Ka¨hler parameter of the torus and q = e−λ, whereas
|R| is the number of boxes of the Young tableauR and κR = 2
∑
∈R i()−j().
After the mirror transformation t becomes the modulus of the elliptic curve T 2.
The instanton part of Ztop can be rewritten in the form
Zqu(t, λ) = (7.3)
=
∮
dy
2piiy
∞∏
n=0
(
1 + y Qn+1/2qr(n+1/2)
2/2
)(
1 + y−1Qn+1/2q−r(n+1/2)
2/2
)
which is familiar from [232, 233] in the case r = 1. In this model the genus
zero answer does not have instanton contributions and so is given entirely by
the classical cubic form F0(t) = − 16r2 t3, while at genus one the classical and
quantum contributions combine into
F1(t) = − log η(Q).
The g-loop contributions Fg, for g > 1 and r > 0, incorporate only quantum
effects. They are quasi-modular forms of weight 6g − 6 that can be expressed as
polynomials in the Eisenstein series E2(q), E4(q) and E6(q), where
Ek(q) = 1− 2k
Bk
∞∑
n=1
nk−1qn
1− qn
and Bn are the Bernoulli numbers.
In fact, it is well-known that this answer is reproduced by a chiral fermion field
with action [234]
S =
1
pi
∫
T 2
d2x ψ†
(
∂¯ − rλ∂2)ψ. (7.4)
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We will re-derive this same answer from the fermionic perspective we have de-
veloped in this thesis below. For now note that this action can be bosonized into
[233, 235]
S =
1
pi
∫
T 2
d2x
(
1
2
∂φ∂¯φ− rλ
6
(∂φ)3
)
, (7.5)
which is closely related to the Kodaira-Spencer field theory on the Calabi-Yau
manifold. This Kodaira-Spencer theory reduces to a free boson φ on a cylinder,
while the framing quantizes into an action of the zero mode of the W 3 operator
[128]
W 30 =
∮
dx
(∂φ)3
3
.
This implies that W 30 defines how to glue the torus quantum mechanically,
Ztop = Tr exp
(
−rλ
2
W 30
)
,
explaining (7.5). The action of W 30 is quadratic in the fermions and therefore
acts on the single fermion states.
The topological string partition function (7.3) is obtained as the fermion number
zero sector. Including a sum over the U(1) flux gives the full fermion partition
function that corresponds to the I-brane. This can be thought of as a generalized
Jacobi triple formula [236]. Adding the classical contributions we obtain
Z(v, t, λ) =
= e−t
3/6r2λ2Q−1/24
∞∏
n=0
(1 + yQn+1/2qr(n+1/2)
2/2)(1 + y−1Qn+1/2q−r(n+1/2)
2/2)
=
∞∑
p=−∞
ype−t
3/6r2λ2e−pt
2/2rλQp
2/2−1/24qrp
3/6−rp/24Zqu(t+ rpλ, λ)
=
∞∑
p=−∞
ypZtop(t+ rpλ, λ).
In the second line we have extracted a factor e−t
2/2rλ out of y. This is the result
of turning on flux in the I-brane set-up, and corresponds to the D4-brane tension
on the BPS side. Notice that the combination rp ∈ rZ. This is because rp is the
Poincare´ dual of the four-cycle having intersection number ±r with [T 2] . Hence
this indeed reproduces formula (7.23) with an appropriate choice of cubic form.
For r = 0 this result reduces to the standard Jacobi triple formula
Zr=0 =
θ3(y,Q)
η(Q)
=
∑
n∈Z
Qn
2/2yn
η(Q)
. (7.6)
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We now come to deriving (7.4) from the perspective of this thesis. From the
considerations in the last chapters it is clear that we have a free fermion system
living on T 2 with the standard action. The only subtlety has to do with the fact
that T 2 is at the boundary of a non-commutative plane and as we will see this is
crucial in recovering (7.4). From (7.2) we see that x ∼ x+ t− ry. If we treated
y as commuting with x we could set it to y = 0 and we have a copy of the torus.
But here we know that y does not commute with x. So we have a free fermion
on a torus where the modulus is changed from
t→ t− ry.
The variation of t can be absorbed into the fermionic action by the usual Beltrami
differential µzz¯ = δt:
S =
1
pi
∫
T 2
d2x ψ†
(
∂¯ + µ∂
)
ψ.
Here we need to substitute µ = δt = −ry. In the classical case where y is
commuting, this would give µ = 0 and we get the same system as the usual
fermions. However, since x and y do not commute, we should view y = λ∂x
leading to µ = −ry = −rλ∂x. Substituting this operator for µ in the above action
reproduces (7.4). We have thus re-derived the known result for the topological
string in this background from our framework.
7.1.2 Genus two curve
An interesting generalization of the elliptic curve example is given by a local
Calabi-Yau geometry containing a genus two curve. Its mirror model can be
constructed using the topological vertex technology of Section 4.3.3. Although
the vertex technology is able to deal with arbitrary toric curves, it is instructive
to see this explicit case in more detail.
Let us start in the A-model with the toric diagram of the resolved conifold
O(−1) ⊕ O(−1) → P1 (see Section 4.2.1) and identify the two pairs of par-
allel external legs, as shown in Fig. 7.1. In this section we refer to this geometry
as X˜. The B-model geometry corresponding to X˜ is a locally elliptic Calabi-Yau
X, described by an equation of the form uv = H(x, y), where H vanishes on a
compact genus two Riemann surface Σ.
This B-model geometry is well-studied in [140] as an example of an elliptic
threefold geometrically engineering a 6-dimensional gauge theory on R4 × T 2.
The prepotential of this gauge theory is computed as the A-model partition func-
tion of X˜. Since this is a topological vertex calculation, the all-genus partition
function is known. Moreover, instanton calculus in the 6-dimensional gauge the-
ory shows that it can be elegantly rewritten in terms of the equivariant elliptic
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genus of an instanton moduli space. The equivariant parameter q equals e−λ on
the A-model side.
Explicitly, the A-model on X˜ can be expressed in topological vertices as
Zqu(Q1, Q2, Q3) =
∑
R1,R2,R3
QR11 Q
R2
2 Q
R3
3 (−)lR1+lR2+lR3CR1R2R3CRt1Rt2Rt3 ,
where Qi = exp(−ti) represent the exponentiated Ka¨hler classes of the legs with
attached U(N) representations Ri, and where CR1R2R3 is the topological vertex
(see Section 4.3.3). Notice that CR1R2R3 is symmetric under permutations of
the Ri, while in terms of the toric graph it is more natural to use the variables
Qσ := Q1Q3, Qρ := Q1Q2, Qν = Q1, (7.7)
that exhibit the Z2 symmetry between Qσ and Qρ. Using these definitions
Zqu(q, ρ, σ, ν) =
∑
R
QlRρ
∏
∈R
(1−Qνqh())(1−Q−1ν qh())
(1− qh())2
×
∞∏
k=1
(1−QkσQνqh())(1−QkσQνq−h())(1−QkσQ−1ν qh())(1−QkσQ−1ν q−h())
(1−Qkσqh())2(1−Qkσq−h())2(1−Qkσ)
.
And this may be rewritten as [237]
Zqu(q, ρ, σ, ν) =
∑
k≥0
Qkρχ((C2)[k];Qσ, Qν)(q, q−1) = (7.8)
∏
k,a≥0,
l>0,
2j≥0
j∏
b=−j,
c∈Z
(
(1−QlρQaσQc−1ν q2b+k+1)(1−QlρQaσQc+1ν q2b+k+1)
(1−QlρQaσQcνq2b+k+2)(1−QlρQaσQcνq2b+k)
)(k+1)C(la,j,c)
with b = −j,−j + 1, . . . , j − 1, j and q = e−λ, whereas the coefficients C(a, j, c)
are related to the equivariant elliptic genus of C2 in the following way
χ(C2, y, p, q) =
∏
n≥1
(1− ypnq)(1− y−1pnq−1)(1− ypnq−1)(1− y−1pnq)
(1− pnq)(1− pnq−1)(1− pnq−1)(1− pnq)
=
∑
a,2j≥0
∑
c∈Z
C(a, j, c)pa(q2j + q2(j−1) + . . .+ q−2j)yc.
Starting with the IIA background TN1 × X˜ and going backwards through the
duality chain, we find ourselves in the I-brane set-up on R3 × T 4 × R2 × S1.
The genus two curve Σ is holomorphically embedded in the abelian surface T 4
by the Abel-Jacobi map. The I-brane is the intersection of a D4-brane wrapping
R3×Σ and a D6-brane wrapping T 4×R2×S1. The aim of this section is to give
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Figure 7.1: The resolved conifold with identified legs (left) and its mirror (right). The
parameters t1, t2 and t3 parametrize the Ka¨hler lengths of the toric diagram on the left.
an interpretation of the above A-model result on X˜ in the I-brane picture.
The case λ = 0
As a result of the duality chain, we expect that the 1-loop free energy F1,top of the
topological A-model equals the free energy F1,boson = − 12 log det ∆Σ of a chiral
boson on Σ. Another sum over the lattice of momenta should then result in the
chiral fermion determinant. Since not only the A-model partition function, but
also the partition function of chiral bosons on a genus two surface is known, we
can perform an explicit check of these conjectures.
Singling out the λ0-part of the A-model partition function (7.8), yields the sum
F1,qu(ρ, σ, ν) = c˜(kl,m)
∏
k,l,m
log
(
1− e2pii(kρ+lσ+mν)
)
,
where the coefficients c˜(kl,m) are related to the Fourier coefficients C(a, j, c) as
c˜(kl,m) = −
∑
j∈(Z/2)≥0
j∑
b=−j
[(
2b2 − 1
12
)(
C(kl, j,m+ 1) + (7.9)
+ C(kl, j,m− 1))− (4b2 + 5
6
)
C(kl, j,m)
]
.
Remarkably, the same relation can be found by rewriting the elliptic genus of a
K3 surface, which is the unique weak Jacobi form of index 1 and weight 0. This
elliptic genus has an expansion
χ(K3, τ, z) =
∑
h≥0,m∈Z
24 c(4h−m2)e2pii(hτ+mz),
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and can be represented as an integral over the equivariant elliptic genus of C2:
χ(K3, y, p)
= −y−1
∫
K3
x2
∏
n≥1
(1− ypn−1q−1)(1− ypn−1q)(1− y−1pnq−1)(1− y−1pnq)
(1− pn−1q−1)(1− pn−1q)(1− pnq−1)(1− pnq)
= −
∫
K3
x2
(
y + y−1 − q − q−1
A(x)A(−x)
)
χ(C2, y, p, q), (7.10)
with q = ex and A(x) :=
∑
k≥0
xk
(k+1)! . Writing out this equation in terms of
the K3 and C2 coefficients, reveals exactly equation (7.9) where c˜(kl,m) is ex-
changed with c(kl,m) = c(4kl −m2).
This identification implies that Z1,qu = exp(F1,qu) corresponds to the 24th root
of the generating function of the elliptic genera of symmetric products of K3’s:
(Z1,qu(ρ, σ, ν))
24 =
∑
N
e2piiNσχρ,ν
(
(K3)N/SN
)
=
=
∏
k>0,l≥0,
m∈Z
(
1− e2pii(kρ+lσ+mν)
)−24c(4kl−m2)
. (7.11)
When the K3 surface is realized as an elliptic fibration, with 24 points on the
elliptic base where the fibration degenerates in the simplest possible way, we
can think about the K3 surface as consisting of 24 local TN1-spaces. The above
result then motivates us to relate Z1,qu to one such TN1-factor.
Furthermore, Z1,qu is closely related to the generating function
e−pii(ρ+σ+v)/12
∏
(k,l,m)>0
(
1− e2pii(kρ+lσ+mν)
)−c(4kl−m2)
, (7.12)
where (k, l,m) > 0 means k, l ≥ 0, m ∈ Z, but m < 0 when k = l = 0. The
first terms on the second line of equation (7.11) have a clear interpretation as
classical contributions to the genus 1 topological string amplitude (proportional
to the Ka¨hler class t = ρ + σ + ν). We loosely refer to the above generating
function as the total genus 1 partition function Z1,top for the genus 2 Calabi-Yau.
The 24th power of this topological partition function
Z1,top(Ω)24 =
1
Φ10(Ω)
, with Ω =
(
ρ ν
ν σ
)
is well-known to both mathematicians and physicists. Mathematically, it is
characterized by its nice transformation properties under the symplectic group
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Sp(2,Z). The form Φ10(Ω) transforms as
Φ10 (g(Ω)) = (det(CΩ +D))
10 Φ10 (Ω)
under Sp(2,Z)-transformations. It is thus Sp(2,Z)-automorphic of weight 10. In
fact, it is the unique form with this property [238, 239]. In relation to the topo-
logical string amplitude, we should of course interpret Ω as the period matrix of
the genus 2 surface.
The automorphic form 1/Φ10 is familiar in string theory as the partition function
of 24 chiral bosons [240, 241]. More precisely, it appears as the holomorphic
part of the (worldsheet) genus 2 bosonic string partition function, or equiva-
lently, as the left-moving partition function of the heterotic string wrapping a
genus 2 surface. Both partition functions describe 26 chiral bosons in the light-
cone gauge. Effectively, their partition function thus captures 24 chiral bosons.1
So after adding the classical contributions to F1,qu(X˜), we conclude that the
total 1-loop partition function Z1,top = exp(F1,top) of the B-model topological
string on X equals the partition function Zboson of a single boson:
Zboson(ρ, σ, ν) = eF1,top(ρ,σ,ν).
In order to find the contribution to the all-genus partition function for small λ,
we have to consider F0,top as well. In the B-model on X its second derivative has
a simple interpretation: it is just the period matrix Ωij of the genus two curve Σ.
In terms of the mirror map, these periods will have classical contributions linear
in ρ, σ and τ , and quantum corrections determined by Zqu(X˜). We will write
these down in the next paragraph. Right now, let us conclude with
Zfermion(ρ, σ, ν) =
∑
p1,p2∈Z
epiipiΩijpjeF1,top(ρ, σ, ν).
Automorphic properties
Knowing the full instanton partition function (7.8) makes it possible to examine
the λ-corrections to F1,top explicitly. In fact, let us start more generally with the
Gopakumar-Vafa partition function (4.47)
Zqu =
∏
d∈H2
∏
m∈Z
m∏
k=−m
∞∏
n=1
(1− qk+nQd)(−1)m+1nGVmd .
1There is a subtlety here. Performed computations of this partition function show that, unlike for
the partition function 1/η24 of a heterotic string wrapping a 2-torus, the ghost determinants and the
light-cone directions do not completely cancel out in the genus 2 configuration (see the remarks in
[242]). However, we expect that there exists a gauge choice in which there is a clean interpretation
in terms of 24 bosons. We thank E. Verlinde for a discussion on this point.
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In order to get the g-loop free energies we note that
log
∏
k≥1
(1− Y qk+l)k =
= − 1
λ2
Li3(Y ) +
1
2
(l2 − 1
6
) log(1− Y )− λ2
(
1
240
− l
2
24
+
l4
24
)
Li−1(Y )− . . .
=: −
∑
g≥0
λ2g−2P2g(l)
∑
n≥1
n2g−3Y n,
where the degree 2g polynomials P2g(l) are defined through the last equality.
Hence
Fqu = −
∑
g≥0
λ2g−2
∑
d∈H2
∑
m∈Z
m∑
k=−m
(−1)m+1P2g(k) GVmd
∞∑
n=1
n2g−3
(
Qd
)n
.
Making this expansion for the genus two Calabi-Yau X reveals that the coeffi-
cients
cg =
∑
m∈Z
m∑
k=−m
(−1)m+1P2g(k) GVmd
are the Fourier coefficients of Jacobi forms Jg(q, y) =
∑
k,l cg(k, l)q
kyl of weight
2g − 2 and index 1. More precisely, we can write the Fg ’s as
Fg(λ;Qρ, Qσ, Qν) = −
∑
k,l,m
cg(kl,m)
∑
n≥1
n2g−3(QkρQ
l
σQ
m
ν )
n
= −
∑
N>0
QNρ
∑
kn=N
n2g−3
∑
l≥0,m
cg(kl,m)Qlnσ Q
mn
ν
= −
∑
N>0
QNρ
∑
kn=N
N2g−3
k−1∑
b=0
k2−2g Jg
(
nσ + b
k
, nν
)
= −
∑
N>0
QNρ Tg,N (Jg),
where Tg,N are Hecke operators acting on Jacobi forms of weight 2g−2. This im-
plies that all Fg,top’s are lifts of Jacobi forms, and therefore almost automorphic
forms of O(3, 2,Z) = Sp(4,Z) [243].
Interpretation in the duality chain
First of all, notice that the partition function of X˜ can be build out of topological
vertices, and as such is known to have an interpretation in terms of chiral bosons
and fermions [17, 128, 131]. The duality chain elucidates these observations:
the chiral fermions can be identified with the intersecting brane fermions. More-
over, the B-field on the D6-brane makes it necessary to treat these fermions as
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non-commutative objects, which gives an explanation for the nontrivial trans-
formation properties in [128].
In terms of the gauge theory picture we can just refer to [140]. Here it is shown
that the six dimensional gauge theory on TN1 × T 2 can be engineered with
matrix model techniques, revealing Σ as the Seiberg-Witten curve, whose period
matrix equals the second derivative of F0,top.
Finally, the automorphic properties of Ftop seems to fit in best in the M5-brane
frame of the duality chain. Recall that S-duality relates IIB on TN1 × X to a
NS5-brane wrapping around TN1 × Σ in the background TN1 × T 4 × R2. This
lifts to a M5-brane in M-theory on TN1 × T 4 × R2 × S1. Since the M5-brane
partition function is expected to be an automorphic form of O(3, 2,Z) [244],
this perspective offers a physical reason for the automorpic properties.
Actually, we know exactly which Jacobi forms enter: J0 = φ−2,1 is the unique
Jacobi form of weight −2 and index 1, J1 = − 112φ0,1 = − 124χ(K3, q, y) as we en-
countered before, J2 = 1240E4φ−2,1, J3 = − 16048E6φ−2,1 and J4 = 1172800E24φ−2,1
etc. Interestingly, these can all be defined as twisted elliptic genera of TN1 in
the sense that (compare with (7.10))
Jg(q, y) =
− y−1
∫
TN1
x4−2g
∏
n≥1
(1− ypn−1q−1)(1− ypn−1q)(1− y−1pnq−1)(1− y−1pnq)
(1− pn−1q−1)(1− pn−1q)(1− pnq−1)(1− pnq) ,
coinciding with the M5-brane point of view. This results longs for a two dimen-
sional conformal field theory interpretation.
7.2 Quarter BPS dyons
The next few sections center on the weight 10 Igusa cusp form
Φ10(ρ, σ, ν) = pqy
∏
(k,l,m)>0
(
1− pkqlym)24c(4kl−m2) ,
with p = exp(2piiρ), q = exp(2piiσ) and y = exp(2piiν), that we encountered in
equation (7.11) when analyzing the semi-classical contribution to the topologi-
cal partition function on the genus 2 Calabi-Yau. Let us explain why it plays an
important role in the counting of quarter BPS states in an N = 4 compactifica-
tion of string theory down to 4 dimensions.
One perspective to study 4-dimensional N = 4 string theory is in the framework
of type II theory as a K3 × T 2 compactification. Another duality frame is het-
erotic string theory compactified on a 6-torus. The heterotic compactification is
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described by an N = 4 supergravity multiplet coupled to 22 additional vector
multiplets. In this compactification a vector multiplet consists of a single vector
field and six real scalars, while the supergravity multiplet contains the metric,
the heterotic axion-dilaton field and six graviphotons. Altogether there are 28
U(1) gauge fields, and hence 28 electric and 28 magnetic conserved charges.
Both the magnetic charge vector P and the electric charge vector Q are elements
in the lattice Γ22,6. They may be combined into a charge matrix(
Q
P
)
∈ Γ22,6 ⊕ Γ22,6, (7.13)
on which heterotic S-duality acts as a SL(2,Z) transformation. From the type
IIB point of view the heterotic S-duality group is visible as a geometric T-duality
group that acts as the mapping class group on the T 2-factor.
Half BPS states inN = 4 string theory are relatively easy to describe. They either
carry a purely electric or magnetic charge, so that they can be counted in the
perturbative regime of heterotic string theory in terms of 24 bosonic oscillators
in the left-moving sector. This yields
d(Q) =
∮
dσ
e−piiQ
2σ
η24(σ)
(7.14)
states with electric charge Q, and an analogous formula for the number d(P )
of magnetic states with charge P (now using ρ as integration variable). These
formulas suggest that counting half BPS states in N = 4 string theory is in some
way related to 24 free bosons on a genus 1 surface (compare for example with
formula (7.6) and with the K3 and the R4 example in Chapter 3).
Quarter BPS states are more complicated to analyze. As observed in [245], it is
natural to introduce the genus 2 period matrix
Ω =
(
σ ν
ν ρ
)
as this decouples into two genus 1 period matrices when ν → 0. The com-
plex structure parameters of the resulting tori describe the half-BPS electric and
magnetic states. The degeneracy formula
d(Q,P ) = (−1)Q·P+1
∮
dΩ
e−pii(Q
2σ+2Q·Pν+P 2ρ)
Φ10(Ω)
(7.15)
indeed reduces to a product of the electric with the magnetic half-BPS formula
(7.14) when the limit ν → 0 is taken. Notice that the degeneracies d(Q,P )
should be invariant under the symmetries of the charge-lattice. Indeed, they
are functions d(1/2Q2, Q · P, 1/2P 2) in terms of the integer invariants 1/2Q2,
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1/2P 2 and Q·P on the even lattice Γ22,6⊕Γ22,6. The physical relation of quarter
BPS states to the genus 2 surface with period matrix Ω is not immediately clear
at all, though. As we explain in a little bit, this relation can be understood
through a number of string dualities.
Recent years have seen a lot of progress in the understanding of the BPS spec-
trum of 4-dimensional N = 4 string theory. For example, the above proposal
for the generating function of BPS states has been extended to so-called CHL
orbifolds [246]. In the heterotic string perspective such a CHL compactification
is obtained by orbifolding T 4×S1× S˜1 by a ZN symmetry, that is generated by a
product of an internal symmetry together with an order N translation along the
circle S˜1. The original Dijkgraaf-Verlinde-Verlinde partition function as well as
its CHL extension are now fairly well-understood. They have passed all consis-
tency checks performed so far, such as SL(2,Z) invariance (on which we come
back in Section 7.3) and agreement with black hole physics [247, 248, 249].2
Schematically, the genus two surface occurs in the dyon counting problem in
the following way, illustrated in Fig. 7.2 [250, 242]. Consider type IIB string
theory compactified on K3× T 2. Half BPS states (that are pointlike in the non-
compactified directions in R4) in this frame are represented as bound states
of D5/NS5-branes that wrap the K3-fold, with D3-branes that wrap some 2-
cycles in the K3 and with D1/F1-branes. The total bound states furthermore
wraps one cycle of the T 2, depending on whether the half BPS state is electric or
magnetic. A quarter BPS state carries both electric and magnetic charges. It can
be represented by a network of D5 and NS5-brane bound states that is embedded
in the 2-torus. An example of such a network is shown in Fig. 7.2. It consists
of two three-vertices that are known as three-string junctions. Compactifying
the time direction, in order to calculate a partition function, and lifting into M-
theory we obtain Euclidean M-theory compactified on K3 × T 4. The BPS dyon
is now represented as an M5 brane wrapping K3 times a genus two Riemann
surface Σ that is holomorphically embedded in T 4. Electric BPS states wrap one
A-cycle on Σ while magnetic BPS states wrap the other one. Since an M5-brane
that wraps a K3-surface is dual to a heterotic string, we furthermore recover the
partition function 1/Φ10 of 24 chiral bosons on a genus two surface (although
there are some unsolved subtleties [242, 260]).
This is very similar to the M5-brane description of topological string theory on
a non-compact Calabi-Yau threefold as alluded to in Section 7.1. In fact, when
we view the K3-surface as 24 copies of a TN1-space and the M5-brane wrap-
ping this K3-surface as 24 M5-branes each wrapping a copy of TN1, the set-up
reduces in type IIA to the intersecting brane background
IIA: R3 × (Σ ⊂ T 4)× R2 (7.16)
2See also [70, 250, 251, 252, 253, 242, 254, 255, 256, 257, 258, 259, 260, 261, 262, 263].
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Figure 7.2: (1): BPS dyons in an N = 4 compactification of string theory on K3 × T 2
correspond to D4/NS5 brane wrappings over the internal K3-manifold times a circle in T 2.
Depending on which 1-cycle in the T 2 is wrapped the resulting 4-dimensional BPS particle
will carry electric or magnetic charge. (2): When both 1-cycles in the T 2 are wrapped it is
more efficient for the branes to recombine into a network wrapping the T 2.
with 24 D4-branes wrapping R3 ×Σ and a D6-brane wrapping T 4 ×R2, that in-
tersect on the genus 2 surface Σ. This relates the appearance of the automorphic
form Φ10 as the semi-classical amplitude F1 in topological string theory and as
a dyon index in 4-dimensional N = 4 string theory physically.
In this first section about quarter BPS dyons we explain the duality between the
N = 4 dyons, string webs and the genus two surface in detail. We pay extra
attention to the dependence on background moduli, as this will be important in
the description of wall-crossing in the next section. In Section 7.2.1 we review
and extend the results of A. Sen in [264] in detail and discuss how the 1/4-
BPS dyons are realized as a periodic network of effective strings in type IIB
frame at arbitrary moduli. In Section 7.2.2 we review and extend the results
of S. Banerjee et al. in [260] by going to Euclidean M-theory and analyze the
Riemann surface wrapped by the M5 brane that makes up the 1/4-BPS dyon.
In particular we analyze the complex structure of the surface and its relation
to the stability of the dyon states. On general grounds and from earlier results
we expect the Riemann surface to degenerate in a certain way when the moduli
cross a wall of marginal stability [254, 256]. We analyze wall-crossing in great
detail in Section 7.3.
7.2.1 The five-brane network
Following S. Banerjee, A. Sen and Y. Srivastava [260], in this subsection we
consider 1/4-BPS dyons made up from a type IIB T 2-compactified network of
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effective strings which are bound states of (p, q) strings and K3-wrapped five-
branes. Working in the limit of large K3 and thus heavy five-branes and using
the supersymmetry condition of the network [264], we will write down explicit
expressions for the shape and size of the network with a given range of values
of the IIB axion-dilaton field λ and the complex structure τ of the 2-torus. After
that we briefly discuss how the network is realized at generic values of moduli,
while leaving the details to Section 7.3.1.
First consider type IIB string theory compactified on the product of a K3 mani-
fold and a 2-torus which we shall call T 2(IIB), and two effective strings wrapping
the two homological cycles of the torus. Each effective string is a bound state of
F1 and D1 string together with NS5 and D5 branes wrapped on K3.
To be more specific, let’s consider the following charges. Suppose we have the
Q effective string, which is a bound string of a (n1, n2) string together with a
K3-wrapped (q1, q2) five-brane, wrapping the A-cycle of the T 2(IIB). Wrapping
the B-cycle is what we call the P effective string, which is a bound string of
a (m1,m2) string together with a K3-wrapped (p1, p2) five-brane. The three
T-duality invariants corresponding to this charge configuration are given by
Q2 = 2
2∑
i=1
niqi, P
2 = 2
2∑
i=1
mipi, Q · P =
2∑
i=1
(miqi + nipi) . (7.17)
In the limit of large K3, the tension of the Q- and P - string are given by
TQ = q1 − λ¯q2, TP = p1 − λ¯p2 (7.18)
rescaled by a factor of the volume of K3 in 10-dimensional Planck unit V (P)K3 =
VK3λ2. Here VK3 denotes the the volume of K3 in string unit, and −λ¯ = −λ1 +
iλ2 is the axion-dilaton of the type IIB theory. In particular, the string coupling
is given by gs = λ−12 . Similarly, we will denote by −τ¯ = −τ1 + iτ2 and R2Bτ2 the
complex structure and the area of the type IIB torus T 2(IIB) respectively.
Using the above convention, the SL(2,Z)×SL(2,Z) symmetry of the theory acts
as
τ → aτ + b
cτ + d
,
(
Q
P
)
→
(
a b
c d
)(
Q
P
)
, γ =
(
a b
c d
)
∈ SL(2,Z) ,
and independently
λ→ a
′λ+ b′
c′λ+ d′
,
(
Γ1
Γ2
)
→
(
a′ b′
c′ d′
)(
Γ1
Γ2
)
, γ′ =
(
a′ b′
c′ d′
)
∈ SL(2,Z) (7.19)
for all (Γ1,Γ2) strings or five-branes. The second symmetry is the type IIB S-
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duality, while the first symmetry is the modular transformation of the type IIB
torus T 2(IIB), which is mapped to the S-duality of the heterotic string under string
duality.
It will turn out to be useful to organize the above complex structure of the
torus T 2(IIB) and the type IIB axion-dilaton field in terms of the following 2 × 2
symmetric real matrices
Mτ = 1
τ2
(|τ |2 τ1
τ1 1
)
, Mλ = 1
λ2
(|λ|2 λ1
λ1 1
)
,
which transforms as Mτ → γMτγT and Mλ → γ′Mλγ′T under the above
SL(2,Z) × SL(2,Z) transformation. Furthermore, we will use the following
standard metric on the space of 2× 2 symmetric real matrices X
‖X‖2 = detX , (7.20)
such that bothMτ ,Mλ have unit space-like length.
To make the analysis more explicit, let us assume a certain orientation of the
string network, given by q1p2 − p1q2 > 0. To ensure the irreducibility of the
string network made of the (q1, q2) and the (p1, p2) five-branes, we will further
require q1p2 − q2p1 = 1, namely that the corresponding 2× 2 matrix
Γ =
(
q1 q2
p1 p2
)
is an SL(2,Z) matrix [242]. The generalization to the charges with Γ ∈ GL(2,Z),
including the opposite orientation of the string network with q1p2 − p1q2 = −1,
is a straightforward modification of the following discussion and will not be
separately discussed here3 .
Simple kinematic consideration, or relatedly supersymmetry, requires that the
three lines meeting at a vertex satisfy the following constraints [264]. The angles
formed by the three legs meeting at a vertex in the periodic string network must
be the same as the angles formed by the three tension vectors (7.18) of the
corresponding charges in a complex plane. Two examples are shown in Fig. 7.3.
As we shall see shortly, how the supersymmetric network will be realized de-
pends on the background moduli of the theory. For the time being, let us focus
on the one specific case depicted in the first figure in Fig. 7.3. In this case
the statement about the angles simply means the following. If we view the com-
pactification torus as C/RB(Z− τ¯Z) and draw the network on the same complex
3 It simply involves exchanging τ and τ¯ in equations (7.22) - (7.23), (7.24), (7.31), (7.34),
(7.39), (7.42).
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plane, the three vectors `1,2,3 ∈ C in this periodic network are given by
`1 = t1(TQ + TP ), `2 = t2TP , `3 = t3TQ, (7.21)
where the tension vectors TQ,P are given in (7.18) and t1,2,3 ∈ R+ are the length
parameters given by the background moduli in a way we will now describe.
The fact that this network fits in the geometric torus T 2(IIB) means the length
parameters satisfy(
t1 + t3 t1
t1 t1 + t2
)(
TQ
TP
)
=
(
t1 + t3 t1
t1 t1 + t2
)
Γ
(
1
−λ¯
)
= eiθRB
(
1
−τ¯
)
(7.22)
for some angle θ as shown in Fig. 7.3. The obvious fact that
(TQ + TP )¯`1 + TP ¯`2 + TQ ¯`3 ∈ R+
then gives
θ = Arg(TQ − τTP ). (7.23)
The mass of the string network, which is given by the sum of the product of the
length of the legs in the type IIB torus and their respective tension, is then given
by
MIIB = (TQ + TP )¯`1 + TQ ¯`2 + TP ¯`3 = RBVK3λ2 |TQ − τTP |. (7.24)
Furthermore, by first solving (7.22) for the simplest case with Γ = 12×2 and
considering other solutions related to it by a type IIB S-duality (7.19), we obtain
the expression for the lengths of the three different legs in the string network
(
t1 + t3 t1
t1 t1 + t2
)
=
√
R2Bτ2
λ2
M−1τ + (Γ−1)TMλΓ−1
‖M−1τ + (Γ−1)TMλΓ−1‖
.
Like in equation (7.7) this shows that the lengths of the string network are
naturally expressed in terms of variables t1, t1 + t2 and t1 + t3. As will become
clear in equation (7.40), the above matrix corresponds as well to the period
matrix of the genus 2 surface. The string network is thus equivalent to the toric
graph in Section 7.1.2.
While the quantity on the right-hand side depends on our specific choice among
charges lying on the same T-duality orbit and furthermore its derivation is only
valid in the part of the moduli space with VK3  1, in what follows we shall see
how this quantity can naturally be written as an T-duality invariant expression
which is well-defined for general values of moduli.
From the 4-dimensional macroscopic analysis we know the BPS mass of a dyon
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Figure 7.3: An example of the effective string network, with (q1, q2) = (1, 0) and
(p1, p2) = (0, 1). Which one of the network is realized depends on the sign of the off-
diagonal component of the moduli vector Z.
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should be expressed in terms of the charges and the moduli in a specific way
[265, 266, 259]. Especially, in the heterotic frame it depends on the right-
moving charges only, which can be combined into the following T-duality in-
variant matrix
ΛQR,PR =
(
QR ·QR QR · PR
QR · PR PR · PR
)
and further combined with the heterotic axion-dilaton into the matrix
Z =
1
τ2
(
1 −τ1
−τ1 |τ |2
)
+
1
‖ΛQR,PR‖
(
PR · PR −QR · PR
−QR · PR QR ·QR
)
, (7.25)
which is again invariant under T-duality transformation.
In terms of these 2× 2 matrices, the mass in string frame is given by
M2IIB = VK3R
2
B λ
2
2
(
|QR − τ¯PR|2 + 2τ2 ‖ΛQR,PR‖
)
= VK3R2B τ2λ
2
2 ‖ΛQR,PR‖ ‖Z‖2. (7.26)
Comparing with the mass formula for the string network (7.24), we can read
out the expression for QR, PR
‖ΛQR,PR‖ = VK3λ2 = V (P)K3 ,
ΛQR,PR
‖ΛQR,PR‖
= ΓM−1λ ΓT ,
and thus
Z =M−1τ + (Γ−1)TMλΓ−1.
From this we see that the moduli vector Z has the following two physical roles
in the type IIB supersymmetric string network. First its length gives the mass of
the network as in (7.26). Furthermore its direction dictates the relation between
the lengths of various legs of the network by
(
t1 + t3 t1
t1 t1 + t2
)
=
√
R2Bτ2
λ2
Z
‖Z‖ . (7.27)
But there is clearly a problem with this formula. As the reader might have
noticed, the above formula is devoid of a geometric meaning when one or more
of the length parameters ti is negative. To take the simplest example, while the
diagonal terms of the matrix Z are manifestly positive (7.25), the off-diagonal
term can be of either sign. It means that when the entries of Z fail to be all
positive, for example, the network we have just described cannot exist.
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The solution to this problem is the following. As we have mentioned earlier,
there are more than just one possible way to realize a supersymmetric string
network with given 4D charges. For illustration let’s now consider the following
example. Writing Z =
(
z1 z
z z2
)
and assume z1, z2 > −z > 0 such that the network
we discussed above does not exist, we will now see that the network is realized
as a periodic honeycomb network with three legs given by
`1 = t1(TQ − TP ), `2 = −t2TP , `3 = t3TQ . (7.28)
Repeating the same analysis as before we obtain the same expression for the
angle θ which measures the “tilt” of the network (7.23) and the mass of the
network (7.24), but now the length parameters are given instead by
(
t1 + t3 −t1
−t1 t1 + t2
)
=
√
R2Bτ2
λ2
Z
‖Z‖ . (7.29)
It is then easy to see that the above network (7.28), shown in the second figure
in Fig. 7.3, does exist for the range of moduli space z1, z2 > −z > 0.
In general, as will be discussed in detail in Section 7.3.1, for any arbitrary point
in the moduli space, exactly one network which is given by effective strings with
charges aQ+ bP and cQ+ dP wrapping the cycles dA− cB and −bA+ aB, will
be realized. Here we again use A and B to denote the A- and B-cycle of the
compactification torus T 2(IIB). And the integers
γ =
(
a b
c d
)
∈ GL(2,Z)
are determined by the value of moduli, which is given by the values of λ, τ in
the five-brane system we consider. Recall that the requirement that the inverse
of an element in GL(2,Z) is again an element of the same group means that the
matrix γ must have determinant ±1.
In more details, the periodic network will consist of three legs given by
`1 = t1
(
(a+ c)TQ + (b+ d)TP
)
, `2 = t2 (cTQ + dTP ), `3 = t3 (aTQ + bTP )
with length parameters given by
(
t1 + t3 t1
tau1 t1 + t2
)
=
√
R2Bτ2
λ2
(γ−1)TZγ−1
‖Z‖ . (7.30)
As will be explained in more details in Section 7.3.1, for a given point in the
moduli space, the integral matrix γ has to satisfy the requirement that the above
equation has a solution with t1,2,3 ∈ R+.
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7.2.2 The Riemann surface
Following the idea of [250] and adopting the approach of [260], in this sub-
section we study the holomorphic embedding of a Riemann surface wrapped by
the M5 brane in Euclidean M-theory which makes up the 1/4-BPS dyons of the
theory. In particular, following [260] we write down the period matrix of such
a surface for generic values of the moduli of the theory, and discuss the rela-
tionship between the degeneration of the surface and the crossing of walls of
marginal stability where some dyon states might become unstable.
In order to compute the dyon partition function of the compactified type IIB
theory discussed in the previous Subsection, it is necessary to go to the Euclidean
spacetime with a Euclidean time circle. Now recall that type IIB compactified on
a circle is equivalent to M-theory compactified on a torus, which we will refer to
as the “M-theory torus” T 2(M), by a T-duality transformation followed by a lift to
eleven dimensions. In particular, letting the eleventh-dimension circle to have
asymptotic radius RM , the complex moduli and the area of the M-theory torus
T 2(M) are given by the type IIB axion-dilaton as −λ¯ and R2Mλ2.
In other words, in order to discuss the dyon partition function we consider M-
theory compactified down to R3 on the internal manifold K3 × T 2M × T 2(IIB).
Since the configuration we will be considering is the M5 brane wrapping the
whole K3, we will now focus on the T 2(M) × T 2(IIB) factor whose moduli play the
most important role in the rest of the Chapter. Clearly, it can be thought of as
a space of the form C2/Λ, where the two complex planes can be taken to be
the complex planes associated with the tori T 2(M) and T
2
(IIB) respectively. Writing
the coordinate of the two complex planes as z1 = x1 + iy1 and z2 = x2 + iy2,
the lattice Λ is generated by the following four vectors in R4 parametrized by
(x1, y1, x2, y2):
e1 = RM (1, 0, 0, 0)
e2 = RM (−Reλ¯,−Imλ¯, 0, 0)
e3 = RB (0, 0,Re eiθ, Im eiθ)
e4 = RB (0, 0,−Re eiθ τ¯ ,−Im eiθ τ¯). (7.31)
For convenience we have chosen the coordinates of R4 such that the Q-string
lies along the x2-axis. See Fig. 7.3.
A priori there is no reason to require the two tori T 2(M) and T
2
(IIB) be orthogonal
to each other. A non-zero inner product in R4 between the vectors {e1, e2} and
{e3, e4}(7.31) corresponds to turning on time-like Wilson lines for the B- and
C- two-form fields along the A- and B-cycles of of compactification torus T 2(IIB)
in the original type IIB theory. But since they are absent in the Lorentzian type
IIB theory we started with, in most of the following discussion we will assume
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that such a cross-term is absent.
After describing the M-theory set-up we now turn to the dyons in the theory.
The type IIB effective string network discussed in Equation (7.17) now becomes
a genus two Riemann surface Σ inside T 4 upon compactifying the temporal
direction and going to the M-theory frame, which has the effect of fattening the
network in Fig. 7.3. As usual, we would like to choose a canonical basis for the
homology cycles of the Riemann surface Σ such that the A- and B-cycles have
the following canonical intersections:
Aa ∩Bb = δab, Aa ∩Ab = Ba ∩Bb = 0, a, b = 1, 2. (7.32)
We now choose the basis cycles A1,2 and B1,2 as shown in Fig. 7.4. Beware that
they are not directly related to the A- and B-cycles of the tori T 2(IIB) and T
2
(M).
From the charges of the network, which translate in the geometry into the ho-
mology classes of the two-cycle in T 4 wrapped by the M5 brane, we see that the
Riemann surface Σ defines a lattice inside R4, with generators related to those
of Λ in the following way
(∮
A1
dX∮
A2
dX
)
= Γ
(
e1
e2
)
,
(∮
B1
dX∮
B2
dX
)
=
(
e3
e4
)
. (7.33)
In the above formula, dX = (dx1, dy1, dx2, dy2) is the pullback on the Riemann
surface Σ of the one-forms on R4 in which Σ is embedded4. It is easy to see
that the this lattice is identical to the lattice Λ (7.31) generated by e1,···,4 which
defines the spacetime four-torus in R4, as long as we restrict to the M5 brane
charges with |detΓ| = g.c.d.(Q ∧ P ) = 1. We shall say more about the role of
this lattice for the Riemann surface Σ shortly, but for that we will first need to
discuss the complex structure of this surface.
The spacetime supersymmetry requires that the genus two Riemann surface to
be holomorphically embedded in the spacetime T 4. To find the period matrix of
the Riemann surface, we are interested in finding the complex structure of R4
which is compatible with the holomorphicity of Σ. By definition this complex
structure will then determine the complex structure of the Riemann surface.
Using the natural flat metric on R4, its volume form is given by
vol = dx1 ∧ dx2 ∧ dy1 ∧ dy2,
and the space of self-dual two-forms in R4 will then be spanned by the following
4For convenience and given that there’s little room for confusion, here and elsewhere in this
section we will not distinguish in our notation for a form in R4 and its pullback along the embedding
map (7.37) onto the Riemann surface.
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three two-forms
f1 = dx1 ∧ dy1 − dx2 ∧ dy2
f2 = dx1 ∧ dy2 + dx2 ∧ dy1
f3 = dx1 ∧ dx2 + dy1 ∧ dy2.
Recall that this 3-dimensional space corresponds to the S2 worth of complex
structures of the hyper-Ka¨hler space R4 in the following way. For a given com-
plex structure two-form Υ, the space of self-dual two-forms is spanned by the
(2, 0), (1, 1) and (0, 2) form Υ = Υ1 + iΥ2, J and Υ¯ = Υ1 − iΥ2, where J is the
Ka¨hler form. From
Υ ∧ Υ¯ = J ∧ J = vol
Υ ∧Υ = Υ ∧ J = 0,
we conclude that J,Υ1,Υ2 are mutually perpendicular in the pairing ·∧·vol for
two-forms and Υ1 ∧Υ1 = Υ2 ∧Υ2 = 12J ∧ J .
If the Riemann surface Σ is holomorphically embedded in R4 with respect to the
complex structure Υ, the following condition is satisfied∫
Σ
Υ = 0.
To find the complex structure Υ compatible with the holomorphicity of Σ we
therefore have to find a vector J in the 3-dimensional space of self-dual two-
forms, such that the plane normal to it is the plane of all two-forms f satisfying∫
Σ
f = 0. This plane will then be the plane spanned by Υ1 and Υ2. From
(7.33) we can compute the value of f1,2,3 integrated over the surface Σ using
the Riemann bilinear relation. From the results∫
Σ
f1 = 0∫
Σ
f2 = −RBRM Im
(
e−iθ
(
(q1 − λ¯q2)− τ(p1 − λ¯p2)
))
= 0∫
Σ
f3 = RBRM Re
(
e−iθ
(
(q1 − λ¯q2)− τ(p1 − λ¯p2)
))
(7.34)
= RBRM |(q1 − λ¯q2)− τ(p1 − λ¯p2)|,
we see that the correct complex structure of R4 that gives the holomorphic em-
bedding of the surface Σ is as follows
Υ = f1 + if2 = w1 ∧ w2, w1 = dx1 + idx2 , w2 = dy1 + idy2
J = f3 . (7.35)
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In particular, the above one-forms w1, w2 form a basis of the holomorphic one-
forms on the Riemann surface when pulled back along the embedding map.
Notice that, although the above expression for the complex structure Υ seems to
be independent of the charges and moduli, this is not quite true since we have
hidden the dependence in our choice of coordinates x1,2, y1,2 of R4 (7.31). More
explicitly, one can view the complex structure as charge- and moduli-dependent
through our definition of the angle θ (7.23).
Now we are ready to discuss the embedding of Σ into the spacetime tori T 2(M) ×
T 2(IIB). Recall that the Jacobian variety of a genus g Riemann surface Σ
(g) is
given by the complex torus J (Σ(g)) = Cg/Λ(Σ(g)), where Λ(Σ(g)) is the lattice
generated by the 2g vectors
(
∮
A1
w1,· · · ,
∮
A1
wg)
...
(
∮
Ag
w1,· · · ,
∮
Ag
wg)
(
∮
B1
w1,· · · ,
∮
B1
wg)
...
(
∮
Bg
w1,· · · ,
∮
Bg
wg)
(7.36)
and {w1,· · · , wg} is a basis of one-forms on the Riemann surface which are holo-
morphic with respect to its given complex structure. The following map, the
so-called Abel-Jacobi map, then gives a holomorphic embedding of the Riemann
surface Σ(g) into its Jacobian Λ(Σ(g)):
ϕ : Σ(g) → J (Σ(g)), ϕ(P ) =
(∫ P
P0
w1, · · · ,
∫ P
P0
wg
)
, (7.37)
where P0 is a given arbitrary point on Σ(g). Notice that the Jacobian is defined
in such a way that the above map is well-defined, namely that the images are
independent of the path of integration. In the case of our genus two surface Σ,
using the holomorphic one-forms w1, w2 given in (7.35), from (7.33) we see that
Λ = Λ(Σ), and therefore the Jacobian of the surface J (Σ) is naturally identified
with the spacetime T 4. The Abel-Jacobi map (7.37) therefore provides us with
an explicit holomorphic embedding of the M5 brane Riemann surface Σ into the
spacetime torus, as was suggested in [250].
After discussing the complex structure and the embedding of the surface, now
we are ready to compute its normalized period matrix Ω. Consider two holo-
morphic one-forms (wˆ1 wˆ2) = (w1 w2)V , where V is a real 2 × 2 matrix, such
that (∮
A1
wˆ1
∮
A1
wˆ2∮
A2
wˆ1
∮
A2
wˆ2
)
=
(
1 0
0 1
)
. (7.38)
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The (normalized) period matrix Ω = ReΩ + i ImΩ is then the symmetric 2 × 2
matrix given by
Ω =
(∮
B1
wˆ1
∮
B1
wˆ2∮
B2
wˆ1
∮
B2
wˆ2
)
=
(
ρ ν
ν σ
)
, ρ, σ, ν ∈ C .
Comparing (7.38) and the first part of (7.33) one can easily obtain the explicit
solution for the real matrix V . Integrating the resulting wˆ1,2 over the B-cycles
then gives ReΩ satisfies
ImΩ Γ
(
1
−λ¯
)
= eiθ
RB
RM
(
1
−τ¯
)
. (7.39)
Up to a multiplicative factor involving the M-theory radius, this is exactly the
same equation (7.22) that the matrix of the length parameters t1,2,3 of the type
IIB string network satisfies. We therefore conclude that the period matrix of
the genus two curve wrapped by the supersymmetric M5 brane configuration is
given by
ImΩ =
√
R2Bτ2
R2Mλ2
Z
‖Z‖ , ReΩ = 0. (7.40)
Note that the direction of the above vector in R2,1 is given by the moduli vector
Z (7.25), while the length is given by the ratio of the area of the two spacetime
tori. And the requirement ‖ImΩ‖  1 for rapid convergence of the partition
function is the physical requirement that we work in the low temperature limit
in the type IIB frame in which R2Bτ2  R2Mλ2.
The fact that the period matrix is purely imaginary is really a consequence of the
fact that our two spacetime tori T 2(M) and T
2
(IIB) are orthogonal to each other,
which in turn reflects the absence of temporal Wilson lines in the original type
IIB setup. If these Wilson lines are turned on, the real part of the period matrix
will instead be
Re Ω =
(
Ct1 Bt1
Ct2 Bt2
)
Γ−1 = (Γ−1)T
(
Ct1 Ct2
Bt1 Bt2
)
, (7.41)
where Bt1,Bt2,Ct1,Ct2 denote the background two-form B- and C-fields along
the A- and B-cycles of the torus T 2(IIB) and the temporal circle in type IIB. The
extra condition on these Wilson lines ReΩ = (ReΩ)T could be thought of as a
part of the supersymmetry condition, since if the Wilson lines do not satisfy this
condition, the holomorphic embedding of the M5 brane world volume into the
spacetime four-torus is not possible with respect to the given complex structure
Υ (7.35). Put in another way, turning on the temporal Wilson lines for the
two-form fields will generically change the complex structure of the surface Σ,
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with exception when (7.41) is satisfied. But as mentioned before, we will not
consider this possibility further.
Finally we would like to comment on the fact that the surface area of the holo-
morphically embedded genus two surface Σ is simply given by
AΣ =
∫
Σ
J =
i
2
∫
Σ
(w1 ∧ w¯1 + w2 ∧ w¯2) = RMRB
∣∣TQ − τTP ∣∣ (7.42)
as already computed in (7.34). As expected, the surface area is related to the
mass of the BPS object in the following simple way
AΣ =
RM
VK3λ2
MIIB =
RM
V
(M)
K3
M (M)
where the quantities with the superscript (M) denote the quantities in the M-
theory unit.
This relation between the mass and the area of the corresponding Riemann sur-
face suggests a geometric way of understanding the walls of marginal stability,
defined as the subspace in the moduli space where the BPS masses of the com-
ponents of a potential bound state sum up to the BPS mass of the total charges.
When the Riemann surface degenerates in such a way that it falls apart into dif-
ferent component surfaces which are simultaneously holomorphic, the area of
the combined surface clearly equals to the sum of the area of each component
surface. Upon using the above relation between the area and the BPS mass, this
then directly translates into an expected correspondence between the wall of
marginal stability and wall of degeneration of the surface Σ.
Figure 7.4: The degeneration of the genus two surface described in equation (7.43).
One simplest example of the above-mentioned phenomenon is when the genus
two curve Σ degenerates in such a way that it splits from the middle and falls
apart into two tori as shown in Fig. 7.4. In this simple case, one can indeed
check explicitly that the criterion on the period matrix for such a degeneration
to happen is exactly the criterion that the mass, or the surface area, becomes the
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sum of the contribution of the two components
Ω =
(
ρ 0
0 σ
)
⇔ AΣ1 +AΣ2 = AΣ (7.43)
where AΣ1 = |q1 − λ¯q2|, AΣ2 = | − τ(p1 − λ¯p2)|. In other words, the above wall
of marginal stability is the co-dimension one subspace of the moduli space such
that the two tori defined by
∮
A1
dX,
∮
B1
dX and
∮
A2
dX,
∮
B2
dX respectively
(7.33), are simultaneously holomorphic with respect to the complex structure
Υ.
To obtain a geometric understanding of the physics of crossing the walls of
marginal stability, in the following subsection we will study the degeneration
of the genus two Riemann surfaces of this kind in detail. As we shall see, this
geometric consideration will lead to a construction of a group of crossing the
walls of marginal stability and therefore provides a geometric derivation of the
group of dyon wall-crossing observed in [259].
7.3 Wall-crossing in N = 4 theory
The Sp(2,Z) automorphic form Φ10 is part of an even richer algebraic structure
than we have described so far (see e.g. [267, 268] for a mathematical treat-
ment and [245, 259] for its importance in 4-dimensional N = 4 string theory).
Rewriting it in the form
Φ10(Ω) = e−2pii(ρ,Ω
′)
∏
α∈R+
(
1− e−pii(α,Ω′)
)c(−||α||2/2)
, (7.44)
where Ω′ has coefficient −ν instead of ν, makes an underlying generalized Lie
algebra structure apparent, that we reveal while explaining the symbols used in
this formula. The lattice
R+ = {Z+α1 + Z+α2 + Z+α3}
is spanned by three elements, that may be represented as the 2× 2 matrices
α1 =
(
0 −1
−1 0
)
, α2 =
(
2 1
1 0
)
, α3 =
(
0 1
1 2
)
. (7.45)
These matrices can be interpreted as the three simple roots of a Lie algebra, with
Weyl vector
ρ =
1
2
3∑
i=1
αi.
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The bilinear form (., .) on this Lie algebra determines the equivalence of Φ10
with the right-hand side of (7.44). For any two symmetric real 2× 2 matrices X
and Y it is given by
(X,Y ) = − detY Tr (XY −1).
Notice the factor −2 difference with equation (7.20); this is needed to bring the
Cartan matrix in a standard form. Indeed, we now find the Cartan matrix
(αi, αj) =
 2 −2 −2−2 2 −2
−2 −2 2
 . (7.46)
This matrix is not positive-definite, as it has one negative eigenvalue. Therefore,
the simple roots αi are part of a Kac-Moody algebra.
The Weyl group W of this algebra is generated by the reflections
si : X 7→ X − 2 (X,αi)(αi, αi)αi =: wi(X)
with respect to the simple roots αi, where wi(X) = wiXwTi and wi is a symmet-
ric real 2×2 matrix. Acting with the Weyl group on the simple roots αi generates
all the roots of the Kac-Moody algebra. Half of these roots are positive; by defi-
nition these are positive combinations of the simple roots and thus part of R+.
Remark that these positive roots have length 2, they are real or space-like, and
thus contribute to the product formula (7.44) with a power c(−1) = 2.
Note that no other space-like elements in R+ show up in the infinite product
(7.44). However, there are many more contributions from vectors in R+ that
have a non-positive length, for instance 2ρ whose length is −6. To describe
the full algebraic structure underlying Φ10 we should therefore extend our no-
tion of a Kac-Moody algebra. An extended Kac-Moody algebra that incorporates
imaginary roots, which are either light-like or time-like, is called a Borcherds
Kac-Moody algebra.
Finally, the coefficients c(−||α||2/2) can be either positive or negative. This prop-
erty hints at the presence of both bosonic and fermionic roots, that contribute
respectively to the numerator and denominator of an index formula. The full
algebraic structure behind (7.44) is thus a Borcherds Kac-Moody superalgebra.
Indeed, the subset ∆+ ⊂ R+ that contributes to Φ10 may be interpreted as the
total set of roots of such an “automorphic form corrected” superalgebra. The in-
finite product (7.44) is then called a denominator formula for this algebra, where
the powers c(−||α||2/2) determine the multiplicities of the real and imaginary
roots.
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As a side-remark we notice that the half-BPS partition function η24(σ) can like-
wise be written in the algebraic form
η24(σ) = e−pii(β,Ω
′)
∏
R˜+
(
1− e−pii(β,Ω′)
)c(−||β||2/2)
where the degenerated lattice R˜+ is one-dimensional and generated by
β =
(
0 0
0 2
)
.
In [259] it was found that the Weyl group W has an elegant interpretation in
terms of the wall-crossing of quarter BPS dyons. Using the N = 4 central charge
matrix
Z = 1√
τ2
(PR − τQR)mΓm,
one finds that the central charges of two BPS dyons can align on all PGL(2,Z)-
images of the wall
τ1
τ2
+
(PR ·QR)
|PR ∧QR| = 0
in the moduli space parametrized by τ and the left-moving charges PL, QL. In
terms of the moduli vector Z in equation (7.25) and the roots αi these walls are
parametrized by (
Z
||Z|| , α
)
= 0,
where α can be any PGL(2,Z)-image of α1, i.e. any positive real root. These
walls are straight lines in the upper-half plane, and become arcs of circles on the
Poincare´ disc. The simple roots αi form a triangle in the Poincare´ disc, whose
vertices lie on the boundary of the Poincare´ disc. All the other PGL(2,Z) images
can be obtained from this fundamental domain by a Weyl reflection. This yields
a tessellation of the Poincare´ disc in triangles, whose vertices all end at infinity,
and realizes each fundamental domain as a hyperbolic Weyl chamber (see e.g.
the cover of [269]).
Due to the presence of walls of marginal stability, where BPS-states could (dis)ap-
pear, the graded degeneracies of the BPS states are generically only piecewise
constant functions of the values of moduli at spatial infinity. In particular they
typically jump when a wall of marginal stability is crossed.
In the N = 4 set-up wall-crossing has a geometrical interpretation of the under-
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lying genus two surface with period matrix Ω ∼ Z/||Z||. At any wall of marginal
stability this surface degenerates into a transverse intersection of two tori, so
that Φ10(Ω) develops a pole.5 This raises the question whether Φ10 really gives a
good description of the quarter BPS dyons in any chamber of the moduli space.
This has been analyzed in two (equivalent) ways [254, 255, 256].
First of all, the BPS degeneracies are dependent on a choice of contour
d(P,Q) = (−1)P ·Q+1
∮
C
dΩ
e−pii(ρP
2+σQ2+2νP ·Q)
Φ10(Ω)
.
An SL(2,Z) transformation of the moduli and charges in d(P,Q) encodes this
degeneracy in another Weyl chamber. Since all factors in the integrand are
invariant under such an SL(2,Z) transformation, exactly same answer would
be obtained when the transformed contour C ′ is equivalent to C. However, the
poles of Φ10 prevent this. They give an extra contribution to the degeneracy
corresponding to half-BPS states on the intersecting tori. Still, it is possible to
avoid this factor by changing the charges along.
Secondly, the expansion of the partition function in the degeneracies
1
Φ10(Ω)
=
∑
P 2,Q2,P ·Q
(−1)P ·Q+1d(P,Q)epii(ρP 2+σQ2+2νP ·Q),
is dependent on the choice of expansion parameters. Instead of the above rep-
resentation one could for example have exchanged ν on the right-hand side for
−ν, corresponding to a crossing of the wall at ν = 0. This changes the degen-
eracies d(P,Q). Only when one transforms the charges P and Q accordingly
the resulting degeneracies remain the same. So if one expands the automor-
phic form using moduli-dependent expansion parameters that are appropriate
for a specific Weyl chamber, the partition function 1/Φ10 does encode the BPS
degeneracies at all points in the moduli space.
These unexpected properties of the BPS degeneracies certainly hint at deeper
structures of the theories yet to be fully uncovered. Specifically, while the prop-
erties pertaining to the intricate moduli dependence of the BPS index mentioned
above have been observed within the framework of N = 4, d = 4 supergravity,
a microscopic understanding of these properties is clearly desirable. In partic-
ular, we would like to understand why the different indices at different points
in the moduli space can be extracted from the same generating function. More
explicitly, from the fact that the group of wall-crossing is a subgroup of the
(Z2-parity-extended) S-duality group, when the moduli cross a wall of marginal
5Note that there are more walls of marginal stability than the ones we just described, since a
degeneration of the genus 2 surface is labeled by an element of Sp(2,Z) ⊃ SL(2,Z). Recently,
these Sp(2,Z)-poles have been given a supergravity interpretation as well [263].
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stability, the change of the BPS index can be summarized by a change of the
“effective charges” by a Weyl reflection [259]. We would like to understand why
the index should change in such a simple way.
Carrying the analysis of the previous section one step further, we study the
change of the surface when it goes through such a degeneration, and find that
it is equivalent to a particular change of the homological cycles of the surface.
Using the relation between the homology class in the spacetime T 4 of the Rie-
mann surface wrapped by the M5 brane and the conserved charges, we see how
the change of the BPS index when crossing the wall of marginal stability under
consideration amounts to a change of the “effective charges” by acting by a cer-
tain element of the hyperbolic reflection group W . Following such a strategy
and using essentially only the supersymmetry condition, we derive the specific
group structure underlying the wall-crossing of the theory, and the fact that the
BPS degeneracies at different moduli are given by the same partition function.
In particular, we see how the moduli space and its partitioning by the walls of
marginal stability can be identified with the dual graph of the type IIB (p, q) 5-
brane network compactified on the spacetime torus, with the symmetry group of
the network identified with the symmetry group of the fundamental domain of
the group of wall-crossing. We hope that this microscopic derivation of the Weyl
group will be a first step towards an understanding of the microscopic origin of
the Borcherds-Kac-Moody algebra in the dyon spectrum.
In Section 7.3.1 we focus on one specific degeneration of the surface and analyze
the change of the homology cycles under such degeneration by using a hyperel-
liptic model of the genus two surface. In this way we derive one of the elements
of the reflection group W . In Section 7.3.1 we study the symmetry of the hyper-
elliptic surface, or equivalently the symmetry of the periodic network of effective
strings in the type IIB frame. In this way we obtain the other generators of the
group W . Using these results, in Section 7.3.1 we discuss how the moduli space
and its partitioning by the walls of marginal stability, or equivalently the walls
of degenerations of the Riemann surface, can be understood simply as being the
dual graph of the periodic effective string network. We also discuss the implica-
tion of these results for the counting of BPS dyonic states, and in particular why
the index simply changes by an appropriate change of the “effective charges”
when the moduli cross a wall of marginal stability. In Section 7.3.2 we conclude
by a discussion, in particular we discuss what we cannot derive by such a simple
analysis and sketch an analogous treatment for the case of the CHL models.
7.3.1 Deriving the group of discrete attractor flow
In this subsection we first study a specific degeneration of the Riemann surface
and show how the effect of going through such a degeneration boils down to a
change of the homology cycles. This then in turn gets translated into a change
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of the “effective charges” of the system under the identification between the
homology classes of the cycles of the surface in the internal space and the con-
served charges of the system. Secondly we study the symmetry of the system and
thereby recover the full hyperbolic reflection group underlying the structure of
wall-crossing of the present theory. Thirdly, we discuss the implication of these
results to the problem of enumerating supersymmetric dyonic states, and show
how it leads to the prescription proposed in [259] of retrieving BPS indices at
different points in the moduli space from the same partition function (see also
[254, 256] for earlier discussions).
The First Degeneration
First we will study what happens to the Riemann surface when the moduli
change such that the surface goes through a degeneration mentioned at the end
of the previous Subsection. To remain in the open moduli space of the genus
two Riemann surface, we study the change of the Riemann surface Σ when its
period matrix Ω changes as(
ρ −ν
−ν σ
)
→
(
ρ ν
ν σ
)
(7.47)
following the path depicted in Fig. 7.5. Clearly, the two end points of the path
are on the different sides of the wall of marginal stability (7.43) considered
earlier.
!
Re ν
Im ν
φ
−ν0
ν0
Figure 7.5: In Section 7.3.1 we study the change of the Riemann surface Σ when its period
matrix changes as (7.47) following the above path, where  → 0+ and ρ and σ are held
fixed at values satisfying Imρ Imσ  (Imν0)2 .
To focus on what happens to the surface when the wall is crossed, we will further
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zoom into the part of the path in Fig. 7.5 that is a half-circle with vanishing size:
Ω =
(
ρ eiφ
eiφ σ
)
, → 0+, φ ∈
[
−pi
2
,
pi
2
]
. (7.48)
First recall that, every Riemann surface of genus two can be represented as a
hyperelliptic surface with six branch points b1,···,6
y2 = x(x− 1)(x− b1)(x− b2)(x− b3), (7.49)
where we have used the conformal invariance to fix b4, b5, b6 to be ∞, 0, 1 re-
spectively. In other words, we represent the genus two Riemann surface Σ as
a two-sheet cover of CP1 with six branch points b1,···,6 and three branch cuts
between b2i−1 and b2i for all i = 1, 2, 3, as shown in Fig. 7.6.
To analyze the change of the surface, in particular the homology cycles of the
surface, after the imaginary part of ν changes sign, we would like to determine
the normalized basis wˆ1,2, satisfying (7.38), in terms of the local coordinate x of
CP1.
It is a familiar fact about hyperelliptic curves that the two one-forms
dx
y
,
x dx
y
form a basis of the holomorphic one-forms on the genus two surface Σ given
by (7.49), see for example [270]. To achieve our goal we need to compute the
integral of the above one-forms along the A1, A2 cycles. First we observe that,
with the choice of cycles as in Fig. 7.6, the integrals of a holomorphic one-form
w along the A-cycles are given by the so-called “half-period”
1
2
∮
A1
w =
∫ 1
0
w,
1
2
∮
A2
w =
∫ b2
b1
w (7.50)
on the upper sheet of the hyperelliptic surface.
To obtain an expression for these quantities in terms of the period matrix Ω and
in particular in terms of the angle φ (7.48), we recall that the locations of the
branch points b1,2,3 are uniquely determined by the genus two Riemann theta
functions up to theta function identities [270]. Explicitly, we have [271]
b1 =
θ2[ 0 00 0 ]θ
2[ 0 10 0 ]
θ2[ 1 00 0 ]θ2[ 1 10 0 ]
(0,Ω)
b2 =
θ2[ 0 10 0 ]θ
2[ 0 00 1 ]
θ2[ 1 10 0 ]θ2[ 1 00 1 ]
(0,Ω)
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b3 =
θ2[ 0 00 0 ]θ
2[ 0 00 1 ]
θ2[ 1 00 0 ]θ2[ 1 00 1 ]
(0,Ω),
where θ[
ε1 ε2
ε′1 ε
′
2
](ζ,Ω) is the genus-two Riemann theta functions, defined as
θ[
ε1 ε2
ε′1 ε
′
2
](ζ,Ω) =
∑
n1,n2∈Z
e2pii
(
1
2 (n+
1
2 ε)
T ·Ω ·(n+ 12 ε)+(n+ 12 ε)T ·(ζ+ 12 ε′)
)
,
where the “·” denotes matrix multiplication.
A1
A2
B1
B2
0 1
b1 b2
b3
Figure 7.6: Hyperelliptic representation of the genus two surface Σ together with a choice of
its Ai and Bi-cycles. A degeneration corresponding to the one shown in Fig. 7.4 corresponds
to coalescing the branch points b1, b2 and b3. Note that when we set the background two-
form fieldsB and C along the time-like direction to zero, so that ReΩ = 0 (7.41), all branch
points are collinear.
While the details of these formulas are not so important for us, there are a few
important immediate consequences of these expressions that we can draw. First
of all, due to the fact that the genus two theta functions are a product of two
genus one theta functions at leading order in ν when ν → 0:
θ[
ε1 ε2
ε′1 ε
′
2
](0,
(
ρ ν
ν σ
)
) = θ[
ε1
ε′1 ](0, ρ)θ[
ε2
ε′2 ](0, σ)
(
1 +O(ν2)),
the three branch points coalesce when ν → 0
b1, b2, b3 → b0 =
(θ[ 00 ](0, ρ)
θ[ 10 ](0, ρ)
)4
. (7.51)
Furthermore, from the definition of the genus two theta functions we see that
∂
∂ν
bi
∣∣
ν=0
= 0, i = 1, 2, 3.
Therefore, for the period matrix on the half-circle given by (7.48) and in Fig. 7.5,
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we have
bi = b0 + 2e2iφki +O(4), ki = 12
∂2
∂ν2
bi
∣∣
ν=0
∈ C, i = 1, 2, 3 .
In particular, the branch points go through a 2pi rotation under a change φ →
φ + pi. In other words, the branch points return to themselves while the period
matrix undergoes a change ν → −ν.
Now we can use the above expression for the branch points near the degener-
ation point and (7.50) to compute the periods along the Ai-cycles of the holo-
morphic one-forms dxy , and
xdx
y , and obtain the following expression for the
normalized holomorphic one-forms satisfying (7.38)
wˆ1 =
−1
2(αb0 − )
¯
(x− b0)dx
y
(
1 +O(2)) (7.52)
wˆ2 = eiφ
1
2γ(αb0 − )
¯
(αx− )
¯
dx
y
(
1 +O(2)), (7.53)
where α, β, γ are φ-independent, order one constants
α =
∫ 1
0
dx√
x(x− 1)(x− b0)3
β =
∫ 1
0
xdx√
x(x− 1)(x− b0)3
γ =
1√
b0(b0 − 1)(k2 − k1)
∫ 1
0
dx√
x(x− 1)(x− k3−k1k2−k1 )
.
While the precise values of these constants are not important for us, the above
expression (7.52) immediately shows that, when Imν changes sign by a φ to
φ+ pi rotation, the normalized holomorphic one-forms change like(
wˆ1
wˆ2
)
→
(
wˆ1
−wˆ2
)
as linear combinations of the holomorphic one-forms dxy and
xdx
y , despite of the
fact that the three coalescing branch points b1,2,3 simply return to the original
locations after a 2pi rotation.
This suggests that, in a representation of the hyperelliptic surface in which the
holomorphic one-forms are held fixed, the homology cycles go through the fol-
lowing transformation(
A1
A2
)
→
(
A1
−A2
)
,
(
B1
B2
)
→
(
B1
−B2
)
. (7.54)
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Indeed, it is not difficult to check that the periods of any holomorphic one-form
w along A2 and B2 cycles
1
2
∮
A2
w =
∫ b2
b1
w,
1
2
∮
B2
w =
∫ b3
b2
w
change sign under φ→ φ+ pi.
Another way to understand this change of homology basis is the following. From
the expression of the normalized holomorphic one-forms (7.52) we see that, to
the leading order in  we have the two separated genus one surfaces described
by
y′2 = x(x− 1)(x− b0), y′′2 = (x− b1)(x− b2)(x− b3). (7.55)
Indeed, from the following relationship between the cross-ratio of the four branch
points b1,2,3,4 of a genus one surface and the torus complex moduli τ˜ [270]
(b3 − b1)(b4 − b2)
(b2 − b1)(b4 − b3) =
(θ[ 00 ](0, θ˜)
θ[ 10 ](0, θ˜)
)4
one can check that the following two genus-one curves have complex moduli
equal to ρ and σ respectively. From the above expression (7.55) it is manifest
that, when bi’s go through a 2pi rotation around their common converging point
b0, nothing happens to the first genus one surface while the second one goes
through a sheet exchange (or “hyperelliptic involution”) y′′ → −y′′ correspond-
ing to the monodromy (
A2
B2
)
→
(−A2
−B2
)
.
The latter can be explicitly seen by substituting
x = b0 + e2iφx˜, y′′ = e3iφy˜
in the second equation of (7.55).
In general, when we change the basis such that the Ai-cycles are changed to(
A1
A2
)
→
(
a b
c d
)(
A1
A2
)
, γ =
(
a b
c d
)
∈ GL(2,Z), (7.56)
the corresponding change of the Bi-cycles is then fixed by the canonical inter-
section (7.32) to be(
B1
B2
)
→ ±
(
d −c
−b a
)(
B1
B2
)
= (γT )−1
(
B1
B2
)
,
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where the ± signs are taken when ad− bc = ±1. Under this transformation, the
period matrix transforms as
Ω→ γ(Ω) ≡ (γ−1)TΩγ−1. (7.57)
Without changing the Riemann surface, such a change of basis has an interpreta-
tion as performing a physical S-duality in the heterotic frame, extended with the
Z2 spacetime parity exchange. To see this, first inspect the expression (7.33) for
the vectors defining the Jacobian of the surface. The effect of the above change
of basis on these vectors is equivalent to the following heterotic S-duality trans-
formation, or equivalently the modular transformation of the torus in the type
IIB frame(
Q
P
)
→
(
a b
c d
)(
Q
P
)
, τ → aτ + b
cτ + d
or
aτ¯ + b
cτ¯ + d
for ad− bc = ±1 (7.58)
with the corresponding change of RB such that the area of the type IIB torus
remains invariant. In particular, the fact that the moduli vector Z transforms as
Z → (γ−1)TZγ−1 under the above S-duality transformation is then consistent
with the transformation of the period matrix under a change of homology basis.
Now let’s go back to the evolution (7.48) of the Riemann surface through the
degeneration wall ν = 0, due to the corresponding change of the moduli vector
Z (7.40).
What we have seen can be summarized as follows: when the moduli change
across the wall of marginal stability following the path corresponding to an
angle-pi rotation of the phase of ν (7.48), the holomorphic one-forms of the
surface Σ change in such a way that all their A2, B2 periods change signs while
their periods along the A1, B1 cycles remain the same. This is equivalent to
keeping the surface unchanged but change the basis for the homology cycles in
the way (7.56) given by the following element in GL(2,Z)
R =
(
1 0
0 −1
)
. (7.59)
In other words, the process of keeping the charge fixed while varying the moduli
across the wall of marginal stability following (7.48) is equivalent to keeping the
moduli vector Z unchanged but changing the charges(
Q
P
)
→ R
(
Q
P
)
. (7.60)
This observation has the following implication for the counting of the BPS states.
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Consider the partition function of the theory
Z(Ω) =
∑
P 2,Q2,P ·Q
(−1)P ·Q+1d(P,Q)eipi(ρP 2+σQ2+2νP ·Q),
which is a path integral computed on the Riemann surface Σ. It clearly depends
on its period matrix Ω and therefore on the moduli vector Z through its relation
to the period matrix (7.40). When the moduli change in such a way that the
Riemann surface goes through a degeneration described in (7.43), from the
above reasoning we see that the partition function remains unchanged while
a transformation of “effective charges” given in (7.60) has to be performed.
This corresponds to the change of the highest weight of the Verma module as
described in [259].
It is also easy to understand the nature of this degeneration in the type IIB five-
brane network picture. From the relation between the period matrix of the genus
two curve in M-theory and the length parameters for the periodic string network
(7.30,7.40), we see that the degeneration of the Riemann surface characterized
by ν = 0 corresponds to the degeneration of the string network characterized by
t1 = 0. For example, starting from a region in the moduli space with Z =
(
z1 z
z z2
)
with z1, z2 > z > 0, what happens when t1 = 0 is a transition from the network
described by (7.21), or the first figure in Fig. 7.3, to the network described by
(7.28), or the second figure in Fig. 7.3. The above claim that the final surface
has the same period matrix under a change of homology basis corresponding
to (7.60), is then reflected by the fact that the two defining equations (7.21),
(7.28) transform into each other under the transformation of the charges (7.60).
The symmetry of the Weyl chamber
In the previous paragraph we have studied in detail a particular degeneration of
the Riemann surface and what it implies for the index counting the BPS states
under the crossing of the corresponding wall of marginal stability. In this para-
graph we will turn to studying the symmetry of the system and see how it will
help us to uncover the full structure of the group of wall-crossing of the theory.
First we note that, under our convention that the two A-cycles of the surface are
chosen to circle two of the three pairs of branch points {b2i−1, b2i}, the choice
shown in Fig. 7.6 is not quite unique. In other words, from all the possible
change of basis of the form (7.56), the exchange and permutation of the cycles
A1, A2,−A1 − A2 correspond to a symmetry of our hyperelliptic model (7.49)
in that we do not need to change the set of branch points {b1,· · · , b6} in order
for the new Ai-cycles to again circle the cuts joining the pairs {b′2i−1, b′2i} of the
new branch points. We therefore conclude that there is a symmetry group with
six elements acting on the hyperelliptic surface (Fig. 7.6), corresponding to six
ways of associating the three cuts joining {b2i−1, b2i}, i = 1, 2, 3, to the three
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homology cycles (A1, A2,−A1−A2). From the above discussion we see that this
group D3 ⊂ GL(2,Z) is the same as the symmetry group of a regular triangle,
generated by the order two element which acts on the period matrix as
Ω→ RS(Ω) (7.61)
and which corresponds to (A1, A2,−A1 − A2) → (A2, A1,−A1 − A2), together
with the order-three element which acts as
Ω→ ST (Ω) (7.62)
and corresponds to (A1, A2,−A1 − A2) → (A2,−A1 − A2, A1), where T and S
denotes the usual T- and S- transformation matrix
(
1 1
0 1
)
and
(
0 1−1 0
)
, while R
was already given in (7.59). Also here we have used the shorthand notation
introduced in (7.57).
The existence of this symmetry is even more apparent in the type IIB picture
of five-brane network. For concreteness of the discussion we will now assume
that Z =
(
z1 z
z z2
)
satisfies z1, z2 > z > 0, so that the network shown in the
first figure in Fig. 7.3 is realized. But, suppose that we are given this periodic
network given by (7.21), there is actually more than one way to fit it into a
parallelogram tessellation of the plane. In other words, there is in fact more
than one torus compactification of the network possible. From the fact that
the vertices of the parallelogram lie at the center of the honeycomb lattice, we
conclude that there are three such parallelogram tessellations possible, as shown
in Fig. 7.7 as resembling the three sides of a 3-dimensional cube. These three
parallelograms then give six possible tori (for each parallelogram we have two
ways of choosing the A- and B-cycle), corresponding to 3! = 6 ways of placing
the charge labels (Q,P,−Q−P ) to the three legs of the network. This singles out
a six-element subgroup of the extended type IIB modular group (or the heterotic
S-duality group) GL(2,Z) (7.58). Not surprisingly, this is exactly the same D3
we discovered earlier as the symmetry group of the hyperelliptic representation
of the Riemann surface Σ. This correspondence is to be expected from the
identification between the change of basis of the homology cycles on Σ and the
heterotic S-duality discussed in the previous sub-subsection (7.56-7.58).
More explicitly, from (7.61,7.62) and the relation between the period matrix
and the length parameters of the network (7.27,7.40) we see that the length
parameters indeed transform as
RS : (t1, t2, t3)→ (t1, t3, t2), ST : (t1, t2, t3)→ (t2, t3, t1)
under the action of the order two and three generators of the symmetry group
D3.
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Figure 7.7: (i) Different possible ways of compactifying the periodic network on a torus.
(ii) The moduli space as the dual graph of the five-brane network.
As mentioned earlier, this symmetry group is the symmetry group of a equilateral
triangle. Geometrically, the relevant equilateral triangle here cannot be literally
the triangle in the dual graph of the five-brane network as shown in Fig. 7.7,
since in general there is no reason to expect them to be equilateral using the
flat metric on the plane. This inspires us to take a closer look into the matrix of
length parameters, which can be written in a way which makes theD3 symmetry
manifest
RM ImΩ =
(
t1 + t3 t1
t1 t1 + t2
)
=
t2 + t3
2
α1 +
t1 + t3
2
α2 +
t1 + t2
2
α3
where
α1 =
(
0 −1
−1 0
)
, α2 =
(
2 1
1 0
)
, α3 =
(
0 1
1 2
)
. (7.63)
Remember that this natural basis {α1,2,3} has the following matrix of inner prod-
ucts using the standard GL(2,Z)-invariant Lorentzian metric (7.20)
− 2 (αi, αj) =
 2 −2 −2−2 2 −2
−2 −2 2
 (7.64)
and therefore forms a equilateral triangle in the hyperbolic space R2,1. The
groupD3 which permutes α1,2,3 can therefore be thought of the symmetry group
of this equilateral triangle. We note that the basis {α1,2,3} we used above is ex-
actly the basis (7.45) for the roots of the Borcherds-Kac-Moody algebra adopted
in [259], and in particular the matrix of inner products in (7.64) is simply the
real part of the Cartan matrix (7.46) of the algebra.
To summarize, we have found a six-element symmetry group D3 of the dyon
system at a given point in the moduli space which is evident in both the M-
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theory Riemann surface picture as well as the type IIB network picture. In the
following paragraph we will use this symmetry to find all the generators of the
hyperbolic reflection group W playing the role of the group of wall-crossing in
the N = 4 theory we discussed, and subsequently derive the full group structure
of the dyon BPS index.
Moduli space as the dual graph
In Section 7.3.1 we have studied in detail the change of the Riemann surface
across a degeneration point (7.48) where the surface falls into two separate tori
as depicted in Fig. 7.4. From the above discussion about the symmetry of the
system, we see that there are two more natural degenerations of the genus two
Riemann surface Σ we should consider. The corresponding transformation of
the period matrix is simply the transformation (7.47) of the first degeneration
we have studied in Section 7.3.1, now conjugated with elements of the symmetry
groupD3. From (7.61,7.62), we see that apart from the group generator w1 = R
(7.60), we should also consider the generators
w2 = (ST )−2R (ST )2 and w3 = (ST )−1R (ST ) .
Together they generate a non-compact reflection group, which we will denote
by W . Furthermore, it is not difficult to show [272, 259] that the extended
S-duality group PGL(2,Z)6 is a semi-direct product
PGL(2,Z) = W oD3
of the reflection group W and the symmetry group D3.
It is clear what these three degenerations correspond to in the type IIB and as
well as in the M-theory picture. In the former case they are the three ways in
which the five-brane network can disintegrate, namely letting one of the three
legs having vanishing length. In the latter case, on the other hand, they cor-
respond to coalescing the branch points b3,4,5, b5,6,1 or b1,2,3. Remember that
coalescing three out of the total of six branch points is equivalent to coalescing
the complementary set of three branch points.
More explicitly, these three generators w1,2,3 of the group W correspond to the
following change of the network
wi : ti → −ti, ti + tj invariant for j 6= i.
6Recall that PGL(2,Z) is obtained from GL(2,Z) by identifying the elements γ and −1 · γ ∈
GL(2,Z). In the heterotic frame this corresponds to identifying two systems with the same value of
axion-dilaton τ and charges which are related to each other by a charge conjugation
`
Q
P
´→ `−Q−P ´.
In the type IIB frame this corresponds to a trivial change of basis for the homology cycles
`
A
beta
´→`−A
−B
´
of the compactification torus T 2
(IIB)
.
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Equivalently, they can also be represented as the following reflections in the
(2 + 1)-dimensional Minkowski space in which the period matrix ImΩ takes its
value
wi : Ω→ Ω− 2 (αi,Ω)(αi, αi)αi,
where the basis vectors αi’s are defined in (7.63). Recall that we have chosen
the M-theory background such that the period matrix Ω is purely imaginary and
therefore directly related to the length parameters of the five-brane network.
Applying the same analysis as in Section 7.3.1 to the other two degenerations
corresponding to w2 and w3, one can conclude that going through such a de-
generation wall has the following effect on the counting of BPS states. Upon
applying a suitable change of basis analogous to (7.54), after the degenera-
tion we regain the original partition function but now with a different effective
charges related to the original charges by(
Q
P
)
→ wi
(
Q
P
)
. (7.65)
From the above consideration, we arrive at a picture of the moduli space with
its partitioning by the walls of marginal stability given by the the dual graph
of the honeycomb lattice representing the five-brane network. This is shown in
Fig. 7.7. To understand this better, let’s start in one of the dual triangles, let’s say
the gray triangle which denotes the part of the moduli space with Z =
(
z1 z
z z2
)
,
z1, z2 > z > 0, such that the network (7.21) as shown in the first figure in
Fig. 7.3 is realized. We shall choose it to be our “fundamental domain” W, a
name that will be justified shortly.
A degeneration happens when one of the length parameters ti’s goes to zero. As
we discussed at the end of Section 7.2.2, this corresponds to crossing a physi-
cal wall of marginal stability. When this happens we move to the neighboring
triangle, divided from the fundamental triangleW by the side of the triangle in-
tersecting the leg of the network whose length parameter has just goes through a
zero. In this new triangle, the effective charges are related to the original one by
the corresponding group element (7.65). For instance, associated to the triangle
that shares one side with W which intersects the leg whose length parameter
is denoted by t1 are the effective charges (Q,−P ) and the region in the moduli
space with Z =
(
z1 z
z z2
)
, where z1, z2 > −z > 0.
Given the original charges, this procedure can then be iterated. We thus con-
clude that each triangle of the dual graph has the effective charges (Qv, Pv) as-
sociated to it, where v labels the vertices in the hexagonal lattice, or equivalently
the triangles (the faces) of the dual graph, which represent the corresponding
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regions in the moduli space. Furthermore, in this way each of the triangles can
be identified with the fundamental domain of the group W , generated by the
three elements w1,2,3 (7.65), which by construction plays the role of crossing
the walls of marginal stability of the theory.
Now that each triangle has a set of charges (Qv, Pv) associated to it, while the
period matrix of the genus two Riemann surface Σ and therefore the partition
function remains the same for each triangle, generically we conclude that there
is also a different BPS index D(Q,P )|v = D(Qv, Pv) associated with each tri-
angle. The difference between D(Qv, Pv) with different v has been calculated
in [254, 259] for the present theory and was shown to be consistent with the
macroscopic wall-crossing formula.
To sum up, we have derived the following one-to-one correspondence
vertex v of string network ↔ a triangle in dual graph (7.66)
↔ effective charges (Qv, Pv)↔ BPS index Dv = D(Qv, Pv)
↔ an element wv ∈W ↔ a region in the moduli space Z ∈ wv(W).
The property of the BPS dyon index of the present N = 4 theory that the in-
dices in different parts of the moduli space are given by the same partition func-
tion and have the form D(Q,P )|v = D(Qv, Pv) was observed in [254, 256]
based on the macroscopic prediction for the change of index upon crossing a
wall of marginal stability. And the fact that these different regions of the mod-
uli space with different BPS indices are in one-to-one correspondence with ele-
ments of a hyperbolic reflection group W is later observed in [259] based on a
4-dimensional macroscopic analysis. What we have seen is how these properties
can be understood as the consequence of the simple consideration of the super-
symmetry of the effective string network, or equivalently the holomorphicity of
the M5 brane world-volume, when the limit of decoupled 4D gravity is taken.
7.3.2 Discussion
In this section we worked in the decompactification limit (VK31) and showed
how the group structure underlying the moduli dependence of the dyon BPS
index of theN = 4 K3×T 2 compactification of type II theory can be understood
as simply a consequence of the supersymmetry of the dyonic states. From the
other point of view, this group structure is simply the consequence of the fact
that the BPS spectrum of the theory is given by the appropriate representation
of a Borcherds-Kac-Moody algebra. The Weyl group of the algebra, which is a
symmetry group of the root system of the algebra, then plays the role of the
group of wall-crossing for the physical degeneracy of the dyonic states [259].
Therefore, we hope that the microscopic derivation of the Weyl group presented
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in this section will be the first step towards an understanding of the microscopic
origin of the Borcherds-Kac-Moody algebra in the dyon spectrum.
For this purpose, it is important to be clear about what we do not derive from
the simple analysis of this section. First of all, while we assume that the parti-
tion function is a functional integral on the genus two Riemann surface Σ and
therefore depends only on the period matrix of the surface, justified by the fact
that an M5 brane wrapping the surface and the K3 manifold in the Euclidean
spacetime is equivalent to a fundamental heterotic string whose world volume
is the genus two surface [273], we have not derived the partition function itself
from our simple consideration. A discussion about the subtleties of computing
the partition function in a very similar context can be found in [260] and will
therefore not be repeated here. Relatedly, the presence of the Borcherds-Kac-
Moody algebra [245, 259] is far from evident from our simple analysis. It seems
likely that the physical interpretation of this complete algebra can be found in
terms of the chiral fermions on the genus 2 surface in type IIA, or equivalently, in
terms of fluctuations on the M5-brane wrapping the genus 2 surface in M-theory.
Furthermore, we have not commented on the role of the group W as the group
of a discretized version of attractor flows. As discussed in detail in [259], this
interpretation naturally arises due to the existence of a natural ordering among
the elements of the hyperbolic reflection group W , and the fact that for given
total charges, there is a unique endpoint of this ordering, corresponding to the
attractor point of these charges. From the point of view of the Borcherds-Kac-
Moody algebra, the Verma module relevant for the BPS index is the smallest one
when the moduli are at their attractor value. By working in the limit that the
type IIB five-branes are all much heavier than all the (p, q) strings, we have no
way of telling which of the triangles in the dual graph in Fig. 7.7 contains the
attractor point. This is of course consistent with the fact that our analysis in the
text is independent of the values of the T-duality invariants Q2, P 2, Q ·P (7.17),
due to the decompactification limit we are taking. But this can easily be cured
by going to the next leading order in O(V −1K3 ). See also [260]. By minimizing
the surface area of the genus two surface (7.42) with the volume of the two tori
R2Bτ2, R
2
Mλ2 held fixed, with now the next leading corrections included, one
indeed obtains the attractor equation
Mτ = ΛQR,PR‖ΛQR,PR‖
=
1√
Q2P 2 − (Q · P )2
(
Q ·Q Q · P
Q · P P · P
)
,
as expected. This extra piece of information will then single out a triangle in
the dual graph as the attractor region and completes the interpretation of the
hyperbolic reflection group derived in this section as the group underlying the
macroscopic attractor flow of the theory.
Moreover, we would like to comment on the cases of other N = 4 string theo-
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ries. Here we have focused on the N = 4 theory of K3 × T 2 compactified type
II theory, while from the analysis in [261] we expect very similar group struc-
tures to be present also in the Zn-orbifolded theories, the so-called CHL models
[274, 275, 276], for n < 4. For the Z2-orbifold theory, considering the double
cover of the genus two Riemann surface relevant for the computation of the
partition function [242, 277] and the corresponding string network, a similar
analysis can be employed to understand the group structure in that case. The
situation of other orbifolded theories is much less clear. In particular, in [261] it
was discovered that a similar group structure and an underlying Borcherds-Kac-
Moody algebra cease to exist when n > 4. In particular, macroscopic analysis
showed that the symmetry group of a fundamental region bounded by walls of
marginal stability has infinitely many elements when n > 4. From the analysis
of this section, this symmetry group is expected to be the symmetry group of
the dyonic string network/Riemann surface. One might thus suspect that the
corresponding dyon network does not exist in the Zn>4 theories. It would be
interesting to understand the group structure of the dyon degeneracies of other
orbifolded N = 4 theories.
Finally, we would like to see our analysis of 1/4 BPS states in N = 4 theories as
a starting point to study wall-crossing of 1/2 BPS states on local Calabi-Yau man-
ifolds in N = 2 theories. That these topics are closely related follows from the
duality of the dyon background with the intersecting brane background (7.16).
Do notice that this duality only maps the dyon generating function to the semi-
classical piece F1 of the topological string partition function, since the I-brane
background doesn’t include a graviphoton field strength. To describe N = 2
wall-crossing fully we should thus go beyond deformations of the Riemann sur-
face Σ. This naturally raises the question whether we can formulateN = 2 wall-
crossing in terms of the underlying quantum curve that we studied in Chapter 5
and Chapter 6. We leave this for future work.
Another relation between N = 2 and N = 4 string theories is that both the
Gopakumar-Vafa partition function (4.47) and the dyon partition function (7.11)
can be formulated as an infinite product expansion. The wall-crossing examples
that are worked out inN = 2 context, can actually be formulated most elegantly
in this representation: depending on the region in the moduli space additional
factors have to be added to the partition function7. One might wonder whether
also in this setting wall-crossing can be described in terms of a universal gener-
ating function.
Let us point out one interesting observation in this respect. The quantum McKay
correspondence formulated by J. Bryan and A. Gholampour in [283, 284] re-
lates the positive roots of an ADE Lie algebra g to 1/2 BPS states of a Calabi-Yau
resolution of the quotient singularity C3/Γ˜, where Γ˜ is the corresponding fi-
7Recent developments can be found in e.g. [225, 21, 278, 279, 280, 281, 226, 282].
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nite subgroup of SO(3). (These Calabi-Yau singularities are closely related to
the hyper-Ka¨hler surface singularities C2/Γ discussed in Chapter 3 through the
double cover of SU(2) over SO(3) [285].) More precisely, they prove that
Z ′GW (t.λ) =
∏
α∈R+
∞∏
k=1
(1− et·αqk)k/2.
Here, α is a positive real root that is mapped to a curve in Y by the complex 3-
dimensional McKay correspondence (roughly it is the push-forward of the map
C2/Γ → C3/Γ˜), where the sum doesn’t include positive roots that are mapped
to zero in homology. Up to the factor 1/2 in the overall power (which is due to
non-compactness), this product equals the part of the Gopakumar-Vafa partition
function (4.47) corresponding to the genus 0 curves in the resolution of the
singularity. In particular, each curve contributes a factor∏
α∈R+
(1− et·α)1/2
semi-classically. From this point of view the dyon counting formula (7.44) seems
to be a generalization of the (quantum) McKay correspondence, where the Car-
tan matrix (7.46) corresponds geometrically to the transverse intersection of
three genus 0 curves in two points. This is illustrated in Fig. 7.8. Indeed, the
corresponding toric diagram (or string web) exactly represents this configura-
tion of curves. It is interesting to find out whether this locus can indeed appear
as a resolved Calabi-Yau singularity. Of course, one might also wonder whether
such an algebra can be extracted from other toric Calabi-Yau’s that are modeled
on a number of compact spheres, and about the relation to wall-crossing.
Figure 7.8: The intersection matrix of a configuration of three 2-spheres, that have self-
intersection number -2 and that intersect each other 2-sphere transversely in two points,
equals the Cartan matrix (7.46).
Chapter 8
Fluxes and Metastability
Over the last years much progress has been made in studying Calabi-Yau com-
pactifications where one turns on extra fluxes, so-called flux compactifications.
Turning on fluxes is a method to lift part of the large degeneracy in the four-
dimensional scalar moduli fields. By now there is strong evidence that there is
a huge number of supersymmetric vacua with negative cosmological constant
in which all scalar moduli are stabilized, the so-called landscape of string the-
ory. Typical constructions start with a warped Calabi-Yau compactification of
type IIB string theory to four dimensions. (In such a compactification the four-
dimensional scale is dependent on the coordinates of the internal space.) Some
of the scalar moduli are stabilized by the addition of fluxes through the compact
cycles of the internal manifold and others by various quantum effects.
Since supersymmetry is broken in the real world, it is necessary to extend the
previous constructions to non-supersymmetric (meta)stable vacua with small
positive cosmological constant to make contact with phenomenology. For this we
need to understand the mechanism of supersymmetry breaking in string theory.
So far several methods of supersymmetry breaking for string vacua have been
proposed, such as the introduction of anti-branes and the existence of metastable
points of the flux-induced potential. The main drawback of these constructions
is that, in most cases, they are not under complete quantitative control.
While the question of supersymmetry breaking should be ultimately understood
in an honest compactification, that is in a theory including gravity in four dimen-
sions, it is technically easier to study simpler systems where the gravitational
dynamics has been decoupled from the gauge theory degrees of freedom. This
typically happens in the limit where a local singularity develops in the Calabi-Yau
manifold. In such a situation all the interesting dynamics related to the degrees
of freedom of the singularity takes place at energy scales much lower than the
four dimensional Planck scale. Assuming that supersymmetry breaking is re-
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lated to these light degrees of freedom, it is then possible to zoom in towards
the singularity and forget about the rest of the Calabi-Yau.
Recently K. Intriligator, N. Seiberg and D. Shih discovered that even simple su-
persymmetric gauge theories can exhibit dynamical supersymmetry breaking in
metastable vacua [286]. From a phenomenological point of view this possibility
is quite attractive. A certain class of gauge theories where supersymmetry break-
ing in metastable vacua can be studied with good control is that of N = 2 gauge
theories perturbed by a small superpotential, initiated by H. Ooguri, Y. Ook-
ouchi and C.-S. Park in [287]. In such theories the exact Ka¨hler metric on the
moduli space is known. This makes it possible to compute the scalar potential
that is produced by the perturbation of the theory by a small superpotential ex-
actly to first order in the perturbation. It was shown that generically there are
metastable supersymmetry breaking vacua generated by appropriate superpo-
tentials. We will refer to this as the OOP mechanism for supersymmetry breaking
in N = 2 theories.
String theory in a local Calabi-Yau singularity realizes geometric aspects of su-
persymmetric gauge theories, see Chapter 4. So also supersymmetry breaking
in these two systems should be related. The first goal in this chapter is to make
this connection more precise by proposing a geometric realization of the OOP
supersymmetry breaking mechanism in type II theory on a local Calabi-Yau sin-
gularity. Starting from a geometrically engineered type II compactification, in
Section 8.2 we introduce the appropriate superpotential as a non-conventional
3-form flux in the non-compact Calabi-Yau threefold. This flux does not pierce
the compact cycles of the local geometry, but instead has support at infinity.1
In Section 8.2.2 we exemplify this with the study of local Calabi-Yau geometries
modeled on a Riemann surface.
In Section 8.3 we turn to the second goal of this chapter: Finding a “natu-
ral” way to generate the supersymmetry breaking flux configurations described
above while starting from a more standard setup. In this process, we also clar-
ify the meaning of flux which has support at infinity and the various subtleties
related to it. The natural interpretation of the flux described in the previous
paragraph emerges once we embed the previous supersymmetry-breaking local
singularity into a bigger IIB compactification with standard flux of compact sup-
port. Section 8.3.2 supplements this general discussion by providing an explicit
demonstration of the factorization limit in the class of local geometries studied
in Section 8.2.2. Matrix model techniques can be used to compute the prepo-
tential in the factorization limit.2 Finally, we finish in Section 8.4 with some
concluding remarks concerning the generalization of our story to other N = 2
1In [288] a related set-up is studied from a different perspective.
2This chapter is a shortened version of [4]. In particular, it doesn’t include the Appendices of [4]
where the prepotential for the Cachazo-Intriligator-Vafa/Dijkgraaf-Vafa geometry is studied using
the dual matrix model.
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contexts, such as M and F -theory compactifications.
Let us start by introducing superpotentials, scalar potentials, metastable vacua
and the OOP mechanism.
8.1 Ooguri-Ookouchi-Park formalism
N = 2 supersymmetry in four-dimensional gauge theories, as introduced in
Section 4.1, can be broken to N = 1 supersymmetry by adding a superpotential
W (φ) to the low energy effective action. The superpotential generates a scalar
potential V (φ) on the complex structure moduli spaceMq of the N = 2 gauge
theory. When the gauge theory is perturbed by just a small superpotential, the
scalar potential is computed by
V (φ) = Gij¯∂iW∂jW,
to lowest order in the perturbation. As an implication not all the vacua parametri-
zed by Mq are equivalent anymore. Furthermore, the value of φ will be stabi-
lized in a local minimum of the scalar potential. So adding a superpotential lifts
the degeneracy in the moduli of φ.
Notice that since the quantum metric Gij¯ is positive definite, the scalar poten-
tial V (φ) ≥ 0. Now, since the Hamiltonian of a supersymmetric theory is an
anti-commutator of the supersymmetry generators, H = {Q†, Q}, the potential
V should vanish for a four-dimensional vacuum that preserves supersymmetry.
This implies that other local minima of V correspond to non-supersymmetric
four-dimensional vacua. When the potential has more than one (local) mini-
mum, there is a probability of quantum tunneling. Such non-supersymmetric
vacua are therefore metastable.
For phenomenological reasons it is very interesting to study the above perturbed
N = 2 gauge theories. In particular, it is important to find out whether there are
choices for the superpotential W such that the scalar potential V admits non-
supersymmetric vacua. This was addressed in [289, 290, 287] and affirmed in
the latter two articles. H. Ooguri, Y. Ookouchi and C.-S. Park observed in [287]
that it is even possible to create a metastable vacuum at any generic point of the
complex structure moduli space of an N = 2 supersymmetric gauge theory by
turning on a suitable small superpotential deformation. Their proof just depends
on the sectional curvature of the quantum moduli space. To create a metastable
vacuum at p ∈ Mq the sectional curvature at p should be positive semi-definite.
This means that for any holomorphic vector field w ∈ TMq the curvature R
satisfies
〈w, R(v, v)w 〉 ≥ 0,
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for all v ∈ (TMq)p. The curvature of special Ka¨hler manifolds, of which the
complex structure moduli space is an example, is indeed semi-positive [287].
If we want to realize a nonsupersymmetric minimum at some point p in the
moduli space, the OOP procedure tells us to first construct holomorphic nor-
mal coordinates around p. Choose any local coordinates Xi near p. Then the
holomorphic Ka¨hler normal coordinates are defined as
Zi = X
′i + G˜ij¯
∞∑
n=2
1
n!
∂i3 . . . ∂in Γ˜ji1i2X
′i1X
′i2 . . . X
′in , (8.1)
where X
′i = Xi − Xi0 and Xi0 = Xi(p) [291, 292, 293]. Furthermore, Γ is a
Christoffel symbol and the tilde ˜ means evaluation at X = X0. We then choose
the superpotential
W = kiZi, (8.2)
with ki ∈ C, consisting of a linear combination of the Zi. Stability can be
demonstrated by expanding V near p
V (Zi) = kik¯j¯G˜
ij¯ + kik¯j¯R˜
ij¯
kl¯
ZkZ¯ l¯ +O(Z3).
Since R is positive definite at generic points p ∈ Mq, the quadratic term in the
above expansion is generically positive. In that case the vacuum at Zi = 0 is
naturally metastable.
As a result, any potential that agrees with (8.2) near Xi0 to cubic order will
engineer a nontrivial vacuum atXi0. For non-genericX0, the curvature may have
a zero eigenvalue in which case higher order agreement with (8.2) is required.
More remarks about the OOP formalism can be found in [294].
8.2 Geometrically engineering the OOP formalism
In string compactifications one can generate scalar potentials by for example
turning on higher dimensional gauge fields across cycles of the internal mani-
fold, inserting D-branes and/or non-perturbative effects. Recent reviews include
[295, 296]. In this section we geometrically engineer the OOP formalism by
turning on fluxes in a type IIB local Calabi-Yau compactification. These fluxes
will however be non-conventionally supported at infinity.
8.2.1 Flux at infinity
Before introducing these fluxes that grow large at infinity, let us review some
general aspects of type IIB flux compactifications.
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In Section 4.3 we summarized how a type IIB Calabi-Yau compactification leads
to an N = 2 supergravity theory in 4d coupled to h2,1 vector multiplets and
h1,1 + 1 hypermultiplets. We discussed how the vector multiplets play an im-
portant role in the geometrical engineering of N = 2 supersymmetric gauge
theories. In this chapter we concentrate as well on the dynamics of the vector
multiplets.
Denote a symplectic basis of 3-cycles on the compact Calabi-Yau threefold X
by {Ai, Bj} with i, j = 0, 1, . . . , h2,1, and denote the periods of the nowhere
vanishing holomorphic (3, 0)-form Ω by Xi and Fj . Remember that the metric
on the complex structure moduli space is special Ka¨hler and the Ka¨hler potential
is given by
K = − log
(
i
∫
Ω ∧ Ω
)
, (8.3)
which is an exact result which does not receive any α′ or gs corrections.
The easiest way to lift the phenomenologically unrealistic moduli space of these
Calabi-Yau compactifications is to turn on fluxes through the compact cycles of
the Calabi-Yau. In type IIB theory we can turn on RR and NS-NS 3-form flux
F3 and H3 through the 3-cycles of the threefold. This generates a Gukov-Vafa-
Witten superpotential for the complex structure moduli [297, 298, 299] given
by
W =
∫
G3 ∧ Ω, (8.4)
where G3 = F3 − τH3 and τ = C0 + i/gs. The scalar potential is computed by
the standard N = 1 supergravity expression3
V = e eK (GabDaWDbW − 3|W |2) ,
where Gab is the metric on the moduli space derived from the Ka¨hler poten-
tial K˜, and where we have introduced the Ka¨hler covariant derivative DaW =
∂aW + (∂aK˜)W .
The F3 and H3 fluxes generate charge for the F5-form via a Chern-Simons cou-
pling in the 10d IIB supergravity action. The F5 flux has nowhere to end, so we
are lead to the tadpole cancellation condition for IIB compactifications
1
l4s
∫
F3 ∧H3 +QD3 = 0,
where QD3 receives positive contribution from probe D3 branes and negative
contribution from induced charge on D7 and orientifold planes.
3In this expression the indices a, b run over complex structure moduli, Ka¨hler moduli and the
axion-dilaton. We denote by eK the total Ka¨hler potential for all moduli and by K, as in (8.3), the
one for the complex structure moduli alone.
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Local limit and flux at infinity
In the limit in which we zoom in to some singularity locus of a compact Calabi-
Yau (see Section 4.3.1) the structure of special geometry described above re-
duces to rigid special geometry, which is relevant for the low energy dynamics
of N = 2 gauge theories. In this case the Ka¨hler potential reduces to
K = i
∫
Ω ∧ Ω, (8.5)
and the Ka¨hler covariant derivative Di reduces to the ordinary derivative ∂i.
As in the compact case, the addition of fluxes to the local Calabi-Yau introduces
a superpotential for the moduli. The dynamics of the Ka¨hler moduli and the
dilaton decouple, and we can concentrate on the normalizable complex structure
moduli. The superpotential is still given by (8.4), but now the scalar potential is
computed by the rigid N = 2 expression
V = Gi∂iW∂jW =
∫
G3 ∧ ∗G3.
Since we are in a noncompact Calabi-Yau it is not necessary to impose the tad-
pole cancellation condition. Instead, the quantity∫
F3 ∧H3
represents the F5 flux going off to infinity and remains constant as we vary the
moduli. We will use this to simplify the potential in the next section.
In most treatments of fluxes in noncompact Calabi-Yau manifolds the assumption
is made that the flux is threading the compact cycles of the singularity and is
going to zero at infinity. As we explained in the introduction the goal of this
chapter is to study the dynamics in the case where the flux is actually coming
in from infinity and is not supported on the compact three-cycles. Of course, in
a local singularity inside a bigger compact Calabi-Yau, what is meant by infinity
is the rest of the Calabi-Yau and we should think of flux coming from infinity as
flux leaking towards the singularity from the other compact cycles.
More precisely, in a noncompact Calabi-Yau threefold we consider the vector
space H3(X) of harmonic 3-forms which do not necessarily have compact sup-
port, so they can grow at infinity. The harmonic 3-forms of compact support
form a linear subspace H3cpct(X) ⊂ H3(X). There is a natural way to define the
complement subspace H3∞(X) ⊂ H3(X) as the harmonic forms with vanishing
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integrals on the compact 3-cycles4. Then we have the decomposition
H3(X) = H3∞(X)⊕H3cpct(X). (8.6)
We will also refer to the forms in H3cpct(X) as harmonic 3-forms with compact
support and to those in H3∞(X) as 3-forms with support at infinity.
Now we want to consider the case where the 3-form field strength that we have
turned on has support at infinity
G3 ∈ H3∞(X),
which means that G3 has zero flux through the compact cycles∫
Ai
G3 =
∫
Bi
G3 = 0.
The intuitive picture that one should keep in mind, is that this flux at infinity
represents usual flux piercing other 3-cycles which are very far away from the
singularity in the big Calabi-Yau. As we will see in more detail in the next section,
in this case and if one zooms into the local singularity it is a good approximation
to treat the flux from the distant 3-cycles as flux which “diverges” at infinity. In
other words both H3∞(X) and H
3
cpct(X) correspond to the usual H
3
cpct(X˜) of the
bigger Calabi-Yau X˜ in which the singularity X develops.
Flux potential
What is maybe more surprising is that the 3-form flux G3 with support at infinity
generates a potential for the complex structure moduli of the singularityX, even
though it is not directly piercing the compact cycles of X, as can be seen from
(8.2.1). Our starting point for the computation of this potential is the energy
stored in the 3-form field
V˜ =
∫
G3 ∧ ∗G3. (8.7)
Since G3 has noncompact support, this is a divergent integral meaning that the
energy of the flux is infinite. This was to be expected and is not really a problem,
since we are interested in the changes of this energy as we vary the sizes of the
3-cycles in the neighborhood of the singularity. We would like to throw away the
4We should clarify that we are not interested in the most general harmonic 3-form with noncom-
pact support, but only in a restricted subset characterized by 3-forms which grow in a “controlled”
way at infinity. This means that we want to consider forms which have at most a “pole” of finite order
at infinity, and not essential singularities. This statement has a nice interpretation in the example
where we have a local Calabi-Yau based on a Riemann surface that we will study later. Another
way to state this restriction is that we will consider harmonic 3-forms on a local Calabi-Yau which
do have a lift to the original Calabi-Yau that we started with before we took the local limit near its
singularity.
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divergent, moduli independent piece of this quantity and keep the finite, moduli
dependent one. A nice way to achieve this is to use the fact that the net F5 form
flux leaking off at infinity, being a topological quantity, has to be kept constant
as we vary the moduli. It is easy to show that we can write∫
G3 ∧G3 = (τ − τ)
∫
F3 ∧H3,
and the left hand side must be constant for the reason we explained. Since it is
a constant we can subtract it from the potential and define
V ≡
∫
G3 ∧ ∗G3 −
∫
G3 ∧G3.
It is easy to show that this is equal to
V =
∫
G−3 ∧ ∗G−3 , (8.8)
where G−3 is the imaginary anti-self dual part of the G3 flux
∗G−3 = −iG−3 .
The expression (8.8) is the finite and moduli dependent piece of the potential
(8.7).
Simplifying the potential
In this subsection we simplify the expression (8.8) for the potential. In general
we have the following relation between the Hodge decomposition and the ∗
operator on a threefold
∗H3,0 = −iH3,0, ∗H1,2 = −iH1,2,
∗H2,1 = iH2,1, ∗H0,3 = iH0,3.
Before we proceed we would like to analyze the relation between the decom-
position (8.6) and the Hodge decomposition. In general we have the following
decomposition5
H3(X) = H3,0∞ ⊕H3,0cpct ⊕H2,1∞ ⊕H2,1cpct ⊕ {c.c.}.
Harmonic forms in Hp,qcpct have compact support, while those in Hp,q∞ do not,
and are chosen to have vanishing A-periods on the compact cycles. (Notice
that a harmonic (p, q)-form cannot have vanishing periods on all compact cycles
5Again, we are only considering a certain subset of all harmonic 3-forms with noncompact sup-
port, as explained in footnote 4.
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unless it is identically zero.) Since we do not want to break supersymmetry
explicitly by the boundary conditions of the system, we want our configuration
to be supersymmetric at infinity, which means that the flux at infinity has to be
imaginary self dual so
G3 ∈ H2,1∞ ⊕H2,1cpct ⊕H1,2cpct. (8.9)
where the subscript ∞ means that we have to consider the elements of the
cohomology with noncompact support. We pick a basis
Ξm ∈ H2,1∞ , Ωi ∈ H2,1cpct
with the following periods∫
Ai
Ξm = 0,
∫
Ai
Ωj = δij ,∫
Bi
Ξm = Kim,
∫
Bi
Ωj = τij ,
(8.10)
where τij is the period matrix of the Calabi-Yau, and Kim are holomorphic func-
tions of the normalizable-complex structure moduli.
The flux has an expansion of the form
G3 = TmΞm + hiΩi + li Ωi. (8.11)
The parameters Tm are fixed by the boundary conditions and have to be kept
constant as we vary the normalizable moduli. We have also assumed that∫
Ai
G3 =
∫
Bi
G3 = 0. (8.12)
which means
Tm
∫
Ai
Ξm + hj
∫
Ai
Ωj + lj
∫
Ai
Ωj = 0
Tm
∫
Bi
Ξm + hj
∫
Bi
Ωj + lj
∫
Bi
Ωj = 0.
(8.13)
The first equation of (8.13) implies that
lj = −hj .
and the second
hi = − 1
2i
(
1
Imτ
)ij
(KjmTm) .
As we explained before, only the imaginary anti-self dual part of the flux G−3 =
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li Ωi contributes to the regularized potential and we have
V =
∫
G−3 ∧G−3
=
1
4
(KimTm)
(
1
Imτ
)ij
(KjnTn) . (8.14)
In this final expression the period matrix τ ij and Kim are functions of the nor-
malizable complex structure moduli, while Tm’s have to be considered as con-
stants which play the role of external parameters. This potential is in general
very complicated and can have local nonsupersymmetric minima for appropriate
choices of the parameters Tm as we will explain later.
Although we do not discuss this here, from the viewpoint of flux compactification
it is a natural generalization to consider fluxes through the compact 3-cycles,
relaxing the condition (8.12). Such flux will make additional contribution to the
superpotential of the form N iFi−αiXi, αi =
∫
Bi
Ω, which cannot be controlled
by external parameters and makes realization of OOP-like vacua more difficult.
Recovering the OOP potential
The potential (8.14) looks familiar. It shares the same basic structure as the
scalar potential that arises when one adds a small superpotential to Seiberg-
Witten theory. This connection can be made even more transparent by noting
thatKim can in general be written as a total derivative with respect to the special
coordinates Xi.
Kim =
∂
∂Xi
κm(Xj), Xi =
∮
Ai
Ω.
One quick way to see this is to use the identity
∫
X
Ξm ∧ ∂iΩ = 0 to derive
Kim ∼
∫
∂X
Λm ∧ ∂iΩ
for a 2-form Λm satisfying dΛm = Ξm on the boundary (at infinity) of X. Be-
cause the divergent contributions to Λm at infinity can be chosen independent
of the dynamical moduli, we can pull the derivative outside of everything.
With this notation, (8.14) takes the standard form
V =
1
4
(
∂Weff(Xk)
∂Xi
)(
1
Imτ
)ij (
∂Weff(Xk)
∂Xj
)
, (8.15)
where
Weff(Xk) = Tmκm(Xk)
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is in fact proportional to the Gukov-Vafa-Witten superpotential induced by the
flux G3. These equations make manifest the relation between our flux-induced
potential (8.14) and that which arises in deformed Seiberg-Witten theory and al-
lows us to utilize the OOP technology of Section 8.1 to engineer supersymmetry-
breaking vacua.
Lifetime of supersymmetry-breaking vacua
Because we have managed to achieve supersymmetry-breaking vacua while freez-
ing all non-normalizable moduli, the energies V0 will in general be finite and in-
dependent of the cutoff scale Λ0 that we use to regulate the local geometry. This
means that our vacua are truly metastable, even within this local model, and can
decay to any of the supersymmetric vacua that exist in these models. Because the
number the supersymmetric vacua is potentially large and their properties quite
model-dependent, it is difficult to make general statements about the lifetime
of our OOP vacua. Nevertheless, we recall here one observation from [287],
namely that the decay rates will in general scale like
e−S with S ∼ (∆Z)
4
V+
, (8.16)
where ∆Z is the distance in field space between the initial and final vacuum
state and V+ is the difference in their energies. By simultaneously scaling all Tm
by a common factor, Tm →  Tm, we can retain our supersymmetry-breaking
vacua while decreasing V+ by the same factor, V+ → V+. In this manner, we see
that, just as with OOP vacua in deformed Seiberg-Witten theory, these OOP flux
vacua can be made arbitrarily long-lived. Because we should really think of the
local Calabi-Yau as sitting inside some larger compact geometry, one important
caveat to this statement of longevity is that the noncompact fluxes Tm in reality
derive from a suitable set of compact fluxes in the full Calabi-Yau. This means
that there will be a series of quantization conditions that must be imposed that
may affect the degree to which they may be tuned.
8.2.2 Local Calabi-Yau examples
In the previous section, we saw that, starting from a compact Calabi-Yau and
taking a decoupling limit, one ends up with a local Calabi-Yau with noncompact
flux with support at infinity, which is nothing but the flux leaking from the rest
of the full Calabi-Yau that have been decoupled, towards “our” local Calabi-
Yau. Furthermore, this noncompact flux induces potential (8.14) for the complex
structure moduli in the local Calabi-Yau. Depending on the noncompact flux,
this potential can be very complicated and create nonsupersymmetric metastable
vacua in the local Calabi-Yau; the OOP mechanism [287] reviewed in Section 8.1
tells us exactly how this can be done.
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In this section we study specific examples of our formalism. Let us start with a
non-compact Calabi-Yau modeled on a Riemann surface, defined by
XΣ : uv −H(x, y) = 0, (8.17)
where x, y can both be variables in C or C∗. Recall that the holomorphic 3-form
of XΣ is given, e.g. for x, y ∈ C, by
Ω =
du ∧ dx ∧ dy
∂H/∂v
=
du
u
∧ dx ∧ dy.
Many important properties of the noncompact Calabi-Yau threefold XΣ have an
interpretation in terms of the underlying Riemann surface Σ. For example, the
compact 3-cycles {Ai, Bj} in XΣ are lifts of compact 1-cycles on Σ, which we
denote by {ai, bj} here. This one-to-one correspondence between 3- and 1-cycles
shows an equivalence between the complex structure moduli on XΣ and Σ.
A basis of (2,1)-forms with compact support on XΣ is given by derivatives of Ω
with respect to the normalizable complex structure moduli: {Ωi = ∂iΩ}. If XΣ
were compact, these derivatives ∂i would be Ka¨hler covariant derivatives Di on
the moduli space. Being noncompact instead, the moduli space is described by
rigid special geometry and, as we saw before, the covariant derivatives simplify
into partial derivatives. Another reduction over the compact 3-cycles in the
Calabi-Yau shows that all these compactly supported (2, 1)-forms Ωi reduce to a
basis of holomorphic 1-forms ωi on Σ. Similarly, (1, 2)-forms ∂iΩ in XΣ reduce
to antiholomorphic 1-forms ωi on Σ. The ωi satisfy the relations
1
2pii
∫
ai
ωj = δij ,
1
2pii
∫
bi
ωj = τij , (8.18)
where τij is the period matrix of Σ.
The relation between the 3-cycles/3-forms on XΣ and the 1-cycles/1-forms on
Σ through the trivial uv-fibration being understood, we can rewrite the various
relations in Section 8.2 in terms of the Riemann surface Σ. First of all, the
holomorphic 3-form Ω of XΣ is easily seen to reduce to a meromorphic 1-form
η = y dx on the Riemann surface in this case [101, 128]. The special coordinates
parametrizing complex structure moduli are
Xi =
1
2pii
∫
ai
η, Fi =
1
2pii
∫
bi
η, (8.19)
and the Ka¨hler potential (8.5) is given by
K = i
∫
Σ
η ∧ η. (8.20)
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Recall that, in the special coordinates {Xi}, the moduli space metric takes a
particularly simple form:
ds2 =
(
∂2K
∂Xi∂Xj
)
dXidXj = (Imτ)ij dXidXj , (8.21)
as can be shown using ∂iη = ωi and the Riemann bilinear relation.
Let us now consider a very small deformation of the system breaking supersym-
metry toN = 1, thus generating a potential V for the moduli. As we saw before,
this can be accomplished by turning on 3-form flux G3 with support at infinity in
the local Calabi-Yau. This flux can be thought of as leaking from the other part
of the full compact Calabi-Yau, which has been frozen in the decoupling limit.
We assume that the decoupling limit is taken consistently with the elliptic fibra-
tion structure; namely, we assume that the noncompact flux is supported at the
asymptotic infinities of Σ, while being compact in the direction of the uv-fibers.
The basis of (2,1)-forms with noncompact support, {Ξm}, in the Calabi-Yau XΣ
descend to meromorphic 1-forms {ξm} on the Riemann surface Σ, satisfying the
relations ∫
ai
ξm = 0,
∫
bi
ξm = Kim, (8.22)
which are reductions of (8.10). Therefore, the 3-form flux G3 with noncompact
support on XΣ, as given in (8.11), descends to a harmonic 1-form flux
g = gH + gA,
gH = Tmξm + hiωi, gA = liωi,
(8.23)
which will have poles at the punctures (or asymptotic legs) of Σ. The 3-form
flux G3 in XΣ induces superpotential (8.4), which reduces to an integral on Σ:
W =
∫
Σ
g ∧ η,
while the associated scalar potential (8.8) reduces to an integral on Σ:
V =
∫
Σ
gA ∧ gA. (8.24)
If we require the condition (8.12) that the flux (8.23) is zero through compact
3-cycles of XSW, which translates into∫
ai
g =
∫
bi
g = 0, (8.25)
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then by reducing the argument we made for general Calabi-Yau’s in the previous
section to the Riemann surface Σ (or simply by borrowing the result (8.14)), we
can rewrite (8.24) in terms of periods on Σ:
V =
1
4
(KimTm)
(
1
Imτ
)ij
KjnT
n. (8.26)
Let us study this potential in more detail for Seiberg-Witten and Dijkgraaf-Vafa
geometries, and make remarks on the gauge theory interpretation of the physics
of these geometries.
Differentials on a hyperelliptic surface
When the underlying Riemann surface is hyperelliptic, say
Σ : y2 = f(x)
where f(x) is a polynomial of degree 2N , there are convenient representations
for {ξm} and {ωi}. Since we will need them later, let us briefly review them
here.
A basis of holomorphic differentials ωi can be constructed by
ωi =
Qi(x)
y
dx =
Qi(x)√
f(x)
dx, (8.27)
where Qi(x) is a polynomial of degree up to N − 2 chosen so that (8.18) holds.
Note that this ωi asymptots to O(x−2)dx when x→∞, ∞˜. This means that it is
regular at x =∞, ∞˜.
On a hyperelliptic surface it is convenient to take the meromorphic differentials
of the second kind, ξm, as
ξm =
Rm(x)
y
dx =
Rm(x)√
f(x)
dx, m ≥ 1. (8.28)
Here, Rm(x) = mxm+N−1 + . . . is a polynomial and the coefficients of xm+N−2,
. . ., xN−1 are chosen so that
ξm = ±
[
mxm−1 +O(x−2)] dx, x ∼ ∞, ∞˜ (8.29)
is satisfied. Note that this ξm has poles at two points, x =∞, ∞˜, instead of one.
The coefficients of xN−2, . . . , x0 are chosen so that (8.22) is satisfied.
The meromorphic differential of the third kind, ξ0, can be defined likewise using
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a polynomial R0(x) = xn−1 + . . . , where the coefficients are chosen so that
ξ0 =
R0(x)
y
dx = ±
[
1
x
+O(x−2)
]
dx, x ∼ ∞, ∞˜
holds and (8.22) is satisfied.
Let us derive a formula that will be useful. By expanding the right hand side of
the trivial identity 0 =
∫
Σ
ωi ∧ ξm by the Riemann bilinear identity, one finds
0 =
∑
j
(∫
aj
ωi
∫
bj
ξm −
∫
aj
ξm
∫
bj
ωi
)
+
∑
p=∞,f∞
∮
p
ωi d
−1ξm
= Kim +
∑
p=∞,f∞
∮
p
ωi d
−1ξm.
Because the behaviors of ωi and ξm at x = ∞ is the same as those at x = ∞˜ up
to a sign, we find that
Kim = −
∑
p=∞,f∞
∮
p
ωi d
−1ξm = −2
∮
∞
ωi d
−1ξm = −2
∮
∞
xmωi. (8.30)
Seiberg-Witten geometries
The SU(N) Seiberg-Witten geometry
XSW : uv −HSW(v, t) = 0, (8.31)
with v ∈ C and t ∈ C∗, is an illustrative example of a local Calabi-Yau threefold.
The underlying Riemann surface ΣSW is a hyperelliptic curve
ΣSW : HSW(v, t) = ΛN
(
t+
1
t
)
− PN (v) = 0 (8.32)
where PN (v) =
∏N
i=1(v−αi) is a polynomial of degree N with the coefficient of
vN−1 being zero. The coefficients of PN (v) are normalizable moduli, while Λ is
a fixed parameter.
The holomorphic 3-form on XSW is ΩSW = duu ∧dv∧ dtt and reduces to ηSW = v dtt
on the Riemann surface ΣSW. For a description of the bijection between 3-cycles
on the local Calabi-Yau and 1-cycles on the Seiberg-Witten curve, we refer to
Section 4.2.2.
The complex structure moduli space is conveniently parametrized by the special
coordinates (8.19), which are conventionally denoted by ai, i = 1, . . . , N − 1 in
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the Seiberg-Witten case
ai =
1
2pii
∫
A1i
ηSW =
1
2pii
∫
A1i
v
dt
t
. (8.33)
(To avoid confusion we denote the 1-cyles in the geometry with capital letters.)
As in (8.21), the moduli space metric takes the special form for these:
ds2 = (Imτij) daidaj . (8.34)
Using ai, the normalized basis of holomorphic 1-forms ωi can be obtained as
follows. Differentiating (8.33) with respect to aj ,
δij =
1
2pii
∂
∂aj
∫
Ai1
v
dt
t
.
Comparing with the first equation in (8.18), this means that
ωi =
∂
∂ai
(
v
dt
t
+ dσ
)
, (8.35)
where the total derivative term dσ is fixed by requiring that ωi = O(v−2)dv as
v →∞. Specifically, this leads to dσ = d(−v log t) and ωi is given by
ωi =
∂
∂ai
(− log t dv) = − ∂PN (v)/∂ai√
PN (v)2 − 4Λ2N
dv.
Although log t may appear problematic because it is not single-valued on the
Riemann surface, its ai derivative is single-valued and does not cause any prob-
lem.
As we discussed in Section 8.2.1, turning on noncompact flux breaks N = 2
supersymmetry to N = 1 by inducing a superpotential. As in (8.23), the 3-form
flux in XSW reduces to a harmonic 1-form
g =
∑
m≥1
Tmξm +
N−1∑
i=1
hiωi +
N−1∑
i=1
liωi. (8.36)
on ΣSW. Under the condition that the compact flux vanishes (8.25), this leads to
the scalar potential (8.26).
We can write the superpotential we are adding to the system in a form that will
be useful later. By manipulating the quantity KjnTn appearing in (8.26),
KjnT
n = Tn
∮
B1j
ξn = −2Tn
∮
∞
vnωj = 2Tn
∂
∂aj
(∮
∞
vn log t dv
)
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= − 2T
n
N + 1
∂
∂aj
(∮
∞
vn+1
dt
t
)
.
Here we used (8.22), (8.30) and (8.35). By examining (8.26), and (8.34) one
sees that the superpotential is given by
WSW =
∑
m
Tmum+1, (8.37)
where we defined
um ≡ 12piim
∮
∞
vm−1ηSW =
1
2piim
∮
∞
vm
dt
t
. (8.38)
So far everything was about geometry. Now let us turn to the gauge theory
interpretation of these. As we mentioned above, the local CY geometry (8.31)
without flux realizes N = 2 Seiberg-Witten theory, with the hyperelliptic curve
(8.32) identified with the N = 2 curve of gauge theory. The special coordi-
nates ai defined in (8.33) correspond to the U(1) adjoint scalars in the IR and
parametrize the Coulomb moduli space. The superpotential (8.37) also has a
simple gauge theory interpretation. To see it, we need the relation between the
vev of the adjoint scalar Φ and the curve ΣSW , given by [300, 301]:
〈Tr dv
v − Φ 〉 =
dt
t
=
P ′N (v)√
PN (v)2 − 4Λ2N
dv.
In other words, um defined geometrically in (8.38) has an interpretation in
gauge theory as follows:
um =
1
m
〈Tr Φm 〉.
From this, one immediately sees that the superpotential (8.37) can be written
as
WSW =
∑
m≥1
Tm
m+ 1
Tr Φm+1 = Tr [W (Φ)], (8.39)
where we defined
W (x) =
∑
m
Tm
m+ 1
vm+1.
In (8.39) Φ is understood as the chiral superfield whose lowest component is
the adjoint scalar.
Therefore, the N = 2 gauge theory perturbed by the single-trace superpotential
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(8.39) corresponds to the geometry (8.31) with the flux g obeying the following
asymptotic boundary condition:
g ∼
∑
m
mTmvm−1 dv = W ′′(v)dv, (8.40)
where we used (8.29). The perturbed N = 2 theory is precisely the system
which was shown in [287, 290] to have nonsupersymmetric metastable vacua if
the superpotential is chosen appropriately. (It was shown in [287] to be possible
to create metastable vacua by a single-trace superpotential of the form (8.39) at
any point in the Coulomb moduli space for SU(2) and at least at the origin of
the moduli space for SU(N).) Therefore, it tautologically follows that the IIB
Seiberg-Witten geometry with flux at infinity also has metastable vacua, if we
tune the parameters Tm appropriately.
As we mentioned above, the IIB Seiberg-Witten geometry is dual to a IIA brane
configuration of NS5-branes and D4-branes which can be lifted to an M5-brane
configuration. In [302] it was shown that a superpotential perturbation cor-
responds in the M-theory setup to “curving” the N = 2 configuration of the
M5-brane at infinity in a way specified by the superpotential. The metastable
gauge theory configuration of [287, 290] was realized as a metastable M5-brane
configuration and its local stability was given a geometrical interpretation. The
above proof of (8.39) is exactly in parallel to the one given in [302] for the M-
theory system. In passing, it is also worth mentioning that the M-theory analysis
of [302] revealed that at strong coupling the nonsupersymmetric configuration
“backreacts” on the boundary condition and it is no longer consistent to impose
a holomorphic boundary condition specified by a holomorphic superpotential,
which is in accord with [303]. Therefore, also in the IIB flux setting, it is ex-
pected that if we go beyond the approximation that the flux does not backreact
on the background metric, nonsupersymmetric flux configurations will backre-
act and it will be impossible to impose a holomorphic boundary condition of the
type (8.36).
Although we do not discuss this here, from the viewpoint of flux compactifi-
cation, it is a natural generalization to consider fluxes through the compact 3-
cycles. Such flux will make additional contribution to the superpotential of the
form eiai+miFi. On the gauge theory side, in the Seiberg-Witten theory, this can
be interpreted as perturbation one adds at the far IR, but its UV interpretation is
not clear [294].
Dijkgraaf-Vafa geometries
Another example of geometries of the type (8.17) is type IIB on
XDV : uv −HDV(x, y) = 0, x, y ∈ C, (8.41)
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where the underlying Riemann surface ΣDV is a hyperelliptic curve
ΣDV : HDV(x, y) ≡ y2 −
[
Pn(x)2 − fn−1(x)
]
= 0 (8.42)
and Pn(x) and fn−1(x) are polynomials of degree n and n − 1, respectively. If
we write
fn−1(x) =
n−1∑
i=1
bix
i,
then the coefficients of Pn(x) as well as bn−1 are non-normalizable and fixed,
while bi, i = 0, . . . , n− 2 are normalizable complex structure moduli. The holo-
morphic 3-form is ΩDV = duu ∧ dx ∧ dy which reduces to
ηDV = x dy
on the Riemann surface ΣDV. The geometry (8.41) was studied by Cachazo,
Intriligator and Vafa (CIV) [304] (see also [305]) in the context of large N
transition [18, 306] and further generalized in [307, 308]. The Dijkgraaf-Vafa
(DV) conjecture [123, 124, 125] was also based on the same geometry. We will
refer to this geometry as the CIV-DV geometry (8.41) or as the Dijkgraaf-Vafa
geometry henceforth.
The structure of the underlying hyperelliptic Riemann surface ΣDV (8.42) is sim-
ilar to the Seiberg-Witten case (8.32); ΣDV is a genus n − 1 surface with two
punctures at infinity. If we represent ΣDV as a two-sheeted x-plane branched
over 2n points, those infinities correspond to x = ∞ on the two sheets. The
coefficients of Pn(x), which are nonnormalizable, determine the position of the
n cuts on the x-plane, while the coefficients of fn−1(x), which are normalizable,
are related to the sizes of the cuts.
The first homology H1(ΣDV) is spanned by n−1 pairs of compact a- and b-cycles
(ai, bj), i, j = 1, . . . , n − 1 with in addition a closed cycle a∞ around one of the
infinities which is dual to the noncompact b-cycle b∞ connecting two infinities.
Because x, y ∈ C, compact a- and b-cycles on ΣDV are all contractible in the
x, y-plane and hence all compact 1-cycles on ΣDV lifts to 3-cycles in XDV with S3
topology.
The special coordinates (8.19) in this case is conventionally denoted by Si, Πi:
Si =
1
2pii
∫
ai
ηDV, Πi =
1
2pii
∫
bi
ηDV, (8.43)
for which, as in (8.21), the moduli space metric takes the special form:
ds2 = (Imτij) dSidSj .
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We can write the basis of holomorphic 1-forms ωi using Si as:
ωi =
∂
∂Si
(−y dx) = ∂fn−1(x)/∂S
i
2
√
Pn(x)2 − fn−1(x)
dx.
Adding flux at infinity works the same as in the Seiberg-Witten case. The Rie-
mann surface ΣDV is hyperelliptic and we take {ξm} and {ωi} to be the ones
given in (8.27) and (8.28). Just like (8.23) and (8.36), the 3-form flux in XDV
reduces to a harmonic 1-form on ΣDV
g =
∑
m≥1
Tmξm +
N−1∑
i=1
hiωi +
N−1∑
i=1
liωi.
Under the condition that the compact flux vanishes (8.25), the 1-form g leads
to the scalar potential (8.26) which, just as we derived (8.37), can be shown to
correspond to the following superpotential:
WDV =
∑
m
TmΣm+1, (8.44)
where we defined
Σm ≡ 12piim
∮
∞
xm−1ηDV =
1
2piim
∮
∞
xm dy. (8.45)
The 1-form ηDV depends on the complex structure moduli Si of the Riemann
surface (8.42). Therefore, by changing the parameters Tm, we can generate a
superpotential which is a quite general function of Si’s. The OOP mechanism
[287] states that, if one tunes superpotential appropriately, one can create a
metastable vacuum at any point of the N = 2 moduli space. Therefore, also for
this Dijkgraaf-Vafa geometry, we expect to be able to create metastable vacua by
appropriately tuning Tm, i.e., flux at infinity. Indeed, at the end of this section
we will demonstrate the existence of metastable vacua in a simple example.
We have been focusing on the case where there is flux at infinity but there
is no flux through compact cycles. However, let us digress a little while and
think about the case where there is flux through compact cycles but there is
no flux at infinity. In this case, the IIB system has a standard interpretation
[304, 305, 123, 124, 125] as describing the IR dynamics of N = 2 SU(N) the-
ory broken to N = 1 by a superpotential W = Tr[Wn(Φ)], W ′n(x) = Pn(x),
with the moduli Si identified with glueball fields. More precisely, if there are
N i units of flux through the cycle ai, where N =
∑
iN
i, then the system cor-
responds to the supersymmetric ground state of SU(N) gauge theory broken to[∏
i SU(N
i)
] × U(1)n−1. It is important to note that this equivalence between
the Dijkgraaf-Vafa flux geometry and gauge theory is guaranteed to work only
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for holomorphic dynamics, or for the F -term. On the geometry side, one is con-
sidering the underlying geometry (8.41) determined by Pn(x) and small flux
perturbation on it. On the gauge theory side, this corresponds to the limit of
large superpotential, where one has no control of the D-term. Therefore, there
is no a priori reason to expect that the D-term of the Dijkgraaf-Vafa geometry,
which governs e.g. existence of nonsupersymmetric vacua, and that of gauge the-
ory are the same, even qualitatively. After all, two systems are different theories
and it is only the holomorphic dynamics that is shared by the two.
Despite such subtlety, it is interesting to ask what is the gauge theory inter-
pretation of adding flux at infinity, in addition to flux through compact cy-
cles. It is known that the curve (8.42) is related to the vev in gauge theory
as [123, 124, 125, 300, 309]:
− 1
32pi2
〈Tr W
2
x− Φ 〉dx = y dx =
√
Pn(x)2 − fn−1(x) dx.
where W2 = WαWα and Wα is the gaugino field. Comparing this with (8.45),
one finds that the quantity Σm defined geometrically in (8.45) has the following
interpretation:
Σm =
1
32pi2
〈TrW2Φm−1 〉.
Therefore the superpotential (8.44) can be written as
WDV =
1
32pi2
∑
m
TmTr [W2Φm] = 1
32pi2
Tr [W2M(Φ)], (8.46)
where we defined
M(x) =
∑
m
Tmxm.
So flux at infinity of the asymptotic form
g ∼
∑
m
mTmxm−1 dx = M ′(x)dx,
corresponds in gauge theory to adding a novel superpotential of the form (8.46).
Again, this correspondence must be taken with a grain of salt, since it holds only
for holomorphic physics.
Note also that flux through compact cycles will induce glueball superpotential
[304] of the form αiSi + N iΠi(S) added to (8.44). Because this part does
not contain tunable parameters such as Tm that can be made very small, it is
difficult, if not possible, to use the OOP mechanism to produce metastable vacua
256 Chapter 8. Fluxes and Metastability
in that case.
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Figure 8.1: Plot of V (τ) in the neighborhood of our engineered OOP minimum at τ = i.
In the situation where there is no flux through compact cycles, we do not have an
interpretation of the system as such an SU(N) theory described above, simply
because N =
∑
iN
i = 0.
In Section 3.2 of [4] we work out a simple example, based on the SU(2) Dijkgraaf-
Vafa geometry
HDV (x, y) = y2 − (P2(x)2 − b0) = 0, with P2(x) = x2 − ∆
2
4
,
with flux at infinity and no flux through compact cycles, where we demonstrate
that we can truly realize metastable vacua in type IIB using the OOP mecha-
nism outlined in the previous section by simply adjusting the parameters Tm.
Choosing τ = i for convenience, we find a metastable vacuum by turning on
T 2 =
885
8
, T 6 = −5832
5∆4
, T 10 =
2400
∆8
.
The corresponding local minimum of the potential is plotted in Fig. 8.1.
8.3 Embedding in a larger Calabi-Yau
In the previous sections we described how we can generate a supersymmetry
breaking potential for the complex structure moduli of a local Calabi-Yau singu-
larity by the introduction of 3-form flux which has support at infinity. Allowing
flux with noncompact support may lead to various conceptual difficulties, such
as the divergence of the total energy density. To clarify these difficulties we
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would like to sketch how such a system can be interpreted as an approxima-
tion of a larger Calabi-Yau threefold with flux of compact support in a certain
factorization limit.
As shown in figure 8.2, the physical idea is to start with a Calabi-Yau manifold
with a set of three-cycles which are isolated from the other three-cycles by a
large distance. We turn on 3-form flux on all cycles except for the isolated set.
While the flux that we have turned on is not piercing the isolated cycles, it does
leak into their region. (This means that the 3-form field strength is nonzero in
the region around the isolated set of 3-cycles, but once integrated over one of
these 3-cycles the integral is zero.) It produces a potential for their complex
structure moduli.
In the limit where the distance between the two sets of cycles of the Calabi-
Yau becomes very large, which we will refer to as the factorization limit, the
flux leaking towards the isolated set will start to look like the flux coming from
“infinity”. In this sense, we manage to embed the scenario considered in the
previous section as a small part of a larger Calabi-Yau with compactly supported
flux.
8.3.1 Factorization
In this section we would like to understand this embedding into a bigger Calabi-
Yau in more detail. Our goal is to see how the potential (8.14) arises starting
from the standard Gukov-Vafa-Witten superpotential for 3-form flux in the larger
Calabi-Yau. For simplicity we will work with a noncompact Calabi-Yau X,
X : uv −H(x, y) = 0,
which is based on a Riemann surface Σ given by H(x, y) = 0.
As we explained before the complex parameters entering the defining equation
of the Riemann surface correspond to complex structure moduli of the Calabi-
Yau. Some of them are non-normalizable and can be considered as external
parameters. We want to tune these parameters to approach the limit where the
surface Σ factorizes into two surfaces ΣL and ΣR connected by long tubes. This
factorization lifts to the entire Calabi-Yau X and divides it into two regions XL
and XR that are widely separated. We introduce 3-form flux G3 of compact
support on the 3-cycles of XR. The superpotential and scalar potential are given
by
W =
∫
G3 ∧ Ω and V = GIJ∂IW∂JW, (8.47)
where the indices I, J run over all complex structure moduli of the total three-
fold X. Using the properties of the Ka¨hler metric GIJ in the factorization limit
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L
I
II
III
Figure 8.2: Factorization idea: In I we start with a generic Calabi-Yau with flux piercing
through some of its 3-cycles, while making the distance between the cycles with and without
flux very large in II. This is seen as flux from infinity in the left sector without compact flux
in III, and generates an OOP-like potential in that sector.
we show that the part of the potential (8.47) which depends on the complex
structure moduli of L is of the form (8.14). Furthermore, we find an under-
standing of the effective value of the parameters Tm.
Geometry of factorization
Let us study the degeneration of a Riemann surface Σ into two components ΣL
and ΣR, depicted in figure 8.3.6 In this factorization data of the full Riemann
surface is expressed in terms of the complex structure of the individual surfaces.
It is well known that in the limit where the length of the tubes L = 1/ goes to
infinity the period matrix of the full surface becomes block diagonal
τ =
(
τLL 0
0 τRR
)
+O () . (8.48)
6In general these components could be connected in a non-trivial way. We restrict our compu-
tations in this section to the case in which they are linked by just one long tube. These should be
easily extendible to more general cases.
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While the off-diagonal components τLR go to zero in the factorization limit, their
subleading behavior is quite important in our analysis since it expresses the weak
interaction between the two sectors. The period matrix τLR can be computed
systematically in an expansion in  from data on each of the two surfaces as we
explain below.
L 1/L
Figure 8.3: Two conformally equivalent ways of viewing the factorization of a Riemann
surface into two parts. Physically though, we should distinguish both points of view, since
particle masses depend on the size of the cycles. Because in our situation no new massless
appears in the factorization limit, the left diagram represents our point of view best.
Technically, we describe the factorization of the Riemann surface with the plumb-
ing fixture method [310]. So consider two Riemann surfaces ΣL and ΣR of genus
gL and gR respectively. On the left surface ΣL we have gL holomorphic differ-
entials ωi, while on the right surface ΣR similarly gR holomorphic differentials
ωi′ . The complex structure of the left surface is determined by the periods of the
holomorphic differentials
1
2pii
∫
ai
ωj = δij ,
1
2pii
∫
bi
ωj = τLLij ,
where τLLij is the period matrix of ΣL, and we choose our definitions similarly
for the right surface.
The plumbing fixture method works after choosing a puncture P on ΣL and P ′
on ΣR. It connects the two surfaces by a long tube of length L which is glued
onto neighborhoods of the punctures P and P ′. More precisely, we pick a local
holomorphic coordinate z around the puncture P such that z(P ) = 0 and a
holomorphic coordinate z′ near P ′ with z′(P ′) = 0. Then we identify points in
these neighborhoods as
zz′ = .
Now we want to compute the period matrix of the full Riemann surface in terms
of complex structure data of the two surfaces. For this we need to understand
how the differentials ωi and ωi′ extend to well-defined holomorphic differentials
on the full surface Σ = ΣL ∪ ΣR/ ∼, where ∼ is the above identification. Let
us first consider how to lift the differential ωi. Around the puncture P it may be
expanded as
ωi =
∞∑
m=1
KPimz
m−1dz,
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where the functions KPim are defined in equation (8.22). Once we write this
in terms of z′ we observe that, as seen from the right surface, the differential
has a Laurent expansion. So ωi will be written as a linear combination of the
meromorphic differentials ξP
′
m of the right surface. A meromorphic differential
has the following expansion around the puncture
ξPm =
(
m
zm+1
+
∞∑
n=1
hPmnz
n−1
)
dz.
Here we have introduced the functions hPmn, which depend on the complex struc-
ture moduli of the surface and the position of P . So in general the differential
ωi will lift to a differential ω˜i on the full surface which can be written as
ω˜i =

ωi +
∞∑
m=1
ximξ
P
m on ΣL,
∞∑
m=1
yimξ
P ′
m on ΣR.
for some coefficients xim and yim. Matching the differential on the two sides we
find the following conditions
xim = −
m
m
∞∑
n=1
yinh
P ′
nm, yim = −
m
m
(
KPim +
∞∑
n=1
xinh
P
nm
)
.
This allows us to compute the cross-period matrix as
τLRij′ =
∫
bj′
ωi =
∞∑
m=1
KP
′
j′myim = −
∞∑
m,n=1
n
n
KPimG
−1
mnK
P ′
j′n,
Gmn ≡ δmn −
∞∑
l=1
n+l
nl
h′mlhln.
(8.49)
From this equation we can read off all order -corrections to the off-diagonal
piece of the period matrix when a surface Σ degenerates.
Also, this procedure gives a clear understanding of the term “flux at infinity”.
We see that the flux at infinity is generated by regular forms on the degenerated
surface, and therefore will at most have finite order poles at the punctures.
Notice that for a Calabi-Yau threefold that is based on a Riemann surface, the
factorization region is described by the deformed conifold geometry
uv + x2 + y2 = , or equivalently uv + zz′ = .
Usually, this is described as a 3-sphere shrinking to zero-size when → 0. How-
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ever, as for the complex 1-dimensional plumbing fixture case we want the two
sectors to be far apart from each other. Therefore we consider the conformally
equivalent setup where the 3-sphere is scaled to be of finite size, while the trans-
verse directions are made very large. The finite size three-sphere reduces to the
cross-section of the tube on the left in figure 8.3, whereas the transverse direc-
tions reduce to the tube-length.
To describe the left and right neighborhoods of the degeneration, we can fix
x =
√
− y2 − uv on the left and x = −
√
− y2 − uv on the right. In the limit
that  → 0 these neighborhoods will not just intersect in a point, but in the
divisor uv+y2 = 0. This is the region where regular forms on the total threefold
will develop poles when the degeneration starts.
Figure 8.4: Turning on flux on the right part of the factorized Calabi-Yau.
Dynamics
Now we consider turning on flux on the threefold. For simplicity we again take a
Calabi-Yau (8.3.1) that is based on a factorized Riemann surface. We turn on 3-
form flux G3 = F3−τH3 which is only piercing the set of A-cycles corresponding
to ΣR, as can be seen in figure 8.4, and write down the corresponding (super)
potential. For regularization issues later, we take two more punctures on the
right surface labeled by ±∞ and turn on some flux α through the noncompact
B∞ cycle running from +∞ to −∞.
A basis of A and B cycles is given by the compact 3-cycles on the left and the
right, together with the lift A∞ of the A-cycle enclosing +∞ and B∞. So the
flux is determined by∫
Ai
G3 = 0,
∫
Ai′
G3 = N i
′
,
∫
A∞
G3 = 0,∫
Bi
G3 = 0,
∫
B′i
G3 = 0,
∫
B∞
G3 = α.
Let us denote the complex structure moduli and their duals by XI and FI , which
are theAI resp.BI periods of the holomorphic 3-form Ω. Here we use the capital
indices I = {i, i′,∞} to run over both the left and the right sides. Then the GVW
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superpotential for the complex structure moduli is given by
W =
∫
G3 ∧ Ω = αX∞ +
∑
i′
N i
′
FRi′ ,
and the corresponding scalar potential by
V =
∑
I,J
GIJ∂IW∂JW.
Since X∞ corresponds to a log-normalizable period and the derivatives in the
above potential just correspond to normalizable modes, the α-factor decouples.
This shows that
V =
∑
i,j,k′,l′
(
Nk
′
τLRk′i
)( 1
Imτ
)ij
LL
(
N l′τLRl′j
)
+
∑
i,j′,k′,l′
Re
[(
Nk
′
τLRk′i
)( 1
Imτ
)ij′
LR
(
N l′τRRl′j′
)]
(8.50)
+
∑
i′,j′,k′,l′
(
Nk
′
τRRk′i′
)( 1
Imτ
)i′j′
RR
(
N l′τRRl′j′
)
.
Thus the total potential is the sum of three terms, which we denote in the obvi-
ous way by V = V1 + V2 + V3.
Next we consider what happens in the limit where the distance L between the
two sets of 3-cycles gets very large. As explained before the period matrices τLL
and τRR remain of order one in this limit and become almost independent of
the moduli XR and XL, respectively.
On the other hand, τLR goes to zero which would make the first term V1 in the
potential vanish in the limit that  → 0, at least if we don’t scale the fluxes N i′
appropriately. Since V1 describes the interaction between the two sides of the
Calabi-Yau, we really want to scale the fluxes N i
′
to go to infinity in such a way
that the term V1 remains finite.
Then it becomes clear that the term V3 of the potential dominates over the other
two contribution to V . This implies that in the limit  → 0 the term V3 should
be minimized first, i.e., ∑
k′
Nk
′
τRRk′i′ = 0, ∀i′,
which is a set of nR equations for the nR moduli xj
′
. The solutions of this system
correspond to supersymmetric vacua for the 3-cycles on the right side. Once we
have fixed all Xj
′
to their supersymmetric values X̂j
′
, we can consider the effect
of the backreaction of the right side to the left. This is purely expressed through
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the potential V1, since the term V2 vanishes as well at the supersymmetric point.
So effectively the potential for the complex structure moduli XiL of the left sur-
face is
V1 =
∑
i,j,k′,l′
(
Nk
′
τLRk′i
)( 1
Imτ
)ij
LL
(
N l′τLRl′j
)
. (8.51)
This may be written as V1 =
∑
i,j ∂iWeff(1/Imτ)
ij
LL∂jWeff, where we define the
effective “superpotential” for the left complex structure moduli as
∂iWeff ≡
∑
k′
Nk
′
τLRk′i .
Comparing with expression (8.49) it is clear that the fluxes on the right should
be scaled in such a way that the coefficients
Tm = m
∑
k′
Nk
′
K ′k′m (8.52)
remain constant. In that situation the effective superpotential is
∂iWeff =
∑
m
TmKim (8.53)
to leading order in , which is precisely of the form (8.14).
Genericity of Potential and Metastable Vacua
Let us summarize what we have demonstrated so far. We started with a large
Calabi-Yau that consists of two parts XL and XR separated by a large distance,
and turned on a large 3-form flux on one of the sides, sayXR. This flux generates
a large potential for the complex structure moduli of XR, which are therefore
set to their supersymmetric minima. The flux on XR is also weakly backreacting
to the other side XL, inducing a small superpotential for the complex structure
moduli of XL. We computed this superpotential in equations (8.3.1) and (8.53)
and found that it is of the form (8.14). The main point is that the side XL only
knows about XR via the parameters Tm given by (8.52).
In this section we discuss two questions. The first is to which degree we can
tune the parameters Tm independently. And the second is whether these Tm’s
can be chosen to realize an OOP supersymmetry breaking superpotential.
As we can see from (8.52), the values of the parameters Tm depend on the
fluxes N l
′
on the cycles of XR and also on the value of the (generalized) period
matrix K ′l′m. The last one depends on the choice of the supersymmetric vacuum
X̂j
′
on the right side. For given large fluxes N l
′
there is a huge number of
supersymmetric vacua, or solutions of equation (8.3.1), with different values of
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X̂j
′
and consequently of K ′l′m. The density of such supersymmetric vacua over
the complex structure moduli space of XR has been studied before [311, 312,
313, 314, 315], and it is believed that the vacua become dense in the moduli
space in the limit where the fluxes are very large.
The coefficients K ′l′m are holomorphic functions over the complex structure
moduli space of XR. So naively one would conclude that when the dimension
of this moduli space is large enough, meaning that the number of 3-cycles in XR
is large, we can always find supersymmetric points where the K ′l′m’s have the
desired values. However the functions K ′l′m are not “generic” and there may be
relations between them which affect the naive counting. We have not analyzed
this problem in detail but we think the following statement is true. Any number
of the Tm’s in the superpotential (8.53) can be tuned by considering a Calabi-
Yau whose right side XR has a sufficiently large number of 3-cycles, and there
will be some supersymmetric vacua with right values of K ′l′m to reproduce the
desired Tm’s to good accuracy.
This claim is made more intuitive by the following physical interpretation of
equation (8.52). Start by turning on fluxes N l
′
on the cycles of XR, which is
based on the Riemann surface ΣR. When reduced on the Riemann surface the
flux looks like the electric field produced by a charge in two dimensions. The
set of fluxes N l
′
resembles a charge distribution on the cycles of the Riemann
surface. To compute the field produced by these charges in the distant region
of the other set of cycles ΣL, one has to consider a multipole expansion. Since
the matrix K ′l′m computes the mth multipole expansion of a charge distributed
along the l′th cycle, the coefficients Tm are exactly the multipole moments of
the charge distribution. In this formulation our first question reads whether we
can arrange a charged distribution to have the desired multipole moments given
by the coefficients Tm. We expect that the answer is positive.
The second question is more subtle. To realize a metastable nonsupersymmetric
vacuum via the OOP mechanism, one has to tune the superpotential in a way
which is determined by properties of the Ka¨hler metric at that point. As we saw
in Section 8.1 one has to tune the coefficients of the effective superpotential
only up to cubic order in an expansion around the candidate metastable point.
Since we have a very large number of parameters Tm at our disposal it seems
that generically we should be able to tune them to generate metastable vacua
at most points on the moduli space. However we do not have a proof of this
statement and it is possible that various relations between the period matrices
and the Ka¨hler metric invalidate the naive counting7.
7This question is similar to whether one can realize the OOP mechanism with a single trace
superpotential for the adjoint scalar in an SU(N) gauge theory. In [287] it was demonstrated that
for SU(2) a metastable vacuum can be generated anywhere on the moduli space by a single trace
superpotential, and for SU(N) at the center of the moduli space. It was not fully analyzed whether
this is possible in generality.
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8.3.2 Example of factorization
In the previous section, we argued, based on the factorization of the Riemann
surface and the Calabi-Yau, that it is possible to embed the nonsupersymmetric
metastable vacua we found in Section 8.2.2 in a “larger” Calabi-Yau, the idea
being that the flux threading compact cycles on one side of the Calabi-Yau looks
like flux coming from infinity from the viewpoint of the other side of the Calabi-
Yau. In this section, we will discuss the Dijkgraaf-Vafa geometries
ΣDV : y2 = Pn(x)2 − fn−1(x), Pn(x) =
n∏
I=1
(x− αI), (8.54)
as an example where our proposal can in principle be implemented, and make
some steps towards actually confirming our proposal.
Factorization in practice
Remember that the αI ’s are non-normalizable parameters which represent the
positions of the cuts on the x-plane, while the coefficients in fn−1(x), or equiva-
lently variables SI defined in (8.43), are normalizable (or at least log-normalizable)
and hence are dynamical variables describing the size of those cuts. Therefore,
in this Dijkgraaf-Vafa case (8.54), αI are the parameters we want to adjust in
order to approach the factorization limit where ΣDV degenerates into two sub-
sectors.
So, what we should do is clear: we divide the n cuts into two parts as n =
nL + nR, the ones on the left indexed by i and on the right by i′, and send these
two groups apart from each other by a large factor L = 1/ so that
αi − αi′ = O(L) (when L→∞).
In the L→∞ limit, the left and right sides will be very far apart and the factor-
ization we discussed in the previous section must be achieved. For example, the
period matrix of the total Riemann surface must diagonalize as in (8.48) up to
1/L correction.
There is one thing we should be careful about when taking the L → ∞ limit. If
we try to separate the two sets of cuts by naively taking the typical difference
between αi and αi′ to be of order L while keeping the size of the cuts fixed, then
a simple estimate of the scaling of SLi , S
R
i′ using (8.43) shows that the physical
size of the 3-cycles in the Calabi-Yau blows up. What we want instead is to end
up with two sets of 3-cycles of finite size, separated by a large distance, so that
we are left with nontrivial dynamics of SLi , S
R
i′ . To achieve this we must also
scale the size of the cuts, as we send L→∞. Let xL and xR be local coordinates
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in the left and right sectors, respectively, and set
x˜L = LrxL, x˜R = Lr
′
xR, (8.55)
where
r =
nR
nL + 1
, r′ =
nL
nR + 1
.
Then, from (8.43), it is not difficult to see that we can keep SLi , S
R
i′ finite if
we keep x˜L, x˜R finite while taking the L → ∞ limit. A similar rescaling of
local coordinates must be also necessary when taking a factorization limit in any
other examples than (8.54).
Computation of Period Matrix
In the Dijkgraaf-Vafa geometry (8.54), the period matrix is given by
τIJ =
∂2F0
∂SI∂SJ
, (8.56)
Here, F0 is the B-model prepotential, which by the Dijkgraaf-Vafa relation [123,
316] is related to matrix models. The precise way to scale various quantities to
take the factorization limit being understood, it is in principle possible to confirm
our proposal for the Dijkgraaf-Vafa geometry using (8.56). For doing that, it is
important to be able to compute the prepotential F0 for a large number of cuts
n. The results from Section 8.2.2 show that generating a metastable vacuum
requires quite a lot of coefficients Tm. Since we roughly need the same number
of cuts on the right as the number of tuned Σm’s on the left, the total Riemann
surface must have quite a large number of cuts. So, in this subsection we will
explain the way to compute F0 and thus τIJ for an arbitrary n.
For Dijkgraaf-Vafa geometries (8.54) the prepotential F0 may in fact be com-
puted for any number of cuts n in a number of ways. The most direct way is
evaluating the period integrals on the hyperelliptic curve. This has been done
up to cubic order in SI in [317]. Duality with a U(N) matrix model [123, 316]
Z = exp
[ ∞∑
g=0
g2g−2s Fg(S)
]
=
∫
dN
2
Φ exp
[
1
gs
TrW (Φ)
]
,
where the matrix model action is given by
W ′(x) = Pn(x) =
n∏
I=1
(x− αI)
makes this computation quite a bit simpler. Let us quickly show this argument
[316].
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The field Φ is an N × N matrix. Say N I eigenvalues of Φ are placed at the
critical point x = αI and divide the matrix Φ into N I × NJ blocks ΦIJ , where∑n
I=1N
I = N . One can go to the gauge ΦIJ = 0 for I 6= J by introducing
fermionic ghosts in the matrix model action. This produces the following extra
term in the action, where ΦI ≡ ΦII :
Wghost =
∑
I 6=J
Tr(BJIΦICIJ + CJIΦIBIJ).
To write down Feynman diagrams, we expand ΦI around x = αI as ΦI = αI+φI .
A Taylor series of W (ΦI) = W (αI + φI) around αI yields the propagator and
p-vertices for φI . In particular, this shows that the propagator for φI is given by
〈φIφI〉 = 1
W ′′(αI)
=
1
∆I
,
where ∆I = W ′′(αI) =
∏n
J 6=I αIJ . Moreover, expanding the ghost action deter-
mines the ghost propagator to be
〈BJICIJ〉 = 1
αIJ
,
and gives the Yukawa interactions between φI , BJI and CIJ .
The contribution to the prepotential F0 of order three in the SI ’s is given by
planar diagrams with three holes, see Fig. 8.5. Writing down the expressions
gI,3 and gI,4 in terms of α’s and ∆’s shows that
F0,3 =
n∑
I=1
uIS
3
I +
n∑
I 6=J
uI;JS
2
ISJ +
n∑
I<J<K
uIJKSISJSK ,
where
uI =
2
3
(
−
∑
J 6=I
1
α2IJ∆J
+
1
4∆I
∑
J<K
J,K 6=i
1
αIJαIK
)
,
uI;J = − 3
α2IJ∆I
+
2
α2IJ∆J
− 2
αIJ∆I
∑
K 6=I,J
1
αIK
and
uIJK = 4
(
1
αIJαIK∆I
+
1
αJIαJK∆J
+
1
αKIαKJ∆K
)
.
In appendix D of [4] we discuss the generalization of this result to higher order
in SI . In particular, we compute F0 up to S5 terms.
268 Chapter 8. Fluxes and Metastability
I I I I I I I I I1/6 1/6 1/8
-1/4 1/2 1/2
= + +
J I I J I I+ -
I J K+
I I J
SI
J K
{ }
{ }
SS SI
JSSI2
3
Figure 8.5: The contribution to F0,3 given in terms of matrix diagrams. Gray double lines
represent φI fields, while black-and-gray double lines represent BC ghosts.
Scaling of Period Matrix
The method explained in Section 8.3.2 allows one in principle to compute the
period matrix to any order in SI for general Dijkgraaf-Vafa curves (8.54). Then
the factorization limit can be achieved simply by taking the L → ∞ limit of
the result and one can start looking for metastable vacua. In this subsection,
as a step towards it, let us pursue a more modest goal of seeing the factorized
behavior of the period matrix, (8.48).
The form of the scaling can be elegantly derived for any possible contributing
matrix model diagram to F0. First note that ∆i scales as L2r as L → ∞, and
∆i′ as L2r
′
. All propagators with indices from either side of the surface have
an expansion in terms of αIJ ’s and ∆I ’s, and thus a scaling in L which is easy
to determine. The total scaling of a planar diagram with an arbitrary number
of these elements turns out to depend just on the number of ghost vertices that
connect the left side to the right side. It is given by
1
L(1+r)Nii′+(1+r′)Ni′i
, (8.57)
where Nii′ is the number of ghost vertices with external ghost lines indexed by
(i, i′) and the external φ-line by (i, i). Note that in deriving this we assumed the
scaling (8.55) and thus SiL, S
i′
R are of order one.
This shows that a diagram with only indices on the left (or on the right) will
be of order 1 in L. Since such diagrams contribute to the period matrix τij (or
τi′j′), this shows that the period matrix is of order 1 in L, with corrections in 1/L
from diagrams that contain at least two loops indexed by i and j. On the other
hand, the off-diagonal pieces of the period matrix τii′ and τi′i contain at least
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one ghost cross-vertex with indices i and i′. These parts will therefore scale at
least as 1/L. In particular, for large L the properties of the full Riemann surface
Σ are determined by those of the two factors ΣL,ΣR, and the period matrix τIJ
indeed diagonalizes as in (8.48).
Having checked the diagonalization (8.48), the problem of actually finding an
example of a metastable vacuum then just amounts to solving equation (8.52)
together with (8.3.1) using the data from matrix model, for Tm giving a meta-
stable vacuum. Solving these equations is nontrivial, since the relation between
the flux parameters N i
′
on the right and the coefficients in the superpotential
Tm we want on the left are non-linear, although we expect that the solutions do
exist by the multipole argument we gave in Section 8.3. We leave matrix model
computations up to requisite orders as well as finding the actual metastable
vacua by solving those equations for the future work.
8.4 Concluding remarks
Summarizing, we found that turning on flux with support at infinity in local
Calabi-Yau in type IIB induces a superpotential for the moduli in the local Calabi-
Yau, thus breaking N = 2 of the Calabi-Yau compactification down to N = 2.
Then we demonstrated that one can create metastable vacua by tuning the flux
at infinity using the OOP mechanism, using a Dijkgraaf-Vafa (CIV-DV) geometry
as a primary example. The metastable vacua known to exist [287, 290] in per-
turbed Seiberg-Witten theory can also be understood in terms of metastable flux
configuration.
Flux diverging at infinity may appear problematic, but in reality a local Calabi-
Yau must be regarded as a local approximation of a larger compact Calabi-Yau
and the flux at infinity has a natural interpretation there; there is flux floating
around in the rest of the Calabi-Yau, which “leaks” into our local Calabi-Yau
and just appear to be coming in from infinity. This, furthermore, motivates a
more natural setting to realize metastable flux vacua: in a part, say on the right
side, of the full Calabi-Yau X, there are some 3-cycles threaded by flux (and
possibly O-planes to cancel net charge if X is compact) and on the left side
there are some 3-cycles without flux through them. If the distance between
the left and right sectors is large, the full Calabi-Yau X factorizes into an almost
decoupled system ofXL andXR, and the flux inXR appears to be flux at infinity
from the viewpoint of XL and induces superpotential in XL. By adjusting the
number of fluxes inXR, we can tune the superpotential and generate metastable
vacua in XL. This is a very well controlled setting to analyze flux vacua, which
may shed light on the structure of the nonsupersymmetric landscape of string
vacua. We also made some steps toward actually embedding metastable vacua
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in a larger Calabi-Yau as sketched above in the case of Dijkgraaf-Vafa geometry
by computing certain matrix model amplitudes. Actually finding explicit vacua
along that line is an interesting open problem.
Note that we needed just two main ingredients to achieve this result: Firstly,
the OOP mechanism requires that the complex structure moduli space is special
Ka¨hler. Secondly, it is important that the generated Gukov-Vafa-Witten super-
potential is very much controllable by tuning the flux. This means that we can
generalize the above story to any setting which fulfills these two requirements.
Other possibilities therefore include M-theory and F-theory on Calabi-Yau four-
folds [318, 298]. Let us finish by saying a few words on these two setups.
Compactifying M-theory on a Calabi-Yau fourfold X4 with fluxes yields a three-
dimensional low energy theory with 4 supercharges. The complex structure
moduli of the Calabi-Yau are part of the chiral supermultiplets and are described
by variations of the holomorphic (4, 0)-form Ω. In the local limit where the
fourfold becomes noncompact, the Ka¨hler potential on the moduli space is given
by
K =
∫
X4
Ω ∧ Ω, (8.58)
so that the metric on the moduli space is indeed special Ka¨hler. Moreover, it
is well-known that the complex moduli may be stabilized by turning on 4-form
flux F4, which introduces the superpotential
W =
∫
X4
F4 ∧ Ω.
The condition for unbroken supersymmetry is W = dW = 0, so that F4 has to
be a (2, 2)-form. Stabilizing the Ka¨hler moduli as well requires that the flux is
primitive under the Lefschetz decomposition (and in particular self-dual). Turn-
ing on primitive (2, 2) flux on some compact 4-cycles, we can now follow an
equivalent procedure as in IIB.
M-theory compactified onX4 is equivalent to compactifying F-theory onX4×S1,
at least if X4 is an elliptically fibered Calabi-Yau. This leads to a four-dimensio-
nal space-time with 4 supercharges. So again, the Ka¨hler potential is given by
(8.58), and the flux F4 is a primitive (2, 2)-form. The relation with IIB consis-
tently reduces F4 to a harmonic (2, 1)-flux G3. The extra seven-branes that must
be inserted in IIB when reducing over a singular T 2 do not contribute to the
superpotential and thus don’t play an important role here.
In particular, consider as an example the local Calabi-Yau fourfold
u2 + v2 + w2 +H(x, y) = 0,
where all variables are C (or C∗) valued, and F (x, y) defines a smooth curve in
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the x, y-plane. Its holomorphic four-form is given by
Ω =
du ∧ dv
w
∧ dx ∧ dy.
The u, v, w–fiber defines a two-sphere over each point in the x, y-plane, which
shrinks to zero-size over the curve H(x, y) = 0. (Like in the Calabi-Yau threefold
case, the real part of H(x, y) changes sign when crossing the Riemann surface.
This flop changes the parametrization of the compact S2 in the T ∗S2-fiber from
a “real” S2 into an “imaginary” S2.) Four-cycles can be constructed as an S2
fibration over some disk D ending on the curve and have the topology of a four-
sphere (when x and y ∈ C). Notice that the intersection lattice is symmetric now
and not simply symplectic anymore, so that the bilinear identity takes a more
complicated form. However, like in the threefold case all relevant quantities
reduce to the Riemann surface, and the analysis is similar as before.

Appendix A
Level-rank duality
The affine algebras ŝu(N)k and ŝu(k)N are related by the so-called level-rank
duality [66, 87, 319, 83, 88], which maps to each other orbits of their irreducible
integrable representations under outer automorphism groups. Let us explain this
in more detail. The Dynkin diagram of ŝu(N)k consists of N nodes permuted in
a cyclic order by the outer automorphism group ZN . This also induces an action
on affine irreducible integrable representations. There are
(N + k − 1)!
(N − 1)! k! (A.1)
such representations of ŝu(N)k, which can be identified in a standard way with
Young diagrams ρ with at most N − 1 rows and at most k columns. We denote
the set of such diagrams by YN−1,k. In particular, the generator of the outer
automorphism group σN , the so-called basic outer automorphism, has a simple
realization in terms of a Young diagram ρ = (ρ1, . . . , ρN−1) corresponding to a
given integrable representation. The action of σN amounts to adding a row of
length k as a first row of ρ, and then reducing the diagram, i.e. removing ρN−1
columns which acquired a length N (so that indeed σN (ρ) ∈ YN−1,k),
σN (ρ1, . . . , ρN−1) = (k − ρN−1, ρ1 − ρN−1, . . . , ρN−2 − ρN−1). (A.2)
It follows that σNN (ρ) = ρ, as expected for ZN symmetry. All N irreducible
integrable representations related by an action of σN constitute an orbit denoted
as [ρ] ⊂ YN−1,k. As an example, the Z4 orbit generated from ŝu(4)3 irreducible
integrable representation corresponding to a diagram ρ = (2, 1) ∈ Y3,3 is given
by
→ → →
274 Appendix A. Level-rank duality
The number of such ZN orbits is given by (A.1) divided by N . For both ŝu(N)k
and ŝu(k)N this number is the same, therefore a bijection between orbits of
their integrable irreducible representations exists. The level-rank duality is a
statement that for ŝu(N)k orbit represented by a diagram ρ ∈ YN−1,k there is a
canonical bijection realized as
YN−1,k ⊃ [ρ] = {σjN (ρ) | j = 0, . . . , N − 1} 7→
7→ {σak(ρt) | a = 0, . . . , k − 1} = [ρt] ⊂ Yk−1,N , (A.3)
where t denotes a transposition and a diagram ρt should be reduced (i.e. all
columns of length k should be removed if ρ1 was equal to k).
The level-rank duality can also be formulated in terms of the embedding
û(1)Nk × ŝu(N)k × ŝu(k)N ⊂ û(Nk)1.
The û(Nk)1 affine Lie algebra can be realized in terms of Nk free fermions, so
that their total Fock space F⊗Nk decomposes under this embedding as
F⊗Nk =
⊕
ρ
U‖ρ‖ ⊗ Vρ ⊗ V˜eρ, (A.4)
where U‖ρ‖, Vρ and V˜eρ denote irreducible integrable representations of û(1)Nk,
ŝu(k)N , and ŝu(N)k respectively. In the above decomposition only those pairs
(ρ, ρ˜) arise, which represent orbits mapped to each other by the duality (A.3).
For a given ŝu(N)k orbit [ρ] represented by ρ, these pairs are therefore of the
form (σjN (ρ), σ
a
k(ρ
t)), where σN and σk are appropriate outer automorphism
groups. The U(1) charge corresponding to such a pair is ‖ρ‖ = (|ρ| + jk +
aN) mod Nk, where |ρ| is the number of boxes in the Young diagram ρ. With
such identifications, the decomposition (A.4) can be written in terms of charac-
ters as [88]
χbu(Nk)1(u, v, τ) = (A.5)∑
[ρ]⊂YN−1,k
N−1∑
j=0
k−1∑
a=0
χ
bu(1)Nk
|ρ|+jk+aN (N |u|+ k|v|, τ) χcsu(N)kσjN (ρ) (u, τ)χcsu(k)Nσak(ρt) (v, τ).
Here u = (uj)j=1...N are elements of the Cartan subalgebra of u(N), |u| =
∑
j uj
and u denotes the traceless part. Similarly v = (va)a=1...k are elements of Cartan
subalgebra of u(k). χcsu(N)kρ (u, τ) are characters of ŝu(N)k at level k for an
integrable irreducible representation specified by a Young diagram ρ, and χbu(1)Nj
characters are defined as
χ
bu(1)N
j (z, τ) =
1
η(q)
∑
n∈Z
q
N
2 (n+j/N)
2
e2piiz(n+j/N)
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for q = e2piiτ .
As an example of a decomposition (A.4) let us consider the case of û(1)12 ×
ŝu(4)3 × ŝu(3)4 ⊂ û(12)1, with N = 4 and k = 3. From (A.1) we deduce there
are 5 orbits of outer automorphism groups Z4 and Z3. Let us consider ŝu(4)3
integrable representation related to a diagram ρ = , and the corresponding
ŝu(3)4 diagram ρt = . The two orbits under σ4 and σ3 are shown respectively
in the first row and column of a table below. All 12 pairs of representations
appear in the decomposition (A.4) with û(1)12 charges given in the table. Note
that acting with σ4 takes us to another pair of weights given by a step to the
right in the table, and increases û(1)12 charge by 3 (modulo 12). The action of
σ3 takes us a step to the bottom in the table and increases û(1)12 charge by 4
(modulo 12). Of course the same table is generated when we build it starting
from any other element of these two orbits.
→ → →
1 4 7 10
↓
5 8 11 2
↓
9 0 3 6
Pairs of ŝu(4)3 × ŝu(3)4 integrable weights with the same fixed û(1)12 charge,
arising in the decomposition of û(12)1, are easily found if all 5 such tables of
orbits are drawn. For example for charge 0 we then get
• ⊗ • + ⊗ + ⊗ +
+ ⊗ + ⊗ .
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Samenvatting
In de Euclidische meetkunde bekijkt men rechte oppervlakken zoals die links
in Fig. 1.1. Sinds de 19e eeuw bestuderen wiskundigen echter ook gekromde
oppervlakken, zoals de bol, ge¨ıllustreerd rechts in deze figuur. Meetkunde op de
bol is anders dan op een vlak: de hoeken van een driehoek tellen niet op tot 180
graden, maar meer! Dit is een teken dat de ruimte niet vlak is, maar gekromd.
Algemenere gekromde oppervlakken zijn als eerste bestudeerd door B. Riemann
en worden Riemannoppervlakken genoemd. Door te doen alsof zo’n oppervlak
van rubber is, en geleidelijke vervormingen toe te staan, kan een Riemannop-
pervlak beschreven worden door het aantal handvaten in het oppervlak. De bol
heeft bijvoorbeeld geen handvaten. Fig. 1.2 toont twee Riemannoppervlakken
met handvaten, die veelvuldig voorkomen in dit proefschrift.
In de natuur vinden we veel van zulke gekromde ruimten, zoals het oppervlak
Figuur 1.1: Links een meetkundig vlak, gedefinieerd door de lineaire vergelijking x = y.
Op elk punt in dit vlak kun je twee richtingen uit. Het vlak is dus een 2-dimensionaal deel
van het 3-dimensionale (x, y, z)-assenstelsel. Bovendien zijn die twee richtingen overal op
het vlak hetzelfde.
Rechts een bol, gedefinieerd door de kwadratische vergelijking x2 +y2 +z2 = R2, waarbij R
de straal van de bol is. De hoeken van de gearceerde driehoek tellen op tot iets meer dan 180
graden. Op ieder punt van de bol kun je twee richtingen uit, zodat ook de bol 2-dimensionaal
is. Die twee richtingen veranderen echter als je naar een ander punt op de bol beweegt.
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Figuur 1.2: Twee voorbeelden van Riemannoppervlakken: links een Riemannoppervlak in
de vorm van een donut — dit wordt een torus genoemd — en rechts een oppervlak met twee
handvaten.
van de aarde. Sterker nog, A. Einstein ontdekte dat de ruimte waarin we leven
in een diepere zin gekromd is. Om dit te beschrijven bracht hij ruimte en tijd
onder e´e´n noemer. Grofweg wordt deze zogenaamde ruimte-tijd gegeven door
een 4-dimensionaal assenstelsel dat verandert als we van de ene naar de andere
plaats reizen. Net als op de bol. De kromming is het grootst in de buurt van
grote massa’s zoals sterren en zwarte gaten. Fig. 1.3 is hier een illustratie van.
Snaartheorie probeert eigenschappen van ons universum te beschrijven door
naar nog hoger-dimensionale gekromde ruimten te kijken. Die ruimten hebben
meestal 10 dimensies, waarvan 1 tijd-richting. Oftewel, je kunt in 9 verschil-
lende richtingen reizen die allemaal loodrecht op elkaar staan. De relatie met
onze wereld kan dan gemaakt worden door zes van die dimensies heel klein te
maken, zodat je ze bijna niet ziet. Zie Fig. 1.4 voor een illustratie. Alhoewel het
moeilijk is die kleine dimensies te meten, zijn ze wel degelijk belangrijk voor de
natuurkunde in onze wereld. Ze worden bestudeerd om oplossingen te vinden
voor allerlei raadsels waarmee natuurkundigen geconfronteerd worden.
Een van de grootste raadsels is het vinden van een goede beschrijving van
zwaartekracht op heel kleine lengteschaal. Sinds het begin van de vorige eeuw is
bekend dat op afstanden kleiner dan de grootte van een atoom de kwantumme-
chanica een rol speelt. In deze theorie kunnen afstand en snelheid niet gelijktij-
dig exact bepaald worden, en zijn grootheden die continu lijken, zoals energie,
opgebouwd uit discrete pakketjes, de kwanta. Om de zwaartekracht op kleine
schaal te kunnen begrijpen, hebben we een kwantummechanische beschrijving
Figuur 1.3: Een 2-dimensionale voorstelling van de kromming van de ruimte-tijd nabij een
zwaar object in de ruimte.
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Figuur 1.4: Als de straal R van een cylinder heel klein wordt, zijn de cylinder en een rechte
lijn moeilijk van elkaar te onderscheiden.
van Einsteins theorie nodig. Dit blijkt echter erg moeilijk te zijn.
Een andere formulering van dit probleem is dat we een beschrijving van de
natuur proberen te vinden waarin we alle vier de fundamentele krachten—
electromagnetische kracht, sterke en zwakke kernkracht en zwaartekracht—
verenigen. Het zogeheten standaardmodel unificeert de eerste drie van deze
krachten, in het kader van de kwantummechanica. Maar de vierde kracht,
gravitatie, wil niet zo meewerken. Dit staat een beschrijving in de weg van
de meest fundamentele vraagstukken in het heelal, bijvoorbeeld de vraag naar
het ontstaan van het heelal.
Snaartheorie is een van de beste kandidaten om inzicht te verkrijgen in deze
fundamentele vraagstukken. Vermoedelijk beschrijft deze theorie alle vier de
krachten. Maar tegelijkertijd is ze veelomvattend en ingewikkeld. Hoewel we
al ontzettend veel over snaartheorie weten, is dat nog lang niet genoeg om de
hele theorie te doorgronden. Dit proefschrift zet een paar kleine stapjes in deze
richting.
Belangrijk om te weten is dat we nog niet kunnen meten aan snaartheorie.
De theorie is dus volledig gebouwd op fysische argumenten en een heleboel
wiskunde. Dit heeft als voordeel dat er een actieve interactie is met allerlei
takken van de wiskunde. Snaartheorie blijkt interessante wiskundige vermoe-
dens te genereren en nieuwe verbindingen tussen verschillende subdisciplines
te leggen. Dit proefschrift speelt ook daar op in.
In dit proefschrift bestuderen we snaartheorie op een 10-dimensionale ruimte
die we onderverdelen in de 4-dimensionale ruimte-tijd en een 6-dimensionale
interne ruimte. Om precies te zijn bestuderen we interne ruimten die zoge-
naamde Calabi-Yau varie¨teiten vormen, en wel Calabi-Yau varie¨teiten die ge-
modelleerd zijn in termen van een Riemannoppervlak. Dit Riemannoppervlak
vormt een rode draad door het proefschrift.
Eigenlijk hadden we iets nauwkeuriger moeten zijn bij het definie¨ren van Rie-
mannoppervlakken: het zijn een speciaal soort oppervlakken die er lokaal uitzien
als het complexe vlak, met coo¨rdinaten x+iy, waarbij i2 = −1. Een Riemannop-
pervlak wordt daarom ook wel een complexe of algebra¨ısche kromme genoemd.
Op Calabi-Yau varie¨teiten die gemodelleerd zijn op een Riemannoppervlak, kun-
nen we met behulp van snaartheorie partitiefuncties uitrekenen. Een voorbeeld
van een relatief eenvoudige, maar toch interessante partitiefunctie, die we aan-
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duiden met Z(τ), is
Z(τ) = e−piiτ/12
∞∏
n≥1
1
(1− e2piiτn) .
De variabele τ neemt waarden aan in de bovenste helft van het complexe vlak. In
de wiskunde staat de functie Z(τ) vooral bekend om zijn mooie eigenschappen
onder transformaties van zijn argument τ . De functiewaarde blijft namelijk bijna
hetzelfde wanneer τ naar −1/τ gestuurd wordt:
Z(−1/τ) = 1√−iτ Z(τ)
Deze symmetriee¨n hebben tevens een interessante fysische interpretatie. Om dit
kort uit te leggen, beginnen we met een reeks-ontwikkeling van de partitiefunc-
tie Z(τ). Oftewel, we schrijven het product als een oneindige som:
Z(τ) = q−1/24
(
1 + q + 2q2 + 3q3 + 5q4 + . . .
)
,
Hier hebben we voor de bondigheid q = e2piiτ gedefinieerd. De puntjes verwij-
zen naar alle termen qk met een macht k groter dan 4. Het grappige is dat deze
reeks grafisch ge¨ınterpreteerd kan worden, zie Fig. 1.5.
Figuur 1.5: In deze reeks voor de partitiefunctie Z(τ) geeft het aantal diagrammen met k
vierkantjes de numerieke factor voor de term qk aan. Dat is er dus eentje voor q, twee voor
q2, drie voor q3, vijf voor q4, enzovoorts.
Deze diagrammen met vierkantjes moeten aan een aantal regels voldoen. Als je
een rechte hoek met het midden op de grond zet, zoals in Fig. 1.6, moeten ze te
verkrijgen zijn door vierkantjes in deze wig te laten vallen.
De fysica achter deze reeks heeft te maken met de kleinst mogelijke deeltjes.
Die zijn er namelijk maar in twee soorten: bosonen en fermionen. Bosonen
willen zich graag in dezelfde toestand bevinden, terwijl de fermionen dit nooit
zullen doen. Een van de simpelste kwantum-systemen beschrijft fermionen op
een cirkel. Hun energiee¨n nemen discrete (oftewel kwantum-) waarden aan.
Een bepaalde toestand van dit systeem wordt dan beschreven door aan te geven
welke energietoestanden bezet zijn door een fermion. Omdat de fermionen in
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Figuur 1.6: Deze figuur laat een iets algemener diagram zien in de reeksontwikkeling van
Z(τ) in Fig. 1.5; omdat dit diagram uit tien vierkantjes bestaat komt het pas tevoorschijn
bij de term q10. Elk zo’n diagram kun je op een unieke manier afbeelden naar een toestand
van fermionen. In de bovenstaande figuur bepalen de donkere en lichte rechthoekjes in
het diagram welke energietoestanden op de getallenlijn wel of resp. niet bezet zijn. Op de
getallenlijn indiceren de donker gekleurde rechthoekjes de ingenomen energietoestanden.
dit systeem nooit dezelfde energie zullen hebben, is zo’n energietoestand o´f on-
bezet, o´f bezet door een enkel fermion. De totale toestand van het systeem kan
daarom gevisualiseerd worden door een getallenlijn, waarop bij elk geheel getal
wordt aangegeven of er wel of geen fermion zit.
Nu blijken alle diagrammen in Fig. 1.5 op een unieke manier af te beelden naar
zo’n fermionische toestand, zoals ge¨ıllustreerd in Fig. 1.6. De partitiefunctie
Z(τ) codeert dus alle mogelijke toestanden van het fermionische systeem!
In de snaartheorie vinden we deze specifieke partitiefunctie Z(τ) voor een re-
latief eenvoudige Calabi-Yau varie¨teit die gebaseerd is op de torus uit Fig. 1.2.
De parameter τ karakteriseert in die interpretatie de vorm van de torus. De
fermionen leven op de torus: e´e´n opspannende cirkel van de torus kan gezien
worden als de coo¨rdinaat-cirkel, en de ander als de tijd. (Preciezer gezegd is
Z(τ) de partitiefunctie van chirale, oftewel holomorfe, fermionen op de torus.)
Onder de afbeelding τ 7→ −1/τ verandert de torus zodat de ruimte- en tijd-
cirkels worden omgewisseld, zie Fig. 1.7. De vorm van de torus blijft echter
dezelfde. Dit verklaart waarom de partitiefunctie Z(τ) zo goed als invariant
blijft onder deze transformatie.
Interessant is dat de partitiefunctie Z(τ) niet alleen een betekenis heeft in de
interne 6-dimensionale ruimte, maar ook in de 4-dimensionale ruimte-tijd. In
deze ruimte-tijd is er een duale theorie die de electromagnetische interacties
beschrijft. De symmetrie τ 7→ −1/τ blijkt hierin elektrische en magnetische
deeltjes te verwisselen. Zo verkrijgen we ook inzicht in de beschrijving van
natuurkunde in onze wereld: er is een dieper liggende symmetrie tussen de
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Figuur 1.7: De parameter τ karakteriseert de vorm van de torus. Onder de afbeelding
τ 7→ −1/τ verwisselen de twee opspannende cirkels op de torus.
electrische en magnetische krachten!
Deze wisselwerking tussen enerzijds de wiskunde van interne 6-dimensionale
ruimten en anderzijds de fysica in de 4-dimensionale ruimte-tijd speelt een grote
rol in dit proefschrift. Ruwweg heet het vakgebied waarin die wiskunde van 6-
dimensionale Calabi-Yau ruimten wordt ontwikkeld topologische snaartheorie. In
dit proefschrift generalizeren we de bovenstaande duale beschrijving van parti-
tiefuncties in termen van fermionen.
In het bijzonder zien we dat een algemene partitiefunctie in de topologische
snaartheorie kan worden gezien als een partitiefunctie van fermionen op een
vreemd soort Riemannoppervlak: de coo¨rdinaten van dit Riemannoppervlak
(ofwel algebra¨ısche kromme) gedragen zich niet klassiek, maar kwantumme-
chanisch. We noemen dit dan ook een kwantum kromme. Dit verheldert de
naam van het proefschrift: “Topologische Snaren en Kwantum Krommen”.
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