A generalization of Szász-type operators which preserves constant and quadratic test functions Recently, Varma and Taşdelen [85] defined Szász type operators via Charlier polynomials [46] with generating function of the form: e t 1 − t a
For a > 0 and u ≤ 0, Charlier polynomials are positive. Using these polynomials, they [85] defined the Szász-type operators as follows:
L n ( f ; x, a) = e −1 1 − 1 a Let T n,a :
β > 0} and r n,a (x) = −(3 + 1 a−1 ) + (3 + 1 a−1 ) 2 + 4(n 2 x 2 − 2) 2n
, (4.0.4) is a sequence of real-valued continuous functions which is defined on [0, +∞). We observe that r n,a (x) ≥ 0 for x ≥ √ 2 n . One can notice that (i) if r n,a (x) → x as n → +∞, the sequence of operators defined in (4.0.3) reduces to operators (4.0.2) and (ii) for r n,a (x) = x, a → +∞ and x − 1 n in place of x, these operators tend to classical Szász operators defined by (1.1.4).
In this chapter, we discuss rate of convergence, local approximation results and Korovkintype approximation theorem in polynomial weighted space and obtain better estimates for the operators (4.0.3) than the operators (4.0.2).
Basic Estimates
Lemma 4.1.1. For the operators T n,a defined by (4.0.3), we have T n,a (1; r n,a (x)) = 1, T n,a (t; r n,a (x)) = −(1 + 1 a−1 ) + (3 + 1 a−1 ) 2 + 4(n 2 x 2 − 2) 2n , T n,a (t 2 ; r n,a (x)) = x 2 ,
Proof. Using t = 1, u = −(a − 1)nr n,a (x) in (4.0.1) and by simple differentiation, we get
nr n,a (x) + n 2 r 2 n,a (x) .
Using these equalities and operators (4.0.3), we can easily prove Lemma 4.1.1.
For the operators (4.0.3), we have T n,a (ψ 0 x ; r n,a (x)) = 1,
Proof. Using Lemma 4.1.1, we can easily prove Lemma 4.1.2.
Lemma 4.1.3. For the operators T n,a , we obtain
Proof. Proof of this Lemma is obvious. n . Then, for the operators T n,a defined by (4.0.3), we have
Rate of convergence
Proof. We have the difference
which proves the Theorem 4.2.1.
Remark 4.1. For the Szász type operators L n given by (4.0.2) and for every f
We observe that the operators T n,a have better approximation than the operators L n . Since 2x = √ 4x 2 n 2 n and (3 + 1 a−1 ) 2 − 8 > 0 for all values of a > 1, then
Hence T n,a (ψ 2 x ; r n,a (x)) < L n (ψ 2 x ; x). n there exists a constant C > 0 such that | T n,a ( f ; r n,a (x)) − f (x) |≤ Cω 2 f ; γ n,a (x) + ω( f ; T n,a (ψ x ; r n,a (x)), where γ n,a (x) = T n,a (ψ 2 x ; r n,a (x)) + T n,a (ψ x ; r n,a (x))) 2 . 54
Local Approximation Results
Proof. First, we consider the auxiliary operators as follows:
T n,a ( f ; r n,a (x)) = T n,a ( f ; r n,a (x)) + f (x) − f η n,a (x) , (4.3.1)
where η n,a (x) = T n,a (ψ x ; r n,a (x)) + x. By the equation (4.3.1), we get T n,a (1; r n,a (x)) = 1, T n,a (ψ x (t); r n,a (x)) = 0, | T n,a ( f ; r n,a (x))| ≤ 3 f . For any g ∈ C 2 B [0, ∞) and by the Taylor's theorem, we have
Applying auxiliary operators defined by (4.3.1) in equation (4.3.3), we get T n,a (g; r n,a (x)) − g(x) = g (x) T n,a (t − x; r n,a (x))
Therefore,
| T n,a (g; r n,a (x)) − g(x)| ≤ T n,a ((t − x) 2 ; r n,a (x)) + (η n,a (x) − x) 2 g ≤ γ n,a (x) g .
(4.3.7)
Now, we have
using (4.3.7), we get
By the definition of Peetre's K-functional, we find |T n,a ( f ; r n,a (x)) − f (x)| ≤ Cω 2 f ; γ n,a (x) + ω f ; T n,a (ψ x ; r n,a (x)) .
This proves Theorem 4.3.1. , where Θ n,a (x) = T n,a ((t − x) 2 ; r n,a (x)).
Now, we introduce a local result in Lipschitz class as
Proof. Let α = 1 and x ∈ (0, ∞). Then, for f ∈ Lip * M (1), we have
Thus, the assertion holds for α = 1.
Now, we will prove for α ∈ (0, 1). From the Hölder's inequality with p = 1 α and q = 1 1−α , we have Then, for f ∈ C k ρ , we have
Proof. To prove the theorem, it is sufficient to show that lim n→∞ ||T n,a (t i ; x) − x i || ρ = 0, for i = 0, 1, 2.
It is obvious that lim (1 + 1 (a−1) 2 + 6 a−1 ) + n 2 x 2 − 2nx 2n(1 + x 2 ) . which shows that as n → ∞, ||T n,a (t; x) − x|| ρ → 0.
Since
Hence, the theorem is proved.
