In the face of a large number of task requests submitted by users, the data center in the cloud need not only to finish these massive tasks but also to satisfy the user ' 
Introduction
Cloud Computing is usually linked to the service of the Internet. With the development about high-speed networks, the Internet has connected to the world [1] . Not only the network broadband has been greatly improved that you can transfer large amounts of data, but also the users can enjoy these new technologies and various forms of service according to their needs at any time and any place. These services include various kinds of hardware and software services [2] such as getting computing power, storage space and network bandwidth, etc. Classification of resources, demand of executive capacity and resource sharing, and advances of various technologies have promoted the emergence about Cloud Computing [3] . It also allows users to enjoy the high-performance software resources, hardware resources, computing resources and service resources brought by advent of Cloud Computing Model.
Cloud computing is an emerging technology where information technology resources are provided to users in a set of a unified computing resources on a pay per use basis. algorithm, which can adapt to different computing and memory requirements, also is used in heterogeneous systems to carry out the dynamic scheduling, but it does not take into the efficiency of global optimization account. The document [17] has introduced a new scheduling algorithm based on two traditional scheduling algorithms called Min-Min and Max-Min. This algorithm is able to complete the task scheduling within the expected time, and it owns much more significant performance compared to its two basic heuristic algorithms. The document [18] has proposed the algorithm of task allocating based on the principles of particle swarm optimization, which solves the problem of task allocating by discussing the searching strategy of the algorithm. Comparing the algorithm with the genetic algorithm, it proves that the PSO has more advantages. The document [19] presented an application about heuristic scheduling based on the PSO, and it has fully thought about the computing costs and the transportation costs.
The scheduling goal of traditional PSO is to achieve the minimum of the total completion time of tasks without taking into the service costs of the users accounts, thus the PSO-SC is improved to achieve this goal in this paper. The first concept of PSO was proposed by Eberhart and Kennedy in 1995, whose definition was summed up by studying the behavior of looking for the food of birds [20] . We take the foraging behavior of birds as an example to understand the principles of PSO. This behavior can be described specifically as: A flock of birds look for the food in a particular area and the food is the only one. The birds do not know the exact position of the food but they can determine the distance to their food. How can they find the food full out? The most effective way is to find the surroundings of the currently nearest bird to the food.
In the PSO, the particles in the multi-dimensional searching space have no size and quality that we can think of them as individuals with its own position and velocity in the population. These particles fly and search in the solution space and adjust their position and speed through the experience they have gained in flight and communication with their peers [21] . Every particle adjusts constantly their speed and position of the flight according to the optimal value found by it and the optimal value found by the entire population of all the particles during the iterative process, and eventually produces a positive feedback mechanism of group optimization. An adaptability function need to be designed when use PSO algorithm and get close to the optimal region on the basis of the adaptive value and ultimately find the optimal solution in the solution space.
Task Scheduling of Workflow based on Price Model

Model of Task Scheduling of Workflow
Because some of the tasks submitted by users have the interdependent relation, the workflow is act as the objective of the research in this paper to solve the problem about the scheduling of related works in the cloud environment. Initialize a set of workflow randomly. All the tasks in the workflow model [19] have the interdependent and constraint relations. Each task has its parent tasks and subtasks in addition to the first task and the end task-the first task only has the subtasks, and the end task only has the parent task. These tasks can be executed only when their parent tasks have been executed, and when they have been executed their subtasks can be executed.
In this paper, a set of workflow is initialized randomly, and the number and the length of tasks in the workflow are stochastic. The relationship between tasks is also random, that is which task is subtask and which task is the parent task is random. The following matrix A [i,j] can be used to represent the relationship between tasks. A [i,j] =0 means that the task T i and task T j do not have interdependent relation, and A [i,j] =1 indicates the interdependent relation between the task T i and task T j , that the task T i has a directed edge which point to the task T j. 
A
According to the relationship between the tasks in matrix A [i,j] , the workflow model which describes the workflow is drew as Figure. 1. Each task has a degree which can be divided into in-degree and out-degree, and the parent task directs to the task itself is called in-degree. A one-dimensional array T j [n]={t a ,t b ,……,t k } can be used to record the in-degree of each task, and the subscript n represents the value of in-degree. The t a ,t b ,……,t k represents the parent tasks of task T j . According to the matrix
After each execution of a task T i , the in-degree of subtasks T i of task T j will subtract one, and the task T j can be performed only when the value of the subscript n is 0. 
Mathematical Model of Price Model
This paper uses the price model of reserving pricing, and the user pays a fee as deposit at first in this model. Then pay the cost of tasks according to the execution time of the virtual machine and the running costs of per unit time of the virtual machine.
Initialize a set of workflow randomly which includes n tasks and the length of each task is not same in this paper. Considering the execution time of tasks, the long tasks should be put on the virtual machine with strong execution ability as far as possible, and the running costs of per unit time of virtual machines with the different execution ability is also not same. There are n kinds of virtual machines with different execution ability provided in this article, and these virtual machines have different execution cost.
In this article, the virtual machine leased by users can be represented as VM, and the corresponding collection of the virtual machine is VM={vm 1 ,vm 2 SumCost is the cost of the user needs to pay for. SetCost is a part of cost the users paid for before performing the task according to the contract. 
PSO-SC Algorithm
Task Distribution of Virtual Machines
In this article, the user submits a set of tasks to the cloud data center, and selects several of virtual machines. Because the choice of the type and the number of virtual machines will affect the implementation of the scheduling goal, service cost optimization based on particle swarm optimization is proposed in this paper.
We suppose that there are taskNum tasks and vmNum virtual machines. The virtual machine includes n types, and the total number of tasks is greater than the number of virtual machine. We suppose that there are 10 tasks and 5 virtual machines which include 5 types. The task distribution of the virtual machine is shown in Figure. 
Process of PSO-SC Algorithm
The implementation steps of the PSO-SC algorithm are shown as follows.
(1) Initialization of particle swarm, the number of tasks, the number and the type of virtual machines [22] The total population size is parNum, and the number of tasks is taskNum. There are vmNum virtual machines which include five types that are VM 1 
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The position of the i th particle is presented as X i and X i can be presented as X i ={x i1 ,x i2 ,...,x in }. The velocity of the i th particle is presented as V i and V i can be represented as V i ={v i1 ,v i2 ,...,v in }. The subscript n is between 1 and taskNum, and the subscript I is between 1 and parNum. X ij represents that the task t j is assigned to the node X i , and x ij is between 1 and vmNum. v ij is between -vmNum and vmNum.
(3) Definition of adaptability function For each strategy of task allocation, there is a fitness value to measure the merits of the allocation strategy. In this article, for finding the particles of the least amount of the task cost, we have to find the particles of a high adaptability. The bigger the fitness value, the easier it is selected. The definition of fitness function is shown as follows. f(i) is the fitness function and SumCost(i) is the total cost of the i th particle.
(4) Individual extremum and global extremum The individual extreme value of the i th particle is the best of fitness values which can be represented as pb i ={pb i1 ,pb i2 ,...,pb in }. The global extreme value of the group is represented as gb i ={gb 1 ,gb 2 ,...,gb parNum }. ParNum represents the size of the population. According to the fitness function, there are two fitness values are obtained. pb i (t) is the individual extreme value of the i th particle when the number of iterations is t. fMax(t) is the max of the fitness value and it also can be represented as fMax(t) ∈ {pb 1 ,pb 2 ,…,pb parNum }. gb(t) is the global extreme value of the i th particle when the number of iterations is t.
(5) Comparing fitness with individual extremum and global extremum For each particle, if it's fitness value is greater than the individual extremum, then the fitness value is used to instead the individual extremum. If it's fitness value is greater than the global extremum, the fitness value is used to instead the global extremum.
(6) Update of the particle's speed and position [22] Each generation of particle update their speed and location according to the following formula. The parameter t represents the number of iterations, and w is inertia weight. The parameter called c 1 and c 2 is learning factor, and the function called Rand () is a random number between 0 and 1. Figure. 3 briefly describes the steps of the PSO-SC algorithm which is used to perform the execution of task scheduling of workflow. 
Implementation Steps of PSO-SC Algorithm
Simulation Experiment and Analysis
Experimental Parameters Settings
Since the FIFO scheduling algorithm [23] is widely used in the task scheduling of workflow, the simulation software will be used in this paper to carry on the simulation experiment of these two algorithms of task scheduling in cloud environment. In order to test that the algorithm proposed in this paper is superior to the FIFO algorithm on the performance of scheduling, a workflow model is designed to test the effectiveness of the PSO-SC algorithm. In this model, the length of tasks, the numbers of tasks and the relation between tasks are random. Compare these two different scheduling algorithms in the same simulation platform. The parameter setting shown in Table 1 which references the documents [24] [25] will be used in this paper, and the optimal solution can be obtained in a short period. The terminal condition of the algorithm is that the iteration has reached the largest amount of iterations and continuous 60 times the total task time and task overhead did not change.
Algorithm: PSO-SC Input: a group of workflow randomly assigned, the number and the length of tasks Output: completion time of workflow, the execution cost of workflow, the best scheme 1. initialize the w, c 1 , c 2 , population size, the number of iterations and the number of times of the constant iteration result; 2. while (t<t max ) and (k<60); 3.
do for each particle 4.
for each task 5.
do computing the particle's fitness value according to the formula (5); 6.
do computing the individual extremum of particles according to the formula (6); 7.
do if fitness value is greater than individual extremum; 8.
then using the fitness value to instead the individual extremum; 9.
end if 10.
do computing the global extremum according to the formula (8); 11.
do if fitness value is greater than the global extremum; 12.
then using the fitness value to instead the global extremum; 13.
end if 14.
do updating the particle's velocity according to the formula (9); 15.
do updating the particle's position according to the formula (10); 16.
end for 17.
end for 18. record the optimal solution of the current iteration; 19.
t=t+1; 20.
if the result of the current iteration is not the same as the last 21. then k=0; 22. else k=k+1; 23.
end if 24. end while 25. find the optimal scheme and bind the virtual machine of the scheme and the corresponding task of workflow; Inertial factor 0.9
Learning factor c 1 2
Learning factor c 2 2
Largest number of iterations 200
Experimental Results and Performance Analysis
In this article, a data center is simulated in the simulation experiment, and in which a certain number of five kinds of virtual machines with different executive capability are defined. The serial number of the virtual machines starts from 1, and the parameters of the five kinds of virtual machines are shown in Table 2 , assuming that other attribute values of resources are same. In the experiment, the maximum number of task is 500, and the value of tasks' length is from 2000 MI (Million Instruction) to 8000 MI. The experimental tests run 100 times, and the average results of 100 experiments are taken as mapping data. In the experiment, the total number of tasks and the amount of virtual machine are set in proportional allocation, so the interval of the proportion should be found and the algorithm of this article can get better effect when the proportion in the interval. In the experiment, the proportions separately are 1:1, 1:10, 1:100, 1:200, 1:300, 1:400, 1:500, and under the different proportions, the trend of total time to complete the task and the total cost are shown as Figure. It can be seen from the Figure. 4 that when the proportion is between 1 and 300, the total time to complete the task of PSO-SC algorithm has been less than FIFO algorithm. While the proportion is between 300 and 500, the total time to complete the task of FIFO algorithm is less than PSO-SC algorithm, so we select the proportion between 1 and 300. As can be seen from the Figure. 5 when the proportion is between 1and 100, the total cost of tasks of PSO-SC algorithm is less than FIFO algorithm. Though when the proportion is between 100 and 500, the total cost of tasks of the two algorithms is almost equal, as a result we select the proportion between 1 and 100. Combining Figure.4 and 5, when we select proportion of the number of tasks and the amount of virtual machines, we should choose the proportion between 1 and 100.
In the experiment, when we choose 1:5 as the proportion of the virtual machines for tasks to carry on the allocation, the allocation of the number of virtual machines of various types when executing the task is shown as in Table 3 . The completion time of tasks is shown as in Figure. 6, as well as the Figure. Figure. 8 show the total time and the running time to complete the tasks, and the total cost of the task under the scheduling of these two algorithms. As can be seen from the figure, the total time, the running time and the total cost of processing tasks of FIFO algorithm are greater than PSO-SC algorithm. With the increase in the number of tasks, the gap of time and cost between the two algorithms keeps growing. It can be seen that the scheduling performance of PSO-SC algorithm is better than FIFO algorithm and has more advantages.
Conclusion
A workflow model based on the price model is put forward which can achieve multiple targets in this article. In this model, tasks are not independent but interrelated and they restrain each other. Because the particle swarm optimization is not only easy to fall into a local optimum and the effect of convergence is unsatisfactory but also the scheduling goal of most of scholars is relatively single when use particle swarm optimization to schedule tasks, service cost optimization algorithm based on particle swarm optimization and an objective function which considers the task costs is proposed in this paper. The result of the simulation experiment shows that the PSO-SC algorithm proposed in this paper can not only decrease the total time to complete the task as far as possible, meanwhile it can adjust the execution task on the basis of computing power of the virtual machines in the data center, and allocate these virtual machines rationally and realize the minimal goal of users' task overheads.
As for the future work, there are two interesting points that deserve further investigation. First, in this work, we assume that all tasks are mutually dependent, i.e., there are constrains between tasks, which are not enough for the relationship between tasks. Second, we assume that tasks are computationally intensive, which is not realistic for cloud systems. So, we should continue to develop the cloud computing which has played a key role in the practical application. Cloud computing transform the physical resources to dynamically scalable virtual resources by virtualization technology, as a result, the companies don't have to spend too much to buy expensive software and hardware facilities, and they can get access to the cloud resources through the way of leasing. In this way, it's helpful for small and medium enterprises to cut unnecessary cost. 
