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Vorwort
Die vorliegende Arbeit entstand am Institut fu¨r Wasserwirtschaft und Kulturtechnik
der Universita¨t Karlsruhe (TH) im Bereich Systemanalyse, wo seit mehreren Jahren
die Entwicklung des Programmpakets KANET im Mittelpunkt steht. Dieses beinhal-
tet Module zur Entwurfsoptimierung von Wasserversorgungsnetzen und Simulation
des hydraulischen Verhaltens sowie der Ausbreitung von Qualita¨tsparametern. Ent-
wicklungen im Bereich der Kalibrierung befinden sich noch im Anfangsstadium. Der
Datenaustausch zwischen den einzelnen Modulen ist durch eine Schnittstelle innerhalb
der Datenbank mo¨glich, die Visualisierung erfolgt u¨ber eine separat implementierte
’Visual-Basic’-Anwendung.
Wa¨hrend seiner knapp fu¨nfja¨hrigen Ta¨tigkeit am Institut konnte Herr Deuerlein die
unterschiedlichen Teilbereiche kennen lernen und zur Weiterentwicklung in verschiede-
nen Anwendungen beitragen sowie den Einsatz des Modells innerhalb eines von der
Deutschen Bundesstiftung Umwelt gefo¨rderten Projektes am Beispiel der Stadt Erfurt
erproben.
Insbesondere bei der Implementierung ru¨ckgekoppelter Kontrollarmaturen im Simula-
tionsmodell zeigten sich Konvergenzschwierigkeiten, die auch von anderen Programm-
paketen, wie z.B. EPANET der US Environmental Protection Agency, besta¨tigt werden
und somit auf Defizite der zu Grunde liegenden mathematischen Modellierungen zur
Simulation derartiger Anlagen schließen ließen. Die meisten Aussagen beruhten auf
Heuristiken, rigorose mathematische Beweise der Eindeutigkeit des stationa¨ren Fließ-
zustandes unter Beru¨cksichtigung der unterschiedlichen, in Wasserversorgungsnetzen
vorhandenen Armaturen konnten von verschiedenen Forschergruppen bisher nicht er-
bracht werden.
Im Mittelpunkt der vorliegenden Arbeit steht deshalb die Entwicklung des mathe-
matischen Modells der hydraulischen Simulation von Wasserversorgungsnetzen unter
gleichzeitiger Beru¨cksichtigung unterschiedlicher Kontrollarmaturen sowie von der Re-
gel abweichenden hydraulischen Verhaltens, wie es z.B. durch Leckagen verursacht wer-
den kann. Neben der realita¨tsnahen Simulation des ta¨glichen Betriebs bestehen An-
wendungsmo¨glichkeiten in der Kalibrierung und zur Ma¨ngelidentifikation. Zusa¨tzlicher
Vorteil des allgemeinen mathematischen Modells ist die Verfu¨gbarkeit u¨ber Sensiti-
vita¨tsaussagen und Algorithmen zur Lo¨sung der Aufgabe.
Ideen zum Einsatz des Modells und Entwicklung weiterer Module zur automatisierten
Kalibrierung und Ma¨ngelidentifikation werden innerhalb dieser Arbeit umrissen und
sind Gegenstand weiterer Forschung.
Karlsruhe, im November 2002 Franz Nestmann
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Kurzfassung
Sta¨dtische Wasserversorgungssysteme stellen einen komplexen Bestandteil der tech-
nischen Infrastruktur dar. In den vergangenen Jahrzehnten fand, bedingt durch die
Verbreitung immer leistungsfa¨higerer Rechenanlagen, eine rasante Entwicklung unter-
schiedlicher mathematischer Modelle auf dem Gebiet der Systemanalyse sta¨dtischer
Druckrohrnetze statt. Die Haupteinsatzbereiche ko¨nnen grob in Entwurf kostenopti-
maler Netze bei Neuplanung und Erweiterung, Simulation des ta¨glichen Betriebs und
Kalibrierung der mathematischen Abbildung eingeteilt werden. Dabei lassen sich keine
klaren Abgrenzungen vornehmen, besonders Methoden der beiden zuletzt genannten
gehen teilweise nahtlos ineinander u¨ber. Im Rahmen dieser Arbeit steht die Simulation
des stationa¨ren Fließzustandes im Mittelpunkt der Betrachtung. Beschleunigungseffek-
te sind wegen der geringen Fließgeschwindigkeit in sta¨dtischen Wasserversorgungssys-
temen zu vernachla¨ssigen, ’dynamische’ Berechnungen (Simulation des zeitabha¨ngigen
Betriebs) finden als Sequenz einzelner stationa¨rer Simulationsrechnungen statt.
Reale Wasserversorgungsnetze beinhalten eine Vielzahl unterschiedlicher Armaturen,
die der Kontrolle und Steuerung dienen. Ihr Einsatz reicht von Rehabilitation defek-
ter Netzteile u¨ber den energiesparenden Betrieb der Anlagen und Minimierung von
Leckageverlusten bis zur optimierten Datenerhebung in Messkampagnen zur Ma¨ngel-
identifikation und Kalibrierung. Mit Bezug auf die Durchfu¨hrung stationa¨rer Simu-
lationsrechnungen la¨sst sich das hydraulische Verhalten der Anlagen drei Gruppen
zuordnen:
i) Hydraulisches Verhalten und Betriebszustand vor Simulation bekannt,
ii) hydraulisches Verhalten bekannt, Betriebszustand vor Simulation unbekannt,
iii) Betriebszustand und hydraulisches Verhalten vor Simulation unbekannt (Anlagen
mit Ru¨ckkoppelung).
Es werden, zuna¨chst ohne Beru¨cksichtigung der oben genannten Kontrollarmaturen, die
zur Beschreibung des stationa¨ren Fließzustandes notwendigen Gleichgewichtsbedingun-
gen angegeben (synthetische Methode). Danach wird eine alternative Vorgehensweise,
deren Ziel die Herleitung eines a¨quivalenten mathematischen Modells, das zweckma¨ßig
die Form einer Optimierungsaufgabe besitzt, besprochen (analytische Methode). Der
Vorteil der zweiten Variante liegt in der Mo¨glichkeit, Existenz- und Eindeutigkeitsaus-
sagen treffen zu ko¨nnen, des Weiteren sind Sensitivita¨tssa¨tze und Algorithmen aus der
Optimierung auf das Problem anwendbar. Das entwickelte Modell besitzt die Gestalt
einer konvexen, nichtlinearen Minimierungsaufgabe ohne Nebenbedingungen (Minimie-
rung des System-’Content’ ). Es gibt den Stand der mathematischen Entwicklungen auf
dem Gebiet der analytischen Methoden in der stationa¨ren Flussberechnung von ver-
maschten Druckrohrnetzen wieder und gestattet die Beru¨cksichtigung von Beha¨ltern,
Drosselklappen und Pumpen mit gegebener Formulierung des hydraulischen Verhal-
tens.
Im na¨chsten Schritt werden Kontrollarmaturen nach Punkt i) und ii) eingefu¨hrt. Als
Konsequenz kommen lineare Gleichungs- und Ungleichungsnebenbedingungen hinzu.
Die mathematische Umgebung des Aufgabengebietes werden definiert und allgemei-
ne Bedingungen an die hydraulischen Beziehungen der Systemelemente formuliert,
welche hinreichend fu¨r die Konvexita¨t der Aufgabe sind. Diese Erweiterung des ma-
thematischen Modells gestattet die Beru¨cksichtigung von Durchflusskontrollschiebern,
Ru¨ckflussverhinderungsventilen, zeitweise geschlossenen Schiebern, aber auch die rea-
listische Simulation unterschiedlicher Systemma¨ngel wie druckabha¨ngige Leckagen und
unzureichende Versorgung. Die Anwendung von Sensitivita¨tssa¨tzen der Nichtlinearen
Programmierung liefert Aussagen u¨ber die A¨nderung der Systemvariablen infolge von
Parametera¨nderungen.
In realen Versorgungssystemen finden zusa¨tzlich Armaturen nach Typ iii) Anwendung,
deren hydraulisches Verhalten u¨ber Ru¨ckkoppelung zwischen Steuerparameter und Sys-
temvariable - in der vorliegenden Anwendung u¨ber den Druck an gegebener Stelle im
Netz - bestimmt ist. Bisher war kein geschlossenes mathematisches Modell bekannt,
welches die Beru¨cksichtigung dieser Anlagen gestattete. Ein rigoroser Beweis der Ein-
deutigkeit von Systemzusta¨nden stand aus. Unter diese Kategorie fallen z.B. Druck-
minderungsventile (PRVs), die selbstta¨tig (ohne Fremdenergie) den Prozess u¨ber eine
Sollwertfeder regeln. Das Gleichgewicht, das sich zwischen der Feder und dem Was-
serdruck einstellt, wird hier als Minimierungsproblem eines hydrostatischen Potenzials
formuliert. Insgesamt ist der stationa¨re Punkt durch die Lo¨sungen der sich gegenseitig
beeinflussenden Minimierungsprobleme des hydrostatischen Potenzials und des System-
’Content’ beschrieben. Im Rahmen dieser Arbeit wird der Versuch unternommen, das
sogenannte Nash-Konzept der Spieltheorie auf ein technisches Problem anzuwenden.
Notwendige und hinreichende Bedingungen fu¨r die Eindeutigkeit eines Gleichgewichts
werden gegeben. Die Eindeutigkeit der Lo¨sung ermo¨glicht Aussagen u¨ber Parameter-
sensitivita¨ten entsprechend denen der Nichtlinearen Optimierung.
Schließlich werden Beispiele fu¨r Anwendungsmo¨glichkeiten des entwickelten Modells
gegeben und der Einsatz innerhalb des Kalibrierungsprozesses zur Modelleichung oder
Ma¨ngelanalyse skizziert.
Abstract
Water supply networks represent an important part of the urban technical infrastruc-
ture. As a consequence of the capacity increase of personal computers over the last
decades, also research and development of water supply network systems analysis was
enhanced. This refers, in particular, to specific areas such as Network design optimi-
zation including rehabilitation and extension, Simulation of the daily operation and
Calibration of simulation models. A distinct separation of those subject areas is diffi-
cult to define, especially, the two last mentioned subjects are related and intertwine.
This study is to focus upon the simulation of the steady state flow in reticulate water
supply networks. Non-steady state hydraulics are not considered due to the existing
low velocities in water supply networks. Time extended analysis is taken into account
by assuming a sequence of steady state approximations.
In reality, water supply networks contain a multitude of control devices. The objecti-
ves of their application vary from supporting rehabilitation of deficient network com-
ponents, working towards energy-saving, helping with leak detection and control, data
collection, allocation of gauging points for model calibration, etc. Three categories may
be identified as to the hydraulics of those control devices:
i) hydraulics and operating state are known prior to simulation
ii) hydraulics are known, operating state is unknown prior to simulation
iii) hydraulics and operating state are unknown prior to simulation (feedback devices).
In this study, first, without referring to specific devices, the equilibrium conditions of the
steady state flow are described for a reticulate system (synthesis approach). Second, an
alternative approach is discussed representing an equivalent mathematical model for-
mulated as an optimization problem (analysis approach). This second approach offers
the advantage to answering questions as to the existence and uniqueness of the hy-
draulic equilibrium. Also, available optimization algorithms can be applied, sensitivity
analyses can be conducted. The resulting model turns out to be a convex nonlinear
minimization problem without constraints (minimization of the ’system-content’). It
reflects the state of the art of analytical methods with respect to the definition of suffi-
cient and necessary conditions of the hydraulic equilibrium of reticulate pipe networks,
allowing to include control devices like tanks, throttle control valves and pumps with
known hydraulics.
The subsequent step of this study is devoted to including control devices of type i) and
ii). Thus, linear equality and inequality constraints are added to the model, and the
concept of sub-gradients is introduced. The resulting mathematical framework of the
problem is analyzed yielding, again, general necessary and sufficient conditions required
to define convexity of the problem. This extension of the model allows to account
for flow control valves, check valves, temporary closed valves. Simulation of certain
system’s deficiencies, e.g. of pressure dependent leakage and intermittend supply, is
made possible. Sensitivity analyses via Parametric Nonlinear Programming can be
employed to assess the impact of parameter changes upon systems variables.
The final section of the study treats devices of type iii) whose hydraulic behaviour
is characterised by a feedback between control parameters and systems variables, the
latter being, e.g., the pressure at given points of the network. So far, a mathematical
approach was not available to include these devices. A rigorous proof of the uniqueness
of resulting system states had not been derived. An example of this category are pres-
sure reducing valves (PRVs) operated ’self-acting’ by a set-value spring. It is shown
that the equilibrium between spring force and water pressure can be formulated as a
minimzation problem of a hydrostatic potential. The equilibrium point is reached by
solving mutually interacting minimization problems of the hydrostatic potential and
the ’system-content’. The approach applies the so called Nash-concept of Game Theory
to a technical system. This way, again, necessary and sufficient conditions for unique-
ness of the hydraulic equilibrium are determined. The model also delivers parameter
sensitivities as a result of uniqueness of the Nash-equilibrium according methods of
Parametric Nonlinear Programming.
Examples of model application are presented, eventually, and special reference is gi-
ven to the model’s capacity in the realm of network deficiency analysis and network
calibration.
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Kapitel 1
Einleitung
1.1 Aufgabenstellung
Aufgabe der Wasserversorgung ist die Lieferung einer ausreichenden Menge qualita-
tiv einwandfreien Trinkwassers. Daru¨ber hinaus mu¨ssen Gewerbe und Industrie ver-
sorgt werden und im Katastrophenfall genu¨gend Wasser mit ausreichendem Druck fu¨r
Lo¨scharbeiten zur Verfu¨gung stehen. Das Aufgabengebiet erstreckt sich von der Ge-
winnung mit anschließender Trinkwasseraufbereitung u¨ber die Speicherung bis hin zur
Verteilung durch das Versorgungsnetz, wobei zwischen regionaler und sta¨dtischer Was-
serversorgung unterschieden wird (Cembrowicz, 1988).
Im Rahmen dieser Arbeit stehen sta¨dtische Verteilungsnetze im Mittelpunkt. Diese
beinhalten neben Rohrsystem und Speicherbauwerken auch Armaturen, z.B. Druckreg-
ler, Absperrschieber, Durchflusskontrollschieber und Pumpanlagen. Damit die Wasser-
unternehmen ihrem Versorgungsauftrag auch bei Sto¨rfa¨llen, z.B. Rohrbru¨chen, gerecht
werden ko¨nnen, sind die Rohrsysteme in der Regel als vermaschte Netzwerke ausge-
bildet, so dass im Falle eines Rohrbruchs die Verteilung u¨ber einen alternativen Weg
gewa¨hrleistet wird.
Wa¨hrend die Versorgung in den Industriela¨ndern fu¨r die meisten Menschen selbst-
versta¨ndlich, die Bereitstellung von Trinkwasser auch zum wo¨chentlichen Autowaschen,
Rasensprengen, usw. obligatorisch ist, ko¨nnen in den Entwicklungsla¨ndern zum Teil
nicht einmal die Grundbedu¨rfnisse der Menschen nach Wasser als wichtigstes Lebens-
mittel befriedigt werden. Ursachen sind neben fehlenden Ressourcen hohe Verluste und
Fehlmengen des Wassers sowie Qualita¨tsma¨ngel durch Verunreinigung, welche ha¨ufig
in der unzureichenden Funktionsfa¨higkeit des Versorgungssystems begru¨ndet sind.
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Auch in La¨ndern Mitteleuropas sind zuku¨nftig unterschiedliche Probleme in der Was-
serversorgung zu bewa¨ltigen. In einigen La¨ndern der EU sind vergleichsweise hohe
Wasserverluste zu beklagen, in den ’neuen’ La¨ndern der Bundesrepublik geho¨rt die Re-
habilitation der stark u¨beralterten Rohrnetze zu den Hauptproblemen der Versorger.
Abnehmende Bevo¨lkerungszahlen und steigende Wasserkosten fu¨hren zu einer Verrin-
gerung des Verbrauchs. Die daraus resultierende gro¨ßere Verweildauer des Wassers
im Netz fu¨hrt immer ha¨ufiger zur Verkeimung. Des Weiteren finden kontinuierliche
Umstrukturierungen in der Verteilung durch Zusammenschlu¨sse kleinerer Wasserver-
sorgungsunternehmen statt. Die Deregulierung der o¨ffentlichen Wasserversorgung wird
innerhalb der EU angestrebt.
Zur Bearbeitung der verschiedenen Aufgaben bietet sich der Einsatz rechnergestu¨tzter
Verfahren an. Wasserversorgungssysteme sind ein wichtiger Bestandteil der Infrastruk-
tur. Die Investitionskosten neu zu verlegender Wasserver- und Abwasserentsorgungssys-
teme stellen einen Hauptkostenpunkt bei der Neuerschließung von Siedlungsgebieten
dar. Aufgabe von Optimierungsrechnungen ist die Bestimmung des kostenoptimalen
Entwurfs des Leitungsnetzes, wobei Energiekosten, die sich durch den Einsatz von
Pumpen wa¨hrend des Betriebs der Anlage ergeben, ebenfalls zu beru¨cksichtigen sind.
Mathematisch formuliert la¨sst sich die Kostenoptimierung als nichtkonvexe, multimo-
dale Minimierungsaufgabe darstellen. Zur Lo¨sung des komplexen Problems bieten sich
Evolutionsstrategien (Cembrowicz, 1994; Cembrowicz u. a., 1996) oder Genetische Al-
gorithmen (Savic und Walters, 1997) an.
Simulationsmodelle dienen u.a. der Verifikation von Entwu¨rfen unter verschiedenen
Lastfa¨llen und Betriebszusta¨nden. Durch Einbeziehen von Bedingungen, die sich aus
der Struktur des Netzes, dem Belastungsfall und dem Betriebszustand der einzelnen
Pumpen und Kontrollarmaturen ergeben, ermo¨glichen sie die Bestimmung der Druck-
und Flussverteilung im Netz. Mit Simulationsmodellen durchgefu¨hrte Berechnungen
sind damit Grundlage von Entscheidungen, insbesondere solcher, die bei Sto¨rfa¨llen zu
treffen sind. Sie tragen zur Ma¨ngelidentifikation bei und ermo¨glichen die Darstellung
der Konzentrationsverteilung von Qualita¨tsparametern im Netz.
Grundlage des erfolgreichen Einsatzes von Simulationsrechnungen ist die sorgfa¨ltige
Bestimmung der Parameter des mathematischen Modells. Die Wahl der das Modellver-
halten bestimmenden physikalischen Gro¨ßen sowie der Verbrauchswerte ist Gegenstand
der Kalibrierung des Simulationsmodells. Wa¨hrend ein Teil der beno¨tigten Parameter
aus Aufzeichnungen und Pla¨nen direkt bestimmt werden kann (z.B. Durchmesser von
Rohren, geoda¨tische Ho¨hen, usw.) mu¨ssen Parameter wie Rauheit der Rohre, stu¨ndliche
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Verbrauchsmengen indirekt u¨ber Messungen von Druckho¨hen oder Rohrdurchflussmen-
gen im Netz identifiziert werden.
1.2 Zielsetzung und Inhalt der Arbeit
Der ta¨gliche Betrieb von Wasserversorgungssystemen wird u¨ber Regelarmaturen ge-
steuert. Diese werden teils manuell vor Ort teils ferngesteuert betrieben oder reagieren,
wie z.B. Ru¨ckflussverhinderer, Durchflusskontrollschieber und Druckminderungsanla-
gen, auf die aktuelle Fluss- oder Druckverteilung.
Obwohl die Entwicklung von Simulationsmodellen, die der Abbildung des hydraulischen
Verhaltens vermaschter Netze dienen, einen Stand erreicht hat, der die algorithmische
Beru¨cksichtigung der meisten Kontrollarmaturen gestattet, sind Fragen nach Existenz
und Eindeutigkeit von Lo¨sungen unter allgemeinem Einsatz von Steuerelementen nicht
zufriedenstellend gekla¨rt. Ziel der vorliegenden Arbeit war die Entwicklung eines ma-
thematischen Modells, welches die ausnahmslose Beru¨cksichtigung der verschiedenen
Armaturen gestattet sowie erweiterte Anwendungen fu¨r den Einsatz in der Kalibrie-
rung, Steuerung, Ma¨ngelidentifikation und Optimierung ermo¨glicht.
Die Formulierung als Optimierungsproblem ist in diesem Rahmen zweckma¨ßig, da
hierzu bereits vorhandene, allgemeine Aussagen bezu¨glich Existenz und Eindeutig-
keit, Parametersensitivita¨ten und nicht zuletzt implementierfertige Algorithmen zur
Lo¨sung der Aufgabe anwendbar sind. Außerdem bietet sich der Einsatz hierarchischer
Optimierungsverfahren zur Lo¨sung von Kontrollproblemen an, wie sie z.B. bei der
Optimierung von Steuerentscheidungen, kostenoptimalem Neuentwurf und verschie-
denen Kalibrierungsmethoden Anwendung finden. In diesem Zusammenhang wird von
’Mathematischen Optimierungsaufgaben unter Gleichgewichtsnebenbedingungen’ (Ou-
trata u. a., 1998) gesprochen, allgemeinere Bezeichnungen derartiger Aufgaben lauten
’Zweistufen-Optimierung’ oder ’Zwei-Personen Stackelberg Spiele’ (s. z.B. Bard, 1988;
Dempe, 1992). Die Entwicklung von Algorithmen zur Lo¨sung hierarchischer Proble-
me ist Gegenstand aktueller Forschung in der Angewandten Mathematik (Dempe und
Bard, 2001). Die vorliegende Arbeit, die sich hauptsa¨chlich auf die Formulierung des
Gleichgewichts und die eindeutige Lo¨sbarkeit der unteren Ebene sowie Sensitivita¨t der
Lo¨sungsvariablen bezu¨glich Kontrollparameterabweichungen bezieht, ko¨nnte Voraus-
setzung fu¨r den Einsatz der genannten Verfahren sein.
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Daraus ergibt sich folgende Gliederung der Arbeit:
Im zweiten Kapitel werden die Grundlagen der hydraulischen Simulation von Was-
serversorgungsnetzen vorgestellt. Als erstes werden graphentheoretische Begriffe de-
finiert (Kap. 2.2.1), wobei eine Strukturierung (Kap. 2.2.2) des Graphen eingefu¨hrt
wird, die von den Darstellungen der Fachliteratur abweicht und sich im Folgenden
zweckma¨ßig erweist. Zusammen mit der Forderung nach Kontinuita¨t (Kap. 2.2.4) und
Kompatibilita¨t (Kap. 2.2.5) ergeben die Formulierungen zur Hydraulik in Druckrohren
(Kap. 2.2.3) das mathematische Modell der stationa¨ren Rohrnetzberechnung in der
Darstellung als nichtlineares Gleichungssystem (Kap. 2.2.6). Alternativ zur erla¨uterten
synthetischen Methode wird der analytische Zugang vorgestellt (Kap. 2.3). U¨ber ein
Variationsprinzip erfolgt die Ableitung von zwei dualen, nichtlinearen Optimierungs-
aufgaben zur Beschreibung des stationa¨ren Fließzustandes. An dieser Stelle werden nur
solche Netzbestandteile beru¨cksichtigt, deren hydraulisches Verhalten durch eine mono-
tone Funktion beschrieben wird, so dass die Aufgabe mit Methoden der Nichtlinearen
Programmierung ohne Nebenbedingungen (Kap. 2.3.1) gelo¨st werden kann.
Die Modellierung bestimmter Kontrollarmaturen fu¨hrt zu mehrdeutigen Abbildungen
in den hydraulischen Gesetzen. In der Regel handelt es sich dabei um Flußrestriktionen,
die durch Ru¨ckflussverhinderer und Durchflusskontrollschieber verursacht werden. Das
vierte Kapitel beinhaltet die notwendigen Erweiterungen des mathematischen Modells
zur Beru¨cksichtigung derartiger Armaturen. Als Konsequenz treten Nebenbedingungen
in der nichtlinearen Optimierungsaufgabe auf.
Zur Definition der mathematischen Umgebung, in der das Modell erstellt wird, werden
zuna¨chst im dritten Kapitel Grundbegriffe aus der Konvexen Analysis erla¨utert und
alternative Darstellungsmo¨glichkeiten konvexer Optimierungsaufgaben - Variationsun-
gleichungen und Inklusionen -, welche sich durch allgemeinere Anwendungsbereiche
auszeichnen, gegeben. Generelle Resultate bezu¨glich eindeutiger Lo¨sbarkeit dieser Auf-
gaben sowie Sensitivita¨tsresultate, d.h. Aussagen u¨ber die Existenz von Ableitungen
der Lo¨sungsvariablen bezu¨glich der Modellparameter und deren Darstellung, werden
angefu¨hrt. Der Umfang der mathematischen Darstellung ergibt sich zum Teil aus dem
Umstand, dass behandelte Inhalte u¨ber den Stoff mathematischer Grundlagen im In-
genieurwesen hinausgehen.
Im vierten Kapitel werden unterschiedliche Kontrollarmaturen von Wasserversorgungs-
systemen mit den mathematischen Abbildungen ihrer hydraulischen Funktionalita¨t
dargestellt (Kap. 4.2.2), bevor diese unter Anwendung der allgemeinen Aussagen zum
erweiterten mathematischen Modell der hydraulischen Simulation als nichtlineares Op-
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timierungsproblem mit Nebenbedingungen zusammengefasst werden. Es wird eine all-
gemeine Bedingung gegeben (Voraussetzung 4.1), unter deren Gu¨ltigkeit die Eindeu-
tigkeit des hydraulischen Gleichgewichts garantiert ist. Die Bedeutung der Aussage
geht u¨ber die Simulation von Kontrollarmaturen hinaus. Der Einsatz des erweiterten
Modells zur Abbildung des hydraulischen Verhaltens, das vom Idealzustand abweicht
(z.B. beim Auftreten von Leckagen), wird mo¨glich. Die Formulierung der Aufgabe als
Variationsungleichung (Kap. 4.2.3) oder restringiertes nichtlineares Optimierungsmo-
dell (Kap. 4.2.4) besitzt neben Aussagemo¨glichkeiten, die Existenz und Eindeutigkeit
des hydraulischen Gleichgewichts betreffen, den weiteren Vorteil, dass bestehende, vom
Anwendungsfall unabha¨ngige Algorithmen zur Lo¨sung sowie Aussagen u¨ber Parame-
tersensitivita¨ten aus der Nichtlinearen Programmierung (Kap. 4.3) auf die Aufgabe
anwendbar werden.
Die Konvexita¨t der Aufgabe geht verloren, wenn, wie im fu¨nften Kapitel beschrie-
ben, ru¨ckgekoppelte Anlagen, z.B. druckmindernde (PRV), druckunterstu¨tzende (PSV)
Ventile oder reglergesteuerte Pumpen (BOR), zu beru¨cksichtigen sind. Diesen ist ge-
meinsam, dass durch Modifikation des die Armaturen beschreibenden hydraulischen
Gesetzes der Druck am Einlass oder Auslass der Armaturen mo¨glichst einen vorge-
gebenen Wert erreichen soll. Da es sich z.B bei PRVs um Anlagen handelt, die ohne
Fremdenergie arbeiten, wird zuna¨chst der einzustellende hydrostatische Gleichgewichts-
zustand als Minimierungsproblem eines hydrostatischen Potenzials formuliert (Kap.
5.3). Zusammen mit dem im vierten Kapitel entwickelten Modell sind zur Beschrei-
bung des stationa¨ren Fließzustandes des Gesamtsystems zwei sich u¨berschneidende1
parametrische Optimierungsaufgaben zu lo¨sen. Mathematische Konzepte zur Lo¨sung
derart gekoppelter Optimierungprobleme sind aus dem Gebiet der Spieltheorie bekannt.
Zur Beschreibung eines Gleichgewichtszustandes in einem nichtkooperativen Spiel mit
gleichberechtigten Teilnehmern bietet sich das Nash-Gleichgewicht (Nash, 1950, 1951)
an.
Theoretische Grundlagen (Kap. 5.2) werden zu Beginn des fu¨nften Kapitels gegeben
und das Nash-Gleichgewicht sowie die zugeho¨rige Variationsungleichung der hydrau-
lischen Simulation unter Anwesenheit ru¨ckgekoppelter Anlagen formuliert (Kap. 5.4).
Insbesondere werden Existenz (Kap. 5.4.2) und Eindeutigkeitsfragen (Kap. 5.4.3) be-
handelt. Die bisher im Fachgebiet bekannten Aussagen besitzen nicht die gewu¨nsch-
te und notwendige Allgemeingu¨ltigkeit. Unter der Voraussetzung der Gu¨ltigkeit einer
zusa¨tzlichen anwendungsspezifischen Annahme werden die sehr restriktiven Vorausset-
1Variablen der einen Aufgabe sind Parameter der anderen und umgekehrt.
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zungen fu¨r die Eindeutigkeit des Gleichgewichts in mehreren Schritten abgeschwa¨cht bis
schließlich eine graphentheoretisch relativ einfach zu u¨berpru¨fende Aussage als hinrei-
chende Bedingung fu¨r Eindeutigkeit angegeben werden kann. Durch die Eindeutigkeit
der Lo¨sung sind die Voraussetzungen fu¨r die Anwendbarkeit von Sensitivita¨tssa¨tzen
erfu¨llt, die fu¨r die dem Nash-Gleichgewicht a¨quivalenten Variationsungleichungen oder
Inklusionen existieren und denen der Konvexen Minimierung von Kap. 4.3 a¨hnlich sind.
Das Modell wird ausfu¨hrlich an einem literaturbekannten Beispiel diskutiert (Kap.
5.4.4).
Im sechsten Kapitel wird ein U¨berblick u¨ber bestehende Modelle zur Kalibrierung von
Simulationsmodellen gegeben (Kap. 6.2). Die Simulation unzureichender Versorgung
(Kap. 6.3.1) und druckabha¨ngiger Leckagen (Kap. 6.3.2) als Beispiele fu¨r Anwendun-
gen der im vierten Kapitel entwickelten konvexen Optimierungsaufgabe zur Kalibrie-
rung und Ma¨ngelidentifikation wird dargestellt. Ergebnisse des fu¨nften Kapitels ko¨nnen
auf die Bestimmung einzelner Kalibrierungsparameter angewandt werden. In a¨hnlicher
Weise lassen sich Kontrollprobleme zur optimalen Steuerung von Wasserversorgungs-
systemen formulieren.
Die Verwendung von Paramtersensitivita¨ten zum optimalen Entwurf von Messprogram-
men wird angesprochen (Kap. 6.4) und schließlich eine Strukturierung des Kalibrie-
rungsprozesses angegeben (Kap. 6.5), durch welche den Sensitivita¨ten der unterschied-
lichen Parameter am besten Rechnung getragen wird. Dabei ist das vorgestellte Kon-
zept nicht als ’Black-Box-Verfahren’ zu verstehen. Im Einzelfall mu¨ssen die besonderen
Gegebenheiten des zu kalibrierenden Systems und dessen Umgebung beru¨cksichtigt
und der Vorgang sukzessive an die jeweiligen Rahmenbedingungen angepasst werden.
Kapitel 2
Modellbildung
2.1 U¨berblick
Die Simulation eines realen Systems setzt dessen Abbildung durch ein mathematisches
Modell voraus. Bestimmende Gro¨ßen des Modells sind neben den Parametern, welche
die Eigenschaften der Systembestandteile repra¨sentieren, die Systemvariablen. Diese
beschreiben den momentanen Zustand des Systems unter definierten Randbedingun-
gen. Wa¨hrend die Parameter im Allgemeinen fu¨r unterschiedliche Simulationsrechnun-
gen als beschreibende Gro¨ßen der physikalischen Komponenten fu¨r unterschiedliche
Randbedingungen als konstant angesehen werden ko¨nnen, sind die Zustandsvariab-
len so zu bestimmen, dass sie die Randbedingungen und gewisse Systemgleichungen
erfu¨llen.
In der Modellierung von Wasserversorgungsnetzen za¨hlen zu den Parametern Eigen-
schaften der Rohre (La¨nge, Durchmesser, Rauheit) und der Graph des Netzes. Zur
Simulation des stationa¨ren Fließzustandes werden als Randbedingungen an den Be-
darfsknoten die Verbrauchswerte als bekannt vorausgesetzt und an Einspeiseknoten
die Potenzialho¨hen. Zu bestimmen sind die Flu¨sse in den Stra¨ngen und die Potenzi-
alho¨hen der Bedarfsknoten. Weiter wird vorausgesetzt, dass ein hydraulisches Gesetz
existiert, durch das eine funktionale Abha¨ngigkeit zwischen dem Potenzialverlust und
dem Durchfluss in einem Strang gegeben ist.
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In den na¨chsten Abschnitten stehen zuna¨chst die Darstellung des Versorgungsnetzes
als Graphen und die zur Beschreibung des hydraulischen Systemzustandes beno¨tigten
physikalischen Gesetzma¨ßigkeiten im Mittelpunkt der Betrachtung bevor die daraus
ableitbaren Gleichungen zum mathematischen Modell der hydraulischen Simulation
’einfacher’ Netze (d.h. ohne Beru¨cksichtigung dynamischer und zustandsabha¨ngiger
Kontrollarmaturen) zusammengefu¨hrt werden. Fu¨r die Entwicklungen in diesem Ka-
pitel soll folgende Voraussetzung gelten, deren Bedeutung sich im Weiteren ergeben
wird:
Voraussetzung 2.1 Fu¨r jeden Strang des Modells existiert eine a) stetige, b) (strikt)
monoton wachsende Beziehung der Form h = f(q), im Folgenden als hydrauli-
sches Gesetz und/oder hydraulische Grundgleichung bezeichnet, welche eine funktionale
Abha¨ngigkeit zwischen Durchfluss q und Druckverlust h repra¨sentiert.
2.2 Hydraulische Rohrnetzberechnung
2.2.1 Graphentheoretische Grundlagen
Ausgangspunkt der mathematischen Modellierung von Wasserversorgungsnetzen bildet
deren Abbildung als Graphen. Es werden fu¨r die weiteren Betrachtungen grundlegende
Definitionen gegeben und an einem Beispiel erla¨utert. Jeweils kursiv in ()-Klammern
sind englische Bezeichnungen der wichtigsten Elemente angegeben, da der gro¨ßte Teil
der Fachliteratur zur Systemanalyse von Wasserversorgungsnetzen in englischer Spra-
che verfasst ist. Fu¨r elementare Definitionen und Sa¨tze aus der Graphentheorie wird
z.B. auf Brandsta¨dt (1994) und Volkmann (1991) verwiesen.
Definition 2.1 Gegeben sind die nichtleeren Mengen V und E mit V ∩ E = ∅ sowie
die Abbildung H : E 7→ V × V . Dann bezeichnen das Tripel (V,E,H) den Digraphen
(digraph) D = (V,E,H) sowie V die Menge der Knoten (vertex, node) und E die
Menge der Kanten/Stra¨nge1 (edge, link) von D.
U¨ber die Abbildung H werden jedem Strang ej ∈ E Anfangsknoten vi ∈ V und
Endknoten vk ∈ V zugeordnet (h(ej) = (vi, vk)). Wird außerdem vorausgesetzt, dass
D weder Schlingen noch parallele Kanten entha¨lt, so heißt D schlichter Digraph (s.
Abb. 2.1).
1in dieser Anwendung gerichteten
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Eine geeignete Darstellungsmo¨glichkeit der Relation H bietet die Inzidenzmatrix.
Definition 2.2 Gegeben sei der Digraph D = (V,E,H). Die Matrix
Aj,i =

-1, falls Knoten i Anfangsknoten von Strang j,
1, falls Knoten i Endknoten von Strang j,
0, sonst,
mit j = 1, 2, . . . ,m und i = 1, 2, . . . , n heißt Inzidenzmatrix des Digraphen D.
Dabei zu beachten ist, dass es sich bei der (m×n)-Matrix A im Allgemeinen nicht um
eine quadratische Matrix handelt, sondern m > n gilt. In der Literatur wird teilweise
auch die transponierte Darstellung der Matrix A als Inzidenzmatrix bezeichnet (s. z.B.
Cembrowicz, 1988).
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D = (V,E,H),
V = {v1,v2,...,v17},
E = {e1,e2,...,e20},
H = {h(e1)=(v1, v2),
h(e2)=(v2, v4),...,
h(e20)=(v15, v16)}.
Abbildung 2.1: Beispielgraph D
Im Allgemeinen besteht ein Digraph aus unterschiedlichen Zusammenhangskomponen-
ten, zu deren Klassifizierung im Folgenden Definitionen gegeben werden.
Definition 2.3 Sei Eti ⊆ E, E¯ = E \ Eti , V ti ⊆ V , V¯ ⊆ V , V ti ∩ V¯ = Ri mit |Ri| = 1
und Ri = {ri}, weiter gelte: e ist Bru¨cke2 ∀e ∈ Eti . Dann heißen Ti = (V ti , Eti , H ti ) ’im
Graphen D enthaltener Wurzelbaum i’ und ri ∈ V ti ∧ ri ∈ V¯ ’Wurzel’ von Ti.
2Strang, ohne den der Graph in zwei Zusammenhangskomponenten zerfallen wu¨rde
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t
1)
V t1 = {v6, v7, v10, v11, v12}
Et1 = {e8, e11, e14, e15}
R1 = {v7}
Abbildung 2.2: Im Beispielgraph D enthaltener Wurzelbaum T1
Alle im Graphen D enthaltenen Wurzelba¨ume (z.B. Abb. 2.2) lassen sich zusammen-
fassen und bilden zusammen den Wald F ⊆ D (s. Abb. 2.3):
Definition 2.4 Die Vereinigungsmenge F = (V f , Ef , Hf ) = (∪V ti ,∪Eti ,∪H ti ) =
∪Ti, i = 1, ..., nt (mit nt := Anzahl der im Graphen D enthaltenen Wurzelba¨ume)
heißt ’im Graphen D enthalten r Wald’ und Rf = {r1, ..., rnt} ’Wurzelmenge von F ’.
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Wald
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F = (T1∪T2∪T3) ⊆ D
V f = {v1,v2,v4,v6,v7,
v10,v11,v12,v15,v16}
Ef = {e1,e2,e8,e11,e14,
e15,e20}
Rf = {v4,v7,v15}
Abbildung 2.3: Im Beispielgraph D enthaltener Wald F
Nach Wegnahme des Waldes u¨brig bleibt der Graph des vermaschten Netzes (Gitter):
Definition 2.5 Der Graph G = (V g, Eg, Hg) mit V g = (V \V f )∪Rf und Eg = E\Ef
heißt ’im Graphen D enthaltenes Gitter’ (s. Abb. 2.4).
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Abbildung 2.4: Im Beispielgraph D enthaltenes Gitter G
Aus obigen Definitionen folgen unmittelbar die Aussagen
Eg ∩ Ef = ∅, V g ∩ V f = Rf ,
deg(r) > 2 ∀ r ∈ Rf . 3
Besonderes Kennzeichen des Gitters ist die Existenz von Schleifen im Graphen G.
Definition 2.6 Gegeben seien der Graph des Gitters G = (V g, Eg, Hg) und eine Kan-
tenfolge Z = (eg1, . . . , e
g
nk) ∈ Eg mit H(egj ) = (aj−1, aj) fu¨r j = 1, 2, . . . , nk und
ai ∈ V g, i = 0, 1, . . . , nk. Fallen Anfangsknoten a0 und Endknoten ank zusammen,
so wird der geschlossene Kantenzug Z als Schleife C (circle, loop) bezeichnet.
Die Schleifen sind Merkmal der Vermaschung. A¨hnlich der Orientierung der Stra¨nge
ist fu¨r die weiteren Untersuchungen eine positive Schleifenrichtung festzulegen. Als
mathematische Abbildung der Schleifen wird die (m× l)-Matrix C mit l = m− n+ 1
eingefu¨hrt, die Informationen u¨ber die Stra¨nge der Schleifen und deren Richtungen
entha¨lt:
Definition 2.7 Gegeben sei das Gitter G = (V g, Eg, Hg). Die Matrix
Cj,i =

1, falls Strang j in Schleife i mit u¨bereinstimmender Richtung liegt,
-1, falls Strang j in Schleife i mit entgegengesetzter Richtung liegt,
0, sonst,
mit j = 1, . . . ,m und i = 1, . . . , l heißt Schleifenmatrix des Digraphen D.
3deg(v) = Anzahl der am Knoten v verbundenen Stra¨nge
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Es ist zu erwa¨hnen, dass die Wahl der Schleifen nicht fest vorgegeben ist, die Anzahl
der linear unabha¨ngigen Schleifen jedoch durch l = m − n + 1 eindeutig bestimmt
ist. In Abb. 2.5 sind vier elementare Schleifen mit zugeho¨riger beliebig gewa¨hlter po-
sitiver Drehrichtung dargestellt. Die (transponierte) Schleifenmatrix der in Abb. 2.5
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Schleifen
G = (V g, Eg, Hg)
V g = {v3,v4,v5,v7,v8,
v9,v13,v14,v15,v17}
Eg = {e3,e4,e5,e6,e7,
e9,e10,e12,e13,
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C2 = {e3,e6,e9,e5 }
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Abbildung 2.5: Im Gitter G enthaltene Schleifen Ci, i = 1, . . . , 4
definierten Schleifen und Drehrichtungen lautet:
CT =

0 1 0 −1 1 0 −1 0 0 0 0 0 0
1 0 −1 0 −1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 −1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 −1 1
 . (2.1)
Da es sich bei den Schleifen in Matrix C um fundamentale Schleifen handelt, kann
durch Umsortieren der Spalten und Multiplikation mit −1 die Schleifenmatrix stets
in die Form CT = [S|E] u¨berfu¨hrt werden (vgl. Kesavan und Chandrashekar, 1972).
Matrix S beinhaltet die Spalten der zu einer im Gitter enthaltenen Baumstruktur
geho¨rigen Stra¨nge (branches), die Einheitsmatrix E repra¨sentiert die Spalten der zu
den sogenannten Sehnen (chords) za¨hlenden Stra¨nge. Da CT in dieser Darstellung die
Einheitsmatrix entha¨lt, ist der Rang von C gleich der Anzahl l der Schleifen. Die
Spalten von Matrix C sind damit linear unabha¨ngig.
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Fu¨r das Beispiel folgt nach der Umsortierung
CT =

0 −1 1 0 −1 0 0 0 0 1 0 0 0
−1 1 0 −1 0 0 0 0 0 0 1 0 0
0 0 0 1 0 −1 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1 −1 0 0 0 1
 . (2.2)
Innerhalb des Gitters haben diejenigen Knoten eine besondere Bedeutung, die mehr
als zwei Stra¨nge miteinander verbinden. Sie werden in der Menge V p vereinigt:
Definition 2.8 Die Knoten der Menge V p = {v : v ∈ V g ∧ degEg(v) > 2} ⊆ V g hei-
ßen ’Elementknoten’, die u¨brigen Knoten von G heißen ’Zwischenknoten’ und werden
in V gi = {v : v ∈ V g ∧ degEg(v) = 2} ⊂ V g zusammengefasst. Unter degEg(v) ist dabei
die Anzahl aller Stra¨nge aus Eg, die Knoten v verbindet, zu verstehen.
Die unverzweigten Strangfolgen, durch welche die Knoten aus V p verbunden sind, wer-
den als Pfade Pj, j = 1, 2, . . . , np bezeichnet und sind wie folgt definiert:
Definition 2.9 Pj = (V
p
j , E
p
j , H
p
j ) ⊆ G mit V pj = {vj,0, vj,1, ..., vj,k}, Epj ⊂ Egj
und Hpj ⊂ Hg heißt j-tes ’Pfadelement’ (kurz: ’Pfad’), wenn {vj,0, vj,k} ∈ V p ∧
{vj,1, vj,2, ..., vj,k−1} ∈ V gi. vj,0 heißt ’Anfangsknoten’ von Pj, vj,k heißt ’Endknoten’
von Pj. Es gilt j = 1, 2, . . . , np, wobei np die Anzahl der im Gitter enthaltenen Pfade
bezeichnet.
Alle Pfade des Gitters sind in der Menge P zusammengefasst. Die einzelnen Pfad-
elemente Pj werden mit der Nummer des ersten Elementes aus E
p
j benannt. Die In-
zidenzrelation zwischen Pfadelement und seinen Anfangs- und Endknoten la¨sst sich
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Abbildung 2.6: Darstellung des Gitters in Pfaden Gp = (V p, P,Hp)
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analog H bei den Stra¨ngen angeben. Durch Hp wird jedem Pfadelement Pj ∈ P ein
Anfangsknoten vi ∈ V p und Endknoten vk ∈ V p zugeordnet vi pj−→ vk (s. Abb. 2.6,
z.B. hp(p4) = (v4, v8)). Bleiben Zwischenknoten und Unterteilungen der Pfade in ein-
zelne Stra¨nge unberu¨cksichtigt, ergibt sich die elementweise Darstellung des Gitters
Gp = (V p, P,Hp). Abb. 2.6 zeigt den Graphen G des Gitters in der vereinfachten
Darstellung in Pfaden.
Die zugeho¨rige Inzidenzmatrix Ap besitzt ebensoviele Zeilen wie Pfade im Netz ent-
halten sind. Die Spalten von Ap korrespondieren mit den Pfadverbindungsknoten. Ge-
nauso kann eine Schleifenmatrix Cp angegeben werden, welche an Stelle der Stra¨nge
nur Pfade beru¨cksichtigt. Der Zweck, den diese Unterteilung verfolgt, wird im weite-
ren Verlauf der Arbeit deutlich. Wenn nicht ausdru¨cklich etwas anderes erwa¨hnt ist,
ko¨nnen die Matrizen A und C sowohl strang- als auch pfadbezogen verwendet werden.
Aus Abb. 2.6 ist zu erkennen, dass es sich bei Gp im Vergleich zu G nicht mehr um
einen schlichten Graphen handelt. Es ko¨nnen sowohl parallele Pfade (z.B. v4
p4−→ v8
und v4
p6−→ v8) als auch Kreise (v15 p19−→ v15) auftreten. Außerdem sind, wie auch schon
bei Graph G, Bru¨cken innerhalb des Gitters mo¨glich (v13
p16−→ v15). Eine Gliederung
der Zusammenhangskomponenten zeigt Abb. 2.7.
Gesamtgraph
Wald Gitter
Schriftart:BookAntiqua
Baum Pfad
Strang Strang
Baum Pfad
Strang Strang
Baum Pfad
Strang Strang
i... i...
j... j...
1... 1...
1... 1...
n n
n n
f g
t p
t,i p,i
s s
Sprosse
Kreis
Brücke
Abbildung 2.7: Zusammenhangskomponenten des Graphen
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2.2.2 U¨berblick - Modellierung des Wasserversorgungsnetzes
2.2.2.1 Allgemein
Wasserversorgungsnetze haben die Aufgabe, den Verbraucher zu jeder Zeit mit Wasser
einwandfreier Qualita¨t unter ausreichendem Druck zu versorgen. Um diese Aufgabe zu
erfu¨llen, werden verschiedene Netzelemente verwendet - z.B. Rohre, Pumpen, Arma-
turen, Speichervorrichtungen, etc.-, die spezifische Funktionen erfu¨llen. Die mathema-
tische Abbildung ihres hydraulischen Verhaltens ist Gegenstand des vierten und des
fu¨nften Kapitels.
Zur graphentheoretischen Modellierung werden Entnahme- und Einspeisepunkte den
Knoten eines Digraphen zugeordnet. Verbindungsrohre und Armaturen sind durch ge-
richtete Stra¨nge modelliert. Zur Beru¨cksichtigung druckabha¨ngiger Einspeisungen wer-
den zusa¨tzlich virtuelle (’gedachte’) Stra¨nge zwischen den Potenzialknoten und einem
virtuellen Bezugsknoten, welcher die Summe der druckabha¨ngigen Einspeisungen re-
pra¨sentiert, eingefu¨hrt. Jedem virtuellen Strang wird eine zusa¨tzliche virtuelle Schleife
zugeordnet.
Die einzelnen Bestandteile des Versorgungsnetzes weisen unterschiedliche Eigenschaften
hinsichtlich der Berechenbarkeit einer eindeutigen Flussverteilung auf. Wa¨hrend diese
fu¨r den Wald einfach aus der Lo¨sung eines linearen Gleichungssystems besteht, mu¨ssen
im vermaschten Netz zusa¨tzliche Kompatibilita¨tsbetrachtungen angestellt werden. Zur
Flussberechnung in den Pfaden sind der lineare Fluss, der sich aus den Bedarfswerten
der Pfadzwischenknoten ergibt, und der Pfadfluss, der aus dem Systemzustand des
Gesamtnetzes berechnet werden muss, zu u¨berlagern.
Die Aufteilung in Pfade ist nicht zwingend. Sie dient der Vereinfachung des Graphen
sowie der Speicherplatz- und Rechenzeitersparnis und erweist sich insbesondere im
Hinblick auf die Kalibrierung des Simulationsmodells als sinnvoll. Bedarfswerte der
Pfadzwischenknoten sind auf die Pfadverbindungsknoten geeignet4 aufzuteilen, und es
ist eine durchschnittliche Rauheit der Rohre im Pfad zu bestimmen. Das so vereinfachte
Netz repra¨sentiert das Verhalten des urspru¨nglichen Netzes und bietet eine einfach zu
implementierende Alternative zu Verfahren, die z.B. eine Reduktion der Anzahl der
Netzbestandteile mit Hilfe von Optimierungsaufgaben vorschlagen (s. z.B. Anderson
und Al-Jamal, 1995).
4z.B. u¨ber Berechnung der Einspeisemengen, die sich an den Pfadverbindungsknoten ergeben, wenn
diese als Potenzialknoten angenommen werden.
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Im Folgenden werden die hydraulischen Gleichungen der Komponenten Wald und Pfade
des Graphen ohne Herleitung vorgestellt. Die Bedeutung der einzelnen Beziehungen
folgt anschließend im allgemeinen Teil u¨ber die hydraulische Berechnung vermaschter
Netzwerke, in denen Wald und Pfade als Sonderfall enthalten sind.
2.2.2.2 Simulation des Waldes
Der Vorteil der Aufteilung des Gesamtnetzes in die einzelnen Zusammenhangskompo-
nenten nach Kap. 2.2.1 zeigt sich dadurch, dass die Berechnung der Flu¨sse in der durch
Def. 2.4 auf Seite 10 charakterisierten Waldstruktur durch Lo¨sung linearer Gleichungen
erfolgt. Wegen seiner Einfachkeit sei daher die zugeho¨rige Berechnung des hydrauli-
schen Verhaltens an dieser Stelle der Darstellung der grundlegenden Gleichungen zur
Berechnung des Gitternetzes (Kap. 2.2.6) vorgezogen.
Gegeben sei die Inzidenzmatrix Af der Knoten des Waldes abzu¨glich der Wurzelknoten
(Vf \Rf ) und der Stra¨nge des Waldes (Ef ). Die quadratische nf e×nf e Matrix Af (nf e:
Anzahl der Stra¨nge im Wald) ist nichtsingula¨r und kann damit invertiert werden. Die
Flu¨sse in der Waldstruktur qf lassen sich aus dem linearen Gleichungssystem
Af
Tqf = Qf (2.3)
berechnen. Die Druckverluste in den Stra¨ngen hf folgen aus den hydraulischen Glei-
chungen (siehe spa¨teres Kap. 2.2.3):
hf = f(qf ). (2.4)
Die Potenzialabsenkungen ∆Hf an den einzelnen Knoten bezu¨glich des Wurzelknotens
sind, da Af invertierbar ist, ebenfalls durch ein lineares Gleichungssystem gegeben:
∆Hf = Af
−1hf . (2.5)
Die an den Wurzeln einzuspeisenden Gesamtbedarfswerte Qt der einzelnen Wur-
zelba¨ume entsprechen der Summe der Bedarfswerte aller Knoten des Baumes und sind
mit Hilfe der Inzidenzmatrix der Wurzelknoten Ar berechenbar:
Qt = Ar
Tqf . (2.6)
2.2.2.3 Gleichungen des Gitternetzes
Die Berechnung des hydraulischen Verhaltens des Gitternetzes erfordert die Lo¨sung
eines nichtlinearen Gleichungssystems mit nicht vergleichbarem mathematischem Auf-
wand, der im Folgenden behandelt wird. Auf eine besondere Kennzeichnung des Gitters
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wird dabei verzichtet werden, ebenso wie auf die Unterscheidung zwischen strangbezo-
gener und pfadbezogener Darstellung.
2.2.3 Hydraulische Grundgleichung
2.2.3.1 U¨berblick
Der Fluss eines Fluids durch ein Druckrohr ist mit Druckho¨henverlusten verbunden.
Dabei lassen sich Verluste infolge Reibung entlang des gesamten Rohres von solchen, die
lokal durch Einbauten verursacht werden, unterscheiden. Fu¨r beide verantwortlich ist
die Wandlung der Energie der Flu¨ssigkeit in thermische Energie, welche durch innere
Reibung infolge Turbulenzen und der Viskosita¨t realer Fluide sowie durch Reibung
an der Rohrwandung verursacht wird. Unterschiedliche Formeln zur Berechnung der
Druckverluste kommen zum Einsatz. Wa¨hrend in der Bundesrepublik die Berechnung
nach Prandtl-Colebrook vorgeschrieben wird, ist in anderen La¨ndern die Formel nach
Hazen-Williams verbreitet. Die wichtigsten werden im Folgenden kurz beschrieben (vgl.
Bhave, 1991, Kapitel 2).
2.2.3.2 Druckverlustberechnung nach Darcy-Weisbach
Es besteht die Konvention, die Reibungsverluste inkompressibler Fluide in Druckroh-
ren in Abha¨ngigkeit verschiedener Parameter zu beschreiben. Als Fluideigenschaft ist
neben Dichte ρ und Viskosita¨t µ der Flu¨ssigkeit die im Rohrquerschnitt herrschen-
de durchschnittliche Geschwindigkeit v von Bedeutung. Zu den Einflussparametern
za¨hlen ferner La¨nge L, innerer Durchmesser D, Rauheit k und Querschnittsform des
Rohres, wobei im Folgenden ausschließlich kreisrunde Rohre beru¨cksichtigt werden.
Entsprechend der von Bernoulli formulierten Proportionalita¨t von Druckverlust und
Geschwindigkeitsho¨he h ∼ v2
2 g
idealer Fluide kann eine nichtlineare Beziehung zwischen
Druckverlust, Fließgeschwindigkeit und den Parametern angegeben werden:
h =
L
D
v2
2 g
· Φ(vDρ
µ
,
k
D
). (2.7)
Der Term Φ(vDρ
µ
, k
D
) wird als Reibungsverlustbeiwert oder Widerstandsbeiwert λ be-
zeichnet, wobei
(
vDρ
µ
)
auch Reynoldszahl Re und k/D relative Rauheit genannt wer-
den. Die Formel zur Berechnung des Reibungsverlustes nach Darcy-Weisbach mit kon-
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stant angenommenem Reibungsbeiwert λ lautet:
h = λ
L
D
v2
2 g
. (2.8)
2.2.3.3 Druckverlustberechnung nach Prandtl-Colebrook
Von Nikuradse (1933) wurden Experimente zur genaueren Untersuchung des Einflusses
der Reynoldszahl Re und der relativen Rauheit k/D auf den Verlustbeiwert λ an
hydraulisch glatten und ku¨nstlich angerauten Rohren durchgefu¨hrt. Dabei stellte
sich heraus, dass der jeweilige Fließzustand entscheidend fu¨r die Abha¨ngigkeit der
Reibungsbeiwerte λ von Re und k/D ist (siehe Tabelle 2.1).
Tabelle 2.1: Abha¨ngigkeit des Verlustbeiwerts bei unterschiedlichen Fließzusta¨nden
Fließzustand Abha¨ngigkeit
laminar λ = Φ(Re)
turbulent λ = Φ(k/D)
U¨bergangsbereich laminar - turbulent λ = Φ(Re, k/D)
Die an Rohren mit ku¨nstlich hergestellter, gleichma¨ßiger Sandrauheit gewonne-
nen Ergebnisse waren jedoch nicht direkt auf das Verhalten handelsu¨blicher Rohre
u¨bertragbar. Erst die Einfu¨hrung des Konzepts der ’a¨quivalenten Sandrauheit’
ermo¨glichte die Anwendung der erzielten Resultate zur Druckverlustberechnung
kommerzieller Rohre. Mit a¨quivalenter Sandrauheit wird dabei die Rauheit des Rohres
im Versuch von Nikuradse bezeichnet, die fu¨r gegebenen Durchfluss im kommerziellen
Rohr den gleichen Druckverlust hervorruft und fu¨r handelsu¨bliche neue Rohre je nach
Material angegeben werden kann. Im laminaren Fließzustand gilt das Gesetz von
Hagen-Pousseuille (s. z.B. DVGW, 1981, Gl.(2)):
λ =
64
Re
. (2.9)
Fu¨r hydraulisch raue Rohre ist λ bestimmt durch
1√
λ
= 1.14− 2.0 log k
D
(2.10)
und wird als Gesetz von Prandtl-Ka´rma´n bezeichnet (DVGW, 1981, Gl.(5)).
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Die Reynoldszahlen der Stro¨mungen in Wasserversorgungsnetzen liegen gewo¨hnlich im
hydraulischen U¨bergangsbereich. Der Druckverlustbeiwert λ ist in diesem Fall durch
die Formel von Prandtl-Colebrook implizit definiert (DVGW, 1981, Gl.(3)):
1√
λ
= −2 log
(
2.51√
λ
+
k
3.71D
)
. (2.11)
In den Tafeln von Arbeitsblatt W 302 DVGW (1981) wird an Stelle der a¨quivalen-
ten Sandrauheit die ’integrale Rauheit’ ki verwendet, die alle den Druckho¨henverlust
steigernden und mindernden Einflu¨sse umfassen soll (genauere Erla¨uterung der An-
wendungsbereiche der Rauheit ki in Abschnitt 3 DVGW (1981)). Eine Auswertung der
Formeln aus Gl. (2.9) - Gl. (2.11) ist im Moody-Diagramm (DVGW, 1981, Bild 1.)
dargestellt.
2.2.3.4 Druckverlustberechnung nach Hazen-Williams
Neben der dimensionshomogenen Formel nach Darcy-Weisbach werden empirische For-
meln zur Berechnung des Druckverlustes angewandt. Die weiteste Verbreitung besitzt
die Druckverlustberechnung nach Hazen-Williams:
h =
ω
C1.85
L q1.85
D4.87
. (2.12)
Dabei werden mit q der Durchfluss, C der Hazen-Williams-Koeffizient und ω ein Di-
mensionsfaktor bezeichnet. C ist eine die Rauheit kennzeichnende Gro¨ße und kann als
solche entsprechend der Rauheit k fu¨r neue Rohre Tabellenwerken entnommen werden.
Fu¨r alte Rohre ist der Hazen-Williams-Koeffizient C abzuscha¨tzen und Gegenstand der
Kalibrierung des Simulationsmodells.
2.2.3.5 Verallgemeinerte Druckho¨henverlust-Durchflussbeziehung
Fu¨r die weiteren mathematischen Betrachtungen wird eine einheitliche Darstellung der
Beziehung zwischen Druckverlust und Durchfluss in einem Druckrohr beno¨tigt. Nach
Nielsen (1989) soll folgende funktionale Abha¨ngigkeit gelten:
h = d q mit: d = c |q|α−1. (2.13)
Die zu Gl. (2.13) duale Formulierung stellt den Durchfluss als Funktion des Druckver-
lustes dar:
q = d−1 h mit: d−1 = c−
1
α |h| 1−αα . (2.14)
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Dabei beinhalten die Konstante c sa¨mtliche Parameter (Rohrgeometrie, Viskosita¨t,...)
und α einen konstanten Wert - etwa im Bereich zwischen 1.0 und 2.5 -, je nachdem
welche der oben genannten hydraulischen Gleichungen oder Formulierungen nach Mess-
werten der Berechnung zu Grunde gelegt werden sollen.
2.2.4 Kontinuita¨t der Flu¨sse
Das Prinzip der Massenerhaltung der klassischen Physik besagt allgemein, dass die
zeitliche A¨nderung der Masse (ρ V ) innerhalb eines Kontrollvolumens (K.V.) dem Net-
tomassendurchfluss ρ v dA durch die Kontrolloberfla¨che (K.O.) entspricht:∫
K.V.
∂ρ
∂t
dV +
∫
K.O
ρvdA = 0. (2.15)
Im Falle der stationa¨ren ( ∂
∂t
= 0) Rohrstro¨mung eines inkompressiblen (ρ = const)
Fluids entspricht das Kontrollvolumen einer vollgefu¨llten Stromro¨hre und die Kontroll-
oberfla¨che ist aus impermeabler Rohrwandung und zwei durchstro¨mten Querschnitten
A1 und A2 zusammengesetzt. Gl. (2.15) vereinfacht sich damit zu
v1A1 = v2A2. (2.16)
Es besteht die Konvention, dass zur Simulation des hydraulischen Verhaltens von Was-
serversorgungsnetzen Zu- und Abflu¨sse (Q) des Gesamtsystems nur an den Knoten des
Netzwerks zugelassen werden. Grundsa¨tzlich ko¨nnen die Knoten in beliebiger Dichte
angeordnet werden, so dass diese Annahme ausreichende Genauigkeit besitzt. Knoten
mit vorgegebenen Entnahmen oder Einspeisungen werden als Bedarfsknoten und solche
mit konstantem Potenzial als Potenzialknoten bezeichnet. Mit qj,i sind der Fluss in den
Rohren j, die am Knoten i miteinander verbunden sind, und mit Qi die Einspeisung
(Qi < 0) oder Entnahme (Qi > 0) am Knoten i benannt. Die Kontinuita¨tsgleichung
lautet
deg(i)∑
j
qj,i −Qi = 0, i = 1, . . . , n, (2.17)
wobei deg(i) die Anzahl der am Knoten i verbundenen Rohre bezeichnet (vgl. Kap.
2.2.1). Die Inzidenzmatrix (s. Def. 2.2 auf Seite 9) aller Knoten und Stra¨nge (oder
Pfade) des Gitters soll mit AG bezeichnet werden. Durch die Partitionierung AG =
[A|AR] wird der Unterscheidung zwischen Bedarfsknoten A und Potenzialknoten AR
Rechnung getragen. Die aus der Elektrotechnik als erstes Kirchhoffsches Gesetz oder
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Knotensatz5 bekannte Gl. (2.17) auf der vorherigen Seite kann in Matrixdarstellung
kompakter geschrieben werden als
ATq = Q. (2.18)
Zu beachten ist, dass bei vermaschten Netzwerken fu¨r die Anzahl der Stra¨nge m und
Knoten n gilt: m > n. Damit ist A im Allgemeinen keine quadratische Matrix, die
Flu¨sse ko¨nnen nicht allein durch die Kontinuita¨tsbeziehung bestimmt werden.
2.2.5 Kompatibilita¨t der Druckho¨henverluste und
Knotenpotenzialho¨hen
Die Kompatibilita¨tsbedingung stellt die Beziehung zwischen Reibungsverlusten in den
Stra¨ngen, welche fu¨r das gesamte Netz im Vektor h zusammengefasst sind, und Poten-
zialho¨hen H, HR der Knoten her:
h+AH = −ARHR. (2.19)
Gl. (2.19) besagt, dass fu¨r alle Stra¨nge der Druckverlust der Differenz der Potenzi-
alho¨hen von Anfangs- und Endknoten entsprechen muss.
2.2.6 Stationa¨re Rohrnetzberechnung
2.2.6.1 Allgemein
Zusammengefasst ergeben die Ausfu¨hrungen der drei letzten Abschnitte die stationa¨re
Rohrnetzberechnung eines vermaschten Druckrohrnetzes. Im Unterschied zu Nielsen
(1989) sind knotenbezogene Vektoren mit Großbuchstaben (Q,H) und strangbezoge-
ne (q,h) mit Kleinbuchstaben dargestellt. Mit gegebenen hydraulischen Gesetzen der
Rohre nach Kap. 2.2.3 und Voraussetzung 2.1 auf Seite 8 sind sowohl Kontinuita¨t
der Flu¨sse an den Knoten (Kap. 2.2.4) als auch Kompatibilita¨t der Druckverluste und
Knotenpotenziale (Kap. 2.2.5) zu erfu¨llen:
ATq = Q,
h+AH = −ARHR,
Dq = h mit: Djj = cj|qj|α−1, j = 1, . . . ,m.
(2.20)
5s. z.B. Lindner (1992, Gl. (38.4), S.365)
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Durch Einfu¨hrung des partitionierten Vektors x =
(
q
H
)
la¨sst sich die Lo¨sung der Glei-
chungen (2.20) auf der vorherigen Seite auf die Bestimmung der Nullstellen folgender
Funktion zuru¨ckfu¨hren:
f(x) =
[
D(x) A
AT 0
]
x+
[
ARHR
−Q
]
= 0. (2.21)
Gleichungssystem (2.21) fu¨r die m+ n Unbekannten in q und H kann auf zwei unter-
schiedlichen Wegen reduziert werden, je nachdem, ob die in D enthaltenen hydrauli-
schen Gleichungen in Abha¨ngigkeit von q oder h gewa¨hlt werden. Im Weiteren soll fu¨r
den ersten Fall die Bezeichnung D = D(q) und fu¨r den zweiten D−1 = D−1(h) gelten.
2.2.6.2 Maschengleichung
Auf Grund der Definitionen von A und C (Def. 2.2 auf Seite 9, Def. 2.7 auf Seite 11)
gilt ATC = 0 und damit CTA = 0 (Nielsen, 1989). Multiplikation des oberen Teils
von Gl. (2.21) mit CT ergibt das Gleichgewicht der Druckho¨henverluste entlang einer
Schleife:
CTD q+CTA H+CTARHR = 0⇔ CT (D q+ARHR) = 0. (2.22)
Diese Formulierung ist unabha¨ngig von H, fu¨r die m Unbekannten in q stehen
l = m − n + 1 Gleichungen zur Verfu¨gung, was der Zahl der Schleifen entspricht.
Das GLS ist unterbestimmt.
Die Flussverteilung q kann als Summe aus der Flussverteilung einer beliebiegen im
Gitternetz enthaltenen Baumstruktur qt und dem Schleifenflussvektor u angegeben
werden:
q = qt +Cu. (2.23)
Zur Berechnung der Flu¨sse qt ist ein Knoten der Baumstruktur als Potenzialknoten
(Bezugsknoten) zu wa¨hlen. Die Inzidenzmatrix At der Bedarfsknoten der Baumstruk-
tur ist damit invertierbar. Der Vektor qt kann nach Gleichung (2.18) auf der vorherigen
Seite berechnet werden:
qt =
[
ATt
]−1
Q. (2.24)
Die so bestimmten Flu¨sse q erfu¨llen den unteren Teil von Gl. (2.21) unabha¨ngig von
der Wahl von u. Die stationa¨re Berechnung reduziert sich damit auf die Lo¨sung des
nichtlinearen Gleichungssystems in den Variablen u:
CTD qt +C
TD C u+CTARHR = 0. (2.25)
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Gl. (2.25) auf der vorherigen Seite dru¨ckt die so genannte Maschenbedingung ent-
sprechend dem zweiten Kirchhoffschen Gesetz der Elektrotechnik6, auch Maschensatz
genannt, aus: Die Summe der Druckverluste entlang einer Schleife muss den Wert Null
ergeben.
2.2.6.3 Knotengleichung
Alternativ zu der Berechnung nach Kap. 2.2.6.2 kann die hydraulische Gleichung dazu
verwendet werden, den Vektor der unbekannten Flu¨sse q aus Gl. (2.21) zu eliminieren.
Beziehung AH = −Dq−ARHR aus Gl. (2.20) kann unter der Voraussetzung Djj 6= 0
nach q aufgelo¨st und in die Kontinuita¨tsgleichung (unterer Teil von Gl. (2.21)) einge-
setzt werden. Als Resultat folgt die Gleichung der stationa¨ren Rohrnetzberechnung in
den Variablen H:
ATD−1AH+ATD−1ARHR = −Q. (2.26)
2.2.6.4 Numerische Berechnung der nichtlinearen Gleichungen
Zahlreiche Autoren haben sich bislang mit der hydraulischen Simulation von vermasch-
ten Wasserversorgungsnetzen bescha¨ftigt. Ein fu¨r die Handrechnung geeignetes Ver-
fahren zur Auflo¨sung der nichtlinearen Gleichungen wird erstmals von Cross (1936)
angegeben, bei dem basierend auf einer Anfangslo¨sung, welche die Knotengleichungen
erfu¨llt, schleifenweise Korrekturflu¨sse berechnet werden. Diese werden zur bisherigen
Flussverteilung addiert und die Iteration solange durchgefu¨hrt bis Konvergenz erreicht
ist. Alternativ ko¨nnen Anfangsscha¨tzungen der Knotenpotenziale vorgenommen und
diese mit Hilfe der Mengengleichgewichtsbedingungen an den Knoten bis zur Konver-
genz korrigiert werden. Epp und Fowler (1970) fu¨hren zur simultanen Lo¨sung der nicht-
linearen Maschengleichungen das Newton-Verfahren ein. Berghout und Kuczera (1997)
linearisieren stu¨ckweise die hydraulischen Beziehungen der einzelnen Rohre, wodurch
die Berechnung der Lo¨sung der urspru¨nglich nichtlinearen Aufgabe mit Hilfe der Li-
nearen Programmierung mo¨glich wird. Weitere Literatur zum Thema ist unter anderen
bei Martin und Peters (1963), Shamir und Howard (1968), Kesavan und Chandrashe-
kar (1972), Lam und Wolla (1972a,b), Rahal (1994) und Wood und Funk (1993a) zu
finden. Ein Teil der Autoren verwendet die Darstellung nach Kap. 2.2.6.2, wa¨hrend der
andere die Alternative nach Kap. 2.2.6.3 bevorzugt.
6s. z.B. Lindner (1992, Gl. (38.11), S.367)
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Bevor in Kap. 2.3 Fragen bezu¨glich Existenz und Eindeutigkeit von Lo¨sungen der
Gleichungen der stationa¨ren Rohrnetzberechnung beantwortet werden, soll kurz auf
die den Tagesgang betreffende hydraulische Simulation eingegangen werden.
2.2.7 Simulation des dynamischen hydraulischen Verhaltens
Im Rahmen der bis hier beschriebenen stationa¨ren Rohrnetzberechnung wurde von
konstanten Parametern des Modells ausgegangen. Im realen System existierende Ta-
gesganglinien der Beha¨lterfu¨llho¨hen und Verbrauchswerte schwanken. Durch die dy-
namische7 Rohrnetzberechnung wird versucht, diese A¨nderungen zu erfassen. In der
Regel werden Simulationsrechnungen u¨ber Tages- oder Wochenzyklen durchgefu¨hrt,
die in Zeitstufen, z.B. Stundenintervalle, diskretisiert sind.
Die Tagesganglinien der Verbrauchswerte werden zu Beginn der dynamischen Berech-
nung festgelegt. Damit ist fu¨r jede Zeitstufe t ein Vektor der Bedarfswerte Qt gegeben.
Die Beha¨lterfu¨llho¨hen HR,t dagegen ko¨nnen nicht a priori angegeben werden, son-
dern erfordern zu ihrer Bestimmung Simulationsrechnungen. Zum Zeitpunkt t seien
die Fu¨llho¨hen bekannt. Dann liefert die stationa¨re Rohrnetzberechnung Einspeise- und
Fu¨llmengen QR,t der einzelnen Beha¨lter. Unter Beru¨cksichtigung des Mengenausgleichs
im Gesamtsystem u¨ber den Zeitraum ∆t
ΣVin = ΣVout + ΣVR (2.27)
und der Geometrie der einzelnen Beha¨lter ergibt sich die Fu¨llho¨he zum Zeitpunkt t+∆t
z.B fu¨r einen quaderfo¨rmigen Speicher mit Grundfla¨che F zu:
HR,t+∆t = HR,t +
Qin
F
∆t. (2.28)
Der Fehler, der durch diese Diskretisierung der Differenzialgleichung der Fu¨llkurve
∂HR
∂t
=
Qin(t)
A(t)
(2.29)
entsteht, wird entweder vernachla¨ssigt8 oder kann durch zusa¨tzliche iterative Korrektur
der Fu¨llho¨he innerhalb der Zeitstufe verringert werden. Detaillierte Beschreibungen der
Verfahren sind z.B. bei Bhave (1988b, 1991) und Cembrowicz (1990) zu finden.
7Im technischen Sprachgebrauch impliziert das Wort ’Dynamik’, dass Beschleunigungskra¨fte zu
beru¨cksichtigen sind. In dieser Anwendung sind diese wegen der geringen Fließgeschwindigkeiten in
Versorgungsnetzen vernachla¨ssigbar. Im Englischen wird in diesem Zusammenhang deshalb neben dy-
namic simulation auch von extended time period simulation, extended time period analysis gesprochen.
8z.B. EPANET
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Weitere dynamische A¨nderungen der Modellparameter ko¨nnen durch Steuerentschei-
dungen bedingt sein. Davon sind hauptsa¨chlich Schieberstellungen und Pumpendreh-
zahlen betroffen. Wie die Verbrauchswerte der Bedarfsknoten sind die entsprechenden
Gro¨ßen zu Beginn der Simualtion fu¨r jede Zeitstufe einzeln anzugeben.
2.3 Variationsprinzipe in der hydraulischen
Simulation
2.3.1 Nichtlineare Optimierung ohne Nebenbedingungen
Die stationa¨re Rohrnetzberechnung la¨sst sich alternativ zu den Gleichgewichtsbetrach-
tungen des vorherigen Abschnittes als Minimierungsproblem formulieren, dessen Her-
leitung u¨ber Variationsprinzipe in den Kapiteln 2.3.2 und 2.3.3 dargestellt ist. Die
Minimierung erfolgt mit Methoden der Nichtlinearen Optimierung, deren Grundlagen
hier kurz fu¨r den Fall ohne Nebenbedingungen angefu¨hrt sind.
Allgemein gilt:
Gegeben seien der normierte Raum X, x ∈ X und das Funktional f(x) mit den Argu-
mentfunktionen xi = u(ξi). Notwendige Bedingung fu¨r das Vorliegen eines Minimums
x∗ ∈ X von f(x) ist das Verschwinden der ersten Variation:
δf(x∗) = 0. (2.30)
Fu¨r die weiteren Betrachtungen wird es genu¨gen, sich auf den Spezialfall xi = u(ξi) =
const zu beschra¨nken. D.h. bei den Argumenten handelt es sich um Variablen, die nicht
von einer weiteren Gro¨ße abha¨ngig sind9. Dann sind X ein Vektorraum, x ein Vektor
und f(x) eine Funktion.
Sei weiter x ∈ Rn und f(x) stetig differenzierbar in Rn. Dann ist die notwendige
Bedingung fu¨r einen stationa¨ren Punkt x∗ gleichbedeutend mit der Variationsgleichung:
∇f(x∗)T δx = 0, (2.31)
wobei ∇f(x∗) als Gradient von f im Punkt x∗ bezeichnet wird. Fu¨r beliebige Varia-
tionen δx ist die Bedingung in Gl. (2.31) nur dann erfu¨llt, wenn gilt:
∇f(x∗) = 0. (2.32)
9In der hydraulischen Simulation wird der Gradient des Druckverlustes entlang eines Stranges als
konstant angenommen.
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Hinreichend fu¨r das Vorliegen eines lokalen Minimums in x∗ bei zweimal stetig dif-
ferenzierbarer Zielfunktion f(x) ist die positive Definitheit der Hessematrix H(x∗) =
∇2f(x∗). Ist die positive Definitheit der Hessematrix ∀x ∈ Rn gegeben, folgt daraus,
dass f(x) strikt konvex10 ist in ganz Rn. Die notwendige Bedingung ∇f(x) = 0 ist fu¨r
diesen Sonderfall hinreichend fu¨r ein globales Minimum von f(x).
Falls die zweimalige Differenzierbarkeit von f(x) nicht gegeben ist, garantieren Ste-
tigkeit und strikte Konvexita¨t von f(x) ∀x ∈ Rn zusammen mit Koerzitivita¨t
(lim‖x‖→∞ f(x) = ∞) die Existenz einer globalen, eindeutigen Lo¨sung des unrestrin-
gierten Minimierungsproblems:
f(x)→ minx, x ∈ Rn. (2.33)
2.3.2 Variationsprinzip fu¨r nichtlineare Netzwerke nach
Birkhoff (1963)
Birkhoff und Diaz (1956) (s. a. Birkhoff, 1963) zeigen, dass die Berechnung des sta-
tiona¨ren Gleichgewichtszustandes der hydraulischen Simulation vermaschter Druck-
rohrnetze unter Beru¨cksichtigung des ersten und zweiten Kirchhoffschen Gesetzes der
Minimierung eines konvexen Funktionals a¨quivalent ist. Die hydraulischen Gleichun-
gen, welche die bilaterale Beziehung zwischen Druckverlust und Durchfluss in einem
Rohr beinhalten, mu¨ssen dabei neben Monotonie (Voraussetzung 2.1 b)) die Eigen-
schaft der Stetigkeit (Teil a) in Voraussetzung 2.1 auf Seite 8) aufweisen, woraus die
Differenzierbarkeit des oben genannten u¨bergeordneten konvexen Funktionals folgt.
Drei unterschiedliche Typen von Randbedingungen an den Knoten werden von
Birkhoff und Diaz (1956) unterschieden:
I) An allen Knoten mit Zu- oder Abfluss ist die Potenzialho¨he konstant gegeben
(Dirichlet-Problem),
II) an allen Knoten mit Zu- oder Abfluss ist die Bedarfsmenge konstant gegeben
(Neumann-Problem),
III) Bearfsmenge ist als Funktion der Potenzialho¨he Q = FH(H) gegeben (gemischtes
Problem, entha¨lt als Sonderfall II)).
10siehe Def. 3.6 auf Seite 35
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Betrachtet wird zuna¨chst die Funktion Π: 11
Π =
m∑
j=1
Wj +
n∑
i=1
Vi. (2.34)
Die Gro¨ßen Wj im Rohr j (j = 1, 2, . . . ,m) und Vi am Knoten i (i = 1, . . . , n) mit
unbekannter Potenzialho¨he sind dabei definiert als die Integrale12
Wj =
∫ hj
0
d−1j hj =
∫ hj
0
(
c−1j |x|
)1/α
sign(x)dx =
α
α+ 1
(
c−1j |hj|
)α+1
α (2.35)
und
Vi = −
∫ Hi
0
FH,i(x)dx. (2.36)
Die notwendige Bedingung fu¨r das Vorliegen einer Minimalstelle H∗ von Π liefert die
Variationsgleichung
δΠ =
m∑
i=1
d−1j hjδhj −
n∑
i=1
FH,iδHi = 0. (2.37)
Birkhoff (1963) zeigt (Theorem 1), dass die Bedingung δΠ = 0 den Knotengleich-
gewichtsbedingungen (entsprechend Gl. (2.18) auf Seite 21, wobei hier die Bedarfs-
werte Q auch Funktionen des Potenzials am Knoten sein du¨rfen) a¨quivalent ist. Sind
die hydraulischen Gleichungen qj = d
−1
j hj, j = 1, 2, . . . ,m monoton wachsend und
FH,i, i = 1, 2 . . . , n monoton fallend, ist Π konvex (Birkhoff, 1963, Theorem 2). Gilt
fu¨r beide strikte Monotonie, so ist Π sogar strikt konvex (Birkhoff, 1963, Theorem
3). In diesem Fall existiert somit maximal eine Lo¨sung des Problems (Birkhoff, 1963,
Corollary Theorem 3).
Um die Existenz einer Lo¨sung abzusichern, genu¨gt es zu zeigen, dass lim‖H‖→∞Π(H) =
+∞ gilt. Hinreichend dafu¨r ist wiederum, dass fu¨r die einzelnen Anteile
lim|hj |→∞Wj(hj) = +∞, j = 1, 2, . . . ,m und lim|Hi|→∞ Vi(Hi) = +∞, i = 1, 2, . . . , n
gelten (die Druckverluste h lassen sich mit Hilfe von Gl. (2.19) auf Seite 21 durch die Po-
tenzialho¨hen H ausdru¨cken). Fu¨r die Existenz eines Minimums von Π genu¨gt es damit,
dass die monoton wachsenden hydraulischen Funktionen qj = d
−1
j hj, j = 1, 2, . . . ,m
und die monoton fallenden Funktionen FH,i, i = 1, 2 . . . , n beide Vorzeichen annehmen
(Birkhoff, 1963, Theorem 4). Sind die genannten Funktionen zudem stetig, so existiert
eine Lo¨sung der Aufgabe der stationa¨ren Rohrnetzberechnung (Birkhoff, 1963, Corol-
lary Theorem 4).
11Die Bezeichnungen V und W sind im Gegensatz zu Birkhoff (1963) vertauscht.
12in Abb. 2.8 auf der na¨chsten Seite Fla¨che unterhalb der Kurve qj = f(hj)
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2.3.3 Minimierung der ’Content’ - und ’Co-Content’ -Funktionen
q
h
W
W
i
i
c
Abbildung 2.8: ’Co-Content’ W und ’Content’ W c eines Druckrohres (Index j)
Aufbauend auf die Arbeiten von Cherry (1951) und Millar (1951), die sich mit der
Berechnung elektrischer Netzwerke bescha¨ftigen, u¨bertragen Collins u. a. (1978) die
Aufgabe der Minimierung der sogenannten ’Content’ - und ’Co-Content’ -Funktionen
auf die hydraulische Simulation. Die Minimierung des ’Co-Content’ entspricht dabei
dem Variationsprinzip von Birkhoff (1963). Der ’Co-Content’ der Netzbestandteile ist
durch die Integrale Wj in Gl. (2.35) gegeben. In der Notation von Kap. 2.2.6 lautet die
Aufgabe der Minimierung des ’Co-Content’ Π : Rn 7→ R:
min
H
Π(H) (2.38)
mit
Π =
α
α+ 1
[
HTATD−1 (AH+ARHR)
]
+HTQ.
Eine Minimalstelle H∗ von Π muss notwendig die Variationsgleichung
δΠ = ∇Π(H∗)T (H−H∗) = 0 ∀H ∈ Rn (2.39)
erfu¨llen, wobeiH−H∗ eine Variation δH bezeichnet. Nach Kap. 2.3.1 ist die Bedingung
in Gl. (2.39) fu¨r beliebige Variationen δH erfu¨llt, wenn
∇Π = ATD−1AH+ATD−1ARHR +Q = 0 (2.40)
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gilt. Gleichung (2.40) entspricht dem Knotengleichgewicht (Gl. (2.26) auf Seite 23). Die
Minimierung der ’Co-Content’ -Funktion ist somit der stationa¨ren Rohrnetzberechnung
a¨quivalent (vgl. Collins u. a., 1978, proposition 2). Voraussetzung 2.1 a) garantiert die
Differenzierbarkeit der Zielfunktion Π(H), Voraussetzung 2.1 b) ist hinreichend fu¨r die
(strikte) Konvexita¨t von Π(H) (vgl. Collins u. a., 1978).
Zur Berechnung der ’Content’ -Funktion Πc : Rl 7→ R werden die Integrale13 W cj der
einzelnen Rohre j = 1, . . . ,m beno¨tigt:
W cj =
∫ qj
0
cj |x|α−1 x dx = 1
α+ 1
c |qj|α−1 q2j . (2.41)
Im Unterschied zu Collins u. a. (1978) wird in dieser Arbeit die Kontinuita¨tsbedin-
gung Gl. (2.18) auf Seite 21 nicht als Nebenbedingung der Minimierungsaufgabe des
’Content’ in den Variablen q beru¨cksichtigt, sondern es wird von einer Flussverteilung
(z.B die zu einer im Gitter enthaltenen Baumstruktur geho¨rige), welche die Konti-
nuita¨t erfu¨llt, ausgegangen und die Minimierungsaufgabe in den Schleifenflussvariablen
entsprechend Kap. 2.2.6.2 formuliert. Die Minimierungsaufgabe des System-’Content’
kann damit angegeben werden:
min
u
Πc (2.42)
mit
Πc =
m∑
j=1
W cj + u
TCTARHR =
1
α+ 1
(qt +Cu)
TD (qt +Cu) + u
TCTARHR.
Eine Lo¨sung u∗ der Aufgabe muss notwendig die Variationsgleichung
δΠc = ∇Πc(u∗)T (u− u∗) = 0 ∀u ∈ Rl (2.43)
erfu¨llen, was fu¨r beliebige Variationen δu = u − u∗ bedeutet, dass u∗ Lo¨sung des
folgenden Gleichungssystems ist:
∇Πc(u) = CT [D (qt +Cu) +ARHR] = 0. (2.44)
Gl. (2.44) entspricht der Maschenbedingung in Gl. (2.25) auf Seite 22. Die Minimierung
des System-’Content’ ist der Berechnung des stationa¨ren hydraulischen Gleichgewichts
a¨quivalent (vgl. Collins u. a., 1978, proposition 1). Voraussetzungen 2.1 a) und b) ga-
rantieren die Differenzierbarkeit und (strikte) Konvexita¨t von Πc (Collins u. a., 1979).
13in Abb. 2.8 Fla¨che oberhalb der Kurve q = f(h)
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Sowohl die Aufgabe der Minimierung des System-’Content’ als auch die der Minimie-
rung des System-’Co-Content’ besitzen eine eindeutige Lo¨sung:
Wenn in Voraussetzung 2.1 b) strikte Monotonie der hydraulischen Gleichungen ge-
fordert wird, garantiert die daraus resultierende strikte Konvexita¨t von Π und Πc,
dass maximal eine Lo¨sung existieren kann. Durch die Stetigkeit und Koerzitivita¨t von
Π (lim‖H‖→∞Π = +∞) und Πc (lim‖u‖→∞Πc = +∞) ist jeweils die Existenz einer
eindeutigen Lo¨sung der beiden Aufgaben sichergestellt.
2.3.4 Dualita¨t zwischen Π und Πc
Befindet sich ein Rohrsystem in einem hydraulischen Gleichgewichtszustand
(Π∗,H∗,Πc∗,u∗), erfu¨llen ’Content’ und ’Co-Content’ nach Addition der Integrations-
konstanten −HTrefQ zu Π in Gl. (2.38) auf Seite 28 die Bedingung
Πc∗ +Π∗ = α
α+1
H∗TATD−1 [AH∗ +ARHR] +H∗TQ−HTrefQ+
1
α+1
(qt +Cu
∗)TD (qt +Cu∗) + u∗TCTARHR = 0.
(2.45)
Gl. (2.45) dru¨ckt die Dualita¨t zwischen den Minimierungsaufgaben von Π und Πc aus
und besagt, dass die dem System pro Zeiteinheit zugefu¨hrte Energie Ein verringert um
die durch Reibung in Wa¨rmeenergie umgewandelte ’Verlustenergie’ Ev der dem System
entnommenen Energie entsprechen muss:
Ev = Ein − Eout, (2.46)
mit:
Ev =
α
α+1
H∗TATD−1 [AH∗ +ARHR] + 1α+1(qt +Cu
∗)TD (qt +Cu∗) = h∗
Tq∗,
Ein − Eout = HTrefQ−H∗TQ− u∗TCTARHR.
Fu¨r beliebige Zusta¨nde (Π,H,Πc,u) außerhalb des Gleichgewichts gilt die Ungleichung
(Panagiotopoulos, 1976)
Π ≥ Π∗ = −Πc∗ ≥ −Πc. (2.47)
2.4 Zusammenfassung
Zuna¨chst wurde die Abbildung eines Wasserversorgungsnetzes als Graphen erla¨utert.
Eine Untergliederung in die ZusammenhangskomponentenWald, Gitter und Pfade wur-
de vorgestellt und die Berechnung der Flussverteilung im Wald aus einem linearen
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Gleichungssystem angegeben. Zur Berechnung der Flussverteilung im Gitter werden
zusa¨tzlich Kompatibilita¨tsbetrachtungen der Druckverluste beno¨tigt, weshalb ein U¨ber-
blick u¨ber die gebra¨uchlichsten Gleichungen zur Berechnung von Reibungsverlusten in
hydraulisch rauen Rohren gegeben wurde.
Das Gleichungssystem - bestehend aus Kontinuita¨t, Kompatibilita¨t und hydraulischen
Gleichungen - zur Flussberechnung des gesamten Gitternetzes wurde aufgestellt und
zwei unterschiedliche Verfahren zur Reduzierung der Zahl der Unbekannten vorgestellt.
Diese resultierten in den sogenannten Knoten- und Maschengleichungen zur Fluss- und
Druckberechnung in Netzwerken.
Als Alternative wurde das mathematische Modell der stationa¨ren Durchflussberech-
nung vermaschter Druckrohrnetze als Minimierungsproblem entwickelt. Die Existenz
einer eindeutigen Flussverteilung fu¨r Netze ohne Kontrollarmaturen unter der Voraus-
setzung 2.1 auf Seite 8 wurde gezeigt. Diese la¨sst sich als Lo¨sung eines nichtlinearen,
unrestringierten Minimierungsproblems mit streng konvexer Zielfunktion in den Vari-
ablen Potenzialho¨hen H (Gl. (2.38) auf Seite 28) oder Schleifenkorrekturflu¨ssen u (Gl.
(2.42) auf Seite 29) formulieren. Zur numerischen Behandlung der Aufgabe bieten sich
Methoden der Nichtlinearen Optimierung und Lo¨sungsverfahren zur Bestimmung der
Nullstellen nichtlinearer Funktionen (z.B. Newton-Raphson-Verfahren) an.
In realen Wasserversorgungsnetzen finden Kontrollarmaturen Anwendung, deren
Beru¨cksichtigung im Modell eine Abschwa¨chung der Voraussetzung 2.1 auf Seite 8
erforderlich macht. Bevor im vierten Kapitel die gebra¨uchlichsten Armaturen beschrie-
ben und eine Erweiterung des mathematischen Modells vorgestellt werden, definiert
das folgende Kapitel die dazu beno¨tigten matemathischen Grundlagen.
Kapitel 3
Mathematische Grundlagen
3.1 U¨berblick
Um die Beru¨cksichtigung von Armaturen, die einseitigen Bindungen unterworfen sind
oder deren hydraulische Gleichung nicht stetig ist, im mathematischen Modell der stati-
ona¨ren hydraulischen Berechnung von Wasserversorgungsnetzen zu ermo¨glichen, wird
die Subdifferenzialrechnung (Rockafellar, 1970; Rockafellar und Wets, 1998; Hiriart-
Urruty und Lemare´chal, 1993) verwendet. Die Berechnung des stationa¨ren Fließzu-
standes vermaschter Druckrohrnetze bei gegebenen hydraulischen Beziehungen, fu¨r die
bestimmte Voraussetzungen gelten, aber nicht notwendig durch klassische Funktions-
vorschriften gegeben sind, soll durch die Lo¨sung einer konvexen Optimierungsaufgabe
erreicht werden, die mit Methoden der Konvexen Analysis bearbeitet werden kann.
Wie bereits im zweiten Kapitel erla¨utert wurde, wird zur hydraulischen Simulation
ein Druckrohrnetz als vermaschtes Netzwerk, bestehend aus Knoten und Stra¨ngen,
abgebildet. Einspeisungen und Entnahmen finden nur an den Knoten statt. Durchfluss
und Gradient des Druckverlustes in einem Rohr werden entlang der Verbindung zweier
Knoten, dem Strang, als konstant angenommen. Eine Diskretisierung des Problems
ist damit bereits gegeben. Im Unterschied zu analogen mechanischen Problemen (z.B.
Panagiotopoulos, 1976, 1977), bei denen die gesuchten Gro¨ßen1 Funktionen des Ortes
sind und damit die Behandlung auf abstrakten Ra¨umen und Funktionalebene no¨tig ist,
gilt in der hydraulischen Simulation die Minimierung einer vektorwertigen Funktion
(vgl. Kap. 2.3.1). Der Arbeitsbereich ist der Rn.
1z.B. Spannungen und Dehnungen
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Definitionen und Sa¨tze, auf die verwiesen wird und die sich teilweise im Original auf
Funktionale und abstrakte topologische Ra¨ume beziehen, wurden in der urspru¨nglichen
allgemeineren Form u¨bernommen. Der Begriff Funktional kann fu¨r die vorliegende Ar-
beit durch Funktion ersetzt werden. Umgekehrt gelten viele der auf Funktionen und
den Rn bezogenen Aussagen auch fu¨r Funktionale, wozu an dieser Stelle jedoch auf
Literatur der Funktionalanalysis verwiesen wird.
Im Folgenden werden die fu¨r die weitere Arbeit wesentlichen Eigenschaften konve-
xer Mengen (Kap. 3.2) und Funktionen (Kap. 3.3) vorgestellt. Fu¨r eine ausfu¨hrliche-
re Darstellung wird auf die Literatur verwiesen (Rockafellar, 1970; Rockafellar und
Wets, 1998; Hiriart-Urruty und Lemare´chal, 1993). Große Bedeutung kommt in diesem
Zusammenhang monotonen (mehrdeutigen) Abbildungen zu (Kap. 3.4). In Kap. 3.5
werden die Grundaufgabe der Konvexen Optimierung definiert und alternative Formu-
lierungen gegeben. Notwendige und hinreichende Bedingungen fu¨r eine globale Lo¨sung
der Aufgabe folgen anschließend.
3.2 Konvexe Mengen
Definition 3.1 Eine Teilmenge C des Rn heißt konvex, wenn fu¨r zwei beliebige Punkte
x ∈ C, y ∈ C und 0 < λ < 1
(1− λ)x+ λy ∈ C
gilt. Anschaulich bedeutet Definition 3.1, dass die Punkte der Verbindungsstrek-
ke zweier beliebiger Punkte einer konvexen Menge ebenfalls zur konvexen Menge
geho¨ren. Beispiele fu¨r konvexe Mengen sind Punkte, Strecken, alle affinen Mengen
{x ∈ Rn|Ax− b = 0} und Halbra¨ume {x ∈ Rn| 〈x,b〉 ≤ β} mit gegebenen b ∈ Rn
und β ∈ R. Im folgenden Satz werden Eigenschaften konvexer Mengen zusammenge-
fasst, insbesondere Operationen auf konvexen Mengen, unter denen die Konvexita¨t er-
halten bleibt (zum Beweis siehe u.a. Rockafellar, 1970; Hiriart-Urruty und Lemare´chal,
1993, section 3,4; Kap. III).
Satz 3.1 (a) Die Schnittmenge C = ∩i∈ICi konvexer Mengen Ci ist konvex.
(b) Die Summe C = C1 +C2 = {x1 + x2|x1 ∈ C1,x2 ∈ C2} zweier konvexer Mengen
C1 ∈ Rn,C2 ∈ Rn ist konvex.
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(c) Skalarmultiplikation der konvexen Menge C mit λ ∈ R ergibt die konvexe Menge
λC = {λx|x ∈ C} .
2
Eine Menge, die aus der Schnittmenge endlich vieler Halbra¨ume besteht, ist nach Teil
a) von Satz 3.1 auf der vorherigen Seite konvex und wird polyhedrale Menge genannt.
Wesentlich fu¨r die weiteren Betrachtungen wird die durch eine endliche Anzahl von
linearen Gleichungen und Ungleichungen definierte Menge sein.
Satz 3.2 Seien G ∈ Rs×n und H ∈ Rd×n reelle Matrizen, g ∈ Rs, h ∈ Rd und
x ∈ Rn. Die Menge
CPS = {x ∈ Rn|Gx− g ≤ 0,Hx− h = 0}
ist eine polyhedrale konvexe Menge.
Beweis :
Da jede lineare Gleichung ax − b = 0 auch durch zwei Ungleichungen ax − b ≤ 0
und ax − b ≥ 0 ausgedru¨ckt werden kann, ist jede affine Menge, insbesondere
{x ∈ Rn|Hx− h = 0} polyhedral. Wegen Satz 3.1 (a) ist dann CPS als Schnittmenge
konvexer Mengen konvex. 2
Definition 3.2 Eine Menge K ⊂ Rn wird Kegel genannt, wenn fu¨r λ > 0 gilt:
x ∈ K⇒ λx ∈ K.
Folgt aus x1 ∈ K und x2 ∈ K zusa¨tzlich x1 + x2 ∈ K, dann heißt K konvexerKegel.
Ein Kegel ist die Vereinigung aller am Ursprung beginnenden Halbgeraden. Der Ke-
gel muss dabei keine ’Spitze’ am Ursprung bilden. So sind die Teilra¨ume, welche
aus durch den Ursprung verlaufenden Hyperebenen gebildet werden, zu den Ke-
geln zu za¨hlen. Ein Beispiel fu¨r einen konvexen Kegel ist der nichtnegative Orthant
{x ∈ Rn|xi ≥ 0, i = 1, . . . , n}.
Sind die Ungleichungen und Gleichungen, welche die MengeCPS aus Satz 3.2 definieren,
homogen (gi = 0, i = 1, . . . , s; hj = 0, j = 1, . . . , d), dann beschreibt die Menge CPS
einen polyhedralen konvexen Kegel.
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Oft ist die Approximation einer Menge M in der Na¨he eines Punktes x ∈ M durch
eine leichter darzustellende Menge hilfreich. Zur Repra¨sentation einer abgeschlossenen
konvexen Menge C im Punkt x ∈ C werden deshalb der Tangentenkegel TC (x) und
der Normalenkegel NC (x) definiert.
Definition 3.3 Der Tangentenkegel TC(x) einer abgeschlossenen konvexen Menge
C ⊂ Rn ist der Abschluss des Kegels, der durch alle zula¨ssigen Richtungen C − x
gebildet wird:
TC(x) = cl {d ∈ Rn|d = α(y − x), y ∈ C, α ≥ 0} .
Definition 3.4 Sei K ein konvexer Kegel. Der zu K polare Kegel ist
K◦ := {s ∈ Rn|〈s,x〉 ≤ 0 ∀x ∈ K} .
Mit Definition 3.4 kann der zu TC(x) duale Kegel NC(x) = [TC(x)]
◦ angegeben wer-
den:
Definition 3.5 Sei C eine abgeschlossene konvexe Teilmenge des Rn und x ∈ clC.
Dann heißt
NC(x) = {ξ ∈ Rn | 〈ξ,y − x〉 ≤ 0∀y ∈ C}
Normalenkegel an C in x.
3.3 Konvexe Funktionen
3.3.1 Eigenschaften konvexer Funktionen
Nach der kurzen Abhandlung u¨ber konvexe Mengen werden nun konvexe Funktionen
na¨her betrachtet.
Definition 3.6 Sei C ⊂ Rn nichtleer und konvex. Eine Funktion C 7→ R heißt konvex
u¨ber C, wenn fu¨r alle Paare (x1,x2) ∈ C×C und alle α ∈ (0, 1)
f (αx1 + (1− α)x2) ≤ αf (x1) + (1− α) f (x2)
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gilt. Die Menge aller konvexen Funktionen f : Rn 7→ R wird mit ConvRn bezeichnet.
f heißt strikt konvex, wenn fu¨r x1 6= x2 strikte Ungleichheit (’<’ statt ’≤’) gilt. Wenn
sogar
f (αx1 + (1− α)x2) ≤ αf (x1) + (1− α) f (x2)− 1
2
cα (1− α) ‖x1 − x2‖2
gilt mit c > 0, wird f streng konvex u¨ber C genannt.
Wird der Wertebereich der Funktion f von R erweitert auf R¯ = R ∪ +∞, kann die
Gu¨ltigkeit der Funktion f von C auf den Gesamtraum Rn erweitert werden, indem
∀x /∈ C der Funktionswert f(x) = +∞ gesetzt wird. Jede konvexe Menge C ist so
analytisch durch ihre Indikatorfunktion IC : R
n 7→ R¯ mit
IC(x) =
{
0 fu¨r x ∈ C ⊂ Rn
∞ fu¨r x /∈ C , x ∈ R
n (3.1)
darstellbar. Ebenso ist der umgekehrte Weg mo¨glich. Jede konvexe Funktion kann durch
ihren Epigraphen als konvexe Menge dargestellt werden.
Definition 3.7 Sei f : Rn 7→ R¯ eine konvexe Funktion. Die Menge
epif = {(x, λ) ∈ Rn ×R|f(x) ≤ λ}
heißt Epigraph von f(x).
Fu¨r f 6≡ −∞ gilt epif ist konvex ⇔ f ist konvex (Hiriart-Urruty und Lemare´chal,
1993, IV. Proposition 1.1.6).
Definition 3.8 Die Projektion des Epigraphen epif einer Funktion f : Rn 7→ R¯ auf
Rn wird effektives Definitionsgebiet von f, kurz domf , genannt und ist folgendermaßen
definiert:
domf = {x ∈ Rn|f(x) < +∞} .
Die Menge domf ist, als Abbildung u¨ber lineare Transformation aus der konvexen Men-
ge epif hervorgegangen, eine konvexe Teilmenge des Rn (s. Rockafellar, 1970, Theorem
3.4).
Analog zur effektiven Definitionsmenge handelt es sich bei den Niveaumengen2 Sα =
{x ∈ Rn|f(x) ≤ α} um konvexe Mengen.
Funktionen mit nichtleerer effektiver Definitionsmenge werden zur Gruppe der eigent-
lichen Funktionen zusammengefasst.
2engl.: level-sets
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Definition 3.9 Eine konvexe Funktion f : Rn 7→ R¯ heißt eigentlich3, wenn
f : Rn 7→ (−∞,+∞] und f(x) 6≡ ∞ ist.
Bezu¨glich der Abgeschlossenheit der Epimenge einer Funktion f : Rn 7→ R¯ spielt der
Begriff der Unterhalbstetigkeit eine wichtige Rolle.
Definition 3.10 Sei C ein Vektorraum und x∗ ∈ C. Ein Funktional f(x) heißt un-
terhalbstetig4 im Punkt x∗, wenn gilt (Hiriart-Urruty und Lemare´chal, 1993, S. 388):
f(x∗) ≤ lim infx→x∗f(x).
Satz 3.3 (Rockafellar, 1970, Theorem 7.1) Sei f eine beliebige Funktion Rn 7→
(−∞,+∞]. Dann sind die folgenden Aussagen a¨quivalent:
(a) f(x) ist unterhalbstetig ∀x ∈ Rn,
(b) {x ∈ Rn|f(x) ≤ α} ist abgeschlossen ∀α ∈ R,
(c) epi f ist eine abgeschlossene Menge in Rn+1. f wird dann auch ’abgeschlossen’
genannt.
Alle abgeschlossenen, konvexen Funktionen werden zur Menge C ¯onvRn zusammenge-
fasst. Fu¨r konvexe Funktionen kann eine Reihe von Operationen angegeben werden,
unter welchen die Konvexita¨t erhalten bleibt. Einige der wichtigsten sind im folgenden
Satz zusammengefasst:
Satz 3.4 (a) Die Summe f = f1 + f2 zweier konvexer Funktionen f1 und f2 ist
konvex (Rockafellar, 1970, Theorem 5.2). (b) Das punktweise Supremum f(x) =
sup {fi(x)|i ∈ I} einer Menge I konvexer Funktionen ist konvex.
3.3.2 Differenzierbarkeit
Zur Verallgemeinerung des Differenzierbarkeitsbegriffs auf Funktionen, die nicht im
klassischen Sinne differenzierbar sind (Definition siehe z.B. Bronsˇtejn und Semendja-
jew, 1987, S.274), werden verschiedene Konzepte der Differenzierbarkeit vorgestellt.
3engl.: proper
4engl.: lower semi-continous, Abk.: l.s.c.
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Definition 3.11 Sei X ein reeller Vektorraum und X¯ ein reeller normierter Raum,
sei weiter S ⊂ X, S 6= ∅ und f : S 7→ X¯ eine gegebene Abbildung. Wenn fu¨r zwei
Elemente x¯ ∈ S und d ∈ X der Grenzwert
f ′(x¯,d) = lim
t→0+
f(x¯+ td)− f(x¯)
t
(3.2)
existiert, dann heißt f ′(x¯,d) Richtungsableitung von f in x¯ in Richtung d. Existiert
der Grenzwert fu¨r alle d ∈ X, heißt f richtungs-differenzierbar in x¯ (Jahn, 1996,
Definition 3.1).
Eine Aussage bezu¨glich der Existenz der Richtungsableitung von konvexen Funktiona-
len liefert der folgende Satz:
Satz 3.5 Sei X ein reeller Vektorraum und f : X 7→ R ein konvexes Funktional.
Dann existiert in jedem x¯ ∈ X und nach jeder Richtung d ∈ X die Richtungsableitung
f ′(x¯,d) (Beweis siehe Jahn, 1996, Theorem 3.4).
Eine strengere Differenzierbarkeitsaussage verko¨rpert die folgende Definition:
Definition 3.12 Seien X und X¯ reelle normierte Ra¨ume, S ⊂ X, S 6= ∅ und f : S 7→
X¯ eine gegebene Abbildung. Wenn fu¨r beliebiges x¯ ∈ S und alle d ∈ X der Grenzwert
f ′(x¯,d) = lim
t→0
f(x¯+ td)− f(x¯)
t
(3.3)
existiert, und wenn d 7→ f ′(x¯,d) eine stetige, in d lineare Abbildung von X nach X¯
ist, dann heißt f ′(x¯, ·) Gaˆteaux-Ableitung von f in x¯ und f Gaˆteaux-differenzierbar in
x¯ (Jahn, 1996, Definition 3.9).
Eine noch sta¨rkere Aussage ist in der Fre´chet-Ableitung enthalten:
Definition 3.13 Seien X und X¯ reelle normierte Ra¨ume, S ⊂ X, S 6= ∅ und f :
S 7→ X¯ eine gegebene Abbildung. Existiert eine lineare Abbildung f ′(x¯) : X 7→ X¯ mit
der Eigenschaft
lim
‖h‖X→0
‖f(x¯+ h)− f(x¯)− f ′(x¯)(h)‖X¯
‖h‖X
= 0, (3.4)
dann heißt f ′(x¯) Fre´chet-Ableitung von f in x¯ und f Fre´chet-differenzierbar in x¯ (Jahn,
1996, Definition 3.11).
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Frec´het-Differenzierbarkeit beinhaltet die Gaˆteaux-Differenzierbarkeit. Ein weiteres
Konzept, speziell fu¨r die Anwendung auf konvexe Funktionale entwickelt, stellt der
Subdifferenzierbarkeitsbegriff dar:
Definition 3.14 Ein Vektor χ heißt Subgradient der Funktion f im Punkt x, wenn
f(x) endlich ist und die folgende Pra¨misse eingehalten ist:
f(z)− f(x) ≥ χT (z− x) ∀z ∈ Rn.
Definition 3.15 Die Menge aller Subgradienten im Punkt x wird Subdifferenzial
∂f(x) von f in x genannt:
∂f(x) =
{
χ|f(z)− f(x) ≥ χT (z− x) ∀z ∈ Rn} .
Ist ∂f(x) 6= ∅, dann heißt f subdifferenzierbar in x.
Einen Zusammenhang zwischen Subdifferenzial und Richtungsableitung stellt der fol-
gende Satz her:
Satz 3.6 Sei X ein reeller normierter Raum und f : X 7→ R ein stetiges, konvexes
Funktional. Dann ist fu¨r beliebige x¯, d ∈ X die Richtungsableitung von f in x¯ in
Richtung d gegeben durch:
f ′(x¯)(d) = max {χ(d)|χ ∈ ∂f(x¯)} . (3.5)
Die Richtungsableitung im Punkt x¯ ist gerade die kleinste obere Schranke fu¨r die
Subgradienten. In Punkten x, in denen f Gaˆteaux-differenzierbar ist, besteht das Sub-
differenzial aus der einelementigen Menge (singleton) ∂f(x) = {∇f(x)}. Entha¨lt umge-
kehrt das Subdifferenzial nur ein Element s, so ist f Fre´chet-differenzierbar (und damit
Gaˆteaux-differenzierbar) in x mit ∇f(x) = s. In Punkten, in denen f nicht endlich ist
(f(x) = +∞), gilt ∂f(x) = ∅, f ist dann nicht subdifferenzierbar in x.
3.4 Monotone Abbildungen
Bisher wurden Eigenschaften von Funktionalen erla¨utert, insbesondere unterschiedli-
che Differenzierbarkeitseigenschaften, die zur Charakterisierung eines Funktionals oder
einer Funktion dienen und im Hinblick auf deren Minimierung von Bedeutung sind.
40 3 MATHEMATISCHE GRUNDLAGEN
Mit der Konvexita¨t einer Funktion verbunden sind stets gewisse Monotonieeigenschaf-
ten des Gradienten. Monotonie im eindimensionalen Fall f : R 7→ R wird als monoton
zunehmend bezeichnet, wenn f(y) ≥ f(x) ∀y > x gilt. Entsprechende Charakteristika
fu¨r mehrdimensionale Abbildungen sollen in diesem Abschnitt vorgestellt werden.
Oft wird in den Anwendungen, so auch in dieser Arbeit, der umgekehrte Weg zur Identi-
fikation einer konvexen Funktion u¨ber die Monotonieeigenschaften des Gradienten (oder
des Subdifferenzials) begangen. D.h. es sind monotone Abbildungen gegeben, denen ein
konvexes Funktional zugeordnet werden kann. Besteht z.B. ein mechanisches System
aus mehreren Komponenten, deren Spannungs-Verformungseigenschaften bestimmten
Monotonieanforderungen genu¨gen, ko¨nnen die somit konvexen Energiefunktionale der
einzelnen Komponenten berechnet und wegen Teil a) in Satz 3.4 auf Seite 37 zum
Gesamtpotenzial addiert werden. Die Gleichgewichtslage kann dann als Minimum des
Gesamtpotenzials berechnet werden. Zusa¨tzlich sind fu¨r nichtlineare Systeme Eindeu-
tigkeitsaussagen mo¨glich, wenn es sich um strikt konvexe Funktionale handelt.
Definition 3.16 Sei C ⊂ Rn konvex. Die Abbildung F : C 7→ Rn heißt
pseudo-monoton wachsend in C, wenn ∀x1 ∈ C, ∀x2 ∈ C
〈F (x2),x1 − x2〉 ≥ 0→ 〈F (x1),x1 − x2〉 ≥ 0,
monoton wachsend in C, wenn ∀x1 ∈ C, ∀x2 ∈ C
〈F (x1)− F (x2),x1 − x2〉 ≥ 0,
strikt monoton wachsend in C, wenn ∀x1 ∈ C, ∀x2 ∈ C
〈F (x1)− F (x2),x1 − x2〉 > 0, x1 6= x2,
und streng monoton wachsend in C, wenn ∀x1 ∈ C, ∀x2 ∈ C, c > 0
〈F (x1)− F (x2),x1 − x2〉 ≥ c‖x1 − x2‖2
gelten.
Zur U¨bertragung des Begriffs monoton auf mehrdeutige Abbildungen werden die ma-
ximal monotonen Operatoren definiert.
Definition 3.17 Ein Operator A mit Definitionsmenge D(A) = {x|x ∈ X,A(x) 6= ∅},
der im Allgemeinen eine mehrdeutige Abbildung A : X 7→ P (X ′) bezeichnen soll, heißt
maximal monoton, wenn
〈y1 − y2, x1 − x2〉 ≥ 0 ∀x1, x2,∈ D(A), ∀y1 ∈ A(x1) ∀y2 ∈ A(x2) (3.6)
3.5 Grundaufgabe der konvexen Optimierung 41
gilt, und wenn aus
〈y − y1, x− x1〉 ≥ 0 ∀x1 ∈ D(A), ∀y1 ∈ A(x1) (3.7)
fu¨r x ∈ X, y ∈ X ′ die Beziehung y ∈ A(x) folgt (Panagiotopoulos, 1977; Rockafellar,
1970).
Im R2 hat Def. 3.17 folgende Bedeutung:
Definition 3.18 Ein monotoner Operator β : R 7→ R ist maximal monoton, wenn jede
Parallele zur Winkelhalbierenden des 2.Quadranten genau einen gemeinsamen Punkt
mit dem Graphen G(β) hat.
Weiter gilt fu¨r maximal monotone Operatoren β : R 7→ R der folgende Satz:
Satz 3.7 Zu jedem maximal monotonen Operator β : R 7→ R kann ein konvexes halb-
stetig nach unten und eigentliches Funktional f : R 7→ R¯ bis auf eine additive Konstante
bestimmt werden, so dass gilt: β = ∂f (Panagiotopoulos (1977), Rockafellar (1970)).
(Beweis s. Rockafellar, 1970, Theorem 24.8). Umgekehrt ist das Subdifferenzial einer
eigentlichen, unterhalbstetigen (abgeschlossenen), konvexen Funktion ein maximal mo-
notoner Operator. Ein a¨hnliches Resultat zur Identifizierung subdifferenzierbarer kon-
vexer Funktionen mit Hilfe der rechtsseitigen Ableitung, welche gerade dem gro¨ßten
Wert im Subdifferenzial entspricht (vgl. Satz 3.6 auf Seite 39), ist bei Hiriart-Urruty
und Lemare´chal (1993) zu finden (Theorem 5.3.1, S. 34):
Satz 3.8 Sei f stetig im offenen Intervall I und besitze eine monoton wachsende
rechtsseitige Ableitung in I. Dann ist f konvex in I.
3.5 Grundaufgabe der konvexen Optimierung
3.5.1 Allgemein
Es wird die Grundaufgabe der konvexen Optimierung formuliert. Allgemeine Resultate
werden vorgestellt und a¨quivalente Formulierungen gegeben.
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Definition 3.19 Die Grundaufgabe der konvexen Optimierung, kurz CO(C, f), lautet:
Finde ein x∗ ∈ C, fu¨r das
f(x∗) = inf {f(x) : x ∈ C} (3.8)
gilt, wobei C ⊂ Rn eine konvexe und abgeschlossene Menge und f : Rn 7→ R eine
reellwertige konvexe Funktion sind.
Oft la¨sst sich der zula¨ssige Bereich in der Form (CS) als System von Gleichungen und
Ungleichungen darstellen:
(CS) C = {x ∈ Rn|g(x) ≤ 0, h(x) = 0} . (3.9)
Dabei sind g : Rn 7→ Rs konvex und h : Rn 7→ Rd affin. Der Sonderfall, dass die
Funktion g(x) linear ist, C damit nach Satz 3.2 auf Seite 34 eine polyhedrale Menge ist,
soll mit (PS) bezeichnet werden. Eine wichtige Rolle in der Theorie der Optimierung
spielen bestimmte Charakteristika der Nebenbedingungen (constraint qualifications),
im Folgenden kurz mit (CQ) bezeichnet. Fu¨r polyhedrale zula¨ssige Bereiche (PS) stellt
die Forderung nach linearer Unabha¨ngigkeit der aktiven Nebenbedingungen eine gu¨ltige
(CQ) dar:
Definition 3.20 (LICQ) = LInear Constraint Qualifications: Seien x∗ ∈ C und
I = {i ∈ {1, · · · ,m} |gi(x∗) = 0} die Indexmenge aller bindenden Ungleichungsneben-
bedingungen in x∗ und die Vektoren {∇gi(x∗) : i ∈ I} ∪ {∇hj(x∗) : 1 ≤ j ≤ d} linear
unabha¨ngig, dann sind die (LICQ) im Punkt x∗ erfu¨llt.
Unter der Voraussetzung gu¨ltiger (CQ) liefert der folgende Satz zur Charakterisierung
der Lo¨sung von CO(C, f) a¨quivalente Aussagen:
Satz 3.9 Gegeben sei die konvexe Optimierungsaufgabe CO(C, f) mit Nebenbedingun-
gen der Form (CS). Fu¨r x∗ ∈ C sind unter Voraussetzung der Gu¨ltigkeit einer (CQ)
die folgenden Aussagen a¨quivalent:
(a) x∗ ist Lo¨sung der Aufgabe CO(C, f);
(b) es existieren µ = (µ1, . . . , µs) ∈ Rs und λ = (λ1, . . . , λd) ∈ Rd, so dass
0 ∈ ∂f(x∗)+
s∑
i=1
µi∂gi(x
∗)+
d∑
j=1
λj∇hj(x∗), µi ≥ 0 und µigi(x∗) = 0 fu¨r i = 1, . . . , s;
(c) f ′(x∗,d) ≥ 0 ∀d ∈ TC(x∗);
(d) 0 ∈ ∂f(x∗) +NC(x∗).
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Beweis:
siehe (Hiriart-Urruty und Lemare´chal, 1993, Kap. VII, Theorem 2.1.4) mitN′(a,b,c)(x¯) =
NC(x
∗) und T′(a,b,c)(x¯) = TC(x∗) unter der Gu¨ltigkeit einer (CQ) (Hiriart-Urruty und
Lemare´chal, 1993, Kap. VII, Gl. (2.2.1)). Zu (d)⇔ (a) (s. z.B. auch Rockafellar, 1970,
Theorem 27.4). 2
Nach Satz 3.9 sind die Bedingungen (b)-(d) notwendig und hinreichend fu¨r x∗, lokale
Lo¨sung der Aufgabe CO(C, f) zu sein. Der U¨bergang von einer lokalen zur globalen
Lo¨sung bereitet fu¨r konvexe Aufgaben keine Schwierigkeiten.
Satz 3.10 Jedes lokale Minimum von f ist auch globales Minimum. Die Menge der
Minimalstellen ist eine abgeschlossene, konvexe Teilmenge von C (Beweis siehe Hiriart-
Urruty und Lemare´chal, 1993, Kap. VII, Lemma 1.0.1).
Aus Satz 3.10 folgt, dass jede lokal eindeutige Minimalstelle der Aufgabe CO(C, f)
global eindeutig ist. Beispielsweise besteht die Aufgabe CO(C, f) aus der Minimierung
einer konvexen, Gaˆteaux-differenzierbaren Funktion f u¨ber der konvexen Menge C mit
F (x) = ∇f(x). Notwendig und hinreichend fu¨r ein Minimum x∗ ist dann nach Satz
3.9:
0 ∈ F (x∗) +NC(x∗). (3.10)
Anschaulich bedeutet Gl. (3.10) , dass im Minimum x∗ der dem Gradienten entgegen-
gesetzte Vektor −∇f(x∗) in den Normalenkegel NC(x∗) zeigt. Anders ausgedru¨ckt, der
Gradient ∇f(x∗) steht in x∗ im spitzen Winkel zu allen zula¨ssigen Richtungen.
In a¨hnlicher Weise lassen sich die notwendigen und hinreichenden Optimalita¨tsbe-
dingungen fu¨r den allgemeinen Fall subdifferenzierbarer - also nur einseitig Gaˆteaux-
differenzierbarer - Funktionen unter Nebenbedingungen geometrisch interpretieren:
0 ∈ ∂f(x∗) +NC(x∗) oder − ∂f(x∗) ∩NC(x∗) 6= ∅. (3.11)
In Worten ausgedru¨ckt: Im Minimum x∗ gibt es mindestens einen Subgradienten
χ ∈ ∂f(x∗), dessen entgegengesetzter Vektor −χ in den Normalenkegel NC(x∗) zeigt
(Hiriart-Urruty und Lemare´chal, 1993, S. 295).
Abb. 3.1 auf der na¨chsten Seite zeigt den Fall, fu¨r den f nicht in x∗ ihr Minimum
u¨ber C annimmt. Es gilt −∂f(x∗) ∩ NC(x∗) = ∅. In Abb. 3.2 dagegen ist wegen
−∂f(x∗) ∩NC(x∗) 6= ∅ der Punkt x∗ Lo¨sung der Aufgabe CO(C, f).
44 3 MATHEMATISCHE GRUNDLAGEN
−∂f(x∗)
∂f(x∗)
Tepif (x
∗, f(x∗))
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∗, f(x∗))
C x∗
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Abbildung 3.1: Bsp.: Punkt x∗ ist nicht Lo¨sung von minC f(x)
−∂f(x∗) ∩NC(x∗)
∂f(x∗)
Tepif (x
∗, f(x∗))
epif
Nepif (x
∗, f(x∗))
C
x∗
NC(x
∗)
−∂f(x∗)
−χ
Abbildung 3.2: Bsp.: f nimmt im Punkt x∗ ihr Minimum u¨ber C an
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Die bisherigen Ausfu¨hrungen sollen anhand eines sehr einfachen Beispiels mit einer
differenzierbaren Funktion y : R 7→ R veranschaulicht und der Unterschied zwischen
konvexer Minimierung mit und ohne Nebenbedingungen deutlich gemacht werden.
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Abbildung 3.3: Minimum von y = 1 + (x+ 1)2 fu¨r unterschiedliche zula¨ssige Bereiche
Gegeben ist die differenzierbare konvexe Funktion y = f(x) = 1 + (x + 1)2. Zu unter-
suchen sind die notwendigen und hinreichenden Bedingungen zur Lo¨sung der Aufgabe
minx∈C y fu¨r verschiedene Mengen C und Punkte x ∈ C. Die Menge C ⊂ R besteht in
diesem Fall aus einem abgeschlossenen Intervall, der Gradient ∇xf(x¯) = y′(x¯) gibt die
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Richtung an, in der die f(x)-Werte von x¯ aus zunehmen. Abb. 3.3 auf der vorherigen
Seite zeigt drei unterschiedliche Fa¨lle:
(a) C = [−2;−0.5] , x¯ = −1:
Es gilt NC(x¯) = TC(x¯) = 0, die Inklusion (d) aus Satz 3.9 auf Seite 42 lautet wegen
∂f(x) = ∇xy einfach ∇xy = 0 und entspricht der in der unrestringierten Optimierung
notwendigen Forderung nach einer horizontalen Tangente im Minimum. Damit nimmt
f ihr Minimum in x∗ = x¯ = −1 ∈ ri C an.
(b) C = [−0.5; 1] , x¯ = −0.5:
Hier gilt x¯ ∈ bdryC. Der Tangentenkegel TC(x¯) fa¨llt im eindimensionalen Fall mit dem
Gradienten ∇xy(x¯) zusammen. Die notwendige und hinreichende Bedingung, dass der
Normalenkegel NC(x
∗), welcher ebenfalls nur aus dem Normalenvektor besteht, in zum
Gradienten entgegengesetzte Richtung zeigt, ist erfu¨llt. x∗ = x¯ ist Lo¨sung der Aufgabe.
(c) C = [−2;−0.5] , x¯ = −2:
C entspricht dem zula¨ssigen Intervall von Fall (a), jedoch wird ein Punkt auf dem Rand
x¯ = −2 ∈ bdryC betrachtet. Gradient und Normale fallen zusammen, der Punkt x¯ kann
nicht Lo¨sung der Aufgabe sein. Außerdem wird der Unterschied der Aufgabe CO(C,f)
(s. Def. 3.19) zur Maximierung einer konvexen Funktion u¨ber einer konvexen Menge
ersichtlich, wenn die Bedingung ∇xy(x) ∈ −NC(x) zur Bestimmung eines Maximums
von f u¨ber C in ∇xy(x) ∈ NC(x) umgewandelt wird. Es zeigt sich, dass der globale
Charakter der notwendigen und hinreichenden Bedingungen der Minimierung bei der
Maximierung der konvexen Funktion f verlorengeht. Beide Randpunkte x = −2 und
x = −0.5 erfu¨llen die Bedingung. Globale Lo¨sung der Aufgabe maxx∈C y ist (−2, 2),
wa¨hrend in (−0.5, 1.25) ein lokales Maximum liegt. 2
Wa¨hrend Bedingung (b) in Satz 3.9 auf Seite 42 den aus der Nichtlinearen Optimie-
rung bekannten Satz von Kuhn/Tucker wiedergibt, kann (c) als Variationsungleichung
aufgefasst werden, die Inklusion (d) schließlich wird in der Literatur ha¨ufig als verallge-
meinerte Gleichung bezeichnet. Da die Anwendbarkeit der a¨quivalenten Formulierun-
gen nicht auf konvexe Optimierungsaufgaben beschra¨nkt ist, sondern vielmehr einem
wesentlich allgemeineren Zugang dient, der auch u¨ber das Gebiet der Nichtlinearen
Optimierung hinausgeht, werden im Folgenden die zu den einzelnen Formulierungen
geho¨rigen Themengebiete knapp umrissen und jeweils Aussagen bezu¨glich Existenz und
Eindeutigkeit von Lo¨sungen vorgestellt.
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3.5.2 Der Satz von Karush-Kuhn-Tucker
Den traditionellen Zugang zur Lo¨sung differenzierbarer, nichtlinearer Optimierungsauf-
gaben mit Restriktionen liefert der Satz von Karush-Kuhn-Tucker (Kuhn und Tucker,
1951). An dieser Stelle wird deshalb Differenzierbarkeit von Zielfunktion (nicht notwen-
dig konvex) und Nebenbedingungen vorausgesetzt. Zu diesem Themengebiet existieren
zahlreiche Vero¨ffentlichungen. Fu¨r eine Einfu¨hrung siehe z.B. Bomze und Grossmann
(1993), Mangasarian (1969).
Aufgabe 3.1 Nichtlineare Optimierung unter Nebenbedingungen: Gegeben
seien die nach x stetig differenzierbaren Funktionen f(x) : Rn 7→ R, g(x) : Rn 7→ Rs,
h(x) : Rn 7→ Rd. Gesucht ist eine lokale Lo¨sung x∗ ∈ Rn des Minimierungsproblems
min
x
{f(x) : g(x) ≤ 0, h(x) = 0} . (3.12)
Die bereits erwa¨hnten Karush/Kuhn/Tucker-Bedingungen5 gibt der folgende Satz wie-
der:
Satz 3.11 Gegeben seien die nach x stetig differenzierbaren Funktionen f(x) : Rn 7→
R, g(x) : Rn 7→ Rs, h(x) : Rn 7→ Rd. Sei x∗ ∈ Rn eine lokale Lo¨sung des Minimie-
rungsproblems
f(x) → minx,
gi(x) ≤ 0, i = 1, . . . , s,
hj(x) = 0, j = 1, . . . , d.
(3.13)
Weiter seien I = {i ∈ {1, . . . ,m} |gi(x∗) = 0} die Indexmenge aller binden-
den Ungleichungsnebenbedingungen in x∗ und die Vektoren {∇gi(x∗) : i ∈ I} ∪
{∇hj(x∗) : 1 ≤ j ≤ d} linear unabha¨ngig, dann gibt es Zahlen µ∗i ≥ 0, 1 ≤ i ≤ s
und λ∗j ∈ R, 1 ≤ j ≤ d ,mit
∇xf(x∗) +
s∑
i=1
µ∗i∇gi(x∗) +
d∑
j=1
λ∗j∇hj(x∗) = 0
sowie
µigi(x
∗) = 0, i = 1, . . . , s. (3.14)
Beweis: siehe z.B. (Bomze und Grossmann, 1993, Satz 6.19) 2
5kurz: KKT-Bedingungen
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Ein Punkt x∗, der die Bedingungen von Satz 3.11 erfu¨llt, wird Karush/Kuhn/Tucker
Punkt (KKT-Punkt) genannt. Die Faktoren µ∗i und λ
∗
j heißen Lagrange-
Multiplikatoren.
Zu bemerken ist, dass die Bedingung der linearen Unabha¨ngigkeit der Vektoren
{∇gi(x∗) : 1 ≤ i ≤ s} ∪ {∇hj(x∗) : 1 ≤ j ≤ d} die Mangasarian/Fromovitz constraint
qualification nach sich zieht (Bomze und Grossmann, 1993, Satz 6.20, S.294). Die Be-
dingungen nach Satz 3.11 sind damit notwendig fu¨r eine Lo¨sung x∗ des Minimierungs-
problems in Aufgabe 3.1.
Eine a¨quivalente Formulierung zu Satz 3.11 ergibt sich durch Einfu¨hrung der zum
Minimierungsproblem geho¨rigen Lagrange-Funktion
L(x,µ,λ) = f(x) +
s∑
i=1
µigi(x) +
d∑
j=1
λjhj(x). (3.15)
Satz 3.12 Ein Punkt x∗ ∈ M mit M = {x|g(x) ≤ 0, h(x) = 0} ist genau dann
Karush/Kuhn/Tucker-Punkt des Minimierungsproblems in Aufgabe 3.1, falls es Vekto-
ren µ∗ ∈ Rs und λ∗ ∈ Rd mit µ∗ ≥ 0 gibt, so dass gilt:
∇xL(x∗,µ∗,λ∗) = 0,
µi∇µiL(x∗,µ∗,λ∗) = 0, i = 1, . . . , s,
∇µiL(x∗,µ∗,λ∗) ≤ 0, i = 1, . . . , s,
∇λjL(x∗,µ∗,λ∗) = 0, j = 1, . . . , d.
(3.16)
Beweis: Berechnung der Gradienten ∇xL(x∗,µ∗,λ∗), ∇µiL(x∗,µ∗,λ∗) und
∇λjL(x∗,µ∗,λ∗) und Einsetzen in Gl. (3.16) gibt:
∇xf(x∗) +
∑s
i=1 µ
∗
i∇gi(x∗) +
∑d
j=1 λ
∗
j∇hj(x∗) = 0,
h(x∗) = 0,
µ∗i gi(x
∗) = 0, i = 1, . . . , s,
g(x∗) ≤ 0.
(3.17)
Gl. (3.17) entspricht genau den Aussagen von Satz 3.11, wodurch sich die Behauptung
ergibt. 2
Bisher wurden nur notwendige Bedingungen fu¨r die Lo¨sung der nichtlinearen Optimie-
rungsaufgabe unter Nebenbedingungen gegeben. Eine hinreichende Optimalita¨tsbedin-
gung 2. Ordnung gibt der folgende Satz:
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Satz 3.13 Seien x∗ KKT-Punkt der Optimierungsaufgabe aus Satz 3.11 und (µ∗,λ∗)
die zugeho¨rigen Lagrangen Multiplikatoren. Wenn die Hessematrix ∇2xL(x∗,µ∗,λ∗) der
zugeho¨rigen Lagrangefunktion nach Gl. (3.15) positiv definit ist, dann ist x∗ lokale
Lo¨sung des Problems.
Beweis: (Bomze und Grossmann, 1993, Satz 6.21) 2.
Wenn es sich um eine konvexe Optimierungsaufgabe vom Typ CO(C, f) (s. Def. 3.19
auf Seite 41) mit strikt konvexer Zielfunktion f handelt, folgt unter der Voraussetzung,
dass eine Lo¨sung existiert, aus Satz 3.13 und Satz 3.10 auf Seite 43 die globale Eindeu-
tigkeit der Lo¨sung. Es kann gezeigt werden, dass der KKT-Punkt x∗ der konvexen Op-
timierungsaufgabe CO(C, f) mit den zugeho¨rigen Multiplikatoren λ∗,µ∗ Sattelpunkt
(Definition siehe Hiriart-Urruty und Lemare´chal, 1993, S.328) der Lagrangefunktion
L(x,λ,µ) ist (Hiriart-Urruty und Lemare´chal, 1993, Theorem VII.4.4.3).
3.5.3 Variationsungleichung
Die Lo¨sung der konvexen Optimierungsaufgabe CO(C, f) la¨sst sich als Variationsun-
gleichung (Variational Inequality) darstellen (Harker und Pang, 1990).
Definition 3.21 Sei C eine nichtleere Teilmenge des Rn und F eine Selbstabbil-
dung des Rn. Die Aufgabe der Lo¨sung einer Variationsungleichung, im Folgenden als
V I(C, F ) bezeichnet, besteht darin, einen Vektor x∗ ∈ C zu finden, so dass gilt:
F (x∗)T (y − x∗) ≥ 0 ∀y ∈ C. (3.18)
Jede Optimierungsaufgabe vom Typ CO(C, f) mit Gaˆteaux-differenzierbarer Zielfunk-
tion kann als V I(C, F ) dargestellt werden. Sei F (x) = ∇f(x) der Gradient von f(x)
und x ∈ C ⊂ Rn, dann stellt V I(C, F ) notwendige und hinreichende Bedingungen an
eine Lo¨sung x∗ von CO(C, f):
min
x∈C
f(x) ⇐⇒ ∇f(x∗)T (y − x∗) ≥ 0 ∀y ∈ C. (3.19)
Da es sich bei der (VI)-Formulierung um ein allgemeineres Konzept handelt, ist der um-
gekehrte Weg jedoch nur unter gewissen Voraussetzungen an F (x) mo¨glich. Notwendig
und hinreichend dafu¨r, dass die Variationsungleichung V I(C, F ) mit stetig differenzier-
barem F (x) als differenzierbare Optimierungsaufgabe dargestellt werden kann, ist die
Symmetrie der Jacobimatrix von ∇F (x). Ist ∇F (x) außerdem positiv definit ∀x ∈ C,
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kann fu¨r V I(C, F ) eine a¨quivalente differenzierbare Aufgabe vom Typ CO(C, f) ge-
funden werden.
Ist die Zielfunktion f einer konvexen Optimierungsaufgabe subdifferenzierbar, aber
nicht Gaˆteaux-differenzierbar, im Minimum x∗ ∈ C, und ist der Vektor g(x∗) ∈ ∂f(x∗)
Subgradient im Punkt x∗, dann lautet die CO(C, f) entsprechende Variationsunglei-
chung
f(y)− f(x∗) ≥ g(x∗)T (y − x∗) ∀y ∈ C. (3.20)
Voraussetzungen fu¨r die Existenz einer Lo¨sung der Aufgabe VI(C,F) sind:
C ⊂ Rn ist kompakt und konvex, F : C 7→ Rn stetig (Harker und Pang, 1990,
Theorem 3.1). Soll die Anforderung an C abgeschwa¨cht werden, kann der folgende
Satz zur Besta¨tigung der Existenz einer Lo¨sung herangezogen werden:
Satz 3.14 Sei C nichtleere, abgeschlossene und konvexe Teilmenge des Rn und F :
Rn 7→ Rn stetig. Gibt es eine nichtleere, beschra¨nkte Menge D ⊂ C, so dass fu¨r jedes
x ∈ C \D ein y ∈ D gefunden werden kann mit
F (x)T (x− y) ≥ 0,
dann besitzt das Problem V I(C, F ) eine Lo¨sung (Harker und Pang, 1990, Corollary
3.1).
Die Voraussetzungen, die Eindeutigkeit einer Lo¨sung6 der Aufgabe V I(C, F ) garan-
tieren, sind im na¨chsten Satz zusammengefasst. Zuvor ist der Begriff P-Funktion zu
definieren:
Definition 3.22 Sei C das kartesische Produkt von n eindimensionalen Intervallen
und F : C 7→ Rn. Dann heißt F
(a) P-Funktion auf C, wenn
max
1<i<n
[Fi(x)− Fi(y)] (xi − yi) > 0 ∀x ∈ C,∀y ∈ C, x 6= y,
(b) gleichfo¨rmige P-Funktion auf C, wenn es eine Zahl α > 0 gibt, so dass
max
1<i<n
[Fi(x)− Fi(y)] (xi − yi) > α‖x− y‖2i ∀x ∈ C,∀y ∈ C, x 6= y.
6falls mindestens eine Lo¨sung existiert
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Satz 3.15 Sei C ⊂ Rn nichtleer, abgeschlossen und konvex und F : C 7→ Rn stetig.
(a) Ist F außerdem pseudo-monoton in C, dann ist x∗ ∈ C Lo¨sung von VI(C,F), wenn
und nur wenn
F (y)T (y − x∗) ≥ 0 ∀y ∈ C
gilt. Falls eine Lo¨sung existiert, ist die Lo¨sungsmenge konvex (Harker und Pang, 1990,
Proposition 3.1) .
(b) Ist F strikt monoton, dann hat die Aufgabe VI(C,F) ho¨chstens eine Lo¨sung (Harker
und Pang, 1990, Proposition 3.2) .
(c) Fu¨r F koerzitiv bezu¨glich C hat V I(C, F ) eine nichtleere, kompakte Lo¨sungsmenge
(Harker und Pang, 1990, Theorem 3.2) .
(d) Wenn C ∈ Rn aus dem kartesischen Produkt von n eindimensionalen Intervallen
besteht und F : C 7→ Rn eine stetige, (gleichfo¨rmige) P-Funktion ist, dann besitzt
V I(C, F ) ho¨chstens (genau) eine Lo¨sung (Harker und Pang, 1990, Definition 3.6,
Definition 3.7, Theorem 3.9).
Jede u¨ber ein rechteckiges Gebiet strikt monotone Funktion besitzt auch die Ei-
genschaft, P-Funktion zu sein, jede streng monotone Funktion ist gleichfo¨rmige P-
Funktion.
3.5.4 Verallgemeinertes Komplementarita¨tsproblem
Eine weitere Darstellungsmo¨glichkeit bietet das verallgemeinerte Komplementarita¨ts-
problem (Harker und Pang, 1990, Definition 2,3):
Definition 3.23 Sei C ein konvexer Kegel im Rn und F eine Selbstabbildung des
Rn. Als verallgemeinertes Komplementarita¨tsproblem GCP (C, F )7 wird die Aufgabe
bezeichnet, einen Vektor x∗ ∈ C zu finden, so dass
F (x∗) ∈ C∗ und F (x∗)T (x∗) = 0 (3.21)
gelten. C∗ bezeichnet dabei den Dualkegel zu C mit C∗ =
{
y ∈ Rn|yTx ≥ 0 ∀x ∈ C}.
Notwendig und hinreichend fu¨r eine Lo¨sung x∗ von V I(C, F ) ist, dass x∗ Lo¨sung von
GCP (C, F ) ist (Harker und Pang, 1990, Proposition 2.1). Die allgemeinere Darstel-
lung ist wieder die der Variationsungleichung, so dass die Umkehrung im Allgemei-
nen nicht ohne weitere Bedingungen gefolgert werden kann. Ist jedoch C in der Form
7GCP = Generalized Complementary Problem
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(CS) gegeben und gelten außerdem fu¨r die Nebenbedingungen die (CQ) der Nichtlinea-
ren Programmierung, kann V I(C, F ) als verallgemeinertes Komplementarita¨tsproblem
dargestellt werden (Harker und Pang, 1990, Proposition 2.2):
Satz 3.16 Seien C gegeben durch (CS) und g(x), h(x) stetig differenzierbar.
(a) Ist x∗ Lo¨sung von V I(C, F ), und sind bestimmte (CQ) im Punkt x∗ erfu¨llt, dann
gibt es Zahlen µ∗ ∈ Rs und λ∗ ∈ Rd, so dass (x∗,µ∗,λ∗) Lo¨sung von GCP (Rn×Rs+×
Rd, H) ist, wobei H : Rn+s+d 7→ Rn+s+d gegeben ist durch:
H
xµ
λ
 =
F (x) +
∑s
i=1 µi∇gi(x) +
∑d
j=1 λj∇hj(x)
−g(x)
h(x)
 . (3.22)
Zur Existenz und Eindeutigkeit von Lo¨sungen des GCP (C, F ) siehe z.B. (Harker und
Pang, 1990, Theorem 3.5).
3.5.5 Verallgemeinerte Gleichung (Inklusion)
In Kap. 3.5 wurde gezeigt, dass die Inklusion Gl. (3.10) auf Seite 43 notwendig und
hinreichend fu¨r die Lo¨sung einer differenzierbaren, konvexen Optimierungsaufgabe ist.
Allgemein kann jede Variationsungleichung V I(C, F ) als verallgemeinerte Gleichung,
weiter mit GE(C, F ) bezeichnet, geschrieben werden (Outrata u. a., 1998):
0 ∈ F (x) +NC(x). (3.23)
Dabei sind F : Rn 7→ Rn stetige Funktion und NC(x) die Normalkegelabbildung
(Def. 3.5 auf Seite 35) der konvexen Menge C im Punkt x. Fu¨r die nichtlineare, diffe-
renzierbare Optimierungsaufgabe CO(C, f) ergibt sich beispielsweise eine Darstellung
der KKT-Bedingungen in der Form von Gl. (3.23) , wenn fu¨r F (x) der Gradient der
Zielfunktion ∇f(x) eingesetzt wird. Die zu Nebenbedingungen der Form (CS) geho¨rige
Darstellung des Normalenkegels hat die allgemeine Form:
N(CS)(x) =
{
s∑
i=1
µi∇gi(x) +
d∑
j=1
λj∇hj(x)|µ ∈ Rs0+,λ ∈ Rd, µigi(x) = 0, i = 1, . . . , s
}
.
(3.24)
Eine einfachere Gestalt des Normalenkegels resultiert, wenn die Aufgabe als Bedingung
fu¨r einen Sattelpunkt der Lagrangefunktion formuliert wird. Die zugeho¨rige verallge-
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meinerte Gleichung hat die Gestalt (Outrata u. a., 1998, Gl.(4.14)):
0 ∈
∇xL(x,λ,µ)−g(x)
h(x)
+NRn×Rs0+×Rd(x,λ,µ). (3.25)
Kompaktheit der Menge C garantiert die Existenz einer Lo¨sung von GE(C, F ) (Ou-
trata u. a., 1998, Theorem 4.1), wa¨hrend fu¨r die Eindeutigkeit gewisse Monotonieei-
genschaften der Funktion F vorauszusetzen sind (Outrata u. a., 1998, Theorem 4.4,
Theorem 4.8).
3.6 Parametrische Nichtlineare Optimierung
3.6.1 Sensitivita¨tsanalyse in der Nichtlinearen Optimierung
Bisher wurden die notwendigen und hinreichenden Bedingungen fu¨r Existenz und Ein-
deutigkeit von Lo¨sungen nichtlinearer restringierter Optimierungsprobleme und alter-
nativer Darstellungen behandelt. Wenn eine optimale Lo¨sung gefunden wurde, ist oft
die A¨nderung von Zielfunktionswert und Lo¨sungsvektor infolge von Sto¨rungen der Mo-
dellparameter von Interesse. Im Allgemeinen ko¨nnen solche Parameterabweichungen
sowohl in der Zielfunktion als auch in den Nebenbedingungen auftreten. Differenzier-
barkeitseigenschaften erster Ordnung der Optimalwertfunktion wurden von zahlreichen
Autoren untersucht. Die Anwendung des klassischen Satzes u¨ber Implizite Funktio-
nen auf die notwendigen Optimalita¨tsbedingungen erster Ordnung von nichtlinearen
Optimierungsaufgaben ist ausfu¨hrlich beschrieben bei Fiacco (1983). Ein wesentlicher
Beitrag zur Sensitivita¨tsanalyse von Variationsungleichungen (Kap. 3.5.3) oder ver-
allgemeinerten Gleichungen (Kap. 3.5.5) stammt von Robinson (1980). Voraussetzung
der Anwendbarkeit der entwickelten Verfahren ist bis dahin die lokale Eindeutigkeit
der Lo¨sung. Erweiterungen auf Differenzierbarkeitseigenschaften mehrdeutiger Lo¨sun-
gen sind z.B. bei Qiu und Magnanti (1989) und Kyparisis (1992) zu finden.
Gegeben sei die Aufgabe:
f(x∗,y) = inf {f(x,y) : x ∈ C} , (3.26)
mit: f : Rn×m 7→ R und C = {x ∈ Rn| g(x) ≤ 0, h(x) = 0} .
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Im anschließenden Satz wird das Sensitivita¨tsresultat von Fiacco (1983) zur Anwen-
dung auf nichtlineare Optimierungsprobleme mit konvexer Zielfunktion gegeben. Pa-
rameterabweichungen ko¨nnen dabei sowohl in der Zielfunktion als auch in den Neben-
bedingungen auftreten.
Satz 3.17 (Fiacco, 1983, Theorem 3.2.2) Fu¨r ein festes y0 ∈ Rm seien x∗ Lo¨sung
von Gl. (3.26) fu¨r y = y0 sowie (i) sa¨mtliche Voraussetzungen und Bedingungen von
Satz 3.11 auf Seite 47 erfu¨llt und (ii) f(x,y) streng konvex in x mit positiv definiter
Hessematrix ∇2xf in (x∗,y0). Weiter seien (iii) die (LICQ) sowie (iv) die Forderung
nach strenger Komplementarita¨t in (x∗,y0) erfu¨llt.
1.) Dann ist [x∗,µ∗,λ∗] lokaloptimale Lo¨sung des Minimierungsproblems Gl. (3.26) fu¨r
y = y0. Es existiert fu¨r einen Parametervektor y in der Umgebung von y0 eine eindeu-
tige, einmal stetig nach y differenzierbare Vektorfunktion p(y) = [x(y),µ(y),λ(y)]T ,
welche den hinreichenden Optimalita¨tsbedingungen zweiter Ordnung fu¨r ein lokales Mi-
nimum des Problems aus Gl. (3.26) genu¨gt mit p(y0) = [x
∗,µ∗,λ∗]T = p∗. Dann ist
x(y) eindeutiger Minimalpunkt des Problems NLP (y), µ(y) und λ(y) sind die ent-
sprechenden Lagrange-Multiplikatoren.
2.) Fu¨r y in einer Umgebung von y0 bleibt die Menge der aktiven Ungleichungsrestrik-
tionen I(x∗) = {x∗ ∈ Rn|gi(x∗,y0) = 0, i = 1, . . . r, r < s} des Problems in Gl. (3.26)
auch beim Problem NLP (y) unvera¨ndert.
3.) Fu¨r y in der Umgebung von y0 gelten die strikte Komplementarita¨tsbedingung sowie
die lineare Unabha¨ngigkeit der Gradienten der in x(y) aktiven Restriktionen (LICQ).
Im Allgemeinen lautet die Aufgabe der Parametrischen Nichtlinearen Optimierung:
min
x
{f(x(y),y) : g(x(y),y) ≤ 0, h(x(y),y) = 0} . (3.27)
Wird nun die funktionale Abha¨ngigkeit der Lo¨sung vom Parametervektor v = p(y) =
[x(y),µ(y),λ(y)]T beru¨cksichtigt, ko¨nnen die notwendigen Bedingungen Gl. (3.16) auf
Seite 48 wegen Satz 3.17 1.) nach dem Parametervektor y differenziert werden:
∇2xL(x(y),y)∇yx(y) +∇2xyL(x(y),y) +∇yµT∇xg(x(y),y)+
∇yλT∇xh(x(y),y) = 0,
µi∇xgi(x(y),y)∇yx+ gi(x(y),y)∇yµi + µi∇ygi(x(y),y) = 0, i = 1, . . . , s,
∇xhj(x(y),y)∇yx+ λj∇yhj(x(y),y) = 0, j = 1, . . . , d.
(3.28)
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Die partiellen Ableitungen des KKT-Tripels v = p(y) = [x(y),µ(y),λ(y)] nach den
Parametern y sind damit aus Gl. (3.28) berechenbar:
∇yp(v) = [M(y)]−1N(y)
mit :
M(y) =

∇2xL ∇xgT1 , . . . , ∇xgTs ∇xhT1 , . . . ,∇xhTd
µ1∇xg1 g1 0
...
. . . 0
µs∇xgs 0 gs
∇xh1
... 0 0
∇xhd

,N(y) =

−∇2xyL
−µ1∇yg1
...
−µs∇ygs
−∇yh1
...
−∇yhd

(3.29)
MatrixM kann vereinfacht werden, indem die zu nicht bindenden Ungleichungsneben-
bedingungen geho¨rigen Zeilen entfernt werden. Sei die Anzahl der bindenden Neben-
bedingungen r. Dann ko¨nnen die Zeilen von g so umsortiert werden, dass die ersten
i = 1, . . . , r Zeilen zu g¯, den bindenden Nebenbedingungen, geho¨ren. Die restlichen
k = r + 1, . . . , s Zeilen werden aus M entfernt, da wegen der strengen Komplemen-
tarita¨t fu¨r die Multiplikatoren der nichtbindenden Nebenbedingungen µk = 0 und
damit ∇µk = 0 gelten. Die Matrix M¯ des reduzierten Systems kann folgendermaßen
dargestellt werden:
M¯(y) =
E 0 00 µ¯ 0
0 0 E
 ·

∇2xL ∇xg¯T ∇xhT
∇xg¯ 0 0
∇xh 0 0
 (3.30)
Zur Berechnung von ∇yv wird die Inverse von M¯ beno¨tigt. Zuna¨chst werden die Be-
zeichnungen
P =
∇xg¯
∇xh
 , Mˆ = (∇2xL PT
P 0
)
und Mˆ−1 =
(
A11 A12
A21 A22
)
(3.31)
eingefu¨hrt.
Es gelte im weiteren r + d < n, die Anzahl der mit Gleichheit zu erfu¨llenden Neben-
bedingungen ist also kleiner als die Anzahl der Variablen (Fiacco, 1983, S.97, case 4).
Wegen Voraussetzung (iii) von Satz 3.17 auf Seite 53 (LICQ) besitzt die Matrix P den
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Rang r+ d. Es kann ohne Beschra¨nkung der Allgemeinheit angenommen werden, dass
die Matrix P in zwei Teile zerlegt wird P = [Pa,Pb], wobei Pa eine nichtsingula¨re
(r + d)× (r + d)-Matrix und Pb eine (r + d)× (n− (r + d))-Matrix sind. Pa ist inver-
tierbar, die Orthogonalita¨tsbedingung Px = 0 kann dazu benutzt werden, die ersten
r + d Variablen durch die verbleibenden n− r − d auszudru¨cken:
xa = −P−1a Pbxb und z = Tzb, mit: T =
(
−P−1a Pb
E
)
. (3.32)
Wie gezeigt werden kann (Fiacco, 1983, S. 98f.) ist die Matrix Dxx = T
T∇2xLT wegen
der Voraussetzungen (ii) und (iv) von Satz 3.17 auf Seite 53 positiv definit und damit
invertierbar. Die einzelnen Partitionen von Mˆ−1 berechnen sich zu:
A11 = TD
−1
xxT
T ,
A12 =
(
E −A11∇2xL
)(P−1a
0
)
,
A21 = A12
T ,
A22 = −A21∇2xL
(
P−1a
0
)
.
(3.33)
Die Matrix der rechten Seite N(y) in Gl. (3.29) auf Seite 54 lautet allgemein:
N¯ =
E 0 00 µ¯ 0
0 0 E
 Nˆ, mit: Nˆ =
−∇2xyLT−∇yg¯T
−∇yhT
 . (3.34)
Nach Einsetzen von M¯ und N¯ in Gl. (3.29) auf Seite 54 ku¨rzt sich die Diagonalmatrix
der Multiplikatoren µ heraus, die Sensitivita¨tsmatrix lautet:
∇yv¯(y) =
∇yx(y)∇yµ¯(y)
∇yλ(y)
 =

−A11∇2yxL+A12
(
−∇yg¯
−∇yh
)
−A21∇2yxL+A22
(
−∇yg¯
−∇yh
)

[v(y),y] .
(3.35)
Fu¨r den Sonderfall, dass die Nebenbedingungen unabha¨ngig sind von den Parametern
y, ergibt sich wegen ∇yg¯(x) = 0 und ∇yh(x) = 0 die Vereinfachung:
∇yv¯(y) =
∇yx(y)∇yµ¯(y)
∇yλ(y)
 = (−A11∇2yxL−A21∇2yxL
)
[v(y),y] .
(3.36)
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Eine weitere Vereinfachung ist durchfu¨hrbar, wenn die Parameter des Optimierungs-
problems nur in der rechten Seite der Nebenbedingungen aber nicht in der Zielfunktion
auftreten. Dann gilt ∇yg¯ = E, ∇yh = E und ∇yxL = 0. Der Gradient der Opti-
malwertfunktion f(y) besteht aus den Multiplikatoren, die Hessematrix von f(y) aus
deren Ableitungen bezu¨glich y:
∇yf(y) =
(
−µ(y)
−λ(y)
)
, ∇2yf(y) =
(
−∇yµ(y)
−∇yλ(y)
)
. (3.37)
Der Gradient des KKT-Tripels reduziert sich zu
∇yv¯(y) =
∇yx(y)∇yµ¯(y)
∇yλ(y)
 = (A12
A22
)
[v(y),y] .
(3.38)
3.6.2 Globale Eigenschaften der Optimalwertabbildung
Bisher wurden Aussagen u¨ber die lokale Eindeutigkeit des optimalen KKT-Tripels
(x∗,λ∗,µ∗) als Funktion vom Parameter y sowie dessen Differenzierbarkeit un-
ter hinreichend kleinen Abweichungen vom Nominalwert y0 getroffen. Es stellt
sich die Frage nach den globalen Eigenschaften der Optimalwertabbildung S(y) =
{x ∈ C|f(x,y) = infx {f(x,y) : x ∈ C}} in Abha¨ngigkeit von den Parametern y . Im
Allgemeinen handelt es sich dabei um eine Punkt-Menge-Abbildung, auch Korrespon-
denz genannt.
Definition 3.24 Seien A ⊂ Rn, B ⊂ Rm und eine Punkt-Menge-Abbildung f(x)
definiert ∀x ∈ A mit f(x) ⊂ B. f heißt oberhalbstetig, wenn fu¨r jeden beliebigen Punkt
x0 ∈ A und jede Folge xk ∈ A mit limk→∞xk = x0, k = 1, 2, . . . , sowie jede Folge
yk ∈ f(xk)∀k mit limk→∞yk = y0, k = 1, 2, . . . , gilt y0 ∈ f(x0).
Satz 3.18 Ist f eine stetige reellwertige Funktion f(x,y), x ∈ C, dann ist die Opti-
malmengenabbildung S(y) = {x ∈ C|f(x,y) = minx {f(x,y) : x ∈ C}} oberhalbstetig
(Friedman, 1986, Lemma 2.5).
Gilt zusa¨tzlich die strenge Konvexita¨t der Funktion f , folgt daraus, dass fu¨r gegebenes
y die Menge S(y) nur ein Element entha¨lt (singleton). Damit existiert eine eindeutige
stetige Funktion der Variablen x in Abha¨ngigkeit vom Parametervektor y (Friedman,
1986, Lemma 2.7), wie der Beweis des folgenden Satzes zeigt.
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Satz 3.19 Seien C 6= ∅ eine kompakte konvexe Menge und f(x,y) stetige Funktion.
Sei weiterhin f(·,y) streng konvex bezu¨glich x,∀x ∈ C fu¨r alle fixierten y ∈ Rm. Dann
gibt es eine stetige Funktion x = r(y) = argminx {f(x,y) : x ∈ C}.
Beweis (vgl. Friedman, 1986, S.38):
Sei {yk} eine konvergente Folge und xk ∈ argminx {f(x,yk) : x ∈ C}. xk existiert
wegen der Kompaktheit von C und ist eindeutig definiert wegen der Konvexita¨ts-
voraussetzungen. Auf Grund der Kompaktheitsvoraussetzungen hat die Folge {xk}
Ha¨ufungspunkte. Seien x¯ ∈ argminx {f(x,y0) : x ∈ C} und x0 Ha¨ufungspunkt der
Folge {xk}. Zuna¨chst ist zu zeigen, dass f(x0,y0) = f(x¯,y0) gilt. Sofort auszu-
schließen ist f(x0,y0) < f(x¯,y0), da x¯ = argminx {f(x,y0) : x ∈ C} gilt. Wei-
ter sei angenommen f(x0,y0) > f(x¯,y0). Dann gibt es ein ε > 0, so dass gilt:
f(x0,y0)− f(x¯,y0) = ε > 0. Aus der Stetigkeit von f folgt, fu¨r jedes δ > 0 gibt es ein
kδ, so dass fu¨r k > kδ gilt: |f(x0,y0)− f(xk,yk)| < δ und |f(x¯,y0)− f(x¯,yk)| < δ und
nach Berechnung des Betrags f(x0,y0) − f(xk,yk) < δ, f(xk,yk) − f(x0,y0) < δ,
f(x¯,y0) − f(x¯,yk) < δ, f(x¯,yk) − f(x¯,y0) < δ. Sei nun δ = ε/4. Dann gilt:
f(x¯,yk) < f(x¯,y0) + ε/4 < f(x¯,y0) + 3ε/4 = f(x0,y0) − ε/4 < f(xk,yk). Daraus
la¨sst sich f(x¯,yk) + ε/2 < f(xk,yk) folgern, was schließlich zum Widerspruch zur
Voraussetzung xk = argminx {f(x,yk) : x ∈ C} fu¨hrt. Jeder Ha¨ufungspunkt x0 der
Folge {xk} ist somit Lo¨sung der Optimierungsaufgabe fu¨r y0 = limk yk. Aus der stren-
gen Konvexita¨t von f bezu¨glich x folgt die Eindeutigkeit des Ha¨ufungspunktes sowie
von x¯ = argminx {f(x,y0) : x ∈ C} = r(y0). Es gilt f(limk xk,y0) = f(x0,y0) =
f(x¯,y0) = f(r (limk yk),y0). Wegen der Stetigkeit von f muss limkxk = r(limkyk)
gelten, was aber genau der Definition der Stetigkeit von x = r(y) in y0 entspricht
(siehe z.B. Marsden und Tromba, 1995, S. 101). 2
3.7 Strenge Regularita¨t von Inklusionen
Im letzten Abschnitt wurden Sensitivita¨tsaussagen fu¨r parametrische nichtlineare Op-
timierungsaufgaben gegeben. Nicht immer la¨sst sich jedoch ein Variationsproblem als
Optimierungsaufgabe formulieren (vgl. Kap. 3.5.3). Ziel dieses Abschnittes ist es, fu¨r
die allgemeineren Formulierungen der Variationsungleichungen und verallgemeinerten
Gleichungen a¨hnliche Ergebnisse wie in Kap. 3.6.1 zu geben. Grundlegende Arbeiten
zu diesem Thema unter Voraussetzung einer eindeutigen Lo¨sung der Variationsunglei-
chung sind u.a. bei Robinson (1980) und Tobin (1986) zu finden. Erweiterungen auf
mehrdeutige Lo¨sungen geben z.B. Kyparisis (1992) und Qiu und Magnanti (1989).
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Von Tobin (1986) werden Sensitivita¨tsresultate fu¨r Variationsungleichungen parallel zu
den von Fiacco (1983) fu¨r Optimierungsaufgaben entwickelten (vgl. Kap. 3.6.1) vor-
gestellt. Im allgemeinen Fall ko¨nnen die Sto¨rungen y sowohl in der zu variierenden
Funktion als auch in den Nebenbedingungen auftreten. Die gesto¨rte Variationsunglei-
chung hat die Gestalt
F (x∗(y),y)T (v − x∗(y)) ≥ 0 ∀v ∈ C(y). (3.39)
Dem Sensititvita¨tssatz 3.17 auf Seite 53 fu¨r nichtlineare Optimierungsprobleme ent-
spricht die folgende Aussage (Tobin, 1986, Theorem 3.1):
Satz 3.20 Sei x∗ lokal eindeutige Lo¨sung der nicht gesto¨rten Variationsungleichung
(3.39) mit F (x∗,0), h(x∗,0), g(x∗,0),λ∗,µ∗. Es gelte vT∇xF (x∗,0)v > 0 fu¨r al-
le v 6= 0. Weiter seien die (LICQ) sowie die Forderung nach strenger Komple-
mentarita¨t in (x∗,0) erfu¨llt. Dann sind die Multiplikatoren λ∗,µ∗ eindeutig, und es
existiert in einer Umgebung von y = 0 eine einmal stetig differenzierbare Funkti-
on [x(y),λ(y),µ(y)]T , wobei x(y) lokal eindeutige Lo¨sung der Variationsungleichung
V I(C(y),x(y),y) und λ(y),µ(y) die zugeho¨rigen eindeutigen Lagrangen Multiplikato-
ren sind. In der Umgebung bleiben die Menge der bindenden Ungleichungsrestriktionen,
strenge Komplementarita¨t und lineare Unabha¨ngigkeit der Gradienten der bindenden
Nebenbedingungen erhalten.
Die Berechnung des Gradienten der Lo¨sungswerte des Variationsproblems kann damit
entsprechend Gl. (3.35) oder Gl. (3.38) auf Seite 56 durchgefu¨hrt werden. Auf eine
detaillierte Darstellung wird an dieser Stelle jedoch verzichtet.
3.8 Zusammenfassung
Konvexe Mengen und Funktionen wurden definiert sowie die Erweiterung der klassi-
schen Differenzialrechnung auf die Subdifferenzialrechnung angesprochen. Die Aufga-
be der konvexen Optimierung CO(C, f) wurde definiert. Mit Variationsungleichung
V I(C, F ) und Inklusion GE(C, F ) wurden alternative allgemeinere Darstellungsfor-
men angegeben. Hinreichende und notwendige Bedingungen fu¨r die Eindeutigkeit von
Lo¨sungen der Aufgaben wurden gegeben und schließlich auf die Untersuchung von
Parametersensitivita¨ten in der Nichtlinearen Optimierung und mehr generell bei Va-
riationsungleichungen und/oder Inklusionen eingegangen.
Kapitel 4
Kontrollarmaturen
4.1 Klassifikation von Kontrollarmaturen
Im Betrieb von Wasserversorgungsnetzen spielen Kontrollarmaturen eine wichtige Rol-
le. Diese besitzen unterschiedliche Funktionen und weisen hinsichtlich ihres Regelver-
haltens spezifische hydraulische Eigenschaften auf. Dynamische (dyn.) Kontrollarma-
turen haben zeitlich variable, aber wa¨hrend der einzelnen Zeitstufen als konstant ange-
nommene Betriebszusta¨nde, die vom Systemoperator vorgegeben werden. Ein Beispiel
sind Schieber, die der vollsta¨ndigen Abriegelung eines Stranges zu gegebener Uhrzeit
dienen. Die zweite Gruppe bilden Armaturen, deren Zustand flussabha¨ngig (flabh.) ist
- z.B. Ru¨ckflussverhinderungsventile. Die analytische Beschreibung des hydraulischen
Verhaltens dieser Netzelemente1 ist bekannt. Es handelt sich dabei um an Gleichungs-
oder Ungleichungsnebenbedingungen gebundene mehrdeutige Abbildungen.
Schließlich treten ru¨ckgekoppelte (ru¨ckg.) Anlagen auf, deren hydraulisches Verhalten
nicht durch eine gegebene Durchfluss-Druckverlust-Beziehung definiert werden kann.
Die Kontrolle u¨ber ihr Verhalten wird vielmehr durch einen zugeordneten Kontrollkno-
ten u¨bernommen, an dem ein vorgegebenes Soll-Potenzial durch Regelung des hydrau-
lischen Verhaltens der Anlagen zu erreichen ist2.
Tabelle 4.1 zeigt die in der Wasserversorgung verwendeten Armaturen und deren Zuord-
nung zu den drei beschriebenen Eigenschaften. Eine Vielzahl von Autoren bescha¨ftigt
sich mit der Modellierung derartiger Kontrollarmaturen. Shamir und Howard (1968)
beru¨cksichtigen bereits Pumpen und Schieber bei ihrer Modellentwicklung, Kesavan
1Ausfu¨hrlich werden diese Armaturen in Kap. 4.2.1 behandelt.
2Einbauteile mit Ru¨ckkoppelung sind Gegenstand von Kap. 5.
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Tabelle 4.1: Kontrollarmaturen in Wasserversorgungssystemen
Kontrollarmatur Abk. dyn. flabh. ru¨ckg.
Kontrollschieber (Time Depentend Valve) TDV X
Ru¨ckflussverhinderer (Check Valve) CHV X
Durchflusskontrollschieber (Flow Control Val-
ve)
FCV X
Druckverlustregler (Pressure Breaker Valve) PBV X
Pumpanlagen mit gegebener Drehzahl (Boos-
ter, Pumps)
BOOS,
PUMP
X X
Druckminderungsventile (Pressure Reducing
Valves)
PRV X X
Druckunterstu¨tzungsventile (Pressure Sustai-
ning Valves)
PSV X X
Reglergesteuerte Pumpanlagen (variable speed
Boosters)
BOR X X X
und Chandrashekar (1972) geben ein auf graphentheoretischen U¨berlegungen basieren-
des Verfahren zur Beru¨cksichtigung von FCVs und PBVs an. Von Donachie (1974)
wird ein modifiziertes Newton-Raphson-Verfahren zur hydraulischen Simulation von
Wasserversorgungsnetzen unter Beru¨cksichtigung von Pumpen und PRVs vorgestellt.
Jeppson und Davis (1976) schlagen die Modellierung von PRVs durch Einfu¨hrung ei-
nes virtuellen Reservoirknotens vor. Eine spa¨tere Vero¨ffentlichung von Chandrashekar
(1980) bezieht die Modellierung von Pumpanlagen, PRVs und CHVs mit ein. Konver-
genzprobleme unter Anwesenheit mehrerer CHVs und PRVs werden erwa¨hnt und die
Frage nach der Existenz einer eindeutigen Lo¨sung gestellt. Ein Beispiel fu¨r die Exis-
tenz mehrdeutiger Lo¨sungen, wenn zwei PRVs mit einem Kontrollknoten verbunden
sind, ist bei Collins (1980) und Collins (1981) zu finden. In einer weiteren Vero¨ffent-
lichung gibt der Autor Beispiele fu¨r mehrfache Betriebspunkte eines Systems, wenn
Druckerho¨hungsanlagen nicht monotone Pumpkurven besitzen (Collins u. a., 1979).
Ausfu¨hrlich mit der Eindeutigkeit von Lo¨sungen unter Anwesenheit ru¨ckgekoppelter
Anlagen bescha¨ftigen sich auch Berghout und Kuczera (1997). Die Autoren stellen fest,
dass bei Rechnungen bisher keine mehrdeutigen Lo¨sungen auftraten, wenn die Anlagen
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lokal kontrolliert werden, d.h. die Kontrollknoten direkt mit den Anlagen verbunden
sind. Als intuitiver ’Beweis’ fu¨r die Eindeutigkeit der Lo¨sung ist angefu¨hrt, dass PRVs
ausgleichende Wirkung haben und der Ausgangsdruck konstant gehalten wird. Auch
Andersen und Powell (1999) schlagen einen graphentheoretisch orientierten Ansatz zur
Modellierung von PRVs vor.
Zusammenfassend ist festzustellen, dass die Entwicklung eines umfassenden mathema-
tischen Modells, welches die genannten Netzkomponenten einbezieht, noch nicht gelang.
Insbesondere steht der Nachweis einer eindeutigen Lo¨sung bei Netzwerken mit ru¨ck-
gekoppelten Einbauteilen aus. Die Schwierigkeiten ergeben sich zum einen dadurch,
dass zu Armaturen mit Ungleichungsnebenbedingungen geho¨rende hydraulische Geset-
ze als mehrdeutige Abbildungen nicht differenzierbar im klassischen Sinne sind, zum
anderen die Modellierung von ru¨ckgekoppelten Anlagen ganz auf die Kenntnis eines
hydraulischen Gesetzes verzichten muss.
Im folgenden Abschnitt soll zuna¨chst auf die Erweiterung des mathematischen Mo-
dells um subdifferenzielle hydraulische Gesetze eingegangen werden, der Behandlung
ru¨ckgekoppelter Anlagen ist ein eigenes Kapitel (5) gewidmet.
4.2 Erweitertes mathematisches Modell
4.2.1 Voraussetzungen
Die Anwendung der Subdifferenzialrechnung (Kap. 3) erlaubt die Erweiterung des
mathematischen Modells der hydraulischen Simulation auf hydraulische Beziehungen,
die einem Subdifferenzial nach Def. 3.15 auf Seite 39 zuzuordnen sind. Derartige Be-
ziehungen treten auf, wenn Kontrollarmaturen zu beru¨cksichtigen sind. Die hydrauli-
schen Gleichungen q = f(h) und h = f(q) nach Kap. 2.2.3 werden ersetzt durch die
subdifferenziellen Formulierungen q ∈ ∂W und h ∈ ∂W c. An Stelle von Vorausset-
zung 2.1 auf Seite 8 tritt:
Voraussetzung 4.1 Fu¨r jeden Strang des Modells existiert ein hydraulisches Gesetz
in Form einer Abbildung ∂W c : q 7→ h (∂W : h 7→ q), welche den Anforderungen eines
maximal monotonen Operators nach Def. 3.17 auf Seite 40 genu¨gt.
Unter Voraussetzung 4.1 folgt dann nach Satz 3.7 und/oder Satz 3.8 auf Seite 41 die
Konvexita¨t der zugeho¨rigen ’Content’ - und ’Co-Content’ -Funktionen. Die hydrau-
lischen Gleichungen nach Kap. 2.2.3 sind in der subdifferenziellen Formulierung als
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Spezialfall ∂W (H) = {∇W (H)} ∀H ∈ Rn und ∂W c(u) = {∇W c(u)} ∀u ∈ Rl
enthalten.
Im na¨chsten Abschnitt werden die in Wasserversorgungsnetzen verwendeten Armatu-
ren behandelt, deren hydraulische Gesetzma¨ßigkeit dem Subdifferenzial einer konve-
xen Funktion entspricht, und schließlich zum erweiterten mathematischen Modell der
hydraulischen Simulation zusammengefu¨hrt. Der ’Content’ (’Co-Content’ ) der Arma-
turen mit subdifferenziellen hydraulischen Beziehungen zusammen mit dem ’Content’
(’Co-Content’ ) ’herko¨mmlicher’ (also nicht subdifferenzieller) hydraulischer Gleichun-
gen und den Anteilen der a¨ußeren Zu- und Abflu¨sse ergibt den ’Content’ Πc (’Co-
Content’ Π) des Systems (analog Kap. 2.3.3).
Es wird gezeigt, dass die Minimierung von Π, Πc der Lo¨sung der hydraulischen Glei-
chungen unter Beachtung der einseitigen Bindungen a¨quivalent ist. Π, Πc sind jeweils
als Summe konvexer Funktionen konvex (s. Satz 3.4 auf Seite 37). Die Aufgabe kann mit
den Methoden der konvexen Nichtlinearen Programmierung unter Nebenbedingungen
behandelt werden.
Um Elemente3 mit einer bestimmten Eigenschaft gegenu¨ber der Gesamtmenge der
Elemente abzugrenzen, wird fu¨r die weiteren Betrachtungen die Indikatormatrix IP
von Elementen mit der Eigenschaft P bezu¨glich der Menge M definiert:
Definition 4.1 Gegeben sind die Indexmenge M der Gesamtheit der Elemente mit
|M| = m und die Indexmenge P ⊆ M der Elemente mit Eigenschaft P mit |P| = k.
Die m × k Matrix IP wird als Indikatormatrix der Menge P bezu¨glich M bezeichnet
und ist definiert durch
IP(i,j) =
{
1 , falls i ∈M und j ∈ P
0 , sonst.
4.2.2 Kontrollarmaturen mit subdifferenziellen hydraulischen
Gesetzen
4.2.2.1 U¨berblick
Im Folgenden werden zu verschiedenen Armaturen die zugeho¨rigen subdifferenziellen
Formulierungen der hydraulischen Gleichungen angegeben und die zugeho¨rigen ’Co-
Content’ - und ’Content’ -Funktionen vorgestellt. Die Variationsgleichungen (2.39) auf
3Hier sind die Elemente entweder Stra¨nge oder Pfade des Graphen.
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Seite 28 und (2.43) auf Seite 29 als notwendige Bedingungen fu¨r Minima der Funktionen
Π und Πc treten in diesem Fall in Ungleichungsform auf (vgl. Kap. 3.5.3).
4.2.2.2 Ru¨ckflussverhinderer
Ru¨ckflussverhinderer (CHV = CHeck Valves) kommen vor allem in Verbindung mit
Anlagen zum Einsatz, die nur in einer Richtung durchstro¨mt werden du¨rfen, wie z.B.
Pumpwerke. Sie werden als Ru¨ckschlagklappen, Ru¨ckschlagventile, Ru¨ckflusssperren
und Membranru¨ckflussverhinderer ausgefu¨hrt (Grombach u. a., 1985).
Ihre Bedeutung fu¨r die stationa¨re Rohrnetzberechnung liegt darin, dass der hy-
draulische Zustand, entweder geo¨ffnet oder geschlossen, a priori nicht bekannt ist,
sondern von den Zustandsvariablen des Systems abha¨ngt. Der Fluss in dem Strang,
in dem sich das CHV befindet, ist einer einseitigen Bindung unterworfen und hat
der Ungleichung qCHV ≥ 0 zu genu¨gen. Fu¨r Systemzusta¨nde, in denen qCHV > 0
gilt, treten Reibungsverluste im Rohr und evtl. o¨rtliche Verluste durch die Geometrie
des Ru¨ckflussverhinderers auf, die denen ’herko¨mmlicher’ Stra¨nge entsprechen (s.
Abb. 2.8 auf Seite 28). Steigt das Potenzial des Endknotens (H¯EK) u¨ber das des
Anfangsknotens (H¯AK), so ha¨tte dies eine Umkehr der Fließrichtung zur Folge,
die durch Schließen des Ventils verhindert wird. Dabei kann sich eine beliebige
Potenzialdifferenz h = H¯AK − H¯EK < 0 einstellen. Die subdifferenzielle Darstellung
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Abbildung 4.1: Hydraulisches Gesetz hCHV 7→ qCHV und ’Co-Content’WCHV fu¨r Ru¨ck-
flussverhinderer
der hydraulischen Funktion der Ru¨ckschlagklappe qCHV (h) : R 7→ R und zugeho¨riger
’Co-Content’ WCHV (vgl. Satz 3.7 auf Seite 41) lauten damit (s. dazu auch Abb. 4.1):
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qCHV (h) = ∂WCHV (h) =
{
0 , h ≤ 0
d−1h , h > 0
,
(4.1)
WCHV (h) =
{
0 , h ≤ 0
α
α+1
d−1h2 , h > 0
.
(4.2)
Die duale Formulierung fu¨r den ’Content’ W cCHV ist aus der Umkehrung der hydrauli-
schen Beziehung q = f(h) unter Beru¨cksichtigung von q ≥ 0 ableitbar (s. Abb. 4.2):
hCHV (q) = ∂W
c
CHV (q) =

∅ , q < 0
(−∞, 0] , q = 0
dq , q > 0
,
(4.3)
W cCHV (q) =
{
∞ , q < 0
1
α+1
d q2 , q ≥ 0 .
(4.4)
Booster
h h
h
hq
q q
q
h h
h
0 0
0
q
q
q
q
q
q
q q
q
q
q
q
q
q
h
h
h
q
q
q
q
q
q
q
h
h
z
z
z
h
q q
q
q
q
q
-q
-q -q
h
h
h
h
h
h
h
h
h
h
h
q h
max
max
max
0
0 0
max max
max
max
max
max
max
max max
A
B
C
A A
B
A
B
C
C
C
B
W
W W
WW
W
W
W
W
W
W
W
W
W
c
c
c
c
c
c
c
FCV-A
FCV-B
FCV-C
FCV-CFCV-C
FCV-C FCV-C
FCV-C
FCV-C
FCV-C
PBV
PBV
PBVPBV
PBV
PBV
PBV
PBV PBV
PBV
PBV
FCV-AFCV-A
FCV-AFCV-AFCV-A
FCV-A
FCV-B
FCV-BFCV-BFCV-B
FCV-B FCV-B
PBV
PBVPBV
PBV
PBV
PUMP
PUMP
CHV
PUMP
PUMP
PUMP
PUMPPUMP
PUMP
CHV
CHV
CHV CHV
CHV CHV CHV










CHV
PUMP
FCV
PBV
q=f(h) h=f(q)Π Π(h) (q)c
Abbildung 4.2: Hydraulisches Gesetz qCHV 7→ hCHV und ’Content’ W cCHV fu¨r Ru¨ck-
flussverhinderer
Im Gegensatz zur Funktion WCHV , die auf ganz R definiert ist, gilt bei W
c
CHV fu¨r
Flu¨sse q < 0 W cCHV =∞. Damit ist domW cCHV = [0;∞) (vgl. Def. 3.8 auf Seite 36).
Wird mit ICHV die Indikatormatrix (s. Def. 4.1 auf Seite 63) der Menge MCHV der
Stra¨nge mit Ru¨ckflussverhinderern bezeichnet, lautet die Nebenbedingung im nichtli-
nearen Optimierungsmodell:
ICHV
T [qt +Cu] ≥ 0. (4.5)
Dabei ist vorausgesetzt, dass positive Richtung des Pfades und Flussrichtung u¨berein-
stimmen.
66 4 KONTROLLARMATUREN
4.2.2.3 Pumpen
Pumpen treten in Wasserversorgungsnetzen in Form von Einspeisepumpen (pumps)
und Druckerho¨hungsanlagen (boosters) im Netz auf. An dieser Stelle wird angenom-
men, dass die Pumpkurve bekannt ist und den Anforderungen eines maximal mono-
tonen Operators genu¨gt, wa¨hrend reale Pumpen auch nichtmonotone q-h-Beziehungen
aufweisen ko¨nnen4. Zum Schutz der Pumpe ist ein Ru¨ckflussverhinderer am Ausgang
zu beru¨cksichtigen, weshalb die hydraulische Beziehung der Pumpe der um eine Kon-
stante h0 < 0 verschobenen des Ru¨cklaufverhinderers (Kap. 4.2.2.2) gleicht. Dabei ist
zu beachten, dass die Behandlung von Einspeisepumpen der von Druckerho¨hungsan-
lagen im Netz (Boostern) entspricht. Der einzige Unterschied liegt in der Bedeutung
der Konstanten h0. Wa¨hrend diese bei Boostern den negativen Wert der maximalen
Pumpho¨he bei q = 0 bezeichnet, gibt h0 bei Einspeisepumpen die Ho¨hendifferenz zwi-
schen Potenzialho¨he des Referenzknotens und maximalem Potenzial des Pumpknotens
an. Das subdifferenzielle Gesetz der Pumpe sowie die daraus resultierende ’Co-Content’
-Funktion (s. Abb. 4.3) einer Pumpe lauten allgemein (mit b etwa zwischen 1.5 und
2.5):
qPUMP (h) =
{
0 , h ≤ h0(
h−h0
a
) 1
b , h > h0
,
(4.6)
WPUMP (h) =
{
0 , h ≤ h0
b a
b+1
(
h−h0
a
) b+1
b , h > h0
.
(4.7)
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Abbildung 4.3: Hydraulisches Gesetz hPUMP 7→ qPUMP und ’Co-Content’ WPUMP fu¨r
Pumpe/Booster
4pers. Konversation mit Herrn Dr.-Ing Caglar, Fachgebiet Stro¨mungsmaschinen, Universita¨t Karls-
ruhe (TH), Literatur z.B. (Collins u. a., 1979)
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Die duale Formulierung fu¨r den ’Content’ W cPUMP (s. Abb. 4.4) ist:
hPUMP (q) =

∅ , q < 0
(−∞, h0] , q = 0
h0 + a · qb , q > 0
, (4.8)
W cPUMP (q) =
{
∞ , q < 0
h0 · q + ab+1qb+1 , q ≥ 0
.
(4.9)
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Abbildung 4.4: Hydraulisches Gesetz qPUMP 7→ hPUMP und ’Content’ W cPUMP fu¨r
Pumpe/Booster
Mit der Indikatormatrix IPUMP (s. Def. 4.1 auf Seite 63) der MengeMPUMP der Stra¨nge
mit Pumpen/Boostern lautet die zu beru¨cksichtigende Nebenbedingung:
IPUMP
T [qt +Cu] ≥ 0. (4.10)
Die Menge MPUMP beinhaltet sowohl die realen Stra¨nge der Boosterpumpen als auch
die virtuellen der Einspeisepumpen.
4.2.2.4 Durchflusskontrollschieber
Durchflusskontrollschieber5 kommen zum Einsatz, wenn der Fluss durch einen be-
stimmten Strang auf einen Maximalwert qmax beschra¨nkt werden soll. Unter Flu¨ssen
q < qmax entspricht das hydraulische Verhalten des FCVs bei vollsta¨ndig geo¨ffnetem
Querschnitt dem eines gewo¨hnlichen Rohres. Im aktiven Betriebszustand wird dagegen
der Fluss durch teilweises Schließen des Schiebers auf den Ho¨chstwert qmax beschra¨nkt.
Je nachdem, ob d s FCV in beiden Richtungen (Typ A) eingesetzt werden soll, mit ei-
nem CHV verbunden ist (TYP B) oder so verwendet wird, dass in einer Richtung keine
5FCV = Flow Control Valve
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Flussregelung (TYP C) stattfindet, ergeben sich unterschiedliche hydraulische Gesetze.
Die folgende Darstellung sowie Abb. 4.5 und Abb. 4.6 zeigen beispielhaft Subdifferen-
zial und (Co-)Content von Typ C:
qFCV−C(h) =
{
d−1h , h ≤ h0
qmax , h > h0
,
(4.11)
WFCV−C(h) =
{
1
α+1
d−1h20 , h ≤ h0
qh− 1
α+1
d−1h20 , h > h0
.
(4.12)
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Abbildung 4.5: Hydraulisches Gesetz hFCV−C 7→ qFCV−C und ’Co-Content’ WFCV−C
fu¨r Durchflusskontrollschieber Typ C
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Abbildung 4.6: Hydraulisches Gesetz qFCV−C 7→ hFCV−C und ’Content’ W cFCV−C
Durchflusskontrollschieber Typ C
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hFCV−C(q) =

dq , q < qmax
[h0,∞) , q = qmax
∅ , q > qmax
,
(4.13)
W cFCV−C(q) =
{
1
α+1
dq2 , q ≤ qmax
∞ , q > qmax
.
(4.14)
Bei der Minimierung des System-’Content’ (siehe Abb. 4.6) sind folgende Nebenbe-
dingungen fu¨r Typ C zu beru¨cksichtigen (IFCV : Indikatormatrix der Menge MFCV (s.
Def. 4.1 auf Seite 63) der Stra¨nge mit FCVs):
IFCV
T [qt +Cu] ≤ qmax (4.15)
4.2.2.5 Druckminderungsventile mit regelbarer Druckdifferenz
Durch den Einsatz von Druckminderungsventilen mit regelbarer Druckdifferenz (Abk.:
PBV = Pressure Breaker Valve) la¨sst sich ein bestimmter, vorgegebener Druckunter-
schied zwischen Ein- und Auslass des Schiebers realisieren. Wie beim FCV sind unter-
schiedliche Kombinationen der Druckregelung denkbar. Abb. 4.7 zeigt das hydraulische
Gesetz eines PBVs mit Ru¨ckflusssperre. Es wird angenommen, dass fu¨r Flu¨sse q > 0
ein konstanter Druckunterschied z eingestellt wird, wa¨hrend Flu¨sse q < 0 unzula¨ssig
sind. Bei Druckverha¨ltnissen im Netz, die eine Flussumkehr im PBV bewirken wu¨rden,
ist der Schieber geschlossen. Daraus ergeben sich die hydraulische Beziehung und zu-
geho¨rige ’Co-Content’ -Funktion WPBV :
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Abbildung 4.7: Hydraulisches Gesetz hPBV 7→ qPBV und ’Co-Content’WPBV fu¨r Druck-
minderungsventil mit regelbarer Druckdifferenz
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qPBV (h) =

0 , h < z
[0,∞) , h = z
∅, , h > z
,
(4.16)
WPBV (h) =
{
0 , h ≤ z
∞ , h > z . (4.17)
Die Nebenbedingungen zur Modellierung der PBV Stra¨nge6 stellen sich folgendermaßen
dar:
−IPBV TAH ≤ z. (4.18)
Das duale hydraulisches Gesetz und ’Content’ W cPBV des PBVs sind
hPBV (q) =

∅ , q < 0
(−∞, z] , q = 0
z , q > 0
,
(4.19)
W cPBV (q) =
{
∞ , q < 0
z q , q ≥ 0 . (4.20)
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Abbildung 4.8: Hydraulisches Gesetz qPBV 7→ hPBV und ’Content’ W cPBV fu¨r Druck-
minderungsventil mit regelbarer Druckdifferenz
Wenn das PBV gleichzeitig als Ru¨ckflussverhinderer wirken soll, sind die entspre-
chenden Nebenbedingungen des CHVs bei der Minimierung des System-’Content’ zu
beru¨cksichtigen:
IPBV
T [qt +Cu] ≥ 0. (4.21)
6mit IPBV : Indikatormatrix der Menge MPBV (s. Def. 4.1 auf Seite 63) der Stra¨nge mit PBVs
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4.2.2.6 Zeitweise geschlossene (dynamische) Schieber
Zu den bisher genannten Armaturen kommen solche Schieber, die zur vollsta¨ndigen
Abriegelung eines Rohres dienen. Dies kann zu Rehabilitationszwecken geschehen aber
auch gezielt zur Steuerung der Anlage eingesetzt werden. Daru¨ber hinaus ko¨nnen zu
Kalibrierungszwecken durch zeitweises Schließen bestimmter Schieber unterschiedliche
Flußverteilungen generiert und so die Information, die aus Druckmessungen erha¨ltlich
ist, vervielfa¨ltigt werden. Einzelheiten zur technischen Ausfu¨hrung solcher Schieber
sind z.B. Fo¨rster (2000) zu entnehmen.
Zur Modellierung sind die geschlossenen Stra¨nge im jeweiligen Zeitschritt aus dem
Graphen zu entfernen. Bei der Minimierung von Π kann dies sehr einfach durch Strei-
chen der zugeho¨rigen Spalten in der Inzidenzmatrix des Graphen realisiert werden.
Bei der Darstellung als Optimierungsmodell von Πc wa¨re jedoch der Aufwand durch
Modifikation der Schleifenmatrix unverha¨ltnisma¨ßig gro¨ßer. Hier ist es sinnvoll, die ge-
schlossenen Stra¨nge durch Gleichungsnebenbedingungen im mathematischen Modell zu
beru¨cksichtigen:
ITDV
T [qt +Cu] = 0. (4.22)
Matrix ITDV bezeichnet dabei wieder die Indikatormatrix der Menge der im Zeitschritt
T geschlossenen Stra¨nge.
4.2.3 Variationsungleichungen
Zusammenfassend sollen nun allgemein fu¨r hydraulische Gesetze vom subdifferen-
ziellen Typ die Aufgaben der Minimierung der Funktionen des System-’Content’
und ’Co-Content’ hergeleitet werden. Es wird vorausgesetzt, dass hydraulische Glei-
chungen vom subdifferenziellen Typ fu¨r Rohrstu¨ck oder Armatur j vorliegen. Seien
s(hj) ∈ ∂Wj(hj), hj ∈ R und Mhj der zula¨ssige Bereich der Druckverluste in Netz-
element j. Dann ist der ’Co-Content’ gegeben durch (Hiriart-Urruty und Lemare´chal,
1993, Remark 4.2.5)
Wj(hj) =
{
Wj(a) +
∫ hj
a
s(x)dx , hj ∈Mhj
∞ , hj /∈Mhj
(4.23)
fu¨r alle x ∈ [a, b]. Entsprechend la¨sst sich die Funktion des ’Content’ des Rohres oder
der Armatur j angeben. Seien t(qj) ∈ ∂W cj (qj), qj ∈ R und Qj die Menge der zula¨ssigen
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Flu¨sse fu¨r Netzelement j, folgt daraus
W cj (qj) =
{
W cj (a) +
∫ qj
a
t(x)dx , qj ∈ Qj
∞ , qj /∈ Qj
(4.24)
fu¨r alle x ∈ [a, b]. Weiter wird vorausgesetzt, dass die unilateralen hydraulischen Be-
ziehungen die Anforderungen maximal monotoner Operatoren (nach Def. 3.17 auf Sei-
te 40) erfu¨llen. Die Funktionen W cj (und Wj) sind dann nach Satz 3.7 auf Seite 41
konvex, halbstetig nach unten und eigentlich. Unter diesen Voraussetzungen entspre-
chen den Gleichungen (4.23) und (4.24) wegen der Definition des Subdifferenzials (s.
Def. 3.14 und 3.15 auf Seite 39) die Variationsungleichungen
δWj = Wj(hj + δhj)−Wj(hj) ≥ qjδhj ∀ qj ∈ ∂Wj(hj) und
δW cj = W
c
j (qj + δqj)−W cj (qj) ≥ hjδqj ∀hj ∈ ∂W cj (qj).
(4.25)
Die hydraulische Gleichung fu¨r das j-te Netzelement qj = fj(hj) (s. Kap. 2.2.3), in
der fj : R 7→ R eine stetige und monoton wachsende Funktion ist, wird durch die
subdifferenziellen Bedingungen qj ∈ ∂Wj(hj) und hj ∈ ∂W cj (qj) ersetzt, was genau den
Ungleichungen (4.25) entspricht. Dabei ist Wj(hj) eine konvexe halbstetig nach unten
und eigentliche Funktion (vgl. Satz 3.7 auf Seite 41), ∂Wj(hj) das Subdifferenzial von
Wj(hj) .
Zur Beschreibung des stationa¨ren Fließzustandes, ausgedru¨ckt durch den VektorH∗ der
Knotenpotenzialho¨hen, soll nun eine Variationsungleichung abgeleitet werden, welche
den hydraulischen Gesetzen sa¨mtlicher Netzbestandteile Rechnung tra¨gt. Dazu wird
zuna¨chst die Knotenbedingung (s. Gl. (2.18) auf Seite 21) mit einer Potenzialho¨henva-
riation δH = (H−H∗) multipliziert:
qTA (H−H∗) = QT (H−H∗) . (4.26)
Dabei stelltA (H−H∗) eine Variation der Potenzialverluste δh = AδH dar. Die Flu¨sse
der einzelnen Netzbestandteile j sind aus dem Subdifferenzial der zugeho¨rigen ’Co-
Content’ -Funktionen zu wa¨hlen qj ∈ ∂Wj. Wegen Gl. (4.25) gilt dann unter Beachtung
der Kompatibilita¨t (Gl. (2.19) auf Seite 21):
m∑
j=1
Wj(AH)−
m∑
j=1
Wj(AH
∗) ≥ qTA (H−H∗) ∀H ∈ Rn. (4.27)
Wird mit W der Gesamt-’Co-Content’ des Systems W =
∑m
j=1Wj bezeichnet, folgt
unter Beru¨cksichtigung von Gl. (4.26) die Variationsungleichung
W (AH)−W (AH∗)−QT (H−H∗) ≥ 0 ∀H ∈ Rn, (4.28)
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oder umgeschrieben
W (AH)−QTH− [W (AH∗)−QTH∗] ≥ 0 ∀H ∈ Rn. (4.29)
Es wird nun die Funktion Π˜ : Rn 7→ R ∪ +∞ mit Π˜ = W (AH) − QTH (vgl. Kap.
3.3.1) betrachtet, die als Summe konvexer Funktionen konvex ist (Teil a) in Satz 3.4
auf Seite 37). Nach Satz 3.9 auf Seite 42 muss in einem Minimum H∗ der Funktion
die Bedingung 0 ∈ ∂Π˜ + NC(H∗) erfu¨llt sein. Da bis hier die Menge C der zula¨ssi-
gen Potenzialho¨hen aus ganz Rn besteht, gilt NRn(H) = 0∀H ∈ Rn. Die Menge der
zula¨ssigen Potenzialho¨hen MH ⊂ Rn, welche durch die Nebenbedingungen der PBVs
(s. Gl. (4.18) auf Seite 70) gebildet wird, ist durch die Indikatorfunktion der konve-
xen Menge im ’Co-Content’ enthalten (s. Gl. (4.17) auf Seite 70). Notwendig existiert
dann im Minimum H∗ ein Subgradient χ ∈ ∂Π˜(H) mit χ = 0. In die Definition der
Subgradienten (Def. 3.14 auf Seite 38) eingesetzt folgt mit χ = 0:
Π˜(H)− Π˜(H∗) ≥ 0 ∀H ∈ Rn. (4.30)
Die Variationsungleichung (4.30) stellt eine notwendige Bedingung fu¨r eine Lo¨sung H∗
der Aufgabe
min
H∈Rn
Π˜(H) (4.31)
dar. Werden die Nebenbedingung Gl. (4.18) auf Seite 70 einbezogen (MH ={
H | − IPBV TAH ≤ z
}
) und die Anteile der Indikatorfunktion der konvexen Menge
der zula¨ssigen Potenzialho¨hen aus den ’Co-Content’ -Funktionen der PBVs entfernt7,
folgen die Gl. (4.29) a¨quivalente Variationsungleichung
W (AH)−QTH− [W (AH∗)−QTH∗] ≥ 0 ∀H ∈MH (4.32)
und das zu Gl. (4.31) a¨quivalente Minimierungsproblem mit Π : Rn 7→ R
min
H∈MH
Π(H), mit: Π(H) =W (AH)−HTQ. (4.33)
Analog kann die Maschenbedingung CTh = −CT [ARHR + IPBV z] (vgl. Gl. (2.25)
auf Seite 22) mit allgemeinem Druckverlustvektor h mit einer Schleifenflussvariation
δu = (u− u∗) multipliziert werden:
hTC (u− u∗) = − [ARHR + IPBV z]T C (u− u∗) . (4.34)
7Auf eine besondere Kennzeichnung derWj , j ∈MPBV und des Gesamt-’Co-Content’ ohne Anteile
der Indikatorfunktionen wird dabei verzichtet.
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Mit hj ∈ ∂W cj , j = 1, . . . ,m und δq = Cδu folgt mit Gl. (4.25) unter Beachtung von
Gl. (4.34) die Variationsungleichung:
m∑
j=1
W cj (u)−
m∑
j=1
W cj (u
∗) ≥ − [ARHR + IPBV z]T C (u− u∗) ∀u ∈ Rl. (4.35)
Die ’Content’ -Funktionsanteile W cj der einzelnen Netzkomponenten lassen sich zum
Gesamtsystem-’Content’ W c =
∑m
j=1W
c
j addieren. Die Variationsungleichung (4.35)
lautet damit:
W c(u)−W c(u∗) ≥ − [ARHR + IPBV z]T C (u− u∗) ∀u ∈ Rl. (4.36)
Aus den gleichen U¨berlegungen, die zur Herleitung des Minimierungsproblems in Gl.
(4.31) fu¨hrten, folgt, dass Gl. (4.36) die notwendige Bedingung zur Minimierung
des System-’Content’ Π˜c darstellt (vgl. Gl. (2.43) auf Seite 29). Dabei bezeichnet
C (u− u∗) = Cδu eine hydraulisch zula¨ssige Flußvariation δq = δ(qt + Cu) = Cδu.
Mit Π˜c = W c + [ARHR + IPBV z]
T Cu lautet die Gl. (4.36) a¨quivalente Minimierungs-
aufgabe:
min
u∈Rl
Π˜c(u). (4.37)
In dieser Form handelt es sich um eine nicht differenzierbare Aufgabe. Werden wie bei
der Minimierung des System-’Co-Content’ in Gl. (4.32) die Anteile der Indikatorfunk-
tionen, die aus den Flussbeschra¨nkungen der verschiedenen Armaturen aus Kap. 4.2.2
resultieren, aus den ’Content’ -AnteilenW cj (auf besondere Kennzeichnung wird wieder
verzichtet) entfernt und der zula¨ssige Bereich auf die konvexe MengeU ⊂ Rl, deren ge-
naue Beschreibung in Gl. (4.45) folgt, begrenzt, kann die Variationsungleichung (4.36)
in der Form
W c(u)−W c(u∗) ≥ − [ARHR + IPBV z]T C (u− u∗) ∀u ∈ U (4.38)
angegeben werden. Die zu Gl. (4.38) a¨quivalente differenzierbare Minimierungsaufgabe
ist:
min
u∈U
Πc(u), mit: Πc(u) =W c(u) + uTCT [ARHR + IPBV z] . (4.39)
Im Gegensatz zu Π ist aber die Funktion Πc als Summe der ’Content’ -Funktionen von
Armaturen nach Kap. 4.2.2, Rohren und linearem Anteil der Zu- und Abflu¨sse ohne die
Indikatorfunktionen der Flussnebenbedingungen zweimal stetig differenzierbar (damit
gilt: ∂Π(u) = {∇Π(u)}). Die notwendige Bedingung fu¨r eine Lo¨sung der Aufgabe aus
Gl. (4.39) kann damit in Form der Variationsungleichung (s. Def. 3.21 auf Seite 49)
∇Π(u∗)T (u− u∗) ≥ 0 ∀u ∈ U (4.40)
geschrieben werden (vgl. Harker und Pang, 1990, S.165).
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4.2.4 Anwendung der Nichtlinearen Optimierung
4.2.4.1 U¨berblick
Zur Berechnung des hydraulischen Gleichgewichts unter Beru¨cksichtigung von Kon-
trollarmaturen mit subdifferenziellem hydraulischem Gesetz werden die in Kap. 3.5.2
erla¨uterten Methoden der Nichtlinearen Optimierung unter Nebenbedingungen an-
gewandt. Es wird sowohl die Minimierung des System-’Co-Content’ Π als auch des
System-’Content’ Πc behandelt. Beiden Aufgaben gemeinsam ist die Nichtlinearita¨t der
Zielfunktion, die unter polyhedralen Nebenbedingungen zu minimieren ist. Wa¨hrend
die Zielfunktion der ersten Variante stu¨ckweise definiert und nur einmal stetig differen-
zierbar ist, kann fu¨r Πc auch eine zweite stetige Ableitung berechnet werden.
4.2.4.2 Minimierung der ’Co-Content’ -Funktion
Der Gesamt-’Co-Content’ des Systems setzt sich aus der Summe der einzelnen Anteile
der Stra¨nge und Knoten zusammen. Der wesentliche Unterschied zur Formulierung des
System-’Co-Content’ nach Kap. 2.3.3 liegt in der fehlenden Differenzierbarkeit (z.B.
CHV, PUMP,. . .) der ’Co-Content’ -Anteile, deren Subdifferenzial auch eine mehrdeu-
tige Abbildung darstellen kann. Unter Beru¨cksichtigung aller Kontrollarmaturen mit
subdifferenziellem hydraulischem Gesetz ist der stationa¨re hydraulische Gleichgewichts-
zustand durch folgende nichtlineare Optimierungsaufgabe unter linearen Nebenbedin-
gungen vollsta¨ndig beschrieben:
CO(MH,Π) :
minH Π(H)
s.t. : −IPBV TAH− z ≤ 0,
(4.41)
mit:
Π =
α
α+ 1
(AH)T D˜−1 [AH+ARHR] +QTH.
Die Lagrangefunktion (vgl. Gl. (3.15) auf Seite 48) der Optimierungsaufgabe
CO(MH,Π) ist:
LCO(MH,Π) =
α
α+ 1
(AH)T D˜−1 [AH+ARHR] +QTH+
nPBV∑
i=1
µi(−IPBV TAH− z)i.
(4.42)
Matrix D˜−1 ist dabei allgemeiner zu wa¨hlen als D in Gl. (2.38) auf Seite 28 und bein-
haltet neben den Anteilen der Rohre auch entsprechende Eintra¨ge fu¨r Pumpen. Im
Gegensatz zur Formulierung des hydraulischen Gleichgewichts ohne Beru¨cksichtigung
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von Armaturen mit einseitigen hydraulischen Beziehungen in Kap. 2.3 sind auch stu¨ck-
weise definierte Funktionen di : R 7→ R, die nicht auf ganz R stetig differenzierbar sind,
in D˜−1 enthalten. (s. z.B. Beziehung qCHV (h), Gl. (4.1) auf Seite 64).
4.2.4.3 Minimierung der ’Content’ -Funktion
Wie in Kap. 4.2.2.2 bis Kap. 4.2.2.6 gezeigt wurde, weisen CHV, PUMP, FCV, PBV
einseitige hydraulische Gesetze auf, welche zu Ungleichungsnebenbedingungen bei der
Minimierung von Πc fu¨hren:
g(u) = [−ICHV − IPUMP − IPBV IFCV ]T [qt +Cu]− [IFCV ]Tqmax ≤ 0. (4.43)
Dynamisch geschlossene Schieber werden durch die Gleichungsnebenbedingung
h(u) = [ITDV ]
T [qt +Cu] = 0 (4.44)
modelliert. Die Menge der zula¨ssigen Punkte U stellt einen konvexen polyedrischen
Teilraum des Rl dar und wird mit
U =
{
u ∈ Rl | g(u) ≤ 0, h(u) = 0} ⊆ Rl (4.45)
bezeichnet.
Im Gegensatz zu Π ist Πc fu¨r die oben beschriebenen Kontrollarmaturen zweimal stetig
differenzierbar. Die Minimierung des System-’Content’ nach Kap. 2.3.3 erweitert um
die linearen Nebenbedingungen der Kontrollarmaturen entspricht der zu Gl. (4.41)
dualen Formulierung (s. Gl. (4.39))
CO(U,Πc) : min
u∈U
Πc, (4.46)
mit:
Πc = (qt +Cu)
T 1
α+ 1
D (qt +Cu) + u
TCT [IPBV z+ARHR] .
Matrix D ist dabei wieder allgemeiner zu verstehen als in Gl. (2.42) auf Seite 29,
Anteile aus den ’Content’ -Funktionen von Pumpen sind zu beru¨cksichtigen. Die La-
grangefunktion zu CO(U,Πc) ist:
LCO(U,Πc) = (qt +Cu)
T 1
α+1
D (qt +Cu) + u
TCT [IPBV z+ARHR]
+
∑s
i=1 µigi(u) +
∑d
j=1 λjhj(u).
(4.47)
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Die zweimal stetige Differenzierbarkeit von Πc bezu¨glich der Variablen u ermo¨glicht die
Berechnung von Gradient ∇uLCO(U,Πc) und Hessematrix ∇2uLCO(U,Πc) der Lagrange-
funktion LCO(U,Πc). Dabei werden fu¨r die Gradienten der linearen Nebenbedingungen
∇ug(u) = G1 und ∇uh(u) = H geschrieben:
∇uLCO(U,Πc) = CT [D (qt +Cu) + IPBV z+ARHR] +GT1µ+HTλ,
∇2uLCO(U,Πc) = αCTDC.
(4.48)
Satz 4.1 Unter Gu¨ltigkeit der Voraussetzung 4.1 auf Seite 62 ist 1) Πc strikt konvex.
2) Die Aufgabe CO(U,Πc) besitzt fu¨r U 6= ∅ eine eindeutige Lo¨sung.
Beweis:
1) Hinreichend fu¨r strikte Konvexita¨t von Πc ist die positive Definitheit der Hessematrix
∇2uLCO(U,Πc):
∇2uLCO(U,Πc) ist positiv definit ⇔ uTCTDCu > 0 ∀u ∈ Rl. (4.49)
Mit ∆q = Cu kann die Bedingung umgeformt werden zu:
(∆q)TD(∆q) > 0 ∀∆q 6= 0. (4.50)
Gl. (4.50) stellt die Bedingung fu¨r positive Definitheit der MatrixD dar. Diese ist fu¨rD
wegen Djj > 0, j = 1, . . . ,m (zur Berechnung der Djj siehe Gl. (2.13) auf Seite 19 und
analoge Formulierung fu¨r Pumpen nach Gl. (4.9) auf Seite 67) wegen Voraussetzung 4.1
auf Seite 62 leicht nachzuweisen. Wegen der linearen Unabha¨ngigkeit der Spalten von
SchleifenmatrixC (s. Def. 2.7 auf Seite 11 und Erla¨uterungen) gilt ∆q = Cu = 0 genau
dann, wenn u = 0 ist. Demnach sind uTCTDCu > 0 ∀u 6= 0 und damit ∇2uLCO(U,Πc)
positiv definit, woraus die strikte Konvexita¨t von Πc folgt.
2) Aus der Konvexita¨t von Πc resultiert, dass jedes lokale Minimum gleichzeitig
globales Minimum ist. Die positive Definitheit der Hessematrix von Πc garantiert
die lokale (und wegen Konvexita¨t auch) globale Eindeutigkeit eines Minimums.
Die Aufgabe besitzt damit maximal eine Lo¨sung. Um die Existenz einer solchen
sicherzustellen, genu¨gt es zu fordern, dass U eine kompakte nichtleere Teilmenge des
Rl ist. Kompaktheit von U kann aber wegen der Koerzitivita¨t von Πc (vgl. Kap.
2.3.3) vorausgesetzt werden. Als praktische Gegebenheit kann ebenso die beschra¨nkte
Flusskapazita¨t der Netzbestandteile als Begru¨ndung fu¨r die Annahme eines kompakten
zula¨ssigen Bereichs U dienen. 2
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Fu¨r die Nebenbedingungen gelten die (LICQ). Dann ist nach Satz 3.11 auf Seite 47 die
Lo¨sung der Aufgabe CO(U,Πc) KKT-Punkt. Die Berechnung des eindeutigen Mini-
mums von Πc in U kann damit durch die Ermittlung eines KKT-Punktes der Aufgabe
CO(U,Πc) erfolgen. Ein solcher Punkt (u∗,µ∗,λ∗) ist nach Satz 3.12 auf Seite 48
Lo¨sung des folgenden Systems:
CT {[D(u∗)] (qt +Cu∗) + IPBV z+ARHR}+
∑s
i=1 µ
∗
i gi(u
∗) +
∑d
j=1 λ
∗
jhj(u
∗) = 0,
g(u∗) ≤ 0,
h(u∗) = 0,
µ∗ ≥ 0,
µ∗i gi(u
∗) = 0, i = 1, . . . , s.
(4.51)
Notwendige und hinreichende Bedingungen fu¨r Voraussetzung U 6= ∅ unter Beru¨ck-
sichtigung von Gleichungsnebenbedingungen sind bei Altman und Boulos (1995) zu
finden. Im Rahmen dieser Arbeit wurde ein Verfahren zur Bestimmung einer zula¨ssi-
gen Anfangsflussverteilung entwickelt, welches zusa¨tzlich die Beru¨cksichtigung von Un-
gleichungsnebenbedingungen gestattet. Generell kann fu¨r jeden Strang eine obere und
untere Flussschranke vorgegeben werden. Die erste Aufgabe des Verfahrens besteht in
der Auswahl der maßgebenden Bedingungen. Dazu erweist sich die Unterteilung des
Graphen nach Kap. 2.2.1 als nu¨tzlich. Alle Stra¨nge innerhalb eines Pfades besitzen den
gleichen Freiheitsgrad bezu¨glich einer Flussvariation. Damit ko¨nnen fu¨r einen Pfad nur
je eine obere und untere Flussschranke maßgebend sein. Schließen sich die Bedingungen
aus, existiert keine zula¨ssige Flussverteilung, es gilt U = ∅.
Existieren fu¨r die Flu¨sse in den Pfaden zula¨ssige obere und untere Schranken, werden
diese in einem zweiten Schritt zu den Nebenbedingungen des Gesamtsystems zusam-
mengefasst. Diese bestehen dann aus einem Satz von linearen Gleichungen und Unglei-
chungen in den Variablen u. Zur U¨berpru¨fungU 6= ∅ und gleichzeitigen Bestimmung ei-
ner zula¨ssigen Anfangsflussverteilung ko¨nnen Methoden der Linearen Programmierung
(Phase I des Simplexverfahrens) eingesetzt werden. Eine ausfu¨hrliche Beschreibung des
Verfahrens in der vorliegenden Anwendung ist Anhang A zu entnehmen.
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4.3 Sensitivita¨t des hydraulischen Gleichgewichts
4.3.1 U¨berblick
Die Kenntnis von Parametersensitivita¨ten ist in unterschiedlichen Bereichen nu¨tzlich.
Die Empfindlichkeit der Systemvariablen bezu¨glich einzelner Stellgro¨ßen von Kontroll-
armaturen ist fu¨r Steuerungsentscheidungen hilfreich. Verschiedene Verfahren zur Mo-
dellkalibrierung und Ma¨ngelidentifikation basieren auf der Kenntnis von Sensitivita¨ts-
aussagen. Shamir und Howard (1968) leiten aus den nichtlinearen Gleichgewichtsbe-
dingungen (vgl. Kap. 2.2.6) Empfindlichkeitsaussagen ab.
In diesem Abschnitt werden die in Kap. 3.6.1 allgemein formulierten Methoden auf die
Berechnung der Sensitivita¨t der Optimalwerte der konvexen Optimierungsaufgaben zur
Minimierung der System-’Co-Content’ - und System-’Content’ -Funktionen bezu¨glich
unterschiedlicher Parameter angewandt. Im Unterschied zur Darstellung von Shamir
und Howard (1968) werden einseitige Bindungen der Kontrollarmaturen durch Anwen-
dung der Sensitivita¨tsanalyse nichtlinearer Optimierungsaufgaben beru¨cksichtigt.
Je nach Parameter wird die zur Berechnung der Sensitivita¨tsmatrix einfachere Dar-
stellung gewa¨hlt. Zu erwa¨hnen ist, dass dies keinen Einfluss auf den zur Berechnung
des Gleichgewichts verwendeten Algorithmus hat. Die aus der dualen Formulierung
berechneten Gro¨ßen entsprechen genau den gesuchten Variablen. Wird beispielsweise
ein maschenorientiertes Verfahren eingesetzt, ko¨nnen aus den Flu¨ssen die Druckver-
luste und damit die Potenzialabsenkungen an den Knoten berechnet werden, welche
dann genau den Lo¨sungsvariablen des dualen knotenorientierten Verfahrens entspre-
chen. Ebenso kann die Matrix D−1 (in Gl. (4.42) auf Seite 75) aus den Kehrwerten von
D (in Gl. (4.47) auf Seite 76) bestimmt werden.
4.3.2 Sensitivita¨tsanalyse bei der Minimierung des System-
’Co-Content’ Π
4.3.2.1 Bestimmung der Jacobimatrix der KKT-Bedingungen von
CO(MH,Π) bezu¨glich [H,µ]
Sei (H∗,µ∗) Lo¨sung der Aufgabe CO(MH,Π) in Gl. (4.41) auf Seite 75 und es gelte
folgende Voraussetzung:
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Voraussetzung 4.2 Der System-’Co-Content’ Π(H) der Optimierungsaufgabe
CO(MH,Π) sei zweimal stetig differenzierbar in (H
∗,µ∗). In der Lo¨sung der Aufgabe
sei vorausgesetzt, dass neben der (LICQ) und strenger Komplementarita¨t hinreichende
Optimalita¨tsbedingungen zweiter Ordnung fu¨r ein lokales Minimum gelten.
Problematisch ist in diesem Fall die fehlende zweimalige stetige Differenzierbarkeit der
Zielfunktion in den zu Flussnebenbedingungen geho¨rigen Knickpunkten. Wird jedoch
strenge Komplementarita¨t in der dualen Aufgabe CO(U,Πc) fu¨r diese Nebenbedingun-
gen angenommen, kann hier entsprechend verfahren werden: Ein Strang ist entweder
geschlossen oder geo¨ffnet. Bei geo¨ffnetem Strang existiert dann eine Umgebung, in
der die Zielfunktion zweimal stetig differenzierbar ist. Ist der Strang geschlossen, kann
ebenfalls zweimal stetig differenziert werden. Der Strang kann dann aber auch ganz
aus dem System entfernt werden, da er in diesem Zustand keinen Einfluss auf das Er-
gebnis hat. Im Folgenden sind die Teilmatrizen zur Berechnung von Mˆ−1 angegeben,
die bereits diese Vorauswahl beinhalten, d.h. in D−1 und A finden nur die tatsa¨chlich
geo¨ffneten Stra¨nge Beru¨cksichtigung:
A11 = T
[
1
α
TTATD−1AT
]−1
TT ,
A12 =
(
E −T[TTATD−1AT]−1TTATD−1A)(P−1a
0
)
,
A21 = A
T
12,
A22 = −
(
P−1a 0
)T (
E −T[TTATD−1AT]−1TTATD−1A) 1αATD−1A
(
P−1a
0
)
.
(4.52)
4.3.2.2 Sensitivita¨t bezu¨glich der Bedarfswerte
Zur Ermittlung der Sensitivita¨tsmatrix bezu¨glich der Bedarfswerte bietet sich an, Pro-
blem CO(MH,Π) zu betrachten, da hier im Gegensatz zu CO(U,Π
c) der Parameter
Q nicht in den Nebenbedingungen enthalten ist. Die gemischte Ableitung der Lagran-
gefunktion ist in diesem Fall besonders einfach:
∇2H,QLCO(MH,Π) = E. (4.53)
Die Sensitivita¨tsmatrix setzt sich demnach nur aus den Blo¨cken A11 und A21 (s. Gl.
(4.52)) zusammen:(
∇QH
∇Qµ
)
=
 −T[ 1αTTATD−1AT]−1TT
−
(
P−1a 0
)T (
E −T[TTATD−1AT]−1TTATD−1A)
 . (4.54)
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4.3.3 Sensitivita¨tsanalyse bei der Minimierung des System-
’Content’ Πc
4.3.3.1 Bestimmung der Jacobimatrix der KKT-Bedingungen von
CO(U,Πc) bezu¨glich [u,µ,λ]
Fu¨r die weiteren Untersuchungen dieses Abschnittes gelte folgende Voraussetzung:
Voraussetzung 4.3 Der System-’Content’ Πc(u) der Optimierungsaufgabe
CO(U,Πc) (Gl. (4.46) auf Seite 76) sei zweimal stetig differenzierbar. In einer
Lo¨sung (u∗,µ∗,λ∗) der Aufgabe sei vorausgesetzt, dass neben der (LICQ) und strenger
Komplementarita¨t hinreichende Optimalita¨tsbedingungen zweiter Ordnung fu¨r ein
lokales Minimum gelten.
Mit Voraussetzung 4.3 sind die Bedingungen von Satz 3.17 auf Seite 53 erfu¨llt. Der
Gradient der Optimalwerte bezu¨glich der Parameter der Aufgabe kann bestimmt wer-
den. Dazu sind zuna¨chst wie in Gl. (4.52) die Partitionen der Matrix Mˆ−1 nach Gl.
(3.33) auf Seite 56 zu berechnen:
A11 = T
[
αTTCTDCT
]−1
TT ,
A12 =
(
E −T[TTCTDCT]−1TTCTDC)(P−1a
0
)
,
A21 = A
T
12,
A22 = −
(
P−1a 0
)T (
E −T[TTCTDCT]−1TTCTDC)αCTDC(P−1a
0
)
.
(4.55)
In diesem Fall la¨sst sich eine anschauliche Bedeutung der Matrix T ableiten. Durch
die Multiplikation der Schleifenmatrix C mit T wird eine Transformation der Schlei-
fen erreicht. Liegt beispielsweise ein Strang mit aktiver Flussnebenbedingung in zwei
Schleifen, werden diese durch die Multiplikation zu einer Schleife zusammengefasst, so
dass die gemeinsamen Stra¨nge, insbesondere der Strang mit aktiver Flussnebenbedin-
gung, nicht mehr in der modifizierten Schleifenmatrix CT enthalten sind.
Beispiel 4.1
Zur Veranschaulichung wird das Netz in Abb. 4.9 auf der na¨chsten Seite mit zwei
Schleifen betrachtet. Soll z.B. Strang 4 geschlossen werden, ist die Nebenbedingung
82 4 KONTROLLARMATUREN
I'I II
1 12 2
3 34 5 5
6 67 7
Transformation
Abbildung 4.9: Schleifentransformation durch Multiplikation mit T
q4 = qt,4 + u1 + u2 = 0 zu beachten. Die Matrizen C, T und CT haben folgende
Gestalt:
C =

1 0
0 − 1
− 1 0
1 1
0 − 1
− 1 0
0 1

, T =
(
− 1
1
)
, CT =

− 1
− 1
1
0
− 1
1
1

.
4.3.3.2 Sensitivita¨t bezu¨glich der PBV-Druckreduktion
Besonders im Hinblick auf Kap. 5 ist die Beziehung u(z) von Interesse. Dazu ist die
nach u differenzierte Lagrangefunktion (Gl. (4.47) auf Seite 76) nach z abzuleiten:
∇2u,zLCO(U,Πc) = CT IPBV . (4.56)
Durch Einsetzen der Resultate aus Gl. (4.55) und Gl. (4.56) in Gl. (3.35) auf Seite 56
folgt die Sensitivita¨tsmatrix des KKT-Tripels v = (u,µ,λ) bezu¨glich Parameter z zu
∇zv =
∇zu∇zµ
∇zλ
 =
 −T
[
αTTCTDCT
]−1
TTCT IPBV(
−P−1a 0
)T (
E −T[TTCTDCT]−1TTCTDCCT IPBV )
 .
(4.57)
Auf die gleiche Weise kann die Sensitivita¨t bezu¨glich der Beha¨ltersta¨nde berechnet
werden. In Gl. (4.57) ist dazu Matrix CT IPBV durch C
TAR zu ersetzen:
∇2u,HRLCO(U,Πc) = CTAR. (4.58)
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Wird die duale Aufgabe betrachtet, tritt der Parameter z nur in den Nebenbedin-
gungen auf. In diesem Fall erfolgt die Berechnung der Sensitivita¨tsmatrix nach Gl.
(3.38) auf Seite 56. Die A¨nderung der Druckho¨hen an den Knoten infolge A¨nderung
der Druckreduktionsparameter entspricht beispielsweise A12 (Gl. (4.52) auf Seite 80):
∇zH = A12 =
(
E −T[TTATD−1AT]−1TTATD−1A)(P−1a
0
)
. (4.59)
4.3.3.3 Sensitivita¨t bezu¨glich der Rauheit der Rohre
Die hydraulischen Gleichungen (Kap. 2.2.3) beinhalten unterschiedliche Abha¨ngigkei-
ten der Druckverlustgleichung vom Rauheitsparameter. Deshalb wird fu¨r die Sensiti-
vita¨tsbetrachtung der pauschale, die Rohreigenschaften kennzeichnende Faktor c aus
der verallgemeinerten Beziehung Gl. (2.13) auf Seite 19 gewa¨hlt. Aus der linearen
Abha¨ngigkeit hi = ci|qi|α−1qi folgt:
∂hi
∂ci
= |qi|α−1qi und ∂qi
∂ci
= − 1
α
ci
−1−α
α |hi| 1−αα . (4.60)
Die Matrizen der Ableitungen nach Gl. (4.60) werden mit Fu (Fuij =
∂hi
∂ci
, falls i = j,
0 sonst) und Fh (Fhij =
∂qi
∂ci
, falls i = j, 0 sonst) bezeichnet. Damit ko¨nnen die
gemischten Ableitungen der Lagrangefunktionen von Π und Πc angegeben werden:
∇u,cLCO(U,Πc) = CTFu, ∇H,cLCO(MH,Π) = ATFh. (4.61)
Die Sensitivita¨tsmatrizen berechnen sich zu
∇cv =
∇zu∇zµ
∇zλ
 =
 −T
[
αTTCTDCT
]−1
TTCTFu(
−P−1a 0
)T (
E −T[TTCTDCT]−1TTCTDCCTFu)

(4.62)
und
∇cv =
(
∇cH
∇cµ
)
=
 −T[ 1αTTATD−1AT]−1TTATFh
−
(
P−1a 0
)T (
E −T[TTATD−1AT]−1TTATD−1AATFh)
 .
(4.63)
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4.4 Zusammenfassung
Das mathematische Modell der hydraulischen Simulation vermaschter Wasserversor-
gungsnetze wurde um Armaturen erweitert, deren hydraulische Gesetze dem Subdif-
ferenzial einer konvexen Funktion entsprechen. Darunter waren vorrangig Einbau-
ten mit Flussbeschra¨nkungen zu verstehen. Deren ’Co-Content’ - und ’Content’ -
Funktionen ergeben zusammen mit den Anteilen der Rohre nach Kap. 2.3 den gesamten
System-’Co-Content’ und -’Content’ . Die zueinander dualen Aufgaben der Minimie-
rung des System-’Co-Content’ und -’Content’ (vgl. Kap. 2.3) wurden in diesem allge-
meineren Fall als nichtlineare Optimierungsaufgaben unter linearen Nebenbedingungen
formuliert. Die strikte Konvexita¨t der Zielfunktionen garantiert jeweils die eindeutige
Lo¨sbarkeit der Aufgabe auf einer nichtleeren kompakten Menge. Die Unerschiede zwi-
schen Ausgangsmodell nach Birkhoff und Diaz (1956) und weiterentwickeltem ’Con-
tent’ -Modell sind nochmals in Tabelle 4.2 zusammengefasst. Schließlich wurde auf die
Tabelle 4.2: U¨bersicht Modellerweiterung
Formulierung Modell (nach Birkhoff
und Diaz, 1956)
erweitertes Modell
Gleichgewichts- ATq = Q ATq = Q
bedingungen h+AH = −AR HR h+AH = −AR HR
h = f(q) h ∈ ∂W c(q)
Minimierungs- minu
{
Πc : u ∈ Rl} minu {Πc : u ∈ U}
aufgabe U =
{
u ∈ Rl : g(u) ≤ 0,
h(u) = 0}
Variations- ∇Πc(u∗)T (u− u∗) = 0 ∇Πc(u∗)T (u− u∗) ≥ 0
(un)gleichung ∀u ∈ Rl ∀u ∈ U
Anwendung von Sensitivita¨tssa¨tzen der Nichtlinearen Programmierung - ein weiterer
Vorteil der Modellierung des stationa¨ren hydraulischen Fließzustandes in vermaschten
Druckrohrnetzen als Minimierungsaufgabe - eingegangen. Die Sensitivita¨tsmatrizen der
Systemvariablen bezu¨glich der wichtigsten Parameter wurden angegeben.
Kapitel 5
Armaturen mit
Druckru¨ckkoppelung
5.1 U¨berblick
Im Gegensatz zu den bisher behandelten Kontrollarmaturen, deren hydraulisches Ver-
halten unter Annahme bestimmter Parameter als bekannt vorausgesetzt wird und den
Eigenschaften eines maximal monotonen Operators nach Def. 3.17 auf Seite 40 ent-
spricht, ist bei ru¨ckgekoppelten Anlagen der das hydraulische Gesetz bestimmende Pa-
rameter unbekannt und als vom aktuellen Netzzustand abha¨ngige Variable zu bestim-
men. Derartige Anlagen sind in der Form von Druckminderungsventilen mit konstant
zu haltendem Ausgangsruck (PRV = Pressure Reducing Valve), druckunterstu¨tzenden
Schiebern mit aufrecht zu haltendem konstantem Eingangsdruck (PSV = Pressure Su-
staining Valve) und reglergesteuerten Pumpen, die den Ausgangsdruck durch Anpassen
der Drehzahl der Pumpe auf einem vorgegebenen Niveau halten, in Wasserversorgungs-
systemen anzutreffen.
Die Funktionsweise eines PRVs besteht im Bestreben, einen hydrostatischen Gleichge-
wichtszustand zwischen der von einer Sollwertfeder ausgeu¨bten Druckkraft und dem
anstehenden Wasserdruck zu erreichen. Dieses Gleichgewicht kann ebenso wie der im
vorherigen Kapitel beschriebene stationa¨re Fließzustand als Optimierungsaufgabe for-
muliert werden. Werden beide Optimierungsaufgaben zusammen betrachtet, zeigt sich,
dass die Lo¨sungsvariablen der einen Aufgabe Parameter der anderen sind und umge-
kehrt. Als Konsequenz la¨sst sich das stationa¨re Gleichgewicht nicht mehr als Minimie-
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rungsproblem nur einer Zielfunktion1 formulieren, vielmehr sind zwei sich gegenseitig
beeinflussende Optimierungsprobleme zu lo¨sen. Derartige Aufgaben sind dem Bereich
der Spieltheorie (zur Einfu¨hrung s. z.B. Holler und Illing, 1993) zuzuordnen, deren
Inhalte vor allem in der Wirtschaftstheorie weite Anwendung finden.
Im Rahmen dieser Arbeit soll nun erstmalig der Versuch unternommen werden, das
stationa¨re hydraulische Gleichgewicht unter Anwesenheit ru¨ckgekoppelter Anlagen in
einem mathematischen Modell, einem Spiel mit den ’Spielern’ System-’Content’ (Auf-
gabe CO(U,Πc)) und potenzielle Energie (s. Kap. 5.3), zu formulieren. Da es sich bei
beiden um Naturgesetze handelt, wird davon ausgegangen, dass bei dem zu erreichen-
den Gleichgewichtszustand keiner der Spieler einen ’Vorteil’ gebenu¨ber dem anderen
besitzt2 und keine Absprachen unter den Spielern mo¨glich sind3.
Als Konzept zur Lo¨sung nichtkooperativer Spiele besitzt das Nash-Gleichgewicht
(Nash, 1950, 1951) eine herausragende Bedeutung. Die theoretischen Grundlagen (vgl.
Rosen, 1965) zur Bestimmung eines Nash-Gleichgewichts4 differenzierbarer konvexer
Optimierungsaufgaben und Fragen bezu¨glich Existenz und Eindeutigkeit eines solchen
werden im folgenden Kap. 5.2 behandelt5. Danach wird in Kap. 5.3 das hydrostati-
sche Gleichgewicht als Minimierungsproblem formuliert. Im letzten Abschnitt dieses
Kapitels werden das Nash-Gleichgewicht zwischen hydrostatischem Gleichgewicht und
stationa¨rem Fließzustand aufgestellt und notwendige und hinreichende Bedingungen
fu¨r dessen Existenz und Eindeutigkeit gegeben.
5.2 Nash-Gleichgewicht
In diesem Abschnitt soll die Aufgabe der Bestimmung eines Gleichgewichts zwischen N
nichtlinearen parametrischen Optimierungsaufgaben behandelt werden. Gegeben seien
N Optimierungsprobleme [O1, . . . ON ] vom Typ CO(Ci, fi) (s. Def. 3.19 auf Seite 41)
fi(xi,x\i)→ minxi , xi ∈ Ci = {xi ∈ Rni|gi(xi) ≤ 0, hi(xi) = 0} , i = 1, . . . , N.
(5.1)
1wie bisher System-’Co-Content’ Π und -’Content’ Πc
2Beide Spieler stehen auf derselben Hierarchiestufe.
3Kooperation der Spieler wird ausgeschlossen.
4Im Zusammenhang mit differenzierbaren Aufgaben wird ha¨ufig auch von Cournot-Nash-
Gleichgewicht gesprochen.
5Es muss erwa¨hnt werden, dass die Aussagen dieses Abschnittes nur einen Sonderfall darstellen.
Der Anwendungsbereich des Konzepts ist wesentlich allgemeiner (s. z.B. van Damme, 1991).
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Dabei seien fi stetig und streng konvex in xi, x\i = (x1, . . . ,xi−1,xi+1, . . . ,xN)
T .
Zuna¨chst wird ein orthogonaler zula¨ssiger Bereich vorausgesetzt, der aus dem vollen
kartesischen Produkt C = C1 × C2 × . . . × CN der zula¨ssigen Mengen der einzelnen
Spieler besteht. Das bedeutet, dass jeder Spieler zwar auf die Zielfunktion der anderen
Spieler Einfluss nehmen kann, nicht aber auf deren zula¨ssige Mengen. C sei kompakt,
die Funktionen gi konvex und hi affin linear, C somit konvex. Gesucht ist ein Gleichge-
wicht zwischen den N Optimierungsproblemen. Außerdem wird angenommen, dass die
gleichberechtigten Spieler sich streng rational verhalten und keine Absprachen mo¨glich
sind. Unter den getroffenen Annahmen ist das Gleichgewicht eines nichtkooperativen
Spiels in Standard-Normalform zu bestimmen. Gesucht ist fu¨r jeden Spieler die optima-
le Lo¨sung der jeweiligen Minimierungsaufgabe unter gegebenen Variablen der u¨brigen
Spieler.
Definition 5.1 Ein Punkt (xi
∗,x∗\i) heißt Nash-Gleichgewicht der Minimierungs-
probleme CO(Ci, fi), i = 1, . . . N , wenn gilt:
fi(xi
∗,x∗\i) ≤ fi(xi,x∗\i) ∀xi ∈ Ci.
Das Nash-Gleichgewicht la¨sst sich als Variationsungleichung (s. Kap. 3.5.3) formulieren.
Zuna¨chst seien weiterhin orthogonale Nebenbedingungen vorausgesetzt. Die Aufgabe
besteht nun darin, ein x∗ ∈ C zu finden, fu¨r das
F (x∗)T (y − x∗) ≥ 0 ∀y ∈ C (5.2)
gilt. Dabei wird, Differenzierbarkeit der Funktionen fi vorausgesetzt, die Abbildung
F : C 7→ R∑ni durch die Gradienten der Zielfunktionen gebildet:
F (x) =

∇x1f1(x)
∇x2f2(x)
.
.
.
∇xNfN(x)

. (5.3)
Fu¨r den Fall allgemeiner, nicht orthogonaler Nebenbedingungen ist der zula¨ssige Be-
reich durch die Punkt zu Menge Abbildung C : R
∑
ni 7→ R∑ni definiert. Die Spie-
ler u¨ben nicht nur auf die Zielfunktionen der anderen Teilnehmer des Spiels Einfluss
aus, sondern ko¨nnen auch deren zula¨ssigen Bereich beeinflussen. Das Lo¨sungskonzept
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wird dann als verallgemeinertes Nash-Gleichgewicht bezeichnet und kann als Quasi-
Variationsungleichung (QVI = Quasi-Variational Inequality) formuliert werden (Har-
ker, 1991). Gesucht wird ein x∗ ∈ C(x∗) mit den folgenden Eigenschaften:
F (x∗)T (y − x∗) ≥ 0 ∀y ∈ C(x∗). (5.4)
5.2.1 Existenz eines Nash-Gleichgewichts
Von Interesse ist, ob ein Spiel eine Lo¨sung besitzt. Dazu werden die Abbildungen
ri(x\i) = argminxi
{
fi(xi,x\i),x ∈ C
}
betrachtet, die in der Spieltheorie als beste
Antwort Korrespondenz bezeichnet werden. Aus der Stetigkeit und Konvexita¨t der
Funktionen fi folgt nach Satz 3.19 auf Seite 57, dass es sich bei den ri um steti-
ge Funktionen handelt. Den Zusammenhang zwischen den Funktionen ri und einem
Nash-Gleichgewicht stellt der folgende Satz her.
Satz 5.1 Ein Punkt x∗ ∈ C ist ein Nash-Gleichgewicht, wenn und nur wenn der Punkt
x∗ der Bedingung x∗ = r(x∗) genu¨gt.
Beweis (vgl. Eichberger, 1993, S.90): Nach Def. 5.1 ist x ∈ C ein Nash-
Gleichgewicht, wenn ∀i = 1, . . . , N gilt: fi(x∗i ,x∗\i) ≤ fi(xi,x∗\i) ∀xi ∈ Ci. Daher muss
x∗i = ri(x
∗
\i) ≡ argminxi∈Ci fi(xi,x∗\i) fu¨r alle Optimierungsprobleme i in Gl. (5.1)
erfu¨llt sein. Damit ist x∗ = r(x∗). Umgekehrt folgt aus x∗ = r(x∗) ∀i = 1, . . . , N
x∗i = ri(x
∗
\i) ≡ argminxi∈Ci fi(xi,x∗\i) und daraus fi(xi∗,x∗\i) ≤ fi(xi,x∗\i), was jedoch
genau der Definition des Nash-Gleichgewichts (Definition 5.1) entspricht. 2
Wegen Satz 5.1 ist die Existenz eines Nash-Gleichgewichts gleichbedeutend mit der
Existenz eines Fixpunktes x∗ der Reaktionsfunktion r(x). Um Aussagen bezu¨glich der
Existenz eines Gleichgewichts treffen zu ko¨nnen, bietet sich die Anwendung von Fix-
punktsa¨tzen an.
Satz 5.2 (Fixpunktsatz von Kakutani (s. z.B. Friedman, 1986)) Sei γ(x), x ∈ A ⊂ Rn
eine oberhalbstetige mengenwertige Abbildung mit γ(x) ⊂ A ∀x ∈ A. Ist A kompakt
und konvex und ist fu¨r alle x ∈ A γ(x) eine nichtleere, konvexe Menge, dann besitzt γ
einen Fixpunkt. D.h. es existiert ein x∗ ∈ A, so dass gilt: x∗ ∈ γ(x∗).
Der Fixpunktsatz von Kakutani wird zum Beweis des folgenden Satzes beno¨tigt, der
Aufschluss u¨ber die Existenz eines Gleichgewichts der Optimierungsaufgaben (Oi),
i = 1, . . . , N gibt.
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Satz 5.3 (vgl. Eichberger, 1993, Theorem 4.1): Gegeben seien die Optimierungsaufga-
ben (Oi), i = 1, . . . , N , fu¨r die jeweils folgende Voraussetzungen gelten:
(i) Das effektive Definitionsgebiet dom fi = Ci ist eine kompakte und konvexe Unter-
menge des euklidischen Raumes.
(ii) Die Zielfunktionen fi, i = 1, . . . , N sind stetig und streng konvex.
Dann gibt es mindestens ein Nash-Gleichgewicht.
Beweis: Aus Satz 5.1 auf der vorherigen Seite folgt, dass ein Nash-Gleichgewicht
ein Fixpunkt der Reaktionsfunktionen sein muss. Um zu zeigen, dass ein Nash-
Gleichgewicht der Optimierungsprobleme (Oi) existiert, genu¨gt es demnach zu pru¨fen,
ob die Voraussetzungen von Satz 5.2 durch die Reaktionsfunktion r(x) erfu¨llt sind.
(1) Nach Voraussetzung (i) sind die Definitionsmengen der einzelnen Optimierungspro-
bleme Ci kompakte und konvexe Teilmengen eines euklidischen Raums. Damit ist die
gesamte Definitionsmenge C als kartesisches Produkt der einzelnen Definitionsmengen
C = C1 ×C2 × . . .×CN ebenso eine kompakte und konvexe Teilmenge eines euklidi-
schen Raumes.
(2) Die beste Antwort Korrespondenz r(x) ist eine Abbildung von C nach Untermen-
gen von C. Fu¨r jedes i ∈ (Oi) existiert wegen der Stetigkeit der Funktionen fi und der
Kompaktheit der Mengen Ci die beste Antwort ri = argminxi fi(x) und ist per defini-
tionem eine Teilmenge von Ci. Damit existiert r(x) ∀x ∈ C und es gilt: r(x) ⊂ C.
(3) Im vorliegenden Fall besteht die Menge ri(x) wegen (ii) jeweils nur aus einem ein-
zelnen Element. Bei der besten Antwort Korrespondenz handelt es sich um eine stetige
Funktion. Mengen, die nur einen Punkt enthalten, sind konvex und damit ist r(x)
konvex fu¨r alle x ∈ C. Die Oberhalbstetigkeit von r(x) beinhaltet als Spezialfall die
Stetigkeit, die in Satz 3.19 auf Seite 57 fu¨r ein ri(x) nachgewiesen wird. Die gleiche
Argumentationsweise gilt unter Erfu¨llung der Voraussetzungen von Satz 3.19 fu¨r alle
ri, i ∈ (Oi), woraus die Stetigkeit von r(x) fu¨r alle x in C folgt.
Alle Voraussetzungen des Fixpunktsatzes von Kakutani sind erfu¨llt. Damit ist die Exis-
tenz mindestens eines Fixpunktes x∗ von r(x) und damit eines Nash-Gleichgewichts
nachgewiesen. 2
5.2.2 Eindeutigkeit des Nash-Gleichgewichts
Zum Nachweis der Eindeutigkeit eines Nash-Gleichgewichts wird die stetige Differen-
zierbarkeit der Funktionen fi bezu¨glich der Variablen xi vorausgesetzt. Der Gradient
einer Funktion fi(x) bezu¨glich einer Variablen xi wird mit ∇xifi(x) bezeichnet. Die
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mit einem beliebigen nichtnegativen Vektor w gewichtete Summe der einzelnen Ziel-
funktionen wird mit σ(x,w) bezeichnet:
σ(x,w) =
N∑
i=1
wifi(x), wi > 0. (5.5)
Fu¨r jeden festen nichtnegativen Vektor w ∈ RN+ wird
gσ(x,w) =

w1∇x1f1(x)
w2∇x2f2(x)
.
.
.
wN∇xNfN(x).

(5.6)
als Pseudogradient von σ(x,w) bezeichnet, der eine Abbildung des zula¨ssigen Bereichs
C nach R
∑
ni darstellt.
Definition 5.2 Eine Funktion σ(x,w) wird diagonal streng konvex fu¨r x ∈ C genannt,
wenn fu¨r feste wi > 0, i = 1, . . . , N und fu¨r alle x
0,x1 ∈ C gilt:(
x1 − x0)Tgσ (x0,w)+ (x0 − x1)Tgσ (x1,w) < 0. (5.7)
Die Frage nach der Eindeutigkeit eines Gleichgewichts beantwortet der folgende Satz:
Satz 5.4 Sei die gewichtete Summe der Zielfunktionen σ(x,w) diagonal streng konvex
fu¨r beliebige wi > 0, i = 1, . . . , N . Dann gibt es ho¨chstens ein Gleichgewicht.
Beweis: Siehe Rosen (1965, Theorem 2), wobei Maximierung durch Minimierung und
daher konkav durch konvex zu ersetzen sind. 2
Eine hinreichende Bedingung fu¨r die streng diagonale Konvexita¨t von σ(x,w) liefert
der na¨chste Satz:
Satz 5.5 Mit Jgσ(x,w) sei die Jacobimatrix des Pseudogradienten gσ(x,w) bezeichnet.
Ist die symmetrische Matrix Jgσ(x,w) + J
T
gσ(x,w) positiv definit fu¨r alle x ∈ C und
feste wi > 0, i = 1, . . . , N , dann ist σ(x,w) diagonal streng konvex fu¨r alle x ∈ C.
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Beweis: (vgl. Rosen, 1965, Theorem 6) 2
Ein a¨hnliches Resultat zum Nachweis der Eindeutigkeit des Nash-Gleichgewichts kann
z.B aus der Anwendung von Teil (b) in Satz 3.15 auf Seite 50 auf die Variationsunglei-
chung (5.2) auf Seite 87 gewonnen werden. Die der diagonal strengen Konvexita¨t von
σ in Satz 5.4 entsprechende Eigenschaft der Funktion F ist die strikte Monotonie.
5.3 Variationsprinzip in der Hydrostatik
5.3.1 Potenzielle hydrostatische Energie
Entsprechend dem Arbeitssatz der Festko¨rpermechanik (s. z.B. Betten, 1998) lassen
sich auch fu¨r Fluide a¨hnliche Beziehungen ableiten. Betrachtet wird das in Abb. 5.1
gezeigte System bestehend aus einem Beha¨lter mit freier Oberfla¨che, der u¨ber eine
Rohrleitung mit einem, durch eine bewegliche Platte (Fla¨che A), auf die die Kraft F
(inklusive Gewichtskraft der Platte) lastet, dicht abgeschlossenen, Beha¨lter verbunden
ist. Nach Einfu¨hren eines beliebigen Bezugsniveaus (B.N.), welches um h0 unterhalb
V= 8
z
γ
p
Π
Β
Β
A
F
1
2
Β.Ν.
z
0h
z
zδ
*
Anschlag
Abbildung 5.1: Beispielsystem
der Wasserspiegellage im Beha¨lter B1 liegt, lautet die Bedingung fu¨r hydrostatisches
Gleichgewicht zwischen a¨ußerem Druck F/A und Wasserdruck an der Plattenunterseite
(Lage z∗):
F
Aγ
= z∗ + h0 (5.8)
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Wird eine virtuelle A¨nderung der Ho¨henlage δz des Wasserspiegels (virtuelle vertikale
Verschiebung der Platte) im Beha¨lter B2 aus der hydrostatischen Gleichgewichtslage
unter Beibehalten der Wasserspiegelho¨he −h0 im Beha¨lter B1 eingepra¨gt, so leisten
a¨ußerer Druck F
A
und (innerer) Wasserdruck (h0 + zB)γ dieselbe (fla¨chenbezogene)
Arbeit W a
W ai = δz (z
∗ + h0) γ = δz
F
A
= W aa . (5.9)
Durch den Anschlag nach Abb. 5.1 auf der vorherigen Seite, welcher eine Bewegung
der Platte in negative z-Richtung verhindert, soll zusa¨tzlich die Nebenbedingung z ≥ 0
gegeben sein. Gl. (5.9) kann als Variationsungleichung in der Form nach Gl. (3.18) auf
Seite 49 geschrieben werden:[
γ (z∗ + h0)− F
A
]
(z − z∗) ≥ 0 ∀z ≥ 0. (5.10)
Nach Kap. 3.5.3 ist die Variationsungleichung (5.10) einer konvexen Minimierungsauf-
gabe vom Typ CO(C, f) a¨quivalent6. Zu minimieren ist die fla¨chenbezogene potenzielle
Energie des Systems unter Beru¨cksichtigung der maximalen Ho¨henlage der Platte:
min
z≥0
Πpot mit: Πpot =
1
2
γ(z + h0)
2 − F
A
(z + h0). (5.11)
Die durch Aufbringen eines Druckes F/A entstandene Differenz zwischen den Ho¨hen-
lagen der Flu¨ssigkeitsoberfla¨chen in den Beha¨ltern B1 und B2 speichert einen Teil der
durch das Absenken der Angriffsfla¨che von F verlorengegangen Lageenergie als innere
Energie. Diese entspricht der Lageenegie der (fla¨chenbezogenen) Gewichskraft γ(z+h0)
des u¨ber der Ho¨he z der Platte liegenden Flu¨ssigkeitsvolumens. Der Angriffspunkt der
Gewichtskraft liegt im Schwerpunkt SW des Flu¨ssigkeitsvolumens. Auf das Bezugsni-
veau bezogen ist zSW = (z + h0)/2.
Die Lageenergie der auf eine Fla¨cheneinheit wirkenden Gewichtskraft der Wassersa¨ule
ist mit der einer Feder mit linearem Federgesetz in der Festko¨rpermechanik zu verglei-
chen. Der Verlust an Lageenergie der a¨ußeren Kra¨fte ist −F (z+h0)
A
. Im Gleichgewicht
ist eine (fla¨chenbezogene) Energie von 1
2
(z∗ + h0)
2γ im System gespeichert. In Abb. 5.2
ist die potenzielle Energie als Fla¨che unter der durch Gl. (5.8) auf der vorherigen Seite
definierten Geraden gezeigt.
6Die dazu notwendigen und hinreichenden Bedingungen, symmetrische und positiv definite Jaco-
bimatrix, sind hier erfu¨llt
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Abbildung 5.2: Potenzielle Energie Πpot der Wassersa¨ule
5.3.2 Funktionsweise von Druckminderungsanlagen
Bei federbelasteten Druckminderern stellt sich ein Gleichgewichtszustand zwischen der
Kraft einer Sollwertfeder und der Kraft ein, die aus dem auf eine Membran wirkenden
Wasserdruck resultiert. Zur Erzeugung des Membrandrucks wird der Ausgangsdruck
der Anlage u¨ber einen Verbindungskanal abgegriffen. Steigt der Wasserdruck u¨ber den
Sollwert, ist der Druck gro¨ßer als die Federkraft, was zum weiteren Schließen des Schie-
bers fu¨hrt bis sich schließlich wieder ein Gleichgewichtszustand einstellt. Sinkt der
Druck unter den Sollwert, bewirkt die nun gro¨ßere Federkraft ein O¨ffnen des Schiebers.
Ein Systemzustand, bei dem der Ausgangsdruck gro¨ßer oder gleich dem Eingangsdruck
ist, fu¨hrt zum vollsta¨ndigen Schließen des Schiebers. Die Druckminderungsanlage wirkt
deshalb in diesem Fall als Ru¨ckflussverhinderer.
Es liegt nahe, den beschriebenen Gleichgewichtszustand als Minimum der potenziellen
Energie gema¨ß Kap. 5.3.1 zu formulieren. Dazu wird angenommen, dass das PRV aktiv
ist und der Druck in den Membrankammern der jeweiligen Anlagen konstant auf dem
Sollwert PPRV (HPRV =
PPRV
γ
+ hg, mit hg: Ho¨he der Anlage u¨ber Bezugsniveau) ge-
halten werden kann (Wenn der Eingangsdruck unter den Wert PPRV sinkt, kann durch
Druckreduktion der Sollwert nicht mehr erreicht werden.). Weiter wird vorausgesetzt,
dass die Druckverluste zPRV ≥ 0 in den Druckminderungsanlagen stufenlos regelbar
sind. Die Potenzialho¨he am Einlass des PRVs, die sich aus dem Potenzial des Referenz-
knotens, verringert um die Summe der Druckverluste entlang des Verbindungspfades
zwischen Referenzknoten und Einlassknoten des PRVs, ergibt, ist abha¨ngig vom mo-
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mentanen Systemzustand der Gesamtanlage.
Die Federkraft erzeugt einen konstanten Druck, der mit F/A zu vergleichen ist. Die Va-
riationsmo¨glichkeit, die zum Erreichen des Gleichgewichts eingesetzt und vom Druck-
minderer kontrolliert werden kann, besteht in der A¨nderung des Druckverlustes zPRV
durch teilweises Schließen oder O¨ffnen des Schiebers. Die A¨nderung von zPRV ist mit
der A¨nderung der Ho¨henlage z in Kap. 5.3.1 zu vergleichen. Der Unterschied besteht
darin, dass durch Ru¨ckkoppelung ein Ansteigen des Druckes am PRV-Solldruckknoten
eine Vergro¨ßerung von zPRV bewirkt. Da es sich bei zPRV um einen Druckverlust han-
delt, hat dies eine Verringerung des Druckes im PRV zur Folge (siehe na¨chstes Kap.
5.3.3). Im Gegensatz dazu fu¨hrte eine Vergro¨ßerung der Variablen z in Kap. 5.3.1 zu
einer Erho¨hung des Druckes auf die Platte (vgl. Abb. 5.1 auf Seite 91).
5.3.3 Modellierung druckregulierender Kontrollarmaturen
5.3.3.1 Hydrostatisches Gleichgewicht bei PRVs
In Abb. 5.3 auf der na¨chsten Seite sind vereinfacht die Druckverha¨ltnisse zwischen PRV
und Referenzknoten (Knoten B1) dargestellt. Href bezeichnet die Bezugspotenzialho¨he
u¨ber der geoda¨tischen Ho¨he hg,2 der Lage des PRVs (Punkt 2). Unter hv ist die Sum-
me aller Druckverluste zwischen Beha¨lter B1 und PRV-Knoten 2 zu verstehen, zPRV
repra¨sentiert den zusa¨tzlichen durch die Druckminderungsanlage verursachten Druck-
verlust. Hydrostatisches Gleichgewicht zwischen Wasserdruck und Solldruck im PRV
liefert
Href − hv − zPRV = PPRV
γ
, (5.12)
wobei zPRV ≥ 0 angenommen wird. Durch Multiplikation der inneren (Href − hv −
zPRV ) und a¨ußeren (
PPRV
γ
) Dru¨ckho¨hen mit einer virtuellen A¨nderung δzPRV des PRV-
Druckho¨henverlustes und Anwendung des Arbeitssatzes gema¨ß Kap. 5.3.1 folgt mit
∆HPRV = Href − PPRVγ die dem Gleichgewicht a¨quivalente Minimierungsaufgabe:
min
zPRV ≥0
Πpot mit: Πpot =
1
2
(zPRV + hv)
2 −∆HPRV zPRV + const. (5.13)
Die fu¨r eine Lo¨sung z∗PRV der Minimierungsaufgabe in Gl. (5.13) (unter Voraussetzung
zPRV ≥ 0) notwendige Bedingung
δΠpot = 0⇔ ∆HPRV = hv + z∗PRV (5.14)
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gibt die Forderung wieder, dass der Potenzialunterschied zwischen Referenzknoten und
PRV-Solldruckknoten gleich der Summe der Druckverluste inklusive PRV-Druckverlust
sein muss.
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Abbildung 5.3: Hydrostatisches Gleichgewicht - System mit PRV
Zur Darstellung des hydrostatischen Druckgleichgewichts am Gesamtsystem wird die
Indikatormatrix IPRV der Menge der Stra¨nge mit PRVs sowie die Matrix der virtuellen
Schleifen Cv zwischen Solldruckknoten (mit Inzidenzmatrix APRV ) und Referenzkno-
ten eingefu¨hrt. Druckgleichgewicht entlang der Cv-Schleifen ergibt:
CTv [D(qt +Cu) +ARHR +APRVHPRV + IPRV zPRV ] = 0. (5.15)
Dabei entsprechen −CTv [APRVHPRV ] der Solldruckabsenkung ∆HPRV im eindimen-
sionalen Fall in Gl. (5.14) , CTv [D(qt +Cu) +ARHR] der Summe der Druckho¨henver-
luste zwischen Referenzknoten und Solldruckknoten hv und C
T
v IPRV z der (vom PRV
zu kontrollierenden) Variablen zPRV . Die Schleifenflussvariablen u sind Parameter der
Aufgabe und werden als konstant gegeben angenommen. Fu¨r die Darstellungen des
Druckgleichgewichts in den Gleichungen (5.12) und (5.15) kann analog Kap. 5.3.1 durch
Einpra¨gung virtueller Druckverlustho¨hena¨nderungen in den PRVs eine a¨quivalente kon-
vexe Minimerungsaufgabe abgeleitet werden. Es ist zu beachten, dass die Druckverluste
in den PRVs positiv sind, d.h die Nebenbedingung zPRV ≥ 0 ist zu beru¨cksichtigen:
min
zPRV ≥0
Πpot (5.16)
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mit: Πpot = zTPRVC
T
v
{
1
2
IPRV zPRV +D(qt +Cu) +ARHR +APRVHPRV
}
+ const
Da der Funktionswert von Πpot fu¨r die weiteren Betrachtungen nicht von Bedeutung
ist, wird im Folgenden auf die Beru¨cksichtigung der von der Wahl des Bezugsniveaus
abha¨ngigen Integrationskonstanten const verzichtet.
5.3.3.2 Erweiterung des Modells um zusa¨tzliche Armaturen
Die Minimierung von Πpot aus dem letzten Abschnitt kann verallgemeinert werden,
wenn an Stelle der Druckho¨he am Auslass (Endknoten des PRVs) die am Einlass (An-
fangsknoten) als Solldruckho¨he gegeben ist. Dementsprechend sind dann die Pfade vom
Referenzknoten zum Anfangsknoten in der Matrix Cv enthalten. Armaturen mit die-
ser Eigenschaft werden als druckunterstu¨tzende Ventile (PSV = Pressure Sustaining
Valve) bezeichnet.
Die Modellierung von reglergesteuerten Pumpen mit gegebenem Ausgangsdruck
(BOR= Boosters Regulated) erfolgt analog der von PRVs, mit dem einzigen Unter-
schied, dass in der Nebenbedingung negatives Vorzeichen fu¨r zBOR (Druckerho¨hung)
zu fordern ist.
Eine weitere Anwendungsmo¨glichkeit der Modellierung besteht in der Bestimmung un-
bekannter hydraulischer Gleichungen (UHF = Unknown Headloss Function). Dann
sind Fluss und Druckverlust im UHF-Strang zu berechnen. Ist die Druckho¨he eines
beliebigen Bedarfsknotens bekannt, kann ein Parameter der hydraulischen Gleichung7
bestimmt werden. Dazu wird analog der Modellierung der bisher genannten Armatu-
ren vorgegangen. Der Unterschied besteht in der o¨rtlichen Dispersion von UHF-Strang
und Kontrollknoten. Soll neben Druckreduktion auch Druckerho¨hung im UHF-Strang
mo¨glich sein, kann außerdem die Nebenbedingung zUHF ≥ 0 entfallen.
PRV-, PSV-, BOR- und UHF-Stra¨nge werden zur Menge der HG-Stra¨nge (HG =
Head Generator, Bezeichnung nach Gofman und Rodeh (1981)) zusammengefasst. Zur
eindeutigen Bestimmtheit der Zuordnung der Kontrollknoten zu den entsprechenden
Stra¨ngen/Pfaden gilt fu¨r die Matrix Cv.
Voraussetzung 5.1 a) Zwischen zwei HG-Stra¨ngen in den Spalten von Cv liegt genau
ein Kontrollknoten.
7zur Modellkalibrierung z.B. die Rohrrauheit
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b) Zu jedem HG-Strang existiert eine Schleife, welche den Referenzknoten und den HG-
Strang entha¨lt. Die u¨brigen Stra¨nge der Schleife mu¨ssen so gewa¨hlt werden ko¨nnen, dass
keine aktive Flussnebenbedingung in der Schleife enthalten ist.
Die Indikatormatrizen der unterschiedlichen HG-Stra¨nge werden zu
IHG =
(
IPRV IPSV IBOR IUHF
)
zusammengefasst. Wenn mit q = nPRV +nPSV +nBOR+nUHF die Gesamtzahl der HG-
Stra¨nge bezeichnet wird, ist IHG eine m×q-Matrix. Entsprechend sind die Inzidenzma-
trix aller Solldruckknoten AHG sowie der Vektor der zugeho¨rigen Sollpotenzialho¨hen
HHG zu bilden. Zur Definition des zula¨ssigen Bereichs, u¨ber dem die hydrostatische
Energie zu minimieren ist, wird die Funktion
gz(z) =
(
−IPRV −IPSV IBOR −IUHF
)T
IHG

zPRV
zPSV
zBOR
zUHF
 = G2 z (5.17)
betrachtet. Der zula¨ssige Bereich ist dann durch
Z = {z ∈ Rq|gz(z) ≤ 0} (5.18)
gegeben. Es wird zuna¨chst angenommen, dass die Matrix CTv IHG symmetrisch ist.
Insgesamt lautet dann das hydrostatische Optimierungsproblem
CO(Z,Πpot) : min
z∈Z
Πpot. (5.19)
Notwendig fu¨r das Vorliegen einer Minimalstelle z∗,ν∗ mu¨ssen die KKT-Bedingungen
(vgl. Gl. (3.17) auf Seite 48)
CTv [IHGz
∗ +D(qt +Cu) +ARHR +AHGHHG] +
∑q
i=1 ν
∗
i∇gzi(z∗) = 0,
gz(z
∗) ≤ 0,
ν∗ ≥ 0,
ν∗i gzi(z
∗) = 0, i = 1, . . . , q
(5.20)
erfu¨llt sein. Die Frage nach der Eindeutigkeit einer Lo¨sung von CO(Z,Πpot) kla¨rt der
folgende Satz:
Satz 5.6 Die Aufgabe CO(Z,Πpot) besitzt unter Voraussetzung 5.1 eine eindeutige
Lo¨sung.
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Beweis : Die Lagrange-Funktion zu CO(Z,Πpot) lautet
LCO(Z,Πpot)(z,ν) = z
TCTv
[
1
2
IHGz+D(qt +Cu) +ARHR +AHGHHG
]
+
q∑
i=1
νigzi(z).
(5.21)
Zweimalige Differentiation von LCO(Z,Πpot)(z,ν) liefert
∇zLCO(Z,Πpot)(z,ν) = CTv [D(q0 +Cu) +ARHR +AHGHHG + IHGz]
+
∑q
i=1 νi∇gzi(z),
∇2zLCO(Z,Πpot)(z,ν) = CTv IHG.
(5.22)
Wegen Voraussetzung 5.1 auf Seite 96 gilt zTCTv IHGz > 0 ∀z ∈ Rq. Die Matrix CTv IHG
ist damit positiv definit ∀z ∈ Z, woraus die strikte Konvexita¨t von Πpot in den Variablen
z folgt. Die NebenbedingungG2z ≤ 0 ist polyhedral, es existiert eine eindeutige Lo¨sung
der quadratischen Aufgabe. 2
Ist die Matrix CTv IHG unsymmetrisch, wird das Nash-Gleichgewicht des na¨chsten Ka-
pitels 5.4 aus mehr als zwei Optimierungsaufgaben gebildet. Prinzipiell kann fu¨r jede
HG-Armatur eine eigene hydrostatische Optimierungsaufgabe formuliert werden. Die
Gu¨ltigkeit der notwendigen Bedingungen in Gl. (5.20) bleibt dabei erhalten. Die For-
mulierung erfolgt zuna¨chst fu¨r zwei Minimierungsaufgaben (5.4.1). Fu¨r die anschließen-
de Beweisfu¨hrung ist diese Einschra¨nkung jedoch nicht erforderlich. Die CO(Z,Πpot)
entsprechende Aufgabe besteht dann aus den Optimierungsaufgaben fu¨r die einzel-
nen HG-Armaturen (s. z.B. Satz 5.12). Auf eine erneute detaillierte Darstellung des
Nash-Gleichgewichts fu¨r mehr als zwei Minimierungsaufgaben wird verzichtet.
5.4 Nash-Gleichgewicht zwischen CO(Z,Πpot)
und CO(U,Πc)
5.4.1 Formulierung des Nash-Gleichgewichts
Bisher wurden die Aufgaben der Berechnung des hydrostatischen (Kap. 5.3.3) und des
stationa¨ren hydraulischen Gleichgewichtszustandes (Kap. 4.2.4) behandelt. Bei der Mo-
dellierung von Wasserversorgungsnetzen unter Beru¨cksichtigung ru¨ckgekoppelter Kon-
trollarmaturen treten beide Probleme in Kombination auf. Parameter der einen Aufga-
be sind dabei die Variablen der anderen und umgekehrt. Die Modellierung als nichtko-
operatives Spiel der beiden Optimierungsaufgaben bietet sich an. Zur Berechnung eines
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Gleichgewichtszustandes zwischen beiden Optimierungsproblemen, einer Lo¨sung des
Spiels, soll das in Kap. 5.2 allgemein formulierte Nash-Gleichgewichtskonzept (Def. 5.1
auf Seite 87) auf folgende Optimierungsaufgaben angewandt werden:
minu∈U
{
(qt +Cu)
T [ 1
α+1
D (qt +Cu) + IHGz
]
+ uTCTARHR
}
,
minz∈Z
{
zTCTv
[
D (qt +Cu) +
1
2
IHGz+ARHR +AHGHHG
]}
.
(5.23)
Gesucht ist ein Nash-Gleichgewicht der beiden Minimierungsprobleme. Die zula¨ssigen
Bereiche, die aus den polyhedralen Mengen U =
{
u ∈ Rl|g(u) ≤ 0, h(u) = 0} (s. Gl.
(4.45) auf Seite 76) und Z = {z ∈ Rq|G2z ≤ 0} (s. Gl. (5.18)) bestehen, sind orthogo-
nal.
5.4.2 Existenz eines Nash-Gleichgewichts
Seien die kompakte konvexe Menge U zula¨ssiger Bereich von CO(U,Πc) (s. Gl. (4.46)
auf Seite 76, zur Kompaktheit von U s. Beweis von Satz 4.1) und die konvexe Menge
Z zula¨ssiger Bereich von CO(Z,Πpot) nach Gl. (5.18). Dann sind mit der strikten
Konvexita¨t von Πc bezu¨glich u,∀u ∈ U,∀z ∈ Z und von Πpot bezu¨glich z,∀u ∈
U,∀z ∈ Z die Voraussetzungen von Satz 3.19 auf Seite 57 erfu¨llt, woraus die Existenz
stetiger Funktionen u = r1(z) und z = r2(u) folgt.
Ein Punkt (u∗, z∗) ist nach Satz 5.1 auf Seite 88 ein Nash-Gleichgewicht der Optimie-
rungsaufgaben, wenn und nur wenn er der Bedingung(
u∗
z∗
)
=
(
r1(z
∗)
r2(u
∗)
)
genu¨gt, also Fixpunkt der Reaktionsfunktionen der beiden parametrischen Optimie-
rungsaufgaben ist. Auf die hydraulische Simulation u¨bertragen gilt der folgende Satz:
Satz 5.7 Unter der Voraussetzung U 6= ∅, Z 6= ∅ existiert mindestens ein Nash-
Gleichgewicht zwischen den Aufgaben CO(U,Πc) und CO(Z,Πpot).
Beweis : Um die Existenz eines Gleichgewichtspunktes zu zeigen, genu¨gt es, zu pru¨fen,
ob die Voraussetzungen von Satz 5.3 auf Seite 89 erfu¨llt sind.
i) U ist als polyhedrale Untermenge des euklidischen Raumes Rl nach Satz 3.2 auf
Seite 34 konvex. Die Kompaktheit kann ebenfalls vorausgesetzt werden, da in
realen Systemen, wenn auch nicht explizit angegeben, fu¨r alle Flu¨sse untere und
obere Schranken gegeben sind. Ebenso handelt es sich bei Z um eine kompakte
und konvexe Untermenge des Rq.
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ii) Nach Satz 4.1 auf Seite 77 ist Πc strikt konvex, ebenso Πpot (vgl. Beweis von Satz
5.6). Damit sind die Voraussetzungen von Satz 5.3 auf Seite 89 erfu¨llt, es existiert
mindestens ein Nash-Gleichgewicht.
2
5.4.3 Eindeutigkeit des Nash-Gleichgewichts
5.4.3.1 U¨berblick
Wesentlich schwieriger als die Existenz ist die Eindeutigkeit des Nash-Gleichgewichts
zu beweisen. Gofman und Rodeh (1981) geben hinreichende Bedingungen fu¨r die Ein-
deutigkeit des hydraulischen Gleichgewichts unter Anwesenheit von UHF-Stra¨ngen (s.
Kap. 5.3.3.2) fu¨r den Spezialfall von Netzwerken mit nur einem Potenzialknoten.
Im Folgenden werden verschiedene formale Methoden angefu¨hrt, ein allgemeingu¨ltiger
Beweis der Eindeutigkeit bei beliebigen Netzwerktopologien konnte jedoch damit nicht
erreicht werden. Deshalb wird schließlich eine das spezielle Anwendungsproblem betref-
fende Annahme formuliert, auf deren Gu¨ltigkeit sich der Nachweis der Eindeutigkeit
unter Voraussetzung 5.1 auf Seite 96 aufbauen la¨sst.
5.4.3.2 Diagonal strenge Konvexita¨t
Nach Satz 5.4 auf Seite 90 hinreichend fu¨r die Eindeutigkeit des Gleichgewichts ist
die strenge diagonale Konvexita¨t der gewichteten Summe der Zielfunktionen Πc und
Πpot. Werden die Gradienten der Zielfunktionen aus Gl. (5.23) in Def. 5.2 auf Seite 90
eingesetzt, folgt nach einigen Umformungen mit h = D(qt + Cu) die Bedingung fu¨r
streng diagonale Konvexita¨t der Funktionen Πc und Πpot:
∆uTCT∆h+∆uTCT IHG∆z+ w∆z
TCTv∆h+ w∆z
TCTv IHG∆z > 0, (5.24)
mit ∆z = z1−z0 und ∆h = D1(qt+Cu1)−D0(qt+Cu0) ∀z0, z1 ∈ Z und ∀u0,u1 ∈ U.
Die Terme ∆uTCT∆h und w∆zTCTv IHG∆z sind dabei fu¨r beliebiges w > 0 positiv.
Die gemischten Terme dagegen ko¨nnen beide Vorzeichen annehmen. Es ist bisher nicht
gelungen, ein w zu finden, welches die Bedingung Gl. (5.24) allgemein nur unter Gu¨ltig-
keit der Voraussetzung 5.1 auf Seite 96 erfu¨llt.
Eine hinreichende Bedingung fu¨r die streng diagonale Konvexita¨t ist gegeben, wenn
die Jacobimatrix Jgσ des Pseudogradienten positiv quasi-definit ist ∀u ∈ U, ∀z ∈ Z
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(Satz 5.5 auf Seite 90). In der vorliegenden Anwendung ist die positive Quasi-
Definitheit8 der Matrix
Jgσ =
 αCTDC CT IHG
wαCTvDC wC
T
v IHG
 (5.25)
nachzuweisen (mit w > 0). Im allgemeinen Fall ist diese Bedingung jedoch nicht erfu¨llt,
vielmehr ko¨nnen einfache Beispiele angegeben werden, fu¨r die Jgσ nicht positiv quasi-
definit ist.
5.4.3.3 Nachweis u¨ber Variationsungleichung
Eine weitere Mo¨glichkeit des Nachweises der Eindeutigkeit des Nash-Gleichgewichts
besteht in der Betrachtung der zugeho¨rigen Variationsungleichung:
F (u∗, z∗)T
(
v − u∗
y − z∗
)
≥ 0 ∀v ∈ U, ∀y ∈ Z. (5.26)
Der zula¨ssige Bereich U × Z ist gegeben wie in Kap. 5.4.2. Mit Hilfe der Lagrange-
funktionen der Optimierungsaufgaben CO(U,Πc) und CO(Z,Πpot) kann Gl. (5.26) als
Variationsungleichung der Lagrangefunktionen geschrieben werden:
F (u∗, z∗,µ∗,λ∗,ν∗)T

v − u∗
y − z∗
m− µ∗
l− λ∗
n− ν∗
 ≥ 0 ∀v ∈ R
l,∀y ∈ Rq,∀m ∈ Rs0+,∀l ∈ Rd,∀n ∈ Rq0+
(5.27)
mit
F (u, z,µ,λ,ν) =

∇uLCO(U,Πc)(u, z,µ,λ)
∇zLCO(Z,Πpot)(u, z,ν)
−g(u)
h(u)
−gz(z)
 ,
8Eine Matrix M heißt positiv quasi-definit, wenn (M+MT ) positiv definit ist.
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oder u¨bersichtlicher als verallgemeinerte Gleichung:
0 ∈

∇uLCO(U,Πc)(u, z,µ,λ)
∇zLCO(Z,Πpot)(u, z,ν)
−g(u)
h(u)
−gz(z)
+NRl×Rq×Rs0+×Rd×Rq0+

u
z
µ
λ
ν
 . (5.28)
Damit wird eine Vereinfachung der Normalkegelabbildung der Nebenbedingungen ge-
genu¨ber Gl. (5.23) auf Seite 99 erreicht. Der zula¨ssige Bereich besteht aus einem recht-
eckigen Raum. Die globalen Eindeutigkeitsresultate von Gale und Nikaidoˆ (1965) (s.a.
Nikaidoˆ, 1968) sind anwendbar. Nach Teil (d) von Satz 3.15 auf Seite 50 besitzt die
Variationsungleichung (5.27) (Inklusion Gl. (5.28)) ho¨chstens eine (genau eine) Lo¨sung,
wenn F (u, z,µ,λ,ν) (gleichfo¨rmige) P-Funktion ist.
Der Nachweis der Eigenschaft von F (u, z,µ,λ,ν), P-Funktion zu sein, konnte aber in
der gewu¨nschten Allgemeinheit nicht erbracht werden.
5.4.3.4 Nachweis u¨ber implizite Methode
Nach Kap. 5.4.2 existieren stetige Funktionen u(z) = argminuΠ
c(u, z) und z(u) =
argminzΠ
pot(z,u), welche die funktionale Beziehung zwischen Parametern und Vari-
ablen der Optimierungsaufgaben CO(U,Πc) und CO(Z,Πpot) beschreiben. Damit kann
das Nash-Gleichgewicht als Variationsungleichung der einzelnen Optimierungsaufgaben
dargestellt werden:
F (u∗, z(u∗))T (v − u∗) ≥ 0 ∀v ∈ U, (5.29)
F¯ (z∗,u(z∗))T (y − z∗) ≥ 0 ∀y ∈ Z. (5.30)
Eine hinreichende Bedingung dafu¨r, dass maximal eine (genau eine) Lo¨sung existiert, ist
nach Satz 3.15 auf Seite 50 die strikte (strenge) Monotonie der Funktionen F (u, z(u))
und F¯ (z,u(z)). Mit Hilfe der Sensitivita¨tsresultate (vgl. Kap. 4.3.3.29) kann der Gra-
dient ∇zu berechnet werden. Hinreichend fu¨r die strikte Monotonie in Gl. (5.30) ist
die positive Quasi-Definitheit der Jacobimatrix:
∇zF¯ = ∇zF¯ +∇uF¯∇zu = CTv
[
IHG −DCT
[
αTTCTDCT
]−1
TTCT IHG
]
(5.31)
9Die Druckreduktionen aller HG-Stra¨nge sind fu¨r die Aufgabe CO(U,Πc) als konstante Parameter
anzusehen und sind daher den PBV-Stra¨ngen aus Kap. 4.3.3.2 gleichzusetzen.
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mit
F¯ = CTv [D(u(z)) (qt +Cu(z)) + IHGz+ARHR +AHGHHG] .
Voraussetzung 5.1 allein genu¨gt jedoch auch in dieser Darstellung nicht, um mit Hilfe
der angefu¨hrten Methoden Eindeutigkeit des Nash-Gleichgewichts zu zeigen.
Aus diesem Grund werden zusa¨tzliche Anforderungen an die Lage der HG-Stra¨nge
im Graphen no¨tig, die den Nachweis u¨ber die implizite Methode gestatten und fu¨r
die meisten in der Praxis auftretenden Fa¨lle erfu¨llt sein du¨rften. Grundlage fu¨r den
Nachweis ist der folgende
Satz 5.8 Seien Mlinks die Menge aller Sra¨nge des Netzes, Mv,k ={
j ∈Mlinks|Cvj,k 6= 0
}
die Menge aller Stra¨nge in Druckschleife k und
Mi = {j ∈Mlinks|Cj,i 6= 0} Menge aller Stra¨nge in Flussschleife i. Bestehen
dann die Schnittmengen der Stra¨nge in Druckschleife k mit den Strangmengen aller
Flussschleifen entweder aus der vollsta¨ndigen Menge Mv,k oder aus der leeren Menge,
Mv,k ∩Mi =Mv,k ∨Mv,k ∩Mi = ∅ ∀i = 1, . . . , l, ∀k = 1, . . . , q,
so ist das Schur-Komplement der Jacobimatrix (Gl. (5.25)) positiv quasi-definit.
Beweis:
Das Schur-Komplement der 2× 2-Blockmatrix Jg bezu¨glich J11
J11/Jg = αC
TDC−CT IHG
[
CTv IHG
]−1
αCTvDC (5.32)
ist wegen Voraussetzung 5.1 berechenbar. Mit der Matrix ΓT = E−IHG
[
CTv IHG
]−1
CTv
gilt J11/Jg = αC
TΓTDC. Dabei beinhaltet CTΓT die urspru¨nglichen Flussschleifen
ohne die Stra¨nge der Druckschleifen. Wegen Mv,k ∩Mi =Mv,k ∨Mv,k ∩Mi = ∅ sind
alle Nichtnullelemente von ΓC auch in C von Null verschieden, es gilt:
CTΓTDC = CTΓTDΓC.
Matrix CTΓTDΓC stellt genau die Jacobimatrix des Graphen dar, welcher entsteht,
wenn die Stra¨nge der Druckschleifen durch je einen virtuellen Strang mit anschließen-
dem virtuellen Potenzialknoten ersetzt werden. Die Matrix D ist als Diagonalmatrix
mit positiven Diagonalelementen positiv definit. Damit ist uTCTΓTDΓCu > 0 fu¨r
alle u mit ΓCu 6= 0. Die ’U¨berbru¨ckung’ der Stra¨nge innerhalb der Druckschleifen
ist dabei nach Voraussetzung auf einen graphentheoretischen Pfad beschra¨nkt. Damit
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geht die lineare Unabha¨ngigkeit der Spalten von Schleifenmatrix C auch durch Multi-
plikation mit Γ nicht verloren. Es gilt ΓCu 6= 0 genau dann, wenn u 6= 0 ist, woraus
schließlich die positive Definitheit von uTCTΓTDΓCu ∀u ∈ U und damit die positive
Quasi-Definitheit von CTΓTDC ∀u ∈ U folgen. 2
Anschaulich bedeutet die Bedingung des letzten Satzes, dass innerhalb der Druckschlei-
fen zwischen Referenzknoten und Solldruckknoten keine Verzweigungen auftreten.
Satz 5.9 Erfu¨llen sa¨mtliche Druckschleifen die Voraussetzungen von Satz 5.8, dann
existiert genau ein Nash-Gleichgewicht zwischen CO(Z,Πpot) und CO(U,Πc).
Beweis:
Zuna¨chst sei angenommen, es existieren zwei Gleichgewichtspunkte z0,u0 und u1, z1.
Dann mu¨ssen die KKT-Bedingungen der Optimierungsaufgaben CO(U,Πc) und
CO(Z,Πpot) fu¨r beide Punkte erfu¨llt sein. Die notwendigen Bedingungen in Gl. (5.20)
auf Seite 97 fu¨r ein Minimum der Aufgabe CO(Z,Πpot) lassen sich unter der Annahhme
νj = 0 nach z˜j auflo¨sen fu¨r alle j = 1, . . . , q:
z˜j = Fj(u) =
(
− [CTv IHG]−1CTv (Dq+ARHR +AHGHHG))
j
, j = 1, . . . , q. (5.33)
Multiplikator νj steht bei allen ru¨ckgekoppelten Armaturen (Index j = 1, . . . , q) nur
in der Zeile j der fu¨r eine Lo¨sung der Aufgabe CO(Z,Πpot) notwendigen Bedingungen
in Gl. (5.20) auf Seite 9710. Wegen der strengen Komplementarita¨t zwischen zj und νj
kann zj bei druckmindernden (PRV, PSV, UHF) als Maximum und bei druckerho¨hen-
den Anlagen (BOR) als Minimum der beiden Zahlen z˜j = Fj(u) und 0 geschrieben
werden, wenn jede HG-Armatur mit dem Referenzknoten u¨ber einen Pfad ohne weite-
re HG-Armatur verbunden ist:
zj = max(min) {z˜j; 0} , j = 1, . . . , q. (5.34)
Sei weiter angenommen, dass z0 und z1 die KKT-Bedingungen von CO(Z,Πpot)
erfu¨llen, dann reduziert sich Gl. (5.24) auf Seite 100 zu der Bedingung ∆uTCT∆h +
∆uTCT IHG∆z > 0 fu¨r diagonal strenge Konvexita¨t der Aufgabe. Mit Gl. (5.34) und der
positiven Quasi-Definitheit vonCTΓTDC ∀u ∈ U, welche nach Satz 5.5 auf Seite 90 die
streng diagonale Konvexita¨t von (qt +Cu)
TCTΓT [D(qt +Cu) +ARHR +AHGHHG]
garantiert, ist die Abscha¨tzung
∆uTCT∆h+∆uTCT IHG∆z > ∆u
TCTΓT∆h > 0 (5.35)
10Der Multiplikator gibt fu¨r jede Armatur die Abweichung vom Solldruck an, wenn dieser nicht
erreicht werden kann, und tritt somit nur in der zugeho¨rigen Spalte der Matrix Cv auf.
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mo¨glich. Damit ist die Aufgabe diagonal streng konvex, es existiert nach Satz 5.4
auf Seite 90 maximal ein Nash-Gleichgewicht. Da die Existenz mindestens eines
Gleichgewichts bereits gezeigt wurde (Kap. 5.4.2), folgt die Behauptung. 2
Beispiel 5.1
a) b)
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Abbildung 5.4: Druckschleife ist Teilmenge der Flussschleifen
Abb. 5.4 a) zeigt ein System, bei dem die Voraussetzungen von Satz 5.8 erfu¨llt sind.
In Abb. 5.4 b) ist das durch ’U¨berbru¨cken’ der Stra¨nge der Druckschleife modifizier-
te System dargestellt. Die KKT-Bedingungen der zugeho¨rigen Optimierungsaufgaben
CO(U,Πc) und CO(Z,Πpot) lauten:
d1q1 + d2q2 + d3q3 − d4q4 + z = 0,
d1q1 + d2q2 + d3q3 − d5q5 + z = 0,
d1q1 + d2q2 + z −∆H2,soll − ν = 0,
z ≥ 0,
ν ≥ 0.
(5.36)
Mit q = qt+Cu ergeben sich durch Differentiation nach u1, u2, z die zugeho¨rige Jaco-
bimatrix J und deren Schurkomplement J11/J = C
TΓTDC zu
J =
d1 + d2 + d3 + d4 d1 + d2 + d3 1d1 + d2 + d3 d1 + d2 + d3 + d5 1
d1 + d2 d1 + d2 1
 , J11/J = (d3 + d4 d3
d3 d3 + d5
)
.
(5.37)
Wegen di > 0, ∀i = 1, . . . , 5 (nach Voraussetzung 2.1 auf Seite 8 und 4.1 auf Seite 62
an die hydraulischen Gesetze der Rohre) ist die positive Definitheit CTΓTDC sofort
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ersichtlich. Wegen ∆z ≤ ∆h1 + ∆h2, ∆qi∆hi > 0 und ∆q1 = ∆q2 folgt die diagonal
strenge Konvexita¨t aus
∆q1∆h1 +∆q2∆h2 +∆q3∆h3 +∆q4∆h4 +∆q5∆h5 +∆q2∆z ≥ ∆q3∆h3
+∆q4∆h4 +∆q5∆h5 > 0.
2
Beispiel 5.2
Ein Gegenbeispiel, bei dem die bisher gezeigten Methoden nicht zum Nachweis der
Eindeutigkeit verwendbar sind, ist in Abb. 5.5 zu sehen. In diesem Fall ist nur ein Teil
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Abbildung 5.5: Druckschleife ist nicht Teilmenge der Flussschleifen
der Druckschleife mit beiden Flussschleifen gemeinsam. Je nach Wahl der Flussschlei-
fen gilt z.B. ∆q1 = ∆u1 6= ∆u1 +∆u2 = ∆q2. Eine ’U¨berbru¨ckung’ der Stra¨nge 1 und
2 wie in Bsp. 5.1 ist hier nicht mo¨glich. Der Nachweis der positiven Quasi-Definitheit
der Matrix CTΓTDC kann nicht erbracht werden, vielmehr lassen sich Parameterkon-
stellationen und Variablen x ∈ Rl finden, bei denen xTCTΓTDCx < 0 gilt. 2
Bisher wurde fu¨r Sonderfa¨lle bezu¨glich der Lage der HG-Stra¨nge im Netz Eindeutig-
keit des Nash-Gleichgewichts gezeigt. Wu¨nschenswert ist jedoch eine Lockerung der
Bedingungen, so dass Voraussetzung 5.1 auf Seite 96 hinreichend fu¨r die Eindeutig-
keit ist. Da ein allgemeingu¨ltiger Beweis, aufbauend auf den oben angefu¨hrten Sa¨tzen,
nicht mo¨glich ist, wie durch Gegenbeispiele leicht belegt werden kann, soll im folgenden
Abschnitt zuna¨chst ohne Beweis eine Heuristik bezu¨glich der Drucka¨nderung an den
Knoten infolge A¨nderung zusa¨tzlicher Druckreduktion in einem PBV-Strang aufgestellt
werden. Diese Annahme dient dann als Basis fu¨r den Eindeutigkeitsnachweis.
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5.4.3.5 Nachweis der Eindeutigkeit unter zusa¨tzlicher Annahme
Wird einem Druckrohrsystem, dessen Fließzustand sich im stationa¨ren hydraulischen
Gleichgewicht befindet, eine Sto¨rung durch teilweises Schließen eines Schiebers zu-
gefu¨hrt, dann mu¨ssen in allen Schleifen, die den Schieber enthalten, wegen der Kom-
patibilita¨t die A¨nderung des Druckverlustes im Schieber durch A¨nderung der Summe
der Druckverluste in den u¨brigen Stra¨ngen der Schleife aufgehoben werden.
Annahme 5.1 In allen Stra¨ngen j der Schleifen i, die den Strang k mit Sto¨rung ∆z
enthalten, gilt fu¨r die Fluss- (∆qj) und zusa¨tzliche Druckverlusta¨nderung ∆z:
sign(∆qjCj,i) = −Ck,isign(∆z).
Ziel dieses Abschnitts ist es, den Nachweis zu fu¨hren, dass Voraussetzung 5.1 unter der
Annahme 5.1 notwendig und hinreichend fu¨r die Eindeutigkeit des Nash-Gleichgewichts
zwischen CO(U,Πc) und CO(Z,Πpot) ist. Dazu werden zuna¨chst strengere Vorausset-
zungen an die Lage der HG-Stra¨nge gestellt, welche dann im weiteren Verlauf Schritt
fu¨r Schritt gelockert werden. Ausgangspunkt fu¨r den Nachweis ist Gl. (5.34). Der Vek-
tor z ist als Funktion von u eindeutig bestimmt durch die notwendigen Bedingungen
der Aufgabe CO(Z,Πpot). Nach Satz 3.19 auf Seite 57 ist ebenso durch u = argminΠc
eine eindeutige Funktion u = f(z) definiert. Unter Verwendung der Funktionen
Fj(u(z)) =
(
− [CTv IHG]−1CTv [D(u(z)) [qt +Cu(z)] +ARHR +AHGHHG])
j
(5.38)
mit Fj : R
q 7→ R und j = 1, . . . , q kann Gleichung (5.34) als Selbstabbildung Rq 7→ R
geschrieben werden:
zj = gj(u(z)) = max(min) {Fj(u(z)); 0} , j = 1, . . . , q. (5.39)
Dabei ist wie in Gl. (5.34) ’max’ einzusetzen, wenn es sich bei HG-Armatur j um PRV,
PSV oder UHF handelt, ’min’ steht fu¨r reglergesteuerte Pumpanlagen BOR. Diese Dar-
stellung wird zum Nachweis der Eindeutigkeit des Nash-Gleichgewichts herangezogen.
Es gilt der folgende Satz:
Satz 5.10 Banach’scher Fixpunktsatz (Heuser, 1993, Satz 111.11): Sei X eine
nichtleere abgeschlossene Teilmenge eines Banachraumes und A eine kontrahierende
Selbstabbildung von X, ∀x,y ∈ X gelte also
‖Ax−Ay‖ ≤ q‖x− y‖
mit festem positiven q < 1. Dann besitzt A genau einen Fixpunkt x in X.
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In der vorliegenden Anwendung ist demnach zu zeigen, dass g(u(z)) kontrahierend ist.
Fu¨r zwei Vektoren z0, z1 ∈ Z kann in Gl. (5.39) g(u(z)) durch F (u(z)) nach oben
abgescha¨tzt werden:
‖g(u(z1))− g(u(z0))‖
‖z1 − z0‖ ≤
‖F (u(z1))− F (u(z0))‖
‖z1 − z0‖ . (5.40)
Nach dem Mittelwertsatz fu¨r vektorwertige Funktionen (Heuser, 1993, Satz 167.4) gilt
außerdem die Abscha¨tzung∥∥F (u(z1))− F (u(z0))∥∥ ≤M∥∥z1 − z0∥∥ mit M := max
x∈S
‖F ′(x)‖ , (5.41)
wobei S die Menge der Punkte auf der Verbindungsstrecke von z1 und z0 bezeichnet und
‖F ′(x)‖ irgendeine mit der Vektornorm ‖z1 − z0‖ vertra¨gliche Matrixnorm ist. Kann
also gezeigt werden, dass die Jacobimatrix ∇zF (u(z)) existiert mit Norm < 1∀z ∈ Rq+,
so ist die Kontraktionseigenschaft der Funktion F (u(z)) bewiesen.
Die Funktion F aus Gl. (5.38) ist stetig nach u differenzierbar ∀u ∈ Rl:
∇uF = −
[
CTv IHG
]−1
CTvDC. (5.42)
In einer Lo¨sung der Aufgabe CO(U,Πc) gelten nach Kap. 4.2.4.3 die (LICQ) fu¨r die ak-
tiven Nebenbedingungen und strenge Komplementarita¨t. Mit der positiven Definitheit
der Hessematrix (s. Beweis von Satz 4.1 auf Seite 77) sind hinreichende Optimalita¨ts-
bedingungen zweiter Ordnung fu¨r eine lokal eindeutige Lo¨sung und damit Vorausset-
zung 4.3 auf Seite 81 erfu¨llt. Nach Kap. 4.3.3.2 existiert dann die Ableitung
∇zu = −T
[
αTTCTDCT
]−1
TTCT IHG ∀u ∈ U. (5.43)
Damit kann die Jacobimatrix
∇zF (u(z)) = ∇uF (u(z))∇zu =
[
CTv IHG
]−1
CTvDCT
[
αTTCTDCT
]−1
TTCT IHG
(5.44)
berechnet werden. Weiter gelte folgende
Voraussetzung 5.2 Es existiert eine Schleife, welche neben dem Referenzknoten, dem
HG-Strang sowie allen Stra¨ngen in Matrix
[
CTv IHG
]−1
CTv , die vom HG-Strang aus
nicht nur u¨ber den Referenzknoten erreichbar sind, mindestens einen weiteren Strang
entha¨lt. Dabei darf jeder Strang nur max. einmal in der Schleife enthalten sein.
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Bemerkung 5.1 zu Voraussetzung 5.2:
Werden Stra¨nge mit aktiven Flussrestriktionen vom Graphen entfernt, ko¨nnen bezu¨glich
der Lage des Referenzknotens im reduzierten Netz zwei Fa¨lle unterschieden werden:
RN 1) Der Referenzknoten liegt im Wald (s. Def. 2.4 auf Seite 10) des reduzierten
Systems.
RN 2) Der Referenzknoten liegt im Gitter (s. Def. 2.5 auf Seite 10) des reduzierten
Systems.
Im Fall RN 2) ist Voraussetzung 5.2 auf der vorherigen Seite erfu¨llt, da im Gitter jeder
Knoten u¨ber zwei unterschiedliche Wege erreicht werden kann. Fu¨r RN 1) existiert
keine Schleife, die Referenzknoten und HG-Strang entha¨lt, ohne dass die Stra¨nge des
Baumes, in dem sich RN befindet, doppelt enthalten sind. Abhilfe schafft Verlegen
des Referenzknotens ins Gitter. Da die Flu¨sse der Wald-Stra¨nge bekannt sind, ko¨nnen
auch die Druckverluste und damit ausgehend vom Referenzknoten das Potenzial der
Wurzel des Baumes (s. Def. 2.3 auf Seite 9) berechnet werden. In den Anforderungen
an Schleife L ist RN durch dessen Wurzel WRN zu ersetzen, außerdem mu¨ssen nur
die Stra¨nge aus Cv, welche zum Gitter geho¨ren, in der Schleife enthalten sein
11. Fu¨r
die A¨nderung der Druckverluste in den Stra¨ngen des Waldes hf infolge A¨nderung der
HG-Druckreduktion z gilt:
∇zhf = 0.
Die Stra¨nge des Waldes haben damit keinen Einfluss auf
∂g(z)
∂z
nach Gl. (5.38).
Satz 5.11 Unter Voraussetzung 5.2 auf der vorherigen Seite existiert genau ein Nash-
Gleichgewicht zwischen CO(U,Πc) und CO(Z,Πpot).
Beweis:
Fu¨r den Vektor der Druckverluste infolge Reibung gilt:
h = D(qt +Cu).
In der Jacobimatrix der Funktion F aus Gl. (5.44) auf der vorherigen Seite ist der
Gradient
∇zh = −DCT
[
αTTCTDCT
]−1
TTCT IHG (5.45)
11Das entspricht der Wahl einer Cv-Schleife, welche bei WRN beginnt.
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enthalten. Sei CL die Matrix einer Schleife, die der Voraussetzung 5.2 unter Beachtung
von Bemerkung 5.1 genu¨gt. Dann gilt CTL∇zh = −1, denn die A¨nderung der Sum-
me der Druckverluste in der Schleife muss der A¨nderung von z entsprechen12. Wegen
Annahme 5.1 gilt:
(
CTL∇zh
)
i
≤ 0, i = 1, . . . ,m. Mit Mv sei die Menge der Stra¨nge
in CTvm =
[
CTv IHG
]−1
CTv bezeichnet, bei denen in den zugeho¨rigen Spalten in Cvm
nicht alle Eintra¨ge Null sind, und ML die Menge der Stra¨nge in CL. Dann gilt vor-
aussetzungsgema¨ß Mv ⊂ML. Es la¨sst sich zeigen, dass die Matrix Cvm in jeder Zeile
ho¨chstens ein von Null verschiedenes Element besitzt. Dann folgt wegen CTL∇zh = −1
fu¨r die einzelnen Spalten in Gl. (5.44)
−1 < (CTvm∇zh)•,j < 0, j = 1, . . . ,m.
Da außerdem alle Elemente in CTvm∇zh gleiches Vorzeichen haben, kann fu¨r die Summe
der Betra¨ge in den einzelnen Spalten
m∑
i=1
∣∣(CTvm∇zh)i,j∣∣ < 1, j = 1, . . . ,m (5.46)
gefolgert werden. Somit ist gezeigt, dass fu¨r die Matrix-1-Norm der Jacobimatrix
‖∇zF‖1 < 1∀u ∈ U,∀z ∈ Z
gilt. Wegen Gl. (5.40) ist die Funktion g(z) kontrahierende Selbstabbildung von z,
woraus nach Satz 5.10 die Eindeutigkeit des Fixpunktes von g(z) und damit die Ein-
deutigkeit des Nash-Gleichgewichts folgen. 2
Zur Veranschaulichung von Voraussetzung 5.2 dient das folgende
Beispiel 5.3
Betrachtet wird das System in Abb. 5.6 mit drei Druckreduzierungsanlagen (PRVs).
Die Matrix der Druckschleifen sowie die Indikatormatrix der PRVs sind
CTv =
1 1 0 0 0 0 0 0 0 0 01 1 1 1 0 0 0 0 0 0
0 0 0 0 0 1 0 1 0 0
 , ITHG =
0 1 0 0 0 0 0 0 0 0 00 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0
 .
12Nachweis durch Multiplikation mit TTCT von Gl. (5.45). Erfu¨llt z.B. eine der Schleifen in CT
die Voraussetzung 5.2, folgt TTCTDCT
[
TTCTDCT
]−1
TTCT IHG = TTCT IHG.
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Abbildung 5.6: Beispiel mit drei PRVs, Voraussetzung 5.2 erfu¨llt
Multiplikation ergibt:
CTv IHG =
1 0 01 1 0
0 0 1
 , [CTv IHG]−1 =
 1 0 0−1 1 0
0 0 1
 ,
CTv,m =
[
CTv IHG
]−1
CTv =
1 1 0 0 0 0 0 0 0 0 00 0 1 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1 0 0 0
 .
Die Schleife L : 1− 2− 3− 4− 7− 8− 6 geht durch den Referenzknoten 1 und bein-
haltet sa¨mtliche PRV-Stra¨nge. Es gilt Mv = {1, 2, 3, 4, 6, 8} ⊂ ML. Damit sind die
Voraussetzungen 5.2 erfu¨llt, die Aufgabe der Berechnung eines hydraulischen Gleich-
gewichtszustandes besitzt nach Satz 5.11 eine eindeutige Lo¨sung. 2
Voraussetzung 5.2 stellt eine wesentlich schwa¨chere Anforderung dar als die Vorausset-
zungen von Satz 5.8 auf Seite 103. Die meisten in der Praxis relevanten Fa¨lle du¨rften
damit abgedeckt sein. Insbesondere sind Systeme mit nur einer HG-Armatur enthal-
ten, da bei diesen immer eine Schleife mit der geforderten Eigenschaft gefunden werden
kann. Wu¨nschenswert ist jedoch, allein unter Voraussetzung 5.1 die Eindeutigkeit des
Nash-Gleichgewichts zu garantieren, da die enthaltenen Bedingungen einfacher nach-
zupru¨fen sind als Voraussetzung 5.2.
Satz 5.12 Die Gu¨ltigkeit der Annahme 5.1 sei vorausgesetzt. Dann existiert unter
Voraussetzung 5.1 genau ein Nash-Gleichgewicht der Optimierungsaufgaben CO(U,Πc)
und CO(Z,Πpot).
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Beweis :
Der Beweis verla¨uft a¨hnlich wie der von Satz 5.11, mit dem Unterschied, dass die
HG-Armaturen einzeln hinzugefu¨gt werden (entspricht Nash-Gleichgewicht aus q + 1
Minimierungsaufgaben).
Induktionsanfang:
Fu¨r eine HG-Armatur folgen die Eindeutigkeit sowie die Gu¨ltigkeit von (LICQ) und
strenger Komplementarita¨t fu¨r die Nebenbedingungen der Aufgaben CO(U,Πc) und
CO(Z,Πpot) im Gleichgewicht sofort aus Satz 5.11.
Induktionsannahme:
Fu¨r k HG-Armaturen existiert genau ein Gleichgewicht, in dem die (LICQ) sowie
strenge Komplementarita¨t fu¨r die Nebenbedingungen der Aufgaben CO(U,Πc) und
CO(Z,Πpot) gelten.
Im Induktionsschritt
bleibt zu zeigen, dass unter Voraussetzung der Gu¨ltigkeit der Induktionsannahme auch
fu¨r (k + 1) HG-Armaturen genau ein Gleichgewicht existiert. Ohne Beschra¨nkung
der Allgemeinheit kann angenommen werden, dass zwischen dem Drucksollknoten des
(k + 1)-ten Stranges und dem Referenzknoten ein Pfad ohne weitere HG-Stra¨nge exis-
tiert. Denn von allen (k+1) HG-Stra¨ngen kann immer einer gewa¨hlt werden, der diese
Eigenschaft erfu¨llt. Fu¨r ein Netz ohne HG-Armaturen sind die Sensitivita¨tssa¨tze nach
Kap. 4.3 gegeben, in denen die Empfindlichkeit des stationa¨ren hydraulischen Gleich-
gewichtszustandes gegenu¨ber Modellparameterabweichungen behandelt wird.
Im vorliegenden Fall werden a¨hnliche Resultate fu¨r die Sensitivita¨t der Lo¨sung des
Nash-Gleichgewichts beno¨tigt. Es ist in einer Umgebung des Gleichgewichts fu¨r k
HG-Armaturen auf Grund der Induktionsanahme die Existenz einer Lipschitz-stetigen
Funktion f : R 7→ Rl+k vorauszusetzen, welche die Abha¨ngigkeit der Variablen u, zk
von zk+1 wiedergibt. Die (k+1)-te Zeile der fu¨r eine Lo¨sung der Aufgabe CO(Z,Π
pot)
notwendigen Bedingungen (s. Gl. (5.20) auf Seite 97) kann fu¨r νk+1 = 0 nach
z˜k+1 = Fk+1(u, zk) aufgelo¨st werden (vgl. Gl. (5.38) und Gl. (5.39)) mit
Fk+1(u, zk) = −
[
[Cv]•,k+1
]T
[D(u(zk+1))q(zk+1) + [IHG]kzk(zk+1)
+ARHR +APRVHPRV ] .
(5.47)
Der Vektor
[
[Cv]•,k+1
]
beinhaltet dabei die (k + 1)-te Spalte in Matrix Cv. Es gilt
[[
[Cv]•,k+1
]T
[IHG]k+1
]−1 [
[Cv]•,k+1
]T
= 1 ·
[
[Cv]•,k+1
]T
.
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Auf Grund der vorausgesetzten Existenz einer Lipschitz-stetigen Funktion f : R 7→
Rl+k kann unter Beru¨cksichtigung der strengen Komplementarita¨t zwischen zk+1 und
νk+1 die Potenzialdifferenz zk+1 mit Hilfe der Funktion g : R 7→ R als Selbstabbildung
dargestellt werden (vgl. Gl. (5.39)):
zk+1 = g(zk+1) = max(min) {Fk+1(u(zk+1), zk(zk+1)); 0} . (5.48)
Bei druckreduzierenden Armaturen (PRV, PSV, UHF) ist wieder ’max’ einzuset-
zen, fu¨r BOR gilt ’min’. Das gewu¨nschte Resultat zur Berechnung des Gradienten
∇zk+1Fk+1(zk+1) liefert Satz 3.20 auf Seite 58. Durch die Induktionsannahme ist eine
global eindeutige Lo¨sung fu¨r k HG-Armaturen sowie die Gu¨ltigkeit der (LICQ) und
strenger Komplementarita¨t vorausgesetzt, so dass nach Satz 3.20 in einer Umgebung
von Punkt (u, zk) eine differenzierbare Funktion [u(zk+1), z(zk+1)] existiert. Damit la¨sst
sich der Gradient der Funktion Fk+1(zk+1) analog Gl. (5.44) berechnen:
∇zk+1Fk+1 =
[
[Cv]•,k+1
]T (
DC IHG
)
T
[
TT
(
αCTDC CT IHG
αCTvDC C
T
v IHG
)
T
]−1
TT
(
CT [IHG]•,k+1
CTv [IHG]•,k+1
)
.
(5.49)
Mit denselben Argumenten wie im Beweis von Satz 5.11 auf Seite 109 kann nun gefolgert
werden, dass mit Hinweis auf Bemerkung 5.1 eine Schleife L existiert, welche den
Referenzknoten oder dessen Wurzel, den zu zk+1 geho¨rigen HG-Strang mit Indikator
[IHG]k+1 sowie alle Gitter-Stra¨nge in [Cv]•,k+1 plus einen weiteren Strang entha¨lt. Eine
Vergro¨ßerung von zk+1 fu¨hrt zu einer Flussreduzierung in allen Stra¨ngen dieser Schleife
in Richtung |CLzk+1|, woraus ∇zk+1hj < 0, ∀j ∈ML folgt. Im Allgemeinen kann nicht
ausgeschlossen werden, dass Schleife L einen weiteren HG-Strang HG2 mit aktiver
Armatur entha¨lt. Dann ist zusa¨tzlich ∇zk+1zk zu beru¨cksichtigen. In diesem Fall kann
Schleife L um die Stra¨nge der Schleife in [Cv]•,HG2 , die zuHG2 geho¨rt, reduziert werden.
Denn bei aktiver Armatur ist der Druck des Kontrollknotens konstant, so dass[
[Cv]•,HG2
]T
(∇zk+1h+∇zk+1zHG2) = 0
gilt. Die Aussage kann ebenso auf beliebig viele in L enthaltene HG-Armaturen erwei-
tert werden. Die modifizierte Schleife L muss lediglich einen Strang mehr als [Cv]•,k+1
enthalten. Da die Druckschleife k + 1 nach Voraussetzung keinen weiteren HG-Strang
entha¨lt, folgt fu¨r die Gesamtdrucka¨nderung in Druckschleife (k + 1) infolge A¨nderung
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von zk+1 analog Gl. (5.46) (mit dem Unterschied, dass es sich hier innerhalb der Be-
tragsstriche nicht um eine Matrix sondern um eine Zahl handelt):∣∣∣∣[[Cv]•,k+1]T ∇zk+1h(zk+1)∣∣∣∣ < 1. (5.50)
Wie im Beweis von Satz 5.11 ist damit die Kontraktionseigenschaft der Funktion Fk+1 :
R 7→ R gezeigt, woraus die Eindeutigkeit des Nash-Gleichgewichts unter Voraussetzung
5.1 resultiert. 2
Eine letzte Verallgemeinerung stellt die Konstellation dar, bei der die Schleifen der
Matrix Cv nicht so gewa¨hlt werden ko¨nnen, dass sie frei von Stra¨ngen mit Flussrestrik-
tionen sind (Teil b) in Voraussetzung 5.1. Dazu wird zuna¨chst der folgende Hilfssatz
bewiesen:
Hilfssatz 5.1 Fu¨r den zula¨ssigen Bereich gelte U 6= ∅. Dann kann eine durch den HG-
Strang verlaufende, sonst aber unter Beachtung von Bemerkung 5.1 beliebige Schleife
(mit (m × 1)-Matrix CL) gefunden werden, die maximal eine aktive Flussrestriktion
beinhaltet.
Beweis:
Die Stra¨nge mit aktiven Flussbedingungen ko¨nnen durch Einspeisung oder Entnahme
der bekannten Flussmenge an End- und Anfangsknoten des jeweiligen Stranges ersetzt
werden. Der HG-Strang liegt dann imWald des modifizierten Graphen. Dabei kann der
Graph maximal bis zu einer Baumstruktur reduziert werden13. Diese darf fu¨r U 6= ∅
keine weitere aktive Flussbedingung beinhalten. Damit existiert dann aber eine Folge
von Pfaden ohne Flussrestriktion entweder 1) zwischen Anfangsknoten des Pfades mit
HG-Armatur und Referenzknoten oder 2) zwischen Solldruckknoten des HG-Strangs
und Referenzknoten. Ansonsten wa¨re der Anfangsknoten des HG-Pfades isoliert. 2
Das Endresultat beinhaltet der folgende Satz:
Satz 5.13 Die Anforderung an die Lage der HG-Stra¨nge und ihrer zugeho¨rigen Soll-
druckknoten nach Teil a) von Voraussetzung 5.1 ist notwendig und hinreichend fu¨r die
Eindeutigkeit eines Nash-Gleichgewichts der Aufgaben CO(U,Πc) und CO(Z,Πpot).
Beweis:
Die Notwendigkeit ist sofort ersichtlich, wenn beru¨cksichtigt wird, dass bei Verzicht
13Der entartete Fall, bei dem der Bedarf eines u¨ber FCV abgetrennten Gebietes genau dem FCV-
Fluss entspricht, wird ausgeschlossen.
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auf Teil a) in Voraussetzung 5.1 auf Seite 96 bereits die Eindeutigkeit der Lo¨sung von
CO(Z,Πpot) verlorengeht. Aufbauend auf Satz 5.12 bleibt zu zeigen, dass ohne Teil b)
von Voraussetzung 5.1 die Eindeutigkeit des Gleichgewichts erhalten bleibt.
Dazu werden zwei Fa¨lle unterschieden:
1) Die aktive Flussnebenbedingung (Index j) liegt in Flussschleife L ([CL]j 6= 0), aber
nicht in Druckschleife k + 1 ([Cv]j,k+1 = 0).
2) Die aktive Flussnebenbedingung (Index j) liegt sowohl in Flussschleife L ([CL]j 6= 0)
als auch in Druckschleife k + 1 ([Cv]j,k+1 6= 0).
Zu 1):
Im Beweis von Satz 5.12 wurde bereits vorausgesetzt, dass der in CL enthaltene Pfad
(zugeho¨riger Spaltenvektor [Cv]•,k+1]) zwischen Solldruckknoten und Referenzknoten
keinen weiteren HG-Strang entha¨lt. Auf Grund der Tatsache, dass keine Schleife CL
gefunden werden kann, die keine aktive Flussnebenbedingung entha¨lt, folgt wegen der
strengen Komplementarita¨t zwischen Multiplikator und Flussbedingung (s. letzte Zeile
in Gl. (4.51) auf Seite 78), dass durch eine A¨nderung von zk+1 keine Flussa¨nderung
und damit keine A¨nderung der Reibungsverluste mo¨glich ist. Eine A¨nderung von zk+1
wirkt sich ausschließlich auf den Multiplikator λ der aktiven Flussrestriktion aus. Da
der zugeho¨rige Strang nicht in [Cv]•,k+1 enthalten ist, kann
∇zk+1Fk+1(zk+1) = 0 (5.51)
gefolgert werden. Damit ist die Aussage von Satz 5.12 ohne weiteres auch fu¨r Fall 1)
gu¨ltig.
Zu 2.)
Bisher wurde vorausgesetzt, dass die Zielfunktion von CO(Z,Πpot) nur u aus der Auf-
gabe CO(U,Πc) als Parameter besitzt. Werden zusa¨tzlich zur Abha¨ngigkeit von den
Flu¨ssen auch die Multiplikatoren der Aufgabe CO(U,Πc) beru¨cksichtigt, die zur Be-
rechnung des Drucks am PRV-Anfangsknoten in diesem Fall no¨tig sind, lautet die
Ableitung:
∇zk+1Fk+1(zk+1) = 1. (5.52)
Auf diese Weise wa¨re demnach die Kontraktionseigenschaft der Funktion Fk+1(zk+1)
nicht nachweisbar. Die Jacobimatrix des zu lo¨senden nichtlinearen Gleichungssystems
ist in diesem Fall singula¨r. Daher soll die Abha¨ngigkeit zk+1(λ) weiterhin vermieden
werden. Dann sind
∂λ
∂zk+1
= ±1 und
∂
([
[Cv]•,k+1
]
h (u (zk+1))
)
∂zk+1
= 0,
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woraus wie in 1) Gl. (5.51) ∇zk+1Fk+1(zk+1) = 0 und damit Eindeutigkeit der Lo¨sung
folgen. 2
Es bleibt zu untersuchen, wie das Ergebnis physikalisch zu interpretieren ist, wenn
der Einfluss des Multiplikators (z.B. zu FCV geho¨rig) nicht in der Druckschleife der
HG-Armatur beru¨cksichtigt wird. Im realen System kann von den beiden Armaturen
(HG-Armatur, FCV) nur eine den aktuellen Fließzustand kontrollieren. Das heißt, dass
bei aktivem FCV (λ > 0) die HG-Armatur in inaktivem Zustand sein muss. Es ist
anzunehmen, dass die Druckreduktion in diesem Fall im realen System vollsta¨ndig
vom FCV geleistet wird, da die Sollwertfeder im PRV soweit entlastet wird, dass der
Schieber vollsta¨ndig geo¨ffnet ist14.
Da der Multiplikator nicht in der Druckschleife beru¨cksichtigt wurde, stellen sich im
mathematischen Modell jedoch in diesem Fall Werte zk+1 > 0 und λ > 0 ein. zk+1 stellt
dabei den Druckverlust dar, der bei gegebenem Fluss ohne zusa¨tzliche Reduktion am
(FCV) den gewu¨nschten Druck am Solldruckknoten erzeugen wu¨rde. Der tatsa¨chliche
Druck liegt um λ unterhalb des Solldruckniveaus und ist damit ein Maß fu¨r die zusa¨tz-
liche Kontrolle, die vom (FCV) ausgeht. Bei der Berechnung der Druckho¨hen bleibt es
dem Anwender u¨berlassen, ob er von einer vollsta¨ndigen Reduktion am (FCV) ausgeht.
Dann ist beim (FCV) zk+1 zu λ zu addieren und am (PRV) zk+1 = 0 zu setzen. Teil
b) von Voraussetzung 5.1 ist somit aufgehoben. Die Berechnung liefert als Ergebnis,
ob die Flussrestriktion aktiv ist oder der Fluss von der HG-Armatur kontrolliert wird.
Unterschiedliche Fa¨lle derartiger Armaturkonstellationen werden anhand des Beispiels
in Kap. 5.4.4 ausfu¨hrlich diskutiert.
Eine Beru¨cksichtigung der Komplementarita¨t zwischen zk+1 und λ
λ 6= 0⇔ zk+1 = 0, und λ = 0⇔ zk+1 6= 0 (5.53)
bei der mathematischen Formulierung des Gleichgewichts wu¨rde die Aufgabe er-
heblich erschweren, da durch die Bedingung λzk+1 = 0 die Orthogonalita¨t des
zula¨ssigen Bereichs verloren ginge. Die Problemstellung ist dann dem Gebiet der
Quasi-Variationellen-Ungleichungen (Verallgemeinertes Nash-Gleichgewicht) zuzuord-
nen (Harker, 1991).
Bemerkung 5.2
Bei der Implementierung bereitet die Wahl der Schleifen in Cv Schwierigkeiten. Die-
se werden zu Beginn einmal erstellt, unabha¨ngig davon, welche der Flussrestriktionen
14Interessant wa¨re es, diesen Sachverhalt am Modell zu u¨berpru¨fen.
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aktiv sind. Im Allgemeinen kann nicht ausgeschlossen werden, dass die Schleifen meh-
rere Pfade enthalten, fu¨r die gleichzeitig aktive Ungleichungsnebenbedingungen fu¨r die
Flu¨sse gelten. Deshalb werden die Multiplikatoren im Gleichungssystem mit beliebigen
Cv Schleifen beru¨cksichtigt. Um Singularita¨t der Jacobimatrix zu verhindern, ist Fall
2) im Beweis von Hilfssatz 5.1 auf Seite 114 von Bedeutung.
Der Druckverlust in einem beliebigen HG-Strang, der die Voraussetzung von Fall 2)
erfu¨llt, wa¨re unbestimmt, wenn alle Multiplikatoren beru¨cksichtigt wu¨rden, die Jaco-
bimatrix damit singula¨r. Problematisch ist im Allgemeinen, den mit der HG-Armatur
korrespondierenden Multiplikator zu bestimmen, ohne dass eine erneute Schleifensuche
durchgefu¨hrt werden muss. Zur Behebung des Problems dient folgende U¨berlegung:
Der Nicht-Solldruckknoten (NSKn) des HG-Pfades ist Wurzel eines Baumes, der u¨ber
einen Pfad mit aktiver Flussnebenbedingung mit einem Knoten verbunden werden
kann, der Bestandteil einer im Gesamtsystem enthaltenen Baumstruktur ist. Diese ist
Teil des durch Entfernen von Pfaden mit aktiven Flussnebenbedingungen modifizierten
Graphen. Auf Grund der Eigenschaften der Baumstruktur ist dieser Knoten u¨ber einen
Weg ohne weitere Pfade mit aktiven Flussrestriktionen mit dem Referenzknoten ver-
bunden. Daher sind nur die Multiplikatoren der flussregulierenden Armaturen, welche
sich in demselben Pfad befinden wie die HG-Armatur oder in Pfaden liegen, die direkt
an den Baum mit Wurzel im NSKn anschließen, zu untersuchen. Zwei Fa¨lle sind zu
unterscheiden:
1) Im HG-Pfad ist eine Flussbedingung zwischen NSKn und HG-Armatur aktiv. Dann
ist der NSKn u¨ber einen Ast der Baumstruktur des modifizierten Graphen (s. Beweis
von Hilfssatz 5.1 auf Seite 114) mit dem Referenzknoten verbunden, der weder eine
zusa¨tzliche aktive Flussbedingung noch den HG-Strang entha¨lt. Zur Modifikation des
Gleichungssystems muss der zur aktiven Flussbedingung im HG-Pfad geho¨rige Multi-
plikator aus der Cv-Schleife entfernt werden. Alle u¨brigen Multiplikatoren, die evtl. in
der entsprechenden Zeile von Cv enthalten sind, werden weiterhin beru¨cksichtigt.
2) Im HG-Pfad befindet sich keine aktive Flussbedingung zwischen NSKn und HG-
Armatur. Dann ist der NSKn Wurzel eines Baumes, der u¨ber eine aktive Flussne-
benbedingung mit dem durch Entfernen von Pfaden mit aktiven Flussbeschra¨nkungen
modifizierten Graphen verbunden werden kann. (Begru¨ndung: Nach Voraussetzung von
Fall 2) liegt der HG-Pfad im Baum des modifizierten Systems. Da der NSKn im Aus-
gangssystem Teil des Gitters ist, muss eine solche Verbindung bestehen, wenn keine
isolierten Knoten vorhanden sind.) Der Multiplikator des Pfades, der in der Cv-Schleife
liegt, ist dann aus der entsprechenden Zeile des Gleichungssystems zu entfernen.
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Eine weitere Alternative zur Vermeidung der Redundanz besteht darin, alle HG-
Armaturen zu ermitteln, deren NSKn nach Entfernen des zugeho¨rigen HG-Stranges
und aller Stra¨nge mit aktiven Flussnebenbedingungen isoliert ist. Ohne die Mo¨glich-
keit, den Durchfluss zu a¨ndern, ko¨nnen diese Armaturen keine Kontrolle ausu¨ben, die
zugeho¨rigen Druckschleifen fu¨hren zu linearer Abha¨ngigkeit der Gleichungen. Deshalb
werden die entsprechenden Spalten von Cv bei der Berechnung in diesem Iterations-
schritt aus dem zu lo¨senden Gleichungssystem entfernt.
5.4.4 Anwendung des Modells auf Beispiel nach
Simpson (1999)
Von Simpson (1999) werden verschiedene Anordnungen von Regelarmaturen fu¨r ein
System mit zwei Beha¨ltern diskutiert, die durch eine Rohrleitung mit Durchfluss-
kontrollschieber (FCV) und Druckminderungsventil (PRV) miteinander verbunden
sind (Abb. 5.7). Unterschiedliche Simulationsmodelle, darunter z.B. EPANET, wer-
den bezu¨glich ihres Konvergenzverhaltens untersucht. Die in dieser Arbeit entwickelte
PRV
FCV
∆
∆
H
H
PRV
c
c c
1
2 3
Abbildung 5.7: Beispiel aus Simpson (1999)
Formulierung des stationa¨ren hydraulischen Gleichgewichtszustandes des Systems als
Nash-Gleichgewicht der Minimierungsprobleme CO(Z,Πpot) und CO(Q,Πc) soll an
diesem Beispiel unter verschiedenen Nebenbedingungen gezeigt werden. Variable sind
in Πc der Fluss15 q und die PRV-Druckreduktion z in Πpot. Die Zielfunktionen Πc und
15In diesem Fall sind der Schleifenfluss u in der virtuellen Schleife zwischen den Beha¨ltern und der
Fluss in den drei Stra¨ngen q identisch, daher die abweichenden Bezeichnungen q und Q an Stelle von
u und U.
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Πpot lauten:
Πc(q, z) = 1
α+1
(c1 + c2 + c3) |q|α−1q2 + zq −∆Hq,
Πpot(z, q) = 1
2
z2 + (c1 + c2) |q|α−1 q z −∆HPRV z.
(5.54)
Zur Veranschaulichung werden die Reaktionsfunktionen r1 = argminz Π
pot(z, q), q ∈
Q, z ∈ Z und r2 = argminq Πc(q, z), q ∈ Q, z ∈ Z der beiden Optimierungsproble-
me berechnet. Fu¨r den Fall ohne Restriktionen (q ∈ R, z ∈ R) lassen sich explizit
Funktionen q(z) und z(q) angeben:
aus r1 : q(z) =
(
∆H−z
c1+c2+c3
) 1
α
sign(∆H − z) ∀z ∈ R,
aus r2 : z(q) = ∆HPRV − (c1 + c2)|q|α−1q ∀q ∈ R.
(5.55)
Im realen System sind durch FCV und PRV den Variablen q und z jedoch obere und
untere Schranken aufgepra¨gt. Im Folgenden werden die Fa¨lle 1) ohne FCV, 2) mit FCV
nicht in Cv-Schleife und 3) mit FCV in Cv-Schleife unterschieden.
1) ohne FCV
Im vorliegenden zweidimensionalen Fall la¨sst sich das Nash-Gleichgewicht (q∗, z∗) gra-
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Abbildung 5.8: Nash-Gleichgewicht ohne zusa¨tzliche Flussrestriktionen
fisch als Schnittpunkt der beiden Reaktionsfunktionen im zula¨ssigen BereichM = Q×Z
deuten. Um Kompaktheit des zula¨ssigen Bereichs zu gewa¨hrleisten, ko¨nnen z.B. als
Flussbeschra¨nkung der maximale Fluss qmax, der sich ohne Kontrollarmaturen einstel-
len wu¨rde als obere Schranke, und die Bedingung q ≥ 0 der Ru¨ckflussverhinderung
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angegeben werden. Fu¨r den zusa¨tzlichen Druckverlust gilt z ≥ 0, da es sich bei der
Armatur um ein PRV handelt. Außerdem kann z nicht gro¨ßer sein als die Ho¨hendiffe-
renz der Beha¨lter z ≤ ∆H. Das Gleichgewicht liegt dann im Schnittpunkt der beiden
Reaktionsfunktionen im relativen Inneren von M = Q× Z (siehe Abb. 5.8). Das PRV
befindet sich im aktiven Betriebszustand.
2) mit FCV nicht in Cv Schleife
16
Unter Beru¨cksichtigung der Nebenbedingungen q ≥ 0, q ≤ qFCV , z ≥ 0 lauten die
notwendigen Bedingungen fu¨r ein Nash-Gleichgewicht der Aufgabe:
∆H − (c1 + c2 + c3) |q|α−1q − z + λ1 − λ2 = 0, (5.56)
∆HPRV − (c1 + c2) |q|α−1q − z + λ1 + µ = 0, (5.57)
q ≥ 0, q ≤ qFCV , z ≥ 0, (5.58)
λ1 ≥ 0, λ2 ≥ 0, µ ≥ 0, (5.59)
zµ = 0, qλ1 = 0, qλ2 = 0. (5.60)
Zum Fluss qFCV , der durch das FCV im aktiven Betriebszustand (λ1 = 0) eingestellt
wird, la¨sst sich aus der Druckschleife die zugeho¨rige Druckreduktion im ebenfalls akti-
ven PRV (µ = 0)
zFCV = ∆HPRV − (c1 + c2)|qFCV |α−1qFCV (5.61)
berechnen (vgl. Gl. (5.57). Der Wert von zFCV beinhaltet die Druckreduktion, die bei
qFCV eingestellt werden muss, um den Solldruck zu erreichen. Der zusa¨tzliche vom FCV
bewirkte Druckverlust bei aktivem PRV und aktivem FCV wird durch den Multiplika-
tor
λ2 = ∆H −∆HPRV − c3|qFCV |α−1qFCV (5.62)
repra¨sentiert (Gl. (5.56) in Gl. (5.57) eingesetzt) . Es sind die zwei Fa¨lle zu unterschei-
den:
a) PRV u¨bernimmt Kontrolle:
Dann gilt λ2 = 0. Am Drucksollknoten wird der gewu¨nschte Wert erreicht. Der Soll-
fluss des FCVs mit zugeho¨rigem Multiplikator λ2 wird wegen λ2 = 0 unterschritten
(q∗ < qFCV , z∗ > zFCV ). Die Lo¨sung liegt im Schnittpunkt der Reaktionsfunktionen im
relativen Inneren von M = Q× Z (s.Abb. 5.9(a)).
b) FCV und PRV u¨bernehmen gleichzeitig die Kontrolle:
Da das FCV nicht in der Druckschleife liegt, kann das PRV fu¨r diesen Abschnitt die
16entspricht Fall 1) im Beweis von Satz 5.13 auf Seite 114.
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Abbildung 5.9: Nash-Gleichgewicht a) PRV aktiv, b) PRV und FCV aktiv
Kontrolle u¨bernehmen. D.h der Solldruck wird erreicht, es gilt z∗ = zFCV . Der Ab-
schnitt zwischen Knoten 3 und 4 wird vom FCV kontrolliert (q∗ = qFCV ). Der Multi-
plikator λ2 gibt die zusa¨tzlich durch das FCV bewirkte Druckreduktion wieder (s. Abb.
5.9(b)). Ohne FCV wa¨re der Fluss bei aktivem PRV gro¨ßer als qFCV . Bei Verzicht auf
das PRV la¨ge der Druck am Solldruckknoten bei aktivem FCV u¨ber dem Sollwert.
3) mit FCV in Cv Schleife
17
Fu¨r das Nash-Gleichgewicht gelten wieder die Gleichungen (5.56) bis (5.60) aus Fall 2).
D.h. es wird dieselbe Lo¨sung berechnet wie in Fall 2, die jedoch anders zu interpretieren
ist (vgl. Beweis von Satz 5.13). Auch hier sind zwei Fa¨lle zu unterscheiden:
a) Kontrolle wird vom PRV u¨bernommen:
Es gilt λ2 = 0. Damit ist die Lo¨sung fu¨r diesen Fall identisch mit 2a) (s.Abb. ??(a)).
Die meisten Computermodelle, die knotenorientierte Verfahren verwenden, liefern bei
dieser Konstellation keine oder eine falsche Lo¨sung (z.B. EPANET).
b) FCV u¨bernimmt Kontrolle:
Die Reduktion z reicht nicht aus, um im System den Fluss qFCV zu gewa¨hrleisten. Es
ist eine zusa¨tzliche Reduktion λ2 > 0 no¨tig. D.h. es wird eigentlich Fall 2b) berechnet.
17entspricht Fall 2 im Beweis von Satz 5.13 auf Seite 114.
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Ein Vergleich der Druckbedingungen fu¨r Knoten 3
H3 = HRN − (c1 + c2)|q|α−1q − z,
H3 = HRN − (c1 + c2)|q|α−1q − z − λ2
(5.63)
aus Druckschleife und realer Schleife liefert fu¨r λ2 > 0 in Strang 1 einen Widerspruch.
Wie im Beweis von Satz 5.13 Teil 2) erwa¨hnt, liegt die Ursache darin, dass bei akti-
vem FCV das PRV nicht gleichzeitig aktiv sein kann. Die Bedingung der Druckschleife
ist zwar fu¨r das Nash-Gleichgewicht notwendig, darf aber nicht zur Berechnung der
Druckho¨he an Knoten 3 herangezogen werden. Anhand dieses Beispiels kann die Pro-
blematik gezeigt werden, die durch beliebige18 Wahl der Druckschleifen entsteht. Wer-
den wie in Kap. 5.4.3.5 erwa¨hnt die Multiplikatoren der Aufgabe CO(U,Πc) in die
Zielfunktion von CO(Z,Πpot) aufgenommen, um eine spezielle Wahl der Druckschlei-
fen in Cv zu vermeiden
19, fu¨hrt dies im vorliegenden Fall zur angedeuteten Singularita¨t
in der Jacobimatrix des Gleichungssystems, wenn im k-ten Iterationsschritt PRV und
FCV gleichzeitig aktiv werden:d1 + d2 + d3 1 1d1 + d2 1 1
1 0 0

k
 ∆q∆z
∆λ2

k+1
=
∆H − (d1 + d2 + d3)q − z − λ2∆HPRV − (d1 + d2)q − z − λ2
0

k
. (5.64)
Das aktive FCV kann als zusa¨tzliche HG-Armatur interpretiert werden, wenn dessen
Multiplikator in der Cv-Schleife beru¨cksichtigt wird, so dass diese Konstellation gegen
Voraussetzung 5.1 auf Seite 96 versto¨ßt. Das System besitzt unendlich viele Lo¨sungen,
beliebige Kombinationen von λ2 und z ko¨nnen gewa¨hlt werden.
5.5 Zusammenfassung
Das Nash-Gleichgewicht als Lo¨sungskonzept nichtkooperativer Spiele wurde definiert.
Allgemeine theoretische Grundlagen bezu¨glich Existenz und Eindeutigkeit eines sol-
chen Gleichgewichts zwischen nichtlinearen parametrischen Optimierungsproblemen
wurden angefu¨hrt. Das Verhalten von Armaturen mit Ru¨ckkoppelung bei gegebener
Flussverteilung wurde als Minimierungsaufgabe eines hydrostatischen Potenzials for-
muliert. Es wurde gezeigt, dass es sich bei der hydrostatischen Minimierungsaufgabe
und der Optimierungsaufgabe des System-’Content’ um zwei nichtlineare konvexe Op-
timierungsaufgaben handelt, bei denen die Variablen der einen Aufgabe Parameter der
18im Sinne von Voraussetzung 5.1 auf Seite 96
19s. Teil 2 im Beweis von Satz 5.13 auf Seite 114
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anderen sind und umgekehrt. Die Bereiche, aus denen die Variablen zu wa¨hlen sind,
sind orthogonal. Zur Bestimmung eines Gleichgewichts zwischen den beiden Optimie-
rungsproblemen wurde das Nash-Konzept angewandt.
Wa¨hrend Fragen nach der Existenz eines Nash-Gleichgewichts relativ einfach zu be-
handeln waren, konnten literaturbekannte Aussagen, die die Eindeutigkeit eines solchen
betreffen, nicht in der erforderlichen Allgemeinheit angewandt werden. Daher wurde
zuna¨chst unter zusa¨tzlichen, sehr einschra¨nkenden Bedingungen an die Lage der Ar-
maturen im Graphen Eindeutigkeit gezeigt. Diese Bedingungen wurden nachfolgend
Schritt fu¨r Schritt gelockert bis schließlich unter Voraussetzung der Gu¨ltigkeit einer
anschaulichen, die Flussa¨nderung infolge einer Erho¨hung des Fließwiderstandes be-
treffenden Annahme die Eindeutigkeit des Nash-Gleichgewichts in der gewu¨nschten
Allgemeinheit gezeigt werden konnte.
Zuletzt wurde zur Veranschaulichung die Problematik anhand eines Beispiels aus der
Fachliteratur ero¨rtert.
Kapitel 6
Kalibrierung des
Simulationsmodells
6.1 U¨berblick
Gegenstand der Kalibrierung ist die Bestimmung der Parameter des in den vorangehen-
den Kapiteln entwickelten mathematischen Modells der Simulation des hydraulischen
Verhaltens von Wasserversorgungsnetzen. Drei Klassen der zu kalibrierenden Parame-
ter sind zu unterscheiden.
Ein Teil der Gro¨ßen kann u¨ber Messungen mit relativ großer Zuverla¨ssigkeit direkt
bestimmt werden. Dazu sind z.B die Beha¨lterfu¨llho¨hen HR oder Verbrauchswerte (ein-
zelne Qi) von Großabnehmern zu za¨hlen.
Die zweite Gruppe beinhaltet Parameter, die zwar direkt messbar sind, aber deren
Ablesungen nur u¨ber einen la¨ngeren Zeitraum kumulierte Gro¨ßen wiedergeben ko¨nnen.
Tageszeitliche Schwankungen sind mit dieser Methode nicht direkt erfassbar. Zu diesem
Komplex geho¨ren die Verbrauchswerte der Haushalte, die innerhalb des Modells zu
den Knotenbedarfswerten Q zusammengefasst sind und z.B. im halbja¨hrlichen Zyklus
abgelesen werden. Simulationsrechnungen werden in der Regel fu¨r Stundenintervalle
durchgefu¨hrt.
Der dritte Block wird aus Parametern gebildet, die nicht direkt messbar sondern von
anderen messbaren Gro¨ßen abzuleiten sind. Als wichtigstes Beispiel ist die Bestimmung
der Rauheit der Rohre und ihrer Durchmesser zu nennen, welche nach Kap. 2.2.3.5 in
die Matrix D (und D−1) eingehen. Diese sind keinen tageszeitlichen Schwankungen
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unterworfen sondern ko¨nnen sich u¨ber la¨ngere Zeitra¨ume je nach Material, Wasserbe-
schaffenheit, usw. unterschiedlich stark a¨ndern (Echa´vez, 1997).
Als Messgro¨ßen kommen Druckho¨hen, Durchflu¨sse, Einspeisungen, aber auch Qua-
lita¨tsparameter - z.B. zu Kalibrierungszwecken zugefu¨hrte Tracer (Kennedy u. a.,
1991) - zum Einsatz. Flu¨sse werden gewo¨hnlich mit Hilfe von Ultraschall-
Durchflussmessungen (Ostertag, 1999) bestimmt.
Bereits vor Mitte des letzten Jahrhunderts wurden Rechenmodelle in der Wasserver-
sorgung eingesetzt. Bald stellte sich die Annahme zutreffender Rauheitswerte als eines
der Hauptprobleme heraus, wenn Abweichungen zwischen berechneten und gemesse-
nen Gro¨ßen auftraten. In Deutschland wurde 1970 die erste Ausgabe des DVGW-
Merkblattes GW 303 (DVGW, 1986) herausgegeben und erste Verfahren zur Berech-
nung der Rauheitsbeiwerte vero¨ffentlicht (Kottmann, 1972; Hoke, 1978).
Das in den vorangehenden Kapiteln entwickelte mathematische Modell der hydrauli-
schen Simulation findet in unterschiedlichen Bereichen Anwendung. Kontinuierlicher
Einsatz bietet sich sowohl zur allta¨glichen U¨berwachung des Betriebs von Versor-
gungssystemen als auch zur Untersuchung von Auswirkungen alternativer Steuerungs-
entscheidungen an. Ebenso ermo¨glichen Simulationsrechnungen die Verifikation der
Entwu¨rfe von neu zu planenden Netzen unter unterschiedlichen Belastungsfa¨llen. Sie
werden zur Bestimmung der Verteilung der Konzentration von Qualita¨tsparametern
im Netz, wie z.B. Kalkgehalt oder Chlor, verwendet. Auswirkungen bei A¨nderung von
Schieberstellungen, Anschluss eines Neubaugebietes oder das Verhalten des Netzes bei
großer Entnahme an einem Hydranten im Brandfall sind nur ein Teil der Szenarien,
die am Modell u¨berpru¨ft werden ko¨nnen.
Daru¨ber hinaus besteht die Mo¨glichkeit, das Modell gezielt zur Ma¨ngelidentifikati-
on und Rehabilitation von bestehenden Wasserversorgungsnetzen mit unzureichender
Versorgung und/oder hohen Verlusten einzusetzen, wie sie insbesondere in Entwick-
lungsla¨ndern anzutreffen sind.
Allen Anwendungsgebieten gemeinsam ist, dass die Qualita¨t der Berechnungsergebnisse
von der Qualita¨t der Modellparameter abha¨ngt. Der Prozess zur Ermittlung der Mo-
dellgro¨ßen ist Gegenstand der Kalibrierung oder ’Parameterscha¨tzung’. Um zuverla¨ssi-
ge Aussagen treffen zu ko¨nnen, ist eine gute U¨bereinstimmung von am realen System
gemessenen mit vom Modell simulierten Gro¨ßen Voraussetzung. In der folgenden Auf-
listung sind die wichtigsten Parameter hydraulischer Simulationsmodelle zusammen-
gestellt. Die Sammlung erhebt keinen Anspruch auf Vollsta¨ndigkeit. Sie soll vielmehr
einen Eindruck u¨ber die Komplexita¨t der Aufgabe vermitteln.
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• Netzwerktopologie - Erfassung der wichtigen Verbindungen und Entnahmestellen,
korrekte U¨bernahme in den Plan des Versorgungsnetzes oder Datenbank.
• Eigenschaften der Rohre:
– Geometrie - La¨nge, Durchmesser:
Wenn bei Neuanschlu¨ssen nicht sorgfa¨ltig gearbeitet wurde, sind teilweise Durchmesser
und Verbindungen falsch oder u¨berhaupt nicht kartiert.
– Material - Rauheit, Dehnungseigenschaften:
Da es sich bei Wasserversorgungsnetzen um ’historisch gewachsene Systeme’ handelt,
sind genaue Angaben z.B. der Rauheitsparameter nicht mo¨glich. Die Rauheit erho¨ht sich
im Laufe der Jahre durch Ablagerungen im Rohr je nach Wasserqualita¨t in jedem Netz
unterschiedlich stark.
• Eigenschaften der Knoten:
– Geoda¨tische Ho¨he,
– Bedarfswerte und ihre tageszeitlichen Schwankungen:
Ta¨gliche Schwankungen im Verbrauch ko¨nnen durch die in gro¨ßeren Absta¨nden durch-
gefu¨hrten Za¨hlerstandsablesungen (wenn vorhanden) nicht nachvollzogen werden.
– Beha¨lterfu¨llho¨hen und ihre tageszeitlichen Schwankungen.
• Armaturen:
– Schieberstellungen,
– Stellwerte der Solldruck- oder Sollflusswerte fu¨r PRVs, PSVs, PBVs, FVCs,
– Pumpen - Drehzahl, Leistung.
• Fehlmengen:
Eine besondere Schwierigkeit stellt die Zuordnung und Lokalisierung von Fehl-
mengen dar, die in Entwicklungsla¨ndern u¨ber 50 % der Produktionsmenge betra-
gen ko¨nnen. Mo¨gliche Ursachen sind:
– Leckagen mit unbekannter Form und Gro¨ße,
– Tro¨pfchenverluste z.B. an Hausanschlu¨ssen,
– ungenaue Wasserza¨hler,
– Buchhaltungsfehler und Diebstahl.
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Die Auswirkungen von Parameterabweichungen u¨berlagern sich gegenseitig, so dass
nach Meinung des Autors ein auf jedes System anwendbares, allgemein konvergen-
tes Kalibrierungsmodell nicht erreichbar ist. Vielmehr ko¨nnte der Einsatz einzelner
Kalibrierungstools die teilweise detektivische Kleinarbeit unterstu¨tzen und qualitativ
bessere Ergebnisse erzielen lassen. Dabei sind die besonderen Rahmenbedingungen des
jeweils zu analysierenden Systems zu beru¨cksichtigen und der Kalibrierungsprozess da-
rauf abzustimmen. Besondere Bedeutung kommt in diesem Zusammenhang dem Ex-
pertenwissen von Systembetreuern zu, welche u¨ber langja¨hrige Ta¨tigkeit mit dem Netz
vertraut und u¨ber mo¨gliche ’Schwachstellen’ informiert sind.
Scha¨tzfehler der oben genannten unbekannten Parameter haben mehr oder weniger
stark ausgepra¨gte Abweichungen der am realen System gemessenen Gro¨ßen, wie z.B.
Druckho¨hen, Durchflu¨sse und Beha¨ltersta¨nde, von den mit dem Modell errechneten
zur Folge. Bisher wurde die Aufgabe der Zuordnung der Ursachen innerhalb des Kali-
brierungsprozesses zum gro¨ßten Teil durch zeitaufwendige Probierverfahren (Trial-and-
Error-Verfahren) oder Optimierungsverfahren angegangen, die sich auf einzelne Gro¨ßen
beschra¨nken und dadurch den Gesamtzustand des Systems zu wenig beru¨cksichtigen.
In der Fachliteratur sind außerdem Verfahren zu finden, die mit Hilfe dynamischer
Druckstoßberechnungen die Bestimmung von Rohrrauheit und Leckagen ermo¨gli-
chen sollen (Liggett und Chen, 1994). Nash und Karney (1999) berechnen aus der
Drucka¨nderung, die sich infolge des Druckstoßes durch plo¨tzliches Schließen eines Schie-
bers ergibt, die Rauheit der Rohre zwischen Einspeisung und Schieber. Die Praxisbe-
zogenheit dieser Verfahren ist in Frage zu stellen.
In diesem Kapitel werden zuna¨chst literaturbekannte Kalibrierungsmethoden vorge-
stellt und Mo¨glichkeiten des effizienten Einsatzes des entwickelten mathematischen
Modells, insbesondere der Sensitivita¨tsmatrizen, aufgezeigt. Dazu wird zuna¨chst die
Modellierung unzureichenden Bedarfs und druckabha¨ngiger Leckagen (Kap. 6.3) als
Beispiel fu¨r die Anwendung des erweiterten mathematischen Modells der hydraulischen
Simulation vorgestellt. Die Vorteile der Strukturierung des Graphen (Kap. 2.2.2) hin-
sichtlich Geschwindigkeitssteigerung der innerhalb des Kalibrierungsprozesses ha¨ufig
zu wiederholenden Simulationsrechnungen und ’Kalibrierbarkeit’ bestimmter Gro¨ßen
werden erla¨utert. Es werden verschiedene Mo¨glichkeiten der Kalibrierung einzelner Pa-
rameter (Kap. 6.2.2.2) angegeben, welche durch entsprechende Wahl der Messgro¨ßen
eindeutig bestimmbar sind. Schließlich wird ein Algorithmus zur Wahl eines optimalen
Messprogramms vorgestellt, durch den na¨herungsweise auch Aussagen u¨ber die Qua-
lita¨t des Ergebnisses der Kalibrierung mo¨glich sind (Kap. 6.4). Abschließend werden der
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gezielte Einsatz von Stellgro¨ßena¨nderungen zur Qualita¨tssteigerung der Berechnungs-
ergebnisse diskutiert und eine Strukturierung des Kalibrierungsprozesses vorgeschlagen
(Kap. 6.5).
6.2 Kalibrierungsmethoden
6.2.1 Probierverfahren
Klassische Methoden zur Parameterscha¨tzung sind die so genannten Probier- oder
’Trial-and-Error’-Verfahren. Dabei werden auf Erfahrung und Kenntnis des Systems
basierende Anfangsscha¨tzungen der Modellgro¨ßen vorgenommen und Simulationsrech-
nungen durchgefu¨hrt. Anschließend werden die Ergebnisse der Modellrechnung mit
gemessenen Gro¨ßen verglichen. Der Bearbeiter zieht auf Erfahrung gru¨ndende Schlu¨sse
u¨ber mo¨gliche Ursachen von Abweichungen und passt die Parameter dementsprechend
an. Dieser Prozess wird solange wiederholt bis zufriedenstellende U¨bereinstimmung
gerechneter und gemessener Gro¨ßen erreicht ist.
Bei dieser Methode handelt es sich um einen sehr zeitaufwendigen Prozess. Die erziel-
baren Ergebnisse liegen oft nicht im Bereich der geforderten Genauigkeit. Walski (1983)
gibt ein formelma¨ßig aufbereitetes Verfahren zur Anpassung der Rauigkeitsparameter
an. Zwei unterschiedliche Verbrauchslastfa¨lle werden zu Grunde gelegt, gewo¨hnlicher
Verbrauch und erho¨hte Entnahme durch O¨ffnung eines Hydranten bei Lo¨schwasser-
tests. Es werden Formeln angegeben, u¨ber die mit Hilfe von Druckmessungen fu¨r beide
Lastfa¨lle die Rauigkeitswerte der Rohre zwischen Hydrant und Knoten mit bekanntem
Potenzial1 angepasst werden. In einer spa¨teren Vero¨ffentlichung (Walski, 1986) hebt
derselbe Autor die Bedeutung der Qualita¨t von Messdaten hervor und erla¨utert die
Kalibrierung anhand eines Beispiels. Als wesentlich fu¨r den Erfolg der Kalibrierung
wird hohe Sorgfalt bei der Ermittlung von Messdaten fu¨r unterschiedliche Betriebs-
zusta¨nde und Belastungsfa¨lle erachtet, die sich u¨ber einen mo¨glichst großen Bereich
erstrecken sollen (Walski, 1990).
Ein a¨hnliches Verfahren, bei dem Rauigkeiten und Verbrauchswerte kalibriert werden,
ist einer Vero¨ffentlichung von Bhave (1988a) zu entnehmen. Die Differenz zwischen
Einspeisemenge und gemessener Verbrauchsmenge wird hier zuna¨chst u¨ber eine An-
fangsscha¨tzung auf die Knoten verteilt und im Laufe des Kalibrierungsprozesses suk-
zessive verbessert.
1Beha¨lter oder Druckknoten von PRVs
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Die Vorteile der ’Trial-and-Error’-Verfahren liegen in ihrer universellen Anwendbarkeit.
Neben Expertenwissen und Systemkenntnis muss der Bearbeiter u¨ber ein funktionsfa¨hi-
ges Simulationsmodell, wie es im Rahmen dieser Arbeit entwickelt wurde, verfu¨gen.
Um unterschiedliche Systemkonstellationen untersuchen zu ko¨nnen, ist insbesondere
die Modellierung von Kontrollarmaturen (Kap. 4 und Kap. 5) mit verschiedenen Be-
triebszusta¨nden no¨tig. Nachteilig wirkt der große Zeitaufwand und die nicht sehr hohe
Qualita¨t der erzielbaren Ergebnisse.
6.2.2 Explizite Verfahren
6.2.2.1 U¨berblick
Explizite Verfahren zur Parameterscha¨tzung beinhalten die im Rahmen der Modellbil-
dung exakte analytische Bestimmung einzelner Gro¨ßen. Darunter sind z.B. pauschale
Skalierungsfaktoren fu¨r die Rauheit unterschiedlicher Gruppen von Rohren zu ver-
stehen. Ormsbee und Wood (1986) erweitern das nichtlineare Gleichungssystem zur
Bestimmung des hydraulischen Gleichgewichts Gl. (2.20) auf Seite 21 um zusa¨tzliche
Gleichungen. Das ko¨nnen Bedingungen fu¨r gemessene Einspeisemengen an Beha¨ltern,
Flu¨sse durch Pumpen oder Knotenpotenziale sein. Die Methode erfordert, dass fu¨r jede
dieser zusa¨tzlichen Gleichungen genau eine unbekannte Gro¨ße angegeben wird. Wurden
beispielsweise an fu¨nf Knoten Druckmessungen durchgefu¨hrt, ko¨nnen die Rohre in fu¨nf
Gruppen aufgeteilt und fu¨r diese jeweils pauschale Skalierungsfaktoren der Rauigkeit
berechnet werden. Es wird u¨ber gute Konvergenz des Verfahrens berichtet, Aussagen
u¨ber Eindeutigkeit der Lo¨sung werden nicht getroffen. Bei Wood und Funk (1993b) ist
die direkte Berechnung unterschiedlicher Kalibrierungsparameter mit Hilfe von Druck-
messungen beschrieben und die mo¨gliche Anwendung des Verfahrens zur Bestimmung
von Steuergro¨ßen, wie z.B. Pumpleistung und Kontrollschiebereinstellung, dargestellt.
Rahal u. a. (1980) verwenden die Sensitivita¨tsmatrix der gemessenen Gro¨ßen bezu¨glich
unbekannter Parameter zur Anpassung jener Gro¨ße, die fu¨r die kleinste A¨nderung
des Parameters die gro¨ßtmo¨gliche Verbesserung der U¨bereinstimmung aller gemes-
senen und berechneten Werte erzielt. Danach wird mit dem verbesserten Parameter
das Verfahren wiederholt und solange ausgefu¨hrt bis Konvergenz erreicht ist. Ferre-
ri u. a. (1994) fu¨gen zu den Gleichungen der hydraulischen Simulation Bedingungen
aus Druck- und Durchflussmessungen hinzu, um so die gleiche Anzahl unbekannter
Parameter bestimmen zu ko¨nnen. Die Frage der Sensitivita¨t berechneter Fluss- und
Druckverteilungen im Hinblick auf Kalibrierungsfehler wird gestellt und die Bestim-
130 6 KALIBRIERUNG DES SIMULATIONSMODELLS
mung der Einflussmatrix durch Variation der einzelnen Parameter und Vergleich der
berechneten Gro¨ßen durchgefu¨hrt.
6.2.2.2 Anwendung des Simulationsmodells bei expliziten Verfahren
Das in dieser Arbeit entwickelte Simulationsmodell kann direkt zur Bestimmung von
Skalierungsfaktoren fu¨r die Rauigkeit von Rohren innerhalb eines Pfades verwendet
werden. Dabei sind zuna¨chst n Pfade als UHF-Pfade nach Kap. 5.3.3 sowie n Mess-
knoten zu wa¨hlen, so dass Teil a) von Voraussetzung 5.1 auf Seite 96 erfu¨llt ist. Nach
Satz 5.13 auf Seite 114 existiert dann ein eindeutiges Gleichgewicht. Aus berechneter
Druckreduktion und berechnetem Fluss im UHF-Pfad kann der Skalierungsfaktor der
Rauheit der Rohre im Pfad berechnet werden. Daru¨ber hinaus ist die Sensitivita¨t der
Lo¨sung bezu¨glich Kalibrierungsfehlern (s. oben Ferreri u. a., 1994) direkt bestimmbar.
Die Einfu¨hrung von Pfaden (Kap. 2.2.2) bietet sich zur Gruppierung von Rohren mit
gleicher unbekannter Rauigkeit besonders an. Es ist anzunehmen, dass die Rohre inner-
halb eines Pfades gleiche Rauigkeitswerte aufweisen. Denn die Pfade entsprechen meist
Straßenzu¨gen, deren Rohre gewo¨hnlich gleichzeitig verlegt wurden, sich in Material
und Durchmesser a¨hneln und andererseits von Wasser gleicher Qualita¨t durchflossen
werden2. Pfade, bei denen das Alter der Rohre wesentlich variiert, sind vom Bearbeiter
von der Anwendung der Methode auszuschließen.
Auch beim Einsatz von Verfahren zur Bestimmung unbekannter Verbrauchswerte bietet
die Strukturierung des Graphen Vorteile. Gegenstand der Kalibrierung sind zuna¨chst
nur die Bedarfswerte der Pfadverbindungsknoten. Wenn Simulationsergebnisse hinrei-
chend gute U¨bereinstimmung mit gemessenen Werten bieten, die Parameterscha¨tzung
am reduzierten Modell damit abgeschlossen ist, kann lokal, innerhalb der Pfade, eine
Aufteilung der zusa¨tzlichen Bedarfswerte erfolgen. Im Versorgungsnetz ko¨nnen Leckor-
tungsverfahren (Eiswirth und Burn, 2001; Makar und Chagnon, 1999) eingesetzt oder
die berechneten Ergebnisse mit Informationen von fest installierten Lecku¨berwachungs-
systemen (Moritz und Wagner, 2000) verglichen werden. Mit der Lokalisierung von
Leckagen bescha¨ftigen sich auch Liggett (1993) und Koelle u. a. (1996).
2Außer ein Pfadzwischenknoten ist als Knoten mit konstanter Einspeisung modelliert
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6.2.3 Methode der kleinsten quadratischen Abweichungen
Die Methode der kleinsten quadratischen Abweichungen kann angewandt werden, wenn
die Anzahl der gemessenen Gro¨ßen die der gesuchten Parameter u¨bersteigt. Dazu wer-
den am realen System unterschiedliche Betriebszusta¨nde herbeigefu¨hrt. Diese ko¨nnen
sowohl systemimmanent sein, wie sie z.B. durch unterschiedliche, u¨ber den Tag ver-
teilte Belastungsfa¨lle verursacht werden, oder aber nur wa¨hrend eines Messprogramms
z.B. durch (teilweises) Schließen von Schiebern und/oder Manipulation der Stellgro¨ßen
von Kontrollarmaturen herbeigefu¨hrt werden.
Gegeben seien b = 1, . . . , nb Betriebszusta¨nde und m = 1, . . . , nm Messknoten. Die
Methode der kleinsten quadratischen Abweichungen besteht aus der Minimierung der
Funktion
Z =
nb∑
i=1
nm∑
j=1
wj
(
V Mij − V Sij
)2
. (6.1)
Dabei werden mit wij unterschiedliche Gewichtungsfaktoren, mit V
M
ij die Messwerte
und mit V Sij die berechneten Werte der Gro¨ße j in Betriebszustand i bezeichnet. Datta
und Sridharan (1994) liefern eine Prozedur, welche Sensitivita¨tsaussagen beru¨cksich-
tigt. Zwei Verfahren zur Bestimmung der Einflussmatrizen werden genannt: Direkt
u¨ber die Jacobimatrix des Newtonverfahrens oder iterativ durch Berechnen der Aus-
wirkung einer Parametera¨nderung mit dem Simulationsmodell. Ein a¨hnliches Modell
ist bei Reddy u. a. (1996) zu finden.
Die im Rahmen dieser Arbeit entwickelten Sensitivita¨tsresultate (Kap. 4.3) ermo¨glichen
die direkte Berechnung unter Beru¨cksichtigung unterschiedlicher, durch gezielte Mani-
pulation der Kontrollarmaturen verursachter Nebenbedingungen. Dadurch vergro¨ßert
sich der Anwendungsbereich der Methode der kleinsten quadratischen Abweichungen.
Besondere Bedeutung hat bei diesem Verfahren die Generierung unterschiedlicher
Betriebszusta¨nde, unter denen Redundanz der Systemgleichungen vermieden wird.
Als wichtige Maßnahme ist das voru¨bergehende Schließen von Schiebern (s. Kap.
4.2.2.6) und Manipulation weiterer Kontrollarmaturen zu nennen. Das Modell bie-
tet die Mo¨glichkeit, geschlossene Stra¨nge zu beru¨cksichtigen, ohne dass die einmal
durchgefu¨hrte Schleifenwahl gea¨ndert werden muss (s. Kap. 4.2), was erheblich zur
Steigerung der Rechengeschwindigkeit bei den innerhalb der Kalibrierung sehr ha¨ufig
zu wiederholenden Simulationsla¨ufen beitra¨gt.
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6.2.4 Implizite Verfahren
6.2.4.1 U¨berblick
Nachteilig bei den in Kap. 6.2.2 behandelten expliziten Verfahren ist die beschra¨nk-
te Anwendungsmo¨glichkeit der Kalibrierung auf eine feste Zahl bestimmter Parame-
ter. Die Methode der kleinsten quadratischen Abweichungen erfordert eine große Zahl
von Messungen und Betriebszusta¨nden, bei denen Redundanz in den hydraulischen
Gleichungen nicht ohne Weiteres ausgeschlossen werden kann. Dagegen sind die im
Folgenden vorgestellten impliziten Verfahren auf beliebige Messwerte, Lastfa¨lle, Steu-
erungseinstellungen anwendbar, wobei aber nicht vergessen werden darf, dass die Gu¨te
des Kalibrierungsergebnisses direkt mit der Qualita¨t des zu Grunde liegenden Mess-
programms verbunden ist.
Der Kalibrierungsprozess wird als nichtlineare Optimierungsaufgabe unter Nebenbe-
dingungen formuliert (Ormsbee, 1989). Die optimal zu wa¨hlenden Gro¨ßen P bein-
halten dabei die Parameter Rauigkeit, Bedarf, weitere Modellparameter oder belie-
bige Kombinationen. Die zu minimierende Zielfunktion Z(P) entha¨lt die gewichte-
te Summe der Betra¨ge der Differenzen zwischen gemessenen und gerechneten Wer-
ten aus unterschiedlichen Betriebszusta¨nden. Die errechneten Gro¨ßen sind durch die
Nebenbedingungen hS(P) = 0, welche das Systemgleichgewicht beinhalten, implizit
als Funktionen der Variablen definiert. Dazu kommen implizite Nebenbedingungen
lI ≤ gI(P) ≤ uI , z.B zula¨ssige Intervalle von Druckho¨hen, und explizite Nebenbe-
dingungen lE ≤ gE(P) ≤ uE, zula¨ssige Bereiche von Rauheit, Verbrauch, usw., welche
durch Netzkenntnis des Bearbeiters enger gewa¨hlt werden ko¨nnen und somit zu ho¨herer
Qualita¨t des Kalibrierungsergebnisses beitragen. Insgesamt lautet das mathematische
Modell der impliziten Kalibrierungsverfahren:
min Z(P)
hS(P) = 0
lI ≤ gI(P) ≤ uI
lE ≤ gE(P) ≤ uE.
(6.2)
Im Allgemeinen handelt es sich bei Gl. (6.2) um eine nichtlineare, nichtkonvexe und
multimodale Optimierungsaufgabe. Zur Lo¨sung des Problems eingesetzte Algorithmen
sind bei Ormsbee (1989) zu finden. In den vergangenen Jahren erfreuten sich sto-
chastische Verfahren zur Lo¨sung multimodaler Optimierungsaufgaben immer gro¨ßerer
Beliebtheit. Dazu za¨hlen Genetische Algorithmen, Evolutionsstrategien und Simulated-
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Anealing-Methoden. Deren Anwendung zur Kalibrierung von Simulationsmodellen in
der Wasserversorgung ist z.B. beschrieben bei Walters u. a. (1994).
Problematisch ist nach Meinung des Autors, dass diese Verfahren, bedingt durch ihre
universelle Einsetzbarkeit, dem Bearbeiter ein gutes Kalibrierungsergebnis vorta¨uschen
ko¨nnen, obwohl tatsa¨chlich wesentlich mehr Aufwand z.B. bei der Datenerhebung no¨tig
gewesen wa¨re. Bei den expliziten Methoden ist sich der Bearbeiter der Tatsache be-
wusst, dass nur bestimmte, von ihm gewa¨hlte Parameter Gegenstand der Kalibrierung
sind. Falls kein Einfluss zwischen Messung und Parameter besteht, geht die Lo¨sbarkeit
des Systems verloren, das Problem wird somit offenkundig.
6.2.4.2 Kalibrierbarkeit bestimmter Parameter
a) b)
MK
MK
ROOT ROOT
H H∆ ∆
1 1
2 2
Abbildung 6.1: Rauheit von Rohr 2 a) kalibrierbar b) nicht kalibrierbar
Wie erwa¨hnt wurde, bieten implizite Verfahren die Mo¨glichkeit, sa¨mtliche Modellpara-
meter als zu bestimmende Gro¨ßen zu definieren. Dabei wurden in bisherigen Vero¨ffent-
lichungen aber keine Anforderungen an die ’Kalibrierbarkeit’ der einzelnen Parame-
ter gestellt. Das im Rahmen dieser Arbeit entwickelte Modell bietet eine einfache,
auf graphentheoretischen U¨berlegungen (Kap. 2.2.1) basierende Mo¨glichkeit, fu¨r jeden
Betriebszustand die Kalibrierbarkeit der Rauigkeitswerte und Schieberstellungen der
einzelnen Stra¨nge zu u¨berpru¨fen.
Eine Mo¨glichkeit besteht darin, die Sensitivita¨tsmatrix Gl. (4.63) auf Seite 83 fu¨r den
aktuellen Zustand zu betrachten. Stra¨nge, die zu einer Nullspalte in der Matrix geho¨ren,
sind nicht kalibrierbar. Diese Stra¨nge ko¨nnen aber auch direkt u¨ber die in Kap. 2.2.1
eingefu¨hrte Strukturierung des Graphen bestimmt werden. Druckverlusta¨nderungen in
Stra¨ngen des Waldes, die von den Bla¨ttern ausgehend zur Wurzel vor einem Messkno-
ten erreicht werden, haben keinen Einfluss auf die Druckho¨he des Messknotens, ihre
Rauigkeit ist mit diesem Messprogramm nicht kalibrierbar. Genauso ist zu u¨berpru¨fen,
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ob die durch aktive Nebenbedingungen in zwei Ba¨ume zerfallenen Pfade kalibrierbare
Stra¨nge beinhalten. Den einfachen Sachverhalt verdeutlicht Abb. 6.1.
6.3 Erweiterte Anwendung des Modells
6.3.1 Modellierung unzureichender Versorgung
Das bis hier entwickelte Modell der hydraulischen Simulation von Wasserversorgungs-
netzen basiert auf der Annahme konstanter Verbrauchswerte. Der Anwendbarkeit der
verbrauchsgesteuerten Analysemodelle, zu denen beinahe alle erha¨ltlichen Programme
zu za¨hlen sind, sind jedoch Grenzen gesetzt. In Entwicklungsla¨ndern ha¨ufig anzutreffen
ist der Fall, dass die Wasserversorgung unzureichend ist (intermittent supply), der Be-
darf nicht gedeckt werden kann (Chandapillai, 1991). Daru¨ber hinaus ko¨nnen Lo¨schwas-
serentnahmen, Ausfall von Pumpen oder Rohrbru¨chen zu Konstellationen mangelnder
Versorgung in einzelnen Netzabschnitten fu¨hren (Gupta und Bhave, 1996). Durch ver-
brauchsgesteuerte Analyse kann diese Situation nicht korrekt modelliert werden, da die
Bedarfswerte als Parameter des Modells auf jeden Fall eingehalten werden. Die Folge
sind unrealistische Druckho¨hen3, unter denen der angesetzte Verbrauch nie gewa¨hr-
leistet werden kann, da das errechnete Knotenpotenzial z.B. unter der geoda¨tischen
Ho¨he der Entnahmestelle liegen wu¨rde.
Das entwickelte Modell bietet die Mo¨glichkeit, derartige Bedarfssituationen zu beru¨ck-
sichtigen. Kann eine maximal monotone Abbildung nach Def. 3.17 auf Seite 40 gefunden
werden, die unzureichende Versorgungssituationen wiedergibt, la¨sst sich das Modell oh-
ne Schwierigkeiten erweitern.
In diesem Fall ist zu beru¨cksichtigen, dass unter einer gewissen Druckho¨heH1 keine Ent-
nahme mo¨glich ist, wa¨hrend bei Druckho¨hen H > H2 der volle Bedarf gedeckt werden
kann. Dazwischen schla¨gt Chandapillai (1991) zur Beru¨cksichtigung der Abha¨ngigkeit
der mo¨glichen Wasserentnahme vom anstehenden Druck eine Beziehung der Form
H = H1 + kQ
n
IS (6.3)
vor. Dabei sind k, n Konstanten und QIS die erreichte Entnahme. H stellt die anste-
hende Druckho¨he als monotone Abbildung der Entnahme am Knoten dar.
3evtl. sogar negative
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Abbildung 6.2: Darstellung der Druckverha¨ltnisse bei unzureichender Versorgung
Da der maximale Bedarf Q als bekannt vorausgesetzt wird, kann dieser als obere
Schranke fu¨r die tatsa¨chlich erreichte Entnahme am Knoten angesetzt werden und geht
somit als Parameter ins Modell ein. Zur Simulation der mo¨glicherweise unzureichenden
Versorgungssituation wird ein virtueller Strang (VL) zwischen Bedarfsknoten (DN)
und Referenzknoten (RN) eingefu¨hrt. Der tatsa¨chlich erreichbaren Entnahme QIS
entspricht der Fluss qIS ∈ [0;Q] im virtuellen Strang. Die Situation ist in Abb. 6.2 auf
der na¨chsten Seite dargestellt. Die mo¨glichen Entnahmeverha¨ltnisse am Knoten (DN)
lassen sich in die drei Bereiche einteilen:
VV: volle Versorgung mo¨glich qIS = Q
UV: unzureichende Versorgung qIS = f(H)
KV: keine Versorgung mo¨glich qIS = 0
Die Umrechnung der Grenzpotenzialho¨hen in Grenzdruckverluste ergibt sich aus der
Parallelverschiebung des Achsensystems um HR und ist aus Abb. 6.2 abzulesen:
h1 = H1 −HR, h2 = H2 −HR, h = H −HR.
Das hydraulische Gesetz des virtuellen Stranges ist durch folgenden monotonen
Operator (vgl. Kap. 4.2) gegeben (Abb. 6.3 auf der na¨chsten Seite):
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qIS(h) =

0 , h < h1(
h−h1
k
) 1
n , h1 ≤ h ≤ h2
Q , h > h2
. (6.4)
Die zugeho¨rige konvexe ’Co-Content’ -Funktion lautet:
WIS(h) =

0 , h < h1
Qh2 +
n
n+1
[(
h−h1
k
)n+1
n − (h2−h1
k
)n+1
n
]
, h1 ≤ h ≤ h2
Qh , h ≥ h2
. (6.5)
Entsprechend ko¨nnen die duale Formulierung
hIS(q) =

∅ , q < 0
(−∞, h1] , q = 0
h1 + kq
n , 0 < q < Q
[h2,+∞) , q = Q
∅ , q > Q
(6.6)
und ’Content’
W cIS(q) =

∞ , q < 0
h1q +
k
n+1
qn+1 , 0 ≤ q ≤ Q
∞ , q > Q
(6.7)
fu¨r unzureichende Versorgung angegeben werden.
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Abbildung 6.3: Operatoren hIS 7→ qIS und qIS 7→ hIS
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6.3.2 Modellierung druckabha¨ngiger Leckagen
Wesentlicher Bestandteil von Kalibrierungsrechnungen ist die Zuordnung von Verlust-
mengen zu mo¨glichen Ursachen. Dabei sind zeitweise auftretende Verluste infolge von
falschen Za¨hlerablesungen, Buchhaltungsfehlern oder unerlaubten Entnahmen von kon-
tinuierlichen druckabha¨ngigen Fehlmengen, die durch Bescha¨digungen am Rohrnetz
oder an den Hausanschlu¨ssen entstehen, zu unterscheiden. Zu deren Identifizierung
mu¨ssen geeignete Annahmen u¨ber Lage und Gro¨ße der Leckagen getroffen werden, wel-
che dann sukzessive im Kalibrierungsprozess verbessert werden. Voraussetzung dafu¨r
ist eine mo¨glichst realita¨tsnahe Abbildung der Leckagen im Simulationsmodell.
Zur Implementierung druckabha¨ngiger Leckagen bietet sich das in Abb. 6.4 auf der
na¨chsten Seite dargestellte hydraulische Modell an. Der eigentliche Verbrauchsknoten
(DN) wird u¨ber den virtuellen Strang (VL1) mit einem virtuellen Beha¨lter verbunden,
dessen Potenzialho¨he mit der geoda¨tischen Ho¨he H0 der Gela¨ndeoberkante (GOK)
u¨bereinstimmt. Der gedachte Beha¨lter ist u¨ber den virtuellen Strang (VL2) mit dem
Referenzknoten (RN) verbunden.
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Abbildung 6.4: Hydraulisches Modell druckabha¨ngiger Leckage
Die Abha¨ngigkeit des Verlustes qL vom anstehenden Druck P , welcher mit dem Druck-
verlust hL im Strang (VL1) identisch ist, kann durch einen maximal monotonen Ope-
rator nach Def. 3.18 auf Seite 41 abgebildet werden. Im Allgemeinen ist dieser Zusam-
menhang unter anderem abha¨ngig von Fla¨che und Gro¨ße des Lecks, vom Material des
Rohres und seinen Dehnungseigenschaften, von der Beschaffenheit des Untergrundes,
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in dem das schadhafte Rohr verlegt ist. La¨ngsrisse im Rohr haben z.B. die Eigen-
schaft, dass sich die Leckfla¨che durch Dehnung des Rohres bei hohem Druck ausweitet
oder sich erst ab einem gewissen Druck o¨ffnet (May, 1994). Dadurch versta¨rkt sich der
Einfluss der Druckabha¨ngigkeit der Verlustmenge zusa¨tzlich.
Es kann keine allgemein gu¨ltige Formel fu¨r die Abbildung angegeben werden. Viel-
mehr sind im Einzelfall die Einflussfaktoren zu untersuchen und eine geeignete Wahl
des hydraulischen Gesetzes zu treffen. Evtl. ko¨nnen auch Versuche zur Kla¨rung des
Sachverhalts beitragen. Beliebige Steigerung der Genauigkeit ist mo¨glich, aber auch
fu¨r grobe Na¨herungen sind im Rahmen der Unsicherheit bezu¨glich der u¨brigen Modell-
parameter gute Ergebnisse zu erwarten. In Abb. 6.5 a) ist die Abbildung qL 7→ hL fu¨r
ein Leck, welches sich erst ab einer Druckho¨he Pmin o¨ffnet, angegeben. Die hydraulische
Beziehung des zweiten virtuellen Stranges (Abb. 6.5b)) entspricht der eines virtuellen
Stranges zwischen realen Beha¨ltern ∆H = const. Die mathematische Formulierung
kann gema¨ß der von Kap. 6.3.1 abgeleitet werden.
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Abbildung 6.5: Bsp. fu¨r hydraulische Beziehung druckabha¨ngiger Leckage
Neben der Anwendung des Modells zur Ma¨ngelidentifikation besteht die Mo¨glichkeit,
dass u¨ber einen la¨ngeren Zeitraum druckabha¨ngige Lecks als Bestandteil des Versor-
gungssystems akzeptiert werden mu¨ssen, da eine vollsta¨ndige Rehabilitation nur u¨ber
den Zeitraum mehrerer Jahre hinweg durchfu¨hrbar ist und eines immensen finanziellen
Einsatzes bedarf. In solchen Fa¨llen wird versucht, durch geeignete Wahl von Schie-
berstellungen oder anderen Kontrollarmaturen die Verluste so gering als mo¨glich zu
halten. Vairavamoorthy und Lumbers (1998) schlagen z.B vor, die Abweichung der
Druckho¨hen von den Mindestdruckho¨hen zu minimieren. Durch die hier vorgestellte
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Erweiterung des Simulationsmodells ist eine direkte Beru¨cksichtigung der Leckverluste
und Differenzierung des Einflusses mo¨glich, der durch den Druck ausgeu¨bt wird.
Bei der gezeigten Methode zur Simulation unbekannter Entnahmen durch Einfu¨gen vir-
tueller Stra¨nge handelt es sich um ein allgemeingu¨ltiges Verfahren, durch das sa¨mtliche
Randgro¨ßen zu inneren Gro¨ßen des Systems gemacht werden ko¨nnen. Jeder Randkno-
ten ist mit dem virtuellen Bezugsknoten des Systems u¨ber einen zusa¨tzlichen virtuel-
len Strang zu verbinden. Die Randbedingungen, z.B. Q = const oder H = const fu¨r
Bedarfs- und Potenzialknoten, werden dann als hydraulisches Gesetz des zugeho¨rigen
virtuellen Stranges beru¨cksichtigt. Der so modifizierte Graph beinhaltet nur Zwischen-
knoten, sa¨mtliche die Hydraulik betreffende Gesetzma¨ßigkeiten sind strangbezogen.
Diese ko¨nnen beliebig verallgemeinert werden und fu¨hren wie in den vorhergehenden
Kapiteln gezeigt wurde zu einer eindeutigen Flussverteilung, wenn sie den Anforderun-
gen eines maximal monotonen Operators (Def. 3.18) genu¨gen.
6.3.3 Bestimmung einzelner Steuer- und Entwurfsparameter
Die in Kap. 6.2.2.2 kurz beschriebenen expliziten Verfahren zur Kalibrierung einzelner
Modellparameter sind daru¨ber hinaus zur Bestimmung unterschiedlicher Steuergro¨ßen
geeignet.
Sie ko¨nnen z.B. eingesetzt werden, wenn die zum Erreichen gewisser Druckho¨hen
beno¨tige Druckreduktion innerhalb eines Pfades gesucht ist. Auch Druckzufuhr im
UHF-Strang ist denkbar. Damit ko¨nnen Pumpen dimensioniert werden, die an aus-
gezeichneten Punkten4 unter gegebener Last einen gewu¨nschten Druck erzeugen. Die
Solldruckknoten mu¨ssen nicht direkt an die UHF-Stra¨nge anschließen, solange Voraus-
setzung 5.1 auf Seite 96 eingehalten ist.
6.4 Auswahl der Messknoten im optimalen Mess-
programm
Entscheidend fu¨r den Kalibrierungsprozess ist die Wahl des Messprogramms. Wa¨hrend
Einspeisekurven an Beha¨ltern als bekannt vorausgesetzt werden, setzen sich die
wa¨hrend eines Messprogramms ermittelten Gro¨ßen im wesentlichen aus Druckho¨hen,
Flu¨ssen, Einspeisungen und Qualita¨tsparametern zusammen. Um ein Maximum an
4entsprechend den Messknoten bei der Kalibrierung
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Information u¨ber den Zustand des Systems aus den Messdaten, deren Erhebung teil-
weise mit großem finanziellem Aufwand verbunden ist, zu gewinnen, soll die optimale
Verteilung der Messungen im Netz gefunden werden. Dazu mu¨ssen unterschiedliche
Anordnungen der Messarmaturen vergleichbar sein. Das Maß, bezu¨glich dessen der
Vergleich durchgefu¨hrt wird, dient als quantitative Abscha¨tzungen der Gu¨te von Kali-
brierungsergebnissen, die mit Hilfe des zu Grunde liegenden Messprogramms ermittelt
werden.
In den USA werden zur Ermittlung von Messdaten verbreitet Lo¨schwassertests einge-
setzt. Durch O¨ffnen von Hydranten wird ein Systemzustand mit großen Fließgeschwin-
digkeiten in Pfaden zwischen Einspeisung und Hydrant erzeugt. Rauheiten der Rohre
innerhalb dieser Pfade sind Gegenstand der Kalibrierung. Der Einsatz Genetischer
Algorithmen zur optimalen Wahl der Lo¨schwassertests wird von Meier und Barkdoll
(2000) beschrieben.
Bush und Uber (1998) stellen ein Verfahren zum Entwurf eines optimalen Messpro-
gramms unter wahrscheinlichkeitstheoretischer Beru¨cksichtigung von Messfehlern vor.
Die Sensitivita¨t der Zustandsvariablen bezu¨glich der Modellparameter wird dabei aus
der Lo¨sung eines differenzialalgebraischen Gleichungssystems gewonnen. Drei Varian-
ten zur Bestimmung der Qualita¨t eines Messprogramms werden genannt:
- Max-Sum-Kriterium: Die normierte Summe der Sensitivita¨t
∂Vm
∂P
der Messgro¨ßen
Vm bezu¨glich der Parameter P soll maximiert werden:
MSi =
nP∑
j=1
∥∥∥∥∂Vm∂P
∥∥∥∥
i,j
.
Damit lassen sich die Knoten in der Reihenfolge der MSi-Werte ordnen und so die
geeignetsten auswa¨hlen.
- Max-Min-Kriterium: m Entwu¨rfe fu¨r Messprogramme sollen der Qualita¨t nach geord-
net werden. Dazu wird fu¨r das k-te Messprogramm Mk die ’Kalibrierbarkeit’ S
k
j der
einzelnen Parameter j berechnet:
Skj =
∑
i∈Mk
∥∥∥∥∂Vm∂P
∥∥∥∥
i,j
, j = 1, . . . , nP .
Als na¨chstes wird Pu = min
{
Skj , j = 1, . . . , nP
}
bestimmt und das Messprogramm i
mit gro¨ßtem Ni,u an Rang k gesetzt. Diese Vorgehensweise wird fu¨r alle m Messpro-
grammentwu¨rfe wiederholt.
- Gewichtetes Summen Kriterium: iteratives Verfahren a¨hnlich wie Max-Min-
Kriterium.
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Nachteil der drei Methoden ist, dass sie entweder die Abha¨ngigkeit der Wahl der Mess-
gro¨ßen nicht beru¨cksichtigen (Max-Sum-Kriterium) oder wie bei den iterativen Me-
thoden der Fokus in jeder Iteration auf einen Parameter gerichtet ist. Wa¨hrend z.B.
das Max-Sum-Kriterium zur Wahl einer Messgro¨ße, welche auf mo¨glichst viele Para-
meterabweichungen reagiert, sehr gut geeignet ist, liefert es beim Einsatz mehrerer
Messgera¨te kein befriedigendes Ergebnis. Eine ’bedingte’ Sensitivita¨t an Stelle der ab-
soluten ist zu beru¨cksichtigen.
Ziel dieses Abschnittes ist es, ein Verfahren vorzustellen, welches die genannten Proble-
me nicht aufweist. Einsatzmo¨glichkeiten der nach Kap. 4.3 gewonnenen Sensitivita¨ts-
resultate zur optimalen Auswahl eines Messprogramms werden aufgezeigt. Dabei wird
kein Anspruch auf Vollsta¨ndigkeit erhoben, vielmehr soll die Vorgehensweise exempla-
risch dargestellt werden.
Zuna¨chst sind auf Expertenwissen basierende Anfangsscha¨tzungen p0 der gesuchten
Parameter (vgl. Kap. 6.5) durchzufu¨hren, mit denen eine Simulationsrechnung durch-
gefu¨hrt wird. Die Sensitivita¨tsresultate nach Kap. 4.3 ko¨nnen dazu verwendet werden,
die Abha¨ngigkeit der Systemvariablen v als lineare Funktion f der Modellparameter p
zu approximieren:
v = f(p) = f(p0) + f
′(p0)(p− p0). (6.8)
Gl. (6.8) stellt eine Art Taylorreihenentwicklung unter Vernachla¨ssigung des Restglied-
einflusses dar. Der Satz von Taylor ist nicht direkt anwendbar, da zweimalige Differen-
zierbarkeit der Funktion v = f(p) gefordert wird, die Sensitivita¨tsresultate in Kap. 4.3
aber nur Aussagen u¨ber die Existenz der ersten Ableitung liefern.
Im Folgenden werden beispielhaft als gemessene Gro¨ßen die Potenzialho¨hen an ausge-
zeichneten Knoten (Messknoten) angenommen. Ebenso ko¨nnten Mengenmessungen in
den Stra¨ngen erfolgen. Diese sind in der Regel jedoch aufwendiger und teurer durch-
zufu¨hren. An den Verbrauchsknoten wird von einem Mindestbedarf Q0 ausgegangen,
zu bestimmende Parameter sind zusa¨tzliche Bedarfswerte ∆Q.
Der Ansatz besteht darin, die Messknoten so zu wa¨hlen, dass die Summe der maximal
mo¨glichen Abweichungen der Potenzialho¨hen an den Nicht-Messknoten mo¨glichst ge-
ring wird. Die Potenzialho¨hen an den Messknoten werden konstant gehalten und die
Summe der zusa¨tzlichen Bedarfswerte soll den Verlusten des Systems ∆Qges entspre-
chen. Anschaulich bedeutet dies, dass die ’Steifigkeit’ des Systems bei ’Festhalten’ der
Potenzialho¨hen der Messknoten mo¨glichst groß und die ’Beweglichkeit’ klein werden
sollen.
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Sei Mn die Menge und n die Anzahl der Nicht-Potenzialknoten sowie nm die Anzahl
der Messknoten undMm beliebige Teilmenge vonMn mit Kardinalita¨t nm. Betrachtet
wird folgendes Minimierungsproblem:
min
Mm⊂Mn
Z = Σ∆Hn. (6.9)
Bei Gl. (6.9) handelt es sich um eine diskrete Optimierungsaufgabe. Gesucht ist die
TeilmengeM∗m vonMn, fu¨r die der Zielfunktionswert Z minimal wird. Dabei ist Σ∆Hn
Lo¨sung der linearen Optimierungsaufgabe
minQ {Σ∆Hn = [∇QHn]TQ0 ∆Q
}
,
∇QHTm∆Q = 0,
∆Q ≥ 0,∑n
i ∆Qi = ∆Qges
(6.10)
fu¨r gegebene Menge Mm. Vorausgesetzt wird
[∇QHn]i,j ≤ 0 ∀i = 1, . . . , n,∀j, . . . , n, (6.11)
d.h. eine Steigerung des Bedarfs an einem beliebigen Knoten i fu¨hrt an allen u¨brigen
Knoten, falls Einfluss besteht, zu einer Potenzialabnahme. Das Minimum der Summe
kann daher an Stelle der maximalen Summe der Betra¨ge der einzelnen Abweichungen
verwendet werden (vgl. oben). Insgesamt handelt es sich bei Gl. (6.9) und Gl. (6.10)
um eine hierarchische Optimierungsaufgabe5. Wa¨hrend durch das ’a¨ußere’ Optimie-
rungsproblem Gl. (6.9) die beste Lage der Messknoten bestimmt werden soll, liefert
das LP (6.10) der ’inneren’ Aufgabe bei gegebener Wahl des Messprogramms eine Ap-
proximation des maximalen Fehlers (wegen Gl. (6.11) das Minimum der Summe der
Potenzialabweichungen an Nichtmessknoten) als Maß fu¨r die Gu¨te des Messprogramms.
Wa¨hrend zur Lo¨sung der inneren Aufgabe Gl. (6.10) Standardverfahren der linearen
Optimierung anwendbar sind, stehen fu¨r die Lo¨sung der a¨ußeren diskreten Optimie-
rungsaufgabe praktisch keine Lo¨sungsverfahren aus der angewandten Mathematik zur
Verfu¨gung. Die Anzahl der Mo¨glichkeiten nmp fu¨r ein Messprogramm entspricht dem
Binomialkoeffizienten
(
n
nm
)
. Eine vollsta¨ndige Enumeration der mo¨glichen Messpro-
gramme als Alternative ist nur bei relativ kleinem n und sehr großem oder kleinem
Verha¨ltnis nm
n
durchfu¨hrbar (siehe Pascalsches Dreieck der Kombinatorik). Bei einem
5in der Spieltheorie als Stackelberg-Spiel bezeichnet
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Netz mit 6 Knoten, von denen 3 als Messknoten zu identifizieren sind, mu¨ssen 20 mo¨gli-
che Kombinationen untersucht werden. Zehn Messknoten aus 100 Konten zu wa¨hlen,
macht bereits 1.731 · 1013 Auswertungen des LPs erforderlich. Zum Einsatz kommen
stochastische Optimierungsmethoden (Genetische Algorithmen, Evolutionsstrategien,
Simulated-Anealing-Verfahren), die jedoch a¨hnlich einer vollsta¨ndigen Enumeration
sehr viele LP-Auswertungen beno¨tigen. Eine global optimale Lo¨sung kann in der prak-
tischen Anwendung nicht garantiert werden. Dennoch ist ein Ergebnis zu erwarten,
welches ohne Anwendung des Modells nicht erreichbar wa¨re (vgl. Anwendung stochas-
tischer Verfahren zur Kostenoptimierung bei Neuentwu¨rfen von Rohrnetzen (Cembro-
wicz, 1994)).
Das Ergebnis der hierarchischen Aufgabe liefert neben der Topologie der Messknoten
eine Abscha¨tzung der erreichbaren Qualita¨t der Kalibrierungsergebnisse fu¨r dieses Pro-
gramm. Die durchschnittliche maximale Abweichung des tatsa¨chlichen Potenzials an
den Verbrauchsknoten ∆Hd berechnet sich na¨herungsweise zu:
∆Hd =
Σ∆Hn
n−m . (6.12)
Liegen bereits Vermutungen u¨ber die Lage gro¨ßerer Verlustmengen vor, kann es sinn-
voll sein, u¨ber Annahmen eine Anfangsflussverteilung Q0 zu wa¨hlen, die bereits die
Gesamtfehlmenge beinhaltet
∑n
i=1Q0,i = Qges. Der Gradient ∇QH wird dann an die-
ser Stelle berechnet. In Aufgabe Gl. (6.10) ist die Vorzeichenbeschra¨nkung ∆Q ≥ 0
durch ∆Q ≥ Qlb zu ersetzen. Folgendes LP ist zu lo¨sen:
minQ {Σ∆Hn = [∇QHn]TQ0 (∆Q−Qlb)
}
,
∇QHTm∆Q = 0,
∆Q−∆Qlb ≥ 0,∑n
i=0∆Qi = 0.
(6.13)
In ∆Qlb stehen die unteren Schranken der Bedarfswertabweichungen vom Nominalwert
Q0. Es gilt ∆Qlb = Q0 − Qlb. Je nachdem, wie klein die Absta¨nde ∆Qlb gewa¨hlt
werden ko¨nnen, verringert sich die ’Beweglichkeit’ des Systems und erho¨ht sich die
Zuverla¨ssigkeit der Lo¨sung.
In entsprechender Weise kann mit allgemeinen Parametern P, Variablen und Mess-
gro¨ßen V verfahren werden. Zu beachten ist, dass Gl. (6.11) auf Seite 141 nicht fu¨r
beliebige P gilt. In solchen Fa¨llen ist Gl. (6.9) zu ersetzen durch:
min
Mm⊂Mn
Z = (max
P
Σ∆Vn −min
P
Σ∆Vn), (6.14)
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maxPΣ∆Vn (minPΣ∆Vn) ist dabei Maximum (Minimum) der Aufgabe:
maxP(minP) {Σ∆Vn = [∇PVn]TP0 (∆P
}
∇PVTm∆P = 0
∆P ≥ ∆Plb
∆P ≤ ∆Pub.
(6.15)
6.5 Kalibrierungsmodell
6.5.1 U¨berblick
Einsatzmo¨glichkeiten des entwickelten erweiterten Simulationsmodells innerhalb des
gesamten Kalibrierungsprozesses sollen kurz dargestellt werden. Dabei werden die in
Kap. 6.2 beschriebenen Verfahren beru¨cksichtigt. Fu¨r die weiteren Betrachtungen wird
es als zweckma¨ßig erachtet, zwischen Grob- und Feinkalibrierung zu unterscheiden.
6.5.2 Grobkalibrierung
Am Anfang des Kalibrierungsprozesses steht die Bestandsaufnahme des Systems. Es
gilt zu kla¨ren, welche Ma¨ngel auftreten, wie hoch die Verluste sind, in welchen Zo-
nen unzureichende Druckho¨hen auftreten. Zur Bestandsaufnahme geho¨rt aber auch,
das Einbaualter der Rohre zu kla¨ren und falls vorhanden Schadensstatistiken u¨ber
Rohrbru¨che auszuwerten. Wertvolle Informationen stellen alle bereits durchgefu¨hrten
Messungen von Durchflu¨ssen und Druckho¨hen im Netz dar. In der Regel liegen solche
fu¨r die Einspeisemengen und Fu¨llho¨hen von Beha¨ltern und das Betriebsverhalten von
Pumpen vor. Insgesamt gilt es, soviel Information als mo¨glich aus bestehendem Da-
tenmaterial und Befragung der Systemoperatoren einzuholen. Werden auf gescha¨tzten
Parametern basierende Berechnungsergebnisse des Simulationsmodells mit den gemes-
senen Daten verglichen, treten mehr oder weniger starke Abweichungen auf.
Aufgabe der Grobkalibrierung ist es, diese Abweichungen sowie die Fehlmengen be-
stimmten Ursachen zuzuordnen. Sie beinhaltet den Entwurf eines ersten Messpro-
gramms, mit dessen Hilfe diese Zuordnung erreicht werden kann. Beispielsweise ist
zu kla¨ren, ob Fehlmengen durch einzelne gro¨ßere Leckagen verursacht werden oder
sich aus mehr oder weniger u¨ber das gesamte Versorgungsnetz verteilten Tro¨pfchenver-
lusten aufsummieren. Leckagen bewirken außerdem gro¨ßere Flu¨sse und damit ho¨here
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Reibungsverluste, welche wie gro¨ßere Rauheit der Rohre zu niedrigeren Druckho¨hen an
Messknoten fu¨hren.
Um eine Zuordnung Wirkung → Ursache zu ermo¨glichen, sind die Parametersensiti-
vita¨ten der Messgro¨ßen bezu¨glich der mo¨glichen Ursachen fu¨r Abweichungen zu beru¨ck-
sichtigen. Die einzelnen Ma¨ngel weisen unterschiedliche Charakteristika auf. Wie aus
Kap. 4.3.3.3 leicht zu erkennen ist, reagieren die Druckho¨hen bei großen Flu¨ssen, wie sie
z.B. in den Spitzenbelastungzeiten morgens, mittags und abends6 auftreten, empfind-
licher gegenu¨ber Rauheitsabweichungen als bei geringen Durchflussmengen. Dagegen
sind Leckverluste zu Zeiten minimalen Bedarfs infolge des ho¨heren Druckniveaus am
gro¨ßten.
Der Gesamtverlustfaktor
fv =
∑
Qina∑
Qrega
(6.16)
wird aus den ja¨hrlich registrierten Entnahmen7
∑
Qrega und Einspeisemengen
8
∑
Qina
berechnet:
Eine erste Abscha¨tzung der Ursachen fu¨r die Verluste ist durch das Verha¨ltnis ftn der
stu¨ndlichen Fehlmengen (Index h) in Spitzenbedarfszeiten (Index s) zu den minimalen
na¨chtlichen (Index m) mo¨glich:
ftn =
∑
Qinh,s −
∑
Qdh,s∑
Qinh,m −
∑
Qdh,m
. (6.17)
Es wird angenommen, dass gemessene stu¨ndliche Werte der Einspeisemengen Qinh vor-
liegen. Die Entnahmen Qdh sind durch fd ·Qregh,a gegeben. Dabei bezeichnet fd den stu¨nd-
lichen Skalierungsfaktor, der die Tagesganglinie der Verbra¨uche repra¨sentiert, Qregh,a ist
in diesem Fall der stu¨ndliche Durchschnittswert, der aus der ja¨hrlichen Gesamtver-
brauchsmenge zu berechnen ist. Die exakte Bestimmung von fd ist nicht mo¨glich, eine
mo¨glichst gute Na¨herung Gegenstand der Feinkalibrierung. Im Rahmen der Grobka-
librierung genu¨gt es, Standardannahmen u¨ber die Tagesganglinien (s. z.B. Grombach
u. a., 1985, Tabelle 3.1.25) zu treffen. Zur genaueren Voraussage des ha¨uslichen Ver-
brauchs und dessen tageszeitlicher Schwankung, wie sie zum Entwurf von Neuerschlie-
ßungen beno¨tigt wird, existieren statistische Modelle (Perry, 1981; Buchberger und Wu,
1995; Buchberger und Wells, 1996; Billings und Agthe, 1998).
6Die entsprechenden Tageszeiten sind vom jeweiligen Versorgungsgebiet abha¨ngig.
7Daten liegen in der Regel aus Za¨hlerablesungen der einzelnen Verbraucher vor.
8werden i.A. aufgezeichnet
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Abbildung 6.6: Beispiel fu¨r Wasserversorgungssystem
Sehr kleine Werte ftn → 0 lassen auf druckabha¨ngige Leckagen schließen, deren mo-
delltechnische Beru¨cksichtigung in Kap. 6.3.2 erkla¨rt wurde. Ungenauigkeit der Za¨hlar-
maturen als Ursache der Verluste wu¨rde sich in großen ftn-Werten niederschlagen. In
diesem Fall wirken sich zu kleine Qa-Werte in den Stunden mit den kleinsten Skalie-
rungsfaktoren fd weniger stark aus als in Spitzenbedarfszeiten. Dieselben Charakteris-
tika zeigen unregistrierte Anschlu¨sse, ’geklautes Wasser’, deren Entnahmen im Rhyth-
mus u¨blicher Verbrauchsganglinien erfolgen. Die Anpassung der Modelldaten erfolgt in
diesem Fall durch Vergro¨ßerung der Grundbedarfswerte Qa u¨ber einen pauschalen Ska-
lierungsfaktor fz. Die Aufzeichnungen sollten fu¨r mehrere Tage verglichen werden. Un-
registrierte einmalige Entnahmen werden durch geringere Regelma¨ßigkeit der ftn-Werte
als bei druckabha¨ngigen Leckagen, Tro¨pfchenverlusten, fehlerhaften Za¨hlern verraten.
In Abb. 6.6 ist stark vereinfacht ein System mit zwei Versorgungsgebieten, die u¨ber
Rohr 7, welches abgeschiebert werden kann, verbunden sind und durch einen Beha¨lter
und eine Pumpstation gespeist werden. Berechnungen wurden fu¨r einen Satz von Aus-
gangsparametern und alternative Szenarien 1) doppelte k-Werte in allen Rohren, 2)
Schieber 7 geschlossen 3) Leck an Knoten 3, 4) Abweichungen 1) bis 3) gleichzeitig
durchgefu¨hrt. Die Abbildungen 6.7 und 6.8 auf der na¨chsten Seite zeigen die unter-
schiedlichen Druckganglinien an Knoten 4 und 7.
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Abbildung 6.7: Druckganglinie Knoten 4
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Abbildung 6.8: Druckganglinie Knoten 7
Es ist deutlich zu erkennen, dass eine Verdoppelung der k-Werte zu keiner nennens-
werten Abweichung der Druckho¨hen in den Nachtstunden beitra¨gt, wa¨hrend sich zu
Spitzenbedarfszeiten Druckabfa¨lle bis zu 50% des Ausgangsdrucks einstellen. Der große
Einfluss des Lecks an Knoten 3 auf den Druck des benachbarten Knotens 4 ist zu er-
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kennen. Am weiter entfernt liegenden Knoten 7 ist dagegen die Auswirkung beinahe
abgeklungen.
Die vorangehenden Betrachtungen legen nahe, eine erste Zuordnung der Verluste nach
Menge und Position fu¨r die Nachtstunden vorzunehmen. Hierfu¨r sollte der Entwurf ei-
nes optimalen Messprogramms nach Kap. 6.4 erfolgen, wobei die Sensitivita¨t bezu¨glich
der Bedarfswerte ausschlaggebend ist. Die Diskretisierung nach Kap. 2.2.1 bietet sich
an. Demzufolge sind nur die Bedarfswerte der Pfadverbindungsknoten zu beru¨cksichti-
gen. Fu¨r das Gesamtsystem ist es von untergeordneter Bedeutung, an welchen Konten
des Pfades die Entnahme stattfindet. Im Idealfall werden die Dru¨cke an allen Pfad-
verbindungsknoten gemessen. Dann ist der Vektor der Gesamtentnahme9 Qg fu¨r das
vereinfachte Netz eindeutig bestimmt. Die Summe der berechneten Entnahmen ist mit
der gemessenen Einspeisemenge zu vergleichen. Ist der gemessene Wert niedriger als der
berechnete, la¨sst dies auf gro¨ßere Rauheit der Rohre schließen. Wegen des erheblichen
Aufwands fu¨r die Messungen ist dies jedoch bei realen Systemen nicht zu verwirklichen.
Die Qualita¨tssteigerung erzielbarer Ergebnisse bei Messprogrammen mit weniger Mess-
knoten ist durch folgende U¨berlegung zu erreichen. Der Informationsgehalt kann we-
sentlich gesteigert werden, wenn wa¨hrend der Druckaufzeichnungen gezielt Schieberstel-
lungen manipuliert werden, so dass unterschiedliche Systemzusta¨nde erzeugt werden.
Wenn mit nP die Zahl der Pfadverbindungsknoten, nM die Zahl der Messknoten und
nB die Zahl der unterschiedlichen erzeugten Betriebszusta¨nde bezeichnet werden, ist
nP ≤ nM · nB zu fordern. Dabei ist darauf zu achten, dass Redundanz zwischen den
Szenarien vermieden wird und zwischen den Manipulationen der Kontrollarmaturen
ausreichend Zeit ist, so dass sich jeweils ein Gleichgewichtszustand im System einstel-
len kann.
Die Effizienz einer Schiebermanipulation kann u¨berschla¨gig durch den Fluss im ent-
sprechenden Strang oder die Auswirkung einer Rauigkeitsa¨nderung auf die einzelnen
Druckho¨hen aus der Sensitivita¨tsmatrix∇cH (Kap. 4.3.3.3) abgescha¨tzt werden. Wich-
tig dabei ist, dass die zu erwartenden Druckho¨hen in den einzelnen Betriebszusta¨nden
vorher mit Hilfe des Simulationsmodells u¨berpru¨ft werden. Dadurch sind solche Kon-
stellationen auszuschließen, die zu unzula¨ssig hohen oder niedrigen Druckho¨hen im Netz
fu¨hren wu¨rden. Wenn vollsta¨ndiges Absperren eines Stranges zu starke Auswirkungen
hat, kann teilweises Schließen eines Schiebers in Erwa¨gung gezogen werden. Proble-
matisch dabei ist, dass Annahmen u¨ber den Druckverlustbeiwert des teilgeschlossenen
9Qg kann direkt mit dem Simulationsmodell berechnet werden, indem alle Messknoten als Poten-
zialknoten definiert werden.
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Schiebers mit Unsicherheiten behaftet sind. Vollsta¨ndiges Schließen von Schiebern stellt
dagegen eine einfach durchzufu¨hrende und kontrollierbare Zustandsa¨nderung dar. Des
Weiteren sind das O¨ffnen von Hydranten, A¨nderung von Pumpensteuerung oder Para-
metern anderer Kontrollarmaturen zur gezielten Manipulation von Betriebszusta¨nden
mo¨glich.
Ein Vergleich berechneter und gemessener Gro¨ßen gibt einen ersten Eindruck u¨ber die
Qualita¨t der getroffenen Annahmen. Starke Abweichungen an einzelnen Knoten lassen
auf grobe Fehler in den Annahmen schließen. Beispiele sind unerkannte gro¨ßere Lecka-
gen oder falsch angenommene Schieberstellungen. Grobe Fehler im Modell ko¨nnen auch
entstehen, wenn bestimmte Rohre bei der Bestandsaufnahme vergessen wurden oder
Durchmesser falsch angegeben sind. Ormsbee und Lingireddy (1997) geben Abweichun-
gen von den Messwerten um 30% als Richtwert an, welcher die Vermutung derartiger
grober Fehler bei der Modellbildung nahe legt.
Wenn die oben erla¨uterten groben Fehler in den Modellannahmen weitestgehend ausge-
schlossen sowie unregistrierte Entnahmen und falsche Za¨hlerablesungen ermittelt sind,
ist als letzter Punkt der Grobkalibrierung eine Aufteilung der druckabha¨ngigen Lecka-
gen auf die Pfadverbindungsknoten vorzunehmen. Darunter sind Tro¨pfchenverluste an
den Hausanschlu¨ssen, Verluste durch Risse in Rohren, deren Einfluss bei hohem Druck
durch Aufweitung des Risses besonders zum Tragen kommt (vgl. Kap. 6.3.2), und
gro¨ßere Schadstellen, die je nach Untergrund10 unerkannt bleiben ko¨nnen, zu verste-
hen.
Zusa¨tzliche Messungen einzelner Gro¨ßen, wie sie durch den Einsatz von portablen
Ultraschall-Durchflussmessgera¨ten und einfach zu installierenden Druckmessdosen rela-
tiv unproblematisch zu realisieren sind, ko¨nnen no¨tig werden. Es muss erwa¨hnt werden,
dass ein ’Pauschalrezept’ u¨ber die Vorgehensweise nicht mo¨glich ist. Vielmehr sind im
Einzelfall alle mo¨glichen Informationen auszuscho¨pfen und getroffene Annahmen in ei-
nem ru¨ckgekoppelten Prozess aus Messung und Rechnung zu verifizieren. Die weiter
unten angefu¨hrten Methoden sind dabei als Werkzeuge zu verstehen, die diesen Prozess
unterstu¨tzen sollen.
Folgende Vorgehensweise zur Lokalisierung der druckabha¨ngigen Verluste wird vorge-
schlagen:
1.) Aufteilen des berechneten Wasserverlustes auf die einzelnen Knoten des Simulati-
10Wasserdurchla¨ssiger Boden in der Na¨he eines Vorfluters kann zu unbemerktem Abfluss gro¨ßerer
Mengen fu¨hren, wa¨hrend bei ton- oder lehmhaltigem Boden das Wasser an die Oberfla¨che gedru¨ckt
wird und somit der Ort der Leckage leichter zu bestimmen ist.
150 6 KALIBRIERUNG DES SIMULATIONSMODELLS
onsmodells anhand von Schadensstatistiken, Alter und Material angrenzender Rohre,
Annahmen aus Messungen, Netzkenntnis des Systemoperators,. . . .
2.) Simulation und Berechnung der Sensitivita¨tsmatrizen ∇QHi, i = 1, . . . , nB nach
Kap. 4.3.2.2 fu¨r die angenommenen Bedarfswerte in allen Betriebszusta¨nden11 i =
1, . . . , nB. Dabei wird angenommen, dass der Zustand von Kontrollarmaturen bekannt
ist, d.h. keine Druck- oder Flusskontrollschieber aktiviert werden.
3.) Mit HM,r und HM,m sollen die Vektoren der berechneten und gemessenen Poten-
zialabsenkungen an den Messknoten12 bezeichnet werden. Das Gleichungssystem zur
Bestimmung der zusa¨tzlichen Verluste lautet:
∂HM,m1,1
∂Q1
∂HM,m1,1
∂Q2
. . .
∂HM,m1,1
∂QnP
∂HM,m2,1
∂Q1
∂HM,m2,1
∂Q2
. . .
∂HM,m2,1
∂QnP
...
...
...
∂HM,mnM ,1
∂Q1
∂HM,mnM ,1
∂Q2
. . .
∂HM,mnM ,1
∂QnP
...
...
...
∂HM,mnM ,nB
∂Q1
∂HM,mnM ,nB
∂Q2
. . .
∂HM,mnM ,nB
∂QnP
1 1 . . . 1


∆Q1
∆Q2
...
∆QnP

=

HM,r1,1 −HM,m1,1
HM,r2,1 −HM,m2,1
...
HM,rnM ,1 −HM,mnM ,1
...
HM,rnM ,nB −HM,mnM ,nB
0

. (6.18)
Idealerweise gilt nP ≤ nM · nB mit nP linear unabha¨ngigen Gleichungen. Dann ist
das lineare Gleichungssystem (6.18) u¨berbestimmt, es existiert im Allgemeinen keine
Lo¨sung. Durch Anwendung der Methode der kleinsten Fehlerquadrate nach Kap. 6.2.3
kann jedoch Vektor ∆Q berechnet werden, der eine Verbesserung der Scha¨tzung der
Bedarfswerte durch Qn = Qa + ∆Q ermo¨glicht. Stehen nicht genu¨gend Gleichungen
zur Verfu¨gung, so dass Gl. (6.18) unterbestimmt ist, gibt es unendlich viele Lo¨sungen.
Das Verfahren wird dann mit einer beliebigen Lo¨sung von Gl. (6.18) fortgesetzt.
4.) Falls ‖∆Qn‖ < , ist das Verfahren beendet, ansonsten gehe zu 2.)
Fu¨r die so verteilten Verlustmengen sind Leckflu¨sse zu Spitzenbelastungszeiten ab-
zuscha¨tzen. Bei einzelnen, im Vergleich zu den u¨brigen sehr großen ∆Q-Werten kann
von gro¨ßeren Leckagen in der Na¨he des Knotens ausgegangen werden. Deren Einfluss
ist auch zu Spitzenbelastungszeiten nicht zu vernachla¨ssigen. Sind dagegen die berech-
neten zusa¨tzlichen Bedarfswerte gleichma¨ßig verteilt und gilt zusa¨tzlich ftn → 0 (nach
11Diese sind alle wa¨hrend der Nachtstunden mit geringstem Verbrauch zu wa¨hlen.
12bezu¨glich Potenzial des Referenzknotens
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Gl. (6.17)), ist von Tro¨pfchenverlusten und Rissen in Rohren auszugehen, die sich bei
maximalem Bedarf kaum auswirken.
Zur weiteren Kalibrierung sind aus den so berechneten Leckverlusten der Nachtstunden
entweder Tagesganglinien der Verluste zu ermitteln oder durch das in Kap. 6.3.2 be-
schriebene Modell in den weiteren Berechnungen zu beru¨cksichtigen. Welche Methode
sinnvoller ist, muss im Einzelfall, je nach Art der vermuteten Leckagen, entschieden
werden.
Im ersten Fall kann in guter Na¨herung, unter Annahme quadratischer Abha¨ngigkeit der
Druckabnahme vom Leckverlust, folgende Formel zur Bestimmung der Leckverluste in
Abha¨ngigkeit von der gemessenen Einspeisemenge verwendet werden:∑
QLeck = a+
√
b− c
∑
Qin. (6.19)
Zur Bestimmung der Parameter a, b und c wird
∑
QLeck fu¨r drei unterschiedliche Be-
lastungsfa¨lle gescha¨tzt. Einsetzen dieser Werte und der zugeho¨rigen Messwerte Qin in
Gl. (6.19) liefert drei Gleichungen fu¨r die drei Unbekannten. Um Scha¨tzfehler so gering
als mo¨glich zu halten, ist Minimalbedarf QLeck → Qin, Spitzenbedarf QLeck → 0 so-
wie ein weiterer Lastfall, bei dem die Entnahmen mo¨glichst genau angegeben werden
ko¨nnen, zu wa¨hlen. Mit Hilfe von Gl. (6.19) kann der Gesamtleckverlust zu allen Ta-
geszeiten als Funktion der gemessenen Gesamteinspeisemenge berechnet werden. Die
Tagesganglinie einer mit dieser Variante aufgeteilten Einspeisung in Verlust und Ver-
brauch ist in Abb. 6.9 auf der na¨chsten Seite zu sehen. Die Modifikation der stu¨ndlichen
Leckverlustmenge Qh,i am Knoten i erfolgt u¨ber die Formel
∆Qh,i =
∆Qi∑nP
i=1∆Qi
QLeck =
∆Qi∑nP
i=1∆Qi
(
a+
√
b− c
∑
Qh,in
)
. (6.20)
Diese Methode besitzt den Nachteil, dass alle Leckagen mit der gleichen Faustformel
abgehandelt werden. Eine spezifische Aufteilung der Verluste ist durch die Simulation
von Leckagen nach Kap. 6.3.2 mo¨glich. Die mit Gl. (6.18) berechneten ∆Q- Werte
mit den zugeho¨rigen Druckho¨hen ko¨nnen dazu verwendet werden, fu¨r jedes Leck ei-
ne hydraulische Beziehung gema¨ß Abb. 6.5 auf Seite 138 zu bestimmen. Dabei ist im
Einzelfall zu unterscheiden, ob die Leckage weiterhin nur am Pfadverbindungsknoten
auftreten soll, oder auf umliegende Knoten verteilt wird. Die Gestalt der Abbildung
kann dabei individuell nach Art des vermuteten Lecks, des Materials der Rohre und
des Untergrundes gewa¨hlt werden. Um genauere Aussagen bezu¨glich der Gestalt der
hydraulischen Beziehungen fu¨r unterschiedliche Konstellationen dieser Einflusspara-
meter treffen zu ko¨nnen, sollten Modellversuche durchgefu¨hrt werden. Im Rahmen der
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Abbildung 6.9: Tagesganglinie der gemessenen Einspeisung aufgeteilt in Verlust und
Verbrauch
weiteren Betrachtungen wird davon ausgegangen, dass eine Beziehung der Art
H = H0 + βQLeck
α (6.21)
angenommen werden kann. Die Parameter H0, β und α sind zu Beginn zuna¨chst ab-
zuscha¨tzen. Die Mindestdruckho¨he h0, ab der die Verluste auftreten, ist von der Gestalt
der Leckage und dem Material des Rohres abha¨ngig. Der Exponent α wird zwischen
1 und 2 gewa¨hlt und schließlich der Koeffizient β durch Einsetzen des in Gl. (6.18)
berechneten ∆Q-Wertes und zugeho¨riger Druckho¨he bestimmt. Wird ∆Q auf die um-
liegenden Pfadzwischenknoten z.B. mit Hilfe von Schadensstatistiken verteilt, ist mit
allen betroffenen Knoten entsprechend zu verfahren.
Zum Abschluss der Grobkalibrierung sind Testrechnungen mit den modifizierten Pa-
rametern durchzufu¨hren und die Ergebnisse mit den Messwerten zu vergleichen. Dazu
sollte nun auch ein Spitzenbedarfslastfall untersucht werden. Ist eine zufriedenstellen-
de U¨bereinstimmung erreicht, kann zur Feinkalibrierung u¨bergegangen werden. Treten
dagegen noch unzula¨ssig große Abweichungen auf, ist der Prozess zu wiederholen, wozu
evtl. zusa¨tzliche Messungen erforderlich werden.
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6.5.3 Feinkalibrierung
Gegenstand der Feinkalibrierung ist die Bestimmung der Rauheit der Rohre und der
Parameter der Gleichung druckabha¨ngiger Leckagen. Es wird davon ausgegangen, dass
die Zuordnung der Verluste zu den einzelnen Ursachen wie oben beschrieben innerhalb
der Grobkalibrierung durchgefu¨hrt und falsche Modellannahmen bezu¨glich Lage der
Rohre, geoda¨tischer Ho¨hen, Durchmesser, Schieberstellungen, usw. entdeckt wurden.
Daru¨ber hinaus sollten mo¨glichst genaue Angaben u¨ber die Intervalle, aus denen die
unbekannten Gro¨ßen zu wa¨hlen sind, existieren. Nach Kap. 6.2.4 bieten sich besonders
implizite Verfahren zur Parameteroptimierung an.
Die Entscheidungsvariablen sind die zu bestimmenden Rauheitswerte der Rohre und
die Parameter H0, α, β der hydraulischen Funktionen druckabha¨ngiger Leckagen.
Fu¨r alle Rohre innerhalb eines Pfades wird ein pauschaler Skalierungsfaktor fu¨r die
Rauheiten angenommen, falls sich diese nicht hinsichtlich Alter und Material wesentlich
unterscheiden.
Begru¨ndung:
• Wie in Kap. 6.2.2.2 erla¨utert wurde, ist anzunehmen, dass die Rauheiten der
Rohre innerhalb eines Pfades dieselben Abweichungen aufweisen.
• Rauheitsunterschiede von Rohren innerhalb eines Pfades werden von den Mess-
gro¨ßen kaum erfasst, wenn an den Pfadzwischenknoten nicht außergewo¨hnlich
hohe Entnahmen auftreten, d.h. das Verha¨ltnis der Flu¨sse infolge Bedarf der
Pfadzwischenknoten zum Pfadfluss, der allen Rohren im Pfad gemeinsam ist,
nicht u¨berma¨ßig groß ist. Fu¨r den Gesamtdruckverlust im Pfad ist es damit un-
erheblich, in welchem Rohr die gro¨ßte Rauheit auftritt. Eine Kalibrierung, wel-
che alle Rohre einzeln beru¨cksichtigt, wu¨rde eine Genauigkeit des Ergebnisses
vorta¨uschen, die so nicht zutreffend ist. Beliebige andere Rauheitskombinationen
innerhalb des Pfades ko¨nnten zu demselben Zielfunktionswert fu¨hren.
• Alle Rohre im Pfad werden von Wasser gleicher Qualita¨t durchflossen, die aus-
schlaggebend ist fu¨r Ablagerungen (s. Kap. 6.2.2.2).
• Evtl. durchgefu¨hrte Netzspu¨lungen betreffen die Rohre eines Pfades gleicherma-
ßen.
Ausnahmen bestehen, wenn aus dem Datenmaterial ersichtlich ist, dass die Rohre in-
nerhalb eines Pfades große Unterschiede bezu¨glich Material und Alter aufweisen. Au-
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ßerdem ist die ’Kalibrierbarkeit’ der einzelnen Paramter nach Kap. 6.2.4.2 festzustellen.
Ko¨nnen H0 und α in den Abbildungen der druckabha¨ngigen Verluste vorab bestimmt
werden, ist bei den Leckagen nur die ’Rauheit’ der virtuellen Stra¨nge zu ermitteln.
Verfahren, die sich allein auf Kalibrierung der Rauheit beschra¨nken, sind anwendbar.
Im Folgenden werden alle kalibrierbaren Gro¨ßen im Vektor p zusammengefasst. Wie in
Kap. 6.5.2 sollen mit nB die Zahl unterschiedlicher Betriebszusta¨nde bezeichnet werden
mit dem Unterschied, dass diese sich nicht nur auf die Stunden minmalen Bedarfs,
sondern mo¨glicherweise auf alle Zeitstufen eines Messtages oder mehrerer Messtage
beziehen ko¨nnen.
Als Messwerte kommen alle am realen System bestimmbaren und mit dem Modell
berechneten Gro¨ßen in Frage. Dazu za¨hlen Druckho¨hen HM , Rohrdurchflu¨sse qM , Ein-
speisungen Qin,M , Druckreduktionen zM in PRVs und PSVs, Pumpdruck in reglerge-
steuerten Pumpen und evtl. Qualita¨tsparameter oder Tracer-Konzentrationen CoM .
Die zu minimierende Zielfunktion Z setzt sich aus der Summe der betragsma¨ßigen
Abweichungen aller Messgro¨ßen von den berechneten Werten in allen betrachteten
Zeitstufen (Betriebszusta¨nden) zusammen (vgl. Ormsbee, 1989):
Z =
∑nB
i=1
{∑nHm
j=1
∣∣∣∣HM,ri,j −HM,mi,jHM,mi,j
∣∣∣∣+∑nqmj=1 ∣∣∣∣ qM,ri,j −qM,mi,jqM,mi,j
∣∣∣∣+∑nQinj=1 ∣∣∣∣Qin,ri,j −Qin,mi,jQin,mi,j
∣∣∣∣+∑nzm
j=1
∣∣∣∣ zM,ri,j −zM,mi,jzM,mi,j
∣∣∣∣+∑nComj=1 ∣∣∣∣CoM,ri,j −CoM,mi,jCoM,mi,j
∣∣∣∣} . (6.22)
Als Nebenbedingung ist in allen Zeitstufen stationa¨res hydraulisches Gleichgewicht zu
fordern. Im Allgemeinen handelt es sich dabei um das Nash-Gleichgewicht Gl. (5.23)
auf Seite 99. Damit sind die berechneten Werte an den Messpunkten Funktionen der
Variablen u und z, fu¨r welche wiederum durch die Gleichgewichtsbedingungen implizit
Funktionen u(p) und z(p) definiert sind. Werden außerdem fu¨r die Entscheidungs-
gro¨ßen p zula¨ssige Intervalle [plb;pub] angegeben, kann die Feinkalibrierung als restrin-
giertes Minimierungsproblem
minp Z = f(ui(p), zi(p)),
ui = argminui Πc(ui, zi),ui ∈ Ui ∀i = 1, . . . , nB,
zi = argminzi ΠPot(ui, zi), zi ∈ Zi ∀i = 1, . . . , nB,
plb ≤ p ≤ pub
(6.23)
formuliert werden. Bei Gl. (6.23) handelt es sich um ein hierarchisches Optimierungs-
problem, dessen untere Ebene aus den Nash-Gleichgewichten der hydraulischen Simu-
lation in allen zu beru¨cksichtigenden Betriebszusta¨nden besteht. Die Aufgabe ist i.A.
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nichtkonvex und multimodal. Auf Grund der Komplexita¨t der mathematischen Aufga-
be empfiehlt es sich, zur Lo¨sung stochastische Optimierungsverfahren anzuwenden. Die
Implementierung eines evolutiona¨ren Algorithmus wurde im Rahmen einer Diplomar-
beit im Fachbereich Informatik vergeben (Aygu¨n, 2001).
Durchgefu¨hrte Testrechnungen zeigten, dass eine hinreichend gute Grobkalibrierung
Voraussetzung fu¨r die Zuverla¨ssigkeit der mit Hilfe der Evolutionsstrategie erzielten
Feinkalibrierungsergebnisse ist. Es ist anzumerken, dass ausschlaggebend fu¨r den er-
folgreichen Einsatz genetischer13 und evolutiona¨rer14 Verfahren die treffende Wahl der
den Algorithmus kennzeichnenden Parameter ist. Diese bedu¨rfen ihrerseits einer Opti-
mierung.
Der Vorteil der Methode liegt in der algorithmischen Robustheit. Prinzipiell kann die-
se mit allen mo¨glichen Daten ’gefu¨ttert’ werden. Redundanz zwischen den einzelnen
Betriebszusta¨nden wirkt sich zwar negativ auf Rechenzeit und Qualita¨t der Ergebnisse
aus, fu¨hrt aber nicht zum Abbruch des Verfahrens. Besonders wichtig erscheint dem
Autor, dass eine solche Optimierung nicht als ’Allheilmittel’ angesehen wird, sondern
der Anwender sehr viel Sorgfalt bei der Grobkalibrierung einsetzen sollte. Des Weiteren
sind die Ergebnisse hinsichtlich ihrer Aussagekraft kritisch zu hinterfragen.
6.6 Zusammenfassung
Ein U¨berblick u¨ber den Ablauf des Prozesses zur Kalibrierung von Simulationsmodel-
len in der Wasserversorgung wurde gegeben und unterschiedliche in der Anwendung
erprobte Verfahren kurz vorgestellt. Allen Methoden gemeinsam ist, dass einer großen
Zahl von Unbekannten eine relativ kleine Zahl bekannter Gro¨ßen gegenu¨bersteht. Ziel
der Entwicklung von Kalibrierungsmodellen muss es demnach sein, die vorhandene
Information optimal auszuscho¨pfen und zusa¨tzliche zu generieren.
Dazu geho¨rt eine mo¨glichst realita¨tsnahe Modellierung, insbesondere von vom Ideal-
zustand abweichendem hydraulischem Verhalten in rehabilitationsbedu¨rftigen Versor-
gungssystemen. Einsatzmo¨glichkeiten des entwickelten Modells zur Abbildung unzurei-
chender Versorgung und Leckagen wurden beispielhaft aufgezeigt. Um ein Maximum an
Information aus Messungen zu gewinnen, wurde ein Verfahren zur Bestimmung eines
13Beispiele der Anwendung zur Rehabilitation bei Halhal u. a. (1997) und Wu u. a. (2001), zur
Kalibrierung bei Walters u. a. (1994) und zur Optimierung bei Walters und Lohbeck (1993); Dandy
u. a. (1996); Savic und Walters (1997).
14Beispiele Entwurfsoptimierung sind Cembrowicz (1994); Cembrowicz u. a. (1996) zu entnehmen.
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in dieser Hinsicht optimalen Messprogrammes vorgeschlagen, welches daru¨ber hinaus
na¨herungsweise Aussagen u¨ber die Qualita¨t des erreichbaren Ergebnisses gestattet. Au-
ßerdem kann die Kalibrierbarkeit der einzelnen Parameter bestimmt werden.
Als vorteilhaft stellte sich eine Aufteilung des Kalibrierungsprozesses in Grob- und Fein-
kalibrierung heraus. Dazu ist das entwickelte Modell zur Simulation des hydraulischen
Verhaltens von Wasserversorgungsnetzen an unterschiedlichen Stellen zweckma¨ßig ein-
setzbar.
Kapitel 7
Zusammenfassung und Ausblick
7.1 Zusammenfassung
In der vorliegenden Arbeit wurde das mathematische Modell der stationa¨ren hydrauli-
schen Simulation von Druckrohrnetzen unter Beru¨cksichtigung unterschiedlicher Kon-
trollarmaturen als nichtlineare Minimierungsaufgabe des System-’Co-Content’ und
System-’Content’ unter linearen Nebenbedingungen formuliert. Die Forderung nach
strikt monotonen hydraulischen Gleichungen als hinreichende Bedingung fu¨r die Ein-
deutigkeit der Flussverteilung in vermaschten Versorgungsnetzen wurde verallgemei-
nert auf das Postulat, dass die mo¨glicherweise mehrdeutigen hydraulischen Gesetze al-
ler Systembestandteile die Eigenschaft eines maximal monotonen Operators aufweisen
mu¨ssen. Dieses fu¨r die einzelnen Komponenten leicht nachzuweisende Charakteristi-
kum garantiert, dass maximal eine Lo¨sung der Aufgabe existiert. Die Existenz mindes-
tens einer Lo¨sung kann, Kompaktheit der Menge zula¨ssiger Flu¨sse vorausgesetzt, u¨ber
eine lineare Optimierungsaufgabe nachgewiesen werden. Daru¨ber hinaus sind Sensiti-
vita¨tssa¨tze der parametrischen Nichtlinearen Optimierung u¨ber die A¨nderungen erster
Ordnung der Zustandsvariablen des Systems bei Parameterabweichungen anwendbar.
Kommen ru¨ckgekoppelte Anlagen wie Druckminderungsventile mit konstantem Soll-
wert fu¨r den Ausgangsdruck und reglergesteuerte Pumpen im System vor, geht die
Konvexita¨t der Aufgabe verloren. Die Berechnung des stationa¨ren Punktes erfolgt in
diesem Fall als Nash-Gleichgewicht zwischen den beiden sich u¨berschneidenden parame-
trischen Minimierungsproblemen von System-’Content’ und hydrostatischem Potenzi-
al. Auch in diesem Fall konnte eine relativ einfach kontrollierbare, graphentheoretische
Bedingung an die Lage der Anlagen mit Ru¨ckkoppelung im Netz als hinreichend fu¨r
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die Eindeutigkeit besta¨tigt werden. Das Nash-Gleichgewicht kann als Variationsunglei-
chung (Inklusion) formuliert werden. Durch die globale Eindeutigkeit der Lo¨sung sind
Sensitivita¨tsaussagen, die denen der Nichtlinearen Optimierung entsprechen, fu¨r das
allgemeinere Konzept der Variationsungleichungen mo¨glich. Die algorithmische Um-
setzung erfolgt u¨ber ein Newton-Verfahren mit Strategie der aktiven Mengen, durch
welches die notwendigen Bedingungen der beiden Optimierungsaufgaben zu erfu¨llen
sind.
Zuletzt wurden Beispiele fu¨r die Anwendung des Modells zum erweiterten Einsatz der
Simulation bei Netzen mit Versorgungsdefiziten und zu Kalibrierungsrechnungen gege-
ben. Zusa¨tzlich wurde der Prozess der Kalibrierung skizziert, wie er sich bei Voruntersu-
chungen der Modellentwicklung und Projektarbeit als sinnvoll erwiesen hatte. Damals
hatte sich besonders der Bedarf nach einem allgemeinen mathematischen Modell der
stationa¨ren hydraulischen Simulation vermaschter Druckrohrnetze herausgestellt, da
zu Kalibrierungszwecken durchgefu¨hrte Systema¨nderungen oft zu Konvergenzschwie-
rigkeiten fu¨hrten, oder u¨berhaupt keine Lo¨sung berechnet werden konnte. Als Grund
stellte sich die fehlende Allgemeingu¨ltigkeit der Implementierung heraus. Heuristiken,
welche die Existenz und Eindeutigkeit des stationa¨ren Fließzustandes garantieren soll-
ten, waren nur im Einzelfall anwendbar.
Das mathematische Modell der stationa¨ren hydraulischen Simulation vermaschter
Druckrohrnetze wurde in der im Rahmen dieser Arbeit geschilderten Funktionalita¨t
in der Programmiersprache C++ implementiert und der bestehende Simulationsalgo-
rithmus im Programmpaket KANET1 ersetzt. Als Konsequenz der erweiterten Funk-
tionalita¨t wurden Datenbank und grafische Darstellung an die neue Version angepasst.
7.2 Ausblick
Der Einsatz der entwickelten Modelle zur Kalibrierung und Ma¨ngelidentifikation ver-
spricht eine Qualita¨tssteigerung auf unterschiedlichen Gebieten. Zum einen ist eine
realita¨tsna¨here Darstellung unterschiedlicher Defizite mo¨glich, zum anderen soll die
gezielte Manipulation von Kontrollarmaturen einen Multiplikator fu¨r die aus Messun-
gen gewonnene Information u¨ber den Netzzustand darstellen. Die Lokalisierung zu
messender Gro¨ßen, welche unter gegebenen Randbedingungen die fu¨r den Aufwand
bestmo¨gliche Aussage versprechen, erfolgt mit Hilfe der Sensitivita¨tsresultate. Die gra-
1s. Cembrowicz u. a. (1998)
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phentheoretischen U¨berlegungen lassen die Identifikation kalibrierbarer Parameter zu
und tragen somit zur besseren Einscha¨tzung der Qualita¨t des Kalibrierungsergebnisses
bei. Wa¨hrend sich der Mangel an solchen Modellen bei der Projektstudie zu Beginn der
Arbeit zeigte, ist deren Wirksamkeit an realen Systemen in einem interaktiven Prozess
aus Messung und Anwendung noch zu u¨berpru¨fen. Entsprechendes Datenmaterial und
die Mo¨glichkeit zur Erhebung lagen wa¨hrend der Entstehung der Arbeit nicht vor.
Das entwickelte Simulationsmodell ist aber auch Grundlage weiterfu¨hrender theoreti-
scher Untersuchungen. Wie bereits erwa¨hnt sind oft die Modellparameter im Hinblick
auf ein bestimmtes Ziel optimal zu wa¨hlen. Wasserversorgungsnetze bieten durch re-
lativ einfache Modifikation der aktuellen Parametergro¨ßen wa¨hrend des Betriebs die
Mo¨glichkeit, die unterschiedlichsten Zielvorgaben zu optimieren. Aber auch bei der
Neuplanung von Netzteilen und ganzen Versorgungssystemen sind z.B. die Investiti-
onskosten, welche eine Funktion der Parameter2 sind, zu minimieren.
Diesen unterschiedlichen Anwendungen gemeinsam ist die mathematische Struktur der
Aufgabe. Es gilt, eine Funktion zu minimieren, deren zula¨ssiger Bereich neben u¨blichen
Restriktionen eine Gleichgewichtsnebenbedingung entha¨lt. Derartige hierarchische Op-
timierungsaufgaben werden unter der Bezeichnung MPEC (Mathematical Programming
with Equilibrium Constraints) zusammengefasst.
Der wesentliche Vorteil des hier entwickelten Modells liegt darin, dass die Sensitivita¨ts-
resultate der Lo¨sung der unteren Ebene bezu¨glich der unterschiedlichen Parameter zur
Berechnung des Gradienten der hierarchisch ho¨her gestellten Zielfunktion verwendbar
und sehr einfach aus der Lo¨sung des Simulationsmodells berechenbar sind. Detaillierte
Untersuchungen unterschiedlicher MPEC-Aufgaben, welche auf den Gebieten Kalibrie-
rung, Optimierung, Steuerung und Betrieb von Wasserversorgungssystemen formuliert
werden, ko¨nnen zu einer Effizienzsteigerung bisheriger Methoden fu¨hren.
Wegen der Komplexita¨t der Aufgaben werden derartige Kontrollprobleme im Bereich
der Wasserversorgung meist mit globalen Optimierungsmethoden wie Genetischen Al-
gorithmen, Evolutionsstrategien behandelt. Gerade hier scheint eine Koppelung mit
MPEC-Algorithmen angebracht. In diesem Zusammenhang sei auf zahlreiche Vero¨ffent-
lichungen und stetige Weiterentwicklung auf dem Gebiet der hierarchischen Optimie-
rung und Algorithmen zur Lo¨sung dieser Aufgaben verwiesen (Dempe, 1992; Dempe
und Pallaschke, 1997; Dempe und Bard, 2001; Outrata u. a., 1998). Deren Einsatz kann
zur Effizienzsteigerung unterschiedlicher systemanalytischer Aufgaben beitragen.
2z.B Rohrdurchmesser, Pumpen
Anhang A
Zula¨ssige Anfangsflussverteilung
A.1 U¨berblick
Das im Folgenden ausfu¨hrlich dargestellte Verfahren la¨sst eine Aussage u¨ber die
Existenz hydraulisch zula¨ssiger Lo¨sungen unter Anwesenheit dynamisch geschlossener
Schieber und einseitiger Bindungen der Flu¨sse zu und dient gleichzeitig zur Bestim-
mung einer Anfangsflussverteilung, die sowohl Kontinuita¨t an den Knoten garantiert
als auch die Gleichungs- und Ungleichungsnebenbedingungen erfu¨llt. Zuna¨chst wird ein
Verfahren angegeben, welches direkt mit dem Vektor der Flu¨sse q arbeitet (Kap. A.2).
Danach wird ausgehend von einer die Kontinuita¨tsbedingung erfu¨llenden Baumfluss-
verteilung ein hydraulisch zula¨ssiger Schleifenflussvektor bestimmt (Kap. A.3).
A.2 Zula¨ssige Flussverteilung in den Pfaden
Die Kontinuita¨tsbedingung lautet nach Gl. (2.18) auf Seite 21 ATq = Q. Durch Mul-
tiplikation derjenigen Zeilen von AT und Q mit −1, fu¨r die Qi < 0 gilt, gehen A in A¯
und Q in Q¯ u¨ber. Außerdem sollen fu¨r ng und nl Elemente von q Nebenbedingungen
der Form qi ≥ ci und qj ≤ cj gelten. Insgesamt ist folgendes System von Gleichungen
und Ungleichungen mit gegebenem Q¯ ∈ Rn+ zu erfu¨llen:
A¯Tq = Q¯, q ∈ Rm,
qi ≥ ci, i, . . . , ng,
qj ≤ cj, j, . . . , nl.
(A.1)
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Nichtnegativita¨t aller Variablen qi wird durch die Substitution q = q+ − q−, q+ ≥
0, q− ≥ 0 erreicht. An Stelle von Gl. (A.1) ist dann
(
A¯T −A¯T
)(q+
q−
)
= Q¯,
q+,i − q−,i ≥ ci, i, . . . , ng,
q+,j − q−,j ≤ cj, j, . . . , nl
(A.2)
zu fordern. Um die Nebenbedingungen in Standardform mit positiver rechter Seite zu
u¨berfu¨hren, sind die vier mo¨glichen Fa¨lle
qg ≥cg
cg ≥ 0 : q+ − q− ≥ cg,cg < 0 : q− − q+ ≤ cg,
ql ≤ cl
cl ≥ 0 : q+ − q− ≤ cl,cl < 0 : q− − q+ ≥ cl
(A.3)
zu unterscheiden, je nachdem, ob die Konstanten cg und cl in Gl. (A.2) positiv oder
negativ sind. Durch Gl. (A.3) wird die Menge der hydraulisch zula¨ssigen Flu¨sse S
definiert: S = {q | q erfu¨llt Gl. (A.3)}. Die Aufgabe, eine zula¨ssige Flussverteilung
zu finden, welche die Kontinuita¨tsbedingung und Nebenbedingungen nach Gl. (A.2)
erfu¨llt, kann damit folgendermaßen formuliert werden:
Aufgabe A.1 Gesucht ist eine Flussverteilung q, die das System
ATq = Q, q ∈ S (A.4)
lo¨st.
Nach Einfu¨hrung der Schlupfvariablen qs,g+, qs,g−, qs,l+ und qs,l− sowie c¯g− = −cg−
und c¯l− = −cl− ko¨nnen die Ungleichungsnebenbedingungen in Gleichungen mit nicht-
negativen Variablen und nichtnegativer rechter Seite umgeschrieben werden. Es gelten
ng = ng+ + ng− und nl = nl+ + nl−:
a): q+,g+ − q−,g+ − qs,g+ = cg+, cg+, qs,g+ ∈ Rng+0+ ,
b): q−,g− − q+,g− + qs,g− = c¯g−, c¯g−, qs,g− ∈ Rng−0+ ,
c): q+,l+ − q−,l+ + qs,l+ = cl+, cl+ , qs,l+ ∈ Rnl+0+ ,
d): q−,l− − q+,l− − qs,l− = c¯l−, c¯l− , qs,l− ∈ Rnl−0+ .
(A.5)
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Um die Existenz einer Lo¨sung der Aufgabe zu garantieren, werden zusa¨tzliche Vari-
ablen qS ∈ Rn eingefu¨hrt. Eine Verletzung der Kontinuita¨tsbedingung sei nun durch
Addition von qS erlaubt. Die so modifizierte Kontinuita¨tsgleichung lautet:
[
A¯T −A¯T ES
] q+q−
qS
 = Q¯, q+ ∈ Rm0+, q− ∈ Rm0+, qS ∈ Rn0+. (A.6)
Stra¨nge, fu¨r die eine der Bedingungen in Gl. (A.5) gelten soll, werden zu den Mengen
G+, G−, L+ und L− zusammengefasst. Unter Verwendung der Indikatormatrizen Ig+,
Ig−, Il+ und Il− (nach Def. 4.1 auf Seite 63) bezu¨glich der Menge aller Stra¨nge L las-
sen sich Kontinuita¨tsbedingung und Ungleichungsnebenbedingungen zusammen durch
folgendes Gleichungssystem darstellen:
(#)
(
B E
)
x = b, x ≥ 0,
mit
xT =
(
q+ q− qs,g+ qs,l− qS qS,g+ qS,g− qs,g− qs,l+
)
,
B =

A¯T −A¯T 0 0
Ig+ −Ig+ −Eg+ 0
−Ig− Ig− 0 0
Il+ −Il+ 0 0
−Il− Il− 0 −El−
 , b =

Q¯
cg+
c¯g−
cl+
c¯l−
 . (A.7)
Matrix
(
B E
)
besitzt vollen Zeilenrang, es gilt b ≥ 0. Gl. (A.7) entspricht damit den
Nebenbedingungen eines LPs in Standardform (Bomze und Grossmann, 1993, Definiti-
on 3.3). Da
(
B E
)
außerdem die Einheitsmatrix entha¨lt, existiert nach Lemma 3.12,
S.110 in Bomze und Grossmann (1993) eine zula¨ssige Basislo¨sung x =
(
0
b
)
von Gl.
(A.7) . Fu¨r den zula¨ssigen Bereich M =
{
x ≥ 0 |
(
B E
)
x = b
}
gilt damit: M 6= ∅.
Ziel dieses Abschnittes ist es jedoch, notwendige und hinreichende Bedingungen fu¨r
die Existenz einer zula¨ssigen Lo¨sung von Gl. (A.4) auf der vorherigen Seite zu finden.
Dazu wird der Vektor c ∈ Rnc mit nc = 2m+ n+ 2ng+ + ng− + 2nl− + nl+ und
ci =
1 ∀i ∈ I,0 ∀i /∈ I, I = [2m+ ng+ + nl− + 1; 2m+ n+ 2ng+ + 2nl−] ⊂ N+ (A.8)
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eingefu¨hrt. Damit soll das lineare Optimierungsproblem
Z = cTx→ minx,
(∗)
(
B E
)
x = b,
x ≥ 0
(A.9)
betrachtet werden, fu¨r das, wie gezeigt wurde, M 6= ∅ gilt, und somit ein zula¨ssiger
Punkt x∗ ∈M existiert.
Aus dem Lo¨sungsvektor x∗ von Gl. (A.9) kann der Flußvektor der Lo¨sung
q∗ =
(
Em −Em 0 0 0 0 0 0 0
)
x∗ (A.10)
berechnet werden. Die Frage, ob q∗ eine zula¨ssige Lo¨sung des Ausgangsproblems Gl.
(A.4) ist, beantwortet der folgende Satz:
Satz A.1 Unter der Voraussetzung, dass x∗ Lo¨sung von Gl. (A.9) ist und Z(x∗) = 0
gilt, lo¨st q∗ nach Gl. (A.10) Aufgabe A.1. Gilt fu¨r den Zielfunktionswert der optimalen
Lo¨sung in Gl. (A.10) Z(x∗) > 0, so gibt es keine zula¨ssige Lo¨sung der Aufgabe A.1.
Beweis: Wenn Z = cTx = 0 gilt, folgt wegen x ≥ 0 und c ≥ 0 sofort: xi = 0 ∀ i ∈ I
mit I = {i | ci > 0, i ∈ N+}. Wegen Gl. (A.8) folgt unter Beachtung von Gl. (A.7) auf
der vorherigen Seite qS = 0 und damit qS,i = 0 ∀i = 1 . . . n. Einsetzen in Gl. (A.7)
ergibt:
A¯Tq∗+ − A¯Tq∗− = Q¯,
IG+q∗+ − Eg+qs,g+ = cg+,
IG−q∗− + Eg−qs,g+ = cg−,
IL+q∗+ + El+qs,g+ = cl+,
IL−q∗− − El−qs,g+ = cl−. (A.11)
Die erste Gleichung stellt genau die Kontinuita¨tsgleichung dar, die restlichen sind
identisch mit Gl. (A.5), also mit der Bedingung q∗ ∈ S. 2
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A.3 Zula¨ssige Flussverteilung in den Schleifen
Das LP in Gl. (A.9) kann ebenso in den Variablen u der zur Bestimmung des stationa¨ren
Fließzustandes zu minimierenden Funktion Πc formuliert werden. Voraussetzung ist,
dass eine Flussverteilung qt, welche die Kontinuita¨tsbedingung erfu¨llt, existiert. Wer-
den die nichtnegativen Schleifenkorrekturflu¨sse u+ ∈ Rl0+ und u− ∈ Rl0+ eingefu¨hrt,
ergeben sich beliebige durch Addition der Korrekturflu¨sse zu qt einstellbare Flu¨sse
q = qt +Cu+ −Cu−. (A.12)
Damit lautet dann
Aufgabe A.2 Gesucht ist eine Schleifenflussverteilung u fu¨r gegebenes qt ∈ Rm, die
das System
AT (qt +Cu) = Q, u ∈ U (A.13)
lo¨st.
Dabei bezeichnet U den zula¨ssigen Bereich der Schleifenflu¨sse, der durch Einsetzen
von Gl. (A.12) in die den Bereich S bestimmenden Ungleichungen nach Gl. (A.3)
festgelegt ist. Fu¨r die Nebenbedingungen nach Gl. (A.3) ergeben sich mit Gl. (A.12)
die Fallunterscheidungen (vgl. Gl. (A.5)):
qg ≥cg
cg − qt ≥ 0 : Cu+ −Cu− ≥ cg − qt,cg − qt < 0 : Cu− −Cu+ ≤ qt − cg,
ql ≤cl
cl − qt ≥ 0 : Cu+ −Cu− ≤ cl − qt,cl − qt < 0 : Cu− −Cu+ ≥ qt − cl .
(A.14)
Nach Einfu¨hrung von Schlupfvariablen qs ≥ 0 fu¨r die Ungleichungsnebenbedingungen
und unter Verwendung der Indikatormatrizen gema¨ß Def. 4.1 auf Seite 63 geht Gl.
(A.14) u¨ber in:
Ig+Cu+ − Ig+Cu−−q,s,g+ = cg+− qt,
Ig−Cu+ − Ig−Cu−+q,s,g− = qt − c¯g−,
I l+Cu+ − I l+Cu−+q, s,l+ = cl+− qt,
I l−Cu+ − I l−Cu−−q, s,l− = qt − c¯l− .
(A.15)
Um die Nebenbedingungen in die Form (∗) nach Gl. (A.7)1 zu u¨berfu¨hren, ist die
Hinzunahme weiterer Schlupfvariablen qS,g+ und qS,l−, no¨tig. Das LP (∗∗) entsprechend
1also mit Koeffizientenmatrix der Nebenbedingungen, die die Einheitsmatrix entha¨lt
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Gl. (A.7) kann damit angegeben werden, wobei qS,g+ und qS,l− als einzige Variablen
in der Zielfunktion enthalten sind2:
Z˜ = c˜T x˜→ minx˜,
(∗∗)
(
B˜ E˜
)
x˜ = b˜,
x˜ ≥ 0,
(A.16)
mit:
x˜T =
(
u+ u− qs,g+ qs,l− qS,g+ qs,g− qs,l+ qS,l−
)
,
B˜ =

Ig+C −Ig+C −Eg+ 0
−Ig−C Ig−C 0 0
Il+C −Il+C 0 0
−Il−C Il−C 0 −El−
 , b˜ =

cg+ − qt
qt − c¯g−
cl+ − qt
qt − c¯l−
 . (A.17)
Satz A.2 Unter der Voraussetzung, dass x˜∗ optimale Lo¨sung von (∗∗) ist und Z(x∗) =
0 gilt, lo¨st u∗ nach Gl. (A.17) Aufgabe A.2. Gilt fu¨r den Zielfunktionswert der optimalen
Lo¨sung in Gl. (A.10) Z(x∗) > 0, so gibt es keine zula¨ssige Lo¨sung der Aufgabe A.2.
Beweis: Analog Beweis von Satz A.1. Die Nebenbedingungen von (∗∗) liegen in der
Form (#) vor. Nach Bomze und Grossmann (1993) existiert eine zula¨ssige Basislo¨sung.
Die Nebenbedingungen des Ausgangsproblems Gl. (A.14) sind eingehalten, wenn Z˜ = 0
gilt. 2
Eine Erweiterung um Gleichungsrestriktionen kann leicht durchgefu¨hrt werden, indem
die NB von (∗∗) um die Zeilen IeCu+ − IeCu− + qS,e+ − qS,e− = ce − qe und
die Zielfunktion um die Schlupfvariablen qS,e+ und qS,e− erga¨nzt werden. Das hier sehr
ausfu¨hrlich geschilderte Verfahren wird in der Linearen Programmierung als Phase 1 des
Simplexalgorithmus bezeichnet. Deshalb kann auf Standardbibliotheken der Linearen
Optimierung zuru¨ckgegriffen werden. In der Regel kann einem solchen Paket das LP
in allgemeiner Form (Darstellung der Restriktionen in der Form von Gl. (4.45) auf
Seite 76) u¨bergeben werden. Die Einfu¨hrung von Schlupfvariablen, wie sie in der obigen
Darstellung gezeigt ist, wird vom LP intern vorgenommen.
Neben der Aussage, ob U 6= ∅ gilt, liefert das LP (A.16) eine zula¨ssige Anfangsschlei-
fenflussverteilung u∗ fu¨r das nichtlineare Optimierungsmodell CO(U,Πc) (Gl. (4.46)
auf Seite 76). Im Allgemeinen liegt diese auf dem Rand vonU. Zur Lo¨sung der Aufgabe
2ci = 1| i ∈ IS,g+ ∪ IS,l−, ci = 0 sonst
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CO(U,Πc) muss u¨berpru¨ft werden, ob es sich bei Ungleichungsnebenbedingungen, die
im Punkt u∗ mit Gleichheit erfu¨llt sind, um ’aktive’ Restriktionen handelt. Bedingung
dafu¨r ist, dass die zugeho¨rigen Multiplikatoren gro¨ßer als Null sind. Eine Alternative
ist es, einen Startpunkt im relativen Inneren der MengeU zu wa¨hlen. Um einen solchen
Punkt zu finden, ist das folgende LP zu lo¨sen3:
minκ : g(u)i ≤ κ∀i, h(u) = 0. (A.18)
Existiert ein solcher Punkt, ist der Zielfunktionswert aus Gl. (A.18) negativ. Die
Lo¨sung u∗∗ dient als Startpunkt zur Lo¨sung von CO(U,Πc).
Generell ist fu¨r jeden Strang eine Restriktion denkbar. Die Strukturierung des Graphen
nach Kap. 2.2.1 macht eine sehr einfache erste Auswahl unzula¨ssiger Konstellationen
mo¨glich. Der Fluss innerhalb eines Pfades kann jeweils nur durch max. zwei Unglei-
chungsnebenbedingungen kontrolliert sein. Werden fu¨r n > 2 Stra¨nge innerhalb des
Pfades Bedingungen angegeben, existiert entweder keine zula¨ssige Lo¨sung oder n − 2
Bedingungen ko¨nnen nie aktiv werden und sind damit u¨berflu¨ssig. Die maßgebende
untere und obere Schranke fu¨r den Pfadfluss ist einfach zu bestimmen, so dass nur
zwei Bedingungen zu g(u) ≤ 0 hinzuzufu¨gen sind. Fallen obere und untere Schranken
zusammen, wird h(u) = 0 um eine Bedingung erweitert. Existieren auf diese Weise er-
mittelte Bedingungen g(u) ≤ 0, so ist sichergestellt, dass das relative Innere der Menge
U nicht leer ist.
3perso¨nliche Kommunikaton mit Herrn Prof. Dr. Dempe, Institut fu¨r Angewandte Mathematik II,
TU Bergakademie Freiberg
Anhang B
Algorithmus zur Hydraulischen
Simulation
B.1 Kurzu¨bersicht
Die einzelnen Punkte der Simulationsrechnung werden stichpunktartig genannt und
Bezu¨ge zu den entsprechenden Stellen in vorliegender Arbeit hergestellt. Dabei beinhal-
tet das Iterationsverfahren zur Berechnung des Nash-Gleichgewichts (Punkt 9.) meh-
rere Unterpunkte, die in Kap. B.2 detailliert beschrieben werden.
1. Aufteilen des Graphen (Kap. 2.2.1) in Wald (Def. 2.4) und Gitter (Def. 2.5).
2. Bestimmung der Pfade (Def. 2.9), Schleifen (Def. 2.6) und einer beliebigen im
Gitter enthaltenen Baumstruktur.
3. Setze Zeitschritt tstep=0.
4. Setzen aller Parameter und Armaturzusta¨nde fu¨r Zeitschritt tstep.
5. Berechnung der Flussverteilung im Wald u¨ber lineares Gleichungssystem
(Gl. (2.3) auf Seite 16).
6. Addition der berechneten Einspeisemengen zu den Bedarfswerten der Wur-
zelknoten der einzelnen Ba¨ume des Waldes.
7. Berechnung einer Baumflussverteilung im Gitter u¨ber lineares Gleichungs-
system (Gl. (2.24) auf Seite 22).
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8. Aufstellen der Nebenbedingungen aus Flussbeschra¨nkungen der Armaturen
fu¨r die Schleifenflu¨sse im Gitter (Kap. 4.2.2).
9. Berechnung des Nash-Gleichgewichts (s. na¨chstes Kap. B.2).
10. Berechnug der Druckverluste in den Stra¨ngen des Waldes (Gl. (2.4) auf
Seite 16).
11. Berechnung der Potenzialho¨hen der Knoten im Wald ausgehend von den
Wurzelknoten mit U¨berpru¨fung der Zusta¨nde von Armaturen (Gl. (2.5) auf
Seite 16). Bemerkung: Im Wald sind die Flu¨sse fest vorgegeben, flussregulie-
rende Schieber damit nicht mo¨glich. Druckregulierende Armaturen dagegen
sind zu beru¨cksichtigen.
12. Aktualisierung der Beha¨lterfu¨llho¨hen (Gl. (2.28) auf Seite 24).
13. tstep = tstep +1.
14. Falls tstep < maxtstep gehe zu 4.) .
15. Ende.
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B.2 Algorithmus zur Berechnung des
Nash-Gleichgewichts
B.2.1 Bezeichnungen
Skalare Gro¨ßen:
l : Anzahl der Schleifenflu¨sse
q : Anzahl der ’head generators’
s : Anzahl der Ungleichungsnebenbedingungen fu¨r Schleifenflu¨sse
d : Anzahl der Gleichungsnebenbedingungen fu¨r Schleifenflu¨sse
m : Anzahl der Pfade
r : Anzahl der Reservoirs
nmi : Anzahl der Stra¨nge in Pfad i
α ∈ R : 1 < α < 2.5
Matrizen und Vektoren (mit B = {−1, 0, 1} ⊂ N):
a ∈ Rs : Konstanter Vektor in Flussungleichungs-NB (Gl. (4.43) auf Seite 76)
AR ∈ Bm×r : Inzidenzmatrix (Def. 2.2) der Potenzialknoten
AHG ∈ Bm×q : Inzidenzmatrix der HG-Solldruckknoten
b ∈ Rd : Konstanter Vektor in Flussgleichungs-NB (Gl. (4.44) auf Seite 76)
C ∈ Bm×l : Schleifenmatrix der Flussschleifen (s. Def. 2.7 auf Seite 11)
Cv ∈ Bm×q : Schleifenmatrix der HG-Druckschleifen
D ∈ Rm×m : Matrix der Druckverlustbeiwerte (s. Gl. (2.20) auf Seite 21)
G1∈ Bs×l : Matrix in Flussungleichungs-NB (Gl. (4.43) auf Seite 76)
G˜1 ∈ Bs×q : Matrix der in Cv-Schleifen zu beru¨cksichtigenden Multiplikatoren µ
G2 ∈ Bq×q : Matrix in Druckverlustungleichungs-NB (Gl. (5.17) auf Seite 97)
H ∈ Bd×l : Matrix in Flussgleichungs-NB (Gl. 4.44 auf Seite 76)
H˜ ∈ Bd×q : Matrix der in Cv-Schleifen zu beru¨cksichtigenden Multiplikatoren λ
HHG ∈ Rq : Vektor der Sollpotenzialho¨hen
HR ∈ Rr : Vektor der konstanten Potenzialho¨hen
IHG ∈ Bm×q : Indikatormatrix der HG-Pfade (s. Kap. 5.3.3.2)
qt ∈ Rm : Baumflussverteilung (s. Gl. (2.24) auf Seite 22)
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B.2.2 Numerische Berechnung des Nash-Gleichgewichts
Wird vorausgesetzt, dass die Druckschleifen in Matrix Cv keine Pfade mit aktiven
Flussnebenbedingungen enthalten (s. Teil b) in Voraussetzung 5.1 auf Seite 96), lau-
ten die Karush/Kuhn/Tucker-Bedingungen erster Ordnung der beiden nichtlinearen
restringierten Optimierungsaufgaben CO(U,Πc) und CO(Z,Πpot) (vgl. Gl. (4.51) auf
Seite 78 und Gl. (5.20) auf Seite 97):
∃µ¯ ∈ Rs, λ¯ ∈ Rd, ν¯ ∈ Rq, so dass
CT {[D(u¯)] (qt +Cu¯) + IHGz¯+ARHR}+GT1 µ¯+HT λ¯ = 0,
CTv {[D(u¯)] (qt +Cu¯) + IHGz¯+ARHR +AHGHHG}+GT2 ν¯ = 0,
G1u¯− a ≤ 0, Hu¯− b = 0, G2z¯ ≤ 0, µ¯ ≥ 0, ν¯ ≥ 0,
µ¯i (G1u¯− a)i = 0, i = 1, . . . , s, ν¯i (G2z¯)i = 0, i = 1, . . . , q.
(B.1)
Die Berechnung der pfadbezogenen Eintra¨ge in Matrix D erfolgt dabei als Summe der
Gro¨ßen dik, i = 1, . . . ,m, k = 1, . . . , nmi der Stra¨nge innerhalb eines Pfades. Wird
mit [qi]k der Fluss im k-ten link des Pfades i bezeichnet, dann ist D eine (m × m)-
Diagonalmatrix mit [D(u)]ii =
∑
k cik|[qi]k|α−1, i = 1, . . . ,m.
Da a priori nicht bekannt ist, welche der Flussbedingungen im Lo¨sungspunkt aktiv
sind, mu¨sste zur Gewa¨hrleistung der Voraussetzung, dass keine aktiven Flussneben-
bedingungen in den Druckschleifen enthalten sind, in jeder Iteration Matrix Cv neu
berechnet werden, was einen erheblichen algorithmischen Aufwand bedeuten wu¨rde.
Im Folgenden soll auf diese Annahme verzichtet werden. Multiplikatoren sind gene-
rell in den Druckschleifen zu beru¨cksichtigen mit Ausnahme der in Bemerkung 5.2
auf Seite 116 beschriebenen Fa¨lle, die zur Singularita¨t der Jacobimatrix fu¨hren (ge-
nauere Beschreibung weiter unten). Mit den zu Multiplikatoren in den Druckschleifen
geho¨rigen Matrizen H˜ und G˜1 lautet die Aufgabe:
Gesucht ist ein Punkt P∗ := (u∗, z∗,µ∗,λ∗,ν∗) ∈ Rl × Rq × Rs0+ × Rd × Rq0+ =: S,
der das folgende System lo¨st:
CT [D∗ (qt +Cu∗) + IHGz∗ +ARHR] +GT1µ
∗ +HTλ∗ = 0,
CTv [D
∗(qt +Cu∗) + IHGz∗ +ARHR +AHGHHG] + G˜T1µ
∗ +GT2 ν
∗ + H˜Tλ∗ = 0,
G1u
∗ − a ≤ 0, Hu∗ − b = 0, G2z∗ ≤ 0, µ∗ ≥ 0, ν∗ ≥ 0,
µ∗i (G1u
∗ − a)i = 0, i = 1, . . . , s, ν∗i (G2z∗)i = 0, i = 1, . . . , q.
(B.2)
In Kap. 5.4.3 wurde gezeigt, dass unter Gu¨ltigkeit der Voraussetzung 4.1 auf Seite 62
und Teil a) in Voraussetzung 5.1 auf Seite 96 fu¨r U 6= ∅, Z 6= ∅ ein eindeutiges
Nash-Gleichgewicht zwischen den Optimierungsaufgaben CO(U,Πc) und CO(Z,Πpot)
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existiert. Nachfolgend wird das implementierte Verfahren zur numerischen Berechnung
von P∗ beschrieben. Es wird eine Folge
{
(uk, zk,λk,µk,νk)
}k∈N
konstruiert, die gegen
P∗ konvergiert. Folgende Abku¨rzung wird verwendet:
Pk := (uk, zk,µk,λk,νk) k = 0, 1, 2, . . . .
Die Konstruktion der Folge verla¨uft gema¨ß den Schritten:
1. Berechnung eines Anfangswertes P0,
2. k := 0,
3. Test ob Ungleichungen in Pk aktiv oder passiv sind,
4. Modifikation der Eintra¨ge fu¨r Multiplikatoren µ in Druckschleifen,
5. Durchfu¨hrung eines Newtonschrittes,
6. Schrittweitenkontrolle,
7. Berechnung des neuen Iterationspunktes Pk+1,
8. k=k+1,
9. Falls Konvergenztest nicht erfu¨llt, gehe zu 3.,
10. Stop.
Beschreibung der einzelnen Schritte
1. Berechnung eines Anfangswertes P0
Fu¨r die folgenden Schritte wird die Existenz eines u0 ∈ U vorausgesetzt. Sei
φ = {(u, ξ) ∈ Rn ×R : [G1u− a]i ≤ ξ, i = 1, . . . , s ∧Hu− b = 0} .
u0 wird als Lo¨sung des folgenden linearen Optimierungsproblems berechnet:
min
(u,ξ)∈φ
ξ.
Existiert ein Punkt u0 im relativen Inneren von U ist der Zielfunktionswert negativ.
Sa¨mtliche Ungleichungsnebenbedingungen der Flu¨sse sind damit in P0 inaktiv. Fu¨r
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die zugeho¨rigen Multiplikatoren gilt µ0 = 0. Ebenso werden die zu Gleichungsneben-
bedingungen geho¨rigen Multiplikatoren λ0 zu Null gesetzt. Anschließend erfolgt die
Berechnung der Startwerte der Variablen z und zugeho¨rigen Multiplikatoren ν. Mit
z˜0 = − [CTv IHG]−1CTv {[D(u)] (qt +Cu0)+AHGHHG +ARHR}
werden die Anfangswerte folgendermaßen gesetzt:
[z0]i =
{
[z˜0]i , falls [G2z˜
0]i ≤ 0,
0 , sonst,
[ν0]i =
{
[z˜0]i , falls [G2z˜
0]i > 0,
0 , sonst.
2. Setze k := 0
3. Test ob Ungleichungen in Pk aktiv oder passiv sind
Seien Xk,EX ∈ Rs×s und Yk,EY ∈ Rq×q. Fu¨r 1 ≤ i ≤ s, 1 ≤ j ≤ l setze
Xkij :=
{
δij falls
[
G1u
k − a]
i
= 0 und ¬ (Xk−1ii = 1 ∧ µki = 0) ,
0 sonst,
mit X−1 := 0 ∈ Rs×s fu¨r k = 0
und
(EX)ij = δij.
Fu¨r 1 ≤ i ≤ q, 1 ≤ j ≤ q setze
Y kij :=
{
δij falls
[
G2z
k
]
i
= 0 und ¬ (Yk−1ii = 1 ∧ νki = 0) ,
0 sonst,
mit Y −1 := 0 ∈ Rq×q fu¨r k = 0 und
(EY )ij = δij.
4. Modifikation der Eintra¨ge fu¨r Multiplikatoren µ in Druckschleifen
Als na¨chstes sind die Eintra¨ge fu¨r die Multiplikatoren aktiver Flussnebenbedingungen
zu u¨berpru¨fen. Zuna¨chst gilt G˜1 = IFIC
TCv, wobei mit IFIC die Indikatormatrix der
Menge aller Pfade mit Flussungleichungsnebenbedingungen bezeichnet wird. Es ist zu
u¨berpru¨fen, ob (1) zwischen Nicht-Solldruckknoten (NSKn) und HG-Strang innerhalb
des HG-Pfades eine aktive Flussnebenbedingung liegt, oder ob (2) es sich bei den NSKn
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der HG-Pfade um isolierte Knoten handelt, wenn die Pfade mit aktiven Flussneben-
bedingungen und HG-Pfade vom Graphen entfernt werden. Fall (1) und (2) schließen
sich gegenseitig aus, da sonst der NSKn auch im Graphen mit HG-Strang isoliert wa¨re.
Die Multiplikatoren der Flussnebenbedingungen zwischen NSKn und HG-Strang inner-
halb desselben graphentheoretischen Pfadelementes sind generell von der Druckschleife
auszuschließen. In Fall (2) ist der Multiplikator des Pfades zu entfernen, nach dessen
Einfu¨gen der sich im Baum des modifizierten Systems befindliche NSKn wieder Mit-
glied des Gitters ist. Dies geschieht durch Entfernen der entsprechenden Eintra¨ge in
Matrix Cv. Mit der so modifizierten Matrix C˜v kann Matrix G˜1 = IFIC
T C˜v berechnet
werden. Matrix H˜ bleibt in allen Iterationsstufen konstant.
5. Durchfu¨hrung eines Newtonschrittes
Betrachtet wird fk : S 7→ Rl+q+s+d+q, definiert durch:
u
z
µ
λ
ν
 7→

CT [[D(u)] (qt +Cu) + IHGz+ARHR] +G
T
1µ+H
Tλ
CTv [[D(u)](qt +Cu) + IHGz+ARHR +AHGHHG] + G˜
T
1µ+ H˜
Tλ+GT2 ν
Xk (G1u− a) +
(
EX −Xk
)
µ
Hu− b
YkG2z+
(
EY −Yk
)
ν
 .
Dann sind
∇fk(uk, zk,µk,λk,νk) =

αCT [D(uk)]C CT IHG G
T
1 H
T 0
αCTv [D(u
k)]C CTv IHG G˜
T
1 H˜
T GT2
XkG1 0 0 EX −Xk 0
H 0 0 0 0
0 YkG2 0 0 EY −Yk

der Gradient im Iterationsschritt k und
P˜k+1 = Pk − [∇fk (Pk)]−1 fk (Pk)
Kandidat fu¨r den neuen Iterationspunkt Pk+1.
6. Schrittweitenkontrolle
Sei
Ψ =
{
(u, z,µ,λ,ν) ∈ S : u ∈ U, z ∈ Z,µ ≥ 0,λ ∈ Rd,ν ≥ 0}
174 B ALGORITHMUS ZUR HYDRAULISCHEN SIMULATION
der zula¨ssige Bereich fu¨r Variablen und Muliplikatoren. Der maximal zula¨ssige Schritt-
weitenfaktor σ in Richtung [P˜k+1 −Pk] wird bestimmt aus
σ = min
{
1, sup
{
t ∈ R : Pk + t
(
P˜k+1 −Pk
)
∈ Ψ
}}
.
7. Berechnung des neuen Iterationspunktes Pk+1
Setze
Pk+1 = Pk + σ
(
P˜k+1 −Pk
)
.
8. Setze k = k + 1
9. Konvergenztest
Falls
‖Pk −Pk−1‖ > ε ∨ ‖fk‖ > ε
gehe zu 3.)
10. Stop
Anhang C
Simulation - Beispiel Stadt Erfurt
C.1 U¨berblick
Das im Rahmen dieser Arbeit entwickelte mathematische Modell wurde beispielhaft
zur Simulation des hydraulischen Verhaltens des Wasserversorgungsnetztes der Stadt
Erfurt eingesetzt. Abb. C.1 gibt einen U¨berblick u¨ber das modellierte Haupvertei-
lungsnetz mit insgesamt 1062 Knoten und 1267 Stra¨ngen (Rechennetz s Abb. C.2).
Das Versorgungsgebiet ist durch insgesamt 74 Schieber in neun Druckzonen unter-
teilt. Die Beha¨lter der Druckzonen U¨PW Steiger und U¨PW Cyriaksburg werden durch
Druckerho¨hungsanlagen aus dem Hauptversorgungsnetz zu bestimmten Tageszeiten ge-
speist. Die Druckzonen OFL06B und HB06 sind u¨ber eine Druckminderungsanlage
(PRV) verbunden.
Zur Beru¨cksichtigung tageszeitlicher Schwankungen der Verbrauchswerte wurden die
Knoten zwei unterschiedlichen Bedarfsganglinien zugeordnet. Bei Großabnehmern mit
vom Zyklus abweichenden Werten wurde der stu¨ndliche Bedarf an den entsprechen-
den Knoten einzeln vorgegeben. Die Einspeisepunkte wurden teils als Beha¨lter (tages-
zeitliche Schwankung der Fu¨llho¨he, die aus Zu- und Abflussmengen sowie Geometrie
des Beha¨lters nach Kap. 2.2.7 berechnet wird und Reservoirs (vorgegebene konstante
Fu¨llho¨he) teils als Einspeisepunkte mit gegebener Einspeisemenge modelliert.
U¨ber den gesamten Simulationszeitraum geschlossene Schieber werden bereits beim
Lesen der Daten aussortiert und bleiben in der weiteren Berechnung unberu¨cksichtigt.
Nach Entfernen dieser Stra¨nge und Einfu¨gen von sieben virtuellen Stra¨ngen zwischen
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D r u c k z o n e n  -  S i m u l a t i o n
H D Z  S t e i g e r  O s t
H D Z  S t e i g e r  W e s t
N D Z  C y r i a k s b u r g
N D Z  R o t e r  B e r g
B e h ä l t e r
     S t e i g e r
    B e h ä l t e r
C y r i a k s b u r g
H B  1 1
E r f u r t
Ü P W  C y r i a k s b u r g
Ü P W  S t e i g e r
D Z  H B 0 6
D Z  O F L 0 6 B
D Z  M a r b a c h
M ö b i s b u r g
B i s c h l e b e n
T B  S t e i g e r
D r e i e n b r u n n e n
H o c h h e i m
H B  0 3
H B  0 6
H B  1 0
Abbildung C.1: Gesamtu¨bersicht u¨ber Simulationsmodell der Stadt Erfurt
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Abbildung C.2: Erfurt - Gesamtgraph

Abbildung C.3: Erfurt - Waldstruktur
Abbildung C.4: Erfurt - Gitterstruktur Abbildung C.5: Erfurt - Gitter mit Pfaden
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Potenzialknoten (Durchlaufbeha¨lter und Reservoirs) und Referenzknoten bleiben 1226
Stra¨nge.
C.2 Berechnungsergebnisse
Zur Unterteilung des Graphen waren zuna¨chst die Wald- und Gitter-Struktur zu be-
rechnen (s. Def. 2.4 und Def. 2.5 auf Seite 10). Als Ergebnis liefert der Algorithmus
einen Wald mit 161 Ba¨umen und 161 Wurzelknoten. Der gesamte Wald besteht aus
473 Knoten und 473 Stra¨ngen und ist in Abb C.3 dargestellt. Einspeiseknoten der ein-
zelnen Ba¨ume sind die Wurzelknoten, welche zum Gitter geho¨ren und mit roter Farbe
gekennzichnet sind. Das Gitter (Abb. C.4) umfasst 753 Stra¨nge und 589 Knoten (in-
klusive Wurzelknoten), woraus sich die Anzahl der Schleifen zu 753 − 589 + 1 = 165
berechnen la¨sst.
Bemerkung: In der Darstellung des Gitters in Abb. C.4 sind immer noch Ba¨ume zu er-
kennen. Deren Endknoten sind jedoch ausschließlich Potenzialknoten, die u¨ber virtuelle
Stra¨nge (in der Abbildung sind nur tatsa¨chlich vorhandene Rohre und keine virtuellen
Stra¨nge dargestellt) mit dem Referenzknoten verbunden sind und daher zum Gitter
geho¨ren.
Die Flussverteilung in den Stra¨ngen des Waldes ist nach Kap. 2.2.2.2 Gl. (2.3) auf
Seite 16 aus einem linearen Gleichungssystem berechenbar. Die Einspeisemengen der
einzelnen Ba¨ume werden zu den Bedarfswerten der Wurzelknoten addiert.
Zur weiteren Vereinfachung des Gitters erfolgt die Unterteilung in Pfadelemente nach
Def. 2.9 auf Seite 13. Die Darstellung la¨sst sich schließlich auf einen Graphen mit 414
Pfaden, 249 Pfadverbindungsknoten und 165 Schleifen reduzieren (s. Abb. C.5). Die Be-
rechnung wurde fu¨r die Spitzenbelastungszeit um acht Uhr morgens durchgefu¨hrt. Kon-
vergenz des Algorithmus zur Berechnung des Nash-Gleichgewichts (s. Kap. B.2) wurde
nach 25 Iterationsschritten erreicht. Um das Verfahren auf die bei Simpson (1999)
beschriebenen Anordnungen von druck- und flussregulierenden Armaturen zu testen,
wurde eine Modifikation des Versorgungssystems durchgefu¨hrt, die nicht den realen
Gegebenheiten entspricht. Die Hauptleitung (DN 500) vom Beha¨lter HB11 wurde mit
FCV und PRV im selben graphentheoretischen Pfad versehen (s. Abb. C.6). Derartige
Anordnungen von Kontrollarmaturen sind aber denkbar, wenn der Ausgangsdruck zum
Schutz der unterstrom liegenden Druckzone auf einen Maximalwert beschra¨nkt werden
soll. Gleichzeitig kann fu¨r den Fluss eine Begrenzung no¨tig sein, um z.B. die Durchmi-
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Abbildung C.6: Beisiel Erfurt - Anordnung von zusa¨tzlichem PRV und FCV
schung von weichem Talsperrenwasser mit hartem Grundwasser zu kontrollieren.
Ohne die zusa¨tzlichen Armaturen stellte sich im betrachteten Bedarfslastfall ein Durch-
fluss von 39,7 l/s in Strang 917 und ein Druck von 44,8 m am Knoten 901 ein. Durch
Aktivieren des PRVs sollte der maximale Ausgangsdruck auf 43 m am Kontrollknoten
(KN) beschra¨nkt werden. Zwei alternative Anordnungen von PRV und FCV (entspre-
chend ’Network 2c’ und ’Network 2d’ bei Simpson (1999)) mit je zwei Maximalflu¨ssen
im FCV wurden untersucht:
I: FCV (Strang 917) vor PRV (Strang 10917, Solldruck 43 m an Knoten 901)
a) maximaler Fluss im FCV: 15 l/s
b) maximaler Fluss im FCV: 25 l/s
II: PRV (Strang 917, Solldruck 43 m an Knoten 10901) vor FCV (Strang 10917)
a) maximaler Fluss im FCV: 15 l/s
b) maximaler Fluss im FCV: 25 l/s
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Das Ergebnis der Berechnungen ist in Tabelle C.1 zusammengefasst. Alle vier Szena-
rien konnten erfolgreich berechnet werden, die Grenzen fu¨r Druck und Durchfluss in
den Kontrollarmaturen wurden eingehalten. Mit EPANET durchgefu¨hrte Vergleichs-
rechnungen zeigten, dass Fall Ib) zu a¨hnlich falschen Ergebnissen fu¨hrt, wie sie von
Simpson (1999) beschrieben werden. An Stelle der Aktivierung des PRVs ist bei EPA-
NET der Durchflusskontrollschieber aktiv. Der Ausgangsdruck des PRVs liegt dabei
aber u¨ber dem Sollwert.
Tabelle C.1: Kontrollarmaturen im Wasserversorgungssystem der Stadt Erfurt
Variante FCV PRV Fluss FCV [l/s] Druck an KN [m]
ohne PRV und FCV inaktiv inaktiv 39,7 44,8
I a) aktiv inaktiv 15,0 42,3
I b) inaktiv aktiv 20,5 43,0
II a) aktiv aktiv 15,0 43,0
II b) inaktiv aktiv 20,5 43,0
Im Hinblick auf die Kalibrierung des Simulationsmodells lassen sich wertvolle Infor-
mationen aus der Unterteilung des Graphen ziehen. Stra¨nge, die in der Waldstruktur
liegen, sind nur kalibrierbar, wenn sie sich zwischen Wurzelknoten und Druckmess-
knoten befinden. Des Weiteren darf kein Strang des Waldes (etwa zur Generierung
unterschiedlicher Fließzusta¨nde wa¨hrend eines Messprogramms) zugeschiebert werden,
da sonst die Versorgung unterbrochen wa¨re. Besonders geeignet fu¨r Druckmessknoten
sind Pfadverbindungsknoten, deren Lage aus Abb. C.5 ersichtlich ist.
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