Abstract. We consider, under suitable assumptions, the following situation: B is a component of the moduli space of polarized surfaces and V m,δ is the universal Severi variety over B parametrizing pairs (S, C), with (S, H) ∈ B and C ∈ |mH| irreducible with exactly δ nodes as singularities. The moduli map V → Mg of an irreducible component V of V m,δ is generically of maximal rank if and only if certain cohomology vanishings hold. Assuming there are suitable semistable degenerations of the surfaces in B, we provide sufficient conditions for the existence of an irreducible component V where these vanishings are verified. As a test, we apply this to K3 surfaces and give a new proof of a result recently independently proved by Kemeny and by the present authors.
Introduction
Let (S, H) be a smooth, projective, polarized, complex surface, with H an ample line bundle such that the linear system |H| contains smooth, irreducible curves. We set For any integer δ ∈ {0, . . . , ℓ(m)}, consider the locally closed, functorially defined subscheme of |mH| V m,δ (S, H) (simply V m,δ (S) or V m,δ when H or (S, H) are understood), which is the parameter space for the universal family of irreducible curves in |mH| having only δ nodes as singularities; this is called the (m, δ)-Severi variety of (S, H). We will assume that there exists a Deligne-Mumford moduli stack B parametrizing isomorphism classes of polarized surfaces (S, H) as above. Since we will basically deal only with local properties, we can get rid of the stack structure. Indeed, up to replacing B with an étale finite type representable cover, we may pretend that B is a fine moduli scheme. Although not necessary, we will assume that B is irreducible (otherwise one may replace B with one of its components).
Then we may consider the scheme V m,δ , called the (m, δ)-universal Severi variety over B, which is endowed with a morphism φ m,δ : V m,δ → B, whose fiber over (S, H) ∈ B is V m,δ (S, H). A point in V m,δ can be identified with a pair (S, C), with (S, H) ∈ B and C ∈ V m,δ (S, H).
We make the following: Assumption 1.1. (i) B is smooth;
(ii) for all (S, H) ∈ B, the surface S is regular, i.e., h 1 (S, O S ) = 0, and h 0 (S, T S ) = 0, i.e., S has no positive dimensional automorphism group; (iii) for any m 1 and δ ∈ {0, . . . , ℓ(m)} and for all (S, H) ∈ B, ℓ(m) is constant and the Severi variety V m,δ (S, H) is smooth, of pure (and expected) dimension ℓ(m) − δ (hence V m,δ is smooth, of pure dimension dim(B) + ℓ(m) − δ, and φ m,δ is smooth and surjective). Remark 1.2. In Assumption 1.1(i) we could have asked B to be generically smooth, and in (iii) we could have asked that for the general (S, H) ∈ B, the Severi variety V m,δ (S, H) is smooth, of pure dimension ℓ(m) − δ. But under these weaker assumptions, (i) and (iii) hold on a Zariski dense open subset. Since we will be interested only in what happens at the general point of B, we may replace B with this open subset. The hypotheses in (ii) are technical and not strictly necessary for our purposes, but they make things easier for us.
Conditions (i)-(iii) hold in some important cases, e.g., for polarized K3 surface of genus p (in which case the moduli stack is usually denoted by K p , is of dimension 19, and ℓ(m) = p(m) for any m 1, cf., e.g., [12, 15, 16, 5] ). Moduli spaces exist also for polarized Enriques surfaces (cf. [14] ) and degenerations of (polarized) Enriques surfaces are also studied (cf. e.g. [8, 18, 20, 22] ).
Another relevant class is the one of minimal, regular surfaces of general type (S, H) whose moduli space has at least one (generically) smooth component B with points (S, H) verifying, for some m and δ, the conditions in [3, 10, 11] ensuring smoothness and expected dimension of any component of V m,δ (S, H). Particular cases are, for some m and δ, surfaces in P 3 of degree d 5 (cf. [2] ) and complete intersections of general type in P N .
Consider now the moduli map ψ m,δ : V m,δ → M g , where g = p(m) − δ, and where M g denotes the moduli space of smooth, genus-g curves: ψ m,δ sends a curve to the isomorphism class of its normalization. In this set-up, one is interested in the following general problem: find conditions on m and δ ensuring the existence of a component V of V m,δ such that ψ m,δ | V is either generically finite onto its image or dominant onto M g . By taking into account Assumption 1.1, in principle, one may expect
The typical example is the case of polarized K3 surfaces studied by various authors (cf., e.g., [19, 12, 15, 16, 17, 5] ). In particular, [5] and Kemeny in [17] independently show that, as expected, ψ m,δ is generically finite on some component for all g = p(m) − δ 11 with only a few finite possible exceptions (m, g) with m 4, for fixed p; moreover [5] shows that ψ m,δ is dominant, as expected, for g 11 with only a few finite possible exceptions (m, g) with m 4, for fixed p. The precise result for m = 1 is the following: Theorem 1.3. Let V m,δ be the universal Severi variety over the moduli space K p of polarized K3 surfaces (S, H) of genus p. For m = 1 and g = p − δ one has: (a) [5, 17] if g 15 there is a component V of V 1,δ such that ψ 1,δ |V is generically finite onto its image; (b) [5] 
In case (a) Kemeny's result is stronger in the sense that he may weaken the assumptions on g for infinitely many p's.
The proofs in [5, 17] , although different, both rely on studying the fibers of the moduli map on curves on special K3 surfaces. Kemeny's proof is inspired by ideas of [19] , and uses appropriate curves on K3 surfaces with high rank Picard group. The approach in [5] is by specialization to a reducible K3 surface in a partial compactification of K p and therefore uses an extension of the moduli map to an appropriate partial compactification of the Severi variety containing reducible curves, with target space M g .
In the present paper we want to present a different approach to the aforementioned general problem. This approach relies on two different techniques. Firstly, it is based on the analysis of first order deformations of pairs (S, C) ∈ V m,δ as in [12, § 4] . The strategy in [12] , which requires Assumption 1.1, was originally introduced for polarized K3 surfaces and for m = 1, but can be easily adapted to m 1 and to the case where the canonical bundle is not necessarily trivial (cf. also [15, Thm. 1.1(ii)]). The upshot is the following. In the above setting, take (S, C) ∈ V m,δ and set Z := Sing(C). Arguing as in [12, § § 4-5] , the differential dψ (S,C) of ψ := ψ m,δ at (S, C) can be identified with a suitable cohomology map (the H 1 (τ ) in [12, (4.21) ]). In particular, if µ Z :S → S is the blowing-up of S at Z,C is the strict transform of C and T S and TC are the tangent bundles of S andC respectively, then
Finally, the vanishing of
Unfortunately, the vanishings (1) are, in general, not so easy to be proved, even if one assumes δ = 0 (cf. [1] ). This is where the second tool of our approach enters the scene (see §2). In order to prove the above vanishings, we propose to use degenerations. We assume in fact that the surfaces in B and nodal curves on them possess good semistable degenerations with limiting surfaces that are reducible in two components (the more general case of reducibility in more components could be treated, but, for simplicity, we do not dwell on this here). Then we look at the limits of the relevant cohomology spaces. The latter are driven by the so-called abstract log complex (see [13, § 3] ). Using this we arrive at sufficient conditions for the vanishings in (1) to hold, expressed in terms of cohomological properties of suitable sheaves of forms on the two components of the limit surface (cf. § 2.2). These properties are hopefully easier to prove than the vanishings in (1), since these components are simpler than S. The results are summarized in Proposition 2.7, which is the main result of this note.
In the rest of the paper (i.e. § §3 and 4) we test our approach in the (known) case of K3 surfaces for m = 1, giving a new proof of Theorem 1.3. We do not claim that this is easier than the proofs in [5, 17] , but it works quite nicely and gives good hopes to fruitfully apply the same method in other unexplored cases, like the ones mentioned at the end of Remark 1.2. We also mention that the approach of this paper can be applied to the m > 1 case (using a slightly different degeneration, namely the one in [4] ), but we leave this out as the bounds we obtain depend linearly on m and are thus considerably weaker than the bounds in [5, 17] . Furthermore, although the present approach gives the same result as [5] for m = 1, the analysis of this case in [5] is finer (as it studies the family of degenerate K3s on which the curves in the fibers of the moduli map live) and is needed in the proof of the m > 1 case. Thus, the approach in this paper cannot replace the proof of the m = 1 case in [5] .
Terminology and conventions. We work over C. For X any Gorenstein, projective variety, we denote by O X and ω X ≃ O X (K X ) the structural and the canonical line bundle, respectively, where K X is a canonical divisor. We denote by T X and Ω X the tangent sheaf and the sheaf of 1-forms on X, respectively. For Y ⊂ X any closed subscheme, J Y /X (or simply J Y if X is intended) will denote its ideal sheaf whereas N Y /X (same as above) its normal sheaf. We use ∼ to denote linear equivalence of divisors. We often abuse notation and identify divisors with the corresponding line bundles, using the additive and the multiplicative notation interchangeably. Finally, we use the convention that if F is a sheaf on a scheme X and Y ⊂ X is a subscheme, then H 0 (F ) |Y is the image of the restriction map
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Semistable degenerations and the abstract log complex
In this section we will provide a tool for proving the vanishings of the cohomology groups occurring in (1) by degeneration of the surface and semicontinuity. The main results are summarized in Proposition 2.7 below.
2.1. Semistable degenerations. We recall some basic facts concerning semistable degenerations of compact complex surfaces and the associated abstract log complex (see [13, § 3] ). This complex allows to define flat limits of the sheaves occurring in (1). Definition 2.1. (i) Let R and R be connected, complex analytic varieties. Let ∆ = {t ∈ C| | t |< 1}. A proper, flat morphism α : R → ∆ is said to be a deformation of R if R is the scheme theoretical fibre of α over 0. Accordingly, R is said to be a flat limit of R t , the scheme theoretical fibre of α over t = 0.
(ii) If there is a line bundle H on R, set H := H |R and H t := H |R t for t = 0. Then the pair (R, H) is said to be a limit of (R t , H t ) for t = 0. (iii) The deformation (or, equivalently, the degeneration) is semistable if R is smooth (so that we may assume that R t is smooth for t = 0) and R has at most normal crossing singularities. (iv) Assume that there are δ disjoint sections s 1 , . . . , s δ of α and that their images Z 1 , . . . , Z δ are smooth curves in R, disjoint from Sing(R). Set Z := δ i=1 Z i . Then we say that Z := Z |R is a limit of Z t := Z |R t for t = 0.
(v) If conditions (i)-(iv) are satisfied, we will say that (R, H, Z) is a semistable degeneration of (R t , H t , Z t ), for t = 0, or that (R t , H t , Z t ), for t = 0, admits the semistable degeneration (R, H, Z).
Let R α −→ ∆ be a semistable degeneration of surfaces as in Definition 2.1. Assume that all components of R are smooth and R has no triple point. Then Sing(R) consists of the transversal intersection points of pairs of components of R.
Consider the sheaf Ω R/∆ (log R) on R defined by the exact sequence (cf. [23] and [7, § 3.3 
The map ι in (2) has rank one at every point, whence Ω R/∆ (log R) is locally free of rank 2, as recalled in the following remark.
Let P ∈ R − Sing(R), and let x, y, z be local coordinates on R around P . Let t be the coordinate on ∆ and assume that α is locally defined by t = x around p. Then Ω R (log R) is locally free generated by dx x , dy, dz, the map ι is defined by dt t −→ dx x hence Ω R/∆ (log R) is locally free generated by dy, dz (cf. [9, Prop. 2.2.c]). Let now P ∈ Sing(R). From our assumptions, we may assume that α is locally defined by t = xy. Then Ω R (log R) is locally free generated by
and so Ω R/∆ (log R) is locally free generated by
Lemma 2.3. Let (R, H, Z) be a semistable degeneration of (R t , H t , Z t ) for t = 0, as in Definition 2.1. Assume furthermore that all components of R are smooth and R has no triple points. Then for all m ∈ Z, i ∈ N and t = 0, one has
Proof. The statement follows by semicontinuity as Ω R/∆ (log R) is flat over ∆ and the ideal sheaf
Degenerations of differentials.
From now on we assume that R := R 1 ∪ R 2 , with R 1 , R 2 smooth, projective surfaces, with transversal intersection along a smooth, irreducible curve
In this situation there are exact sequences involving
, which allow us to compute its cohomology by conducting computations on R 1 and R 2 .
Consider the exact sequences
and
where ρ i is the residue map and r i is the trace map of differential forms, cf. [9, § 2] . For the reader's convenience, we recall how ρ i and r i are defined locally around a point of E. We may assume that locally, in an open subset of C 4 with coordinates x, y, z, t, the equation of R is xy − t = 0. We let R 1 be given by x = t = 0 and R 2 by y = t = 0, so that E is given by x = y = t = 0. In this chart
and similarly for R 2 . Let a : R 1 ⊔ R 2 → R be the desingularization of R; consider the exact sequence
where r is locally defined as follows: if
where r 1 and r 2 are the maps in (5). One may verify that the map r i does not extend to a map on A.
Having in mind (1) and Lemma 2.3, we are looking for conditions ensuring the vanishing of
To this end, consider the maps
Then by (4), (5) and the fact that Z i avoids E, for i = 1, 2 we have
Moreover, by (6)- (8), we have
The next two lemmas provide sufficient conditions for the vanishings of the two first cohomology groups of
Proof. By (10), we have that
, we get from (11), (10) and the vertical sequence in (9) that
Hence, by (10) again, we have
The statement now follows by the isomorphism
) and the horizontal sequence in (9).
Lemma 2.6. Assume that
Proof. This follows from (10).
We summarize our main results as follows:
If (11), (12) and (13) hold, one has h (15) and (16) 
Proof. This follows from the two preceding lemmas and Lemma 2.3.
The K3 case
In the rest of the note, we will show how to apply Proposition 2.7 to semistable degenerations of smooth, primitively polarized K3 surfaces, thus giving, via (1), a new proof of Theorem 1.3.
3.1.
A semistable degeneration of K3 surfaces. This degeneration is well known (see [6] ) and we recall it to fix notation.
Let p = 2n + ε 3 be an integer, with n 1 and ε ∈ {0, 1}, and let E ′ ⊂ P p be a smooth, elliptic normal curve of degree p + 1. Consider two general line bundles
. We denote by R ′ 1 and R ′ 2 the rational normal scrolls of degree p − 1 in P p described by the secant lines of E ′ generated by the divisors in |L 1 | and |L 2 |, respectively. We have
(F 1−ε is called the type of the scrolls R Denoting by p i : R ′ i → P 1 the structural morphism and by σ i and F i a section with minimal self-intersection and a fiber of p i , respectively, we have σ
and Ω R ′ i fits in the exact sequence
the last isomorphism coming from (17) . The Hilbert point of R ′ sits in the smooth locus of the component X p of the Hilbert scheme whose general point represents a smooth K3 surface of degree 2p − 2 in P p having Picard group generated by the hyperplane section (cf. [6, Thms. 1, 2]).
The fact that T 
, then the total space R ′ has double points at the 16 (distinct) points of the divisor W ∈ |T 
], for i = 1, 2, hence both R ′ and R have trivial dualizing sheaf (see [13, Rem. 2.11] ). On R ′ there is a line bundle H ′ restricting to the hyperplane bundle on each fiber. We set H = Π * (H ′ ). The map π i := Π |Ri : R i → R ′ i is the contraction of k i disjoint (−1)-curves e i,1 , . . . , e i,ki , such that e i,j ·E = 1, to distinct points x i,1 , . . . , x i,ki on E ′ . We set W i = x i,1 + · · · + x i,ki and e i := ki j=1 e i,j , for i = 1, 2. Then
−→ ∆ is general in the above sense, we will accordingly say that R α −→ ∆ is general and (R t , H t ), for t = 0, can be thought of as the general point of K p .
Technical lemmas.
We will now develop tools to verify the conditions (11)- (13) and (14)- (16) 
On each (−1)-curve e i,j on R i , with i = 1, 2 and j = 1, . . . , k i , we can consider the two points Y i,j and Y ′ i,j respectively cut out on e i,j by the strict transform on R i of the ruling of R ′ i through x i,j and by E. Note that Y i,j = Y ′ i,j if and only if x i,j is a ramification point on E of the linear series |L i |. This will not be the case if W ∈ |T 1 R ′ | is general. We will consider the 0-dimensional scheme
Proof. To simplify notation, we set
By the local nature of the claim, we may and will assume that π : S → S ′ is the blow-up at only one point w ∈ E ′ , which, by the generality assumption, is not any of the four ramification points of the pencil |L|. Denote by e the π-exceptional divisor. (18) and (20) is torsion free with second Chern class c 2 = 1. For determinantal reasons, it must be equal to O S (−E + 2π * (F )) ⊗ J Y for some Y ∈ e. We will prove, with a local computation, that Y is the intersection of e with the strict transform on S of the ruling of S ′ passing through w. This will prove (21). Choose a chart U ⊂ S ′ centered at w with coordinates (x, z), such that the structural map S → P 1 is given on U by (x, z) → x and E ′ has equation z = 0 (we can do this because w is not a ramification point of |L|). Then Ω S ′ |U is generated by dx, dz, the sheaf π * (O S ′ (−2F )) |U is generated by dx and dz is the local generator for the quotient line bundle.
The cokernel of the injective map
Consider U ⊂ U × P 1 the blow-up of U at w = (0, 0). If [ǫ, η] are homogeneous coordinates on P 1 , an equation for U in U × P 1 is xη = ǫz. The open subset U 0 where η = 0, sits in U × A 1 and has equation x = tz there, where t = ǫ η is the coordinate on A 1 . So we have coordinates (t, z) on U 0 and the equation for e 0 = e ∩ (U × A 1 ) is z = 0, whereas t = 0 is the equation of the strict transform of the ruling on S ′ though w. In U 0 we have dx = tdz + zdt so the injection in (18) gives
where:
≃ Ω U0 is generated by dt, dz;
• the inclusion O S (−2π * (F )) ֒→ Ω S is locally given in U 0 by 1 → z dt + t dz, and • the image of the map (−t z) is the ideal generated by t and z in O U0 , hence Y has equation t = z = 0, as wanted.
For i = 1, 2, we denote by X i ∈ |2L i | the ramification divisor of |L i | on E ′ , or, by abuse of notation, on E.
Lemma 3.2. Same assumptions as in Lemma 3.1. Then the composed map
given by (5) and (21), is non-zero, for i = 1, 2. Its image is the line bundle ω E (−X i ).
Proof. We use the same simplified notation as in the proof of Lemma 3.1. Accordingly we will write X for X i . Take a point P in X on E. By the generality assumption on W , R and R ′ are isomorphic around P . So, if we work locally, we may do it on R ′ . Choose a chart U on R ′ centered at P , with coordinates (x, z), such that the structural map S → P 1 is given on U by (x, z) → x and E ′ has equation x = z 2 . So we may take z as the coordinate on E ′ . On U the sheaf injection in (21) is the same as the one in (18) which, by the proof of Lemma 3.1, is given by 1 → dx. Composing this injection with the trace map on E ′ gives 1 → dx = 2zdz, which shows that the map is non-zero and its image is a differential form on E vanishing at P .
The proof is accomplished by making similar local computation at points P ∈ E which are not on X. This can be left to the reader. By Lemmas 3.1 and 3.2, we have the following commutative diagram
where the second vertical and horizontal exact sequences are respectively (5), (21) 
We want to describe im(H 0 (F i )) and im(H 0 (q i )) in the case m = 1. To this end we first define the following subspaces of
. Recalling convention and notation as at the end of the introduction, from the right-most vertical sequence in (23), we set (24)
The inclusion works as follows: take a (non-zero) section s ∈ V i (which vanishes along a curve C containing X i ), restrict it to E, then divide by fixed local equations of the points in X i (i.e., remove X i from the divisor cut out by C on E). Similarly, from the left-most vertical sequence in (22), we define (25)
At divisor level, the inclusion is given by taking a divisor in |O Ri (H − 2π * i F i ) ⊗ J Zi |, restricting it to E, and then adding the points X i .
Proof. This follows from (22) and (23) with m = 1, and h 0 (O Ri (H − E + aπ * i (F i ))) = 0 for any integer a.
3.3.
A new proof of Theorem 1.3. We consider V δ (R) the locally closed subscheme of the linear system |H| on R parametrizing the universal family of curves C ∈ |H| having only nodes as singularities, exactly δ of them (called the marked nodes) off the singular locus E of R, and such that the partial normalization of C at the δ marked nodes is connected, i.e., the marked nodes are non-disconnecting nodes (cf. [4, §1.1]). Under a semistable deformation α : R → ∆ of R as in Definition 2.1, it is possible to deform such a curve C to a δ-nodal curve on the fibres R t of α : R → ∆, for t = 0, preserving its marked nodes and smoothing the remaining g + 1 nodes of C located at its intersection with E (see [4, Lemma 1.4 
]).
Usually we will assume the deformation α : R → ∆ to be general. Then, given C ∈ V δ (R), we may find a
be the scheme of the δ marked nodes of C [resp. of C ′ ]. Then (possibly after shrinking ∆ further) the triple (R, H, Z) is a semistable degeneration of (S ′ , H ′ , Z ′ ) and we may apply Proposition 2.7 to show the desired vanishings in (1) needed to prove Theorem 1.3. For this we need the following result, whose proof we postpone until the next section.
Proposition 3.4. There exist W ∈ |T 1 R ′ | and C ∈ V δ (R), with Z its scheme of δ marked nodes, such that: (i) if g := p − δ 15, then the maps
Proof of Theorem 1.3. We will prove the desired vanishings in (1) using Proposition 2.7. If g 15, conditions (14) and (15) in Proposition 2.7 are satisfied by Proposition 3.4(i), whereas condition (16) is satisfied by the middle horizontal sequence in (23) (11) and (12) in Proposition 2.7 are satisfied by Proposition 3.4(ii), whereas condition (13) is satisfied by the upper horizontal sequence in (22) 
Proof of Proposition 3.4
With a slight abuse of terminology, we will call lines the curves on R i in the pencil |π * (F i )|, for i = 1, 2. The following component of V δ (R) has been introduced in [5] .
Definition 4.1. For any 0 δ p − 1, we define W δ (R) to be the set of curves C in V δ (R) such that: (i) C does not contain any of the exceptional curves e i,j of the contractions π i :
(ii) C has exactly δ 1 := ⌊ δ 2 ⌋ nodes on R 1 − E and δ 2 := ⌈ δ 2 ⌉ nodes on R 2 − E, hence it splits off δ i lines on R i , for i = 1, 2; (iii) the union of these δ = δ 1 + δ 2 lines is connected. For any curve C in W δ (R), we denote by C the connected union of δ lines as in (iii), called the line chain of length δ of C, and by γ i the irreducible component of the residual curve to C on R i , for i = 1, 2.
It has been proved in [5, Prop. 4.2] that W δ (R) is a smooth open subset of a component of V δ (R), with the nodes described in (ii) as the marked nodes of any of its members. We write W δ (R ′ ) for the set of images in R ′ of the curves in W δ (R). Without further notice, we will denote the image of C ∈ W δ (R) and its line chain C and components γ i by C ′ , C ′ and γ the end point of C ) satisfy the following relation on E:
We denote by c the intersection of C with E, considered as a reduced divisor on E. This consists of δ + 1 points, i.e., P + Q plus the δ − 1 double points of C which are all located on E. One has:
Recalling (24), we have:
Proof. One has Y i , Z i ∈ E whereas X i ∈ E, cf. Lemma 3.2. By abuse of notation, we will identify Z i and X i with their images via the maps π i : R i → R ′ i . As indicated before Lemma 3.1, one has W i = π i (Y i ), for i = 1, 2. By Leray's spectral sequence and (24), we have
, with the inclusion explained right after (24): at divisors level, take a divisor in
′ and then remove the points X i , i = 1, 2.
, we see that V h = {0} and the assertion follows.
Case 2: p 7. If we project R ′ i ⊂ P p from X i , which consists of four points on different fibers of |F i |, we obtain a smooth, rational normal scroll R The linear system |O R ′′
is given (with obvious notation) by |σ
(by abuse of notation we denote by the same symbols the images of W i and Z i under the projection from X i ).
Hence
′ is the image of E ′ via the projection from the points X i . This shows that we can directly work on R ′ i and make the identification (32)
Subcase 2A: g 14. Since 15 of the 16 points in W are general on E ′ , and since dim(|O R ′ (1) ⊗ J Z |) = g for any C ∈ W δ (R ′ ) with Z its scheme of δ marked not disconnecting nodes (cf. [4, Rem. 1.1]), one has
Subcase 2B: p = g = 15. The argument is similar to the one in the previous case. Indeed, the fact
Subcase 2C: g 15 and p 16.
. If δ 5 (whence 3δ p), then we can choose a curve C ∈ V δ (R) whose δ nodes map to general points on one of the two components of R ′ , so that dim(|O R ′ (1) ⊗ J W ∪Z |) = max{−1, p − 16 − δ}, as desired. Hence we may assume δ 6, which yields p = g + δ 21 and we will construct a curve C ∈ W δ (R) verifying the assertion.
Let P ∈ E ′ be a general point, and consider the line chain C ′ starting at P . Set Σ := |O P p (1) ⊗ I C ′ /P p |. The intersection of C ′ with E ′ consists of a divisor c of degree δ + 1, i.e., P + Q plus the δ − 1 double points of the line chain C ′ . One has dim(Σ) = g − 1, and the hyperplanes in Σ cut out E ′ in c plus a divisor D of degree g. Hence the linear system Σ cuts out on E ′ , off c, the complete, base point free, linear system |D| of degree g. Assume g 17. Take a general hyperplane ′ is a general effective divisor of degree 15 on E ′ . Let P ′ be the unique point on E ′ such that
Indeed if P ′ ∈ c, by an analogue of (28) or (29) there would be an integer k 1 such that either (19) and (34) combined yield
This uniquely determines
and O E ′ (1) have been, as they can, generically chosen, which is a contradiction, since P is also general on E ′ . Similarly by combining (19) and (35). This proves that P ′ ∈ c. To prove that P ′ ∈ D we note that, by the generality of D ′ , the divisor 
Since the hyperplane sections of R ′′ are in one-to-one correspondence with the hyperplane sections of R ′ passing through D ′ , this yields
To accomplish the proof we have to exclude that
which would mean that any hyperplane passing through Z and D ′ contains also P ′ . If this were the case, this would in particular happen for the curve C ′ , against (33). This ends the proof in the case g 17. For g = 16 the proof runs exactly as above. There is only one minor change in the proof of (33). The proof that P ′ ∈ c + D ′ works with no change. If
. By (30) and (31) we have
The latter relation contradicts the generality of P . The former gives, together with (30), the relation
contradicting the general choices of L 1 and L 2 .
Let us finally consider the case g = 15. The basic idea of the proof is the same, so we will be brief. We let D ′ be any effective divisor of degree 14 contained in D, so that D ′ is a general divisor of degree 14 on
We claim that (33) still holds. The proof is similar to the ones in the previous cases and can be left to the reader. Then we project R ′ from D ′ . The projection C ′′ of C ′ is connected and has δ marked nodes on the smooth locus of the projection R ′′ of R ′ , whose set we denote by Z as the nodes of
Indeed, a curve in |O R ′ (1) ⊗ J D ′ ∪{P }∪Z | clearly contains the line cycle C ′ , hence it cuts on E ′ a divisor of degree p + 1 which contains c + D ′ whose degree is p. Hence this curve is uniquely determined. Since C ′ ∈ |O R ′ (1) ⊗ J D ′ ∪{P }∪Z | the assertion follows. Finally, by (33), we see that |O R ′ (1) ⊗ J W ∪Z | = ∅, proving the assertion in this case. ≃ O E ′ (2). So h 0 (O E ′ (H ′ − X)) = 0 for p 7, hence in this case h 0 (O R ′ (1) ⊗ J X ) = 0 and we are done. We may therefore assume that p 8, in which case
1, we may find C ∈ V δ (R) whose marked node (if any) maps to a general point on one of the two components of R ′ . Then it follows that dim(|O R ′ (1) ⊗ J X∪Z |) = max{0, p − 8 − δ}, and we are done. We may henceforth assume that δ 2 and we will construct a curve C ∈ W δ (R) satisfying the assertion. Assume L 1 and L 2 are fixed and general on E ′ as an abstract elliptic curve. Then also X is fixed. We will accomplish the proof by finding a suitable embedding of E ′ as an elliptic normal curve of degree p + 1 in P p , thus defining R via |L 1 | and |L 2 |, and then finding C ′ ∈ W δ (R ′ ) with its scheme Z of marked nodes such that U 1 ∩ U 2 satisfies the desired condition.
Pick a point P ∈ E ′ . We assume that P is general if g 8 whereas we take P ∈ X 1 if g 7. Consider the line chain C ′ of length δ with starting point at P and the divisor c = P + P 1 + . . . + P δ cut out by C ′ on E ′ , so that the lines of C ′ are spanned by P + P 1 , P 1 + P 2 , etc. We claim that if g 8 the divisor c is reduced and c ∩ X = ∅; (38) if g 7 the divisor c is reduced and c ∩ X = P .
We prove only (38), since the proof of (39) is similar and can be left to the reader. For (38), by generality, P is not in X. Moreover, for each k ∈ {1, . . . , δ}, one has
(see (28) and (29)). Hence, if P k = P h for 1 k < h δ, then there is a non-trivial relation between L 1 , L 2 and P , a contradiction. Similarly, if 2P k ∼ L i for i = 1 or i = 2, then (40) and (41) yield a non-trivial relation between L 1 , L 2 and P a contradiction again. The same if P = P k for some k ∈ {1, . . . , δ}. Hence (38) is proved.
Fix now an effective subdivisorX of X of degree min{7, g − 1}, not containing P if g 7, and pick a general effective divisor D on E ′ containing P with deg(D) = g + 1 − deg(X) 2.
The divisor F :=X + D + P 1 + · · · + P δ has degree p + 1 and |O E ′ (F )| gives an embedding of E ′ as an elliptic normal curve of degree p + 1 in P p . The hyperplane cutting out the divisor F on E ′ cuts out on R ′ a curve C ′ ∈ W δ (R ′ ) with line chain C ′ . With notation as in Definition 4.1, γ ′ 1 ∩ γ ′ 2 =X + D − P . When we project R ′ i fromX we obtain a smooth rational normal scroll R ′′ i in P r with r = max{p − 7, δ + 1} 3 (here we use δ 2 and the fact that the projection is an internal projection of a scroll). As above, R ′′ 1 and R ′′ 2 intersect transversally along a smooth elliptic curve E ′′ ≃ E ′ . Under this projection, the image C ′′ of C ′
