Abstract-This paper addresses the filtering problem in largedimensional systems, in which conventional particle filters (PFs) remain computationally prohibitive owing to the large number of particles needed to obtain reasonable performances. To overcome this drawback, a class of multiple particle filters (MPFs) has been recently introduced in which the state-space is split into low-dimensional subspaces, and then a separate PF is applied to each subspace. In this paper, we adopt the variational Bayesian (VB) approach to propose a new MPF, the VBMPF. The proposed filter is computationally more efficient since the propagation of each particle requires generating one (new) particle only, while in the standard MPFs a set of (children) particles needs to be generated. In a numerical test, the proposed VBMPF behaves better than the PF and MPF.
I. INTRODUCTION
Consider a discrete time state-space dynamical system:
in which x n ∈ IR nx and y n ∈ IR ny denote the system state and the observation at time instant n, respectively. f n is a nonlinear transition operator integrating the system state from time n to n + 1, H n a linear observational operator at time n. The input noise, u = {u n } n∈N , and the observation noise, v = {v n } n∈N , are assumed to be independent, jointly independent, and independent of the initial state, x 0 . Throughout this paper, y 0:n denotes the shorthand of the available observation set, {y 0 , y 1 , · · · , y n }. Let also p(x n ) and p(x n |y 0:m ) denote the probability density function (pdf) of x n and the pdf of x n conditional on y 0:m , respectively; the other pdfs are defined similarly.
We focus on the Bayesian filtering problem which consists in computing the so-called filtering pdf, p(x n |y 0:n ), for n = 0, 1, · · · . Based on this pdf, any estimate can then be computed as for instance the a posteriori mean (AM) which minimizes the a posteriori mean square error (MSE). An efficient computation of the filtering pdf is possible based on the probabilistic Markovian / independence properties of system (1) . Indeed, it has been shown that such a system is indeed a hidden Markov chain (HMC) model. In other words, the state process, x, evolves following a Markov chain with transition density, p(x k |x k−1 ); the observed process, y, is independent conditionally on the state process; and the observation at any time k, y k , depends on the state process through the state at the same time, x k , via the likelihood, p(y k |x k ). In the HMC framework, one can recursively compute the filtering pdf following two steps [1] :
• Propagation (or prediction) step, which uses the transition pdf of HMC, p(x n |x n−1 ), to compute the prediction pdf:
• Update (or filtering) step, in which the likelihood, p(y n |x n ), is used to update the prediction pdf via the Bayes' rule:
In practice, unless the HMC is linear and Gaussian, say, f n in (1) is linear, and u n and v n are Gaussian, an analytical computation of the integrals in (2)-(3) is rarely possible [1] , [2] . Therefore, many numerical methods approximating these integrals have been developed [1] - [6] . Among the most popular numerical methods are the Particle Filters (PFs), which aim at propagating a Monte Carlo (MC) approximation of p(dx n |y 0:n ), and subsequently a MC approximation of the AM estimate [1] , [2] , [4] - [6] . However, it is well-known that PFs, in their generic form, suffer from weights degeneracy in the sense that after some filtering cycles, the weights of all particles, except one, become almost zero, which significantly degrades the estimation performance. A number of judicious choices of importance densities, along with various resampling strategies have been proposed in an attempt to tackle this issue [2] , [6] . Although many of these have provided satisfactory results in a number of low-dimensional state-space applications [4] , [6] , they nevertheless remain inefficient in the cases of very large dimensional system [7] - [11] . This is mainly due to the fact that the number of particles required to sufficiently sample the state-space needs to be very large; in some special situations it has been shown that the required number of particles scales exponentially with the system dimension (see e.g. [10] ).
A class of Multiple PFs (MPFs) has been recently proposed for efficient implementation of the PF [7] - [9] , [12] - [14] . The idea is to split the state-space into K subspaces of smaller dimensions, assuming the associated state partitions to be independent (a posteriori), so that a PF is then applied to each subspace. In this paper, we resort to the Variational Bayesian (VB) approach to introduce a new MPF, the VBMPF, which we derive by combining VB-like density approximations with MC-like approximations. Instead of directly assuming that the posterior pdf of the system state is separable, this pdf is first approximated by a product of independent marginal pdfs based on the Kullback-Leibler (KL) divergence minimization criteria (VB approximation stage) [15] - [17] . Each VB-like marginal distribution is then sampled as in the standard PF [5] . Each PF component of the VBMPF uses particles from the other components, as in the MPF, but following a different mechanism. The idea of using the VB approach to split the state-space has been first used in high-dimensional linear Gaussian systems, leading to fast Kalman-based algorithms [18] , [19] .
This paper is organized as follows. Section II describes the generic algorithm that recursively computes VB approximations of the filtering pdf. Its practical derivation using two classical random sampling strategies, leading to the VBMPF algorithm, will then be the focus of Section III. In Section IV, numerical simulations are performed comparing the performances of the proposed VBMPF w.r.t. the standard PF and a MPF. Concluding remarks are finally given in Section V.
II. THE GENERIC ALGORITHM
Let the state vector, x n , be split into K partitions,
The extension of the proposed scheme to the more general case of different dimensions, n x k , is trivial. A separable VB approximation, q(x n |y 0:n )
where each marginal q(x k n |y 0:n ) is given by [17] , [18] : n |y 0:n ). In other words, the "enforced" independence on the marginal pdfs is partially compensated by a functional dependence involving expectations w.r.t. these pdfs. Below we propose a recursive algorithm to compute the solutions (5) based on (2)-(3) in two steps.
A. Prediction step
Starting at time n − 1 from a VB-like approximation,
we aim at computing a separable approximation of the prediction pdf, p(x n |y 0:n−1 ), using (2) . Let assume the following factorization of the HMC transition pdf:
Inserting (6) and (7) in (2), one obtains,
However, the approximation (8) is not separable, i.e., it is not a product of K marginal pdfs of x k n given y 0:n−1 , unless the marginal processes, [18] , [19] for the linear Gaussian case). Moreover, using this approximation in the filtering step (3) does not guarantee a separable approximation of p(x n |y 0:n ) even when the approximation of p(x n−1 |y 0:n−1 ) (6) is separable. One way to tackle this issue is to approximate the marginal transition pdf, p(x k n |x n−1 ) (involved in (8) 
. (9) Similarly to (5), one obtains,
by its approximation (10), one eventually obtains a separable approximation of the joint prediction pdf: 
B. Filtering step
This section considers the computation, for each k, of the VB-like marginal filtering pdf, q(x k n |y 0:n ), given in (5), from the VB-like marginal prediction pdf, q(x k n |y 0:n−1 ). Inserting in (5) the factorization, p(x n , y 0:n ) ∝ p(y n |x n )p(x n |y 0:n−1 ), then using (11) one obtains 1 ,
.
(13) The computation of q(x k n |y 0:n ) using (13) requires the knowledge of q(x k− n |y 0:n ). However, q(x k− n |y 0:n ) are not known, which makes it impossible to derive an analytical solution of (13) . Similarly to [17] , [18] , one may circumvent this issue by proceeding with iterations of (13) 
III. PRACTICAL DERIVATION
We focus here on the practical derivation of the generic algorithm described above. Lets assume x 0 ∼ N(x 0 , P 0 ), u n ∼ N(0, Q n ), and v n ∼ N(0, R n ), with P 0 , Q n and R n are positive definite matrices; 0 stands for a zero vector with appropriate dimension. The assumption (7) amounts to assuming Q n block diagonal. The transition laws of the HMC (1) are thus Gaussian with:
where N u (m, C) denotes a Gaussian pdf with argument u and parameters (m, C).
A. Sampling step (Prediction)
Assume that one has an independently and identically distributed (i.i. (14) we have,
where f 
1 Without abuse of notation, the r.h.s. of (13) is rather proportional to an approximation of (5). and covariance, Q k n−1 . However, since the analytical computation of the mean (integral) (17) is not possible, we use the MC approximation of q(dx
, where δ u (.) stands for the Dirac mass at point u, to approximate (17) . One obtains,
where
, and each sub- 
B. Weighting and resampling steps (Filtering)
We consider here a MC implementation of the Bayes' like formula (13) . Starting from the i.i.d. prediction sets of particles, {x
Using the Rubin's Sampling Importance Resampling (SIR) strategy [21] , this can be done by performing a weighting step assigning, for each k, a normalized weight, λ k,(s) n , followed by a resampling step from the discrete pmf,
Regarding the weighting step, one can show from (13) that for each k,
Let H n be divided into two parts,
, verifying:
Then, using (15) (20) where
, of the following Gaussian pdf 2 :
However, the computation of the mean, ν k n , requires the knowledge of (23)), which, in turn, is not known. Similarly to Section II-B, one way to overcome this is to approximate x k− n|n by proceeding with iterations [16] , [17] , [19] . Nevertheless, we resort here to a non-iterative computationally efficient scheme by using the available prediction samples, {x
. Our strategy consists in first computing a MC approximation of x n|n def = IE q(xn|y0:n) [x n ], then extracting the partition associated to x k− n|n . The MC approximation of x n|n is computed as follows:
Using the MC approximation, q(x n |y 0:n−1 ) ≈ S s=1
(dx n ), in (25), one obtains:
S, when the number of partitions, K, decreases (or, when the state partitions dimension, n x k , increases). Thereby, for a given S, the guideline principle is to carefully choose n x k large enough (to achieve as accurate VB density estimate as possible), but not too large to mitigate the weights degeneracy phenomena.
IV. NUMERICAL SIMULATIONS
We consider a semi-linear vectorial version of a state-space system, with length N = 50, extensively used in the literature (see e.g. [5] , [24] ):
th entry of R is defined as:
We aim at assessing the performance of the VBMPF w.r.t. the PF [5] and the MPF [8] (which was -numerically -shown to be the most accurate among the class of MPFs [7] ). We start by using the VBMPF and the MPF with full-factorization, i.e., the system state, x n , is partitioned into K = n x (scalar) components, x k n . We use S = 10 for the VBMPF and MPF (the number of children in MPF is J = S), and S = 10 and 400 (= 10×n x ) for the PF. Figure 1 plots the time-evolution of the MSE of the estimate of x n , averaged over 20 independent realizations of the system (with different initial states). As can be seen, the standard PF suffers from the large dimension of the system, requiring more than 400 particles to reach the accuracy of the MPF and VBMPF with only 10 particles. On the other hand, the proposed VBMPF is more performant than the MPF. This supports the relevance of using VB approach to insert independence on the joint filtering pdf, rather than a direct independence assumption.
We now investigate the sensitivity of the VBMPF and MPF to changes in the number of particles, S, and the dimension of state partitions, n x k . For this purpose, we use the standard deviation defined by,
, where x n (j) is the state at the j th realization of the system, and x n|n (j) its estimate computed by one of the filtering algorithms (D is averaged over 20 independent realizations, and N = 50 time indices). Table I displays the standard deviation of the state estimates using the proposed VBMPF and the MPF with full-factorization, as a function of the number of particles. Overall, the performances of both filters improve with increased number of particles. One can further see that the VBMPF is more performant than the MPF for any number of particles, which is consistent with Figure 1 . Table II outlines the standard deviation of the state estimates using the proposed VBMPF and the MPF with S = 10 particles, as a function of the dimensions of partitions, n x k = nx K . Overall, the performances of both filters degrade when increasing the dimension of partitions. This is of course due to the need of more particles to deal with the increase of n x k . The proposed VBMPF behaves better than the MPF for small partitions (n x k = 1, 5), and worse for larger (n x k ≥ 8). This can be explained by the fact that, on the one hand, 10 particles are not enough to sufficiently mitigate the degeneracy problem in the VBMPF for n x k ≥ 8, and on the other hand, the MPF actually uses more than 10 particles since each of these particles engenders 10 children in the sampling step (see Section III-C). 
V. CONCLUSION
We considered the Bayesian filtering problem for highdimensional systems. We first proposed a general framework based on the variational Bayesian (VB) approach approximating the filtering pdf of the full state as a separable product of marginal pdfs. We then used two classical random sampling techniques to derive Monte Carlo approximations of the obtained marginal distributions. In the proposed VB Multiple Particle Filter (VBMPF), the propagation of each particle requires generating one particle only, while in the existing MPF a set of (children) particles needs to be generated. The results of numerical experiments demonstrated the relevance of the VBMPF compared to the PF and MPF.
