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Abstract
This paper addresses the issue of breakdowns in the block GMRES method for solving linear systems
with multiple right-hand sides of the form AX = B. An exact (inexact) breakdown occurs at iteration j
of this method when the block Krylov matrix (B,AB, . . . , Aj−1B) is singular (almost singular). Exact
breakdowns are the sign that a part of the exact solution is in the range of the Krylov matrix. They are
primarily of theoretical interest. From a computational point of view, inexact breakdowns are most likely
to occur. In such cases, the underlying block Arnoldi process that is used to build the block Krylov space
should not be continued as usual. A natural way to continue the process is the use of deflation. However, as
shown by Langou [J. Langou, Iterative methods for solving linear systems with multiple right-hand sides,
Ph.D. dissertation TH/PA/03/24, CERFACS, France, 2003], deflation in block GMRES may lead to a loss
of information that slows down the convergence. In this paper, instead of deflating the directions associated
with almost converged solutions, these are kept and reintroduced in next iterations if necessary. Two criteria
to detect inexact breakdowns are presented. One is based on the numerical rank of the generated block
Krylov basis, the second on the numerical rank of the residual associated to approximate solutions. These
criteria are analyzed and compared. Implementation details are discussed. Numerical results are reported.
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1. Introduction
The purpose of this paper is to analyze the issue of breakdown in the block GMRES method
(referred to as BGMRES hereafter) for the solution of linear systems with multiple right-hand
sides
AX = B, (1)
where A ∈ CN×N is a non-singular matrix of large dimension N and B ∈ CN×p is full rank
with p  N . Variants of BGMRES are discussed for example in [14,13,12,6,10,8]. See also the
recent bibliography in [5]. Starting with a zero initial guess, the method finds approximations to
X = A−1B of the form
Xj =Vj Yj , (2)
whereVj is a matrix whose columns form an orthonormal basis of the block Krylov space
Kj (A,B) = Range
(
B AB · · · Aj−1B) . (3)
The construction ofVj is accomplished with the help of a block version of Arnoldi’s algorithm
[1,12] which simultaneously constructs a rectangular block-Hessenberg matrixHj such that the
equality AVj =Vj+1Hj holds.
An exact breakdown occurs when this iteration cannot be continued. This happens when the
matrix
(
B AB · · · Aj−1B) is rank-deficient. As will be seen, this situation means that the
spaces RangeX andKj (A,B) intersect at some space whose dimension equals that of the null
space of the block residual Rj = B − AXj . In other words, BGMRES has computed a linear
combination of some columns of X.
An inexact breakdown occurs when the matrix
(
B AB · · · Aj−1B) is almost rank-
deficient. Unlike the case of exact breakdown, this situation is most likely to happen in practice.
In such a situation, the block Arnoldi algorithm (see Algorithm 1) that is used to construct the
block Krylov basis should not be continued as such, and some modifications are required.
The issue of breakdowns in block Krylov methods is not new. In [9], Nikishin and Yeremin
propose a criterion to detect inexact breakdowns based on a block version of the CG method. The
authors show that the directions associated with the sufficiently small singular values of the block
residual have almost converged. They delete these vectors from subsequent iterations and continue
the process until all vectors of the block residual are deleted. The breakdowns are also encountered
in the QMR method [2] which uses the non-symmetric Lanczos algorithm [7]. Here, exact or near
breakdowns may have a different meaning. They may be caused by a division by zero or near
zero during the Lanczos iterations. These breakdowns are remedied by incorporating look-ahead
into the algorithm. In [3], Freund and Malhotra exclude such breakdowns. Their implementation
allows to detect the linearly or almost linearly dependent vectors in the generated block Krylov
spaces. Detection of such vectors signals that a linear combination of some columns of X has
converged. Then, one or several columns of B are deleted and the process continues. The process
of deletion is referred to as deflation in [3]. In the context of BGMRES, Langou [8, p. 210] has
shown that deflation is not recommended since it may lead to a loss of information that slows
down the convergence.
In this paper, we do not delete (deflate) the inexact breakdowns associated with almost con-
verged solutions obtained by BGMRES. We instead keep these vectors and reintroduce them in
next iterations if necessary.
The advantage of keeping these vectors, at a given iteration, is the possibility of using a weak
condition to detect them since, as we will see, even if they are no longer considered as inexact
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breakdowns in a next iteration, they can be reintroduced in the block Krylov space to obtain a
good enough solution. The quick detection of inexact breakdowns reduces the computational cost
and the storage requirements whereas the reintroduction of inexact breakdown vectors improves
the quality of the computed solution. Of course, inexact breakdowns are defined with the help of a
threshold parameter. The main difficulty is to select, at the right iteration with the right criterion,
the inexact breakdowns which allow to compute at the final iteration, a good enough solution. If
inexact breakdowns are selected under a weak condition then BGMRES generally provides a fast
but less accurate solution. On the other hand, a strong condition may lead to useless computations.
We analyze and compare two strategies to detect inexact breakdowns. One strategy is based
on the numerical rank of the generated basis, the second on the numerical rank of the residuals
associated to approximate solutions. As we will see the latter strategy is more efficient than the
former.
The plan of the paper is as follows. In Section 2 we characterize the exact breakdowns in the
block Arnoldi algorithm and discuss their effects on BGMRES. In Section 3, the perturbations
introduced by inexact breakdowns are analyzed for the block Arnoldi algorithm and BGMRES.
Here and throughout this paper, we assume that exact arithmetic is used. In particular we assume
that inexact breakdowns are not the result of a finite precision arithmetic. Section 4 is devoted to
the detection of inexact breakdowns and the consequences on the quality of the computed solution.
Implementation details of BGMRES with the treatment of inexact breakdowns are described in
Section 5. Section 6 illustrates and compares the proposed strategies on some numerical examples.
The symbol ‖ · ‖q denotes the Euclidean matrix norm when q = 2 and the Frobenius norm
whenq = F . The notationx∗ is used for complex (and real) cases to denote the transpose conjugate
of x. The identity and null matrices of order k are denoted respectively by Ik or 0k or just I and
0 when the order is evident from the context. If C ∈ Ck×l , we denote the singular values of C by
σ1(C)  · · ·  σmin(k,l)(C).
2. Block Arnoldi and exact breakdowns
Let A ∈ CN×N and V1 ∈ CN×p1 with p1  N and V ∗1 V1 = Ip1 . An orthonormal basis of the
block Krylov space
Kj (A, V1) = Range
(
V1 AV1 · · · Aj−1V1
) (4)
is constructed using the following algorithm
Algorithm 1 (Block Arnoldi)
For j = 1, . . . , m
• Wj = AVj
For i = 1, . . . , j
• Hi,j = V ∗i Wj
• Wj = Wj − ViHi,j
End For i
• Wj = Vj+1Hj+1,j (reduced QR factorization)
End For j
From now on, Wj denotes the matrix at the end of the i-loop, that is, the matrix of which the
reduced QR factorization is computed. We denote bypj+1 the rank ofVj+1, thusVj+1 ∈ CN×pj+1 ,
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Wj ∈ CN×pj and Hj+1,j ∈ Cpj+1×pj . Since the reduced QR factorization is applied to Wj , we
have pj+1 = rank(Wj ) = rank(Hj+1,j ).
Using the notation
nj =
j∑
i=1
pi, (5)
Vj =
(
V1 · · · Vj
) ∈ CN×nj , (6)
Vj+1 =
(
Vj Vj+1
) ∈ CN×nj+1 , (7)
Hj = (Hi,l)1i,lj ∈ Cnj×nj , (8)
Hj =
(
Hj
0 · · · 0 Hj+1,j
)
∈ Cnj+1×nj , (9)
we obtain from Algorithm 1
AVj =VjHj +
(
0 Wj
) =Vj+1Hj . (10)
Moreover, the matrixHj is block upper Hessenberg and the columns ofVj form an orthonormal
basis ofKj (A, V1).
It is clear that the sequence (pj )j1 is non-increasing. If pj+1 = pj = · · · = p1, then no
breakdown occurs. If Wj+1 = 0, then pj+1 = 0 and both Vj+1 and Hj+1,j are not defined. We
will say that Algorithm 1 has kj = p1 − pj+1 exact breakdowns up to iteration j if
pj+1 < p1. (11)
The following theorem characterizes the property (11):
Theorem 1. The condition (11) is equivalent to
dim{RangeV1 ∩ AKj (A, V1)} = p1 − pj+1 > 0, (12)
where AKj (A, V1) = Range
(
AV1 A2V1 · · · AjV1
)
.
Proof
dim{RangeV1 ∩ AKj (A, V1)}
= dim{RangeV1} + dim{AKj (A, V1)} − dim{RangeV1 + AKj (A, V1)}
= dim{RangeV1} + dim{Kj (A, V1)} − dim{Kj+1(A, V1)}
= p1 + nj − nj+1 = p1 − pj+1. 
2.1. Effects of exact breakdowns on BGMRES
Suppose we want to solve the block system (1). LetB = V11 the QR factorization ofB, where
V1 ∈ CN×p and 1 ∈ Cp×p are full rank. Starting with V1 and denoting p1 = p, Algorithm 1
constructs matrices Hi,l ∈ Cpi×pl and Vl with the properties (5)–(10).
BGMRES yields an approximation to X = A−1B of the form
Xj =Vj Yj , (13)
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where Yj solves the block linear system (AVj )∗(V11 − AVj Yj ) = 0, which can be written
min
Y∈Cnj×p1
∥∥∥Hj Y − j∥∥∥
F
with j =
(
1
0
)
∈ Cnj+1×p1 . (14)
Note that sinceHj has full columns rank, the least squares problem (14) has the unique solution
Yj =H†jj whereH†j =
(
H∗jHj
)−1
H∗j .
If we denote by
Rj = B − AXj (15)
the residual associated to BGMRES, then it is easy to see that
Rj =Vj+1(j −Hj Yj ) (16)
and
‖Rj‖F = ‖j −Hj Yj‖F = min
Y∈Cnj×p1
‖B − AVj Y‖F . (17)
Since A is non-singular, the condition (12) is equivalent to
dim{RangeX ∩Kj (A, V1)} = kj = p1 − pj+1 > 0. (18)
Therefore, kj partial breakdowns occur if and only if the block Krylov spaceKj (A, V1) contains
a vector space of dimension kj formed by a linear combination of some columns of X, the solution
of (1). This property is interesting for BGMRES whose solution belongs toKj (A, V1). It was
used by Nikishin and Yeremin for the block CG method [9].
The following corollary shows that when the condition (12) is satisfied, the null space X − Xj
is of dimension kj . Roughly speaking, this means that a part of X of dimension kj has been
computed.
Corollary 1. The condition (11) and therefore the conditions (12) and (18) are equivalent to
rank(Rj ) = pj+1 < p1. (19)
Proof. From Theorem 1, the condition (11) is satisfied if there exist full rank matrices U1 ∈
Cp1×(p1−pj+1) and U2 ∈ Cnj×(p1−pj+1) such that BU1 = AVjU2.
Then from the definition of Yj , we have
0 = (AVj )∗(B − AVj Yj )U1 = (AVj )∗(AVj )(U2 − YjU1).
Since A is non-singular andVj is full rank, this implies that YjU1 = U2 and
RjU1 = BU1 − AVj YjU1 = AVj (U2 − YjU1) = 0.
Therefore rank(Rj )  pj+1.
Now assume that (19) is satisfied and consider a full rank matrix Z ∈ Cp1×(p1−pj+1) such that
BZ = AVj YjZ.
Since B is full rank, this implies that
dim{Range(V1) ∩ Range(AKj (A, V1))}  p1 − pj+1 > 0.
The reasoning above shows the required equivalence. 
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In conclusion, exact breakdowns are favorable situations for BGMRES. They are direct signs of
a partial convergence. They can be equivalently detected from the ranks of Wj or Rj . In practice,
inexact breakdowns can also be detected from criteria based on Wj or the residual but as we will
see, these criteria do not lead to the same conclusion and modify the behavior of BGMRES.
3. Computations with inexact breakdowns
In the exact case we have (see (10))
AVj =VjHj +
(
0 Wj
)
with Wj = Vj+1Hj+1,j ,
and exact breakdowns occur up to iteration j when pj+1 = rank
(
0 Wj
)
< p1 (see (11)) or
equivalently when rank(Rj ) < p1 (see (19)).
These conditions are too severe to be satisfied in practice. For this reason, we introduce two
criteria denoted hereafter W -criterion and R-criterion inspired by (11) and (19) respectively to
define the notion of inexact breakdowns. Unlike the exact case, these criteria are not equivalent
and may therefore detect different inexact breakdowns.
Both criteria require the following modification of the reduced QR factorization step in Algo-
rithm 1
Wj = Vj+1Hj+1,j + Qj, (20)
where Qj is a perturbation matrix which takes into account the numerical rank in the QR factor-
ization. The matrix Qj is not the result of a finite precision arithmetic. We assume that RangeVj+1
and RangeQj are orthogonal. Moreover, since by definition RangeWj is orthogonal to RangeVj ,
we see that RangeQj is orthogonal to RangeVj+1. It is important to remember this property which
will be used in the sequel.
At first sight, we may think of deleting the perturbations Qj ′s. But this introduces errors in
the block Arnoldi process that lead to inaccurate solutions (see Fig. 3).
The next (sub)sections present some properties of the block Arnoldi process when the Qj ′s
are used and the strategies to detect inexact breakdowns. The main idea and motivations are the
following: the use of Qj ′s modifies the Arnoldi relations (5)–(9). Indeed, if we define Qj and Q˜j
by
Qj =
(
Q1 · · · Qj
)
and Q˜j = (I −Vj+1V∗j+1)Qj , (21)
then, instead of (10) we will have (see (25))
AVj =VjHj +
(
Qj−1 Wj
)
. (22)
However, this is not a block Arnoldi-like relation becauseHj /=V∗jAVj . The good relation is
(see (26))
AVj =VjLj +
(
Q˜j−1 Wj
)
withLj ≡V∗jAVj =Hj +V∗jQj (23)
even though the matrixLj does not have a block-Hessenberg structure (see (27)). However, to
be of a practical use, the full and N × nj matrix
(
Q˜j−1 Wj
)
in (23) must satisfy a condition
like
RangeVj+1 ⊂ Range
(
Q˜j−1 Wj
)
with Q˜0 = 0. (24)
First, this inclusion does not contradict (23) since both RangeQ˜j−1 and RangeWj are orthogonal
to RangeVj . Second, it has the important consequence that, for all j , the rank of Q˜j is always
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less or equal to p1 (see (29)). In practice, this means that Q˜j can be stored in an array of at most
p1 columns. Our implementation uses this property (see (54) and Section 5).
To adapt (11) and (19) for the inexact case, we will use the singular values of (Q˜j−1 Wj )
(the W -criterion) and those of the residual Rj obtained in the inexact case (the R-criterion). These
criteria will be clarified in Section 4.
3.1. Block Arnoldi and inexact breakdowns
The inexact breakdown case requires the decomposition (20) and inclusion (24). Under these
conditions, the properties of Vj+1 remain unchanged, namely its size is N × pj+1, it has full
rank, and its range is orthogonal to that ofVj . However unlike the exact case, now the rank of
Wj can be different from pj+1, the sequence (pj )j1 does not necessarily decrease and Hj+1,j
can be rank-deficient.
The following theorem shows thatVj still satisfies properties analogous to those of the block
Arnoldi algorithm:
Theorem 2. We have
AVj =VjHj +
(
Qj−1 Wj
) =Vj+1Hj + Qj , (25)
AVj =VjLj +
(
Q˜j−1 Wj
) =Vj+1Lj + Q˜j (26)
with
Lj ≡V∗jAVj =Hj +V∗jQj =

H1,1 · · · · · · · · · H1,j
H2,1
.
.
.
...
V ∗3 Q1
.
.
.
.
.
.
...
...
.
.
.
.
.
.
.
.
.
...
V ∗j Q1 · · · V ∗j Qj−2 Hj,j−1 Hj,j

(27)
and with obvious notation
Lj ≡V∗j+1AVj =Hj +V∗j+1Qj . (28)
Moreover, the rank of Q˜j , denoted by q˜j , satisfies
q˜j + pj+1  p1 for j  0. (29)
Proof. Algorithm 1 where the QR factorization step is replaced by (20) gives
AVj =Vj
H1,1...
Hj,j
+ Vj+1Hj+1,j + Qj, (30)
from which follow (25)–(28).
We prove (29) by induction. Since Q˜0 = 0, (29) holds for j = 0. Assume it is true at iteration
j − 1, then
rank
(
Q˜j−1 Wj
)
 rank
(
Q˜j−1
)+ rank (Wj )  q˜j−1 + pj  p1. (31)
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Now since Range(Vj+1) ⊂ Range
(
Q˜j−1 Wj
)
, we have
Range
(
Q˜j−1 Wj
)= Range (Vj+1 (I − Vj+1V ∗j+1)Q˜j−1 (I − Vj+1V ∗j+1)Wj)
= Range (Vj+1 Q˜j ) .
The equalities above are justified by (I − Vj+1V ∗j+1)Wj = Qj , V ∗j+1Qj = 0 and V ∗j+1Q˜j = 0.
Thus we have
rank
(
Q˜j−1 Wj
) = rank(Vj+1) + rank(Q˜j ) = pj+1 + q˜j . (32)
The proof follows then from (31) and (32). 
The following proposition used in Section 4, shows thatLj and Q˜j can be computed iteratively.
Proposition 1. We have
Lj =
Lj−1 H1,j...
Hj,j
 , Lj = ( LjV ∗j+1Q˜j−1Hj+1,j
)
, (33)
and Q˜j =
(
(I − Vj+1V ∗j+1)Q˜j−1 Qj
)
.
Note thatLj can be computed without Qj and that V ∗j+1Q˜j−1 is used to computeLj and Q˜j .
Proof. From (26)–(28), we have
Lj =V∗j
(
VjLj−1 + Q˜j−1 AVj
) =
Lj−1 H1,j...
Hj,j
 ,
Lj =V∗j+1
(
VjLj−1 + Q˜j−1 AVj
) = ( Lj
V ∗j+1Q˜j−1Hj+1,j
)
.
On the other hand
Q˜j = (I −Vj+1V∗j+1)Qj =
(
(I − Vj+1V ∗j+1)Q˜j−1 Qj
)
becauseV∗jQj−1 = 0 andV∗j+1Qj = 0. 
3.2. BGMRES and inexact breakdowns
The introduction of Qj in Algorithm 1 modifies the solution and residual of BGMRES. From
(27), the solution is given by Xj =Vj Yj where Yj solves
(Vj+1Lj + Q˜j )∗V1 1 = (Vj+1Lj + Q˜j )∗(Vj+1Lj + Q˜j )Yj (34)
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or equivalently
L∗jj = (L∗jLj + Q˜∗j Q˜j )Yj with j =
(
j
0
)
. (35)
From Proposition 1, we have
L∗jLj =L∗jLj +
(
Q˜
∗
j−1Vj+1V ∗j+1Q˜j−1 Q˜
∗
j−1Vj+1Hj+1,j
H ∗j+1,jV ∗j+1Q˜j−1 H ∗j+1,jHj+1,j
)
,
Q˜
∗
j Q˜j =
(
Q˜
∗
j−1(I − Vj+1V ∗j+1)Q˜j−1 Q˜∗j−1Qj
Q∗j Q˜j−1 Q∗jQj
)
.
Now using (20), the system (35) reads as(
L∗jLj +
(
Q˜
∗
j−1Q˜j−1 Q˜
∗
j−1Wj
W ∗j Q˜j−1 W ∗j Wj
))
Yj =L∗jj =L∗jj . (36)
The residual Rj associated with Xj is given by
Rj = V11 −
(
Vj+1Lj + Q˜j
)
Yj =Vj+1
(
j −Lj Yj
)
− Q˜j Yj
=Vj (j −Lj Yj ) −
(
Q˜j−1 Wj
)
Yj . (37)
4. Detection of inexact breakdowns
We use the discussion and results of Section 3 to justify the criteria used to detect inexact
breakdowns. We will say that p1 − pj+1 > 0 inexact breakdowns occur at iteration j for the
W -criterion when
σ1
(
Q˜j−1 Wj
)
 · · ·  σpj+1
(
Q˜j−1 Wj
)
 (W)j > σpj+1+1
(
Q˜j−1 Wj
)
 · · ·  σp1
(
Q˜j−1 Wj
) (38)
with the convention σ0
(
Q˜j−1 Wj
) = (W)j where (W)j is a threshold parameter.
The R-criterion is defined in a similar way with the residual:
σpj+1(Rj )  
(R)
j > σpj+1+1(Rj ), (39)
where (R)j is a threshold parameter.
These criteria can be seen as extensions of (11) and (19) to the inexact case. The inexact
breakdowns detected by both criteria can be considered as sufficiently small perturbations of
exact breakdowns to imply that a part of the exact solution is close enough to the Krylov space
Kj (A, V1). Of course, the quality of the computed solution depends on the choices of (W)j and

(R)
j that are discussed in Section 4.1.
Decomposition (20) and inclusion (24) can be accomplished with the Singular Value Decom-
position algorithm (SVD) [4]. Note that only the computation of Vj+1 satisfying (24) is required
because Hj+1,j = V ∗j+1Wj and Qj = Wj − Vj+1Hj+1,j are known from Wj and Vj+1.
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For the W -criterion, the SVD of
(
Q˜j−1 Wj
)
can formally be written(
Q˜j−1 Wj
) = U11V∗1 +U22V∗2, (40)
where 1(2) contains the singular values of
(
Q˜j−1 Wj
)
which are larger (smaller) than (W)j .
Then Vj+1 = U1 satisfies (20) and (24).
The R-criterion does not allow a direct computation of Vj+1 because in the SVD of
Rj = U11V∗1 +U22V∗2 with ‖2‖2 < (R)j , (41)
U1 must be orthogonalized againstVj to obtain Vj+1. Practical details on these decompositions
are given in Section 5.
4.1. Use of the W -criterion and the R-criterion
Suppose that BGMRES has converged at iteration s in the sense that
AVs =VsLs + Q˜s .
In other words, Vs+1 = 0. This means that ps+1 = 0 and (38) and (39) translate respectively into
‖Q˜s‖2 < (W)s and ‖Rs‖2 < (R)s . (42)
As we have
Rs = B − AXs = −Q˜sYs, (43)
Xs is strongly connected to Q˜s and so its quality depends on the criterion used to compute Q˜s .
The properties of Xs will be described for each criterion. Moreover, since the method can be
used to solve simultaneously several single linear systems, we will also study the quality of the
approximate solution of
b = Ax, where b = Bz with z ∈ Cp.
The analysis will allow to choose suitable values of (W)j and 
(R)
j such that the final approximate
solution Xs satisfies a requested condition.
4.1.1. Use of the W -criterion
From (42) and (43), the choice (W)j = tol for all j = 1, . . . , s ensures that
‖B − AXs‖2
‖Xs‖2 =
‖Q˜sYs‖2
‖Ys‖2  ‖Q˜s‖2 < tol (44)
and similarly for all z ∈ Cp, xs = Xsz satisfies
‖b − Axs‖2
‖xs‖2 =
‖Q˜sYsz‖2
‖Ysz‖2 < tol with b = Bz. (45)
These results show that the W -criterion allows to compute approximate solutions whose residual
norms satisfy relative conditions in the block and single systems.
Moreover from Proposition 1 and (40), ‖Q˜1‖2 < tol and for j  2, we have
‖Q˜j‖2 =
∥∥∥(I − Vj+1V ∗j+1) (Q˜j−1 Qj )∥∥∥2 = ∥∥∥(I − Vj+1V ∗j+1) (Q˜j−1 Wj )∥∥∥2
= ‖U22V∗2‖2 < tol (46)
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from which we see that for all j  1 there are at most pj singular values of
(
Q˜j−1 Wj
)
larger or
equal to tol. From (38) we see that this implies that pj+1  pj and hence the sequence
(
pj
)
1js
is non-increasing.
The drawback of the W -criterion concerns the restart of BGMRES since (44) and (45) are no
longer valid.
4.1.2. Use of the R-criterion
With the R-criterion and the choice (R)j = tol for all j = 1, . . . , s, we have from (42)
‖B − AXs‖2 < tol (47)
and for all z ∈ Cp with ‖z‖2 = 1, xs = Xsz satisfies
‖b − Axs‖2 < tol with b = Bz. (48)
However no specific choice of (R)j allows to obtain a non-increasing sequence (pj )1js since Yj
is used in the R-criterion and changes at each iteration. Note that the situation where pj+1 > pj
means that pj+1 − pj vectors associated with inexact breakdowns at iteration j − 1 are no longer
considered as inexact breakdowns at iteration j . These vectors are reintroduced in Vj+1.
An advantage of the R-criterion is that (47) and (48) remain satisfied when BGMRES is
restarted. Moreover the R-criterion can be used to obtain relative conditions on the norm of the
residual. Indeed, let X̂s be the approximate solution of
AX̂ = V1
computed by BGMRES with the R-criterion taking (R)j = tol. Then Xs = X̂s1 satisfies
‖B − AXs‖2
‖B‖2 =
‖(V1 − AX̂s)1‖2
‖1‖2  ‖V1 − AX̂s‖2 < tol
and similarly for all z ∈ Cp, we have
‖b − Axs‖2
‖b‖2 < tol with b = Bz and xs = Xsz.
4.1.3. Comparisons between the W- and R-criteria
The two previous subsections show that both criteria allow to compute approximate solutions
with relative errors on the residual norms, and that the R-criterion preserves the conditions (47)
and (48) during restarts, which is not the case with the W -criterion, i.e. the conditions (44) and
(45) are altered during restarts when the W -criterion is used.
Now, one may ask if inexact breakdowns can be detected early in the iterative process. The
answer is yes if the R-criterion is used since the condition (48) clearly implies that p1 inexact
breakdowns have been detected. To check if the W -criterion possesses such a property, we first
need the following proposition.
Proposition 2. The condition (45) is equivalent to
‖s‖2 < tol, where s = (B − AXs)Fs with Fs = (X∗s Xs)−1/2. (49)
Proof. Note first that sinceHs is non-singular, the matrix Xs is full rank and Fs is well defined.
Assume that (45) is satisfied and take z = Fsu where u is the right singular vector associated
with the singular value ‖s‖2. Then
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Fig. 1. Singular values of j (left) and (Q˜j−1 Wj ) (right).
tol >
‖(B − AXs)z‖2
‖Xsz‖2 =
‖su‖2
‖u‖2 = ‖s‖2.
Conversely if (49) is satisfied then for all z ∈ Cp, we have
‖(B − AXs)z‖2  ‖s‖2‖(X∗s Xs)1/2z‖2 < tol‖Xsz‖2,
which shows that (45) (and also (44)) are satisfied. 
Remark. The condition (44) does not necessarily imply (49).
The numerical test reported in Section 6, Fig. 1 shows that the condition (49) can be satisfied
though the W -criterion detects no inexact breakdowns.
The following argument helps to understand why the W -criterion may be inefficient to detect
inexact breakdowns.
Proposition 3. Assume that BGMRES is used with the W -criterion and that at iterations j − 1
and j the approximate solutions Xj−1 =Vj−1Yj−1 and Xj =Vj Yj satisfy
‖X − Xj‖2   and ‖X − Xj−1‖  (1 + ν)
with  small enough, 0 <   σmin(X) and 0 < ν  1.
Let Y (1)j ∈ Cnj−1×p1 and Y (2)j ∈ Cpj×p1 be such that Yj =
(
Y
(1)
j
Y
(2)
j
)
. Then
|‖Y (1)j ‖2 − ‖X‖2|  (3 + 2ν), (50)
‖Y (2)j ‖2  (2 + ν), (51)
‖Q˜j−1Y (1)j + WjY (2)j ‖2  ‖Rj‖2  ‖A‖2, (52)
‖j‖2   ‖A‖2
σmin(X) −  . (53)
Proof. On one hand we have
‖Xj − Xj−1‖22 = ‖Vj−1(Y (1)j − Yj−1)‖22 + ‖Vj+1Y (2)j ‖22.
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On the other hand
‖Xj − Xj−1‖2  ‖Xj − X‖2 + ‖X − Xj−1‖2  (2 + ν).
Hence
‖Y (1)j − Yj−1‖2  (2 + ν) and ‖Y (2)j ‖2  (2 + ν),
and
|‖Y (1)j ‖2 − ‖X‖2| ‖Vj−1Y (1)j − X‖2
‖Y (1)j − Yj−1‖2 + ‖Xj−1 − X‖2  (3 + 2ν).
Moreover ‖Rj‖2, ‖Fj‖2 and ‖j‖2 are bounded as follows:
‖Rj‖2 = ‖A(X − Xj)‖2  ‖A‖2
‖Fj‖−12 = σmin(Xj )  σmin(X) − ‖Xj − X‖2  qσmin(X) −  > 0
‖j‖2  ‖Rj‖2‖Fj‖2  ‖A‖2
σmin(X) −  .
From (37), we also have
‖Rj‖22 = ‖Vj (j −Lj Yj )‖22 +
∥∥(Q˜j−1 Wj )Yj∥∥22  ‖Q˜j−1Y (1)j + WjY (2)j ‖22. 
From (46), (50) and (51) we see that ‖Q˜j−1‖2 is small, ‖Y (1)j ‖2 ≈ ‖X‖2 and ‖Y (2)j ‖2 is small.
Therefore (52) shows that the smallness of ‖Rj‖2 does not necessarily result from ‖Wj‖2. In
other words, even if ‖Rj‖2 and ‖j‖2 are small, ‖
(
Q˜j−1 Wj
) ‖2 may be large.
In conclusion, the W -criterion is not sharp because it is based on a strong condition implying
that inexact breakdowns may be detected too late and thus leading to useless computations.
5. Implementation details and algorithms
We have seen in Proposition 1 that Lj and Q˜j can be updated at each iteration j . More-
over, the solution and residual associated to BGMRES can be computed before the decompo-
sition (20) (see (36) and (37)). These remarks will be used to derive an economical version of
BGMRES.
From Theorem 2, there exist Pj and Gj such that
PjGj = Q˜j with
{
Pj ∈ CN×q˜j has orthonormal columns withV∗j+1Pj = 0,
Gj ∈ Cq˜j×nj full rank, (54)
where q˜j = rank(Q˜j )  p1 − pj+1. Then the matrices Wj and Pj−1 can be stored in a block of
at most p1 columns. Note that q˜j < p1 − pj+1 only when exact breakdowns occur. In practice,
we set q˜j = p1 − pj+1 to simplify the computations of Pj and Gj .
We now discuss some important details in the implementation aspect. In particular we explain
how to compute the SVD of Rj and how to compute the last block row of Lj+1 denoted by
Lj+1,: and the matrices Vj+1, Pj and Gj in an economical way. It is important to notice that the
product PjGj is never formed explicitly. We first recall the following facts:
• The matrix Vj+1 is obtained from the SVD of
(
Pj−1Gj−1 Wj
)
or Rj (see (40) and (41)).
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• From Proposition 1, we have the formulas:
Lj+1,: =
(
V ∗j+1Pj−1Gj−1 Hj+1,j
) = (V ∗j+1Pj−1Gj−1 V ∗j+1Wj )
=V ∗j+1
(
Pj−1Gj−1 Wj
)
, (55)
PjGj =
(
(I − Vj+1V ∗j+1)Pj−1Gj−1 Qj
) = (I − Vj+1V ∗j+1) (Pj−1Gj−1 Wj )
=(Pj−1Gj−1 Wj )− Vj+1Lj+1,:. (56)
In practice, we proceed as follows:
• Let Cj = P ∗j−1Wj and denote by W˜jDj the reduced QR factorization of Wj − Pj−1Cj . Then(
Pj−1 W˜j
)
has orthonormal columns and(
Pj−1Gj−1 Wj
) = (Pj−1 W˜j ) (Gj−1 Cj0 Dj
)
. (57)
• With the W -criterion, the SVD of (Pj−1Gj−1 Wj ) is obtained from that of(
Gj−1 Cj
0 Dj
)
= U11V∗1 +U22V∗2
as (
Pj−1Gj−1 Wj
) = (Pj−1 W˜j )U11V∗1 + (Pj−1 W˜j )U22V∗2.
Then from (55) and (56), we have Vj+1 =
(
Pj−1 W˜j
)
U1, Lj+1,: = 1V∗1, Pj =(
Pj−1 W˜j
)
U2 and Gj = 2V∗2.• With the R-criterion, the computation of Vj+1 requires much more manipulations. From (37)
and (57), we have
Rj =Vj (j −Lj Yj ) −
(
Pj−1 W˜j
) (Gj−1 Cj
0 Dj
)
Yj
= (Vj (Pj−1 W˜j ))
 j −Lj Yj−(Gj−1 Cj0 Dj
)
Yj
 . (58)
Since the columns of
(
Vj
(
Pj−1 W˜j
))
are orthonormal, we obtain the SVD of Rj
Rj =
(
Vj
(
Pj−1 W˜j
))
U11V
∗
1 +
(
Vj
(
Pj−1 W˜j
))
U22V
∗
2
from that of j −Lj Yj−(Gj−1 Cj0 Dj
)
Yj
 = U11V∗1 +U22V∗2.
To compute Vj+1 satisfying (20), we must orthogonalize
(
Vj
(
Pj−1 W˜j
))
againstVj .
If we partition U1 =
(
U
(1)
1
U
(2)
1
)
in accordance with
(
Vj
(
Pj−1 W˜j
))
, then
(I −VjV∗j )
(
Vj
(
Pj−1 W˜j
))
U1
= (0 (Pj−1 W˜j ))
(
U
(1)
1
U
(2)
1
)
= (Pj−1 W˜j )U(2)1 .
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Now, letW1 andW2 be such that
RangeW1 = RangeU(2)1 and
(
W1 W2
)
is unitary.
Then from (55) and (56), we have
Vj+1 =
(
Pj−1 W˜j
)
W1,
Lj+1,: =W∗1
(
Gj−1 Cj
0 Dj
)
,
Pj =
(
Pj−1 W˜j
)
W2,
Gj =W∗2
(
Gj−1 Cj
0 Dj
)
.
The solution Yj of the least squares problem (14) can be computed using the normal equations
(36) or, preferably, using (26) and (57)
AVj =VjLj +
(
Pj−1 W˜j
) (Gj−1 Cj
0 Dj
)
= (Vj (Pj−1 W˜j ))
 Lj(Gj−1 Cj
0 Dj
) .
Since the columns of
(
Vj
(
Pj−1 W˜j
))
are orthonormal, the solution Yj solves the linear
squares problem
min
Y∈Cnj×p1
∥∥∥∥∥∥
 Lj(Gj−1 Cj
0 Dj
)Y − j
∥∥∥∥∥∥
2
.
We summarize the discussion above in the following algorithm.
Algorithm 2 (BGMRES with inexact breakdowns)
Let B = V11, P0 = 0, G0 = 0 andL0 = [ ].
For j = 1, . . . , m
1. ComputeL1,1:j and Wj as
Wj = AVj ,
L1,1:j =V∗jWj ,
Wj = Wj −VjL1,1:j ,
whereVj =
(
V1 · · · Vj
)
.
2. Set
Lj =
(
Lj−1 L1,1:j
)
.
3. Compute Cj , W˜j and Dj such that
Cj = P ∗j−1Wj,
W˜jDj = Wj − Pj−1Cj (reduced QR factorization).
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4. The W -criterion:
• Compute the SVD(
Gj−1 Cj
0 Dj
)
= U11V∗1 +U22V∗2, where σmin(1)  (W)j > ‖2‖2.
• Compute Vj+1,Lj+1,:, Pj and Gj as
Vj+1 =
(
Pj−1 W˜j
)
U1,
Lj+1,: = 1V∗1,
Pj =
(
Pj−1 W˜j
)
U2,
Gj = 2V∗2.
5. The R-criterion:
• Compute Yj the solution of
min
Y∈Cnj×p1
∥∥∥∥∥∥
 Lj(Gj−1 Cj
0 Dj
) Y − j
∥∥∥∥∥∥
2
with j =
(
1
0
)
• Compute the SVD j −Lj Yj−(Gj−1 Cj0 Dj
)
Yj
 = U11V∗1 +U22V∗2, where σmin(1)  (R)j > ‖2‖2.
• ComputeW1 andW2 such that
RangeW1 = RangeU(2)1 with U1 =
(
U
(1)
1
U
(2)
1
)
and
(
W1 W2
)
is unitary.
• Compute Vj+1,Lj+1,:, Pj and Gj as
Vj+1 =
(
Pj−1 W˜j
)
W1,
Lj+1,: =W∗1
(
Gj−1 Cj
0 Dj
)
,
Pj =
(
Pj−1 W˜j
)
W2,
Gj =W∗2
(
Gj−1 Cj
0 Dj
)
.
6. Set
Lj =
(
Lj
Lj+1,:
)
.
End For j .
Next, we compare the computational cost involved in Algorithm 2 and in the classical methods
based on Algorithm 1. To simplify the comparison, we only compare the number of operations
among large vectors per iteration. For Algorithm 1, we assume that no exact breakdown has
occurred and so the size of Vj is always equal to p1 and the size ofVj denoted by n(1)j equals
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Table 1
Operations with large vectors at step j of Algorithms 1 and 2
Algorithm 1 Flops Algorithm 2 Flops
V∗
j
Wj 2n
(1)
j
p1N V
∗
j
Wj 2n
(2)
j
pjN
Vj (V
∗
j
Wj ) 2n
(1)
j
p1N Vj (V
∗
j
Wj ) 2n
(2)
j
pjN
Wj −Vj (V∗jWj ) p1N Wj −Vj (V∗jWj ) pjN
QR factorization 2p21N P ∗j−1Wj 2(p1 − pj )pjN
Vj+1Hj+1,j = Wj Pj−1(P ∗j−1Wj ) 2(p1 − pj )pjN
Wj − Pj−1(P ∗j−1Wj ) pjN
QR factorization p2
j
N
W˜jDj = Wj − Pj−1Cj(
Pj−1 W˜j
)
U1 or
(
Pj−1 W˜j
)
W1 2pj+1p1N(
Pj−1 W˜j
)
U2 or
(
Pj−1 W˜j
)
W2 2(p1 − pj+1)p1N
Total: T (1)
j
= (4n(1)
j
+ 2p1 + 1)p1N T (2)j =
(
pj (4n
(2)
j
+ 4p1 − 3pj + 2) + 2p21
)
N
jp1. For Algorithm 2, we assume that p1 − pj  1 and p1 − pj+1  1 inexact breakdowns have
occurred at iterations j − 1 and j and we denote by n(2)j the size of Vj . Table 1 shows the
computational costs, T (1)j and T
(2)
j , of one iteration j in Algorithms 1 and 2.
The cost of vector-multiplications by A is not included. From this table we see that T2 decreases
since n(2)j decreases and that
T
(1)
j − T (2)j = 4(p1n(1)j − pjn(2)j )N − (pj (4p1 − 3pj + 2) − p1)N.
As the iterations unfold, pj decreases and n(1)j − n(2)j increases. Therefore, the cost of Algorithm
2 becomes smaller than that of Algorithm 1. Recall that each iteration j of Algorithm 1 (Algorithm
2) necessitates p1 (pj  p1) vector-multiplications by A. Fig. 3(right) shows the total number of
flops
∑
j T
(1)
j and
∑
j T
(2)
j required for BGMRES using Algorithms 1 and 2.
6. Numerical illustrations
We illustrate the behavior of Algorithm 2 with the W - and especially the R-criteria. We also
compare with BGMRES when the vectors associated with inexact breakdowns are deleted. We
consider the linear system
AX = B with A = A˜M, (59)
where M is an approximation of A˜−1 obtained with Matlab incomplete LU factorization with 0
level of fill-in.A is the matrix SHERMAN5 of size 3312 taken from the Harwell–Boeing collection
of test matrices1. The right-hand side B has p orthonormal columns generated with normal
distribution. When the R-criterion is used, Algorithm 2 is restarted when the size of block Krylov
space reaches a maximum denoted by n and is stopped when p inexact breakdowns have occurred.
1 http://math.nist.gov/MatrixMarket/
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6.1. Behavior of the W -criterion
The following tests are performed taking tol = 10−6 and p = 5. Recall that approximate
solutions computed using the W -criterion do not satisfy (44) and (45) when BGMRES is restarted.
Therefore we take n = 200 and no restart is used. Fig. 1 shows the singular values of j (see
Proposition 2) and (Q˜j−1 Wj ) respectively with the W -criterion. We see that the W -criterion
detects no breakdown. However before the iterations terminate, we have ‖j‖2  tol and then
Xj satisfies (44) and (45). In the figure, it clearly appears that the singular values of
(
Q˜j−1 Wj
)
stay large whereas those of j decrease (see Proposition 3).
6.2. Behavior of the R-criterion
To illustrate the behavior of BGMRES with the R-criterion, we take n = 75. Unlike the tests
with the W -criterion, here restarts are used. Fig. 2 shows the singular values of the residuals
computed by the formula (37). The figure also shows that inexact breakdowns occur when the curve
goes below the parameter tol. The R-criterion is clearly efficient to detect inexact breakdowns.
When inexact breakdowns are detected (i.e. pj < p = 5), the singular values of the residual have
two types of convergence. First, thep − pj singular values smaller than tol stay almost unchanged.
This means that no computation associated with them is performed. The speed of convergence
of the other singular values increases since only pj matrix-vector multiplies are done at each
iteration. The ranks of the blocks V ′j s and the residual norms are also shown in Fig. 2.
6.3. Is handling inexact breakdowns worth the effort?
To answer this question, we need to compare the solutions obtained with the inexact breakdown
strategy (BGMRES with the R-criterion) and the classical methods, i.e. BGMRES based on
Algorithm 1 where the factorization Wj = Vj+1Hj+1,j uses a standard reduced QR factorization.
In Matlab notation [Vj+1, Hj+1,j ] = qr(Wj , 0). Actually this version amounts to using Algorithm
2 with theW -criterion settingPj = 0 andGj = 0 for all j and choosing2 = 0. The comparisons
shown in Table 1 and Fig. 3(right) partially answer this question: the computational cost decreases
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Fig. 2. BGMRES with the R-criterion: singular values of Rj (left), block sizes and residual norms with the R-criterion
(right).
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Fig. 3. BGMRES with and without the R-criterion: residual norms (left), number of flops (right).
when inexact breakdowns are taken into account. The numerical tests confirm the advantage of
inexact breakdown strategies over the classical methods, see Fig. 3(left).
We also compare with another strategy where the matrices Pj and Gj are deleted in the R-
criterion. More precisely, in Algorithm 2, we use the R-criterion and set Pj = 0 and Gj = 0 for
all j . We briefly analyze this strategy in Section 6.4.
6.4. Deletion of inexact breakdowns
Assume that no inexact breakdown has been detected before iteration j . Then
AVj =VjHj +
(
0 Wj
)
.
If, as in (20) and (24), Wj is decomposed in form Wj = Vj+1Hj+1,j + Qj with V ∗j+1Vj+1 = I
and RangeVj+1 ⊂ RangeWj , then we have
AjVj =Vj+1Hj with Aj = A −
(
0 Qj
)
V∗j ≡ A − QjV∗j .
This process can be continued with A replaced by Aj . Since the rank of Vj+1 is decreasing, we
will have at the last iteration s, AsVs =HsVs and then
AsXs = B with As = A − QsV∗s .
Clearly an advantage here is the low computational cost since PjGj = Qj is not used at iteration
j of the process. We are naturally interested in comparing the solutions obtained with and without
deletion of inexact breakdowns.
Note that, in general, at most p matrices Qj are non-null during the whole process since at
most, p inexact breakdowns can occur.
With the W -criterion, we have ‖Qj‖2 < (W)j and assuming that (W)j = tol/
√
p for all 1 
j  s, we have
‖A − As‖2 < tol.
This shows that Xs satisfies (44) and (45). Therefore, with the W -criterion, the deletion of inexact
breakdowns only requires to take a little smaller (W)j .
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With the R-criterion, the perturbations introduced by the deletion may be larger. Actually, at
iteration j , the detection of inexact breakdowns is based on Yj but at the last iteration, Yj is
replaced by Ys since
‖B − AXs‖2 = ‖QsYs‖2.
Algorithms 2 is tested with the R-criterion when inexact breakdowns are deleted using the same
parameters as in the previous tests. Note that now the formula (37) is no longer valid for the
residual. For this reason, the norm of the explicit residual R(e)j = B − AXj with and without
deletion of inexact breakdowns is plotted in Fig. 3(left) where it appears that the deletion of
inexact breakdowns may deteriorate the quality of the computed solution.
7. Conclusion
We have extended the notion of breakdown in a way appropriate to the block GMRES method
(BGMRES) for solving linear systems with several right-hand sides. From a theoretical point of
view, an exact breakdown occurs at iteration j when the rank of the matrix Wj constructed by
the block Arnoldi algorithm (Algorithm 1) is less than that of the right hand side of the block
linear system (1), or equivalently when the residual Rj associated to BGMRES is rank-deficient
(see (11) and (19)). This is a favorable situation since it means that a part of the block linear
system under consideration has been solved exactly. From a numerical point of view, the inexact
breakdown is much more likely to occur. It gives rise to an approximate solution. The inexact
breakdowns denoted by the matrix Q˜j ( see (20), (21), and (24)) correspond to the situation where
some singular values of (Q˜j−1 Wj) (W -criterion) or Rj (R-criterion) are smaller than some
tolerance parameters. However, in this case, there is no correspondence between the singular
values of (Q˜j−1 Wj) and Rj .
We showed that the deletion of the vectors associated with inexact breakdowns is not rec-
ommended and analyzed and compared the W - and R-criteria in the framework of BGMRES.
It follows that both criteria allow to compute approximate solutions with relative errors on the
residual norms for the block and single systems. Unlike the W -criterion, the R-criterion can be
used when BGMRES is restarted and detects efficiently the inexact breakdowns, thus allowing a
decrease in the computational cost and memory requirements. However, with the R-criterion, the
deletion of inexact breakdowns may deteriorate the solution. In conclusion, a version of BGMRES
along the lines suggested in Algorithm 2, using the R-criterion, is advisable.
All the results apply to the block FOM method (see [11]).
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