(A2) There exists functions M jkl such that
where m jkl = E ψ 0 (M jkl (u i )) < ∞ for all j, k, l.
Theorem 1: Under assumptions (A1)-(A2), if λ 1n → ∞, λ 2n → ∞,
, then the estimator from the EM-adaptive LASSO method enjoys the oracle properties as follows:
1. Consistency in variable selection: lim n P (Â = A ) = 1, and 2. Asymptotic normality of the nonzero coefficients:
)
Proof : It is to be noted that the negative binomial distribution does not belong to the exponential family in a conventional sense, i.e. a negative binomial is a member of the GLM family only if θ is known and specified to the GLM family as a constant. Since, for a given value of the dispersion parameter θ, the likelihood function in (1) can be decomposed into weighted logistic and negative binomial distributions (each belonging to the GLM family), Theorem 1 is the direct application of Theorem 4 in Zou [1] . Therefore, if λ 1n → ∞, λ 2n → ∞, λ 1n √ n → 0, and λ 2n √ n → 0, then the EM adaptive LASSO estimator for the ZINB model holds the oracle property: with probability tending to 1, the estimate of zero coefficients is 0, and the estimate for nonzero coefficients has an asymptotic normal distribution with mean being the true value and variance which approximately equals the submatrix of the Fisher information matrix containing nonzero coefficients. 
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Appendix B: Additional Simulation Results
In this section, we present additional simulation studies in which θ is estimated from the data.
The simulation setups are presented in the main text. Figure S1 gives the heatmap of pairwise LD measurements for the 50 simulated SNPs in high LD scenario (ρ = 0.9). Figures S2-S15
and Tables S1-S4 describe the simulation results (in the same order as the main text). 
