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 ABSTRACT 
Absolute Coverage Measurements OF UltraThin 
AlKali-Metal films on reconstructed silicon 
Rajarshi Banerjee 
N. John DiNardo 
 
 
Metal/semiconductor interfaces, particularly those involving Si, are of great 
technological and scientific interest.  In atomically abrupt interfaces, many properties are 
determined by interatomic interactions over a few layers, i.e., over ~1 nanometer.  The 
initial stages of growth of an atomic layer related to structural and electronic properties 
are thus important to thin film behavior.  Surface science studies on metal-semiconductor 
systems often lead to contradictory conclusions regarding bonding sites and even whether 
the first layer is metallic or not.  A key piece of information that must be consistent with 
any study is the number of atoms per unit area in the first layer, which is difficult to 
assess directly.  Alkali-metal–semiconductor systems have been studied as model abrupt 
interfaces for several years. Novel effects, such as electron localization, were observed.  
Still, determinations of absolute coverage have been lacking.  This dissertation describes 
results of absolute coverage measurements for Cs on Si(100)(2×1), Si(111)(7×7), and 
Si(111)( 3 ´ 3 )R30°–B reconstructed surfaces using Rutherford Backscattering 
Spectrometry in ultrahigh vacuum.  The results bracket possible structural models for 
these systems. For the Cs/Si(111)( 3 ´ 3 )R30°–B  interface, this work confirms 
conclusions regarding electron localization effects and introduces considerations of ion 
beam-induced desorption for the weakly-bound Cs layer. 
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CHAPTER 1 INTRODUCTION 
1.1 Motivation 
Metal/semiconductor interfaces are of great technological as well as scientific 
interest. Silicon is the most widely studied among the semiconducting materials and it 
also has the most widespread applications in industry. Most metal-semiconductor 
interfaces used in technological applications are between transition metals and silicon. 
Such interfaces and others can have complex physical behavior on a microscopic scale 
such as temperature-dependent intermixing and silicide formation.   
On the other hand, alkali-metals such as Na, K, and Cs form simpler interfaces with 
semiconductors. They form both ordered and disordered ultrathin films on semiconductor 
substrates without diffusing into the bulk.1 For these surfaces, saturation at a coverage of 
a monolayer or less is observed at room temperature where monolayer is defined in 
general as a layer of substance one atom thick and more specifically as a layer which has 
the same areal density as the topmost layer of atoms in an ordered substrate. Saturation at 
a monolayer means that no further growth is observed after one layer of atoms gets 
deposited on the surface and multilayer formation is also restricted.  
Cesium has the most well defined properties, which characterize alkali metals. It has 
the largest atomic radius and is the most electropositive among them. Thus, cesium and 
silicon are ideally poised as model systems for the study of surface phenomena and 
metal-semiconductor interfaces in general. More specifically, a better understanding of 
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surface metallization and Schottky-barrier formation from an atomic level can be 
obtained with the study of such interfaces.  
In addition to the scientific motivation in studying the cesium/silicon interface as a 
model sys tem, the system has properties that have industrial and commercial potential. 
Cesium-coated surfaces are of interest to industry due to the negative electron affinity of 
its oxide, which makes them ideal low-temperature cathodes. They also have 
technological applications for the catalytic growth of silicon dioxide coatings for 
integrated circuits.2,3,4 Inspite of all the interest, the structures of the Cs/Si interfaces are 
not extensively characterized, with the cesium coverage being a key factor in establishing 
the structure. As it stands, the properties and structure of the Cs/Si(100) 2×1 and 
Cs/Si(111) 7×7 surfaces are still being debated whereas the Cs/Si(111)( 3 ´ 3 )R30°–B 
surface has not been widely studied at all. 
Of all the techniques used to study the interfaces, Rutherford Backscattering 
Spectrometry (RBS), is a unique method with which one can make absolute coverage 
measurements that are independent of any structural model, which can easily distinguish 
between the cesium overlayer and the substrate. RBS in fact helps in eliminating 
structural models that are not consistent with the coverage measurements. 
 
 For low coverage levels, alkali-metals generally form partially ionic bonds to 
silicon surfaces, and partially donate their single valence electron to saturate the dangling 
bonds of the substrate. This leaves a dipole charge distribution at the surface making it 
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much easier for electrons to be removed from the bulk material. (e.g. the work function 
of the interface is lower than that of the bare silicon surface, typically by 2.5-3.5 eV.5 
Sometimes, the bulk conduction band can easily be raised above the vacuum energy level 
creating what is known as a negative-electron-affinity (NEA) state.6 Cesium is the ideal 
adsorbate for this application since it is the most electropositive of the stable atoms. In 
fact, the oxygenated Cs/Si(100) 2×1 interface does form an NEA state.6 Similarly, 
cesiated cathodes are highly efficient and operate effectively at high currents and low 
temperatures.  
 The cesiated silicon surface has potential as a system for the growth of silicon 
dioxide as an insulating layer in integrated circuits. Cesium catalyzes the adsorption of 
oxygen at much lower temperatures than would be possible otherwise. After the oxygen 
has been adsorbed, the system can be gently annealed to remove the cesium, leaving 
behind a stoichiometrically pure silicon dioxide layer, which has fewer defects than 
would be possible using conventional high temperature and high oxygen pressure 
techniques.7 
The cesium/silicon interface also is an ideal system for studying the correlations 
between atomic structure and electronic properties of interfaces. This has been a 
continuous area of study for many years, and the work of characterizing various faces of 
silicon crystals has already largely been accomplished. The atomic and electronic 
structures of Silicon surfaces such as the Si(100) 2×1 and Si(111) 7×7 faces are 
well-known. This allows comparison between the surfaces, which vary only in structure 
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but not the elements themselves. Various studies of the electronic structure of the 
cesiated silicon interfaces5 have complemented these structural studies to form a picture 
of how the surface changes between conducting and semiconducting states in unexpected 
ways. For example, while bulk silicon is a semiconductor, the Si(111) 7×7 surface 
exhibits a narrow energy band that crosses the Fermi level making it a conductor. The 
adsorption of submonolayer amounts of cesium changes the surface to a semiconductor – 
while the cesium-saturated surface is a conductor again.5, 8 The resolution of structure for 
this interface would be an excellent test of our theoretical understanding of surface 
electronic states.  
Another consideration for these studies is that the classical theory of Schottky-
barriers takes no account of the structure of the interface and calculates barrier height 
based only on bulk  properties of the metal and the semiconductor. Recent work has 
shown that varying the atomic structure at the interface can dramatically change the 
Schottky-barrier height.9 Unfortunately, not many systems have been analyzed in 
sufficient detail to provide detailed checks of atomic structure based theory of 
Schottky-barriers. It is possible to measure the Schottky-barrier height for an atomic 
Cs/Si interface with a known structure by cooling the surface down below room 
temperature till there is multi- layer formation and a probe can effectively be used to 
measure it.  
There are several reasons why the cesium/silicon interface is such a good model 
system for these studies. First, the cesium atom has a single valence electron around a 
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closed shell and is therefore easier to model than the transition metals. Second, the 
cesium like other alakali metals adsorbs on Si to form a saturated layer at room 
temperature. If more cesium is deposited after saturation then it either does not stick to 
the surface or desorbs rapidly. 10,11,12 Third, cesium, like other alkali-metals, does not 
penetrate into the bulk or form silicides, so the interfaces are abrupt down to the atomic 
scale. It is also possible that on some surfaces, particularly the Si(111)( 3 ´ 3 )R30o–B 
surface, ordered growth of cesium is expected which makes it even more straightforward 
to characterize the surface by theoretical techniques and describe surface phenomenon. 
These factors simplify both experimental analysis and theoretical understanding of these 
interfaces 
In spite of all these advantages, the re are various difficulties involved with studying 
the cesium/silicon interface. Scanning Tunneling Microscopy (STM) is a very useful 
characterization technique, which yields not only the coverage but also structural data. In 
STM a metal tip is moved close to the sample with a small bias which causes a tunneling 
current between individual surface atoms and the tip yielding topographic data, I-V 
characteristics and band structure information at atomic resolution. One problem with this 
technique for Cs/Si sur faces and alkali metals in general, is the high, induced dipole 
moment and polarization effects near the Cs atom, which modify the scanning tip.13 
Another problem is that there is some confusion as to the connection between the 
observed electronic structure and the related atomic structure.14 
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As for some other probes, most of them depend upon having a structural model to 
interpret the results or it is not easy to deconvolve from the experimental data, 
contributions from the surface and bulk atoms. Examples of these are LEED, X-ray 
techniques, photoemission and spectroscopy techniques. There are techniques like Auger 
Electron Spectroscopy (AES) that make more direct measurements of coverage along 
with elemental analysis, but these measurements yield relative coverage values, which 
are not very accurate and absolute coverage data, which can are dependent on models 
with poorly characterizable dynamics.  
Rutherford Backscattering Spectrometry (RBS)15 on the other hand, provides the 
absolute coverage information desired, without depending upon any structural model for 
interpretation. RBS data depends strictly on the physical geometry of the apparatus and 
the (known) cross sections for various collisions. Thus, the absolute coverage can be 
determined, and this information used to effectively restrict or even rule out proposed 
structural models. With this consideration in mind we can state that absolute coverage  
measurements of the amount of cesium on the various saturated surfaces will place a 
major selection constraint on the possible structural models and this information is 
necessary for exact structural determinations. 
 
An overview of this thesis is presented as follows.  In Chapter 2, we first cover the 
basic properties and what is already known about the various Si surfaces and their 
interfaces with alkali metals with particular emphasis on Cesium.  
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In Chapter 3, the whole experimental set up and the working of the apparatus is 
discussed along with some experimental pitfalls and complications. Also discussed is the 
basic RBS theory and method of data analysis and calibration with the help of 
simulations. 
Chapter 4 details all the experimental results for both the main experiment and 
preliminary tests of sample quality. An analysis of the data and results of the saturation 
coverage measurements of the three surfaces are presented with discussions of their 
validity, reproducibility and margins of error. Also presented is a preliminary analysis of 
desorption phenomenon on one of the surfaces, which was not expected and was outside 
the original objectives of these studies. 
 Chapter 5 restates the results and discusses their implications in the context of the 
results based on experimental studies by other scientists and predictions of various 
theoretical structural models.  We conclude with a brief discussion of further work in this 
area that might improve our understanding of the initial stages of growth of metal-
semiconductor interfaces and related physical phenomena. 
 
During the course of this work, an ultrahigh vacuum chamber was set up in 
collaboration with another student, William Sherman, on a new ion beamline at the 
University of Pennsylvania.  New instrumentation and operational parts such as the 
sample transfer mechanism and alkali-metal dosing system were installed.  The LEED 
system was completely repaired and made operational.  The studies of saturation 
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coverage of Cs on Si(100) 2×1 and Si(111) 7×7 resulted in two co-authored 
publications.16,17  Subsequent studies of saturation coverage of Cs on 
Si(111)( 3 ´ 3 )R30o–B has led to completely new saturation coverage measurements 
and the observation of ion beam- induced desorption of Cs that required a modified 
procedure for simulation and analysis.  These latter results will be submitted for 
publication shortly. 
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CHAPTER 2 BACKGROUND 
2.1 Overview 
As discussed earlier, cesium and silicon are ideally poised as model systems for 
the study of surface phenomena and metal-semiconductor interfaces in general and in 
contrast with other transition metal semiconductor interfaces they are easier to understand 
due to their simpler interactions with the substrate. In order to gain an understanding of 
saturation coverage, metallization and Schottky-barrier formation, it is necessary to study 
the chemical bonds and electron localization at the surface and also relate them to the to 
their surface structures. The monolayer saturated films provide an ideal regime for the 
study of these properties at the atomic level and understand how they relate to properties 
for interfaces with higher coverage or with the bulk structure. 
In the following sections we discuss the structure and properties of bulk silicon 
and its various bulk-terminated and surfaces. This will be followed by a background of 
studies on the reconstructions of each of these surfaces and a summary of studies of 
cesium adsorption on these surfaces. 
2.2 The Ideal Silicon Crystal And Bulk Termination 
 The bulk structure of silicon, shown in Figure 2.1 is a diamond lattice1, consisting 
of covalent sp3 hybridized bonds. It has a face-centered cubic lattice with an edge length 
of a = 5.43 Å and a two atom basis: ( )
þ
ý
ü
î
í
ì ++ zyx ˆˆˆ
4
Å43.5,0
r
 which yields an inter-atomic 
spacing of 2.35 Å. 
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Figure 2.1 Zinc blende structure, which is equivalent to diamond or Silicon structure if all 
atoms were identical1. The white spheres denote atoms within the cube and the black atoms 
lie on the surface of the cube. 
 
Projection of bulk unit cell onto 
the surface
1×1 surface unit cell
dangling bonds
<011>
<011>
<1
00
>
<0
-1
1>
 
Figure 2.2 Top and side views of the unreconstructed Si(100) surface. The topmost atoms 
are white and the deeper atoms are shown in progressively darker shades. 
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 Silicon naturally cleaves along the Si(111) plane. Silicon crystal wafers are 
usually cut to expose the Si(100) and Si(111) surfaces. The positions of atoms in the bulk  
structure gives us a basic reference system for coverage measurements for both the 
Si(100) and Si(111) surfaces. The ideally terminated surface has surface atoms in the 
same positions as they would have in the bulk. This allows us to calculate the number of 
surface atoms per unit area.  The areal density is used as a basis for defining a monolayer 
(ML) for each surface of the silicon crystal. 
The bulk-terminated Si(100)2 surface has an exposed face that resembles the top 
square of the cube in Figure 2.1. This is shown in greater detail in Figure 2.2. Each 
surface atom gives rise to two dangling bonds. In each repeating projected unit cell on the 
surface, there are two atoms, which works out to 6.78×1014 atoms/cm2. This is defined as 
a coverage of one ML and is used as the reference for cesium coverage of the Si(100) 
surface.  
Figure 2.3 shows two planes passed through a face centered cube (FCC) with both 
planes having the normal vector (1,1,1). If two such cubes were stacked, one atop the 
other, the two gray triangles will fit together to form one rhomboid cell. This cell consists 
of four rhomboid unit cells of the FCC(111) plane containing one atom each shown in 
Figure 2.4. The areal density corresponding to one ML for this face is 7.83×1014 
atoms/cm2. 
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Figure 2.3 A unit cell for the (111) plane of an FCC (or diamond structured) crystal.1 
 
<-211>
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Figure 2.4 Top and side views of the unreconstructed Si(111) surface. The topmost atoms 
are white and the deeper atoms are shown in progressively darker shades. 
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In practice, the surfaces of real semiconductor crystals are never simple bulk  
terminations. Generally, the outermost layer or layers move closer to the bulk. In most 
cases, more complex reconstructions of the surface also occur.3 The various faces of 
silicon have numerous known reconstructions.4,5 
 In semiconductors, interatomic bonds are highly localized unlike in metals and 
interactions between the unsatisfied dangling bonds of the surfaces are less significant in 
comparision. Theoretical models of alkali metals on GaAs predict, that surfaces like 
Cs/GaAs and K/GaAs are Mott-Hubbard insulators.6,7,8,9,10,11,12,13 A surface with a silicon 
substrate offers an interesting point of comparison. Si has different inter-atomic distances 
at the surface depending on the cleavage plane. Silicon also offers a wide variety of 
surface reconstructions, whose study can further improve our understanding and at the 
same time serve as a test for theoretical calculations. 
In ideal bulk-terminated Si surfaces, there are unfulfilled dangling bonds directed 
normal to the surface.  In the Si(100) surface, each surface atom loses two of its four 
nearest-neighbors leaving two others free and in Si(111) only one nearest-neighbor is lost 
leading to only one free dangling bond per atom. Thus the areal density of dangling 
bonds for the unreconstructed Si(111) surface is more than twice of that of the Si(100) 
surface.  
The dangling bonds produce charge distributions that are energetically 
unfavorable. Relaxation and reconstruction are a means of minimizing the energy and 
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saturating the broken bonds on the surface. The free dangling bonds can either interact 
with each other or with the backbonds, pointing back towards the bulk. Reconstruction-
induced pairing of electrons cause splitting of bands and a filling in of the lower energy 
states. A simplistic view may lead one to think that the surface becomes semiconducting 
or insulating. In reality though the changes in the two-dimensional surface band structure 
are complex. The Si(111) 7×7 surface is classified as metallic due to a partially-filled 
band which crosses the Fermi- level, the Si(100) 2×1 is semi-conducting and the 
Cs/Si(111)( 3  ´ 3 )R30°–B is an insulating surface. 
2.3 The Cs/Si(100) Interface 
2.3-a Overview of the Si(100) surface 
The bulk-terminated Si(100) surface illustrated in Fig 2.3, has a 1×1 structure 
with each surface atom having two dangling bonds at a 55° angle from the surface 
normal. Such a surface is highly reactive and unstable. Many feasible ways of 
minimizing the energy suggest themselves. In general interactions can occur between 1) 
bonds belonging to the same atom 2) bonds of neighboring atoms and 3) surface and back 
bonds. There are a large number of dangling bonds per unit area on this surface as 
compared to the Si(111) face, so the reconstructions can be expected to exhibit a 
comparatively short range order. 
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2.3-b The Si(100)-2×1 Reconstruction 
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Figure 2.5 Top and side view of the symmetric dimer model of the Si(100)-2×1 surface. 
Atoms farther away are also indicated by how the bonds overlap or underly the atoms. 
A)The 1×1 bulk termination, showing 2 dangling bonds per surface atom. B) The 2×1 
reconstruction shown with symmetric dimers. 
 
A very simple reconstruction to minimize the energy of the surface is shown in 
Figure 2.5 B, where pairs of atoms move closer together to form dimers. This simple 
structure gives rise to rows of dimers separated by valleys. The energy can be minimized 
further, by introducing alternating tilts in the adjacent dimers in a row. This gives rise to 
two asymmetric structures as shown in Figure 2.6. 
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Figure 2.6 Top and schematic view of atoms in the Si(100) surface. A unit cell is outlined for 
each reconstruction.  A) The p(2×2)  asymmetric model where the dimer tilts in adjacent 
rows are in phase B) The c(4×2) asymme tric model where the dimer tilts in adjacent rows 
are out of phase This structure  is known to be stable below 200°K and is called the c(4×2) 
phase. (The “c” stands for centered to indicate that the unit cell includes a point at its center 
which is equivalent to the points at the corners). C) and D) A transverse view of both 
reconstructions. The grey circles represent atoms closer to the bulk, and white circles 
represent atoms higher up.  
 
The first structural evidence from Low Energy Electron Diffraction (LEED) 
data14 pointed to a symmetric dimer with a 2×1 symmetry. Subsequent studies of the 
surface using Angle Resolved Photoemission Spectroscopy (ARPES) found completely 
filled states and a band gap implying that the surface was a semiconductor. Theoretical 
band structure calculations contradicted this by yielding a conducting surface for 
symmetric dimers. Chadi15 first introduced the idea of buckling or tilted dimers when he 
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observed that similar calculations could yield a semiconducting surface for buckled 
structures. There are two ways the buckling can take place as shown in Figure 2.6. In one 
scheme the buckling between adjacent dimer rows can be in phase p(2×2) or they can be 
out of phase c(4×2). The energy of the 2×2 structure is slightly higher than the other by 
an easily bridgeable gap at room temperature, and at least on theoretical grounds, both 
structures are expected to coexist. 
 Experimental evidence for the reconstructions outlined above, are complicated by 
step defects and time-averaging. The bulk structure of silicon has atoms with different 
bond directions at different levels. This means that the dimers on a particular face 
revealed due to steps will have a different orientation from the dimers on any other face 
an odd number of atomic layers away (and the same orientation as those on steps an even 
number of layers away).  
 
Figure 2.7 Diffraction patterns from Si(100) 2×1 (left) and from Si(100) 1×2 (right). Both 
are present in most Si(100) samples. They overlap to give an apparent 2×2 pattern (middle). 
The half order spots (shown in white) are only present in half the sample, so they have 
about half the intensity they would otherwise have and are fainter than the intege r order 
spots (shown in black). 
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When LEED or any other area averaging technique is used to determine the symmetry 
of a face, it generally averages over many of these steps, thus, instead of seeing a simple 
2×1 pattern, one sees the superposition of a 2×1 pattern with a 1×2 pattern as shown in 
Figure 2.7. This simplified picture does not even address the issue of whether the single 
domain surface is  4×2 or 2×2  which complicates the LEED image further. 
 Another complication is the issue of time-averaging. Since buckled dimers can 
equally well be tilted in either direction, they can oscillate quite rapidly between different 
states. This means that most probes, which take time averages cannot resolve the 
oscillations, and see symmetric dimers, instead of oscillating buckled dimers. Indeed, 
simulations by Shkrebtii et al.16 found oscillations with periods on the order of a 
picosecond. Their simulations agree for the most part with the STM study of Tromp et 
al.17 which found a variety of different dimer structures present  on most room 
temperature Si(100) faces. Similarly, Landemark et al.18 found via photoelectron 
spectroscopy that the surface is entirely covered with buckled dimers which lose long-
range order when heated to room temperature. (Hamers et al. report that the 2×1 LEED 
pattern is replaced by a sharp c(4×2) pattern at 80°K, implying that the dimers have 
stopped oscillating and are “frozen” into a buckled configuration. 19) For purposes of this 
work, for the sake of simplicity the surface will be referred to as Si(100) 2×1, leaving 
some of the details are unspecified. 
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2.3-c Prior Investigations of the Cs/Si(100) 2×1 Interface 
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Figure 2.820 Potential binding sites for Cs on Si(100) 2´ 1. White circles are atoms in the first 
layer, gray circles are atoms in the 2nd layer, and black dots show the possible binding sites: 
P: the Pedestal site, B: the Bridge  site, T: on Top of one of the dimer atoms, T2: on Top of 
one of the atoms in layer 2, C: in the Cave  (above the deepest exposed atom), and V: the 
Valley site. (A 2×1 unit cell is drawn in.) 
 
There have been numerous studies of the Cs/Si(100) 2×1 system at various 
coverages and temperatures. There is no widely accepted nomenclature for the possible 
adsorption sites for cesium, but a standard can be extracted from the published litereature. 
Directly between two atoms in a dimer is the Bridge site (B). Directly above one of the 
surface atoms is the Top site, or the T1  site (on top of an atom in layer 1). In the deep 
space between two dimers is the Cave (C) or T4 site, which sits directly over an exposed 
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atom in the 4th layer of the silicon. In the center of the square formed by two 
neighboring dimers is the Pedestal site (P). Directly over an atom in the 2nd layer is the 
T2 site. Between T2 sites are so-called Valley sites (V) or T3 sites. All the studies made 
to date predict that the cesium atoms will adsorb on or near one of the on-top sites, or the 
four sites of high symmetry on the Si(100) 2×1 surface (See Figure 2.8). 
Some of the earliest work on the Cs/Si(100) interface was carried out by 
Goldstein21 and Levine22 in the early 1970’s because of interest in the Negative Electron 
Affinity (NEA) state of the O/Cs/Si(100). Goldstein observed an unchanged LEED 
pattern for the saturated Cs/Si(100) interface except for strengthened half-order spots 
(which made sense since cesium has a higher electron scattering cross section than 
silicon). It was also observed that cesium had to be dosed before the oxygen for the NEA 
surface to form properly, which suggested that the Cs/Si structure was the same as the 
O/Cs/Si structure. They proposed their surface model based on these key observations. 
They assumed that the lowering of the work function in the O/Cs/Si(100) surface arose 
from a Cs-O surface dipole. Given their electronic properties one can assume that Cs 
gives up an electron and that oxygen tends to attract electrons (though recent work23 has 
found that there is minimal charge transfer between the Cs and the substrate). This led 
them to propose that the oxygen must bond in a site relatively deep into the surface of the 
silicon like the cave site, and that the cesium must be relatively high above the surface 
(see Figure 2.8). This was called the Levine model where the oxygen atoms sit in cave  
sites, and the cesium atoms are in pedestal sites. 
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The Levine model yields a total coverage of one cesium atom per two surface 
silicon atoms or 0.5 Monolayer (ML). This means that each unit cell on the interface has 
an odd number of valence electrons contributing to the surface states, which constitute a 
half- filled band (since cesium has only one 6S valence electron ). Thus the interface is 
expected to be conducting. This was indeed supported by core and valence electron 
photoemission studies by Mangat et al.23 and Chao et al.24 and by STM studies of Xu et 
al.25 (Although Chao et al. concluded two adsorption sites for the cesium, which is taken 
as a partial refutation of the Levine model by some). 
Other work, however, cast doubt on the Levine model. Enta et al. using angle-
resolved ultraviolet-photoelectron-spectroscopy (ARUPS), observed that both the K/ 
Si(100) 2×126 and the Cs/Si(100) 2×127 interfaces are semiconducting. This, along with 
their own low energy electron diffraction (LEED) and x-ray photoelectron diffraction 
(XPD28) lead Abukawa and Kono to propose their model of 1 monolayer Cs coverage for 
both interfaces.29,30,31 In this model (see Figure 2.9), the cesium atoms are adsorbed on 
both the pedestal and the bridge sites. This gives an even number of valence electrons per 
unit cell, and is consistent with a semiconducting surface. 
Experimental support for the Abukawa and Kono model has come from different 
sources. LEED I-V32 studies carried out by Hamamatsu et al.33 strongly supported the 
Abukawa and Kono model. Partial support also came from techniques, which found that 
cesium had two different bonding states on the saturated surface. Kennou et al.34 
performed thermal desorption spectroscopy (TDS) of the interface and found two primary 
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desorption peaks near 550°K and 775°K. Similarly, Chao et al.24 studied the interface 
with core and valence photoelectron spectroscopy and concluded that the surface had two 
adsorption sites. It should be noted that the presence of two binding sites in itself does not 
imply that all available sites are occupied. It is possible to propose models with an 
epitaxial arrangement of the Cs atoms on both binding sites, which yields a 0.5 ML  
coverage. In fact Kennou et al. report a saturation coverage  of only 0.75 ML (based on 
rate calculations), and Chao et al. report that the interface is metallic. (Chao et al. 
concluded that the silicon dimers in the cesium saturated surface are asymmetric, while 
Hamamatsu et al. concluded that the dimers are symmetric.) 
Numerous other experimental and theoretical studies have been used to support 
either the Levine  or the Abukawa and Kono models for Cs/Si(100) 2×1 saturation 
coverage, but many focus on the other alkali-metals. Unfortunately, the analogies are not 
always convincing. The interface most commonly associated with Cs/Si is K/Si. 
Potassium, however, has been observed35 via TDS to adsorb as bulk islands stable up to 
370 °K on the Si(100) 2×1 surface. This suggests that various reports of 1 or 0.5 
monolayers for saturation coverage are neither conclusive, nor similar to the cesium 
interface, where no bulk island formation has been reported. The other alkali-metals are 
not of great use in analyzing the cesium interface either.36,37 
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Figure 2.9  The Levine and Abukawa & Kono models. A)The Levine  model with 0.5ML of 
Cs, showing gray cesium atoms. Above: Top view, Below: cutaway view.  B) The Abukawa 
and Kono model of Cs/Si(100) 2×1 showing 1 monolayer of coverage , with gray Cs atoms. 
Above: Top view, Below: Side view. 
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There have only been two studies which might have yielded absolute coverage  
for the Cs/Si(100)-2×1 interface. Xu et al.25 carried out STM studies of the interface, but 
could not resolve the detailed atomic positioning (they cited intrinsic difficulty imaging 
the interface mentioned earlier). They suggested that while the cesium layer is 
conducting, the silicon substrate below is still semiconducting and that may explain the 
contradictory results for various probes with less elemental specificity or depth resolution 
Smith et al.38 reported via hydrogen beam Medium Energy Ion Scattering (MEIS) studies 
that the saturation coverage is 0.97±0.05ML. Mangat and Soukiassian23 have found that 
very small contaminants can cause additional adsorption, and Soukiassian suggested,39 
that the hydrogen in the MEIS beam, or in the beam residue may have contaminated the 
sample. It is also possible that contaminants like oxygen in a defective experimental set 
up may actually drive up the saturation coverage of Cs. This is borne out by our Auger 
studies, which found evidence of greater cesium being adsorbed with no clear saturation 
limit for samples with a high degree of contamination. 
 In these studies, helium beam Rutherford backscattering spectrometry (RBS) is 
used for the Cs/Si(100) 2×1 interface. The helium beam is unreactive, and thus avoids the 
potential contamination problems associated with the earlier hydrogen beam MEIS study. 
Monitoring of contaminant levels in this study is a check against impurity induced 
adsorpton. Meanwhile, RBS provides an absolute coverage of the amount of cesium on 
the interface. The measured coverage is independent of any particular structural model 
and depends only on the measured quantities and known collision cross-sections. It 
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should be emphasized that this model independence distinguishes it from LEED I-V, 
TDS, ARUPS, XPD, STM and all other probe techniques, which can be brought to bear 
on this interface. Firmly establishing the absolute coverage, however, will be a key 
component of establishing the exact surface structure. Particularly since the two primary 
structural models predict very different coverages. 
 
2.4 The Cs/Si(111) 7×7 Interface 
2.4-a Overview of the Si(111) surface 
The (111) planes of Si can be thought of as double layers, which are attached to 
each other by bonds, one per atom, perpendicular to the layers. Within the double layer a 
mesh of the remaining tetrahedral bonds (three per atom) connect the atoms in 3-fold 
symmetric coordination. Cleavage along the (111) plane results in the breakage of the 
bonds that connect the two double- layers, see Figure 2.10. A dangling sp3 hybrid orbital 
per surface adatom is left normal to the top double layer. 
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Figure 2.10 The top and side views of an ideally terminated Si(111) surface which preserves 
the bulk structure. The surface unit cell is indicated by bold dotted lines. 
 
The unreconstructed surface thus consists of parallel dangling bonds, one per 
surface unit cell (formed by projecting the bulk structure onto the surface) as shown in 
Figure 2.10. These dangling bonds are highly energetic and the clean surface seeks to 
rearrange in such a way as to reduce their number. In contrast with the Si(100) surface, 
since there is only one bond per surface adatom, the surface thus has the tendency for 
reconstructions having comparatively long-range order to minimize energy.  
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The simplest reconstruction of Si(111) surface is a 2×1 reconstruction, whose 
structure has been determined by LEED. The reconstruction involves rearranging atoms 
from the hexagonal rings (normally six per ring) to form alternating rings with five and 
seven atoms. This arrangement buckles the surface, and brings the dangling orbitlals 
closer to each other. Although the number of surface bonds remains the same the energy 
is lowered due to weak p  bonding interaction between them. 
2.4-b The Si(111) 7×7 Reconstruction 
The most stable reconstruction of a silicon crystal has a 7×7 unit cell formed on 
the Si(111) surface. However this surface can only be obtained by annealing the Si(111) 
2×1 surface.14 The formation of the Si(111) 7×7 structure primarily involves the removal 
of 49 dangling-bonds by using dimers, adatoms, and stacking faults40, 41 as shown in 
Figure 2.11. A stacking fault formation is highly energetic, therefore the surface can only 
be produced by annealing at high-temperature, even though the resulting surface is far 
more stable. The large number of atoms per the double- layered 7×7 cell cell, has made 
the determination of the 7×7 structure a complicated task. The Si(111) 7×7 surface has 
been attacked by every surface tool, primarily because of the technological importance of 
silicon, and the determination of the detailed structure of the Si(111) 7×7 surface was a 
significant acheivment for surface science. 
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Figure 2.11 Illustration of how a stacking fault causes dimerization at the surface. Removal 
of one atom and its nearest neighbor from the Si(111) surface causes reduction of one 
dangling. This process forms one dimer and a shift of the lattice (relative to the unshifted 
positions marked in gray) called a stacking fault. Since the hexagons in the shifted region 
switch surface atoms (black circles) for 2nd layer atoms (vertices) the positions of the surface 
atoms in the faulted region is unchanged – only the 2nd layer atoms are in different 
positions. 
 
 The first major structural information came from the STM studies of Binnig et 
al.42, which showed 12 protrusions inside the unit cell, and deep holes in the corners. Ion 
scattering studies43 carried out by Tromp et al.44 and Culbertson et al.45 found evidence 
for substantial rearrangement in the subsurface layers, which supported the stacking-fault 
model where large sections of the silicon surface layers would be shifted a fraction of a 
unit cell relative to the bulk positions. 
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 Takayanagi et al.46 proposed the currently accepted model of the Si(111) 7×7 
reconstruction based on transmission electron diffraction. Called the dimer-adatom-
stacking-fault (DAS) model, it has several different features, which help to minimize the 
number of unpaired electrons dangling off the surface. One method of eliminating 
dangling bonds is to simply eliminate some of the atoms from the surface. Consider the 
following process illustrated in Figure 2.11. One atom with a dangling bond, and one of 
its nearest-neighbors (which is not actually on the surface) is removed from the surface. 
That leaves 4 atoms with unsatisfied bonds. However, if there is a half-cell shift of the 
atoms of the underlying layer, then the 4 atoms can bond with each other as shown in 
Figure 2.11, and there are finally only two unsatisfied bonds left in the subsurface layer. 
The two atoms with the unsatisfied bonds can form a dimer. The Si(111) 7×7 surface is 
cross-hatched with rows of these dimers, and associated shifting of the atoms in the 
subsurface layer. (STM images47 indicate that 7×7 domains actually do form by the 
sudden formation of small regions of shifted atoms surrounded by dimers.) 
 When dimers chains with different orientations converge near the corners of the 
7×7 unit cell, the cumulative effect of the stacking faults creates a spot where no bonds 
are available for an atom, which would normally be there. Thus one atom from the layer 
below the dimers has a dangling bond, which explains the deep holes seen by the STM 
images at the corners of the 7×7 cells. Since the dimer chains create such an unstable 
configuration when they converge, there is an energetic push to minimize the number of 
such zones. This promotes the large size of the 7×7 cell. If the dimer chains  
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Figure 2.1248 Ball-and-stick model of the Si(111) 7×7 Dimer-Adatom-Stacking-fault 
(DAS) reconstruction. Top panel shows the surface, bottom panel shows cutaway 
view along the long diagonal of the unit cell. Large black circles are adatoms , gray 
spheres are rest atoms , and the unit cell is marked by dashed lines. The adatoms, 
rest atoms, and isolated corner atoms have one dangling bond each. 
 
don’t cross, however, the total number of dimers decreases, which is also energetically 
unfavorable. (Metastable 9×9 and other unit cells have been observed, but they always 
relax into the 7×7 configuration. 49) The stable 7×7 cell has groups of three dimers in a 
row before each crossing. This creates a unit cell with an edge length of 6 dimer atoms 
and one corner dangling bond for a total of 7 atoms and a 49 atom unit cell.  
 The regions between the rows of dimers have 21 atoms arranged into equilateral 
triangles with 6 atoms on an edge. There are two such triangles in each 7×7 unit cell, with 
one of the triangles in the usual position relative to the bulk structure, and one of the 
triangles in a faulted stacking position. The dangling bonds from triplets of neighboring 
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atoms in each triangle are satisfied by bonding to a single atom, called an adatom, 
which has only one dangling bond. There are twelve adatoms in each unit cell, which 
effectively reduces the number of dangling bonds from 43 to 19 in the following manner. 
The 12 adatoms, inside the unit-cell, cause the removal of 36 dangling-bonds in the first 
layer, but add 12 into the adatom layer. Thus, a net reduction of 24 is achieved. A 
stacking fault (in one half of the 7×7 unit-cell) allows for the reduction of dangling bonds 
by grouping atoms close enough for dimerization to occur along the edges of the 7×7 
unit-cell and across the short unit-cell diagonal. Hence, dimerization further reduces the 
dangling-bond count by six. The final structure has only 19 (49-36+12-6) dangling 
bonds, which stabilizes it. It is interesting to note that this process still leaves some 
residual instability. In an ideal situation the total number of dangling bonds could be cut 
to 1/3rd of the original value, whereas the 7×7 structure only cuts the number of dangling 
bonds to 
49
19
 or ~39% of that for bulk termination. 
For experimental purposes, the 7×7 structure can be easily identified by its 
distinctive LEED pattern (see Figure 2.13). The bright primary spots in the corners are a 
fourier transform of the periodicity of the 1×1 unit cell of the bulk-terminated surface. 
The 6 fainter spots along each edge are due to the 7×7 reconstruction. (Some faint spots 
inside the triangles can also be made out at some energies.) 
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Figure 2.13 LEED diagram for the Si(111) 7×7 surface. (Note the 3-fold symmetry, where 
the alternating lines of the hexagon are not equivalent.). For the sake of simplicity only the 
spots lying along the principle axes of symmetry are depicted.  
 
2.4-c Prior Investigations of the Cs/Si(111)-7×7 Interface 
The adsorption of cesium onto the Si(111) 7×7 surface has not been studied as 
intensively as the adsorption onto the Si(100) 2×1 surface. However, a number of studies 
have been carried out, primarily focussing experimental50,51 and theoretical52 efforts on 
the sub-saturation regime where the interface is found to have various degrees of order. 
Many issues remain to be answered for this system, including the saturation coverage, 
which, once again, is disputed. 
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Figure 2.14 Proposed binding sites for cesium on the Si(111) 7×7 surface. Solid circles: 
silicon atoms, open circles: silicon adatoms, hatched circles: cesium atoms (not to scale). A: 
on top of a rest atom, B: threefold coordinated hollow site, Be: threefold coordinated 
eclipsing site, C: on top site for corner adatom, and D: on top site for inner adatom.53 
 
Figure 2.14 shows the various proposed binding sites for cesium on the 7×7 
reconstruction. Site A is on top of a rest atom. There are 6 such sites in the 7×7 cell. Site 
B is the threefold-coordinated (i.e. the three closest atoms are equally spaced around this 
site). There are only two such sites on the 7×7 cell. Be is also threefold-coordinated, but it 
eclipses an atom in the surface just below it. There are 9 such sites in each cell. C is the 
site directly on top of a corner adatom (6 sites), and D is the site directly on top of an 
inner adatom (6 sites). 
Magnusson et al.54,55 found, based on UPS and angle-resolved inverse 
photoemission that cesium first adsorbs onto the adatom dangling bonds (sites C and D in 
Figure 2.14). Hashizume et al. also found using FI-STM that 70% of the initial cesium 
atoms bond onto the adatoms on the faulted half of the substrate 7×7 cells, and they bond 
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to D atoms before C atoms.51 A more recent STM study56 also confirms the tendency 
to adsorb preferentially on the faulted half of the surface. Eteläniemi et al. found via x-
ray standing waves that at saturation, mostly A, and B sites are filled, (plus 36% of the 
cesium atoms are in random sites possibly including some Be and a very small number C 
and D but largely other sites not specified) and the overall system is disordered.57 They 
also report that occupation of the A and B type sites, should necessitate the removal of 
some of the adatoms from the silicon surface. Hansen et al. have shown via Second 
Harmonic Generation (SHG) that cesium will stick to a sample after room temperature 
saturation coverage is reached, as long as cesium is being dosed. As soon as the dosing 
stops, however, the cesium coverage rapidly returns to the saturation level.58 
The LEED pattern from the room temperature saturation coverage is very blurry 
7×7, with a large background.55 A short annealing at 300° sharpens up the 7×7 signal, but 
also removes much of the adsorbed cesium.57 With so many different bonding site 
possibilities, most of the long-range order in the unannealed surface is destroyed, leaving 
behind essentially a 1×1 LEED image. 
In any case, the coverage of the room temperature saturation state is not established. 
Eteläniemi et al. predict saturation at 0.48 and 0.61 monolayers.57 Their conclusions, 
however, are highly dependent on their models, which fail to account for the positions of 
many of the cesium atoms. Magnusson et al. report room temperature saturation has all 
the dangling bonds except the corner hole filled or 367.0
49
18
=  ML.54 
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The question of coverage is essential to understanding the metallization of the 
Cs/Si(111) 7×7 interface. The saturation coverage is reported variously as a metal59,54 and 
as a semiconductor.55 The key factor in understanding metallization is to know how far 
apart the cesium atoms are. If they are close enough for overlap between their electron 
clouds, then the surface is expected to be metallic. If they are farther apart, then the 
surface is expected to be a semiconductor. (The distance between cesium atoms in pure 
cesium bulk  is 5.24 Å, but the effective radius may be different on the silicon surface.) 
RBS can provide crucial insight into this complicated interface. A low coverage will 
imply a tendency to favor certain adsorption sites over others but at the same time leave 
more room open for a disordered surface. A high coverage on the other hand implies a 
more ordered surface. 
2.4-d The Si(111)( 3  ´ 3 )R30°–B Reconstruction 
The previous discussions focused on reconstructions of elemental Si surfaces. A 
whole new set of reconstructions can also be obtained by introducing small amounts of 
impurities or dopants to the surface. The Si(111) surface is a good candidate for 
observing the effects of dopants and yields a variety of reconstructions. The simplest 
reconstruction, which can be visualized is one where each dangling bond per surface unit 
cell is satisfied by dopant X, or in other words, a 1´1-X surface unit cell. However it has 
been determined from experiments that most dopant- induced reconstructions will involve 
longer range reordering of the surface. This is primarily due to the electronic properties 
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of the dopant atom. The reordering also depends to a la rge degree on the surface 
temperature and the post-deposition annealing and contamination parameters.   
The most common dopant- induced reconstruction forms a 3 ´ 3  surface unit 
cell. This reconstruction can be induced by several different impurities, the most notable 
being the group III elements In, Ga, Al, and B. 60 Some metals also diffuse into the bulk to 
form silicide componds. In contrast, the reconstruction induced by the group III elements, 
is a surface phenomenon. Unlike the other group III elements, the lightest among them, 
diffuses into the subsurface layer,61, 62, 63, 64, 65, 66, 67 but does not diffuse into the bulk. 
The surface is stable and well ordered and can be thought of as an archetypical model 
surface. It is typically obtained by obtaining a clean Si(111) 7´7 surface followed by 
boron deposition and annealing.61, 62 
The surface layer of Si has several positions of high symmetry, which are potential 
binding sites for the adsorbate atoms. These are called the T1, T4, H3, and B5 sites 
shown in Figure 2.15, and Figure 2.16. The first goal to gain an understanding of these 
structures is to determine the absolute coverage followed by the position of the adsorbed 
boron atoms and relaxation of the surface layers. The models can be corroborated by 
experiments and theoretical calculations to determine the most stable structures. 
  
   
39 
<-211>
<0
-1
1>
<1
11
>
Double 
Layer
T-1H-3
B
 
Figure 2.15 Top and side view showing the H-3 and T-4 adsorption sites. 
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Figure 2.16 Top and side view showing the B-5 and T-4 adsorption sites 
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 The lowest adsorbate coverage of 1/3rd ML corresponds to only one of the high 
symmetry sites containing a dopant atom followed by 2/3rd, ML 3/3rd ML, and finally 
4/3rd ML where all the high symmetry sites are occupied. If we compare with the 7×7 
surface LEED studies of the newly reconstructed Si(111)( 3 ´ 3 )R30°–B surface 
exhibits a 30° rotation of the axis of symmetry and a disappearance of the long range 
order spots corresponding to the 7×7 surface. 
As discussed earlier RBS and STM are in general the best techniques for making 
coverage measurements and investigating surface structure. However, for boron, RBS is 
not a good probe. The boron atom is too light and its signature is lost in the RBS signal 
corresponding to the bulk substrate. STM experiments have shown silicon sitting at an 
adatom position on the topmost Si double layer61, 63, 67 also implying that boron diffuses 
into the subsurface layer during annealing. In fact, recent STM studies67 show that B 
attaches at first to the T-4 site and diffuses into the bulk B-S5 position only after 
annealing. Detailed LEED of the surface was compared with simulation of LEED 
patterns for the four likely reconstructions outlined above. There was good agreement 
with the B-S5 model.68 Keating energy analysis of the surface structures also pointed at 
the B-S5 surface as the lowest in energy.  
The best model that fits this scenario, is one where boron attaches at the unique B-
S5 subsurface site and the Si adatom sits at the T4 site just above boron, implying a 1/3rd 
ML coverage for boron. In this model, charge transfer is expected from Si adatom sitting 
at the T4 site, to the substituted B atom directly below in the B-S5 site resulting in an 
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empty dangling bond. This is because the trivalent B atom is forced to form four 
covalent bonds instead of three. Such a charge transfer was verified from STM 
measurements.65 Further support for the structure came from k-resolved inverse 
photoemission and angle resolved photoemission spectroscopy by Grehk et al.62 Their 
studies showed evidence for surface states corresponding to the empty dangling bond, the 
backbond pointing back at the surface and also the bonds between the boron and the 3 
neighboring subsurface atoms. Scanning Tunneling Spectroscopy (STS) by Avouris et 
al., also showed similar evidence for unoccupied and occupied bands corresponding to 
the dangling bond and the backbond respectively.66 The picture was further supported by 
total energy calculations of the surface, which showed that the B-S5 position was the 
most favored site for boron adsorption.61, 64 
2.4-e  Prior Investigations of the Cs/Si(111)( 3 ´ 3  )R30°–B Interface 
Along with the other alkali metal Si interfaces the Cs/Si(111)( 3 ´ 3  )R30°–B has 
been subjected to various surface probes. Work function change studies at room 
temperature, conducted by Chen4 show that in contrast with the Na or K adsorbed 
Si(111)( 3 ´ 3 )R30o–B interface, which remain semiconducting on reaching 
saturation, the Cs/Si(111)( 3 ´ 3 )R30o–B interface is metallic. This is supported 
further by very detailed and in depth studies also by Chen et al.4 using electron energy 
loss spectroscopy (EELS) angle resolved photoelectron spectroscopy (ARPES) and other 
photoemission studies. ARPES reveals surface states, which remain just below Fermi 
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level at all coverages beam energies and incidence angles for the Na and K saturated 
surfaces.  Corresponding core level spectroscopy reveals behavior consistent with that 
seen in other non metallic interfaces. EELS loss features lend further support to the 
semiconducting nature of the surface. In contrast for Cs interface there is a perceptible 
dip in the work function change just before saturation, which is associated with 
metallization. EELS ARPES and core level photoemission studies all support this view. 
An understanding of metallization can be achieved by proposing a structural model 
for the interface, and see how it fits in with the observed phenomenon. LEED studies 
have shown us that the surface periodicity remains the same on alkali metal deposition 
suggesting that there is minimal rearrangement of the surface.68 It is thus very likely that 
the alkali-metals simply attach themselves to all the empty dangling bond sites as shown 
in Figure 2.17. A difference in the atomic radii can account for the differing properties of 
the 3 surfaces. Cesium having the largest radius gives rise to a metallic interface because 
it is easier for valence electrons to transfer from one atom to another.  The RBS 
measurement of saturation coverage for this interface will be a direct verification of a 
most significant aspect of this model, its coverage. 
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Figure 2.17 Proposed model of Cs/Si(111)( 3 ´ 3 )R30°–B surface. 
 
  
   
44 
 List of References
 
1 N. Ashcroft and N. D. Mermin, Solid State Physics (Saunders College, Philadelphia, 
1976) 
2 A crystal cleaved or otherwise prepared so as to expose a plane perpendicular to the 
vector (1,0,0) is called Si(100). 
3 A. Zangwill, Physics at Surfaces (Cambridge University Press, Cambridge, 1988). 
4 J. Chen, Ph.D. dissertation, University of Pennsylvania, 1994. 
5 I. H. Hong, S. C. Shyu, Y. C. Chou, and C. M. Wei, Phys. Rev. B 52, 16884 
6 J. E. Klepeis and W. A.Harrison, J. Vac. Sci. Technol. B7, 964(1989). 
7 R. M. Feenstra, J. Vac. Sci. Technol. B7, 925(189).  
8 O. Pankratov and M. Scheffler, Phys. Rev. Lett. 70, 351(1993). 
9 G. A. Allan and M. Lanoo, Surf. Sci. 63, 11(1977). 
10 J. E. Northrup, J. Ihm, and M. L. Cohen, Phys. Rev. Lett. 47, 1910(1981). 
11 W. A. Harrison Phys. Rev. B31, 2121(1985). 
12 C. B. Duke and W. K. Ford, Surf. Sci. 111, L685(1981). 
13 L. J. Whitman, J. A. Stroscio, R. A. Dragoset, and R. J. Celotta, Phys. Rev. B44, 
5951(1991). 
14 R. E. Schlier and H. E. Farnsworth, J. Chem. Phys. 30, 917 (1959). 
15 D. J. Chadi, Phys. Rev. Lett. 43, 43 (1979). 
16 A. I. Shkrebtii, R. Di Felice, C. M. Bertoni, and R. Del Sole, Phys. Rev. B 51, 11201 
(1995). 
17 R. M. Tromp, R. J. Hamers, and J. E. Demuth, Phys. Rev. Lett. 55, 1303 (1985). 
 
  
   
45 
 
18 E. Landemark, C. J. Karlsson, Y.-C. Chao, and R. I. G. Uhrberg, Phys. Rev. Lett. 69, 
1588 (1992). 
19 R. J. Hamers, R. M. Tromp, and J. E. Demuth, Phys. Rev. B 34, 5343 (1986). 
20 After P. Castrucci, S. Lagomarsino, F. Scarinci and G. E. Franklin, Phys. Rev. B 51, 
5043 (1995) 
21 B. Goldstein, Surf. Sci. 35, 227 (1973). 
22 J. D. Levine, Surf. Sci. 34, 90 (1973). 
23 P. S. Mangat and P. Soukiassian, Phys Rev. B 52, 12020 (1995). 
24 Y.-C. Chao, L. S. O. Johansson, and R. I. G. Uhrberg, Phys Rev. B 54, 5901 (1996). 
25 H. Xu, H. Hashizume, and T. Sakurai, Phys. Stat. Sol. A 151, 329 (1995). 
26 Y. Enta, T. Kinoshita, S. Suzuki, and S. Kono, Phys. Rev. B 36, 9801 (1987). 
27 Y. Enta, T. Kihoshita, S. Suzuki, and S. Kono, Phys Rev B 39, 1125 (1989). 
28 A technique where x-rays excite surface atoms to emit core level electrons which then 
diffract from the grating formed by the other nearby atoms. 
29 T. Abukawa and S. Kono, Phys. Rev. B 37, 9097(1988). 
30 T. Abukawa, T. Okane and S. Kono, Surf. Sci. 256, 370 (1991). 
31 T. Abukawa, T. Okane and S. Kono, Surf. Sci. 214, 141 (1989). 
32 LEED I-V is the analysis of how electron diffraction spot intensity (I) varies as the 
incident beam voltage (V) is varied. 
33 H. Hamamatsu, H. W. Yeom, T. Yokoyama, T. Kayama, and T. Ohta, Phys. Rev. B 57, 
11883 (1998) 
34 S. Kennou, M. Kamaratos, S. Ladas, and C. A. Papageorgopoulos, Surf. Sci. 216, 462 
(1989). 
35 S. Tanaka, N. Takagi, N. Minami, and M. Nishijima, Phys. Rev. B 42, 1868 (1990). 
 
  
   
46 
 
36 D. Jeon, T. Hashizume, and T. Sakurai, J. Vac. Sci. Technol. B 12, 2044 (1994). 
37 S. Arekat, S. D. Kevan, and G. L. Richmond, Europhys. Lett. 22, 377 (1993). 
38 A. J. Smith, W. R. Graham, and E. W. Plummer, Surf. Sci. Lett. 243, L37 (1991). 
39 P. Soukiassian, (Private communication). 
40 K.D. Brommer, M. Needels, B.E. Larson, and J.D. Joannopoulos, Phys. Rev. Lett. 68 
1355 (1992). 
  
41 I. Stitch, M.C. Payne, R.D. King-Smith, J.S. Lin, and L.J. Clarke, Phys. Rev. Lett. 68 
1351 (1992). 
42 G. Binnig, H. Rohrer, C. Gerber and E. Weibel, Phys. Rev. Lett. 50, 120 (1983). 
43 Various ion scattering techniques analyze variations in scattered ion intensities as a 
function of angle and energy to determine the structure and chemical composition of 
surfaces. 
44 R. M. Tromp, E. J. van Loenen, M. Iwami, and F. W. Saris, Solid State Commun. 44, 
971 (1982). 
45 R. J. Culbertson, L. C. Feldman, and P. J. Silverman, Phys. Rev. Lett. 45, 2043 (1980). 
46 K. Takayanagi, Y. Tanishiro, M. Takahashi, and S. Takahashi, J. Vac. Sci. Technol. A 
3, 1502(1985); Surf. Sci. 164, 367(1985). 
47 T. Hoshino, K. Kumamoto, K. Kokubun, and T. Ishimaru, Phys. Rev. B 51, 14594 
(1995). 
48 H. Lim, K. Cho, I. Park, and J. D. Joannopoulos, Phys. Rev. B 52, 17231 (1995). 
49 K. Kumamoto, T. Hoshino, K. Kokubun, T. Ishimaru, and I. Ohdomari, Phys. Rev. B 
53, 12907 (1996) 
50 T. Hashizume, K. Motai, Y. Hasegawa, I. Sumita, H. Tanaka, S. Amano, S. 
Hyodo, and T. Sakurai, J. Vac. Sci. Technol. B 9, 745 (1991). 
 
  
   
47 
 
51 T. Hashizume, Y. Hasegawa, I. Sumita, and T. Sakurai, Surf. Sci. 246, 189(1991). 
52 L. Stauffer, and C. Minot, Surface Science 331-333, 606 (1995). 
53 Based on image in V. Eteläniemi, E. G. Michel, and G. Materlik, Phys. Rev. B 44, 
4036 (1991). 
54 K. O. Magnusson, S. Wiklund, R. Dudde, and B. Reihl, Phys. Rev. B 44, 5657(1991). 
55 K. O. Magnusson, and B. Reihl, Phys. Rev. B 41, 12071 (1990). 
56 Jun Yoshikawa, Shu Kurokawa, and Akira Sakai, Appl. Surf. Sci. 202-205, 169-170 
(2001). 
57 V. Eteläniemi, E. G. Michel, and G. Materlik, Phys. Rev. B 44, 4036 (1991). 
58 P-E. Hansen, K. Pedersen, L. Liu, and P. Morgen, Surf. Sci. 391, 252 (1997). 
59 H. H. Weittering , J. Chen, R. Pérez-Sandoz,  and N. J. DiNardo, Surf. Sci. 307-309, 
978 (1994). 
60 See for example, J. M. Nicholls, B. Reihl, and J. E. Northrup, Phys. Rev. B. 35, 
4137(1987). 
61 I. W. Lyo, E. Kaxiras, and Ph. Avouris, Phys. Rev. Lett. 63, 1261(1989). 
62 T. M. Grehk, P. Mårtensson, J. M. Nicholls, Phys. Rev. B46, 2357(1992). 
63 P. Bedrossian, R. D. Meade, K. Mortensen, D. M. Chen, J. A. Golovchenko, and D. 
Vanderbilt, Phys. Rev. Lett. 63, 1257(1989). 
64 E. Kaxiras, K. C. Pandey, F. J. Himpsel, and R. M. Tromp, Phys. Rev. B. 41, 1262 
(1990). 
65 Ph. Avouris and R. Wolkow, Phys. Rev. B39, 5091(1989); Phys. Rev. Lett. 60, 1049 
(1988).  
66 Ph. Avouris, I. W. Lyo, F. Bozso, and E. Kaxiras, J. Vac. Sci. Technol. A8, 3405 
(1990). 
 
  
   
48 
 
67 T.  Stimpel, J. Schulze, H.E. Hoster, I. Eisele, H. Baumgartner, Applied Surface 
Science 162, 384 (2000) 
68 J. E.Quinn, Ph.d. dissertation, State University of New York at stoneybrook, 1992 
 
 
  
   
49 
CHAPTER 3 METHODOLOGY & APPARATUS 
 
The experimental study described in this dissertation focuses on absolute coverage 
measurements of adsorbed alkali-metal submonolayers on semiconductor surfaces by 
Rutherford Backscattering Spectrometry (RBS) performed in ultrahigh vacuum (UHV).  
Direct absolute coverage measurements by RBS have the ability to confirm or refute 
conclusions based on theoretically-predicted structural models, experimentally-observed 
structures, or relative coverage measurements obtained by alternative surface science 
techniques. 
The general protocol for these RBS experiments can be described in three steps: (1) to 
produce a clean sample that it is contaminant-free as determined by various surface 
science diagnostic probes; (2) to perform the actual RBS coverage measurements 
(including calibration); and (3) to analyze the RBS data using ion scattering spectrometry 
simulation software.  
 A schematic of the experimental chamber is shown in Figure 3.1.  The chamber is  
attached to a 0.5 - 2 MeV ion beam line and is equipped with an ion energy detector; a 
goniometer on which to mount, anneal, and precisely position the sample with respect to 
the ion beam; Auger Electron Spectroscopy (AES) and Low Energy Electron Diffraction 
(LEED) systems for surface diagnostics; and a getter source to prepare the alkali-metal 
adsorbate layers.  Besides the energy detector in the vacuum chamber, the RBS system 
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includes the ion accelerator, beamline, beam source detector, ion detector, and 
electronics data acquisition software and hardware.  
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Figure 3.1.  An overhead view of the experimental chamber. 
 
3.1 Overview of Rutherford Backscattering Spectrometry 
Bøgh first proposed the application of ion scattering as a surface probe in 1965.1 
There are numerous experimental approaches to ion scattering that have been developed 
since then, from which RBS has prevailed as a particularly useful technique for surface 
and thin film analysis.  This technique can analyze the elemental composition as a 
function of depth in the near-surface region by taking advantage of the well-understood 
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Rutherford scattering cross section for an energetic ion beam interacting with atoms in 
a solid under pure electrical repulsion between the ion and atomic nuclei.2  
In order to model an ion and the nucleus of an atom in a solid as the Coulombic 
interaction between point particles, the influence of the electrons around the atomic 
nucleus and the nuclear interaction force should be small.  The electrons only 
significantly shield the nuclei beyond about 0.1 Å (1 Å = 1 Angstrom = 10-10 m).  The 
nuclear force has an effective range of just a few fm (1 fm = 1 femtometer = 10-15 m).  A 
simple calculation shows that a helium ion must have a kinetic energy in the 50 keV - 
3 MeV range for its closest approach to a target nucleus to be within the screening 
electron cloud for a head-on collision.  The data in this work were collected with a 
~500 keV beam energies, the lowest energy at which the accelerator produced acceptable 
current.  A low beam energy of ~500 keV was chosen for two reasons: (1) minimize 
penetration by the ions because the near-surface region is the area of interest and (2) 
scattering cross-section for Cs increases at lower energies.  In this energy range, the 
differential Rutherford scattering cross section, 
Wd
ds
, (in the lab frame of reference) is 
given by: 
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where m1, z1 and m2, z2 are the atomic numbers and masses, respectively, of the two 
nuclei, e is the elementary unit charge, EI is the incoming ion energy, and f is the 
scattering angle3. Typical units of the scattering cross section are cm2/streridian.  
f
m2
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dp
pdpd ps 2=
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Figure 3.2 Scattering geometry for RBS. 
 
 Small corrections to the Rutherford cross-section for electron screening and 
possible nuclear resonances can be included using numerous approximations (see Tesmer 
and Nastasi2 for details).  A commercial software package, in our case, RUMP4 (see 
below for discussion), is used to simulate the spectral data and determine absolute 
elemental density as a function of depth. 
  
   
53 
A collimated, monoenergetic ion beam from an accelerator (see Section 3.8) is 
incident on a material and the scattering angles and recoil energies of these ions are 
measured.  When an incoming ion is incident upon a target nucleus and the energy is 
sufficiently large that the electronic forces holding the target atom in place are negligible, 
the collision can be analyzed straightforwardly using conservation of energy and 
momentum.  The final energy, EF of a scattered ion of mass m1 and initial energy EI that 
collides with a nucleus of mass m2 and scatters through an angle f, is given by2 
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The energy and cross-section equations are the basis of the analysis of masses and areal 
densities (surface coverages) of elements in the surface region.  The number of recoiling 
ions detected at a given energy and angle is counted and summed up as a number C to 
compute the areal density of the target nucleus associated with that recoil energy.  The 
areal density is generally written (N × t), where N is the number of nuclei per unit volume, 
and t is the thickness of a given slab of material. (N × t) for a target nucleus of a given 
mass is then given by 
 ( )
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( )fs
f
,
cos
IEiQ
iC
itN W
=×     Equation 3-3 
  
   
54 
where Q is the number of incident ions, and si is the average of the Rutherford cross 
section for the target nucleus taken over the small solid angle W of the detector.2 
Although the interaction of the ion with the electrons of the target nucleus  can be 
ignored when analyzing the primary scattering collision, electron- ion interactions as the 
ion penetrates into the bulk are significant and must be considered in the analysis.  As the 
ion travels through the sample, energy is imparted to the electrons as well.  These 
collisions are also described by the Rutherford scattering formula (Eq. 3-1)with 
increasing cross-section as the ion energy decreases.  Thus, an ion penetrating a sample 
loses energy more rapidly at larger depths.  The net result is that the spectrum of ions 
recoiling from a single element target has a sudden onset below some critical energy, and 
then, for lower energies, the number of ions recoiling steadily increases. 
Analysis of data from samples with lighter elements that than the substrate can be 
complicated by the fact that an ion that recoils from a heavy nucleus buried deep in the 
sample can emerge with the same energy as an ion that recoils from a light nucleus at the 
surface of the sample. For Cs/Si experiments, however, this is not a problem, since the 
heavy cesium ions reside on the surface, and the bulk is entirely made up of lighter 
silicon atoms.  RBS Spectra look like the sample spectrum in Figure 3.3.  Absolute 
cesium coverages are determined by comparing the area of the peak at ECs with the area 
of the Si scattering continuum properly accounting for ion-electron interactions in the 
bulk. 
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Figure 3.3 Helium ions incident on a sample. A few scatter from heavier Cs atoms (large 
circles) on the surface layer and recoil with energy, ECs.  Others scatter from the Si atoms at 
the surface and in the bulk (small circles) and recoil in a continuum with an onset at ESi < 
ECs. 
 
 The analysis above is based on the assumption that the likelihood of any collision 
of an ion with a nucleus is independent of any collisions with other nuclei. In the ideal 
case, the energy of a detected recoiling particle corresponds to a unique depth for a given 
element due to a single collision event. This however may not always be the case, it is 
also possible in principle to have a low particle recoil energy that is caused not by deep 
penetration of the sample but by multiple collisions. There is an increased probability of 
such events at low energies because of increased scattering cross-section and increased 
population of less energetic ions at larger depths. The standard simulation package used 
does not compute these complex effects and as a result at low energies, there is a 
tendency for the experimentally obtained counts to be higher that those of the simulation.  
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 Another effect to consider is channeling. If the nuclei of the crystal target, are 
lined up one behind the other (e.g., the beam is aligned with one of the crystallographic 
axes) then the ions are much more likely to hit the surface ions.  The ions, which do not 
collide with surface atoms are actually guided along the crystallographic rows by the 
electrons in the system largely avoiding nuclei below.  This effect is called channeling.5  
Generally speaking, a 500KeV beam of helium ions must be within 2° of a major 
crystallographic axis for channeling to occur.2  The experiments reported here were 
performed off any channeling axes. 
 
3.2 Summary of experimental procedures 
The rough outline of the ideal experimental procedure is as follows. A polished 
silicon wafer is cut to expose a given face. It is then introduced into an ultrahigh vacuum 
environment (in practice, we achieve a base pressure of ~10-10 torr). An electrical current  
is run through the sample for annealing to flash off the oxide layer on the silicon surface, 
formed during exposure to air. The electrical current is slowly reduced, allowing the 
cleaned surface to relax to its stable configuration. The wafer is then checked making use 
of AES and LEED.  AES is a surface sensitive probe, used to detect chemical species. 
What is relevant to our studies is that the sensitivity near the surface layers is good 
enough to detect impurities at concentrations as low as one percent. Similarly LEED is 
also a surface sensitive probe and gives a good idea of the long-range order and structure 
of the surface. Together the probes verify the overall quality of the surface. After going 
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through AES and LEED, cesium is dosed onto the sample from an electrically-heated 
cesium chromate source (which emits pure cesium). The sample is dosed in steps, to put 
down incremental layers of cesium. The Auger signal is monitored to measure coverage. 
Dosing is stopped when the Cs signal strength reaches a constant value indicating that 
saturation has been achieved. Then LEED is again used to verify that the final surface 
symmetry is the desired one. After these preliminary steps the main RBS experiment is 
conducted followed by analysis of data to obtain the absolute coverage measurement. 
 In practice, every time LEED or Auger is performed on the sample or when 
cesium is deposited, the motion of sample or the cesium source causes pressure bursts.  
To avoid undue contamination, no single sample used in the actual experiment undergoes 
the full range of tests as described above. Generally, numerous preliminary 
measurements are made using test samples and performing AES and LEED to determine 
the proper sample preparation procedure and ensure its repeatability.  Thereafter, any 
sample studied with RBS has only minimal verifications of purity made to minimize 
contamination. 
 
3.3 Vacuum System 
The general requirement for high-quality surface science studies on reactive surfaces 
is that the surface remains atomically clean over the duration of an experiment.  Thus 
experiments are routinely performed in an ultrahigh vacuum (<10-9 torr) environment.  
Roughly, at a pressure of 10-6 torr, gas atoms impinge upon a sample surface at a rate of 
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one atom per surface atom per second.  If every impinging gas atom were to stick to a 
surface atom (sticking probability of unity), the sample surface would be completely 
contaminated in one second.  In ultrahigh vacuum, say at a pressure of 10-10 torr, the 
pressure at which most of our experiments are carried out, each surface atom is struck 
every ~10000 sec (~3 h).  Less reactive surfaces have low sticking coefficients so the 
sample might be expected to remain clean for up to a day, but measurements on more 
reactive surfaces can only span a few hours.     
The chamber used for these experiments utilizes standard UHV components and 
UHV-compatible materials.  The pumping system is comprised of series turbomolecular 
pumps (Leybold-Heraeus Turbovac 340-M backed by a Turbovac-50 and evacuated by a 
standard mechanical roughing pump) and a LN2-cooled titanium sublimation pump. 
Pressure measurements are carried out with Granville–Phillips nude ion gauges. 
Because the filament emits both electrons and light, the must be turned off whenever 
LEED or RBS measurements are made so as not to interfere with viewing (LEED) or the 
ion detector (RBS).  The ion gauge is located away from either of the pumps in the 
chamber so that vacuum readings will accurately represent the pressure in the main 
chamber. 
For sample introduction without breaking vacuum, the system is equipped with a 
small load- lock chamber, independently pumped by a turbomolecular pumping system,  
and a sample transfer rod that slides a sample held in a sample holder in to or out of the 
main vacuum chamber.   
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During the course of an experiment, pressure bursts and gas loads due movement 
of components in the vacuum (such as sample transfer) and degassing are kept to a 
minimum.  When the sample and holder are first placed in the chamber, they are annealed 
one to two days for outgassing.  For cleaning, sample flash anneals  are performed over 
brief intervals so that the pressure is maintained at <4×10-9 torr; for the final flash, the 
pressure is <1×10-9 torr.  Alkali-metal getter sources are continuously outgassed from 
new and are flashed before samples are introduced.  For alkali-metal depositions, clean 
dosers caused pressure increases of only ~6×10-11 torr.  There is only a slight increase in 
pressure  by  ~1 ´ 10-10 torr when the main vacuum chamber is open to the ion beamline.  
 
3.4 Sample Manipulator / Goniometer 
The sample is mounted on a goniometer6 that allows for translational positioning on a 
horizontal plane, rotational positioning about a vertical axis, and tilt.  Precise positioning 
is required to set channeling directions.  The schematic of the laser alignment system 
shown in Figure 3.4 is used to determine the position of the sample normal for initial 
sample alignment. 
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Figure 3.4 The laser sample positioning geometry. The laser beam enters the 
chamber through centering crosshairs on the 45° view port, hits the sample, and 
reflects back at an angle 2q, where q is the angle between the incoming beam and 
the sample normal.  
 
The laser beam spot from the incident and reflected ray to the sample are made to 
coincide with the centered crosshairs on the 45° viewport to assure that the laser beam 
and the sample normal are exactly at 45° with respect to the incident ion beam.  The tilt 
angle is measured in a similar way using the displacement of the reflected laser spot from 
the crosshair in the vertical direction.  
 
3.5 Auger Electron Spectroscopy (AES) 
Auger electron spectroscopy (AES),7 is a technique for identifying the relative 
concentrations of elements in the near-surface region of a sample.  A beam of 3-10 keV 
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electrons is directed toward the sample.  In the Auger emission process, incident 
electrons create core holes.  One radiation- less mechanism for the atom to relax is to fill 
the core hole with a valence electron and, in order to conserve energy and momentum, for 
another electron to be ejected.  The energy of the Auger electron is derived from the 
energies of three electronic states of the target atom given a distinct elemental signature.  
Since the relative sensitivities to different elements are known8 for a 3 keV incident 
electron beam, it is possible to calculate relative coverages.   Since many other scattered 
electrons are also detected by the analyzer, the Auger contributions are typically small 
features on a large background.  Therefore, Auger spectra are typically analyzed reported 
as derivative spectra, dN/dE vs. E where E is the kinetic energy of the analyzed electron. 
This technique is particularly well-suited to surface experiments because electrons in 
this kinetic energy range have a mean free path9 of about 30 Å.  Electrons that travel 
farther than the mean free path is likely to be scattered making the probe highly surface 
sensitive. 
A Physical Electronics Model 15-110 Cylindrical Mirror Auger Electron 
Spectrometer is used in these experiments.  The electron energy spectrum is 
differentiated as it is collected using a lock- in amplifier to enhance the Auger peaks from 
the background.  A dN/dE vs, E spectrum is recorded on an x-y plotter. 
In an AES experiment, the electron beam is focused on the surface for quite some 
time while the energy range of interest is scanned.  The steady energetic electron 
bombardment and marginal outgassing of the Auger apparatus during operation can cause 
  
   
62 
surface contamination. 10  Typically only specific spectral regions of interest are 
scanned to minimize the length of time collecting Auger spectra. 
 
3.6 Low Energy Electron Diffraction (LEED) 
The phenomenon of electron diffraction from crystalline lattices was discoverd by 
Davisson and Germer.11  LEED is a probe, which takes advantage of this phenomenon to 
characterize surfaces.  As with AES, the low mean free path of electrons in this energy 
range (about 100 eV, for LEED) means that the probe is highly surface-specific. 
The LEED system is essentially just an electron gun with a phosphorescent viewing 
screen positioned to receive diffracted electrons from the sample surface, which form a 
diffraction pattern with spots. Because these spots depend on the constructive 
interference of the signal from many different atoms in the surface, they will only be 
sharp if the surface is well-ordered.  Again, the LEED electron beam can cause surface 
contamination and the order of experiments is carefully selected and time minimized. 
 
3.7 Sample Preparation and Cesium Dosing 
There are two or three stages to sample preparation for the experiment reported in this 
work:  (1) prepare a clean silicon surface, (2) for alkali-metal adsorption on a 
Si(111)(Ö3 ´Ö3)-R30°B surface template: prepare a B- induced surface reconstruction by 
deposition of decaborane (B10H14), (3) deposit an alkali-metal adsorbate layer. 
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3.7-a Silicon Preparation 
The silicon samples are 7 ´ 21 mm rectangles cut from thin polished commercially-  
produced wafers.12  The Si(100) wafers are p type (boron doped) with a restivity of ~5 
Wcm and the Si(111) wafers are n type(Phosphorous doped) with a resistivity of ~4 Wcm. 
The sample is cleaned in acetone and mounted into a sample holder, which secures it with 
two molybdenum clamps.  The clamps are connected to two pins on the back of the 
sample holder for a series electrical connection for annealing and to detect current  
incident on the sample from the various probes.  The back of the sample holder is 
alumina, which is a high melting point electrical insulator. 
The sample and holder are introduced into the main chamber via the load lock.  The 
goniometer head has a mechanical support for the holder and two sockets which run 
through carefully coiled wires to electrical feedthroughs out of the chamber.  Before 
experiments can be run it is necessary to degas the system. This is accomplished by 
running a 1 A current through the silicon sample. 
Outgassing and annealing semiconducting samples such as Si by a series circuit 
requires a well-regulated power supply to first bring the sample into conduction and then 
to supply sufficient current to complete the anneal without severe transients.  A Sorensen 
DCR 300-3B was used, which has a maximum voltage of 400 V and a maximum current 
of 5 A.  Even in current- limited operation, however, the sample resistance can drop so 
rapidly that current spikes occur.  To eliminate this problem, a series 1W 10 W ballast 
resistor is used.  Initially, the sample and sample holder outgas significantly and it 
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typically takes up to two days to regain pressures in the 10-10 torr range.  Over the 
course of outgassing, the goniometer head reaches a temperature of ~150°.  When 
outgassing is completed, the oxide layer on the silicon surface remains undisturbed.  At 
this point, the sample and goniometer are allowed to cool to room temperature.  The 
surface oxide is removed by flash annealing the sample to ~1100°C requiring a high 
current.  For the high current flash, the low current power supply is used to bring the 
sample into conduction and a 25 A Sorensen13 power supply is connected with a switcher 
box incorporating a shunt to make a smooth transition.  The complete sample anneal 
takes place as a series of four or so flashes each of ~20 s duration each at maximal 
current. (Between flashes, the sample is left in conduction with about 0.20 A running 
through it for periods of up to several minutes to allow the pressure to stabilize.) Each 
flash follows a specific procedure.  Over 10 s, the current is ramped up to 2 A (any faster, 
and the power supply spikes up to an overload of 25 V). When a steady current of 2 A is 
achieved, the sample resistance is sufficiently low for the current to be increased freely. 
Over the next 5 seconds, the current is ramped up to the target value (usually 7-10 amps), 
and left there for the desired time (or until a maximal pressure is reached). The current is 
ramped down over 5 seconds to ~4 A (6 A) for the Si(111) 7×7 (Si(100) 2×1), and then 
ramped down over a minute or so to the resting current. The intermediate current of 
4A(6A) is a little above where the pressure drops dramatically. This represents the point 
where crystallization occurs and must be passed through slowly. Generally, the maximum 
pressure during flashing is in the mid 10-9 torr range, and the maximum pressure on the 
  
   
65 
last flash is typically below 2×10-9 torr.  Once the sample has been flashed, the 
goniometer temperature has generally climbed to about 90°C, so the system requires 2-3 
hours to cool down. At that point, Auger and LEED scans typically show that clean 
surfaces with the appropriate structure.  At this point, the sample is ready for further 
preparation. 
3.7-b Boron Doping of Si(111) 
For producing a boron-induced Si(111)( 3 ´ 3 )R30°–B reconstruction on a Si(111) 
surface, additional procedures for doping boron into the subsurface layer are followed 
subsequent to obtaining the clean silicon surface. A well-established external doping 
recipe for obtaining this surface was used.14 A dosing apparatus consisting of a vial of 
decaborane (B10H14) was connected to the vacuum chamber by a leak valve on one side 
and a valve attached to a roughing pump on the other side.  
The source of boron was decaborane, a toxic chemical which is a crystalline powder 
at room temperature. However decaborane sublimates quickly at 70°C at atmospheric 
pressure.  It is necessary to ensure that the entire volume of the dosing apparatus is free of 
atmospheric gases and filled by decaborane. To do this, the dosing apparatus was first 
evacuated by the roughing pump. Subsequently the decaborane was heated above the 
sublimation point and the apparatus was pumped out several times. The repetition of this 
procedure ensures decreasing levels of atmospheric gases. A pressure gauge connected to 
the dosing apparatus monitored the gas pressure to check that there were no leaks and the 
dosing environment remained clean.  
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During an actual dose the decaborane was heated to ~100°C using heating tape and 
a hot air blower. The gas was released into the chamber in a controlled manner by the 
leak valve. The gas is delivered to the sample by a straight tube that runs from the leak 
valve right up to the sample surface.  The chamber pressure was monitored to ensure a 
proper dosing environment.  
3.7-c Cesium Dosing Procedure  
The cesium layer is deposited using a commercial SAES 15 getter source, which is 
simply a small amount of cesium salt in a metal case with a small slit. An electrical 
current is run through the case, which heats it up and starts a chemical reaction, which 
emits cesium through the slit. The getter may expel other elements besides cesium, and 
therefore must be outgassed very extensively before clean samples can be prepared. New 
dosers are flashed annealed at 7 A for 30 s every 5 m and occasionally run at 5 A for 
20 m intervals. These procedures are carried as frequently as possible until pressure 
bursts from doser are acceptable - pressure increase during dosing <1 ´ 10-10 torr at a 
current of 5 A.  Even after annealing is completed, ~3 A or are continuously run through 
the doser to keep it clean and prevent readsorption of contaminants from the chamber 
environment. 
The doser is mounted on a retractable rod, so it can brought to within ~2 cm of the 
sample while dosing.  During a dose, the current through the doser is ramped up to the 
desired value over about ~15 s after a ~90 s warm-up period far from the sample. When 
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the dose is complete, the doser is retracted and then the current through it is slowly 
ramped down. 
Since the rate of dosing varies from one doser to the next, each doser must have its 
deposition rate calibrated by an Auger uptake curve (shown in the next chapter), where 
the intensity of the cesium Auger peak is plotted as a function of dose time. As more 
cesium goes down on the sample, the cesium Auger intensity should steadily increase. 
When the layer saturates, however, no more cesium sticks, and the Auger intensity levels 
off.  Thus when the graph of cesium intensity versus time flattens, saturation has been 
reached. (Generally the ratio of the cesium intensity to silicon intensity is used to 
eliminate possible systematic errors.)  
 
3.8 Rutherford Backscattering Spectrometry (RBS) System 
Once a saturation time has been established for a given doser, and the sample is found 
to have a clean Auger signal and the appropriate LEED pattern, the sample is ready for 
measurement of the absolute coverage via RBS. The RBS system consists of the 
accelerator the sample and the dectector.  
3.8-a Accelerator 
The accelerator is the heart of the RBS experiment because it is the source of the ion 
beam.  The quality of the beam in terms of intensity, collimation and energy definition is 
crucial.  For this work, the beam was generated by a National Electrostatics Corporation 
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5SDH tandem Van de Graaff generator with a radio frequency plasma ion source16 
shown schematically in Figure 3.5.  Some of the basic components will be described. 
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Figure 3.5 The NEC 5SDH tandem Van de Graaff accelerator. 
The primary acceleration voltage is developed by a Van de Graaff generator, which 
consists of a pelletron chain consisting of small metallic segments connected via 
insulating links.  The chain rotates, with one end at ground potential, where each segment 
is given a small positive charge as it goes by.  At the other end of the chain exists the 
high voltage terminal.  As each link passes this terminal, positive charge is deposited to 
build or maintain a large electric potential.  The terminal voltage was generally ~243 kV 
for the experiments giving a ~500 keV 4He+ beam was used.  While lower energy beams 
are desirable for best increases sensitivity to ultrathin films at surfaces, this is the lowest 
energy at which the accelerator could produce sufficient beam current. 
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Helium ions are obtained by rf excitation of helium gas in a plasma container.  An 
rf source creates a plasma and a 5 kV dc voltage extracts the positive He ions out of the 
plasma.  Tandem accelerators require negative incoming ions for ideal operation so the 
He ions from the plasma tube are given a negative charge by passage through a rubidium 
vapor whereby the Rb atoms donate their single valence electron to the helium ions 
which emerge from the charge exchange chamber in a variety of charge states.  The 
desired 4He- ions are extracted by acceleration through a small linear acceleration tube 
with about 14 kV across it and passage through a velocity selector, which deflects the 
beam by 3° so that the neutral particles as well as most of the undesired beam 
constituents are rejected. The 4He- ions then enter the tandem accelerator with an energy 
of ~18 keV.  The negative ions are accelerated towards the positive terminal in the center 
of the accelerator after which they pass through low pressure N2 which removes electrons  
from the ions converting many positive ions.  These positive He ions are repelled by the  
positive terminal voltage and accelerate away from the center of the accelerator.  In this 
way in two stages, the tandem accelerator can impart more kinetic energy to the ions than 
the maximum potential reached by the terminal.  The energy imparted also depends on 
the charge combinations of the incoming and outgoing ions.  For the He- and 4He+ ion 
combination, the kinetic energy is approximately double the maximum voltage reached 
by the positive central terminal. The 4He+ ions are deflected 15° into the MEIS beam line 
via a switcher magnet with a vertical magnetic field. This field once again performs an 
effective mass selection and rejects any ions emerging from the accelerator besides the 
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4He+.  The final He+ kinetic energy is: 18 keV from the source plus 243 keV for the 
4He+ approaching the terminal plus 243 keV for the 4He+ moving away from the terminal 
for a total of 504 keV.  Actually, the energy is somewhat lower than this because the 
initial acceleration of the ions in the plasma is mostly shielded so the effective energy is 
generally 500 ± 1 keV for most runs. 
3.8-b MEIS / RBS Beamline  
The ion accelerator is connected to several beam lines and uses switcher magnet to 
steer the beam from one beam line to another.  The beamline configuration for these 
experiments is illustrated in Figure 3.6.  After the switcher magnet deflects the ions into 
the beamline, they are collimated and focused by a series of electrostatic lenses, magnetic 
lenses, and apertures.  A Faraday cup is mounted in the middle of the beamline to 
monitor beam quality and provide feedback for beam focusing and adjustments. 
The next portion of the beam line is the differential pumping and beam collimation 
section.  The accelerator is a high vacuum system (pumped by two turbomolecular 
pumps, one at each end of the accelerator), but since the stripper gas is continuously 
leaked in during operation, its pressure is generally in the 10-6 torr range.  In order to 
ensure that the MEIS chamber can operate at UHV with a pressure a factor 10-4 smaller 
than the beamline, a series of small conductance apertures and pumps are implemented in 
the beamline. 
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Figure 3.6 Beamline Schematic. 
  
The first pump is a turbopump 17 which brings the pressure down into the 10-7 torr 
range.  The beam then passes through a 9.322 mm diameter aperture and into a region, 
which is pumped by an ion pump 18 held in the 10-9 torr range.  The final beam-defining 
aperture is actually inside the MEIS chamber itself and is 1.23 mm wide by 0.616 mm 
high.  One more larger skimmer aperture, 1.984 mm in diameter, helps reduce gas 
conductance into the chamber and skim off electrons or ions, which pass through the 
earlier aperture at extreme angles.  The effective collimation of the midline aperture 
(110.49 cm from the sample), and the final aperture (9 cm from the sample) gives 0.5° 
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beam spread at the sample.  The differential pumping allows the MEIS chamber to be 
maintained in the low 10-10 torr range during RBS runs.  Beam currents of 0.5-0.8 nA are 
typical. 
The chamber is aligned with the beam by a series of positioning screws and bolts.  It 
is fully free to move in three dimensions or to rotate as needed over a small range.  The 
chamber is aligned so that the beam coming in through the final aperture (which is 
carefully machined to be centered) hits a crosshair on the beam window on the far side of 
the chamber.  This assures that the beam runs directly through the center of the chamber. 
3.8-c RBS Experiments 
As Rutherford first observed in his early ion scattering experiments, when an ion 
beam actually hits a sample, the number of ions, which recoil due to nuclear collision, is 
very small (<1% in our energy regime).  Most of the ions simply implant themselves a 
few micrometers into the target.   
Besides the incident beam current, the beam ejects many secondary electrons from 
the sample. If no compensation is made, the flow of negative charge away from the 
sample can produce an error in beam current up to a factor of two.  Biasing the sample at 
~300 V relative to the walls of the chamber greatly reduces the escape of secondary 
electrons back to the sample.   
In a RBS experiment, absolute coverage measurements require knowledge of the total 
dose on the sample (current integration).  Since the beam current is ~1 nA, the 300 V 
sample bias can create small leakage currents if there is not almost perfect isolation.  
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Although the sample is mounted on an alumina ceramic base plate some leakage 
current still exists, which is compensated by a current  offset box.  Other current 
integration errors come from high-energy secondary electrons as well as x-rays that 
scatter from the walls of the chamber to send photoelectrons back to the sample.  The net 
result is a current integration error on the order of 20%.  For these experiments current 
integration corrections can be made quantitatively and reliably by fitting data from the 
silicon substrate to a RUMP simulation.  Current integration and this consistency check 
allow reliable determination of the absolute Cs coverage. 
The ion detector is a bakeable Canberra Passivated Implanted Planar Silicon (PIPS) 
detector; the diode operates at a reverse bias of 40 V.  The detector has an active surface 
area of 25 mm2 and is mounted on a flange directly at the wall of the chamber, which is 
75° away from the beam line in a horizontal plane (q), and 25° above the horizontal plane 
(f).  The signal from the detector is processed by a preamplifier connected directly to the 
outer wall of the chamber to reduce noise, an amplifier which outputs a pulse whose 
height is proportional to the energy of the detected ion an Analog-to-Digital Converter 
(ADC), and a multi-channel analyzer from which the data is fed to a computer.  In 
detection, errors due to light leakage and pileup are minimized. 
3.8-d RBS simulation and analysis (RUMP) 
The data are saved in ASCII format and then imported into a commercial analysis 
package called RUMP.4  Inputs to the RUMP program include beam energy; the ion 
species; integrated incident charge; detector solid angle; angles between the sample 
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normal, incoming beam and the ray from the beam spot to the sample detector; and 
energy resolution.  At this point, RUMP can produce a simulation of the expected 
spectrum from, e.g., cesium on silicon for the specified conditions. 
RUMP models the system as a series of slabs with areal densities and compositions, 
which the user enters.  Elemental ratios are entered, and the areal density (or thickness) of 
each slab.  For layers thicker than 100 Å (such as our silicon substrates), RUMP must be 
instructed to use sublayers of 100 Å or less, otherwise it produces highly distorted results 
(strong suppression of the near-surface count rate). 
The calculated spectrum can be compared with the experimental spectrum and 
various features matched to get the scaling and normalization parameters. The scaling is 
associated with the correlation between the measured electrical pulse height that the 
detector electronics record, and the actual energy of the incident ion detected. There is a 
linear relationship between these quantities, so only two numbers are required to specify 
it. For our experiment, the leading edge of the silicon shoulder and the middle of the 
cesium peak both have energies which can be calculated and assigned to the observed 
channels. This provides sufficient information to set the channel to energy offset and 
scale, which RUMP requires.  The final normalization is done by comparing the high 
energy end of the silicon spectra. The absolute height of the simulated and observed 
spectra should be the same in this region. By setting the correction factor appropriately, 
any errors in the charge integration can be accounted for (up to an uncertainty of about 
3%). The result is a spectrum, which is calibrated rigorously to measure absolute 
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coverage of the cesium layer. The actual coverage determination is made, by varying 
the areal density of the simulated layer until the area under the simulated peak is identical 
to the area under the experimental peak. 
One weakness of RUMP is that it does not take into account multiple scattering 
events, i.e. ions which have two or more collisions with nuclei before emerging from the 
sample.  Generally, the multiple scattering cross-section is negligible.  However, small 
deflections of the ion due to highly-shielded collisions with atoms are not negligible, and 
these deflections remove extra energy from the ion, and tend to make experimental 
spectra higher than their simulations at lower energies.  The cross section for deflections 
greater than some critical angle qc is given by the integrated form of the Rutherford cross 
section:2 
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(where E is in MeV, and Z1 and Z2 are the atomic numbers). The units of the integrated 
cross section are cm2 whereas the units of the differential cross section in 3-1 are cm2 per 
solid angle. Moore19 reported that for 1 MeV helium ions going through a slab of silicon 
with a total areal density of about 1.2×1019 atoms/cm2, the simulations were generally 
about 3% low. The reported experiments were carried out at half that energy, which the 
above equation shows, should quadruple the cross section and cause at least a 16-fold 
increase in multiple scattering events 20. As shall be seen subsequently, this is roughly in 
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keeping with experimental observations and supports the rationale to match RBS fits to 
the leading edge of the silicon shoulders. 
One other factor, which RUMP calculations take into account, is straggling. This 
phenomenon is simply the spreading of energies of ions as a group of them goes through 
a target. It is a purely statistical process, relating to the fact that no two ions will have 
exactly the same interactions with the electrons in the substrate.  Tesmer and Nastasi give 
an excellent discussion of how to make corrections for straggling.2  Straggling effects are 
negligible or unobservable in our energy regime and scattering geometry, so most of the 
simulations here have ignored straggling effects. 
A few words should be said here about experimental errors and how they affect the 
simulations. Fortunately, errors in measuring the solid angle of the detector or the 
integrated beam current can be accounted for by scaling the simulation to fit the silicon 
data.  Errors in measuring the angles of the experiment, however, cannot be compensated 
for in such a direct manner. 
The primary effect that angle error has is if the error is in estimating the angle 
between the sample normal and the incoming beam Q.  The amount of cesium the beam 
passes through is proportional to 1/cos(Q).  Thus the observed coverage is strongly 
dependent on Q. Fortunately, Q is measured relatively accurately – to within 2°, limited 
by the glare of the alignment laser. Since Q is generally 45° for these experiments that 
means a 3.5% error in the measurements. If either of the other two angles involved in 
RUMP simulations is off, the significance is not so direct. The energy lost exiting the 
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sample changes, and that changes the shape of the spectrum a little, but the net effect is 
typically not so large. This type of angular uncertainty arises because the exact point on 
the sample where the beam is hitting is unknown. Since the sample is only 7 mm wide, 
and the detector is almost 300 mm away, this makes for an angular uncertainty of about 
1°. Numerous simulations have shown that the combined effects of all angular errors is to 
introduce an uncertainty of ~5% to the coverage measurements. 
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Figure 3.7 RBS spectrum (500 KeV, Q = 45°) from an antimony doped calibration standard 
(circles), and the RUMP simulation (lines). The antimony peak is enlarged at right. The 
simulation which matches the data is for 97% of the actual amount of antimony in the 
sample. 
 
An RBS spectrum of a well-defined sample is used to calibrate the system. The 
silicon wafer, which had been doped via ion implantation, had a known areal density of 
antimony in the near surface region. 21  The spectrum, along with the RUMP simulation is 
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shown in Figure 3.7. The fit to the antimony peak would predict 97% of the actual 
amount of antimony in the standard.  Comparable accuracy can be expected in the values 
for the cesium coverages. Actually, since the cesium is known to be concentrated in a 
single layer at the surface of the silicon, the simulation should be more reliable than for 
the antimony sample, where the antimony is spread out over several hundred Angstroms. 
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CHAPTER 4 RESULTS AND DISCUSSION 
 
4.1 Diagnostics 
4.1-a Introduction 
The various aspects of the experiments performed in course of our studies 
and their results are described in the following sections. They can be grouped into 
preliminary sample preparation procedures, the actual experiments, and, finally, 
an analysis of the results.  
Preliminary procedures were performed prior to the actual experiments to 
ensure pure, defect- free sample surfaces and also to determine the onset of Cs 
saturation of the samples at room temperature. Auger electron spectroscopy 
(AES) was used to determine the level of surface contaminants of both the clean 
and the cesium-adsorbed surfaces. Low Energy Electron Diffraction (LEED) 
images of the surfaces were used to determine the surface structure of the clean 
surfaces prior to deposition. A series of AES scans were used to plot Auger 
uptake curves to determine the onset of cesium saturation. The outcome of the 
various diagnostic probes, are outlined in the following sections. 
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4.1-b Contaminant levels of the clean Si surfaces: 
The clean reconstructed Si crystal surfaces are highly reactive. There are always 
residual impurities like CO, hydrocarbons compounds and water, adsorbed into the walls 
of the chamber that keep diffusing slowly even in UHV. These species react with the 
clean Si surfaces and usually causing C and O contamination over time. 
Figure 4.1 shows a typical AES scan from a contaminated or poorly prepared 
cesium adsorbed sample for illustration purposes. The surface was obtained by dosing Cs 
from a Cs getter source before it was degassed and cleaned. The sizes of the elemental 
peaks are an indicator of the types and the levels of impurities, and obviously, the goal is 
to remove or minimize them. The intensity of the Si peak diminishes with carbon or 
oxygen impurities because they shield the substrate signal. The ratio of the AES signal 
intensities compensated for the sensitivities of the Auger transitions at a given beam 
energy is denoted by:  
SiSi
impurityimpurity
Siimpurity SI
SI
R =-  
This metric can be used to compare the impurity levels of different samples and 
also give an idea of the relative concentrations of different surface elements. For the 
sample in Figure 4.1, SiOR -  is  20 % and  SiCR -  is  12 % which means that the ratio of 
Oxygen to Carbon on the surface is approximately 20:12. An estimate of the relative 
atomic concentrations of the impurities on the surface making use of the AES signal 
heights and the relative sensitivities of the respective peaks are shown in table Table 4-1. 
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47 eV 92 eV 272 eV 503 eV 563 eV 
5´
 
Figure 4.1 Auger spectrum for a poor quality Cs/Si(111) 7×7 interface. The vertical axis is 
dN/dE, horizontal axis is energy (same for all following spectra). The low energy Cs (47 eV) 
and Si (92 eV) peaks are scaled down by a factor of 5 relative to the other peaks. (The tall, 
thin spikes in the C and O peaks are just noise.) 
 
Table 4-1 Contamination levels of the Cs layer based on AES intensities of Figure  4.1. 
 
 
 
Element Peak  
Energy    
(eV) 
Signal 
Height    
(inches) 
Sensitivity 
Factor6 
Relative Atomic 
Concentration 
(signal/sensitivity) 
Percentage 
C 271 1.2 0.21 6 18%  
O 503 2.0 0.52 4 12%  
Cs 563 3.7 0.17 22 70%  
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AES scans of clean surfaces of typical samples used in experiments, for the 
Si(100)  2´1, Si(111) 7´7 and Si(111)( 3 ´ 3 )R30°–B surfaces are shown in  
Figure 4.2, Figure 4.3 and Figure 4.4 respectively. The carbon and oxygen signals 
from these surfaces are barely detectable or non-existent, whereas for the cesium 
adsorbed samples in Figure 4.6, Figure 4.7 and Figure 4.8, the ratios( Rimpurity-Si ) are just 
above noise level at ~3-4 %. 
The Cs coverage is measured based on the 47 eV peak for Cs, which is the strongest 
peak for a 3 keV primary electron beam. For purposes of comparison with oxygen and 
carbon contaminants, it is more convenient to use the peak at 563 eV. 
More care needs to be taken during the preparation of the Si(100) surface as 
compared to the other surfaces because of its greater reactivity as compared to the 
Si(111) 7´7 surface, and consequently a large number of trials to identify a proper 
procedure for surface preparation were needed. 
 
92 eV 
272 eV 
503 eV 
5  
 
Figure 4.2 Auger spectrum from clean Si(100) 2×1. The Si (92 eV) peak is scaled up by a 
factor of 5 relative to the rest of the spectrum. 
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92 eV  
272 eV  
503 eV  
5
 
Figure 4.3 AES scan of a clean Si(111) 7×7 surface. The C and O signals are multiplied by a 
factor of 5 relative to the silicon signal. The C peak is negligible and an O peak is not visible. 
 
S i -92 eV
B -179 eV
C  -2 7 2  eV O  – 503 eV
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2´
 
Figure 4.4 AES scan of a Si(111)( 3 ´ 3 )R30°–B surface. The B, C and O signals are 
multiplied by a factor of two relative to the Si signal. The C and O peaks are negligible and 
the B peak is just visible above the noise level. 
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The value of SiBR - turns out to be about 6% for the clean boron doped surface. 
While this value may appear to be low, but we should note that the boron is not present 
on the surface and SiBR -  is low due to contributions from other surface and bulk atoms. 
In fact, it is right in the range of values which are usually taken as indicating a coverage 
of 1/3 ML in other studies.1, 2, 3, 4, 5  The oxygen and carbon levels are negligible. 
 
4.1-c Surface structure of the clean Si surfaces: 
The surface structure had to be examined for defects and it was necessary to verify 
if the desired reconstruction had been achieved during sample preparation. LEED images 
of the clean sample surfaces revealed that the surface reconstruction in each case is 
indeed the right one. Also the sharp LEED spots observed indicated, that the surface was 
fairly well-ordered and defect- free. The 3 ´ 3  surface was obtained by first obtaining 
a clean 7´7 surface which was deposited with boron and annealed. 
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Figure 4.5  a) Superposition of two LEED patterns of Si(111) before and after B doping. 
The black spots show a 1´ 1 LEED pattern seen in both cases, the dark grey spots are the 
main spots corresponding to the 7´ 7 pattern and the large light grey spots correspond to the 
pattern which show a 30 degree shift in the axis of symmetry( for the sake of simplicity all 
spots are not included only those which lie along the principle axes of symmetry )  b) The 3 
surface lattices superimposed on each other.    
 
We illustrate in Figure 4.5 the difference between the Si(111) 7´7 and the 
Si(111)( 3 ´ 3 )R30°–B diffraction patterns obtained before and after boron deposition, 
by superimposing the two patterns. There is an expected 30° rotation of the axis of 
symmetry, which verifies the structural transition. For the sake of simplicity all the spots 
observed especially those of the 7´7 are not shown in Figure 4.4, only the brighter ones 
or ones which lie along the principle axes of symmetry. 
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4.1-d Contaminant levels of the cesiated Si surfaces 
The contaminant levels of the surfaces increase a bit after Cs deposition. As 
explained previously, these levels can be determined approximately from the relative size 
of the Auger peaks of the impurities compared to those of the initial Si peak. To get an 
idea of the coverage though, the different emission strengths of Auger electrons from 
different layers have to be taken into account. An estimate of the relative concentrations 
of the adsorbed elements, is more easily obtained as shown in Table 4-2, Table 4-3, and 
Table 4-4. It is impossible to completely eliminate contaminants during deposition but by 
taking appropriate precautions, the contaminants can be kept within acceptable levels.  
The carbon Auger peaks, of all our samples (Table 4-2, Table 4-3, and Table 4-4) 
are barely detectable. The oxygen peak in the most contaminated of the samples studied, 
corresponded to a coverage of less than 2-3 %. As expected, the oxygen content of the 
Si(100) 2´1 surface is the highest, since it is the most reactive of all the surfaces studied. 
The Si(111)( 3 ´ 3 )R30°–B surface is the most passivated of all the surfaces studied, 
but shows the same level of contaminants as the Si(100) surface because it is subjected to 
more intensive processing compared to the other surfaces. The samples corresponding to 
5% or higher contamination levels were not used for experiments.   
To summarize, even in the worst case which occurred only in a few of the Si(100) 
surfaces), at least 95 % of the sample surfaces were contaminant free. At such levels, the 
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contaminants on all the three surfaces should have negligible effect on the RBS 
measurements reported here. 
Figure 4.6 shows an Auger spectrum taken from a cesium-saturated Si(100) 2×1 surface. As 
expected, since this surface is more reactive than the 7×7 reconstructed surface, it contained 
somewhat more oxygen than the 7×7 interface. Nevertheless, as shown in Table 4-2, at least 
91% of the adsorbed atoms are cesium. The percentages in.  
Table 4-2 represents the relative concentrations of the surface adsorbates and 
should not be confused with absolute coverage of the surface. Subsequent RBS 
measurements which reveal a Cs coverage of 0.5 ML imply oxygen and carbon coverages 
of approximately 2.5 % each for this particular sample. 
As explained earlier the contaminant levels on the Si(111) surface are found to be 
lower than that for Si(100). Moreover the fresh sample can be left for longer periods of 
time without appreciable contamination. 
Figure 4.8 and Table 4-4 illustrates the quality of a typical 
Si(111)( 3 ´ 3 )R30°–B sample used in the RBS measurements. The impurity atoms 
make up roughly 4% of the total adatoms(not counting B atoms). Subsequent RBS 
measurements show that the coverage is less than .5 ML, which means that the absolute 
concentrations of the impurity atoms are less than 2-3 %. Boron deposition followed by 
annealing does introduce more impurities into the surface but the contaminant levels are 
comparable if not better than those of the Si(100) and Si(111) 7×7 surfaces. 
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Figure 4.6 Auger spectrum from cesium saturated Si(100) 2×1. Note the low energy Cs 
(47 eV) and Si (92 eV) peaks are scaled up by a factor of 5 relative to the other peaks. (The 
thin spikes in the C and O peaks are just noise.) 
 
Table 4-2 Contamination estimates for a saturated Cs/Si(100) 2×1. 
 
Element Signal Height 
(mm) 
Sensitivity 
Factor6 
Relative Atomic 
Concentration 
(signal/sensitivity)  
Percentage 
C 2 0.21 10 5% 
O 5 0.52 10 5% 
Cs 32 0.17 188 91%  
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Figure 4.7 Auger spectrum for the cesium saturated Si(111) 7×7 interface. Vertical axis is 
dN/dE, horizontal axis is energy (same for all following spectra). The low energy Cs (47 eV) 
and Si (92 eV) peaks are scaled down by a factor of 5 relative to the other peaks. (The tall, 
thin spikes in the C and O peaks are just noise.) 
 
Table 4-3 Auger intensity comparison of the possible contaminant level of the Cs/Si(111)7×7 
interface. 
Element Peak  
Energy (eV) 
Signal 
Height (mm) 
Sensitivity 
Factor6 
Relative Atomic 
Concentration  
(signal / sensitivity) 
Percent 
C 271 2 0.21 10 4% 
O 503 2 0.52 4 2% 
Cs 563 35 0.17 206 94%  
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Figure 4.8 Auger spectrum for the cesium saturated Si(111)( 3 ´ 3 )R30o–B interface. 
Vertical axis is dN/dE, horizontal axis is energy (same for all following spectra). The low 
energy Cs (47 eV) and Si (92 eV) peaks are scaled down by a factor of 5 relative to the other 
peaks. (The tall, thin spikes in the C and O peaks are just noise).  
 
Table 4-4 Auger intensity comparison of the possible contaminant level of the 
Si(111)( 3 ´ 3 )R30o–B.  
Element Peak  
Energy   (eV) 
Signal 
Height 
(inch) 
Sensitivity 
Factor6 
Relative Atomic 
Concentration 
(signal / sensitivity) 
Percent 
C 271 0 0 0 0% 
O 503 .4 0.52 .77 3.5%  
Cs 47 .78×4 0.17 18.353 82.7%  
B 179 .4 0.13 3.07 13.8%  
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4.1-e Determination of onset of cesium saturation 
Other than examining the purity and structure of the surfaces, it was also 
necessary to determine the onset of saturation of the surfaces at room temperature. 
Saturation coverage was determined with the help of the AES uptake curve. As Cs is 
deposited on to the sample surface, the height of the Cs AES peak grows in relation to the 
substrate Si signal. After saturation, no more Cs sticks to the surface and the relative and 
absolute signal strengths of Si and Cs remain the same regardless of further deposition. 
Thus a good method for the determination of saturation is to study the signal strength of 
Cs vs that of clean Si, as a function of deposition time.  
Saturation is characterized by a cutoff in the Cs/Si auger signal ratio versus 
deposition time curve as seen in Figure 4.9, Figure 4.10, and Figure 4.11. The cesium 
deposition rate, keeps varying throughout the life of the doser. Therefore the saturation 
deposition time needs to be re-calibrated periodically as the doser ages. To ensure 
saturation during RBS experiments, the deposition times always exceeded the 
experimentally determined saturation deposition time by a good margin. It was also 
found that post saturation deposition did not increase contaminant levels or cesium levels 
by any detectable amount, probably because the saturated surfaces were less reactive. 
Surfaces with high (greater than 5%) initial levels of contaminants tended to adsorb more 
cesium even after saturation was reached. 
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Figure 4.9 Auger uptake curve for Cs on the Si(100) 2×1 surface. 
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Figure 4.10 Auger uptake curve for Cs on the Si(111) 7×7 surface.  
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Figure 4.11 Auger uptake of Cs on the Si(111)( 3 ´ 3 )R30o–B surface. 
 
4.2 RBS of Saturated Cs/Si(100)-2×1 
Figure 4.12 shows an RBS spectrum taken from saturated Cs/Si(100) 2×1. A 
RUMP7 generated fit is also shown. In agreement with Moore’s8 measurements of 
multiple scattering events, at lower energies, the simulation drifts below the level of the 
data. At such low energies, ions, which penetrate a slab of the sample of areal density 
1.2×1018 atoms/cm2, are detected at an energy of 180 KeV. At that point on the graph, the 
(locally averaged) signal is 4% higher than the simulation. This is only one tenth the 
depth at which Moore’s studies report seeing a 5% rise.8 However, since these data were 
collected at half the energy Moore collected at, the resulting fourfold increase in the cross 
section would arguably result in a 16-fold increase in multiple scattering events due to 
double scattering alone. Thus the discrepancy between the measurement and simulation is 
reasonably consistent with multiple scattering effects, as observed by Moore.  
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Figure 4.12 RBS spectrum (Q = 50.1°,  E = 510 KeV) for saturated Cs/Si(100) 2×1. The 
experimental data is denoted by circles and the curve is a simulated fit from RUMP. 
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Figure 4.13 The cesium peak from the RBS spectrum of saturated Cs/Si(100) 2×1. 
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Figure 4.13 shows an enlargement of the cesium peak from Figure 4.12. The 
general shape of the peak is Gaussian due to the 12 keV energy resolution. The curve in 
Figure 4.12 and Figure 4.13 is the fit generated by RUMP. The areal density or 
equivalent thickness of the cesium layer is varied until the area under the simulated and 
observed peaks is identical (this can generally be done to within 0.1% which is well 
beyond the experimental precision).In this case, the area under the peaks is 293 counts, 
which gives a statistical uncertainty 
÷÷
ø
ö
çç
è
æ
N
N = 6%. Combined with the 5% uncertainty 
from the angular measurements, and the 3% uncertainty from the charge correction 
factor, this gives a total uncertainty of %8%6%5%3 222 =++ .  The RUMP 
simulation (shown as a solid line) is for 3.2×1014 cesium atoms per cm2, which gives a 
saturation coverage of 0.47 ± 0.04 ML of cesium.9 
Table 4-5 Summary of absolute coverage measurements of the saturated Cs/Si(100)-2×1 
interface. 
Spectrum Q Beam Energy 
(KeV) 
Coverage 
(Monolayers) 
Uncertainty Weight 
1 49.6° 495 0.58 0.07 181.40 
2 49.6° 495 0.56 0.05 373.91 
3 49.6° 495 0.58 0.05 366.23 
4 49.4° 501 0.52 0.07 230.30 
5 49.4° 501 0.53 0.05 468.32 
6 49.4° 501 0.57 0.05 365.32 
7 50.1° 510 0.47 0.04 625.00 
Average   0.54 0.02  
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The RBS coverage measurements on the saturated Cs/Si(100) 2×1 interface are 
summarized in Table 4-5. While one should be concerned over the small amounts of 
contamination present in the cesium layers, these results should still be considered 
reliable. Both Soukiassian10 and our own work have established that contamination of 
samples tends to increase the surface coverage. It was verified in the current work that 
poor dosing parameters can introduce high contaminant levels, which can push the 
cesium coverage up to a maximum of 1.24 ML (determined by converging value of Cs 
Auger signal strength.). Since the coverage values for the selected samples are much 
lower than those of samples, which were contaminated while dosing, it is safe to infer 
that the contaminants did not affect the result significantly. At the  same time, a slight 
contamination level could conceivably explain the observation of a coverage 
measurement of 0.54 ± 0.02ML instead of exactly 0.50 ML. 
 
4.3 RBS of Saturated Cs/Si(111)(7×7) 
 Figure 4.14 shows an RBS spectrum from a clean saturated Cs/Si(111) 7×7 
sample. A RUMP7 generated fit is shown. At around 180 KeV beam energy, the number 
of counts for the experimental data is 8% higher than that of the simulation, and is in 
qualitative agreement with Moore’s studies of multiple scattering effects on silicon.8 
Other than this small accountable discrepancy, the RUMP simulation fits the silicon onset 
region (corresponding to the near surface layers) nicely. 
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Figure 4.14 RBS Spectrum (Q = 45°, E = 497 KeV) of saturated Cs/Si(111) 7×7 interface 
with simulation fit of 0.52 ML. Inset is a 30× blowup of the cesium peak  
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Figure 4.15 Enlarged section of the RBS spectrum of the saturated Cs/Si(111) 7×7 interface 
showing a RUMP generated fit with an equal area under the peak. 
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Figure 4.15 shows an enlarged version of the cesium peak shown Figure 4.14 
with the statistical error bars included. The area or counts in the simulated Cs curve is 
293 and exactly the same as the counts corresponding to Cs peak obtained by experiment. 
The statistical uncertainty for this number of counts is 6%. Given the 5% uncertainty 
from angles, and a 3% uncertainty from the current integration, the total uncertainty is 
%8%6%5%3 222 =++ . This simulation is for 4.08×1014 cesium atoms per square 
centimeter which gives an observed saturation coverage of 0.52 ± 0.04 ML. Table 4-6 
below summarizes all the absolute coverage measurements Cs on Si(111) 7×7.  
 
Table 4-6 Summary of absolute coverage measurements for saturation of Cs/Si(111) 7×7. 
Spectrum Q Beam Energy 
(KeV) 
Coverage 
(Monolayers) 
Uncertainty 
(Monolayers) 
Weight 
1 45° 500 0.45 0.06 269.48 
2 45° 500 0.52 0.04 542.82 
3 45° 500 0.51 0.04 575.66 
4 45° 500 0.51 0.07 202.09 
5 45° 500 0.69 0.08 155.57 
6 45° 497 0.48 0.09 132.28 
7 45° 497 0.49 0.06 306.15 
8 45° 497 0.47 0.05 423.11 
Average   0.51 0.02  
 
 
4.4 RBS of Saturated Cs/Si(111)( 3 ´ 3  )R30°–B 
 Figure 4.16 shows an RBS spectra from a saturated Cs/Si(111)( 3 ´ 3 )R30°–B 
sample obtained after a total charge of 3 µC(1 µC =10-6 Coulombs) has hit the sample. 
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Making a comparision with the other spectra of excess counts due to multiple 
scattering, we find that for scattered ions at 180 keV, the (locally averaged) signal is 3% 
higher than the simulation, which is within the acceptable range. 
 The coverage of this sample turns out to be .34 ML. The number of counts under 
the curve is 202 and the corresponding statistical error is around 7%. Taking into account 
the errors in angle measurement (3%) and charge integration (3%), the overall error is 
%2.8%7%3%3 222 =++ . 
Figure 4.18 is the RBS spectrum obtained from a sample with a beam dose of 
39µC. Multiple scattering effects are minimal at 180 keV the raw data exceeds the 
simulation by only 2%. The Cs peak is magnified 60× and shown separately in Figure 
4.19. The area under the simulated curve and the number of counts in the data 
corresponding to the Cs peak are 1562. The corresponding statistical error is 2.5%. 
Combining this with an angular error of 3% and current integration of 3% we get a total 
error of 222 %5.2%3%3 ++ = 5%. The simulated curve corresponds to an areal density 
of .11×10-15 atoms/cm2. Combining this with the error we get a measured coverage of 
.1405 ± .0035 ML. 
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Figure 4.16 RBS Spectrum of the Cs/Si(111)( 3 ´ 3  )R30o–B interface with Cs region 
enlarged. RUMP generated fit with equal area under the peak is shown as a curve. 
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Figure 4.17 Enlarged section of the RBS spectrum of the saturated 
Cs/Si(111)( 3 ´ 3 )R30o–B interface showing RUMP generated fit with equal area under 
the peak. 
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Figure 4.18 RBS Spectrum of  Cs/Si(111)( 3 ´ 3  )R30o–B interface at a beam dose of 
39mC. A simulation fit of 0.18 ML (curve) is shown as a curve. Inset is a 60× blowup of the 
Cs peak. 
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Figure 4.19 Enlarged section of the RBS spectrum of the  Cs/Si(111)( 3 ´ 3 )R30°–B 
interface. RUMP generated fit with equal area under the peak is shown as a curve. 
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The coverage is different for the two samples. The sample with a lower beam 
dose of 3µC has a coverage of 0.34 ML whereas the sample with a higher beam dose of 
39µC has a coverage of 0.18 ML. We should also note that the sample with a higher 
beam dose has much better statistics than the other one. RBS spectra obtained at different 
beam doses reveal a decreasing coverage with increasing beam dose (measured in µC). 
The initial coverage for low beam doses as indicated by the data, is close to the expected 
theoretical value of 1/3 ML. 
 
Table 4-7 Summary of all experimental data obtained from good 
Cs/Si(111)( 3 ´ 3 )R30°–B samples. 
Spectrum Q Charge(µC) Coverage 
(Monolayers) 
Uncertainty 
(Monolayers) 
1 45° 7 .21 0.06 
2 40.4° 39 .14 0.04 
3 40.4° 45 .14 0.04 
4 50° 11 .27 0.07 
5 41.6° 3.5 .336 0.08 
6 41.6° 7 .303 0.06 
7 41.6° 10.5 .3 0.05 
8 41.6° 15 .289  
9 43.5° 17 .23  
10 43.5° 23 .217  
11 43.5° 28 .204  
 
4.5 Ion Beam-induced Desorption of Cesium 
Figure 4.20 and Table 4-7 show decreasing coverage with increasing exposure to 
the ion beam, which measured as cumulative charge, hitting the target. It was verified 
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that the decay in coverage was occurring due to exposure to the ion beam alone and 
not due to spontaneous desorption.  (The coverage did not diminish during the times 
when the surface was not exposed to the beam). The initial points are taken with very low 
exposures and the error margins on them are higher. Nonetheless, we can clearly see that 
the initial coverage converges to a value that is close to 0.33 ML for small exposures to 
the beam. 
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Figure 4.20 Plot of coverage versus ion beam dosage. Dosage is cumulative charge which 
impinges on the surface. The coverage starts from a maximum of ~1/3rd ML and decreases 
with increasing exposure to the ion beam particles. The lines connect samples with 
sequential doses, which have the same geometric parameters for RBS.  
 
The simulation package for analyzing RBS data called RUMP is used to calculate 
the coverage of the adsorbed cesium layer. It assumes a constant coverage with no 
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attrition or decay of the cesium layer over time. Our data shows that this is not the 
case for the Cs/Si(111)( 3 ´ 3 )R30°–B surface and the helium ion beam induces 
cesium desorption from the surface. To interpret the RUMP output in this case we need to 
specifically model RUMP coverage measurement of a desorbing layer. 
The coverage measurement depends on the number of recoiling ions detected 
within a certain energy range. If the coverage remains a constant then for a given amount 
of charge impinging on a target the same number of counts (recoiling ions) are recorded. 
As more charge hits the target the number of counts detected go up proportionally.  This 
is expressed by the following equations. 
ò=
Q
kndqQC
0
)(     Equation 4-1 
or 
knQQC =)(      Equation 4-2 
 
where C(Q) is the number of counts recorded as a function of cumulative charge Q. 
n is the areal density of the coverage and k depends on many factors like the solid angle 
of the detector, its exit angle, energy of the incident beam and its orientation with respect 
to the sample and the atomic number of the nuclei involved in the interaction etc. 
Equation 3-3 is similar in form to the more detailed relationship as described by the 
equation for the areal density of a layer in the previous chapter in section 3.1, which can 
be rewritten as  
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Since we are concerned only with the recoil ions from the topmost layer, it is simpler to 
express Nti as areal density n. The angle and energy dependant part of the function are 
constants during the course of an experiment or otherwise accounted for by RUMP. For 
our purposes it can simply be treated as a constant k. With these simplifications, Equation 
4-3, assumes the same form as Equation 4-2. 
During the experiment counts C(Q) and cumulative charge impinging on the 
target Q are recorded. The RUMP analysis basically amounts to determination of the 
areal density n by using the following relationship, which is a simplified form of 
Equation 3-3. 
kQ
QC
n
)(
=         Equation 4-4 
For the Cs/Si(111)( 3 ´ 3 )R30°–B surface, the areal density of cesium does not remain 
a constant but it decreases as increasing amounts of charge impinge on the surface. Let us 
assume that the probability of collision or knocking off, of a cesium atom is a constant 
and does not depend on the instantaneous coverage and that it takes an average charge of 
Q0 to dislodge a Cesium atom present in a unit area. This can also be stated as saying that 
the probability of 1 unit of charge incident on a unit area, dislodging a cesium atom 
within it, is 1/Q0.  
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The desorption rate is then proportional to the amount of cesium le ft on the surface. 
0Q
n
dQ
dn
-=       Equation 4-5 
solving this equation we get a first order decay rate equation with respect to the charge q 
0
0
Q
Q
enn
-
=       Equation 4-6 
where n0 is the initial starting value of the coverage before any desorption took place. 
Combining equations 4-6 and 4-1, we get 
ò
-
=
Q
Q
Q
dqeknQC
0
0
0)(      Equation 4-7 
or 
)1()( 000
Q
Q
eQknQC
-
-=     Equation 4-8 
 
As discussed earlier, RUMP analysis yields an apparent coverage given by C(Q)/kQ 
which for the desorbing cesium sample works out to: 
 )1(
)(
000 Q
Q
e
kQ
Qn
kQ
QC -
-=      Equation 4-9 
for an actual coverage given by the expression (We should note that it is not possible to 
obtain an instantaneous value of the coverage, using RUMP simulations.) 
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Figure 4.22 shows a theoretical model of coverage as yielded by RUMP 
analysis and actual instantaneous coverage for a desorbing layer of material and 
compares it with measurements and counts for a non-desorbing layer. The shape of the 
curves, depend on Q0. The smaller the probability of desorption of a single Cs atom (this 
means larger values of Q0), the less steep the apparent desorption curve as analyzed by 
the simulation (RUMP). 
The first-order decay equation derived above does not take into account possible 
nearest-neighbor interactions of the Cs atoms and may not be expected to fit the data for 
the whole range of beam dosage from start to finish.  Its validity however improves if the 
fits are for short sequential doses during the course of which the Q0 or the probability of 
desorption does not change much. Keeping this in mind, several first-order exponential 
decay curves adjusted for the RUMP normalization contribution (Equation 4-9) are fitted 
to the experimental data shown in Figure 4.22. 
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Figure 4.21 A model for apparent and actual coverage as seen by simulations(RUMP), 
for desorbing Cs adatoms. 
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Figure 4.22 A theoretical fit to the apparent coverage of Cs as analyzed by RBS. A constant. 
coverage independent desorption cross section for the incident ions has been assumed.  
 
Desorption may also depend on the incident angle of the beam as our data also 
seems to suggest. Since desorption phenomenon was not anticipated before hand, efforts 
were not made to collect detailed data at different angles or dosages. The incident angles 
ranged between 40° and 50°, and the data represents the average desorption 
characteristics for this range of angles. Several fits to experimental data are shown in 
Figure 4.22. The fits are for the samples, which have undergone sequential beam doses 
under the same parameters. It is found that the desorption probability (indicated by 
parameter Q0) for the different fits is not close to a single constant value but decreases 
with decreasing coverage. This means that the desorption cannot be modeled strictly as a 
first order decay. 
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It is not possible to obtain a true instantaneous coverage measurement from a 
desorbing layer by RUMP, which integrates counts over time. However we can obtain the 
saturation coverage value by extrapolating the desorption curve to see what the initial 
coverage is before the onset of ion beam induced desorption. By extrapolating the 
theoretical desorption curve for the sample with lowest beam dosage, we obtain a 
coverage of 0.343 ML (Figure 4.22).  
The actual initial coverage can be expected to be a little higher given the fact that 
the data supports a larger desorption probability at lower coverages. But even then, it 
would still be sufficiently close to the expected 1/3 ML coverage. We should also 
consider the fact, that coverages higher than 0.33 ML could be due to contributions from 
defective regions in the sample surface which do not have sufficient B substitution in the 
sub-surface layer. 
  
   
112 
 List of References
 
1 V.V. Korobstov, V.G. Lifshits, A.V. Zotov, Surf. Sci. 195 466 (1988). 
2 F. Thibaudau, Ph. Dumas, Ph. Mathiez, A. Humbert, D. Satti, F. Salvan, Surf. Sci. 
211/222 148 (1989). 
3 S. Bensalah, J.P. Lacharme and C.A. Sebenne, Surf. Sci. 211/222 586 (1989). 
4 J. E.Quinn, Ph.D. dissertation, State University of New York at stoney brook, 1992 
5 T. Tatsumi, I. Hirosawa, T. Niino, H. Hirayama, and J. Mizuki, Appl. Phys. Lett. 57 
1395 (1990). 
6 L. E. Davis, N. C. MacDonald, P. W. Palmberg, G. E. Riach, and R. E. Weber. 
Handbook of Auger Electron Spectroscopy, Second Edition, (Physical Electronics 
Division, Perkin Elmer Corporation, Eden Prairie, Minnesota, 1978). 
7 RUMP - RBS Analysis and Simulation Package [v. 4.00(beta)], (c) 1988-1997 Michael 
Thompson, Larry Doolittle, (c) 1988-1997 Computer Graphic Service, Ltd.  All rights 
reserved, Revision Level: Version 0.950 
8 J. Moore, Nucl. Instr. and Meth. 174, 577 (1980). 
9 Where 1 ML is 6.78×1014 atoms/cm2 for Si(100) as discussed in section 2.2 above. 
10 P. Soukiassian, (Private communication). 
  
   
113 
 
CHAPTER 5 DISCUSSION AND CONCLUSIONS 
 
5.1 General Summary of results  
The results presented in the previous chapter can be summarized as follows. 
· It has been established that the starting surfaces were well-prepared with 
levels of contaminants on all samples studied within acceptable limits. 
· RBS measurements and RUMP simulation analysis on all interfaces studied 
yielded consistent, reproducible results that can be used to confirm or refute 
structural model predictions. 
· A somewhat unexpected ion beam-induced Cs desorption phenomenon was 
observed from the Si(111)( 3 ´ 3 )R30°–B surfaces.  A straightforward 
method for calculating initial saturation coverage taking desorption into 
consideration, was utilized. 
 
5.2 Implications of 0.5 ML Cs coverage for the Cs/Si(100)-2×1 system 
The data clearly refutes models requiring room temperature saturation coverage of 
1 ML such as the Abukawa and Kono 1 model.  The half monolayer coverage found is 
fully consistent with the Levine2 model and other possible models with two or more 
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binding sites.  Recent surface x-ray diffraction studies by Meyerheim et al.3 have 
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Figure 5.1 Binding sites for Cs on the Si(100)2´1 reconstructed surface 
 
suggested that the saturated cesium layer might be composed of several partially 
occupied sites. In particular, they suggested that Cs partially occupies five different sites: 
above, below, or on the dimer bridge site (B in Figure 5.1), or above or below the valley 
site (V in Figure 5.1). If there are several possible binding sites with none of them being 
significantly preferred or dominant over another , then it is possible that several different 
partially filled binding sites add up to yield a half monolayer coverage which would also 
explaining two peaks in the cesium thermal desorption spectrum, 4 and the multiple peaks 
in the photoelectron spectroscopy data.5  Even the Levine model may be consistent with 
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multiple binding energies by assuming that the buckling is not removed by Cs 
adsorption but instead give rise to asymmetric binding sites with differing binding 
energies. As for explaining the metallic nature of the surface several configurations of Cs 
atoms on the surface can be thought of that could result in the formation of conducting 
alkali metal chains. 
 
5.3 Implications of 0.5 ML Cs coverage for the CsSi(111)-7×7 system  
A 0.51 ML coverage, on the 7×7 surface, mean 24-25 cesium atoms are present 
per 49 silicon atoms in the unit cell. This means there are about 6-7 more cesium atoms 
than the 18 dangling bonds, so other sites are also likely to be occupied. This seems to 
refute the Magnusson6 model in which Cs should only bind with the 18 dangling bonds. 
 Other experimental studies using X-rays standing waves (XSW) led Eteläniemi et 
al.7 to propose a model for the unannealed Cs/Si(111) 7×7 surface where there was no 
strongly preferred binding site but a mix of all of them with a moderate preference for on 
top sites over rest atoms (denoted by A in Figure 5.2) and three fold coordinated sites 
(denoted by  B in Figure 5.2) accompanied by the reordering or removal of some of the Si 
adatoms. The preferences for these sites are reinforced by an observed increase in the 
ratios of the three fold sites at the expense of the on top site after annealing. 
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Figure 5.2 Binding sites for Cs on Si(111) 7×7 reconstructed surface.8 
 
In the 7×7 surface unit cell there are 6 A type binding sites, 2 B type binding sites, 9 
Be type sites, 6 C type sites and 6 D type sites. With ~25 atoms expected to bind to the 
various sites if we adopt a preferential filling scheme for the B, Be sites followed by A sites 
and then the others we get 11 (2B+ 9Be) three fold symmetry sites 6 on top sites and 8 
random sites This yields a ratio of  44% for three fold symmetric sites,  24% for the on 
top sites and 32% for the other sites which is fairly close to the ratios obtained by 
Eteläniemi et al.7 Even otherwise the coverage of .5 ML implies multiple partially filled 
binding sites which is in general agreement with the basic assumptions of Eteläniemi.  
 The area of the 7×7 unit cell for Si is 625.6 Å2. If we assume a large covalent 
radius of 2.62 Å for Cs, then a close packed arrangement of 25 Cs atoms would cover an 
area of 594.5 Å2 assuming that they were all in the same plane. If we consider square 
packing for the Cs atoms then the area turns out to be 686.4 Å2. Thus the area of the 
closed packed arrangement falls slightly short of the area of the 7×7 surface unit cell, 
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whereas the area of the square packed arrangement exceeds it. Actually the effective 
area of adsorption on the 7×7 unit cell is expected to be even smaller than its area 
because some of the regions are not good binding sites so a fairly dense arrangement of 
the Cs adatoms with a partially ionic character is implied. This is consistent with the 
metallic nature of the surface. 
   
5.4 Implications of 0.33 ML Cs coverage for the 
Cs/Si(111)( 3 ´ 3 )R30°–B system 
Unlike the other surfaces, Cs on Si(111)( 3 ´ 3 )R30°–B exhibited marked 
desorption during RBS ion beam measurements.  This implies a lower binding energy of 
Cs on this surface compared with the other surfaces.  This is not unexpected since the 
Si(111)( 3 ´ 3  )R30°–B surface is more passivated compared to the other surfaces 
studied; it is proposed that the Cs attaches to 0.33 ML of empty Si dangling bonds 
protruding from the surface layer.  A relationship between the desorption cross-section, 
or yield, and the binding energy can, in principle, be modeled similar to work on 
sputtering processes taking into consideration the fact that the binding in this case is 
much weaker.  A vastly simplified relationship between sputtering yield and binding 
energy of atoms can be characterized by semi empirical relationship 9: 
qcos
1.0
BE
E
Y x=  
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Where Y is the sputtering yield expressed in atoms  per incident ion and Ex is the 
stopping power of the ions in the bulk expressed as eV/cm2, BE is the binding energy of 
the sputtered atoms in eV and ? is the angle of incidence of the incoming ions.  The 
relationship can be understood in the following way: A certain fraction of the energy flux 
of the incoming ions which depends on the mean free path of the beam through the 
material contributes towards breaking the bonds and freeing an atom from the bulk.  The 
stopping power Ex however is a macroscopic property and may not be useful for the 
monolayer regime.  
If we assume that desorption of Cs is caused by interaction between one Cs atom 
and ion particle only, then we should expect a uniform scattering cross-section, which is 
independent of coverage, i.e., the desorption yield would simply be proportional to 
coverage. A simple first-order exponential decay model however may not be adequate in 
describing the dynamics of collision- induced desorption from a layer where nearest-
neighbor interactions may play a part.  In fact the data seem to suggest that the desorption 
cross-section appears to decrease as the atomic layer is depleted.  In reality, a better 
understanding of the dynamics of desorption is only possible with a very detailed model 
supported by extensive data which is beyond the scope of the current study. However the 
trend in the existing data does suggest, that for high coverages the incoming ion interacts 
with more than one Cs atom and that the cross-section decreases with decreasing 
coverage because of lowered interaction with neighboring Cs atoms. This would tend to 
support models, which are similar to thermal shock models for sputtering at high 
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coverages.  At sparse coverages with no interaction between the atoms a constant 
desorption cross section depending only on the binding energy between adatom and 
adsorbate, would either gradually or abruptly take over. In fact, the 
Cs/Si(111)( 3 ´ 3 )R30°–B interface could be a model system with which to 
understand dynamics of sputtering or desorption at an atomic scale and test existing 
models. 
 
5.5 Implications of Cs coverage on Si(111)( 3 ´ 3  )R30°–B surface  
RBS measurements of the saturation Cs coverage on the Si(111)( 3 ´ 3 )R30°–
B surface have been made and found to yield an absolute coverage of ~1/3 ML. This 
coverage was consistently found on several different samples involving separate RBS 
experiments. Unlike other techniques and probes used earlier, this is the first direct 
observation of the absolute Cs coverage for this surface and supports an adsorbate 
structure which was a critical assumption for previous studies of electronic excitation 
spectra11 
As discussed earlier in 2.4-e, indirect observations of surface structure have been 
made using techniques like LEED and photoemission spectroscopy techniques STM and 
X-ray techniques.  It is well known that the Si(111)( 3 ´ 3 )R30°–B reconstructed 
surface is a highly passivated surface compared to the other reconstructed surfaces of  
silicon. This is because of the presence of the trivalent boron atom in the subsurface 
layer, which is forced to interact with four neighboring Si including the surface adatom 
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and the ( 3 ´ 3 )R30°-B phase is formed due to backbonding of a Si orbital to a 
second layer B atom reducing the energy of the surface. The persistence of the ( 3 ´ 3 ) 
LEED pattern even after alkali-metal deposition indicates that the ( 3 ´ 3 )R30°–B-
induced surface structure does not change.10  ARUPS and core level spectroscopy studies 
of Si(111)( 3 ´ 3 )R30°–B reinforce the fact that the Si adatom geometry remains 
unaffected11.  If one takes this structure into account, a single empty dangling orbital is 
expected per ( 3 ´ 3 )R30° surface unit cell. Keeping the above observations and 
considerations in mind, it is concluded that the Cs atoms bond directly with the surface 
dangling bond giving rise to one Cs atom per surface unit cell with an expected charge 
transfer from the Cs atoms to the underlying surface.  This structural model corresponds 
to a coverage of 1/3 ML, and the RBS measurement is thus consistent with a structure 
wherein a Cs atom attaches itself to every empty dangling orbital.  
EELS, ARUPS11 and work function measurements have shown that the alkali-
metal covered Si(111)( 3 ´ 3 )R30°–B surfaces undergoes a transition from 
semiconducting to metallized state with an increasing coverage level.  At coverages 
below saturation, the surfaces are semiconducting.  At coverages above saturation, which 
is achieved by cooling the sample below room temperature with subsequent deposition, 
the surface ultrathin film is metallic having formed a Cs multilayer.  It should be noted 
that the room temperature saturation coverage the properties of Na, Cs and K surfaces 
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differ due to their differing tendencies towards multilayer formation and their 
different radii which limits overlap therefore tending to electron localization for a single 
layer.  
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Figure 5.3 Proposed model for the Cs/ Si(111)( 3 ´ 3 )R30°–B interface. 
 
At saturation coverage, K is semiconducting, whereas Cs and Na are metallic, the latter 
due to multilayer formation.  In particular, the metallic nature of Na-covered surface is 
evidenced by a surface plasmon loss feature observed on the Na surface during EELS 
studies.11 A corresponding surface plasmon is not detected for the Cs-covered  (or K-
covered) surfaces, which means that Cs (and K) probably forms a single saturated layer.    
  
   
122 
Since a charge transfer between the alkali metal atom and the surface layer is 
surmised for these interfaces we can assume that the atomic radii of the alkali metals 
would be close to their ionic radii.  The Cs metallization can be explained by the fact that 
the atomic radius of the Cs atom is large compared to the inter-atomic distances on the 
surface. On the other hand, the atomic radius of Na is small compared to the inter-atomic 
distances on the surface. A larger atomic radius facilitates easier flow of electrons 
between the surface Cs atoms leading to metallization of the surface. The RBS 
measurement indicates that a saturated Cs layer is not multi- layered and therefore its 
metallic nature is due to the large atomic radius of Cs. 
This also explains why the metallization of the K-covered surface is not observed. 
It is because the atomic radius of K is small compared to the inter-atomic distance on the 
surface unlike for Cs and also because multi- layer formation does not occur at saturation 
coverage like it does for Na.  
The origin and nature of the empty dangling surface orbitals on the 
Si(111)( 3 ´ 3 )R30°–B reconstructed surface suggest that any bonds formed with the 
orbitals will be weak.  We indeed see evidence of a very weak bonding in our RBS 
studies.  The initial maximum coverage of 1/3rd ML decreases on subsequent exposure to 
the ion beam with which the RBS measurements are made. This means that the 
interactions between the ion beam particles and the surface Cs atoms are energetic 
enough to break the bond.  This degradation of coverage during exposure to the ion beam 
is not observed in the case of the other reconstructed surfaces of the Si(111) and Si(100) 
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crystal faces, which means that the bonds between the Cs atom and the surface are 
much stronger for those surfaces. 
 
5.6 Further Work 
While the above experiments shed new light on alkali-metal – semiconductor 
interfaces, additional insights can be gained by studying other alkali-metal  – 
semiconductor interfaces (different alkali-metals and different surface reconstructions) in 
more detail.  Besides direct coverage measurements with RBS, Medium energy ion 
scattering (MEIS) experiments with channeling and blocking could in principle provide 
key information on structure of the surface layer and underlying bulk layers provided 
order exists.  The current RBS coverage measurements carried out in the study narrows 
down the possible surfaces models but still leaves possibilities open as to the actual 
surface structure.   
An interesting desorption phenomenon was observed for the 
Cs/Si(111)( 3 ´ 3 )R30°–B surface which could be further investigated. The desorption 
cross-section for the Cs atoms will give an idea as to the binding energy, possibly in 
conjunction with Thermal Desorption and angle-dependent measurements.   
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 APPENDIX 1 SAMPLE SETTINGS FOR THE ACCELERATOR 
 
Below are some sample settings for 500 KeV 4He+, 2.00 MeV 4He+, and 
1.50 MeV 16O+2. Generally the Einzel lens is at the maximum setting possible without 
arcing (25 KV), and the steerer magnets are at 374 V, 0 V, 830 V, 0 V. 
500 KeV 4He+ 
These settings yielded 1 nA on a sample in the MEIS chamber with three shorting bands. 
Oven Heat: 64.2%  238°C 
Chamber:   68°C 
Gas #1: 59.2% 
Gas #2: 20.6% 
Probe {Srce} 5.3 KV 5.0 KV 1.90 mA 
Magnet I 4.00 A 
Extract V 6.0 KV 
Source Bias 15.7 KV 14.9 KV 
Focus  2.1 KV 1.9 KV 
Vel Sel 1.272 KV 
Y Steerer -392 
Einzel Lens 6.1 KV 5.8 KV 
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X Quad 6.74 A 
Y Quad 7.02 A 
Switcher Mag 10.35 A 
TermGasStrp 30.0% 
LE IGC 3.3E-06 T 
HE IGC 3.6E-06 T 
FC LE  OUT 
Charging PS 12.8 
TRV/GVM  0.243 MV 0.243 MV 
TPS Mode C/R GVM  GVM 
Probe [Term]  64.5% 64.4% 
Probe [Term]  8.7 mA 
Bias Current   23 mA 
Grid   18.2 V 
Control Gain 50.1% 
CPO Gain 50.0% 
Chain & charging PS  15.8 mA 
ColmCurLe,HE 1.5 mA  0.0 mA 
  
   
127 
2.009 MeV 4He+  
These settings yield 3.8 nA on a sample in the MEIS chamber with one shorting band. 
Oven Heat 63.7%  235°C 
Chamber   67°C 
Gas #1  59.2% 
Gas #2  20.6% 
Probe {Srce} 5.4 KV 5.1 KV 1.86 mA 
Magnet I 4.00 A 
Extract V 5.8 KV 
Source Bias 15.7 KV 14.9 KV 
Focus  1.2 KV 1.1 KV 
Vel Sel 1.279 KV 
Y Steerer -224 
Einzel Lens 17.8 KV 16.9KV 
X Quad 12.79 A 
Y Quad 10.01A 
Switcher Mag 20.86 A 
TermGasStrp 29.9% 
LE IGC 2.9E-06 T 
HE IGC 4.3E-06 T 
FC LE  OUT 
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Charging PS 17.2 
TRV/GVM  0.999 MV 0.997 MV 
TPS Mode C/R GVM  GVM 
Probe [Term]  17.5%  17.5% 
Probe [Term]  9.5 mA 
Bias Current   10 mA 
Grid   5.6 V 
Control Gain   11.3% 
CPO Gain   50.0% 
Chain & charging PS  21.4 mA 
ColmCurLe,HE 5.2 mA  0.0 mA 
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1.5 MeV 16O+2  
These settings yield 41 nA on the MEIS midline Faraday cup with two shorting bands. 
Oven Heat 66.4%  306°C 
Chamber   96°C 
Gas #1  61.8% 
Gas #2  28.4% 
Probe {Srce} 5.5 KV 5.1 KV 2.07 mA 
Magnet I 4.00 A 
Extract V 5.5 KV 
Source Bias 14.3 KV 13.6 KV 
Focus  1.7 KV 1.6 KV 
Vel Sel 0.602 KV 
Y Steerer -457 
Einzel Lens 15.8 KV 15.0 KV 
X Quad 9.67 A 
Y Quad 10.07A 
Switcher Mag 17.56 A 
TermGasStrp 28.5% 
LE IGC 4.6E-06 T 
HE IGC 3.1E-06 T 
FC LE  OUT 
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Charging PS  16.3 
TRV/GVM  0.490 MV 0.486 MV 
TPS Mode C/R GVM  GVM 
Probe [Term]  29.6%  29.6% 
Probe [Term]  15.6 mA 
Bias Current   35 mA 
Grid   2.8 V 
Control Gain   24.7% 
CPO Gain   47.6% 
Chain & charging PS  17.6 mA 
ColmCurLe,HE 2.9 mA  0.0 mA 
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