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Abstract
Einstein’s Theory of General Relativity has proven remarkably success-
ful at modelling a wide range of gravitational phenomena. Amongst
some of the novel features in this description is the existence of black
holes; regions of space-time where gravity is so strong that light can-
not escape. The properties of black holes have been extensively studied
within General Relativity, culminating in the result that the few known
space-times are the only allowed stationary black hole solutions in four
dimensions.
In the past half century, research has focused on how to unify the
distinct theories of gravity and quantum mechanics. A common theme
amongst several strong candidates is that space-time, the backdrop for
gravity, is fundamentally higher dimensional. In these theories, the
structure of black hole solutions is relatively unknown and expected to
be much richer; finding such solutions is, however, a very hard task.
In this thesis, we introduce new numerical methods to study higher
dimensional black holes. The methods, based on refinements of exist-
ing work and the novel application of standard techniques, are then
used to study a number of black hole space-times. Namely the struc-
ture of black holes on a Kaluza-Klein background, and rotating Kerr
black holes. We demonstrate that these algorithms can be applied in
a wide class of situations and yield good quality results with compara-
tive ease. New results are presented in both cases studied. We examine
the predicted merger between non-uniform black strings and localised
black holes on a Kaluza-Klein background. We find evidence for a new
type of non-uniform black string with one Euclidean negative mode
and lower entropy than the uniform strings. We discover a window of
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localised black holes with one Euclidean negative mode but positive
specific heat. We also look at the local structure of the merger point
and find consistency with Kol’s cone prediction.
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Conventions & Abbreviations
The following conventions are used in this thesis;
• Lorentzian metrics have signature (−+ ++), such that time-
like vectors have negative definite norm tµt
µ < 0 and space-like
vectors have positive definite norm.
• Symmetrization and anti-symmetrization are defined as T(µν) =
1
2
(Tµν + Tνµ) and T[µν] =
1
2
(Tµν − Tνµ) respectively.
• The expression T(α|βµ|ν) means that symmetrization should be
carried out over the α and ν indices.
• Ordinary partial derivatives and covariant derivatives are indi-
cated with Tαβ,µ = ∂µTαβ and Tαβ;µ = ∇µTαβ
• Unless stated in the text, gµν is the space-time metric, Γµαβ the
Levi-Civita connection, R βµνα the Riemann curvature tensor and
Rµν the Ricci tensor.
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• Natural units are used throughout, where G = c = ~ = kB = 1,
except in some cases where explicitly mentioned. Where SI units
are used, the fundamental constants take the values G = 6.674×
10−11m3kg−1s−2, c = 3.00 × 108ms−2, ~ = 1.05 × 10−34Js and
kB = 1.38× 10−23JK−1.
• The surface area of the unit p-sphere is defined as;
Ωp =
(2pi)
p+1
2
Γ
(
p+1
2
)
Abbreviations used in this thesis follow on the next page.
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Nomenclature
ADD Arkani-Hamed, Dimopoulos and Dvali
ADM Arnowitt-Deser-Misner
AMR Adaptive Mesh Refinement
BiCGSTAB Stabilised bi-conjugate Gradient method
EDT Einstein-DeTurck
GL Gregory-Laflamme
GPY Gross, Perry and Yaffe
GR General Relativity
GSL Generalised second law
KK Kaluza Klein
MP Myers Perry
MSSM Minimally supersymmetric Standard Model
ODE Ordinary Differential Equation
PDE Partial differential equation
RN Reissner-Nordstrom
RS Randall and Sundrum
SM Standard Model
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SRT Strong Rigidity Theorem
SUGRA Supergravity
SYM Super Yang-Mills
Other Information
This thesis is available online with all figures in colour at the following
URL:
http://www.samkitchen.co.uk/misc/thesis.pdf.
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1. Introduction
Einstein’s Theory of General Relativity (GR) has been remarkably
successful in providing a consistent and accurate framework for under-
standing gravitational phenomena, marking a large conceptual shift
from Newtonian dynamics. A wide range of precision gravitational ex-
periments [162, 224, 88, 254], some only recently coming to fruition, are
still showing that Relativity accurately models gravity across a large
range of physical systems.
Although the theory is known to be incomplete at high energies,
mainly because of the lack of a consistent quantization procedure for
GR, it is still incredibly powerful in the semi-classical regime where
energies and curvatures are much lower than the Planck scale. In
this regime, a large number of physical systems can be modelled by
looking at the interplay of the Standard Model (SM), encompassing
all the fundamental forces apart from gravity, and GR. This is, in
part, because we have very limited ability to experimentally probe the
regime where SM+GR fails to be a sensible theory. On cosmological
scales it often suffices to treat GR in an essentially classical way whilst
modelling the matter content using a more exotic set of theories.
One of the more striking consequences of GR is the existence of
“black holes”, regions formed from the collapse of an extremely mas-
sive body, such as a star larger than a few solar masses. These regions
are bounded by a surface known as the event horizon, inside which
gravity is so strong that not even light can escape. Within these event
horizons GR states that the entire mass of the black hole is concen-
trated in a single point of infinite density, known as a singularity. It
is generally accepted that singularities are not physical, but rather an-
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other signal that GR is incomplete. A full resolution of the properties
of singularities and black holes is expected to be provided by a theory
of Quantum Gravity.
By definition, black holes are not directly observable, however a va-
riety of astrophysical phenomena are thought to imply their existence.
These include accretion disks, superheated disks of matter spiralling
inwards towards the event horizon; extragalactic jets, highly luminous
directed jets emitted by inspiralling accretion disks; and observations
of suspected binary black hole-star systems. Most of these tests rely on
the prediction that compact objects have a maximum mass in whatever
matter theory is under consideration.
Black holes provide the ideal testing ground for candidate theories of
Quantum Gravity. Information about physics inside the event horizon
cannot escape to external observers, so large black holes (early life black
holes formed from stellar collapse) are expected to behave according
to classical GR and a wide range of properties can be predicted. Any
theory of Quantum Gravity would thus have to reproduce this behavior
for larger objects with lower curvature. Smaller black holes, where the
curvature at the event horizon approaches Planck scales, are expected
to deviate from classical GR. It is here that a theory of Quantum
Gravity could provide some novel predictive power.
In recent years, several theories have emerged as candidates for a
consistent theory of Quantum Gravity, with string theory perhaps re-
ceiving the most attention. One common theme amongst many of
these candidates is the hypothesis that space-time, the fabric governed
by GR on which our theories of physical processes operate, should
carry extra dimensions over the four that we observe. There are a
wide variety of methods used within these theories to reproduce the
observations made to date, which are all consistent with a purely four
dimensional space-time. Higher dimensional space-times, however, dis-
play a range of different properties for black hole solutions, making the
physics of black holes much richer. The most exciting prospect would
be that the properties of black hole solutions in these higher dimen-
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sional space-times could be linked to observable astrophysical phenom-
ena, providing a physical test of the many candidates for Quantum
Gravity. Unfortunately, along with this increased richness comes in-
creased complexity. Solving GR in higher dimensions is a very difficult
task and relatively little is known about its behavior. In this thesis
we shall explore some novel numerical methods to attack this task and
demonstrate their application to some simple, but interesting, exam-
ples. Using these applications, we find some non-trivial results and
thus show the utility of these algorithms.
Chapter 1 covers an introduction to General Relativity, a more in
depth review of black hole physics, and a discussion of methods used to
build in extra dimensions consistent with observations. Then in chap-
ter 2 we introduce and discuss the new numerical algorithms, demon-
strate their properties and behaviours and apply them to a very simple
example of the Schwarzschild solution in four dimensions. In chapter 3
we use the algorithms introduced in the previous chapter to conduct a
study of black holes in Kaluza-Klein (KK) theory in arbitrary dimen-
sion and find a number of new results. Chapter 4 then extends the
algorithms to work with a larger class of space-times and goes on to
demonstrate their applicability to derive interesting properties of the
Kerr solution. Finally we conclude in chapter 5.
1.1. Classical 4D General Relativity &
Black Holes
General relativity is naturally phrased in the language of differential
geometry, comprehensive books on this subject include [185] and [146],
while a more brief overview of the more relevant areas is given in
[249] and [130]. A very general overview is given in this section, and
more detailed definitions can be found in Appendix §A. It should be
emphasised that this is not intended to be a conclusive and exhaustive
discussion, the reader is referred to the books above for a more in-depth
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analysis.
1.1.1. Review
Space-time is a four-dimensional manifold,M, with a pseudo-Riemannian
metric, gµν , having signature (−+ ++) and obeying the Einstein equa-
tions;
Rµν −
1
2
Rgµν + Λgµν = 8piTµν (1.1)
Here, Rµν and R are the Ricci tensor and scalar associated with the
metric g, Λ is the cosmological constant, and T is the stress-energy
tensor of the matter in the space-time.
The world-lines of particles are geodesics, with tangent vector uµ.
Massive particles follow time-like geodesics (uµu
µ < 0) and massless
particles follow null or light-like geodesics (uµu
µ = 0). A geodesic is
called causal if it is either null or time-like.
The tangent space at any point in the space-time manifold is isomor-
phic to Minkowski space, and one can consider the light cone passing
through the origin of the tangent space. For most reasonable space-
times, a choice of time orientation can be made by splitting the light
cone into future and past halves. This choice corresponds (loosely)
to an “arrow of time”; if a choice can be made continuously over the
whole manifold, then it is called a time-orientable manifold. All man-
ifolds here are assumed to be time-orientable. Causal geodesics can
then be classed as future- or past-directed if their tangent vectors lie
everywhere in the future or past halves of the respective light cones.
Vacuum space-times will be of primary interest here, in which case
equation (1.1) simplifies to;
Rµν = 0 (1.2)
Equation (1.2) can also be derived from the variation of the Einstein-
Hilbert action;
S =
1
16pi
∫
M
√−g R (1.3)
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where the integral is taken over the whole manifold and g is the deter-
minant of the metric. Applying a variational procedure to this integral
and demanding that the action be extremized leads to (1.2). Note that
ifM has a boundary, then there will be boundary terms present in this
integral which must be treated separately, see §1.3. A derivation of the
Einstein equations from this action can found in [249].
Solving (1.2) is, in general, a difficult task. However, a few analyt-
ical solutions are known; mostly derived by considering highly sym-
metrical space-times. Of particular interest is a solution discovered by
Schwarzschild in 1915 [223] describing the space-time in the exterior
of a spherically symmetric distribution of matter in equilibrium, such
as an idealised star or shell of dust. Interestingly, the detailed be-
haviour of the of the matter in the interior does not affect the solution,
as long as it remains spherically symmetric. This is the consequence
of Birkhoff’s theorem; any spherically symmetric vacuum solution is
also static, it is equivalent to the statement that there is no monopole
gravitational radiation.
1.1.2. Schwarzschild Solution
A space-time is stationary if it possesses a Killing vector field (§A.1.1),
kµ, which is time-like in a neighbourhood of I±. It is static if it is
stationary and the Killing field is hypersurface orthogonal (§A.1.2).
In addition, if the isometry group contains a subgroup isomorphic to
SO(3) it is spherically symmetric. We briefly demonstrate how these
conditions greatly restrict the form of the metric, allowing an analytical
solution to be obtained. This treatment follows closely that found in
[249].
Let Σ be a hypersurface orthogonal to k, such that kµ 6= 0 anywhere
on Σ. A point in a neighbourhood of Σ will be on a unique integral
curve of k which intersects Σ, labelled by the affine parameter t of the
integral curve which starts on Σ and the co-ordinates of the integral
curve on Σ. Define the surface Σt as Σt = {q = φt (p) : p ∈ Σ} where
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φt is the one-parameter group of isometries generated by k, thus Σt
is also hypersurface orthogonal to k. In these co-ordinates, the metric
must then take the form [130];
ds2 = gµνdx
µdxν = kρk
ρdt2 + hijdx
idxj
where everything is independent of the co-ordinate t, and i, j run over
{1, 2, 3}.
Requiring that the space-time is static has already simplified the
metric considerably, adding in spherical symmetry restricts the metric
enough for (1.2) to be analytically solvable. The orbits of the SO(3)
subgroup are 2-spheres, so the space-time metric induces a multiple
of the 2-sphere metric on the surfaces generated by these orbits. This
metric will be entirely parametrised by the area of the 2-sphere, so the
“radial1” co-ordinate, r =
√
A
4pi
, is introduced. Finally, assuming that
k is unique, it must be invariant under the SO(3) isometries (otherwise
a new space-time with a different k could be trivially generated by
using the isometries), it is thus orthogonal to them. Therefore the
orbits of the SO(3) subgroup lie entirely in the surfaces Σt. Putting
this together means one can choose r and spherical co-ordinates on the
sphere to parametrise Σ0. These co-ordinates can be transported to
the other Σt surfaces with the geodesics orthogonal to Σ, . Using these
co-ordinates, the most general static, spherically symmetric metric has
the form;
ds2 = −T (r) dt2 +R (r) dr2 + r2 (dθ2 + sin2 θdφ2) (1.4)
The key point is that symmetry requirements can heavily restrict
the allowed form of the metric, drastically simplifying the process of
solving (1.2). This method will be used extensively in the following
chapters.
The Schwarzschild metric can now be derived from the ansatz (1.4)
1Although r is called the radial co-ordinate, it may not have anything to do with
the traditional Euclidean notion of the radius of a sphere.
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by computing the Ricci tensor in terms of the unknown functions T (r)
and R (r), then solving (1.2). Details of the solution can be found in
[249, 223] and the final form of the metric is given below;
ds2 = −
(
1− r0
r
)
dt2 +
(
1− r0
r
)−1
dr2 + r2dΩ22 (1.5)
where dΩ22 is the round metric on a unit 2-sphere, and r0 is a constant
parameterising the solution. Note that this metric is asymptotically
flat (§A.1.4), that is it approaches flat Minkowski space for r →∞.
Astrophysically interesting phenomena can be modelled with the
Schwarzschild solution. By examining the behaviour of geodesics on
this background it is possible to predict many deviations from Newto-
nian mechanics observable in the solar system, this was one of the first
successes General Relativity. Both the perihelion precession of Mer-
cury and the gravitational bending of light rays (gravitational lensing)
have been computed using the Schwarzschild solution and agree with
the observed data to good accuracy [177].
1.1.3. Analysis of the Schwarzschild Solution
A quick look at the metric (1.5) shows that it is singular at r = r0 and
r = 0, we now proceed to analyse these regions more closely. Firstly
it should be stressed that the Schwarzschild solution is only valid in
the exterior of a massive body. For certain ideal systems (which are
expected to model a wide range of physical phenomena) it can be shown
that the minimum outer radius for a stable matter configuration2 is
greater than r0. For example, the Schwarzschild radius of the Earth is
r0 ≈ 9.0mm, well inside the surface of the Earth. In these cases the
regions r = 0 and r = r0 are not included in the solution.
However, sufficiently large bodies may undergo complete gravita-
tional collapse such that all the remaining matter falls inside r = r0,
these bodies are called black holes. The region given by r ≤ r0 is
2This condition is derived from the Oppenheimer-Volkoff hydrostatic equations
of state, governing a spherically symmetric pressure-free ball of gas
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now included in the space-time. In the Schwarzschild metric the re-
gion r = 0 is a real physical singularity, but the region r = r0 is a
co-ordinate singularity. Geometrically the Schwarzschild space-time
requires a minimum of two co-ordinate charts to cover the entire man-
ifold, one cannot find a co-ordinate chart that covers both the r ≤ r0
and r ≥ r0 patches smoothly. There exist a number of co-ordinate
choices for the Schwarzschild metric which do cover the region at
r = r0, rendering the metric regular there (although not regular in
other regions of the manifold). An analysis of the Schwarzschild met-
ric in one of these co-ordinates shows that any future directed causal
curve which enters the region r ≤ r0 at some affine parameter, λ = λ0,
will never leave for λ ≥ λ0 (see §A.2 for more detail).
This is a demonstration of the definition of a black hole; there is a
region of space-time causally disconnected from future infinity (r →∞
in this case). The name comes from the fact that not even light,
described by null geodesics, can escape from the black hole region
r ≤ r0 in any finite affine parameter. The hypersurface formed by the
bounding case, r = r0, is called the event horizon.
A simple calculation shows that the surface r = r0 is a null hyper-
surface and furthermore a Killing horizon (§A.1.2). For any Killing
horizon, one can compute a quantity known as the surface gravity,
κ, defined by (A.2). The standard interpretation is that the surface
gravity is the acceleration a massive observer would need in order to
remain at a fixed radial position just outside of the surface r = r0. In
the Schwarzschild solution the surface gravity of the horizon is;
κ =
1
2r0
(1.6)
The surface gravity appears to be indefinite as one can always rescale
the norm of the Killing vector field kµ. However, if the Killing field
is normalised to have kµkµ = −1 in the asymptotic region then the
surface gravity is fixed and can be given a physical meaning.
By comparing the asymptotic form of the Schwarzschild metric to the
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Newtonian approximation of a point source, the mass of Schwarzschild
black hole is given by;
M =
1
2
r0 (1.7)
More generally the Killing vectors in the space-time give rise to
conserved charges defined by Komar integrals, for example;
M = − 1
8pi
∫
S
abµν∇µkν
where the integral is over a space-like 2-sphere near the asymptotic
region and  is the standard volume form. This calculation is involved
and it is much simpler to look at the asymptotics in the Schwarzschild
case.
How seriously should one take the Schwarzschild solution? One
might wonder if it is just an academic example of a solution to Ein-
stein’s equations; it is unlikely that real astrophysical systems will be
exactly static or be perfectly spherically symmetric. It might be ex-
pected, however, that such solutions can arise astrophysically as equi-
librium states of matter after some process such as gravitational col-
lapse [190]; that is an isolated system may eventually settle down to a
static, spherically symmetric state. In order for this to be true the equi-
librium solutions must be stable to small deviations away from spheri-
cal symmetry. Furthermore the final solution must describe the whole
space-time, including the matter in the interior region, in a smooth
manner. It should be possible to find a reasonable solution for the
interior such that the join with (1.5) is smooth at the boundary. Both
of these properties are satisfied by the Schwarzschild solution, lend-
ing weight to its status as a genuine idealisation of real astrophysical
phenomena [247, 210, 213].
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1.1.4. Black Holes
A black hole is a region, B, in space-time from which nothing can
escape (including light). The precise definition is;
B = {p ∈M : @ future-directed causal curve connecting p and I+}
(1.8)
The (future) event horizon, H+, is defined as the boundary of B, which
is equivalent to the boundary of J− (I+). H+ is a null achronal hy-
persurface [130]. The presence of an event horizon is a global property
of a space-time, it is difficult generically to determine the existence of
an event horizon as doing so requires knowledge of asymptotic infinity.
However, under certain assumptions there exist local conditions for the
existence of an event horizon; discussed in more detail in §1.1.6.
Singularities are pathological objects and considerable effort is re-
quired to even give a satisfactory definition of a singularity. Since they
are unphysical points, where the metric is indeterminate, the usual
prescription is to define a new, physical space-time with these points
removed. The question of identifying and dealing with singularities
then becomes the question of identifying where points have been re-
moved from space-time.
Under certain reasonable assumptions it has been shown by Penrose
and Hawking [132, 194] that if a space-time contains an event horizon
then it will necessarily contain singularities. Singularities are regarded
as unphysical, points that shouldn’t be included in the manifold and
thus indicate the breakdown of General Relativity as a physical de-
scription. It is in these regions that theories of quantum gravity are
needed. Horizons, however, are generally accepted to be real physical
objects well described by relativity. They effectively prevent regions
of space-time from physically influencing the remainder (in particular
future null infinity), it is thus assumed that space-time singularities
are always hidden behind event horizons. This is known as the Cosmic
Censorship Principle, suggested by Penrose [195], which states that;
37
1. Introduction
Naked singularities (singularities not hidden behind event
horizons) cannot form in gravitational collapse from generic,
initially non-singular states in an asymptotically flat space-
time obeying the dominant energy condition (§A.1.5).
Although still only a conjecture, it is generally assumed to hold. A
review of progress towards a proof can be found in [248, 50]. Effectively
the conjecture states that any space-time with reasonably well behaved
matter should be strongly asymptotically predictable, in which case
there should exist some partial Cauchy surface with future null infin-
ity is in the domain of dependance. If there were naked singularities
this would not be possible, as one could find past-inextendable null
geodesics from future null infinity that approach a singularity instead
of intersecting a Cauchy surface. However, if all singularities are in a
black hole region then, by definition, they cannot be in the causal past
of future infinity.
From now on we always assume that the Cosmic Censorship Prin-
ciple holds and so space-times with naked singularities are excluded;
this is particularly relevant when black hole uniqueness is discussed
in §1.1.6. Certain counterexamples containing naked singularities are
known to the various theorems.
1.1.5. Kerr Black Holes
One other important vacuum solution in 4-D is the generalisation of the
Schwarzschild solution to allow rotation, by relaxing the requirement
of staticity. Instead the space-time is required to be stationary and
axisymmetric, that is it possesses a Killing vector field mµ which is
space-like in the neighbourhood of I+ and whose orbits are isomorphic
to U (1). Additionally this Killing vector field is assumed to commute
with the Killing vector field associated with the stationary property of
the space-time, that is [m, k] = 0 [35].
As the Killing vector fields are not necessarily hypersurface orthog-
onal, the procedure described in §1.1.2 cannot automatically be car-
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ried out. However, under certain assumptions, the circularity theorem
[34, 136] can be used to show that the two Killing vectors are inte-
grable, that is there exist two-dimensional hypersurfaces orthogonal to
kµ and mµ; for a full explanation of this result see [249]. In particular
these assumptions are trivially satisfied in a vacuum space-time, thus
the same construction as used in the static case may be invoked to
simplify the metric to the Papapetrou form;
ds2 = Gij (x) dy
idyj + gab (x) dx
adxb (1.9)
where the {yi} are co-ordinates adapted to the Killing vector fields and
the {xa} co-ordinates parametrise the orthogonal directions.
In Boyer-Lindquist [25] co-ordinates, where the Killing vector fields
are ∂
∂t
and ∂
∂φ
, the Kerr [152, 54] solution can be written as;
ds2 = −
(
∆− a2 sin2 θ
Σ
)
dt2 − 2a sin
2 θ (r2 + a2 −∆)
Σ
dtdφ
+
[
(r2 + a2)
2 −∆a2 sin2 θ
Σ
]
sin2 θdφ2 +
Σ
∆
dr2 + Σdθ2
(1.10)
with
∆ = r2 + a2 − 2mr
Σ = r2 + a2 cos2 θ
As would be expected for a stationary vacuum solution, these co-
ordinates are an example of those in which the metric has the form
(1.9).
In these co-ordinates there are singularities at θ = 0, θ = pi
2
, r = 0
and r = r±, where r± is defined by ∆|r=r± = 0;
r± = m±
√
m2 − a2 (1.11)
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There are three cases to consider;
m2 > a2: There are co-ordinate singularities at r = r±, and at θ =
0, pi
2
. The curvature invariant RµνσρRµνσρ diverges at r = 0, θ =
pi
2
so these points are curvature singularities. The region θ = 0 is an
axis of symmetry, the rotational axis where the Killing field ∂
∂φ
vanishes. The co-ordinate singularity at r+ is a Killing horizon
of the Killing vector field l = k + Ωm, with Ω physically related
to the angular velocity of the horizon and given by;
Ω =
a
2Mr+
The surface gravity of the r+ horizon is given by
κ =
m2 − a2
2m
(
m+
√
m2 − a2)
and the area is
AH = 4pi
(
r2+ + a
2
)
Closed time-like curves exist in the space-time, but always remain
in the black hole region.
m2 = a2: This is the extremal Kerr solution. The two co-ordinate
singularities at r± coincide and there is one degenerate horizon,
its surface gravity vanishes.
m2 < a2: There are no real roots of (1.11) so there are no horizons.
The curvature singularities are still present so the space-time
contains a naked singularities, thus it is excluded by Cosmic cen-
sorship. Even if the cosmic censorship conjecture turned out
to be false, this space time can be ruled out on more physical
grounds because it is possible to find a closed time-like curve
passing through any point in the space-time.
The Kerr metric has two conserved asymptotic charges associated
with the stationary and axisymmetric Killing vectors. The charges are
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[249];
M = − 1
8pi
∫
S
abµν∇µkν = m
J =
1
16pi
∫
S
abµν∇µmν = ma
where S is a space-like 2-sphere in the asymptotic region and  is
the volume form. These are identified with the mass and angular
momentum respectively.
Unlike the Schwarzschild solution, there is no known way of match-
ing the vacuum Kerr metric smoothly onto some interior matter metric.
Thus the Kerr solution cannot reasonably be regarded as a model of
the space-time in the exterior region of a rotating star. However, it
is thought that the Kerr solution is the metric for the end state of an
object with angular momentum that has undergone complete gravita-
tional collapse.
1.1.6. Black Hole Uniqueness
During the early second half of the 20th century, a series of remarkable
results were found by several contributors on the topic of the unique-
ness of black holes, effectively restricting the allowed form of black hole
space-times to a few known solutions. This is a very complicated topic
with many fine technical points, the interested reader should refer to
the many review articles which exist on the topic [176, 138] or the very
detailed book by Heusler [136].
All of the uniqueness theorems concern equilibrium or late-time so-
lutions. Equilibrium should be taken in the context of dynamics, for
example when a gravitating system has reached a steady-state. Con-
sequently the space-time is assumed to be stationary, with Killing field
kµ that is time-like in a neighbourhood of asymptotic infinity.
The starting point of the uniqueness theorems is the so called strong
rigidity theorem (SRT) [126], comprising two parts. The SRT part I
states that an event horizon in a stationary space-time with an analytic
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metric (this assumption was weakened in [45, 44]), where the matter
equations are “well behaved”3 and satisfy the weak energy condition
(see §A.1.5), is a Killing horizon of some Killing field lµ. Note that the
SRT has applications outside of proving uniqueness; it is a very pow-
erful result relating the global definition of an event horizon, involving
the causal structure of the entire space-time, to the local concept of
a Killing horizon under some mild assumptions. Here the uniqueness
theorems split into two branches depending on whether the Killing
field lµ is proportional to the stationary Killing field kµ. If kµ ∝ lµ
then the space-time is static. Otherwise, part II of the SRT states that
the space-time possesses an additional axial Killing field and is thus
axisymmetric. The SRT essentially states that a stationary space-time
is either static or axisymmetric.
Hawking went on to show that each connected component of an
event horizon must have a positive semi-definite Euler characteristic,
consequently the horizon may only have topology S2 [220]. The case T 2
(i.e. vanishing Euler characteristic) was originally problematic for the
uniqueness theorems, however later work of Galloway [29, 90, 91] and
Gibbons [98] excluded this case under the assumption that the metric
is analytic. Chrusciel and Wald [48] further improved the result by
removing the analyticity requirement and replacing it with the null
energy condition (see §A.1.5).
Further details of the uniqueness results are given below, but the
essential point is as follows;
A non-degenerate event horizon in an asymptotically flat
and stationary vacuum space-time, where the metric is reg-
ular both on and outside the horizon, is a Killing horizon
of a Killing field lµ. If lµ is proportional to the stationary
Killing field then the space-time is a member of the one-
parameter family of Schwarzschild solutions. If not, the
3By well-behaved, Hawking meant that the matter equations are well posed, with
equations of motion that can be solved to give well defined dynamics.
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space-time is stationary and axisymmetric4 and a member
of the two-parameter family of Kerr solutions.
This is a remarkable result, effectively meaning that the Kerr (Schwarzschild)
metric is the only black hole solution in four dimensions. It should be
remarked here that the result can also be extended to cover Einstein-
Maxwell theory [175, 214] where the relevant solution is the Kerr-
Newman metric, generalising Kerr to include electric charge. These so-
lutions, known as Kerr-Newman, have three parameters; the usual Kerr
pair of mass, M , and angular momentum, J , as well as a total electric
charge, Q, measured at infinity. The space-time contains an electro-
magnetic field given in Boyer-Lindquist co-ordinates as [249, 187, 188];
A =
Qr
Σ
(
dt− a sin2 θdφ)
and the metric is that of the Kerr solution with ∆→ ∆ +Q2.
As a brief note, we point out that the above discussion is limited to
non-degenerate horizons, that is horizons with non-zero surface grav-
ity. There exist stationary solutions of the Einstein-Maxwell equa-
tions containing multiple disconnected degenerate horizons, such as the
Papapetrou-Majumdar [171, 193] solution (where the electromagnetic
repulsion and gravitational attraction balances between each horizon).
Currently there is no uniqueness proof for the generic case of degen-
erate Killing horizons, but there are some partial results [137, 43, 46].
Extremal Kerr solutions provide an example of degenerate horizons in
vacua, there are uniqueness results in this case [7].
There is also a related conclusion that any black hole configura-
tion can be completely characterised by a discrete set of asymptotic
parameters, a result found by Robinson and Carter [36, 211]. They
showed that there exists no regular perturbation that deforms a black
hole metric whilst keeping the asymptotic parameters fixed. This is
4Stationary and axisymmetric means that the stationary and axial Killing fields
commute, there is no loss of generality by restricting to these space-times in the
vacuum case [35].
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sometimes referred to as the no hair theorem, and in particular means
that black holes effectively “lose” information about the properties of
the matter that went into them. For example, if baryonic matter and
leptonic matter with the same mass, angular momentum and charge
undergoes gravitational collapse then the resulting black holes will be
indistinguishable; the baryon or lepton number has been lost. In the
context of black hole thermodynamics, covered shortly, this is an unre-
solved issue and presents an example of where the semi-classical study
of General Relativity fails to provide adequate answers.
Non-rotating Event Horizons
If the normal to the Killing horizon, lµ, is proportional to kµ then the
horizon is said to be non-rotating. In this case, as first discussed by
Hajiceck [117] and later proven by Wald and Sudarsky [47, 238, 239],
the Killing field kµ is everywhere time-like except on the horizon where
it is null (if the horizon is non-degenerate). Note that in this case the
analyticity requirement for the SRT has shown to be automatically sat-
isfied as the weak energy condition implies that, for a number of fields,
the matter equations will be elliptic [115, 243]. With the Killing field
guaranteed to be time-like it can be shown that [126] in the vacuum
case the space-time must be static; the Killing field kµ is hypersurface
orthogonal. Analogous results hold in the case of Einstein-Maxwell
theory [118, 238, 239].
It was first found by Israel [148] that an asymptotically flat static
space-time, containing a non-degenerate event horizon, is diffeomor-
phic to the Schwarzschild solution. This result was improved upon by
Robinson [116] who weakened some of the assumptions in Israel’s orig-
inal proof. Bunting and Masood-ul-Alam [28] derived the result from
a different approach using the positive energy theorem [219, 222]. In
the Einstein-Maxwell case the initial results were developed in parallel
to the vacuum case, the static charged uniqueness theorem was first
proven by Israel in [149]. Robinson [183] again generalised this result
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to show that the Reissner-Nordstrom (RN) metric is the only static
charged black hole solution. The work of Mazur [246] represents an up
to date version of the static uniqueness proof in the Einstein-Maxwell
theory.
Rotating Event Horizons
The alternative case is that lµ is not proportional to kµ. Hawking [126]
showed that the space-time is also axisymmetric, with axial Killing field
mµ, such that lµ = kµ + ΩHm
µ for some constant ΩH interpreted as
the angular momentum of the horizon. The circularity theorem [136]
implies that if the matter obeys certain symmetries (including Maxwell
and scalar fields but not Yang-Mills fields) then the two dimensional
surfaces spanned by kµ and mµ are integrable. This justifies the so-
called Papapetrou split in the metric used in §1.1.5. Combined with
the restriction on the horizon topology, this finally lead to the results of
Carter [36] and Robinson [212] that the space-time must be a member
of the Kerr family. Later Bunting and Mazur [175] generalised the
proof to Einstein-Maxwell theory, in which case the space-time is a
member of the Kerr-Newman solutions. Once again it does not apply
to degenerate horizons.
1.2. Black Hole Mechanics
Black holes have been shown to obey certain laws, commonly referred
to as the Laws of Black Hole Mechanics. The laws are discussed
below along with a very brief outline of the derivation. Full details of
the derivations may be found in [130, 198].
1.2.1. The Laws of Black Hole Mechanics
Many of the results on black hole mechanics arise from studying the
properties of null geodesic congruences (§A.3). The generators of a
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null hypersurface form a congruence with expansion, θ, given by Ray-
chaudhuri’s equation (A.4). If the space-time satisfies the null energy
condition (§A.1.5) then Raychaudhuri’s equation implies that;
dθ
dλ
≤ −1
2
θ2
where λ is an affine parameter along the congruence. Furthermore
this implies that if θ = θ0 < 0 at some point p, then in a finite affine
parameter, ∆λ = − 2
θ0
, θ → −∞. Intuitively this implies that the
geodesics must cross at some finite affine parameter if the expansion is
ever negative at some point.
If the null hypersurface is a Killing horizon of some Killing field k,
then it can be shown that θ = σ = ω = 0, and by Raychaudhuri’s
equation, Rµνk
µkν = 0 on the horizon. Using these properties and the
fact that the event horizon of a black hole is a Killing horizon (§1.1.6),
it must obey the following laws.
Zeroth Law of Black Hole Mechanics
The surface gravity κ, defined by (A.2), is constant on ev-
ery connected component of the future event horizon of a
stationary black hole in a space-time satisfying Einstein’s
equations with matter obeying the dominant energy condi-
tion.
This result follows from Raychaudhuri’s equation and the Einstein
equations, together with the dominant energy condition [249]. For any
connected component of the horizon it can be shown that tµ∂µκ = 0,
where tµ is any vector tangent to the horizon.
First Law of Black Hole Mechanics
If a small amount of matter carrying mass δM and angular
momentum δJ crosses an event horizon, H, in a stationary,
asymptotically flat space-time, H will eventually return to
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a stationary state, and its area will have increased by [19,
250];
κ
8pi
δA = δM − ΩHδJ (1.12)
where ΩH is the angular momentum of the horizon.
The proof of this theorem is quite technical, and can be found in
[19]. In the presence of an electromagnetic field, a term ΦdQ is added
to the right hand side of (1.12), where Φ is the electrostatic potential
and Q is the charge measured at asymptotic infinity.
This differential formula can be integrated up to give the following
relation [228];
M = 2TS + 2ΩJ (1.13)
which is valid in D = 4.
Second Law of Black Hole Mechanics
The second law of black hole mechanics is often known as Hawking’s
Area theorem [126, 125] and is probably one of the most celebrated
results in the field of black hole mechanics.
A space-time is strongly asymptotically predictable if there exists
some globally hyperbolic set S ⊂ M such that J− (I+) ∪ H+ ⊂ S.
This is encoding the idea that the space-time outside and on an event
horizon should be predictable from some Cauchy surface outside and
on the horizon.
If a space-time is strongly asymptotically predictable and
the matter obeys the null energy condition, then suppose
we have a sequence of space-like Cauchy surfaces Σi for
the globally hyperbolic region, such that Σi+1 ⊂ J+ (Σi).
Define Hi = H
+∩Σi (i.e. the future horizon at an “instant
in time”), then;
A (Hi+1) ≥ A (Hi) (1.14)
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where A (S) denotes the area of the hypersurface S.
The proof is presented here because it is a very profound result.
Firstly it can be shown that θ ≥ 0 on H+ by contradiction. Suppose
there exists a point p ∈ H+ on the null geodesic generators of H+
(which form a congruence) where θ < 0, then there is a point q con-
jugate to p. There is, therefore, a time-like curve connecting p and a
point r just beyond q in the congruence, which is still in H+. This is
a contradiction because H+is an achronal surface. Secondly, the null
geodesic generators of H+ lie completely in H+, so all generators in-
tersecting Σi must intersect Σi+1 as it is a Cauchy surface. That is all
generators in Hi must also intersect Hi+1, so this defines a map from
Hi to a subset of Hi+1. Since θ ≥ 0, this portion must have area at
least as large as Hi, and therefore A (Hi+1) ≥ A (Hi) [130, 249].
Physically the result states that the area of a black hole event horizon
can only ever increase in “time”5.
Third Law of Black Hole Mechanics
If the stress-energy tensor is bounded and the weak energy
condition holds, then the surface gravity, κ, of a black hole
cannot decrease to zero in finite time at infinity [150].
Degenerate solutions, those with κ = 0, are known, such as the Papapetrou-
Majumdar solutions or the extremal Reissner-Nordstrom and Kerr so-
lutions. However, the third law means that there is no dynamical pro-
cess which can take a non-extremal horizon to one that is degenerate.
For example, one could not spin up a Kerr solution such that a→ M
or add additional charge to a Reissner-Nordstrom solution such that
the black hole charge approaches its mass.
5Note that one of the more technical aspects of requiring the space to be strongly
asymptotically predictable is that a global time direction can be defined.
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1.2.2. Are Black Holes Black?
Early on that in their development, it was observed that the laws
of black hole mechanics bear a remarkable similarity to the laws of
thermodynamics. If one makes the correspondence;
A↔ S , κ↔ T , M ↔ E
then the laws above appear to be (up to numerical constants) the exact
analogues of the laws of thermodynamics. Originally it was thought
that this correspondence was just a mathematical coincidence. A body
in equilibrium with non-zero temperature must emit radiation to stay
in equilibrium with its surroundings, but a black hole does not, by
definition, emit radiation [127]. However, if this is indeed the case
then the second law of thermodynamics could be violated by throwing
matter (with entropy) into a black hole, thus reducing the total space-
time entropy. This apparent violation led Bekenstein [22] to propose
that the above correspondence is more than a mathematical quirk,
and indeed black holes should have entropy, argued to be proportional
to the area of the event horizon in Planck units. Then a generalised
second law (GSL) holds, which is;
dStotal ≥ 0, Stotal = SBH + Smatter
where SBH ∝ A. Since δA ∝ δSBH > 0 it is then possible to have
Smatter < 0 without violating the GSL. Bekenstein provided some
heuristic arguments to estimate the constant of proportionality [21]
and furthermore showed that the GSL holds under a wide variety of
physical processes.
All results so far are completely classical; attempting to fully unify
GR with Quantum Field Theory is a notoriously hard problem Some
progress can be made by considering the semi-classical approximation.
This has two interpretations; quantum fields on a curved background
metric with limited or no back-reaction, or quantizing perturbations
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in the space-time metric. Using the former approach, Hawking [127,
18] examined the behavior of a quantum field in the vacuum space-
time of a Schwarzschild black hole. The result was striking, to an
observer at infinity the event horizon would appear to emit particles
as a black body at a non-zero temperature. This temperature, the
Hawking Temperature and denoted TH , is related to the surface gravity
by;
TH =
κ
2pi
(1.15)
Hawking’s result completes the correspondence between thermody-
namics and the laws of black hole mechanics. By equating terms in
the first law and using the equivalence E = M , the black hole entropy
is given by SBH =
A
4
.
Note that it appears (1.14) is violated as the black hole can radiate
and lose mass, consequently its area will decrease. It is expected that
the second law of black hole mechanics only holds in the classical sense.
Quantum effects provide a mechanism for an event horizon to decrease
in area by the emission of thermal radiation and violate the classical
second law. The work around is likely to be that fully quantum me-
chanical matter will not obey the null energy condition, even if it does
classically, which is required for the area theorem to hold.
More general arguments have been made, based on the principle of
holography [240], that the black hole entropy is the maximum amount
of entropy that can be contained inside a volume bounded by the area
of the even horizon. To put it another way, if more and more entropy is
inserted into a region bounded by area A, it would eventually undergo
gravitational collapse to form a black hole with event horizon of area
A when the entropy reached A/4. After this it would be impossible
to add more entropy into the region without increasing the bounding
area A. For a detailed description of the vast amount of literature in
this area see [251].
Entropy usually arises as a sort of “limited knowledge”. Given the
thermodynamic state of a macroscopic system, the entropy quantifies
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the number of possible configurations that could give rise to the ob-
served state. In the case of black holes there have been a number of
suggestions as to the origin of the microstates responsible for the black
hole entropy. These include the number of possible initial matter dis-
tributions that could have collapsed to a given black hole [263, 182]
or quantum correlations between states on either side of the horizon
[24]. This is still an open question to some extent, however progress
has been made for certain types of black holes in string theory which
have well defined field theory duals through AdS/CFT [237].
1.3. Euclidean Quantum Gravity
1.3.1. The Path Integral Approach to Quantum
Gravity
Gibbons and Hawking pioneered the second approach to the semi-
classical approximation [129, 101]. They proposed that the metric
should be treated as a field variable in a path integral method. Am-
plitudes can be constructed to go from a three metric γ1 on some
three-surface Σ1 to γ2 on another three-surface Σ2. These amplitudes
are constructed as the path integral over all four metrics, g, in the
volumeM, such that ∂M = Σ1 ∪Σ2 and where the metrics γ1 and γ2
are induced on Σ1 and Σ2 by each g. Figure 1.1 illustrates this idea.
The amplitude is defined by the path integral;
〈γ1; Σ1| γ2; Σ2〉 =
∫
D [g] exp (iI [g]) (1.16)
In order for this object to be well defined, the path integral must be
performed over a compact volume. It is generally assumed that either
Σ1, Σ2 and the region between them are compact, as in figure 1.1.
Alternatively if the metric, g, approaches the flat metric at spatial
infinity, one can join the surfaces Σ1 and Σ2 with a time-like tube
where the geometry is sufficiently flat. The region enclosed by Σ1, Σ2
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Σ1, γ1
Σ2, γ2
Σ1, γ1
Σ2, γ2
Timelike tube
Figure 1.1.: Figure demonstrating the Euclidean Quantum Gravity con-
struction. The left hand plot shows a closed manifold bounded
by surfaces Σ1 and Σ2 with induced metrics γ1 and γ2. In the
right hand figure, a non-compact manifold can be used by con-
structing a time-like tube in the asymptotic region connecting
Σ1 and Σ2.
and this time-like tube is then compact.
The action in (1.16) is given by the Einstein-Hilbert action in (1.3),
the presence of the boundaries Σ1 and Σ2 means a surface term must be
added to ensure that the variational problem is well posed and solves
Einstein’s equations [100]. This gives;
I [g] =
1
16piG
∫
M
d4x
√−gR + 1
8piG
∫
∂M
d3x K
√±h (1.17)
where K is the trace of the extrinsic curvature of the boundary, and
the sign in front of h depends on whether the boundary is space-like
or time-like.
For a real Lorentzian metric, the action (1.17) is real and (1.16) di-
verges. The standard procedure in quantum field theory is to perform
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a Wick rotation, t → iτ , then evaluate the path integral on the Eu-
clidean section (τ real). The same method can be applied here, giving
the Euclidean action, IE [g] = iI [g]; furthermore the change from real
to imaginary t renders static metrics with Lorentzian signature fully
Riemannian. The Euclidean action is given by [100];
IE [g] = − 1
16piG
∫
d4x
√
gR− 1
8piG
∫
d3x
√
hK (1.18)
Using this in (1.16) and taking the integral over real Riemannian met-
rics gives a convergent path integral. Results are then computed by
analytically continuing back to the Lorentzian section.
Evaluating (1.16) over all relevant metrics is a very difficult task.
It is tractable in certain circumstances; such as considering restrictive
boundary conditions which reduce the measure to integration over one
variable [253]. In other situations, one can make use of the stationary
phase approximation (some authors use the term zero-loop approxi-
mation or saddle-point approximation), in which the path integral is
evaluated at the stationary points. The dominant contribution will
arise from the solution with the least action. These stationary points
are known as gravitational instantons. Further information can be
gleaned by considering the one-loop approximation, that is expanding
in small perturbations about each stationary phase.
Gibbons et. al. [102] showed that the path integral in (1.16) is
divergent due to conformal transformations. Given any metric in the
contour of integration, there exist conformally equivalent metrics with
arbitrarily negative action. The path integral can be rendered well-
defined by splitting the contour into a part over conformal classes of
metrics, with the representative chosen to have R = 0, and a part over
conformally related metrics. By appropriately rotating the contour
of integration for conformally related metrics, and applying standard
gauge fixing techniques, this part of the contour can be made well
behaved.
More technical detail on this construction is given in [102, 218];
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the important condition is that the integral over conformal classes be
positive definite, known as the positive action conjecture [102]. It has
been proven [192, 221] in the case of asymptotically Euclidean metrics6
assuming the positive energy conjecture is true. In other cases it is
not known whether the positive action conjecture holds, and indeed
solutions with a horizon have been shown to have negative action [192].
1.3.2. Gravitational Partition Functions
The partition function for a scalar field, φ, in the canonical ensemble
at temperature T = 1
β
is given by the path integral [167];
Z [β] =
∫
D [φ] exp (−IE [φ])
over field configurations which are real on the Euclidean section and
periodic in imaginary time τ , i.e. φ (τ, . . .) = φ (τ + β, . . .).
Exactly the same construction can be applied to the gravitational
field, where the path integral is performed over all smooth metrics
periodic in Euclidean time with period β. In the canonical ensemble
the fields can physically be thought of as exchanging energy with a
reservoir at infinity, keeping the temperature fixed. For gravity one
may imagine enclosing the space-time of interest, M, in a spherical
reservoir with fixed temperature at spatial infinity [262]. Following
the field theory construction, the temperature is fixed by specifying
the three-metric, h, on the boundary, ∂M, with topology S1 × S2.
The metric h is such that the proper size of the time circle is β and the
area of the S2 is A = 4pir2B
7. Calculating the partition function involves
computing the path integral (1.16) over all Riemannian metrics onM
which are real on their Euclidean section, have boundary topology
6This requires that the space-time be flat in time-like directions as well as space-
like, effectively excluding space-times with horizons. To see this, note that a
static space-time with horizon may be continued to a Euclidean metric on the
space R3 × S1, which is not asymptotically Euclidean.
7Placing the boundary at spatial infinity corresponds to setting rB →∞, the S2
is defined to have finite area for later use.
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S1 × S2 and induce the metric h on ∂M with the correct proper size
of the time circle [253, 262].
If the time circle is parametrised by τ , with period 2pi at infinity,
then its proper size is given by;
β =
∫ 2pi
0
√
hττ dτ (1.19)
1.3.3. The Zero Loop Approximation & The
Hawking Temperature
Using the stationary phase approximation, this calculation can be
made more concrete. There are two static solutions to the classical
Einstein equations; flat space and the Schwarzschild metric. Do these
solutions satisfy the conditions described above? For the flat space
metric this is trivially true, the time period can be chosen freely and
the solution always has topology B3 × S1 - this is referred to as hot
flat space.
Schwarzschild is given by (1.5) with positive signature, but is only
positive definite on the region r ≥ r0 and this is the only region of the
space-time considered. The co-ordinate transform ρ2 = 4r20
(
1− r0
r
)
is
introduced, then near the horizon r = r0 the metric takes the form
[62];
ds2 = ρ2
(
1
2r0
)2
dτ 2 + dρ2 + r20dΩ
2
2 (1.20)
This has the structure of a polar metric on R2 × S2, the non-positive
definite region can be smoothly removed by rescaling τ → 2r0τ and
identifying τ as an angular co-ordinate with period 2pi. Any other
choice of period results in a conical singularity at the point where the
horizon was removed [105]. Away from the horizon, the Euclidean
Schwarzschild solution is then;
ds2 = 4r20
(
1− r0
r
)
dτ 2 +
(
1− r0
r
)−1
dr2 + r2dΩ22
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In this metric the spherical cavity has area A = 4pir2B at r = rB and
the proper size of the time circle on the box boundary is computed as;
β = 4pir0
√
1− r0
rB
(1.21)
With the cavity at spatial infinity, rB → ∞, (1.21) implies that
the Schwarzschild solution with r0 =
1
4piT
is a stationary point of the
Einstein-Hilbert action in a cavity with temperature T . Note that, us-
ing κ given by (1.6), this temperature precisely agrees with the Hawk-
ing temperature in (1.15) and thus can be regarded as the physical
temperature of the horizon because the space-time is in equilibrium.
This is an alternative derivation of Hawking’s result.
1.3.4. Black Hole Thermodynamics Revisited
Given the stationary points of the Euclidean action, the path inte-
gral (1.16) can be evaluated using the zero-loop approximation. Since
R = 0, the only contribution to the action (1.17) comes from the sur-
face terms. For flat space the action is normalised to be zero, thus the
only contribution to the partition function at the zero-loop approxi-
mation comes from the Euclidean Schwarzschild solution. We proceed
by evaluating the surface term for a boundary consisting of the Eu-
clidean time direction with period β and a spatial 2-sphere at some
finite radius rB; that is topologically S
1
β × S2rB . Carefully taking the
limit rB →∞ gives the action for the Schwarzschild solution according
to the Euclidean Quantum Gravity prescription. Note that the contri-
bution to the action from the surface term diverges in this limit, the
standard method is to subtract off a reference solution to regularise
the action [101]. The resulting action is (derived in full in §B.1);
I =
βr0
4
=
β2
16pi
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where the second relation was obtained by using the fact that the
action is only extremized when 4pir0 = β.
Standard thermodynamic techniques can be used to derive other
relevant quantities from the partition function. The energy is;
〈E〉 = −∂ lnZ
∂β
=
β
8pi
=
r0
2
= M
using the definition of the mass in the Schwarzschild space-time (1.7).
As a sanity check, the standard relation between energy and mass holds
at least to first order.
Entropy is given by;
S = lnZ + β 〈E〉 = β
2
4pi
= pir20
and specific heat by;
cV = −β2∂ 〈E〉
∂β
= −β
2
8pi
This is the well known result [262] that the Schwarzschild black hole has
a negative specific heat, which has been argued to render the gravita-
tional canonical ensemble ill defined. An object with negative specific
heat can never be in equilibrium with a reservoir at fixed temperature.
While the canonical ensemble for gravity with asymptotically flat
metrics is ill defined, the micro-canonical ensemble is still non-pathological.
One can compute the density of states [26] and find that it is real.
Lastly, the free energy is computed using;
F = − lnZ
β
=
β
16pi
The free energy of hot flat space is zero for any temperature, thus it
always dominates in the canonical ensemble.
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More generally, the free energy is given by;
I = βF (1.22)
1.3.5. The One Loop Approximation & Euclidean
Negative Modes
Progressing beyond the stationary phase approximation requires con-
sideration of the one-loop contribution to the partition function [101].
If g¯ is a classical solution, the one-loop approximation to the partition
function is given by integrating over small perturbations around g¯, that
is g = g¯ + δg. The action is then;
I [g] = I0 [g¯] + I2 [g¯, δg]
In §1.3.1, the conformal factor problem was discussed. A perturbation
δg can always be found that renders the contribution from the sec-
ond term arbitrarily negative. The procedure for dealing with this is
rather technical and is discussed fully in [102, 218]. Suppose that this
prescription has been followed and the gauge modes have been treated
with standard methods, then the second term is given by;
I2 [g¯, δg] =
∫
d4x
√
g¯hµν (∆Lhµν) (1.23)
The integral is taken over transverse traceless metric perturbations
and ∆L is the Lichnerowicz operator defined (on transverse traceless
modes) by [101, 42];
(∆Lh)µν = −∇α∇αhµν − 2R α βµ ν hαβ + 2Rα(µh αν) (1.24)
Note that the last term vanishes by the flatness condition.
Substituting (1.23) into the expression for the partition function, the
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effect of the one-loop approximation is to introduce a factor;
A =
∫
D [h] exp
[∫
d4x
√
g¯ hµν (∆Lh)µν
]
into the stationary phase term;
Z [β] = A exp (−I0 [g¯])
The factor A can be evaluated by expanding h in eigenvalues of ∆L,
that is satisfying;
(∆Lh)µν = λhµν
In general, A will contain factors coming from the path integral over
gauge fixing terms and ghost fields [129], but the key point is that it
will contain a factor
√
det ∆L. This factor must be treated with an
appropriate regularisation scheme, Hawking originally used the Zeta
function regulation [128] to render it finite. Negative modes of ∆L will
not be removed by this regularisation and will thus introduce factors
of i into the partition function.
It has been shown that the Euclidean Schwarzschild solution has
precisely one negative eigenvalue of the Lichnerowicz operator [112],
rendering the partition function ill defined. The presence of a neg-
ative mode means there exists a non-conformal perturbation about
the Euclidean Schwarzschild solution that reduces the action, in which
case the Euclidean Schwarzschild solution is correctly interpreted as a
tunnelling instanton solution, or bounce. Motivated by an equivalent
construction [51] in high-energy physics, Gross, Perry and Yaffe (GPY)
interpreted this negative mode as a quantum instability signalling the
possibility for hot flat space to tunnel to a solution with lower ac-
tion, spontaneously nucleating black holes with a rate proportional
to the imaginary part of the action. Allen [6], and later York [262],
argued that this interpretation did not make sense as the Euclidean
Schwarzschild solution has higher free energy, and the partition func-
tion is undefined in the black hole sector. York went on to show that if
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the boundary ∂M is instead defined to be the periodic Euclidean time
direction times a round 2-sphere of finite radius, then the partition
function can be defined properly and GPY nucleation is feasible.
In this case, (1.21) has two solutions when β > βc =
4pi
3
√
3
rB, both of
which are Euclidean Schwarzschild solutions. One has r0 <
2
3
rB and
the other has r0 >
2
3
rB, called Small and Large Euclidean Schwarzschild
solutions respectively. In the limit rB → ∞, the small black hole be-
comes the usual Euclidean Schwarzschild solution and the large black
hole disappears. Hot flat space is a solution for any value of β. Gre-
gory and Ross [109] showed that the GPY negative mode disappears
precisely at the transition to a large black hole, suggesting that it has
no negative modes and can thus be considered a proper minimum of
the action. The partition function evaluated to the one loop approx-
imation around this stationary point is then well defined. Note that
this was not a conclusive proof, there is still the possibility that other
negative modes may exist in the large black hole solution, however
none have been located to date.
The large black hole solution has lower free energy than hot flat
space for beta less than a critical value, βTP , thus for β < βTP the
GPY nucleation process is allowed energetically.
Evaluating the action for the large black hole gives [135];
I = βrB
[
1 +
4pir0
β
(
3r0
4rB
− 1
)]
(1.25)
in particular this black hole is thermodynamically stable.
The action (1.25) is positive for β > βTP =
32pi
27
rB. Thus for β < βTP
it is expected that the large black hole solution dominates the canonical
ensemble, while for β > βTP flat space dominates. The point βTP is a
first order phase transition analogous to the Hawking-Page transition
in AdS space [131], where the AdS horizon acts as the finite size cavity.
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1.3.6. The Relationship between Negative modes
and Thermodynamic Stability
In the last section it was demonstrated that pathologies in the parti-
tion function can arise if the Euclidean Lichnerowicz operator (1.24)
has a non-conformal negative eigenvalue about some stationary point.
Such a solution is correctly interpreted as a saddle point of the action
rather than an minimum point, thus there is a direction given by the
corresponding mode of the Lichnerowicz operator which reduces the
action further. Physically it was argued that the fact that black holes
have negative specific heat indicates that one would expect the canoni-
cal ensemble to break down. Indeed for the Schwarzschild black hole in
a finite cavity there appears to be a direct correspondence between the
presence of a Euclidean negative mode and thermodynamic stability
[109]. In other situations it was found that the local thermodynamic
instability also corresponded to the appearance of the Euclidean nega-
tive mode, such as the Schwarzschild-AdS solution [202]. Is this a sign
of a deeper connection?
Following Whiting and York’s construction [253, 252], Prestige [202]
showed that a black hole solution with negative specific heat cannot be
a local minimum of the action and thus possesses a Euclidean negative
mode. Whiting and York found a 1-parameter family of geometries
such that the Euclidean action takes the reduced form (this treatment
follows that of Emparan [208]);
I [g] = I (t) = βE (t)− S (t)
where t specifies the geometry. The path should intersect the black
hole of interest at some value t = t0, at which point the functions E
and S are the energy and entropy of the black hole with temperature
T . This point in the family should extremise the action, that is;
∂I
∂t
∣∣∣∣
t0
= 0⇒ β = 1
T
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which is just the statement that the black hole should be in equilibrium
with a reservoir at temperature T . The second variation of the action
is;
∂2I
∂t2
∣∣∣∣
t0
=
(
T
dt
dT
)−2
dE
dT
Thus if the heat capacity dE
dT
is negative, the action is not a local
minimum and there must be a negative mode at the one loop level.
Importantly the converse is not necessarily true, the existence of a
Euclidean negative mode may not imply that a classical solution has
a thermodynamic instability, even if it does imply that the canonical
ensemble is ill defined. Indeed evidence for solutions which provide a
counter-example is discussed in chapter 3; a small range of tempera-
ture where there exist black holes with a Euclidean negative mode but
positive specific heat.
1.4. General Relativity in Higher
Dimensions
General relativity is naturally phrased in terms of a differentiable man-
ifold, with a local structure of RD. The dimensionality, D, of the space-
time manifold is an arbitrary parameter; there is nothing in GR which
determines the value of this parameter, it must be specified a priori.
Of course space-time is observed to be four dimensional (3+1) in ev-
eryday experience, and all precision measurements of gravity and elec-
tromagnetism have confirmed this to be the case. A natural question
arises, however; is there an underlying physical reason why space-time
has four dimensions? One might also ask if there are other physical
theories which are consistent with current observations but define a
higher dimensionality for space-time. It is clear that the extra dimen-
sions must be treated differently from the usual four and there are a
variety of methods to do this.
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1.4.1. Kaluza Klein Theory and Compactification
One cannot arbitrarily add non-compact dimensions to existing phys-
ical theories and expect to reproduce current observational evidence.
If a theory is defined in more than the usual 3+1 dimensions, some
mechanism must be introduced to localise physics in such a way that
it gives results consistent with a 3+1 dimensional space-time, at least
up to the energy scale probed by current experiments. Suppose there
is a compact Ricci-flat manifold C of dimensionality d, then the prod-
uct8 R(1,3) × C is a vacuum solution of the d + 4 dimensional vacuum
Einstein equations. One can then consider deformations about the ge-
ometry such that it is still asymptotically R(1,3) × C and satisfies the
Einstein equations.
The volume scale of C is small compared to the energy scale of current
experimental observations, thus the manifold appears to have structure
R(1,3) to any observer carrying out observations far below this scale.
The extra structure associated with C is not visible at these low ener-
gies.
Kaluza and Klein [191, 11] were amongst the first to consider theories
with compact extra dimensions, developing a toy model of vacuum GR
in D = 5 with the compact manifold having the topology of a circle
(C ' S1). An outline of how such a model can lead to four dimensional
physics will now be given. Taking the Kaluza-Klein model to be the
usual Einstein-Hilbert action (1.3) on a five-dimensional manifold with
the asymptotic form R(1,3) × S1, the action reads9;
S =
1
16piG(5)
∫ √−g R (1.26)
8This is not the only way to add compact extra dimensions, as we shall see. This
particular method can be referred to as factorisable in that the asymptotic form
of the manifold is a product.
9Newton’s constant is reintroduced for the purposes of this section.
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An ansatz for the five-dimensional metric is;
ds2 = e2bV
(
dx5 + Aidx
i
)2
+ e2aV gˆijdx
idxj (1.27)
where i runs from 0 to 3, and x4 parametrises the S1 direction and has
period 2piL. V is a scalar, Ai is a four-dimensional vector and gˆij is a
four-dimensional symmetric tensor. It is easy to check that this metric
has the same number of degrees of freedom as an arbitrary metric in
D = 5, the reason for writing it in this form will become clear shortly.
Since the x4 direction is periodic, the scalar, vector and tensor com-
ponents are periodic and can be expanded in Fourier modes along this
direction, for example;
V
(
xi, x4
)
=
1
2piL
∞∑
m=−∞
Vm
(
xi
)
eimx
4/L
From the D = 4 point of view, the Fourier components behave as indi-
vidual fields with masses m
2
L2
. This can be seen simply by considering a
toy model of a scalar field, φ (xi, x4), in flat space of the same structure,
it satisfies the field equation;
φ
(
xi, x4
)
= 0
If φ can be expanded in Fourier modes along the circle direction;
φ
(
xi, x4
)
=
∑
m
φˆm
(
xi
)
eimx
4/L
then the dimensionally reduced fields, φˆm, satisfy;
ˆφm
(
xi
)− m2
L2
φm
(
xi
)
= 0
If L is made small (to be compatible with observational evidence) then
all the non-zero modes have large masses and are far above the cur-
rently accessible energy scale. In fact one can consistently truncate
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the theory to the massless m = 0 sector, so there is no dependance
on the extra dimension. Fluctuations about this vacuum solution are
suppressed by powers of m.
The effective four-dimensional action given this truncation, that is
the action which reproduces the correct equations of motion, can be
cast into the canonical form with appropriate choices of the constant
b;
S =
1
16piG(4)
∫
M
d4x
√
−gˆ
(
Rˆ− 1
2
(∂V )2 − 1
4
e−6aV F 2
)
where Fij is the field strength tensor associated with Ai, and G
(5) =
2piLG(4). The constant a is determined by demanding that the equa-
tions of motion for the dimensionally reduced action agree with the full
five dimensional equations of motion. If the scalar field is chosen to be
constant, then with appropriate rescaling of the fields, this is nothing
other than the usual Lagrangian for Einstein-Scalar-Maxwell theory;
the reason for writing the ansatz as (1.27) was to give the canonical
action. Kaluza and Klein originally set V = 1 to get Einstein-Maxwell
theory, however a more thorough analysis of the equations of motion
shows that this is not a consistent choice [23].
Co-ordinate transformations preserving the independence of gˆij on
x4, those satisfying x4 → x4 + f (xi), correspond to U (1) gauge trans-
formations of the vector field in the effective action. Thus, as demon-
strated by Kaluza and Klein, a five dimensional vacuum gravity theory
on R(1,3) × S1 appears as four-dimensional gravity coupled to electro-
magnetism at energy scales larger than the radius of the S1. The
largest possible radius of the Kaluza-Klein circle can be computed by
demanding that all observations should be reproduced to the largest
currently accessible energy scale, which gives L ∼ 10−33m as the max-
imum allowable KK radius.
The KK procedure can be applied more generally with any compact
manifold C, with the Killing vectors on C generating the Lie algebra of
internal symmetries of the effective matter fields. This procedure can
be extended to include non-Abelian gauge groups [39, 40] and super-
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symmetry [217, 216]. Indeed Pauli discovered Yang-Mills theory even
before Yang and Mills by considering Kaluza-Klein theory with C ' S2,
but he dropped this line of work as no-one thought that massless gauge
bosons would be needed at the time [236]. Unfortunately pure Kaluza-
Klein theories suffer from a number of issues. Firstly, in order for the
effective theory to be consistent with the D-dimensional Einstein equa-
tions, the scalar field V cannot simply be fixed and should be included
as a dynamical degree of freedom with kinetic term. More seriously,
the truncation to the massless sector is, in general, not possible [64]
without breaking the consistency between the four dimensional theory
and the higher dimensional field equations. In a few special cases, usu-
ally in theories including SUSY, a consistent truncation may be made
[65, 97, 53].
1.4.2. String Theory
One of the leading candidates for a consistent theory of quantized
gravity is string theory. String theory exists in various flavours, all of
which have been shown to be differing limits of an overarching theory
known as M-Theory. A very brief description of the relevant parts of
the theory is given but it is a large and very technical subject, the
interested reader is referred to some of the many books on the subject
[20, 199, 108].
In the low energy supergravity limit the basic principle is similar to
the Kaluza Klein methodology, differing in a key way described below.
One major improvement is that the dimensionality of the full space-
time emerges via consistency conditions - that is the theory only makes
sense in a particular number of dimensions (the critical dimensional-
ity).
For the first bosonic string theories the critical dimension was D =
26. More modern flavours of superstring theory reduce in the low en-
ergy limit to supergravity living in D = 10 or 11; so require a compact-
ification scheme which gives a dimensionally reduced action with sym-
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metry group containing the Standard Model, SU (3)×SU (2)×U (1).
Initially toroidal compactifications were used which appeared to pro-
duce large enough gauge groups, however they suffered from leaving
too much supersymmetry intact in the dimensionally reduced theory.
Later methods used more complicated geometries called Calabi-Yau’s,
denoted CY (3), which are complex Ricci flat manifolds with com-
plex dimension 3. These have the advantage of being able to break
a larger amount of the supersymmetry while still reproducing large
gauge groups in the dimensionally reduced action.
The standard KK method of compactification is inadequate because
it is not possible to produce a dimensionally reduced theory contain-
ing chiral fermions using only a manifold structure [258]. Additional
structure must be introduced, such as orbifold singularities, to produce
a theory containing chiral fermions.
One approach that has received a lot of attention is to use objects
known as branes, which are extended solutions found in perturbation
methods applied to all the different string theories. They act as sources
for the various form fields in the higher dimensional action, with di-
mensionality related to the rank of the field under consideration and
the total space-time dimension. These are new types of fundamental
object which behave like domain walls from the space-time perspective
and break some supersymmetry by virtue of breaking the translational
invariance in some directions. It was also found that if these objects
intersected in the higher dimensional space-time, gauge groups differ-
ing from those resulting from the compactification could be produced.
In this picture, gauge bosons being open strings ending on the branes
and light degrees of freedom give rise to non-Abelian gauge groups.
Another approach is to use an orbifold structure as the base space,
for example in Heterotic string theory. In this case the KK compact-
ification can be used to produce a dimensionally reduced theory with
a large enough symmetry group to contain the Standard model and
which has chiral fermions; but the initial space-time is not strictly a
manifold.
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String theory as it is currently formulated has a very large space of
configurations (field content, supersymmetry, compactification scheme
etc.) which give four dimensional space-time. Many of these solu-
tions give wildly different field content from what is observed but it is
thought that several configurations will reproduce the minimally su-
persymmetric Standard Model (MSSM)10. The key point is that the
various types of string theory all use extra dimensions as the only
way to produce a fully unified and consistent theory containing all the
fundamental forces and matter. Since gravity propagates in the full
space-time, it is of critical importance to understand its behaviour in
higher dimensional space-times.
1.4.3. Large Compact Dimensions
An interesting alternative to compactification was suggested by Arkani-
Hamed, Dimopoulos and Dvali (ADD) in 1998 [12, 9, 10] where it
was hypothesised that the extra dimensions could have sizes ∼ 1mm.
The theory was proposed as a possible alternative resolution to the
Hierarchy Problem in the Standard Model; that is the question of why
the energy scale of gravity (given by the Planck mass) is so much
greater than the energy scale associated with electro-weak interactions.
Although at first sight this seems to be a problem of aesthetics (there is
no intrinsic reason why two numbers should differ by a large amount),
a more serious physical objection to the massive difference in energy
scales is that it induces unnatural parameters in the Standard Model.
Essentially one expects the observed Higgs mass to be small, of the
order 100GeV , however the bare mass will pick up quantum corrections
of the order the Planck scale, 1019GeV . The bare Higgs mass must be
incredibly finely tuned to result in a small but non-zero Higgs mass.
The alternative resolution proposed by ADD is to suppose that
space-time is D = 4 + d dimensional, again factorised as in §1.4.1.
10It is thought that at least some supersymmetry should remain in the dimen-
sionally reduced theory to explain the distribution of masses in the Standard
model.
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However, the SM fields are localised on a 3+1 dimensional domain wall
(or 3-brane in the context of string theory) with the usual Minkowski
metric on the R(1,3) part of the space-time.
Consider the full action of this system;
S =
Md+2pl
2
∫
dnz
∫
d4x
(√−gR4+d + Lfields)
where Md+2pl is the fundamental scale associated with gravity. Now if
observations are made on scales much larger than the size of the extra
dimensions, it can be assumed that gravity is roughly constant in these
directions. The model also specifies that the matter fields are somehow
localised on a surface (a 3-brane for example), parametrised by co-
ordinates x, so Lfields = δ(d) (z) Lˆfields. Using these assumptions the z
degrees of freedom may be integrated out along the extra dimensions;
S =
Mˆd+2pl
2
V
∫
d4x
(√−gR + Lˆfields) (1.28)
Where V is the volume scale of the extra dimensions. Of course ob-
servers on the four dimensional surface described by the x co-ordinates
will expect to see the usual Einstein-Hilbert action;
S =
Mˆ2pl
2
∫
d4x
(√
−gˆRˆ + Lˆfields
)
Given that the full action is (1.28), the observed strength of the grav-
itational field from the 4 dimensional perspective can be expressed as;
Mˆ2pl = M
d+2
pl V (1.29)
Suppose we wish to “solve” the Hierarchy problem; let the fundamental
scale of gravity be approximately equal to the Electro-weak scale and
assume that the extra dimensions have the topology of a d-torus. Each
direction has radius L, such that V = (2piL)d, then the characteristic
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size of the extra dimensions is given by;
L =
1
2piMˆpl
(
Mpl
Mˆpl
) 2
d
≈ 1
2pimEW
(
Mpl
mEW
) 2
d
Substituting in the values of mEW ∼ 1TeV and Mpl gives;
L ∼ 10−19 ×
(
1027
1012
) 2
d
m ∼ 10 30d −19m
Obviously the case d = 1 is immediately ruled out as this gives L =
1021m and gravity would behave in an intrinsically d + 4 dimensional
way at our energy scales. However if d = 2, then R ∼ 1mm, which is
entirely plausible as most experiments which test just gravity have yet
to probe11 these distance scales.
This computation is conceptually very similar to the KK method, the
key difference is that the non-gravitational fields do not propagate in
the extra dimensions. This allows the their volume to be much larger as
it is not constrained by the much more accurate measurements made of
the standard model fields. In the original model no specific theory was
given in which the ADD scenario could be realised, however D-branes
(introduced in section §1.4.2) in the context of string theory provide
a good candidate. Gauge theories are mediated by open strings with
endpoints on a D-brane, and thus are quite naturally localised to lie
very close to the brane. On the other hand, gravity is modelled by
the closed strings which explains why it can propagate throughout the
whole space-time.
One of the nice features of the ADD framework is that, even without
knowledge of a specific fundamental theory, one can deduce experimen-
tal consequences which may be observable. The most obvious is that
the force-law governing gravity will transition to a higher dimensional
11At the time of publication of the ADD paper. Now more precise measurements
of gravity have been made, confirming that it behaves 4 dimensionally down to
at least 0.1 mm [87].
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fall off at some scale. For example, if there are two extra dimensions,
then at scales of around 0.1mm one would expect the force law for
gravity to change from r−2 to r−4. Secondly, since the SM brane has
a non-zero thickness of ∼ mEW, it is possible for neutral particles in-
volved in collisions of energy > mEW to pick up momentum in the
extra dimensions and get thrown off the SM brane. New collider ex-
periments at the LHC and other accelerators may be able to probe
sufficiently high energies such that if the ADD scenario were true one
would see an upper limit in transverse momentum. More interestingly,
if the extra dimensions were of the right topology, it would be possible
for particles thrown off the SM brane to orbit in the extra dimensions,
periodically depositing energy on the SM brane. Note that this differs
from the KK interpretation where four dimensional observers see par-
ticles with momentum in the extra dimensions as a tower of massive
states (the KK tower). This is because the size of the extra dimensions
and the wavelength of the particles are comparable at energies required
to excite particles in the extra dimensions [9].
Extra dimensional excitations of the graviton can be produced in
colliders if the volume of the extra dimensions is sufficiently large be-
cause, in the ADD framework, the fundamental strength of gravity
is comparable with the Electro-weak scale. It has even been proposed
that small black holes, with radius less than the size of the extra dimen-
sions, could be produced in sufficiently high energy collisions [170, 31].
There are some technical issues with the ADD model including the ap-
pearance of proton decay and the generation of light neutrino masses.
A number of resolutions have been proposed, mainly by giving the
standard model brane some internal structure [227].
The ADD scenario thus gives a mechanism with which one could
explain any non-conservation of momentum and energy that may be
observed at high energy collisions over the next few years, as energy-
momentum conservation holds in the bulk rather than on the SM brane
independently [13].
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1.4.4. Warped Extra Dimensions
Both the ADD scenario and the KK methodology bound the compact-
ification scale of the extra dimensions by that accessible to current
experiments. Whereas KK theories generally require the compact-
ification radius to be of the order the smallest scale probed, ADD
raises this bound to that required by experiments which test gravity
only. Both models make the explicit assumption that the underlying
D dimensional geometry is factorisable, that is the geometry is asymp-
totic to a simple product of the extra dimensions and four dimensional
Minkowski space-time.
An alternative mechanism was put forward by Randall and Sundrum
(RS) [205, 206] as a solution to the Hierarchy problem, using a warped
geometry. That is one where the four dimensional metric is multiplied
by a warp factor;
ds2 = e−2kLygˆµν (x) dx
µdxν + L2dy2 (1.30)
with −pi ≤ y ≤ pi being an angular co-ordinate over the extra dimen-
sion and k being a constant of order the Planck scale. The proper size
of the extra dimension is L. Identifying y = −y gives the extra di-
mension an orbifold structure of S1/Z2, with fixed points at y = 0 and
y = pi. Two 3-branes are placed at these points, providing boundary
conditions for the full space-time. The brane at y = pi is referred to as
the “visible” brane and the one at y = 0 as the “hidden” brane, the
Standard Model fields reside on the visible brane. In the RS model,
the branes are considered to be delta function sources and their back-
reaction is incorporated into the geometry; unlike the ADD model
where the branes have a thickness ∼ mEW without back-reaction.
The metric (1.30) is a solution to Einstein’s equations with gˆ = η
and boundary conditions provided by two 3-branes12 only if the bulk
space has a negative cosmological constant. Thus the whole space-time
12Again the theory is phenomenological so a precise mechanism for this to be
realised in unspecified, it can however be realised in M-theory [63].
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is a slice of AdS5. With this in mind the action for this system is given
by;
S =
∫
d4x
∫ pi
−pi
dy
(−Λ + 2M3R)
+
∫
d4x
(√
gˆv
[
Lˆv − Vˆv
]
+
√
gˆh
[
Lˆh − Vˆh
])
where hats indicate lower dimensional quantities, M is the Planck mass
for the bulk and V is the relevant brane tension. The brane tensions
V and the cosmological constant are given in terms of the parameter
k in order for the metric to solve the Einstein equations.
While the ADD framework goes some way to explaining the hierar-
chy problem, it does so at the expense of introducing its own “hier-
archy”. In order to reproduce 4-D gravity plus the Standard Model,
a large difference emerges between the two parameters L and Mpl in
the theory. One of the motivations behind the RS model is that the
parameters L and k can be chosen to be of a similar order of magnitude
whilst eliminating the Hierarchy problem. To see this, first compute
the four dimensional Planck constant by substituting the metric ansatz
(1.30) into the action, then the curvature part of the gravitation term
is;
Scurvature ∼
∫
d4x
∫ pi
−pi
dy 2M3Le−2kL|y|Rˆ
√
−gˆ =
∫
d4x Mˆ2pl
√
gˆRˆ
As in previous models, the assumption is made that the four dimen-
sional metric and curvature are independent of the co-ordinate in the
extra dimension [96] at low energies. In the RS case this corresponds
to the statement that the curvature associated with the extra dimen-
sion is very small compared to that on the visible brane, in analogy
with the KK procedure. If this is the case, the y integration can be
performed to give the effective 4-D Planck mass;
M2pl =
M3
k
[
1− e−2pikL]
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and thus M2pl depends weakly on L when kL is large.
Using the metric (1.30) induces a rescaling in the physical masses
of the SM fields, seen by considering a simple Lagrangian for a scalar
field φ with vev v (the effect is expected to be generic to any type of
matter field [205]). The scalar Lagrangian on the visible brane is;
Sscalar =
∫
d4x
√
− g|y=pi
(
gµν |y=pi ∂µφ∂νφ−m
[|φ|2 − v2]2)
Evaluating the space-time metric on the visible brane, remembering
that under a conformal transformation, gµν = Ω
2g˜µν , the determinant
changes as g = Ω2Dg˜, and renormalising the field appropriately;
Sscalar =
∫
d4x
√
−gˆ
(
gˆij∂iφ∂jφ− λ
[|φ|2 − e−2kLpiv2]2)
The symmetry breaking scale, v, on the SM 3-brane in the full theory
thus corresponds to a physical scale vp = e
−kLpiv.
Solving the Hierarchy problem can now be achieved; let the fun-
damental mass scales be approximately equal, then the ratio between
the 4-D Planck mass and electro-weak scales is k−1
(
e2kLpi − 1). By
appropriately choosing k and L, one can recover the usual hierarchy.
In particular the fundamental gravitational strength can be chosen to
be small enough to avoid the production of light higher dimensional
excitations of the graviton and small black holes at electro-weak en-
ergies. From an aesthetic point of view, the large hierarchy on the
3-brane can be achieved without introducing an equally large hierar-
chy in the underlying fundamental parameters. Whilst this is not as
serious a problem as the technical Hierarchy problem (the fine tuning
of the bare Higgs mass) it is still an advantage of the RS model.
Randall and Sundrum also presented a more detailed analysis of
the model in [206]. Here they considered an alternative model with
L→∞. This model, known as RS-II, gives an example of a theory in
non-compact extra dimensions that still reproduces four dimensional
gravity on the remaining brane.
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The ADD and RS models provide some phenomenological motiva-
tions for the study of physics, and particularly gravity, in higher di-
mensional space-times. As argued earlier, black holes are expected to
be an ideal candidate for examining the effects of these different models
due to their high curvatures and unique properties.
1.4.5. The AdS/CFT Correspondence
The AdS/CFT correspondence [172] is a duality conjectured to exist
between a supergravity (SUGRA) theory defined in some space-time,
and a quantum field theory defined on the conformal boundary of that
space-time. In the gravity side of the correspondence, the base space
is taken to be a product of anti de-Sitter with some compact manifold,
while the field theory is a conformal field theory. AdS/CFT can be
regarded as a concrete example of the more general Holographic prin-
ciple, which states that the physics within some volume of space-time
should be encoded in the degrees of freedom on the boundary [240].
The canonical example is AdS5×S5, which is dual to a N = 4 super
Yang-Mills (SYM) theory on the boundary, however the correspon-
dence has been generalised to cover many different space-times and
their dual field theories. In particular, the correspondence has been
very useful for perturbation theory calculations because the weakly
coupled limit on the supergravity side turns out to be dual to strong
coupling on the field theory side.
It is of interest then to study the structure of some higher dimen-
sional solutions to relativity (in particular SUGRA) as they may shed
light on unsolved problems in the dual field theory. The classic example
is the Hawking-Page phase transition [131] which corresponds to the
confinement-deconfinement transition in the dual SYM theory [259].
For example, in [2] it was found that certain black holes in a warped
D = 10 geometry were dual to novel objects in a large N SU (N) gauge
theory called Plasma balls.
There exists plenty of motivation for studying the behavior of Gen-
75
1. Introduction
eral Relativity in higher dimensions, both theoretical and phenomeno-
logical.
1.4.6. Black Holes in Higher Dimensions
Alongside the various theories positing the existence of extra dimen-
sions, research into the structure of General Relativity in higher di-
mensional space-times has proceeded in its own right.
One of the first things that changes in D > 4 is that a crucial part
of the black hole uniqueness proofs in §1.1.6 no longer holds. Hawking
demonstrated that the intersection of the event horizon with a spa-
tial slice must always be a two-sphere [126, 91]. His proof relied on
the use of the Gauss-Bonnet theorem to relate the scalar curvature of
the horizon and its Euler characteristic. The Gauss-Bonnet theorem
only holds in D ≤ 4. Thus one would expect that for D > 4 there
exist solutions with more varied horizon topologies, likewise that there
may exist discrete sets of solutions with the same asymptotic charges
differing only in horizon topology. In D > 4 the strongest constraint
on the topology is the so-called Yamabe invariant [30] which, unlike
the D = 4 case, permits horizons of varying topologies to exist. Since
subsequent parts of the various uniqueness proofs rely on Hawking’s
work, one might also expect that there exist continuous sets of dis-
tinct solutions with the same asymptotic charges. These expectations
have been confirmed with the discovery of a striking variety of black
hole solutions in various D > 4. The existence of continuous sets of
solutions opens up the possibility of investigating purely gravitational
phase transitions [189].
There are a couple of heuristic reasons why one might expect more
interesting behavior from black holes in D > 4.
Firstly a spherically symmetric asymptotically flat manifold in D >
4 has rotational isometries generated by SO (D − 1) with Cartan sub-
algebra [U (1)]N , where N = bD−1
2
c [79]. This means that there are
at most N commuting axial Killing vectors in the space-time and thus
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N conserved charges at infinity related to angular momenta about
different rotation axes13. For D = 4 there is only rotation about one
axis and one angular momenta, however for D = 5 there are two
independent angular momenta and rotation about two different axes,
so already one might expect a three-parameter family of black holes.
Secondly, since the product of any two Ricci flat metrics is also
Ricci flat, one can write down so called black p-brane solutions. For
example taking the product of a 4D Schwarzschild black hole with the
real line gives a horizon with topology R×S2 (this example is called a
black string or black 1-brane). In general these are not asymptotically
flat, but heuristically one can proceed by compactifying the extra flat
directions into a p-sphere and introducing rotation to balance out the
resulting tension [79], giving a horizon topology of Sp×S214. Solutions
with topology S1 × S2 in D = 5, termed black rings [76], have been
found analytically. This solution is examined in more detail below.
Finally, thanks to Hawking [126], there is the result that a 4D sta-
tionary space-time must contain a Killing field with orbits isomorphic
to U (1) and is thus axisymmetric (the Strong Rigidity Theorem). In
higher dimensions this result has been generalised [139] to show that
stationary space-times must also have a U (1) rotational symmetry (the
generalised SRT). However for D > 4 there is the possibility for more
rotational symmetry above that guaranteed by the generalised SRT.
All known higher dimensional black hole solutions have the maximal
number of rotational symmetries. A natural question to ask is whether
there are solutions with fewer rotational symmetries, or whether the
generalised SRT be strengthened to show that all stationary solutions
must have the maximal amount of axial symmetry.
It is clear that exploring the structure of black holes in higher di-
mensions can lead to many interesting new conclusions. Progress has
13The set of points where the norm of one of the axial Killing vectors vanishes or
the fixed points under the action of one of the U (1).
14Of course one may use the general Schwarzschild-Tangherlini solution in this
procedure to give horizons of topology Sp × Sq, with suitable restrictions on p
and q [79, 156].
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already been made towards that end which will now reviewed in more
detail.
Asymptotically Flat Black Holes
The higher dimensional analogue of the Schwarzschild black hole is the
Schwarzschild-Tangherlini [241] solution;
ds2 = −
(
1− r0
rD−3
)
dt2 +
(
1− r0
rD−3
)−1
dr2 + r2dΩ2D−2 (1.31)
This is a Ricci flat static solution with horizon topology SD−2 and
isometry group R× SO (D − 2). More interestingly, uniqueness theo-
rems have been developed for the static black holes in D > 4, showing
that the Schwarzschild-Tangherlini solution is the unique asymptoti-
cally flat vacuum static black hole solution in D dimensions [103, 104].
As in four dimensions, the Schwarzschild-Tangherlini black hole is
stable to linearised perturbations [147, 99], thus it can reasonably be
expected to describe the end state of a (non-rotational) gravitational
collapse in higher dimensions.
Computing the conserved charge corresponding to the static Killing
field gives [241];
M =
(D − 2) ΩD−2r0
16pi
which is interpreted as the mass of the Schwarzschild-Tangherlini space-
time.
Myers and Perry [184] were the first to find a generalisation of the
Kerr solution to give a maximally symmetric rotating black hole15 in
D > 5, with rotation around any of the independent rotational axes.
The Myers-Perry (MP) solution with rotation parameters ai about the
N = bD−1
2
c rotation axes is given by the following metric. For D odd,
15Maximally symmetric means stationary and containing N − 3 commuting ax-
isymmetric Killing vectors.
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in co-ordinates {t, ri, φi} [79];
ds2odd = − dt2 +
(
r2 + a2i
) (
dµ2i + µ
2
i dφ
2
i
)
+
mr2
HF
(
dt2 − aiµ2i dφ2i
)
+
HF
H −mr2dr
2
For D even, with co-ordinates {t, z, ri, φi},
ds2even = − dt2 + r2dz2 +
(
r2 + a2i
) (
dµ2i + µ
2
i dφ
2
i
)
+
mr
HF
(
dt2 − aiµ2i dφ2i
)
+
HF
H −mrdr
2
in both cases, i = 1, . . . , N and µ2i + z
2 = 1 (omit the z2 for odd D).
The functions H and F are given by;
F (r, µi) = 1− a
2
iµ
2
i
r2 + a2i
, H (r) = Πi
(
r2 + a2i
)
A quick explanation of the co-ordinates is in order. The metric is
written in this concise form by choosing the {ri, φi} pairs as polar
co-ordinates parameterising each rotational plane in the system, the
co-ordinates µi are then defined by;
µi =
ri
r
with r2 =
∑
i r
2
i . The Killing fields in these co-ordinates are
∂
∂t
and
∂
∂φi
.
The parameters ai and m can be related to the conserved charges
corresponding to each Killing field, interpreted as the angular momen-
tum measured around the different rotation axes, Ji, and the mass at
infinity, M . This gives [184];
M =
(D − 3) ΩD−3
16pi
m , Ji =
2
D − 3Mai
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An event horizon of topology SD−2 is located at the largest root of
H (rH)−mr2H = 0 , D odd
H (rH)−mrH = 0 , D even (1.32)
Considering rotation about only one axis highlights the salient points
but simplifies the analysis, thus set ai = aδi0. In order to make a
meaningful comparison between the behaviours in different dimensions,
dimensionless quantities must be used. The usual method is to fix the
mass and use this as a scale to give dimensionless numbers, defining
the dimensionless angular momenta and area as in [74];
jD−3 = cj
JD−3
MD−2
, aD−3h = ca
AD−3H
MD−2
(1.33)
where AH = r
D−4
H (r
2
H + a
2) ΩD−3 is the area of the horizon for this
metric, and the constants are given in appendix B.4.
In D = 4, a regular horizon exists only when the angular momentum
is below the Kerr extremal bound, a = m; above this point naked
singularities exist. The same is true in D = 5 as (1.32) only has a
real root for angular momentum up to the usual extremal limit m = a.
Thus the Kerr black holes in D = 4 on the j-aH plane only cover a
finite range of j and do not reach aH = 0. In D = 5 the MP curve still
only covers a finite range of j, however, solutions exist with aH = 0.
In D ≥ 6 more interesting behavior occurs, there is a real root of
(1.32) for any value of the rotation parameter a, thus there exist black
hole solutions with arbitrarily large angular momenta. Solutions with
a m are called ultra-spinning, and a detailed analysis of the structure
of the horizon shows that it starts to flatten in the equatorial directions
[75, 74]. With enough rotation, the solutions look and behave more
like black branes with horizon topology R2 × SD−4.
To illustrate the different behaviours, a plot of ah against j in D = 4,
5, 6 and 10 is shown in figure 1.2.
It was argued that one of the reasons for expecting uniqueness to fail
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Figure 1.2.: Horizon area against angular momentum at fixed mass for My-
ers Perry black holes. Kerr black holes are shown in D = 4
for comparison, with a suitable rescaling of the area (the usual
choice as in [184] is zero in D = 4). Note that in D = 4 the
curve stops at finite values of ah, while ah = 0 is possible for
D ≥ 5. In D = 5 the values of j are bounded, however in
D ≥ 6 the bound disappears.
in higher dimensions is that one could conceive of constructing ring-like
objects by taking a black brane and compactifying the flat directions,
balancing the resulting tension with rotation. Explicit proof of this
came with the discovery by Emparan and Reall [76, 78] of an exact
D = 5 metric admitting a horizon with topology S1 × S2. The form
of the metric is complicated so will not be given here, the case with
rotation only in the S1 can be found in [76] and the more general case
with rotation in both the S1 and the S2 can be found in [73, 200].
The non-equilibrium form of this metric is a three-parameter family
of solutions, however if mechanical equilibrium is assumed (otherwise
conical singularities appear in the plane of the ring) then the solution
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space is constrained to the expected two dimensionless parameters [79,
74]. Similarly, rotation in the S2 only is ruled out [84] as there is
no S1 rotation to balance the tension in the ring, leading to conical
singularities. Once again the values of ah and j can be calculated
and the solutions are found to lie on the curve shown in figure 1.3.
There is a range of j with two solutions, referred to as thin and fat
rings respectively. There are no known analytical solutions in D ≥ 6,
however approximations to thin black rings in D ≥ 6 have also been
found in [74] and are plotted on the same graph.
jmin =
27
32
Thick rings
Thin rings
0.4 0.6 0.8 1.0 1.2 1.4
0.0
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j
a
h
Black Rings
D = 10
D = 6
D = 5
Figure 1.3.: Horizon area against angular momentum at fixed mass for
black rings. In D = 5 the solutions form two branches, thin
and thick black rings which meet at the minimum momentum
jmin =
√
27
32 . Exact solutions are only known in D = 5, ap-
proximations to thin black rings have been explored for D ≥ 6
and are shown here.
Already there is a manifest violation of uniqueness in five dimensions.
For a range of asymptotic parameters there exists a discrete set of black
hole solutions with different horizon topologies, and even multiple solu-
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tions with the same topology (thin and fat rings). This non-uniqueness
can be extended further by considering multi-black hole solutions, that
is space-times with disconnected event horizons. It is known that (at
least in vacuua) equilibrium solutions with disconnected event horizons
do not exist in D = 4 [28]. Conversely, in D = 5 it is possible to find
space-times containing multiple event horizons of the types discussed
above. Elvang and Figueras first constructed such a solution [72],
comprising a black ring in equilibrium with an MP black hole at the
centre, called a Black Saturn. These solutions continuously break non-
uniqueness, the total asymptotic mass and angular momentum can be
distributed arbitrarily between the MP black hole and the black ring16.
Thus for any fixed set of asymptotic parameters there exists a whole
continuous family of solutions, as well as the discrete set formed by the
differing horizon topologies. It is also possible to construct multi-ring
solutions [83, 145, 144] further breaking non-uniqueness.
Figure 1.4 summarises the situation, showing a phase diagram of ah
against j for black rings and MP black holes in D = 5. Black Saturns
in thermodynamic equilibrium are also plotted on the graph, the data
is only available numerically [70] so a schematic plot demonstrating
the essential features is shown.
It appears that uniqueness fails badly in D = 5, continuous families
of solutions exist given the same asymptotic parameters. One sub-
tlety that has been overlooked is that, in general, each disconnected
component of the horizon will have a different surface gravity, thus
the space-time is not in thermal equilibrium [79, 70]. If attention is
restricted to solutions in thermal equilibrium and the effects of radia-
tion are included, then uniqueness can only fail at most discretely [71].
Limited uniqueness results still hold in higher dimensions, particularly
in the maximally symmetric case. For example it is known that if
the horizons is restricted to have topology SD−2 then the Myers-Perry
solution is unique [181].
A rich black hole structure has been discovered in asymptotically flat
16Note that the black ring can rotate both with and counter to the MP rotation.
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Figure 1.4.: Horizon area against angular momentum at fixed mass for
black objects in D = 5.
space-time with only one extra dimension, there is a manifest breaking
of the uniqueness theorems for stationary metrics and a rich phase
structure emerges. In analogy with the results in D = 4, recent work
has shown that D = 5 solutions with two axial Killing vectors can be
fully determined by specifying the usual asymptotic parameters and a
discrete set of data, the rod structure [77, 121]. Using this classification
it has furthermore been shown that in D = 5 with maximal symmetry,
specifying the rod structure and asymptotic charges fixes a unique
solution [181, 140]. It is expected that the solutions described above
are the only black holes in D = 5 with two axial Killing vectors [121].
The case with only one axial Killing vector (which is guaranteed by
the higher-dimensional SRT [139]) has yet to yield any solutions, but
there is no known result proving that none exist [209].
In D ≥ 6 there are fewer results; the MP black holes are known but
no exact black ring metric has been found. Approximations to thin
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black rings in D ≥ 6 were demonstrated in [74] with horizon topology
S1 × SD−3. MP black holes in D ≥ 6 can have arbitrarily large an-
gular momentum, in particular the limit J → ∞ can be taken where
an MP black hole behaves like a black brane in terms of geometry and
thermodynamics. In [75, 58, 59] it was noted that these ultra-spinning
MP black holes should suffer from a form of instability known as the
Gregory-Laflamme (GL) instability [110]. Furthermore, the authors
argued that the onset of this instability signals that a new branch of
axisymmetric solutions exists. These solutions are expected to be non-
uniform in the rotational plane, tending to become lumpy as the rota-
tion is increased [74]. With increasing rotation it was argued that there
should be a merger transition from a highly pinched ultra-spinning MP
black hole to a multiple ring Black Saturn solution where the horizon
pinches off17. Numerical results in [226, 225] have suggested that the
ultra-spinning MP black holes suffer from a dynamic super-radiant in-
stability along the direction of rotation, breaking the axisymmetry.
This instability results in the emission of gravitational waves, causing
the MP black hole to shed angular momentum and acting as a barrier
to triggering the GL instability in a dynamical way. A similar picture
has emerged for black rings [143]; a GL instability is expected to cause
ultra-spinning black rings to develop non-uniformity in the S1. How-
ever, recent work [56] suggests that a similar super-radiant instability
prevents high enough angular momentum from being reached.
The phase space of asymptotically flat black holes in D ≥ 6 is com-
plex, figures 1.2-1.4 show only some of the possible phases. It has been
proposed that through the GL instability, ultra-spinning black holes
can branch off into many additional types of solution. For example,
a Black Saturn with an ultra-spinning central MP black hole may de-
velop non-uniformity in the MP black hole, giving a pinched horizon
surrounded by a black ring. Sequences of solutions along these lines
17The exact mechanism for such a transition is unknown, at the moment it is
suggested that it would involve a transition through a space-time with a naked
singularity.
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are considered in [74]. The thermodynamics of these systems have
been studied to some extent, although since exact solutions are only
known in a few cases, the results are tentative. Even so, the results
are already exciting, hinting at the possibility of phase transitions be-
tween purely gravitational systems. Importantly in some cases the
properties of gravitational solutions near phase transitions can have
relevance to phase transitions in dual thermal field theories at strong
coupling through AdS/CFT [131, 2, 37]. Later we shall consider such
a phase transition between two different solutions in asymptotically
Kaluza-Klein space-time.
Asymptotically flat space-times display a wide variety of gravita-
tional phenomena and serve to demonstrate that adding extra dimen-
sions opens up a whole new area of study. From a phenomenological
point of view the study of asymptotically flat space-times is somewhat
esoteric in the sense that in most realistic models (like those in chapter
3) involve compact extra dimensions.
Non-asymptotically Flat Black Holes
Many of the phenomenological motivations for considering extra-dimensional
theories predict that the extra dimensions are compact. As discussed
in §1.4.1, §1.4.3 and §1.4.4 above, there are a range of different ways to
compactify the extra dimensions, leading to a wide variety of behaviour
in the dimensionally reduced theories. In general, gravity propagates
throughout the entire space-time so one would expect the behavior of
gravitational objects, especially those with high curvatures like black
holes, to reflect the full space-time geometry. Given the wide vari-
ety of compactification schemes, only some simple examples will be
considered and will be used as the basis of some of the work later in
this thesis. Nevertheless, these simple examples illustrate many of the
features of space-times with more complicated asymptotic geometries.
The simplest form of compactification is the original Kaluza-Klein
scenario discussed in §1.4.1 where the manifold is M(3,1) × S1. The
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static uniqueness theorems [104] only apply to asymptotically flat space-
times, thus interesting new behavior emerges. In contrast to D = 4,
where there is only one phase for a given mass, there are various dif-
ferent phases of Kaluza-Klein black holes at fixed mass. Given these
different phases of solutions there are examples of purely gravitational
phase transitions, possibly involving a topology change of the horizon.
A concrete example will be explored in §3.6.3.
As mentioned at the start of this section, a somewhat trivial solu-
tion can be constructed by taking the product of a four dimensional
Schwarzschild black hole with a circle, giving the metric;
ds2 = ds2Schwarschild + dz
2
with the z co-ordinate parameterising the circle, which is taken to have
proper size L. These solutions have horizon topology SD−2 × S1 and
are known as black strings.
It is also expected that in the limit r0  L an “almost” Schwarzschild
like solution should exist, with horizon topology SD−1, as the local be-
havior of the space on scales much smaller than L is that of D = 5
Minkowski space. These solutions have been found both to an analyt-
ical approximation [106, 123, 120, 151] when r0  L and numerically
for a wider range of horizon size r0 [235, 165]. They have been referred
to as either localised black holes or caged black holes. The numerical
results of [165] showed that localised black holes with r0 ∼ L become
very highly deformed in the direction of the S1.
Perhaps the most novel feature of the black strings is that they
possess a classical instability known as the Gregory-Laflamme (GL)
instability [110, 111]. Black strings with a horizon radius less than a
critical size (in units of the KK circle size, L) are unstable to linearised
perturbations depending non-trivially on the compact circle direction,
causing them to break translational invariance. In general the insta-
bility manifests as a non-translationally invariant mode which grows
exponentially in time. It was expected that following the evolution
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of this instability would lead to the horizon “decaying” by pinching
off, changing topology and ending up as a localised black hole solu-
tion. However at exactly the critical point where the instability sets
in (known as the GL critical point), there exists a non-translationally
invariant mode which is static, suggesting that a new branch of static
non-uniform black strings exists [110, 257]. These have been con-
structed in perturbation theory about the GL critical point by Gubser
[113]. Further evidence was presented by Horowitz and Maeda [142]
who showed that, under reasonably loose assumptions, the perturbed
black string horizon cannot pinch off in finite affine time. Thus imply-
ing that the perturbed string should settle in some equilibrium (static)
state, topologically equivalent to the string but non-translationally in-
variant. They were unable to rule out the case of finite asymptotic
time (but infinite affine time) [173, 95] and in fact some recent nu-
merical results [41, 168] support this view. If it is the case that the
horizon pinches off, then this provides a counterexample to the Cosmic
Censorship conjecture, as the topology change would necessarily reveal
naked singularities along the points where the horizon pinches off.
Static non-uniform solutions have been found to exist numerically,
at least in D = 6 where a large volume of data has been collected [257,
234, 155, 165, 166]. Consideration of the thermodynamics and other
properties of both branches of solutions suggests that the non-uniform
strings and localised black holes should merge at some point [157, 158,
15] in the phase diagram. Data gathered to date is consistent with a
merger [256] as are studies of the local geometries which approach the
singular “merger geometry” [161].
Detailed results have been found for the black string in D = 6, and
some results have been obtained for the localised branch of solutions in
D = 6, however there is much room for improvement. In this thesis we
extend the localised black hole branch and examine the solutions close
to the proposed merger point, as well as finding the localised black
holes in D = 5 and other dimensions. We shall give a much more in
depth overview of Kaluza Klein black holes in §3.1, where we use the
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numerical techniques developed in chapter 2 to study these branches
of solutions in more detail.
General Relativity in four dimensions has a remarkably simple equi-
librium black hole structure due to the uniqueness theorems described
in §1.1.6, and indeed all equilibrium black hole solutions are known.
Studying space-times with D > 4, however, has demonstrated that
there is wide scope for new activity and research has been progressing
within this broad remit. Given that most of the theories put forward
as candidates for unification share the common element of gravity in
higher dimensional space-times, it seems natural to examine the so-
lution space in more detail. Indeed in some theories positing the ex-
istence of extra dimensions there may be experimentally observable
consequences on the behavior of black holes, so one would like to have
a detailed understanding of the black hole solutions.
1.5. Numerical Approaches to General
Relativity
Evidence was presented in the previous sections that, even within the
purely classical realm, General Relativity is a very rich and compli-
cated subject with plenty of avenues for research. One will also have
realised that closed form exact analytical solutions are very few and
far between, in general they are only known where the space-time has
a large amount of symmetry or is algebraically special.
1.5.1. Dynamical Evolutions
One method to search for solutions is to use numerical techniques to
solve Einstein’s equations, this program took off with the alternative
formulation of General Relativity provided by Arnowitt, Deser and
Misner (ADM) [14]. The Einstein equations in a globally hyperbolic
space-time, with suitable gauge fixing, take on a hyperbolic character
and thus possess a well defined initial value formulation when given
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some initial data on a Cauchy surface. The equations reduce to a
set of constraint equations on the initial data surface, and evolution
equations which are hyperbolic equations that can (in principle) be
used to evolve the initial data. ADM provided a particularly useful
formulation of the Einstein equations which are first order in “time”,
that is the direction of evolution, making the equations more amenable
to numerical treatments. Very early work by Smarr and other authors
[229, 230] used this formulation to study the dynamical evolution of
black holes and gravitational waves in 3+1 dimensional space-time by
numerically integrating the evolution equations from an initial Cauchy
surface.
It was later found that the ADM formulation is ill posed in a number
of commonly used gauges [89, 114], in the sense that small changes in
the initial data can lead to unbounded changes in the solution. In the
same paper the authors showed that while the equations are ill-posed,
in a number of cases a numerical simulation can still be carried out
without developing any instabilities.
In more recent times there has been a resurgence in the numerical
simulation of Einstein’s equations, in particular as applied to the evo-
lution of multi-black hole systems [203, 32]. Such results are interesting
as they could determine the signatures of gravitational radiation that
might be observed in some of the newly constructed gravitational in-
terferometry experiments [17, 16]. Several interesting techniques have
been developed to deal with black hole horizons and singularities, such
as the excision method [4, 5, 52] and puncture method [27]. Einstein’s
equations in the initial-value formulation discussed above have been
studied numerically in different forms, for example without carrying
out the ADM decomposition [82, 81], and in different gauges [204].
1.5.2. Finding Solutions
In parallel to studying the Einstein equations in the initial value for-
mulation, work has been progressing in finding new static solutions to
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the Einstein equations in higher dimensional space-times. These meth-
ods have been applied in a variety of settings, including finding non-
uniform strings and localised black holes in Kaluza Klein space-time.
Similar methods were also used in [86] to examine black hole solutions
in the Randall-Sundrum braneworld scenario discussed above, and in
the context of the AdS/CFT correspondence [2] to study the behavior
of strongly coupled QCD theories [37].
It is these methods that we shall seek to refine and use in this thesis,
and we shall develop a novel method of applying some fairly standard
numerical algorithms to find new solutions to Einstein’s equations.
We will then use these methods to study the behavior of some static
solutions in higher dimensional settings, in particular we shall refine
and extend the known results in D ≥ 5 Kaluza Klein gravity. In
the later chapters we shall turn these methods to use on stationary
black hole solutions, and demonstrate that they can be applied to
gain new information about this more general class of solutions. The
methods presented will be fairly general, and it is hoped that future
work will build on these methods to further explore the space of higher
dimensional black hole solutions.
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In this chapter we shall introduce our new numerical algorithms for
solving the static Einstein’s equations. Although these algorithms are
mainly applied to black hole solutions, there is no reason that they
cannot be used to solve for non black hole space-times. The first algo-
rithm is not new, but rather a refinement of a technique used before
[61, 255, 164, 163] such that it can be applied in a more consistent
way; the second algorithm is an implementation of standard numerical
methods in a fairly novel way. Other methods have been applied to the
problem of finding static solutions to the Einstein equations, however,
they are somewhat limited in that they use special properties of the
manifold [61, 134] or rely on picking a special gauge [255, 153, 154] to
render the problem well defined. We also note that most of the previ-
ous work has been limited to co-homogeneity 2 metrics, whereas there
is no reason our algorithms cannot be applied to higher co-homogeneity
metrics, apart from the obvious limitation of computational power.
2.1. The Einstein-De Turck Equation
The starting point is the vacuum Einstein equations;
Rµν = 0 (2.1)
for a Euclidean metric, g, on a D-dimensional manifold, M, with ap-
propriate boundary conditions specified on ∂M if it exists. For the
purposes of this general introduction to the numerical methods, the
cosmological constant will be assumed to vanish. A finite cosmological
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constant presents no additional difficulties as the numerics relies on
the local behaviour of (2.1).
Equation (2.1), although elegant, is in practise a set of coupled quasi-
linear1 partial differential equations (PDE) which are difficult to solve
analytically. Most closed-form solutions have been found by consider-
ing highly symmetrical space-times, like the Schwarzschild, Kerr and
Myers-Perry solutions, or using perturbation methods.
In order to solve a set of PDEs, the system must be well posed.
Given the equations and boundary conditions, a solution must exist,
be unique on the domain of interest and depend continuously on the
boundary conditions. The last requirement is particularly important
for numerical methods as boundary conditions can only be specified up
to numerical precision. The numerical solution will only approximate
the continuum solution if specifying boundary conditions “close” to-
gether implies that the solutions are “close”; in this case the numerical
solution will converge on the continuum solution as the numerical error
is decreased.
The Ricci tensor is as a quasi-linear differential operator acting on
the metric, that is;
R (g) = 0
Whether this equation is well posed is governed by the behavior of the
principal symbol [207] of the linearised operator and the nature of the
boundary conditions. It is known that (2.1) has a well posed initial
value formulation [14], some initial (D − 1)-metric is specified on a
space-like Cauchy surface Σ, along with the extrinsic curvature of Σ,
and then evolved. In this formulation Einstein’s equations with suitable
gauge fixing conditions separate into constraint equations on the initial
data and evolution equations giving the full space-time metric. This is
the usual approach adopted in the numerical simulation of dynamics,
where one wishes to understand how a space-time evolves in “time”2
1Linear in the highest order derivatives of g.
2More precisely a globally hyperbolic space-time can be foliated by space-like
Cauchy surfaces regarded as the (N − 1)-geometry at an instant in time. The
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from a given initial (N − 1)-geometry. Such methods can be used to
study the evolution of binary black hole space-times, the initial data
is often that given by simply composing two widely separated known
static solutions [38].
As the problem of interest is that of finding new solutions to (2.1),
a different tactic is followed because an (N − 1)-geometry obeying the
constraint equations which evolves to the geometry of interest may not
be available. Furthermore, in the presence of space-time symmetries,
it is a comparatively expensive operation to solve the initial value for-
mulation rather than solve (2.1) directly. Lastly, if the target geometry
is not dynamically stable, then it cannot be expected to result as the
late time evolution of some dynamical process and initial value based
methods will not be able to find it.
In the following sections it will be demonstrated that equation (2.1)
is a weakly elliptic operator, and is thus not a well posed problem.
A quick calculation shows that this might be suspected; there are
D(D+1)/2 unknowns in the metric at each point on the manifold and
naively the Ricci tensor contains D(D+ 1)/2 unknowns. However, the
Ricci tensor always satisfies the Bianchi identity, ∇µRµν − 12∂νR = 0,
which contains D constraints. Thus there are only D(D−1)/2 degrees
of freedom in the Ricci tensor and so the metric is not completely de-
termined by (2.1). The indeterminacy in the metric arises from the
fact that, for given boundary conditions, there are infinitely many so-
lutions related by diffeomorphisms. In the linearised regime it is the
statement that gauge modes (infinitesimal diffeomorphisms) are not
evolved by the differential operator and are thus undetermined by the
system of equations or boundary conditions.
The usual method for rendering (2.1) a well posed elliptic problem
is to a priori fully fix a gauge that is relevant to the problem at hand,
and impose the gauge fixing condition as a constraint. This method
evolutionary parts of Einstein’s equations determine how to evolve the induced
metric and extrinsic curvature between Cauchy surfaces starting with some data
(satisfying the constraint equations) on an initial Cauchy surface.
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is not followed here as it requires a careful selection of the gauge for
each problem under consideration, the aim is to develop a more general
algorithm requiring less tweaking to fit specific problems. Instead the
method adopted is to solve a different equation, related to (2.1), by
using a method introduced by DeTurck [55]. This equation will be
termed the Einstein-DeTurck equation, it is a second order strongly
elliptic PDE and thus, with appropriate boundary conditions, gives a
well posed problem with a unique solution. Physically, the Einstein-
DeTurck equation solves both the gauge fixing term and (2.1) at the
same time, or in the context of the linear problem it gives the gauge
modes a kinetic term so they are properly determined by the system
of equations.
As a side note, the same issue arises when considering numerical
solutions to Lorentzian problems, one must pick a gauge a priori to
render the equations strongly hyperbolic instead of weakly hyperbolic.
The treatment here will turn out to be a generalised version of the
Harmonic gauge which is a standard method of dealing with gauge
fixing in the Lorentzian context [249].
2.1.1. Gauge fixing
Under a small perturbation of the metric;
gµν → gµν + hµν (2.2)
the change in curvature tensors to first order [186] is;
δR σµνρ =−∇ρ∇[µh σν] +∇[µ∇
σ
hν]ρ
+
1
2
(
R σµνα h
α
ρ −R αµνρ h σα
)
(2.3)
δRµν = ∆Rhµν
= (∆Lh)µν +∇(µvν) (2.4)
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with
(∆Lh)µν = −
1
2
∇2hµν −R α ρµ ν hαρ +R α(µ hν)α (2.5)
the Lichnerowicz operator introduced in (1.24), and vµ = ∇νhνµ −
1
2
∂µh. Of interest is the local behaviour of the differential operator
∆R, so only perturbations with characteristic scale smaller than the
curvature scale of the background metric are considered, thus gµν is
treated as a constant. The principal symbol of ∆R, denoted σR, is
then given by the terms containing the highest order derivatives of the
metric [242];
σRhµν = −
1
2
∇2hµν −
1
2
∂µ∂νh+ ∂α∂(ν h
α
µ) (2.6)
Spin-2 perturbations can be decomposed into hµν = h
T
µν + h
L
µν
where hT is a transverse part containing the physical degrees of free-
dom, and hL is a longitudinal gauge part [261]. That is;
∇νhTµν −
1
2
∇µhT = 0
hLµν = ∇(µwν)
The longitudinal (gauge) piece is the change in the metric under the
action of an infinitesimal diffeomorphism generated by the vector field
wµ. Applying the principal symbol to each component of the decom-
position yields;
σRh
TT
µν = −
1
2
∇2hTTµν
σRh
L
µν = 0
which demonstrates that (2.1) is weakly elliptic due to the gauge fluctu-
ations. A strongly elliptic problem is one where, for all h 6= 0, solutions
of;
σRh = λh (2.7)
have λ > 0 [207].
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Physical arguments were given at the start of this chapter as to why
it is problematic to propagate the gauge modes. From a numerical
standpoint the issue is that gauge modes have no kinetic term and
therefore there is no deterministic algorithm to fix their value in what-
ever numerical representation is used. Given that the gauge modes are
then essentially arbitrary, the PDEs do not have a unique numerical
solution and are thus not suitable for standard methods.
The problem of the weak ellipticity of the Einstein equations is well
known and has been addressed in a variety of ways [231, 8, 232]. The
usual method is to fix the gauge from the outset thus disallowing any
perturbations in pure gauge directions; this can be done in a variety
of ways such as fixing metric components, or solving some kind of
algebraic relation imposed on the metric at every time step. Whilst
these methods work, they usually require a special gauge adapted to
the situation (for example [92]) or at least some prior knowledge of the
metric form specific to each problem. For the purposes of this method,
a more general mechanism is required to deal with the weak ellipticity
that doesn’t require detailed knowledge of the metric beforehand.
2.1.2. Harmonic Gauge
As shown in the last section, equation (2.1) is weakly elliptic due to
the gauge freedom in the metric, which is problematic for numerical
simulations. The gauge fluctuations can be removed by finding some
vector field ξµ whose change under a metric perturbation cancels out
the longitudinal modes of the perturbation. The simplest such vector
field is locally (in one co-ordinate patch) given by;
ξµ = g
αβ
(
∂αgµβ −
1
2
∂µgαβ
)
(2.8)
The change in ξ under (2.2) is;
δξµ = ∂αh
α
µ −
1
2
∂µh
α
α (2.9)
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which is precisely that of the gauge modes. ξ is also given locally by
the following expressions;
ξµ = − g− 12∂α
(
g
1
2 gµα
)
= gαβΓµαβ (2.10)
Note that because Γ is not a tensor, ξ is not a globally well defined
vector field. Traditionally, the approach has been to set ξµ = 0 as
a gauge-fixing condition, referred to as the Harmonic Gauge [249].
Although this is not the method used here, a more detailed description
of this gauge fixing condition will be given. The Laplace-Beltrami
operator  for the metric gµν acting on a function f is defined by;
f = gαβ∇α∇βf
= gαβ∂α∂βf − gαβΓλαβ∂λf
= gαβ∂α∂βf − ξλ∂λf (2.11)
where (2.10) has been used to get the last line. Treating the co-
ordinates in which the metric and Christoffel symbols are given, xl,
as a set of scalar functions and applying (2.11) gives;
xl = gαβ∂α∂βxl − ξλ∂λxl
= gαβ∂αδ
l
β − ξλδ lλ
= − ξl (2.12)
By setting ξµ = 0, equation (2.9) shows that the gauge contribution
to the principal symbol, (2.6), is cancelled, leaving only the −1
2
∇2hµν
piece. Thus with this additional condition (2.1) is properly elliptic. By
(2.12), this is equivalent to choosing co-ordinates that satisfy xl = 0,
known as Harmonic Co-ordinates. Note that, had Lorentzian metrics
been allowed, there would exist non-zero physical modes that could be
annihilated by the principal symbol, in particular time-like or null per-
turbations. These non-zero modes solve (2.7) with λ ≤ 0, contradicting
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the requirement for ellipticity even with a suitable gauge fixing proce-
dure. In a later chapter we shall see that in fact Lorentzian metrics of
a particular class can still give rise to elliptic problems.
Before examining an alternative approach, it should be noted that
ξµ is a difficult object to work with as it fails to transform as a vector
field between co-ordinate systems. This will be problematic later as it
causes difficulties implementing algorithms with multiple co-ordinate
systems covering the piece of the space-time manifold of interest. It
also means that a metric that is in the Harmonic gauge in one set
of co-ordinates may not be in a neighbouring set. A simple way to
make ξµ behave like a vector field is to fix a convenient background
metric, gˆµν , and replace the partial derivatives in (2.8) with covariant
derivatives compatible with the fixed background. The definitions for
ξµ are then globally well-defined as;
ξµ = gαβ
(
∇ˆαgµβ −
1
2
∇ˆµgαβ
)
(2.13)
= gαβ
(
Γµαβ − Γˆµαβ
)
(2.14)
= −
(
g
gˆ
)− 1
2
∇ˆα
([
g
gˆ
] 1
2
gµα
)
For the purposes of the numerics, the definition of ξµ given in (2.14) is
of primary interest. Note that the background or reference metric, gˆ,
will be chosen to share the same isometries as the metric being solved
for.
To render (2.1) supplemented by the gauge fixing condition ξµ = 0
properly elliptic, the gauge condition should completely fix the gauge,
at least locally. In other words, for an arbitrary metric g′ there should
be a unique vector field wµ generating a diffeomorphism that maps g′
into a metric satisfying the gauge condition. Naively this would be
expected to be the case as the condition ξµ = 0 contains exactly the
D conditions missing from the Ricci tensor in (2.1).
Locally this question can be answered by looking at the behaviour
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of ξµ under a small diffeomorphism (that is a g′ that can be taken to
a gauge fixed metric by an infinitesimal diffeomorphism), if the gauge
fixing condition is complete then a unique solution wµ to the system of
differential equations ξµ + δξµ = 0 should exist, where ξµ is evaluated
on g′. Using (2.14), δξµ under a small diffeomorphism generated by
the vector field wµ is;
δξµ = ∆Xω
µ
∆Xω
µ =
1
2
∇2ωµ + 1
2
Rµνω
ν −∇αωβ
(
Γµαβ − Γˆµαβ
)
(2.15)
∆X is a strongly elliptic operator, so locally ξ
µ+δξµ = 0 is expected to
have a unique solution for wµ. Globally the problem is more difficult,
although there are some partial results [68]; for example Eells and
Sampson proved existence under the condition of negative sectional
curvature on g′ [69]. As of writing there are no known counterexamples,
a more detailed discussion can be found in [67] and [242].
2.1.3. The DeTurck Equation
Restricting the Einstein equation to metrics satisfying the harmonic
gauge constraint gives rise to a strongly elliptic problem. However, the
gauge condition itself is somewhat awkward to implement as it is a
differential equation for the metric, in contrast to an algebraic condi-
tion such as fixing certain metric components. In the latter case, one
simply imposes the gauge-fixing condition from the outset when using
some form of numerical relaxation method. With the gauge condition
described above, this is not so simple as the space of gauge-fixed met-
rics is hard to identify explicitly. An alternative method to impose
the gauge fixing condition is to solve both the gauge condition, and
(2.1) simultaneously, following a method given in the work of DeTurck
[55, 42]. To that end, the following equation is introduced;
RHµν = Rµν −∇(µ ξν) = 0 (2.16)
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referred to as the Einstein-DeTurck equation (EDT). DeTurck intro-
duced the extra term to prove the short time existence of the Ricci
Flow,
∂gµν
∂λ
= −2Rµν , by showing that the Ricci Flow is diffeomorphic
to
∂gµν
∂λ
= RHµν which is strictly parabolic.
The linearisation of (2.16) is;
δRHµν = ∆Hhµν
= (∆Lh)µν −
1
2
Lξhµν + gα(µ∇ν)
(
Γαρσ − Γˆαρσ
)
hρσ (2.17)
so here the principal symbol is just that of the Laplacian, thus (2.16)
is strongly elliptic.
In order for a solution of the EDT equation to also solve the vacuum
Einstein equation, the vector field ξ must vanish everywhere. Taking
the derivative of (2.16) and applying the Bianchi identity gives (see
§B.2);
∇2ξµ +R νµ ξν = 0 (2.18)
This again is an elliptic problem so is at least a necessary condition
for a solution of the EDT equation to exist and be locally unique.
It is clear that the trivial solution for ξ is indeed consistent provided
appropriate boundary conditions are set (for example ξµ = 0) on any
boundaries.
The question of whether a solution to (2.16) automatically solves
(2.1) and has ξµ = 0 is a less obvious result. Perelman [197] showed
that this is true for compact manifolds without boundary (for the case
of general ξ) and in the case of negative cosmological constant. For
positive cosmological constant, counterexamples called Ricci solitons
(for example [33, 3]) are known. There exists no analogous general
proof in the case of manifolds with boundaries, however a proof does
exist based on a maximum principle for a wide range of useful boundary
conditions [85]. In any case, as long as there are not “too many”
solitons this shouldn’t pose too much of a problem; one can always
find a solution of (2.16) then explicitly compute the components of
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the Ricci tensor to verify that it is not a soliton. Numerically one
would expect to observe appropriate continuum scaling to zero in the
components the Ricci tensor, or the components of ξµ , to confirm that
(2.1) is also true. If there is no Ricci flat solution given the boundary
conditions and topology then any numerical method would presumably
find a Ricci soliton instead. This is the case in [133] where Ricci flow
was applied to the second del Pezzo surface.
2.1.4. Spectrum of the Einstein De Turck
Operator
Consider ∆H acting about some metric gµν which satisfies Rµν = 0,
ξµ = 0 and the boundary conditions. Let F be the space of fluctuations
about the solution which also obey the boundary conditions, clearly
this includes purely longitudinal (gauge) fluctuations. Let the space
of pure gauge fluctuations be called Fg ⊂ F . Since the Ricci tensor
is unchanged under a longitudinal fluctuation, the operator ∆R gives
zero when acting on Fg; the quotient Fphys = F/Fg is the space of
physical metric perturbations. ∆R is self-adjoint acting on Fphys (with
respect to the superspace metric) so it has a real spectrum [42]; this
may include a finite number of negative or zero eigenvalues. In §1.3.5
it was demonstrated that the Euclidean Schwarzschild solution has a
single negative mode [112] as does the small black hole in the cavity
[109]. Specifying all the boundary conditions will generically remove all
the zero modes of ∆L, however at isolated points where two branches
of solutions meet one would expect the operator ∆L to have a zero
mode (for example, at the GL point [110]). In a later chapter we will
also see an example of a zero mode due to a minimum temperature
point in the branch of solutions. It is obvious then that the converse
is not necessarily true, a zero mode does not necessarily imply a new
branch of solutions exists. The transition between small and large
Schwarzschild black holes in a cavity is another example of an isolated
zero mode.
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The Einstein-DeTurck operator, ∆H , is not self-adjoint with respect
to the superspace metric, later it will be shown that the EDT operator
has real and complex eigenvalues. Acting on the space Fphys it equals
∆R and therefore picks up the same negative and zero modes, these
modes can present difficulties for our numerical algorithms as will be
seen later. On the space Fg the operator ∆H acts as ∆X does on
vector fields, that is ∆H∇(µwν) = ∇(µ∆Xwν), which may also have
eigenvalues with negative or zero real part.
An important point in this analysis is that the spectrum of ∆X
depends on the metric gµν and the background metric gˆµν ; the spec-
trum is not an invariant property of the solution gµν . Any negative
modes of ∆H which come from the ∆X could presumably be removed
by choosing a different gˆµν ; in practise we do not find this to be an
issue. Negative or zero modes from ∆R however are invariant under
the choice of background metric; they are an intrinsic property of the
solution gµν .
2.2. Ricci Flow
Equation (2.16) is a strongly elliptic equation, the canonical numerical
method to solve such equations is the Jacobi or Gauss-Seidel method
[201]. Say a solution to the following equation is sought;
Lu = 0 (2.19)
where L is an elliptic operator. The Jacobi method is a relaxation
scheme that starts with some initial data and successively iterates to-
wards a solution of the elliptic problem. Over timescales longer than
the update time-step these methods are equivalent to finding the late
time behavior of the diffusive initial value problem;
∂u (λ)
∂λ
= −Lu (λ)
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which is a strongly parabolic system of equations. At late times, sub-
ject to some conditions, the diffusion should reach a stationary point
of this equation which is a solution of (2.19).
In the context of solving (2.1), this diffusive behavior has a well de-
fined geometric interpretation known as the Ricci Flow [119] that has
been studied in the mathematics literature [93, 215, 94]. Instead of
implementing an explicit relaxation scheme to solve the elliptic prob-
lem which approaches diffusion on large timescales, implementing Ricci
flow directly takes advantage of the geometrical interpretation. Intro-
ducing an auxiliary parameter, λ, to parametrise a trajectory in the
space of metrics, that is gµν (λ), the Ricci Flow is defined as;
∂gµν (λ)
∂λ
= −2Rµν [g (λ)] (2.20)
where λ is referred to as the flow time. A fixed point of this flow will
then solve (2.1).
Hamilton [119] first studied this flow as a means to prove some spe-
cial cases of Thurston’s conjecture [180], that every simply connected
closed 3-manifold is homeomorphic to S3, outlining a procedure of work
which was eventually completed by Grigori Perelman in 2002 [197]. An
extensive amount of literature now exists on the Ricci flow, including
a book by Topping [244] which covers a number of technical results
regarding the existence and uniqueness of flows. From a physics point
of view Ricci Flow has been used in a number of previous works, both
from a gravity point of view [135, 134, 66, 141] and in a wider context
[260].
The advantage of considering Ricci Flow is that instead of just apply-
ing a relaxation method blindly to solve the elliptic problem, one can
gather useful information about the underlying geometry by directly
considering the diffusion problem.
Using a first order accurate forward difference in λ gives;
gµν (λ+ ∆λ) = gµν (λ)− 2∆λRµν (g (λ)) (2.21)
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where ∆λ is a tunable parameter, the flow time step, which is covered
in greater detail when considering the numerical implementation.
Using the notation giµν = gµν (i∆λ), equation (2.21) becomes;
gi+1µν = g
i
µν − 2∆λRµν
(
gi
)
so the Ricci Flow is implemented by iteratively evaluating the non
linear operator Rµν , starting with an initial guess g
0
µν = gµν (0).
Note that this discussion is for the most part to be taken in the
continuum limit; no reference will be made to the scheme used to
discretize the metric. Any suitable method can be used such as finite
differencing or spectral methods, however it should be understood that
this is the eventual aim and will be discussed in §2.4.
2.2.1. Geometric Diffusion and Finite Flow
Singularities
Ricci flow has the effect of diffusing away curvature, that is areas of
the manifold with negative curvature tend to expand, while those with
positive curvature tend to contract under the flow. This can be seen
by considering the behaviour of the round p-sphere metric with a (flow
dependent) radius S, given by;
gµν (λ) = S (λ) g
Ω
µν
where gΩ is the metric on the unit sphere. The Ricci tensor for a sphere
is Rµν = (p− 1) gΩµν , so under Ricci flow;
∂S (λ)
∂λ
= −2 (p− 1)
which implies that if S (λ = 0) = S0, the sphere shrinks linearly to
zero size in flow time λ = S0/2 (p− 1) and thus a curvature singularity
forms.
On a more complicated manifold, local regions of positive curvature
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may shrink faster than the curvature can be diffused away, and lead
to a local curvature singularity in finite flow time. A good example of
this is a sphere with varying radius fibred over a line (S2 × R) which
develops a thin “neck” under Ricci flow, collapsing to a singularity
after a finite amount of flow time [244]. This is demonstrated in 2.1.
Pinch point
Figure 2.1.: Example geometry which forms a singularity in finite flow pa-
rameter under Ricci flow. The example is a sphere (repre-
sented as a circle) with varying radius fibred over a line. Under
Ricci flow, the sphere becomes more round and then begins to
shrink, however the neck pinches off in finite flow time causing
a singularity.
Indeed it is quite generic for Ricci flow to form singularities in this
sense, and in the next section we shall see how to resolve such singu-
larities in a way that allows the flow to continue.
It is interesting to note that in D = 2 the idea of Ricci flow being
diffusion of curvature is more explicit. In two dimensions, a general
metric can be written in isothermal co-ordinates;
ds (λ)2 = e2p(x,y,λ)
(
dx2 + dy2
)
(2.22)
The Ricci flow then takes on the elegant form;
∂p (x, y, λ)
∂λ
= p (x, y, λ)
where  is the Laplace-Beltrami operator in the curved space of (2.22).
This is the precise analogue of diffusion in flat space, where the effect is
to smooth out gradients in a function across a two-dimensional plate.
Of course the diffusion equation is a linear PDE, and naively the Ricci
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flow looks linear when presented in this picture, however one should
remember that the Laplace-Beltrami operator depends on p.
2.2.2. Surgery
Ricci flow has the generic property of collapsing regions of positive
curvature, and possibly forming singularities in finite flow time. This
problem has long been known in the mathematics literature and is dealt
with by performing a process known as surgery [196, 135, 244]. The
basic idea is to remove a small neighbourhood of the singularity and
replace it with a smooth metric, simultaneously changing the topology
to prevent the singularity from reappearing. Under continued flow the
curvature introduced by the surgery is diffused away, and the precise
details of the surgery (which are local and thus short wavelength) are
unimportant. Part of the manifold then becomes disconnected (or the
whole manifold depending on the original topology) with each piece
evolved separately under the flow.
In terms of the S2 fibred over a line example discussed above, the
concept would be as demonstrated in 2.2 below. As a result of the
singularity removal, the S2 fibres are now contractible on each discon-
nected portion of the manifold and they evolve separately, locally as
S2 × R±.
Although surgery will not explicitly be carried out in this thesis, it
is important to at least qualitatively understand where it would be
needed; in particular there may be fixed points under Ricci flow which
are topologically distinct from the starting point of the flow. In these
circumstances it is expected that a singularity would develop which
can be resolved using the above procedure, before continuing the flow
to the relevant fixed point. An example is shown in [135].
2.2.3. Einstein-DeTurck Flow
At the start of this chapter it was argued that the Einstein equation
(2.1) is weakly elliptic, thus the Ricci flow (2.20) is not parabolic.
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Figure 2.2.: Surgery as applied to the example geometry shown in figure
2.1. The metric in a neighbourhood of the singularity is re-
placed with a smooth metric and the topology is changed to
avoid it reappearing. In this example a small region is removed
the interval making up the base and smooth ends are inserted
over the join on each (now disconnected) piece.
Instead (2.16) is used to generate a parabolic problem using the idea
in [55]; this related flow is called the Einstein-DeTurck Flow ;
∂gµν (λ)
∂λ
=− 2RHµν (2.23)
=− 2Rµν + 2∇(µ ξν)
As shown in §2.1.3, RHµν is a strongly elliptic operator thus (2.23)
is a strictly parabolic PDE and the standard numerical methods for
initial value problems can be applied. The fixed point is a solution
to (2.16). A pertinent question is how the EDT Flow relates to the
pure Ricci Flow; this question was already examined for the fixed point
RHµν = 0. Away from the fixed point the EDT flow is related to Ricci
Flow by a λ dependent diffeomorphism, as ∇(µ ξν) is a diffeomorphism
generated by ξ. In particular the EDT flow has the nice property that
the flow is a trajectory in the space of geometries (metrics modulo
diffeomorphisms) and is independent of the background metric gˆ. The
pure Ricci Flow is not a flow on the space of geometries because it is
not well-posed.
For the remainder of this thesis the term Ricci Flow will mean
Einstein-DeTurck flow, the term Ricci-DeTurck flow is used in the lit-
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erature [42].
2.2.4. Linear Stability
Considering the Ricci Flow evaluated for a perturbation around a fixed
point, g
(0)
µν , of the flow gives to linear order;
∂
(
gµν + hµν
)
∂λ
= − 2RHµν (g + h)
∂hµν
∂λ
=
δRH (g)
δg
∣∣∣∣
g(0)
hµν
= − 2 [∆Hh]µν
where ∆H is given in (2.17). With boundary conditions such that ∆H
is self-adjoint, the last line can be decomposed into eigenmodes, ui of
∆H ;
hµν = −2
∑
i
eµ
iλ
[
αiui
]
µν
with αi the overlap of the perturbation hµν with the eigenmode ui and
µi is the eigenvalue corresponding to the mode ui of ∆H .
In the linear theory the stability of this flow about a fixed point is
determined by the eigenvalues µi. In particular, a negative eigenvalue
in the spectrum of ∆H will cause the flow to diverge exponentially fast
away from the fixed point in the direction of the corresponding ui. This
presents a problem for the Ricci flow algorithm if ∆H has a negative
mode at the fixed point of interest; the flow will always diverge away
from the fixed point at late times.
§2.1.4 showed that the spectrum of ∆H is the union of the spectrum
of ∆L and ∆X , both of which may have one or more negative eigenval-
ues. The latter part depends on the choice of background metric gˆµν
as well as gµν , so its spectrum is not an invariant property of the fixed
point metric; any negative eigenvalues represent an instability in the
gauge fixing condition. Negative eigenvalues of ∆L are, however, an
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invariant property of gµν and so present a real problem for using Ricci
Flow that cannot be avoided by choosing a better background metric.
The Euclidean Schwarzschild solution is an example of one such metric
with a negative eigenvalue in ∆L (studied briefly in §2.5), and this is
a generic feature of Euclidean black holes such as those to be studied
in chapter 3.
One might think that the Ricci flow is not of much use given its
sensitivity to the presence of negative modes. In the next section an
additional algorithm will be introduced that attempts to work around
this issue.
2.2.5. Root Finding Algorithm
Suppose that one wishes to find a fixed point of (2.23), g(0), such that
the operator ∆H acting on perturbations about this metric has N > 0
negative eigenvalues. Obviously attempting to pick a single initial da-
tum would be fruitless as the fixed point is unstable, however a simple
algorithm can be introduced, analogous to a root finding algorithm in
one dimension, to locate the fixed point.
Denote the space of Riemannian manifolds with the required topol-
ogy and obeying the relevant boundary conditions and symmetry con-
straints by M, with any metrics which can be related by a diffeo-
morphism identified (more technically this is the space of diffeomor-
phism classes of metrics on M). A flow g (λ) is then a curve on
M, parametrised by λ; the set of flows is denoted G. Let F be
the set of points contained in flows that asymptote to g(0), that is
F = {p ∈ g (λ) | lim
λ→∞
g (λ) = g(0)}. Similarly let P denote the set
of points in flows that originate from the fixed point in the past,
P = {p ∈ g (λ) | lim
λ→−∞
g (λ) = g(0)}. Intuitively, P is spanned at g(0)
by the characteristic directions associated with the negative eigenval-
ues of ∆H and has dimension N ; likewise F is spanned at g(0) by the
positive eigenvalues, so is co-dimension N . The boundary conditions
are assumed to be chosen such that the operator ∆H is non-degenerate
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at g(0), so that if there is a multi-parameter family of solutions, all
the parameters are uniquely specified. Note that there may still be
normalisable zero modes but they are not generic and only exist at
isolated points.
Starting at some arbitrary point in a neighbourhood of F , the flow
would get close to g(0) then be diverted away by the negative modes,
which drive it towards P at late times. The flow then either reaches
another fixed point on P or terminates prematurely by hitting the
boundary of M, signalling that another solution may exist with a dif-
ferent topology. Figure 2.3 shows such a situation in D = 3 for an
unstable fixed point with N = 1 negative modes. Two flows are shown
on either side of F , one which asymptotically approaches a stable fixed
point g(s), and another which hits the boundary of M.
P
g(0)
F M
g(s)
I
Figure 2.3.: Diagram of the root finding algorithm in D = 3 for an unstable
fixed point g(0) with N = 1 negative modes. g(s) is a stable
fixed point; two flows are shown from a family of initial data I
which approach g(0), then one terminates prematurely on the
boundary ofM (green point) while the other converges on the
stable fixed point.
The root-finding algorithm firstly involves finding a continuous fam-
ily of initial data I = {gλ=0 (ηi)} where ηi parametrises the family and
i = 1, . . . , N , such that the intersection Σ = I∩F 6= ∅. Finding a point
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in this intersection then allows the fixed point to be located exactly, as
by the definition of F , the flow from a point in Σ must approach g(0) in
the asymptotic future. Σ is a meagre set in I, thus it is not possible to
numerically locate a point exactly in Σ, however since I is continuous
one can get arbitrarily close to Σ. Flows starting from a point “close”
to Σ will approach “close” to g(0) for an increasingly large amount of
flow time as the starting point gets closer to Σ. We call this method
of honing in on a solution a shooting method.
Practically speaking, this algorithm can be implemented in a number
of ways; the simplest is used here, and is easiest to visualise working in
D = 3 with N = 1, as in Figure 2.3. In this case F is a surface which
locally divides M into two regions; P consists of two flows pointing
on either side of this surface from g(0). One picks a starting point in
I, say η = η1, and flows until it either reaches a stable fixed point or
terminates on ∂M. Some method must be found to determine which
direction within P the flow is approaching, whether this is done by
manually examining the metric at the end point of the flow, or prefer-
ably by some systematic method (this depends on the situation). η is
then varied to find a value η2 which gives a flow that takes a different
direction in P . Then the flow with η3, computed as the midpoint of
(η1, η2) is examined, and the end-point of the (η1, η2) interval which
displays the same behaviour of this new flow is replaced by η3. This
process can be iterated as many times as required to find flows that
approach closer to the fixed point g(0).
In order to implement this algorithm successfully, the following prob-
lems need to be dealt with;
1. Calculating N may not be a trivial task, for a complicated black
hole solution it is entirely possible that the number of negative
modes is unknown. This is the most serious problem, and it seems
that this algorithm is unlikely to work without some physical
intuition about the space of solutions.
2. Finding an N -dimensional set of initial data I such that the in-
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tersection Σ 6= ∅. This is a non-trivial task and generally requires
some physical intuition about the problem at hand.
3. In order for the algorithm to work, the initial data set must lie in
the basin of attraction of g(0), otherwise flows starting in I may
be influenced more by the behavior of other fixed points away
from F .
Unfortunately, tuning the method to get around these problems is
quite sensitive to the specifics of the desired solution. Indeed in several
cases later on in this thesis, even with N = 1, finding an automated
method to determine which direction in P a flow had gone was some-
times impossible, and tuning by hand would be too time consuming to
generate any meaningful results. The situation is even more compli-
cated if N > 1, and we have not attempted to explore this case here.
Presumably finding which direction in P the flow has taken becomes
much harder. Assuming one could do this, however, then the problem
could still be solved by breaking it down into two shooting problems,
applying the method above to the dominant negative mode first, then
iterating in the direction of the weaker one.
An example of where this algorithm can be applied quite successfully
will be presented in the context of Kaluza Klein localised black holes in
§3.5. Here it is explicitly known that there are N = 1 negative modes
of ∆H at the fixed point of interest, and where an initial data set with
non-empty intersection with F can be constructed.
2.3. Newton-Raphson Method
The standard direct method (not using relaxation) to find a solution
of an elliptic set of PDEs is to perform some kind of discretizaton and
then solve the resulting set of algebraic equations. In the linear case
there exist a number of methods that can be used to perform this
task [201] with varying levels of efficiency depending on the context.
Newton’s method (or the Newton-Raphson method) is perhaps the
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most celebrated algorithm in the one dimensional problem (including
non-linearity) because it has a quadratic rate of convergence, but it
is also one of the most temperamental. When the method converges
on a root it can achieve a good accuracy very quickly, however there
are a number of obstructions that can prevent a root being found3. In
practise the Newton method is usually used to “polish” a root that has
been located approximately with another method.
In the non-linear multi-dimensional case, Newton’s method is the
only available root finding algorithm. It again features very fast con-
vergence with suitable initial data, but finding a suitable initial data
becomes much harder. In the one-dimensional case, generally as long
as one is “near” a root, most initial starting points will converge apart
from a few obstructions which are not generic. By a slight abuse of
terminology, the set of starting points from which Newton’s method
converges to a root will be called the basin of attraction. In the general
problem an arbitrary point is much more likely not to be in a basin of
attraction; in other words the parameter space is much larger than the
basin of attraction of a root. While Newton’s method has very good
local convergence, its global convergence is poor. There exist some
modifications to the method that attempt to remedy the poor global
convergence which will be implemented in a rudimentary manner. It
will be seen that combining Ricci Flow and Newton’s methods provides
an alternative method to address the poor global behavior.
Why might one use such a method? In the last section it was demon-
strated that Ricci Flow has the unfortunate problem of being suscepti-
ble to negative modes of the Lichnerowicz operator about a fixed point;
that is in the presence of negative modes the flows fail to reach a fixed
point. An supplementary algorithm was presented in §2.2.5 that can
partially address this problem, but it does so at the expense of consid-
erable computational time. Newton’s method, on the other hand, is
completely insensitive to negative modes and will converge on a fixed
point even in the presence of them, providing the initial data point lis
3See [201] for some examples.
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in the basin of attraction.
Newton’s method is, however, sensitive to zero modes of the Lich-
nerowicz operator as will be shown when it is implemented explicitly.
In general this is not expected to be much of a problem; as discussed
in section §2.1.4, although ∆R has infinitely many zero modes corre-
sponding to gauge freedom, these are removed from the spectrum of
∆H , and zero modes will not be generic.
Unfortunately Newton’s method doesn’t have an elegant geometri-
cal interpretation like Ricci Flow, in particular the trajectory away
from the fixed point will depend on the choice of background metric.
Whereas Ricci flow describes a smooth curve through the space of met-
rics modulo diffeomorphisms, Newton’s method jumps around in the
space of metrics until it lands on a solution. However, the solution
itself should be background independent.
The natural way to proceed is to use Ricci flow to get near to a solu-
tion4 so that the flow in the basin of attraction for Newton’s method.
At this point, the current Ricci flow iteration can be used to seed New-
ton’s method, honing in on the fixed point. In practise we find that
in a number of cases one can just start with an initial guess that is
actually in the basin of attraction, and use Newton’s method directly.
2.3.1. Multidimensional Newton-Raphson Method
A solution to equation (2.16) is sought, where the Einstein-DeTurck
tensor can be regarded as a function of the metric;
RHµν (g) = 0
4Closeness to a solution can be determined by looking at how quickly physical
parameters of the system change. For example, one would expect that observ-
ables such as the horizon area should change little when the flow passes close
to a solution.
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The standard Newton-Raphson method to find the root of a function,
i.e. f (x) = 0, is to iteratively evaluate;
x(i+1) = x(i) − f
(
x(i)
)
f ′ (x(i))
Extending the method to the vector functional equation f (v) = 0 gives
the iteration;
v(i+1) = v(i) −M−1.f (v(i))
where the matrix M is the Jacobian of f at v(i) given by;
Mij =
∂fi (v
0, v1, v2 . . .)
∂vj
A Newton Raphson method for a multidimensional function can be
regarded as the vector method applied to an infinite dimensional vector
space. Later when the system is discretized the vector version given
above is recovered. In the multidimensional version the “matrix” M is
given by;
[Mδg]µν = δR
H
µν (g)
= RHµν (g + δg)−RHµν (g)
= [∆Hδg]µν
using (2.17) to expand the Einstein-DeTurck tensor to first order. In
contrast to the Ricci flow, the evaluation of [∆Hg] introduces non-local
behaviour to the Newton-Raphson method.
Inserting this into the Newton-Raphson iteration and restoring co-
ordinate dependence gives;
g(i+1)µν (x) = g
(i)
µν (x)− 
[
∆−1H R
H
(
g(i)
)]
µν
(x) (2.24)
where the inverse of the EDT operator is defined by finding h such
that
[∆Hh]µν = R
H
µν (2.25)
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The parameter  ∈ [0, 1] is used to prevent the Newton-Raphson
step from overshooting the correct iteration; this is one of the big
problems when the initial point is far from the root. One can view
this parameter as allowing Newton-Raphson to be combined with a
minimisation scheme, where  is chosen so that the step truly minimises
the function. There exist algorithms for the correct choice of , an
implementation of which can be found in [201]. For the purposes of
this thesis, the value  = 1 can generally be used, giving the fastest
convergence, however there are few situations where  < 1 is required
for convergence.
If the parameter  is taken to be small, then equation (2.24) looks
like a linearised version of (2.23) in the region where the linear approx-
imation around the root is valid;
gi+1µν − giµν

= −∆−1H RHµν
(
gi
)
Reinserting the explicit dependence on the flow time, λ, and taking
2∆λ = , gi+1 = g (λ+ ) and gi = g (λ);
∆H
∂gµν (λ)
∂λ
= −2RHµν (g (λ))
it becomes clear that the Newton-Raphson procedure can also be thought
of as a continuous flow in λ (for small ), however it is non-local.
The main advantage of using this flow is that, after choosing a dis-
cretization, many standard methods exist to solve the linear system
(2.25) directly, and importantly they are not at all sensitive to neg-
ative eigenvalues of ∆H . There is, as mentioned, a slight subtlety in
that ∆H must be well-conditioned, in particular there must be no zero
modes (or eigenvalues of small absolute value in a numerical imple-
mentation), we have not found this to be a major problem.
There is one distinct difference between the two flows, however, that
in some circumstances can make the Newton-Raphson flow unsuitable.
In (2.24), the update step hµν depends on the choice of background
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metric gˆµν in an essential way (that is, not just via a diffeomorphism),
so it is a less geometrical algorithm than pure Ricci flow. Another
way to put it is that Ricci flow describes a curve on M with a local
evolution only depending on the initial data. Newton-Raphson flow
is evidently non-local, jumping around on the space of metrics on M,
and is definitely not diffeomorphism invariant. Hence the basin of
attraction within M depends on the background metric.
Solving (2.24) requires one to first compute, then invert the operator
∆H on each step of the iteration. This requires some form of represen-
tation of ∆H , which in turn depends on the discretization scheme used
for the metric. In §2.4 we will give an explicit representation used to
numerically solve the Newton Raphson flow in the remainder of this
thesis.
2.4. Numerical Implementation
For the remainder of this thesis, a specific numerical scheme will be
introduced that will be applied to all of the examples presented.
2.4.1. Metric Representation
Any numerical simulation requires a metric ansatz to be made, this
involves introducing a set of co-ordinates and functions for all the un-
known components of the metric tensor in those co-ordinates. Often
symmetry properties can be used to simplify the overall form of the
metric and the dependance of the component functions on the co-
ordinates. In general, one can deduce that ifM is D-dimensional and
there are k commuting Killing vector fields, then the component func-
tions given in co-ordinates adapted to the Killing fields will at most
depend on d ≤ D − k of these co-ordinates. The inequality is given
since there may be other constraints (such as discrete symmetries or
boundary conditions) that further reduce the number of independent
variables, or the dependance of one or more components on certain
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co-ordinates may be known a priori.
As an example, consider the most general static spherically sym-
metric metric in D = 4. There are two commuting Killing vectors so
pick co-ordinates such that these Killing vectors are ∂
∂t
and ∂
∂φ
; this
gives d ≤ 2. If the remaining co-ordinates, denoted r and θ, are cho-
sen carefully then by spherical symmetry the explicit θ dependance
of the components is known and can be separated out; thus leaving
d = 1. Finally, as the metric is static, it may be Wick rotated to give
a Riemannian metric. In these co-ordinates the metric takes the form;
ds2 = A (r) dt2 +B (r) dr2 + C (r) dθ2 + C (r) sin2 θdφ2
Furthermore, for the numerics to be stable the functions {A (r) , B (r) , C (r)}
should be positive-definite, bounded, smooth functions. In order for
the metric above to describe a black hole space-time, the gtt component
must vanish somewhere, however this would break the assumption that
the functions are positive-definite. Thus the topology of space-time can
be constrained by assuming the functions must be positive-definite, and
building in features such as horizons. For example, the metric above
would be re-written as (where the r co-ordinate is chosen such that the
horizon lies at r = 0);
ds2 = r2A (r) dt2 +B (r) dr2 + C (r) dθ2 + C (r) sin2 θdφ2
Substituting this form of the metric into equation (2.16) gives a
differential operator on the functions {A (r) , B (r) , C (r)} which will
be called metric functions, this is the form of the operator that will be
used for the numerical implementation.
The metric functions will be discretized in real space using a sim-
ple finite differencing scheme, thus they will be represented on a D-
dimensional lattice. The number of lattice points in each dimension will
be denoted Ni, i = 1, . . . , D, and the lattice spacing is ∆xi = ∆Xi/Ni
where ∆Xi is the extent of the domain in the i-th dimension.
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2.4.2. Boundary Conditions
An elliptic equation like (2.16) requires data to be given on all the
relevant boundaries of the problem domain; a parabolic problem (2.23)
requires boundary conditions of the elliptic operator to be given at
every iteration, and an initial datum that also satisfies these boundary
conditions.
Let us then consider the form of the relevant boundary data for the
elliptic problem to be well defined; we keep the discussion fairly general
as each problem will require slightly different implementations.
Any computational domain needs to be finite in extent and various
properties of the manifold can be used to cut off the domain in a fairly
natural way. In the chapters that follow we will encounter a couple of
different types of boundary which we discuss in detail here.
Asymptotic Boundary (A)
Firstly the domain must be cut off in any radial type co-ordinate that
can extend to ∞. The Euclidean quantum gravity construction dis-
cussed in section §1.3 can be used to do this naturally by studying
asymptotically flat solutions in the canonical ensemble. In this case
the solutions are placed in a cavity at finite radial co-ordinate [262]
and the parameters of the canonical ensemble are defined by fixing the
induced metric on this boundary to be that of a large (relative to the
horizon radius) cavity in asymptotically flat space. One expects that as
the cavity is made larger the interior metric will approach the asymp-
totically flat solution. We call this type of boundary an Asymptotic
Boundary, denoted (A).
One may fix the metric by either fixing the extrinsic curvature of
the cavity wall or the induced metric on the wall, corresponding to
Neumann or Dirichlet data respectively. The latter case is chosen as
it is simpler to implement; if the boundary is located at co-ordinate
r = const. then, adapting co-ordinates to the boundary, the metric
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near the boundary takes the form;
ds2 = Rdr2 + F idxidr + γijdx
idxj (2.26)
where xi are the remaining co-ordinates. Fixing γij to agree with the
desired induced metric on the cavity provides Dirichlet data for D(D−
1)/2 metric functions. An elliptic problem requires that boundary
data be specified for all the degrees of freedom; the EDT equation has
D(D + 1)/2 degrees of freedom, thus boundary data are required for
the remaining D metric functions: F i and R. Data is supplied for
these functions by the requirement that ξµ|∂M = 0 on the cavity, such
that the boundary conditions are consistent with (2.18) having a trivial
solution, as discussed in §2.1.3.
How is this implemented numerically? The co-ordinate lattice is
set up with a phantom point outside of the physical boundary, that
is the physical boundary is located on the (N − 1)-th point in the
asymptotic direction. Fixing the induced metric corresponds to setting
the tangential components (γij in (2.26)) at the phantom point to
the required Dirichlet data. The remaining components, F i and R in
(2.26), are fixed by setting their value at the phantom point such that
the derivatives evaluated at the (N − 1)-th point give ξµ = 0.
Horizons & Axes Of Symmetry (H)
These are not physical boundaries in the Euclidean space-time, but
we may use them to cut off the computational domain. As remarked
above these points are distinguished by one or more Killing vector
fields approaching zero, that is metric components approaching zero in
co-ordinates adapted to the Killing vectors. The boundary conditions
here are supplied by demanding that the Einstein equations be regular
where the Killing field vanishes. In the case of the horizon, this is
equivalent to demanding that the horizon itself be a regular horizon.
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Suppose a metric ansatz is given by;
ds2 = r2T (r, a) dt2+A (r, a) dr2+B (r, a) da2+r sin aF (r, a)+sin2 aS (r, a)
and the horizon is where the Killing field ∂
∂t
shrinks to zero size, in this
case at r = 0. Conditions for regularity can be found for this simple
ansatz by carrying out a series expansion of the metric functions at
r = 0 and substituting it into the EDT equation. Eliminating any
singular terms in the expansion then provides the necessary boundary
conditions. For the metric above, regularity requires that;
∂r|r=0 T = 0 , ∂r|r=0A = 0 , ∂r|r=0 B = 0
∂r|r=0 F = 0 , ∂r|r=0 S = 0
which provides sufficient conditions to make the elliptic problem well-
posed.
For metrics with co-homogeneity 2 and higher, the procedure also
provides smoothness conditions, for example the procedure carried out
on the metric above also gives A (0, a) ∝ T (0, a). Naively this ap-
pears to over determine the elliptic system. In fact these smoothness
conditions should be viewed as a property of the metric which is pre-
served under the relevant algorithm, that is each of the algorithms
maps a smooth metric into another smooth metric. In other words, if
the initial data (and the background metric) satisfies the smoothness
condition, then the boundary conditions will ensure that it is satisfied
throughout the flow. To achieve numerical stability, these smoothness
conditions should actually be imposed at each timestep. The reason
for this is that although the analytical boundary conditions preserve
the smoothness condition, numerically small errors will be introduced
which violate smoothness. These errors would quickly accumulate and
overwhelm the solution near the boundary unless they are removed by
enforcing the constraint.
Demanding regularity of the metric leaves no freedom to fix ξµ to
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zero on these types of boundaries. One can check, however, that if
the background metric obeys the same conditions and is smooth then
ξr = 0 and ∂rξµ = 0 , µ 6= r which is certainly consistent with (2.18)
having a trivial solution.
Mirror Planes (M)
Another way to reduce the size of the computational domain is to
take advantage of reflection symmetries. For example, if the metric is
defined on some compact space (for example, a circle) then it must be
periodic. One could cover the whole circle and use the usual periodic
boundary conditions, however the lattice can be restricted to half of
the circle if reflection symmetry is imposed about the boundaries. To
implement reflection symmetry, the metric functions should be even
about any reflection planes in the domain. Once again this corresponds
to setting the first derivatives of the metric in the direction normal to
the mirror plane to zero, and the discussion regarding the components
of ξ also applies.
2.4.3. Ricci Flow Implementation
Ricci flow is a first order in time and second in space initial value prob-
lem, the diffusion equation is the prototypical example. One starts
with a set of initial data on the lattice and evolves forwards in flow
time one step at a time, applying boundary conditions after each step.
The evolution is determined by replacing derivatives in the flow equa-
tions with second order accurate forward Euler finite differencing, for
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example with two independent variables;
∂F (x, y)
∂x
=
F (x+ ∆x, y)− F (x−∆x, y)
2∆x
∂2F (x, y)
∂x2
=
F (x+ ∆x, y) + F (x−∆x, y)− 2F (x, y)
∆x2
∂2F (x, y)
∂x∂y
=
1
4∆x∆y
[F (x+ ∆x, y + ∆y) + F (x−∆x, y −∆y)
−F (x+ ∆x, y −∆y)− F (x−∆x, y + ∆y)]
where ∆x is the lattice spacing in the x direction. Note that the first
derivative is not the standard Euler difference. The Euler difference
naturally approximates the first derivative between two lattice points
and the second derivative at a lattice point. Where the derivatives are
large, this can lead to inaccuracies that destabilise the numerics, thus
an average of two neighbouring Euler differences is used to compute
the first derivative at a lattice point. Indexing the lattice points in the
x direction by i and in the y direction by j gives;
F i,jx =
F i+1,j − F i−1,j
2∆x
F i,jxx =
F i+1,j + F i−1,j − 2F i,j
∆x2
F i,jxy =
F i+1,j+1 + F i−1,j−1 + F i+1,j−1 + F i−1,j+1
4∆x∆y
(2.27)
The particular choice of finite differencing is known as the scheme. As
an example, consider the application of this finite differencing to the
simple diffusion equation in 1-D;
∂u (x, t)
∂t
= −D∂
2u (x, t)
∂x2
(2.28)
124
2. Numerical Methods
Differencing to second order in space and first order in time (which
plays the role of flow time in the Ricci flow), gives;
ui,j+1 − ui,j
∆t
= −Du
i+1,j + ui−1,j − 2ui,j
∆x2
⇒ ui,j+1 = ui,j − D∆t (u
i+1,j + ui−1,j − 2ui,j)
∆x2
(2.29)
where ∆t is the time spacing and ∆x is the lattice spacing in x, i
indexes points in the x direction and j indexes points in the t direction.
Figure 2.4 shows a lattice that could be used for this scheme, consisting
of two points in the t direction (as only the current time step is needed
to evaluate the next) and Nx points in the x direction. In particular,
for any point it is possible to examine the update equations (2.29) and
identify the points from the current time step which influence the next,
this is called the stencil. Clearly the stencil for the scheme above is
that given in figure 2.4. Boundary conditions must be given on the
outer points at every time step, that is on u0,j and uN−1,j for all j, as
the stencil cannot be evaluated at these points.
Dt
Dx
ui, jui-1, j ui+1, j
ui, j+1
Figure 2.4.: Part of a lattice on which (2.28) might be evaluated. The
stencil is shown highlighted in blue (dark gray) and is quite
simple for this explicit finite differencing scheme, known as
FTCS or forward-time centre-space. Other schemes exist, such
as Crank-Nicholson, which have more complicated stencils and
involve solving implicit equations for the point currently being
updated.
The procedure for evaluating (2.28) numerically consists of the fol-
lowing steps;
1. Start with initial data on the lattice points ui,0.
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2. Visit each point in ui,1 , 0 < i < Nx − 1 and evaluate the stencil
in figure 2.4 to compute its value.
3. Evaluate the boundary conditions on u0,1 and uN−1,1.
4. Copy this data back to the first time step ui,0 = ui,1, and repeat
from step 2.
This sequence of steps is either continued for as long as the simulation
is required or until some external condition is met; since in general one
is interested in the fixed points of parabolic equations, one termination
condition could be when the sum of the changes made on a time step
is less than some threshold value. One may also save the results of
each step ui,1 if one is interested in the entire flow rather than just the
endpoint.
In this scheme, the lattice geometry must satisfy an important con-
straint, the Courant condition, in order to produce a stable numerical
approximation. The precise meaning of stable numerical algorithm
varies on the context, but as applied to finite differencing generally
means that the energy in short wavelength modes is damped in time
(or flow parameter). The necessary condition is that;
∆t
(∆x)2
≤ 1
2
(2.30)
Should the lattice parameters be chosen such that this inequality is
violated, short wavelength instabilities will appear in the numerical
simulation and quickly overwhelm it. This condition arises from con-
sidering the explicit solution to the discretized problem and comparing
it to the truncated Fourier series of the analytical solution. One finds
that in order for short wavelength oscillations (of the order of less than
a lattice spacing) to be dampened down this condition must be obeyed
[245]. For complicated sets of equations, especially those which are
only quasi-linear, the bound must be amply satisfied in order for the
scheme to converge. It is only for simple equations like (2.28) that the
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bound can be saturated. A good approach to take is to ensure that
(2.30) is satisfied, for example by using ∆t ∼ 0.01∆x2.
Note that although the failure to regulate the gauge modes results in
short wavelength instabilities as well, that was a physical effect of the
system, whereas this condition arises from purely numerical artefacts.
Simulating full Ricci flow follows this procedure, finite differencing is
carried out in the manner given in (2.27) and boundary conditions are
translated from the general discussion in §2.4.2. The Courant condition
is also generalised slightly, taking the form (where λ takes the place of
t);
∆λ ≤ 1
2
mini |∆xi|2 (2.31)
where ∆xi is the lattice spacing along the i-th dimension, i = 1, ..., d.
That completes the general discussion of the implementation of Ricci
flow, a more specific discussion will be given in each of the sections
where it is used, in particular §2.5 gives a simple implementation for
d = 1.
2.4.4. Newton Method Implementation
Newton’s method is implemented as a matrix representation of the al-
gorithm discussed in §2.3. To that end the discretised lattice is mapped
into a vector representation;
gI = g
i
(
x1j , x
2
k, . . . , x
D
m
)
, I = f (i, j, k, . . . ,m)
where gi ∈ {metric functions} and f is any invertible function (modulo
lattice sizes) called the index function. For example, in D = 2, with
xi = {x, y} and Nx (Ny) points in the x (y) direction;
I = iNxNy + jNy + k (2.32)
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gives one suitable index function5. The index function allows one
to translate between the lattice points and the vector index suitable
for use with Newton’s method. In this representation the Einstein-
DeTurck operator is a vector function of g and the operator ∆H is a
matrix acting on these vectors. Equation (2.24) then becomes;
g
(n+1)
I = g
(n)
I −
(
∆−1H
)
IJ
RHJ
(
g(n)
)
(2.33)
At each step, i, of the iteration, ∆H and R
H
(
gi
)
must be computed,
then the linear system ∆H g˙ = R
H (gi) must be solved for g˙. g˙ is then
used to update the metric.
RH (gi) is trivial to compute once the mechanics of Ricci flow have
been implemented, it consists of evaluating the same finite difference
equations used for Ricci flow (see §2.4.3), then translating to the vector
indices given by (2.32).
Solving the set of linear equations is carried out using the stabilised
bi-conjugate gradient algorithm [201] (BiCGSTAB). This algorithm is
particularly suited as it doesn’t rely on any special property of the ma-
trix (like symmetry or upper triangular form) and is especially fast for
sparse matrices, only requiring the computation of products. Since ∆H
is a local differential operator, in general ∆H will be extremely sparse
for real space discretization, with boundary conditions the dominant
contribution to far-off diagonal pieces. An example of ∆H is plotted
in figure 2.5 where the sparseness of the matrix is apparent. The tri-
diagonal structure shows the local behavior of the operator, there are
multiple bands due to interactions between the different metric compo-
nents, and the edges are given rise to by boundary conditions. In our
experimentation we have indeed found that the bi-conjugate gradient
method is well suited to this purpose in robustness and speed.
All that remains is to compute ∆H , this can be achieved with a
5This function is invertible using the following method; {i, j, k} = I−1 (I) ={
b INxNy c, b
ImodNxNy
Ny
c, (ImodNxNy)modNy}.
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Lichnerowicz Operator for Nx = 20, c1 = 3
Figure 2.5.: Example of the structure of the numerically computed Lich-
nerowicz operator, ∆H for a realistic grid used later in this
thesis. The shaded points are entries of non-zero value, while
the white areas are zero entries; the sparse structure of this
matrix becomes clear, in fact the matrix is only ∼ 0.2% filled.
simple numerical differentiation;
(∆H)IJ =
δRHJ (g)
δgI
=
RHJ
(
g + ηuI
)−RHJ (g − ηuI)
η
(2.34)
with
uIk =
{
1 : k = I
0 : k 6= I
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That is, successively change each metric function at each lattice
point (corresponding to vector index I) by some small quantity η,
evaluate all the changes to the Einstein-DeTurck operator at points
corresponding to vector index J and store the result in the I, J-th
entry of ∆H .
Now all the elements required for the Newton-Raphson algorithm
are given, the procedure is the following;
1. Compute ∆H for the current set of data.
2. Evaluate RH (g) for the current set of data.
3. Solve ∆Hg˙ = R
H (g) for g˙.
4. Update the metric data with gnew = gold − g˙.
5. Repeat until the norm (see below) of RH (g) is sufficiently small,
this corresponds to a solution to RH (g) = 0.
The termination condition for this procedure is to evaluate the norm
of RH (g). In the matrix representation this would correspond to∣∣RH∣∣ = √RH (g).RH (g), however different “norms” may be more
useful for numerical purposes. Firstly it is clear that the usual norm
gives no meaningful comparison between different grid sizes as a larger
grid implies that the vector RH has more small but finite elements
contributing to the sum. In that case the standard norm would be
expected to be larger even if the component values of Rµν have de-
creased to the same tolerance. For the purposes of checking whether
the iteration should be terminated, the length-adjusted norm will be
used;
|RH |N =
√
RH (g) .RH (g)
N
where N is the length of the vector RH , in other words the number of
interior points in the problem. This can be thought of as checking the
average value of the components of Rµν .
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Since the Newton-Raphson flow is no longer a differential system,
the Courant condition and Ricci flow root finding algorithm are no
longer relevant. Indeed in our experimentation, the Newton-Raphson
method converged to a solution in around 4 or 5 steps on average.
Although each step takes longer than one step of Ricci flow, the lat-
ter requiring (with an explicit differencing scheme) of the order ∆x−2
(where ∆x is the lattice spacing) iterations to cover ∆λ = 1, ensuring
numerical stability. If a negative mode is present and the root finding
algorithm required, then towards the latter stages of said root-finding
algorithm, flows may need to run for λ ∼ 5 to observe the nature of
the divergent behavior. Thus it appears that, at least in the presence
of negative modes, the necessity of using the root finding algorithm
in §2.2.5 means that the Newton-Raphson method is clearly superior
from a time perspective.
2.4.5. Multiple Co-ordinate Charts
There are problems of interest with boundaries that cannot be repre-
sented as lines of constant co-ordinate in any one co-ordinate chart,
an example will be seen in §3.4.1. Trying to implement boundary con-
ditions on a regular lattice when the boundary is not at a constant
value of one of the lattice co-ordinates will inevitably lead to signifi-
cant numerical error. The tensor nature of the equations allows one to
cover the computational domain by multiple co-ordinate charts, such
that each boundary is at a constant lattice co-ordinate in any contain-
ing chart. Each chart is evolved separately and made to overlap; the
overlapping edge of a chart is constructed using second order interpo-
lation from the interior of another overlapping chart. An example is
shown in figure 2.6, with a boundary that is at a constant polar radial
co-ordinate and one that is at constant Cartesian co-ordinate.
Recall that ξ is constructed to be a globally well-defined vector field,
because the equations transform correctly between co-ordinate charts,
the whole overlap region will agree correctly if the overlapping edges
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Grid I
Grid II
Overlap Region
Figure 2.6.: Diagram of a numerical domain where multiple grids would
be advantageous. The domain is a square with a quarter cir-
cle cut out at the origin. Example boundaries are shown as
the thick dashed lines on which Neumann boundary data is
set. Two grids are required to implement these boundary con-
ditions because the domain has more than four corners, and
they are made to agree on the overlap region using the methods
discussed in the text.
are made to agree. Later it will be demonstrated that this observed in
the data, that is that any discrepancy between overlapping co-ordinate
charts is numerical in nature and obeys correct scaling.
Implementing this feature also allows one to use knowledge of the
problem to reduce computational requirements. For example, if it is
known that the metric functions do not vary by much in some regions
of the domain, then this area can be covered with a coarser lattice
than others, using the same procedure to ensure agreement on the
overlapping region.
This method is a stepping stone to full adaptive mesh refinement
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methods (AMR), where points are dynamically added into the lattice
to resolve features, however this introduces a lot of complexity. It
would be interesting to ultimately develop a system that used AMR
methods but this would be a time consuming endeavour.
2.4.6. Optimisations
Significant time savings can be achieved by applying some basic proce-
dural optimisations to the algorithms presented above, the focus will
mainly be on the Newton method as that is already faster than Ricci
flow and yields solutions with comparative ease.
Generating ∆H
For a moderate lattice size the matrix ∆H is very large, generating it
is by far the most expensive part of the Newton-Raphson procedure.
For a single chart 20 × 20 lattice this takes around 80% of the total
execution time. There are two ways to dramatically speed it up.
Although the matrix needs to be re-evaluated at each time step
(the Lichnerowicz operator for depends on the metric) the structure
will remain unchanged, all that changes are the values of the non-zero
entries. Thus the process can be split into two phases, a generation
stage and an update stage. In the generation stage the positions of the
non-zero elements are computed, then in the update stage only these
non-zero elements are evaluated on each iteration. Since the matrix
is very sparse, the update stage is much quicker than the generation
stage. The generation stage can then be executed once at the beginning
of the flow; indeed for many similar flows, the same matrix structure
can be used, saving even this step.
There is a subtlety that needs to be addressed; since the mechanism
for generating the matrix involves calculating numerical derivatives,
it obviously depends on the initial data used to do the calculation.
For some initial data (and in fact, many that are used later) there
may be flat directions in the specific initial metric used to perform
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the numerical differentiation, which are not generically flat given the
metric ansatz. Thus there may be entries in ∆H which do not vanish
for a general metric of the form under consideration, but do on the
specific initial data chosen, the generation stage has no way to tell
which case is correct. Not accounting for this subtlety can lead to
a failure to converge at later stages in the process as some entries
which evaluated to zero on the initial data may not evaluate to zero
for all iterations. This is a purely numerical effect caused by taking a
numerical approximation to δR
H(g)
δg
.
One method used to circumvent this problem (although somewhat
unreliably) is to seed the initial data with random noise for the matrix
generation step, then remove it once the matrix structure has been
determined.
Generating the matrix can be further optimized by creating the bulk
of the matrix logically rather than numerically, this is the method we
implement. The Einstein-DeTurck equations are second order, and
most importantly local (away from boundaries). Thus by computing
the most general stencil that a second order local equation can have
in D dimensions, a large portion of the matrix structure can be de-
termined. This also works around the subtlety mentioned in the last
paragraph as the numerical derivative is no longer used to generate
most of the structure of ∆H .
Of course boundary points may involve non-local effects, and the
addition of multiple grids certainly does introduce effects outside the
local stencil. For boundary or grid interpolation points (boundaries
between overlapping grids) the original numerical differentiation is still
needed. However instead performing numerical differentiation for the
whole grid, one can just enumerate points whose stencil includes the
boundary point under consideration.
Applying both of these optimisations to a single grid lattice of size
20×20 resulted in a 75% percent decrease in run time for one solution
generated using Newton-Raphson compared with no optimisations.
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Updating ∆H
Splitting the calculation of ∆H into a generation step and update step
introduced significant time savings, the speed of the numerics can be
increased even further by reducing the time taken on each update step.
The matrix is updated according to (2.34), that is the entry (∆H)IJ is
the change at the point f−1 (I) in RH (g) when the grid point f−1 (J) is
changed by η. The time consuming step is the recalculation of RH (g)
twice per matrix entry, due to second order numerical differentiation.
However, if the matrix is ordered correctly in J , then one can change
the point f−1 (J), recompute RH (g) twice and evaluate the changes to
every I (i.e the column in the matrix ∆H with index J) at once.
Ordering the matrix can either be handled in memory at the gener-
ation stage, or can be done after by using the quicksort algorithm.
On a D = 2 grid of size 20 × 20 this increased performance by a
further 40%.
Refinement
In many cases the analytic initial data may be far from the desired
fixed point, such that it can take a number of iterations to reach a solu-
tion. Later on in this thesis, situations will be encountered where there
is a set of solutions parametrised by some control parameter. There
are ranges of the control parameter where no analytic initial data is
available inside the basin of attraction. A method will be developed to
circumvent this problem by using a perturbation technique to generate
initial data from a solution for a different value of the control parame-
ter, thus the solutions are generated sequentially. Obviously for larger
grids this can be very time consuming.
Refinement is a technique used in multi-grid methods where one
computes the solution on a relatively coarse grid, then uses some form
of interpolation to sample initial data for a finer grid from the coarse
solution. A rudimentary form of this technique will be used here, in
particular it allows many solutions to be generated at once from a
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single run of the whole parameter range on a fairly crude lattice. This
enables the use of high performance clusters to refine multiple values
of the parameter space at once. Note that the method as presented
has little scope for parallelisation on a single solution; the only part of
the calculation which would benefit from parallelisation would be the
update of ∆H .
The refinement procedure is as follows; a full set of solutions for
the maximum range of control parameter is generated sequentially on
a relatively coarse grid. In most situations the full range of control
parameter cannot be mapped out, but some interval [λ1, λ2] is explored.
Each solution is then used to generate initial data for a finer grid by
linear interpolation, these can then be refined simultaneously on the
higher resolution grids. The original perturbation method is used to
explore the regions at the end of the control parameter interval as often
a larger interval can be explored on a finer grid. This can be repeated
as many times as necessary to get as fine a grid and as large a range
of control parameter as is desired.
2.5. Schwarzschild in a Cavity - Simple
Example
A nice example of the salient points discussed in the previous section is
the application of Ricci flow to the case of Euclidean static 4D gravity
in a cavity, a fixed spherical box of radius R in contact with a heat
bath at temperature T , discussed in §1.3.3. It is known that there are
either one or three solutions to the Einstein equations for fixed values
of T and R: hot flat space with topology S1τ ×B3 (B3 is the flat three-
ball) and two thermal Schwarzschild solutions with topology6 D2×S2R.
The boundary is given by ∂M = S1τ × S2R.
It is important to make explicit the discussion about Ricci flow
surgery in the context of multiple topologically distinct solutions, as
6The D2 is the 2-disk generated by S1τ fibred over the radial direction.
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discussed in §2.2.2. Since there are two topologically distinct classes
of solution, a class must be chosen on which to implement the flow.
Hot flat space is well known and from a flow point of view, is fairly
uninteresting, the focus will be on the Schwarzschild solutions only and
no surgery will be implemented.
Although the analytic form of the Schwarzschild metric is known,
examining the behavior of the metric with perturbations under the
two flows introduced above gives a good illustration of some of the key
issues.
2.5.1. Problem Setup
The most general static metric with black hole topology can be written
in the form;
ds2 = r2T (r, λ) dτ 2 +R (r, λ) dr2 + S (r, λ) dΩ22
where {τ, r, θ, φ} are the standard Schwarzschild co-ordinates, τ being
the imaginary time co-ordinate and λ is the auxiliary flow time. The
element dΩ22 is the standard metric on the round unit 2-sphere, given
by dΩ22 = dθ
2 + sin2 θdφ2. Here the functions T , R and S are positive,
bounded smooth functions. The r2 in the gττ component serves a
dual purpose; firstly it implements the restriction to the black hole
topological sector, and secondly it separates out the degeneracy of the
metric on the horizon at r = 0 as the metric functions are assumed to
be non-vanishing.
The background metric, which provides the reference connection in
(2.14), takes the same form, however the metric functions will be de-
noted by Xˆ (r, λ), X ∈ {T,R, S}. Placing the IR regulator there cuts
of the space-time in the asymptotic direction, giving a boundary of type
(A) (see §2.4.2). Note that in (2.18) there is still global freedom to set
boundary data for the elliptic equation, as long as it is consistent with
ξµ = 0, this corresponds to the freedom to position the boundary at a
fixed co-ordinate location. Thus the IR regulator is placed at r = 1;
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then the boundary is implemented by fixing the induced metric along
the boundary, holding the temperature and cavity area fixed. There
is still freedom to set the grr component, however, as this lies normal
to the boundary, this freedom is used to ensure that ξr|r=1 = 0 as
required by (2.18). The point r = 0 is the horizon and is of boundary
type (H) (§2.4.2), again normal derivatives of the metric components
are required to vanish. Thus r = 0 is placed half way between the first
and second lattice points, where the first point is a phantom point set
equal to the inner one.
Substituting this metric ansatz into (2.23) gives the following set of
coupled partial differential equations;
T˙ =
T ′′
R
+
T ′
rR
− T
′2
RT
R˙ =
R′′
R
− R
′
rR
− 3R
′2
2R2
+
S ′2
S2
+
2T ′
rT
+
T ′2
2T 2
S˙ =
S ′′
R
+
S ′
rR
− S
′2
RS
− 2
with X˙ = ∂X
∂λ
and X ′ = ∂X
∂r
. The numerical domain for this problem is
a one dimensional lattice in r with Nr points and spacing ∆r = 1/Nr,
covering the interval [r0 , r1] with r0 = −∆r/2 and r1 = 1 + ∆r/2.
Phantom points are included to evaluate the boundary conditions. The
lattice is shown in 2.7. An update parameter of ∆λ which satisfies the
Courant condition (2.31) is used. We use the notation;
Xj,ki = Xi (j∆r + r0, k∆λ) , i = 1, . . . , 3 , j = 0, . . . , Nr−1 , k ≥ 0
to represent the value of the metric function Xi ∈ {T,R, S} at lattice
site j in r and timestep k. In this notation, the initial data is provided
by giving the values of Xj,0i .
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´
´
´
´
r = 0 r = 1
Horizon HHL Asymptotic HAL
Dr
Figure 2.7.: Numerical lattice for the Schwarzschild solution. Crosses are
the phantom points inserted to allow evaluation of the bound-
ary conditions and blue points are the interior points. The
bottom row is the current value of the metric functions at λ,
while the top row is for λ+ ∆λ. Points are indexed by i from
left-to-right and j from bottom-to-top.
2.5.2. Boundary Conditions
At r = 0 the boundary is of type (H) so Neumann data is imposed;
∂Xi (r, λ)
∂r
∣∣∣∣
r=0
= 0, Xi ∈ {T,R, S}
On the lattice, this is;
X0,ki = X
1,k
i
Fixing the induced metric provides boundary data for the r = 1 (A)
type boundary; in practical terms this is implemented by fixing the
components of the metric lying tangential to the boundary;
∂Xi (r, λ)
∂λ
∣∣∣∣
r=1
= 0, Xi ∈ {T, S} (2.35)
and solving
ξr|r=1 = 0 (2.36)
for the remaining free component R (1, λ). Note that the other com-
ponents of ξ are automatically zero with this ansatz.
Implementing the condition (2.35) is fairly straightforward - one just
sets the values of the metric components tangential to the boundary
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to their values from the previous time-step;
XNr−1,ki = X
Nr−1,k−1
i
The condition (2.36) is more subtle; one solves (2.36) for ∂R
∂r
in terms
of the other metric components and their derivatives. After satisfying
condition (2.35), the values and derivatives of the other metric func-
tions can be computed numerically at the point Nr− 2, the value of R
at this point is computed via the stencil. Using this known data gives
a value for;
∂R (r, λ)
∂r
∣∣∣∣
r=1
= F
(
XNr−3,ki , X
Nr−2,k
i , T
Nr−1,k, SNr−1,k
)
. Expanding the derivative of R to second order gives;
∂R (r, λ)
∂r
∣∣∣∣
r=1
=
RNr−1,k −RNr−3,k
2∆r
= F
which can be rearranged to give RNr−1,k = F∆r+RNr−3,k, determining
the value of R on the phantom point.
2.5.3. Initial Data
Initial data in this case is provided by the analytic Euclidean Schwarzschild
solution in Harmonic co-ordinates [135];
T (r, 0) = 4r20 (1− r0)2
R (r, 0) =
4r20 (1− r0)
(1− (1− r0) r2)4
S (r, 0) =
r20
(1− (1− r0) r2)2
(2.37)
where 0 ≤ r0 ≤ 1 is a parameter controlling the size of the horizon,
physically related to the mass of the black hole. For simplicity in
extracting interesting data from the final solutions, the background
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metric will be set equal to this analytic solution with the same value
of r0.
A trivial substitution shows that this solution is indeed a fixed point
of the flows (2.23) and (2.20). One might wonder how the Ricci flow
could be useful here at all, indeed a flow carried out on the above data
leaves it unchanged. However, a good demonstration of the points
raised in this chapter can be given by considering the flow acting on
(2.37) with a Gaussian perturbation on the gΩΩ component;
Tp (r, λ) = T (r, λ)
Rp (r, λ) = R (r, λ)
Sp (r, λ) = S (r, λ) + αe
− r2
γ2 (2.38)
with suitable values of α and γ, mostly determined by experimenta-
tion. γ is constrained to be reasonably large such that the asymptotic
boundary condition S = 1 is still obeyed to numerical precision. This
perturbation is fairly generic and therefore has overlap with the GPY
negative mode, ensuring that the instability will be triggered.
2.5.4. Expected Results
Euclidean Schwarzschild solutions in a cavity can be characterised by
the size of the time circle on the boundary, β, computed using (1.19).
This quantity can be interpreted as an inverse temperature β = 1
T
[262]. Since the metric is static, (1.19) simplifies to;
β = 2pir0
√
T |boundary
Substituting the analytic solution (2.37) into this relation shows
that;
β = 4pi2r20 (1− r0) (2.39)
Equation (2.39) has a maximum value of βc =
16pi2
27
at r0 =
2
3
, corre-
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sponding to a minimum in T . Euclidean Schwarzschild solutions only
exist for T > 1
βc
, however hot flat space exists for any temperature.
There are two possible Schwarzschild solutions for temperatures above
this minimum value, both having the same topology but different val-
ues of r0. Thus the set of possible solutions can be characterised by
which side of the minimum they lie; these are the small and large black
holes discussed in §1.3.5
In particular the small black hole possesses a negative mode of the
Lichnerowicz operator [109] so, as explained in §2.2.4, the Ricci flow
is expected to be unstable to perturbations around this solution. In
contrast the large black hole has no negative modes, and thus should
be stable.
2.5.5. Results
For this simple example the flows will be carried out on a coarse lattice
with ∆r = 0.05, taking ∆λ = 1×10−5 should easily satisfy the Courant
condition for numerical stability. The S (r, λ) component of the metric
is plotted for every 100 steps in λ.
Figure 2.8 is a plot of the S component of the metric under Ricci flow
seeded with initial data (2.38) with r0 = 0.33, α = −0.07 and γ = 0.1.
Since r0 <
2
3
this is perturbation about the small Schwarzschild black
hole fixed point. Clearly this set of initial data is unstable under Ricci
flow, demonstrating the action of the flow in the presence of a negative
mode of the Lichnerowicz operator. It is expected that this flow would
resolve to hot flat space, however since that fixed point is in a different
topological class the flow cannot reach it without appropriate surgery
(see §2.2.2) being carried out. In particular the size of the sphere is
shrinking to zero; it has been confirmed that after appropriate surgery
the end point of this flow is hot flat space [135].
A similar flow is shown in figure 2.9 with α = 0.1, again demonstrat-
ing the presence of the negative mode in the small Schwarzschild fixed
point. In this case the endpoint of the flow is a large Schwarzschild
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Figure 2.8.: Ricci flow applied to a Schwarzschild solution with r0 = 0.33,
α = −0.07 and γ = 0.1. The green line is the start of the
flow and the purple line is the end. The flow terminated with-
out reaching a solution as the sphere size on the horizon ap-
proached zero, presumably the endpoint of this flow is hot flat
space.
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Figure 2.9.: Ricci flow applied to a Schwarzschild solution with r0 = 0.33,
α = 0.1 and γ = 0.1.
black hole with the same temperature (the horizon size can be com-
puted from (1.21)). Since this fixed point is stable, the flow approaches
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it and then remains static for the rest of the simulation.
Contrast this with 2.10, the flow of a small perturbation around the
large Schwarzschild black hole fixed point, with parameters r0 = 0.8,
α = 0.25 and γ = 0.1. Since this fixed point is stable there are no
negative modes of the Lichnerowicz operator, the flow quickly smooths
out the perturbation and approaches the fixed point where it remains
until manually stopped.
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Figure 2.10.: Ricci flow applied to a Schwarzschild solution with r0 = 0.8,
α = 0.25 and γ = 0.1. The green line is the start of the flow
and the purple line is the end.
This example has given a practical demonstration of a number of the
issues discussed in this chapter, especially the problem with Euclidean
negative modes in the Ricci flow context. It has also served to highlight
some of the more technical issues raised in implementing the numerics.
In the next chapter we shall use the numerical techniques developed
here to study a more non trivial example, namely black holes in a
simple Kaluza Klein background, and shall obtain some novel results
in that setting.
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In this chapter, the algorithms introduced in chapter 2 are applied
to D-dimensional vacuum gravity in a Kaluza-Klein space, that is
S1 × RD−2,1. Firstly the current understanding of black holes in this
background will bee reviewed, followed by the method used in the ap-
plication of the algorithms, before presenting results.
3.1. Review
One of the richer aspects of studying GR in higher dimensions is the re-
laxation of the black hole uniqueness theorems. As discussed in §1.1.6,
in D = 4 a black hole space time can generally be characterised by a
set of conserved asymptotic parameters (or charges); fixing all of the
charges selects a single black hole space-time. The proof relies exten-
sively on the fact that D = 4, and indeed when D > 4 it is possible to
find discrete sets of black hole space-times (§1.4) with the same fixed
asymptotic parameters. This gives rise to the interesting possibility of
studying phase transitions in systems of black holes as several branches
of solutions may exist for a given set of asymptotic parameters.
The geometry of interest is asymptotically S1×RD−2,1, with D being
the dimension of the space-time; kept as a free parameter for now.
Since the space-time is static, it has a well-defined Euclidean section,
as discussed in §1.3, giving a Riemannian manifold with periodic time
circle. The geometry is then S1KK×S1τ×RD−2 with the Euclidean metric
on RD−2. The Kaluza-Klein (KK) circle has asymptotic proper length
2L and the Euclidean time circle has radius β. Spherical symmetry
is imposed so there is an SO (D − 3) isometry group. A visualisation
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of the spatial part of this manifold is given in figure 3.1, along with
Cartesian co-ordinates that will be used for the rest of the chapter.
L
y
x
Figure 3.1.: Cross-section showing the spatial circle and radial part of the
Kaluza-Klein geometry and associated Cartesian co-ordinates.
Each point hides the remaining S1τ × SD−3, where τ is the co-
ordinate on the S1 and a dimensional reduction will be carried
out over the remaining SD−3.
As introduced in §1.4.6, there are two well known branches of so-
lution [124]; a uniform string which has the geometry of a (D − 1)-
dimensional Schwarzschild solution wrapped around the Kaluza-Klein
direction, and a localised solution, which for small horizon radius, r0,
relative to L has a geometry close to a D-dimensional Schwarzschild
black hole. Numerical results have also hinted at the continuation of
the localised branch [165] when the radius approaches that of the com-
pact direction and a non-uniform string branch [257, 234, 155]. Each
of these types of solution is examined in more detail below.
3.1.1. Localised Black Holes
Figure 3.2 shows the geometry of the localised black hole solutions,
at least when the radius is small relative to the size of the compact
direction, in particular the horizon has topology SD−2. This branch of
solutions is known to an analytic expansion when the horizon radius
is small in units of L [120, 106, 151, 49, 107], however when the hori-
zon size is large no analytic metric is known. Previous numerical work
demonstrated the existence of these solutions [165, 235, 166], becom-
ing more and more deformed away from a D-dimensional Schwarzschild
metric as the radius approaches L. These solutions have only been ex-
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plored in detail for D = 6, however, and even then the known solutions
only cover a part of the branch.
r0
Figure 3.2.: Visualisation of the localised black hole on the Kaluza-Klein
geometry for small horizon sized black holes, r0  L.
Larger ranges of the solution branch are probed in this chapter, and
it is also demonstrated that, in principle, the method can be applied in
arbitrary dimensions. Solutions are found in the highly deformed re-
gion (r0 ∼ L) for various dimensions and it is demonstrated that they
posses one negative mode of ∆H , like the 4-D Euclidean Schwarzschild
solution. Increasing the size of the black hole decreases its tempera-
ture up to some minimum value, at which point ∆H has a zero mode;
passing through this point leads to a new set of solutions with two neg-
ative modes and where the size increases with temperature. This was
hinted at in [166] but the effect was subtle and somewhat inconclusive,
it is clear from the data presented here. The former solutions shall
be referred to as type I solutions, the latter as type II solutions. In-
terestingly the numerical data suggests that the mass varies smoothly
around the minimum temperature point in D = 5 which, as discussed
later, implies the existence of solutions with positive specific heat and a
Euclidean negative mode, a counterexample to the reverse of Whiting
and York’s result [253, 252] (§1.3.6). It is expected, and confirmed here,
that the solutions are bounded from above in size as they approach the
size of the extra dimension.
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3.1.2. Uniform Strings
Uniform strings are the product of a Schwarzschild-Tangherlini black
hole in (D − 1)-dimensions and a circle1, the metric is given explicitly
as;
ds2 = ds2ST + dx
2
=
(
1− r
D−4
0
yD−4
)
dτ 2 +
(
1− r
D−4
0
yD−4
)−1
dy2 + y2dΩ2D−3 + dx
2 (3.1)
where r0 is the size of the string horizon and dsST is the (D − 1)-
dimensional Schwarzschild-Tangherlini solution (§1.4). dΩ2D−3 is the
unit round metric on a D− 3 sphere; later on a dimensional reduction
will be carried out over the sphere to get a set of equations valid for any
D > 4. Note that this metric has translational invariance generated
by the Killing vector field ∂
∂x
, in addition to the usual Schwarzschild
Killing vectors. For the rest of this section the index x denotes the
circle direction, Roman indices are used for the remaining directions.
Since strings are just the simple product of Schwarzschild with a
circle, they inherit the usual 4-D Schwarzschild thermodynamic in-
stability, which preserves all the Schwarzschild isometries. Thus the
string Lichnerowicz operator has a translationally invariant negative
mode when acting on the string metric. This thermodynamic negative
mode is of the form Hthermoµν with;
Hthermoij = Hˆ
GPY
ij
Hthermoix = 0
Hthermoxx = 0
where HˆGPYij is the usual Schwarzschild GPY unstable mode.
Gregory and Laflamme [110, 111] found that the black string devel-
ops an additional negative mode when the compactification radius is
1The concept can be generalised to p-branes where the metric is the product of a
Schwarzschild-Tangherlini in (D − p) dimensions and a p-torus.
148
3. Kaluza Klein Black Holes
“too large”, or conversely the horizon radius is “too small”. The key
parameter is the dimensionless quantity;
ω =
2pir0
L
(3.2)
There is a critical value, ωGL, such that strings with ω < ωGL are
unstable against perturbations of a certain form. The unstable mode
consists of the usual Schwarzschild GPY mode with a non-trivial har-
monic x-dependance (strictly speaking, the following is relevant to the
Lorentzian extension of (3.1)), that is of the form;
HˆGLµν = exp
(
Ω2t
)
exp (ikx)Hthermoµν (3.3)
where
k =
2pi
L
=
ω
r0
is the wave-number of the perturbation.
Remembering that the Vacuum Einstein equations require;
Rµν
(
g + Hˆ
)
= 0
= Rµν (g) + 
[
∆LHˆ
GL
]
µν
+O
(
2
)
where  is a small expansion parameter. Since Rµν (g) = 0, the pertur-
bation must satisfy; [
∆LHˆ
GL
]
µν
= 0 (3.4)
to linear order in  for it to be a valid solution. Thus, if values of Ω > 0
exist where (3.4) is satisfied, then unstable perturbations of the form
(3.3) can exist (we have left out the details of boundary conditions
which can be found in [110]). Given a metric of the form (3.1), the
Lichnerowicz operator reduces to;[
∆D−1L Hˆ
GL
]
µν
= −k2HˆGLµν (3.5)
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where ∆D−1L is the Lichnerowicz operator in D − 1 dimensions on a
Schwarzschild-Tangherlini background.
GL found that a solution exists if Ω2 and k satisfy a particular re-
lationship. They solved this relation numerically and found that there
is dimension dependent critical value, kGL. For k < kGL, equation
(3.5) has a solution with Re (Ω) > 0, that grows exponentially in time,
however when k > kGL no such solutions have been found and the
perturbation is expected to be stable. Importantly, this analysis indi-
cates that there is a static mode with Ω = 0 at k = kGL, called the
GL threshold mode. This static mode can be Wick rotated and then
corresponds precisely to a zero mode of the Euclidean Lichnerowicz
operator [208]. Although Reall demonstrated that this zero mode of
the Euclidean Lichnerowicz operator can be related to the Lorentzian
GL threshold mode, for k < kGL there is no simple translation as the
boundary conditions are different. Whilst the modes do not corre-
spond between the Euclidean and Lorentzian cases, one would expect
that, by continuity, the Euclidean zero mode will continue to a full
Euclidean negative mode for k < kGL, and this is what is seen nu-
merically. Physically the critical wave-number is the largest harmonic
non-uniform mode that will “fit” in the extra dimension.
Of interest is the point at which the static non-uniform perturbation
exists, that the value of kGL where Ω = 0. Using (3.2) gives a critical
value for the dimensionless parameter2 as ωGL = r0kGL. Data for this
quantity has been gathered numerically in various places [110, 111, 159]
and is shown in table 3.1.
Table 3.1.: GL critical modes, ωGL, in various dimensions.
D 5 6 7 8 9 10 11
ωKL 0.876 1.27 1.58 1.85 2.09 2.3 2.5
2These conversions are necessary as the original GL work used a fixed value of
the parameter r0 and varied L. It doesn’t matter which parameter is fixed as
the invariant quantity is the ratio ω.
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To summarise, the Euclidean Lichnerowicz operator has one neg-
ative mode when evaluated on perturbations about the black string
background for all values of ω. This mode is the usual Euclidean
Schwarzschild thermodynamic negative mode. For ω < ωGL there is
an additional negative mode which has a non-trivial z dependance. As
a result, there is a zero mode of the Lichnerowicz operator precisely at
ω = ωGL. Further negative modes corresponding to harmonics of the
GL perturbation also exist, for example a negative mode due to the
second harmonic exists for ω < ωGL/2 and so on. These modes corre-
spond to branches of solutions with additional GL “wiggles” [60, 122].
3.1.3. Non Uniform Strings
Black strings are known to possess a Ricci-flat zero mode of the Lich-
nerowicz operator at a critical value of the dimensionless parameter
ω = 2pir0
L
= ωGL. Gubser [113] showed that this linear zero mode
persists for several orders of the perturbation expansion, and explicit
numerical work demonstrated that a new branch of solutions exists,
the non-uniform strings. No exact analytical metrics have been found
for this branch of solutions to date, however numerical simulations in
D = 5 and D = 6 have been carried out in [257, 155]. A detailed
study of the non-uniform branches in 6 ≤ D ≤ 11 was carried out in
[234]. Figure 3.3 shows an example of the geometry of the black string
horizon.
Figure 3.3.: Visualisation of a non-uniform black string on the Kaluza Klein
geometry.
Later in this chapter, more detailed numerical results will be pre-
sented for these branches of solutions, and using the methods intro-
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duced in chapter 2, the structure of the Lichnerowicz operator will be
investigated. It is also shown that the method adopted here can be
used to construct the non-uniform string branch for D > 6; although
only preliminary results have been obtained in that direction, they
are promising. This would be of interest for examining the proposed
change in behaviour in thermodynamics between D = 12 and D = 13
[233].
In the remainder of this chapter the numerical algorithms already
introduced will be used to study the localised black holes and non-
uniform strings. It has been proposed that in the highly deformed
region the localised black hole and non-uniform string branches merge
[157, 123, 158, 15], and recent work examining each branch is consis-
tent with this idea [256, 166]. Although this merger would involve a
topology changing event, Kol [157] has suggested a singular solution
able to provide the connection between the two branches. Studies of
the branches with sufficient proximity to the merger point [161, 234]
have been limited due to the difficulty in constructing highly deformed
localised black holes. Using our method we find that we are able to
get very close to the merger point on the localised black hole side, and
we compare the solutions to Kol’s suggested form near this point.
3.2. Problem Setup
Static black holes space-times have a time-like Killing vector field, ∂
∂t
,
vanishing smoothly on the horizon. A Wick rotation can be performed
to a Euclidean space-time, in which this Killing vector generates a
U (1) isometry, one is led naturally to work in the canonical ensemble
with the Hawking temperature T = 1
β
as the control parameter. As
in §1.3.5 and §2.5, the system is placed in a cavity at finite radius to
regulate the long wavelength modes; the inverse temperature is then
related to the proper size of the time-circle on the boundary by (1.19),
which is fixed by the induced metric. Similarly the size of the Kaluza
Klein circle, L, is fixed by the induced metric, as is the area of the
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cavity which will be taken to be  L.
Since the Einstein equations are scale invariant, one can compute
various quantities at a fixed value of L, then use the scale L to get di-
mensionless quantities. For example, one can construct a dimensionless
inverse temperature using µ = β/L (µ is the parameter used exten-
sively in Kol’s review [159]). These quantities can be meaningfully
compared with those calculated for any other value of L.
3.2.1. Domain
Firstly a suitable domain must be constructed on which to carry out
the numerics, taking advantage of all the space-time symmetries leads
to a relatively simple domain, shown in figure 3.4. An even simpler
version can be used for the non-uniform black string case. Additionally
a set of polar co-ordinates (also shown in figure 3.4) is introduced in
the localised case so that the horizon boundary can be constructed at a
constant lattice co-ordinate, thus employing the multiple grid method
discussed in §2.4.5. The finite cavity, acting as the IR regulator, is
placed along the y direction to introduce a cut-off at y = c1L/2. As
mentioned above, it is consistent to fix L = 2 as long as dimensionless
quantities are calculated for the final results.
3.2.2. Dimensional Reduction
To allow solutions to be constructed in any D > 4, a dimensional
reduction of the following very general metric is carried out over the
sphere components;
ds2 = gˆij (x) dx
idxj + f (x) dΩ2p
Greek indices run over the full metric gµν , lowercase Roman indices
over the dimensionally reduced metric gˆij , and uppercase Roman in-
dices over the round metric on a p-sphere, dΩ2p = GIJdx
IdxJ . In this
153
3. Kaluza Klein Black Holes
 x
y
r
Θ
Figure 3.4.: Diagram of the domain of interest for the numerical construc-
tion of localised black holes in Kaluza-Klein space. The right-
hand (green) co-ordinates are referred to as the Cartesian set
and the left-hand (orange) co-ordinates are the polar set. For
the strings, the domain is simply a rectangle, polar co-ordinates
are not required.
notation, the non-zero Christoffel symbols are;
Γijk = Γˆ
i
jk Γ
I
Jk =
δIJ∂kf (x)
2f (x)
ΓIJK = Γ¯
I
JK Γ
i
JK =
1
2
GJLgˆ
im∂mf (x)
The Ricci tensor breaks down into;
Rij = Rˆij −
p
2
∇ˆj
[
∂iS (x)
S (x)
]
− p
4
(∂if (x))
(
∂jf (x)
)
f (x)2
RIJ = (p− 1)GIJ +
1
2
gˆlm∇ˆl∂mf (x) +
(p− 2)
4
GIJ gˆlm
(∂mf (x)) (∂lf (x))
f (x)
where use was made of the Ricci tensor for a p-sphere, Rij = (p− 1) gij .
The Christoffel symbol Γ¯IJK is that computed for a unit p-sphere met-
ric.
In order to construct the Einstein-DeTurck operator, the gauge fix-
ing vector, ξ, must also be split into covariant and scalar parts. Using
154
3. Kaluza Klein Black Holes
the definition in (2.14), and denoting the background metric by a su-
perscript 0, gives;
ξi = ξˆi +
1
2f (x)
(
p∂if (x)− gˆijGLMG0LM gˆ0jm∂mf 0 (x)
)
ξI = 0
The gauge fixing vector appears in the Einstein-DeTurck operator with
the covariant derivative applied, this is;
∇IξJ = ∂I∇J − ΓλIJξλ
= − ΓlIJξl
= − 1
2
GIJ gˆ
lmξl∂mf (x)
Putting this all together gives the following for the Einstein-DeTurck
operator;
RHij = − 2Rij + 2∇ˆ(i ξˆ j) +
p
2f (x)2
(∂if (x))
(
∂jf (x)
)
+ p∇ˆj
(
∂if (x)
f (x)
)
(3.6)
RHIJ = GIJ
[
−2 (p− 1) + gˆlm∇ˆl∂mf (x)
+
(p− 2)
2f (x)
gˆlm (∂lf (x)) (∂mf (x)) + gˆ
lmξl∂mf (x)
]
(3.7)
These are the equations that will be used in the numerical calculations.
3.2.3. Metric Ansatz
Now a concrete metric ansatz may be written down. Since the di-
mensional reduction has been performed, an ansatz is required for the
gˆij portion of the metric and the scalar function f (x). The spherical
symmetry implies that the dimensionally reduced metric is on a three
dimensional base, thus p = D − 3. The ansatz for the localised black
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holes is;
dˆs
2
L,p = r
2Tp (r, θ, λ) dτ
2 + Ap (r, θ, λ) dr
2 +Bp (r, θ, λ) dθ
2
+ r sin θFp (r, θ, λ) drdθ (3.8)
fL,p (r, θ) = sin
2 θSp (r, θ, λ) (3.9)
dˆs
2
L,c = Tc (x, y, λ) dτ
2 + Ac (x, y, λ) dx
2 +Bc (x, y, λ) dy
2
+ yFc (x, y, λ) dxdy (3.10)
fL,c (x, y) = y
2Sc (x, y, λ) (3.11)
For the non-uniform strings, the ansatz is;
dˆs
2
S,c = y
2Tc (x, y, λ) dτ
2 + Ac (x, y, λ) dx
2 +Bc (x, y, λ) dy
2
+ yFc (x, y, λ) dxdy (3.12)
fS,c (x, y) = Sc (x, y, λ) (3.13)
where the co-ordinates x, y, r and θ are shown in figure 3.4, τ is the
Euclidean time co-ordinate and λ is the flow time. Subscripts L and
S refer to the localised black hole and black strings respectively, and
subscripts c, p refer to the Cartesian and polar co-ordinate charts where
relevant. The reference or background metric will be chosen to have
the same form, note that the background metric must share the same
isometries as the solution of interest to suitably restrict Ricci flow and
the Newton-Raphson method to that class of solutions.
It is assumed that Tp, Tc, Ap, Bc, Sp and Sc are positive-definite
bounded smooth functions, then using this form of the metric builds in
the correct topology of the manifold. Substituting the relevant ansatz
into (3.6) and (3.7) gives the equations which will be implemented in
the numerics, both using Ricci flow and the Newton-Raphson method.
For Newton-Raphson, one just evaluates these equations to compute
the Lichnerowicz operator whereas for Ricci flow the parabolic flow
(2.23) is computed. Results from the application of both methods to
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the localised black holes will be presented, however it will be clear
that the Newton-Raphson is more useful. Thus further results will be
presented using that algorithm alone.
3.3. Physical Quantities of Interest
3.3.1. Asymptotic Charges
Previous work [160] demonstrated that the solutions become more ho-
mogeneous in the Kaluza-Klein direction at asymptotic infinity, y →
∞, giving rise to two asymptotic charges - the mass and tension. The
mass is conserved in the Lorentzian setting and the tension is a non-
conserved quantity. The leading order correction to the asymptotic
metric is [160, 159, 124];
ds2 '
(
1− 2a
yD−4
)
dτ 2 +
(
1 +
2b
yD−4
)
dx2
+
(
1 +
2c
yD−4
)[
dy2 + y2dΩ2D−3
] (3.14)
where the radial co-ordinate is fixed by the sphere size. Mass, M , and
tension, σ, are given in terms of these asymptotic forms by [124, 159,
235];
M =
ΩD−3L
8pi
[(d− 3) a− b] , σ = ΩD−3
8pi
[a− (d− 3) b] (3.15)
The solutions can be verified to have this asymptotic form, and the
values of a and b can be extracted to compute the mass and tension.
One subtlety is that the co-ordinates used in the numerics may not be
the same as those in (3.14). For example, the leading order behaviour of
each component is not expected to be unity, and indeed this is observed
to be the case. Introducing the necessary co-ordinate transformations:
a constant scaling of the x and τ co-ordinates, and adaptation of the y
co-ordinate such that the (D− 3)-sphere has asymptotic area ΩD−3y2,
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the general form of the solutions is;
ds2 '
(
Tasym − a
′
yD−4
)
dτ 2 +
(
Aasym +
b′
yD−4
)
dx2
+ Sasym
[
dy2 + y2dΩ2D−3
] (3.16)
Key quantities may now be extracted, such as the inverse temperature
and Kaluza-Klein circle length. The inverse temperature is;
βasym =
2pi
κ
√
Tasym (3.17)
where the surface gravity is given by;
κ =
√
T
A
∣∣∣∣
horiz
The Kaluza Klein circle is
L = 2
√
Aasym (3.18)
By appropriate scaling of y, τ and x, the parameters a and b are
computed via the relations;
a =
a′
√
SN−4asym
2Tasym
, b =
b′
√
SN−4asym
2Aasym
(3.19)
One may ask why quantities such as L need to be computed when
they serve as control parameters for the solution and are fixed in the
initial data. The reason is that these parameters are fixed at a finite
value of the radial co-ordinate (the cavity wall) and thus the asymp-
totic behavior should be checked when extracting the thermodynamic
behavior of the solutions. In fact it is known that at least the proper
size of the Kaluza-Klein circle will be affected by the presence of a
localised black hole. That is the proper size at the waist of the horizon
will be different from the asymptotic value, due to what has been de-
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scribed as the “Archimedes effect” [159]. The presence of a black hole
causes the compact direction to expand in proper size at the waist. If
the proper size is fixed some finite distance away from the black hole,
then it is clear that the asymptotic proper size will be different. This
is summarised in figure 3.5.
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Figure 3.5.: Demonstration of the “Archimedes” effect for localised black
holes in Kaluza-Klein space and the need for asymptotic ex-
traction of fixed parameters such as the Kaluza-Klein circle size
L. The centre (red) ring, L = LBC , is the control parameter
set in the initial data, and preserved in the solution. However,
the left (green) ring with L = L∞ is the correct asymptotic
value of the circle size. Due to the Archimedes effect these
quantities differ.
In §3.2 it was noted that dimensionless quantities must be used,
obtained by dividing through with appropriate powers of the Kaluza-
Klein circle size L. For example, the dimensionless mass is M/LD−3
and the dimensionless tension is σ/LD−2.
A subtlety arises in that the metric functions must have settled down
to their asymptotic values before the values of the constants a and b
are read off. In particular, the inhomogeneous modes in x must have
decayed and the homogenous modes must be well approximated by
the asymptotic form given in (3.14). From a D − 1 dimensional per-
spective, the inhomogeneous modes asymptotically appear as massive
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Kaluza-Klein modes and decay exponentially with rate controlled by
the wavelength in x. On the other hand, the homogenous modes are
massless, having a power law decay in y. For any reasonable choice
of the cavity location (later results are shown for c1 = 1, 3, 6 and 10)
the inhomogeneous modes have essentially vanished, however a much
larger cavity is required for the homogenous modes to be approxi-
mated by (3.14). In figure 3.6 an example in given of a solution for
c1 = 3, it is clear that the inhomogeneous modes have died down to
|minT (x, c1)−maxT (x, c1)| ∼ 1.05 × 10−5 near the boundary. Fig-
ure 3.7 shows that (3.14) is clearly not a good approximation for the
homogenous modes, even at the boundary.
Working around this subtlety can be achieved by integrating up the
Einstein equations with no x dependance, which are then ordinary
differential equations (ODE). Suppose a solution has been found with
metric functions taking values X?i on the boundary of the numerical
domain, and assume they are homogeneous in x thus the value is the
same at any point on the Kaluza-Klein circle. For arguments sake
say the value is read off in the middle of the domain, giving X?i =
Xi
(
L
2
, c1
)
; these values are used as initial data to numerically integrate
the homogeneous Einstein equations (which are now ODEs) out to a
much larger radius of y = 1000L. The values of the metric functions
can then be extracted from the solution to these ODE’s, denoted X∞i ,
as well as the coefficient of the leading order y dependance to give the
values of a and b in (3.15).
In the results section it will be demonstrated that even though the
difference between X?i and X
∞
i is small, this asymptotic improvement
method is required to accurately determine the physical charges due to
their dependence on the fall off. The fit shown in figure 3.7 is calculated
as T (0.5, y) ∼ 3.75748−1.6413y−1, using the asymptotic improvement
procedure gives the values T (0.5, y) ∼ 3.9823 − 2.730y−1. It is clear
that the value of the constant piece is already close to its asymptotic
value, that is T ? ∼ T∞, thus quantities only depending on the constant
piece, like µ, will be little affected by this procedure. However, the fall
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Figure 3.6.: Plots of T (x, y) at constant y slices for a type I localised so-
lution with c1 = 3 and D = 5. The top plot shows a slice
from y = 0.7 in purple squares and a slice from y = 3.0 in
blue diamonds. Clearly the inhomogeneity in x has died down
significantly by the outer boundary, but it is non trivial in the
interior (note that the absolute values have been shifted to
aid comparison with slices at different values of y). The bot-
tom plot shows that some inhomogeneity still remains at the
boundary.
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Figure 3.7.: Attempt at fitting T (0.5, y) to a + by−1. Clearly the fit is
noticeably different from the solution at y = c1. Given the
sensitivity of the asymptotic charges to these parameters, this
is not a good enough fit.
off term is very different asymptotically, thus quantities such as the
mass or tension will be inaccurate without this improvement method.
3.3.2. Geometry
Also of key interest is the geometry of the solutions, especially for those
approaching the highly deformed area. A summary of the geometric
quantities that will be calculated is given in table 3.2 along with the
formulae used for computing them.
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These quantities are made dimensionless by dividing by appropriate
powers of L.
The following quantity is also computed;
λ =
Rmax
Rmin
− 1
defined by Gubser [113] as an order parameter describing the non-
uniformity of the strings. A similar definition exists in the localised
case, the area eccentricity  [159];
 =
Apol
Aeq
− 1
3.3.3. Thermodynamics
Both asymptotic charges given in §3.3.1 satisfy a generalisation of the
First Law (see (1.12)) to the Kaluza-Klein case;
dM = TdS + σdL (3.20)
where S is the entropy given by S = A/4. The First Law can be
integrated up to give a Smarr-type relation [160] like that in (1.13)4;
(D − 3)M = (D − 2)TS + σL
Dividing through by the appropriate powers of L gives the Smarr Law
in terms of the dimensionless quantities;
M
LD−3
=
D − 2
4 (D − 3)
A
LD−2
1
µ
+
1
D − 3
σ
LD−2
(3.21)
3Indicates which type of solutions this quantity is valid for, L(I) means localised
type I, L(II) localised type II and S refers to the non uniform strings.
4The coefficients can be obtained by considering the change in the extensive ther-
modynamic variables under a scaling of the Kaluza-Klein circle length and using
(3.20).
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his relation is used later to test the convergence of the numerical meth-
ods and to verify that the asymptotic improvement method gives sen-
sible results.
The inverse temperature can also be extracted by using (3.17). The
free energy is computed from the relation;
F = M − A
4β
For Euclidean static solutions, the free energy is related to the action
by;
I = βF
Again these thermodynamic quantities will be divided by appropri-
ate powers of the Kaluza-Klein circle size L. The control parameter is
the dimensionless inverse temperature, defined as µ = β/L, this is the
quantity used by Kol in [159] to parametrise the various solutions.
Finally, the reduced tension, n, defined by [124];
n =
σL
M
(3.22)
is also computed. This quantity is the most difficult to calculate nu-
merically as it is the ratio of the two asymptotic fall-offs, and is thus
the most sensitive to numerical errors. Nevertheless it is useful as
it varies monotonically along the entire solution range from localised
black holes to non-uniform strings. Furthermore this quantity has been
used extensively in previous works [124, 256, 166] so provides a useful
comparison.
Proper Horizon Embeddings
It will be helpful to visualise the physical shape of the horizon for both
the strings and localised solutions by embedding a cross-section into
flat Euclidean space. For the localised metric the horizon is given by
a τ = const., r = 0 slice of the polar metric; for the strings it is a
165
3. Kaluza Klein Black Holes
τ = const., y = 0 slice. That is;
ds2horiz =
{
B (θ) dθ2 + S (θ) dΩ2p : localised
A (x) dx2 + S (x) dΩ2p : string
An embedding can be constructed by generating a volume of revolution
of y = f (x′) in flat Euclidean space ds2E = dx
′2 + dy2 + y2dΩ22. The
curve gives;
ds2E =
(
1 + f ′ (x′)2
)
dx′2 + f (x′)2 dΩ22
In the localised metric, the function is found from;
f (x′) =
√
S (θ)(
1 + f ′ (x′)2
)
dx′2 = B (θ) dθ2
Combining these equations gives the curve parametrically as;
x′ (t) =
∫ t
0
dθ
√
B (θ)− S
′ (θ)
4S (θ)
y (t) =
√
S (t)
In the string case, B (θ) and S (θ) are replaced with A (x) and B (x)
respectively, and the integration is performed over x.
3.4. Numerical Details
In this section the concrete numerical construction will be introduced
to find the two branches of solutions highlighted above. In doing so
we will comment on the utility of these algorithms and the ease with
which they can be implemented.
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3.4.1. Numerical Lattice Setup
Covering the domain shown in figure 3.4 can be achieved by using
one two dimensional lattice for the uniform string and two overlapping
lattices for the localised black hole. Two lattices are required for the
localised black hole to cover the horizon boundary accurately, a near-
horizon grid in the (r, θ) co-ordinates and an asymptotic grid in (x, y)
co-ordinates; these grids are referred to as polar and Cartesian grids
respectively. The Cartesian grid will have Nx×Ny points and the polar
will have Nr × Nθ points, with spacings ∆x, ∆y and ∆r, ∆θ respec-
tively. This improves on the work in [165]; in that paper, a single grid
was used with a co-ordinate system which smoothly matches between
the horizon and asymptotic boundary. Doing so, however, means there
must be a singular point as the horizon topology is different from the
asymptotic region. In these co-ordinates the metric functions must
also have singularities which are difficult to deal with numerically.
An example of the treatment here is shown in figure 3.8, the polar
grid and Cartesian grids have extents;
{r, θ} ∈
{[
−∆r
2
, p1
]
,
[
−∆θ
2
,
pi
2
+
∆θ
2
]}
{x, y} ∈
{[
−∆x
2
, L+
∆x
2
]
,
[
−∆y
2
, c1 +
∆y
2
]}
Half lattice spacings have been added to give phantom points where
appropriate. The Cartesian grid has a quarter circle of radius p1 cut
out at the origin so that its boundary lies in the middle of the polar
grid, where the transformation between these two grids is given by;
x = (r + rh) sin θ y = (r + rh) cos θ
r =
√
x2 + y2 − rh θ = tan−1
(y
x
)
(3.23)
with rh the location of the horizon. One should note that the value
of rh is not physical, it can be regarded as a configuration parameter
for the numerical domain, so long as it is non-zero. Due to the tensor
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nature of the Einstein-DeTurck operator, the interior of the overlap
region will agree between the patches as long as the two patches agree
on the edges. Matching of the edges is taken care of by using third-
order interpolation to fill the edge of one patch from the interior of the
other patch.
The uniform string domain doesn’t have the quarter circle piece cut
out so it can be represented entirely on a single Cartesian lattice with
extent {x, y} ∈ {[−∆x
2
, L+ ∆x
2
]
,
[−∆y
2
, c1 +
∆y
2
]}
.
Given the expected asymptotic form in §3.3, more grids can be added
in order to reduce the computational load. Since the modes inhomoge-
neous in the circle direction decay exponentially, a progressively lower
lattice spacing in the x direction can be used by introducing multiple
Cartesian grids out towards the asymptotic boundary with a coarser
lattice in x. This has the effect of increasing the number of lattice sites
close to the “interesting” region of the space-time for the equivalent
computational load.
Calculations will be carried out on various sized lattices. The final
form of the lattice is shown in figure 3.8 below. The interpolation points
used to match up the polar and Cartesian patch for the localised black
hole are shown in figure 3.9. Both figures are generated for lattices
with spacing ∆x = ∆y = ∆r = ∆θ = 1
20
.
3.4.2. Boundary Conditions
Cutting out a domain of the shape shown in figure 3.4 is possible due
to the symmetry properties of the space-time. Note that there are
no physical boundaries in the space-time apart from the asymptotic
cut-off, so boundary conditions arise from demanding regularity and
imposing symmetry. There are four (three) types of boundary on the
domain for the localised black hole (black string) which are indicated
on the diagram in figure 3.10, these are described in more detail below
with reference to the general discussion in §2.4.2.
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Figure 3.8.: Localised lattice setup for both Cartesian and polar grids. Blue
crosses are interior points, updated using finite differencing
or appearing in the discretized Lichnerowicz operator, orange
points are interpolated from the overlapping lattice and dark
blue points are updated using boundary conditions.
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Figure 3.9.: Localised lattice showing the interpolation scheme for over-
lapping lattice points (orange points in figure 3.8). The blue
crosses are the exact transformed location of the interpolated
point, while the red points are those used to interpolate its
value to third order.
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Figure 3.10.: Boundary diagram and categorisation for the Kaluza-Klein
domain, the left hand figure is for localised black holes and
the right hand figure is for black strings. Boundary types and
treatment are described in the text.
• Horizon Boundary (Type H)
As in §2.5, the Einstein equations are demanded to be regular
here. Performing a series expansion around the horizon in the
normal co-ordinate shows that the metric functions must satisfy;
∂Xi
∂n
∣∣∣∣
n=0
= 0 , Xi ∈ {T,A,B, F, S} , n =
{
r : localised
y : string
(3.24)
T |n=0 = κ2
{
A|n=0 : localised
B|n=0 : string
where κ is a constant encoding the surface gravity. The constancy
of κ ensures that the geometry can be made regular everywhere
on the horizon for a fixed choice of time circle size.
These boundary conditions can be implemented in the numerics
in the same manner as in §2.5; by placing the real boundary
between two lattice points and setting the unknown phantom
lattice point equal to its neighbour across the boundary. The
surface gravity condition can be implemented by simply setting
the value of T to that of A (or B) at the lattice sites on either side
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of the boundary (to ensure its normal derivative still vanishes).
• Mirror Boundary (Type M)
The domain must respect the periodicity induced by the com-
pactified Kaluza-Klein circle. Since the domain covers half the
Kaluza-Klein direction this can be implemented by demanding
that the metric is even around the centre line, x = L/2, and the
periodic boundary x = 0. It suffices to set the x derivatives of
the metric functions to zero at these edges (except for F as it
has an odd prefactor in the metric ansatz), that is;
∂Xi
∂x
∣∣∣∣
x=0,L/2
= 0 , Xi ∈ {T,A,B, S} , F |x=0,L/2 = 0
Again this Neumann boundary condition can be implemented on
the lattice in the same way as the horizon boundary.
• Asymptotic Cutoff (Type A)
Placing a spherical cavity at y = c1L/2 corresponds to fixing the
induced metric along the boundary, thus determining all metric
components except those normal to the boundary, where the con-
ditions are supplied by ξµ|∂M = 0. These boundary conditions
are implemented in exactly the same way as in §2.5, but now
Dirichlet data for both B and F must be determined by solving
ξx = 0 and ξy = 0 simultaneously.
• Symmetry Axis (Type H)
Localised black holes have an axis of symmetry in the space-
time, from the point of view of the numerics this is identical to
the horizon boundary. A similar method can be used to find the
appropriate boundary conditions here; that is a series expansion
about the boundary in the normal co-ordinate. This procedure
leads to Neumann boundary conditions again, as well as a regu-
larity condition;
B|axis = S|axis
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ensuring there are no singularities along the axis. Unlike the
horizon, there is no constant of proportionality as the shrinking
sphere has non-zero curvature (associated with unit radius) thus
fixing the constant to unity.
3.4.3. Initial Data
Localised Black Hole
Initial data for the localised solutions will be provided by gluing to-
gether a Schwarzschild-like piece near the horizon to a flat metric in
the asymptotic regime. The gluing is achieved in a smooth manner
with the function Λ (x;xmin, xmax) defined by;
0 : x ≤ xmin
1
2
(
1− tanh tan
[
pi
(
x−xmin
xmax−xmin − 12
)])
: xmin < x < xmax
1 : x ≥ xmax
(3.25)
The initial data is constructed as;
g0 = Λ (r + rh; i0, i1) g
(1) + (1− Λ (r + rh; i0, i1)) g(2) (3.26)
which smoothly interpolates between the metric g(1) and g(2) in the
region i0 ≤ r + rh ≤ i1, such that for r + rh < i0, g0 = g(2) and for
r + rh > i1, g
0 = g(1). The near horizon and asymptotic forms of the
metric are given by;
g(1)µν dx
′µdx′ν =
t0
4r20
dτ 2 + dx2 + dy2 + y2dΩ2p
=
t0
4r20
dτ 2 + dr2 + (r + rh)
2 (dθ2 + sin2 θdΩ2p)
g(2)µν dx
′µdx′ν =
r2
r20
dτ 2 + dr2 +
(
r2 + r20
) (
dθ2 + sin2 θdΩ2p
)
(3.27)
with g(2) in the Cartesian patch given by applying the co-ordinate
transformation (3.23).
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From previous work [135] it is known that the type I localised so-
lutions have one negative mode. It will be seen that this initial data
has a non-empty intersection, Σ, with the surface spanned by the non-
negative modes for some values of β and is thus suitable for the root
finding algorithm from §2.2.5. This data also has the property that
it satisfies all the boundary conditions, with the value of the surface
gravity constant;
κ =
√
T
A
∣∣∣∣∣
horizon
=
1
r0
There are two parameters describing a initial data point, t0 and r0.
Using the definition of β from (1.19), and noting that the τ co-ordinate
has period 2pi/κ from the near horizon expansion (1.20), gives β =
pi
√
t0. Fixing a particular temperature therefore determines the choice
of t0 and leaves one free parameter, r0, thus giving a one-parameter
family of initial data for the root finding procedure. This method will
be demonstrated in the next couple of sections, and it will be clear
why the Newton-Raphson algorithm is more robust. A solution with
any sensible value of r0 can be used for Newton-Raphson, assuming a
solution exists for the given β which determines t0.
Black String
Black strings have a known analytical form, given in (3.1). It is useful
for the background metric to have certain properties that make finding
and analysing non-uniform strings easier. In particular, the radial co-
ordinate, y, should be a proper distance co-ordinate and the horizon
should be located at y = 0, thus the following is used as the background
metric;
ds2 =
r20y
2
y2 + r20
dτ 2+dx2+dy2+
√
y4 + [1− Λ (y; i0, i1)] r40dΩ2D−3 (3.28)
Note that in co-ordinates defined by this background metric there is
no closed form solution for the uniform string, it is a good test of the
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code to find the uniform string numerically in these co-ordinates and
verify that it has the same properties as (3.1). With this metric, κ = 1
and β = 2pi limy→∞
√
gττ = 2pir0. Later a method for locating the
non-uniform string branch will be demonstrated using this seed data.
3.5. Ricci Flow
Ricci flow was applied to find solutions of the localised branch using the
root finding algorithm discussed in §2.2.5. It is expected from previous
work [135] that small black holes exist for a range of β and that they
have one negative mode, thus the set P is co-dimension 1 and locally
divides the space of geometriesM into two halves (much like in figure
2.3), denoted P and M . The range of solutions with one negative
mode will be known as type I localised solutions; later solutions are
found with two negative modes which will be called type II localised.
Ricci flow is elegant in that it can give geometric information about
M even if it can’t locate a solution exactly - however this shortcoming
can be partially remedied with the root finding algorithm. Of interest
in this case is the behavior of flows that start close to P on either the
P or M side. One might expect that one of these flows will follow
the behavior of the flow under the 4D Schwarzschild negative mode,
as seen in §2.5, and indeed this is what happens. The horizon sphere
size shrinks to zero in a singular way and it is expected that, resolving
the flow through this singularity, it would continue to hot Kaluza-
Klein space. A more subtle question is what happens to the other
flow; for the Schwarzschild in a cavity case considered earlier, the flow
approaches the large black hole fixed point which is stable. In the
asymptotically flat limit the horizon grows continuously and fills the
entire space, there is no longer a stable fixed point. In Kaluza-Klein
space one would not expect the same thing to happen, for r0  L there
is unlikely to be a localised solution given that it would be very highly
deformed. Ultimately the end point of the flow is likely to be a uniform
string which is topologically different from the localised black holes. A
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similar behavior is expected in that the flow hits a singularity, although
with the time circle shrinking to zero, which if continued would flow
to a large black string.
To test out these predictions, the Ricci flow is simulated explicitly
using the procedure discussed in §2.4.3 and the construction given
above. A relatively coarse lattice is used for Ricci flow, with grid
parameters given in the table below;
Lattice Geometry Nr Nθ Nx Ny rh p1 c1
20× 60(RF) 20 20 20 60 0.2 0.7 3.0
Table 3.3.: Lattice parameters used to simulate Ricci flow for the localised
type I solutions.
Initial data is provided by (3.27), and for these simulations the back-
ground metric, gˆ, is chosen to be equal to the initial metric.
3.5.1. Results
Figure 3.11 shows the time-circle 2-sphere area and horizon area against
flow time for three flows at a fixed5 µ = 1.575 with different val-
ues of the parameter r0/L. The green data points show a flow with
r0/L = rcritical/L close to that of an initial datum lying in the set Σ;
that is, an initial datum flowing to an exact solution at this µ. This
flow has been obtained using the root finding procedure discussed ear-
lier, giving rcritical/L = 0.315795. A flow with r0 > rcritical where the
horizon sphere shrinks to zero is plotted in green, and a flow with
r0 < rcritical in red where the time-circle shrinks. These were the two
qualitatively expected behaviours, however it is also clear the reverse
behaviour occurs - when the time circle shrinks, the horizon expands
and vice-versa.
5Note that physical quantities are made dimensionless with respect to the fixed
Kaluza-Klein circle size in the initial data. There is a slight subtlety; ideally the
asymptotic circle size should be used to get dimensionless quantities, however
the Ricci flow produces no actual solution to compute this. In any case the error
introduced is small, especially for the relatively small localised holes displayed
here.
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In figure 3.12 the proper embedding of the horizon is plotted with
flow time showing that the horizon shrinks and expands in a regular
way, as expected. Note that the symmetry axis seems unaffected by
the change in horizon size.
If an initial data close to Σ is chosen then the flow will be in the
vicinity of the fixed point of interest for a large proportion of the total
flow time. While in this region, the metric functions will not vary by
much, thus the physical measurements will be largely constant, as can
be seen for the flow at rcritical. One can, therefore, take a snapshot of
the flow in this region to compute physical properties of the solution.
Quantities computed from the snapshot will, of course, not be exact
since the flow never actually reaches the solution, but for a reason-
able number of iterations of the root finding algorithm one can expect
to get fairly accurate data. Indeed, in the above example, taking a
snapshot of the flow at λ ∼ 1.5 ought to give a good representation
of the solution. A demonstration of the behaviour of the root finding
algorithm is shown in figure 3.13 which shows all the flows obtained
during the operation of the root finding algorithm for one solution.
It is clear that, in this instance, the root finding algorithm has been
relatively successful. A one-parameter set of initial data that intersects
P is known, at least for µ near this value, and it is straightforward to
determine which side of P a flow lies by the behaviour at the end of
the flow. It is relatively trivial to automate this process and this has
been done for a range of µ. Figure 3.14 shows the upper and lower
bound obtained on rcritical/L against µ (in fact the intervals are refined
to such a high precision that it is not possible to distinguish between
the upper and lower ends, in later figures it is more obvious) and the
horizon “radius” for a fixed point.
For the initial data in (3.27), the parameter r0 physically determines
the horizon size of the Schwarzschild-Tangherlini solution used to gen-
erate the data, and it is immediately apparent in figure 3.14 that the
initial horizon size increases much more quickly than the fixed point
horizon size with β. Even for a relatively low µ ' 1.65, the initial
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Figure 3.11.: Proper area of the horizon and size of the time circle on the
symmetry axis for Ricci flow applied to three sets of initial
data, all with µ = 1.575.
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Figure 3.12.: Proper embedding of the horizon for Ricci flow applied to
three sets of initial data, all with µ = 1.575.
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Figure 3.13.: Plot of horizon area against flow time for all the flows ob-
tained during the convergence of the bracketing procedure to
a solution with µ = 1.575.
horizon diameter is no longer small relative to the Kaluza-Klein circle
size. Beyond this range of µ, the algorithm broke down - in particular,
it was no longer possible to observe two different end-state behaviours
of flows which is an essential step in the algorithm. This could either
be because there are no solutions or that the family of initial data
fails to intersect the surface P for higher values of µ. We shall find
later that the Newton-Raphson method is able to locate solutions up
to µ ' 3.9, so the root finding method presented here only probes a
relatively small range. Indeed this suggests the most likely reason for
the failure is that the initial data doesn’t intersect P for the whole
range of the control parameter µ.
Plots of the horizon area and other thermodynamic variables are
shown in figures 3.15 and 3.16, covering the small range of µ that can
be explored via this method. Roughly speaking, there are two sources
of error common to both Newton-Raphson and Ricci flow; finite lat-
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Figure 3.14.: Intervals of r0L−1 containing an initial data that asymptotes
to a solution of the Einstein-DeTurck equation for various
values of µ.
tice spacing effects and boundary truncation errors. Using the root
finding algorithm introduces a third source of error, the finite size of
the “interval” around rcritical. This translates into how closely the flow
approaches the fixed point before diverging along one of the negative
modes, and thus how closely the snapshot represents the fixed point.
Results obtained using Newton-Raphson on this lattice setup are plot-
ted on the same figures. Note that when the Newton-Raphson flow
is examined in more detail, more accurate data is obtained using a
finer lattice and the numerics are tested properly, here a rough set of
Newton-Raphson data is shown for comparison only. From figure 3.16
it is clear that Ricci flow has a much higher bracketing error at lower
values of µ for a fixed bracket size; in other words if the size of the
interval obtained from the root finding algorithm is fixed, then at lower
values of µ the two flows at either end of the interval lie further from
the real solution and introduce more error.
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Figure 3.15.: Horizon area and mass extracted from Ricci flows for the
range of µ over which the root finding procedure converged
together with that obtained from Newton-Raphson. An ana-
lytical approximation is also shown for the horizon area from
[106].
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Figure 3.16.: Tension and free energy extracted from Ricci flows for the
range of µ over which the root finding procedure converged
together with that obtained from Newton-Raphson.
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3.5.2. Analysis and Discussion
Ricci flow has the advantage of being relatively simple to construct,
and in the case of one negative mode the root finding algorithm is also
easy to implement. The simplest discretization and finite differencing
methods were chosen here to demonstrate its usefulness in generating
meaningful results, however there are other ways in which Ricci flow
could be implemented to improve its efficiency. For example using a
fully implicit algorithm which is unconditionally stable, allowing the
flows to advance at a faster rate. It has also been shown that Ricci
flow gives geometrically useful information about the structure of M
and can give useful results about the fixed points themselves.
Data has only been presented for the type I localised black holes,
and an attempt has not been made to find type II solutions or non-
uniform strings with Ricci flow. In principle this should be possible,
but the matter is complicated by the presence of two negative modes
in both of these cases; while the same algorithm can be applied, the
implementation is trickier. In particular, deciding how to tune the
initial parameters given the end state of the flows in an automatic
manner becomes less clear. Even for the type I black holes, although
the method is trivial to implement it is somewhat fiddly to operate.
Using the initial data (3.27) only a small range of the control parame-
ter µ can be probed, and even within the available range the value of
r0 must be tuned quite precisely to get a reasonable approximation to
the solution. Indeed, it is expected that the precision with which this
parameter must be tuned is linked to the radius at which the asymp-
totic boundary is cut off, since the rate at which a flow approaches a
fixed point is dominated by the lowest eigenvalue. This is in turn gov-
erned by the radius of the asymptotic cut off; taking the cut off to be
further out will decrease the magnitude of the lowest eigenvalue, and
removing the regulator will give a spectrum which is continuous down
to zero eigenvalue. Practically speaking, r0 must be tuned sufficiently
accurately so that the flow approaches a fixed point for a considerable
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flow time; in this case, tuning r0 to 10
−6 gave flows that remained near
the fixed point for 1 < λ < 2 before diverging to a singularity. Tak-
ing the asymptotic cut off to be further out would only increase the
precision with which r0 must be tuned, and this introduces another
source of systematic error in addition to the finite lattice size effects
and boundary truncation.
Whilst being conceptually elegant and simple to implement, Ricci
flow suffers from the advertised problem with negative modes at the
fixed point. Although the root finding algorithm introduced in §2.2.5
provides a mechanism to remedy this it does so at the cost of compu-
tational time and an added source of systematic error.
3.6. Newton Raphson Flow
Implementing Newton’s method is considerably more difficult than
Ricci flow, firstly the system must be recast in a vector language,
then numerical differentiation of RH must be implemented and finally
some method must be constructed to solve ∆Hx = RH (g) for x. The
stabilised Bi-Conjugate gradient algorithm (BiCGSTAB) [201] is the
method of choice as it gives excellent convergence and runs very fast
on a sparse system such as this. A variety of lattices are used and some
detailed parameters are given in table 3.4. Note that the lattices used
are actually more complex, several coarser grids are used to reduce
the computational load, extending the lattice out to c1 = 10.0 with no
transform between them. Most of the results presented are based on
what is referred to as the 80× 240 lattice in table 3.4, this consists of
an inner polar grid with the prescribed parameters and Cartesian grid
with the same number of grid points, extending to y = 3.0. Between
here and the cutoff point at c1, progressively coarser grids are used
where the solutions are expected to be much more homogenous in the
compact direction x.
Once this technology has been constructed, finding solutions is com-
paratively straight forward, with one proviso. One must find an initial
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Lattice Geometry Nr Nθ Nx Ny rh p1 c1
20× 60 20 20 20 60 0.2 0.7 10.0
40× 120 40 40 40 120 0.2 0.7 10.0
80× 240 80 80 80 240 0.2 0.7 10.0
160× 480 160 160 160 480 0.2 0.7 10.0
80× 240 (O1) 80 80 80 80 0.2 0.7 1.0
80× 240 (O3) 80 80 80 240 0.2 0.7 3.0
80× 240 (O6) 80 80 80 240 0.2 0.7 6.0
Table 3.4.: Lattice parameters used to obtain Newton-Raphson flow solu-
tions. For black strings, the polar grid is not used. As noted
in the text, Ny refers to the number of grid points on the in-
ner most Cartesian grid, which extends to y = 3. Additional
coarser grids then extend out to y = c1 where c1 > 3.
data that lies within the basin of attraction of the solutions. This is a
generic problem with the Newton method and requires some trial and
error, a little intuition about the solution space combined with some ex-
perimentation suffices in most situations encountered here. For exam-
ple, using the initial data discussed above (3.27)-(3.27) with r0/L = 0.3
easily gives convergence directly to a D = 5 type I localised solution
with µ ' 1.533 using Newton-Raphson. In other cases it is possible to
use Ricci flow to get within the basin of attraction of a solution.
With a solution located for a particular value of µ it is much simpler
to use this as a seed for neighbouring solutions; a method to do this
in introduced below. A method for constructing an initial data that
is within the basin of attraction of the non-uniform solutions is given,
using knowledge of the Gregory-Laflamme instability.
3.6.1. Techniques
Exploring Solution Branches
Given one solution in a range of the control parameter, an initial data
for a neighbouring solution can be constructed by perturbing the in-
duced metric on the boundary, thus changing the temperature; this is
done in a smooth way using the glueing function introduced in (3.25).
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The perturbation used is;
δg = αΛ
(
y;
(c1 − 1)L
2
,
c1L
2
)
dτ 2
where α adjusts the size of the perturbation; note that α does not
directly correspond to the change in the control parameter, δµ, but it
is of the same order of magnitude. It is also critical that a background
metric with the same temperature is used; this can be generated by
subjecting the original background metric to the same perturbation or
using the initial data in (3.26) with the new temperature. The former
is easier to implement, however at lower lattice resolutions this can
lead to a failure to converge because the perturbation builds up in the
background metric with each step along the branch. For small values
of α one should remain in the basin of attraction of the solution with
the new value of µ.
Once two or more solutions in close proximity have been found, linear
or quadratic extrapolation can be used to generate an initial data even
closer to the fixed point for the next value of µ.
Passing Extrema of the Control Parameter
Using a perturbed solution as an initial data, as described in the last
section, is a very effective method of exploring a branch of solutions.
A subtlety arises when there is a minima or maxima of the control
parameter at some point, µ = µ?, along the branch. Numerically this
manifests itself as a failure of the Newton-Raphson algorithm past a
particular value of µ, but where most physical observables look con-
tinuous. This is precisely the behavior observed in the D = 5 type I
localised solutions. In figure 3.17 the horizon area (Ah) and axis length
(Laxis) are plotted against µ; it is clear that there are no solutions above
µ = µ? = 3.38 but the axis length looks continuous, thus one suspects
that there are more solutions and the problem is that a maximum of
µ has been reached.
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Figure 3.17.: Plot of AL−3 and Laxis against µ near the extrema in µ for
D = 5 and c1 = 10 on a 80× 240 lattice (see table 3.4). The
purple squares are Laxis and the green triangles are AL
−3.
To pass through the maxima an initial data is needed with has
µ < µ? but within the basin of attraction of the type II solutions.
The technique adopted is to extrapolate an initial data with a lower
µ using the type I solutions near the suspected maxima; thus a physi-
cal quantity must be identified that varies monotonically through µ?.
From figure 3.17 it is clear that Laxis is such a quantity. About the
maxima, µ should vary quadratically with Laxis so an initial datum
can be generated by fitting a quadratic to the Laxis (µ) curve and then
extrapolating to values of Laxis > Laxis (µ?). An example is shown in
figure 3.18.
This technique works very well in practise and gives a full branch
of type II localised solutions when combined with the perturbative
solution generating method introduced in the last section.
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Figure 3.18.: Plot of µ against Laxis showing the continuous nature of other
quantities, and clearly showing the extrema in µ for D = 5
and c1 = 3. The data is fitted with the line µ = 1.37889 +
7.26502Laxis − 6.55027L2axis, giving the critical value at the
turning point of µ? ∼ 0.555.
Finding Non-uniform Strings
In §3.1 the GL marginal point was introduced, ωGL, and values were
presented for the marginal point in multiple dimensions in table 3.1.
Noting that the Kaluza-Klein circle size has been fixed to L = 2, the
marginal mode is given by a critical horizon size. The horizon size
is indirectly controlled through the inverse temperature of the black
string. In the analytic metric for the black string, (3.1), with which
the GL calculations are carried out, the inverse temperature is given
by;
β =
4pir0
D − 4 =
4ω
D − 4 (3.29)
where (3.2) is used to get the second part. Using the values in table
3.1, the critical inverse temperature, βGL, of the GL marginal mode
can be found.
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Initial data in the basin of attraction of the non-uniform string
branch is tricky to construct as no non-translationally invariant an-
alytic form is known to use as a starting point. From experimenta-
tion it seems that it is more than likely that an arbitrary initial data
point will be in the basin of attraction of the uniform string unless
it is very carefully constructed. For D = 5 an initial data that con-
verges to a non-uniform string can be explicitly constructed as a non-
translationally invariant perturbation about the uniform string near
the marginal point βGL = 1.27 (found from table 3.1). The value of
the control parameter, r0, to generate a uniform string near this point
can be computed. From [113] is it known that for weakly non-uniform
strings β > βGL, and in that work the metric is given to leading order
in the non-uniformity parameter λ, defined in §3.3.2. Summarising; the
following perturbation is applied to both the metric and background of
a solution near the marginal point to increase the inverse temperature;
δA = δAˆ = A (1− α (1− Λ (y; 0, 1)))
and the following non-uniform perturbation to only the metric, so as
to keep the co-ordinates uniform;
δB = B (1− β cos pix (1− Λ (y; 0, 1)))
δS = S (1− β cos pix (1− Λ (y; 0, 1)))
In D = 5, applying this perturbation with α = 0.02, β = 0.05 to the
solution generated by initial data with r0 = 0.28 gives a seed data that
converges quickly to a non-uniform solution.
Of course this method only works where results like that of Gubser’s
[113] are available, leading to the correct form of the perturbation. A
more general method is required that can be used in the absence of such
a result. Below the marginal point, the GL instability manifests itself
as a non-translationally invariant dynamic mode, that is one that grows
with time. In the Euclidean section there is a corresponding negative
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mode of the Lichnerowicz operator that is non-translationally invari-
ant, denoted δgGL (there is the analog of the GPY thermodynamic
negative mode, but it will be translationally invariant). Extracting
this mode provides an ideal candidate for a perturbation that should
land within the basin of attraction of the non-uniform branch.
To that end, two uniform solutions are constructed either side of the
marginal point, given in table 3.1, using the form of the initial data
(3.28) to find the correct value r0 in each case
6. Denote these solutions
g± for µGL±δµ. Then ∆H is evaluated acting on g− to find the negative
eigenvalues and their corresponding eigenvectors; that is finding δg
which solves ∆H (g−) δg = λδg with λ < 0. Mathematica’s built in
Eigensystem command can perform this task relatively quickly and
painlessly. As discussed above there will be two solutions, one of which
is non-translationally invariant. This is the mode of interest. Initial
data in the basin of attraction of the non-uniform string is generated
by adding a multiple of this mode to the uniform solution g+, that is;
gNUBS = g+ + γδg
For D = 5 this method works very well in practise, with δµ = 0.15
and γ = 6.25. Note that the method only works with the Newton-
Raphson step parameter taken as  = 0.5 rather than the usual value
of 1. We suspect this is because the uniform and non-uniform basin
of attraction are very close together and taking too large steps with
the Newton-Raphson method causes the algorithm to jump into that
for the uniform string. In table 3.5 the explicit parameters used to
construct this initial data are given for various dimensions, figure 3.19
shows a plot of the non-translationally invariant mode extracted from
the Euclidean Lichnerowicz operator.
6The relation is r0 = βc/
√
4pi2c21 − β2, where c1 is the co-ordinate value of the
outer boundary
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δµ γ 
D = 5 0.15 6.25 0.5
D = 6 0.1 4.0 0.5
D = 7 0.1 2.0 0.5
Table 3.5.: Parameters used to construct initial data lying in the basin
of attraction of the non-uniform string branch for various
dimensions.
Horizon
-0.02
0.00
0.02
Figure 3.19.: Non-uniform eigenmode of the Euclidean Lichnerowicz oper-
ator acting on a black string metric at µ = 1.696 < µGL in
D = 5.
3.6.2. Results
Now that all the required machinery is in place, results can finally be
generated. The Newton-Raphson method is used almost exclusively
with a lattice referred to as 80 × 240 in table 3.4, unless specifically
mentioned. Other parameters used are given in the relevant sections,
as well as any special techniques used to generate the solutions. At
the end of this chapter results are shown for different lattice resolutions
and with various outer boundaries to estimate the systematic error and
192
3. Kaluza Klein Black Holes
to demonstrate proper convergence towards continuum. Note that in
most cases the data presented here was generated using the refinement
method discussed in §2.4.6, where the solutions are first constructed
on a much coarser lattice then refined. All graphs are plotted with di-
mensionless parameters generated by combining the various quantities
with appropriate powers of the Kaluza-Klein circle size L; the circle
size must be extracted from the data using the asymptotic improve-
ment method in §3.3.1, not just assumed to have the value which was
fixed on the cavity wall.
5 Dimensions
In figures 3.20-3.21 some thermodynamic quantities associated with all
three branches of solutions are plotted against the control parameter
µ. The perturbative analytic expansion is also shown for the small
localised solutions up to second order [106, 107] and shows very good
agreement up to around µ = 2.25, beyond which all orders of the ex-
pansion start to differ significantly. Our data agrees well with previous
numerical solutions for the non uniform strings [234, 257, 155] and the
limited data available for localised solutions [165, 235, 166].
It has previously been proposed that there is a merger between the
non uniform branch and localised solutions [157, 123, 158, 15], although
the precise nature of the transition is still a matter of debate [142, 173,
95, 41, 168] it would involve a topology changing transition during
which cosmic censorship is likely to be violated. Kol has suggested a
possible mechanism for the transition [157] and numerical results in
[161] support this proposal from the non-uniform side. In D = 6 it
has been observed that physical quantities are consistent with such a
merger [166]. Our D = 5 data also supports such a claim with merger
point at µmerger ' 2.64; all the plotted quantities are consistent with
being continuous here (although presumably not smooth) to within
numerical error. Experimentally we find that increasing the lattice
resolution allows one to probe closer to the suspected merger point,
193
3. Kaluza Klein Black Holes
ì
++
++
+
+
++
++
++
++
++
++
++
+
+
++
++
++
++
++
++
++
+
+
++
++
++
+++
+++
+
+
++++
++++
+
+
++++
+++
+++
+
+++
+++
+++
+
+
+++
+++
++
+
++++++++++++++++++
´´
´
´
´´
´´
´´
´´
´
´´
´´
´´
´´
´
´
´´
´´
´
´´
á
á
á
á
á
á
áá
á
á
á
á
á
á
á
á
á
á
á
á
áá
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
Μ
A
L-
2
D = 5
Approx. order 2
Approx. order 1
Approx. order 0
Uniform strings
ì GL marginal mode
á Non-uniform strings
´ Type II localised
+ Type I localised
Figure 3.20.: Horizon area (proportional to entropy) for all solution types
in D = 5 obtained with Newton-Raphson flow together with
the analytic result for the uniform strings and three orders of
the perturbation expansion found in [106, 107].
and also closer to the turning point in µ; figure 3.20 was generated on
the standard lattice defined in table 3.4. Using the methods outlined
here allows the algorithms to probe very close the merger point whilst
using a modest lattice resolution, indeed results presented here probe
closer than previous approaches using much higher resolutions [256].
On these thermodynamic plots the expected first order phase transition
is observed between small localised black holes at low temperature and
uniform strings at high temperature [159]. The free energy displays a
cusp-like behavior at the turning point, µ? ∼ 3.40, between type I and
II localised black holes while other quantities are smooth. Interestingly
the maximum in mass does not correspond to the maximum in µ, a
point which will be explored in more detail in §3.6.3.
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Figure 3.21.: Thermodynamic quantities for all solutions in D = 5 using
Newton-Raphson together with the analytic result for the uni-
form strings and as many orders of the perturbation expan-
sion available.
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Figure 3.22 shows a number of geometric quantities, defined in table
3.2, that characterise the size and shape of the horizon. Again, good
agreement is seen with a merger, suggesting that the change in horizon
shape as µ is varied is consistent with a transition.
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Figure 3.22.: Geometric measurements of the horizon for D = 5 using
Newton-Raphson flow.
In figure 3.23 the area eccentricity is plotted as a function of µ for
the branch I and II localised solutions. Branch I solutions behave as
expected - higher temperature (smaller) black holes are less deformed
than lower temperature ones. This behavior continues around the max-
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ima in µ, approaching a highly deformed solution near the transition
point. Note that the area eccentricity appears to drop slightly below
zero for low µ, this is likely to be a numerical artefact from computing
the ratio of two small quantities here.
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Figure 3.23.: Area eccentricity,  for the localised solutions and radial ec-
centricity, λ, for non-uniform strings in D = 5 using Newton-
Raphson flow.
There are several geometric quantities that give an indication of how
close to the suspected merger point solutions lie, tending towards zero
as the merger is approached. For the strings this is the minimum radius
of the horizon Rmin; in the localised case either the size of the exposed
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symmetry axis, Laxis, or the maximum radius of the Euclidean time
circle along the symmetry axis, Rτ may be used. Note that Laxis/2pi
is plotted so that all quantities can be directly compared as in figure
3.24.
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Figure 3.24.: Geometric quantities characterising the “distance” to the sus-
pected merger point in D = 5.
On the non uniform string side the data reaches to around λ ∼ 3.65,
we are unable to probe the localised solutions quite so near to the
merger point but still get close. Interestingly, as Raxis and Rτ decrease
they become more equal, indicating that the S2 formed by the fibration
of the time circle over the symmetry axis is becoming more round as
it shrinks, as should happen in the transition predicted by Kol [157].
Embedding diagrams are shown in figures 3.25-3.27. In figure 3.25
only the branch I solutions are shown, where the increase in deforma-
tion is clearly visible as the control parameter increases. Figure 3.26
shows the maxima in µ and the branch II solutions. In figure 3.27 the
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merger point is shown as an embedding and consistency is seen with a
merger, bearing in mind that there is a systematic numerical error in
both the embedding and the value of µ.
D = 5
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Figure 3.25.: Proper horizon embeddings for the type I localised solutions
in D = 5 plotted against dimensionless inverse temperature
µ.
The Newton method has the convenient property that the linearised
operator ∆H is already constructed (restricted to static modes preserv-
ing the SO (3)× U (1) isometries), thus its eigenvalues can be studied
easily. These eigenvalues have been computed from ∆H evaluated at
each solution using the NAG LAPACK libraries. So far, evidence for a
possible merger between the branches of solutions has been mostly lo-
cal, horizon geometry and embeddings have been considered and good
agreement has been found. The low lying eigenvalues of ∆H control
the longest wavelength modes, and give a more global picture of the
transition point. They are plotted in figure 3.28.
Static negative modes of the Einstein-DeTurck operator which pre-
serve the isometries should correspond to negative modes of the Lich-
nerowicz operator restricted to the same class (other modes cannot
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Figure 3.26.: Proper horizon embeddings for the localised solutions around
the minimum temperature point for D = 5, plotted against
the proper length of the exposed symmetry axis, Laxis.
be computed using this method), as discussed in §1.3.6. Figure 3.28
shows that the localised type I solutions have one negative mode as
expected, and the type II solutions have two negative modes. At the
maxima in µ this additional mode changes from positive in the type I
branch to negative in the type II branch, giving a normalisable7 zero
mode. Note that the tangent to the solution branch always gives a zero
mode, however away from the minimum temperature point it will not
be normalisable as it will generically change the temperature and thus
not preserve the boundary conditions. Non-normalisable modes are
not a problem for the inversion of the Lichnerowicz operator as they
are projected out by fixing the temperature as a boundary condition.
The non-uniform strings have two negative modes, one is the ther-
modynamic mode and the other is the Euclidean analogue of the GL
mode which is a non-normalisable zero mode at the GL point. Whilst
7In this case, preserves the boundary conditions.
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Figure 3.27.: Proper horizon embeddings of the non-uniform strings and
the localised type II black holes in D = 5. Given the numer-
ical error in the computation of both µ and the embeddings
themselves, the geometry is highly consistent with a merger
at µ = 2.64
it cannot be ruled out, the data here gives good evidence that no ad-
ditional static negative modes with the required symmetries develop
between where the data ends and the merger point. Thus it is expected
that there are two negative modes on either side of the merger point.
One of these modes seems to merge whilst remaining finite whilst the
other appears to diverge to negative infinity at the merger. Addition-
ally there appear to be no more static isometry-preserving zero modes
developing along either branch of solutions which might signal a new
set of solutions; the only zero modes are at the GL marginal point
and at µ? (this is not a mode generating a new set of solutions). In
figure 3.29 the negative eigenvalues are re-plotted against n, which is
monotonically increasing, for both the strings and localised solutions
to give a better picture of the structure of ∆H .
Figure 3.30 shows the spectrum of low lying positive eigenvalues
201
3. Kaluza Klein Black Holes
+
+
+++++++++
+
++++++++++
+
++++++++++
+
++++++++++
+
+++++++++
+
+++
++
+
+++
++++
++
+
++++++
++++
+
+++++++++
+++++
+++
á
áááááááá
á
ááááááááá
á
ááááááááá
á
áááááá
á
áááááááá
á
ááááá
á
á
á
á
á
á
á
á
á
á
á
á
á
á
á
á
á
´´´´´´´´´´´´´´´´´´´´´´´´´
´´´´´´´
´´
´´
´´
´´
´´
´´
´
´´
´´
´´
´´
´´
´
ì
ì
1.0 1.5 2.0 2.5 3.0 3.5
-30
-25
-20
-15
-10
-5
0
5
Μ
Λ
D = 5
ì GL marginal mode
á Non-uniform strings
´ Type II localised
+ Type I localised
Figure 3.28.: Negative eigenvalues of the Euclidean Lichnerowicz operator
evaluated about localised and non-uniform string solutions in
D = 5, plotted against µ.
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Figure 3.29.: Negative eigenvalues of the Euclidean Lichnerowicz operator
evaluated about all solutions in N = 5, plotted against re-
duced tension n.
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of ∆H on either side of the merger point. The low lying eigenvalues
broadly correspond to physical eigenvalues, as opposed to short wave-
length modes which are affected by the discretization scheme. Note
that even these low lying eigenvalues will still be affected slightly by
the long wavelength behavior of the numerical system, in particular the
boundary truncation at finite value of r introduces a small imaginary
component to some eigenvalues so the real part is plotted.
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Figure 3.30.: Plot of the 30 lowest lying positive eigenvalues of the Eu-
clidean Lichnerowicz operator on both sides of the suspected
merger point in D = 5. Each line represents one of the eigen-
vaules traced along the non-uniform and localised side of the
merger point.
Again consistency with a merger is demonstrated; the spectra roughly
correspond on either side of the transition point to within numerical
error.
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6 Dimensions
The structure of this section is very similar for D = 5, broadly similar
plots are presented and the results are largely similar, thus this section
will be brief. Figures 3.31 and 3.32 show the thermodynamic quantities
for D = 6 on the standard lattice resolution along with the known
analytic expansion, here only available to linear order.
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Figure 3.31.: Horizon area for all solution types in D = 6 together with the
known analytic expansion for small localised solutions found
in [106, 107].
Once again there is good agreement with a potential merger at µ '
1.72, which is well supported by earlier work [166]. Unlike D = 5, the
maximum in mass corresponds to the maxima in µ to within numerical
error; this will be discussed further in the analysis section §3.6.3. In
figure 3.33 the same geometric quantities are plotted as in figure 3.22
above and in figure 3.35 quantities characterising the distance to the
merger point are plotted, the eccentricity is shown in figure 3.34.
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Figure 3.32.: Thermodynamic quantities for solutions in D = 6 together
with the known perturbation expansion for localised black
holes.
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Figure 3.33.: Horizon geometry for solutions in D = 6.
It can be seen that the algorithm is able to probe close to the merger
point on both sides of the branch for still quite a modest lattice res-
olution, and can find string solutions with non-uniformity parameter
λ ∼ 3.2. Again the S2 formed by the fibration of the Euclidean time
circle over the symmetry axis is becoming more round as the merger
is approached.
Embedding diagrams for a cross section of the horizon are shown in
figures 3.36-3.38.
Once again a similar structure is demonstrated to that found in
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Figure 3.34.: Area eccentricity, , for localised solutions and radial eccen-
tricity, λ, for non-uniform strings in D = 6.
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Figure 3.35.: Quantities characterising the “distance” to the suspected
merger point in D = 6.
D = 5, with the horizon expanding and becoming more deformed up
to the maxima in µ. At this point the behaviour switches to localised
type II where the horizon continues to expand in its polar directions
(along the Kaluza-Klein circle) but shrinks around the equator. The
merger between non-uniform strings and the localised type II branch
is well supported geometrically, accounting for the ∼ 0.75% error in
both µ and the embeddings.
Figure 3.39 shows the negative eigenvalues of ∆H for the various
branches of solutions against µ and against n.
The picture is again very similar to that in D = 5, with the type II
localised solutions and non-uniform strings having two negative modes,
one of which diverges as the merger point is approached. The eigen-
mode corresponding to the eigenvalue which diverges is the usual GPY
thermodynamic mode, and is also present in the type I localised black
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Figure 3.36.: Proper horizon embeddings for the type I localised solutions
in D = 6 plotted against µ.
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Figure 3.37.: Proper horizon embeddings for both types of localised solu-
tions around the minimum temperature point in D = 6, plot-
ted against the proper size of the exposed symmetry axis,
Laxis.
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Figure 3.38.: Proper horizon embeddings for the type II localised solutions
and non-uniform strings in D = 6, against µ. Again, given
the error present in the calculation of µ, the horizon geome-
try is remarkably consistent with a merger between the two
branches.
holes. There is the expected zero mode at both the GL point and the
maxima in µ.
7 Dimensions
The results in D = 7 are again similar to the previous cases so they
are presented concisely in the figures below. The main differences are
that the type II localised branch extends over a much shorter range of
µ and is consequently much harder to find with the Newton-Raphson
algorithm. Figure 3.40 shows the thermodynamic behavior, figure 3.42
shows the horizon geometry and figure 3.44 characterises the distance
to the merger point.
Note that the calculation of thermodynamic quantities depending
on the two asymptotic charges, that is the fall off of the metric com-
ponents, becomes more unstable here. In fact this is a property found
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Figure 3.39.: Negative eigenvalues for the Euclidean Lichnerowicz operator
acting on all solutions in D = 6. The top image is plotted
against µ and the bottom against n.
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Figure 3.40.: Thermodynamic quantities for all solutions in D = 7 with
the known orders of the perturbation expansion for localised
solutions.
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Figure 3.41.: Free energy against µ for all solutions in D = 7.
for all D ≥ 7. We suspect that this is due to the inverse power law
dependence on the asymptotic co-ordinate. For D = 7 the asymptotic
charges are obtained by integrating the homogeneous Einstein equa-
tions then trying to fit the curve a+ by−3 at large y, thus small errors
in the initial data for the integration will greatly affect the determi-
nation of b. In contrast, the constant piece is of order unity and is
much less sensitive to these errors, consequently quantities such as the
area, dimensionless inverse temperature and axis length are observed
to be stable. Derived quantities such as the free energy or the rela-
tive tension will be most affected as they are the difference or ratio of
calculated from the asymptotic charges.
Embedding diagrams are shown in figures 3.45-3.47.
Figure 3.48 shows the negative modes of the operator ∆H .
In all these plots we see consistency with a merger transition again
at µ ' 1.34.
8, 9 and 10 Dimensions
In D > 7 it is experimentally much harder to locate the type II so-
lutions and non-uniform strings. Whilst the non-uniform GL mode
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Figure 3.42.: Geometric measurements of the horizon for all solution types
in D = 7.
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Figure 3.43.: Area eccentricity for localised black holes and radial eccen-
tricity for non-uniform strings in D = 7.
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Figure 3.44.: Quantities characterising the “distance” to the suspected
merger point in D = 7.
can be located, we were unable to use it to find an initial data that
converges to the non-uniform solutions. An alternative method which
does work is to use a (D − 1)-dimensional solution as initial data for
finding a D-dimensional branch of solutions. The method for doing this
is somewhat convoluted, the range of control parameter µ spanned by
the branches in different dimensions may not overlap, so some inter-
mediate solution(s) are needed to bridge the gap. Our mechanism is
to generate solution branches for intermediate non-integer dimensions
as a stepping stone to reach the target dimension. For example, to
find the D = 8 non-uniform strings we use a D = 7 solution to find
the D = 7.2 branch, then use this to find a D = 7.4 branch and so on.
We have also been unable to find the branch II solutions even though
physical quantities seem to indicate that they should exist. We have,
however, located type I solutions for all dimensions up to 10 and we
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Figure 3.45.: Proper horizon embeddings for the localised type I solutions
in D = 7 plotted against µ.
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Figure 3.46.: Proper horizon embeddings for D = 7 localised solutions on
either side of the minimum temperature point, plotted against
Laxis.
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Figure 3.47.: Proper horizon embeddings for localised type II black holes
and non-uniform strings in D = 7, plotted against µ.
plot thermodynamic quantities for D = 8, 9 and 10 in figures 3.49-3.51.
3.6.3. Analysis and Discussion
Consistency with Merger
Solutions have been constructed closer to a potential merger point than
previous work for the localised black holes and non-uniform strings in
D = 5, 6 and 7; all the data presented is consistent with a merger
between the two branches. The data also shows a maximum µ cor-
responding to a minimum in temperature along the localised solution
branches in the same dimensions. In D ≤ 7 this divides the localised
solutions into type I and type II which have been constructed explic-
itly. Studying the Euclidean Lichnerowicz operator reveals that the
type I localised solutions have one negative mode as seen before, the
type II solutions have two and the non-uniform strings have two; one
of the corresponding eigenvalues remains finite at the merger point and
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Figure 3.48.: Negative eigenvalues for the Euclidean Lichnerowicz operator
acting on all solutions in D = 7. The top image is plotted
against µ and the bottom against n.
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Figure 3.49.: Horizon area for the available type I solutions in D ≥ 8.
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Figure 3.50.: Mass for the available type I solutions in D ≥ 8.
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Figure 3.51.: Tension for the available type I solutions in D ≥ 8.
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the other appears to diverge. Construction of the low lying positive
spectrum of the Euclidean Lichnerowicz operator also shows consis-
tency with a merger and suggests that no new zero modes appear at
the potential merger point. The existence of zero modes is important
for global considerations of the phase structure of solutions and for
constructing details of the merger transition as they may signal new
branches of solutions.
Type II localised solutions could not be located in D > 7, that is
a suitable initial data converging to these solutions couldn’t be found,
or the perturbative method discussed in section §3.6.1 failed to work.
With the data that is available, it is already clear that the localised
type II branch gets considerably shorter in terms of µ for higher D, so
it is not surprising solutions are harder to find using the perturbative
method. It is unclear whether in D > 7 the branch doesn’t exist
or whether it covers a such a small range of µ that the techniques
introduced here are unlikely to work. In the next section a possible
explanation supporting the former conclusion will be given, however
this is something for future work to address. It is important to realise
that the failure of the Newton-Raphson method to converge does not
imply that a solution doesn’t exist; this point will be covered in more
detail in the discussion section at the end of this chapter.
Thermodynamics
One of the interesting aspects of the study of black holes in higher di-
mensions is the ability to look at purely gravitational phase transitions.
In this instance, Kaluza-Klein black holes have been considered in the
canonical ensemble so the free energy against (inverse) temperature
diagram is of prime importance. One could equally have considered
the micro-canonical ensemble, in which case the entropy against energy
curve would have been relevant, in any case the phase structure should
be identical.
In D = 5 the free energy diagram is given by figure 3.21, a zoom-
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in of the “interesting” part of the diagram is shown in figure 3.53
below and the dominant phase for a given µ is highlighted. For the
purposes of this discussion it is assumed that the localised and non-
uniform branches do indeed meet in some kind of merger transition,
which occurs at µ = µmerger where there is first-order phase transition.
The Gregory-Laflamme marginal mode is at µGL.
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Figure 3.52.: Free energy diagram for D = 5 Kaluza-Klein black holes in
the canonical ensemble, with the phase transition point µPT
and dominant phases highlighted.
Since the solutions are generated at fixed temperature, the appropri-
ate potential for studying the ensemble is the free energy. It is known
that the canonical ensemble is ill-defined for gravity [112, 262] thus
really the micro-canonical ensemble is of interest, which has shown
to be non-pathological [26], to determine the dynamically preferred
phase. In this case one would look for the solution which maximises
the entropy at a given mass, this is the black hole solution that would
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be most likely to result from the collapse of a fixed mass of matter
(restricted to have the appropriate symmetry properties). The intro-
duction of a cavity means that the canonical ensemble makes sense,
however then the globally preferred phase (the one minimising the free
energy) is always the large black string. However, the results from the
two ensembles should agree, that is the entropically preferred phase in
the micro-canonical ensemble should agree with the phase which min-
imises the free energy in the canonical ensemble. In particular, one
can use the free energy, which is the appropriate potential given that
temperature is fixed, to determine the dynamically preferred phase in
the micro-canonical ensemble. Furthermore, since the micro-canonical
ensemble is well defined without a cavity, these results can be trans-
lated into the asymptotically flat case where there is no large black
string.
To that end, the Gregory-Laflamme phase transition µPT is intro-
duced as the inverse temperature where the free energy of the localised
solutions becomes lower than the uniform string. In D = 5 the phase
transition is at µPT ' 2.95. As expected this agrees with the micro-
canonical ensemble, a zoom in of the relevant area of the entropy-
energy diagram (figure 3.53) shows that the GL phase transition occurs
at M = 0.133, which according to figure 3.21 corresponds to µ ' 2.85.
This is a good agreement, taking into account numerical error and the
error present in the determination of the asymptotic charges.
Note that this picture is consistent with current knowledge about the
phases of Kaluza-Klein black holes. It is known that for D < 13 the
non-uniform strings have lower entropy than the critical string, at least
near the GL marginal mode [113, 233]. There is a qualitative change in
this behavior at D ∼ 12.5 where the non-uniform strings transition to
having higher entropy [233]. Furthermore using arguments from Morse
theory, a qualitative free energy diagram can be deduced as in figure
3.54 [159]. In particular for D ≥ 13 there is no maximum temperature
on the non-uniform/localised branch, as µ increases the system tran-
sitions from localised black holes (type I) through the merger point
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Figure 3.53.: Entropy-energy plot for localised black holes in D = 5.
to non-uniform strings. If µ is increased further, the strings become
increasingly uniform up to the Gregory-Laflamme point, µGL, where
the non-uniform and uniform branches meet.
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Figure 3.54.: Outline of expected free-energy diagram for black objects in
Kaluza-Klein for D ≥ 13.
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This picture agrees with what might be expected on grounds of dy-
namical stability. So far only the spectrum of the Euclidean Lich-
nerowicz operator has been considered, which is related to the thermo-
dynamic stability of the system (see §1.3.6). In the Lorentzian picture
the spectrum of the Lichnerowicz operator carries information about
the dynamical stability of the system. In particular, if there is a change
in the stability properties then one would expect a static zero mode
of the Lorentzian Lichnerowicz operator (the converse is not neces-
sarily true), the GL instability being a good example. Unfortunately
the spectra do not coincide, a negative mode in the Euclidean Lich-
nerowicz operator does not imply the existence of a negative mode
in the Lorentzian Lichnerowicz operator (likewise there is no link be-
tween thermodynamical stability and dynamical stability) due to the
different boundary conditions imposed on the modes. In the Euclidean
case the boundary conditions are that the geometry should be regular
while in the Lorentzian case they are that the future horizon should be
a regular horizon. However, the existence of a static zero mode does
coincide between both the Lorentzian and Euclidean Lichnerowicz op-
erators [208] as the boundary conditions have been shown to coincide.
This implies that if there were to be a change in stability somewhere
along the branch of solutions, then the Euclidean Lichnerowicz opera-
tor would develop a zero mode at that point.
It is known that the Schwarzschild-Tangherlini (ST) black holes are
stable [147, 99], and very small localised type I black holes should
behave like ST black holes and thus should also be stable. Black strings
are also known to be unstable for µ < µGL and expected to be stable
for µ > µGL [110]. The stability of non-uniform strings is currently
unknown.
There are two plausible ways to complete the stability diagram,
shown in figure 3.55, both of which are compatible with the thermo-
dynamic picture. In the top plot it is assumed that the non-uniform
strings are stable, in which case the entire branch is stable and the
zero mode at the minimum temperature point does not correspond to
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a stability change. The opposite is assumed in the middle plot, in this
case the non-uniform strings are unstable and the dynamical stabil-
ity must change at some point along the branch. Where would this
change occur? It must be at the minimum temperature point; figure
3.30 shows us that there are no new static zero modes along the branch
of solutions which would be expected if there was a change in stability
elsewhere.
By compatible with the thermodynamic picture, it is meant that
there is no thermodynamically preferred phase which is dynamically
unstable. If this were not the case then there would exist spontaneous
processes violating the generalised second law.
It was remarked above that there is qualitative change in the ther-
modynamic behavior of the system between D = 12 and D = 13. It
is unlikely that this change in behavior occurs sharply at the critical
dimension, rather it would be expected that the change is gradual as
the critical dimension is approached; that is similar to figure 3.56.
It is emphasised that the merger point has no bearing on the ther-
modynamics of the system, it is merely the point at which the horizon
topology change occurs. There is no reason that the minimum temper-
ature point should be on either side of the merger point - in D = 5 it
has seen to be on the localised side, leading to the categorisation of type
I and II localised black holes. However there is no reason it couldn’t
have been on the non-uniform side of the merger point, giving a new
type of non-uniform black string akin to the type II localised black
holes8. Indeed if the thermodynamic behavior of the Kaluza-Klein
system does follow figure 3.56 then it might be expected that near
the critical dimension the minimum temperature point moves past the
merger point giving rise to the situation just discussed. If that were
the case then one would expect a free energy diagram similar to that
shown in figure 3.57.
8Actually the terminology is slightly wrong here. It would be better to call the
non-uniform strings already found type II non-uniform black strings as they
have 2 negative modes like the type II localised black holes. The “new” non-
uniform black strings would then be called type I non-uniform black strings.
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Figure 3.55.: Two suggestions for the stability properties of black objects
on Kaluza-Klein space D ≤ 7.
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Figure 3.56.: Anticipated change in behavior of free energy of black objects
in Kaluza-Klein space as dimension increases.
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Figure 3.57.: Possible free energy diagram for Kaluza-Klein black objects
in 8 ≤ D ≤ 13 demonstrating the existence of type I and II
non-uniform strings.
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Can some of the properties of these new non-uniform black strings
be deduced? Indeed they can; one would expect that they have one
negative mode, are dynamically stable (otherwise there would be a
thermodynamically preferred unstable phase) and that they are ther-
modynamically favoured for a range of µ over the uniform string, this is
in contrast to what is currently thought to be the case in D < 13. This
is consistent with [233] as the non-uniform strings were only shown to
have lower entropy than the uniform strings near to the GL marginal
point.
Experimental indications of the existence of type I and II non-
uniform strings may be visible in several ways. Firstly, as the critical
dimension is approached, the “length” of the type II localised black
hole branch gets much shorter and harder to find as the merger point
and minimum temperature point get closer together. Secondly, the
signs of approaching a turning point in µ are that the simulations
cease to converge but physical quantities remain finite and continuous,
thus we should expect to observe this at the highly deformed end of the
non-uniform string branch. Finally in figures 3.24, 3.35 and 3.44 it was
noted that the “distance” to the merger point could be characterised
by several geometric quantities approaching zero. Should the merger
point move past the minimum in temperature, one would expect to
see these geometric quantities reaching much closer to zero at the end
of the localised type I branch as the dimension increases. Conversely,
the end of the non-uniform string branch should have higher values of
these quantities as the dimension increases.
The results in §3.6.2 present some of these indications. It is clear
that the type II localised branch gets much shorter in D = 6 compared
to D = 5, indeed in D = 7 only a couple of points could be located
and in D > 7 type II localised solutions couldn’t be located at all. In
figure 3.58 below the geometric quantities discussed above are plotted
for all the dimensions. It is clear that the endpoint of the localised
type I branch approaches zero towards D = 10, while the non-uniform
endpoint branch moves away from zero.
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Figure 3.58.: Geometric quantities characterising the distance to the poten-
tial merger point for localised black holes and non-uniform
black strings, where data is available. The top plot shows
RaxisL
−1 for localised black holes in dimensions 5 ≤ D ≤ 10.
The minimum horizon radius Rmin is plotted on the right
hand side for non-uniform strings in dimensions 5 ≤ D ≤ 7.
Clearly the merger point is “shifting” along the solution space
and getting closer to the minimum temperature point, as dis-
cussed in the text.
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Figure 3.59 shows the entropy against reduced tension (computed
using (3.22)) for all solutions in 5 ≤ D ≤ 7. Both quantities are nor-
malised to their critical values, ncrit and Scrit at the Gregory-Laflamme
point. These plots are directly comparable with those in [166] for
D = 6 and we see excellent agreement with previous results. There
is a small back bending observed in the non-uniform string branch in
each dimension, we suspect that this is a numerical artefact. This effect
has been found in some previous work [155], but other more detailed
studies failed to find evidence for any underlying physical phenomena
[234]. Indeed all the other thermodynamic plots display no special be-
haviour at the point where the branch bends back, and given that n is
a very sensitive quantity it is likely to be due to numerical effects.
Gregory-Laflamme Phase Transition
There is a first order phase transition at µPT = 2.95 in D = 5, for
µ > µPT the uniform string is the most likely configuration and for
µ < µGL the localised type I solutions are favoured. Importantly, this
phase transition between a uniform phase and localised (non-uniform)
phase is not the same as the Gregory-Laflamme point, which is the
point at which the uniform solutions are dynamically unstable to a
static non-uniform solution. Plotting the same graph for the other
dimensions (only the type I localised solutions are relevant) reveals the
values of the inverse temperature at the phase transition µPT , given in
table 3.6 for each dimension.
D 5 6 7 8 9
µPT 2.95 1.63 1.21 0.98 0.85
Table 3.6.: Inverse temperature of the Gregory-Laflamme phase transition,
µPT , for different dimensions. The data is found numerically
from the intersection of the free energy of uniform strings and
localised type I solutions.
It has been argued that the phase transition between localised black
holes and black strings inD = 10 is dual to the confinement/deconfinement
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Figure 3.59.: Entropy against reduced tension for 5 ≤ D ≤ 7, where each
quantity has been normalised to that at the value at the
Gregory-Laflamme point.
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transition in a 1 + 1 large N SYM theory on a compact space circle
[1, 169, 174]. Indeed this is not the only example of a phase tran-
sition in a gravitational theory which has a well defined field theory
dual. The prototypical example is the Hawking-Page [131] transition in
AdS which is dual to a confinement/deconfinement transition in 3+1
dimensional N = 4 SYM theory on a three sphere [259]. Studying
phase transitions on the gravity side can provide non-trivial informa-
tion about transitions in the field theory at strong coupling and vice
versa.
The near horizon limit of charged black objects of type IIA super-
gravity with a compact space circle is dual to a maximally supersym-
metric Yang-Mills theory in 1+1 dimensions with a compact circle at
large N . In particular the SYM displays a phase transition at strong
coupling where the relevant order parameter is the distribution of the
eigenvalues of the Wilson loop around the spatial circle [1]. The dual
theory is that of charged near-extremal black brane solutions of type
IIA supergravity wrapping a compact space-circle. These solutions are
of interest to the analysis here because there exists a solution generat-
ing technique for mapping static, uncharged black solutions on R8,1×S1
into charged near-extremal solutions of type IIA supergravity with a
compact space circle. In the rest of this section the results available
from this chapter are applied to the problem in an attempt to deter-
mine the phase transition point in the dual theory. Unlike the previous
section, the thermodynamics of the canonical ensemble are directly rel-
evant as near-extremal solutions have positive specific heat, as would
be expected for the dual field theory to make sense.
Reversing the claim, in [37] consideration of the field theory with
strong coupling was carried out at finite temperature, giving a pre-
diction for the ratio between the Gregory-Laflamme critical point and
phase transition of µPT ' 1.5µGL in the dual gravity theory.
Our localised D = 10 solutions are precisely the solutions needed
to find the phase transition point with the application of the solution
generating technique, as well as test the prediction for the temperature
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ratio above. The method consists of taking a neutral uncharged string
on R8,1 × S1, adding an extra circle direction, boosting by a factor
γ along this co-ordinate and finally dimensionally reducing over the
same direction. Taking the near-extremal M ∼ Q limit corresponds to
taking γ →∞.
Exact analytical details can be found [1], but the essential prescrip-
tion is to extract the asymptotic behavior and horizon area of the
solutions as a function of a dimensionless control parameter, in this
case µ. Using these values, the following functions are computed;
p (µ) =
ΩD−3
16piLD−4 (µ)
((D − 2) a (µ)− 2b (µ))
q (µ) = Ah (µ)
√
piLD−4 (µ)
2ΩD−3 (D − 4) a (µ) (3.30)
where a (µ) and b (µ) are extracted using (3.19), L (µ) is given by (3.18)
and Ah (µ) is the dimensionless horizon area. In [1] the functions p
and q are computed for uniform string metric (3.1), the formulae are
reproduced here for completeness;
pUS (t) =
ΩD−3
16pi
D − 2
2
tD−4 , qUS (t) =
√
piΩD−3tD−2
D − 4
where t = r0/L is the dimensionless parameter.
On the gravity side, the reduced entropy S = S√
Q
and energy above
extremality E = M−Q are computed as the bare quantities M , Q and
S diverge in the near-extremal limit. These quantities are found from
p and q as [1];
E = LD−3p (µ) , S =
√
LD−1q (µ)
In D = 10 the dual SYM description is valid. The energy and
entropy,  and σ, on the field theory side are given in terms of p and q
by [1];
 =
D2
λ′2
p (µ) , σ =
D2
λ3/2
q (µ)
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Since the energy and entropy in both the gravitational theory and
the field theory are proportional to p (µ) and q (µ) it suffices to look
for intersections of branches of solutions in a p− q plane.
The matched asymptotic expansion given in [106, 107] can be used
to compute an analytic approximation for the localised black holes.
The quantities needed are a (t), b (t) and Ah (t), where t = ρ0/L, ρ0 is
the localised horizon size and L is the fixed Kaluza-Klein circle size.
From [106, 107] the functions in (3.30) are9;
a (t) =
ΩN−2
ΩN−3
N − 3
2 (N − 4)t
N−3LN−4︸ ︷︷ ︸
a0(t)
+ 0× t2(N−3)︸ ︷︷ ︸
a1(t)
+ . . .
b (t) =
ΩN−2
ΩN−3
1
2 (N − 4)t
N−3LN−4︸ ︷︷ ︸
b0(t)
+−t2(N−3)LN−4 (N − 2) ζ (N − 3)
4
ΩN−2
ΩN−3︸ ︷︷ ︸
b1(t)
+ . . .
Ah (t) = t
N−2LN−2ΩN−2︸ ︷︷ ︸
A0(t)
+
ΩN−2 (N − 2) ζ (N − 3)
N − 3 t
2N−5LN−2︸ ︷︷ ︸
A1(t)
+ . . .
with ζ (n) =
∑∞
k=1 k
−n the Riemann Zeta function.
Substituting these quantities into (3.30) gives the quantities p (t)
and q (t) to first and second order;
pBH (t) =
(N − 1) tN−3ΩN−2
32pi︸ ︷︷ ︸
p0(t)
+
(N − 2) t2N−6ζ (N − 3) ΩN−2
32pi︸ ︷︷ ︸
p1(t)
+ . . .
qBH (t) =
√
piΩN−2tN−2
N − 3︸ ︷︷ ︸
q0(t)
+
(N − 2) ζ (N − 3)
N − 3
√
piΩN−2t3N−7
N − 3︸ ︷︷ ︸
q1(t)
+ . . .
In figure 3.60 we plot parametrically qUS (t) − pUS (t) and qBH (t) −
pBH (t) to both first and second order for D = 6 and D = 10. We show
D = 6 as it is easier to see the various crossing points.
Figure 3.61 highlights the phase change point and also shows an
9See Appendix B.3 for details.
237
3. Kaluza Klein Black Holes
0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07
0.0
0.1
0.2
0.3
0.4
0.5
0.6
p
q
D = 6
0.042 0.044 0.046 0.048 0.050 0.052
0.30
0.32
0.34
0.36
LocalisedBH Approx. 1
LocalisedBH Approx. 0
UniformString
0.000 0.002 0.004 0.006 0.008 0.010 0.012
0.00
0.02
0.04
0.06
0.08
0.10
0.12
p
q
D = 10
0.0074 0.0075 0.0076 0.0077 0.0078 0.0079
0.083
0.084
0.085
0.086
0.087
LocalisedBH Approx. 1
LocalisedBH Approx. 0
UniformString
Figure 3.60.: Plot of p against q for uniform strings and the analytic ap-
proximation for localised black holes in D = 6 and D = 10.
The inset shows a zoomed in plot on the intersection point.
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overlay with the D = 6 numerical data. Although the SYM description
is only valid in D = 10 we have not been able to find localised solutions
far enough along the branch to intersect with the uniform strings.
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Figure 3.61.: p−q plot of uniform strings and localised black holes in D = 6
with numerical data and intersection points highlighted.
An analytic approximation for the phase change point in various
dimensions can be made by finding the value of p where the uniform
string and black hole approximation cross.
In table 3.7 various calculated values are listed for the phase transi-
tions in a number of dimensions. µdataPT is the temperature of the phase
transition for the neutral uncharged solutions, which has been found
numerically, and µdataPT /µGL is the ratio of the phase transition to the
Gregory-Laflamme point. p
(0)
PT, p
(1)
PT and p
data
PT are the crossing points of
the two branches of near-extremal charged solutions generated using
the above technique for the zeroth and first order approximation and
numerical data. Only in D = 10 is the dual SYM description valid.
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µdataPT µ
data
PT /µGL p
(0)
PT p
(1)
PT p
data
PT
D = 5 2.95 1.69 0.0671 0.0817 0.0933
D = 6 1.63 1.33 0.0429 0.0510 0.0568
D = 7 1.21 1.15 0.0276 0.0316 0.0335
D = 8 0.98 1.05 0.0177 0.0197 0.0208
D = 9 0.85 1.02 0.0113 0.0123 0.0104
D = 10 0.0072 0.0077
Table 3.7.: Gregory-Laflamme phase transition points for neutral solutions
and corresponding near extremal charged solutions obtained us-
ing the solution generating technique of [1]. In D = 10 the
thermodynamics can be translated into a dual super Yang-Mills
(SYM) theory. Values for the phase transitions are computed
using the analytical approximation from [106, 107] and using
the numerical data where available.
Note that the ratio µPT/µGL doesn’t agree with the prediction in
[37], however it is consistent with the behavior described in figure 3.56.
If the phase structure of Kaluza-Klein black holes does behave as de-
scribed there then it would be expected that µPT/µGL → 1 as D → 13
because the phase transition point should move closer to the GL point
as the critical dimension is approached.
Unfortunately the D = 10 localised data does not extend far enough
to find the crossing point. We suspect that we have reached the limits
of the available data with our finite differencing approach at these
modest resolutions; in higher dimensions it is clear that gradients and
curvatures will be sharper in the more deformed region, and higher
resolutions would be needed to fully resolve these features. It would
be interesting to attempt to extend the branch using higher resolutions
or perhaps a different discretization approach.
Specific Heat in D = 5
In D = 5 attention was drawn to the shape of the curve of mass against
dimensionless inverse temperature. The exact inverse temperature of
the maximum mass solution, call it µmass is an interesting quantity;
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if it lies exactly at µ? then all the solutions have negative specific
heat and the mass against µ curve is not smooth at µ?. However,
if the maximum mass solution has µ < µ? then there is a window
of solutions with positive specific heat, as the gradient of the energy
(mass) against temperature (inverse µ) curve is positive. Note that
there is no intrinsic geometric reason why µmass = µ? and it would have
been surprising if this was the case. On the other hand the free energy
should have a maximum precisely at µ? and display a cuspy behavior
there. Since the solution is Ricci flat, and the flatness condition is
derived from the vanishing of the variation in the action, I, moving
along a solution branch can only change I by boundary terms. A
normalisable zero mode preserves boundary conditions and thus leaves
the action invariant, meaning I should be stationary precisely at µ?.
The action is related to the free energy as;
I = βF
thus at µ? the free energy must also be stationary.
From the numerical results in D = 5, figure 3.21, it can be seen that
µmass lies very slightly below µ?. In figure 3.62 the mass against µ plot
is displayed “zoomed in” around µ? from which it can be determined
that µmass/µ? ' 0.995 ± 0.001. The error is estimated by comparing
data for different lattice resolutions and with varying asymptotic cut-
offs.
A similar effect is visible in the behavior of the area as expected
from the first law, and the free energy has a cusp at the minimum
temperature point as expected; both of these quantities are shown in
figure 3.63.
The effect is very subtle, and one might worry that it is just a nu-
merical artefact, however it appears to be robust to scaling the lattice
resolution and asymptotic cut-off. Indeed the curve of mass against
µ is certainly smooth so we must have that µmass < µ?. Interestingly
µmass ' µ? for D > 5 so this window of solutions only exists in D = 5.
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Figure 3.62.: Expanded plot of mass against µ for D = 5 around the min-
imum temperature point, µ ' 3.40.
Clearly more numerical work is required to confirm this effect as the
range at which it occurs is very small indeed. If confirmed, this small
range of localised type I solutions with µmass < µ < µ? would represent
one of the first examples of black holes that have negative modes but
positive specific heat. As discussed in §1.3.6, it has been shown that
a negative specific heat10 implies the existence of at least one negative
mode. These solutions provide an explicit counter-example to the re-
verse claim, complementing the recent analytical arguments that the
AdS-Kerr black holes [179] are a counterexample in the stationary case.
Cone Metric
As a final piece of analysis, the actual mechanism by which a merger
might take place is considered in more detail. The area of interest
is the minimal sphere on the non-uniform side (the point where the
induced metric at constant position on the Kaluza-Klein circle has the
10More generally a local thermodynamic instability; in the static vacuum case this
corresponds to a negative specific heat.
242
3. Kaluza Klein Black Holes
+
+
+
+
+
+
+
+
+
+
+
+
+
´´´´´´´´´´
´
´´´´´´´´´´
´
´´´´´´´´´´
´
´´´´´´´´
´´
´
´´
+
++
+
++
+
+
++
+
++
+
+
++
+
++
++
+
3.28 3.30 3.32 3.34 3.36 3.38 3.40
0.0685
0.0690
0.0695
0.0700
0.0705
0.0710
0.0715
Μ
FL
-
2
D = 5
´ Type II localised
+ Type I localised
+
+
+
+
+
+
+
+
+
+
+
+ + +
+
´
´
´
´
´
´
´
´
´
´
´
´
´
+ +
++
+++
+
+++ +++
++
+++
++
+++
3.26 3.28 3.30 3.32 3.34 3.36 3.38 3.40
1.24
1.26
1.28
1.30
1.32
Μ
A
L-
3
D = 5
´ Type II localised
+ Type I localised
Figure 3.63.: Expanded plot of area and free energy against µ for D = 5
around the minimum temperature point, µ ' 3.40.
243
3. Kaluza Klein Black Holes
smallest sphere radius) and the symmetry axis between the two poles
of the localised black hole; in previous literature this has been referred
to as the waist. This region is highlighted in figure 3.64.
If a merger does take place between the localised and non-uniform
solutions then heuristically one would expect that, starting with a
non-uniform string, the horizon would begin to pinch off at the waist.
In [157, 159], Kol gave a more rigorous demonstration that this is
indeed the case, showing that the merger is accompanied by a local
(and indeed global) topology change in the space-time, as well as the
horizon. One might expect that a local model can be found covering
the geometry near the waist for solutions near to either side of the
merger point. The model should be scale invariant and have a SD−3Ω
isometry. Kol noticed that the natural scale invariant geometry with
an SD−3Ω isometry is the cone over the base S
D−3
Ω × S2τx, where the S2
is formed from the fibration of the time circle over the Kaluza-Klein
direction. The two sides of the merger point are then distinguished
by having different contractible cycles on each side of the merger; for
example, on the localised side the sphere is contractible to zero size
along the symmetry axis, but nowhere on the string side.
The cone provides a singular solution enabling the system to undergo
topology change as the order parameter is varied, in this case the
temperature. Further supporting this idea, Kol gave a Ricci-flat metric
over this topology, it was also pointed out that there exist families
of smooth Ricci-flat metrics approaching the singular cone solution
that have been studied in literature [80]. The higher resolution data
probes far into the deformed region near the merger point, so we may
investigate whether this cone structure can be resolved.
A Ricci flat metric for the cone over SD−3 × S2 is given by;
ds2 = dρ2 + ρ2
D − 4
D − 2dΩ
2
D−3 + ρ
2 1
D − 2dΩ
2
2 (3.31)
The cone ansatz has previously been tested on the non-uniform side
for highly non-uniform strings with eccentricities [161, 234] of up to
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Figure 3.64.: Diagram showing the waist region represented by the or-
ange hatched area, where the merger transition between non-
uniform strings and localised solutions would naturally take
place.
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λ ∼ 3.9 and excellent agreement was found, that calculation will not
be repeated here. On the localised side there has been no result to
date as high quality data for the deformed region has not previously
been available. Unfortunately the method used in [161] is not as prac-
tical for the localised data in that the co-ordinate system used here
makes the comparisons performed in said paper cumbersome and hard
to interpret. Rather than comparing metric functions directly, as in
[161], proper embeddings are computed of the sizes of the spatial SD−3
and the S2 from the fibration of the Euclidean time circle over the
symmetry axis along surfaces of constant ρ (the co-ordinate in (3.31)).
Working in D = 5, where the S2 formed from the fibration of the
time circle over the exposed symmetry axis is parametrised by τ and
φ as a polar pair, the cone ansatz is;
ds2 = dρ2 +
1
3
ρ2dΩ22 +
1
3
ρ2
(
dφ2 + α2 sin2 φdτ 2
)
(3.32)
where τ and Ω2 are the same co-ordinates as in the numerical ansatz
(3.10) and φ ∈ [0, pi
2
]
. α is a numerical factor to ensure that αdτ
correctly describes an angle in the S2 and thus must be set to;
α =
2pi
µ
with µ being the dimensionless inverse temperature of the solution
such that (α2dτ 2) has proper size 2pi. Both the Cartesian and polar
patch variables will be used with suitable transformation to the Carte-
sian co-ordinates. Comparison of (3.32) with (3.10) gives co-ordinate
transformations between the cone co-ordinates (ρ, φ) and the numerical
co-ordinates (x, y). Firstly;
ρ (x, y) =
√
3y2Sc (x, y) (3.33)
from which contours of constant ρ (x, y) =  can be found as functions
x (λ) and y (λ) of some parameter λ. For the rest of this section
the solution closest to the merger point will be used, which has µ =
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2.656 and area eccentricity  ' 2.85, the most highly deformed type II
localised solution available. The contours of constant ρ are plotted in
figure 3.65 for this solution.
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Figure 3.65.: Contours of the cone co-ordinate ρ across the numerical do-
main for a highly deformed type II localised black hole in
D = 5 with µ = 2.656.
An initial comparison can be made using the Kretschmann scalar
(this part is similar to the method in [161]). The cone metric gives;
K = RµναβR
µναβ =
48
ρ4
and the result is plotted in figure 3.66 using (3.33) to compute ρ.
The Kretschmann scalar can also be calculated directly from the
numerical metric functions, this is plotted in figure 3.67.
Comparison of these two values gives an indication of where good
agreement with the cone prediction is expected. To that end, the ratio
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Figure 3.66.: The Kretschmann scalar for the cone ansatz in D = 5.
between the computed values is shown in figure 3.68.
There is good agreement near the waist, one would not expect agree-
ment exactly at the waist given the local nature of the model and the
fact that the solution is a finite distance away from the merger point,
meaning the tip of the cone cannot be resolved. Given that the cone
metric looks like a reasonable approximation, at least according to this
first test, a more detailed analysis may be carried out as described at
the start of this section. The proper embedding of the sizes of the
two spheres along contours of ρ (x, y) is computed, where the metric is
given by substituting the functions x and y into (3.10);
ds2 = T (λ) dτ
2 + A (λ) dλ
2 + y2S (λ) dΩ
2
2
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Figure 3.67.: The Kretschmann scalar computed from the D = 5 localised
numerical solution closest to the merger point with µ = 2.656.
with
T data (λ) = T (x (λ) , y (λ))
Adata (λ) = A (x (λ) , y (λ))x
′
 (λ)
2 +B (x (λ) , y (λ)) y
′
 (λ)
2
+ 2F (x (λ) , y (λ))x
′
 (λ) y
′
 (λ)
Sdata (λ) = S (x (λ) , y (λ)) y (λ)
2 (3.34)
Superscript “data” means the embedding functions calculated with the
numerical data and the functions T , A, B, F and S are the numerically
computed metric functions.
Proper embeddings are then given by changing to a proper distance
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Figure 3.68.: Ratio between the computed and measured Kretschmann
scalar across the domain.
co-ordinate λ˜, given by;
A (λ) dλ
2 = dλ˜2 (3.35)
and plotting the resulting functions Tmeas and S
meas
 against λ˜ for a
range of . The parametrisation of the surfaces of constant ρ is ar-
bitrary, so the convenient choice x (λ) = λ is made; finding con-
tours ρ (x, y) =  corresponds to solving (3.33) numerically for y as
a function11 of x and  (we use Mathematica’s built in FindRoot func-
tion). Likewise, there is freedom to set the boundary data in (3.35)
thus boundary conditions are chosen such that the proper distance
co-ordinate vanishes at the end of the contour in the domain, that is
11Note that the range of x should be chosen appropriately given the shape of the
domain in figure 3.64.
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λ˜ (λ = minx) = 0.
Carrying out the same substitution with the cone ansatz (3.32) gives
the following reference embeddings;
T cone
(
λ˜
)
=
1
3
2
Scone
(
λ˜
)
=
1
3
2α2 sin2
(
λ˜√
3
)
(3.36)
where λ˜ ∈
[
0, √
3
pi
2
]
.
Using the procedure described, Scone and Smeas should agree very well
as these both only involve ρ; that is Scone only depends on ρ which is
itself computed using the numerical values of S. Comparing Scone and
Smeas gives a good test of whether the affine embedding procedure is
working correctly.
The ratio is shown in figure 3.69 and shows that these values are
practically identical, giving confidence in the cone prediction at this
level of detail.
For a more sensitive test, the embedding of the time circle sphere
size should be examined by comparing plots of Tmeas with T cone against
λ˜, as defined in (3.34) and (3.36). Figure 3.70 shows both of these plots
for the range  ∈ [0, 0.8] which is where good agreement is expected
with the cone.
It is clear that in the region near (but not exactly at) the waist there
is good agreement between the numerical data and the cone ansatz.
Further away from the waist the cone prediction is less accurate, al-
though this is to be expected given the finite distance to the merger.
Figure 3.70 also shows the limitation of comparing with data a finite
distance from the merger point; the tip of the cone at the origin is
smeared out in the measured data giving an exposed symmetry axis.
In figure 3.71 the ratio between the measured embedding and the cone
prediction is shown. Near the waist this is very close to 1, diverging
at the tip of the cone and further away from the waist.
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Figure 3.69.: Ratio of Scone to Smeas against ρ and λ˜. Here σ = S
cone
Smeas − 1.
The various tests of the cone prediction show excellent agreement
between the predicted local model of [157] and the numerical data
obtained here, complementing the results of [161, 234].
The Newton-Raphson method has allowed the space of Kaluza-Klein
solutions to be probed with a high degree of accuracy and deep into
the highly deformed region that previous work has struggled to ex-
plore. In particular, the method is completely insensitive to negative
modes of the Euclidean Lichnerowicz operator, and as an additional
benefit reveals the structure of the Lichnerowicz operator as part of the
calculations; allowing the spectrum to be explored even when there are
several negative modes present. Perhaps the most obvious drawback
of the method is the “black magic” involved in selecting an initial data
within the basin of attraction of the desired solution. However, a some-
what analogous issue in the case of the Ricci flow is that of finding the
initial data surface Σ which intersects the surface spanned by posi-
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Figure 3.70.: Plots of T cone and Tmeas against ρ and λ˜.
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Figure 3.71.: Contour plot of the ratio of T cone to Tmeas against ρ and λ˜.
tive modes. Since Ricci flow has well-behaved global properties, this
is a much less difficult task than in the case of the Newton-Raphson
method.
3.7. Discussion
Applying the two methods discussed in chapter 2 has made concrete
many of the features mentioned in the previous chapter. At a stable
fixed point the Ricci flow works as expected, as has been demonstrated
in previous work where it was applied to study various space-times
[133, 61, 134] and in a wider physics context [260, 178]. Here it has
been shown how to adapt the method to work in the presence of a
single negative mode, and an outline has been given of how to ap-
proach the situation with more than one negative mode. An alterna-
tive method based on the Newton-Raphson algorithm has also been
presented, eliminating the issue with negative modes completely. In
the case of Kaluza-Klein black holes, the latter method is more prac-
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tical, yielding high quality results with relative ease. However, Ricci
flow is more geometric in nature and can be used to infer information
about the global properties of the solution space.
Let us briefly examine this point in more detail; suppose one is only
interested in whether a solution exists rather than its specific prop-
erties. Observation of two different Ricci flows from a set of initial
data would provide fairly strong evidence to support the existence of
a solution, even if the flows do not get that close to a fixed point.
In this sense one can regard the “bracketing” procedure (as in figure
3.14) as a sort of numerical proof of existence of the localised type I
solutions, conversely the absence of such bracketing behavior or long
term stability of the flow is good evidence against the existence of a
solution. Note that the Newton-Raphson method can be regarded as a
local method in the space of metrics, it conveys no information on the
global properties of the solution space. Failure of the Newton-Raphson
method conveys no information, specifically one cannot conclude that
a solution doesn’t exist. As an illustration of this point, consider the
type I localised solutions. It was suspected that there was a maxima
in µ because physical quantities looked smooth there even though the
Newton-Raphson method failed to converge for higher µ. The exper-
imentation with Ricci flow was consistent as two distinct behaviours
for flows could not be found from which to construct a bracket for µ
higher than the maxima. However, imagine that the solution branch
just ended at some value of µ, rather than having a maxima, it is
difficult to know why the Newton-Raphson method fails to converge,
but one may be able to infer additional global information from the
behavior of Ricci flow.
The most robust use of the algorithms is to combine them to find
the desired solutions, even in the presence of negative modes. Ricci
flow supplemented by the root finding algorithm can be used to find a
fairly wide interval around the solution of interest, such that the flow
near the fixed point is within the basin of attraction from the Newton-
Raphson perspective. The midpoint of this interval can then be used
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as the initial data for the Newton-Raphson method in order to “polish”
the root and find a good numerical solution. In this way the “black
magic” associated with finding initial data for the Newton-Raphson
method is made more systematic. The problem is reduced to finding
a one-parameter set of initial data intersecting the surface spanned by
positive eigenmodes from which to construct a coarse bracket.
In this chapter a detailed demonstration of the utility of these algo-
rithms has been presented in the case of a non-trivial static space-time.
Next the methods will be generalised to the more general case of sta-
tionary space-times, and it will be shown that they can be applied
almost without modification to a large class of space-times. There are
two key difficulties that need to be dealt with. Firstly the methods
have so far relied on the existence of smooth Euclidean geometries as
the analytic continuation of static metrics in order to render the equa-
tions elliptic. In the stationary case it is no longer clear that this is
valid, an alternative method must be found to ensure ellipticity of the
Einstein equations. Secondly, a rigorous prescription for dealing with
physical boundaries of the manifold has yet to be given. For all previ-
ous cases there were no physical boundaries in the problem, only those
that were imposed to cut off the numerical domain. Again this is re-
lated to the fact that a static metric with horizon can be continued to
a smooth Euclidean manifold without boundary. Stationary black hole
space-times clearly will have a physical boundary in the problem, thus
a rigorous procedure must be given for deriving the correct boundary
conditions.
3.8. Tests of Numerical Convergence
In this section convergence to some continuum limit will be demon-
strated for the numerical algorithms and the systematic errors are es-
timated.
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3.8.1. Continuum Scaling
Second order scaling to some limit should be observed as the lattice
resolution is increased, given the choice of finite differencing. In figure
3.72, the dimensionless area against dimensionless inverse temperature
is plotted for four lattice resolutions12: 20× 60, 40× 120, 80× 240 and
160× 480 all with c1 = 10.
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Figure 3.72.: Plot showing the scaling of the dimensionless area and di-
mensionless inverse temperature with lattice spacing at fixed
outer boundary. Correct second order scaling is observed.
The inset shows a zoomed in graph near the maxima in µ.
Correct second order scaling is observed to a continuum limit, ex-
trapolating this limit allows the error due to discretization to be esti-
mated at ∼ 0.2% on the 80×240 lattice. At higher resolutions the data
12These resolutions refer to the first Cartesian patch, all other patches are scaled
accordingly. Furthermore the 160× 480 data is only available for a small range
of the parameters.
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Figure 3.73.: Plot showing the scaling of the dimensionless mass and di-
mensionless inverse temperature with lattice spacing at fixed
outer boundary. Once again correct second order scaling is
observed.
reaches closer to the merger point and thus we conclude that the error
is likely to be higher nearer the merger. It is expected that discretiza-
tion error will be more important for the highly deformed localised
solutions and indeed the data is consistent with this.
In section §2.1.3 it was mentioned that there exists no general proof
that a solution of the Einstein-DeTurck equation (2.16) is automati-
cally a solution of the vacuum Einstein equations (1.1). One should
explicitly check that the vector ξµ vanishes in order to confirm the vac-
uum Einstein equations are satisfied. Figures 3.74, 3.75 and 3.76 show
the maximum value of all the non-zero components of ξ in both the
polar and Cartesian patch for the four lattice resolutions considered
above.
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Figure 3.74.: Scaling of maxµ |ξµ| for the localised type I black holes. Again
second order scaling supporting a continuum limit of ξµ = 0
is observed. The top plot is the polar domain and the bottom
plot shows the Cartesian domain.
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Figure 3.75.: Scaling of maxµ |ξµ| for the localised type II black holes. Sec-
ond order scaling supporting a continuum limit of ξµ = 0
is present again. The top plot is the polar domain and the
bottom plot shows the Cartesian domain.
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Figure 3.76.: Scaling of maxµ |ξµ| for the non-uniform strings again showing
second order scaling to zero.
Again, correct second order scaling is observed towards a continuum
solution consistent with ξ vanishing for all values of µ, thus we conclude
that our simulations are indeed converging to a Ricci flat solution and
not a soliton. Note that the values of ξµ are co-ordinate dependent
and not physical, it is the scaling towards zero that we are interested
in.
3.8.2. Boundary Truncation Error
In figure 3.77 the effect of the boundary truncation at a finite value of y
is investigated, that is the placing of a spherical cavity at y = c1L
2
. The
dimensionless area against dimensionless beta is plotted for a lattice
resolution of 80× 240 with outer boundary at c1 = 1, 3, 6 and 10.
The systematic error introduced by placing the boundary at r = 10L
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Figure 3.77.: Plot showing the scaling of the dimensionless area and di-
mensionless inverse temperature with position of the outer
boundary at fixed lattice spacing. Correct second order scal-
ing is observed. The inset image shows a zoomed in graph
near the maxima in µ.
is estimated to be ∼ 0.75%. Note that the errors are dominated by the
discretization error on an 20× 60 lattice but the finite boundary error
dominates on the standard 80× 240 lattice used in §3.6.2.
3.8.3. Demonstration of Asymptotic Improvement
Section 3.3.1 described the concept of asymptotic improvement where
the homogenous Einstein equations are used to integrate out the metric
functions to large values of the asymptotic radius. Physical quantities
are compared with and without the improvement in figures 3.78 and
3.79 below, which shows area and mass against µ on the 80×240 lattice
with c1 = 10.
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Figure 3.78.: Dimensionless area against dimensionless beta for the Kaluza-
Klein black holes. Clearly the difference between the raw
data and asymptotically improved data is very small, arising
from the slight change to the value of µ and L measured
asymptotically instead of at the cut-off.
Asymptotic improvement has little effect on the area as it only affects
quantities calculated asymptotically. This includes µ and L, both of
which are used to calculate the area, however in §3.3.1 it was noted that
the effect on these quantities was small. On the other hand, quantities
which depend on the fall off of various metric functions, such as the
mass, display a great variation when calculated using the raw data
or the asymptotically improved data. In the next section it will be
demonstrated that the asymptotically improved mass is the “correct”
one by applying the Smarr relation.
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Figure 3.79.: Dimensionless mass against dimensionless beta for the
Kaluza-Klein black holes. Here the asymptotic improve-
ment has a large effect on the measured values as the metric
functions have not approached their asymptotic form at the
boundary cut-off.
3.8.4. First Law
Another way to characterise the errors is to look at the Smarr rela-
tion, derived from the first law. Black hole solutions should obey an
integrated first law given in equation (3.21). Errors in the numerical
approximation and in the calculation of these quantities will mean the
numerical solutions will not obey this law precisely, however increasing
the resolution or the outer boundary position should give a better ap-
proximation to the Smarr law. The fractional error is defined in D = 5
as;
e =
3A
8µM
+
σ
2M
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where all quantities are dimensionless. Exact black hole solutions
should satisfy e = 1. Results are plotted in figures 3.80 and 3.81.
Figure 3.82 demonstrates the effect of asymptotic improvement on the
fractional error, in particular one can see that using asymptotic im-
provement reduces the fractional error significantly.
These results are consistent with around the 0.75% error level on the
80× 240 lattice with c1 = 10.
3.8.5. Patch Overlaps
The Kaluza-Klein domain is covered by two co-ordinate patches which
overlap, due to the tensor nature of the EDT equations it is expected
that the metric functions (suitably transformed) should agree on the
overlap between the patches. Numerical errors will cause a slight dis-
agreement between the patches and if the overlap is working as ex-
pected second order scaling should be observed in the disagreement
between patches. Figure 3.83 shows this for the T and S metric func-
tions (they are simplest to compute as they transform as scalars) for
various resolutions and second order scaling is clear to see.
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Figure 3.80.: Fractional error e given by the Smarr law for Kaluza-Klein
black holes. The error decreases as the lattice spacing in-
creases, the error on the lattice used in the results section is
of the order 0.75%.
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Figure 3.81.: Fractional error e given by the Smarr law for Kaluza-Klein
black hole for varying outer boundary.
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Figure 3.82.: Fractional error e given by the Smarr law for Kaluza-Klein
black holes using the raw data and including asymptotic im-
provement. Asymptotic improvement gives a marked im-
provement on reducing the fractional Smarr error.
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In chapter 2 it was demonstrated that the Einstein-DeTurck equa-
tion on a Riemannian geometry is a well posed elliptic problem. Such
geometries include continuations of static Lorentzian black hole space-
times and results may be continued back to Lorentzian signature, pro-
vided co-ordinates adapted to the static isometry are used. Numerical
methods to solve the resulting boundary value problem were intro-
duced and applied to static, asymptotically Kaluza-Klein geometries
in chapter 3.
For a generic stationary metric this approach is not possible. There
are several ways to analytically continue a stationary metric, but all
suffer from pathologies making them unsuitable for the numerical meth-
ods used here. Taking the example of four dimensional Kerr, with line
element given by (1.10), the t co-ordinate and the parameter a can be
continued to give a real Riemannian metric. The problem is that the
Einstein equations given by this continuation are different to those for
the original Lorentzian case. In the static case the Einstein equations
are unchanged by continuation of the co-ordinate t. Thus in the ex-
ample of Kerr, whilst the continued Einstein equations can be solved,
the solution is not the analytic continuation of the Lorentzian Kerr
solution.
Secondly, in the static case there were no physical boundaries in
the geometry. Continuing to a smooth Riemannian geometry leaves a
boundary in the co-ordinate chart adapted to the static isometry which
is analogous to the origin of polar co-ordinates. Artificial cut-offs were
introduced for the numerical methods, but establishing the correct
boundary conditions was a fairly straight forward exercise (§2.4.2). In
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the stationary case this is no longer true, there are physical boundaries
in the geometry which must be dealt with properly.
In this chapter it will be demonstrated that the techniques developed
in the previous chapters can be extended to cover the more general class
of stationary space-times. Firstly the Einstein-DeTurck equation, re-
stricted to a suitable class of metrics, is shown to be strongly elliptic.
The restriction leaves enough room to consider a wide class of use-
ful and interesting problems, including asymptotically flat stationary
metrics with a single connected horizon. Finally, a more rigorous treat-
ment of the boundaries is given and is demonstrated to be compatible
with that adopted in the static case.
4.1. Stationary Space-times
The definition of a stationary space-time was given in §1.1.2, and is
repeated here;
A space-time is called stationary if it possesses a non-
compact Killing field which is time-like in a neighbourhood
of asymptotic infinity.
In §1.1.6 the Strong Rigidity Theorem (SRT) of Hawking [126] was
discussed, guaranteeing the existence of an additional space-like Killing
field with closed orbits of period 2pi in every stationary space-time.
Without loss of generality, this additional Killing field can be assumed
to commute with the stationary Killing field [35]. In four dimensions
this essentially simplified the Einstein equations to a differential system
defined on a two-dimensional flat Euclidean geometry [36], it was later
shown that there exists one unique two-parameter family of solutions
[212]. In particular, there can be no other axisymmetric Killing fields
compatible with the asymptotic flatness property.
The original proof of the SRT used the fact that space-time was four
dimensional in an essential way. In higher dimensions there exists an
extension proven by Hollands, Ishibashi and Wald [139]. It states that
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in a space-time with stationary Killing field T , which is time-like near
asymptotic infinity, for every connected, non-extremal event horizon
with topology R × Σ where Σ is compact, there is a Killing field K,
commuting with T , which is normal to the horizon. Furthermore, there
are N ≥ 1 commuting Killing fields, Mi, which generate closed orbits
of period 2pi. Then the Killing field K can be expressed as;
K = T +
∑
i
ΩiMi
where Ωi are the angular velocities of the horizon about each axis and
are irrational, thus the orbits of K are not closed. Thus the horizon
rotates rigidly with respect to all the orbits of the rotation generators
Mi.
Higher dimensional stationary space-times can be divided into classes
depending on the number of axisymmetric Killing fields present, with
the maximum being D− 3. All known solutions in D > 4 fall into the
maximally symmetric class, for example the Myers-Perry solution and
the black ring, but there is no known proof that solutions do not exist
in the other classes. Recent work suggests that indeed solutions may
exist in the other classes [57].
The SRT relies on the asymptotic flatness property of the space-time.
As discussed in the introduction, it seems that most physically reason-
able theories in higher dimensions will involve some kind of compacti-
fication scheme and will therefore not be asymptotically flat. Thus the
algorithms should work with a wider class of metrics than that given
by the application of the SRT, applying to space-times which are, for
example, asymptotically Kaluza-Klein or AdS. To that end, a more
general class of Lorentzian space-times is considered which have the
following properties;
• The space-time is stationary; that is there exists a Killing field
T which is time-like near asymptotic infinity.
• There are N ≥ 1 commuting Killing fields, Mi which also com-
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mute with T . The orbits of Mi may or may not be closed, that
is they may generate translational or rotational isometries.
• Orbits of Mi which are closed are normalised to have period 2pi
and there may exist an “axis” where the action of Mi is fixed.
• There may be Killing horizons, H1, . . . , Hk, with normal Killing
vector field given by Kk = T − ΩikMi. The Killing fields Kk all
commute with each other.
These assumptions include the SRT case, where the space-time is
asymptotically flat and the Killing fields Mi have closed orbits. How-
ever, this class of space-times also includes those which are, say, asymp-
totically Kaluza-Klein as well as space-times with non-compact hori-
zon cross sections. The significance of these assumptions is that if
co-ordinates are chosen adapted to the Killing vectors, yA = {t, φi},
A = 1, . . . , N in the sense that the Killing vectors are given by T = ∂
∂t
,
Mi =
∂
∂φi
, the metric can be written as an N -dimensional fibration of
the Killing co-ordinates over a (D −N)-dimensional base;
ds2 = gµνdx
µdxν
= GAB (x)
(
dyA + AAi (x) dx
i
) (
dyB + ABj (x) dx
j
)
+ hijdx
idxj
(4.1)
where {xi} ,, i = 1, . . . , D −N are the base or non-Killing directions.
On the horizons and rotational axes, the fibration in (4.1) degen-
erates. On the base space, the region of interest is that exterior to
any horizons and bounded by asymptotic infinity (or an asymptotic
cut-off), the fixed points where the fiber degenerates and any phys-
ical boundaries. Technically this is the orbit space with respect to
the Killing fields Kk and Mi. Denote this region Mˆ and the bound-
aries ∂MˆX , where X is the Killing vector field with fixed action on
all points in the respective boundary. For example the horizon H1 is
denoted ∂MˆK1 .
273
4. Stationary Black Holes
For Lorentzian space-times, obviously;
det gµν = detGAB dethij < 0
on Mˆ. In the asymptotic region and on physical boundaries, T is time-
like and the Mi are space-like, thus the fiber metric, GAB, is Lorentzian
and the base metric, hij, is Riemannian. At horizons and the fixed
points of any closed Mi, the fiber degenerates and thus detGAB van-
ishes. One additional assumption is now required in order to later
ensure the ellipticity of the EDT equations;
• The space-time
(
Mˆ, h
)
is a smooth Riemannian manifold with
boundaries given by the points where detGAB vanishes, in addi-
tion to any physical boundaries and asymptotic regions. Thus the
manifold given by the fibration (4.1) over Mˆ is the full Lorentzian
space-time on the exterior of all horizons.
Consequently, detGAB > 0 everywhere on the interior of Mˆ and van-
ishes only on the axes and horizons. This assumption is physically
reasonable and permits the investigation of a wide class of stationary
Lorentzian space-times. Asymptotically and on physical boundaries
this is clearly true as T is time-like, at horizons Ki vanishes and is
time-like everywhere in the exterior. Thus dethij > 0 everywhere in
Mˆ is a reasonable restriction to make. In the interior of Mˆ, this condi-
tion states that it should be possible to build a time-like Killing vector
from some linear combination of the Mi and T . Space-times with er-
goregions, where T is not time-like in some region of Mˆ, are included
in this class as long as the ergoregion is associated with the rotation
of some Killing horizon.
The case of maximal symmetry is that with N = D − 2 commuting
Killing vector fields, all asymptotically flat black holes found so far in
D ≥ 5 belong to this class.
For the rest of the discussion, attention will be restricted to the case
of minimal symmetry, or singly-spinning black holes, with a single con-
nected event horizon. These black holes have only the one rotational
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Killing vector guaranteed by the SRT so N = 2. The Killing vector
fields are then T and M , the horizon is a Killing horizon of the lin-
ear combination K = T + ΩM where Ω is the angular velocity of the
horizon. Co-ordinates t and φ chosen such that T = ∂
∂t
and M = ∂
∂φ
.
Note that in four dimensions, and in the maximally symmetric cases
in asymptotically flat higher dimensional space-times [77], a further
simplification can be made to (4.1). Assuming some technical condi-
tions hold, namely the circularity theorem (see [249, 136] and gener-
alisations [77]) which is always the case in vacua, then it is possible
to choose co-ordinates such that the AAi (x) vanish, giving the Papa-
petrou split (1.9) discussed in §1.1.5;
ds2 = GAB (x) dy
AdyB + hij (x) dx
idxj
This is possible because one can find hypersurfaces simultaneously or-
thogonal to all the Killing fields ∂
∂yA
, note that this is not the same as
saying that the Killing fields are individually hypersurface orthogonal.
Since all the existing vacuum analytic solutions are maximally sym-
metric the base space is still two dimensional in these cases, and the
fields AAi (x) can be chosen to vanish, as can be seen from the analytic
form of these known solutions.
In the case of minimal symmetry there are two independent Killing
vector fields. The horizon and rotational axis correspond to fixed
points of these Killing fields where the fibration in (4.1) degenerates.
These are co-dimension 1 hypersurfaces, except the points where they
meet which form a co-dimension 2 surface. On the base space the
region of interest is that bounded by asymptotic infinity (or other
suitable cut-off as will be discussed later) and the co-dimension one
surfaces where the fiber degenerates. The base space has dimension
D − 2 and along the boundaries the determinant of the matrix GAB
will vanish.
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On the horizon, ∂MˆK , the Killing field K vanishes and the matrix
GAB behaves as;
GAB|∂MˆK = f(x)
(
1 − 1
Ω
− 1
Ω
1
Ω2
)
where f (x) contains the behavior ofGAB on the base space co-ordinates.
It will be helpful to choose more convenient co-ordinates which allow
adaptation of the methods used in static case. The new co-ordinates
are given by transform (t′, α) = (t, φ− Ωt). In these co-ordinates,
the Killing vectors are M = ∂
∂α
and K = ∂
∂t′ with fixed points on
the boundary surfaces ∂MˆM,K . The matrix GAB in the transformed
co-ordinates then behaves as;
GAB|∂MˆK =
(
0 0
0 r(x)
)
, GAB|∂MˆM =
(
s(x) 0
0 0
)
thus the degeneracy along the boundaries is clear.
Note that in these co-ordinates, asymptotically flat space in a co-
rotating frame has the form;
ds2 =
(−1 + r2Ω2 sin2 θ) dt′2+2r2Ω sin2 θdt′dα+r2 sin2 θdα2+dr2+r2dθ2
this is the induced metric which would be set asymptotically or on a
cavity wall.
4.2. Ellipticity in Stationary Space-times
Before the Ricci flow and Newton-Raphson methods can be applied,
the underlying differential systems must be shown to be well posed.
In the static case this was done by using the related Einstein-DeTurck
equations. Solutions to the Einstein-DeTurck equations are almost
always solutions to the Einstein equations (apart from limited cases
known as Ricci solitons) providing the correct boundary conditions
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are imposed. By analytically continuing a general static metric to a
smooth Riemannian geometry it was demonstrated that the Einstein-
DeTurck equations are elliptic and thus the Ricci flow is a well posed
set of parabolic equations. In the stationary case it is not possible, in
general, to carry out an analytic continuation for the reasons explained
at the start of this chapter. Instead it is easy to see that the Einstein-
DeTurck equations are automatically elliptic when restricted to the
above class of stationary metrics.
Recall that the Einstein-DeTurck equation is;
RHµν = Rµν −∇(µ ξν) = 0 (4.2)
where the one-form ξ is given by;
ξµ = gµλg
αβ
(
Γλαβ − Γ¯λαβ
)
The quantity Γ¯ being the Levi-Civita connection on a smooth back-
ground or auxiliary metric, g¯µν on Mˆ. For the remainder of this chap-
ter this auxiliary metric will be restricted to have the same properties
as the dynamic metric, gµν . That is it will have the same isometries and
thus the same decomposition as (4.1), furthermore it must be smooth
and therefore subject to the same boundary conditions as the dynamic
metric.
In chapter 2 the principal symbol of the Einstein-DeTurck equa-
tion was given. The principal symbol effectively describes the short
wavelength behavior of the equations and so is essentially given by the
highest order derivatives. Neglecting the lower order terms, equation
(4.2) acts as the Laplacian;
RHµν ∼ gαβ∂α∂βgµν + . . . (4.3)
When gµν is Riemannian, the Einstein-DeTurck equation is clearly el-
liptic. For a Lorentzian metric, at first glance equation (4.2) appears to
be hyperbolic and unsuitable for either method. In the stationary case
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an analytic continuation cannot be carried out to a smooth Riemannian
metric to show ellipticity. However, it is quite simple to demonstrate
that the Einstein-DeTurck equations restricted to the class of metrics
described above are indeed elliptic. In the co-ordinates used in (4.2),
the metric components are not dependent on the Killing directions,
that is ∂Agµν = 0 and thus g
ij = hij. Applying this to (4.2) gives;
RHµν ∼ hij∂i∂jgµν + . . .
As discussed above, the base metric hij is Riemannian everywhere and
non-degenerate, so the Einstein-DeTurck equations are manifestly el-
liptic. Importantly the EDT equations are elliptic even in the pres-
ence of ergoregions, which might be expected to be the main obstacle
to treating stationary space-times. Thus all the analysis performed
in chapter 2 carries through and the exact same techniques may be
applied as in the static case.
For completeness, the Ricci flow equations for the components of
(4.1) are given in appendix C.1. It should be noted that both the
Ricci flow and Newton-Raphson method preserve the symmetries and
remain in the required class of metrics, as long as the background
metric is chosen to satisfy the assumptions above. In other words, if
one starts with an initial guess in a certain symmetry class, then both
methods should evolve to geometries in that class. If this were not the
case then restricting the form of the metric a priori would presumably
cause the Ricci flow to terminate prematurely if the fixed point at the
end of the flow is outside this class. The Newton-Raphson method
would simply fail to converge and it would be a hard task to decide
why this was the case.
A further simplification may be made if the metric is invariant under
reflection in all the fiber co-ordinates;
t→ −t , yA → −yA
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then the off diagonal A Ai components vanish. The Ricci flow equations
simplify considerably to;
RHAB =−
1
2
∇ˆi(∂iGAB) + 1
2
GCD(∂iGAD)(∂iGCB)
− 1
4
h¯kmGCD(∂mG¯CD)(∂kGAB)− 1
2
ξˆk∂kGAB
RHij =Rˆij − ∇ˆ(iξˆj) −
1
4
GABGCD(∂iGCB)(∂jGAD)
− 1
2
hk(i∇ˆj)(GABh¯km∂mG¯AB)
with ξA = 0 .
Importantly the Ricci flow and Newton methods consistently restrict
to this class of metrics as the off diagonal evolution piece RHiA vanishes.
Thus if A iA is chosen to vanish in the initial data it can be expected
to remain zero for the entire flow. As mentioned above, in four di-
mensions the circularity theorem implies that all stationary vacuum
solutions may be put in this form and all higher dimensional black
holes discovered so far share this property.
The first problem has been covered. The Einstein-DeTurck equations
may be solved as an elliptic problem on the base space Mˆ, with short
wavelength behavior being governed by the base space metric, hij,
which is of Riemannian signature. One obstacle remains, determining
the boundary conditions on the physical boundaries of the base space.
That is the horizon, ∂MˆK , the axis, ∂MˆM , and their join, ∂MˆK ∩
∂MˆM . This issue is covered in the next section.
4.3. Boundary Conditions
Since (4.2) is elliptic, boundary conditions must be specified on every
edge of the domain. The base space has boundaries along the horizon,
axis and at their join, as well as on any physical boundaries in the full
Lorentzian space-time. Boundary conditions follow from demanding
that the geometry be smooth on the boundaries. In other directions,
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the numerical domain must be cut off by imposing some additional
boundary conditions as in the static case.
In the asymptotic direction there are a couple of options. The sim-
plest procedure is similar to that carried out on static space-times, to
truncate in the asymptotic direction and fix the induced metric there.
In the static case, ideas from Euclidean Quantum Gravity gave this pro-
cedure a well-defined physical meaning, that is fixing the space-time in
thermal equilibrium with some finite area cavity. As discussed at the
start of this section, the physical meaning in a stationary space-time is
less clear. Alternatively one may again cut off the space-time at some
finite but large value of the asymptotic co-ordinate (large relative to
the size of the black hole) such that any perturbations from flat space
will be minimal. One can then investigate whether the correct scaling
to some continuum solution is observed as the boundary is taken to be
at larger radial co-ordinates. The other method which may prove use-
ful is to carry out a conformal transformation such that spatial infinity
is at some finite co-ordinate location, one can then trivially cut off the
space-time here and impose boundary conditions as the induced flat
metric on spatial infinity. In all cases fixing the induced metric will
provide Dirichlet data on all metric functions normal to the boundary.
Boundary conditions on the tangential components come from fixing
ξµ = 0. In general this will lead to imposing a complicated condi-
tion on the tangential components. We have not been shown that the
Einstein-DeTurck equations are well posed with this type of boundary
condition, but observe that it works well in practise. Recent work has
shown that the EDT system is a well posed elliptic problem with a
wide class of useful boundary conditions [85].
The two new boundaries are those of the underlying base space, at
the horizon and the axis of rotation. In the static case there were no
boundaries once the continuation to a smooth Riemannian geometry
had been carried out; to generalise to the stationary case the bound-
aries, ∂MˆK ∪ ∂MˆM , must be considered explicitly.
In general, the co-ordinates adapted to the Killing fields will not
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give a good chart which covers the horizon and/or axes, however these
co-ordinates are desirable for simplifying the numerical problem. By
identifying a set of co-ordinates which do cover the relevant boundary
in a smooth way and demanding that the metric functions be smooth
in these co-ordinates, boundary conditions on the original Killing field
adapted metric functions can be derived at the edges of Mˆ. The metric
is assumed to be smooth in the neighbourhood of the boundaries in
the co-ordinates covering the boundary such that a Taylor expansion
for the metric functions exists at the boundary (it can have zero radius
of convergence).
4.3.1. Physical Boundary Example
Before the full computation is carried out, a toy model is considered
to illustrate the procedure. Say boundary conditions are required on
a general 2-metric, with a U (1) isometry, at the fixed point of the
action of this isometry. Near the fixed point, it is natural to use co-
ordinates which manifest the isometry, in this case polar co-ordinates,
{r, a}, where a is an angular co-ordinate with period 2pi, such that
the Killing field generating the isometry is ∂
∂a
. Clearly the polar co-
ordinates do not give a good chart at the origin of the symmetry, thus
to proceed with the outline given above, a general 2-metric is written
in Cartesian1 co-ordinates;
ds2 = X (x, y) dx2 + Y (x, y) dy2 + F (x, y) dxdy (4.4)
The fixed point of the isometry is set to be at x = y = 0 so the polar
co-ordinates are related via the usual transformation;
x = r cos a, y = r sin a (4.5)
1These names are emphasised as they will be used to refer to the different sets of
co-ordinates when the full boundary conditions are considered. In this sense,
polar co-ordinates are those which manifest the isometries and Cartesian co-
ordinates are those which smoothly cover the relevant boundary.
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with the fixed point at r = 0. In these co-ordinates the metric may be
written as;
ds2 = A (r) dr2 + r2B (r) da2 + r2C (r) dadr (4.6)
where the functions A,B and C depend only on the co-ordinate r.
Conditions on these functions must be determined to ensure the metric
is smooth at r = 0.
In the Cartesian set of co-ordinates the metric (4.4) will be smooth at
r = 0 if the functions X, Y and F are smooth, C∞, in a neighbourhood
of x = y = 0. In this case these functions must have Taylor expansions;
Y (x, y) = Y0 + Yxx+ Yyy + Yxyxy + Yxxx
2
+ Yyyy
2 +O
(
x3, x2y, xy2, y3
) (4.7)
similarly for the functions X and F . Applying the co-ordinate trans-
formation (4.5) and comparing coefficients with (4.6), the requirement
that a be compatible with the Killing vector field ensures that every
coefficient of an odd power of r vanishes. Thus the polar metric func-
tions must be smooth functions of r2 in order for the Cartesian metric
to be a good chart at the origin. In fact, for the purposes of the nu-
merics, it is enough to demand that the Cartesian metric functions be
C2 at the boundary, in which case the same procedure restricts the
expansion coefficients as;
X0 = Y0 , F0 = 0
Yy = Yx = Xy = Xx = 0
Xyy = Yxx , Xxx = Yyy , Xxy = −Yxy
Fyy = − Yxy , Fxx = +Xxy , 1
2
Fxy = Yyy − Yxx (4.8)
Plugging these conditions into (4.7), using (4.5) and (4.6) gives the
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form of the polar metric functions to second order;
A (r) = Y0 + Yxxr
2 +O
(
r3
)
B (r) = Y0 + Yyyr
2 +O
(
r3
)
C (r) = − rYxy +O
(
r3
)
Finally the boundary conditions on A,B and C can be deduced. Neu-
mann conditions are imposed on A and B as A′ (0) = B′ (0) = 0 and
C obeys the Dirichlet condition C (0) = 0. It is worth noting that
the powers of r appearing in (4.6) were chosen so that the boundary
conditions have this simple form.
There is an additional condition, A (0) = B (0), which ensures that
the metric is regular for a co-ordinate a with period 2pi. This suggests
that the system is overdetermined as there is already one boundary
condition for each degree of freedom in the metric. Instead of an el-
liptic boundary condition, this extra constraint should be viewed as a
property of the initial guess metric which is preserved under the Ricci
flow and Newton-Raphson method. From the arguments above, the
initial metric must satisfy this constraint if it is to be smooth, then
if the metric is always updated with a smooth tensor preserving the
isometries, this property will be preserved. Thus for both the Newton-
Raphson method and Ricci flow only the three conditions need to be
imposed on the metric functions, and the background metric, as ex-
pected for an elliptic boundary value problem. Provided the initial
metric is smooth, the extra condition A (0) = B (0) will automatically
be obeyed if the background is chosen to be smooth. Note that in a
numerical simulation this condition is implemented as an extra bound-
ary condition because numerical error near the boundary can lead to a
deviation from smoothness, causing numerical instabilities. By impos-
ing the regularity constraint at each time step, the metric is ensured
to be smooth to at least numerical precision.
As mentioned at the start of this section, the Cartesian metric (4.4)
was assumed to be C∞ to allow the expansion in (4.5) to be performed
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in order to derive the boundary conditions, A′ (0) = B′ (0) = C (0) = 0
and the regularity condition, A (0) = B (0). However, since it is enough
to find restrictions on the coefficients up to r2, it is enough to assume
that the Cartesian metric is only C2.
A further point of note, which is not clear in this toy example, is that
the polar radial direction, r, must be itself regular in the neighbour-
hood of the boundary otherwise there is no way the metric functions
can be smooth there. By this it is meant that the co-ordinate cho-
sen from the base directions, {xi}, parametrising the distance from
the boundary should be regular, in the sense that grr is bounded and
non-zero, and ∂rgrr|∂M = 0.
Now this toy model will be extended to determine the correct bound-
ary conditions in order to render the metric smooth on the physical
boundaries.
4.3.2. Axis of Rotation
Firstly the axis of rotation, ∂MˆM , is covered. This calculation is
carried out for the general class of metrics, that is where there are
N − 1 rotational isometries. Pick one of the rotational Killing fields to
work with, such that the fixed points of its action form the boundary
of interest. Denote the co-ordinates adapted to these Killing fields{
φ, y˜A
}
, A = 1, . . . , N − 1 so that the Killing field generating the
isometry with fixed points on the axis is ∂
∂φ
. One of the directions
is selected out of the base co-ordinates {xi}, call it θ, to parametrise
the distance away from the boundary. The remaining base space co-
ordinates will be denoted
{
x˜i˜
}
such that i˜ = 1, . . . , D − N − 1 and
the boundary is at θ = 0. Near the boundary, the metric (4.1) is;
ds2 = θ2Adφ2 + TAB dy˜
A dy˜B + θ2AA dφ dy˜
A + UAi dy˜
A dxi
+ θ TA dy˜
A dθ + θ2Ai dφ dx
i + θ2Qdφdθ +B dθ2
+ θ Fi dθ dx
i + hij dx
i dxj (4.9)
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All the metric functions generically depend on the {x˜i} and θ. The
co-ordinate θ is chosen from the base directions such that the axis
is at θ = 0; as mentioned in the previous paragraph, it must be a
regular distance co-ordinate, that is B (θ, x˜) is bounded, non-zero and
∂θB (θ, x˜)|θ=0 = 0. This form of the metric manifests the ∂∂φ Killing
symmetry. As in the example above, the same transformation is carried
out to a Cartesian set of co-ordinates, {a, b} over the Killing parameter
φ and the distance co-ordinate θ;
a = θ sinφ , b = θ cosφ (4.10)
It is important to note here that φ has been implicitly assumed to have
period 2pi, as would be expect for a rotational isometry. In the case of
the horizon this issue must be treated more carefully.
The Cartesian form of the metric is given by;
ds2 = N da2 +K da db+M db2 +WA dy˜
A da+ VA dy˜
a db+ Ji dx˜
i da
+ Li dx
i db+ hij dx˜
i dx˜j + TAB dy˜
A dy˜B + UAi dy˜
A dx˜i
where the metric components are now functions of a, b and the {x˜i}
directions, note that the isometry generated by ∂
∂φ
is no longer mani-
fest. Applying the same procedure as above, the Cartesian functions
are assumed to be C2 in a neighbourhood of the axis, θ = 0. Using
the transformation given above, the boundary conditions on the polar
metric functions are as follows;
∂θA (θ, x˜)|θ=0 = ∂θB (θ, x˜)|θ=0 = 0
Q (0, x˜) = 0
∂θAA (θ, x˜)|θ=0 = ∂θTA (θ, x˜)|θ=0 = ∂θAi (θ, x˜)|θ=0
= ∂θFi (θ, x˜)|θ=0 = 0
∂θhij (θ, x˜)|θ=0 = ∂θTAB (θ, x˜)|θ=0 = ∂θUAi (θ, x˜)|θ=0 = 0 (4.11)
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As in the toy example there is also the regularity constraint;
A (0, x˜) = B (0, x˜) (4.12)
Almost the exact same conditions have dropped out as in the toy
example, the same Neumann conditions are imposed on A and B and
Dirichlet data for Q. The extra components that didn’t appear in the
toy example also have simple Neumann conditions, this is why the
prefactors of θ were chosen in (4.9). Note that there are exactly the
number of conditions expected for a well-posed elliptic boundary value
problem.
The background metric, gˆµν will be restricted to have the exact same
boundary conditions and regularity constraints as the dynamic met-
ric. This ensures that the Einstein-DeTurck tensor RHµν is regular and
preserves the U (1) isometry at the axis. As in the toy example, the
additional regularity constraint should be thought of as a property of
the initial data that will be preserved by the two methods, provided
the update step is performed using a tensor which is regular and has
the same isometries. Analytically one would not need to impose this
as an extra boundary condition and the system is therefore not overde-
termined; numerically the regularity constraint is enforced after each
iteration to aid numerical stability.
A crucial requirement for a solution of the Einstein-DeTurck equa-
tion to simultaneously solve the Einstein equation is that the boundary
conditions are compatible with a trivial solution existing to the equa-
tion ∇2ξν +R νµ ξν = 0. If this were not the case then there is no hope
of being able to find Ricci flat solutions to the Einstein-DeTurck equa-
tion. Since the boundary conditions on the axis are fully determined
and do not explicitly specify conditions on ξµ, it is important to check
that they are compatible with ξµ = 0. Substituting these conditions
into the definition of ξµ (2.13) and noting that the background metric
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must obey the same conditions gives;
ξθ|θ=0 = 0 , ∂θξx˜|θ=0 = 0 (4.13)
These conditions on ξµ, whilst not necessarily enforcing a trivial so-
lution in the interior, are certainly compatible with the existence of a
ξµ = 0 solution. In particular, it is important that ξθ|θ=0 is enforced,
if this were not the case then the co-ordinate location of the physical
boundary would change at each step of the flow, thus imposing bound-
ary conditions at fixed co-ordinate values would no longer make sense.
The boundary conditions for regularity are therefore compatible with
the existence of a Ricci flat solution to the Einstein-DeTurck equations.
4.3.3. Horizon
The horizon boundary, ∂MˆK , is treated in much the same way as
the axis. A base direction is chosen parameterising the distance from
the horizon, labelled r, the base space co-ordinates are then {r, x˜i},
i˜ = 1, . . . , D −N − 1, and the horizon is located at r = 0. Choosing
co-ordinates that manifest the horizon normal isometry, such that the
normal to the horizon is given by ∂
∂t
, gives the polar form of the metric;
ds2 = − r2Adt2 + TAB dy˜A dy˜B + r2AA dt dy˜A
+ UAi dy˜
A dx˜i + r TA dy˜
A dr + r2Ai dt dx˜
i
+ r2Qdt dr +B dr2 + hij dx˜
i dx˜j + r Fi dr dx˜
i
Expressing this as a Cartesian metric is done using the following trans-
formation, note the use of hyperbolic trigonometric functions as the
orbits of the horizon Killing field are not closed;
a = r sinhκt , b = r coshκt
The constant κ acts as the surface gravity, its presence here is perhaps
easier to understand by considering a static space-time. As discussed
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in chapter 2, one can continue the time co-ordinate parameterising the
static Killing field to imaginary values, it is then identified as an angu-
lar co-ordinate with period related to κ to render the metric regular.
The above transformation can be thought of as the analytic continua-
tion of (4.10) back to Lorentzian space-time, maintaining this period.
Note that since the t co-ordinate is non-compact, one could trivially
rescale it so that κ = 1, however this would be incompatible with
imposing Dirichlet boundary data asymptotically.
Carrying out the transformation gives the Cartesian form of the
metric;
ds2 = −N da2 +K da db+M db2 +WA dy˜A da+ VA dy˜a db+ Ji dx˜i da
+ Li dx˜
i db+ hij dx˜
i dx˜j + TAB dy˜
A dy˜B + UAi dy˜
A dx˜i
where the functions all depend on {a, b, x˜i}. Requiring that the Carte-
sian metric be C2 at a = b = 0 gives the following boundary conditions;
∂rA (r, x˜)|r=0 = ∂rB (r, x˜)|r=0 = 0
Q (0, x˜) = 0
∂rAA (r, x˜)|r=0 = ∂rTA (r, x˜)|r=0 = ∂rAi (r, x˜)|r=0
= ∂rFi (r, x˜)|r=0 = 0
∂rhij (r, x˜)|r=0 = ∂rTAB (r, x˜)|r=0 = ∂rUAi (r, x˜)|r=0 = 0 (4.14)
and the regularity constraint;
A (0, x˜) = κ2B (0, x˜) (4.15)
Different choices of κ in the transformation result in different regular-
ity constraints because the co-ordinates a and b corresponding to one
choice of κ are not analytically related to those given by a different κ.
As in the case of the axis, the boundary conditions (4.14) are com-
patible with ξµ = 0 everywhere.
288
4. Stationary Black Holes
4.3.4. Horizon and Axis meeting point
The region where the axis and horizon meet is co-dimension two, the
metric must be decomposed into double polar co-ordinates here. Fol-
lowing a similar procedure to that above, the r and θ directions are
chosen from the base co-ordinates to parametrise the distance from the
boundary. The axis is at θ = 0 and the horizon is at r = 0, in which
case the join corresponds to r = θ = 0 simultaneously. As before, {x˜i}
denotes the remaining base directions, with i = 1, , . . . , , D − N − 2,
and
{
y˜A
}
are the remaining Killing directions. The polar form of the
metric is then;
ds2 =− r2A1 dt2 + θ2A2 dφ2 + r2θ2W dt dφ+ TAB dy˜A dy˜B
+ r2A1A dr dy˜
A + θ2A2A dφ dy˜
A + UAi dy˜
A dx˜i + r T 1A dy˜
A drdθ
+ T 2A dy˜
A dθ + r2A1i dtdx˜
i + θ2A2i dφ dx˜
i + r2Q1 dt dr
+ θ2Q2 dφ dθ +B1 dr2 +B2 dθ2 + r F 1i dr dx˜
i + θ F 2i dθ dx˜
i
+ hij dx˜
i dx˜j
(4.16)
Applying the double polar transformation into Cartesian co-ordinates,
a1,2, b1,2;
a1 = r sinhκt , b1 = r coshκt
a2 = θ sinφ , b2 = θ cosφ
Requiring that the Cartesian metric be C2 near the boundary, one
finds that the boundary conditions are simply the union of those for
the axis and the horizon. The regularity constraints follow a similar
pattern, they are the union of those from the axis and horizon. Thus
the boundary conditions on the axis and horizon are compatible at
their join.
Having covered the technical details necessary to apply the Newton-
Raphson method and Ricci flow to the more general case of stationary
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space-times, we now turn to an example application to demonstrate
its use.
4.4. Example Application: The Kerr
Solution
Applying the above discussion to the Kerr solution in four dimensions
provides a useful example to illustrate the important points. Although
this solution has been well studied, and indeed is the unique uncharged
rotating black hole solution in four dimensions, the methods give some
interesting and novel insight into its behavior.
4.4.1. Metric
The Kerr metric in Boyer-Lindquist co-ordinates, which are {t, r, θ, φ},
is given by (1.10). Expanding out all the terms gives;
ds2 =−
(
1− 2Mr
r2 + a2 cos2 θ
)
dt2 − 2Mra sin
2 θ
r2 + a2 cos2 θ
dtdφ
+
(
r2 + a2 +
2Mra2 sin2 θ
r2 + a2 cos2 θ
)
sin2 θdφ2
+
r2 + a2 cos2 θ
r2 + a2 − 2Mrdr
2 +
(
r2 + a2 cos2 θ
)
dθ2
In the language of the more general discussion above, the base manifold
Mˆ is two dimensional, parametrised by the co-ordinates {r, θ}, and the
fiber metric GAB is two dimensional. The stationary Killing field, K,
is normalised to kµkµ = −1 and in these co-ordinates is K = ∂∂t . There
is one axial Killing field, M , (the maximal number in four dimensional
asymptotically flat space and guaranteed by the SRT) with co-ordinate
form M = ∂
∂φ
and fixed points of its action at θ = 0. In these co-
ordinates the metric has no off-diagonal AAi components, this is a
demonstration of the discussion in §4.1; in vacua in four dimensions one
can always find co-ordinates such that the off-diagonal pieces vanish.
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The base space metric hij is Riemannian everywhere while the ma-
trix G = GAB is Lorentzian outside the horizon and expected to be
degenerate on the horizon and axis. The determinant is;
det G = − [a2 + r (r − 2M)] sin2 θ (4.17)
so the metric is degenerate at θ = 0, pi and;
r = rH = M +
√
M2 − a2
A single event horizon ∂MˆT is located at the r = rH root (it is a
Killing horizon) while the θ = 0, pi roots are the rotational axis ∂MˆM .
The Killing field normal to the horizon is K = T + ΩM , where the
angular velocity of the horizon is given by [249];
Ω =
a
2M
1
rH
(4.18)
The co-ordinate r is not a good choice to parametrise the distance
from the horizon because it is not regular there. It is clear that the
coefficient in front of dr2 blows up so define a new regular distance
co-ordinate ρ by;
dρ =
dr√
r2 + a2 − 2Mr , ρ (rH) = 0
Integrating this up gives the new co-ordinate as;
ρ = rH cosh r (4.19)
in these co-ordinates the base metric takes the form;
hijdx
idxj =
(
M2 − a2) sinh2 ρ (dρ2 + dθ2) (4.20)
As discussed in §4.1, it is useful to rotate the Killing co-ordinates
in order to cleanly separate the components which vanish on the axis
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and horizon. To that end the co-ordinate transformation α = t − Ωφ
is made. In these co-ordinates, the form of the matrix GAB on the
horizon and axis is given by;
GAB|∂MˆK =
(2aM sin θ)2
a2 sin2 θ + 2M(2M − rH)
(
0 0
0 1
)
(4.21)
GAB|∂MˆM =
(M2 + a2) sinh2 ρ
a2 + ∆2
(
1 0
0 0
)
(4.22)
4.4.2. Boundary Conditions
Horizon Boundary
It can be verified that this metric satisfies the boundary conditions
discussed in §4.3.3 by series expanding the various metric coefficients
around ρ = 0;
gtt =
(M2 − a2) [sin2 θ (4Mδ + (a2 + 2Mδ) sin2 θ)− 4M2]
2M2
(
4MrH − a2 sin2 2θ
) ρ2
+O
(
ρ4
)
gtα =
a2 sin2 θ
(
2M [MrH +M
2 − 2a2] + rH [M2 − a2] sin2 θ
)
2M
(
2MrH − a2 sin2 2θ
) ρ2
+O
(
ρ4
)
gαα =
(2aM sin θ)2
a2 sin2 θ + 2Mδ
+O
(
ρ2
)
gρρ = gθθ =
(
2MrH − a2 sin2 θ
)
+
(
MrH − a2
)
ρ2 +O
(
ρ4
)
where δ = 2M − rH is the difference between the co-ordinate location
in r of the horizon for a non-rotating black hole and rotating black
hole of the same mass.
Thus the boundary conditions are indeed satisfied in this co-ordinate
system, and additionally the regularity constraint;
gtt
ρ2gρρ
∣∣∣∣
ρ=0
= 4M2
(
2MrH − a2
a2 −M2
)
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where we have divided by ρ2 so that the prefactors of ρ are correct; is
equal to the constant surface gravity as required.
Axis of Symmetry
The surface θ = 0 is the axis of rotation, ∂MˆM , and is the fixed point of
the action of the U (1) isometry generated by the axisymmetric Killing
field M = ∂
∂φ
. Unlike r, θ is a good co-ordinate to use near the axis
as the metric is regular there in these co-ordinates. The same check
is carried out as at the horizon to verify that the metric components
obey the boundary conditions;
gtt =− (M
2 − a2) sinh2 ρ
(a2 + ∆2)
+O
(
θ2
)
gtα =−
a
[
4M2∆ (2MrH − a2)− rH (a2 + ∆2)2
]
2M (a2 + ∆2) (2MrH − a2) θ
2 +O
(
θ4
)
gαα =
(
a2 + ∆2
)
θ2 +O
(
θ4
)
gρρ = gθθ =
(
a2 + ∆2
)
+O
(
θ2
)
with ∆ = M +
√
M2 − a2 cosh ρ. Thus the metric is compatible with
the boundary conditions; also note that the regularity constraint;
gαα
θ2gθθ
∣∣∣∣
θ=0
= 1
is satisfied.
Joining Point
In the first part of this chapter it was shown that the boundary con-
ditions at the join of the horizon and axis are the union of those on
each individual boundary. Given that the Kerr solution satisfies these
boundary conditions, it is clear that the boundary conditions at the
joining point will also be satisfied.
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4.4.3. Numerical Domain
The base space Mˆ naturally has boundaries at the horizon and axis,
thus the numerical domain can be truncated here with the previously
discussed boundary conditions. If the base space is parametrised by
the ρ co-ordinate introduced in §4.4.2 and θ from the Boyer-Lindquist
co-ordinates, the domain will be as in figure 4.1.
Ρ = 0
Θ = 0
Θ = Π2
Ρ = c
Cavity
Horizon
Ρ
Θ
Figure 4.1.: Numerical domain used for the Kerr simulation as an example
application of the numerical techniques to stationary space-
times. The left hand figure shows a schematic plot of the Kerr
space-time with the domain highlighted, the right hand side
shows a regular plot of the domain itself.
In fact, a further simplification by exploiting the reflection symmetry
around θ = pi
2
to cut the domain in half, boundary conditions consistent
with mirror symmetry are imposed here.
Asymptotically the procedure is a little less well defined. In the
static case, the thermodynamic interpretation as applied to static black
holes was used to make physical sense of a fixed asymptotic cut-off
in the domain as embedding the black hole in a spherical cavity at
fixed finite temperature. Birkhoff’s theorem implies that this is the
natural procedure to take. For stationary metrics there is no such
natural choice, one could perform the same technique here but the
interpretation is less clear. The induced geometry on a surface of fixed
radial co-ordinate is not spherical but deformed. Perhaps the two
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most elegant methods are to either embed the black hole in a fixed
spherical cavity2 or to use a compactified co-ordinate and fix the flat
induced metric (in co-rotating co-ordinates) at r = ∞. We focus on
a simpler method first to illustrate the key points, the space-time is
simply cut off at some fixed large value of ρ such that the black hole
is small relative to the size of the cavity. As long as the cavity is
large compared to the size of the black hole then the deformation away
from a spherical container will be small, and the black hole should
behave as if in asymptotically flat space. In some parts of the section
we make the cavity small to demonstrate the behavior of the solution
under Ricci flow. We find that in this setup the Kerr solution has a
very similar negative mode structure to the Schwarzschild in a cavity
scenario discussed in §2.5.
Finally, the metric ansatz is taken as the most general stationary four
dimensional metric, as in (4.1). Factors are placed in front of certain
metric functions where the proper size of a Killing orbit shrinks to
zero, for example in front of the dt2 piece on the horizon and also on
the cross term drdθ where the Neumann boundary condition specifies
that it must vanish on the horizon. As mentioned in §4.1, in four
dimensions it is always possible to pick co-ordinates such that the
AAi vanish, and the metric is restricted to this form to simplify the
equations. Furthermore, the background metric, g¯µν is taken to have
the same form.
ds2 = − ρ2T (ρ, θ) dt2 + ρ2 sin2 θ W (ρ, θ) dt dα + sin2 θ S (ρ, θ) dα2
+ A (ρ, θ) dρ2 + ρ sin θ F (ρ, θ) dρ dθ +B (ρ, θ) dθ2
(4.23)
Note that sin2 θ is used to capture the vanishing of the α Killing field on
the axis. Near the axis this behaves as θ2 so the boundary conditions
are still valid, but has the advantage that the vanishing of the met-
2This is not the same as the procedure in the static case as the geometry at fixed
r in the Kerr metric is not spherical.
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ric components on the mirror plane is separated out from the metric
functions.
4.4.4. Boundary Conditions
Given the form of the metric in (4.23), the general boundary conditions
discussed in §4.3 can be translated into specific conditions on these
metric functions. Along the horizon the boundary conditions are that;
∂X
∂ρ
∣∣∣∣
ρ=0
= 0 ,
T
A
∣∣∣∣
ρ=0
= κ2 = const
On the axis they are;
∂X
∂θ
∣∣∣∣
θ=0
= 0 ,
S
B
∣∣∣∣
θ=0
= 1
where X ∈ {T,W, S,A,B, F}. Note that although the regularity con-
dition on each boundary was interpreted as a constraint and not as a
boundary condition to be imposed, for numerical stability it is neces-
sary to enforce them as extra conditions. We have found this through
experimentation, if these conditions are not imposed it seems that any
small deviation from regularity in the initial data is quickly increased
during the numerical evolution, causing the evolution to break down.
As a side note, these conditions are identical to those discovered using
simpler procedure in the static case, such that the generic boundary
types discussed in §2.4.2 may be used. The horizon and axis are both
of boundary of type (H).
On the two other boundaries in the numerical domain suitable bound-
ary conditions must be chosen. Asymptotically the induced metric is
fixed, the boundary conditions here are exactly the same as in the
general static case with a boundary of type (A). The final boundary
at θ = pi
2
is a mirror plane so the type (M) boundary conditions from
§2.4.2 can be used. Figure 4.2 summarises the boundary conditions on
the numerical domain.
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Horizon HHL
Asymptotic Cutoff HAL
A
xi
sH
A
L
M
irr
or
HM
L y
x
Figure 4.2.: Boundary types in the Kerr domain.
4.4.5. Initial Data
For the purposes of the investigation carried out here, a perturbed
version of the Kerr metric is used. By tuning the parameters of the
perturbed solution and adjusting the Kerr parameters, a and M , the
negative mode structure of the Lichnerowicz operator will be investi-
gated as a test of the numerical methods applied to stationary black
holes. In the fully transformed co-ordinates, the Kerr metric with a
suitable perturbation is given by;
T (ρ, θ) = TK (ρ, θ) , A (ρ, θ) = AK (ρ, θ) , F (ρ, θ) = FK (ρ, θ)
B (ρ, θ) = BK (ρ, θ) + α exp
(
ρ2
γ2
)
, W (ρ, θ) = WK (ρ, θ)
S (ρ, θ) = SK (ρ, θ) + α exp
(
ρ2
γ2
)
(4.24)
where α and γ control the size and shape of the Gaussian perturbation.
The functions TK , AK , FK , WK , BK and SK are the Kerr solution
given in transformed co-ordinates, the exact form is complicated and
given in §C.2. Note that the perturbation is regular, that is it obeys
the regularity constraints (4.15) and (4.12) on the horizon and axis
respectively.
A similar investigation was carried out into the static Euclidean
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Schwarzschild solution in §2.5. Here the key parameter characterising
the presence of the GPY negative mode was the ratio of the area of the
cavity wall to the area of the horizon. By fixing the outer boundary at
some finite value of the Schwarzschild radial co-ordinate r, one could
vary this ratio by changing the mass parameter of the black hole, r0 =
2M . In the stationary case more care must be taken, the radial co-
ordinate has been redefined to give a regular distance co-ordinate, ρ,
near the horizon. It turns out that in doing so, the dependence on the
mass has been absorbed into the new co-ordinate. To see this, define
ω2 as the ratio of the cavity area to the horizon area;
ω2 =
Ahorizon
Acavity
=
∫ pi/2
0
√
B (0, θ)S (0, θ) sin2 θdθ∫ pi/2
0
√
B (c, θ)S (c, θ) sin2 θdθ
(4.25)
with c being the co-ordinate value of ρ on the outer boundary where
the induced metric is fixed to that of the cavity. The full expression
does not yield to computation easily, however in the non-rotating case,
a = 0;
ω|a=0 = sech3
( c
2
)
It is clear that the mass parameter does not feature in this definition,
therefore this ratio must be controlled by changing the value of c. In
other words, unlike in the static case where the numerical lattice ge-
ometry can be defined once, then the parameter r0 varied in the initial
data, here the size of the lattice must be explicitly varied. In particu-
lar, the co-ordinate value of the outer boundary point is changed, for
example, the critical value separating the large and small black holes
(in the non-rotating case) is ccrit = 2sech
−1 (8/27) . Note that in order
to keep the numerics comparable, the lattice spacing should be held
constant such that the number of lattice points in the radial direction
will change.
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4.4.6. Results
Negative Mode of the Lichnerowicz Operator
We start by analysing the behaviour of the known static negative mode
as rotation is turned on. When the Kerr parameter a is set to zero
the solution should behave exactly as in the static case, including the
appearance of the negative mode for values of ω < 2
3
. Unfortunately
the negative modes of the Lichnerowicz operator do not have a nice
thermodynamic interpretation in this case as we are not restricting to
static metrics. Still, it is an interesting question as to the behaviour
of the negative mode when rotation is turned on. Does it disappear as
soon as the rotational parameter a is switched on, or does the transition
point change smoothly as the rotation parameter increases? These
questions are answered by studying the lowest lying eigenvalue of the
Lichnerowicz operator as the ratio ω is varied (by changing the outer
cut-off c) as well as the rotation parameter a for a fixed value of M .
The outer cut-off c is varied between c = [1, 3] and the rotational
parameter a is varied between 0 and the extremal limit, which is at
a = M . Results are shown in figure 4.3 for M = 0.3 and M = 0.75. For
all plots in this section the lattice geometry is Nr = 40bcc, Nθ = 40.
The ratio ω is calculated using (4.25) and the rotation parameter
and eigenvalue are normalised by the mass, such that the extremal
limit is given by a¯ = a/M = 1. Figure 4.3 shows that the method
reproduces that found in the static case for a¯ = 0, there is no negative
mode for ω > ωc =
2
3
as should be expected. Interestingly, turning
on the rotation barely affects the structure of the negative mode for
small values of a¯, as the rotation is increased toward the extremal limit
the negative mode diverges rapidly. Importantly the transition point
ωc remains fairly constant up until near the extremal limit, even quite
far away from the static limit. We also note that there are no new
negative modes introduced as the rotation is increased, even towards
the extremal limit. Finally as a quick check that the numerics are
behaving as expected, we note that the results are the same for different
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a = 0
a ~ 1
0.5 0.6 0.7 0.8 0.9
-1.0
-0.5
0.0
0.5
1.0
1.5
Ω
Λ
M
2
M = 0.3
a = 0
a ~ 1
0.5 0.6 0.7 0.8 0.9
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
Ω
Λ
M
2
M = 0.75
Figure 4.3.: Lowest eigenvalue of the Lichnerowicz operator for the Kerr
solution embedded in a cavity for varying ratios of horizon
area to cavity area. The blue end of the set is for a rotation
parameter of a¯ = 0 while the green end is a Kerr solution near
the extremal limit, a¯ ∼ 1. The top graph is for M = 0.3 and
the bottom is for M = 0.75.
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fixed values of the mass.
To get a bit more insight into the structure of the negative mode
in the Kerr space-time, we plot the form of the negative mode across
the Kerr horizon. The negative mode in the Schwarzschild case had
the effect of expanding the horizon to the large black hole of the same
temperature. In doing so, the mode respected the spherical symmetry
of the horizon. Here there is no spherical symmetry, indeed if the mode
causes the horizon to expand it should also deform it as the larger Kerr
black holes are much more deformed. Figure 4.4 shows the negative
mode as a colour scale superimposed on a proper embedding for various
values of the rotation parameter a¯ at a mass of M = 0.75 with fixed
outer boundary c = 1.8. Note the value of ω varies as it depends on
the value of a, however it is always less than the critical value.
The negative mode behaves as would be expected. For slowly rotat-
ing holes it is mostly uniform over the horizon, causing it to expand
equally in all directions, in the static case this would continue to the
corresponding stable large black hole. Horizons with larger rotation
parameters have a more non-uniform negative mode, respecting the
deformation in the shape of the horizon as rotation is switched on.
Ricci flows for rotating black holes
Finally we carry out Ricci flows for various initial states to understand
the behavior of the negative mode. In figure 4.5 and 4.6 we plot the
area of the horizon against flow time for three sets of flows, for a¯ = 0.0,
0.4 and 0.8 with a positive and negative perturbation of α = ±0.3. The
outer boundary was fixed for all flows at c = 1.7 and the mass was set
to M = 0.5.
Proper embeddings of a non-rotating and rotating horizon are also
plotted in figure 4.7. It is clear that as the horizon expands, it does so
respecting the deformation expected for a larger Kerr black hole.
A structure emerges similar to the static black holes in a cavity.
There is a small and large rotating black hole, with the small black
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Figure 4.4.: Schematic plot of the eigenmode distribution over a proper
embedding of the Kerr horizon. In the top left plot, with little
rotation, the eigenmode is fairly uniformly distributed over the
almost spherical horizon. The bottom right plot shows a near
extremal solution where the horizon and the mode are very
highly deformed.
hole being unstable to perturbations due to the presence of the negative
mode, shown in figure 4.3.
4.4.7. Analysis and Discussion
The results in this section show that the stationary Kerr space-time has
a largely similar structure, in terms of the Lichnerowicz operator, as
the static Schwarzschild space-time discussed in §2.5 when the angular
momentum is small. As discussed at the start of this chapter, however,
the thermal interpretation in this case is less clear. It is best to regard
the cavity in this case as just a finite cut-off in the asymptotic direction,
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Figure 4.5.: Horizon area against flow time for Ricci flows of perturbed
Kerr black holes. Each plot shows a given value of M and a¯
with the positive perturbation as triangles and the negative
perturbation as diamonds. The solid line is the area of an
unperturbed Kerr black hole with the same parameters.
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Figure 4.6.: Horizon area against flow time for Ricci flows of perturbed Kerr
black holes with M = 0.2 and a¯ = 0.75, the positive perturba-
tion as triangles and the negative perturbation as diamonds.
The solid line is the area of an unperturbed Kerr black hole
with the same parameters.
304
4. Stationary Black Holes
Λ = 0.0
Λ » 0.3
Λ » 4.5
0.0 0.5 1.0 1.5
0.0
0.5
1.0
1.5
x
y
a = 0.0, M = 0.5, Α = 0.3, Β = 0.5
Λ = 0.0
Λ » 0.5
Λ » 4.4
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
x
y
a = 0.0, M = 0.5, Α = -0.3, Β = 0.5
Λ = 0.0
Λ » 0.2
Λ » 2.1
0.0 0.5 1.0 1.5
0.0
0.5
1.0
1.5
x
y
a = 0.4, M = 0.5, Α = -0.3, Β = 0.5
Λ = 0.0
Λ » 0.4
Λ » 3.6
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
x
y
a = 0.4, M = 0.5, Α = -0.3, Β = 0.5
Figure 4.7.: Plots of proper horizon embeddings for Ricci flow starting with
a perturbed stationary black hole for various values of the pa-
rameter a¯ with both positive and negative perturbations.
as long as this is large relative to the horizon size then the behavior can
be regarded as that of the black hole without cut-off. Interestingly in
all cases there was an upper limit to the value of a¯ that could be taken
before the numerics failed to converge in a number of the experiments
carried out. It is expected that Ricci flow and the Newton-Raphson
method should break down at extremality, a¯ = 1, where the space-time
no longer satisfies the assumptions listed at the start of the chapter.
4.5. Discussion
In this chapter the numerical techniques developed in chapter 2 have
been extended from dealing only with static black holes to a class of
stationary systems as well. To do so, a more careful treatment of both
the ellipticity arguments and the boundary conditions was given. The
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ellipticity argument relied on the restriction of the allowed space-times
to those satisfying a certain set of assumptions which were argued to
be physically reasonable. This is a good extension of the algorithms
and allows the treatment of many more possible space times, such as
the black systems discussed in the introduction. Investigations may
also be carried out into the previously unstudied case of higher dimen-
sional space-times with less than maximal symmetry. Here a concrete
example of the usefulness of the Ricci flow has been given in examining
the global structure of the solution space, despite the difficulty using
it to find solutions in the presence of negative modes.
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5.1. Discussion
We have introduced two algorithms for the study of Einstein’s equa-
tions and demonstrated their application to two different situations,
displaying a number of their properties and features.
One such algorithm, the Ricci flow, has been used before in various
contexts [61, 42, 133, 134, 178, 260] and here it has been improved in
such a way that it can be applied more systematically; in particular
the issue of gauge fixing has been addressed in a more general man-
ner such that the method is fully covariant. Furthermore, this existing
algorithm has been supplemented with a mechanism to address the lim-
itations encountered with that algorithm in the presence of fixed points
with Euclidean negative modes. The algorithm as implemented can be
applied to metrics of arbitrary cohomogeneity, although symmetries
can be exploited to reduce the effective dimension of the problem, and
it involves no “tricks” regarding gauge choice or co-ordinates. Previ-
ous implementations have been restricted to cohomogeneity-2 metrics,
employ special gauges, or use specially designed co-ordinate systems
with singular behavior.
This implementation of the Ricci flow has the desirable property that
it is a flow on the space of geometries, that is metrics modulo diffeomor-
phisms. This allows one to use the flow to explore the global structure
of the space of solutions and in particular allows the construction of a
sort of “numerical proof” of existence of solutions in certain situations.
Namely the observation of two qualitatively different flow endpoints
starting from some one parameter family set of initial data strongly
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suggests that a fixed point of the Ricci flow is on the trajectory of
some initial data between the two.
Applying the Ricci flow to the case of static black holes in Kaluza-
Klein gravity (which are known to have at least one negative mode)
revealed that although the root finding algorithm works as expected,
it is somewhat inefficient and unwieldy to use. In particular it can
be very time consuming to constrain the initial data close enough to
the surface spanned by positive modes for physical quantities to be
determined. Furthermore, it was seen that it can be hard to find an
initial data set that works with the root finding algorithm for all values
of the control parameter of interest.
The other algorithm developed is an adaptation of the Newton-
Raphson method to gravity, where the elliptic Einstein-DeTurck equa-
tion is solved directly. Again the issue of gauge fixing is addressed in
a systematic manner, however the Newton-Raphson method does not
have the desirable property of being a flow in the space of geometries,
instead it jumps around in the space of metrics. As a consequence the
ability to make inferences about the solution space is lost, but a major
gain is the convergence on solutions with negative modes. Unfortu-
nately, finding initial data for the Newton-Raphson method is much
harder than for the Ricci flow, related to the fact that the Newton-
Raphson method has bad global convergence properties; it is very diffi-
cult to find the basin of attraction analytically. One can use a number
of “tricks”, such as those in §3.6.1 and §2.4.6 to land in the basin of
attraction; however this is somewhat undesirable when constructing
algorithms that require as little prior knowledge of the solution space
as possible.
Combining the properties of the two algorithms is perhaps the most
robust solution, it requires little knowledge of the problem beforehand.
One can use the well behaved global properties of the Ricci flow to map
out the structure of the solution space. If there are no negative modes
at the fixed point of interest then the Ricci flow will converge directly.
In the presence of negative modes, one can make use of the root finding
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algorithm in §2.2.5 to get relatively close to the fixed point; then use
this as seed data for the Newton-Raphson method. For this combined
procedure, only a family of initial data that intersects the surface of
positive modes for the solution of interest is needed; because of the
global behavior of Ricci flow this can be “far” from the fixed point of
interest. If one tried to use the Newton method by itself it would be
necessary to use some “black magic” to find a set of initial data inside
the basin of attraction, or hope that initial data can be constructed
that already lies in the basin of attraction.
The combined procedure will fail to work under certain circum-
stances, and we do not currently know of a way to resolve these issues.
An example is given by the transition point between the localised type
I and II black holes in static Kaluza-Klein gravity in chapter 3. Ex-
actly at the minimum temperature, the solutions have both the usual
thermodynamic negative mode and a normalisable zero mode tangen-
tial to the solution branch. As can be seen in all cases, the zero mode
prevents the Newton method from locating the solution, indeed due to
numerical effects there is a region on either side of it (depending on
lattice resolution) within which the Newton method fails to converge.
Ricci flow cannot be used in isolation because the solutions possess the
standard thermodynamic negative mode and so Ricci flow will diverge
away from them.
Both methods should generalise trivially to the case of space-times
with matter as the stress tensor terms do not alter the ellipticity of
the Einstein-DeTurck equations and the matter equations can be made
elliptic in an analogous way to the DeTurck modification. Similarly the
addition of a cosmological constant presents no added difficulties. In
the full Lorentzian setting the methods will break down; in particular
the Ricci flow cannot give sensible answers as it will contain terms
which generate anti-diffusion.
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5.2. Further Work
The algorithms introduced have been used to generate a rich variety of
results in a number of settings, naturally they can be used to investigate
other systems and work to this effect is already underway. In terms
of the work already done in chapters 3 and 4 there are a number of
things that can be directly improved upon;
• A fairly straight forward extension is to increase the lattice reso-
lution to probe closer to the transition point in all cases and verify
that the solutions behave as expected closer to the merger. In-
creasing the resolution also may allow one to explore more fully
the preliminary results we have in D > 7.
• At the end of chapter 3 it was remarked that it appears finite
differencing may be reaching its limits as we probe higher dimen-
sions. Just from examining the equations we can see that gra-
dients are sharper on the lattice as the dimension is increased,
thus higher and higher resolutions will be required to resolve
these gradients. It would be interesting to investigate the use of
spectral methods, although this would be a complex task due to
the irregular shape of the domain.
• The multiple co-ordinate chart method could be extended to a
full AMR system. This may be an alternative way of probing the
high gradient areas in higher dimensions or closer to the merger
point. In probing the higher dimensions one could test for the
existence of the type II non-uniform black strings discussed in
§3.6.3 using the technique in §3.6.1.
• The more natural method to treat the Kerr solution would be
to embed it in a spherical, non-rotating cavity rather than the
oblate rotating cavity introduced by the rather crude cut-off of
the space-time in §4.4. One could also investigate a co-ordinate
310
5. Conclusion
transformation which “compactifies” the asymptotic direction,
such that ρ =∞ is at some finite co-ordinate value.
5.2.1. Black Rings
Our work may also be applied to studying the black ring metric in
higher dimensions. In D = 5, Emparan and Reall [76] found analyti-
cally a maximally symmetric rotating black hole with horizon topology
S1×S2 that became known as a black ring. In D = 6 no analytic form
is known, however perturbative [74] results have been found for rings
in the thin limit, that is large radius and angular momentum. Since
the algorithms have been demonstrated to apply to stationary metrics
in chapter 4, they may be applied to search for black ring metrics.
The space-time is maximally symmetric, so it has D − 2 Killing
vectors; in a suitable co-ordinate system the metric would be cohomo-
geneity 2 so the computational expenditure should be largely similar
to the Kaluza-Klein case. The domain and co-ordinate chart set up
would be similar to that in figure 5.1.
Both of these are polar type charts, the {r, θ} chart will be referred
to as grid 1 and the {ρ, α} as grid 2. The co-ordinate transformation
between the two grids is given by;
r =
√
(r + y0) [r + y0 + 2x0 cosα] + x20 θ = arctan
[
(r + y0) sinα
(r + y0) cosα + x0
]
ρ =
√
r (r − 2x0 cos θ) + x20 − y0 α = arctan
(
sin θ
cos θ − x0ρ−1
)
Grid 1 would have a half circle cut out somewhere in the overlap region
and the boundary data would be interpolated from that in grid 2,
equivalently the outer ρ = const. boundary in grid 2 has data generated
by interpolation from grid 1. The other boundary conditions are of the
types discussed in §2.4.2 and §4.3, they are shown in figure 5.2.
Note that the r = const. outer boundary in grid 1 is the asymptotic
boundary; the simplest method to impose boundary conditions here
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Figure 5.1.: Possible numerical domain for the application of the Einstein-
DeTurck flow and Newton-Raphson methods to the black ring
space-time.
Axis HHL
Horizon HHL
Asymptotic Cutoff HAL
Axis HHL
M
irr
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HM
L
Figure 5.2.: Boundary conditions for the black ring domain.
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would be to cut off the space-time at some large but finite r and impose
the flat space metric here. A better, but more complex method, would
be to transform to a new co-ordinate, say z, such that the r = ∞
asymptotic boundary is at some finite value of z where the flat space
metric is imposed as induced boundary data. Interestingly, recent work
[85] suggests that the condition ξµ = 0 does not need to be imposed
asymptotically, but is automatically true if Dirichlet data is set at
asymptotic infinity. A suitable metric ansatz for the two co-ordinate
charts would (in D = 5) be given by;
ds21 =− T1 (r, θ) dt2 + sin2 θW1 (r, θ) dtdφ+ sin2 θS1 (r, θ) dφ2
+ A1 (r, θ) dr
2 + sin θF1 (r, θ) drdθ +B1 (r, θ) dθ
2dθ2
ds22 =− T2 (ρ, α) dt2 + ρ2 sin2 αW2 (ρ, α) dtdφ+ sin2 αS2 (ρ, α) dφ2
+ A2 (ρ, α) dρ
2 + r sinαF2 (ρ, α) dρdα +B2 (ρ, α) dα
2
where the prefactors in the metric may require tweaking to make the
numerical interpolation tractable. It would be useful to carry out the
numerics in D = 5 to compare with the known analytic results. To
reach higher dimensions one could carry out a dimensional reduction
over the additional compact Killing directions, similar to the Kaluza-
Klein case, the only complicating factor is the off-diagonal gtφ piece.
5.3. Summary
• In chapter, 2 the two algorithms were introduced, the Ricci flow
and Newton-Raphson method. The issue of diffeomorphism free-
dom was dealt with and it was shown how to explore the global
space of solutions using Ricci flow. The Newton-Raphson method
was then introduced to circumvent the issue with using Ricci flow
in the presence of Euclidean negative modes. The chapter con-
cluded with a simple example of the D = 4 Schwarzschild black
hole in a cavity.
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• In chapter 3, the algorithms were applied to the context of static
Kaluza-Klein gravity in D ≥ 5 to extend and refine the results
previously available on the topic. Ricci flow was found to give a
good global picture of the behavior of the space of the solutions,
but was impractical as far as finding physical properties of the
solutions was concerned. The Newton-Raphson method, on the
other hand, gave excellent convergence to solutions with errors
∼ 0.75%, but required some “black magic” in finding the initial
data sets; combining Ricci flow and Newton-Raphson provided an
elegant procedure allowing the full set of solutions to be explored
in a more systematic way.
• The proposed merger between the localised black holes and non-
uniform black holes in the Kaluza-Klein setting was examined,
and good agreement was found between physical properties at the
merger point in D = 5, 6 and 7. The data agrees well with that
calculated in previous work [234, 256, 166] and indeed extends
further into the highly deformed localised region than previous
results.
• Localised black holes were found to have a minimum temperature
(maximum µ), dividing the solutions into type I and type II
localised black holes.
• Low lying eigenvalues of the Euclidean Lichnerowicz operator
were examined, and again were consistent with a merger in D =
5, 6 and 7. Furthermore, the localised type I solutions have one
negative mode and the type II and the non-uniform strings have
two, one of which diverges at the merger point and the other
remains finite. The data also suggests that no new zero modes
appear near the merger point.
• In D = 5, a more speculative result was found. There is a region
of the type I localised solutions with a negative mode but positive
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specific heat. These would represent a counterexample to the
reverse of Whiting and York’s result [253, 252].
• Results imply that there may be a similar division of the non-
uniforms strings into type I and type II in higher dimensions and
that the type II localised black hole branch disappears.
• The D = 5 localised data was extended even further into the
deformed region using a finer grid resolution. Using this data,
the structure of the transition point was investigated and com-
pared to Kol’s proposed transition mechanism with the Ricci flat
metric over the cone with base S2 × S3 providing the singular
geometry. The data was consistent with the appearance of the
cone geometry close to the merger point.
• Data was also found for the type I localised solutions in D = 8, 9
and 10. The D = 10 data unfortunately didn’t cover a sufficient
range of µ to examine the phase transition expected in the dual
1+1 SYM theory on a compact circle, however the potential wider
applications of these algorithms has been demonstrated. Analyt-
ical results were computed to second order using the matched
asymptotic expansion for the localised black holes in [107, 106].
• Chapter 4 extended the algorithms to cover the more general case
of stationary black hole space-times by analysing the boundary
conditions required for regularity on surfaces where Killing fields
vanish (including horizons). A more general set of boundary
conditions were found that reproduce those used in chapter 3
derived using a more ad-hoc procedure.
• We then applied the Newton method and Ricci flow to explore
the structure of the Lichnerowicz operator for the Kerr solution
in D = 4. We found that the usual Schwarzschild negative mode
continues to exist even when the Kerr rotation parameter a is
non-zero, and appears to persist very near to extremality. The
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area of the horizon in units of the invariant area of the cavity
at which the negative mode appears agrees precisely with that
for Schwarzschild in the static limit as expected. We further-
more investigated the endpoints of flows emanating from small
deviations about a Kerr solution with a negative mode, and with
non-zero rotation. The global behavior of the flows is very similar
to that in the static case.
• Finally the negative mode was plotted over the surface of the
horizon with varying rotation parameter. It was seen to obey
the deformation of the horizon with increasing rotation, such
that the mode caused the horizon to expand and become more
deformed as would be expected.
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A.1. Review
A brief overview of the basic concepts in GR used throughout this
thesis.
A.1.1. Isometries & Killing Vectors
Many space-times exhibit symmetries, these can be made mathemat-
ically precise using the concept of an isometry. An isometry is a dif-
feomorphism preserving the metric, that is if φ :M→M is a diffeo-
morphism, and φ?g (φp) = g (p) then φ is an isometry. Furthermore, if
there is a one-parameter group of isometries, φt, generated by a vector
field kµ then that vector field is called a Killing vector field and satisfies
Killing’s equation;
Lkg = ∇(µkν) = 0 (A.1)
where ∇µ is the derivative operator associated with g. Conversely,
given a Killing vector field (one that satisfies Killing’s equation) with
complete intergral curves then it generates a one-parameter group of
isometries.
Physically the group of isometries is the symmetry group of the
space-time and the Killing fields can be thought of as providing a basis
for the corresponding Lie algebra (the Lie bracket of two Killing fields
is also a Killing field) restricted to continuous symmetries.
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Suppose a co-ordinate basis is chosen such that a Killing field is given
by kµ =
(
∂
∂x0
)
, that is the integral curves of this Killing field define the
co-ordinate x0. Then kµ = gµνk
ν = gµ0, and using (A.1);
k(µ;ν) =k(µ,ν) = g0(µ,ν) − 2Γρµνkρ
=g0(µ,ν) − gρ0gρσ
(
gσ(µ,ν) − gµν,σ
)
=− gµν,0 = 0
From this it is clear that if a co-ordinate basis adapted to a Killing field
is used, then the metric in that co-ordinate basis must be independent
of the co-ordinate along the integral curves of the Killing field.
A.1.2. Hypersurfaces
A hypersurface Σ is a null hypersurface if its normal vector, nµ is
everywhere null on Σ. A vector, tµ is tangent to Σ if gµν t
µnν = 0
and since gµνn
µnν = 0, n is also tangent to Σ. Therefore the normal
vector is tangent to some null curve xµ (λ) contained in Σ; in fact
[249] the curves xµ are geodesics. Thus if λ is an affine parameter,
gµνnµ∇νnσ = 0 in which case the curves are called the null geodesic
generators of Σ.
Additionally, a null hypersurface is a Killing horizon of a Killing
vector field kµ if kµ|Σ is normal to Σ. If this is the case then the
Killing field will be some multiple of the normal vector field on Σ,
that is kµ
∣∣
Σ
= fnµ and by the fact that g
µνnµ∇νnσ = 0 the following
relation holds;
gµνkµ∇νkσ
∣∣
Σ
= κkσ (A.2)
with κ = gµνkµ∂ν ln f .
A vector field, vµ, is called hypersurface orthogonal if for every point,
p, in the manifold, a co-dimension 1 hypersurface containing p can be
constructed such that the vector field is normal to the hypersurface at
p. A necessary condition for a vector field to be hypersurface orthog-
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onal is that it satisfies Frobenius’ theorem;
v[µ∇νvα]
A.1.3. Singularities
If a metric or its inverse in a given co-ordinate system is not smooth in
some region then it is said to be singular there, this can either be due
to a bad choice of co-ordinates (a co-ordinate singularity) or represent
a real physical singularity in the space-time. A singular space-time is
defined to be one where there exist geodesics which are incomplete, that
is they cannot be extended to arbitrary values of their affine parameter.
In practise, this is a non-trivial condition to determine, however in some
cases there may be other signals that a space-time is singular which are
simpler to compute; in particular if some curvature invariants, such as
RµνρσR
µνρσ are infinite then it contains a type of physical singularity
called a curvature singularity. It should be noted that not all physical
singularities are curvature singularities, consider the metric;
ds2 = dr2 + α2r2dθ2
with 0 ≤ r < ∞ and an angular co-ordinate θ ∼ θ + 2pi. For r 6= 0
this space-time is flat thus the curvature must be finite everywhere and
r = 0 cannot be a curvature singularity. However, consider the circle
at r = ;
Circumference
radius
=
∫ 2pi
0
αdθ

= 2piα
so for α 6= 1 the space-time is not locally flat as  → 0. This type of
singularity is called a conical singularity.
A.1.4. Asymptotic Flatness
The notion of asymptotic flatness intuitively states that a space-time
approaches Minkowski space-time at large distances from some region.
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Technically, a manifold M is asymptotically simple if there exists a
manifold with boundary
(
Mˆ, gˆ
)
such that;
1. M∪M = Mˆ (that is ∂Mˆ = M¯).
2. Every null geodesic has a past endpoint on ∂Mˆ .
3. gˆ = Ω2g for a function Ω; with Ω > 0 on M and Ω = 0, dΩ 6= 0
on ∂Mˆ.
Obviously the second condition excludes black hole space-times, this
definition can be weakened to a weakly asymptotically space-time which
is one which contains an open neighbourhood isometric to a neigh-
bourhood of ∂Mˆ of some asymptotically simple manifold Mˆ. Finally
a space-time is asymptotically flat if it is weakly asymptotically simple
and Rµν = 0 in some neighbourhood of ∂Mˆ.
The boundary ∂M consists of two null hypersurfaces denoted I±,
called future (past) null infinity, they physically represent where future
(past) directed null geodesics end up after an infinite amount of affine
parameter1. The point i0, spatial infinity, is also introduced, which
informally represents areas of the space-time “far away”.
A.1.5. Energy Conditions
Energy conditions are requirements on physically reasonable stress-
energy tensors. The dominant energy condition states that −T µν ξν is
a future-directed causal vector for any future-directed time-like ξµ.
The stress-energy tensor can satisfy a slightly weaker requirement,
which is the null energy condition, that is that Tµν k
µkν ≥ 0 for any
null vector k.
There is also the weak energy condition which states that for any
future-directed timelike vector tµ, Tµνt
µtν ≥ 0.
1This description is true in Minkowski space-times, however in other space-times,
not all null geodesics may end (start) on I±.
320
A. Classical General Relativity
A.1.6. Domain of Dependance & Global
Hyperbolicity
These definitions follow Wald [249] and differ from those used in Hawk-
ing and Ellis [130], however they are both equivalent. A set S ⊂M is
called achronal if there are no two points p, q ∈ S where there exists a
future directed timelike curve between p and q. The future domain of
dependance, D+ (S) of an achronal set S is the set of points p ∈M such
that every past-inextendible causal curve through p intersects S. The
past domain of dependance, D− (S) is similarly defined, and the domain
of dependance is D (S) = D+ (S) ∪D− (S). Note that an achronal set
is not necessarily a hypersurface, however it can be shown that if the
set has no edge then it is a hypersurface inM, see Wald for a definition
of the edge of an achronal set and a proof of this result. An achronal
surface Σ is said to be a partial Cauchy surface if no causal curve in-
tersects it more than once, and it is a Cauchy surface if D (Σ) = M.
These definitions are very technical, physically they encode the idea of
“predictability” of physics given a set of initial data at some “instant in
time”. That is if the state of the space-time is known on some achronal
surface, S, which physically represents the state of the universe at an
instant in time, then physics can be predicted (retrodicted) through-
out the domain of dependence of the surface. If a manifold possesses a
Cauchy surface, then by specifying initial data on the Cauchy surface,
the entire manifold can be predicted or retrodicted. A manifold that
possesses a Cauchy surface is called globally hyperbolic; an open sub-
set S of a manifold is called a globally hyperbolic set if there exists a
Cauchy surface Σ ⊂ S such that S ⊂ D (Σ).
A.2. Causal Curves in Schwarzschild
In §1.1.3 it was claimed that there is a region in the Schwarzschild
solution where future directed causal curves cannot escape. This can
be demonstrated by picking a new set of co-ordinates in which the
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metric remains smooth and invertible at r = r0, the ingoing Eddington-
Finkelstein co-ordinates;
v = t+ r + r0 ln
[(
1− r
r0
)−1]
⇒ dv = dt+
(
1− r
r0
)−1
dr
Substituting this into (1.5) gives;
ds2 = −
(
1− r
r0
)(
dv −
(
1− r
r0
)−1
dr
)2
+
(
1− r
r0
)−1
dr2 + r2dΩ22
= −
(
1− r
r0
)
dv2 + 2dvdr + r2dΩ22 (A.3)
which is manifestly smooth at r = r0. Ingoing radial null geodesics
xµ (λ) with tangent vector uµ = dx
µ
dλ
are given by gµνu
µuν = 0, using
(A.3);
gµνu
µuν = −
(
1− r
r0
)
dt2 +
(
1− r
r0
)−1
dr2 = 0
⇒ dt2 =
(
1− r
r0
)−2
dr2 = dr?2
⇒ dt = ±dr?
the positive root is chosen for ingoing geodesics. In ingoing Eddington-
Finkelstein co-ordinates the vector
(− ∂
∂r
)µ
is tangent to the ingoing
radial null geodesics given above, hence it is null future-directed. Take
a future-directed causal curve yµ (λ) with tangent vector tµ = dx
µ
dλ
,
where;
gµν
(
− ∂
∂r
)µ
uν ≤ 0
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since the inner product of a future-directed null vector with a future-
directed causal vector is non-positive. Using the metric in (A.3);
gµν
(
− ∂
∂r
)µ
uν = −2dv
dλ
≤ 0
Furthermore;
u2 = −
(
1− r0
r
)(dv
dλ
)2
+ 2
dr
dλ
dvdλ+ r2
(
dΩ
dλ
)2
≤ 0
which can be rearranged to show that
dv
dλ
dr
dλ
≤ 0, r ≤ r0
Putting this together implies that any future directed causal curve has
r decreasing with affine parameter for r ≤ r0, in other words, there is
no future-directed causal curve which connects a point inside r ≤ r0
to r > r0.
Looking at the Eddington-Finkelstein metric for an r = const sur-
face, the dual to the normal vector is n = dr and so
n2 = gµνnµν = g
rr = 1− r
r0
thus the event horizon defined by r = r0 in the Schwarzschild solution
is a null hypersurface.
Additionally, the Killing field
(
∂
∂t
)µ
in the original co-ordinates is
now;
kµ =
(
∂
∂v
)µ
which means
kµ = −
(
1− r
r0
)
dv + dr
so on the horizon kµ
∣∣
Σ
= fnµ, showing that the horizon is a Killing
horizon with f = 1.
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A.3. Geodesic Congruences and
Raychaudhuri’s Equation
Most of these results in §1.2.1 are derived by considering a geodesic
congruence in an open set, which is a family of curves such that each
point in the set has exactly one curve passing through it, and all the
curves are geodesics. In particular, a null geodesic congruence for which
all the curves are null geodesics, parametrised by affine parameter λ.
Call the field of tangent vectors to these curves nµ and define the
projection operator onto subspaces orthogonal to the tangent field nµ
as hµν = gµν−nµnν . Note that for time-like and space-like congruences
the orthogonal subspaces are three dimensional, in the case of null
congruences the orthogonal subspace is two dimensional as two vectors
in the subspace are equivalent if they differ by a multiple of nµ since
n is orthogonal to itself.
The expansion tensor is defined as;
θµν = h
α
µh
β
νn(α;β)
Then the following three quantities can be defined;
• The expansion, which is the trace of θ, measures the way the area
enclosed by nearby geodesics at a constant λ changes along the
congruence;
θ = hµνθµν
• Shear, σµν , measures how nearby geodesics expand and contract
along different axes;
σµν = θµν − 1
3
θhµν
• Finally, the twist, ωµν describes how nearby geodesics rotate
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around each other as the affine parameter is varied.
ωµν = h
α
µh
β
νn[α;β]
It can be shown that if ωµν = 0 then the congruence is hypersur-
face orthogonal.
Raychaudhuri’s equation governs how the expansion changes along
the congruence;
dθ
dλ
= −1
2
θ2 − σµνσµν + ωµνωµν −Rµνnµnµ (A.4)
If the space-time satisfies the Einstein equations then the last term
is 8piTµν n
µnν .
A.3.1. Conjugate Points
A pair of conjugate points are defined as points at which a solution2,
nµ, of the geodesic deviation equation which is not zero everywhere,
vanishes. The geodesic deviation equation is;
tµ∇µ (tν∇νnρ) = −R ρµνσ tνnµnσ
with tµ the tangent to some geodesic.
It can be shown that conjugate points are related to the expansion
in the following way; take a congruence of all the null geodesics passing
through a point p (strictly speaking the congruence is not defined at p
but it is away from it). If the expansion is negative at some point, q,
in the congruence the then there will be a point further along, say r,
where neighbouring geodesics in the congruence cross, this point is a
conjugate point to p. It can furthermore be shown that if p possesses a
conjugate point q, then it is possible to find a time-like curve between
p and a point s further along the congruence than q.
2Such solutions are called Jacobi fields.
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B.1. Euclidean Action of Schwarzschild∫
∂M
K
√−h = ∂
∂n
√−h
∫
dt
∫
dΩ2
where n is the normal to the boundary and h is the determinant of the
induced metric. Since the metric is static and spherically symmetric,
everything can be pulled out of the integral. Evaluating this expression,
assuming the time direction has period β, gives;∫
∂M
K
√−h = 4piβ ∂
∂n
√−h (B.1)
Substituting in the Schwarzschild metric at a constant r slice gives;
√−h = r2
(
1− r0
r
) 1
2
,
∂
∂n
=
(
1− r0
r
)− 1
2 ∂
∂r
Inserting these expressions into (B.1) gives;∫
∂M
K
√−h = 4piβ
[
2r − r0
2
(
1− r0
r
)−1]
(B.2)
One technical detail which was overlooked in the main text is that
in general, there will be an infinite contribution coming from the ac-
tion of the time-like tube taken out at asymptotic infinity to complete
the boundary. The standard procedure is to subtract off a reference
term, which is that given by evaluating the same integral for the same
boundary embedded isometrically in flat space. This gives a contribu-
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tion [101]; ∫
∂M
K0
√−h =
∫
2
r
r2
(
1− r0
r
) 1
2
dtdΩ22
= 8piβr
(
1− r0
r
) 1
2
(B.3)
Using (B.3) and (B.2) gives the final form of the action;
I =
∫
∂M
√−h (K −K0) = β
2
[
2r − r0
2
(
1− r0
r
)−1
− 2r
(
1− r0
r
) 1
2
]
In the limit r →∞;
I =
r0β
4
B.2. A Differential Equation for ξ
Taking the covariant derivative of the Einstein-DeTurck equation (2.16)
gives;
∇µRHµν = ∇µRµν −∇µ∇(µ ξν) = 0
Applying the Bianchi identity gives;
1
2
(∇νR−∇2ξν −∇µ∇νξµ) = 0
Then switching the order of the covariant derivatives on the last term;
∇ν (R−∇µξµ)−∇2ξν −R µν ξµ = 0
Now the piece in the brackets is just the contracted EDT equation,
which vanishes, leaving;
∇2ξµ +R νµ ξµ = 0
.
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B.3. Translation from Matched
Asymptotic Expansions
In [106] expressions were given for approximations to the asymptotic
form of the metric for a localised black hole solution as1;
gµν = 1 +
cµν
LyN−4
+ . . .
Comparing to our asymptotic form (3.16) gives;
a =
ctt
2L
, b =
czz
2L
B.4. Higher Dimensional Area &
Momentum
The constants used in (1.33) are given by;
cj =
ΩD−3 (D − 2)D−2
2D+1 (D − 3)D−32
, cA =
ΩD−3 (D − 2)D−2
2 (16pi)D−3
(
D − 4
D − 3
)D−3
2
In D = 4, cA vanishes, thus figure 1.2 is plotted using cA = 1/16.
1In fact we believe the authors of that paper did not include the extra factor of
L here which is needed in order for the dimensions to be consistent.
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C. Stationary
Decomposition & Initial
Data
C.1. Einstein-DeTurck Decomposition
The Ricci flow equations for the metric decomposition in (4.1) are given
by;
∂GAB
∂λ
=∇ˆi(∂iGAB)−GCD(∂iGAD)(∂iGCB) + 1
2
h¯km(−1)G
CD(∂mG¯CD)(∂kGAB)
− 1
2
GBEGAFF
EijF Fij + ξˆ
k∂kGAB + h¯
km
(−1)G¯CD(A
Di − A¯Di)F¯Cim∂kGAB
+
1
2
h¯km(ACiADi + A¯
CiA¯Di − 2ACiA¯Di )(∂mG¯CD)(∂kGAB)
∂ACi
∂λ
=− hjk∇ˆjFCik + hmp∇ˆi(∂mACp )− hmp∇ˆi(∂mA¯Cp )− hmp∇ˆi((ACk − A¯Ck )¯ˆΓkmp)
− hjkGACFBij ∂kGAB + ξˆkFCki +
1
2
h¯kmGDEFCki∂mG¯DE
+ hpjh¯kmG¯DE(A
D
p − A¯Dp )FCik F¯Ejm +
1
2
hpjh¯km
(
ADj A
E
p + A¯
D
j A¯
E
p
−2ADj A¯Ep
)
FCki∂mG¯DE
+ ∇ˆi
(
(
1
2
h¯mpGDE(ACm − A¯Cm) + hmpG¯CE(ADm − A¯Dm)
+
1
2
hmqh¯kp(ADq A
E
m + A¯
D
q A¯
E
m − 2ADq A¯Em)(ACk − A¯Ck ))∂pG¯DE
)
+ ∇ˆi(hpjh¯kmG¯DE(AEp − A¯Ep )(ACk − A¯Ck )F¯Djm)
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∂hij
∂λ
=− 2Rˆij + hik∇ˆj ξˆk + hjk∇ˆiξˆk + 1
2
GABGCD(∂iGCB)(∂jGAD)
+
(
1
2
hik∇ˆj(GABh¯km∂mG¯AB) + hikhpq∇ˆj(h¯kmG¯ABF¯Bqm(AAp − A¯Ap ))
+
1
2
hikh
pq∇ˆj(h¯km(AAq ABp + A¯Aq A¯Bp − 2AAq A¯Bp )∂mG¯AB) + (i↔ j)
)
where FAij = ∂(iA
A
j) and similarly, F¯
A
ij = ∂(i A¯
A
j). Covariant derivatives
∇ˆ are defined relative to the base metric hij.
C.2. Kerr Initial Data
The full form of the initial data for the Kerr simulation in section 4.4.5
is given below.
TK (ρ, θ) =− a
2 sin2 θ (a2 −M2) sinh2 ρ
r2 (a2 cos2 θ + ∆2)
− a
2h sin2 θ
4r2M2 (2Mh− a2)2 (a2 cos2 θ + ∆2)
(
h
[
a2 + ∆2
]2
+a2
[
a2 −M2] sin2 θ sinh2 ρ− 8M2h∆ [2Mh− a2])
WK (ρ, θ) =− 2Ma∆
r2 (a2 cos2 θ + ∆2)
+
ah (a2 + ∆2)
2
+ ha3 (a2 −M2) sin2 θ sinh2 ρ
2r2M (2Mh− a2) (a2 cosθ +∆2)
SK (ρ, θ) =
(a2 + ∆2)
2
+ a2 (a2 −M2) sin2 θ sinh2 ρ
a2 cos2 θ + ∆2
AK (ρ, θ) =a
2 cos2 θ + ∆2
BK (ρ, θ) =a
2 cos2 θ + ∆2
FK (ρ, θ) =0
Where the quantity h = M +
√
M2 − a2 is the horizon radius, and
∆ = M +
√
M2 − a2 cosh ρ.
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