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Abstract
The present dissertation contributes to the further advancement of the theory of various
classes of discrete and continuous (integral) convolution operators. This theory is already
highly developed. The most important questions in this theory are about the invertibility
of convolution operators, about the construction of their inverses, and about the properties
of their spectra. These problems hardly allow an explicit description. In order to tackle
them in practice, one usually resorts to the finite section method. Instead of considering
the invertibility of the operator itself, one tries to study the asymptotic invertibility of
the sequence of its truncations, which means that one has to study the stability of this
approximation sequence.
If {AN} is a sequence of matrices (of growing size) which converge strongly to a certain
operator A, then the question about the asymptotic properties of the matrices AN ap-
pear. These questions are, as a rule, very complicated. For instance the spectrum is not
continuous with respect to the Hausdorff metric even in the case of convergence in the
norm.
One of the probably first non-trivial classic results which describes the asymptotic pro-
perties of the spectrum of an approximation sequence goes back to G. Szego¨ in 1915 [99]:
Let a : R −→ R be a 2pi-periodic function belonging to L1(0, 2pi). Then for each continuous
function f : R −→ R with a compact support the asymptotic formula
1
N
tr f(TN(a)) =
1
2pi
∫ 2pi
0
f(a(x)) dx+ o(1), N →∞
holds. Therein TN(a) := (ân−k)n,k=1,...,N are finite Toeplitz matrices constituted by the
Fourier coefficients of the function a. Notice that in the above setting the Toeplitz matrices
TN(a) are in general not the truncations of a bounded Toeplitz operators. The reason is
that a bounded Toeplitz operator T (a) on l2(Z+) has a generating function necessarily
belonging to L∞(0, 2pi).
The study of finite sections (truncations) of bounded Toeplitz operators started with a
celebrated paper by G. Baxter in 1963 (see [7]), where the stability problem (equivalently,
the problem of asymptotic invertibility) of Toeplitz operators acting in l1(Z+) was com-
pletely solved. These two results initiated a bulk of further investigations which cannot
be described in short.
The thesis itself is devoted to the study of sequences of matrices or operators which are
built up in special ways from generalized discrete or continuous (integral) convolution ope-
rators. The generating function depend on three variables and this leads to considerably
more complicated approximation sequences.
Key words
Toeplitz operator, convolution operator, spectral theory, asymptotic behavior of the spec-
trum, asymptotic invertibility, Szego¨ limit theorem, Banach algebra.
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1 Introduction
The description of spectral properties and in particular the question about the invertibility
of linear operators are important problems in operator theory. Their investigation is
especially difficult in the case of operators acting on infinite-dimensional spaces. When
trying to gain some answers to these questions it is in practice often convenient to study
the finite section method for these operators. This method consists in considering the
sequence of finite truncations of the operator instead of the operator itself.
If, for instance, we want to study the spectral properties of a discrete convolution
operator (Toeplitz operator), then the finite trunctations are the finite Toeplitz matrices
TN(a) defined by
(ân−k)n,k=1,...,N .
Here ân (n ∈ Z) are the Fourier coefficients of a function a(t) defined on the unit circle.
This function is called the symbol of the sequence {TN(a)}N∈N of the finite sections.
The study of the spectral properties of the finite sections {TN(a)}N∈N as N approaches
infinity goes back as early as to the 1915 paper of Szego¨ [99] in which he established the so-
called first Szego¨ Limit Theorem. One version of this theorem says that for a sufficiently
smooth function f the following asymptotic formula holds:
1
N
tr f(TN(a)) =
1
N
N∑
j=1
f(λj) =
1
2pi
∫
T
f(a(t))dµ+ o(1) as N →∞ (1)
Therein λ1, ..., λN are all eigenvalues of the operator TN(a) taking multiplicities into
account, and µ is the Lebesgue measure on T. In 1952 Szego¨ [100] generalized this
asymptotic formula to the so-called strong Szego¨ Limit Theorem and computed the second
term in the asymptotics. The results obtained by Szego¨ marked the beginning of a series of
investigations which were concentrated on such discrete convolution operators and their
continuous (or integral) analogues (Wiener-Hopf operators). Chapter 2 contains some
general information on the development of this theory.
This dissertation presents results which describe the asymptotics of the spectrum of
generalized discrete and integral convolution operators. Generalized convolution operators
have appeared so far only in few papers, the most of which have been published recently.
We refer in this connection to [28], [29], [49], [55], [76], [79], [89], [98], [110], [92], [93],
[94], [111], [95], [62], [96], [97], [101]. A brief review of these papers can be also found in
Chapter 2.
We begin our investigations in Chapters 3 and 4 with the study of two types of
generalized discrete convolutions referred to as the finite discrete and infinite discrete case,
respectively. In the finite case we consider sequences {A1N(a)}N∈N of matrices (thought of
operators acting on CN+1) which are given by(
ân−k
(
n
N
,
k
N
))
n,k=0,...,N
,
where {ân(x, y)} is the sequence of the Fourier coefficients of a function a(x, y, t) defined
on [0, 1]× [0, 1]× T. This function is called the symbol of the sequence {A1N(a)}N∈N.
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In the infinite case we consider sequences {A2N(a)}N∈N of matrices which are of the
form (
ân−k
(
n
E(N)
,
k
E(N)
))
n,k=0,...,N
,
where {ân(x, y)} is the sequence of the Fourier coefficients of a function a(x, y, t) defined
on [0,+∞) × [0,+∞) × T. Again this function is called the symbol of the sequence
{A2N(a)}N∈N. The function E(N) is assumed to have values in (0,+∞) and to possess
the following properties:
E(N) −−−→
N→∞
∞, N
E(N)
−−−→
N→∞
∞.
In Chapter 3 we obtain sufficient conditions for the asymptotic invertibility of A1N(a)
as N → ∞ and construct an almost inverse operator. Using this construction, we prove
the analogue of the asymptotic formula (1) first in the case when f is a rational function
and then for a function which can be approximated by rational ones. Chapter 4 contains
analogous results obtained for the sequence {A2N(a)}N∈N.
In Chapter 5 we consider the continuous analogue of the finite discrete case referred to
as the finite integral case, namely the family {A1τ (a)}τ>0 of operators acting on the space
L2([0, τ ]) defined by
(A1τ (a)f)(x) = cf(x) +
∫ τ
0
k
(x
τ
,
y
τ
, x− y
)
f(y)dy, f ∈ L2([0, τ ]),
where c is a complex number and the integral kernel k(x, y, t) is defined on [0, 1]×[0, 1]×R.
The Fourier transform, or more precisely, the function
a(x, y, ξ) = c+
∫
R
eiξtk(x, y, t)dt
defined on [0, 1] × [0, 1] × R is called the symbol of the family {A1τ (a)}τ>0. By analogy
with the discrete case, we construct an almost inverse operator. We describe a complex
domain containing the spectrum of A1τ (a) for τ large enough and obtain the asymptotics
of the spectrum as τ approaches infinity.
Chapter 6 contains analogous results derived in the so-called infinite integral case for
operators {A2τ (a)}τ>0 of the form
(A2τ (a)f)(x) = cf(x) +
∫ τ
0
k
(
x
E(τ)
,
y
E(τ)
, x− y
)
f(y)dy, f ∈ L2([0, τ ]),
where c is a complex number, the function k(x, y, t) is defined on the set
[0,+∞) × [0,+∞) × R, and E(τ) is a function having values in (0,+∞) and satisfy-
ing the following conditions:
E(τ) −−−→
τ→∞
∞, τ
E(τ)
−−−→
τ→∞
∞.
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The symbol a(x, y, ξ) of {A2τ (a)}τ>0 is defined analogously.
All the results mentioned above are obtained for generalized discrete and integral
convolution operators, the symbols of which satisfy certain conditions. For example, the
symbol in the discrete case is supposed to belong to a generalized Wiener algebra, i.e. its
Fourier coefficients are required to satisfy the following condition:∑
n∈N
sup
x,y
|ân(x, y)| <∞.
Since not all continuous functions satisfy this condition, the next interesting problem is
to weaken the conditions on the symbol. This question is considered in the present disser-
tation for generalized discrete convolutions by using of C∗-algebra techniques developed
for ordinary convolution operators by A. Bo¨ttcher, R. Hagen, S. Roch and B. Silbermann
in [12], [13] and [42].
Algebraic methods applied to the generalized convolutions make it possible to widen
the class of operator sequences and to describe correctly the type of operators with con-
tinuous symbols.
The finite discrete case is studied in Chapter 7. We consider the C∗-algebra A1
generated by operator sequences of the form {A1N(a)}N∈N. The properties of this algebra
allow to associate to each operator sequence from A1 a continuous symbol and to obtain
the asymptotics of the spectrum. The infinite discrete case, i.e. the algebra A2 generated
by sequences {A2N(a)}N∈N, is studied in Chapter 8.
We note that the direct application of these algebraic techniques to the integral case is
problematic. When constructing a suitable algebraic framework for integral convolutions,
we should take into account trace class properties. It does not seem to be possible to
construct a C∗-algebra in this situation. The problem demands further investigations
with more difficult methods. For this reason, it is not considered here.
Chapter 9 contains a summary of results obtained in the present work.
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2 General information on the theory of ordinary and
generalized convolution operators
In this chapter we give the basic information on ordinary convolutions and make a review
of results obtained for generalized operators.
2.1 Discrete convolution operators and Szego¨ limit theorems
Let L∞(T) be the Banach space of essentially bounded functions on the unite circle
T = {t ∈ C, |t| = 1}. Let l2(Z) (Z is the set of integer numbers) be the Hilbert space of
square summable sequences.
For a ∈ L∞(T), the operator L(a) acting on l2(Z) with the matrix representation
(ân−k)n,k∈Z,
where {ân}n∈Z is the sequence of the Fourier coefficients of the function a, is called the
Laurent operator with the symbol a. This is a simple example of a convolution operator.
It can be easily shown (see, for example, [13]) that
L(a)L(b) = L(ab) for all a, b ∈ L∞(T).
Therefore, the operator L(a) is invertible if and only if its symbol a is invertible. In this
case L−1(a) = L (a−1).
Another important example of convolutions is the Toeplitz operator T (a) acting on
l2(Z+) (here Z+ denotes the set of nonnegative integer numbers) with the infinite matrix
(ân−k)n,k=0,1,....
The function a ∈ L∞(T) is called the symbol of T (a).
The algebraic properties of Toeplitz operators are very special. The proof of the
following equation can be also found in [13]:
T (a)T (b) = T (ab)−H(a)H (˜b) for all a, b ∈ L∞(T),
where H(a) for a ∈ L∞ is the Hankel operator with the matrix
(ân+k+1)n,k=0,1,...
and b˜ is the function from L∞(T) defined by b˜(t) = b (t−1) for t ∈ T. Thus, the problem of
the invertibility for Toeplitz operators demands additional investigations and has a long
history. It was investigated for various classes of generating functions. The symbols from
the Wiener algebraW (that is the algebra constituted by continuous functions the Fourier
series of which converge absolutely) were considered first. Then, the corresponding result
was proved for continuous symbols and subsequently for essentially bounded functions. A
thorough information to this question and the proof of the next statements can be found
in [13].
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Proposition 2.1.1 Let a ∈ L∞(T). If the convex hull of the essential range of a does
not contain zero, then the Toeplitz operator T (a) is invertible.
Corollary 2.1.1 Let the function a ∈ L∞(T) be continuous. If a does not vanish on T
and has winding number zero, then the Toeplitz operator T (a) is invertible.
If T (a) is invertible, we can find a solution of the equation
T (a)x = y, x, y ∈ l2 (2)
in the form x = T−1(a)y. However, T−1(a) is in general not explicitly known. Therefore,
one tries to replace equation (2) by the following truncated equation:
TN(a)xN = yN ,
where TN(a) with N ∈ N has the matrix (ân−k)n,k=0,...,N , {yN}N∈N is the corresponding
truncation of the vector y. The (N + 1)-dimensional vector xN is to be found.
The operator T (a) is said to be asymptotically invertible by means of the finite section
method {TN(a)}N∈N if for N large enough the equations TN(a)xN = yN are uniquely
solvable and the solution xN converges in norm to the solution x of (2). This is equivalent
to the stability of {TN(a)}N∈N, that is TN(a) is invertible for N large enough, say for
N > N0, and sup
N>N0
∣∣∣∣T−1N (a)∣∣∣∣ <∞.
The following fact is well known (see, for instance, [13]).
Proposition 2.1.2 If a is continuous, then the operator T (a) is invertible if and only if
the sequence {TN(a)}N∈N is stable. This means, T (a) is invertible if and only if T (a) is
asymptotically invertible by means of {TN(a)}N∈N.
The sequence of truncated Toeplitz operators is often used for solving a lot of practice
problems (an example, the Ising model, can be found in [13]). The asymptotic spectral
properties of the truncated Toeplitz operators TN(a) are very important in this case. The
first results on the behavior of the spectra were obtained by G. Szego¨ in [99] and [100].
We adduce his theorems in the modern form.
Theorem 2.1.1 (Szego¨’s first limit theorem) Let a ∈ L∞(T) and let Ω ⊂ C be an
open set containing the convex hull of the essential range of a. If f is analytic in Ω, then
1
N + 1
tr f(TN(a)) =
1
2pi
∫
T
f(a(t))dµ+ o(1), N →∞.
This asymptotics can be precised for generating functions satisfying additional condi-
tions. Let us denote L∞(T) ∩B1/22 =
{
a ∈ L∞(T) : ∑
n∈Z
(|n|+ 1)|ân|2 <∞
}
.
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Theorem 2.1.2 (strong Szego¨’s limit theorem) Let a ∈ L∞(T)∩B1/22 ; let Ω ⊂ C be
an open set containing the spectrum of T (a). If f is analytic in Ω, then
1
N + 1
tr f(TN(a)) =
1
2pi
∫
T
f(a(t))dµ+
Ef (a)
N
+ o
(
1
N
)
, N →∞,
where Ef (a) is some complex constant.
The concrete formulas for Ef (a) can be found for example in [13].
The asymptotics of singular values of TN(a) analogous to Theorem 2.1.1 was obtained
by Avram [3] and Parter [63].
Recent investigations, which were initiated by Arveson [1], [2] and further advanced
by Be´dos [8], [9] and SeLegue [75], provide a general setup for Szego¨-type theorems for
selfadjoint operators in the context of Følner-algebras. This approach allows to prove the
corresponding result for a wider class of operators. In particular, the result of Avram and
Parter is a corollary of this generalization.
The algebraic techniques for arbitrary convolutions (not necessarily selfadjoint) were
developed by A. Bo¨ttcher, R. Hagen, S. Roch and B. Silbermann in [12], [13] and [42].
2.2 Integral convolutions
Analogous results on the behavior of the spectra can be derived for truncated integral
convolutions. We introduce first necessary notations.
Let Lp(U) for p > 1 be the space of complex-valued functions ϕ defined on a measur-
able set U ⊂ R and absolute integrable with power p with the norm
||ϕ||Lp(U) =
( ∫
t∈U
|ϕ(t)|pdt
)1/p
.
Let Kr be the set of functions on R of the form a = c + Fk, where c ∈ C, k ∈ L1(R)
is a function satisfying the condition∫
R
|t||k(t)|2dt < +∞
and Fk denotes the Fourier transform of k:
(Fk)(ξ) =
∫
R
eiξtk(t)dt, ξ ∈ R.
The set Kr was first considered by Krein in his paper [52]. He has shown that Kr
(with a special norm and algebraic operations) is an algebra and stated that this algebra
is a natural class of generating functions for integral convolutions.
The integral convolution operator C(a) with the symbol a ∈ Kr is an operator acting
on L2(R) and defined by
(C(a)ϕ)(t) = cϕ(t) +
∫
R
k(t− s)ϕ(s)ds, t ∈ R, ϕ ∈ L2(R).
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By analogy with the discrete case, we can consider truncated operators C+(a) on
L2([0,+∞)) and Cτ (a) on L2([0, τ ]) for τ > 0 defined as follows:
(C+(a)ϕ)(t) = cϕ(t) +
∫ +∞
0
k(t− s)ϕ(s)ds, t ∈ [0,+∞), ϕ ∈ L2([0,+∞)),
(Cτ (a)ϕ)(t) = cϕ(t) +
∫ τ
0
k(t− s)ϕ(s)ds, t ∈ [0, τ ], ϕ ∈ L2([0, τ ]).
It is known (see, for example, [12], [35]) that C(a) is invertible if the closure of the
image of a does not contain zero. If, in addition, a has winding number zero, then the
operator C+(a) is also invertible. In this case the family {Cτ (a)}τ>0 is stable.
The essential difference between the discrete and integral cases is that a truncated
integral convolution has, generally speaking, no trace. It may have an infinite number
of non-zero eigenvalues and their series can diverge. Therefore, we need conditions when
Cτ (a) is a trace class operator. In this case (see, for instance, [12], [37]) the trace exists.
Some information about sufficient conditions can be found in [37]. In particular, it was
shown in [12], [61] that Cτ (a) for every τ > 0 is a trace class operator if a ∈ L1(R).
We adduce the theorem on the first-order asymptotics of the spectrum of Cτ (a) in the
form presented in [61], because analogous results are proved in this dissertation.
Theorem 2.2.1 Let a ∈ Kr ∩ L1(R); let the function f be analytic on some open neigh-
bourhood D of the spectrum of C+(a) and f(0) = 0. Then there exists τ0 > 0 such that for
τ > τ0 the spectrum of Cτ (a) is contained in D. Furthermore, f(Cτ (a)) for every τ > τ0
is a trace class operator, and the following asymptotic formula holds:
1
τ
tr f(Cτ (a)) =
1
2pi
∫
R
f(a(ξ))dξ + o(1), τ → +∞.
2.3 Generalized convolutions
In this section we give a literature review of results obtained for generalized convolutions
of various types. As it was already mentioned, the investigations on this topic were not
so intensive as in the ordinary case.
Generalized Toeplitz matrices were investigated first 1953 by Kac, Murdock and
Szego¨ in [49]. They considered the sequence {AN(a)}N∈N of matrices of the form(
ân−k
(
n+ k
2N + 2
))
n,k=0,...,N
. (3)
The symbol a defined on [0, 1] × T is supposed to be real-valued and continuous in
x ∈ [0, 1] with Fourier coefficients {ân(x)}n∈Z satisfying the Weierstrass’ criterion of uni-
form convergence:
M :=
∑
n∈Z
sup
x
|ân(x)| <∞.
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The authors have shown that if f is a Riemann integrable function defined on [−M,M ],
then
1
N + 1
tr f(AN(a)) =
1
2pi
∫ 1
0
∫
T
f(a(x, t))dµdx+ o(1), N →∞.
1960 Mejlbo and Schmidt have calculated in [59] the second-order asymptotics for
determinants (i.e. if f is a suitable logarithm) of a very special form of these matrices.
Two years later, they have obtained in [60] an analogous result for matrices studied by Kac,
Murdock and Szego¨ supposing additional restrictive smoothness and growth conditions
on the symbol, however, only in case if f is a polynomial.
Other papers dealing with generalized discrete convolutions were published recently.
Shao has considered in [79] variable-coefficient matrices of the type(
ân−k
( n
N
))
n,k=0,...,N
, (4)
where the symbol is allowed to have jumps of a certain type. He proved that the asymp-
totics of their spectra are of the form
1
N + 1
tr f(AN(a)) =
1
2pi
∫ 1
0
∫
T
f(a(x, t))dµdx+ γ
logN
N
+ o
(
logN
N
)
, N →∞.
An explicit formula for the constant γ ∈ C is derived under quite weak conditions on the
generating function a(x, t). Namely, this function has to be smooth in x for all t and of
bounded variation in t for each x with the total variation bounded uniformly in x and the
jump discontinuity points independent of x. The value γ is calculated in the form
γ =
1
4pi2
R∑
r=1
(∫ 1
0
f((1− z)a(0, t−r ) + a(0, t+r )z)− f(a(0, t−r ))
z(1− z) dz+
+
∫ 1
0
f((1− z)a(1, t−r ) + a(1, t+r )z)− f(a(1, t−r ))
z(1− z) dz
)
,
where {tr}Rr=1 is the set of jumps of a in the second variable (R =∞ is also allowed) and
a(x, t−r ), a(x, t
+
r ) denote the limits for t tending to tr from the left or the right, respectively.
The investigation of operators with the matrices (4) was continued by Ehrhardt and
Shao in their joint paper [28]. Using operator theoretical methods, in particular, the
construction of the almost inverse operator, they have received the asymptotics for the
determinants under minimal assumptions on the symbol a. To formulate this result
precisely, we introduce here the necessary notations from [28].
Let α = n+µ for n ∈ N∪{0} and 0 6 µ < 1. By Σα,0 is denoted the set of continuous
functions a(x, t) defined on [0, 1]× T which are n-times differentiable in t for every fixed
x. Moreover, the n-th derivative has to be continuous (for fixed x) if µ = 0 or satisfy the
Ho¨lder condition with exponent µ if µ ∈ (0, 1).
Σα,1 denotes the set of functions a(x, t) ∈ Σα,0 for which the partial derivative ∂xa(x, t)
exists and belongs to Σα,0.
Σα,10 is the set of functions a(x, t) ∈ Σα,1 such that log a(x, t) ∈ Σα,1.
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For a ∈ Σα,10 and α > 3/2, the following asymptotics is proved:
1
N + 1
log(detAN(a)) =
1
N + 1
tr log(AN(a)) =
=
1
2pi
∫ 1
0
∫
T
log(a(x, t))dµdx+
Ef (a)
N
+ o
(
1
N
)
, N →∞,
where the second-order asymptotics Ef (a) ∈ C is calculated by
Ef (a) =
(
1
2
∞∑
k=1
k[log a(0, t)]k[log a(0, t)]−k
)
+
+
(
1
2
∞∑
k=1
k[log a(1, t)]k[log a(1, t)]−k
)
+
+
(
1
2
∫ 1
0
( ∞∑
k=−∞
k[log a(x, t)]k [(∂x log a)(0, t)]−k
)
dx
)
+
+
(
1
4pi
∫
T
(log a(0, t) + log a(1, t)) dµ
)
+
+
(
− 1
2pi
∫ 1
0
∫
T
log a(x, t)dµdx
)
.
In this formula [log a(x, t)]k and [(∂x log a)(0, t)]−k refer to the k-th variable-dependent
Fourier coefficients of log a(x, t) and (∂x log a)(0, t), respectively.
In the papers [92], [111], [95], [62], [97] the authors have considered matrices of the
form generalizing both the cases (3) and (4), namely(
ân−k
(
n
N
,
k
N
))
n,k=0,...,N
with the generating function a(x, y, t) defined on [0, 1]× [0, 1]× T. In [92] the first-order
asymptotics was calculated first for polynomials and subsequently for functions which
can be approximated by polynomials. It was supposed that the symbol is continuous and
belongs to a generalized Wiener algebra. The analogous result was proved in [111] for
symbols having jumps in variables x and y (however, continuous in t). In [95] the almost
inverse operator was constructed. This made it possible to consider the asymptotics for
rational functions f and then for functions f which can be approximated by rational
functions. These results are summarized in [62] and [97].
Operators of another type with the matrices(
ân−k
(
n
E(N)
,
k
E(N)
))
n,k=0,...,N
were studied in [93], [94], [62], [96], [98] and [97]. Here E(N) is a function with values in
(0,+∞) satisfying the conditions
E(N) −−−→
N→∞
∞, N
E(N)
−−−→
N→∞
∞.
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The symbol a(x, y, t) is defined on [0,+∞)× [0,+∞)× T. In [93] the asymptotics of the
spectrum was obtained for functions which can be approximated by polynomials. In [94]
the authors have considered symbols with jumps. Analogous results for functions which
can be approximated by rational functions were obtained in [96] in the scalar case and
in [98] for block matrices. The papers [62] and [97] contain the main results.
An important example of sequences of generalized Toeplitz matrices is the very wide
class of so-called Generalized Locally Toeplitz (GLT) sequences which were defined by
Tilly in [101] and Serra Capizzano in [76]. An interesting fact is that a GLT sequence
need not necessarily be bounded. However, one can associate to each of them a Lebesgue
measurable symbol defined on [0, 1] × T. In [78] the author considered algebraic prop-
erties of the GLT class. These properties and the matrix method allowed to obtain the
asymptotics of singular values in the general case and of eigenvalues in case if all matrices
of a corresponding GLT sequence are Hermitian. The GLT sequences have been applied
in [29], [55] for studying the asymptotic zero distribution of orthogonal polynomials.
An interesting example of the application of generalized Toeplitz operators can be
found in the paper of Serra Capizzano [77]. Variable-coefficient matrices appear when
solving certain boundary value problems.
The paper [89] of I. B. Simonenko is of special relevance for the investigations presented
in this dissertation. The author has studied in [89] generalized convolutions from the
algebra generated by ordinary discrete convolutions and by operators of multiplication by
a function which can be continuously extended to the sphere at infinity. The study was
based on the possibility to construct an almost inverse operator and on the local analysis
of it. The principle of this construction is applied in the present dissertation.
In conclusion we also mention the paper [110] of Widom, where he has derived the
asymptotics for the spectra of generalized integral convolutions of a special form.
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3 A Szego¨ type theorem for a generalized discrete
convolution in the finite case
In this part of the dissertation we consider the so-called finite case of variable-coefficient
Toeplitz matrices. We introduce first the notations and the formulation of the main
theorem, and then the proofs are given.
3.1 The formulation of the Szego¨ type theorem
Let us introduce the following notations:
N, Z, R, C are the sets of natural, integer, real and complex numbers, respectively;
R+ = [0,+∞); T is the unit circle in the complex plane with the Lebesgue measure µ.
l2 is the Banach space of all complex sequences X = {Xn}n∈Z with the norm
||X||l2 =
(∑
n∈Z
|Xn|2
)1/2
<∞.
l2(U), U ⊂ R, is a subspace of l2 consisting of all sequences X = {Xn}n∈Z such that
Xn = 0 for all n ∈ Z\U ; here l2(Z)(= l2(R)) = l2.
Hom(K1, K2) is the Banach space of bounded linear operators from a Banach space
K1 to a Banach space K2; End(K1) = Hom(K1, K1).
PU ∈ Hom(l2, l2(U)) for U ⊂ R is the operator of truncation, or the projector.
Definition 3.1.1 Let us denote by W([0, 1]) the Banach algebra (the generalized Wiener
algebra) of all complex-valued functions a(x, y, t) defined on [0, 1] × [0, 1] × T with the
Fourier coefficients {ân(x, y)}n∈N possessing the following properties:
1) ân(x, y) is continuous on [0, 1]× [0, 1] for every fixed n ∈ Z;
2) the series
∑
n∈Z
ân(x, y) satisfies the Weierstrass’ condition of uniform convergence:∑
n∈Z
sup
x,y
|ân(x, y)| <∞.
The algebraic operations in W([0, 1]) are defined pointwise. The norm in W([0, 1]) is
defined by
||a||W([0,1]) =
∑
n∈Z
sup
x,y
|ân(x, y)|. (5)
For a ∈ W([0, 1]) we consider the operator A1N(a) ∈ End(l2([0, N ])) with the matrix(
ân−k
(
n
N
,
k
N
))
n,k=0,...,N
.
Definition 3.1.2 Let us denote by W the subalgebra of W([0, 1]) consisting of functions
a(t), t ∈ T, which do not depend on the two first variables (the standard Wiener algebra).
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For a ∈ W we denote by L (a) ∈ End(l2) the ordinary convolution operator and by
T (a) ∈ End(l2(R+)) the Toeplitz operator: T (a) = PR+L(a)PR+ .
Let also G(a) for a ∈ W([0, 1]) be the set of λ ∈ C satisfying the conditions:
1) a(x, x, t)− λ 6= 0 for all x ∈ [0, 1], t ∈ T;
2) the operator T (a(0, 0, t)− λ) is invertible.
F(a) = C\G(a). It is clear that F(a) is a closed bounded subset of C.
The Szego¨ type limit theorem for the operator A1N(a) is formulated as follows:
Theorem 3.1.1 Let a ∈ W([0, 1]). Let D be a domain containing F(a) and let f be an
analytic function on D. Then:
1) the spectrum of the operator A1N(a) is contained in D for N ∈ N large enough;
2) the following limit exists:
lim
N→∞
1
N + 1
trf(A1N(a)) =
1
2pi
∫ 1
0
∫
T
f(a(x, x, t)dµdx.
The proof of this result is given in the following sections.
3.2 A local estimate of the operator A1N(a)
Here we consider the approximation of the operator A1N(a) by regular convolution opera-
tors.
Let αM := {αx, where x ∈M} for a set M ⊂ R and a number α ∈ R.
For x ∈ [0, 1] and δ > 0 we denote Ux(δ) := (x− δ, x+ δ) ∩ [0, 1].
Lemma 3.2.1 Let the function a ∈ W([0, 1]) be of the form
a(x, y, t) =
q∑
j=1
fj(x, y)a
j(t),
where q ∈ N; the functions f1, ..., fq are continuous on [0, 1]× [0, 1]; a1, ..., aq ∈ W. Then
for every ε > 0 there exists δ0(ε) > 0 such that for all δ < δ0(ε) and N ∈ N the following
inequality holds:
sup
x∈[0,1]
∣∣∣∣PNUx(δ) (A1N(a)− L(a(x, x, t)))PNUx(δ)∣∣∣∣ < ε.
Proof: It is clear that ân(x, y) =
q∑
j=1
fj(x, y)âjn for every n ∈ Z.
Let the function c ∈ W be such that ĉn =
q∑
j=1
|âjn|. Let also C :=
∑
n∈Z
|ĉn|.
Let us fix ε > ε1 > 0. Because the functions f
1, ..., f q are uniformly continuous, there
exists δ0(ε) > 0 such that for any δ < δ0(ε) the following inequality is fulfilled:
sup
x∈[0,1]
q∑
j=1
sup
x′,y′∈Ux(δ)
|fj(x′, y′)− fj(x, x)| < ε1C .
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Then,
sup
x∈[0,1]
∣∣∣∣PNUx(δ) (A1N(a)− L(a(x, x, t)))PNUx(δ)∣∣∣∣2 =
= sup
x∈[0,1]
sup
||X||=1
∑
n∈NUx(δ)∩Z
∣∣∣∣∣∣
∑
k∈NUx(δ)∩Z
q∑
j=1
[
fj
(
n
N
,
k
N
)
− fj(x, x)
]
âjn−kXk
∣∣∣∣∣∣
2
6
6 sup
||X||=1
∑
n∈NUx(δ)∩Z
 ∑
k∈NUx(δ)∩Z
sup
x∈[0,1]
q∑
j=1
∣∣∣∣fj ( nN , kN
)
− fj(x, x)
∣∣∣∣ |âjn−k||Xk|
2 6
6 ε
2
1
C2 sup||X||=1
∑
n∈Z
(
N∑
k=0
|ĉn−k||Xk|
)2
6
6 ε
2
1
C2 sup||X||=1
∑
n∈Z
(
N∑
k=0
|ĉn−k| ·
N∑
k=0
|ĉn−k||Xk|2
)
=
6 ε
2
1
C sup||X||=1
N∑
k=0
{∑
n∈Z
|ĉn−k|
}
|Xk|2 6 ε21 sup
||X||=1
N∑
k=0
|Xk|2 6 ε21 < ε2.
This is the assertion.
Lemma 3.2.2 Let a ∈ W([0, 1]). Suppose there exists n0 ∈ N such that ân(x, y) = 0 for
all x, y ∈ [0, 1], n ∈ Z, |n| > n0. Then for every ε > 0 one can find δ0(ε) > 0 such that
for all δ < δ0(ε) and N ∈ N the following inequality holds:
sup
x∈[0,1]
∣∣∣∣PNUx(δ) (A1N(a)− L (a(x, x, t)))PNUx(δ)∣∣∣∣ < ε.
Proof: The function a can be represented in the form a(x, y, t) =
n0∑
j=−n0
âj(x, y)b
j(t),
where bj(t) = tj for j = −n0, ..., n0. By Lemma 3.2.1 we get the necessary result.
Proposition 3.2.1 Let a ∈ W([0, 1]). Then for every ε > 0 there exists δ0(ε) > 0 such
that for every δ < δ0(ε) and all N ∈ N the following inequality holds:
sup
x∈[0,1]
∣∣∣∣PNUx(δ) (A1N(a)− L(a(x, x, t)))PNUx(δ)∣∣∣∣ < ε.
Proof: Let us denote R(q) := ∑
|n|>q
sup
x,y
|ân(x, y)|. It is clear, that there exists q ∈ N such
that R(q) < ε/3.
Let us consider the function aq ∈ W([0, 1]) of the form aq(x, y, t) =
q∑
n=−q
ân(x, y)t
n.
By Lemma 3.2.2 there exists δ0(ε) > 0 such that for all δ < δ0(ε) and N ∈ N the
following inequality is fulfilled:
sup
x∈[0,1]
∣∣∣∣PNUx(δ) (A1N (aq)− L (aq(x, x, t)))PNUx(δ)∣∣∣∣ < ε/3.
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To prove the statement, we have to prove the following inequalities:∣∣∣∣PNUx(δ) (A1N(a)− A1N(aq))PNUx(δ)∣∣∣∣ < ε/3 , (6)
sup
x∈[0,1]
∣∣∣∣PNUx(δ) (L (a(x, x, t))− L (aq(x, x, t)))PNUx(δ)∣∣∣∣ < ε/3 . (7)
Let us obtain estimate (6):∣∣∣∣PNUx(δ) (A1N(a)− A1N(aq))PNUx(δ)∣∣∣∣ =
= sup
||X||=1
∑
n∈NUx(δ)∩Z
∣∣∣∣∣∣
∑
k∈NUx(δ)∩Z
[
ân−k
(
n
N
,
k
N
)
− âqn−k
(
n
N
,
k
N
)]
Xk
∣∣∣∣∣∣
2
6
6 sup
||X||=1
∑
n∈NUx(δ)∩Z
 ∑
k∈NUx(δ)∩Z
sup
x,y
∣∣ân−k(x, y)− âqn−k(x, y)∣∣ |Xk|
2 6
6 sup
||X||=1
∑
n∈Z
(
N∑
k=0
sup
x,y
|ân−k(x, y)− âqn−k(x, y)| ·
N∑
k=0
sup
x,y
|ân−k(x, y)− âqn−k(x, y)||Xk|2
)
6
6 R(q)2 sup
||X||=1
N∑
k=0
|Xk|2 < ε2/9 .
Thus, estimate (6) holds. Inequality (7) can be proved similarly.
3.3 The function φ(A1N(a), d)
For F1, F2 ⊂ R, let ρ(F1, F2) be the value defined by
ρ(F1, F2) = inf
z1∈F1,z2∈F2
|z1 − z2|.
If one of sets F1, F2 is empty, then we put ρ(F1, F2) = +∞.
Definition 3.3.1 Let U ⊂ Z, A ∈ End(l2(U)). By φ(A, d) : [0,+∞) → [0,+∞) we
denote the function defined as follows:
φ(A, d) = sup
F1,F2⊂R, ρ(F1,F2)>d
‖PF1APF2‖ .
The function φ(A, d) has been first introduced in the paper [54] as an auxiliary nota-
tion. Propositions 3.3.1 and 3.3.2 given below were proved in the same paper.
Proposition 3.3.1 The function φ(A, d) possesses the following properties:
1) φ(A, d) 6 ||A||;
2) if d1 6 d2, then φ(A, d1) > φ(A, d2);
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3) φ(λA+ µB, d) 6 |λ|φ(A, d) + |µ|φ(B, d) for A,B ∈ End(l2(U)), λ, µ ∈ C;
4) φ(AB, d) 6 ||A||φ(B, λd) + ||B||φ(A, (1− λ)d) for λ ∈ [0, 1].
5) if the operator A is invertible, then for any n ∈ N
φ(A−1, d) 6 ‖A
−1‖2 ‖A‖
n
+ 4
∥∥A−1∥∥2 φ(A, d
4n− 1
)
.
Proposition 3.3.2 If the families {Ai}i∈I and {A−1i }i∈I of operators acting in the
spaces l2(Ui) are bounded and if φ (Ai, d) −−−→
d→∞
0 uniformly in i ∈ I, then
φ
(
A−1i , d
) −−−→
d→∞
0 uniformly in i ∈ I.
Proposition 3.3.3 Let a ∈ W([0, 1]). Then:
1) φ(A1N(a), d) −−−→
d→∞
0 uniformly in N ∈ N;
2) φ (L (a(x, x, t)) , d) −−−→
d→∞
0 uniformly in x ∈ [0, 1].
Proof: Let us prove the first statement. Let c ∈ W denote the function with the Fourier
coefficients ĉn = sup
x,y
|ân(x, y)| for n ∈ Z.
Let also F1, F2 ⊂ R such that ρ(F1, F2) > d. If one of these sets is empty, then
φ(A1N(a), d) = 0. Otherwise,
φ(A1N(a), d)
2 =
∣∣∣∣PF1∩[0,N ]A1N(a)PF2∩[0,N ]∣∣∣∣2 6
6 sup
||X||=1
∑
n∈F1∩Z
∣∣∣∣∣ ∑
k∈F2∩Z
ân−k
(
n
N
,
k
N
)
Xk
∣∣∣∣∣
2
6
6 sup
||X||=1
∑
n∈F1∩Z
( ∑
k∈F2∩Z
ĉn−k|Xk|
)2
6
6 sup
||X||=1
∑
n∈F1∩Z
( ∑
k∈F2∩Z
ĉn−k ·
∑
k∈F2∩Z
ĉn−k|Xk|2
)
6
6 R(d)2 sup
||X||=1
∑
k∈F2∩Z
|Xk| 6 R(d)2,
where R(d) := ∑
|n|>d
ĉn −−−→
d→∞
0. Thus, the first statement is proved. The second statement
can be proved analogously.
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3.4 The theorem on the almost inverse operator
In this section we establish the conditions for the asymptotic invertibility of the operators
A1N(a), N ∈ N, which make possible to describe a domain containing the spectra for N
large enough. Let us introduce first the corresponding notations.
By WN ∈ End(l2, l2([0, N ])) we denote the operator defined as follows:
WN : {Xn}n∈Z 7−→ {Yn}n∈Z, Yn =
{
XN−n, 0 6 n 6 N,
0, otherwise.
Let a ∈ W([0, 1]) satisfy the following conditions: a(x, x, t) does not vanish on
[0, 1] × T and the operator T (a(0, 0, t)) is invertible. Furthermore, let a˜ be the func-
tion from W([0, 1]) defined by a˜(x, y, t) = a (x, y, t−1) for x, y ∈ [0, 1], t ∈ T.
In this case (see e. g. Theorem 1.15 in [13]) the operator T (a˜(1, 1, t)) is also invertible.
By B1δ,N(a) for δ > 0, N ∈ N we denote the operator acting on the space l2([0, N ])
and defined by
B1δ,N(a) = P[0,
√
N)T
−1(a(0, 0, t))+
+ P[
√
N,Nξ2)
L−1 (a(0, 0, t))+
+
η−1∑
k=2
PNukL
−1 (a(ξk, ξk, t))+
+ P[Nξη ,N−
√
N)L
−1 (a(1, 1, t))+
+ P[N−√N,N ]WNT
−1(a˜(1, 1, t))WN ,
where η is the integer part of the number 1/δ; ξk = (k − 1)δ for k = 1, ..., η; {uk}ηk=1 is
the family of subsets of [0, 1] defined as follows: uk = [(k− 1)δ, kδ) for k = 1, ..., η− 1 and
uη = [(η − 1)δ, 1].
Theorem 3.4.1 Let a ∈ W([0, 1]) and let the following conditions be fulfilled: a(x, x, t)
does not vanish on [0, 1]× T and the operator T (a(0, 0, t)) is invertible. Then:
1) sup
N∈N
‖B1δ,N(a)‖ <∞ for every fixed δ > 0;
2) for every ε > 0 there exists δ0(ε) > 0 such that for every δ < δ0(ε) one can find
N(δ) ∈ N satisfying the following estimate:
sup
N>N(δ)
||B1δ,N(a)A1N(a)− EN || < ε,
where EN is the identity operator on l2([0, N ]).
Before we prove this theorem, we formulate an auxiliary lemma. Let Numb(B) be the
number of elements in a set B. If B is infinite, then we put Numb(B) = +∞. By the
overlapping rate of a family of sets uα, α ∈ U , where U is some index set, we mean the
value supx∈u r(x), where u =
⋃
α∈U uα and r(x) = Numb{α ∈ U| x ∈ uα}. In the case
u = ∅ we put the overlapping rate to be equal to zero. (Obviously, if the overlapping rate
is equal to 1, then the sets uα are mutually disjoint.)
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Lemma 3.4.1 Let {Ak}nk=1 be a family of operators from End(l2(U)); c := max
k
‖Ak‖; let
{uk}nk=1, {vk}nk=1 be families of subsets of U with the overlapping rates 1 and r, respec-
tively. Then the following estimate is true:∣∣∣∣∣
∣∣∣∣∣
n∑
k=1
PukAkPvk
∣∣∣∣∣
∣∣∣∣∣ 6 rc.
Proof: It is not hard to prove this lemma by induction in r. The proof can also be found
in [91] (page 27).
Now we can start with the proof of Theorem 3.4.1.
Proof of Theorem 3.4.1: It is easy to show that the operator L−1 (a(x, x, t)) continu-
ously depends on x ∈ [0, 1] and, therefore, is bounded uniformly in x ∈ [0, 1]. Then by
Lemma 3.4.1 the first statement is obviously true. We prove the second one.
Let us fix an arbitrary ε > 0. Let {vk}ηk=1 be the family of subsets of [0, 1] with
v1 = u1 ∪ u2, vk = uk−1 ∪ uk ∪ uk+1 for k = 2, ..., η − 1 and vη = uη−1 ∪ uη (obviously, the
overlapping rate of these sets is equal to 5).
Let us denote also M := ||a||W([0,1]) and
M′ := max
{∣∣∣∣T−1(a(0, 0, t))∣∣∣∣ , max
x∈[0,1]
{∣∣∣∣L−1 (a(x, x, t))∣∣∣∣} , ∣∣∣∣T−1 (a˜(1, 1, t))∣∣∣∣} .
It is clear that sup
x∈[0,1]
||L(a(x, x, t))|| 6M.
By Proposition 3.2.1, δ0(ε) > 0 can be chosen so that
sup
x∈[0,1]
∣∣∣∣PNUx(3δ) (A1N(a)− L (a(x, x, t)))PNUx(3δ)∣∣∣∣ 6 ε24M′ (8)
for all δ < δ0(ε) and N ∈ N. Suppose, δ < δ0(ε) is fixed.
Let us consider the operators Iδ,N(a) and I
′
δ,N(a):
Iδ,N(a) = B
1
δ,N(a)A
1
N(a) =
= P[0,
√
N)T
−1(a(0, 0, t))A1N(a)+
+ P[
√
N,Nξ2)
L−1 (a(0, 0, t))A1N(a)+
+
η−1∑
k=2
PNukL
−1 (a(ξk, ξk, t))A1N(a)+
+ P[Nξη ,N−
√
N)L
−1 (a(1, 1, t))A1N(a)+
+ P[N−√N,N ]WNT
−1 (a˜(1, 1, t))WNA1N(a),
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I ′δ,N(a) = P[0,√N)T
−1(a(0, 0, t))P[0,N ]L (a(0, 0, t))P[0,N ]+
+ P[
√
N,Nξ2)
L−1 (a(0, 0, t))P[0,N ]L (a(0, 0, t))P[0,N ]+
+
η−1∑
k=2
PNukL
−1 (a(ξk, ξk, t))P[0,N ]L (a(ξk, ξk, t))P[0,N ]+
+ P[Nξη ,N−
√
N)L
−1 (a(1, 1, t))P[0,N ]L (a(1, 1, t))P[0,N ]+
+ P[N−√N,N ]WNT
−1 (a˜(1, 1, t))WNL (a(1, 1, t))P[0,N ].
We denote for convenience Λ1,δ,N(a) := Iδ,N(a)− I ′δ,N(a), Λ2,δ,N(a) := I ′δ,N(a)− EN .
Step I. Let us consider first Λ2,δ,N(a). We remark that
WNT
−1(a˜(1, 1, t))WN = P[0,N ]
(
P(−∞,N ]L(a(1, 1, t))P(−∞,N ]
)−1
P[0,N ].
Then we get
I ′δ,N(a) = EN − P[0,√N)T−1(a(0, 0, t))P[0,+∞)\[0,N ]L (a(0, 0, t))P[0,N ]−
− P[√N,Nξ2)L−1 (a(0, 0, t))PZ\[0,N ]L(a(0, 0, t))P[0,N ]−
−
η−1∑
k=2
PNukL
−1 (a(ξk, ξk, t))PZ\[0,N ]L(a(ξk, ξk, t))P[0,N ]−
− P[Nξη ,N−√N)L−1 (a(1, 1, t))PZ\[0,N ]L(a(1, 1, t))P[0,N ]−
− P[N−√N,N ]
(
P(−∞,N ]L(a(1, 1, t))P(−∞,N ]
)−1
P(−∞,N ]\[0,N ]L(a(1, 1, t))P[0,N ].
The consequence of this representation is the following inequality:
||Λ2,δ,N(a)|| 6Mφ
(
T−1(a(0, 0, t)), ρ
(
[0,+∞)\[0, N ], [0,
√
N)
))
+
+Mφ
(
L−1 (a(0, 0, t)) , ρ
(
Z\[0, N ], [
√
N,Nξ2)
))
+
+
η−1∑
k=2
Mφ (L−1 (a(ξk, ξk, t)) , ρ (Z\[0, N ], Nuk))+
+Mφ
(
L−1 (a(1, 1, t)) , ρ
(
Z\[0, N ], [Nξη, N −
√
N)
))
+
+Mφ
((
P(−∞,N ]L(a(1, 1, t))P(−∞,N ]
)−1
, ρ
(
(−∞, N ]\[0, N ], [N −
√
N,N ]
))
.
Hence, in accordance with Propositions 3.3.2 and 3.3.3 (taking into account that
T (a) = P[0,+∞)L(a)P[0,+∞) for a ∈ W), there exists N ′(δ) ∈ N such that ||Λ2,δ,N(a)|| < ε/2
for every N > N ′(δ).
Step II. Let us consider now Λ1,δ,N(a). We have ||Λ1,δ,N(a)|| 6 ||Λ3,δ,N(a)|| +
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||Λ4,δ,N(a)||+ ||Λ5,δ,N(a)||, where
Λ3,δ,N(a) = P[0,
√
N)T
−1(a(0, 0, t))PNv1
(
A1N(a)− L(a(0, 0, t))
)
PNv1+
+ P[
√
N,Nξ2)
L−1 (a(0, 0, t))PNv1
(
A1N(a)− L(a(0, 0, t))
)
PNv1+
+
η−1∑
k=2
PNukL
−1 (a(ξk, ξk, t))PNvk
(
A1N(a)− L(a(ξk, ξk, t))
)
PNvk+
+ P[Nξη ,N−
√
N)L
−1 (a(1, 1, t))PNvη
(
A1N(a)− L(a(1, 1, t))
)
PNvη+
+ P[N−√N,N ]WNT
−1(a˜(1, 1, t))WNPNvη
(
A1N(a)− L(a(1, 1, t))
)
PNvη ,
Λ4,δ,N(a) = P[0,
√
N)T
−1(a(0, 0, t))P[0,N ]\Nv1
(
A1N(a)− L(a(0, 0, t))
)
PNv1+
+ P[
√
N,Nξ2)
L−1 (a(0, 0, t))P[0,N ]\Nv1
(
A1N(a)− L(a(0, 0, t))
)
PNv1+
+
η−1∑
k=2
PNukL
−1 (a(ξk, ξk, t))P[0,N ]\Nvk
(
A1N(a)− L(a(ξk, ξk, t))
)
PNvk+
+ P[Nξη ,N−
√
N)L
−1 (a(1, 1, t))P[0,N ]\Nvη
(
A1N(a)− L(a(1, 1, t))
)
PNvη+
+ P[N−√N,N ]WNT
−1(a˜(1, 1, t))WNP[0,N ]\Nvη
(
A1N(a)− L(a(1, 1, t))
)
PNvη ,
Λ5,δ,N(a) = P[0,
√
N)T
−1(a(0, 0, t))P[0,N ]
(
A1N(a)− L(a(0, 0, t))
)
P[0,N ]\Nv1+
+ P[
√
N,Nξ2)
L−1 (a(0, 0, t))P[0,N ]
(
A1N(a)− L(a(0, 0, t))
)
P[0,N ]\Nv1+
+
η−1∑
k=2
PNukL
−1 (a(ξk, ξk, t))P[0,N ]
(
A1N(a)− L(a(ξk, ξk, t))
)
P[0,N ]\Nvk+
+ P[Nξη ,N−
√
N)L
−1 (a(1, 1, t))P[0,N ]
(
A1N(a)− L(a(1, 1, t))
)
P[0,N ]\Nvη+
+ P[N−√N,N ]WNT
−1(a˜(1, 1, t))WNP[0,N ]
(
A1N(a)− L(a(1, 1, t))
)
P[0,N ]\Nvη .
By inequality (8) and Lemma 3.4.1, we have ||Λ3,δ,N(a)|| < ε/4.
Let us consider now Λ4,δ,N(a):
||Λ4,δ,N(a)|| 6 2M
[
φ
(
T−1(a(0, 0, t)), ρ([0, N ]\Nv1, [0,
√
N))
)
+
+ φ
(
L−1 (a(0, 0, t)) , ρ([0, N ]\Nv1, [
√
N,Nξ2))
)
+
+
η−1∑
k=2
φ
(
L−1 (a(ξk, ξk, t)) , ρ([0, N ]\Nvk, Nuk)
)
+
+ φ
(
L−1(a(1, 1, t))ρ([0, N ]\Nvη, [Nξη, N −
√
N))
)
+
+φ
(
WNT
−1(a˜(1, 1, t))WN , ρ([0, N ]\Nvη, [N −
√
N,N ])
)]
.
Obviously, there exists N ′′(δ) > N ′(δ) such that ||Λ4,δ,N(a)|| < ε/8 for all N > N ′′(δ).
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Applying Proposition 3.3.1, we obtain
||Λ5,δ,N(a)|| 6 2M
[
φ
(
T−1(a(0, 0, t)),
1
2
ρ([0, N ]\Nv1, [0,
√
N))
)
+
+ φ
(
L−1 (a(0, 0, t)) ,
1
2
ρ([0, N ]\Nv1, [
√
N,Nξ2))
)
+
+
η−1∑
k=2
φ
(
L−1 (a(ξk, ξk, t)) ,
1
2
ρ([0, N ]\Nvk, Nuk)
)
+
+ φ
(
L−1 (a(1, 1, t)) ,
1
2
ρ([0, N ]\Nvη, [Nξη, N −
√
N))
)
+
+φ
(
WNT
−1(a˜(1, 1, t))WN ,
1
2
ρ([0, N ]\Nvη, [N −
√
N,N ])
)]
+
+M′
[
φ
(
A1N(a)− L(a(0, 0, t)),
1
2
ρ([0, N ]\Nv1, [0,
√
N))
)
+
+ φ
(
A1N(a)− L(a(0, 0, t)),
1
2
ρ([0, N ]\Nv1, [
√
N,Nξ2))
)
+
+
η−1∑
k=2
φ
(
A1N(a)− L(a(ξk, ξk, t)),
1
2
ρ([0, N ]\Nvk, Nuk)
)
+
+ φ
(
A1N(a)− L(a(1, 1, t)),
1
2
ρ([0, N ]\Nvη, [Nξη, N −
√
N))
)
+
+φ
(
A1N(a)− L(a(1, 1, t)),
1
2
ρ([0, N ]\Nvη, [N −
√
N,N ])
)]
.
Clearly, there exists N(δ) > N ′′(δ) such that ||Λ5,δ,N(a)|| < ε/8 for every N > N(δ).
Thus, the estimate ||B1δ,N(a)A1N(a)−EN || < ε holds for all N > N(δ). The statement
is proved.
Important corollaries follow from Theorem 3.4.1.
Corollary 3.4.1 Let a ∈ W([0, 1]) satisfy the conditions of Theorem 3.4.1. Then there
exists N0 ∈ N such that the operator A1N(a) is invertible for all N > N0.
Corollary 3.4.2 Let a ∈ W([0, 1]), λ ∈ G(a). Then:
1) sup
N∈N
‖B1δ,N(a− λ)‖ <∞ for every fixed δ > 0;
2) for every ε > 0 there exists δ0(ε) > 0 such that for every δ < δ0(ε) one can find
N(δ) ∈ N satisfying
sup
N>N(δ)
||B1δ,N(a− λ)A1N(a− λ)− EN || < ε.
Corollary 3.4.3 Let a ∈ W([0, 1]). Then for every λ ∈ G(a) there exists N0 ∈ N such
that the operator A1N(a− λ) is invertible for all N > N0.
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Corollary 3.4.4 Let a ∈ W([0, 1]), λ ∈ G(a). Then for an arbitrary ε > 0 there exists
δ0(ε) > 0 such that for every δ < δ0(ε) one can find N(δ) ∈ N satisfying the condition
sup
N>N(δ)
||B1δ,N(a− λ)− (A1N(a− λ))−1|| < ε.
3.5 The proof of the Szego¨ type theorem for the operator A1N(a)
In this section we prove Theorem 3.1.1 first for the case when f is a rational function.
Then we prove the general case applying a well-known statement about the approximation
of an analytic function by rational functions.
Lemma 3.5.1 Let a ∈ W([0, 1]) satisfy the following conditions: a(x, x, t) does not van-
ish on [0, 1]× T and the operator T (a(0, 0, t)) is invertible. Let the function f be defined
on C\{0} by f(z) = z−1. Then the following limit exists:
lim
N→∞
1
N + 1
trf(A1N(a)) =
1
2pi
∫ 1
0
∫
T
f(a(x, x, t))dµdx.
Proof: We denote for brevity
I :=
1
2pi
∫ 1
0
∫
T
f(a(x, x, t))dµdx.
Let us fix ε > 0. We have to show that there exists N0 ∈ N such that for every N > N0∣∣∣∣ 1N + 1trf(A1N(a))− I
∣∣∣∣ < ε.
It is clear that trf(A1N(a)) = tr (A
1
N(a))
−1
. By Corollary 3.4.4, there exists δ0(ε) > 0
such that for each δ < δ0(ε) one can find N
′(δ) ∈ N satisfying
sup
N>N ′(δ)
∣∣∣∣ 1N + 1trB1δ,N(a)− 1N + 1tr (A1N(a))−1
∣∣∣∣ < ε/2.
Let δ < δ0(ε) be fixed. It holds:
lim
N→∞
1
N + 1
trB1δ,N(a) = lim
N→∞
1
N + 1
tr
[
P[0,
√
N)T
−1(a(0, 0, t))
]
+
+ lim
N→∞
1
N + 1
tr
[
P[
√
N,Nξ2)
L
(
a−1(0, 0, t)
)]
+
+
η−1∑
k=2
lim
N→∞
1
N + 1
tr
[
PNukL
(
a−1(ξk, ξk, t)
)]
+
+ lim
N→∞
1
N + 1
tr
[
P[Nξη ,N−
√
N)L
(
a−1(1, 1, t)
)]
+
+ lim
N→∞
1
N + 1
tr
[
P[N−√N,N ]WNT
−1 (a(1, 1, t))WN
]
.
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Is is easy to see that the first and the last terms are equal to zero. Moreover, using
the fact that the trace of a matrix is the sum of its diagonal elements, we obtain
lim
N→∞
1
N + 1
trB1δ,N(a) =
ξ2 − ξ1
2pi
∫
T
a−1(0, 0, t)dµ+
+
η−1∑
k=2
ξk+1 − ξk
2pi
∫
T
a−1(ξk, ξk, t)dµ+
+
1− ξη
2pi
∫
T
a−1(1, 1, t)dµ.
Obviously, δ > 0 can be chosen so that
∣∣∣∣ limN→∞ 1N + 1trB1δ,N(a)− I
∣∣∣∣ < ε/4.
Hence, there exists N0 > N
′(δ) such that
∣∣∣∣ 1N + 1trB1δ,N(a)− I
∣∣∣∣ < ε/2 for every
N > N0.
As a consequence, for every N > N0 the following estimates hold:∣∣∣∣ 1N + 1trf(A1N(a))− I
∣∣∣∣ 6
6
∣∣∣∣ 1N + 1trB1δ,N(a)− 1N + 1tr (A1N(a))−1
∣∣∣∣+ ∣∣∣∣ 1N + 1trB1δ,N(a)− I
∣∣∣∣ <
<
ε
2
+
ε
2
= ε,
and the lemma is proved.
Corollary 3.5.1 Let a ∈ W([0, 1]), λ ∈ G(a). Let the function f be defined on C\{λ}
by f(z) = (z − λ)−1. Then
lim
N→∞
1
N + 1
trf(A1N(a)) =
1
2pi
∫ 1
0
∫
T
f(a(x, x, t))dµdx.
Lemma 3.5.2 Let M be a closed bounded subset of the complex plane C, and let f be
an analytic function defined on a domain containing M . Then for each ε > 0 there are
m ∈ N, ck ∈ C and zk ∈ C\M (k = 1, . . . ,m) such that
sup
z∈M
∣∣∣∣f(z)− m∑
k=1
ck(z − zk)−1
∣∣∣∣ < ε.
Proof: The lemma is a corollary e.g. from Theorem 8, p. 28 in [106].
Now we can prove Theorem 3.1.1.
Proof of Theorem 3.1.1: We note, that the first statement of Theorem 3.1.1 fol-
lows directly from Corollaries 3.4.2, 3.4.3. Indeed, the spectra of the operators A1N(a)
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are uniformly bounded. Using a compactness argument, one can show that there exists
N0 ∈ N such that for all N > N0 and every λ ∈ C\D the operator A1N(a) − λEN =
A1N(a− λ) is invertible, and the first assertion is true. Thus, we have to prove the second
statement.
Let ε > 0 be fixed. We are going to show that there exists N0 ∈ N such that for every
N > N0 the following inequality holds:∣∣∣∣ 1N + 1trf(A1N(a))− 12pi
∫ 1
0
∫
T
f(a(x, x, t))dµdx
∣∣∣∣ < ε. (9)
Let D1 be such an open subset of C, that F(a) ⊂ D1, D1 ⊂ D, where D1 is the closure
of the set D1. By Lemma 3.5.2 we can find such a function g(z) =
m∑
k=1
ck(z− zk)−1, where
ck ∈ C, zk ∈ C\D1, that
sup
z∈D1
|f(z)− g(z)| < ε
3
. (10)
Hence, ∣∣∣∣ 1N + 1trf(A1N(a))− 12pi
∫ 1
0
∫
T
f(a(x, x, t))dµdx
∣∣∣∣ 6
6
∣∣∣∣ 1N + 1trf(A1N(a))− 1N + 1trg(A1N(a))
∣∣∣∣+
+
∣∣∣∣ 1N + 1trg(A1N(a))− 12pi
∫ 1
0
∫
T
g(a(x, x, t))dµdx
∣∣∣∣+
+
∣∣∣∣ 12pi
∫ 1
0
∫
T
g(a(x, x, t))dµdx− 1
2pi
∫ 1
0
∫
T
f(a(x, x, t))dµdx
∣∣∣∣ .
By Corollaries 3.4.3 and 3.5.1, one can find N0 ∈ N such that the operator A1N(a− zk)
is invertible for all N > N0 and every (fixed) zk ∈ C\D1 and∣∣∣∣ 1N + 1trg(A1N(a))− 12pi
∫ 1
0
∫
T
g(a(x, x, t))dµdx
∣∣∣∣ < ε3 .
Furthermore, taking (10) into account, we easily obtain that (9) holds for every
N > N0, and the statement is proved.
3.6 Some remarks to variable-coefficient block Toeplitz matrices
in the finite case
The finite case of block Toeplitz matrices can be studied absolutely analogously to the
scalar one considered in the previous sections. However, there is an important difference
in the definition of the set G(a).
Let e be the identity matrix of the size m×m.
Suppose, the symbol a is a matrix of the size m × m with elements from W([0, 1]).
Then the set G(a) consists of all λ ∈ C satisfying the conditions:
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1) det(a(x, x, t)− λe) 6= 0 for all x ∈ [0, 1], t ∈ S;
2) the block Toeplitz operators T (a(0, 0, t)− λe) and T (a˜(1, 1, t)− λe) are invertible.
As before, F(a) = C\G(a). The following result can be established by analogy: if D
is a domain containing F(a) and f is an analytic function on D, then the spectrum of the
operator A1N(a) is contained in D for N ∈ N large enough and
lim
N→∞
1
N + 1
trf(A1N(a)) =
1
2pi
∫ 1
0
∫
T
trf(a(x, x, t)dµdx.
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4 A Szego¨ type theorem for a generalized discrete
convolution in the infinite case
We study here the sequence of finite truncations of a generalized discrete convolution
operator in the so-called infinite case and the asymptotic behavior of the spectra of these
truncations.
4.1 The formulation of the Szego¨ type theorem
We introduced first the necessary notations. The space l2(U) and the operator PU for
U ⊂ R are defined as in the previous chapter.
Definition 4.1.1 Let us denote byW(R+) the Banach algebra of all complex-valued func-
tions a defined on R+ × R+ × T with the Fourier coefficients {ân(x, y)}n∈Z satisfying the
following conditions:
1) ân(x, y) is uniformly continuous in x, y ∈ R+ for every fixed n ∈ Z;
2) the series
∑
n∈Z
ân(x, y) satisfies the Weierstrass’ condition of uniform convergence:∑
n∈Z
sup
x,y
|ân(x, y)| <∞.
The algebraic operations in W(R+) are defined pointwise. The norm in W(R+) is
defined by
‖a‖W(R+) =
∑
n∈Z
sup
x,y
|ân(x, y)|.
The ordinary Wiener algebra W can be regarded as the subalgebra of W(R+).
Let a ∈ W(R+). By A2N(a) ∈ End(l2([0, N ])) we denote the linear operator having the
matrix (
ân−k
( n
E(N)
,
k
E(N)
))
n,k=0,...,N
,
where E : N −→ R+\{0} is a function with the following properties:
E(N) −−−→
N→∞
∞, N
E(N)
−−−→
N→∞
∞.
G(a) denotes the set of all complex λ ∈ C such that:
1) the closure of the image of the function a(x, x, t)−λ for all x ∈ R+, t ∈ T does not
contain zero;
2) the operator T (a(0, 0, t)− λ) is invertible.
Let F(a) = C\G(a).
We formulate the Szego¨ type theorem as follows:
Theorem 4.1.1 Let a ∈ W(R+); let D be a domain in C containing the set F(a); let f
be an analytic function on D. Then:
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1) the spectrum of the operator A2N(a) is contained in D for N ∈ N large enough;
2) the following limit relation holds:
1
N + 1
trf(A2N(a))−
E(N)
N
1
2pi
∫ N
E(N)
0
∫
T
f(a(x, x, t))dµdx −−−→
N→∞
0.
4.2 A local estimate for the operator A2N(a)
We formulate here a statement on the local approximation of the operator A2N(a) by an
ordinary convolution operator. For x ∈ R+ and δ > 0 we denote Ux(δ) := (x− δ, x+ δ).
The following result can be proved by analogy with Proposition 3.2.1.
Proposition 4.2.1 Let a ∈ W(R+). Then for every ε > 0 there exists δ0(ε) > 0 such
that for any δ < δ0(ε) and N ∈ N the following inequality holds:
sup
x∈R+
∥∥PE(N)Ux(δ)∩[0,N ] (A2N(a)− L (a(x, x, t)))PE(N)Ux(δ)∩[0,N ]∥∥ < ε.
4.3 The function φ(A2N(a), d)
Here we consider the properties of the function φ(A2N(a), d), the general definition of which
was introduced in the previous chapter.
Proposition 4.3.1 Let a ∈ W(R+). Then:
1) φ(A2N(a), d) −−−→
d→∞
0 uniformly in N ∈ N;
2) φ (L (a(x, x, t)) , d) −−−→
d→∞
0 uniformly in x ∈ R+.
Proof: The proof of this statement is absolutely analogous to the proof of Proposition
3.3.3.
Lemma 4.3.1 Let a ∈ W(R+) be such that the closure of the image of the function
a(x, x, t) for all x ∈ R+, t ∈ T does not contain zero. Then the family of operators
{L−1(a(x, x, t))}x∈R+ is precompact.
Proof: The family {a(x, x, t)}x∈R+ is precompact in the algebraW . We denote its closure
by B. Clearly, the image of b(t) for b ∈ B does not contain zero.
The convolution operators L(b), b ∈ B, form a compact set and are invertible. In this
case the set of the inverse operators L−1 (b), b ∈ B, is also compact. Since{
L−1 (a(x, x, t))
}
x∈R+ ⊂
{
L−1 (b)
}
b∈B ,
the lemma is proved.
Corollary 4.3.1 Let a ∈ W(R+) be such that the closure of the image of the function
a(x, x, t) for all x ∈ R+, t ∈ T does not contain zero. Then φ (L−1 (a(x, x, t)) , d) −−−→
d→∞
0
uniformly in x ∈ R+.
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Proof: The statement follows from Lemma 4.3.1 and Proposition 3.3.2.
Lemma 4.3.2 Let a ∈ W(R+) satisfy the following conditions: the closure of the image
of the function a(x, x, t) for all x ∈ R+, t ∈ T does not contain zero and the operator
T (a(0, 0, t)) is invertible. Then the operators T (a(x, x, t)) and P(−∞,N ]L(a(x, x, t))P(−∞,N ]
are invertible for all x ∈ R+, N ∈ N and the families of operators
{
T−1(a(x, x, t))
}
x∈R+
and
{(
P(−∞,N ]L(a(x, x, t))P(−∞,N ]
)−1}
x∈R+,N∈N
are precompact.
Proof: The functions a(x, x, t) with fixed x ∈ R+ form a precompact set in the algebra
W . By B we denote its closure. As it follows from the invertibility of T (a(0, 0, t)), the
function a(0, 0, t) has winding number zero on T (see e.g. Theorem 1.15 in [13]). Because
the closure of the image of the function a(x, x, t) for all x ∈ R+, t ∈ T does not contain
zero, every function b(t) from B has winding number zero. Therefore, the operators T (b)
and P(−∞,N ]L(b)P(−∞,N ] for b ∈ B, N ∈ N are invertible and form compact sets. The sets
of inverse operators T−1(b) and
(
P(−∞,N ]L(b)P(−∞,N ]
)−1
b ∈ B, are also compact. This
proves the statement.
Corollary 4.3.2 Let a ∈ W(R+) satisfy the following conditions: the closure of the image
of the function a(x, x, t) for all x ∈ R+, t ∈ T does not contain zero and the operator
T (a(0, 0, t)) is invertible. Then φ
(
T−1(a(x, x, t)), d
) −−−→
d→∞
0 uniformly in x ∈ R+ and
φ
((
P(−∞,N ]L
(
a
(
N
E(N)
,
N
E(N)
, t
))
P(−∞,N ]
)−1
, d
)
−−−→
d→∞
0 uniformly in N ∈ N.
Proof: The correctness of the statement follows from Lemma 4.3.2 and Propositions
3.3.2, 4.3.1.
4.4 The theorem on the almost inverse operator
In this section we construct the almost inverse operator and prove the results on the
asymptotic invertibility of the operators A2N(a), N ∈ N.
Let a ∈ W(R+) satisfy the following conditions: the closure of the image of the
function a(x, x, t) for all x ∈ R+, t ∈ T does not contain zero and the operator T (a(0, 0, t))
is invertible.
By a˜ we denote the function from W(R+) defined by a˜(x, y, t) = a (x, y, t−1)
for x, y ∈ R+, t ∈ T.
It follows from Lemma 4.3.2, that the operator T (a˜(x, x, t)) is invertible for every
x ∈ R+.
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Let δ > 0 be fixed. For N ∈ N we denote by B2δ,N(a) the operator acting on l2([0, N ])
as follows:
B2δ,N(a) = PE(N)u1NT
−1(a(0, 0, t))PE(N)v1N+
+
η(N)−1∑
k=2
PE(N)ukNL
−1(a(ξk, ξk, t))PE(N)vkN
+ P
E(N)u
η(N)
N
WNT
−1
(
a˜
(
N
E(N)
,
N
E(N)
, t
))
WNPE(N)vη(N)N
,
where η(N) is the integer part of the value
1
δ
N
E(N)
; ξk = (k − 1)δ for k ∈ N. Therein
{ukN}η(N)k=1 and {vkN}η(N)k=1 are two families of subsets of [0, N/E(N)] defined as follows:
1) ukN = [(k − 1)δ, kδ) for k = 1, ..., η(N)− 1 and uη(N)N = [(η(N)− 1)δ,N/E(N)];
2) vkN = [(k−2)δ, (k+1)δ)∩[0, N/E(N)] for k = 1, ..., η(N) (obviously, the overlapping
rate of these sets is equal to 5).
Here is the theorem on the almost inverse operator:
Theorem 4.4.1 Let a ∈ W(R+) and let the following conditions be fulfilled: the closure
of the image of the function a(x, x, t) for all x ∈ R+, t ∈ T does not contain zero and the
operator T (a(0, 0, t)) is invertible. Then:
1) sup
δ>0,N∈N
‖B2δ,N(a)‖ <∞;
2) for an arbitrary ε > 0 there exists δ0(ε) > 0 such that for every δ < δ0(ε) there is
a corresponding N(δ) ∈ N satisfying the following condition:
sup
N>N(δ)
‖B2δ,N(a)A2N(a)− EN‖ < ε,
where EN is the identity operator on l2([0, N ]).
Proof: The first statement follows directly from Lemmas 4.3.1, 4.3.2 and 3.4.1. We have
to prove the second assertion.
Let us take an arbitrary ε > 0. In accordance with Proposition 4.2.1, the number
δ0(ε) > 0 can be chosen so that for any δ < δ0(ε), x ∈ R+ and N ∈ N the following
estimate holds:∥∥PE(N)Ux(4δ)∩[0,N ](A2N(a)− L(a(x, x, t))PE(N)Ux(4δ)∩[0,N ]∥∥ 6 ε54M′ , (11)
where
M′ := max
{∥∥∥T−1(a(0, 0, t))∥∥∥, sup
x∈R+
∥∥L−1(a(x, x, t))∥∥ , sup
N∈N
∥∥∥∥T−1(a˜( NE(N) , NE(N) , t
))∥∥∥∥}.
Furthermore, we fix some δ < δ0(ε).
Let us consider the families {σkN}η(N)k=1 and {wkN}η(N)k=1 of subsets of [0, N/E(N)] defined
as follows:
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1) σkN = [(k − 3)δ, (k + 2)δ) ∩ [0, N/E(N)] for k = 1, ..., η(N) (the overlapping rate is
equal to 9);
2) wkN = [(k− 4)δ, (k+ 3)δ)∩ [0, N/E(N)] for k = 1, ..., η(N) (the overlapping rate is
equal to 13).
It is useful to note that ukN ⊂ vkN ⊂ σkN ⊂ wkN . Let us denote also M := ‖a‖W(R+).
We consider the following two operators IN,δ(a) and I
′
N,δ(a):
Iδ,N(a) = B
2
δ,N(a)A
2
N(a) =
= PE(N)u1NT
−1(a(0, 0, t))PE(N)v1NA
2
N(a)+
+
η(N)−1∑
k=2
PE(N)ukNL
−1(a(ξk, ξk, t))PE(N)vkNA
2
N(a)+
+ P
E(N)u
η(N)
N
WNT
−1
(
a˜
(
N
E(N)
,
N
E(N)
, t
))
WNPE(N)vη(N)N
A2N(a),
I ′δ,N(a) = PE(N)u1NT
−1(a(0, 0, t))PE(N)v1NL(a(0, 0, t))PE(N)σ1N+
+
η(N)−1∑
k=2
PE(N)ukNL
−1(a(ξk, ξk, t))PE(N)vkNL(a(ξk, ξk, t))PE(N)σkN+
+ P
E(N)u
η(N)
N
WNT
−1
(
a˜
(
N
E(N)
,
N
E(N)
, t
))
WNPE(N)vη(N)N
×
× L
(
a
(
N
E(N)
,
N
E(N)
, t
))
P
E(N)σ
η(N)
N
.
Let us denote Λ1,δ,N(a) := Iδ,N(a)− I ′δ,N(a) and Λ2,δ,N(a) := I ′δ,N(a)− EN .
Step I: We consider first Λ2,δ,N(a).
I ′δ,N(a) = EN − PE(N)u1NT−1(a(0, 0, t))P[0,+∞)\E(N)v1NL(a(0, 0, t))PE(N)σ1N−
−
η(N)−1∑
k=2
PE(N)ukNL
−1(a(ξk, ξk, t))PZ\E(N)vkNL(a(ξk, ξk, t))PE(N)σkN−
− P
E(N)u
η(N)
N
(
P(−∞,N ]L
(
a
(
N
E(N)
,
N
E(N)
, t
))
P(−∞,N ]
)−1
P
(−∞,N ]\E(N)vη(N)N
×
× L
(
a
(
N
E(N)
,
N
E(N)
, t
))
P
E(N)σ
η(N)
N
.
Applying Lemma 3.4.1 to the middle terms, we obtain the following estimate for the
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norm of Λ2,δ,N(a):
||Λ2,δ,N(a)|| 6Mφ
(
T−1(a(0, 0, t)), E(N)δ
)
+
+ 9M max
k=2,...,η(N)−1
φ
(
L−1 (a(ξk, ξk, t)) , E(N)δ
)
+
+Mφ
((
P(−∞,N ]L
(
a
(
N
E(N)
,
N
E(N)
, t
))
P(−∞,N ]
)−1
, E(N)δ
)
.
Hence, in accordance with Corollaries 4.3.1 and 4.3.2, there is N ′(δ) ∈ N such that for
every N > N ′(δ) the inequality ||Λ2,δ,N(a)|| < ε/2 holds.
Step II: Let us consider now Λ1,δ,N(a). We have ||Λ1,δ,N(a)|| 6 ||Λ3,δ,N(a)|| +
||Λ4,δ,N(a)||, where
Λ3,δ,N(a) = PE(N)u1NT
−1(a(0, 0, t))PE(N)v1N (L(a(0, 0, t))− A2N(a))PE(N)σ1N+
+
η(N)−1∑
k=2
PE(N)ukNL
−1(a(ξk, ξk, t))PE(N)vkN
(
L(a(ξk, ξk, t))− A2N(a)
)
PE(N)σkN+
+ P
E(N)u
η(N)
N
WNT
−1
(
a˜
(
N
E(N)
,
N
E(N)
, t
))
WNPE(N)vη(N)N
×
×
(
L
(
a
(
N
E(N)
,
N
E(N)
, t
))
− A2N(a)
)
P
E(N)σ
η(N)
N
,
Λ4,δ,N(a) = PE(N)u1NT
−1(a(0, 0, t))PE(N)v1NA
2
N(a)P[0,N ]\E(N)σ1N+
+
η(N)−1∑
k=2
PE(N)ukNL
−1(a(ξk, ξk, t))PE(N)vkNA
2
N(a)P[0,N ]\E(N)σkN+
+ P
E(N)u
η(N)
N
WNT
−1
(
a˜
(
N
E(N)
,
N
E(N)
, t
))
WNPE(N)vη(N)N
A2N(a)P[0,N ]\E(N)ση(N)N
.
With the help of inequality (11) and Lemma 3.4.1, we get ||Λ3,δ,N(a)|| < ε/6.
Let us consider now Λ4,δ,N(a): Λ4,δ,N(a) = Λ5,δ,N(a) + Λ6,δ,N(a), where
Λ5,δ,N(a) = B
2
δ,N(a)
η(N)∑
j=1
PE(N)ujN
A2N(a)P[0,N ]\E(N)wjN
 ,
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Λ6,δ,N(a) = PE(N)u1NT
−1(a(0, 0, t))PE(N)v1N
∑
j=1,2
PE(N)ujN
A2N(a)PE(N)wjN\E(N)σ1N+
+
η(N)−1∑
k=2
PE(N)ukNL
−1(a(ξk, ξk, t))PE(N)vkN
∑
j=k−1,k,k+1
PE(N)ujN
A2N(a)PE(N)wjN\E(N)σkN+
+ P
E(N)u
η(N)
N
WNT
−1
(
a˜
(
N
E(N)
,
N
E(N)
, t
))
WNPE(N)vη(N)N
×
×
∑
j=η(N)−1,η(N)
PE(N)ujN
A2N(a)PE(N)wjN\E(N)σ
η(N)
N
.
The following estimates hold:∥∥∥∥∥
η(N)∑
j=1
PE(N)ujN
A2N(a)P[0,N ]\E(N)wjN
∥∥∥∥∥
2
=
= sup
||X||=1
η(N)∑
j=1
∑
n∈E(N)ujN∩Z
∣∣∣∣∣ ∑
k∈([0,N ]\E(N)wjN)∩Z
ân−k
(
n
E(N)
,
k
E(N)
)
Xk
∣∣∣∣∣
2
6
6 sup
||X||=1
η(N)∑
j=1
∑
n∈E(N)ujN∩Z
( ∑
k∈[0,N ]∩Z
|k−n|>3E(N)δ
sup
x,y
|ân−k(x, y)||Xk|
)2
=
= sup
||X||=1
N∑
n=0
( ∑
k∈[0,N ]∩Z
|k−n|>3E(N)δ
sup
x,y
|ân−k(x, y)||Xk|
)2
6
6 sup
||X||=1
N∑
n=0
 ∑
k∈[0,N ]∩Z
|k−n|>3E(N)δ
sup
x,y
|ân−k(x, y)| ·
∑
k∈[0,N ]∩Z
|k−n|>3E(N)δ
sup
x,y
|ân−k(x, y)||Xk|2
 6
6
( ∑
|n|>3E(N)δ
sup
x,y
|ân(x, y)|
)2
.
Therefore, ∥∥∥∥∥
η(N)∑
j=1
PE(N)ujN
A2N(a)P[0,1]\E(N)wjN
∥∥∥∥∥ −−−→N→∞ 0.
Since the operator B2δ,N(a) is uniformly bounded, there exists N
′′(δ) > N ′(δ) such that
||Λ5,δ,N(a)|| < ε/6.
By Lemma 3.4.1 we obtain:
||Λ6,δ,N(a)|| 6 3 · 13M′φ
(
A2N(a), E(N)δ
)
.
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Clearly, there exists N(δ) > N ′′(δ) such that ||Λ6,δ,N(a)|| < ε/6 for every N > N(δ).
Thus, ‖B2δ,N(a)A2N(a)−EN‖ < ε for every N > N(δ), and the statement is proved.
The following results can be derived from Theorem 4.4.1:
Corollary 4.4.1 Let a ∈ W(R+) satisfy the conditions of Theorem 4.4.1. Then there
exists N0 ∈ N such that for every N > N0 the operator A2N(a) is invertible.
Corollary 4.4.2 Let a ∈ W(R+), λ ∈ G(a). Then:
1) sup
δ>0,N∈N
‖B2δ,N(a− λ)‖ <∞;
2) for an arbitrary ε > 0 there is δ0(ε) > 0 such that for each δ < δ0(ε) one can find
N(δ) ∈ N satisfying the condition
sup
N>N(δ)
‖B2δ,N(a− λ)A2N(a− λ)− EN‖ < ε.
Corollary 4.4.3 If a ∈ W(R+) and λ ∈ G(a), then there exists N0 ∈ N such that for
every N > N0 the operator A
2
N(a− λ) is invertible.
Corollary 4.4.4 Let a ∈ W(R+), λ ∈ G(a). Then for every ε > 0 there exists such
δ0(ε) > 0 that for each δ < δ0(ε) one can find N(δ) ∈ N satisfying the condition
sup
N>N(δ)
‖B2δ,N(a− λ)− (A2N(a− λ))−1‖ < ε.
4.5 The proof of the Szego¨ type theorem for the operator A2N(a)
In this section we prove Theorem 4.1.1 first for the case when f is a rational function.
Then we prove the general case applying the statement about the approximation of an
analytic function by rational ones.
Proposition 4.5.1 Let a ∈ W(R+) and let the following conditions be fulfilled: the clo-
sure of the image of the function a(x, x, t) for all x ∈ R+, t ∈ T does not contain zero and
the operator T (a(0, 0, t)) is invertible. Moreover, let the function f be defined on C\{0}
by f(z) = z−1. Then the following limit relation holds:
1
N + 1
trf(A2N(a))−
E(N)
N
1
2pi
∫ N
E(N)
0
∫
T
f(a(x, x, t))dµdx −−−→
N→∞
0.
Proof: Let us denote for brevity
IN :=
E(N)
N
1
2pi
∫ N
E(N)
0
∫
T
f(a(x, x, t))dµdx.
Let us fix some ε > 0. It can be easily shown that∣∣∣∣ 1N trf(A2N(a))− 1N + 1trf(A2N(a))
∣∣∣∣ −−−→N→∞ 0.
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Therefore, it is enough to show that there exists N0 ∈ N such that for every N > N0 the
inequality
∣∣∣∣ 1N trf(A2N(a))− IN
∣∣∣∣ < ε holds. It is clear, that trf(A2N(a)) = tr (A2N(a))−1.
Let us consider the almost inverse operator B2δ,N(a). As a consequence of Corollary
4.4.4, there is δ0(ε) > 0 such that for each δ < δ0(ε) one can find N(δ) ∈ N satisfying
sup
N>N(δ)
∣∣∣∣ 1N trB2δ,N(a)− 1N tr (A2N(a))−1
∣∣∣∣ < ε2 . (12)
The integral
∫
T
f(a(x, x, t))dµ is uniformly continuous as a function of x. Thus, one can
fix δ < δ0(ε) and N(δ) ∈ N such that inequality (12) is fulfilled and the condition∣∣∣∣∫
T
f(a(x′, x′, t))dµ−
∫
T
f(a(x′′, x′′, t))dµ
∣∣∣∣ < ε4 (13)
holds for all x′, x′′ ∈ R+, |x′ − x′′| 6 δ. Let us estimate the term
∣∣∣∣ 1N trB2δ,N(a)− IN
∣∣∣∣. We
have∣∣∣∣ 1N trBδ,N(a)− IN
∣∣∣∣ = ∣∣∣∣ 1N trPE(N)u1NT−1(a(0, 0, t))PE(N)v1N+
+
η(N)−1∑
k=2
1
N
trPE(N)ukNL
−1(a(ξk, ξk, t))PE(N)vkN+
+
1
N
trP
E(N)u
η(N)
N
WNT
−1
(
a˜
(
N
E(N)
,
N
E(N)
, t
))
WNPE(N)vη(N)N
− IN
∣∣∣∣.
It is clear, that the matrix traces of the first and the last terms in the construction of the
almost inverse operator are o(N) as N → ∞. Then, there exists N ′0 ∈ N (> N(δ)) such
that for N > N ′0 the following estimate holds:∣∣∣∣ 1N trB2δ,N(a)− IN
∣∣∣∣ 6
∣∣∣∣∣
η(N)−1∑
k=2
1
N
trPE(N)ukNL
−1(a(ξk, ξk, t))PE(N)vkN−
− E(N)
N
1
2pi
∫ ξη(N)
ξ2
∫
T
f(a(x, x, t))dµdx
∣∣∣∣∣+ ε8 .
Furthermore,
1
N
trPE(N)ukNL
−1(a(ξk, ξk, t))PE(N)vkN =
Numb(E(N)ukN ∩ Z)
N
1
2pi
∫
T
a−1(ξk, ξk, t)dµ.
It is useful to remember here that, according to the notations, ukN = [ξk, ξk+1) for
k = 2, ..., η(N)− 1. We note also that |Numb(E(N)ukN ∩ Z)−E(N)(ξk+1 − ξk)| 6 1. Let
us denote K := sup
k>2
1
2pi
∣∣∣∣∫
T
a−1(ξk, ξk, t)dµ
∣∣∣∣. Then
1
N
trPE(N)ukNL
−1(a(ξk, ξk, t))PE(N)vkN =
E(N)(ξk+1 − ξk)
N
1
2pi
∫
T
a−1(ξk, ξk, t)dµ+ αk(N),
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where |αk(N)| 6 K/N for every k > 2, and therefore,
η(N)−1∑
k=2
αk(N) → 0 as N → ∞.
Hence, there exists N0 > N
′
0 such that
∣∣∣∣∣η(N)−1∑k=2 αk(N)
∣∣∣∣∣ < ε/8 for every N > N0. Taking
(13) into account, we obtain∣∣∣∣ 1N trB2δ,N(a)− IN
∣∣∣∣ 6
∣∣∣∣∣
η(N)−1∑
k=2
E(N)
N
(ξk+1 − ξk)
2pi
∫
T
a−1(ξk, ξk, t)dµ
− E(N)
N
1
2pi
∫ ξη(N)
ξ2
∫
T
f(a(x, x, t))dµdx
∣∣∣∣∣+ ε4 =
=
∣∣∣∣∣
η(N)−1∑
k=2
E(N)
N
1
2pi
∫ ξk+1
ξk
∫
T
f(a(ξk, ξk, t)) dµdx
−
η(N)−1∑
k=2
E(N)
N
1
2pi
∫ ξk+1
ξk
∫
T
f(a(x, x, t))dµdx
∣∣∣∣∣+ ε4 < ε2 .
Thus,
∣∣∣∣ 1N trB2δ,N(a)− IN
∣∣∣∣ < ε/2 for every N > N0. Finally, for every N > N0 we obtain∣∣∣∣ 1N trf(A2N(a))− IN
∣∣∣∣ 6 ∣∣∣∣ 1N trB2δ,N(a)− 1N tr (A2N(a))−1
∣∣∣∣+ ∣∣∣∣ 1N trB2δ,N(a)− IN
∣∣∣∣ < ε,
that proves the proposition.
Corollary 4.5.1 Let a ∈ W(R+), λ ∈ G(a). Moreover, let the function f be defined on
C\{λ} by f(z) = (z − λ)−1. Then the following limit relation holds:
1
N + 1
trf(A2N(a))−
E(N)
N
1
2pi
∫ N
E(N)
0
∫
T
f(a(x, x, t))dµdx −−−→
N→∞
0.
Now the proof of Theorem 4.1.1 can be considered.
Proof of Theorem 4.1.1: We note, that the first statement of Theorem 4.1.1 follows
from Corollaries 4.4.2 and 4.4.3. We prove the second one.
Let ε > 0. We have to show that there exists N0 ∈ N such that for each N > N0 the
following inequality is fulfilled:∣∣∣∣∣ 1N + 1trf(A2N(a))− E(N)N 12pi
∫ N
E(N)
0
∫
T
f(a(x, x, t))dµdx
∣∣∣∣∣ < ε. (14)
Let D1 be such an open subset of C that F(a) ⊂ D1, D1 ⊂ D, where D1 is the closure
of the set D1. By Lemma 3.5.2 we can find such a function g(z) =
m∑
k=1
ck(z− zk)−1, where
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m ∈ N, ck ∈ C, zk ∈ C\D1, that
sup
z∈D1
|f(z)− g(z)| < ε
3
. (15)
Hence∣∣∣∣∣ 1N + 1trf(A2N(a))− E(N)N 12pi
∫ N
E(N)
0
∫
T
f(a(x, x, t))dµdx
∣∣∣∣∣ 6
6
∣∣∣∣ 1N + 1trf(A2N(a))− 1N trg(A2N(a))
∣∣∣∣+
+
∣∣∣∣∣ 1N + 1trg(A2N(a))− E(N)N + 1 12pi
∫ N
E(N)
0
∫
T
g(a(x, x, t))dµdx
∣∣∣∣∣+
+
∣∣∣∣∣E(N)N 12pi
∫ N
E(N)
0
∫
T
g(a(x, x, t))dµdx− E(N)
N
1
2pi
∫ N
E(N)
0
∫
T
f(a(x, x, t))dµdx
∣∣∣∣∣ .
By Corollaries 4.4.3 and 4.5.1, one can find N0 ∈ N such that for all N > N0 and each
zk ∈ C\D1 (for k = 1, . . . ,m) the operator A2N(a− zk) is invertible and∣∣∣∣∣ 1N + 1trg(A2N(a))− E(N)N 12pi
∫ N
E(N)
0
∫
T
g(a(x, x, t))dµdx
∣∣∣∣∣ < ε3 .
Taking (15) into account, (14) holds for every N > N0, and the statement is proved.
4.6 Variable-coefficient block Toeplitz matrices in the infinite
case
The block case of the operator A2N(a) can be considered by analogy with the scalar one.
The corresponding results have been obtained by I. B. Simonenko and the author in the
joint paper [98]. The main difference is in the definition of the set G(a). We introduce
here some additional notations.
Let a be a matrix-valued function on R+ × R+ × T of the form
a(x, y, t) = (aij(x, y, t))i,j=1,...,m , (16)
where aij(x, y, t) are functions from W(R+). We denote by Lima(T) the set of all matrix-
valued functions ϕ on T, which have the form
ϕ(t) = (ϕij(t))i,j=1,...,m ,
where ϕij(t) ∈ W , and for which there exists such a sequence {xn}n∈N, xn ∈ R+, that
xn → +∞ as n → ∞ and every function aij(xn, xn, t) converges uniformly to ϕij(t) as
n→∞.
41
Suppose, the function a satisfies the following conditions: the closure of the image of
the determinant of a(x, x, t) for all x ∈ R+, t ∈ T does not contain zero, the Toeplitz
operator T (a(0, 0, t)) is invertible and for every function ϕ(t) ∈ Lima(T) the operator
T (ϕ) is invertible. Then, using the properties of compact sets and the assumptions, it
can be easily shown that the operator T
(
a
(
N
E(N)
, N
E(N)
, t
))
is invertible for N ∈ N large
enough. In this case for N ∈ N large enough, we have constructed the almost inverse
operator in the form as above.
Knowing the conditions of the asymptotic invertibility, we have described a set, in a
neighbourhood of which the spectra concentrate, for an arbitrary generating function of
the form (16). We have defined first the set G(a) of all λ ∈ C such that:
1) the closure of the image of the determinant of a(x, x, t)−λe (e is the identity matrix
of the size m×m) for all x ∈ R+, t ∈ T does not contain zero;
2) the Toeplitz operator T (a(0, 0, t)− λe) is invertible;
3) for every function ϕ(t) ∈ Lima(T) the operator T (ϕ− λe) is invertible.
Then, taking into account the result on the invertibility, we have established that the
spectrum of AN(a) for N ∈ N large enough is contained in some neighbourhood D of the
set F(a) = C\G(a). Furthermore, the following limit relation has been proved:
1
N + 1
trf(A2N(a))−
E(N)
N
1
2pi
∫ N
E(N)
0
∫
T
trf(a(x, x, t))dµdx −−−→
N→∞
0,
where f is an analytic function on D.
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5 A Szego¨ type theorem for a generalized integral
convolution in the finite case
We consider here an integral analogue of the operator A1N(a) studied in Chapter 3 and
obtain analogous results on the asymptotics of the spectra.
5.1 The formulation of the Szego¨ type theorem
We introduce first the necessary notations:
Σ is the set of all measurable subsets of R.
Lp for p > 1 is the space of complex-valued functions ϕ defined and absolute integrable
with power p on R with the norm
||ϕ||Lp =
( ∫
R
|ϕ(t)|pdt
)1/p
.
Lp(U) for U ∈ Σ is a subspace of Lp consisting of functions vanishing on R\U ;
Lp(R) = Lp.
PU ∈ Hom(L2, L2(U)) for U ∈ Σ is the projector on L2(U).
(Fϕ)(ξ) for ϕ(t) ∈ L1 ∪ L2 is the Fourier transform:
(Fϕ)(ξ) =
∫
R
eiξtϕ(t)dt, ξ ∈ R.
Definition 5.1.1 By Kr([0, 1]) we denote the normed space of functions a(x, y, ξ) defined
on [0, 1]× [0, 1]×R and having the form a(x, y, ξ) = ca+(F â)(x, y, ξ), where ca ∈ C, â is
a function defined on [0, 1]× [0, 1]× R satisfying the following conditions: sup
x,y
|â(x, y, t)|
belongs to the space L1 and ∫
R
|t| sup
x,y
|â(x, y, t)|2dt < +∞.
The norm is defined by
||a||Kr([0,1]) = |ca|+
∫
R
sup
x,y
|â(x, y, t)|dt+
(∫
R
|t| sup
x,y
|â(x, y, t)|2dt
)1/2
.
We will consider Kr([0, 1]) with the algebraic operations defined pointwise. One can
show, that Kr([0, 1]) is a Banach algebra. It can be regarded as a generalization of the
Krein algebra Kr, which will be separately considered (see also Section 2.2).
Let a ∈ Kr([0, 1]) have the form a(x, y, ξ) = ca + (F â)(x, y, ξ). By
A1τ (a) ∈ End(L2([0, τ ])) for τ > 0 we denote the operator acting as follows:
(A1τ (a)ϕ)(t) = caϕ(t) +
∫ τ
0
â
(
t
τ
,
s
τ
, t− s
)
ϕ(s)ds, t ∈ [0, τ ], ϕ ∈ L2([0, τ ]).
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The function a(x, y, ξ) is the symbol of the family {A1τ (a)}τ>0, the function
ατ (t, s) = â
(
t
τ
,
s
τ
, t− s
)
(t, s ∈ [0, τ ]) is the kernel of A1τ (a).
For the symbol a ∈ Kr having the form a(ξ) = ca + (F â)(ξ) (the functions a and â
are independent of the variables x and y) we define the integral convolution operator on
L2 by
(C(a)ϕ)(t) = caϕ(t) +
∫
R
â(t− s)ϕ(s)ds, t ∈ R, ϕ ∈ L2.
C+(a) := PR+C(a)PR+ , C−(a) := PR−C(a)PR− , where R− = (−∞, 0].
G(a) is the set of all λ ∈ C for which the following conditions are fulfilled:
1) inf
x∈[0,1],ξ∈R
|a(x, x, ξ)− λ| > 0;
2) the operator C+(a(0, 0, ξ)− λ) is invertible.
F(a) = C\G(a).
Suppose the function ϕ(x, y, t) is defined on [0, 1]× [0, 1]× R. It is called continuous
in the variables x, y uniformly in t, if for an arbitrary ε > 0 there exists δ(ε) such that
sup
|x−x′|<δ(ε),|y−y′|<δ(ε)
|ϕ(x, y, t)− ϕ(x′, y′, t)| < ε
for every t ∈ R.
The following theorem holds:
Theorem 5.1.1 Let a(x, y, ξ) ∈ Kr([0, 1]) have the form a(x, y, ξ) = (F â)(x, y, ξ)
(ca = 0), where â(x, y, t) is continuous in the variables x, y uniformly in t; let the function
a(x, x, ξ) belong to the space L1 for every fixed x ∈ [0, 1].
Suppose also that A1τ (a) = A
1
τ (F â) is a trace class operator for every τ > 0.
Let the function f be analytic in some neighbourhood D of the set F(a) and f(0) = 0.
Then there exists τ0 > 0 such that the spectrum of the operator A
1
τ (a) for τ > τ0
is contained in D. Furthermore, f(A1τ (a)) is a trace class operator and the following
asymptotics holds:
lim
τ→∞
1
τ
tr f(A1τ (a)) =
1
2pi
∫ 1
0
∫
R
f(a(x, x, ξ))dξdx.
5.2 Some information on operator ideals
The theory of the operator ideals Sp(H) (p ∈ [1,+∞)), in particular, of the classes S1(H)
of operators with a finite trace and S2(H) of Hilbert-Schmidt operators, is expounded
in [37]. We cite here only the definitions and important facts.
Let H be a separable Hilbert space. S∞(H) is the set of all linear compact operators
on H. It is known that S∞(H) is a two sided ideal in the ring End(H). Moreover, this
ideal is self adjoint and closed, i.e. S∞(H) possesses the following properties:
1) S∞(H) is a linear set; furthermore, if A ∈ End(H), B ∈ S∞(H), then
AB ∈ S∞(H) and BA ∈ S∞(H);
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2) if A ∈ S∞(H), then A∗ ∈ S∞(H);
3) S∞(H) is closed in End(H) (S∞(H) = S∞(H)).
Let A ∈ S∞(H). The eigenvalues of the operator (A∗A)1/2 are called s-numbers,
or singular values, of the operator A. Let us denote by {sj(A)}j∈N the non-increasing
sequence of the s-numbers of A (if the dimension of the image of (A∗A)1/2 is finite and
equal to n, then we put sj(A) = 0 for j > n).
Sp(H) for p ∈ [1,+∞) is the set of all compact operators A for which
∞∑
j=1
spj(A) <∞.
The norm in Sp(H) is defined as follows:
||A||Sp(H) =
( ∞∑
j=1
spj(A)
)1/p
.
It should be mentioned that
||A|| 6 ||A||Sp(H) (17)
for every p ∈ [1,+∞) (the operator norm is denoted by || · || as usual).
It is known that Sp(H) is an ideal in End(H) possessing the following property:
Proposition 5.2.1 If A ∈ Sp(H) and B ∈ End(H), then AB ∈ Sp(H) and
||AB||Sp(H) 6 ||A||Sp(H)||B||.
The classes S1(H) of operators with a finite trace and S2(H) of Hilbert-Schmidt
operators are important for what follows. We recall the statement on the relationship
between these two classes:
Proposition 5.2.2 If A,B ∈ S2(H), then AB ∈ S1(H) and ||AB||S1(H) 6
||A||S2(H)||B||S2(H).
We consider some important facts about the ideal S1(H).
It is well known that the sum of all eigenvalues (taking multiplicities into account) of
an operator A ∈ S1(H) is finite. This sum is denoted as usually by tr(A) or trA (the
trace of the operator). The following properties hold:
1) |tr(A)| 6 ||A||S1(H);
2) if A ∈ S∞(H), B ∈ End(H) and, moreover, AB ∈ S1(H), BA ∈ S1(H), then
tr(AB) = tr(BA);
3) if A ∈ S1(H), P1, P2 ∈ End(H) and P2P1 = 0, then tr(P1AP2) = 0;
4) if A ∈ S1(H), P is an orthogonal projector on H, then tr(PA) = tr(PAP ).
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We consider now the class of Hilbert-Schmidt operators S2(H), however, only the
special case when H = L2([a, b]), a, b ∈ R. In [37] one can find an analytic representation
of these operators in detail. We recall here only some basic facts.
Let L2([a, b] × [a, b]), a, b ∈ R, be the Hilbert space of measurable functions α(x, y)
defined on [a, b]× [a, b] and satisfying the condition∫ b
a
∫ b
a
|α(x, y)|2dxdy <∞,
with the norm
||α(x, y)||L2([a, b]×[a, b]) =
(∫ b
a
∫ b
a
|α(x, y)|2dxdy
)1/2
.
Let us consider the operator A acting on L2([a, b]) as follows:
(Aϕ)(x) =
∫ b
a
α(x, y)ϕ(y)dy (α(x, y) ∈ L2([a, b]× [a, b]), ϕ ∈ L2([a, b])). (18)
It was shown in [37] that A ∈ S2(L2([a, b])), i.e. it is a Hilbert-Schmidt operator. The
function α(x, y) is called a Hilbert-Schmidt kernel.
Furthermore, the following estimates of the norm of A hold:
||A|| 6 ||A||S2(L2([a, b])) = ||α(x, y)||L2([a, b]×[a, b]). (19)
The following statement holds also:
Proposition 5.2.3 If the kernel α(x, y) ∈ L2([a, b]× [a, b]) is bounded and generates by
(18) a trace class operator A ∈ End(L2([a, b])), then
|trA| 6 (b− a) sup
x,y∈[a, b]
|α(x, y)|.
5.3 The Krein algebra
By Kr we denote the set of functions on R of the form a(ξ) = ca + (F â)(ξ), ξ ∈ R, where
ca ∈ C, â ∈ L1 and satisfies ∫
R
|t||â(t)|2dt <∞
(in accordance to the properties of the Fourier transform, ca = a(∞)).
The set Kr with algebraic operations defined pointwise on R and the norm
||a||Kr = |ca|+ ||â||L1 +
(∫
R
|t||â(t)|2dt
)1/2
is a Banach algebra with the unity. This algebra was considered first by Krein (see [52],
it is denoted there by W∩). It was stated in [52], that Kr is a natural class of symbols for
Szego¨ type theorems. The following statement is also proved in [52]:
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Theorem 5.3.1 The function a ∈ Kr is invertible in the algebra Kr if and only if
inf
ξ∈R
|a(ξ)| > 0.
The set of all invertible elements in Kr is denoted by G(Kr).
By G±(Kr) we denote the set of all elements a ∈ Kr satisfying the following two
conditions:
1) a ∈ G(Kr);
2) the operator C+(a) is invertible (then C−(a) is also invertible).
For a ∈ G(Kr) the operator C(a) is invertible and C−1(a) = C(a−1).
We note also that the algebra Kr([0, 1]) can be regarded as a generalization of the
Krein algebra.
5.4 The functions Φ(a, d) and Φ(A, d) and their properties
The functions Φ(b, d), Φ(A, d) considered in this section have been introduced in [54]
and [61].
Definition 5.4.1 Let a(ξ) = a(∞) + (F â)(ξ) ∈ Kr. For d > 0 we define
Φ(a, d) =
( ∫
|t|>d
|t||â(t)|2dt
)1/2
.
Let us note, that for a ∈ Kr and every d > 0 the following estimate holds:
|Φ(a, d)| 6 ||a||Kr. (20)
Proposition 5.4.1 If U is a compact set in Kr, then
sup
a∈U
Φ(a, d) = o(1) as d→ +∞.
Moreover, if U ⊂ G(Kr), then
sup
a∈U
Φ(a−1, d) = o(1) as d→ +∞.
Proof: The proof of this statement is obvious (see also in [61]).
Let F1, F2 ∈ Σ. If there exists z ∈ R such that F1 ⊆ (−∞, z], F2 ⊆ [z,+∞), then we
write in this case F1 >< F2 (this notation was introduced in [61]).
Definition 5.4.2 Let U ∈ Σ, A ∈ End(L2(U)). For d > 0 (under the assumption that
the corresponding value is finite) we define
Φ(A, d) = sup
F1,F2⊂Σ, F1><F2, ρ(F1,F2)>d
||PF1APF2||S2(L2(U)) .
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Proposition 5.4.2 The function Φ(A, d) possesses the following properties:
1) Φ(A, d) 6 ||A||S2(L2(U)) for every d > 0;
2) if d1 6 d2, then Φ(A, d1) > Φ(A, d2);
3) Φ(λA+ µB, d) 6 |λ|Φ(A, d) + |µ|Φ(B, d) for all A,B ∈ S2(L2(U)), λ, µ ∈ C;
4) Φ(AB, d) 6 ||A||Φ(B, λd) + ||B||Φ(A, (1− λ)d) for λ ∈ [0, 1].
Proof: The proof can be found in [54], [61].
Proposition 5.4.3 The inequality Φ(C(a), d) 6 Φ(a, d) holds for all a ∈ Kr, d > 0.
Moreover, if U is a compact set in Kr, then
sup
a∈U
Φ(C(a), d) = o(1) as d→ +∞.
Proof: This statement is proved in [61].
Proposition 5.4.4 Let U be a compact set in Kr([0, 1]). Then
sup
a∈U,τ>0
Φ(A1τ (a), d) = o(1) as d→ +∞.
Proof: The proof of this proposition is absolutely analogous to the proof of previous
proposition 5.4.3 (see [61]).
Let a ∈ U be of the form a(x, y, ξ) = ca + (F â)(x, y, ξ). Then for every fixed τ > 0
and arbitrary sets F1, F2 ⊂ Σ, F1 >< F2, ρ(F1, F2) > d we obtain:∣∣∣∣PF1A1τ (a)PF2∣∣∣∣2S2(L2([0,τ ])) 6 ∫
F1
∫
F2
sup
x,y
|â(x, y, t− s)|2dtds.
Substituting u = t− s, we get∣∣∣∣PF1A1τ (a)PF2∣∣∣∣2S2(L2([0,τ ])) 6 ∫|u|>d |u| supx,y |â(x, y, u)|2du,
that proves the statement.
5.5 The operators C−1+ (a), C
−1
− (a), B+(a) and B−(a)
The results of this section have been proved in [61].
Let a ∈ G±(Kr). In [61] the operators C−1+ (a) and C−1− (a) were represented in the
form
C−1+ (a) = PR+C
−1(a)PR+ +B+(a), (21)
C−1− (a) = PR−C
−1(a)PR− +B−(a), (22)
where B+(a) ∈ End(L2(R+)), B−(a) ∈ End(L2(R−)) and
B+(a) = PR+C
−1(a)PR−C(a)PR+C
−1
+ (a) = C
−1
+ (a)PR+C(a)PR−C
−1(a)PR+ , (23)
B−(a) = PR−C
−1(a)PR+C(a)PR−C
−1
− (a) = C
−1
− (a)PR−C(a)PR+C
−1(a)PR− . (24)
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Lemma 5.5.1 The operators C+(a), C−(a) continuously depend on a ∈ Kr, and if U is
a compact set in Kr, then
sup
a∈U
||C+(a)|| < +∞, sup
a∈U
||C−(a)|| < +∞.
Furthermore, if for every a ∈ U the operator C+(a) is invertible, then
sup
a∈U
||C−1+ (a)|| < +∞, sup
a∈U
||C−1− (a)|| < +∞.
Proof: The statement is obvious, because ||C(a)|| 6 ||a||Kr and the inversion is continuous
in the corresponding Banach algebra.
Proposition 5.5.1 If a ∈ G±(Kr), then
Φ
(
C−1+ (a), d
)
6 2||C(a)|| ||C−1+ (a)||Φ(a−1, d/2),
Φ
(
C−1− (a), d
)
6 2||C(a)|| ||C−1− (a)||Φ(a−1, d/2).
Proof: The first inequality follows from representations (21), (23) and the estimates
Φ
(
C−1(a), d
)
6 Φ
(
a−1, d
)
6 Φ
(
a−1, d
) ||C(a)|| ||C−1+ (a)||.
Replacing R+ by R−, one can easily obtain the second inequality. The proof can also be
found in [61].
Corollary 5.5.1 If U is a compact set in G±(Kr), then
sup
a∈U
Φ
(
C−1+ (a), d
)
= o(1), sup
a∈U
Φ
(
C−1− (a), d
)
= o(1) as d→∞.
Proof: This result follows from Lemma 5.5.1 and Propositions 5.4.1, 5.5.1.
Proposition 5.5.2 The operators B+(a) and B−(a) are trace class operators. Moreover,
if U is compact in G±(Kr), then
sup
a∈U
||B+(a)||S1(L2(R+)) < +∞, sup
a∈U
||B−(a)||S1(L2(R−)) < +∞.
Proof: The statement follows from Proposition 5.4.3, estimate (20) and the inequalities
||B+(a)||S1(L2(R+)) 6 Φ
(
C−1(a), 0
)
Φ(C(a), 0)
∣∣∣∣C−1+ (a)∣∣∣∣ ,
||B−(a)||S1(L2(R−)) 6 Φ
(
C−1(a), 0
)
Φ(C(a), 0)
∣∣∣∣C−1− (a)∣∣∣∣ ,
which can be derived from (23).
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5.6 A local estimate of the operator A1τ(a)
For x ∈ [0, 1] and δ > 0 we denote Ux(δ) := [x− δ, x+ δ] ∩ [0, 1].
Proposition 5.6.1 Let U be a compact set in Kr([0, 1]) consisting of functions a(x, y, ξ) =
ca+(F â)(x, y, ξ), where â(x, y, t) is continuous in the variables x, y uniformly in t. Then
for every ε > 0 there exists δ0(ε) > 0 such that for all δ < δ0(ε) and τ > 0 the following
estimate holds:
sup
a∈U
sup
x∈[0,1]
∣∣∣∣PτUx(δ) (A1τ (a)− C(a(x, x, t)))PτUx(δ)∣∣∣∣ < ε.
Proof: Let us fix an arbitrary ε > 0. We consider a ∈ U, a(x, y, ξ) = ca + (F â)(x, y, t).
Since the function â(x, y, ξ) is continuous in the variables x and y uniformly in t and the
set U is compact in Kr([0, 1]), we can find δ0(ε) > 0 such that for every δ < δ0(ε) the
following estimate holds:
sup
a∈U
sup
x∈[0,1]
∫
R
sup
x′,y′∈Ux(δ)
|â(x′, y′, t)− â(x, x, t)| dt < ε.
Then,
sup
a∈U
sup
x∈[0,1]
∣∣∣∣PτUx(δ) (A1τ (a)− C(a(x, x, t)))PτUx(δ)∣∣∣∣2 =
= sup
a∈U
sup
x∈[0,1]
sup
||ϕ||=1
∫
τUx(δ)
∣∣∣∣∣
∫
τUx(δ)
[
â
(
t
τ
,
s
τ
, t− s
)
− â(x, x, t− s)
]
ϕ(s)ds
∣∣∣∣∣
2
dt 6
6 sup
a∈U
sup
x∈[0,1]
sup
||ϕ||=1
∫
τUx(δ)
(∫
τUx(δ)
sup
x′,y′∈Ux(δ)
|â(x′, y′, t− s)− â(x, x, t− s)||ϕ(s)|ds
)2
dt 6
6 sup
a∈U
sup
x∈[0,1]
sup
||ϕ||=1
∫
τUx(δ)
(∫
τUx(δ)
sup
x′,y′∈Ux(δ)
|â(x′, y′, t− s)− â(x, x, t− s)|ds×
×
∫
τUx(δ)
sup
x′,y′∈Ux(δ)
|â (x′, y′, t− s)− â(x, x, t− s)| |ϕ(s)|2ds
)
dt 6
6 sup
a∈U
sup
x∈[0,1]
sup
||ϕ||=1
(∫
R
sup
x′,y′∈Ux(δ)
|â(x′, y′, t)− â(x, x, t)|dt
)2
·
∫
τUx(δ)
|ϕ(s)|2ds < ε2,
and the statement is proved.
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5.7 The theorem on the almost inverse operator
In this section we prove the theorem on the almost inverse operator.
Let us define first the operator Wτ ∈ Hom(L2, L2([0, τ ])) for τ > 0 by
(Wτϕ)(x) =
{
ϕ(τ − x), x ∈ [0, τ ]
0, x ∈ R\[0, τ ] for ϕ ∈ L2.
Let a(x, y, ξ) ∈ Kr([0, 1]) satisfy the following conditions: the closure of the image of
a(x, x, ξ) for x ∈ [0, 1], ξ ∈ R does not contain zero and the operator C+(a(0, 0, ξ)) is
invertible. Let the function a˜(x, y, ξ) ∈ Kr([0, 1]) be defined by a˜(x, y, ξ) = a(x, y,−ξ). It
is not difficult to show that under these assumptions the operator C+(a˜(1, 1, ξ)) is also
invertible (indeed, in this case the function a˜(x, x, ξ) has winding number zero for every
fixed x ∈ [0, 1]).
Let δ > 0. We denote by B1δ,τ (a) for τ > 0 the operator acting on L2([0, τ ]) as follows:
B1δ,τ (a) = Pτu1C
−1
+ (a(0, 0, ξ))Pτv1+
+
η−1∑
k=2
PτukC
−1(a(ξk, ξk, ξ))Pτvk+
+ PτuηWτC
−1
+ (a˜(1, 1, ξ))WτPτvη ,
where η is the integer part of the number 1/δ; ξk = (k−1)δ for k = 1, ..., η−1 and ξη = 1;
{uk}ηk=1 and {vk}ηk=1 are the families of subsets of [0, 1] defined as follows:
1) uk = [(k − 1)δ, kδ) for k = 1, ..., η − 1 and uη = [(η − 1)δ, 1];
2) v1 = u1 ∪ u2, vk = uk−1 ∪ uk ∪ uk+1 for k = 2, ..., η − 1 and
vη = uη−1 ∪ uη (the overlapping rate is equal to 5).
Theorem 5.7.1 Let U be a compact subset of Kr([0, 1]) which consists of elements
a(x, y, ξ) = ca + (F â)(x, y, ξ), where â(x, y, t) is continuous in the variables x, y uni-
formly in t, satisfying the following conditions: the closure of the image of a(x, x, ξ) for
x ∈ [0, 1], ξ ∈ R does not contain zero and the operator C+(a(0, 0, ξ)) is invertible. Then:
1) sup
a∈U,δ>0,τ>0
‖B1δ,τ (a)‖ <∞;
2) for every ε > 0 there exists δ0(ε) ∈ N such that for every δ < δ0(ε) there is τ(δ) > 0
satisfying the estimate
sup
a∈U
sup
τ>τ(δ)
||B1δ,τ (a)A1τ (a)− Eτ || < ε,
where Eτ is the identity operator on L2([0, τ ]).
Before we start with the proof of Theorem 5.7.1, we formulate an auxiliary statement
which is analogous to Lemma 3.4.1 from Section 3.4.
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Lemma 5.7.1 Let {Ak}nk=1 be a family of operators from End(L2(U)); c = max
k
‖Ak‖; let
{uk}nk=1, {vk}nk=1 be families of subsets of U with the overlapping rates 1 and r, respec-
tively. Then the following estimate is true:∣∣∣∣∣
∣∣∣∣∣
n∑
k=1
PukAkPvk
∣∣∣∣∣
∣∣∣∣∣ 6 rc.
Proof of Theorem 5.7.1: The first statement is obvious. Indeed, the operator
C(a(x, x, ξ)) continuously depends on a ∈ U and x ∈ [0, 1]. Since the set U and the
segment [0, 1] are compact, then sup
a∈U,x∈[0,1]
||C−1(a(x, x, ξ))|| <∞. Furthermore, applying
Lemmas 5.5.1 and 5.7.1, we obtain the claim.
Thus, we have to prove the second assertion. Let us denote:
1) M := sup
a∈U
||a||Kr([0,1]);
2) M′ := max
{
sup
a∈U
∣∣∣∣C−1+ (a(0, 0, ξ))∣∣∣∣ , sup
a∈U
sup
x∈[0,1]
||a−1(x, x, ξ)||Kr ,
sup
a∈U
∣∣∣∣C−1+ (a˜(1, 1, ξ))∣∣∣∣}.
Let us fix an arbitrary ε > 0. By Proposition 5.6.1, the value δ0(ε) > 0 can be chosen
so that for every δ < δ0(ε) the following estimate holds:
sup
a∈U
sup
x∈[0,1]
∣∣∣∣PτUx(3δ) (A1τ (a)− C(a(x, x, ξ)))PτUx(3δ)∣∣∣∣ < ε20M′ . (25)
Let us fix δ < δ0(ε) and consider the values Iδ,τ (a) and I
′
δ,τ (a):
Iδ,τ (a) = B
1
δ,τ (a)A
1
τ (a) = Pτu1C
−1
+ (a(0, 0, ξ))Pτv1A
1
τ (a)+
+
η−1∑
k=2
PτukC
−1(a(ξk, ξk, ξ))PτvkA
1
τ (a)+
+ PτuηWτC
−1
+ (a˜(1, 1, ξ))WτPτvηA
1
τ (a),
I ′δ,τ (a) = Pτu1C
−1
+ (a(0, 0, t))Pτv1C(a(0, 0, ξ))Pτv1+
+
η−1∑
k=2
PτukC
−1(a(ξk, ξk, ξ))PτvkC(a(ξk, ξk, ξ))Pτvk+
+ PτuηWτC
−1
+ (a˜(1, 1, ξ))WτPτvηC(a(1, 1, ξ))Pτvη .
Let us denote Λ1,δ,τ (a) := Iδ,τ (a)− I ′δ,τ (a), Λ2,δ,τ (a) := I ′δ,τ (a)− Eτ .
Step I: We note that
WτC
−1
+ (a˜(1, 1, ξ))Wτ = P[0,τ ]
(
P(−∞,τ ]C(a(1, 1, ξ))P(−∞,τ ]
)−1
P[0,τ ].
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Furthermore, let T−τ ∈ Hom(L2((−∞, τ ]), L2(R−)) for τ > 0 be a shift operator acting
like (T−τf) (x) = f(x+ τ), x ∈ R−. Then for b ∈ G±(Kr)
(
P(−∞,τ ]C(b)P(−∞,τ ]
)−1
= (T−τ )−1C−1− (b)T−τ . (26)
We consider first Λ2,δ,τ (a) and obtain
Λ2,δ,τ (a) = − Pτu1C−1+ (a(0, 0, ξ))PR+\τv1C(a(0, 0, ξ))Pτv1−
−
η−1∑
k=2
PτukC
−1(a(ξk, ξk, ξ))PR\τvkC(a(ξk, ξk, ξ))Pτvk−
− Pτuη
(
P(−∞,τ ]C(a(1, 1, ξ))P(−∞,τ ]
)−1
P(−∞,τ ]\τvηC(a(1, 1, ξ))Pτvη .
It follows from inequality (17) that
||Λ2,δ,τ (a)|| 6MΦ
(
C−1+ (a(0, 0, ξ)), τδ
)
+
η−1∑
k=2
2MΦ (C−1(a(ξk, ξk, ξ)), τδ)+
+MΦ
((
P(−∞,τ ]C(a(1, 1, ξ))P(−∞,τ ]
)−1
, τδ
)
.
By Proposition 5.4.3, Corollary 5.5.1 and equality (26) (taking into account obvious
properties of the shift operator), there exists τ ′(δ) > 0 such that for every τ > τ ′(δ) the
estimate sup
a∈U
||Λ2,δ,τ (a)|| < ε/2 holds.
Step II: Let us consider now Λ1,δ,τ (a): Λ1,δ,τ (a) = Λ3,δ,τ (a) + Λ4,δ,τ (a), where
Λ3,δ,τ (a) = Pτu1C
−1
+ (a(0, 0, ξ))Pτv1
(
A1τ (a)− C(a(0, 0, ξ))
)
Pτv1+
+
η−1∑
k=2
PτukC
−1(a(ξk, ξk, ξ))Pτvk
(
A1τ (a)− C(a(ξk, ξk, ξ))
)
Pτvk+
+ PτuηWτC
−1
+ (a˜(1, 1, ξ))WτPτvη
(
A1τ (a)− C(a(1, 1, ξ))
)
Pτvη ,
Λ4,δ,τ (a) = Pτu1C
−1
+ (a(0, 0, ξ))Pτv1A
1
τ (a)P[0,τ ]\τv1+
+
η−1∑
k=2
PτukC
−1(a(ξk, ξk, ξ))PτvkA
1
τ (a)P[0,τ ]\τvk+
+ PτuηWτC
−1
+ (a˜(1, 1, ξ))WτPτvηA
1
τ (a)P[0,τ ]\τvη .
By estimate (25) and Lemma 5.7.1 we obtain sup
a∈U
||Λ3,δ,τ (a)|| < ε/4.
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Let us consider now Λ4,δ,τ (a). By Proposition 5.4.2 we have
||Λ4,δ,τ (a)|| 6 2M
[
Φ
(
C−1+ (a(0, 0, ξ)),
1
2
τδ
)
+
η−1∑
k=2
Φ
(
C−1(a(ξk, ξk, ξ)),
1
2
τδ
)
+
+Φ
(
C−1+ (a˜(1, 1, ξ)),
1
2
τδ
)]
+
+ 2M′
[
Φ
(
A1τ (a),
1
2
τδ
)
+
η−1∑
k=2
Φ
(
A1τ (a),
1
2
τδ
)
+ Φ
(
A1τ (a),
1
2
τδ
)]
.
Obviously, there exists τ(δ) > τ ′(δ) such that sup
a∈U
||Λ4,δ,τ (a)|| < ε/4 for all τ > τ(δ).
Thus, for every τ > τ(δ) the inequality sup
a∈U
||B1δ,τ (a)A1τ (a)−Eτ || < ε holds, that proves
the theorem.
The following results are consequences of Theorem 5.7.1.
Corollary 5.7.1 Let the conditions of Theorem 5.7.1 be fulfilled. Then there exists τ0 > 0
such that for all τ > τ0, a ∈ U the operator A1τ (a) is invertible.
Corollary 5.7.2 Let the conditions of Theorem 5.7.1 be fulfilled. Then for every ε > 0
there exists δ0(ε) > 0 such that for every δ < δ0(ε) one can find τ(δ) > 0 satisfying the
following inequality:
sup
a∈U
sup
τ>τ(δ)
∣∣∣∣∣∣(A1τ (a))−1 −B1δ,τ (a)∣∣∣∣∣∣ < ε.
5.8 The asymptotic behavior of the trace of the operator(
A1τ(a)
)−1 − B˜1δ,τ(a)
In this section we use the notations introduced when proving Theorem 5.7.1.
We make first one important remark which will be used in what follows.
Let Ai ∈ End(L2([0, τ ])) for i = 1, ..., k (k ∈ N) be a family of Hilbert-Schmidt
operators generated by kernels αi(x, y) (x, y ∈ [0, τ ]), respectively. Let also these kernels
possess the following properties:
1) sup
x,y∈[0,τ ]
|α1(x, y)| <∞;
2) sup
x∈[0,τ ]
∫
y∈[0,τ ]
|αi(x, y)|dy <∞ for every i = 2, ..., k.
Then Ak · ... · A2A1 is also a Hilbert-Schmidt operator with the kernel α(x, y)
(x, y ∈ [0, τ ]) of the form
α(x, y) =
∫
zk−1∈[0,τ ]
...
∫
z1∈[0,τ ]
ak(x, zk−1) · ... · a2(z2, z1)a1(z1, y) dz1...dzk−1.
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It is clear that the modulus of α(x, y) is bounded and
sup
x,y∈[0,τ ]
|α(x, y)| 6 sup
x,y∈[0,τ ]
|α1(x, y)| sup
x∈[0,τ ]
∫
y∈[0,τ ]
|α2(x, y)| dy · ... · sup
x∈[0,τ ]
∫
y∈[0,τ ]
|αk(x, y)| dy.
The following result proved in [61] is also useful for what follows.
Proposition 5.8.1 Let a ∈ L1 ∩ Kr, α, β ∈ R, α < β. Then P[α, β]C(a)P[α, β] is a trace
class operator and
||P[α, β]C(a)P[α, β]||S1(L2([α, β])) 6 (β − α)
√
2
2pi
||a||L1 ,
trP[α, β]C(a)P[α, β] = (β − α) 1
2pi
∫
ξ∈R
a(ξ)dξ.
We return now to the proof of Theorem 5.7.1 and suppose that the elements of the
compact set U satisfy additional conditions.
Let the set U consist of functions a(x, y, ξ) = ca+(F â)(x, y, ξ) such that the conditions
of Theorem 5.7.1 are fulfilled. We suppose in addition that for every fixed x ∈ [0, 1] the
function (F â)(x, x, ξ) belongs to the space L1 and A1τ (F â) for every τ > 0 is a trace class
operator.
Let us fix 0 < ε(< 1/2) and some ε′ > 0 such that
ε′ < min
{
ε,
ε
8
· 5
6M′ ,
ε
8
· 5
72(M′)2M
}
. (27)
This choice of ε′ will be clear from the following discussion.
Repeating the proof, we can show that for the fixed ε′ > 0 there exists δ0(ε′) > 0
and for every δ < δ0(ε
′) one can find τ(δ) > 0 such that for all τ > τ(δ) and a ∈ U the
following representation holds:
B1δ,τ (a)A
1
τ (a) = Eτ + σδ,τ (a),
where σδ,τ (a) ∈ End(L2([0, τ ])), σδ,τ (a) = Λ2,δ,τ (a) + Λ3,δ,τ (a) + Λ4,δ,τ (a) and
sup
a∈U
sup
τ>τ(δ)
||Λ2,δ,τ (a)|| < ε′/2,
sup
a∈U
sup
τ>τ(δ)
||Λ3,δ,τ (a)|| < ε′/4,
sup
a∈U
sup
τ>τ(δ)
||Λ4,δ,τ (a)|| < ε′/4.
It is also clear, that δ0(ε
′) > 0 can be chosen so small that for every δ < δ0(ε′) the
following estimates are fulfilled (they will be used in what follows):
sup
a∈U
∫
R
sup
x∈[0,1], x′,y′∈Ux(3δ)
|â(x′, y′, t)− â(x, x, t)|dt 6 ε
′
20M′ , (28)
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sup
a∈U
sup
t∈T
sup
x∈[0,1], x′,y′∈Ux(3δ)
|â(x′, y′, t)− â(x, x, t)| 6 ε
′
20M′ , (29)
Let δ < δ0(ε
′) be fixed. The invertible operator (A1τ (a))
−1
can be represented in the
form(
A1τ (a)
)−1
= (Eτ + σδ,τ (a))
−1B1δ,τ (a) = B
1
δ,τ (a)− σδ,τ (a)(Eτ + σδ,τ (a))−1B1δ,τ (a). (30)
Lemma 5.8.1 The difference (A1τ (a))
−1 −B1δ,τ (a) for all a ∈ U, τ > τ(δ) is a trace class
operator.
Proof: To prove the statement, it is enough to show that σδ,τ (a) ∈ S1(L2([0, τ ])) for all
fixed a ∈ U, τ > τ(δ).
Indeed, Λ2,δ,τ (a) ∈ S1(L2([0, τ ])) for all a ∈ U, τ > τ(δ), because
||Λ2,δ,τ (a)||S1(L2([0,τ ])) 6 Φ
(
C−1+ (a(0, 0, ξ)), τδ
)
Φ (C (a(0, 0, ξ)) , 0)+
+
η−1∑
k=2
2Φ
(
C−1(a(ξk, ξk, ξ)), τδ
) · 2Φ (C(a(ξk, ξk, ξ)), 0)+
+ Φ
((
P(−∞,τ ]C(a(1, 1, ξ))P(−∞,τ ]
)−1
, τδ
)
Φ (C(a(1, 1, ξ)), 0) .
(31)
Furthermore, taking into account Proposition 5.8.1 and the additional conditions on
the elements of U, the difference A1τ (a) − P[0,τ ]C(a(x, x, ξ))P[0,τ ] for all (fixed) a ∈ U,
τ > τ(δ), x ∈ [0, 1] is a trace class operator, therefore Λ3,δ,τ (a) ∈ S1(L2([0, τ ])).
It is also obvious that Λ4,δ,τ (a) ∈ S1(L2([0, τ ])) for all a ∈ U, τ > τ(δ), that proves
what we need.
Let us denote by B˜1δ,τ (a), Λ˜2,δ,τ (a), Λ˜3,δ,τ (a), Λ˜4,δ,τ (a) the operators which can be
obtained from B1δ,τ (a), Λ2,δ,τ (a), Λ3,δ,τ (a), Λ4,δ,τ (a) when one replaces C
−1
+ (a(0, 0, ξ)),
WτC
−1
+ (a˜(1, 1, ξ))Wτ ,
(
P(−∞,τ ]C(a(1, 1, ξ))P(−∞,τ ]
)−1
by C−1(a(0, 0, ξ)), C−1(a(1, 1, ξ))
and C−1(a(1, 1, ξ)), respectively.
Let also σ˜δ,τ (a) = Λ˜2,δ,τ (a) + Λ˜3,δ,τ (a) + Λ˜4,δ,τ (a).
We denote also for k = 1, ..., η
Vk(a) = PτukC
−1(a(ξk, ξk, ξ))Pτvk ,
Yk(a) = PτukC
−1(a(ξk, ξk, ξ))Pτvk
(
A1τ (a)− C(a(ξk, ξk, ξ))
)
Pτvk ,
Zk(a) = PτukC
−1(a(ξk, ξk, ξ))PτvkA
1
τ (a)P[0,τ ]\τvk .
Then B˜1δ,τ (a) =
η∑
k=1
Vk(a), Λ˜3,δ,τ (a) =
η∑
k=1
Yk(a), Λ˜4,δ,τ (a) =
η∑
k=1
Zk(a).
From the representation WτC
−1(a˜(1, 1, ξ))Wτ = P[0,τ ]C−1(a(1, 1, ξ))P[0,τ ], equalities
(21), (22), (26) and Proposition 5.5.2 we obtain
sup
a∈U
1
τ
∣∣∣∣∣∣B˜1δ,τ (a)−B1δ,τ (a)∣∣∣∣∣∣
S1(L2[0,τ ])
−−−→
τ→∞
0, (32)
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sup
a∈U
1
τ
||Λ˜2,δ,τ (a)− Λ2,δ,τ (a)||S1(L2[0,τ ]) −−−→
τ→∞
0, (33)
sup
a∈U
1
τ
||Λ˜3,δ,τ (a)− Λ3,δ,τ (a)||S1(L2[0,τ ]) −−−→
τ→∞
0, (34)
sup
a∈U
1
τ
||Λ˜4,δ,τ (a)− Λ4,δ,τ (a)||S1(L2[0,τ ]) −−−→
τ→∞
0. (35)
Hence,
sup
a∈U
1
τ
||σδ,τ (a)(Eτ + σδ,τ (a))−1B1δ,τ (a)−
− σ˜δ,τ (a)(Eτ + σ˜δ,τ (a))−1B˜δ,τ (a)||S1(L2([0,τ ])) −−−→
τ→∞
0.
(36)
It follows from (31) that sup
a∈U
||Λ˜2,δ,τ (a)||S1(L2[0,τ ]) −−−→
τ→∞
0, therefore
sup
a∈U
1
τ
∣∣∣tr(Λ˜2,δ,τ (a)(Eτ + σ˜δ,τ (a))−1B˜1δ,τ (a))∣∣∣ −−−→
τ→∞
0. (37)
In consequence of (32), (33), (34), (35), (36), (37), there exists τ1(δ) > τ(δ) such that
for every τ > τ1(δ) the following inequality holds:
sup
a∈U
1
τ
∣∣∣tr((A1τ (a))−1 − B˜1δ,τ (a))∣∣∣ 6
6 sup
a∈U
1
τ
∣∣∣tr ((Λ˜3,δ,τ (a) + Λ˜4,δ,τ (a))(Eτ + σ˜δ,τ (a))−1B˜1δ,τ (a))∣∣∣+ ε4 .
Let us consider now (Eτ + σ˜δ,τ (a))
−1:
(Eτ + σ˜δ,τ (a))
−1 = (Eτ + Λ˜2,δ,τ (a) + Λ˜3,δ,τ (a) + Λ˜4,δ,τ (a))−1 =
= (Eτ + Λ˜3,δ,τ (a))
−1
[
Eτ − (Λ˜2,δ,τ (a) + Λ˜4,δ,τ (a))(Eτ + Λ˜3,δ,τ (a))−1+
+
∞∑
k=2
(−1)k
[
(Λ˜2,δ,τ (a) + Λ˜4,δ,τ (a))(Eτ + Λ˜3,δ,τ (a))
−1
]k]
.
Thus, for every τ > τ1(δ) we get
sup
a∈U
1
τ
∣∣∣tr((A1τ (a))−1 − B˜1δ,τ (a))∣∣∣ 6
6 sup
a∈U
1
τ
|tr (K1,δ,τ (a) +K2,δ,τ (a) +K3,δ,τ (a))|+ ε
4
,
where
K1,δ,τ (a) = (Λ˜3,δ,τ (a) + Λ˜4,δ,τ (a))(Eτ + Λ˜3,δ,τ (a))
−1B˜1δ,τ (a),
K2,δ,τ (a) = − (Λ˜3,δ,τ (a) + Λ˜4,δ,τ (a))(Eτ + Λ˜3,δ,τ (a))−1×
× (Λ˜2,δ,τ (a) + Λ˜4,δ,τ (a))(Eτ + Λ˜3,δ,τ (a))−1B˜1δ,τ (a),
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K3,δ,τ (a) = (Λ˜3,δ,τ (a) + Λ˜4,δ,τ (a))(Eτ + Λ˜3,δ,τ (a))
−1×
×
∞∑
k=2
(−1)k
[
(Λ˜2,δ,τ (a) + Λ˜4,δ,τ (a))(Eτ + Λ˜3,δ,τ (a))
−1
]k
B˜1δ,τ (a).
Let us consider first K1,δ,τ (a).
Lemma 5.8.2 There exists τ2(δ) > τ1(δ) such that sup
a∈U
1
τ
|trK1,δ,τ (a)| < ε
4
for every
τ > τ2(δ).
Proof: K1,δ,τ (a) can be represented in the following form:
K1,δ,τ (a) = (Λ˜3,δ,τ (a) + Λ˜4,δ,τ (a))(Eτ + Λ˜3,δ,τ (a))
−1B˜1δ,τ (a) =
= Λ˜3,δ,τ (a))(Eτ + Λ˜3,δ,τ (a))
−1B˜1δ,τ (a) + Λ˜4,δ,τ (a)B˜
1
δ,τ (a)−
− Λ˜4,δ,τ (a)Λ˜3,δ,τ (a)(Eτ + Λ˜3,δ,τ (a))−1B˜1δ,τ (a).
We consider these tree terms in turn (taking into account the properties of trace class
operators).
Λ˜3,δ,τ (a)(Eτ + Λ˜3,δ,τ (a))
−1B˜1δ,τ (a) =
∞∑
m=1
(−1)m−1
(
Λ˜3,δ,τ (a)
)m
B˜1δ,τ (a).
tr
{ ∞∑
m=1
(−1)m−1
(
Λ˜3,δ,τ (a)
)m
B˜1δ,τ (a)
}
=
= tr
{
B˜1δ,τ (a)
∞∑
m=1
(−1)m−1
(
Λ˜3,δ,τ (a)
)m}
=
= tr
{
η∑
k=1
Vk(a)
∞∑
m=1
(−1)m−1
(
η∑
k=1
Yk(a)
)m}
=
= tr
{ ∞∑
m=1
(−1)m−1
η∑
k=1
Vk(a)
(
η∑
k=1
Yk(a)
)m}
.
For m = 1 we get
η∑
k=1
Vk(a)
η∑
k=1
Yk(a) = (V1(a)Y1(a) + V1(a)Y2(a))+
+
η−1∑
k=2
(Vk(a)Yk−1(a) + Vk(a)Yk(a) + Vk(a)Yk+1(a))+
+ (Vη(a)Yη−1(a) + Vη(a)Yη(a)).
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For k, j = 1, ..., η we have
Vk(a)Yj(a) = PτukC
−1(a(ξk, ξk, ξ))PτvkPτujC
−1(a(ξj, ξj, ξ))Pτvj×
× (A1τ (a)− C(a(ξj, ξj, ξ)))Pτvj .
It is easy to see that the product Vk(a)Yj(a) is a Hilbert-Schmidt operator with a
bounded kernel (by estimate (29)). The modulus of the kernel is less or equal to 4
ε′
20
M′.
Then, according to Proposition 5.2.3, we obtain
|trVk(a)Yj(a)| 6 τδ · ε
′
5
M′,∣∣∣∣∣tr
(
η∑
k=1
Vk(a)
η∑
k=1
Yj(a)
)∣∣∣∣∣ 6 3 · τ · ε′5M′.
By analogue (applying estimates (28) and (29))), for an arbitrary m ∈ N we obtain∣∣∣∣∣tr
{
η∑
k=1
Vk(a)
(
η∑
k=1
Yk(a)
)m}∣∣∣∣∣ 6 3m · τ ·
(
ε′
5
)m
M′.
Taking into account (27), we get
sup
a∈U
1
τ
∣∣∣tr(Λ˜3,δ,τ (a)(Eτ + Λ˜3,δ,τ (a))−1B˜1δ,τ (a))∣∣∣ 6
6
∞∑
m=1
3m ·
(
ε′
5
)m
M′ =M′ ·
3 · ε
′
5
1− 3 · ε
′
5
<
< 2M′ · 3 · ε
′
5
= ε′ · 6M
′
5
<
ε
8
.
Let us consider now the second term: tr
(
Λ˜4,δ,τ (a)B˜
1
δ,τ (a)
)
= tr
(
B˜1δ,τ (a)Λ˜4,δ,τ (a)
)
.
B˜δ,τ (a)Λ˜4,δ,τ (a) =
η∑
k=1
Vk(a)
η∑
k=1
Zk(a) =
= (V1(a)Z1(a) + V1(a)Z2(a))+
+
η−1∑
k=2
(Vk(a)Zk−1(a) + Vk(a)Zk(a) + Vk(a)Zk+1(a))+
+ (Vη(a)Zη−1(a) + Vη(a)Zη(a)).
For k, j = 1, ..., η, |k − j| 6 1 we have:
Vk(a)Zj(a) = PτukC
−1(a(ξk, ξk, ξ))PτvkPτuj C
−1(a(ξj, ξj, ξ))PτvjA
1
τ (a)P[0,τ ]\τvj .
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Clearly, every term is a trace class operator with trace zero. Therefore,
tr
(
Λ˜4,δ,τ (a)B˜
1
δ,τ (a)
)
= 0.
Let us consider now the last term
Λ˜4,δ,τ (a)Λ˜3,δ,τ (a)(Eτ + Λ˜3,δ,τ (a))
−1B˜1δ,τ (a).
We remark, that (by (19) and (29))
||Λ˜3,δ,τ (a)||S2(L2([0,τ ])) 6
η∑
k=1
||Yk(a)||S2(L2([0,τ ])) 6
6
η∑
k=1
max
x∈[0,1]
∣∣∣∣C−1(a(x, x, ξ))∣∣∣∣ τ3 δ ε′
20M′ 6 3τ
ε′
20
.
Since ||Λ˜4,δ,τ (a)Λ˜3,δ,τ (a)||S1(L2([0,τ ])) 6 ||Λ˜4,δ,τ (a)||S2(L2([0,τ ]))||Λ˜3,δ,τ (a)||S2(L2([0,τ ])) and
sup
a∈U
||Λ˜4,δ,τ (a)||S2(L2([0,τ ])) −−−→
τ→∞
0, then
sup
a∈U
1
τ
||Λ˜4,δ,τ (a)Λ˜3,δ,τ (a)||S1(L2([0,τ ])) −−−→
τ→∞
0,
sup
a∈U
1
τ
∣∣∣∣∣∣Λ˜4,δ,τ (a)Λ˜3,δ,τ (a)(Eτ + Λ˜3,δ,τ (a))−1B˜1δ,τ (a)∣∣∣∣∣∣
S1(L2([0,τ ]))
−−−→
τ→∞
0.
Therefor, there exists τ2(δ) > τ1(δ) such that for every τ > τ2(δ) the following estimate
holds:
sup
a∈U
1
τ
∣∣∣tr (Λ˜4,δ,τ (a)Λ˜3,δ,τ (a)(Eτ + Λ˜3,δ,τ (a))−1B˜1δ,τ (a))∣∣∣ < ε8 .
Thus, sup
a∈U
1
τ
|trK1,δ,τ (a)| < ε
4
for every τ > τ2(δ).
Let us consider K2,δ,τ (a).
Lemma 5.8.3 There exists τ3(δ) > τ2(δ) such that sup
a∈U
1
τ
|trK2,δ,τ (a)| < ε
4
for every
τ > τ3(δ).
Proof: As it follows from ||Λ˜2,δ,τ (a)||S1(L2([0,τ ])) −−−→
τ→∞
0, ||Λ˜4,δ,τ (a)||S2(L2([0,τ ])) −−−→
τ→∞
0 and
properties of trace class operators, one can find τ3(δ) > τ2(δ) such that for every τ > τ3(δ)
the following estimate holds:
|trK2,δ,τ (a)| 6
6
∣∣∣tr [(Eτ + Λ˜3,δ,τ (a))−1B˜1δ,τ (a)Λ˜3,δ,τ (a)(Eτ + Λ˜3,δ,τ (a))−1Λ˜4,δ,τ (a)]∣∣∣+ ε8 .
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Furthermore,
∞∑
m=0
(−1)m
(
Λ˜3,δ,τ (a)
)m
B˜1δ,τ (a)Λ˜3,δ,τ (a)
∞∑
j=0
(−1)j
(
Λ˜3,δ,τ (a)
)j
Λ˜4,δ,τ (a) =
=
∞∑
m=0
(−1)m
(
η∑
k=1
Yk(a)
)m η∑
k=1
Vk(a)
∞∑
j=1
(−1)j−1
(
η∑
k=1
Yk(a)
)j η∑
k=1
Zk(a).
It can be shown for m = 0 that∣∣∣∣∣∣tr

η∑
k=1
Vk(a)
∞∑
j=1
(−1)j−1
(
η∑
k=1
Yk(a)
)j η∑
k=1
Zk(a)

∣∣∣∣∣∣ =
=
∣∣∣∣∣∣tr

∞∑
j=1
(−1)j−1
η∑
k=1
Vk(a)
(
η∑
k=1
Yk(a)
)j η∑
k=1
Zk(a)

∣∣∣∣∣∣ 6
6
∞∑
j=1
τ · 2M′ · 3j ·
(
2M′ ε
′
20M′
)j
· 3 · 2M′M.
For an arbitrary fixed m ∈ N we obtain:∣∣∣∣∣∣tr
∞∑
j=1
(−1)m
(
η∑
k=1
Yk(a)
)m η∑
k=1
Vk(a)(−1)j
(
η∑
k=1
Yk(a)
)j η∑
k=1
Zk(a)

∣∣∣∣∣∣ 6
6
∞∑
j=1
τ · 3m ·
(
2M′ ε
′
20M′
)m
· 2M′ · 3j ·
(
2M′ ε
′
20M′
)j
· 3 · 2M′M =
= τ ·
(
3
ε′
10
)m
· 2M′ · 3 · 2M′M ·
∞∑
j=1
(
3
ε′
10
)j
=
= τ ·
(
3
ε′
10
)m
· 2M′ · 3 · 2M′M ·
3
ε′
10
1− 3 ε
′
10
.
Therefore (because the estimates are uniform for all a ∈ U),
sup
a∈U
1
τ
|trK2,δ,τ (a)| 6
6 2M′ · 3 · 2M′M ·
3
ε′
10
1− 3 ε
′
10
·
∞∑
m=0
(
3
ε′
10
)m
=
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= 2M′ · 3 · 2M′M ·
3
ε′
10(
1− 3 ε
′
10
)2 < 4 · 2M′ · 3 · 2M′M · 3ε′10 =
= ε′ · 72(M
′)2M
5
<
ε
8
,
and we get the claim.
Finally, we consider K3,δ,τ (a).
Lemma 5.8.4 There exists τ4(δ) > τ3(δ) such that sup
a∈U
1
τ
|trK3,δ,τ (a)| < ε
4
for every
τ > τ4(δ).
Proof: We obtain∣∣∣∣∣
∣∣∣∣∣
∞∑
k=2
(−1)k
[
(Λ˜2,δ,τ (a) + Λ˜4,δ,τ (a))(Eτ + Λ˜3,δ,τ (a))
−1
]k∣∣∣∣∣
∣∣∣∣∣
S1(L2([0,τ ]))
6
6
∣∣∣∣∣
∣∣∣∣∣ [(Λ˜2,δ,τ (a) + Λ˜4,δ,τ (a))(Eτ + Λ˜3,δ,τ (a))−1]2×
×
∞∑
k=0
(−1)k
[
(Λ˜2,δ,τ (a) + Λ˜4,δ,τ (a))(Eτ + Λ˜3,δ,τ (a))
−1
]k∣∣∣∣∣
∣∣∣∣∣
S1(L2([0,τ ]))
6
6
(
||Λ˜2,δ,τ (a)||S2(L2([0,τ ])) + ||Λ˜4,δ,τ (a)||S2(L2([0,τ ]))
)2 ∣∣∣∣∣∣(Eτ + Λ˜3,δ,τ (a))−1∣∣∣∣∣∣2×
×
∞∑
k=0
(
||(Λ˜2,δ,τ (a)||+ ||Λ˜4,δ,τ (a)||
)k ∣∣∣∣∣∣(Eτ + Λ˜3,δ,τ (a))−1∣∣∣∣∣∣k 6
6
(
||Λ˜2,δ,τ (a)||S2(L2([0,τ ])) + ||Λ˜4,δ,τ (a)||S2(L2([0,τ ]))
)2( 4
4− ε′
)2 ∞∑
k=0
(ε′)k
(
4
4− ε′
)k
=
=
(
||Λ˜2,δ,τ (a)||S2(L2([0,τ ])) + ||Λ˜4,δ,τ (a)||S2(L2([0,τ ]))
)2( 4
4− ε′
)2
1
1− 4ε
′
4− ε′
=
=
(
||Λ˜2,δ,τ (a)||S2(L2([0,τ ])) + ||Λ˜4,δ,τ (a)||S2(L2([0,τ ]))
)2( 4
4− ε′
)2
4− ε′
4− 5ε′ .
Obviously, sup
a∈U
||Λ˜2,δ,τ (a)||S2(L2([0,τ ])) −−−→
τ→∞
0, sup
a∈U
||Λ˜4,δ,τ (a)||S2(L2([0,τ ])) −−−→
τ→∞
0.
Therefore (because the estimates are uniform for all a ∈ U), one can find
τ4(δ) > τ3(δ), such that sup
a∈U
1
τ
|trK3,δ,τ (a)| < ε
4
for every τ > τ4(δ).
Thus, the following statement is proved:
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Proposition 5.8.2 Let U be a compact set in Kr([0, 1]) consisting of functions of the form
a(x, y, ξ) = ca+(F â)(x, y, ξ) which satisfy the conditions of Theorem 5.7.1. Suppose also,
that for every fixed x ∈ [0, 1] the function (F â)(x, x, ξ) belongs to the space L1 and A1τ (F â)
is a trace class operator for every τ > 0.
Then for every ε > 0 there exists δ0(ε) ∈ N such that for every δ < δ0(ε) one can find
τ(δ) > 0 satisfying the following condition:
sup
a∈U
sup
τ>τ(δ)
1
τ
∣∣∣ tr((A1τ (a))−1 − B˜1δ,τ (a))∣∣∣ < ε.
If the conditions of Proposition 5.8.2 are fulfilled, then we denote
∆1δ,τ (a) :=
(
A1τ (a)
)−1 − B˜1δ,τ (a)
for δ > 0 and all τ > 0 for which the operator A1τ (a) is invertible. For other τ > 0 we put
∆1δ,τ (a) = 0.
5.9 An asymptotic representation of the operator f(A1τ(a))
Let a(x, y, ξ) be an element from Kr([0, 1]) satisfying the conditions of Theorem 5.1.1.
It is clear, that if Γ is a compact set in G(a), then the family of functions {a− λ}λ∈Γ
is compact and satisfies the conditions of Proposition 5.8.2.
We prove now an auxiliary result, which is useful for what follows.
Lemma 5.9.1 Let a(x, y, ξ) be an element from Kr([0, 1]) satisfying the conditions of
Theorem 5.1.1; let Γ be a compact set in G(a).
Then the value of ||∆1δ,τ (a − λ)||S1(L2([0,τ ])) depends continuously on λ ∈ Γ for fixed
τ > 0, δ > 0.
Proof: It can be easily shown that the operators σδ,τ (a − λ) − σ˜δ,τ (a − λ),
B1δ,τ (a − λ) − B˜1δ,τ (a − λ) and σ˜δ,τ (a − λ) continuously depend on λ ∈ Γ in the trace
class norm (for fixed δ > 0, τ > 0). From (30) we obtain the assertion.
Let {ψk}k∈N be an orthogonal normalized basis in L2([0, τ ]). Since
∞∑
k=1
|(∆1δ,τ (a− λ)ψk, ψk)| 6 ||∆1δ,τ (a− λ)||S1(L2([0,τ ])),
then by Lemma 5.9.1 the sequences {(∆1δ,τ (a − λ)ψk, ψk)}k∈N for λ ∈ Γ form a compact
set in the standard space of summable sequences l1(N) (here τ > 0 and δ > 0 are fixed).
Therefore, the series
tr∆1δ,τ (a− λ) =
∞∑
k=1
(∆1δ,τ (a− λ)ψk, ψk) (38)
converges absolutely and uniformly in λ ∈ Γ.
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Proposition 5.9.1 Let a ∈ Kr([0, 1]) satisfy the conditions of Theorem 5.1.1; let the
function f(z) be analytic in a domain D containing the set F(a). Then:
1) the spectrum of A1τ (a) is contained in D for τ > 0 large enough;
2) for every ε > 0 there exists δ0(ε) > 0 and for every δ < δ0(ε) one can find τ(δ) > 0
such that f(A1τ (a)) can be represented for τ > τ(δ) in the following form:
f(A1τ (a)) =
η∑
k=1
PτukC (f(a(ξk, ξk, ξ)))Pτvk +∆
1
f,δ,τ (a),
where ∆1f,δ,τ (a) ∈ End(L2([0, τ ])) and
1
τ
|tr∆1f,δ,τ (a)| < ε (for all τ > τ(δ)).
Proof: The first statement is a direct corollary of Theorem 5.7.1. We prove the second
one.
Let ε > 0. Let also D1 be a domain satisfying the condition F(a) ⊂ D1 ⊂ D1 ⊂ D
(D1 is the closure of D1); let Γ be a Jordan curve in D\D1.
Let us consider the set U of functions a − λ, λ ∈ Γ. It is compact in Kr([0, 1]). Let
τ0 > 0 be such that the operator A
1
τ (a− λ) is invertible for all τ > τ0, λ ∈ Γ.
By the Cauchy formula
f(z) =
1
2pii
∫
Γ
f(λ)
λ− zdλ, z ∈ F(a).
For τ > τ0 we get
f(A1τ (a)) = −
1
2pii
∫
Γ
f(λ)(A1τ (a)− λEτ )−1dλ = −
1
2pii
∫
Γ
f(λ)
(
A1τ (a− λ)
)−1
dλ.
In consequence of Proposition 5.8.2, there exists δ0(ε) > 0 and for every δ > δ0(ε)
one can find τ(δ) > τ0 such that for every τ > τ(δ) the operator (A
1
τ (a− λ))−1 can be
represented in the form(
A1τ (a− λ)
)−1
= B˜1δ,τ (a− λ) + ∆1δ,τ (a− λ),
where sup
λ∈Γ
1
τ
∣∣tr∆1δ,τ (a− λ)∣∣ < εmes(Γ) max
λ∈Γ
f(λ)
; mes(Γ) denotes the length of Γ.
We remark now that for every k = 1, ..., η
f(C(a(ξk, ξk, ξ))) = − 1
2pii
∫
Γ
f(λ)C−1(a(ξk, ξk, ξ))− λ)dλ = C(f(a(ξk, ξk, ξ))).
Then
− 1
2pii
∫
Γ
f(λ)B˜1δ,τ (a− λ)dλ =
η∑
k=1
PτukC(f(a(ξk, ξk, ξ)))Pτvk .
Let us denote
∆1f,δ,τ (a) := −
1
2pii
∫
Γ
f(λ)∆1δ,τ (a− λ)dλ.
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Since series (38) converges absolutely and uniformly in λ ∈ Γ, the following estimate
holds:
1
τ
|tr∆1f,δ,τ (a)| 6
1
τ
∫
Γ
|f(λ)||tr∆1δ,τ (a− λ)|dλ < ε.
Thus, the assertion is proved.
5.10 The proof of Theorem 5.1.1
In this section we prove the main result.
Proof of Theorem 5.1.1: We prove the second statement.
Obviously, 0 ∈ F(a). Since f(0) = 0, the function f(z) can be represented in the form
f(z) = z f1(z), where f1(z) is analytic in D.
Then f(A1τ (a)) = A
1
τ (a) · f1(A1τ (a)) ∈ S1(L2([0, τ ])), because A1τ (a) ∈ S1(L2([0, τ ])).
Using Propositions 5.8.1 and 5.9.1, we calculate the trace of the operator f(A1τ (a)).
For every ε > 0 there exists δ0(ε) > 0 and for every δ < δ0(ε) one can find τ(δ) > 0 such
that for τ > τ(δ) the following representation holds:
tr f(A1τ (a)) = τ δ
1
2pi
∫
R
f(a(0, 0, ξ))dξ + τ
η−1∑
k=2
δ
1
2pi
∫
R
f(a(ξk, ξk, ξ))dξ+
+ τ (1− (η − 1)δ) 1
2pi
∫
R
f(a(1, 1, ξ))dξ + tr∆1f,δ,τ (a),
where ∆1f,δ,τ (a) ∈ End(L2([0, τ ])) and
1
τ
|tr∆1f,δ,τ (a)| <
ε
2
.
Let us fix δ < δ0(ε) such that∣∣∣∣ 12pi
∫ 1
0
{∫
R
f(a(x, x, ξ))dξ
}
dx−
(
δ
1
2pi
∫
R
f(a(0, 0, ξ))dξ+
+
η−1∑
k=2
δ
1
2pi
∫
R
f(a(ξk, ξk, ξ))dξ + (1− (η − 1)δ) 1
2pi
∫
R
f(a(1, 1, ξ))
)
dξ
∣∣∣∣∣ < ε2 .
Let τ0 := τ(δ). It is clear, that for every τ > τ0 the inequality∣∣∣∣1τ tr f(A1τ (a))− 12pi
∫ 1
0
∫
R
f(a(x, x, ξ))dξdx
∣∣∣∣ < ε
holds, that proves the theorem.
5.11 The case of a matrix-valued symbol
In analogy with the discrete situation, we can generalize our investigations to the case
when the generating function a of the sequence {A1τ (a)}τ>0 is a matrix-valued function of
the form (aij)i,j=1,...,m with aij ∈ Kr([0, 1]).
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Then, the set F(a) is defined as the union of the spectra of the operators C+(a(0, 0, ξ)),
C+(a˜(1, 1, ξ)) and C(a(x, x, ξ)) for all x ∈ [0, 1].
Suppose that for every fixed x ∈ [0, 1] the functions aij(x, x, ξ) = F(âij) (i, j = 1, ...,m)
belong to the space L1 and âij(x, y, t) are continuous in the variables x, y uniformly in
t. Assume also that A1τ (a) is a trace class operator. Let the function f be analytic in a
neighbourhood D of F(a) and f(0) = 0. Then we can show that there exists τ0 > 0 such
that the spectrum of the operator A1τ (a) for τ > τ0 is contained in D. We obtain also
that f(A1τ (a)) is a trace class operator and the following asymptotics holds:
lim
τ→∞
1
τ
tr f(A1τ (a)) =
1
2pi
∫ 1
0
∫
R
trf(a(x, x, ξ))dξdx.
66
6 A Szego¨ type theorem for a generalized integral
convolution in the infinite case
In this part of the dissertation we obtain results on the asymptotic behavior of the spectra
for an integral analogue of the operator A2N(a) considered in Chapter 4.
6.1 The formulation of the Szego¨ type theorem
We define first the class of generating functions.
Definition 6.1.1 By Kr(R+) we denote the normed space of functions a(x, y, ξ) defined
on R+ × R+ × R and having the form a(x, y, ξ) = ca + (F â)(x, y, ξ), where ca is a com-
plex number, the function â defined on R+ × R+ × R satisfies the following conditions:
sup
x,y
|â(x, y, t)| belongs to the space L1 and
∫
R
|t| sup
x,y
|â(x, y, t)|2dt < +∞.
The norm in Kr(R+) is defined by
||a||Kr(R+) = |ca|+
∫
R
sup
x,y
|â(x, y, t)|dt+
(∫
R
|t| sup
x,y
|â(x, y, t)|2dt
)1/2
.
The algebraic operations in Kr(R+) can be defined pointwise. Then, it is not hard to
show that Kr(R+) is a Banach algebra. The Krein algebra Kr will be regarded in what
follows as a subalgebra of Kr(R+).
Let E(τ) : (0,+∞) −→ (0,+∞) be a function with the following properties:
E(τ) −−−→
τ→∞
∞ , τ
E(τ)
−−−→
τ→∞
∞.
For a ∈ Kr(R+) and τ > 0 we denote by A2τ (a) the operator acting on L2([0, τ ]) as
follows:
(A2τ (a)ϕ)(t) = caϕ(t) +
∫ τ
0
â
(
t
E(τ)
,
s
E(τ)
, t− s
)
ϕ(s)ds, t ∈ [0, τ ], ϕ ∈ L2([0, τ ]).
The function a(x, y, ξ) = ca+(F â)(x, y, ξ) is the symbol of the operator family {A2τ (a)}τ>0,
the function ατ (t, s) = â
(
t
E(τ)
,
s
E(τ)
, t− s
)
(t, s ∈ [0, τ ]) is the kernel of A2τ (a).
G(a) is the set of all λ ∈ C such that:
1) inf
x∈R+, ξ∈R
|a(x, x, ξ)− λ| > 0;
2) the operator C+(a(0, 0, ξ)− λ) is invertible.
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F(a) = C\G(a).
We give also some additional definitions.
Suppose the function ϕ(x, y, t) is defined on R+ × R+ × R. It is called uniformly
continuous in the variables x and y uniformly relative to t, if for an arbitrary ε > 0 there
exists δ(ε) > 0 such that
sup
|x−x′|<δ(ε),|y−y′|<δ(ε)
|ϕ(x, y, t)− ϕ(x′, y′, t)| < ε
for every t ∈ R.
Suppose, the function ψ(x, t) is defined on R+×R and ψ(x, t) ∈ L1(R) for every fixed
x ∈ R+. This function is called continuous in the mean uniformly in x, if for every ε > 0
there exists δ(ε) > 0 such that for all 0 < h < δ(ε) and x ∈ R+ the following inequality
holds: ∫
R
|ψ(x, t+ h)− ψ(x, t)|dt < ε.
The main result is formulated as follows:
Theorem 6.1.1 Let a(x, y, ξ) ∈ Kr(R+) have the form a(x, y, ξ) = (F â)(x, y, ξ) (ca = 0),
and satisfy the following conditions:
1) the function â(x, y, t) is uniformly continuous in the variables x and y, uniformly
relative to t;
2) lim
t→∞
sup
x,y
|â(x, y, t)| = 0;
3) the function â(x, x, t) is continuous in the mean uniformly in x;
4) the function a(x, x, ξ) belongs to the space L1 for every fixed x ∈ R+.
Suppose also that A2τ (a) = A
2
τ (F â) is a trace class operator for every τ > 0.
Let f be an analytic function defined in some neighbourhood D of the set F(a) and
f(0) = 0.
Then there exists τ0 > 0 such that the spectrum of A
2
τ (a) is contained in D for every
τ > τ0. Moreover, f(A
2
τ (a)) is a trace class operator and the following limit relation holds:
1
τ
tr f(A2τ (a))−
E(τ)
τ
1
2pi
∫ τ/E(τ)
0
{∫
R
f(a(x, x, ξ))dξ
}
dx −−−→
τ→∞
0.
6.2 The function Φ(A2τ(a), d)
The following useful statement can be proved by analogue with Proposition 5.4.4.
Proposition 6.2.1 Let U be a compact set in Kr(R+). Then
sup
a∈U
sup
τ>0
Φ(A2τ (a), d) = o(1) as d→ +∞.
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6.3 A local estimate for the operator A2τ(a)
Let Uγ(δ) := [γ − δ, γ + δ] ∩ R+ for γ ∈ R+, δ > 0.
The following statement can be proved analogously to Proposition 5.6.1
Proposition 6.3.1 Let U be a compact set in Kr(R+) consisting of functions
a(x, y, ξ) = ca + (F â)(x, y, ξ), where â(x, y, t) is uniformly continuous in variables x and
y, uniformly relative to t. Then for every ε > 0 there exists δ0(ε) > 0 such that for all
δ < δ0(ε) and τ > 0 the following inequality holds:
sup
a∈U
sup
x∈R+
∣∣∣∣PE(τ)Ux(δ)∩[0,τ ] (A2τ (a)− C(a(x, x, ξ)))PE(τ)Ux(δ)∩[0,τ ]∣∣∣∣ < ε.
6.4 The theorem on the almost inverse operator
In this section we study the asymptotic invertibility of the operator A2τ (a).
Let a(x, y, ξ) = ca+(F â)(x, y, ξ) ∈ Kr(R+), where â(x, y, t) is uniformly continuous in
the variables x and y, uniformly relative to t. Suppose that the closure of the image of the
function a(x, x, ξ) for x ∈ R+, ξ ∈ R does not contain zero and the operator C+(a(0, 0, ξ)
is invertible. We remark that in this case the operator C+(a˜(x, x, ξ)) is invertible for every
fixed x ∈ R+ (because the function a˜(x, x, ξ) = a(x, x,−ξ) has winding number zero on
R for every fixed x ∈ R+).
Let also δ > 0. We denote by B2δ,τ (a) the operator, acting on L2([0, τ ]) as follows:
B2δ,τ (a) = PE(τ)u1τC
−1
+ (a(0, 0, ξ))PE(τ)v1τ+
+
η(τ)−1∑
k=2
PE(τ)ukτC
−1(a(ξk, ξk, ξ))PE(τ)vkτ+
+ P
E(τ)u
η(τ)
τ
WτC
−1
+ (a˜(ξη(τ), ξη(τ), ξ))WτPE(τ)vη(τ)τ ,
where η(τ) is the integer part of the value
1
δ
τ
E(τ)
; ξk = (k−1)δ for k = 1, ..., η(τ)−1 and
ξη(τ) = τ/E(τ). Therein {ukτ}η(τ)k=1 and {vkτ}η(τ)k=1 are the families of subsets of [0, τ/E(τ)]
defined as follows:
1) ukτ = [(k − 1)δ, kδ) for k = 1, ..., η(τ)− 1 and uη(τ)τ = [(η(τ)− 1)δ, τ/E(τ)];
2) vkτ = [(k− 2)δ, (k+1)δ)∩ [0, τ/E(τ)] for k = 1, ..., η(τ) (obviously, the overlapping
rate of these sets is equal to 5).
Theorem 6.4.1 Let U be a compact set in Kr(R+) which consists of elements a(x, y, ξ) =
ca + (F â)(x, y, ξ) satisfying the following conditions:
1) the function â(x, y, t) is uniformly continuous in the variables x and y, uniformly
relative to t;
2) the function â(x, x, t) is continuous in the mean uniformly in x;
3) the closure of the image of the function a(x, x, ξ) for x ∈ R+, ξ ∈ R does not
contain zero;
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4) the operator C+(a(0, 0, ξ)) is invertible.
Then the following statements hold:
1) sup
a∈U,δ>0,τ>0
‖B2δ,τ (a)‖ <∞;
2) for arbitrary ε > 0 there exists δ0(ε) > 0 such that for every δ < δ0(ε) one can find
τ(δ) > 0 satisfying the following condition:
sup
a∈U
sup
τ>τ(δ)
||B2δ,τ (a)A2τ (a)− Eτ || < ε.
Before we start with the proof of this theorem, we prove two auxiliary lemmas.
Lemma 6.4.1 If the conditions of Theorem 6.4.1 are fulfilled, then the family of functions
{a(x, x, ξ)}a∈U,x∈R+ is precompact in the algebra Kr.
Proof: The statement follows from the standard compactness criterion in Lp-spaces tak-
ing into account the second condition of Theorem 6.4.1 and the fact that U is compact.
Lemma 6.4.2 If the conditions of Theorem 6.4.1 are fulfilled, then the opera-
tor families
{
C−1+ (a(0, 0, ξ))
}
a∈U, {C−1(a(x, x, ξ))}a∈U,x∈R+,
{
C−1+ (a˜(x, x, ξ))
}
a∈U,x∈R+,{(
P(−∞,τ ]C(a(x, x, ξ))P(−∞,τ ]
)−1}
a∈U,x∈R+,τ>0
are precompact and, therefore, bounded.
Proof: By B we denote the closure of the family {a(x, x, ξ)}a∈U,x∈R+ in the algebra Kr.
It follows from the conditions on elements of U that the operators C+(b), C(b), C+(˜b) and(
P(−∞,τ ]C(b)P(−∞,τ ]
)−1
are invertible for every b ∈ B. All these operators continuously
depend on b ∈ B, that proves the assertion.
Now we can start with the proof of Theorem 6.4.1.
Proof of Theorem 6.4.1: The first statement follows from Lemmas 5.7.1 and 6.4.2. We
prove the second one.
Let us denote:
1) M := sup
a∈U
||a||Kr(R+);
2) M′ := max
{
sup
a∈U
∣∣∣∣C−1+ (a(0, 0, ξ))∣∣∣∣ , sup
a∈U
sup
x∈R+
||a−1(x, x, ξ)||Kr ,
sup
a∈U
sup
x∈R+
∣∣∣∣C−1+ (a˜(x, x, ξ))∣∣∣∣}.
Let us fix an arbitrary ε > 0. By Proposition 6.3.1 one can choose δ0(ε) > 0 such that
for every δ < δ0(ε) the following estimate holds:
sup
a∈U
sup
x∈R+
∣∣∣∣PE(τ)Ux(3δ)∩[0,τ ] (A2τ (a)− C(a(x, x, ξ)))PE(τ)Ux(3δ)∩[0,τ ]∣∣∣∣ < ε20M′ . (39)
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Let us fix some δ < δ0(ε). We consider the family {wkτ}k=1,...,η(τ) of subsets of
[0, τ/E(τ)] with
wkτ = [(k − 3)δ, (k + 2)δ) ∩ [0, τ/E(τ)] for k = 1, ..., η(τ)
(the overlapping rate is equal to 9).
It is also clear, that ukτ ⊂ vkτ ⊂ wkτ for every k = 1, ..., η(τ).
Furthermore, we consider the values Iδ,τ (a) and I
′
δ,τ (a):
Iδ,τ (a) = B
2
δ,τ (a)A
2
τ (a) =
= PE(τ)u1τC
−1
+ (a(0, 0, ξ))PE(τ)v1τA
2
τ (a)+
+
η(τ)−1∑
k=2
PE(τ)ukτC
−1(a(ξk, ξk, ξ))PE(τ)vkτA
2
τ (a)+
+ P
E(τ)u
η(τ)
τ
WτC
−1
+ (a˜(ξη(τ), ξη(τ), ξ))WτPE(τ)vη(τ)τ A
2
τ (a),
I ′δ,τ (a) = PE(τ)u1τC
−1
+ (a(0, 0, ξ))PE(τ)v1τC(a(0, 0, ξ))PE(τ)v1τ+
+
η(τ)−1∑
k=2
PE(τ)ukτC
−1(a(ξk, ξk, ξ))PE(τ)vkτC(a(ξk, ξk, ξ))PE(τ)vkτ+
+ P
E(τ)u
η(τ)
τ
WτC
−1
+ (a˜(ξη(τ), ξη(τ), ξ))WτPE(τ)vη(τ)τ C(a(ξη(τ), ξη(τ), ξ))PE(τ)vη(τ)τ .
Let us denote Λ1,δ,τ (a) := Iδ,τ (a)− I ′δ,τ (a), Λ2,δ,τ (a) := I ′δ,τ (a)− Eτ .
Step I: We consider first Λ2,δ,τ (a):
Λ2,δ,τ (a) = − PE(τ)u1τC−1+ (a(0, 0, ξ))PR+\E(τ)v1τC(a(0, 0, ξ))PE(τ)v1τ−
−
η(τ)−1∑
k=2
PE(τ)ukτC
−1(a(ξk, ξk, ξ))PR\E(τ)vkτC(a(ξk, ξk, ξ))PE(τ)vkτ−
− P
E(τ)u
η(τ)
τ
(
P(−∞,τ ]C(a(ξη(τ), ξη(τ), ξ))P(−∞,τ ]
)−1
P
(−∞,τ ]\E(τ)vη(τ)τ ×
× C(a(ξη(τ), ξη(τ), ξ))PE(τ)vη(τ)τ .
In consequence of inequality (17) and Lemma 5.7.1, the following estimate holds:
||Λ2,δ,τ (a)|| 6MΦ
(
C−1+ (a(0, 0, ξ)), E(τ)δ
)
+ 5 · 2M sup
x∈R+
Φ
(
C−1(a(x, x, ξ)), E(τ)δ
)
+
+M sup
x∈R+
Φ
((
P(−∞,τ ]C(a(x, x, ξ))P(−∞,τ ]
)−1
, E(τ)δ
)
.
If B is the closure of the family of functions {a(x, x, ξ)}a∈U,x∈R+ in the algebra Kr,
then
sup
a∈U
||Λ2,δ,τ (a)|| 6M sup
b∈B
Φ
(
C−1+ (b), E(τ)δ
)
+ 5 · 2M sup
b∈B
Φ
(
C−1(b), E(τ)δ
)
+
+M sup
b∈B
Φ
((
P(−∞,τ ]C(b)P(−∞,τ ]
)−1
, E(τ)δ
)
.
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By Proposition 5.4.3 and Corollary 5.5.1, there exists τ ′(δ) > 0 such that
sup
a∈U
||Λ2,δ,τ (a)|| < ε/4 for every τ > τ ′(δ).
Step II: We consider now Λ1,δ,τ (a): Λ1,δ,τ (a) = Λ3,δ,τ (a) + Λ4,δ,τ (a), where
Λ3,δ,τ (a) = PE(τ)u1τC
−1
+ (a(0, 0, ξ))PE(τ)v1τ
(
A2τ (a)− C(a(0, 0, ξ))
)
PE(τ)v1τ+
+
η(τ)−1∑
k=2
PE(τ)ukτC
−1(a(ξk, ξk, ξ))PE(τ)vkτ
(
A2τ (a)− C(a(ξk, ξk, ξ))
)
PE(τ)vkτ+
+ P
E(τ)u
η(τ)
τ
WτC
−1
+ (a˜(ξη(τ), ξη(τ), ξ))WτPE(τ)vη(τ)τ ×
× (A2τ (a)− C(a(ξη(τ), ξη(τ), ξ)))PE(τ)vη(τ)τ ,
Λ4,δ,τ (a) = PE(τ)u1τC
−1
+ (a(0, 0, ξ))PE(τ)v1τA
2
τ (a)P[0,τ ]\E(τ)v1τ+
+
η(τ)−1∑
k=2
PE(τ)ukτC
−1(a(ξk, ξk, ξ))PE(τ)vkτA
2
τ (a)P[0,τ ]\E(τ)vkτ+
+ P
E(τ)u
η(τ)
τ
WτC
−1
+ (a˜(ξη(τ), ξη(τ), ξ))WτPE(τ)vη(τ)τ A
2
τ (a)P[0,τ ]\E(τ)vη(τ)τ ,
By estimate (39) and Lemma 5.7.1 we obtain sup
a∈U
||Λ3,δ,τ (a)|| < ε/4 (for all τ > 0).
Let us consider Λ4,δ,τ (a): Λ4,δ,τ (a) = Λ5,δ,τ (a) + Λ6,δ,τ (a), where
Λ5,δ,τ (a) = B
2
δ,τ (a)
η(τ)∑
k=1
PE(τ)ukτA
2
τ (a)P[0,τ ]\E(τ)wkτ
 ,
Λ6,δ,τ (a) = PE(τ)u1τC
−1
+ (a(0, 0, ξ))PE(τ)v1τ
(∑
i=1,2
PE(τ)uiτA
2
τ (a)PE(τ)wiτ\E(τ)v1τ
)
+
+
η(τ)−1∑
k=2
PE(τ)ukτC
−1(a(ξk, ξk, ξ))PE(τ)vkτ
(
k+1∑
i=k−1
PE(τ)uiτA
2
τ (a)PE(τ)wiτ\E(τ)vkτ
)
+
+ P
E(τ)u
η(τ)
τ
WτC
−1
+ (a˜(ξη(τ), ξη(τ), ξ))WτPE(τ)vη(τ)τ ×
×
 ∑
i= η(τ)−1, η(τ)
PE(τ)uiτA
2
τ (a)PE(τ)wiτ\E(τ)vη(τ)τ
 .
The following estimates hold:
sup
a∈U
∣∣∣∣∣
∣∣∣∣∣
η(τ)∑
k=1
PE(τ)ukτA
2
τ (a)P[0,τ ]\E(τ)wkτ
∣∣∣∣∣
∣∣∣∣∣
2
=
= sup
a∈U
sup
||ϕ||=1
η(τ)∑
k=1
∫
E(τ)ukτ
∣∣∣∣∣
∫
[0,τ ]\E(τ)wkτ
â
(
t
E(τ)
,
s
E(τ)
, t− s
)
ϕ(s)ds
∣∣∣∣∣
2
dt 6
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6 sup
a∈U
sup
||ϕ||=1
η(τ)∑
k=1
∫
E(τ)ukτ
( ∫
s∈ [0,τ ]
| t−s|> 2E(τ)δ
sup
x,y
|â(x, y, t− s)| |ϕ(s)|ds
)2
dt =
= sup
a∈U
sup
||ϕ||=1
∫ τ
0
( ∫
s∈ [0,τ ]
| t−s|> 2E(τ)δ
sup
x,y
|â(x, y, t− s)| |ϕ(s)|ds
)2
dt 6
6 sup
a∈U
sup
||ϕ||=1
∫ τ
0
( ∫
s∈ [0,τ ]
| t−s|> 2E(τ)δ
sup
x,y
|â(x, y, t− s)| ds×
×
∫
s∈ [0,τ ]
| t−s|> 2E(τ)δ
sup
x,y
|â (x, y, t− s)| |ϕ(s)|2ds
)
dt 6
6 sup
a∈U
(∫
|u|>2E(τ)δ
sup
x,y
|â(x, y, u)|du
)2
.
Therefore
sup
a∈U
∣∣∣∣∣
∣∣∣∣∣
η(τ)∑
k=1
PE(τ)ukτA
2
τ (a)P[0,τ ]\E(τ)wkτ
∣∣∣∣∣
∣∣∣∣∣ −−−→τ→∞ 0.
From this it follows that there exists τ ′′(δ) > τ ′(δ) such that sup
a∈U
||Λ5,δ,τ (a)|| < ε/4 for
every τ > τ ′′(δ).
For the value Λ6,δ,τ (a) from estimate (17) and Lemma 5.7.1 we obtain:
||Λ6,δ,τ (a)|| 6 3 ·
[
MΦ
(
C−1+ (a(0, 0, ξ)),
1
2
E(τ)δ
)
+M′Φ
(
A2τ (a),
1
2
E(τ)δ
)
+
+ 9 · 2M sup
x∈R+
Φ
(
C−1(a(x, x, ξ)),
1
2
E(τ)δ
)
+ 9 · 2M′Φ
(
A2τ (a),
1
2
E(τ)δ
)
+
+MΦ
(
WτC
−1
+ (a˜(ξη(τ), ξη(τ), ξ))Wτ ,
1
2
E(τ)δ
)
+M′Φ
(
A2τ (a),
1
2
E(τ)δ
)]
.
Obviously, there exists τ(δ) > τ ′′(δ) such that sup
a∈U
||Λ6,δ,τ (a)|| < ε/4 for every τ > τ(δ).
Thus, sup
a∈U
||B2δ,τ (a)A2τ (a)− Eτ || < ε for every τ > τ(δ), and we get the claim.
The following statements are corollaries of Theorem 6.4.1.
Corollary 6.4.1 Let the conditions of Theorem 6.4.1 be fulfilled. Then there exists τ0 > 0
such that the operator A2τ (a) is invertible for all τ > τ0, a ∈ U.
Corollary 6.4.2 Let the conditions of Theorem 6.4.1 be fulfilled. Then for an arbitrary
ε > 0 there exists δ0(ε) > 0 such that for every δ > δ0(ε) one can find τ(δ) > 0 satisfying
the following inequality:
sup
a∈U
sup
τ>τ(δ)
∥∥∥(A2τ (a))−1 −B2δ,τ (a)∥∥∥ < ε.
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6.5 The asymptotic behavior of the trace of the operator(A2τ(a))−1 − B˜2δ,τ(a)
We return to the proof of Theorem 6.4.1. However, the elements of the compact set U
will be supposed to satisfy some additional conditions. Let the set U consist of functions
a(x, y, ξ) = ca+(F â)(x, y, ξ) for which the assumptions of Theorem 6.4.1 and the following
conditions are fulfilled:
1) lim
t→∞
sup
a∈U
sup
x,y
|â(x, y, t)| = 0;
2) for every fixed x ∈ R+ the function (F â)(x, x, ξ) belongs to the space L1;
3) A2τ (F â) is a trace class operator for every τ > 0.
Let us fix an arbitrary 0 < ε(< 1/2) and ε′ > 0, such that
ε′ < min
{
ε,
1
2
· 1
4M′ ,
ε
4
· 1
16(M′)2(1 + 2M′M) ,
1
64M(M′)3 ·
ε
12
,
1
128M2(M′)4 ·
ε
12
}
.
Repeating the proof of Theorem 6.4.1, we can show that for the fixed ε′ > 0 there
exists δ0(ε
′) > 0 and for every δ < δ0(ε′) one can find τ(δ) > 0 such that for all τ > τ(δ)
and a ∈ U the following representation holds:
B2δ,τ (a)A
2
τ (a) = Eτ + σδ,τ (a),
where σδ,τ (a) ∈ End(L2([0, τ ])), σδ,τ (a) = Λ2,δ,τ (a) + Λ3,δ,τ (a) + Λ5,δ,τ (a) + Λ6,δ,τ (a),
sup
a∈U
sup
τ>τ(δ)
||Λ2,δ,τ (a)|| < ε′/4,
sup
a∈U
sup
τ>τ(δ)
||Λ3,δ,τ (a)|| < ε′/4,
sup
a∈U
sup
τ>τ(δ)
||Λ5,δ,τ (a)|| < ε′/4,
sup
a∈U
sup
τ>τ(δ)
||Λ6,δ,τ (a)|| < ε′/4.
The value δ0(ε
′) > 0 can be chosen small enough that for every δ < δ0(ε′) the following
estimates hold:
sup
a∈U
sup
x∈R+, x′,y′∈Ux(3δ), t∈R
|â(x′, y′, t)− â(x, x, t)| < ε′, (40)
sup
a∈U
∫
R
sup
x∈R+, x′,y′∈Ux(3δ)
|â(x′, y′, t)− â(x, x, t)| dt < ε′. (41)
Let δ < δ0(ε
′) be fixed. Let also τ(δ) > 0 be large enough that for every τ > τ(δ) the
following estimates hold:
sup
a∈U
sup
x,y∈R+, | t|>E(τ)δ
|â(x, y, t)| < ε′, (42)
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sup
a∈U
∫
| t|>E(τ)δ
sup
x,y∈R+
|â(x, y, t)| < ε′. (43)
The inverse operator (A2τ (a))
−1
can be represented in the form(
A2τ (a)
)−1
= (Eτ + σδ,τ (a))
−1B2δ,τ (a) = B
2
δ,τ (a)− σδ,τ (a)(Eτ + σδ,τ (a))−1B2δ,τ (a). (44)
Let us prove that (A2τ (a))
−1 −B2δ,τ (a) is a trace class operator.
Lemma 6.5.1 For all a ∈ U, τ > τ(δ) the difference (A2τ (a))−1 −B2δ,τ (a) is a trace class
operator.
Proof: To prove the statement, it is enough to show that σδ,τ (a) ∈ S1(L2([0, τ ])) for all
fixed a ∈ U, τ > τ(δ).
Since
||Λ2,δ,τ (a)||S1(L2([0,τ ])) 6 Φ
(
C−1+ (a(0, 0, ξ)), E(τ)δ
)
Φ (C(a(0, 0, ξ)), 0)+
+
η(τ)−1∑
k=2
2Φ
(
C−1(a(ξk, ξk, ξ)), E(τ)δ
) · 2Φ (C(a(ξk, ξk, ξ)), 0)+
+ Φ
(
WτC
−1
+ (a˜(ξη(τ), ξη(τ), ξ))Wτ , E(τ)δ
)
Φ
(
C(a(ξη(τ), ξη(τ), ξ)), 0
)
,
(45)
then Λ2,δ,τ (a) ∈ S1(L2([0, τ ])) for all fixed a ∈ U, τ > τ(δ).
By Proposition 5.8.1 and taking into account the conditions on the elements
from U, we obtain that for a ∈ U, τ > τ(δ) and every x ∈ R+ the dif-
ference PE(τ)vkτ (A
2
τ (a)− C(a(x, x, ξ)))PE(τ)vkτ is a trace class operator. Therefore,
Λ3,δ,τ (a) ∈ S1(L2([0, τ ])).
Furthermore, for all i, k = 1, ..., η(τ), k − 1 6 i 6 k + 1 the operators
PE(τ)ukτA
2
τ (a)P[0,τ ]\E(τ)wkτ and PE(τ)uiτA
2
τ (a)PE(τ)wiτ\E(τ)vkτ
are trace class operators. Hence, Λ5,δ,τ (a),Λ6,δ,τ (a) ∈ S1(L2([0, τ ])). In summary, we get
the claim.
Let us denote by B˜2δ,τ (a), Λ˜2,δ,τ (a), Λ˜3,δ,τ (a), Λ˜5,δ,τ (a), Λ˜6,δ,τ (a) the operators which
can be obtained from B2δ,τ (a), Λ2,δ,τ (a), Λ3,δ,τ (a), Λ5,δ,τ (a), Λ6,δ,τ (a) when one replaces
C−1+ (a(0, 0, ξ)), WτC
−1
+ (a˜(ξη(τ), ξη(τ), ξ))Wτ and
(
P(−∞,τ ]C(a(ξη(τ), ξη(τ), ξ))P(−∞,τ ]
)−1
by
C−1(a(0, 0, ξ)), C−1(a(ξη(τ), ξη(τ), ξ)) and C−1(a(ξη(τ), ξη(τ), ξ)), respectively.
Let σ˜δ,τ (a) = Λ˜2,δ,τ (a) + Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a) + Λ˜6,δ,τ (a).
By equalities (21), (22), (26) and Proposition 5.5.2 we obtain:
sup
a∈U
1
τ
∣∣∣∣∣∣B˜2δ,τ (a)−B2δ,τ (a)∣∣∣∣∣∣
S1(L2[0,τ ])
−−−→
τ→∞
0, (46)
sup
a∈U
1
τ
||Λ˜2,δ,τ (a)− Λ2,δ,τ (a)||S1(L2[0,τ ]) −−−→
τ→∞
0, (47)
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sup
a∈U
1
τ
||Λ˜3,δ,τ (a)− Λ3,δ,τ (a)||S1(L2[0,τ ]) −−−→
τ→∞
0,
sup
a∈U
1
τ
||Λ˜5,δ,τ (a)− Λ5,δ,τ (a)||S1(L2[0,τ ]) −−−→
τ→∞
0,
sup
a∈U
1
τ
||Λ˜6,δ,τ (a)− Λ6,δ,τ (a)||S1(L2[0,τ ]) −−−→
τ→∞
0.
Therefore,
sup
a∈U
1
τ
||σδ,τ (a)(Eτ + σδ,τ (a))−1B2δ,τ (a)−
− σ˜δ,τ (a)(Eτ + σ˜δ,τ (a))−1B˜2δ,τ (a)||S1(L2([0,τ ])) −−−→
τ→∞
0.
(48)
Applying (45) and (47), we can show that sup
a∈U
1
τ
||Λ˜2,δτ (a)||S1(L2[0,τ ]) −−−→
τ→∞
0. Then we
get
sup
a∈U
1
τ
∣∣∣∣∣∣σ˜δ,τ (a)− (Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a) + Λ˜6,δ,τ (a))∣∣∣∣∣∣
S1(L2[0,τ ])
−−−→
τ→∞
0. (49)
By (44), (46), (48) and (49), there exists τ1(δ) > τ(δ) such that for every τ > τ1(δ)
the following inequality holds:
sup
a∈U
1
τ
∣∣∣tr ((A2τ (a))−1 − B˜2δ,τ (a))∣∣∣ <
< sup
a∈U
1
τ
∣∣∣ tr (Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a) + Λ˜6,δ,τ (a))×
×(Eτ + Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a) + Λ˜6,δ,τ (a))−1B˜2δ,τ (a)
∣∣∣+ ε
4
.
From the representation
(Eτ + Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a) + Λ˜6,δ,τ (a))
−1 =
= (Eτ + Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))
−1
(
Eτ + Λ˜6,δ,τ (a)
(
Eτ + Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a)
)−1)−1
=
= (Eτ + Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))
−1
∞∑
k=0
(−1)k(Λ˜6,δ,τ (a))k
(
Eτ + Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a)
)−k
we obtain
sup
a∈U
1
τ
∣∣∣tr ((A2τ (a))−1 − B˜2δ,τ (a))∣∣∣ <
< sup
a∈U
1
τ
|tr (T1,δ,τ (a) + T2,δ,τ (a) + T3,δ,τ (a))|+ ε
4
,
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where
T1,δ,τ (a) = (Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a) + Λ˜6,δ,τ (a))(Eτ + Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))
−1B˜2δ,τ (a),
T2,δ,τ (a) = −(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a) + Λ˜6,δ,τ (a))(Eτ + Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))−1×
× Λ˜6,δ,τ (a)(Eτ + Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))−1B˜2δ,τ (a),
T3,δ,τ (a) = (Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a) + Λ˜6,δ,τ (a))(Eτ + Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))
−1×
×
∞∑
k=2
(−1)k(Λ˜6,δ,τ (a))k(Eτ + Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))−kB˜2δ,τ (a).
It can be shown by help of estimates (40), (41), (42) and (43) that Λ˜3,δ,τ (a), Λ˜5,δ,τ (a)
and Λ˜6,δ,τ (a) for all τ > τ1(δ), a ∈ U are Hilbert-Schmidt operators with kernels (in the
general form) ατ, a(x, y), βτ, a(x, y) and γτ, a(x, y) satisfying the following conditions:
sup
τ>τ ′(δ), a∈U
sup
x,y∈[0,τ ]
|ατ, a(x, y)| < 2ε′M′, sup
τ>τ ′(δ), a∈U
sup
x∈[0,τ ]
∫
y∈[0,τ ]
|ατ, a(x, y)| < 2ε′M′,
sup
τ>τ ′(δ), a∈U
sup
x,y∈[0,τ ]
|βτ, a(x, y)| < 2ε′M′, sup
τ>τ ′(δ), a∈U
sup
x∈[0,τ ]
∫
y∈[0,τ ]
|βτ, a(x, y)| < 2ε′M′,
sup
τ>τ ′(δ), a∈U
sup
x∈[0,τ ]
∫
y∈[0,τ ]
|γτ, a(x, y)| < 2MM′.
Taking into account these estimates of the kernels, we consider the trace of the ope-
rators T1,δ,τ (a), T2,δ,τ (a) and T3,δ,τ (a).
Lemma 6.5.2 For every τ > τ1(δ) it holds sup
a∈U
1
τ
|trT1,δ,τ (a)| < ε
4
.
Proof: According to the properties of trace class operators, we have
trT1,δ,τ (a) = tr B˜
2
δ,τ (a)(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a) + Λ˜6,δ,τ (a))(Eτ + Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))
−1 =
= tr B˜2δ,τ (a)(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a) + Λ˜6,δ,τ (a))
(
Eτ +
∞∑
k=1
(−1)k(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))k
)
.
We remark, that the trace of the operator B˜2δ,τ (a)Λ˜6,δ,τ (a) is obviously equal to zero.
Furthermore, the modulus of the kernel of the operator
B˜2δ,τ (a)(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))+
+B˜2δ,τ (a)(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a) + Λ˜6,δ,τ (a))
∞∑
k=1
(−1)k(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))k
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can be estimated (see the corresponding remark in the beginning of Section 5.8 about the
product of Hilbert-Schmidt operators) by
2M′ · (2ε′M′ + 2ε′M′) + 2M′ · (2ε′M′ + 2ε′M′ + 2M′M) ·
∞∑
k=1
(2ε′M′ + 2ε′M′)k =
= 8ε′(M′)2+2M′ ·(4ε′M′+2M′M)· 4ε
′M′
1− 4ε′M′ < 8ε
′(M′)2+2M′ ·(1+4M′M)·4ε′M′ =
= 16ε′(M′)2(1 + 2M′M) < ε
4
.
From this and Proposition 5.2.3 we obtain the claim.
Lemma 6.5.3 There exists τ2(δ) > τ1(δ) such that sup
a∈U
1
τ
|trT2,δ,τ (a)| < ε
4
for every
τ > τ2(δ).
Proof: We consider T2,δ,τ (a) = T
(1)
2,δ,τ (a) + T
(2)
2,δ,τ (a) + T
(3)
2,δ,τ (a), where
T
(1)
2,δ,τ (a) = −(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))
(
Eτ +
∞∑
k=1
(−1)k(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))k
)
×
× Λ˜6,δ,τ (a)
(
Eτ +
∞∑
k=1
(−1)k(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))k
)
B˜2δ,τ (a),
T
(2)
2,δ,τ (a) = −Λ˜6,δ,τ (a)Λ˜6,δ,τ (a))
(
Eτ +
∞∑
k=1
(−1)k(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))k
)
B˜2δ,τ (a),
T
(3)
2,δ,τ (a) = −Λ˜6,δ,τ (a)
∞∑
k=1
(−1)k(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))k×
× Λ˜6,δ,τ (a)
(
Eτ +
∞∑
k=1
(−1)k(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))k
)
B˜2δ,τ (a).
Let us consider first T
(1)
2,δ,τ (a). By properties of trace class operators we get
trT
(1)
2,δ,τ (a) = −tr
(
Eτ +
∞∑
k=1
(−1)k(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))k
)
×
× Λ˜6,δ,τ (a)
(
Eτ +
∞∑
k=1
(−1)k(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))k
)
B˜2δ,τ (a)(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a)).
The modulus of the kernel of this operator can be estimated by(
1 +
∞∑
k=1
(4ε′M′)k
)
· 2MM′ ·
(
1 +
∞∑
k=1
(4ε′M′)k
)
· 2M′ · 4ε′M′ =
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=(
1
1− 4ε′M′
)2
· 4M(M′)3 · 4ε′ < ε
12
.
By Proposition 5.2.3 we have sup
a∈U
1
τ
∣∣∣trT (1)2,δ,τ (a)∣∣∣ < ε12 for all τ > τ1(δ).
Since sup
a∈U
1
τ
∣∣∣∣∣∣(Λ˜6,δ,τ (a))2∣∣∣∣∣∣
S1(L2([0,τ ]))
−−−→
τ→∞
0, then there exists τ2(δ) > τ1(δ) such that
sup
a∈U
1
τ
∣∣∣trT (2)2,δ,τ (a)∣∣∣ < ε12 for every τ > τ2(δ).
We consider now T
(3)
2,δ,τ (a):
trT
(3)
2,δ,τ (a) = −tr Λ˜6,δ,τ (a)
(
Eτ +
∞∑
k=1
(−1)k(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))k
)
B˜2δ,τ (a)×
× Λ˜6,δ,τ (a)
∞∑
k=1
(−1)k(Λ˜3,δ,τ (a) + Λ˜5,δ,τ (a))k.
The modulus of the kernel of this operator is estimated by
2MM′ ·
(
1 +
∞∑
k=1
(4ε′M′)k
)
· 2M′ · 2MM′ ·
∞∑
k=1
(4ε′M′)k =
= 8M2(M′)3 · 1
(1− 4ε′M′)2 · 4ε
′M′ < 8M2(M′)4 · 16ε′ < ε
12
.
By Proposition 5.2.3 we have sup
a∈U
1
τ
∣∣∣trT (3)2,δ,τ (a)∣∣∣ < ε12 for all τ > τ1(δ).
In summary, we get the claim.
Lemma 6.5.4 There exists τ3(δ) > τ2(δ) such that sup
a∈U
1
τ
|trT3,δ,τ (a)| < ε
4
for every
τ > τ3(δ).
Proof: The statement follows from sup
a∈U
1
τ
∣∣∣∣∣∣(Λ˜6,δ,τ (a))2∣∣∣∣∣∣
S1(L2([0,τ ]))
−−−→
τ→∞
0.
Hence, the following statement is proved:
Proposition 6.5.1 Let U be a compact set in Kr(R+) which consists of functions
a(x, y, ξ) = ca + (F â)(x, y, ξ) satisfying the conditions of Theorem 6.4.1. Suppose also,
that
1) lim
t→∞
sup
a∈U
sup
x,y∈R+
|â(x, y, t)| = 0;
2) for every fixed x ∈ R+ the function (F â)(x, x, ξ) belongs to the space L1;
3) A2τ (F â) is a trace class operator for every τ > 0.
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Then for every ε > 0 there exists δ0(ε) > 0 such that for every δ < δ0(ε) one can find
τ(δ) > 0 satisfying the following condition:
sup
a∈U
sup
τ>τ(δ)
∣∣∣∣1τ tr((A2τ (a))−1 − B˜2δ,τ (a))
∣∣∣∣ < ε.
If the conditions of Proposition 6.5.1 are fulfilled, then we denote
∆2δ,τ (a) :=
(
A2τ (a)
)−1 − B˜2δ,τ (a)
for δ > 0 and those τ > 0 for which A2τ (a) is invertible. For other τ > 0 we put ∆
2
δ,τ (a) = 0.
6.6 An asymptotic representation of the operator f(A2τ(a))
Let a(x, y, ξ) be an element from Kr(R+) satisfying the conditions of Theorem 6.1.1.
Obviously, if Γ is a compact set in F(a), then the family of functions {a − λ}λ∈Γ is
compact and satisfies the conditions of Proposition 6.5.1.
The following auxiliary result holds:
Lemma 6.6.1 Let a(x, y, ξ) ∈ Kr(R+) satisfy the assumptions of Theorem 6.1.1; let Γ
be a compact set in F(a). Then the value of ||∆2δ,τ (a−λ)||S1(L2([0,τ ])) depends continuously
on λ ∈ Γ for arbitrary fixed τ > 0 and δ > 0.
Proposition 6.6.1 Let a ∈ Kr(R+) satisfies the conditions of Theorem 6.1.1; let f(z) be
an analytic function defined on a domain D which contains the set F(a). Then:
1) the spectrum of the operator A2τ (a) is contained in D for τ > 0 large enough;
2) for an arbitrary ε > 0 there exists δ0(ε) > 0 and for every δ < δ0(ε) one can find
τ(δ) > 0 such that the operator f (A2τ (a)) can be represented for τ > τ(δ) in the
following form:
f
(
A2τ (a)
)
=
η(τ)∑
k=1
PE(τ)ukτC(f(a(ξk, ξk, ξ)))PE(τ)vkτ +∆
2
f,δ,τ (a).
where ∆2f,δ,τ (a) ∈ End(L2([0, τ ])) and
1
τ
|tr∆2f,δ,τ (a)| < ε for all τ > τ(δ).
Proof: The first statement follows directly from Theorem 6.4.1. We prove the second
one.
Let ε > 0 be fixed. Let also D1 be a domain for which F(a) ⊂ D1 ⊂ D1 ⊂ D (D1 is
the closure of D1), Γ is a Jordan curve in D\D1.
Let us consider the family U of functions a− λ, λ ∈ Γ. It is compact in Kr(R+). Let
τ0 > 0 be such that the operator A
2
τ (a− λ) is invertible for all τ > τ0, λ ∈ Γ.
By the Cauchy formula
f(z) =
1
2pii
∫
Γ
f(λ)
λ− zdλ, z ∈ F(a).
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For τ > τ0 we obtain
f
(
A2τ (a)
)
= − 1
2pii
∫
Γ
f(λ)
(
A2τ (a)− λEτ
)−1
dλ = − 1
2pii
∫
Γ
f(λ)
(
A2τ (a− λ)
)−1
dλ.
As a consequence of Proposition 6.5.1, there exists δ0(ε) > 0 and for every δ < δ0(ε)
one can find τ(δ) > 0 such that for every τ > τ(δ) the operator (A2τ (a− λ))−1 can be
represented in the form(
A2τ (a− λ)
)−1
= B˜2δ,τ (a− λ) + ∆2δ,τ (a− λ),
where sup
λ∈Γ
1
τ
∣∣tr∆2δ,τ (a− λ)∣∣ < εmes (Γ) max
λ∈Γ
f(λ)
. Therein mes (Γ) is the length of Γ.
Then
− 1
2pii
∫
Γ
f(λ)B˜2δ,τ (a− λ)dλ =
η(τ)∑
k=1
PE(τ)ukτC(f(a(ξk, ξk, ξ)))PE(τ)vkτ .
Let us denote
∆2f,δ,τ (a) := −
1
2pii
∫
Γ
f(λ)∆2δ,τ (a− λ)dλ.
By analogy with the finite integral case, one can show that the series tr∆2f,δ,τ (a− λ)
converges absolutely and uniformly in λ ∈ Γ. Therefore,
1
τ
|tr∆2f,δ,τ (a)| 6
1
τ
∫
Γ
|f(λ)||tr∆2δ,τ (a− λ)|dλ < ε,
and the statement is proved.
6.7 The proof of Theorem 6.1.1
Proof of Theorem 6.1.1: Obviously, 0 ∈ F(a). Since f(0) = 0, the function f(z) can
be represented in the form f(z) = z f1(z), where f1(z) is analytic in the domain D.
Then f (A2τ (a)) = A
2
τ (a) · f1 (A2τ (a)) ∈ S1(L2([0, τ ])), since A2τ (a) ∈ S1(L2([0, τ ])).
Applying Propositions 5.8.1 and 6.6.1, we can calculate the trace of f (A2τ (a)). For an
arbitrary ε > 0 there exists δ0(ε) > 0 and for every δ < δ0(ε) one can find τ(δ) > 0 such
that for τ > τ(δ) the following representation holds:
tr f
(
A2τ (a)
)
= E(τ)
η(τ)−1∑
k=1
δ
1
2pi
∫
ξ∈R
f(a(ξk, ξk, ξ))dξ+
+ E(τ)
(
τ
E(τ)
− (η(τ)− 1)δ
)
1
2pi
∫
ξ∈R
f
(
a(ξη(τ), ξη(τ), ξ)
)
dξ + tr∆2f,δ,τ (a),
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where ∆2f,δ,τ (a) ∈ End(L2([0, τ ])) and
1
τ
|tr∆2f,δ,τ (a)| <
ε
2
for τ > τ(δ).
It follows from the conditions on the function a(x, x, ξ), that the integral∫
R
f(a(x, x, ξ))dξ is uniformly continuous in x ∈ R+. Therefore δ > δ0(ε) can be fixed
so that (therein τ > τ(δ))∣∣∣∣∣∣E(τ)τ 12pi
∫ τ/E(τ)
0
{∫
R
f(a(x, x, ξ))dξ
}
dx− E(τ)
τ
η(τ)−1∑
k=1
δ
1
2pi
∫
ξ∈R
f(a(ξk, ξk, ξ))dξ+
+
(
τ
E(τ)
− (η(τ)− 1)δ
)
1
2pi
∫
ξ∈R
f(a(ξη(τ), ξη(τ), ξ))dξ
)∣∣∣∣ < ε2 .
Let τ0 := τ(δ). Clearly, that for every τ > τ0 the inequality∣∣∣∣∣1τ tr f (A2τ (a))− E(τ)τ 12pi
∫ τ/E(τ)
0
{∫
R
f(a(x, x, ξ))dξ
}
dx
∣∣∣∣∣ < ε
holds, that proves the theorem.
6.8 Some remarks on a matrix-valued symbol
Suppose, a is a matrix-valued function of the size m×m, m ∈ N defined on R+×R+×T
and having the form (aij)i,j=1,...,m, where aij ∈ Kr(R+). Furthermore, let the following
conditions be fulfilled:
1) every function âij(x, y, t) is uniformly continuous in variables x and y, uniformly
relative to t;
2) lim
t→∞
sup
x,y
|âij(x, y, t)| = 0;
3) every function âij(x, x, t) is continuous in the mean uniformly in x;
4) aij(x, x, ξ) belongs to the space L1 for every fixed x ∈ R+.
Suppose also, that A2τ (a) = A
2
τ (F â) is a trace class operator for every τ > 0.
One can prove that the set of the operators
{
C+
(
a˜
(
τ
E(τ)
,
τ
E(τ)
, ξ
))}
τ>0
is pre-
compact in End(L2).
We denote by Lim(a) the set of all operators B for which there exists a subsequence{
C+
(
a˜
(
τk
E(τk)
,
τk
E(τk)
, ξ
))}
k∈N
with the following property:
B = lim
k→∞
C+
(
a˜
(
τk
E(τk)
,
τk
E(τk)
, ξ
))
.
By F(a) we define the union of the spectra of the operators C+(a(0, 0, ξ)), C(a(x, x, ξ))
for all (fixed) x ∈ R+ and all operators from Lim(a).
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Let f be an analytic function defined in some neighbourhood D of the set F(a) and
f(0) = 0.
Then there exists τ0 > 0 such that the spectrum of A
2
τ (a) is contained in D for every
τ > τ0. Moreover, f(A
2
τ (a)) is a trace class operator and the following limit relation holds:
1
τ
tr f(A2τ (a))−
E(τ)
τ
1
2pi
∫ τ/E(τ)
0
{∫
R
trf(a(x, x, ξ))dξ
}
dx −−−→
τ→∞
0.
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7 An algebraic approach to the study of generalized
discrete convolutions in the finite case
In this part of the dissertation we study the algebra generated by operator sequences
{A1N(a)}N∈N (see Chapter 3) with smooth symbols. This approach allows to obtain results
on the behavior of the spectra for a wider class of operator sequences. In particular, the
algebraic methods make it possible to consider the sequences with continuous symbols
and to obtain the asymptotics of their eigenvalues and singular values.
The situation with a continuous symbol is interesting and not trivial. We illustrate it
by an example constructed for the finite discrete case by S. M. Grudsky.
Our investigation of spectral properties is based on the boundedness of operator se-
quences. The matrices (
ân−k
(
n
N
,
k
N
))
n,k=0,...,N
(50)
are uniformly bounded in N ∈ N for every function a(x, y, t) from the generalized Wiener
algebra W([0, 1]). However, it does not hold in general for continuous functions, whose
class is wider than W([0, 1]).
As S. M. Grudsky has shown, there exists a continuous function a(x, y, t) on
[0, 1] × [0, 1] × T such that the norms of the operators AN(a) ∈ End(l2([0, N ])) with
matrices (50) form an unbounded sequence. His example is presented here.
Let us construct 1) a function a(x, y, t) ≡ a(y, t), 2) a number sequence Nj −−−→
j→∞
∞
and 3) a sequence {Xj}j∈N, Xj ∈ l2([0, Nj]) such that
||Xj||l2([0,Nj ]) = 1, (51)
lim
j→∞
||ANj(a)Xj||l2([0,Nj ]) =∞. (52)
Let Nj = 4
j for j ∈ N.
We define the function a(y, t) first for a countable set of values of y by
a
(
k
Nj
, t
)
= λjt
−k, (53)
where j ∈ N, k = 2j, 2j + 1, ..., 2j+1 − 1, λj = 2−j/4.
For a fixed j ∈ N we have 2j points of the form k
Nj
which belong to the interval
Ij = [2
−j, 2−j+1). The intervals Ij, j ∈ N, are pairwise disjoint and converge to zero as
j → ∞. As a consequence of limj→∞ λj = 0, the values a
(
k
Nj
, t
)
converges to zero
uniformly in t as j →∞. Then we can put
a(0, t) = 0. (54)
We define the function a(y, t) for y = 1 as
a(1, t) = a
(
3
4
, t
)
= λ1t
−3. (55)
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Furthermore, a(y, t) can be defined at the other points of the set [0, 1] × T by linear
interpolation. Namely, if
k
Nj
< y <
k + 1
Nj
(2j 6 k < 2j+1 − 1),
then
a(y, t) = λj · (y − k/Nj)t
−(k+1) + ((k + 1)/Nj − y)t−k
1/Nj
. (56)
We note that by (56)
|a(y, t)| 6 λj.
Thus, the function a(y, t) defined by (53)-(56) is continuous on the set [0, 1]× T.
Let us define now the sequence {Xj}j∈N of vectors from l2([0, Nj]) as follows:
Xj = { 0, 0, ..., 0︸ ︷︷ ︸, cj , cj, ..., cj︸ ︷︷ ︸, 0, ..., 0︸ ︷︷ ︸},
Xj0 X
j
1 ... X
j
2j−1 X
j
2j
Xj
2j+1
... Xj
2j+1−1 X
j
2j+1
... Xj
4j
where cj = 2
−j/2. Equality (51) is satisfied. We show that (52) is fulfilled.
(ANj(a)X
j)n = cj
2j+1−1∑
n=2j
ân−k
(
k
Nj
)
for n = 0, 1, ..., Nj.
Since the norm of a vector from l2([0, Nj]) is larger or equal to the modulus of its first
element, we have
∣∣∣∣ANj(a)Xj∣∣∣∣l2([0,Nj ]) >
∣∣∣∣∣cj
2j+1−1∑
k=2j
â−k
(
k
Nj
) ∣∣∣∣∣= cj
2j+1−1∑
k=2j
λk = cj2
jλj = 2
−j/22j2−j/4 = 2j/4.
Thus, we obtain (52).
It should be remarked that the function a(y, t) constructed belongs to the Wiener
algebra for every fixed y ∈ [0, 1]. Moreover, a(y, t) is a polynomial in t with no more than
two items. However, condition (5) of Definition 3.1.1 is not satisfied. Indeed,∑
k∈Z−
sup
y∈[0,1]
|âk(y)| =
∑
k∈Z−
λj,
where Z− = Z ∩ (−∞, 0). Therein j depends on k as follows:
j 6 log2 |k| < j + 1.
Therefore,
λj > 2
−(log2 |k|)/4 = |k|−1/4
and ∑
k∈Z−
sup
y∈[0,1]
|âk(y)| >
∑
k∈Z−
|k|−1/4 =∞.
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As this example shows, the situation with a continuous symbol demands another
approach. The algebraic methods applied in the present dissertation to the finite and
infinite discrete cases make it possible to associate to every bounded operator sequence
a continuous symbol and to generalize the results on the spectral properties obtained in
Chapters 3 and 4. We consider first the finite case.
7.1 The strong convergence of the operators A1N(a), (A
1
N(a))
∗,
WNA
1
N(a)WN and WN(A
1
N(a))
∗WN in the case of a smooth ge-
nerating function
Let C(M) be the space of bounded uniformly continuous complex-valued functions defined
on a Hausdorff space M with the standard norm
||f(z)||C(M) = sup
z∈M
|f(z)|.
As well known, the norm of the Toeplitz operator with a continuous symbol b ∈ C(T)
is equal to the norm of this symbol, i.e.
||T (b)|| = ||b||C(T). (57)
Let C∞t ([0, 1] × [0, 1] × T) be the subspace of C([0, 1] × [0, 1] × T), consisting of all
functions, which are infinitely differentiable in the variable t ∈ T with derivatives from
C([0, 1]× [0, 1]× T).
Let us note one important detail. If a function a(x, y, t) belongs to
C∞t ([0, 1]× [0, 1]× T), then the series of its Fourier coefficients converges absolutely:∑
n∈Z
sup
x,y
|ân(x, y)| <∞. (58)
In what follows we will denote for convenience PN := P[0,N ] for N ∈ N.
Let also Z+ = N ∪ {0}.
Proposition 7.1.1 Let a ∈ C∞t ([0, 1] × [0, 1] × T). Then the operator A1N(a) converges
strongly to the operator T (a(0, 0, t)) and the operator (A1N(a))
∗ converges strongly to the
operator T ∗(a(0, 0, t)), respectively.
Proof: Let M := ∑
n∈Z
sup
x,y
|ân(x, y)| <∞. We consider the operator A1N(a).
It is known (see Lemma 2.22 in [13]), that the operator PNT (a(0, 0, t))PN converges
strongly to T (a(0, 0, t)) for N →∞. Therefore, it is enough to show that
||A1N(a)X − PNT (a(0, 0, t))PNX|| −−−→
N→∞
0
for X = {Xn}n∈Z ∈ l2(Z+).
Let us fix an arbitrary ε > 0. Then for N ∈ N large enough we obtain:
||A1N(a)X − PNT (a(0, 0, t))PNX||2 =
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=
N∑
n=0
∣∣∣∣∣
N∑
k=0
(
ân−k
(
n
N
,
k
N
)
− ân−k(0, 0)
)
Xk
∣∣∣∣∣
2
6
6
N∑
n=0
(
N∑
k=0
∣∣∣∣ân−k ( nN , kN
)
− ân−k(0, 0)
∣∣∣∣ |Xk|
)2
6
6
N∑
n=0
{
N∑
k=0
∣∣∣∣ân−k ( nN , kN
)
− ân−k(0, 0)
∣∣∣∣
}
·
{
N∑
k=0
∣∣∣∣ân−k ( nN , kN
)
− ân−k(0, 0)
∣∣∣∣ |Xk|2
}
6
6 2M
N∑
n=0
N∑
k=0
∣∣∣∣ân−k ( nN , kN
)
− ân−k(0, 0)
∣∣∣∣ |Xk|2 =
= 2M
∑
06n6β
√
N
∑
06k6α
√
N
∣∣∣∣ân−k ( nN , kN
)
− ân−k(0, 0)
∣∣∣∣ |Xk|2+
+ 2M
N∑
n=0
∑
α
√
N<k6N
∣∣∣∣ân−k ( nN , kN
)
− ân−k(0, 0)
∣∣∣∣ |Xk|2+
+ 2M
∑
β
√
N<n6N
∑
06k6α
√
N
∣∣∣∣ân−k ( nN , kN
)
− ân−k(0, 0)
∣∣∣∣ |Xk|2,
where α and β are positive real numbers.
Since the Fourier coefficients of the function a(x, y, t) are continuous in variables
x, y ∈ [0, 1], there exists 0 < δ(6 1) such that∑
n∈Z
sup
x,y∈[0,δ]
|ân(x, y)− ân(0, 0)| < 1
3
ε2
2M||X||2 .
Furthermore, let us fix α and β so that 0 < α < β < δ.
Because of X = {Xn}n∈Z ∈ l2(Z+), there exists N0 ∈ N such that the following
inequalities hold for all N > N0:∑
|k|>α√N
|Xk|2 < 1
3
ε2
4M2 and
∑
|n|>(β−α)√N
sup
x,y∈[0,1]
|ân(x, y)| < 1
3
ε2
4M||X||2 .
We note also that
β√
N
< δ for all N > N0. Then, for such α, β and N0, we obtain
the following estimates:
||A1N(a)X − PNT (a(0, 0, t))PNX||2 6
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6 2M
∑
k∈Z
{∑
n∈Z
sup
x,y∈[0,δ]
|ân (x, y)− ân(0, 0)|
}
|Xk|2+
+ 2M
∑
|k|>α√N
{∑
n∈Z
sup
x,y∈[0,1]
|ân(x, y)− ân(0, 0)|
}
|Xk|2+
+ 2M
∑
k∈Z
 ∑
|n|>(β−α)√N
sup
x,y∈[0,1]
|ân(x, y)− ân(0, 0)|
 |Xk|2 <
<
1
3
ε2 +
1
3
ε2 +
1
3
ε2 = ε2,
and the statement is proved.
The analogous reasoning holds for the conjugate operator.
Proposition 7.1.2 Let a ∈ C∞t ([0, 1]× [0, 1]×T). Then the operator WNA1N(a)WN con-
verges strongly to the operator T (a (1, 1, t−1)) and the operator WN(A1N(a))
∗WN converges
strongly to the operator T ∗ (a (1, 1, t−1)), respectively.
Proof: It can be easily shown that
WNA
1
N(a)WN = A
1
N
(
a
(
1− x, 1− y, t−1)) .
Taking into account Proposition 7.1.1, we obtain the claim. The reasoning for the
conjugate operator is analogous.
7.2 Algebraic properties of the sequence {A1N(a)} in the case of
a smooth generating function
The operator H(b) : l2(Z+)→ l2(Z+) for b ∈ C(T) with the matrix(
b̂n+k+1
)
n,k∈Z+
is called the Hankel operator; HN(b) = PNH(b)PN . It is known that H(b) is compact.
The operator H1N(a), or H
1
N(a(x, y, t)), with a ∈ C([0, 1] × [0, 1] × T), acting in the
space ImPN(= l2([0, N ])) and having the matrix representation(
ân+k+1
(
n
N
,
k
N
))
n,k=0,...,N
,
is called the truncated generalized Hankel operator.
Furthermore, we need some additional notations. For a ∈ C([0, 1] × [0, 1] × T) and
N ∈ N let us denote by A1N(a(x, x, t)), A1N(a(y, y, t)), A1N(a(y, x, t)), H1N(a(x, x, t)) and
H1N(a(y, y, t)) the linear operators acting on the space ImPN which have the following
matrices, respectively: (
ân−k
( n
N
,
n
N
))
n,k=0,...,N
,
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(
ân−k
(
k
N
,
k
N
))
n,k=0,...,N
,(
ân−k
(
k
N
,
n
N
))
n,k=0,...,N
,(
ân+k+1
( n
N
,
n
N
))
n,k=0,...,N
,(
ân+k+1
(
k
N
,
k
N
))
n,k=0,...,N
.
In these notations, for a, b ∈ C([0, 1]× [0, 1]× T) and N ∈ N we obtain, for example,
that the operator A1N (a(x, x, t)b(y, y, t)) has the following matrix representation:(
ĉn−k
(
n
N
,
k
N
))
n,k=0,...,N
,
where ĉn (x, y) =
1
2pi
∫
T
a (x, x, t) b (y, y, t) t−ndµ for n ∈ Z.
For a ∈ C([0, 1]× [0, 1]× T) we denote as before a˜(x, y, t) = a(x, y, t−1).
By analogy with equality (2.3) from [28], the following lemma holds:
Lemma 7.2.1 Let a(x, y, t) and b(x, y, t) be functions infinitely differentiable in the vari-
able t. Then
A1N (a(x, x, t))A
1
N (b(y, y, t)) =
= A1N (a(x, x, t)b(y, y, t))−H1N (a(x, x, t))H1N
(
b˜(y, y, t)
)
−
−WNH1N (a˜(1− x, 1− x, t))H1N (b(1− y, 1− y, t))WN + o(1),
where o(1) is an operator depending on N , the norm of which tends to zero as N →∞.
Proof: For the (n, k)-element of the matrix of A1N(a(x, x, t))A
1
N(b(y, y, t)) we have
N∑
i=0
ân−i
( n
N
,
n
N
)
b̂i−k
(
k
N
,
k
N
)
=
∑
i∈Z
ân−i
( n
N
,
n
N
)
b̂i−k
(
k
N
,
k
N
)
−
−
−1∑
i=−N−1
ân−i
( n
N
,
n
N
)
b̂i−k
(
k
N
,
k
N
)
−
−
−N−2∑
i=−∞
ân−i
( n
N
,
n
N
)
b̂i−k
(
k
N
,
k
N
)
−
−
2N+1∑
i=N+1
ân−i
( n
N
,
n
N
)
b̂i−k
(
k
N
,
k
N
)
−
−
+∞∑
i=2N+2
ân−i
( n
N
,
n
N
)
b̂i−k
(
k
N
,
k
N
)
.
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The first item is the (n, k)-element of the matrix of the operator AN(a(x, x, t)b(y, y, t)).
The second item
−1∑
i=−N−1
ân−i
( n
N
,
n
N
)
b̂i−k
(
k
N
,
k
N
)
=
N∑
ei=0
ân+ei+1
( n
N
,
n
N
)
b̂−(ei+k+1)
(
k
N
,
k
N
)
(here i˜ = −i − 1) is the (n, k)-element of the matrix of the operator
HN(a(x, x, t))HN (˜b(y, y, t)).
The fourth item
2N+1∑
i=N+1
ân−i
( n
N
,
n
N
)
b̂i−k
(
k
N
,
k
N
)
=
N∑
ei=0
â−(N−n+ei+1)
( n
N
,
n
N
)
b̂N−k+ei+1
(
k
N
,
k
N
)
(here i˜ = i − N − 1) is the (n, k)-element of the matrix of the operator
WNHN(a˜(1− x, 1− x, t))HN(b(1− y, 1− y, t))WN .
Using the infinite differentiability of the symbols, one can also check that the third
item and the fifth item are the (n, k)-elements of the matrices of operators, the norms of
which converge to zero as N →∞.
Lemma 7.2.2 Let a ∈ C∞t ([0, 1]× [0, 1]× T). Then
||A1N(a(x, y, t))− A1N(a(x, x, t))|| −−−→
N→∞
0,
||A1N(a(x, y, t))− A1N(a(y, y, t))|| −−−→
N→∞
0,
||A1N(a(x, y, t))− A1N(a(y, x, t))|| −−−→
N→∞
0.
Proof: We prove the first statement. Let us fix an arbitrary ε > 0.
Let M := ∑
n∈Z
sup
x,y
|ân(x, y)| and R(m) :=
∑
|n|>m
sup
x,y
|ân(x, y)| for m ∈ N.
The following estimate holds obviously:
||A1N(a(x, y, t))− A1N(a(x, x, t))||2 6
6 sup
||X||=1
2M
N∑
n=0
∑
06k6N
|n−k|6m
∣∣∣∣ân−k ( nN , kN
)
− ân−k
( n
N
,
n
N
)∣∣∣∣ |Xk|2+
+ sup
||X||=1
2M
N∑
n=0
∑
06k6N
|n−k|>m
∣∣∣∣ân−k ( nN , kN
)
− ân−k
( n
N
,
n
N
)∣∣∣∣ |Xk|2,
where m ∈ N.
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Since the Fourier coefficients of the function a(x, y, t) are continuous in the variables
x, y ∈ [0, 1], there exists δ > 0 such that∑
n∈Z
sup
x1,x2,y1,y2∈[0,1]
|x1−x2|<δ, |y1−y2|<δ
|ân(x1, y1)− ân(x2, y2)| < 1
2
ε2
2M .
Let us fix m ∈ N so that R(m) < 1
2
ε2
4M .
Furthermore, one can find N0 ∈ N such that the inequality m
N
< δ holds for any
N > N0.
Then, for chosen m and N0 we obtain:
||A1N(a(x, y, t))− A1N(a(x, x, t))||2 6
6 sup
||X||=1
2M
∑
06k6N
|n−k|6m
{
N∑
n=0
∣∣∣∣ân−k ( nN , kN
)
− ân−k
( n
N
,
n
N
)∣∣∣∣
}
|Xk|2+
+ sup
||X||=1
2M
∑
06k6N
|n−k|>m
{
N∑
n=0
∣∣∣∣ân−k ( nN , kN
)
− ân−k
( n
N
,
n
N
)∣∣∣∣
}
|Xk|2 <
<
1
2
ε2 +
1
2
ε2 = ε2,
that proves the convergence.
The other two statements can be proved analogously.
Lemma 7.2.3 Let functions a(x, y, t) and b(x, y, t) belong to C∞t ([0, 1]× [0, 1]×T). Then
||A1N(a(x, x, t)[b(y, y, t)− b(x, x, t)])|| −−−→
N→∞
0.
Proof: For convenience, let c(x, y, t) := a(x, x, t)[b(y, y, t) − b(x, x, t)]. Then the matrix
of the operator A1N(a(x, x, t)[b(y, y, t)− b(x, x, t)]) = A1N(c(x, y, t)) has the form(
ĉn−k
(
n
N
,
k
N
))
n,k=0,...,N
,
where ĉn (x, y) =
∫
T
a(x, x, t)[b(y, y, t)− b(x, x, t)]t−ndµ for n ∈ Z.
It is also clear that if the functions a(x, y, t) and b(x, y, t) satisfy condition (58), then
the function c(x, y, t) possesses this property too.
Let us fix some ε > 0. Let us denote C := ∑
n∈Z
sup
x,y
|ĉn(x, y)| < ∞ and
R(m) := ∑
|n|>m
sup
x,y
|ĉn(x, y)|, m ∈ N.
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By analogy with the previous proofs, we can show that for m ∈ N the following
inequality is correct:
||A1N(c(x, y, t))||2 6
6 sup
‖X‖=1
2C
N∑
n=0
∑
06k6N
|n−k|6m
∣∣∣∣ĉn−k ( nN , kN
)∣∣∣∣ |Xk|2+ sup‖X‖=1 2C
N∑
n=0
∑
06k6N
|n−k|>m
∣∣∣∣ĉn−k ( nN , kN
)∣∣∣∣ |Xk|2.
We choose m ∈ N so that R(m) < 1
2
ε2
2C .
Taking into account the continuity of the function b(x, y, t), there exists δ > 0 such
that ∑
n∈Z
sup
x,y∈[0,1]
|x−y|<δ
|ĉn(x, y)| < 1
2
ε2
2C .
Let us further fix N0 ∈ N so that m
N
< δ for all N > N0. For fixed m and N0, we
obtain
||A1N(c(x, y, t))||2 <
1
2
ε2 +
1
2
ε2 = ε2.
The following statement can be proved by analogy with Lemmas 7.2.2 and 7.2.3.
Lemma 7.2.4 Suppose a ∈ C∞t ([0, 1]× [0, 1]× T). Then
||H1N(a(x, x, t))−H(a(0, 0, t))|| −−−→
N→∞
0,
||H1N(a(y, y, t))−H(a(0, 0, t))|| −−−→
N→∞
0.
We recall that S∞(l2) denotes the space of all compact operators acting on l2.
Lemma 7.2.5 From the relation
A1N(a(x, x, t)) = A
1
N(b(x, x, t)) + PNKPN +WNLWN +MN , (59)
where a, b ∈ C∞t ([0, 1]× [0, 1]×T), K,L ∈ S∞(l2), ||MN || −−−→
N→∞
0, it follows that K = 0,
L = 0, MN = 0 for any N ∈ N and b(x, x, t) = a(x, x, t).
Remark: It is easy to show, that the operator WNLWN converges strongly to zero.
Indeed, the sequence WNX converges weakly to zero for an arbitrary X = {Xn}n∈Z ∈ l2.
Then, because the operator L is compact, the sequence WNLWNX converges to zero in
the norm of the space l2, which is equivalent to the strong convergence of the operator.
Analogously, the operator PNKPN converges strongly to K (even in the norm).
Proof: Passing in (59) to the strong limit as N →∞, we obtain
T (a(0, 0, t)) = T (b(0, 0, t)) +K.
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A Toeplitz operator is compact if and only if it is the zero operator. Therefore
K = T (a(0, 0, t)− b(0, 0, t)) = 0.
Multiplying relation (59) from the left and the right by the operator WN (taking into
account that WNWN = PN) and passing to the strong limit, we get
T (a˜(1, 1, t)) = T (˜b(1, 1, t)) + L,
and thus, L = T (a˜(1, 1, t)− b˜(1, 1, t)) = 0.
Therefore, A1N(a(x, x, t)) = A
1
N(b(x, x, t)) + MN and MN = A
1
N(c(x, x, t)), where
c(x, x, t) = a(x, x, t)− b(x, x, t).
Suppose, that the equality a(x, x, t) = b(x, x, t) does not hold. Then c(x, x, t) is not
identical to zero. This means that ĉn0(x0, x0) 6= 0 for some x0 ∈ [0, 1] and n0 ∈ Z.
The numbers n/N , where n = 1, ..., N , N ∈ N, form an everywhere dense set as
N → ∞. So we can find a sequence ni/Ni (ni 6 Ni) converging to x0 as i → ∞. Thus,
for any i ∈ N we can choose also ni > n0.
Let us consider now the matrix A1N(c(x, x, t)). Its element on the cross-
ing of the ni-th line and the ki-th column, where ki = ni − n0, is equal to
ĉn0(ni/Ni, ni/Ni) and
ĉn0
(
ni
Ni
,
ni
Ni
)
−−−→
i→∞
ĉn0(x0, x0) 6= 0.
But this contradicts the fact that ||ANi(c(x, x, t))|| −−−→
i→∞
0. Therefore, the assumption
is not true and a(x, x, t) = b(x, x, t). From this it follows that MN = 0 for any N ∈ N.
Obviously, (A1N(a(x, y, t)))
∗ = A1N
(
a(y, x, t)
)
.
The correctness of the following Proposition follows from Lemmas 7.2.1, 7.2.2, 7.2.3,
7.2.4 and 7.2.5.
Proposition 7.2.1 Let a(x, y, t), b(x, y, t) ∈ C∞t ([0, 1] × [0, 1] × T). Then the following
two representations hold:
A1N(a(x, y, t))A
1
N(b(x, y, t)) =
= A1N(a(x, x, t)b(x, x, t)) + PNK1PN +WNL1WN + o(1),
A1N(a(x, y, t))(A
1
N(b(x, y, t)))
∗ =
= A1N
(
a(x, x, t)b(x, x, t)
)
+ PNK2PN +WNL2WN + o(1),
(60)
where K1, K2, L1, L2 ∈ S∞(l2), o(1) denotes an operator (depending on N) with the norm
converging to zero. Moreover, these representations are unique.
7.3 The stability of an operator sequence. The algebras F , F/N
and F/J
In this section we make a review of some results contained e.g. in [13] which we will use
in what follows.
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Let {BN}N∈N be some sequence of operators BN ∈ End(ImPN). This sequence is
called stable, if there exists N0 ∈ N such that for all N > N0 the operator BN is invertible
and
sup
N>N0
||B−1N || <∞.
By F we denote the set of all operator sequences {BN}N∈N, BN ∈ End(ImPN) with
the following properties:
1) sup
N∈N
||BN || <∞;
2) there exist two operators B, B˜ ∈ End(l2(Z+)) such that the following strong con-
vergences hold (the asterisk refers to the adjoint operator):
BN −→ B, B∗N −→ B∗, WNBNWN −→ B˜, WNB∗NWN −→ B˜∗.
The algebraic operations in F are defined by
{BN}+ {CN} = {BN + CN}, {BN}, {CN} ∈ F ,
λ{BN} = {λBN}, {BN} ∈ F , λ ∈ C,
{BN}{CN} = {BNCN}, {BN}, {CN} ∈ F ,
{BN}∗ = {B∗N}, {BN} ∈ F .
It is not difficult to see, that F with the norm
||{BN}|| = sup
N∈N
||BN || <∞
is a C∗-algebra, i.e. a Banach algebra with the property
||{BN}||2 = ||{B∗NBN}||.
We denote by N the subset of F consisting of all sequences {MN}N∈Z with
||MN || −−−→
N→∞
0.
Let us denote now by J the subset of the algebra F consisting of all sequences of the
form
{PNKPN +WNLWN +MN} where K,L ∈ S∞(l2), ||MN || −−−→
N→∞
0.
One can also check (see [13]), thatN and J are closed two-sided ideals in F . Therefore,
we can consider the quotient algebras F/N and F/J (which are C∗-algebras too).
The next statement about the connection between the stability and the invertibility
in the quotient algebras F/N and F/J was proved in [13].
Proposition 7.3.1 Let {BN} ∈ F ; let B and B˜ be the strong limits of the operators BN
and WNBNWN . Then the following statements are equivalent:
1) the sequence {BN} is stable;
2) the element {BN}+N is invertible in F/N ;
94
3) B and B˜ are invertible and the coset {BN}+J is invertible in the quotient algebra
F/J .
Remark: Since for a ∈ C∞t ([0, 1]× [0, 1]× T) the estimate
sup
N∈N
||A1N(a)|| 6
∑
n∈Z
sup
x,y
|ân(x, y)|
holds, then, by Propositions 7.1.1 and 7.1.2, the sequence {A1N(a)} belongs to F .
Corollary 7.3.1 Let a ∈ C∞t ([0, 1] × [0, 1] × T). Then the following statements are
equivalent:
1) the sequence {A1N(a)} is stable;
2) the coset {A1N(a)}+N is invertible in F/N ;
3) the operators T (a(0, 0, t)) and T (a (1, 1, t−1)) are invertible and the element
{A1N(a)}+ J is invertible in F/J .
Proof: This result follows directly from Propositions 7.1.1, 7.1.2 and 7.3.1.
7.4 The norm of {A1N(a)}+ J in the algebra F/J in the case of
a smooth generating function
We consider first an important lemma.
Lemma 7.4.1 Let a ∈ C∞t ([0, 1] × [0, 1] × T). The coset {A1N(a)} + J is invertible in
F/J if and only if the function a(x, x, t) does not vanish on [0, 1]× T.
Proof: The proof of this statement is based on the local principle of Allan-Douglas (see
Theorem 2.29 and Section 2.7 in [13]).
The sufficiency is obvious and follows directly from Proposition 7.2.1. We prove the
necessity.
Let {A1N(a)} + J be invertible in F/J . Suppose, there exist x0 ∈ [0, 1] and t0 ∈ T
such that a(x0, x0, t0) = 0. Let us first consider the particular case, when the function a
has the form
a(x, y, t) =
m∑
n=−m
ân(x, y)t
n, m ∈ N.
From the simple representation
a(x, y, t) =
m∑
n=−m
ân(x, y)[(t− t0) + t0]n
it follows that the local representative of the coset {A1N(a)} + J at Jt0 is the coset
{A1N (a(x, x, t0))}+J +Jt0 , where Jt0 is a closed two-sided ideal in F/J which has been
defined in Section 2.7 in [13]. Namely,
Jt0 = {{TN(b)BN}+ J , b ∈ C(T), b(t0) = 0, {BN} ∈ Σ},
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where Σ is the set of all {BN} ∈ F satisfying {BNTN(c)−TN(c)BN} ∈ J for all c ∈ C(T).
The matrix of A1N (a(x, x, t0)) is diagonal. Since the numbers n/N , n = 0, 1, ..., N
are dense in [0,1] as N → ∞, then it is not hard to show, that the local representative
{A1N (a(x, x, t0))} + J + Jt0 is not invertible in (F/J )/Jt0 . Therefore, according to the
local principle of Allan-Douglas, the coset {A1N(a)}+ J is not invertible in F/J and we
get a contradiction.
The general case, if a(x, y, t) =
∑
n∈Z
ân(x, y)t
n can be easily obtained from the one
considered above by passing to the limit as m→∞.
It is well known that for an element b of a C∗-algebra the following equality holds:
||b||2 = sup {λ : λ ∈ sp (b∗b)} ,
where sp (b∗b) is the spectrum of the element b∗b.
For {BN} + J ∈ F/J we denote by spF/J ({BN}+ J ) the spectrum of the coset
{BN}+ J in the algebra F/J . According to the remark above, we have
||{BN}+ J ||2F/J = sup
{
λ : λ ∈ spF/J ({BN}+ J )({BN}+ J )∗
}
.
Let us consider the coset {A1N(a)}+ J with a(x, y, t) ∈ C∞t ([0, 1]× [0, 1]× T).
By Proposition 7.2.1 (representation (60)), we get
({A1N(a)}+J )({A1N(a)}+J )∗ = {A1N(a)(A1N(a))∗}+J = {A1N(a(x, x, t)a(x, x, t))}+J .
So we have to find the supremum of the eigenvalues of the coset
{A1N(a(x, x, t)a(x, x, t))}+ J in the algebra F/J .
The number λ0 ∈ C is an eigenvalue of {A1N(a(x, x, t)a(x, x, t))}+J if and only if the
coset
{A1N(a(x, x, t)a(x, x, t))− λ0EN}+ J =
{
A1N
(
a(x, x, t)a(x, x, t)− λ0
)}
+ J
is not invertible in F/J (EN is the identity operator in ImPN). By Lemma 7.4.1 this is
possible if and only if λ0 = a(x0, x0, t0)a(x0, x0, t0)) = |a(x0, x0, t0)|2 for some x0 ∈ [0, 1],
t0 ∈ T.
Thus, the spectral radius is equal to sup
x,t
|a(x, x, t)|2 and
||{A1N(a)}+ J ||2F/J = sup
x,t
|a(x, x, t)|2.
Proposition 7.4.1 If a ∈ C∞t ([0, 1]× [0, 1]× T), then
||{A1N(a)}+ J ||F/J = ||a(x, x, t)||C([0,1]×T).
Let A1 ⊂ F be the smallest C∗-algebra containing all sequences {A1N(a)} with smooth
generating functions. Notice, that J ⊂ A1 (see [13], Lemma 2.21, and [42], Section 4.2.1).
Proposition 7.4.2 The C∗-algebras A1/J and C([0, 1]× T) are isomorphic.
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Proof: Proposition 7.2.1 shows that A1/J is a commutative C∗-algebra. The Gelfand
theory claims that A1/J is isometrically isomorphic to C(M), where M is the space of
maximal ideals of A1/J .
We immediately prove that A1/J is isometrically isomorphic to C([0, 1] × T). For,
introduce the (non-closed) subalgebra
A0 :=
{
k∑
i=1
l∏
j=1
({
A1N(aij)
}
+ J ) , aij is smooth, k, l ∈ N} .
Consider the map ϕ : A0 7−→ C([0, 1]× T) defined by
k∑
i=1
l∏
j=1
({
A1N(aij)
}
+ J ) 7−→ k∑
i=1
l∏
j=1
aij(x, x, t).
Because of
∑k
i=1
∏l
j=1 ({A1N(aij)}+ J ) =
{
A1N
(∑k
i=1
∏l
j=1 aij(x, x, t)
)}
+ J and
Lemma 7.2.5, this map is correctly defined and is clearly an isometric homomorphism
which can be extended by continuity onto the whole of A1. By the Stone-Weierstrass
theorem, the image of this extension coincides with C([0, 1]× T). The space of maximal
ideals of A1/J is therefore homeomorphic to C([0, 1]× T) and we are done.
As a corollary we obtain
Proposition 7.4.3 For any element {AN} + J ∈ A1/J and the function
a(x, t) = ϕ({AN} + J ) ∈ C([0, 1] × T) (ϕ is a homomorphism defined in the proof of
Proposition 7.4.2 extended onto the whole of A1) it holds
||{AN}+ J ||A1/J = ||a(x, t)||C([0,1]×T).
Remark: The function a(x, t) = ϕ({AN} + J ) will be called the symbol of the
sequence {AN} ∈ A1.
7.5 The norm of {A1N(a)}+N in the algebra F/N in the case of
a smooth generating function
Notice that Proposition 7.3.1 remains true if the algebra F is replaced by A1. The reason
is very simple: C∗-algebras are inverse closed, that is in the case at hand the spectrum of
an element a in A1 coincides with the spectrum of a considered in F .
Assign to an element {AN} ∈ A1 the tripel (A, A˜, {AN}+J ), where A, A˜ are the strong
limits of AN , WNANWN , respectively. Then Proposition 7.3.1 tells us that {AN} ∈ A1 is
stable if and only if (A, A˜, {AN}+J ) is invertible in the C∗-algebra B1 constituted by all
elements (B, B˜, {BN}+J ), {BN} ∈ A1 and B, B˜ are the strong limits of BN ,WNBNWN ,
respectively (the algebraic operations are defined componentwise, ||(B, B˜, {BN}+J )|| :=
max{||B||, ||B˜||, ||{BN} + J ||)}). It is a feature of C∗-algebras that then A1/N and B1
are isometrically isomorphic. This means especially that
||{AN}+N||A1/N = ||{AN}+N||F/N =
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= max
{
||A||, ||A˜||, ||{AN}+ J ||A1/J
}
.
Proposition 7.5.1 Let {AN} ∈ A1. Then
||{AN}+N||A1/N = max{||A||, ||A˜||, ||{AN}+ J ||A1/J },
where A and A˜ are the strong limits of the operators AN and WNANWN as N →∞.
Corollary 7.5.1 Let a ∈ C∞t ([0, 1]× [0, 1]× T). Then
||{AN(a)}+N||F/N = ||a(x, x, t)||C([0,1]×T).
Proof: This statement follows from Propositions 7.1.1, 7.1.2, 7.4.3, 7.5.1 and the following
well-known equalities:
||T (a(0, 0, t))|| = ||a(0, 0, t)||C(T),
||T (a˜(1, 1, t))|| = ||a(1, 1, t−1)||C(T) = ||a(1, 1, t)||C(T).
7.6 A Szego¨ type theorem for a sequence of self-adjoint ope-
rators
Lemma 7.6.1 Let a ∈ C∞t ([0, 1]× [0, 1]× T); let p be a complex polynomial. Then
lim
N→∞
1
N + 1
tr p
(
A1N(a)
)
=
1
2pi
∫ 1
0
∫
T
p(a(x, x, t))dµ dx.
Proof: Obviously, it is enough to prove this statement for polynomials of the form
p(z) = zk, k ∈ N. By Proposition 7.2.1, we obtain
p
(
A1N(a)
)
= (A1N(a))
k = A1N
(
ak
)
+ PNKPN +WNLWN +MN ,
where K,L ∈ S∞(l2), ||MN || → 0 for N →∞.
Since the operators K and L are compact, then
lim
N→∞
1
N + 1
trPNKPN = 0, lim
N→∞
1
N + 1
trWNLWN = 0.
Because of ||MN || −−−→
N→∞
0 it holds
lim
N→∞
1
N + 1
trMN = 0.
Finally, we have to consider the operator A1N(a
k).
The trace of an operator is equal to the sum of diagonal elements of its matrix. In
this case
1
N + 1
trA1N(a
k) =
1
N + 1
N∑
n=0
âk0
( n
N
,
n
N
)
=
1
N + 1
N∑
n=0
1
2pi
∫
T
ak
( n
N
,
n
N
, t
)
dµ.
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Furthermore, the right-hand side of the last expression is a Riemann sum for the
continuous function
g(x) =
1
2pi
∫
T
ak(x, x, t)dµ.
Hence,
1
N + 1
trA1N(a
k) −−−→
N→∞
1
2pi
∫ 1
0
∫
T
ak(x, x, t)dµ dx,
that proves the statement.
Theorem 7.6.1 Let {AN} ∈ A1 and let a ∈ C([0, 1] × T) be the symbol of {AN}. Let
also p be a complex polynomial. Then
lim
N→∞
1
N + 1
tr p(AN) =
1
2pi
∫ 1
0
∫
T
p(a(x, t))dµ dx.
Proof: We prove the statement for p(z) = zk, k ∈ N.
Let us fix ε > 0.
Since a(x, t) ∈ C([0, 1] × T), we can find such a sequence of functions
ai(x, y, t) ∈ C∞t ([0, 1]× [0, 1]× T), i ∈ N, that
||ai(x, x, t)− a(x, t)||C([0,1]×T) −−−→
i→∞
0.
It is clear, that the sequence
{
(A1N(ai))
k
}
+ J approximates {AkN}+ J , i.e.∥∥∥{(A1N(ai))k}− {AkN}+ J ∥∥∥A1/J −−−→i→∞ 0.
By the standard definition of the norm in a quotient algebra,
inf
{BN}∈J
∥∥∥{(A1N(ai))k}− {AkN}+ {BN}∥∥∥ −−−→
i→∞
0.
Therefore,
inf
{BN}∈J
sup
N
∥∥∥(A1N(ai))k − AkN +BN∥∥∥ −−−→
i→∞
0.
So there is i0 such that for all i > i0 the inequality
inf
{BN}∈J
sup
N
∥∥∥(A1N(ai))k − AkN +BN∥∥∥ < ε6
holds.
Then, there exists a sequence {B′N} ∈ J such that
sup
N
∥∥∥(A1N(ai))k − AkN +B′N∥∥∥ < ε3 . (61)
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Thus, ∣∣∣∣ 1N + 1trAkN − 12pi
∫ 1
0
∫
T
ak(x, t)dµ dx
∣∣∣∣ 6
6
∣∣∣∣ 1N + 1trAkN − 1N + 1tr ((A1N(ai))k +B′N)
∣∣∣∣+
+
∣∣∣∣ 1N + 1tr ((A1N(ai))k +B′N)− 12pi
∫ 1
0
∫
T
aki (x, x, t)dµ dx
∣∣∣∣+
+
∣∣∣∣ 12pi
∫ 1
0
∫
T
aki (x, x, t)dµ dx−
1
2pi
∫ 1
0
∫
T
ak(x, t)dµ dx
∣∣∣∣ .
Taking into account inequality (61) and the fact that
AkN −
(
A1N(ai)
)k −B′N = PN(AkN − (A1N(ai))k −B′N)PN ,
we obtain for every N ∈ N:∣∣∣∣ 1N + 1trAkN − 1N + 1tr ((A1N(ai))k +B′N)
∣∣∣∣ =
=
1
N + 1
∣∣∣tr(AkN − (A1N(ai))k −B′N)∣∣∣ 6
6 1
N + 1
∣∣∣∣∣∣PN (AkN − (A1N(ai))k −B′N)∣∣∣∣∣∣
S1(l2)
6
6 1
N + 1
||PN ||2S2(l2)
∣∣∣∣∣∣AkN − (A1N(ai))k −B′N ∣∣∣∣∣∣ < ε3 ,
where ||PN ||S2(l2) =
√
N + 1).
Because of the convergence of the functions ai to a, we can fix i > i0 such that∣∣∣∣ 12pi
∫ 1
0
∫
T
aki (x, x, t)dµ dx−
1
2pi
∫ 1
0
∫
T
ak(x, t)dµ dx
∣∣∣∣ < ε3 .
Since
1
N + 1
trB′N −−−→
N→∞
0, then, by Lemma 7.6.1, there exists N0 ∈ N such that for
all N > N0 ∣∣∣∣ 1N + 1tr ((A1N(ai))k +B′N)− 12pi
∫ 1
0
∫
T
aki (x, x, t)dµ dx
∣∣∣∣ < ε3 .
Summarizing everything said above, we obtain that∣∣∣∣ 1N + 1trAkN − 12pi
∫ 1
0
∫
T
ak(x, t)dµ dx
∣∣∣∣ < ε
for N > N0. This proves the statement.
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Theorem 7.6.2 Let {AN} ∈ A1 be a sequence of self-adjoint operators and the function
a ∈ C([0, 1] × T) be the symbol of {AN}. Let further ∆ = ||{AN} +N||A1/N and let the
real function f be continuous on the segment [−∆,∆]. Then
lim
N→∞
1
N + 1
tr f(AN) =
1
2pi
∫ 1
0
∫
T
f(a(x, t))dµ dx.
Remark: It follows from Propositions 7.4.3 and 7.5.1, that
∆ = max{||A||, ||A˜||, ||{AN}+ J ||A1/J },
where A and A˜ are the strong limits of the operators AN and WNANWN for N → ∞.
And thus ∆ > ||a||C([0,1]×T).
Proof: Let us fix an arbitrary ε > 0. Since f(x) is continuous on the segment [−∆,∆],
then there exists such a polynomial p(x) that
sup
x∈[−∆,∆]
|p(x)− f(x)| < ε
3
.
By Theorem 7.6.1, we find N0(∈ N) such that for all N > N0∣∣∣∣∣ 1N + 1tr p(AN)− 12pi
∫ 1
0
∫
T
p(a(x, t))dµ dx
∣∣∣∣∣ < ε3 .
Furthermore,∣∣∣∣∣ 1N + 1tr f(AN)− 12pi
∫ 1
0
∫
T
f(a(x, t))dµ dx
∣∣∣∣∣ 6
6
∣∣∣∣ 1N + 1tr f(AN)− 1N + 1tr p(AN)
∣∣∣∣+
+
∣∣∣∣∣ 1N + 1tr p(AN)− 12pi
∫ 1
0
∫
T
p(a(x, t))dµ dx
∣∣∣∣∣+
+
∣∣∣∣∣ 12pi
∫ 1
0
∫
T
p(a(x, t))dµ dx− 1
2pi
∫ 1
0
∫
T
f(a(x, t))dµ dx
∣∣∣∣∣ <
<
ε
3
+
ε
3
+
ε
3
= ε .
Thus, for every ε > 0 there exists N0 ∈ N such that for all N > N0∣∣∣∣∣ 1N + 1tr f(AN)− 12pi
∫ 1
0
∫
T
f (a(x, t)) dµdx
∣∣∣∣∣< ε ,
and the statement is proved.
Remark: Putting AN = B
∗
NBN , {BN} ∈ A1, one gets the generalization of the
Avram-Parter theorem, for instance.
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7.7 The Szego¨ type theorem for arbitrary sequences
Theorem 7.6.2 allows to take as test functions an arbitrarily given real and continuous
function f with a compact support. If one is interested in arbitrary sequences in A1, the
test function must have more specific properties. One of the reasons is the definition of
f(AN), N ∈ N, which is ensured if f is analytic on the spectrum of AN for any N . By
s−lim of a sequence we understand as usual the strong limit.
Theorem 7.7.1 Let {AN} ∈ A1 and let a ∈ C([0, 1]×T) be the symbol of {AN}. If f is
holomorphic on the open set Ω ⊂ C and
U := sp (s−lim
N→∞
AN) ∪ sp (s−lim
N→∞
WNANWN) ∪R(a) ⊂ Ω,
where R(a) denotes the image of the function a, then
1
N + 1
tr f(AN) −−−→
N→∞
1
2pi
1∫
0
∫
T
f(a(x, t))dµ dx.
Proof: First we prove the result for the particular case {AN} ∈ A1, AN = A1N(a) + JN ,
where a ∈ C∞t ([0, 1]×T), {JN} ∈ J . Let D ⊂ C be an open set such that U ⊂ D ⊂ Ω and
D ⊂ Ω. For f = gλ, gλ(z) = (z−λ)−1 and λ /∈ D, we obviously have by Proposition 7.3.1
that the sequence {AN} − λ{PN} is stable. Hence, ({AN} − λ{PN}) +N is invertible in
A1/N and the inverse is given by gλ({AN}+N ) = {AN((a−λ)−1)+PNKPN+WnLPN}+
N , where K,L ∈ S∞(l2) are uniquely defined.
For N large enough, say for N > N0, the spectra of AN are contained D (if this would
not be true then using Theorem 3.19 in [42] one easily gets a contradiction). For those N
the function gλ(AN) is well-defined and there is a representant {HN} of gλ({AN} + N )
such that HN = gλ(AN) for N > N0. Thus we obtain
1
N + 1
tr gλ(AN)→ 1
2pi
1∫
0
∫
T
gλ(a)dµ dx
because of
1
N + 1
tr JN −−−→
N→∞
0 for any sequence {JN} ⊂ J . Now we use that any
function f holomorphic on Ω can be on D approximated as closely as desired (in the
supnorm) by functions of the form
γ∑
j=1
cjgλj , λj /∈ D
where cj are complex numbers (see [106] or [31] for instance), and for such holomorphic
functions (in the right-hand side) the result holds. By approximation the result is clearly
true for any function f holomorphic on Ω. Using the upper continuity of the spectrum in
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a unital Banach algebra and the argumentation of the proof of Theorem 7.6.2, the result
follows in the general case again by approximation.
Remark: The algebraic approach can be also used for study of sequences with matrix-
valued continuous symbols. The corresponding results can be generalized on the matrix
case by applying the tensor technique, for example.
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8 An algebraic approach to the study of generalized
discrete convolutions in the infinite case
Here we obtain a Szego¨ type theorem for elements of the algebra generated by sequences
of the type {A2N(a)} (see Chapter 4) with smooth symbols.
8.1 The algebra F˜
In the infinite case, we need to introduce an appropriate C∗-algebra which is wider than
F . We describe first the elements of this algebra.
Let {Ni}i∈N be an increasing sequence of natural numbers. By F({Ni}) we denote the
algebra which consists of all operator sequences {BNi}, BNi ∈ End(ImPNi), satisfying the
following conditions:
1) sup
i∈N
||BNi|| <∞;
2) there exist two operators B, B˜ ∈ End(l2(Z+)) such that the following strong con-
vergences hold:
BNi −→ B, B∗Ni −→ B∗, WNiBNiWNi −→ B˜, WNiB∗NiWNi −→ B˜∗.
By analogy with the definition of the algebra F , we can define in F({Ni}) the algebraic
structure and show that F({Ni}) is a C∗-algebra with the norm
||{BNi}|| = sup
i∈N
||BNi|| <∞.
We can also define in F({Ni}) the corresponding ideals N ({Ni}) and J ({Ni}).
Let {Ni}i∈N be an increasing sequence of natural numbers and {BNi}i∈N be an arbitrary
(not necessarily from F({Ni})!) sequence of operators from End(ImPNi). By Sub({BNi})
we denote the set of all subsequences {BNij } which belong to the algebra F({Nij}). In
general case Sub({BNi}) can be empty.
Let F˜ be the set of operator sequences {BN}N∈N, BN ∈ End(ImPN), satisfying the
following conditions:
1) sup
N∈N
||BN || <∞;
2) there is an operatorB ∈ End(l2) such that s−limN→∞BN = B, s−limN→∞B∗N = B∗;
3) Sub({BNi}) is not empty for every subsequence {BNi} of {BN}.
It is easy to show that F˜ is a linear space.
Let the norm in F˜ be defined by
||{BN}|| eF = sup
N∈N
||BN ||.
Lemma 8.1.1 The normed space F˜ is completed.
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Proof: Let {BmN } for m ∈ N be a Cauchy sequence of elements from F˜ . Let also {BN}
be a sequence such that ‖BmN − BN‖ −−−→
m→∞
0 for every N ∈ N. Moreover, it holds
sup
N
‖BmN − BN‖ −→ 0 as m → ∞. We have to show that {BN} also belongs to F˜ , i.e.
satisfies the conditions 1)-4).
It is not hard to prove the conditions 1) and 2). They are obviously fulfilled. We prove
only, that the sequence {BN} possesses the property 3).
Let {BNi} be some subsequence of {BN}.
Using the standard diagonal method, we can obviously find a number sequence {Nij}
(a subsequence of {Ni}) such that {BmNij } ∈ Sub({B
m
N }) for every m ∈ N, i.e. the
operators WNijB
m
Nij
WNij and WNij (B
m
Nij
)∗WNij converges strongly as j → ∞ to some
operators B˜m and (B˜m)∗ for every fixed m ∈ N.
Let us first show that for every X ∈ l2 the elements WNijBNijWNijX for j ∈ N form
a Cauchy sequence. Indeed,
‖WNijBNijWNijX −WNij+kBNij+kWNij+kX‖ 6
6‖WNijBNijWNijX −WNijBmNijWNijX‖+
+ ‖WNijBmNijWNijX −WNij+kB
m
Nij+k
WNij+kX‖+
+ ‖WNij+kBmNij+kWNij+kX −WNij+kBNij+kWNij+kX‖.
Clearly, for an arbitrary ε > 0 there exists m ∈ N large enough that
‖WNijBNijWNijX −WNijBmNijWNijX‖ <
ε
3
,
‖WNij+kBmNij+kWNij+kX −WNij+kBNij+kWNij+kX‖ <
ε
3
for all k ∈ N. Furthermore, for this fixed m ∈ N one can find j ∈ N large enough that
‖WNijBmNijWNijX −WNij+kB
m
Nij+k
WNij+kX‖ <
ε
3
for every k ∈ N. Thus, we have that for every fixed ε > 0 there exists some j ∈ N such
that
‖WNijBNijWNijX −WNij+kBNij+kWNij+kX‖ < ε,
and the corresponding operators form a Cauchy sequence for every X ∈ l2. We denote by
B˜ the strong limit of the operator WNijBNijWNij as j →∞.
Let us show now that B˜ is the limit of B˜m as m→∞ in the operator norm. Indeed,
for every X ∈ l2 with ‖X‖ = 1 we have
‖B˜X − B˜mX‖ 6 ‖B˜X −WNijBNijWNijX‖+ ‖WNijBNijWNijX −WNijBmNijWNijX‖+
+ ‖WNijBmNijWNijX − B˜mX‖.
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We can fixm ∈ N large enough that ‖BNij−BmNij ‖ < ε/3 for all j ∈ N. Furthermore, there
exists j ∈ N such that ‖B˜X−WNijBNijWNijX‖ < ε/3 and ‖WNijBmNijWNijX− B˜mX‖ <
ε/3. Therefore, ‖B˜X − B˜mX‖ < ε for every X ∈ l2 with ‖X‖ = 1, and we obtain the
claim.
By analogy we can prove that the operators (B˜m)∗ converge in the norm (as m→∞)
to the operator B˜∗ which is the strong limit of operators WNijB
∗
Nij
WNij as j →∞. Thus,
Sub({BNi}) is not empty.
Since {BNi} is an arbitrary subsequence of {BN}, the statement is proved.
The algebraic operations in F˜ can be defined by analogy with F . It is not hard to see
that F˜ is a C∗-algebra. It is also clear that F ⊂ F˜ and N is an ideal in F˜ .
Proposition 8.1.1 Let {BN} ∈ F˜ . Then the sequence {BN} is stable if and only if the
coset {BN}+N is invertible in F˜/N .
Proof: The proof is standard (see i.e. Proposition 2.20 in [13]).
Proposition 8.1.2 Let {BN} ∈ F˜ . Then the sequence {BN} is stable if and only if every
subsequence {BNi} from Sub({BN}) is stable in F({Ni}).
Proof : The necessity is obvious, we prove only the sufficiency. Let every subsequence
from Sub({BN}) be stable in F . We suppose that the sequence {BN} is not stable. Then
we can find a subsequence {BNi} such that all the operators BNi are not invertible or
||B−1Ni || → ∞ as i→∞.
But the set Sub({BNi}) is not empty. Then, we can find a subsequence {BNi j} ∈
Sub({BNi}) which should be stable. However, according to our assumption, we should
get for this subsequence that all the operators BNi j are not invertible or ||B−1Ni j || → ∞ as
j →∞. This contradiction proves our statement.
Corollary 8.1.1 Let {BN} ∈ F˜ . Then {BN}+N is invertible in F˜/N if and only if for
every subsequence {BNi} from Sub({BN}) the element {BNi} +N ({Ni}) is invertible in
F({Ni})/N ({Ni}).
Let {BN} ∈ F˜ and let {BNi} be a subsequence of {BN}. By S-Lim({BNi}) we denote
the set of all strong limits of the operators WNijBNijWNij , where {BNij } ∈ Sub({BNi}).
It is not hard to see that the set S-Lim({BNi}) is bounded.
Corollary 8.1.2 Let {BN} ∈ F˜ . Then the sequence {BN} is stable if and only if the
following conditions are fulfilled:
1) the operator B = s−limN→∞BN is invertible;
2) every operator from S-Lim({BN}) is invertible;
3) for every subsequence {BNi} ∈ Sub({BN}) the coset {BNi}+J ({Ni}) is invertible
in the quotient algebra F({Ni})/J ({Ni}).
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8.2 The strong limits of the operators A2N(a), (A
2
N(a))
∗ and the
sets S-Lim
({
A2N(a)
})
, S-Lim
({
(A2N(a))
∗}) in the case of a
smooth generating function
Let C∞t (R+×R+×T) be the subspace of C(R+×R+×T) consisting of all functions which
are infinitely differentiable in the variable t ∈ T with derivatives from C(R+ × R+ × T).
Obviously, if a function a belongs to C∞t (R+ × R+ × T), then∑
n∈Z
sup
x,y
|ân(x, y)| <∞.
Proposition 8.2.1 Let a ∈ C∞t (R+×R+×T). Then the operators A2N(a) and (A2N(a))∗
converge strongly to the operators T (a(0, 0, t)) and T ∗(a(0, 0, t)), respectively.
Proof: The proof is analogous to that of Proposition 7.1.1.
Let {BN}N∈N be a sequence of operators from End(l2). By Lim({BN}) we denote the
set of all operators B ∈ End(l2) for which there exists a subsequence {BNi} such that BNi
converges to B as i→∞ in the operator norm.
For a(x, y, t) ∈ C(R+ × R+ × T) we define also a˜(x, y, t) = a(x, y, t−1).
Lemma 8.2.1 Let a(x, y, t) ∈ C∞t (R+ × R+ × T). Then the sequence of operators{
T
(
a˜
(
N
E(N)
,
N
E(N)
, t
))}
N∈N
is a precompact set in End(l2) and for every subsequence
of it the following equality holds:
S-Lim
({
PNiT
(
a
(
Ni
E(Ni)
,
Ni
E(Ni)
, t
))
PNi
})
= Lim
({
T
(
a˜
(
Ni
E(Ni)
,
Ni
E(Ni)
, t
))})
.
Proof: Obviously, the functions a˜
(
N
E(N)
,
N
E(N)
, t
)
for N ∈ N form a precom-
pact set in C(T). Using equality (57), one can easily show that the operators
T
(
a˜
(
N
E(N)
,
N
E(N)
, t
))
, N ∈ N, form a precompact set in End(l2).
Furthermore, it holds
WNiT
(
a
(
Ni
E(Ni)
,
Ni
E(Ni)
, t
))
WNi = PNiT
(
a˜
(
Ni
E(Ni)
,
Ni
E(Ni)
, t
))
PNi .
Let an operator B belongs to S-Lim
({
PNiT
(
a
(
Ni
E(Ni)
,
Ni
E(Ni)
, t
))
PNi
})
.
Taking the precompactness into account, we find a number subsequence {Nik}
such that PNikT
(
a˜
(
Nik
E(Nik)
,
Nik
E(Nik)
, t
))
PNik converges to B strongly and
T
(
a˜
(
Nik
E(Nik)
,
Nik
E(Nik)
, t
))
converges (to some operator) in the norm.
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By equality (57), the limit of T
(
a˜
(
Nik
E(Nik)
,
Nik
E(Nik)
, t
))
is the Toeplitz operator
T (b), where b(t) ∈ C(T) is the limit of functions a˜
(
Nik
E(Nik)
,
Nik
E(Nik)
, t
)
in the norm of
the space C(T) as Nik →∞.
From the estimate∥∥∥∥PNikT (a˜( NikE(Nik) , NikE(Nik) , t
))
PNikX − PNikT (b)PNikX
∥∥∥∥ 6
6
∥∥∥∥T (a˜( NikE(Nik) , NikE(Nik) , t
))
− T (b)
∥∥∥∥ ‖X‖ (62)
for X ∈ l2 we easily obtain that B = T (b). Therefore,
S-Lim
({
PNiT
(
a
(
Ni
E(Ni)
,
Ni
E(Ni)
, t
))
PNi
})
⊂ Lim
({
T
(
a˜
(
Ni
E(Ni)
,
Ni
E(Ni)
, t
))})
.
The inverse inclusion follows also from (62).
Proposition 8.2.2 Let a(x, y, t) ∈ C∞t (R+ × R+ × T). Then the set S-Lim({A2N(a)})
is precompact in End(l2). Furthermore, for every subsequence {A2Ni(a)} the sets
S-Lim(
{
A2Ni(a)
}
) and S-Lim(
{
(A2Ni(a))
∗}) are not empty and
S-Lim(
{
A2Ni(a)
}
) = Lim
({
T
(
a˜
(
Ni
E(Ni)
,
Ni
E(Ni)
, t
))})
,
S-Lim(
{
(A2Ni(a))
∗}) = Lim({T (a˜( Ni
E(Ni)
,
Ni
E(Ni)
, t
))∗})
.
Proof: We prove only the first equality. The corresponding result for the adjoint sequence
can be obtained by analogy.
According to Lemma 8.2.1, we have to show that
S-Lim(
{
A2Ni(a)
}
) = S-Lim
({
PNiT
(
a
(
Ni
E(Ni)
,
Ni
E(Ni)
, t
))
PNi
})
.
Let us fix some ε > 0. By analogy with the proof of Proposition 7.1.1, we obtain for
X = {Xn}n∈Z ∈ l2(Z+) the following estimates:∣∣∣∣∣∣∣∣WNiA2Ni(a)WNiX −WNiT (a( NiE(Ni) , NiE(Ni) , t
))
WNiX
∣∣∣∣∣∣∣∣2 =
=
Ni∑
n=0
∣∣∣∣∣
Ni∑
k=0
(
âk−n
(
Ni − n
E(Ni)
,
Ni − k
E(Ni)
)
− âk−n
(
Ni
E(Ni)
,
Ni
E(Ni)
))
Xk
∣∣∣∣∣
2
6
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62M
∑
06n6β
√
E(Ni)
∑
06k6α
√
E(Ni)
∣∣∣∣âk−n(Ni − nE(Ni) , Ni − kE(Ni)
)
− âk−n
(
Ni
E(Ni)
,
Ni
E(Ni)
)∣∣∣∣ |Xk|2+
+ 2M
Ni∑
n=0
∑
α
√
E(Ni)<k6Ni
∣∣∣∣âk−n(Ni − nE(Ni) , Ni − kE(Ni)
)
− âk−n
(
Ni
E(Ni)
,
Ni
E(Ni)
)∣∣∣∣ |Xk|2+
+ 2M
∑
β
√
E(Ni)<n6Ni
∑
06k6α
√
E(Ni)
∣∣∣∣âk−n(Ni − nE(Ni) , Ni − kE(Ni)
)
− âk−n
(
Ni
E(Ni)
,
Ni
E(Ni)
)∣∣∣∣ |Xk|2,
where M := ∑
n∈Z
sup
x,y
|ân(x, y)| <∞ and 0 < α < β.
Since the generating function belongs to C∞t (R+ × R+ × T), there exists δ > 0 such
that ∑
n∈Z
sup
x1,x2,y1,y2∈R+
|x1−x2|<δ, |y1−y2|<δ
|ân(x1, y1)− ân(x2, y2)| < 1
3
ε2
2M||X||2 .
Let us fix α and β so that 0 < α < β < δ.
Because of X = {Xn}n∈Z ∈ l2(Z+), there exists Ni0 ∈ N such that for all Ni > Ni0
E(Ni) > 1,∑
|k|>α
√
E(Ni)
|Xk|2 < 1
3
ε2
4M2 ,
∑
|n|>(β−α)
√
E(Ni)
sup
x,y∈R+
|ân(x, y)| < 1
3
ε2
4M||X||2 .
Obviously,
β√
E(Ni)
< δ for all Ni > Ni0 , and we obtain
∣∣∣∣∣∣∣∣WNiA2Ni(a)WNiX −WNiT (a( NiE(Ni) , NiE(Ni) , t
))
WNiX
∣∣∣∣∣∣∣∣ < ε.
This estimate proves the corresponding equality. The two other statements, that the
set S-Lim({A2N(a)}) is precompact in End(l2) and for every subsequence {A2Ni(a)} the set
S-Lim(
{
A2Ni(a)
}
) is not empty, follow then directly from Lemma 8.2.1.
Corollary 8.2.1 Let a ∈ C∞t ([0, 1]× [0, 1]×T). Then for every subsequence {A2Ni(a)} of{A2N(a)}) the set Sub({A2Ni(a)}) is not empty.
Corollary 8.2.2 Let a ∈ C∞t ([0, 1] × [0, 1] × T). Then from {A2Ni(a)} ∈
Sub({A2N(a)}) it follows that the functions a˜
(
Ni
E(Ni)
,
Ni
E(Ni)
, t
)
converge to a function
b(t) ∈ C(T) in the norm of C(T) as Ni →∞.
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Proposition 8.2.3 Let a ∈ C∞t (R+×R+×T). Then the sequence {A2N(a)} belongs to the
algebra F˜ . Furthermore, the element {A2N(a)}+N is invertible in F˜/N if and only if for
every subsequence {A2Ni(a)} ∈ Sub({A2N(a)}) the coset {A2Ni(a)} +N ({Ni}) is invertible
in F({Ni})/N ({Ni}).
Proof: This result follows from Proposition 8.2.1 and Corollaries 8.1.1, 8.2.1.
8.3 Algebraic properties of the sequence {A2N(a)} in the case of
a smooth generating function
The operator H2N(a) = H
2
N(a(x, y, t)), a ∈ C(R+ × R+ × T), acting in the space ImPN
and having the following matrix representation(
ân+k+1
(
n
E(N)
,
k
E(N)
))
n,k=0,...,N
is called the truncated generalized Hankel operator.
Furthermore, we need some additional notations.
For a ∈ C(R+ × R+ × T) and N ∈ N let us denote by A2N(a(x, x, t)), A2N(a(y, y, t)),
A2N(a(y, x, t)), H
2
N(a(x, x, t)) and H
2
N(a(y, y, t)) the linear operators acting in the space
ImPN which have the following matrices, respectively:(
ân−k
(
n
E(N)
,
n
E(N)
))
n,k=0,...,N
,
(
ân−k
(
k
E(N)
,
k
E(N)
))
n,k=0,...,N
,(
ân−k
(
k
E(N)
,
n
E(N)
))
n,k=0,...,N
,(
ân+k+1
(
n
E(N)
,
n
E(N)
))
n,k=0,...,N
,(
ân+k+1
(
k
E(N)
,
k
E(N)
))
n,k=0,...,N
.
In these notations, for a, b ∈ C(R+×R+×T) and N ∈ N we obtain for example that the
operator A2N (a(x, x, t)b(y, y, t)) has the following matrix representation:(
ĉn−k
(
n
E(N)
,
k
E(N)
))
n,k=0,...,N
,
where ĉn (x, y) =
1
2pi
∫
T
a (x, x, t) b (y, y, t) t−ndµ, n ∈ Z.
By analogy with Lemma 7.2.1, the following statement can be proved:
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Lemma 8.3.1 Let a, b ∈ C∞t (R+ × R+ × T). Then
A2N (a(x, x, t))A
2
N (b(y, y, t)) =
= A2N (a(x, x, t)b(y, y, t))−H2N (a(x, x, t))H2N
(
b˜(y, y, t)
)
−
−WNH2N
(
a˜
(
N
E(N)
− x, N
E(N)
− x, t
))
H2N
(
b
(
N
E(N)
− y, N
E(N)
− y, t
))
WN + o(1),
where o(1) is an operator depending on N with the norm converging to zero as N →∞.
Lemma 8.3.2 Let a ∈ C∞t (R+ × R+ × T). Then
||A2N(a(x, y, t))− A2N(a(x, x, t))|| −−−→
N→∞
0,
||A2N(a(x, y, t))− A2N(a(y, y, t))|| −−−→
N→∞
0,
||A2N(a(x, y, t))− A2N(a(y, x, t))|| −−−→
N→∞
0.
Proof: The proof is analogous to that of Lemma 7.2.2
Lemma 8.3.3 Let a, b ∈ C∞t (R+ × R+ × T). Then
||A2N(a(x, x, t)[b(y, y, t)− b(x, x, t)])|| −−−→
N→∞
0.
Proof: The proof is analogous to that of Lemma 7.2.3
The proof of the following statement is also standard.
Lemma 8.3.4 Suppose, a function a belong to C∞t (R+ × R+ × T). Then
||H2N(a(x, x, t))−H(a(0, 0, t))|| −−−→
N→∞
0,
||H2N(a(y, y, t))−H(a(0, 0, t))|| −−−→
N→∞
0,∥∥∥∥H2N (a( NE(N) − x, NE(N) − x, t
))
−H
(
a
(
N
E(N)
,
N
E(N)
, t
))∥∥∥∥ −−−→N→∞ 0,∥∥∥∥H2N (a( NE(N) − y, NE(N) − y, t
))
−H
(
a
(
N
E(N)
,
N
E(N)
, t
))∥∥∥∥ −−−→N→∞ 0.
Lemma 8.3.5 Let a, b ∈ C∞t (R+×R+×T). Suppose also that {A2Ni(a)} ∈ Sub({A2N(a)})
and {A2Ni(b)} ∈ Sub({A2N(b)}). Then the operator
H
(
a˜
(
Ni
E(Ni)
,
Ni
E(Ni)
, t
))
H
(
b
(
Ni
E(Ni)
,
Ni
E(Ni)
, t
))
converges in the operator norm to a compact operator as i→∞.
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Proof: The statement follows from Corollary 8.2.2 and the well-known estimate (see [13])
‖H(a)‖ 6 ‖a‖C(T)
for all a ∈ C(T).
Lemma 8.3.6 From the relation
A2Ni(a(x, x, t)) = A
2
Ni
(b(x, x, t)) + PNiKPNi +WNiLWNi +MNi , (63)
where a, b ∈ C∞t (R+×R+×T), {A2Ni(a(x, x, t))} ∈ Sub({A2N(a(x, x, t))}), K,L ∈ S∞(l2),
MNi ∈ End(l2), ||MNi|| −−−→
N→∞
0, it follows that {A2Ni(b(x, x, t))} ∈ Sub({A2N(b(x, x, t))}),
K = 0, L = 0, MNi = 0 for any i ∈ N and b(x, x, t) = a(x, x, t).
Proof: Obviously, {A2Ni(b(x, x, t))} ∈ Sub({A2N(b(x, x, t))}).
Passing in (63) to the strong limit as Ni →∞, we obtain
T (a(0, 0, t)) = T (b(0, 0, t)) +K.
A Toeplitz operator is compact if and only if it is the zero operator. Therefore,
K = T (a(0, 0, t)− b(0, 0, t)) = 0.
Multiplying relation (63) from left and right by the operator WNi , we get
WNiA
2
Ni
(a(x, x, t))WNi = WNiA
2
Ni
(b(x, x, t))WNi + PNiLPNi +WNiMNiWNi .
Suppose, that L 6= 0. The operatorsWNiA2Ni(a(x, x, t))WNi andWNiA2Ni(b(x, x, t))WNi
converge strongly to the Toeplitz operators T (α) and T (β), respectively, where α(t) and
β(t) are continuous functions on T. Passing to the strong limit as i→∞, we get
T (α) = T (β) + L.
Thus, we obtain a contradiction, that the Toeplitz operator T (α − β) has a non-zero
symbol and is compact. Therefore, L = 0.
Hence, A2Ni(a(x, x, t)) = A
2
Ni
(b(x, x, t)) + MNi and MNi = A
2
Ni
(c(x, x, t)), where
c(x, x, t) = a(x, x, t)− b(x, x, t).
Suppose, that the equality a(x, x, t) = b(x, x, t) does not hold. Then c(x, x, t) is not
identical to zero. This means, that ĉn0(x0, x0) 6= 0 for some x0 ∈ [0,+∞) and n0 ∈ Z.
The numbers n/E(Ni), where n = 1, ..., Ni, Ni ∈ N, form an everywhere dense set as
Ni → ∞. So we can find a sequence nik/E(Nik) (n0 6 nik 6 Nik) converging to x0 as
k →∞.
Let us consider now the matrix A2Nik
(c(x, x, t)). Its element on the crossing
of the nik-th line and the kik-th column, where kik = nik − n0, is equal to
ĉn0(nik/E(Nik), nik/E(Nik)) and
ĉn0
(
nik
E(Nik)
,
nik
E(Nik)
)
−−−→
k→∞
ĉn0(x0, x0) 6= 0.
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But this contradicts the fact that ||A2Nik (c(x, x, t))|| −−−→k→∞ 0. Therefore, the assump-
tion is not true and we have a(x, x, t) = b(x, x, t) and MNi = 0 for any Ni ∈ N.
Obviously, (A2N(a(x, y, t)))
∗ = A2N
(
a(y, x, t)
)
.
The correctness of the following Proposition follows from Lemmas 8.3.1, 8.3.2, 8.3.3,
8.3.4, 8.3.5 and 8.3.6.
Proposition 8.3.1 Let a, b ∈ C∞t (R+ × R+ × T), A2Ni(a) ∈ Sub({A2N(a)}) and
A2Ni(b) ∈ Sub({A2N(b)}). Then the following two representations hold:
A2Ni(a(x, y, t))A
2
Ni
(b(x, y, t)) =
= A2Ni(a(x, x, t)b(x, x, t)) + PNiK1PNi +WNiL1WNi + o(1),
A2Ni(a(x, y, t))(A
2
Ni
(b(x, y, t)))∗ =
= A2Ni(a(x, x, t)b(x, x, t)) + PNiK2PNi +WNiL2WNi + o(1),
(64)
where K1, K2, L1, L2 ∈ S∞(l2), o(1) denotes an operator (depending on Ni) with the norm
converging to zero. Moreover, these representations are unique.
8.4 The norm of {A2Ni(a)} + J ({Ni}) for {A2Ni(a)} ∈ Sub(
{
A2N(a)
}
)
in the algebra F({Ni})/J ({Ni}) in the case of a smooth ge-
nerating function
By analogue with the finite case, we can prove the following result applying Proposition
8.3.1 and the local principle of Allan-Douglas (see Theorem 2.29 and Section 2.7 in [13]):
Lemma 8.4.1 Let a ∈ C∞t (R+ × R+ × T) and {A2Ni(a)} ∈ Sub({A2N(a)}). The coset{A2Ni(a)} + J ({Ni}) is invertible in F({Ni})/J ({Ni}) if and only if the closure of the
image of a(x, x, t) on R+ × T does not contain zero.
Let us consider further the coset {A2Ni(a)}+J ({Ni}), where {A2Ni(a)} ∈ Sub({A2N(a)})
and a ∈ C∞t (R+ × R+ × T).
By Proposition 8.3.1 (representation (64)), we get
({A2Ni(a)}+ J ({Ni}))({A2Ni(a)}+ J ({Ni}))∗ = {A2Ni(a)(A2Ni(a))∗}+ J ({Ni}) =
= {A2Ni(a(x, x, t)a(x, x, t))}+ J ({Ni}).
So we have to find the supremum of the eigenvalues of the coset
{A2Ni(a(x, x, t)a(x, x, t))}+ J ({Ni}) in the algebra F({Ni})/J ({Ni}).
The number λ0 ∈ C is an eigenvalue of the coset {A2Ni(a(x, x, t)a(x, x, t))}+J ({Ni})
if and only if the coset
{A2Ni(a(x, x, t)a(x, x, t))−λ0PNi}+J ({Ni}) =
{
ANi
(
a(x, x, t)a(x, x, t)− λ0
)}
+J ({Ni})
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is not invertible in F({Ni})/J ({Ni}).
As it follows from Lemma 8.4.1, it is possible if and only if λ0 belongs to the closure
of the value set of the function a(x, x, t)a(x, x, t), x ∈ R+, t ∈ T.
Thus, the spectral radius is equal to sup
x∈R+,t∈T
|a(x, x, t)|2. Therefore,
||{A2Ni(a)}+ J ({Ni})||2F({Ni})/J ({Ni}) = sup
x∈R+,t∈T
|a(x, x, t)|2.
Proposition 8.4.1 Let a ∈ C∞t (R+ × R+ × T). Then for every subsequence
{A2Ni(a)} ∈ Sub({A2N(a)}) it holds
||{A2Ni(a)}+ J ({Ni})||F({Ni})/J ({Ni}) = ||a(x, x, t)||C(R+×T).
8.5 The algebras A2 and A2J
By C˜(R+×T) we denote the subalgebra of C(R+×T) generated by uniformly continuous
bounded functions a(x, t) on R+ × T which are infinitely differentiable in the variable t
with derivatives from C(R+ × T).
Let A2 ⊂ F˜ be the smallest C∗-algebra containing all sequences {A2N(a)} with smooth
generating functions. We consider now some important properties of the algebra A2.
Let {AN} ∈ A2. Then {AN} = limm→∞{AmN} (the limit in the norm of F˜), where
{AmN} for m ∈ N are sequences of the form
{AmN} =
km∑
i=1
lm∑
j=1
{A2N(amij )}, km, lm ∈ N, amij ∈ C∞t (R+ × R+ × T).
Let us denote am :=
km∑
i=1
lm∑
j=1
amij . We are going to prove, that the functions a
m(x, x, t)
converge to some function a from C˜(R+ × T) as m → ∞ and for every subsequence
{ANi} ∈ Sub({AN}) the following equality holds:
‖{ANi}+ J ({Ni})‖F({Ni})/J ({Ni}) = ‖a‖C(R+×T).
Let {ANi} ∈ Sub({AN}). Using the diagonal method, we can chose such a number
subsequence {Nik}, that {AmNik} ∈ Sub({A
m
N}) for every m ∈ N. It is also clear, that
{ANik} ∈ Sub({AN}).
Since the cosets {AmNik} + J ({Nik}) converge to {ANik} + J ({Nik}) as
m → ∞ in the norm of F({Nik})/J ({Nik}), they form a Cauchy sequence. Further-
more, {AmNik} + J ({Nik}) = {A
2
Nik
(am)} + J ({Nik}). By Proposition 8.4.1 we obtain
‖{AmNik}+ J ({Nik})‖F({Nik})/J ({Nik}) = ‖a
m(x, x, t)‖C(R+×T) and the functions am(x, x, t)
for m ∈ N form also a Cauchy sequence. Hence, there exists a function a ∈ C˜(R+ × T)
which is a limit of am(x, x, t) as m→∞.
Let us prove now that for every {ANi} ∈ Sub({AN}) the following equality holds:
‖{ANi}+ J ({Ni})‖F({Ni})/J ({Ni}) = ‖a‖C(R+×T).
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Lemma 8.5.1 The coset {ANi}+J ({Ni}) is invertible in F({Ni})/J ({Ni}) if and only
if the function a(x, t) is invertible in C(R+ × T).
Proof: Suppose, {ANi}+J ({Ni}) is invertible. Let {Nik} be such a number subsequence
that {AmNik} ∈ Sub({A
m
N}) for every m ∈ N. Since the cosets {AmNik}+ J ({Nik}) approx-
imate {ANik} + J ({Nik}) as m → ∞, then {AmNik} + J ({Nik}) is invertible for m ∈ N
large enough. The functions am converge to a and, by Lemma 8.4.1, are also invertible
for m ∈ N large enough. Thus, the function a is invertible.
Suppose now that the function a is invertible in C(R+ × T). Let us consider a
coset {BNi} + J ({Ni}) possessing the following property: for every number subse-
quence {Nik} such that {AmNik} ∈ Sub({A
m
N}) the coset {BNik} + J ({Nik}) is a limit of(
{AmNik}+ J ({Nik})
)−1
=
{
ANik ((a
m)−1)
}
+J ({Nik}) asm→∞ (the inverse is consid-
ered for m large enough). It is not hard to see that the coset {BNi}+J ({Ni}) is correctly
defined. One can also prove that BNi and WNiBNiWNi converge strongly. The strong
limits are T (a−1(0, t)) +K1 and T
(
b˜−1(t)
)
+K2, respectively. Therein K1, K2 ∈ S∞(l2)
and b(t) is the limit of the functions a
(
Ni
E(Ni)
, t
)
as Ni →∞ in the norm of C(T).
Indeed, let {Nik} be such a number subsequence that {AmNik} ∈ Sub({A
m
N}). Then
{BNik} is the limit of sequences{
ANik ((a
m)−1) + PNikK
mPNik +WNikL
mWNik + C
m
Nik
}
,
where Km, Lm ∈ S∞(l2), ||CmNik || −−−−→Nik→∞
0, in the norm of the algebra F({Nik}).
If B is the strong limit of the sequence {BNi}, then B is the limit (in the operator norm)
of T ((am(0, 0, t))−1)+Km as m→∞. Since T ((am(0, 0, t))−1) converges to T (a−1(0, t)),
then Km converges also to a compact operator K1. Thus, B = T (a
−1)+K1. By analogy,
one can show that the strong limit of WNiBNiWNi is T
(
b˜−1(t)
)
+K2 with K2 ∈ S∞(l2).
We prove now that the coset {BNi} + J ({Ni}) is the inverse for {ANi} + J ({Ni}),
that is
ANiBNi − ENi = PNiKPNi +WNiLWNi + CNi (65)
with K,L ∈ S∞(l2), ||CNi|| −−−−→
Ni→∞
0.
Suppose, it is not true.
Obviously, the strong limits of ANi and WNiANiWNi are T (a(0, t)) and T
(
b˜(t)
)
, re-
spectively, where b(t) is the limit of the functions a
(
Ni
E(Ni)
, t
)
as Ni →∞ in the norm
of C(T).
The following relation is well known (see, for example, [13]):
T (b1)T (b2) = T (b1b2)−H(b1)H(b˜2), for b1, b2 ∈ L∞(T).
From this equality it follows that the strong limits of ANiBNi−ENi andWNi(ANiBNi−
ENi)WNi are indeed compact operators. Therefore, equality (65) is not true if and only if
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||CNi|| does not converges to zero. This means that one can find (applying the diagonal
method) a number subsequence {Nik} such that ||CNik || does not converges to zero (more
exactly, CNik converges strongly to zero, but not in the norm) and {AmNik} ∈ Sub({A
m
N})
for all m ∈ N. However, according to the definition of the coset {BNik} + J ({Nik}), it
should be the inverse of {ANik}+ J ({Nik}). This is a contradiction.
By Lemma 8.5.1, the coset {ANiA∗Ni}+ J ({Ni}) is invertible in F({Ni})/J ({Ni}) if
and only if the function a(x, t)a(x, t) is invertible in C(R+ × T).
This means that ‖{ANi} + J ({Ni})‖F({Ni})/J ({Ni}) = ‖a‖C(R+×T). It is also not hard
to see that the function a from C˜(R+ × T) is uniquely defined. Hence, the following
proposition is proved:
Proposition 8.5.1 Let {AN} ∈ A2. Then there exists a unique function a ∈ C˜(R+×T)
such that
‖{ANi}+ J ({Ni})‖F({Ni})/J ({Ni}) = ‖a(x, t)‖C(R+×T)
for every subsequence {ANi} ∈ Sub({AN}).
For a sequence {AN} ∈ A2 we denote by SubJ ({AN}) the set of all cosets
{ANi}+ J ({Ni}), where {ANi} ∈ Sub({AN}).
Let us consider also the C∗-algebra A2J whose elements are SubJ ({AN}) with
{AN} ∈ A2. We define the algebraic operations in A2J as follows:
SubJ ({AN}) + SubJ ({BN}) = SubJ ({AN +BN}), {AN}, {BN} ∈ A2,
SubJ ({AN}) · SubJ ({BN}) = SubJ ({ANBN}), {AN}, {BN} ∈ A2,
λSubJ ({AN}) = SubJ ({λAN}), {AN} ∈ A2, λ ∈ C,
SubJ ({AN})∗ = SubJ ({A∗N}), {AN} ∈ A2,
The norm of the element SubJ ({AN}) for {AN} ∈ A is defined by (this definition is
correct by Proposition 8.5.1)
‖SubJ ({AN})‖AJ = ||{ANi}+ J ({Ni})||F({Ni})/J ({Ni}),
where {ANi} ∈ Sub({AN}).
We consider the map ϕ : A2J 7−→ C˜(R+ × T) defined by
ϕ(SubJ ({AN})) = a,
where a is such a function from C˜(R+ × T) that
||SubJ ({AN})||A2J = ||a||C(R+×T).
Clearly, that ϕ is an isometric isomorphism. Therefore, A2J is a C∗-algebra isomorph
to C˜(R+ × T). And we obtain the following proposition:
Proposition 8.5.2 The C∗-algebras A2J and C˜(R+ × T) are isomorphic.
Remark: The function a(x, t) = ϕ(SubJ ({AN})) will be called the symbol of the
sequence {AN} ∈ A2.
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8.6 The norm of {A2N(a)}+N in the algebra F˜/N in the case of
a smooth generating function
Assign to an element {AN} ∈ A2 the tripel
tri({AN}) =
(
s−lim
N→∞
AN , S-Lim({AN}), SubJ ({AN})
)
.
By B2 we denote the set of all such tripels with algebraic operations defined as follows:
tri({AN}) + tri({BN}) = tri({AN +BN}), {AN}, {BN} ∈ A2,
λ tri({AN}) = tri({λAN}), {AN} ∈ A2, λ ∈ C,
tri({AN}) tri({BN}) = tri({ANBN}), {AN}, {BN} ∈ A2,
tri({AN})∗ = tri({A∗N}), {AN} ∈ A2.
One can show that B2 with the norm
||tri({AN})|| = max
{
||s−lim
N→∞
AN ||, sup
A∈ S-Lim({AN})
||A||, ||SubJ ({AN})||A2J
}
is a C∗-algebra.
Corollary 8.1.2 tells us that {AN} ∈ A2 is stable if and only if tri({AN}) is invertible in
the C∗-algebra B2. It is a feature of C∗-algebras that then A2/N and B are isometrically
isomorphic. Therefore,
||{AN}+N||A2/N = ||{AN}+N|| eF/N =
= max
{
||s−lim
N→∞
AN ||, sup
A∈ S-Lim({AN})
||A||, ||SubJ ({AN})||A2J
}
.
Proposition 8.6.1 Let {AN} ∈ A2. Then
||{AN}+N||A2/N = max
{
||s−lim
N→∞
AN ||, sup
A∈S-Lim({AN})
||A||, ||SubJ ({AN})||A2J
}
.
Corollary 8.6.1 Let a ∈ C∞t (R+ × R+ × T). Then
||{A2N(a)}+N|| eF/N = ||a(x, x, t)||C(R+×T).
Proof: This statement follows from equality (57) and Propositions 8.2.1, 8.2.2, 8.4.1,
8.6.1.
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8.7 A Szego¨ type theorem for a sequence of self-adjoint opera-
tors
Lemma 8.7.1 Let a ∈ C∞t (R+ × R+ × T); let p be a complex polynomial. Then
1
N + 1
tr p
(
A2N(a)
)− 1
2pi
E(N)
N
∫ N/E(N)
0
∫
T
p(a(x, x, t))dµ dx −−−→
N→∞
0.
Proof: Obviously, it is enough to prove this statement for polynomials of the form
p(z) = zk, k ∈ N.
We consider first {A2Ni(a)} ∈ Sub({A2N(a)}).
By Proposition 8.3.1, we obtain
p
(
A2Ni(a)
)
= (A2Ni(a))
k = A2Ni
(
ak
)
+ PNiKPNi +WNiLWNi +MNi ,
where K,L ∈ S∞(l2), ||MNi|| → 0 for i→∞.
Since the operators K and L are compact,
lim
i→∞
1
Ni + 1
trPNiKPNi = 0, lim
i→∞
1
Ni + 1
trWNiLWNi = 0.
Because of {MNi} ∈ N ({Ni}) we obtain
lim
i→∞
1
Ni + 1
trMNi = 0.
Let us consider the operator A2Ni(a
k). It holds
1
Ni + 1
trA2Ni(a
k) =
1
Ni + 1
Ni∑
n=0
âk0
(
n
E(Ni)
,
n
E(Ni)
)
=
=
1
Ni + 1
Ni∑
n=0
1
2pi
∫
T
ak
(
n
E(Ni)
,
n
E(Ni)
, t
)
dµ.
Then we get∣∣∣∣∣ 1Ni + 1trA2Ni(ak)− 12pi E(Ni)Ni
∫ Ni/E(Ni)
0
∫
T
ak(x, x, t)dµdx
∣∣∣∣∣ =
=
∣∣∣∣∣ 1Ni + 1
Ni∑
n=0
1
2pi
∫
T
ak
(
n
E(Ni)
,
n
E(Ni)
, t
)
dµ−
− 1
2pi
E(Ni)
Ni
Ni−1∑
n=0
∫ (n+1)/E(Ni)
n/E(Ni)
∫
T
ak(x, x, t)dµdx
∣∣∣∣∣ =
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=∣∣∣∣∣ 1Ni + 1
Ni−1∑
n=0
1
2pi
∫
T
ak
(
n
E(Ni)
,
n
E(Ni)
, t
)
dµ−
− 1
2pi
1
Ni
Ni−1∑
n=0
∫ n+1
n
∫
T
ak
(
x
E(Ni)
,
x
E(Ni)
, t
)
dµdx
∣∣∣∣∣+
+
∣∣∣∣ 1Ni + 1 12pi
∫
T
ak
(
Ni
E(Ni)
,
Ni
E(Ni)
, t
)
dµ
∣∣∣∣ .
Obviously (since the integral
∫
T
ak(x, x, t) is uniformly continuous in x ∈ R+), for an
arbitrary ε > 0 there exists i0 ∈ N such that for every i > i0 and n = 0, 1, ..., Ni − 1 the
following inequalities hold:∣∣∣∣∫
T
ak
(
n
E(Ni)
,
n
E(Ni)
, t
)
dµ−
∫ n+1
n
∫
T
ak
(
x
E(Ni)
,
x
E(Ni)
, t
)
dµdx
∣∣∣∣ < ε2 ,∣∣∣∣ 1Ni + 1 12pi
∫
T
ak
(
Ni
E(Ni)
,
Ni
E(Ni)
, t
)
dµ
∣∣∣∣ < ε2 .
Therefore, for arbitrary ε > 0 one can find i0 ∈ N such that∣∣∣∣∣ 1Ni + 1trA2Ni(ak)− 12pi E(Ni)Ni
∫ Ni/E(Ni)
0
∫
T
ak(x, x, t)dµdx
∣∣∣∣∣ < ε
for every i > i0, and we obtain the claim.
Since the statement holds for every subsequence from Sub({A2N(a)}), it is also true
for the sequence {A2N(a)}.
Theorem 8.7.1 Let {AN} ∈ A2 and let a ∈ C˜(R+×T) be the symbol of {AN}. Let also
p be a complex polynomial. Then
1
N + 1
tr p (AN)− 1
2pi
E(N)
N
∫ N/E(N)
0
∫
T
p(a(x, x, t))dµ dx −−−→
N→∞
0.
Proof: We prove the statement for p(z) = zk, k ∈ N.
Let us fix ε > 0.
Since a(x, t) ∈ C˜(R+ × T), we can find such a sequence of functions
an(x, y, t) ∈ C∞t (R+ × R+ × T), n ∈ N, that
||an(x, x, t)− a(x, t)||C(R+×T) −−−→
n→∞
0.
Let {ANi} ∈ Sub({AN}). Using the diagonal method, we can find an index subset
{Nij} such that:
1) {ANij } is a subsequence of {ANi} and, therefore, belongs to Sub({AN});
2) {A2Nij (an)} ∈ Sub({A
2
N(an)}) for every n ∈ N.
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It is clear, that the sequence
{(
A2Nij
(an)
)k}
+ J ({Nij}) approximates
{
AkNij
}
+
J ({Nij}), i.e. ∥∥∥∥{(A2Nij (an))k
}
− {AkNij }+ J ({Nij})
∥∥∥∥
A2/J ({Nij })
−−−→
n→∞
0.
By the standard definition of the norm in a quotient algebra,
inf
{BNij }∈J ({Nij })
∥∥∥∥{(A2Nij (an))k
}
− {AkNij }+ {BNij }
∥∥∥∥ −−−→n→∞ 0.
Therefore,
inf
{BNij }∈J ({Nij })
sup
Nij
∥∥∥∥(A2Nij (an))k − AkNij +BNij
∥∥∥∥ −−−→n→∞ 0.
Furthermore, there is n0 such that for all n > n0
inf
{BNij }∈J ({Nij })
sup
Nij
∥∥∥∥(A2Nij (an))k − AkNij +BNij
∥∥∥∥ < ε6 .
There exists a sequence {B′Nij } ∈ J ({Nij}) such that
sup
Nij
∥∥∥∥(A2Nij (an))k − AkNij +B′Nij
∥∥∥∥ < ε3 . (66)
Thus, ∣∣∣∣∣ 1Nij + 1trAkNij − 12pi E(Nij)Nij
∫ Nij /E(Nij )
0
∫
T
ak(x, t)dµ dx
∣∣∣∣∣ 6
6
∣∣∣∣ 1Nij + 1trAkNij − 1Nij + 1tr
((
A2Nij
(an)
)k
+B′Nij
)∣∣∣∣+
+
∣∣∣∣ 1Nij + 1tr
((
A2Nij
(an)
)k
+B′Nij
)
−
− 1
2pi
E(Nij)
Nij
∫ Nij /E(Nij )
0
∫
T
akn(x, x, t)dµ dx
∣∣∣∣∣+
+
∣∣∣∣∣ 12pi E(Nij)Nij
∫ Nij /E(Nij )
0
∫
T
akn(x, x, t)dµ dx−
− 1
2pi
E(Nij)
Nij
∫ Nij /E(Nij )
0
∫
T
ak(x, t)dµ dx
∣∣∣∣∣ .
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Taking into account inequality (66) and the fact that
AkNij
−
(
A2Nij
(an)
)k
−B′Nij = PNij
(
AkNij
−
(
A2Nij
(an)
)k
−B′Nij
)
PNij ,
we obtain for every number Nij :∣∣∣∣ 1Nij + 1trAkNij − 1Nij + 1tr
((
A2Nij
(an)
)k
+B′Nij
)∣∣∣∣ =
=
1
Nij + 1
∣∣∣∣tr(AkNij − (A2Nij (an))k −B′Nij
)∣∣∣∣ 6
6 1
Nij + 1
∣∣∣∣∣∣∣∣PNij (AkNij − (A2Nij (an))k −B′Nij
)∣∣∣∣∣∣∣∣
S1(l2)
6
6 1
Nij + 1
||PNij ||2S2(l2)
∣∣∣∣∣∣∣∣AkNij − (A2Nij (an))k −B′Nij
∣∣∣∣∣∣∣∣ < ε3 ,
where ||PNij ||S2(l2) =
√
Nij + 1.
Because of the convergence of the functions an to a, we can fix n > n0 such that∣∣∣∣∣ 12pi E(Nij)Nij
∫ Nij /E(Nij )
0
∫
T
akn(x, x, t)dµ dx−
− 1
2pi
E(Nij)
Nij
∫ Nij /E(Nij )
0
∫
T
ak(x, t)dµ dx
∣∣∣∣∣ < ε3 .
In addition, since
1
Nij + 1
trB′Nij −−−−→Nij→∞
0,
then, by Lemma 8.7.1, there exists N0 ∈ N such that for all Nij > N0∣∣∣∣∣ 1Nij + 1tr
((
A2Nij
(an)
)k
+B′Nij
)
− 1
2pi
E(Nij)
Nij
∫ Nij /E(Nij )
0
∫
T
akn(x, x, t)dµ dx
∣∣∣∣∣ < ε3 .
Summarizing everything said above, we obtain that∣∣∣∣∣ 1Nij + 1trAkNij − 12pi E(Nij)Nij
∫ Nij /E(Nij )
0
∫
T
ak(x, t)dµ dx
∣∣∣∣∣ < ε
for Nij > N0.
Because we have considered an arbitrary subsequence {ANi} ∈ Sub({AN}), then (tak-
ing the properties of {AN} into account) the statement is true.
Theorem 8.7.2 Let {AN} ∈ A2 be a sequence of self-adjoint operators with the symbol
a ∈ C˜(R+ × T). Furthermore, let ∆ = ||{AN} + N||A2/N and let a real function f be
continuous on the segment [−∆,∆]. Then
1
N + 1
tr f(AN)− 1
2pi
E(N)
N
∫ N/E(N)
0
∫
T
f(a(x, t))dµ dx −−−→
N→∞
0.
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Remark: It follows from Proposition 8.6.1, that
∆ = max
{
||s−lim
N→∞
AN ||, sup
A∈S-Lim({AN})
||A||, ||SubJ ({AN})||A2J
}
.
This means especially, that ∆ > ||a||C(R+×T).
Proof: The proof of this statement is analogous to that of Theorem 7.6.2.
Remark: Putting AN = B
∗
NBN , {BN} ∈ A2, one gets the generalization of the
Avram-Parter theorem.
8.8 The Szego¨ type theorem for arbitrary sequences
Here we prove the corresponding result for an arbitrary sequence from algebra A2 with a
continuous generating function.
Theorem 8.8.1 Let {AN} ∈ A2 and let a(x, t) ∈ C˜(R+ × T) be the symbol of {AN}. If
f is holomorphic on the open set Ω ⊂ C and
U := sp (s−lim
N→∞
AN) ∪
{∪A∈ S-Lim({AN})spA} ∪R(a) ⊂ Ω,
where R(a) denotes the closure of the image of a, then
1
N + 1
tr f(AN)− 1
2pi
E(N)
N
∫ N/E(N)
0
∫
T
f(a(x, t))dµ dx −−−→
N→∞
0.
Proof: We prove the result first for {AN} ∈ A2 such that ANi = ANi(a) + JNi for every
{ANi} ∈ Sub({AN}), where a(x, t) ∈ C∞t (R+ × T), {JNi} ∈ J ({Ni}).
Let D ⊂ C be an open set such that U ⊂ D ⊂ Ω and D ⊂ Ω.
Let us consider a subsequence {ANi} ∈ Sub({AN}). For f = gλ, gλ(z) = (z − λ)−1
and λ /∈ D, we obviously have that the sequence {ANi} − λ{PNi} is stable. Hence,
({ANi} − λ{PNi}) +N ({Ni}) is invertible in F({Ni})/N ({Ni}) and the inverse is given
by gλ({ANi} +N ({Ni})) = {ANi((a− λ)−1) + PNiKPNi +WNiLPNi} +N ({Ni}), where
K,L ∈ S∞(l2) are uniquely defined.
For Ni large enough, say for Ni > Ni0 , the spectra of ANi are contained in D.
For those Ni the function gλ(ANi) is well-defined and there is a representant {HNi} of
gλ({ANi}+N ({Ni})) such that HNi = gλ(ANi) for Ni > Ni0 . Thus we obtain
1
Ni + 1
tr gλ(ANi)−
1
2pi
E(Ni)
Ni
∫ Ni/E(Ni)
0
∫
T
gλ(a(x, t))dµ dx −−−−→
Ni→∞
0
because of
1
Ni + 1
tr JNi −−−−→
Ni→∞
0 for any sequence {JNi} ⊂ J ({Ni}). Now we use that
any function f holomorphic on Ω can be on D approximated as closely as desired (in the
supnorm) by functions of the form
γ∑
j=1
cjgλj , λj /∈ D
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where cj are complex numbers (see [31] for instance), and for such holomorphic functions
(in the right-hand side) the result holds. By approximation the result is clearly true for
any function f holomorphic on Ω.
Since the result is true for every subsequence {ANi} ∈ Sub({AN}), it holds also for
the sequence {AN}.
Using the upper continuity of the spectrum in a unital Banach algebra, the result
follows in the general case again by approximation.
Remark 1: All the results obtained above for sequences with continuous symbols in
the scalar case can be generalized on the matrix case by applying the tensor technique.
Remark 2: It should be mentioned that the algebraic framework constructed for both
the discrete cases cannot be directly applied to the situation with integral generalized
convolutions. In the integral case we should take into account trace class properties. A
suitable C∗-algebra whose structure would be analogous to that considered in the previous
sections cannot be constructed here. This problem demands a more complex approach
and is not considered in the present dissertation.
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9 Conclusions
In the present work we studied the finite sections of generalized convolutions and their
asymptotic spectral properties. Various generalized situations have been considered. The
aim was to obtain for each case a result analogous to the first Szego¨ limit theorem providing
the first order asymptotic formula for the spectra of regular convolutions.
We have first considered sequences of truncated discrete operators acting on the Hilbert
space l2 with symbols from a corresponding generalized Wiener algebra. Two cases have
been investigated. In the so-called finite case the sequence {A1N(a)} of operators with the
matrix representation (
ân−k
(
n
N
,
k
N
))
n,k=0,...,N
is generated by a function a defined on the bounded set [0, 1] × [0, 1] × T. The Fourier
coefficients of a are supposed to satisfy the Weierstrass’ criterion of uniform convergence.
The infinite discrete case deals with the sequence {A2N(a)} of operators with the matrix
representation (
ân−k
(
n
E(N)
,
k
E(N)
))
n,k=0,...,N
.
Therein the function E(N) takes values in (0,+∞) and satisfies the conditions
E(N) −−−→
N→∞
∞, N/E(N) −−−→
N→∞
∞; the symbol a is defined on [0,+∞) × [0,+∞) × T.
We suppose also that the Fourier coefficients of a satisfy the Weierstrass’ criterion. For
each kind of the operators we have established sufficient conditions for the asymptotic
invertibility and we have constructed the almost inverse operator. This made it possible
to describe in each case a compact set F(a) containing the asymptotic spectral set of the
matrices; for each domain D ⊇ F(a) the spectra of the matrices are contained in D for
all sufficient large N and the following asymptotics hold for a function f analytic on D:
1
N + 1
trf(A1N(a)) =
1
2pi
∫ 1
0
∫
T
f(a(x, x, t))dµdx+ o(1), N →∞;
1
N + 1
trf(A2N(a)) =
E(N)
N
1
2pi
∫ N
E(N)
0
∫
T
f(a(x, x, t))dµdx+ o(1), N →∞.
We have also studied the integral analogues of these sequences, namely the sequences
{A1τ (a)} and {A2τ (a)} of operators acting on the Hilbert spaces L2([0, τ ]). The finite case
is concerned with the operators A1τ (a), τ > 0, defined as follows:
(A1τ (a)ϕ)(t) = caϕ(t) +
∫ τ
0
â
(
t
τ
,
s
τ
, t− s
)
ϕ(s)ds, t ∈ [0, τ ], ϕ ∈ L2([0, τ ]).
The kernel â(x, y, t) is the inverse Fourier transformation of the symbol a(x, y, ξ) defined
on [0, 1] × [0, 1] × R. The symbol a(x, y, ξ) = ca + (F â)(x, y, ξ) with ca ∈ C is supposed
to belong to a generalized Krein algebra.
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The operators A2τ (a) for τ > 0 considered in the infinite case are defined by
(A2τ (a)ϕ)(t) = caϕ(t) +
∫ τ
0
â
(
t
E(τ)
,
s
E(τ)
, t− s
)
ϕ(s)ds, t ∈ [0, τ ], ϕ ∈ L2([0, τ ]).
Here, by analogue with the infinite discrete case, the function E(τ) with values in (0,+∞)
satisfies the conditions E(τ) −−−→
τ→∞
∞, τ/E(τ) −−−→
τ→∞
∞. The symbol a(x, y, ξ) and the
kernel â(x, y, t) are defined on [0,+∞)× [0,+∞)× R.
For every form of integral operators we have investigated the sufficient conditions under
which they are asymptotic invertible. The construction of the almost inverse operators
is analogous to the discrete situation. In both cases, for a function f which is defined on
a domain containing the spectra of the corresponding operators for τ large enough and
satisfies f(0) = 0, we have proved (under additional conditions concerning their trace
class properties) the following representations:
1
τ
tr f(A1τ (a)) =
1
2pi
∫ 1
0
∫
R
f(a(x, x, ξ))dξdx+ o(1), τ →∞;
1
τ
tr f(A2τ (a)) =
E(τ)
τ
1
2pi
∫ τ/E(τ)
0
{∫
R
f(a(x, x, ξ))dξ
}
dx+ o(1), τ →∞.
Finally, in the present dissertation we have also developed an algebraic approach for the
study of generalized convolutions, which has made possible to obtain Szego¨ type results
for a wider class of operator sequences including sequences with continuous (but not
necessarily smooth) symbols. Both discrete cases have been studied by Banach algebra
techniques. However, it seems not to be possible to apply analogous methods to the
integral convolution operators.
In the finite discrete case, we have considered the C∗-algebra generated by sequences
of the form {A1N(a)} with smooth generating functions. It has turned out that to every
sequence from this algebra we can associate a function from the space C([0, 1] × T).
Applying the local principle of Allan-Douglas, we have established the criterion of stability
for operator sequences from this algebra. Using a general representation of the almost
inverse operator, we have proved the Szego¨ type theorem for an arbitrary sequence with
a continuous symbol. The infinite case has been considered analogously.
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Thesen
zur Dissertation
Generalized convolution operators and asymptotic spectral theory
vorgelegt von Olga Zabroda
1. Die vorliegenden Dissertation bescha¨ftigt sich mit den asymptotischen Spektralei-
genschaften von gewissen Approximationsfolgen fu¨r diskrete und integrale verallge-
meinerte Faltungsoperatoren. Das Interesse der Mathematiker an diesem noch nicht
ausreichend entwickelten Bereich der Operatortheorie wa¨chst seit einigen Jahren.
Die Dissertation entha¨lt zuna¨chst einen kurzen U¨berblick u¨ber die existierenden
Vero¨ffentlichungen zu diesem Thema.
2. Im diskreten Fall werden zwei verschiedene Typen von Operatorfolgen untersucht,
die auf jeweils unterschiedliche Art und Weise durch Abschneidungen aus verallge-
meinerten Faltungsoperatoren gewonnen werden. Diese Fa¨lle werden als der endli-
che bzw. der unendliche diskrete Fall bezeichnet. Das Ziel ist, das asymptotische
Verhalten des Spektrums bei wachsendem Abschneidungssegment zu beschreiben.
Es wird angenommen, daß die erzeugenden Funktionen dieser Operatorfolgen zu
entsprechenden verallgemeinerten Wiener-Algebren geho¨ren. Der zentrale Punkt in
beiden Fa¨llen ist das Problem der Invertierbarkeit der Abschneidungen (mit ande-
ren Worten, die Stabilita¨t der betrachteten Operatorfolgen). Es werden hinreichen-
den Bedingungen der asymptotischen Invertierbarkeit aufgestellt. Dies ermo¨glicht,
eine Teilmenge der komplexen Ebene zu beschreiben, in der sich das Spektrum
asymptotisch konzentriert. Anhand der Konstruktion des fast-inversen Operators
wird eine Verallgemeinerung des Grenzwertsatzes von Szego¨ zuerst fu¨r rationale
Funktionen bewiesen, und dann fu¨r solche, die sich auf der Spektralmenge von
rationalen Funktionen approximieren lassen.
3. In der Dissertation werden auch die integralen (kontinuierlichen) Analoga der
erwa¨hnten Folgen von verallgemeinerten Faltungsoperatoren untersucht. Entspre-
chend wird zwischen einem endlichen und einem unendlichen Fall unterschieden.
Dabei sind zusa¨tzliche Bedingungen fu¨r das Symbol erforderlich, die garantieren,
daß alle Elemente der Folgen Spuroperatoren sind. Dies ist eine wichtige Besonder-
heit im Vergleich zur diskreten Situation. Es wird angenommen, daß die erzeugende
Funktion (oder das Symbol) einer verallgemeinerten Krein-Algebra angeho¨rt. Auch
fu¨r die integrale Operatoren wird das Problem der asymptotischen Invertierbarkeit
untersucht und eine Folge der asymptotisch inversen Operatoren konstruiert. Das
Analogon des Grenzwertsatzes von Szego¨ wird zuerst fu¨r rationale Funktionen er-
halten und anschließend auf die Funktionen u¨bertragen, die auf der Spektralmenge
definiert sind und von den rationalen approximiert werden ko¨nnen.
4. Weitere Ergebnisse lassen sich mit Hilfe feinerer Methoden erhalten, und zwar mit-
tels der Banachalgebratechniken. Diese Herangehensweise wird im diskreten Fall fu¨r
beide Arten der Operatorfolgen entwickelt. Es werden entsprechende C∗-Algebren
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definiert, die von Folgen mit analytischen Symbolen erzeugt werden. Jedem Ele-
ment aus diesen Algebren wird eine stetige Funktion mit entsprechendem Defini-
tionsbereich eindeutig zugeordnet, die als Symbol bezeichnet wird. Somit hat man
die Mo¨glichkeit, auch gleichma¨ßig beschra¨nkte Operatorfolgen mit stetigen Sym-
bolen zu studieren. Außer der Verallgemeinerung des Grenzwertsatzes von Szego¨,
ermo¨glichen die Banachalgebratechniken, das Verhalten der Singula¨rwerte zu be-
schreiben und das Analogon des Theorems von Avram-Parter zu beweisen.
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