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Abstract
In this article we aim to study the boundary layer generated by a convection–diffusion equation in a circle. In the model problem
that we consider two characteristic points appear. To the best of our knowledge such boundary layer problems have not been studied
in a systematic way yet and we indeed know that very complex situations can occur. In the cases that we consider in the present
article certain simplifying compatibility conditions are assumed. Other situations will be studied in forthcoming articles which
involve noncompatible data, more general domains or higher order operators.
© 2011 Elsevier Masson SAS. All rights reserved.
Résumé
Notre objet dans cet article est l’étude de problèmes de couche limite produits par une équation de convection–diffusion dans
un cercle. Dans le problème modéle que nous considérons, deux points caractéristiques apparaissent. A notre connaissance, de tels
problèmes de couche limite n’ont encore jamais étés étudiés de manière systématique, et nous savons en effet que des situations
très complexes peuvent apparaitre. Dans cet article nous considérons le cas où certaines hypothèses simplificatrices sont satisfaites,
hypothèses dites de compatibilité entre les données. D’autres situations seront envisagées dans des articles à venir, qui mettront en
jeu des données non compatibles, des domaines plus généraux, ou des opérateurs de degré plus élevé.
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Our aim in this article is to study singularly perturbed problems of the form{
Lεu
ε := −εuε − uεy = f (x, y) in D,
uε = 0 on ∂D, (1.1)
where 0 < ε  1, D is the unit disk with center (0,0), and the function f is assumed to be as smooth as needed. Here
we note that (±1,0) are the characteristic points for the limit operator, that is when ε = 0.
We denote the upper and lower half parts of the unit circle by Cu(x) =
√
1 − x2 and Cl(x) = −
√
1 − x2,
respectively. The limit problem (i.e. when ε = 0) is then formally defined by{−u0y = f (x, y) in D,
u0 = 0 on Γu,
(1.2)
where Γu = {(x, y) | x2 + y2 = 1, y > 0}. The choice of the boundary condition (1.2)2 (u0 = 0 on Γu rather than say,
u0 = 0 on Γl) is justified by the convergence theorems below (see e.g. Theorem 4.1). The solution of (1.2) is explicitly
found
u0(x, y) =
Cu(x)∫
y
f (x, s) ds, (x, y) ∈ D. (1.3)
The convergence of uε to u0 in L2(D), as ε → 0, has been studied in the context of the linear semigroup theory
by C. Bardos [3]. N. Levinson [16] and W. Eckhaus and E.M. de Jager [9] study the boundary layers generated by
(1.1) when ε is small but these results are not valid in the vicinity of the characteristic points. In [9] the authors
announced future work explaining the boundary layers in the vicinity of the characteristic points, but we did not find
any subsequent article by these authors. More recently, Temme [21] studies the same problem as (1.1) in the same
domain D; he expresses the solutions using the Bessel functions and approximate the solutions and the boundary layers
by approximating the Bessel functions. We are not aware of any other work related to such problems and hence a large
number of questions remain unanswered to the best of our knowledge. In this article, and as explained below, we first
want to study the level of regularity of u0 which depends on the existence or not of some compatibility properties
of the data (f and D). Depending on the compatibility properties of the data, one will want to study the boundary
layers generated by this singular perturbation problem, similar to the Prandtl boundary layer of fluid mechanics.
There is a vast literature available on singular perturbation problems for partial differential equations, abstract elliptic
or parabolic equations, or equations related to fluid mechanics; see e.g. [2,7,8,14,17–19,23,22,24]. The difficulties
generated by the type of singular perturbation problems under consideration in this article are different and bear some
analogies with problems in optics and acoustics that have been studied with various levels of mathematical rigor;
see e.g. [1,4,5,13,20], and the references therein. Our aim in this article and in forthcoming works is to combine
some of the tools developed in these articles with the concept of correctors and matched boundary layers as studied
in e.g. [14,10,11].
This article is organized as follows. In Section 2 we study the regularity of u0; we introduce certain compatibility
conditions satisfied by f and D, and their effect on the regularity of u0. In Sections 3 and 4 we consider cases where
some compatibility conditions are satisfied. In Section 3 we introduce the corrector for problem (1.1) and study its
regularity. In Section 4 we infer some convergence results for the difference between uε , u0 and the correctors.
Before we proceed we introduce here the full formal asymptotic expansion of uε , uε ∼∑∞j=0 εjuj , also known as
the outer expansion of uε in boundary layer theory. Inserting this expansion in (1.1)1 we obtain, for j = 0,1, . . . ,{
−ujy = uj−1 in D,
uj = 0 on Γu.
(1.4)
Here, for convenience, we have written u−1 = f (x, y). The solutions uj of (1.4) vanishing on Cu are easily found
uj (x, y) =
Cu(x)∫
y
uj−1(x, s) ds, (x, y) ∈ D. (1.5)
Our aim in Section 2 is to study the regularity of the uj . A convenient expression of uj is given in Lemma 2.2.
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subject and in particular [16] we do not use the maximum principle in this article, so that our methods have the
potential for extension to systems and higher order equations which do not admit a maximum principle. Secondly
there is some remote connection between the problem considered here and the issue of the Hamilton Jacobi equations
considered by P.L. Lions and others (see e.g. [6,15]). However unlike the case of the Hamilton Jacobi equations the
problems studied here are linear and the solution to the inviscid limit equation is unique.
2. Compatibility conditions and the regularity of the uj
2.1. First compatibility conditions
We notice that the tangential component of ∇u0 on Γu vanishes, so that, as (x, y) → (±1,0), with (x, y) ∈ Γu,
the limit of u0y(x, y) will be zero. However, if f (x, y) 
= 0 at (±1,0), this is incompatible with (1.2)1 and we expect
certain singularities near those points. Hence, to avoid such singularities, it is natural to assume, in a first step, that f
satisfies compatibility conditions of the following type, for some m 0:
∂kf
∂yk
= 0 at (±1,0), k = 0,1, . . . ,m; (2.1)
m will be specified when needed. From (1.3) we note that ∂lu0/∂yl(±1,0) = 0 for l = 0,1, . . . ,m+ 1, when (2.1) is
satisfied.
As we said the compatibility conditions (2.1) are meant to prevent some singularities for u0. Their role appears
when we try to estimate the derivatives of u0. We first obtain that u0 ∈ C(D¯) and |u0y |L2 = |f |L2  κ . To estimate u0x ,
we just observe that
u0x = f
(
x,Cu(x)
)
C′u(x)+
Cu(x)∫
y
fx(x, s) ds. (2.2)
Assuming the compatibility condition (2.1) with m = 0 and using the fact that C′u(x) = −xC−1u (x), we find that u0x is
bounded near (x, y) = (±1,0) and thus |u0x |L2  κ .
Continuing the estimates we first find that |u0yy |L2  |fy |L2  κ . To estimate u0xx , we differentiate (2.2) in x and
we obtain:
u0xx = 2fx
(
x,Cu(x)
)
C′u(x)+ fy
(
x,Cu(x)
)(
C′u(x)
)2 + f (x,Cu(x))C′′u(x)+
Cu(x)∫
y
fxx(x, s) ds. (2.3)
Let us estimate the term
∫
D
u0xxw dx dy which will appear below in the error analysis.
We impose the compatibility condition (2.1) with m = 1. Lemma 2.1 below applied with g = fy , α = 0, β = 0,
γ = 1 and g = f , α = 0, β = 1, γ = 2, respectively, implies that |fy(x,Cu(x))|/Cu(x) and |f (x,Cu(x))|/Cu(x)2
are bounded.
Hence, thanks to the Hardy inequality, for w ∈ H 10 (D), we find that
∣∣∣∣
∫
D
w
Cu(x)
dx dy
∣∣∣∣ κ
( ∫
D
w2
1 − x2 dx dy
) 1
2
 κ
∣∣∣∣ w1 − x + w1 + x
∣∣∣∣
1
2
L2(D)
|w|
1
2
L2(D)
 κ|wx |
1
2
L2(D)
|w|
1
2
L2(D)
, (2.4)
and using C′u(x) = −xC−1u (x) we then find
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∣∣∣∣
∫
D
u0xxw dx dy
∣∣∣∣ κ|w|L2(D) + κ
∣∣∣∣
∫
D
(∣∣fx(x,Cu(x))∣∣+
∣∣∣∣fy(x,Cu(x))Cu(x)
∣∣∣∣+
∣∣∣∣f (x,Cu(x))C2u(x)
∣∣∣∣
)
w
Cu(x)
dx dy
∣∣∣∣
 κ|w|L2(D) + κ|wx |
1
2
L2(D)
|w|
1
2
L2(D)
. (2.5)
Remark 2.1. Notice from the limit problem (1.4), due to the boundary conditions uj = 0 on Γu, that
0 = −ujy = uj−1 at (±1,0). Since uj−1yy is already zero, it is required that uj−1xx = 0 at (±1,0). Hence, we need
more compatibility properties in the x-direction to attain smoothness of the high order terms uj , j  1, as shown in
(2.6) below.
2.2. More compatibility conditions
In order to derive additional regularity properties of the uj , we will need the following type of compatibility
conditions:
∂p+qf
∂xp∂yq
= 0 at (±1,0), 0 2p + q  1 + 3j, p, q  0. (2.6)
Note that the conditions (2.6) are similar to the conditions (2.1) when p = 0 and q = k = 1, . . . ,m; however the
condition (2.1) with k = 0 is not included in (2.6) and will usually produce a slightly different analysis.
The regularity properties resulting from such compatibility conditions will be clear after the following two technical
lemmas.
Lemma 2.1. We assume that
∂α+βg(x, y)
∂xα∂yβ
= 0 at (±1,0), 0 2α + β  γ − 1, γ  1, α,β  0, (2.7)
where g(x, y) belongs to Cγ (D¯) and D is as in (1.1), i.e. the unit disk. Then the following function
g(x,Cu(x))
C
γ
u (x)
(2.8)
is bounded for all x ∈ (−1,1).
Proof. It suffices to show that g(x,Cu(x))
C
γ
u (x)
is bounded (has a finite limit) as x → 1−,−1+. Since the case x = −1+ is
similar, we just consider the limit as x → 1−. To prove that limx→1− g(x,Cu(x))Cγu (x) is bounded, we proceed by induction
on m, and use L’Hopital’s rule and the fact that C′u(x) = −xC−1u (x). For m = 1, we just observe that1
lim
x→1−
g(x,Cu(x))
Cu(x)
= lim
x→1−
gx(x,Cu(x))+ gy(x,Cu(x))C′u(x)
C′u(x)
= lim
x→1−
gy
(
x,Cu(x)
)
. (2.9)
Assuming that the result holds for γ  k, k  1, we then verify the claim for γ = k + 1 observing that
lim
x→1−
g(x,Cu(x))
Ck+1u (x)
= − lim
x→1−
gx(x,Cu(x))
(k + 1)xCk−1u (x)
+ lim
x→1−
gy(x,Cu(x))
(k + 1)Cku(x)
. (2.10)
Since γ is replaced by k + 1, we are assuming that g ∈ Ck+1(D¯) and (2.7) holds for 0 2α +β  k. Then gy belongs
to Ck(D¯) and satisfies (2.7) for 0 2α+β  k−1 and gx belongs to Ck(D¯) and satisfies (2.7) for 0 2α+β  k−2.
It follows from the induction assumption that each of the terms in the right-hand side of (2.10) has a finite limit as
x → 1−, and thus so does the term in the left-hand side. The lemma is proved. 
1 We use L’Hopital’s rule in the form limx→a f (x)g(x) = limx→a f
′(x)
′ , with f,g ∈ C1, f (a) = g(a) = 0 and g′(a) 
= 0.g (x)
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some of the compatibility conditions (2.1) and (2.6), we will infer regularity properties of the uj such as (2.16) below.
We first introduce the notation:
∂−1g
∂y−1
(x, y) =
Cu(x)∫
y
g(x, s) ds; (2.11a)
so that for instance
u0 = ∂
−1f
∂y−1
. (2.11b)
However, this notation should be used in a careful way because ∂−1
∂y−1 ◦ ∂∂y is not the identity and ∂
−1
∂y−1 does not commute
with ∂
∂x
; more precisely,
∂−1
∂y−1
[
∂g
∂y
]
(x, y) = g(x,Cu(x))− g(x, y),
∂−1
∂y−1
[
∂g
∂x
]
(x, y) = ∂
∂x
[
∂−1g
∂y−1
]
(x, y)− g(x,Cu(x))C′u(x). (2.12)
With this in mind we have the following technical lemma whose proof is deferred to Appendix A.
Lemma 2.2. For all i, j  0 and m ∈ Z, the uj and their derivatives are expressed as follows:{
∂m
∂ym
[
∂iuj
∂xi
]}
(x, y) =
∑
l+si+2j−1, l,s0
g
j
lims(x, y)
∂l+sf
∂xl∂ys
(
x,Cu(x)
)
+
j∑
k=0
c
j
kim
{
∂m−j+2k−1
∂ym−j+2k−1
[
∂i+2j−2kf
∂xi+2j−2k
]}
(x, y), (2.13a)
where ∣∣∣∣ ∂r+q∂xr∂yq gjlims(x, y)
∣∣∣∣ κCu(x)−(−1+3j+2r+2i−2l−s), ∀r, q  0. (2.13b)
Furthermore, if m 0, gjlims(x, y) = gjlims(x), and the coefficients cjkim, κ are constants, κ depending on r , j , l, i, m,
s, q .
Note that ∂m
∂ym
[ ∂iuj
∂xi
] = ∂i
∂xi
[ ∂muj
∂ym
] = ∂i+muj
∂xi∂ym
for m 0 and the second sum in the right-hand side of (2.13a) is then
regular and bounded in this case.
We now show how Lemmas 2.1 and 2.2 can be used to derive regularity properties and a priori estimates when
we assume some compatibility conditions. In the a priori estimates in (4.26) below, we will encounter the term∫
D
ujw dx dy. Let us estimate it (as we did in (2.3)) and see what compatibility conditions are needed.
Setting i = 2, m = 0 or i = 0, m = 2 in Lemma 2.2, w ∈ H 10 (D) we find that∣∣∣∣
∫
D
ujw dx dy
∣∣∣∣
 κ|w|L2(D) + κ
∑
l+s2j+1, l,s0
∣∣∣∣
∫
D
∂l+sf
∂xl∂ys
(
x,Cu(x)
)
Cu(x)
−(2+3j−2l−s) ·Cu(x)−1wdx dy
∣∣∣∣. (2.14)
Here, we would like to bound the function ∂
l+sf
∂xl∂ys
(x,Cu(x))Cu(x)
−(2+3j−2l−s)
. For this, thanks to Lemma 2.1, we
just require that ∂p+q
∂xp∂yq
(
∂l+sf
∂xl∂ys
) = 0 at (±1,0), 0 2p + q  1 + 3j − 2l − s, which is guaranteed by the following
compatibility conditions
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∂xp∂yq
= 0 at (±1,0), 0 2p + q  1 + 3j, p, q  0. (2.15)
Hence, applying the Hardy inequality as in (2.4) we obtain under the assumption (2.15):∣∣∣∣
∫
D
ujw dx dy
∣∣∣∣ κ|w|L2(D) + κ|wx | 12L2(D)|w| 12L2(D). (2.16)
Remark 2.2. Further regularity properties for uj on the boundary ∂D, i.e. for uj (cosη, sinη), will appear in Section 3
when we introduce the boundary-fitted coordinates (see Lemmas 3.1 and 3.2 below).
Remark 2.3. An important remark is in order here: when the compatibility conditions (2.1), (2.6) are not satisfied,
we expect u0 and the uj to display various singularities at the characteristic points (±1,0), which will make more
difficult the study of the boundary layer problem; see the first results in this direction in [12].
Now our aim in Section 3 is to introduce the boundary-fitted coordinates and study the correctors (boundary layer
solutions) for our problem. The resulting convergence results are derived in Section 4.
3. Boundary-fitted coordinates and the correctors
3.1. Boundary-fitted coordinates
Let ξ be the distance to the boundary ∂D counted positively in the inward normal direction and let η be the arc
length of ∂D starting at (x, y) = (1,0).
We will use the boundary-fitted coordinates, x = (1 − ξ) cosη, y = (1 − ξ) sinη, ξ = 1 − r where r is the distance
to the center (0,0) and η is the polar angle from Ox. Hence D is mapped onto the domain:
D∗ = {(ξ, η) ∈ (0,1)× (0,2π)}. (3.1)
We have
∂
∂x
= − cosη ∂
∂ξ
− sinη
1 − ξ
∂
∂η
,
∂
∂y
= − sinη ∂
∂ξ
+ cosη
1 − ξ
∂
∂η
, (3.2)
and we can transform the differential operators of (1.1) to:
Lεu
ε = −εuε − uεy
= − ε
(1 − ξ)2
∂2uε
∂η2
+ ε
1 − ξ
∂uε
∂ξ
− ε ∂
2uε
∂ξ2
+ sinη∂u
ε
∂ξ
− cosη
1 − ξ
∂uε
∂η
. (3.3)
We construct a corrector θ0 which corrects the boundary values at ξ = 0, π < η < 2π . Considering the stretched
variable ξ¯ = ξ/ε we identify the dominating differential operators and we are led to the following equation for the
first corrector θ0: ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−∂
2θ0
∂ξ¯2
+ sinη∂θ
0
∂ξ¯
= 0, for 0 < ξ¯ < ∞, π < η < 2π ,
θ0 = −u0(cosη, sinη) at ξ¯ = 0,
θ0 → 0 as ξ¯ → ∞.
(3.4)
Hence we are able to obtain an explicit solution:
θ0 = −u0(cosη, sinη) exp
(
sinη
ε
ξ
)
χ[π,2π](η), (3.5)
where χA is the characteristic function of A (see Fig. 1). Using a cut-off function we write an approximate form of θ0:
θ¯0 = −u0(cosη, sinη) exp
(
sinη
ε
ξ
)
δ(ξ)χ[π,2π](η), (3.6)
where δ(ξ) is a smooth cut-off function such that δ(ξ) = 1 for ξ ∈ [0,1/4] and = 0 for ξ ∈ [1/2,1].
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(b) ε = 10−2.
Since θ0 vanishes like u0 at η = π,2π , θ0 is continuous and piecewise smooth on D¯, and thus we conclude that
θ0, θ¯0 ∈ H 1(D). From (1.3) we note here that
u0(cosη, sinη) =
− sinη∫
sinη
f (cosη, s) ds, π < η < 2π, (3.7)
and u0 + θ¯0 ∈ H 10 (D).
3.2. Higher order correctors
As we did in (3.4), we now introduce the boundary layer correctors uε ∼ ∑∞j=0 εj θj . Using the facts that
(1 − ξ)−1 = ∑∞k=0 ξk , (1 − ξ)−2 = ∑∞k=0(k + 1)ξk with ξ = ξ¯ ε, ξ¯ = O(1), we rewrite the differential operators
(3.3) as follows:
−εuε − uεy ∼ −ε
( ∞∑
l=0
(l + 1)εl ξ¯ l
) ∞∑
k=0
εk
∂2θk
∂η2
+ ε
( ∞∑
l=0
εl ξ¯ l
) ∞∑
k=0
εk−1 ∂θ
k
∂ξ¯
− ε
∞∑
j=0
εj−2 ∂
2θj
∂ξ¯2
+ sinη
∞∑
j=0
εj−1 ∂θ
j
∂ξ¯
− cosη
( ∞∑
l=0
εl ξ¯ l
) ∞∑
k=0
εk
∂θk
∂η
= −
∞∑
j=0
εj+1
[
j∑
k=0
(j − k + 1)ξ¯ j−k ∂
2θk
∂η2
]
+
∞∑
j=0
εj
[
j∑
k=0
ξ¯ j−k ∂θ
k
∂ξ¯
]
−
∞∑
j=0
εj−1 ∂
2θj
∂ξ¯2
+ sinη
∞∑
j=0
εj−1 ∂θ
j
∂ξ¯
− cosη
∞∑
j=0
εj
[
j∑
k=0
ξ¯ j−k ∂θ
k
∂η
]
= 0. (3.8)
Balancing at each order of εj with ξ¯ = ξ/ε, ξ¯ = O(1), we deduce that, for 0 < ξ¯ < ∞, π < η < 2π , j = 0,1, . . . ,
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⎪⎪⎪⎪⎩
−∂
2θj
∂ξ¯2
+ sinη∂θ
j
∂ξ¯
=
j−2∑
k=0
(j − k − 1)ξ¯ j−k−2 ∂
2θk
∂η2
−
j−1∑
k=0
ξ¯ j−k−1 ∂θ
k
∂ξ¯
+ cosη
j−1∑
k=0
ξ¯ j−k−1 ∂θ
k
∂η
,
θj = vj (η) := −uj (cosη, sinη) at ξ¯ = 0,
θj → 0 as ξ¯ → ∞.
(3.9)
Knowing θ0 as in (3.5) we inductively obtain θj in the form θj = θjh + θjp where θjh is the solution of Eq. (3.9) where
the right-hand side of (3.9)1 is replaced by 0 and θjp is the solution of (3.9) with (3.9)2 replaced by vj = 0 at ξ¯ = 0.
The solutions θjh for each j are easily found, as for θ0:
θ
j
h = vj (η) exp
(
(sinη)ξ¯
)
χ[π,2π](η), for 0 ξ¯ < ∞, (3.10)
where vj (η) = −uj (cosη, sinη). Obtaining a particular solution θjp of (3.10), we find inductively that the correctors
θj = θjh + θjp have the following form:
Lemma 3.1. The boundary layer correctors θj are explicitly given by:
θj = P j (η, ξ¯ ) exp((sinη)ξ¯)χ[π,2π](η), j  0, (3.11)
where
P j (η, ξ¯ ) =
j∑
i=0
2j−2i∑
k=0
ai,3j−3i−k(η)ξ¯ k, (3.12)
ai,q(η) =
∑
m+rq
m,r0
cm,r
sinm η
drvi(η)
dηr
, (3.13)
and vj (η) = −uj (cosη, sinη). Here the coefficients cm,r = cm,r (η) ∈ C∞([0,2π)) may be different at different
occurrences.
Note that P j (η, ξ¯ ) is a polynomial in ξ¯ of degree 2j with coefficients depending only on η.
We defer the proof of this technical lemma to Appendix A.
Notation convention. In the sequel we are not interested in the precise form of the ai,q and the cm,r but in the level
of singularity of the ai,q which comes from the negative powers of sinη and some compensations coming possibly
from the cm,r = cm,r (η) and the functions drvi/dηr(η). Note that the cm,r are themselves smooth functions of η. For
this reason, in the sequel we will use cm,r to denote various smooth functions of η and ai,q(η) various functions of the
form (3.13). Thus the ai,q , cm,r below will be different from their expressions in (3.13).
For example, using this notation convention, we write
d
dη
ai,q(η) =
∑
m+rq
m,r0
d
dη
cm,r (η)
1
(sinη)m
drvi
dηr
(η)−
∑
m+1+rq+1
m+11, r0
m
cm,r
(sinη)m+1
drvi
dηr
(η)
+
∑
m+r+1q+1
m0, r+11
cm,r
(sinη)m
dr+1vi
dηr+1
(η) = (changing the cm,r )
= ai,q(η)+ ai,q+1(η) = ai,q+1(η), (3.14)
that is
d
ai,q(η) = ai,q+1(η). (3.15)dη
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ai,q−k(η) =
∑
m+rq−k
m,r0
cm,r
(sinη)m
drvi
dηr
=
∑
m+k+rq
m+kk, r0
cm,r
(sinη)m+k
(sinη)k
drvi
dηr
= (changing the cm,r ) = (sinη)kai,q(η). (3.16)
To prove the boundedness of the coefficients ai,q(η) appearing in (3.13), we first need to show that, for r, i  0,
π  η 2π ,
drvi(η)
dηr
=
∑
l+sr
l,s0
cls(sinη)2l−r+s
∂l+sui
∂xl∂ys
(cosη, sinη)+
∑
0r ′r−1
cr ′(sinη)r
′−r dr
′
vi(η)
dηr
′ , (3.17)
where the functions cls = cls(η), cr ′ = cr ′(η) belong to C∞([0,2π]) and may be different at different
occurrences. To verify this, we proceed by induction on r . We calculate the derivatives at order r = 0,1,2. Since
vi(η) = −ui(cosη, sinη), we find that
dvi(η)
dη
= sinη∂u
i
∂x
(cosη, sinη)− cosη∂u
i
∂y
(cosη, sinη), (3.18)
and, using (3.18),
d2vi(η)
dη2
=
∑
l+s=2
l,s0
cls(sinη)l
∂2ui
∂xl∂ys
(cosη, sinη)+ (sinη)−1 ∂u
i
∂y
(cosη, sinη)+ cosη
sinη
dvi(η)
dη
. (3.19)
Hence, (3.17) is obviously true at order r = 0,1,2. Assuming that (3.17) holds at orders 0,1, . . . , r , we want to prove
(3.17) at order r + 1. We then write with the induction assumption:
dr+1vi(η)
dηr+1
= d
dη
(
drvi(η)
dηr
)
=
∑
l+sr+1
l,s0
c˜ls (sinη)2l−(r+1)+s
∂l+sui
∂xl∂ys
(cosη, sinη)+
∑
0r ′r
c˜r ′(sinη)r
′−(r+1) dr
′
vi(η)
dηr
′ , (3.20)
where c˜ls = c˜ls (η), c˜r ′ = c˜r ′(η) ∈ C∞([0,2π]). Hence, all terms in the right-hand side of (3.20) can be written as in
the right-hand side of (3.17) with r replaced by (r + 1), and thus (3.17) is verified at all orders r .
We then verify the following lemma.
Lemma 3.2. We assume that the following conditions hold:
∂p1+p2f
∂xp1∂yp2
= 0 at (±1,0) for 0 2p1 + p2 −2 + 3i + q, p1,p2  0, i, q  0, (3.21)
where no conditions on f are needed, if 3i + q  1. Then the functions
1
(sinη)q−r
drvi
dηr
are bounded for η ∈ [π,2π], r = 0, . . . , q, (3.22)
and thus ai,q(η), defined in (3.13), is bounded. Here vi(η) = −ui(cosη, sinη).
Proof. We first consider the case where 3i + q  2. Inserting (2.13a) in (3.17) we can write that
1
(sinη)q−r
drvi
dηr
(η) =
∑
l+sr, l,s0
′ ′ ′ ′
g˜il′ls′s(cosη, sinη)
∂l
′+s′f
∂xl
′
∂ys
′ (cosη, sinη)l +s l+2i−1, l ,s 0
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∑
l+sr, l,s0
0ki
c˜ilsk(cosη, sinη)
∂s−i+2k−1
∂ys−i+2k−1
[
∂l+2i−2kf
∂xl+2i−2k
]
(cosη, sinη)
+
∑
0r ′r−1
cr ′
(sinη)q−r ′
dr
′
vi(η)
dηr
′ , (3.23)
where |g˜i
l′ls′s(cosη, sinη)| κ(sinη)−(−1+3i−2l
′−s′+q−s) and |c˜ilsk(cosη, sinη)| κ(sinη)−(q−2l−s).
To bound the first sum in (3.23), thanks to Lemma 2.1, we require that
∂p
′+q ′
∂xp
′
∂yq
′
(
∂l
′+s′f
∂xl
′
∂ys
′
)
= 0 at (±1,0) for 0 2p′ + q ′ −1 + 3i − 2l′ − s′ + q − s − 1.
We then note that 0 2(p′ + l′)+ q ′ + s′ −1 + 3i + q − s − 1−2 + 3i + q , the condition (3.21) thus guarantees
the boundedness of the first sum. To bound the second sum in (3.23), we require that
∂p
′+q ′
∂xp
′
∂yq
′
(
∂s−i+2k−1
∂ys−i+2k−1
[
∂l+2i−2kf
∂xl+2i−2k
])
= 0 at (±1,0) for 2p′ + q ′  q − 2l − s − 1.
Since 0  2(p′ + l + 2i − 2k) + q ′ + s − i + 2k − 1  −2 + 3i − 2k + q , the condition (3.21) thus guarantees the
boundedness of the second sum.
There remains to show that the third sum in the right-hand side of (3.23) is bounded. This is done by induction
on r ; the sum disappears and there is nothing to prove for r = 0. We then assume that it holds at order r  0 and prove
it at order r + 1. At order r + 1, we note that the last sum is bounded by our induction assumption at order r and then
the lemma holds at order r + 1 (and thus for all r  0).
For 3i + q  1, i.e., i = 0, q = 0,1, from (1.3) we note that v0(η) = ∫ − sinηsinη f (cosη, s) ds, η ∈ [π,2π], and we can
easily verify (3.22). 
Remark 3.1. From Lemma 3.2 we note that a0,0(η) and a0,1(η), which correspond to the case 3i+q  1, are bounded
without any compatibility conditions (3.21) on f ; this is obvious for a0,0 and follows from (3.7) for a0,1.
3.3. Regularity properties of the θj , θ¯ j
As we did before, using the cut-off function δ(ξ) we use the approximate forms of the functions θj in (3.11):
θ¯ j = P j (η, ξ¯ ) exp((sinη)ξ¯)δ(ξ)χ[π,2π](η). (3.24)
Remark 3.2. The compatibility conditions (2.6) guarantee the assumptions of Lemma 3.2 with q = 3j − 3i + 3.
We then note that the ai,3j−3i+3(η), 0 i  j + 1, are bounded and thus the functions
∂m
∂ηm
ai,3j−3i−k(η) = ai,3j−3i−k+m(η) = (sinη)k+3−mai,3j−3i+3(η) → 0, as η → π,2π for m = 0,1,2, k  0.
Hence, ∂
s+m
∂ξ¯ s∂ηm
P j (η, ξ¯ ) → 0 as η → π,2π , s  0, m = 0,1,2 (and so do θj , θ¯ j ). These results imply that
θj , θ¯ j ∈ H 2(D) and uj + θ¯ j ∈ H 10 (D).
Let us then estimate θ¯ j for all j  0 which will be used below. From Lemma 3.1, (3.24), (3.15) and (3.16) we may
first write that
θ¯ j =
[
j∑
i=0
ai,3j−3i (η)
2j−2i∑
k=0
(
(sinη)ξ¯
)k]
exp
(
(sinη)ξ¯
)
δ(ξ)χ[π,2π](η), (3.25)
∂θ¯ j
∂ξ¯
= ε ∂θ¯
j
∂ξ
=
[(
j∑
ai,3j−3i−1(η)
2j−2i∑ (
(sinη)ξ¯
)k)
δ(ξ)χ[π,2π](η)i=0 k=0
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(
j∑
i=0
ai,3j−3i (η)
2j−2i∑
k=0
(
(sinη)ξ¯
)k)
δ′(ξ)
]
exp
(
(sinη)ξ¯
)
χ[π,2π](η), (3.26)
∂θ¯ j
∂η
=
[
j∑
i=0
ai,3j−3i+1(η)
2j−2i+1∑
k=0
(
(sinη)ξ¯
)k]
exp
(
(sinη)ξ¯
)
δ(ξ)χ[π,2π](η). (3.27)
We can estimate the corrector θj and the difference with its approximate form θ¯ j as follows.
Lemma 3.3. There exists a constant κ > 0 such that, for integers l, n 0, 1 p ∞, setting ε 1∞ = 1,∣∣∣∣(sinη)−l
(
ξ
ε
)n
θ¯ j
∣∣∣∣
Lp(D∗)
 κ max
i=0,...,j
{
sup
η
∣∣ai,3j−3i+1+l+n(η)∣∣}ε 1p ,
∣∣∣∣(sinη)−l
(
ξ
ε
)n
∂θ¯ j
∂ξ
∣∣∣∣
Lp(D∗)
 κ max
i=0,...,j
{
sup
η
∣∣ai,3j−3i+l+n(η)∣∣}ε 1p −1
+ κ max
i=0,...,j
{
sup
η
∣∣ai,3j−3i+1+l+n(η)∣∣}ε 1p ,
∣∣∣∣(sinη)−l
(
ξ
ε
)n
∂θ¯ j
∂η
∣∣∣∣
Lp(D∗)
 κ max
i=0,...,j
{
sup
η
∣∣ai,3j−3i+2+l+n(η)∣∣}ε 1p , (3.28)
where ai,q(η) is defined in (3.13), and D∗ is as in (3.1).
Proof. To obtain the first inequality, we multiply (3.25) by (sinη)−l ( ξ
ε
)n, take the Lp-norm, 1 p < ∞, and we find∣∣∣∣(sinη)−l
(
ξ
ε
)n
θ¯ j
∣∣∣∣
Lp(D∗)
=
∣∣∣∣∣
j∑
i=0
ai,3j−3i (η)(− sinη)−1−l−n
2j−2i∑
k=0
(− sinη)(−(sinη)ξ¯)k+n exp((sinη)ξ¯)δ(ξ)
∣∣∣∣∣
Lp((0,1)×(π,2π))
 κ max
i=0,...,j
{
sup
η
∣∣ai,3j−3i+1+l+n(η)∣∣} j∑
i=0
2j−2i∑
k=0
[ 2π∫
π
1∫
0
(− sinη)p(−(sinη)ξ¯)p(k+n) exp(p(sinη)ξ¯)dξ dη
] 1
p
.
(3.29)
Since xk exp(−x) κ exp(− x2 ) for x > 0, we note that (−(sinη)ξ¯ )p(k+n) exp(p(sinη)ξ¯ ) κ exp(c(sinη)ξ¯ ) for some
constants κ, c > 0, π < η < 2π , and
∫ 2π
π
∫ 1
0 (− sinη)p exp(c(sinη)ξ¯ ) dξ dη κε and thus we find (3.28)1.
For p = ∞, we just let p → ∞ in (3.28)1 where κ is independent of p. That is,∣∣∣∣(sinη)−l
(
ξ
ε
)n
θ¯ j
∣∣∣∣
L∞(D∗)
 κ lim
p→∞ maxi=0,...,j
{
sup
η
∣∣ai,3j−3i+1+l+n(η)∣∣}ε 1p . (3.30)
The other two inequalities are proven in a similar way. 
We now want to estimate the θj and their derivatives.
Lemma 3.4. There exists a constant κ > 0 such that, for integers l, n, s  0, m = 0,1,2, and for 1  p ∞, and
setting ε
1
∞ = 1, ∣∣∣∣(sinη)−l
(
ξ
ε
)n
∂s+mθj
∂ξ s∂ηm
∣∣∣∣
Lp(D∗)
 κ max
i=0,...,j
{
sup
η
∣∣ai,3j−3i−s+m+1+l+n(η)∣∣}ε 1p −s , (3.31)
where ai,q(η) are coefficients of the form (3.13).
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Remark 3.2 that, for s  0, m = 0,1,2,
∂s+mθj
∂ξ¯ s∂ηm
= εs ∂
s+mθj
∂ξ s∂ηm
=
[
j∑
i=0
ai,3j−3i−s+m(η)
2j−2i+m∑
k=0
(
(− sinη)ξ¯)k
]
exp
(
(sinη)ξ¯
)
χ[π,2π](η). (3.32)
Hence, we observe that
(sinη)−l ξ¯ n ∂
s+mθj
∂ξ¯ s∂ηm
=
[
j∑
i=0
ai,3j−3i−s+m(η)(− sinη)−1−l−n
2j−2i+m∑
k=0
(− sinη)((− sinη)ξ¯)k+n
]
× exp((sinη)ξ¯)χ[π,2π](η). (3.33)
Similarly, as we did in (3.29), we deduce the lemma. 
We will later need the following lemma to estimate the difference θj − θ¯ j .
Lemma 3.5. Let A = Aσ = (0,1) × (π + σ,2π − σ), 0 < σ < π2 . For i, l,m 0, there exist constants κ, c > 0 such
that
∣∣(θj − θ¯ j )∣∣
L2(A)  κ maxi=0,...,j
{
sup
η
∣∣ai,3j−3i+1(η)∣∣}ε 12 exp
(
−c(sinσ)1
ε
)
,
∣∣∣∣ ∂∂ξ
(
θj − θ¯ j )∣∣∣∣
L2(A)
 κ max
i=0,...,j
{
sup
η
∣∣ai,3j−3i (η)∣∣}ε− 12 exp
(
−c(sinσ)1
ε
)
+ κ max
i=0,...,j
{
sup
η
∣∣ai,3j−3i+1(η)∣∣}ε 12 exp
(
−c(sinσ)1
ε
)
,
∣∣∣∣ ∂∂η
(
θj − θ¯ j )∣∣∣∣
L2(A)
 κ max
i=0,...,j
{
sup
η
∣∣ai,3j−3i+2(η)∣∣}ε 12 exp
(
−c(sinσ)1
ε
)
, (3.34)
and ∣∣(θj − θ¯ j )∣∣
L2(D∗\A)  κ maxi=0,...,j
{
sup
η
∣∣ai,3j−3i+2+l (η)∣∣}σ 2l+32 ,∣∣∣∣ ∂∂ξ
(
θj − θ¯ j )∣∣∣∣
L2(D∗\A)
 κ max
i=0,...,j
{
sup
η
∣∣ai,3j−3i+2+l (η)∣∣}(ε−1σ 2l+52 + σ 2l+32 ),
∣∣∣∣ ∂∂η
(
θj − θ¯ j )∣∣∣∣
L2(D∗\A)
 κ max
i=0,...,j
{
sup
η
∣∣ai,3j−3i+2+l (η)∣∣}σ 2l+12 . (3.35)
Proof. The difference θj − θ¯ j and its derivatives are exactly as in (3.25)–(3.27) with θ¯ j replaced by θj − θ¯ j and δ(ξ)
by 1 − δ(ξ), which is zero for 0 < ξ < 1/4. We similarly follow (3.29) with l = m = 0, n = 2. On the subdomain A,
we just change the interval of integration, i.e. we replace ∫ 23ε0 by ∫ 1ε1
3ε
and
∫ 2π
π
by
∫ 2π−σ
π+σ . We thus find that
∣∣θj − θ¯ j ∣∣
L2(A)  κ maxi=0,...,j
{
sup
η
∣∣ai,3j−3i+1(η)∣∣}ε 12 exp
(
−c sinσ 1
ε
)
, c > 0. (3.36)
The other two inequalities in (3.34) similarly follow. On the subdomain D \ A, thanks to Lemmas 3.3, 3.4, we note
that
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L2(D∗\A) 
∣∣(sinη)−l−1(θj − θ¯ j )∣∣
L∞(D∗\A)
∣∣(sinη)l+1∣∣
L2(D∗\A)
 κ max
i=0,...,j
{
sup
η
∣∣ai,3j−3i+2+l (η)∣∣}
[ π+σ∫
π
(η − π)2l+2 dη +
2π∫
2π−σ
(2π − η)2l+2 dη
] 1
2
 κ max
i=0,...,j
{
sup
η
∣∣ai,3j−3i+2+l (η)∣∣}σ 2l+32 . (3.37)
The other two inequalities in (3.35) follow similarly. 
4. Convergence results
4.1. First orders
Writing w = uε − u0 − θ¯0 from (1.1), (1.2), and (3.4) we deduce that{−εw −wy = R.H.S.,
w = 0 on ∂D. (4.1)
Using the approximate form θ¯0 for θ0 we can write Lεθ¯0 = Lεθ0 +Lε(θ¯0 − θ0), and then (Lεθ¯0, ϕ) = (Lεθ¯0, ϕδ˜(ξ))
for all ϕ ∈ H 10 (D) where ( , ) is the scalar product in the space L2(D) and δ˜(ξ ) is a smooth function such that δ˜(ξ ) = 1
if ξ  1/2 and δ˜(ξ ) = 0 if ξ  3/4. Note that θ¯0 = 0 for ξ  1/2.
Thanks to (3.3), we first observe that
R.H.S. = εu0 −Lε
(
θ0
)+Lε(θ0 − θ¯0). (4.2)
Taking the scalar product of (4.1)1 with eyw we find with D∗ as in (3.1):
ε|w|2
H 1(D) + |w|2L2(D) 
∣∣(u0, eywδ˜(ξ))∣∣+ ∣∣(Lε(θ0), eywδ˜(ξ))∣∣+ ∣∣(Lε(θ0 − θ¯0), eywδ˜(ξ))∣∣
 κε
∣∣u0∣∣
H 1(D)|w|H 1(D) +
∣∣∣∣
(
ε
(1 − ξ)2
∂2θ0
∂η2
− ε
1 − ξ
∂θ0
∂ξ
+ cosη
1 − ξ
∂θ0
∂η
, eywδ˜(ξ)
)∣∣∣∣
+ ∣∣(Lε(θ0 − θ¯0), eywδ˜(ξ))∣∣
 κε
∣∣u0∣∣
H 1(D)|w|H 1(D) + κε
∣∣∣∣∂θ0∂η
∣∣∣∣
L2(D∗)
(∣∣∣∣∂w∂η δ˜(ξ)
∣∣∣∣
L2(D∗)
+ ∣∣wδ˜(ξ)∣∣
L2(D∗)
)
+ κ
∣∣∣∣ε ∂θ0∂ξ − cosη∂θ
0
∂η
∣∣∣∣
L2(D∗)
∣∣wδ˜(ξ)∣∣
L2(D∗)
+ κ(ε∣∣∇ξ,η(θ0 − θ¯0)∣∣L2(D∗) + ∣∣θ0 − θ¯0∣∣L2(D∗))∣∣∇ξ,η(wδ˜(ξ))∣∣L2(D∗). (4.3)
The following estimates for the derivatives of θ0 are particular cases of results stated and proved in Lemmas 3.2
and 3.42: ∣∣∣∣∂θ0∂ξ
∣∣∣∣
L2(D∗)
 κε− 12 , (4.4)
and, assuming (2.1) with m = 0, ∣∣∣∣∂θ0∂η
∣∣∣∣
L2(D∗)
 κε 12 . (4.5)
Assuming (2.1) with m = 0, from Lemmas 3.2 and 3.5 below with j = 0, σ = ε 23 , we find that
2 From Lemma 3.2, even if no compatibilities on f are assumed, a0,1(η), defined in (3.13), is bounded; see Remark 3.1. If (2.1) holds with
m = 0,1, a0,2+k(η) is bounded, k = 0,1. Hence, from Lemmas 3.3 and 3.5 we can obtain the estimates as in (4.4)–(4.6) and (4.12)–(4.14).
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L2(D∗)  κε,
∣∣∣∣ ∂∂ξ
(
θ¯0 − θ0)∣∣∣∣
L2(D∗)
 κε 23 ,
∣∣∣∣ ∂∂η
(
θ¯0 − θ0)∣∣∣∣
L2(D∗)
 κε 13 . (4.6)
Hence, since | ∂w
∂η
δ˜(ξ)|L2(D∗), |∇ξ,η(wδ˜(ξ))|L2(D∗)  κ|w|H 1(D) and |wδ˜(ξ)|L2(D∗)  κ|w|L2(D), we conclude from
(4.3) that
|w|L2(D) +
√
ε|w|H 1(D)  κ
√
ε. (4.7)
The following theorem then holds:
Theorem 4.1. Let uε and u0 be the solutions of Eqs. (1.1) and (1.2), respectively. Assuming the compatibility condi-
tions (2.1) with m = 0, that is,
f = 0 at (±1,0), (4.8)
the following estimates hold: ∣∣uε − u0 − θ¯0∣∣
L2(D) +
√
ε
∣∣uε − u0 − θ¯0∣∣
H 1(D)  κε
1
2 , (4.9)
and thus ∣∣uε − u0∣∣
L2(D)  κε
1
2 , (4.10)
where θ¯0 is the corrector given in (3.6).
Requiring now the compatibility conditions (2.1) with m = 1 and applying the Hardy inequality we can improve
the estimates (4.9). As in (4.3) we can obtain that
ε|w|2
H 1(D) + |w|2L2(D)  κε
∣∣∣∣
∫
D
u0wdx dy
∣∣∣∣+ κε
∣∣∣∣∂θ0∂η
∣∣∣∣
L2(D∗)
∣∣∣∣∂w∂η δ˜(ξ)
∣∣∣∣
L2(D∗)
+ κ
∣∣∣∣ξ
(
ε
∂θ0
∂ξ
− cosη∂θ
0
∂η
)∣∣∣∣
L2(D∗)
∣∣ξ−1wδ˜(ξ)∣∣
L2(D∗)
+ κ(ε∣∣∇ξ,η(θ0 − θ¯0)∣∣L2(D∗) + ∣∣θ0 − θ¯0∣∣L2(D∗))∣∣∇ξ,η(wδ˜(ξ))∣∣L2(D∗). (4.11)
From Lemmas 3.2 and 3.4 above we also find that assuming (2.1) with m = 1 we have∣∣∣∣ξ ∂θ0∂ξ
∣∣∣∣
L2(D∗)
 κε 12 ,3 (4.12)
and ∣∣∣∣ξ ∂θ0∂η
∣∣∣∣
L2(D∗)
 κε 32 . (4.13)
We continue to assume (2.1) with m = 1, and we infer from Lemmas 3.2 and 3.5 with j = 0, σ = ε 23 that
∣∣θ¯0 − θ0∣∣
L2(D∗)  κε
5
3 ,
∣∣∣∣ ∂∂ξ
(
θ¯0 − θ0)∣∣∣∣
L2(D∗)
 κε 43 ,
∣∣∣∣ ∂∂η
(
θ¯0 − θ0)∣∣∣∣
L2(D∗)
 κε. (4.14)
We can then rewrite (4.11) in the form:
ε|w|2
H 1(D) + |w|2L2(D)  κε|w|L2(D) + κε|wx |
1
2
L2(D)
|w|
1
2
L2(D)
+ κε 32 |w|H 1(D)
 ε
4
|w|2
H 1(D) +
1
4
|w|2
L2(D) +
ε
1
2
2
|wx |L2(D)|w|L2(D) + κε
3
2 . (4.15)
Hence, the following theorem gives a result of H 1-convergence:
3 m = 0 suffices here.
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conditions (2.1) with m = 1, that is,
f = ∂f
∂y
= 0 at (±1,0). (4.16)
Then the following estimates hold:∣∣uε − u0 − θ¯0∣∣
L2(D) +
√
ε
∣∣uε − u0 − θ¯0∣∣
H 1(D)  κε
3
4 , (4.17)
where θ¯0 is the corrector given in (3.6).
Remark 4.1. If we impose more compatibility conditions, that is, if f = fx = fy = fyy = 0 at (±1,0), thanks to
Lemma 2.1, from (2.3) we find |u0xx |L2(D)  κ and thus |u0|L2(D)  κ . Hence, from (4.11) we can improve the
asymptotic error (4.17): ∣∣uε − u0 − θ¯0∣∣
L2(D) +
√
ε
∣∣uε − u0 − θ¯0∣∣
H 1(D)  κε. (4.18)
4.2. Higher orders
We now look for improved approximations of uε using the higher order functions and correctors uj , θj , θ¯ j , j  1.
Setting uεn =∑nj=0 εjuj and θ¯εn =∑nj=0 εj θ¯ j and writing wn = uε − uεn − θ¯εn we deduce that{−εwn −wny = R.H.S.,
wn = 0 on ∂D. (4.19)
We first derive the explicit expression of the R.H.S. Multiplying (1.4)1 by εj and summing from j = 0 to n we find
that Lεuεn = −εn+1un. We now multiply (3.9)1 by εj+1 and sum from j = 0 to n and we thus find that
A := −ε ∂
2θεn
∂ξ2
+ sinη∂θεn
∂ξ
= ε
n∑
j=0
j−2∑
k=0
(j − k − 1)ξ j−k−2εk ∂
2θk
∂η2
− ε
n∑
j=0
j−1∑
k=0
ξj−k−1εk ∂θ
k
∂ξ
+ cosη
n∑
j=0
j−1∑
k=0
ξj−k−1εk ∂θ
k
∂η
= (permuting the summations) = ε
n−2∑
j=0
εj
∂2θj
∂η2
(
n−2−j∑
k=0
(k + 1)ξk
)
− ε
n−1∑
j=0
εj
∂θj
∂ξ
(
n−1−j∑
k=0
ξk
)
+ cosη
n−1∑
j=0
εj
∂θj
∂η
(
n−1−j∑
k=0
ξk
)
, (4.20)
where θεn =∑nj=0 εj θj .
Using (3.3) and (4.20) we can then write
Lεθεn = − ε
(1 − ξ)2
∂2θεn
∂η2
+ ε
1 − ξ
∂θεn
∂ξ
+A− cosη
1 − ξ
∂θεn
∂η
= − ε
(1 − ξ)2
(
εn−1 ∂
2θn−1
∂η2
+ εn ∂
2θn
∂η2
)
+ ε
n+1
1 − ξ
∂θn
∂ξ
− cosη ε
n
1 − ξ
∂θn
∂η
− ε
n−2∑
j=0
εj
∂2θj
∂η2
∞∑
k=n−1−j
(k + 1)ξk
+ ε
n−1∑
εj
∂θj
∂ξ
∞∑
ξk − cosη
n−1∑
εj
∂θj
∂η
∞∑
ξk. (4.21)j=0 k=n−j j=0 k=n−j
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∞∑
k=n−j
ξ k = ξn−j
∞∑
k=0
ξk = ξ
n−j
1 − ξ , (4.22)
∞∑
k=n−1−j
(k + 1)ξk = ξn−1−j
∞∑
k=0
(k + n− j)ξk
= ξn−1−j
( ∞∑
k=0
(k + 1)ξk +
∞∑
k=0
(n− 1 − j)ξk
)
= ξn−1−j
(
1
(1 − ξ)2 +
n− 1 − j
1 − ξ
)
, (4.23)
we rewrite (4.21) as
Lεθεn = − ε
n+1
(1 − ξ)2
∂2θn
∂η2
−
n−1∑
j=0
εj+1ξn−1−j
(
1
(1 − ξ)2 +
n− 1 − j
1 − ξ
)
∂2θj
∂η2
+
n∑
j=0
εj+1 ξ
n−j
1 − ξ
∂θj
∂ξ
− cosη
n∑
j=0
εj
ξn−j
1 − ξ
∂θj
∂η
=: Rem. (4.24)
Using the approximate forms θ¯ j for θj we can write Lεθ¯εn = Lεθεn + Lε(θ¯εn − θεn) = Rem + Lε(θ¯εn − θεn).
Hence, subtracting from (1.1) the R.H.S. in (4.19) can be written as
R.H.S. = εn+1un − Rem +Lε(θεn − θ¯εn). (4.25)
Taking the scalar product of (4.19)1 with eywn, we infer from (2.16) that
ε|wn|2H 1(D) + |wn|2L2(D)  κεn+1|wn|L2(D) + κεn+1|wn|
1
2
H 1(D)
|wn|
1
2
L2(D)
+ ∣∣(Lε(θεn − θ¯εn), eywnδ˜(ξ))∣∣
+ κεn+1
∣∣∣∣∂θn∂η
∣∣∣∣
L2(D∗)
(∣∣∣∣∂wn∂η δ˜(ξ)
∣∣∣∣
L2(D∗)
+ ∣∣wnδ˜(ξ)∣∣L2(D∗)
)
+ κεn+1
n−1∑
j=0
∣∣∣∣
(
ξ
ε
)n−j
∂2θj
∂η2
∣∣∣∣
L2(D∗)
∣∣ξ−1wnδ˜(ξ)∣∣L2(D∗)
+ κεn+2
n∑
j=0
∣∣∣∣
(
ξ
ε
)n+1−j
∂θj
∂ξ
∣∣∣∣
L2(D∗)
∣∣ξ−1wnδ˜(ξ)∣∣L2(D∗)
+ κεn+1
n∑
j=0
∣∣∣∣
(
ξ
ε
)n+1−j
∂θj
∂η
∣∣∣∣
L2(D∗)
∣∣ξ−1wnδ˜(ξ)∣∣L2(D∗). (4.26)
We first estimate the terms |( ξ
ε
)n−j ∂2θj
∂η2
|L2(D∗), |( ξε )n+1−j ∂θ
j
∂ξ
|L2(D∗), and |( ξε )n+1−j ∂θ
j
∂η
|L2(D∗). Here, we assume
that the compatibility condition (2.15) holds with j = n.
As indicated in Lemma 3.4 with p = 2, l = 0, we need to bound ai,q(η) for i = 0, . . . , j , 0 q  2j − 3i + n+ 3,
which only requires the condition (3.21) with 0  2p1 + p2  −2 + 3i + q  1 + 2j + n  1 + 3n, or (2.15) with
j = n. Hence, the three terms are respectively bounded by κε 12 , κε− 12 and κε 12 . We also note that | ∂θn
∂η
|L2(D∗)  κε
1
2
.
Using (3.2) and Lemma 3.5 we now estimate the following term:
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 κ
(
ε
∣∣∇ξ,η(θεn − θ¯εn)∣∣L2(D∗) + |θεn − θ¯εn|L2(D∗))∣∣∇ξ,η(wnδ˜(ξ))∣∣L2(D∗)
 κ
n∑
j=0
εj max
i=0,...,j
{
sup
η
∣∣ai,3j−3i+2+l (η)∣∣}
(
σ
2l+3
2 + εσ 2l+12 + exp
(
−c(sinσ)1
ε
))
|wn|H 1(D). (4.27)
Since we assumed the compatibility condition (2.15) holds with j = n, the conditions (3.21) of Lemma 3.2 then
hold for q = 3 + 3(n − i). Setting l = 1 + 3n − 3j we find that the ai,3j−3i+2+l (η) = ai,3+3(n−i)(η), i = 0, . . . , j , in
(4.27) are all bounded. At this point we now choose σ = ε 23 and we thus find
∣∣(Lε(θεn − θ¯εn), eywnδ˜(ξ))∣∣ κ n∑
j=0
εj
(
σ
2l+3
2 + εσ 2l+12 + exp
(
−c(sinσ)1
ε
))
|wn|H 1(D)
 κ
n∑
j=0
ε
5
3 +2n−j |wn|H 1(D)  κε
5
3 +n|wn|H 1(D). (4.28)
Hence, thanks to the Hardy inequality, the estimate (4.26) is simplified to:
|wn|2L2(D) + ε|wn|2H 1(D)  κεn+1|wn|L2(D) + κεn+1|wn|
1
2
H 1(D)
|wn|
1
2
L2(D)
+ κεn+ 32 |wn|H 1(D), (4.29)
and we conclude with the following theorem generalizing Theorems 4.1 and 4.2:
Theorem 4.3. Let uε and uεn =∑nj=0 εjuj be the solutions of Eqs. (1.1) and (1.4), respectively, and let θ¯ j be the
corrector described in (3.24). We assume that the compatibility conditions (2.15) hold with j = n, that is,
∂p+qf
∂xp∂yq
= 0 at (±1,0), 0 2p + q  1 + 3n, p,q  0. (4.30)
The following estimate then is verified:∣∣uε − uεn − θ¯εn∣∣L2(D) + √ε∣∣uε − uεn − θ¯εn∣∣H 1(D)  κεn+ 34 . (4.31)
Here we note that Theorem 4.3 does not improve the convergence of uε to u0 established in (4.10).
Remark 4.2. If we require
∂p+qf
∂xp∂yq
= 0 at (±1,0), 0 2p + q  2 + 3n, p,q  0, (4.32)
in the estimate (2.16) we find that | ∫
D
ujw dx dy| κ|w|L2(D) which improves the estimate in (4.29), i.e., the term
κεn+1|wn|
1
2
H 1(D)
|wn|
1
2
L2(D)
is removed. We thus obtain the following estimate better than (4.31):∣∣uε − uεn − θ¯εn∣∣L2(D) + √ε∣∣uε − uεn − θ¯εn∣∣H 1(D)  κεn+1. (4.33)
Appendix A
A.1. Proof of Lemma 2.2
We prove (2.13a)–(2.13b) by induction on j , starting from (1.3) and the induction formula (1.5). Additional
induction on i or m may be needed at each step.
(1) We first consider the case where j = 0. In this case we prove (2.13a)–(2.13b) for all m ∈ Z, i, r, q  0.
We distinguish three cases: m = 0, m 1 and m−1.
(1.a) For m = 0, starting from (1.3), (2.2), (2.3) we see that (2.13a)–(2.13b) with i = 0,1,2, hold for all r  0.
Hence, we have, for i = 0,1,2,
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∂xi
=
∑
l+si−1, l,s0
g0lis(x)
∂l+sf
∂xl∂ys
(
x,Cu(x)
)+ c0i ∂−1∂y−1
[
∂if
∂xi
]
(x, y), (A.1)
where g0lis = g0li0s , c0i = c00i0 and ∣∣∣∣ drdxr g0lis(x)
∣∣∣∣ κCu(x)−(−1+2r+2i−2l−s). (A.2)
We conclude this case by induction on i. Indeed by differentiating (A.1) in x we also verify (2.13a)–(2.13b) at order
i + 1 (thus at all orders i  0) for m = 0, r  0 and j = 0.
(1.b) The case m  −1 is immediate by applying the operator ∂−1/∂y−1 repeatedly to (A.1) and observing that
since this operator is smooth, it does not induce any additional singularity. Note also that a polynomial dependence
on y of the coefficients g0lims appears at this stage.
(1.c) Finally, for m 1, since −u0y = f , we see that ∂
m
∂ym
[ ∂iu0
∂xi
] = ∂i+mu0
∂xi∂ym
= − ∂m−1
∂ym−1 [ ∂
if
∂xi
], and thus (2.13a)–(2.13b)
with j = 0 and m 1 hold with g0lims(x, y) = 0 for all i, r  0. Hence, for all m ∈ Z, (2.13a)–(2.13b) with j = 0 hold
for all i, r, q  0.
(2) We now verify the lemma for j  1. Let us assume that (2.13a)–(2.13b) hold at order j with i, r  0, m ∈ Z.
We again distinguish the cases m = 0, m−1, m 1.
(2.a) For m = 0, thanks to the expression (1.5) and the notation (2.11), we obtain an expression similar to (A.1).
That is, replacing f , u0 by uj , uj+1, respectively, we find that
∂iuj+1
∂xi
=
∑
l+si−1, l,s0
g0lis(x)
{
∂l+s+2uj
∂xl+2∂ys
(
x,Cu(x)
)+ ∂l+s+2uj
∂xl∂ys+2
(
x,Cu(x)
)}
+ c0i
{
∂−1
∂y−1
[
∂i+2uj
∂xi+2
]}
(x, y)− c0i
∂i+1uj
∂xi∂y
(x, y)+ c0i
∂i+1uj
∂xi∂y
(
x,Cu(x)
)
. (A.3)
Here we used the fact that, for g = ∂iuj
∂xi
,
∂−1
∂y−1
[
∂2g
∂y2
]
(x, y) = −∂
i+1uj
∂y∂xi
(x, y)+ ∂
i+1uj
∂y∂xi
(
x,Cu(x)
)
. (A.4)
Let us proceed with the first term in the right-hand side of (A.3). Thanks to the assumption at order j , for
l + s  i − 1, l, s  0, i.e. evaluating the expression (2.13a) at y = Cu(x) for i = l + 2, m = s, we observe that
∂−lh
∂y−l
(x, y) = 0 at y = Cu(x), l  1. (A.5)
Using (A.2) we obtain:
g0lis(x)
∂l+s+2uj
∂xl+2∂ys
(
x,Cu(x)
)= ∑
l′+s′l+2j+1, l′,s′0
g0lis (x)g
j
l′(l+2)s′(x)
∂l
′+s′f
∂xl
′
∂ys
′
(
x,Cu(x)
)
+
j∑
k=0
c
j
k(l+2)mg
0
lis(x)
{
∂s−j+2k−1
∂ys−j+2k−1
[
∂l+2+2j−2kf
∂xl+2+2j−2k
]}(
x,Cu(x)
)
=
∑
l′+s′i+2(j+1)−1, l′,s′0
g
j+1
l′is′ (x)
∂l
′+s′f
∂xl
′
∂ys
′
(
x,Cu(x)
)
, (A.6)
where ∣∣∣∣ drdxr gj+1l′is′ (x)
∣∣∣∣ κmCu(x)−(−1+3(j+1)+2r+2i−2l′−s′). (A.7)
Indeed, since ∂−lh/∂y−l (x, y) = 0 at y = Cu(x), l  1, we notice that the terms corresponding to s−j +2k−1−1
in (A.6) disappear and the remaining terms (for l′ + s′ = s+ l+j +1 i+2(j +1)−1) enter in the last term in (A.6).
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the assumption at order j , we immediately find, using (2.13a) with m, i replaced by −1 and i + 2, that the third term
is absorbed in
∑
l+si+2(j+1)−1, l,s0
g
j
lis(x, y)
∂l+sf
∂xl∂ys
(
x,Cu(x)
)+ j+1∑
k=0
c
j
ki
{
∂−(j+1)+2k−1
∂y−(j+1)+2k−1
[
∂i+2(j+1)−2kf
∂xi+2(j+1)−2k
]}
(x, y), (A.8)
where gjlis(x, y) satisfies (2.13b). The fourth term is also absorbed in (A.8); again we use (2.13a) with m, i
replaced by 1 and i. Finally, the fifth term is absorbed in (A.8) with y = Cu(x). Since the terms corresponding to
−(j + 1) + 2k − 1  −1 in the second sum of (A.8) disappear, the fifth term is actually absorbed in the first sum
of (A.8). Hence using the estimates (A.3)–(A.8) we verify that (2.13a)–(2.13b) hold at order j + 1 with i, r, q  0,
m = 0.
(2.b) The case for m−1 then easily follows. Indeed, we use (2.13a) with m replaced by 0 and j by j + 1, a case
that we just considered. We obtain as in (A.1):
∂iuj+1
∂xi
=
∑
l+si+2j+1, l,s0
g
j
li0s(x, y)
∂l+sf
∂xl∂ys
(
x,Cu(x)
)
+
j+1∑
k=0
c
j+1
ki0
{
∂−j+2k−2
∂y−j+2k−2
[
∂i+2(j+1)−2kf
∂xi+2(j+1)−2k
]}
(x, y). (A.9)
We apply repeatedly the operator ∂−1/∂y−1 to (A.9) and, as for j = 0, we observe that this operator being smooth, it
does not induce any additional singularity. Again in this case a polynomial dependence on y of the coefficients gj+1li0s
appear at this stage.
(2.c) For m 1, using −uj+1y = uj , we write
∂m
∂ym
[
∂iuj+1
∂xi
]
= − ∂
m−1
∂ym−1
[
∂iuj
∂xi
]
= − ∂
m−1
∂ym−1
[
∂i+2uj
∂xi+2
]
− ∂
m+1
∂ym+1
[
∂iuj
∂xi
]
. (A.10)
We thus obtain (2.13a) for m 1, and for all i, j  0. Finally we have shown that (2.13a)–(2.13b) also hold at order
j + 1, m ∈ Z, i, r, q  0. Hence, the representation of the derivatives of uj as in (2.13a)–(2.13b) is valid for all
j, i, r, q  0, m ∈ Z.
A.2. Proof of Lemma 3.1
To verify the lemma, we proceed by induction on j . For j = 0, we already found that θ0 = θ0h as in (3.10). We
set vj (η) = −uj (cosη, sinη). For j = 1, the solution θ1 satisfies Eq. (3.9), and the right-hand side of (3.9)1 is then
written,
−∂θ
0
∂ξ¯
+ cosη∂θ
0
∂η
= −∂θ
0
h
∂ξ¯
+ cosη∂θ
0
h
∂η
= [−v0(η) sinη + v0η(η) cosη + ξ¯ v0(η) cos2 η] exp((sinη)ξ¯). (A.11)
Hence we find that
θ1 = θ1h + θ1p =
[
v1(η)+ ξ¯
(
v0(η)
sin2 η
− cosη
sinη
v0η(η)
)
+ ξ¯2
(
− cos
2 η
2 sinη
v0(η)
)]
exp
(
(sinη)ξ¯
)
, (A.12)
which implies that (3.11)–(3.13) hold for j = 1.
Then assuming that (3.11)–(3.13) have been proved at orders 0, . . . , j , we prove it at order j + 1. To obtain an
explicit form of θj+1, we first obtain the expression in the right-hand side of (3.9)1 at order j + 1. It is a linear
combination of ξ¯ j−k′−1 ∂2θk
′
∂η2
, k′ = 0, . . . , j − 1, ξ¯ j−k′ ∂θk′
∂ξ¯
and (cosη)ξ¯ j−k′ ∂θk
′
∂η
, k′ = 0, . . . , j . Using the expression
(3.11)–(3.13) of θk′ for 0 k′  j we find that the right-hand side of (3.9)1 can be written as the sum of
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k′∑
i=0
2k′−2i∑
k=0
ai,3k′−3i−k+1(η)ξ¯ j+k−k
′
]
exp
(
(sinη)ξ¯
)
, k′ = 0,1, . . . , j, (A.13)
and thus it can be written [
j∑
i=0
2j−2i∑
k=0
ai,3j−3i−k+1(η)ξ¯ k
]
exp
(
(sinη)ξ¯
)
. (A.14)
Hence, we may rewrite (3.9) for j + 1:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−∂
2θj+1
∂ξ¯2
+ sinη∂θ
j+1
∂ξ¯
=
[
j∑
i=0
2j−2i∑
k=0
ai,3j−3i−k+1(η)ξ¯ k
]
exp
(
(sinη)ξ¯
)
,
θj+1 = vj+1(η) = −uj+1(cosη, sinη) at ξ¯ = 0,
θj+1 → 0 as ξ¯ → ∞.
(A.15)
We can then explicitly find the solution θj+1 which turns out to be of the form (3.11)–(3.13) with j replaced by j + 1.
This proves the lemma.
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