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Chapter 1
Introduction
1.1 RWRE: Notation and Terminology
A simple random walk {Xn} in Zd is most easily described as the sum of i.i.d. Zd-valued random
variables, ξi, where X0 = 0 and Xn = ξ1 + · · · + ξn. Alternatively, it can be described as a time-
homogeneous Markov chain on Zd with transition probabilities given by P (Xn+1 = x|Xn = y) =
P (ξ1 = x−y). While random walks have long been studied, a more recent area of research is random
walks in random environments (RWRE). A RWRE consists of two parts: choosing an environment
according to a specified distribution, and then performing a random walk on that environment.
Specifically, let M(Zd) be the collection of all probability distributions on Zd. Then, we define
an environment to be an element ω = {ω(x, x + ·)}x∈Zd ∈ M(Zd)Z
d
=: Ω. M(Zd) with the weak
topology is a Polish space, and thus Ω is a Polish space as well (since it is the countable product
of Polish spaces). Let P be a probability distribution on (Ω,F), where F is the σ−field generated
by the cylinder sets of Ω. Given an environment ω ∈ Ω, one can define a random walk in the
environment ω to be a time-homogeneous Markov chain on Zd with transition probabilities given by
P (Xn+1 = x|Xn = y) = ω(y, x).
Let P xω be the law of a random walk in environment ω started at the point X0 = x. For each ω,
P xω is a probability distribution on the space of paths
(
(Zd)N,G), where G is the σ-field generated
by the cylinder sets of (Zd)N. Now, given any A ∈ G, each P xω (A) : (Ω,F) → [0, 1] is a measurable
function of ω. Thus, we can define a probability measure Px := P ⊗ P xω on (Ω × (Zd)N,F × G) by
1
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the formula
Px(F ×G) :=
∫
F
P xω (G)P (dω), F ∈ F , G ∈ G.
Generally, the events that we are interested in concern only the path of the RWRE and not the
specific environment chosen (i.e., events of the form Ω×G). Thus, with a slight abuse of notation,
Px can also be used to denote the marginal on (Zd)N. Expectations under P xω and P
x will be denoted
Exω and P
x, respectively. Also, since generally the RWRE starts at the origin, Pω, Eω ,P and E will
be understood to mean P 0ω , E
0
ω ,P
0 and E0, respectively.
It is important to understand the different probability measures and the differences between
them. Thus we give a quick review:
• P is a probability measure on the space of environments.
• For a fixed environment ω, P xω is a probability distribution of a random walk. However, for
fixed A ∈ G, P xω (A) is a random variable. Statements involving P xω are called quenched, and
since P xω (A) is a random variable, a statement such as P
x
ω (A) = 0 is only true P − a.s.
• Px is the probability of observing an event in the RWRE without first observing the environ-
ment. For A ∈ G, Px(A) is deterministic and not a random variable. Probabilistic statements
involving Px are called annealed.
• The random walk {Xn} is a Markov chain under the measure P xω , but not under Px, and it is
stationary (in space) under Px but not under P xω .
• The relationship between P xω and Px is given by Px(A) = EP (P xω (A)) for A ∈ G.
We end this section with a few further definitions of types of commonly studied RWRE.
1. Nearest neighbor: A nearest neighbor RWRE is such that ω(x, y) = 0 whenever ‖x−y‖1 6= 1.
2. i.i.d. environment: The collection of vectors ω(x, x + ·) are independent and identically
distributed under the distribution P . This assumption generally simplifies the analysis of
RWRE because the independence of disjoint portions of the environment makes random walks
restricted to disjoint subsets of Zd independent.
3. Elliptic / uniformly elliptic: A nearest neighbor RWRE is called elliptic if P (ω(0, e) > 0) =
1 for all ‖e‖1 = 1, and uniformly elliptic if there exists a κ > 0 such that P (ω(0, e) > κ) = 1
for all ‖e‖1 = 1.
CHAPTER 1. INTRODUCTION 3
1.2 Structure of the Thesis
The thesis is divided into two major parts:
Part I: Chapters 2-5 — Limiting Distributions for RWRE on Z.
Chapter 2 begins with a review of some of the standard results for RWRE on Z, such as criteria
for recurrence/transience and a law of large numbers. This review affords us the opportunity to
introduce some of the notation and methods that will be used in later chapters. In particular,
formulas for hitting probabilities and formulas for the expectation and variance of hitting times are
all provided in Section 2.1.
Section 2.2 is a review of known annealed limiting distribution results for transient RWRE on Z.
In contrast with random walks in constant environments, random walks in random environments do
not always satisfy a central limit theorem. Theorem 2.2.1 is a classical result of Kesten, Kozlov, and
Spitzer [KKS75], which classifies the annealed limiting distribution of a transient RWRE according
to a parameter s of the distribution P on environments. If s > 2, then a central limit theorem holds,
but if s < 2, the limiting distributions are related to a stable distribution of index s. In Section 2.2,
we give a brief overview of the different approaches used in proving variations of Theorem 2.2.1. We
give particular attention to the approach used by Enriquez, Sabot, and Zindy [ESZ08] in providing
a new proof of Theorem 2.2.1 when s < 1, since, in Chapters 4 and 5, we use similar methods to
analyze the quenched limiting distributions.
The main results of the first part of the thesis, concerning quenched limiting distributions for
transient RWRE, are stated in Section 2.3. When s > 2, we obtain a quenched functional central
limit theorem with a random (depending on the environment) centering. When s < 2, however,
there is no quenched limiting distribution for the RWRE. In fact, with probability one, there exist
two different sequences (depending on the environment) along which different limiting distributions
hold. In Section 2.3 we provide a sketch of these results on quenched limiting distributions, but the
full proofs are given in Chapters 3-5.
In Chapter 3, we give the full proof of the quenched functional central limit theorem when s > 2.
We first prove a quenched functional central limit for the hitting times of the random walk using the
Lindberg-Feller condition for triangular arrays of random variables. Then, we transfer this result to
a quenched functional central limit theorem for the random walk. The main difficulty in Chapter 3
is to obtain a centering term for the random walk which only depends only on the environment.
Chapters 4 and 5 consist of two recent articles which contain the proofs of the quenched results for
s < 2 that were stated in Chapter 2. In order to keep Chapters 4 and 5 consistent and self-contained,
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these articles are left relatively unchanged from their original format. Thus, the introductory sections
of Chapters 4 and 5 repeat some of the material from Chapter 2.
Chapter 4 concerns the case s < 1, which is the zero-speed regime (i.e., limn→∞ Xnn = 0).
Our main result for s < 1 is that, with probability one, there exist two different sequences tk and t
′
k
(depending on the environment) along which the quenched limiting distributions of the random walk
are different. Along the sequence tk, the random walk is localized in an interval of size (log tk)
2, and
along the sequence t′k the random walk has scaling of order (t
′
k)
s (which is the annealed scaling in
Theorem 2.2.1 when s < 1).
In Chapter 5, we consider the case s ∈ (1, 2). In this regime, the random walk is ballistic:
That is, limn→∞ Xnn =: vP > 0. As in the case s < 1, our main result in Chapter 5 is that there
exist two different sequences tk and t
′
k (depending on the environment) along which the quenched
limiting distributions of the random walk are different. However, when s ∈ (1, 2), the existence of
a positive speed for the random walk allows for a more precise description of the quenched limiting
distributions along the sequences tk and t
′
k. Along the sequence tk, the limiting distribution is the
negative of a centered exponential distribution, and along the sequence t′k the limiting distribution
is Gaussian.
Part II: Chapter 6 — Large Deviations for RWRE on Zd.
After reviewing some of the basics of multidimensional RWRE in Section 6.1, in Section 6.2 we
review the known large deviation results for RWRE. In particular, Theorems 6.2.1 and 6.2.2 are
large deviation results of Varadhan for multidimensional RWRE, but these results provide much less
information about the quenched and annealed rate functions than is known for the rate functions
of one-dimensional RWRE. In Section 6.3, we study properties of the annealed rate function H(v).
Our main result is that, when the distribution on environments P is non-nestling, the rate function
is analytic in a neighborhood of the limiting velocity vP := limn→∞ Xnn . Our strategy is to first
define a function J¯(v) as a possible alternative formulation of H(v). Then, we show that J¯(v) is
analytic in a neighborhood of vP and that J¯(v) = H(v) in a neighborhood of vP . We end Section
6.3 by showing that when d = 1, H(v) = J¯(v) wherever J¯(v) is defined.
Chapter 2
Limiting Distributions for
Transient RWRE on Z
2.1 Preliminaries for RWRE on Z
In this section, we will review some of the standard results for nearest neighbor RWRE on Z. This
will also serve as an introduction to some of the notation and techniques that will be used in proving
our main results. In particular, the main results depend heavily on a few explicit formulas that we
will derive in this section.
For a nearest neighbor RWRE on Z, ω(x, x − 1) = 1 − ω(x, x + 1), and so we can define an
environment by only specifying the probability of moving to the right at each location. For ease of
notation, let ωx := ω(x, x + 1) so that 1 − ωx = ω(x, x − 1). Unless we specifically state that the
environments are i.i.d., we will only be assuming that the distribution P on [0, 1]Z is ergodic with
respect to the spatial shift (θω)n := ωn+1.
2.1.1 Hitting Probabilities and Recurrence / Transience
The feature of RWRE in one dimension that makes them much easier to analyze than in higher
dimensions is the fact that, for any elliptic environment (i.e., for environments with ωi ∈ (0, 1) for
all i ∈ Z), the random walk is a reversible Markov chain. In fact, any irreducible Markov chain on a
tree is reversible. The fact that the quenched law of the RWRE is reversible allows us to represent
certain quenched probabilities and expectations with explicit formulas in terms of the environment.
5
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To make these formulas more compact, we introduce the following notation:
ρi :=
1− ωi
ωi
, Πi,j :=
j∏
k=i
ρk , (2.1)
Wi,j :=
j∑
k=i
Πk,j , Wj :=
∑
k≤j
Πk,j , (2.2)
and
Ri,k :=
k∑
j=i
Πi,j , Ri :=
∞∑
j=i
Πi,j . (2.3)
Using this notation, we have for any i ≤ x ≤ j that
P xω (Tj < Ti) =
Ri,x−1
Ri,j−1
, and P xω (Ti < Tj) =
Πi,x−1Rx,j−1
Ri,j−1
, (2.4)
where Tj := inf{n ≥ 0 : Xn = j} is the hitting time of site j. These formulas also appear in [Zei04,
formula (2.1.4)], but with different notation. To see that (2.4) holds, note that for any fixed i < j,
letting h(x) := P xω (Tj < Ti), we have that h(i) = 0, h(j) = 1 and h(x) = ωxh(x+1)+(1−ωx)h(x−1)
for i < x < j. It is easy to check that the first formula in (2.4) satisfies these relations and that this
solution is unique (since any such h(x) is a discrete harmonic function with prescribed boundary
values).
The following criterion for recurrence/transience follows from (2.4):
Theorem 2.1.1 (Solomon [Sol75]). EP (log ρ0) determines the recurrence/transience of the RWRE:
1. EP (log ρ0) < 0 ⇒ limn→∞Xn = +∞, P− a.s.
2. EP (log ρ0) > 0 ⇒ limn→∞Xn = −∞, P− a.s.
3. EP (log ρ0) = 0 ⇒ lim infn→∞Xn = −∞, lim supn→∞Xn = +∞, P− a.s.
2.1.2 Recursions for Hitting Times and a Law of Large Numbers.
For each i ≥ 1, define
τi := Ti − Ti−1
to be the amount of time it takes for the random walk to reach i after first reaching i− 1. In this
section, we will show how simple recursions allow us to compute an explicit formula (depending on
the environment) for the quenched mean Eωτi. To this end, note that
τ1 = 1 + 1X1=−1(τ
′
0 + τ
′
1), (2.5)
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where τ ′0 is the time it takes to reach 0 after first hitting −1, and τ ′1 is the time it takes to go from 0
to 1 after first hitting −1. Taking quenched expectations of both sides in (2.5) and using the strong
Markov property, we have that
Eωτ1 = 1 + (1− ω0)
(
E−1ω T0 + E
0
ωT1
)
= 1 + (1 − ω0) (Eθ−1ωτ1 + Eωτ1) .
Assuming for the moment that the environment is elliptic (i.e., ωi ∈ (0, 1) for all i) and that
Eωτ1 <∞ (which by ellipticity implies that Eθ−1ωτ1 <∞ as well), we can solve the above equation
for Eωτ1 to get
Eωτ1 =
1
ω0
+ ρ0Eθ−1ωτ1.
Iterating this equation, we get that for any m ≥ 1,
Eωτ1 =
1
ω0
+
1
ω−1
ρ0 + · · ·+ 1
ω−m
Π−m+1,0 +Π−m,0Eθ−m−1ωτ1. (2.6)
From this it is not hard to see that
Eωτ1 = S¯(ω) :=
1
ω0
+
∞∑
i=1
1
ω−i
Π−i+1,0 = 1 + 2W0, (2.7)
where W0 is defined in (2.2). In fact, it can be shown that (2.7) holds even if Eωτ1 = ∞ or if
the environment is allowed to have ωi = 1 for some i ≤ 0 (in which case the last term in (2.6) is
eventually zero). We will omit the details of this argument since they can be found in [Zei04], and
since the details of a similar argument are provided in the computation of the quenched variance of
τ1 in Appendix A.
If lim supn→∞Xn = +∞, the ergodicity of the law P on the environments implies that the
sequence {τi}∞i=1 is ergodic under P (see [Sol75] or [Zei04, Lemma 2.1.10]). Then, Birkoff’s ergodic
theorem yields
Tn
n
=
1
n
n∑
i=1
τi −→
n→∞
Eτ1 = EP (S¯(ω)). (2.8)
Moreover, a standard argument changing the index from space to time shows that the convergence
Tn
n −→n→∞
1
v implies
Xn
n −→n→∞ v. Therefore, one obtains the following theorem:
Theorem 2.1.2 (Solomon [Sol75]). Assume that EP log ρ0 < 0. Then
EP (S¯(ω)) <∞ =⇒ lim
n→∞
Xn
n
=
1
EP (S¯(ω))
,
and
EP (S¯(ω)) =∞ =⇒ lim
n→∞
Xn
n
= 0.
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For general ergodic distributions on environments, EP S¯(ω) is difficult to calculate. However, if
the environment is i.i.d, recalling the definition of W0 in (2.2), we have that
EP (S¯(ω)) = 1 + 2EPW0 = 1 + 2
∑
k≤0
EPΠk,0 = 1 + 2
∞∑
k=1
(EP ρ0)
k.
Thus, if P is i.i.d., the condition EP (S¯(ω)) <∞ is equivalent to EPρ0 < 1. We therefore obtain the
following corollary:
Corollary 2.1.3 (Solomon [Sol75]). If P is an i.i.d. product measure on Ω and EP log ρ0 < 0, then
(a) EP (ρ0) < 1 =⇒ lim
n→∞
Xn
n
=
1− EP (ρ0)
1 + EP (ρ0)
> 0, P− a.s.
(b) EP (ρ0) ≥ 1 =⇒ lim
n→∞
Xn
n
= 0, P− a.s.
For the remainder of the thesis we will denote vP := limn
Xn
n whenever the limit exists and is
constant P− a.s.
Variances under the law Pω will be denoted by V arω . That is, V arωτ1 := Eω(τ1 − Eωτ1)2. In a
manner similar to the derivation (2.6) of Eωτ1, one obtains
V arωτ1 = S¯(ω)
2 − S¯(ω) + 2
∞∑
n=1
Π−n+1,0S¯(θ−nω)2 = 4(W0 +W 20 ) + 8
∑
i<0
Πi+1,0(Wi +W
2
i ). (2.9)
This formula also appears (with different notation) in [Ali99] and [Gol07], but for completeness, we
will provide a proof in Appendix A.
2.2 Review of Annealed Limit Laws for Transient RWRE on
Z
In this section, we review known results on annealed limiting distributions for transient RWRE. This
will also serve as an introduction to some of the techniques we will use later in deriving quenched
limiting distributions. The following theorem of Kesten, Kozlov, and Spitzer was the first result on
annealed limiting distributions of transient RWRE in Z.
Theorem 2.2.1 (Kesten, Kozlov, and Spitzer [KKS75]). Let Xn be a nearest neighbor, one-
dimensional RWRE with an i.i.d. measure P on environments such that EP log ρ0 < 0. Further,
assume that there exists an s > 0 such that EP ρ
s
0 = 1 and EP ρ
s
0 log ρ0 <∞ and that the distribution
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of log ρ0 is non-lattice (i.e., the support of log ρ0 is not contained in α+βZ for any α, β ∈ R). Then,
there exists a constant b > 0 such that
(a) s ∈ (0, 1) ⇒ limn→∞ P
(
Xn
ns ≤ x
)
= 1− Ls,b(x−1/s)
(b) s ∈ (1, 2) ⇒ limn→∞ P
(
Xn−nvP
n1/s
≤ x) = 1− Ls,b(−x)
(c) s > 2 ⇒ limn→∞ P
(
Xn−nvP
b
√
n
≤ x
)
= Φ(x),
(2.10)
where Ls,b is the distribution function for the stable law of index s with characteristic function∫
eitxLs,b(dx) = exp
{
−b|t|s
(
1− i t|t| tan(πs/2)
)}
,
and Φ(x) is the cumulative distribution function for a standard Gaussian distribution.
Remarks:
1. Annealed limiting distributions were also obtained in [KKS75] for the borderline cases s = 1
and s = 2. For simplicity, we will not discuss those results since we will only obtain quenched results
when s ∈ (0, 1) ∪ (1, 2) ∪ (2,∞).
2. The significance of the parameter s is that ET γ1 and EP (EωT1)
γ are finite if γ < s. The fact
that EP (EωT1)
γ < ∞ follows from the explicit formula for EωT1 given in (2.7) and the fact that
EP ρ
γ < 1 for γ < s. The proof that ET γ1 < ∞ is more difficult and is based on a representation
of T1 as a branching process in a random environment (see [DPZ96, Lemma 2.4] for details). Also,
note that EP ρ0 < 1 if and only if s > 1. Therefore, from Corollary 2.1.3, we have that s ≤ 1 implies
that vP = 0 (the zero-speed regime) and s > 1 implies vP > 0 (the ballistic regime).
The approach of Kesten, Kozlov, and Spitzer was to first obtain annealed stable limit laws for
the hitting times Tn and then to transfer the results to Xn. For instance, the first line in (2.10)
follows from
s ∈ (0, 1) ⇒ lim
n→∞
P
(
Tn
n1/s
≤ x
)
= Ls,b(x).
The approach used in [KKS75] to derive stable limit laws for Tn was to relate Tn to a branching
process in a random environment, and then to prove stable limit laws for the related branching
process. The same approach was used in [MWRZ04] to extend Theorem 2.2.1 to certain mixing
environments that are generated by a Markov chain.
Recently, Enriquez, Sabot, and Zindy [ESZ08] provided a new proof of part (a) of Theorem 2.2.1
which allowed for a probabilistic representation of the constant b (and in fact an exact calculation for
b when the environment is i.i.d. with Dirichlet distribution). We will provide here a brief discussion
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of their techniques since we will use similar methods in analyzing the quenched distributions later1.
Their approach differs from that of [KKS75] in that they prove the annealed stable limit laws for
Tn by analyzing the potential V (x) of the environment as it was defined by Sinai in his analysis of
recurrent RWRE [Sin83]. That is,
V (x) :=


∑x−1
i=0 log ρi if x ≥ 1,
0 if x = 0,
−∑−1i=x log ρi if x ≤ −1.
(2.11)
Since EP log ρ < 0, V (x) is decreasing “on average”. However, there are sections of the environment
(traps) where the potential is increasing (which means the random walk is more likely to move left
than right). It turns out that the key to analyzing the hitting times Tn is understanding the amount
of time it takes to cross the longest sections of the environment where the potential is increasing.
To this end, define the “ladder locations” νi of the environment by
ν0 = 0, and νi = inf{n > νi−1 : V (n) < V (νi−1)} for all i ≥ 1. (2.12)
We will refer to the sections of the environment between νi−1 and νi − 1 as the “blocks” of the
environment. The exponential height of a block is given by
Mk := max{Πνk−1,j : νk−1 ≤ j < νk} = max
{
eV (j)−V (νk−1) : νk−1 < j ≤ νk
}
. (2.13)
Note that the Mk are i.i.d. since the environment is i.i.d. Since P is i.i.d. and EP log ρ0 < 0, the
potential V is a random walk with negative drift. Thus, a result of Iglehart on excursions of random
walks with negative drift [Igl72, Theorem 1] implies that there exists a constant C5 > 0 such that
Q(M1 > x) ∼ C5x−s, as x→∞, (2.14)
where, as usual, f(x) ∼ g(x) as x → ∞ means that limx→∞ f(x)/g(x) = 1. Therefore, the largest
exponential height amongst the first n blocks will be roughly of order n1/s. Enriquez, Sabot, and
Zindy show in [ESZ08] that in analyzing Tn, only the crossing times of the blocks in [0, n] with
Mk ≥ 1−εs are relevant (the sum of the crossing times of all “small blocks” is o(n)). The limiting
distribution for Tn is then obtained by analyzing the annealed Laplace transform of the time to
cross a “large block.” The analysis of the latter is accomplished in two steps: first by showing that
the quenched Laplace transform is approximately the Laplace transform of an exponential random
1With the exception of the method for analyzing the quenched Laplace transform of the crossing time of a large
block, our work and [ESZ08] were developed independently.
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variable with a random (depending on the environment) parameter, and then by analyzing the tails
of this random parameter. We will use this analysis of the crossing time of a large block later in
our analysis of the quenched distribution of Tn. Corollary 2.3.10 contains a precise statement of our
approximation of the quenched Laplace transform.
There have been a number other approaches to proving an annealed central limit theorem (i.e.,
part (c) of Theorem 2.2.1) under different assumptions, such as non-i.i.d. environments. Zeitouni
[Zei04, Theorem 2.2.1] gives an annealed central limit theorem for certain non-i.i.d. environments.
Following an approach of Kozlov [Koz85] and Molchanov [Mol94], Zeitouni uses homogenization, i.e.,
the point of view of the particle, to first derive a quenched central limit theorem for the martingale
Mn := Xn − nvP + h(Xn, ω) where
h(x, ω) =


∑x−1
j=0 (vP S¯(θ
jω)− 1) if x > 0,
0 if x = 0,
−∑−1j=x(vP S¯(θjω)− 1) if x < 0.
An annealed CLT is then obtained by analyzing the fluctuations of the harmonic correction h(Xn, ω).
In particular, writing
Zn = Zn(ω) :=
⌊nvP ⌋∑
j=1
(vP S¯(θ
jω)− 1), (2.15)
he shows that 1√
n
(Zn − h(Xn, ω)) tends to zero in P-probability, and that Zn satisfies a central
limit theorem. Since Zn depends only on the environment, this can be combined with the quenched
central limit theorem for the martingaleMn to derive an annealed central limit theorem for Xn with
deterministic centering nvP .
The argument in [Zei04] gives a quenched CLT for Mn in which Xn is centered by a function of
both the environment and the position of the random walk. One would like to replace h(Xn, ω) by
Zn(ω) to get a quenched CLT with random centering depending only on the environment. However,
the argument of the proof in [Zei04] only shows that
Pω
(
Xn − nvP + Zn
σP,1
√
n
> x
)
−→
n→∞
Φ(−x), in P − probability. (2.16)
A second approach to proving an annealed CLT was given by Alili in [Ali99]. Alili’s approach was
to first use the Lindberg-Feller condition for triangular arrays to prove a quenched CLT for the
hitting times Tn. However, in order to translate this result to Xn Alili needed to make restrictive
assumptions which essentially forced Zn(ω) to be bounded (which can only happen for certain non-
i.i.d. environments) so that the quenched (and therefore annealed) central limit theorem holds with
CHAPTER 2. LIMITING DISTRIBUTIONS FOR TRANSIENT RWRE ON Z 12
deterministic centering nvP . In Section 2.3.1, we extend this approach to prove a quenched central
limit theorem (with random centering) for i.i.d. and strongly mixing environments. That is, we
show that the convergence in (2.16) holds for P−almost every environment ω.
It should be noted that the random centering necessary for a quenched central limit theorem is
unique to one-dimensional RWRE. Recent results by Berger and Zeitouni [BZ08] and Rassoul-Agha
and Seppa¨la¨inen [RAS08] show that, for RWRE in i.i.d. environments on Zd with d ≥ 2, if the
random walk has non-zero limiting velocity (i.e. vP 6= 0) and an annealed central limit theorem
holds (and some other mild assumptions), a quenched central limit theorem also holds with the same
(deterministic) centering.
Limiting distributions have also been studied for RWRE on a strip Z× {1, 2, . . . ,m} which is a
generalization of RWRE on Z with bounded jump size (identify elements (x, i) ∈ Z × {1, 2, . . . ,m}
with xm+i ∈ Z). Roitershtein [Roi06] has used homogenization methods to give sufficient conditions
for an annealed central limit theorem for transient RWRE on the strip for environments with certain
mixing properties. A recent result of Bolthausen and Goldsheid [BG08] shows that recurrent RWRE
on Z with bounded jump size either has scaling of order (log t)2 (as was shown by Sinai in the
nearest neighbor case [Sin83]) or satisfies a central limit theorem. The latter is shown to hold if
and only if the random walk is a martingale (i.e. the environment has zero drift at each location).
Also, Goldsheid [Gol07, Gol08] has given quenched central limit theorems for RWRE on Z and on
a strip2.
2.3 Quenched Limits for Transient RWRE on Z
In this section, we consider the quenched limiting distributions of transient RWRE on Z. As the pre-
vious section showed, there are many results for annealed limiting distributions of transient RWRE
on Z. Until now, however, there have been very few results on quenched limiting distributions. Alili
[Ali99] and Rassoul-Agha and Seppa¨la¨inen [RAS06] have obtained quenched central limit theorems,
but under assumptions on the environment which do not include the case of nearest neighbor RWRE
on Z in i.i.d. environments. In this section, we will state our main results on quenched limits for
transient nearest neighbor RWRE on Z, and we will also give brief sketches of the proofs. The
full proofs of the main results are contained in the Chapters 3-5. Previously, no quenched limiting
2Goldsheid’s results were obtained independently from ours below. However, while Goldsheid is able to prove a
quenched central limit theorem for ergodic environments, we are restricted to strongly mixing environments but are
able to prove a functional central limit theorem.
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distribution results were known for nearest neighbor RWRE in i.i.d. environments3.
Our analysis of the quenched limits for transient, nearest neighbor RWRE is divided into the
three different cases that appear in Theorem 2.2.1, depending on the value of the parameter s. These
are respectively, the Gaussian regime (s > 2), the ballistic, sub-Gaussian regime (s ∈ (1, 2)), and
the zero-speed regime (s ∈ (0, 1)). The case s > 2 is handled in Subsection 2.3.1, while the cases
s ∈ (0, 1) and s ∈ (1, 2) are handled in Subsection 2.3.2.
2.3.1 s > 2: Quenched Central Limit Theorem
In this section we will give an outline of the proof of a quenched functional central limit theorem
for certain nearest neighbor, one-dimensional RWRE. The full proof is contained in Chapter 3. To
prove a functional CLT for the RWRE we will make the following assumptions:
Assumption 1. The environment is uniformly elliptic. That is, ∃κ > 0 such that ω ∈ [κ, 1 − κ]Z,
P-a.s.
Assumption 2. EP log ρ0 < 0. That is, the RWRE is transient to the right.
Assumption 3. P is α-mixing, with α(n) = e−n log(n)
1+η
for some η > 0. That is, for any l-
separated measurable functions f1, f2 ∈ {f : ‖f‖∞ ≤ 1},
EP (f1(ω)f2(ω)) ≤ EP (f1(ω))EP (f2(ω)) + α(l).
Assumption 3 was also made in [Zei04, Section 2.4] in the context of studying certain large
deviations of one-dimensional RWRE. As noted in [Zei04, Section 2.4], the above assumptions imply
that 1n
∑n
i=0 log ρi satisfies a large deviation principle with a rate function J(x) (see [BD96]).
For our final assumption, we wish to restrict our attention to the regime where there is an
annealed CLT. When the environment is i.i.d., Theorem 2.2.1 shows that this is the case when
s > 2, where s is the unique positive solution to EP ρ
s
0 = 1. Since we are not assuming i.i.d.
environments, we need to define the parameter s differently.
Assumption 4. J(0) > 0 and s := miny>0
1
yJ(y) > 2, where J(x) is the large deviation rate
function for 1n
∑n−1
i=0 log ρi.
Note that Varadhan’s Lemma [DZ98, Theorem 4.3.1] implies that the parameter s defined in As-
sumption 4 is also the smallest non-negative solution of limn→∞ 1n logEPΠ
s
0,n−1 = 0. Therefore, the
3As mentioned above, Goldsheid [Gol07] has obtained a quenched central limit theorem similar to ours below, but
this work was done independently and at the same time as our results.
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above definition of s is consistent with the previous definition of s in the case of i.i.d. environments.
Assumption 4 is the crucial assumption that we need for a central limit theorem, since it implies
that Eτγ1 <∞ for some γ > 2. In fact, Eτγ1 <∞ for all γ < s (see [Zei04, Lemma 2.4.16]).
Let D[0,∞) be the space of real valued functions on [0,∞) which are right continuous and which
have limits from the left, equipped with the Skorohod topology. Our main result in this Subsection
is the following theorem:
Theorem 2.3.1. Assume that Assumptions 1-4 hold, and let
Bnt :=
X⌊nt⌋ − ntvP + Znt(ω)
v
3/2
P σ
√
n
,
where σ2 = Eτ21 − EP S¯(ω)2 < ∞ and Znt is defined as in (2.15). Then, for P − a.e. environment
ω, the random variables Bn· ∈ D[0,∞) converge in quenched distribution as n → ∞ to a standard
Brownian motion.
Sketch of proof. Since the hitting times are the sum of independent (quenched) random variables,
we can use the Lindberg-Feller condition to prove a quenched functional CLT for the hitting times.
In particular, as elements of D[0,∞),
1
σ
√
n
⌊nt⌋∑
k=1
(τk − Eωτk) Dω−→Wt,
where σ2 = EPV arωτ1 = Eτ
2
1 − EP (S¯(ω)2), Wt is standard Brownian motion, and Dω−→ signifies
convergence in distribution (in the space D[0,∞)) as n → ∞ of the quenched law for P − a.e.
environment ω. (Note: although
Dω−→ signifies convergence in distributin of random functions of t,
in the above and subsequent uses of
Dω−→ we will keep the index t of the functions for clarity). To
transfer the CLT to the random walk, we first introduce the random variable X∗t := maxk≤tXk
which is the farthest to the right the random walker has gone by time t. The mixing properties of P
and the fact that Xn → +∞ with positive speed vP , are enough to show that X∗n is very close to Xn
(in particular, eventually X∗n−Xn < log2(n) for all n large enough). Then, a standard random time
change argument (t 7→ X∗ntn ) implies that 1σ√n
∑X∗nt
k=1(τk − Eωτk)
Dω−→ WvP ·t. Next, the definition of
X∗t implies that
1
σ
√
n
X∗nt∑
k=1
(τk − Eωτk) ≤ 1
σ
√
n

nt− X
∗
nt∑
k=1
Eωτk

 ≤ 1
σ
√
n
X∗nt∑
k=1
(τk − Eωτk) +
τX∗nt+1
σ
√
n
.
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Therefore, since we can prove that
τX∗nt+1√
n
is negligible, we obtain that
−1
σ
√
n

nt− X
∗
nt∑
k=1
Eωτk

 = 1
vPσ
√
n

X∗nt − ntvP +
X∗nt∑
k=1
(vPEωτk − 1)

 Dω−→WvP ·t . (2.17)
All that remains in order to obtain a quenched CLT for Xn is to replace X
∗
nt by Xnt (which is
easy since the difference is of order log2(n)) and then replace the centering
∑X∗nt
k=1(vPEωτk − 1) by∑ntvP
k=1 (vPEωτk − 1) = Znt(ω) which depends only on the environment. (This is the same Zn as
defined above in (2.15).) This replacement is the hardest part of the proof, and is accomplished by
first proving that for α < 1,
max
j,k∈[1,n];|k−j|<nα
∣∣∣∣∣∣
1√
n
k∑
i=j
(τi − 1
vP
)
∣∣∣∣∣∣ −→n→∞ 0, P− a.s.
and then, using this, to showing for any 12 < α,
Pω
(
sup
0≤t≤1
|X∗nt − ntvP | ≥ nα
)
−→
n→∞
0, P − a.s.
Finally, since
Pω

 sup
0≤t≤1
1√
n
∣∣∣∣∣∣
X∗nt∑
k=1
(Eωτk − 1
vP
) −
ntvP∑
k=1
(Eωτk − 1
vP
)
∣∣∣∣∣ ≥ δ
)
≤ Pω
(
sup
0≤t≤1
|X∗nt − ntvP | ≥ nα
)
+ Pω

 max
j,k∈[1,n];|k−j|<nα
∣∣∣∣∣∣
1√
n
k∑
i=j
(τi − 1
vP
)
∣∣∣∣∣∣ ≥
δ
2


+ Pω

 max
j,k∈[1,n];|k−j|<nα
∣∣∣∣∣∣
1√
n
k∑
i=j
(τi − Eωτi)
∣∣∣∣∣∣ ≥
δ
2


for any α ∈ (12 , 1), the above estimates imply that the first two terms on the right go to zero, and
the quenched functional CLT for hitting times implies that the third term goes to zero also. Thus,
all the replacements in (2.17) discussed above are valid, and we get the quenched functional CLT
for the random walk:
X⌊nt⌋ − ntvP + Znt
v
3/2
P σ
√
n
Dω−→Wt, P − a.s.
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2.3.2 Quenched Limits when s < 2
In this section we will give an outline of our results on the quenched limiting distributions of transient
nearest neighbor RWRE on Z in the annealed sub-Gaussian regime (i.e., s < 2). The full proofs are
contained in Chapters 4 and 5.
For our main results in this section, we will make the following assumptions:
Assumption 5. P is an i.i.d. product measure on Ω such that
EP log ρ < 0 and EP ρ
s = 1 for some s > 0. (2.18)
Assumption 6. The distribution of log ρ is non-lattice under P and EP ρ
s log ρ <∞.
Assumption 5 contains the essential assumption necessary for the walk to be transient. Note
that EP ρ
γ is a convex function of γ, and thus EP ρ
γ < 1 for all γ ∈ (0, s). Corollary 2.1.3 then
gives that s ≤ 1 if and only if vP = 0. Assumption 6 is a technical condition that was also invoked
in [KKS75] for the proof of the annealed limit laws and is used here to give that certain random
variables have regularly varying tails. Our main results, however, seem to depend only on much
rougher tail asymptotics. Thus, we suspect that in fact Assumption 6 is not needed for Theorems
2.3.2 - 2.3.5. However, Assumption 6 is probably necessary for Theorem 2.3.6 which is interesting
in its own right and which greatly simplifies the proofs of Theorems 2.3.2 - 2.3.5.
As was shown above, when s > 2, the limiting distribution for Xn is Gaussian in both the
annealed and quenched cases (with a random centering in the quenched case). Therefore, when
s < 2, one could possibly expect the quenched limiting distributions to also be of the same type as
in Theorem 2.2.1. Somewhat surprisingly, this turns out not to be the case. In fact, when s < 2,
there are no quenched limiting distributions for Xn (or for its hitting times Tn). Moreover, we are
able to prove that for almost any environment ω there exist two different random (depending on
the environment) sequences along which different quenched limiting distributions hold. We divide
our analysis of the quenched limiting distributions when s < 2 into two subcases: s ∈ (0, 1) and
s ∈ (1, 2).
When s ∈ (0, 1) our main results are the following:
Theorem 2.3.2. Let Assumptions 5 and 6 hold, and let s < 1. Then, P -a.s., there exist random
subsequences tm = tm(ω) and um = um(ω) such that,
lim
m→∞
Xtm − um
(log tm)2
= 0, in Pω-probability.
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Theorem 2.3.3. Let Assumptions 5 and 6 hold, and let s < 1. Then, P -a.s., there exists a random
subsequence nkm = nkm(ω) of nk = 2
2k and a random sequence tm = tm(ω) such that,
lim
m→∞
log tm
lognkm
=
1
s
(2.19)
and
lim
m→∞Pω
(
Xtm
nkm
≤ x
)
=


0 if x ≤ 0,
1
2 if 0 < x <∞.
Remarks:
1. Theorem 2.3.2 is a strong localization result. Recall the definition of the ladder locations νi in
(2.12). In the proof of Theorem 2.3.2, we prove that, with probability tending to 1, the distribution
of the random walk at time tm is concentrated near a single block. Since the block lengths νi− νi−1
are i.i.d. with exponential tails, the longest of the first n blocks is on the order of logn.
2. Theorem 2.3.3 shows that the strong localization in Theorem 2.3.2 does not always occur. Note
that (2.19) implies that the scaling is roughly of order tsm, which is what the annealed scaling is
when s ∈ (0, 1) in Theorem 2.2.1.
We now state our main results in the case where s ∈ (1, 2). When s ∈ (1, 2), the existence
of a positive speed for the random walk allows us to get a more straightforward description of
two different limiting distributions along different random sequences. Let Φ(x) and Ψ(x) be the
distribution functions for a Gaussian and exponential random variable, respectively. That is,
Φ(x) :=
∫ x
−∞
1√
2π
e−y
2/2dy and Ψ(x) :=


0 x < 0,
1− e−x x ≥ 0.
Theorem 2.3.4. Let Assumptions 5 and 6 hold, and let s ∈ (1, 2). Then, P − a.s., there exists a
random subsequence nkm = nkm(ω) of nk = 2
2k and non-deterministic random variables vkm,ω such
that
lim
m→∞
Pω
(
Tnkm − EωTnkm√
vkm,ω
≤ x
)
= Φ(x), ∀x ∈ R,
and
lim
m→∞
Pω
(
Xtm − nkm
vP
√
vkm,ω
≤ x
)
= Φ(x), ∀x ∈ R,
where tm = tm(ω) :=
⌊
EωTnkm
⌋
.
Theorem 2.3.5. Let Assumptions 5 and 6 hold, and let s ∈ (1, 2). Then, P − a.s., there exists a
random subsequence nkm = nkm(ω) of nk = 2
2k and non-deterministic random variables vkm,ω such
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that
lim
m→∞
Pω
(
Tnkm − EωTnkm√
vkm,ω
≤ x
)
= Ψ(x+ 1), ∀x ∈ R,
and
lim
m→∞
Pω
(
Xtm − nkm
vP
√
vkm,ω
≤ x
)
= 1−Ψ(−x+ 1), ∀x ∈ R,
where tm = tm(ω) :=
⌊
EωTnkm
⌋
.
Remarks:
1. The choice of Gaussian and exponential distributions in Theorems 2.3.4 and 2.3.5 represent the
two extremes of the quenched limiting distributions that can be found along random subsequences.
In fact, it will be shown in Corollary 2.3.10 that Tn is approximately the sum of a finite number
of exponential random variables with random (depending on the environment) parameters. The
exponential limits in Theorem 2.3.5 are obtained when one of the exponential random variables has
a much larger parameter than all the others. The Gaussian limits in Theorem 2.3.4 are obtained
when the exponential random variables with the largest parameters all have roughly the same size.
We expect, in fact, that any distribution which is the sum of (or limit of sums of) exponential random
variables can be obtained as a quenched limiting distribution of Tn along a random subsequence.
2. The sequence nk = 2
2k in Theorems 2.3.4 and 2.3.5 is chosen only for convenience. In fact, for
any sequence nk growing sufficiently fast, P − a.s. there will be a random subsequence nkm(ω) such
that the conclusions of Theorems 2.3.4 and 2.3.5 hold.
3. The definition of vkm,ω is given below in (2.25), and it can be shown in a manner similar to the
proof of Theorem 2.3.6 below that limn→∞ P
(
n
−2/s
k vk,ω ≤ x
)
= L s
2 ,b
(x) for some b > 0. Also, from
(2.8) we have that tm ∼ ET1nkm . Thus, the scaling in Theorems 2.3.4 and 2.3.5 is of the same order
as the annealed scaling, but cannot be replaced by a deterministic scaling.
Before turning to the proofs of Theorems 2.3.2 - 2.3.5, we need to introduce some notation and
state some preliminary results that will be used the the proofs of Theorems 2.3.2 - 2.3.5. As was the
case when s > 2, we study the quenched distributions of the location of the random walk by first
studying the quenched distributions for the hitting times. The hitting times are then studied by
examining the crossing times of the blocks of the environment Tνi−Tνi−1 , where the ladder locations
νi are defined in (2.12). We now introduce some more notation that will help us deal with a couple
of difficulties that arise in the analysis of Tνn .
A major difficulty in analyzing Tνn is that the crossing time from νi−1 to νi depends on the
entire environment to the left of νi. Thus E
νi−1
ω Tνi and E
νj−1
ω Tνj (and similarly V arω(Tνi − Tνi−1)
and V arω(Tνj − Tνj−1)) are not independent even if |i − j| is large. However, it can be shown
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that the RWRE generally will not backtrack too far (in fact, Lemma 3.2.1 implies that X∗n −Xn =
o(log2 n), P − a.s.). Thus, the dependence of Eνi−1ω Tνi and Eνj−1ω Tνj is quite weak when |i − j|
is large. (The explicit formulas for the quenched mean and variance of hitting times (2.7) and
(2.9) make this dependence precise.) Thus, with minimal probabilistic cost, we can modify the
environment of the RWRE to make crossing times of blocks that are far apart independent. For
n = 1, 2, . . ., let bn := ⌊log2(n)⌋. Let X¯(n)t be the random walk that is the same as Xt with the
added condition that after reaching νk the environment is modified by setting ωνk−bn = 1 , i.e., never
allow the walk to backtrack more than log2(n) ladder times (that is, we deal with a dynamically
changing environment). We couple X¯
(n)
t with the random walk Xt in such a way that X¯
(n)
t ≥ Xt,
with equality holding until the first time t when the walk X¯
(n)
t reaches a modified environment
location. Denote by T¯
(n)
x the corresponding hitting times for the walk X¯
(n)
t . It will be shown below
in Chapter 4 that limn→∞ Pω(Tνn 6= T¯ (n)νn ) = 0, P − a.s., so that the added reflections don’t affect
the quenched limiting distribution.
A second difficulty is that, under P , the environment is not stationary under shifts by the ladder
locations. However, if we define a new measure on environments by Q(· ) = P (· |V (x) > 0, ∀x < 0),
then under Q the environment is stationary under those shifts. In particular, {Eνi−1ω Tνi}∞i=1 and
{V arω(Tνi − Tνi−1)}∞i=1 are stationary under Q. It should be noted that events only depending on
the environment to the right of the origin have the same probability under Q and P . In particular,
if we let
µi,n,ω := E
νi−1
ω T¯
(n)
νi , and σ
2
i,n,ω := V arω
(
T¯ (n)νi − T¯ (n)νi−1
)
,
then µi,n,ω and σ
2
i,n,ω have the same distribution under P and Q when i > log
2 n.
One of the main preliminary results that we obtain is the following annealed stable limit law:
Theorem 2.3.6. If s < 1, there exists a constant b′ > 0 such that
lim
n→∞
Q
(
EωTνn
n1/s
≤ x
)
= Ls,b′(x).
If s < 2, then there exists a constant b′′ > 0 such that
lim
n→∞
Q
(
V arωTνn
n2/s
≤ x
)
= Ls/2,b′′(x).
Sketch of proof: We first derive the tail asymptotics of EωTν and V arωTν under Q. In particular,
we prove that there exists a constant K∞ ∈ (0,∞) such that
lim
x→∞
xsQ(EωTν > x) = K∞, and lim
x→∞
xs/2Q(V arωTν > x) = K∞. (2.20)
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The proof of the tail asymptotics of EωTν is similar to the proof of tail asymptotics in [KKS75] and
is based on the explicit formula EωTν = ν + 2
∑ν−1
j=0 Wj from (2.7) and a result of Kesten [Kes73]
stating that there exists a constant K such that P (Wi > x) = P (Ri > x) ∼ Kx−s. The tail
asymptotics of V arωTν are then derived by using the explicit formulas in (2.7) and (2.9) to compare
V arωTν to (EωTν)
2.
Now, if {Eνi−1ω Tνi}∞i=1 and {V arωTνi − Tνi−1}∞i=1 were i.i.d. sequences, then (2.20) would be
enough to prove the stable limit laws. Instead, we introduce some independence by adding reflections
and restricting ourselves to large blocks. Recall the definition of Mi in (2.13). Then, for any ε > 0,
we may re-write
1
n1/s
EωTνn =
1
n1/s
Eω(Tνn−T¯ (n)νn )+
1
n1/s
n∑
i=1
µi,n,ω1Mi≤n(1−ε)/s+
1
n1/s
n∑
i=1
µi,n,ω1Mi>n(1−ε)/s . (2.21)
The explicit representation of EωT1 in (2.7) can be used to show that n
−1/sEω(Tνn− T¯ (n)νn ) converges
to zero in Q-probability. Also, (2.7) can be used to show that µi,n,ω cannot be too much larger than
Mi, and then, since the Mi are i.i.d., (2.14) can be used to approximate the number of i ≤ n with
Mi ∈ (n(1−ε′)/s, n(1−ε′′)/s] for any ε′, ε′′ > 0. Therefore, the second term on the right in (2.21) also
converges to zero in Q-probability. Finally, it can be shown that the tails of EωTν are not affected
by the added reflections and restrictions to “large blocks” withMi > n
(1−ε)/s. That is, we can show
limn→∞ nQ(µi,n,ω > xn1/s, Mi ≥ n(1−ε)/s) = K∞x−s. Then, (2.14) implies that the “large blocks”
are far enough apart so that {µi,n,ω1Mi>n(1−ε)/s}∞i=1 is mixing enough to be able to apply a result
of Kobus [Kob95] to prove a stable limit law for the last term in (2.21).
We now turn to a brief discussion of the proofs of our main results, Theorems 2.3.2 - 2.3.5.
Proofs of the Main Results when s < 1
Sketch of proof of Theorem 2.3.2:
The idea of the proof of Theorem 2.3.2 is to find a subsequence of the ladder locations νjm such that
the expected time to cross from νjm−1 to νjm is much larger than the expected time to first reach
νjm−1. From this, we can then find a sequence of times tm such that, with probability tending to
one, Xtm ∈ [νjm−1, νjm). The main result needed to find this subsequence is given by the following
lemma:
Lemma 2.3.7. Assume s < 1. Then, for any C > 1,
lim inf
n→∞ Q

∃k ∈ [1, n/2] :Mk ≥ C ∑
j∈[1,n]\{k}
Eνj−1ω T¯
(n)
νj

 > 0 .
CHAPTER 2. LIMITING DISTRIBUTIONS FOR TRANSIENT RWRE ON Z 21
Sketch of proof: Note that, since C > 1 and E
νk−1
ω T¯
(n)
νk ≥Mk, there can only be at most one k ≤ n
with Mk ≥ C
∑
k 6=j≤n E
νj−1
ω T¯
(n)
νj . Therefore,
Q

∃k ∈ [1, n/2] :Mk ≥ C ∑
j∈[1,n]\{k}
Eνj−1ω T¯
(n)
νj

 = n/2∑
k=1
Q

Mk ≥ C ∑
j∈[1,n]\{k}
Eνj−1ω T¯
(n)
νj

 . (2.22)
Now, E
νj−1
ω T¯
(n)
νj depends on the environment between νk−1 and νk for k < j ≤ k + bn. However, it
can be shown that
∑k+bn
j=k+1 E
νj−1
ω T¯
(n)
νj = o(n
−1/s) with Q−probability tending to one. Then, since
E
νj−1
ω T¯
(n)
νj is independent of Mk for all j < k or j > k + bn,
Q

Mk ≥ C ∑
j∈[1,n]\{k}
Eνj−1ω T¯
(n)
νj


≥
(
Q(Mk > Cn
1/s) + o(1/n)
)(
Q
(
EωT¯
(n)
νk−1 + E
νk+bn
ω T¯νn ≤ (1 + o(1))n1/s
)
+ o(1)
)
≥
(
Q(Mk > Cn
1/s) + o(1/n)
)(
Q
(
EωT¯
(n)
νn ≤ (1 + o(1))n1/s
)
+ o(1)
)
. (2.23)
Now, (2.14) implies that Q(Mk > Cn
1/s) = P (M1 > Cn
1/s) ∼ C5C−s 1n as n → ∞, and Theorem
2.3.6 implies that limn→∞Q
(
EωT¯
(n)
νn ≤ (1 + o(1))n1/s
)
= Ls,b′(1). Therefore, (2.22) and (2.23)
imply that
lim inf
n→∞
Q

∃k ∈ [1, n/2] :Mk ≥ C ∑
j∈[1,n]\{k}
Eνj−1ω T¯
(n)
νj

 ≥ 1
2
C5C
−sLs,b′(1) > 0.
Lemma 2.3.7 can then be used to prove that, for P−almost every environment ω, there exists
a sequence jm = jm(ω) such that Mjm ≥ m2µjm,jm,ω. Now, let tm = tm(ω) := 1mMjm and
um = um(ω) := νjm−1. Since X
∗
t −Xt = o(log2 t) and maxi≤t νi − νi−1 = o(log2 t), it is enough to
show that
lim
m→∞
Pω
(
X∗tm ∈ [νjm−1, νjm)
)
= 1.
However,
Pω
(
X∗tm < νjm−1
)
= Pω
(
Tνjm−1 > tm
) ≤ Pω (Tνjm−1 6= T¯ (jm)νjm−1
)
+ Pω
(
T¯ (jm)νjm−1 > tm
)
.
The first term on the right tends to zero, and, by Chebychev’s inequality and the definition of tm,
the second term is bounded above by
1
tm
µjm,jm,ω =
mµjm,jm,ω
Mjm
≤ 1
m
.
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On the other hand
Pω
(
X∗tm < νjm
)
= Pω(Tνjm > tm) ≥ P
νjm−1
ω
(
Tνjm >
1
m
Mjm
)
≥ P νjm−1ω
(
T+νjm−1 < Tνjm
) 1
mMjm
,
where T+x := min{n > 0 : Xn = x} is the first return time to x. Then, (2.4) can be used to show
that this last term is larger than (1− 1/Mjm)
1
mMjm which tends to 1 as m→∞.
Sketch of proof of Theorem 2.3.3:
Theorem 2.3.3 represents the opposite extreme of Theorem 2.3.2. Therefore, in contrast to the proof
of Theorem 2.3.2, the key to proving Theorem 2.3.3 is to find sections of the environment where
none of crossing times of a block is much larger than all the others.
To this end, let
Sδ,n,a :=
⋃
I⊂[1,δn]
#(I)=2a

⋂
i∈I
{
µ2i,n,ω ∈ [n2/s, 2n2/s)
} ⋂
j∈[1,δn]\I
{
µ2j,n,ω < n
2/s
} ,
and
Uδ,n,c :=
{
cn∑
i=δn+1
µi,n,ω ≤ 2n1/s
}
. (2.24)
On the event Sδ,n,a, 2a of the first δn blocks have roughly the same size crossing times and the rest
are all smaller. On the event Sδ,n,a ∩ Uδ,n,c, we have additionally that the total expected crossing
time from νδn to νcn is smaller than the large expected crossing times in the first δn blocks. By
Theorem 2.3.6, Uδ,n,c is a typical event in the sense that Q(Uδ,n,c) tends to a non-zero constant as
n→∞. If the µi,n,ω were independent, an easy lower bound for Q(Sδ,n,a) would be(
δn
2a
)
Q
(
µ21,n,ω ∈ [n2/s, 2n2/s)
)2a
Q
(
EωTνδn ≤ n1/s
)
.
(In Chapter 4, we account for the dependence of the µi,n,ω to get a slightly different lower bound.
However, the difference between the true lower bound and the lower bound given above is negligible
for the purposes of our argument here.) Now Q
(
EωTνδn ≤ n1/s
)
has a non-zero limit as n→∞ by
Theorem 2.3.6 and for δ small and a and n large, we have that
(
δn
2a
)
Q
(
µ21,n,ω ∈ [n2/s, 2n2/s)
)2a
is
approximately
(δn)2a
(2a)!
(K∞n−1)2a =
(δK∞)2a
(2a)!
.
This lower bound is good enough to ensure that events like Sδ,n,a ∩ Uδ,n,c happen infinitely often
along a sparse enough subsequence. The definitions of Sδ,n,a and Uδ,n,c imply that, along this
subsequence, there are many large blocks whose expected crossing times are approximately the
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same, and all the other blocks have smaller expected crossing times. We then apply the Lindberg-
Feller condition for triangular arrays to show that the limiting distribution of hitting times along
this subsequence is Gaussian. In particular, let nk := 2
2k and dk := nk−nk−1. Then, for P−almost
every environment ω, there exists a random sequence nkm = nkm(ω) and αm < βm < γm with
αm = nkm−1, βm = o(nkm) and limm→∞ γm/nkm =∞, such that for any xm ∈ [νβm , νγm ],
lim
m→∞
Pω
(
Txm − EωTxm√
vm,ω
≤ y
)
= Φ(y), where vm,ω :=
βm∑
i=αm+1
µ2i,dkm ,ω.
Moreover, the subsequence is chosen so that limm→∞ vm,ω/d
2/s
km
=∞ and limm→∞Eνβmω Tνγm/d
1/s
km
≤
2. Finally, letting tm = tm(ω) := EωTnkm , we have for any x > 0,
Pω
(
X∗tm
nkm
< x
)
= Pω
(
Txnkm > tm
)
= Pω
(
Txnkm − EωTxnkm√
vm,ω
>
EωTnkm − EωTxnkm√
vm,ω
)
.
Then, since for all m large enough νβm < nkm < xnkm < νγm ,
Txnkm − EωTxnkm√
vm,ω
Dω−→ Z ∼ N(0, 1) and EωTnkm − EωTxnkm√
vm,ω
≤ E
νβm
ω Tνγm√
vm,ω
−→
m→∞
0.
Therefore, limm→∞ Pω
(
X∗tm
nkm
< x
)
= 12 for any x > 0. The proof of Theorem 2.3.3 is then finished
by first showing that limm→∞ log tmlog nkm = limm→∞
logEωTnkm
lognkm
= 1s , and then recalling that X
∗
t −Xt =
o(log2 t).
Proofs of the Main Results when s ∈ (1, 2)
It turns out to be much easier to transfer limiting distributions from Tn to Xn when s > 1 than it
was when s < 1. This is due to the fact that, first, the walk moves with a linear speed nvP , and,
second, the fluctuations of the variance are of order n1/s = o(n). A key to proving Theorems 2.3.4
and 2.3.5 is the following proposition:
Proposition 2.3.8. Let Assumptions 5 and 6 hold, and let s ∈ (1, 2). Also, let nk be a sequence of
integers growing fast enough so that limk→∞ nkn1+δk−1
=∞ for some δ > 0, and let
dk := nk − nk−1, and vk,ω :=
nk∑
i=nk−1+1
σ2i,dk,ω = V arω
(
T¯ (dk)νnk
− T¯ (dk)νnk−1
)
. (2.25)
Assume that F is a continuous distribution function for which P − a.s. there exists a subsequence
nkm = nkm(ω) such that, for αm := nkm−1,
lim
m→∞P
ναm
ω
(
T¯
(dkm)
xm − Eναmω T¯ (dkm )xm√
vkm,ω
≤ y
)
= F (y), ∀y ∈ R,
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for any sequence xm ∼ nkm . Then, P − a.s., for all y ∈ R,
lim
m→∞
Pω
(
Txm − EωTxm√
vkm,ω
≤ y
)
= F (y), (2.26)
for any xm ∼ nkm , and
lim
m→∞
Pω
(
Xtm − nkm
vP
√
vkm,ω
≤ y
)
= 1− F (−y), (2.27)
where tm :=
⌊
EωTnkm
⌋
.
Sketch of proof. As mentioned previously, there is not much difference between the distributions of
T¯
(dkm)
xm and Txm . In particular, we can show that
lim
m→∞
P
ναm
ω
(
Txm 6= T¯ (dkm)xm
)
= 0 and lim
m→∞
E
ναm
ω
(
Txm − T¯ (dkm)xm
)
= 0, P − a.s.
Thus, to prove (2.26), it is enough to show that
lim
m→∞Pω
(∣∣∣∣Tναm − EωTναm√vkm,ω
∣∣∣∣ ≥ ε
)
= 0, P − a.s. (2.28)
However, Tναm − EωTναm is roughly of the order α
1/s
m ≈ (EP ν1)n1/skm−1, whereas
√
vkm,ω is roughly
of the order n
1/s
km
. The conditions on the rate of growth of nk are enough to show that (2.28) holds.
Also, note that the convergence in (2.26) must be uniform in y since F is continuous.
Since X∗t −Xt = o(log2 t), it is enough to prove (2.27) for X∗tm in place of Xtm . For any y ∈ R,
let xm(y) :=
⌈
nkm + y vP
√
vkm,ω
⌉
. Then,
Pω
(
X∗tm − nkm
vP
√
vkm,ω
< y
)
= Pω
(
X∗tm < xm(y)
)
= Pω
(
Txm(y) > tm
)
= Pω
(
Txm(y) − EωTxm(y)√
vkm,ω
>
tm − EωTxm(y)√
vkm,ω
)
(2.29)
Since the scaling
√
vkm,ω is roughly of the order n
1/s
km
= o(nkm), we have that xm(y) ∼ nkm . There-
fore, recalling that the convergence in (2.26) is uniform in y, it is enough to show that
lim
m→∞
tm − EωTxm(y)√
vkm,ω
= −y. (2.30)
Assuming that y > 0 (a similar argument works for y < 0), we may re-write
tm − EωTxm(y)√
vkm,ω
=
−1√
vkm,ω
nkm+y vP
√
vkm,ω∑
i=nkm+1
Ei−1ω Ti.
Since s > 1, this should be close to −yvPET1 = −y. In fact, it can be shown that the sequence nk
grows fast enough to ensure that (2.30) holds for any y ∈ R.
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Sketch of proof of Theorem 2.3.4:
As in the proof of Theorem 2.3.3, the key is to first find a random sequence along which the
hitting times have Gaussian limiting distribution. The sequence can be chosen in such a way so
that Proposition 2.3.8 can be used to give Gaussian limits for the random walk along a random
subsequence. The proof of the existence of Gaussian limits for hitting times is almost identical to its
analogue in the proof of Theorem 2.3.3. The main difference is that, instead of using the set Uδ,n,c
from (2.24), we instead use
Uδ,n :=


n∑
i=⌊ηn⌋+1
σ2i,n,ω < 2n
2/s

 .
Sketch of proof of Theorem 2.3.5:
First, we need to show that the crossing time of a large block is approximately exponentially dis-
tributed. As mentioned above, we follow an idea from [ESZ08] in computing the quenched Laplace
transform of T¯
(n)
ν . The strategy is to decompose T¯
(n)
ν into a series of excursions away from 0.
An excursion is considered a “failure” if the random walk returns to zero before hitting ν (i.e., if
Tν > T
+
0 := min{k > 0 : Xk = 0}) and a “success” if the random walk reaches ν before returning
to zero. Let pω := Pω(Tν < T
+
0 ), and let N be a geometric random variable with parameter pω
(i.e., P (N = k) = pω(1 − pω)k for k ∈ N). Also, let {Fi}∞i=1 be an i.i.d. sequence (also independent
of N), with F1 having the same distribution as T¯
(n)
ν conditioned on
{
T¯
(n)
ν > T
+
0
}
, and let S be a
random variable with the same distribution as Tν conditioned on
{
T¯
(n)
ν < T
+
0
}
and independent of
everything else. Thus,
T¯ (n)ν
Law
= S +
N∑
i=1
Fi (quenched). (2.31)
Consequently,
Eωe
−λT¯ (n)ν = Eωe−λSEω
[(
Eωe
−λF1)N] = Eωe−λS pω
1− (1 − pω) (Eωe−λF1)
= Eωe
−λS 1
1 + EωN(1− Eωe−λF1) , ∀λ ≥ 0,
where, in the last equality, we used EwN =
1−pω
pω
. Therefore, since 1− x ≤ e−x ≤ 1 ∧ (1 − x+ x22 )
for any x ≥ 0,
1− λEωS
1 + λ(EωN)(EωF1)
≤ Eωe−λT¯
(n)
ν ≤ 1
1 + λ(EωN)(EωF1) +
λ2
2 (EωN)(EωF
2
1 )
.
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Then, replacing λ by λµ1,n,ω and noting that µ1,n,ω = (EωN)(EωF1) + EωS,
1− λ EωSµ1,n,ω
1 + λ
(
1− EωSµ1,n,ω
) ≤ Eωe−λ T¯ (n)νµ1,n,ω ≤ 1
1 + λ
(
1− EωSµ1,n,ω
)
+ λ
2
2 (EωN)(EωF
2
1 )
.
Now, the failures and excursions F1 and S can be represented as random walks in certain modified
environments, and therefore we can use the formulas (2.7) and (2.9) (which hold for any environment)
to get bounds on EωS and EωF
2
1 when M1 is large. Thus, we can show that, with probability close
to one, Eωe
−λ T¯
(n)
ν
µ1,n,ω is approximately 11+λ when M1 is large. In particular, letting φi,n(λ) :=
E
νi−1
ω exp
{
−λ T¯
(n)
νi
µi,n,ω
}
be the scaled, quenched Laplace transforms, we are able to show:
Lemma 2.3.9. Assume ε < 18 , and let ε
′ := 1−8ε5 > 0. Then,
Q
(
∃λ ≥ 0 : φ1,n(λ) /∈
[
1− λn−ε/s
1 + λ
,
1
1 + λ− (λ+ 3λ22 )n−ε/s
]
, M1 > n
(1−ε)/s
)
= o
(
n−1−ε
′
)
.
Corollary 2.3.10. Assume ε < 18 , and let nk := 2
2k . Then, P − a.s., for any sequence ik = ik(ω)
such that ik ∈ (nk−1, nk] and Mik > d(1−ε)/sk , we have
lim
k→∞
φik,dk(λ) =
1
1 + λ
, ∀λ ≥ 0, (2.32)
and thus
lim
k→∞
P
νik−1
ω
(
T¯ (dk)νik
> xµik,dk,ω
)
= Ψ(x), ∀x ∈ R. (2.33)
Assuming Corollary 2.3.10, we can then complete the proof of Theorem 2.3.5. In a manner similar
to the proof of Theorem 2.3.2, we find random subsequences nkm = nkm(ω) and im = im(ω) ∈
(nkm−1, nkm ], such that the time to cross the first nkm blocks is dominated by T¯
(dkm )
νim − T¯
(dkm)
νim−1 ,
which by Corollary 2.3.10 is approximately exponentially distributed. The proof of Theorem 2.3.5
is then completed by an application of Proposition 2.3.8.
Chapter 3
Quenched Functional CLT
In this chapter, we provide a full proof of the quenched functional central limit theorem (CLT) stated
in Chapter 2. To keep the chapter self-contained, we repeat the assumptions that were stated in
Subsection 2.3.1:
Assumption 7. The environment is uniformly elliptic. That is, ∃κ > 0 such that ω ∈ [κ, 1 − κ]Z,
P-a.s.
Assumption 8. EP (S¯(ω)) <∞. Thus, the random walk is transient to the right with positive speed
vP := limn→∞ Xnn =
1
EP (S¯(ω))
> 0.
Assumption 9. P is α-mixing, with α(n) = e−n log(n)
1+η
for some η > 0. That is, for any l-
separated measurable functions f1, f2 ∈ {f : ‖f‖∞ ≤ 1},
EP (f1(ω)f2(ω)) ≤ EP (f1(ω))EP (f2(ω)) + α(l).
As noted in [Zei04, Section 2.4], the above assumptions imply that 1n
∑n
i=0 log ρi satisfies a large
deviation principle with a good rate function J(x). (Recall that a non-negative function J(x) is a
good rate function if J(x) is lower semi-continuous and {x : J(x) ≤M} is compact for all M .) The
final critical assumption is then
Assumption 10. J(0) > 0 and s := miny>0
1
yJ(y) > 2, where J(x) is the large deviation rate
function for 1n
∑n−1
i=0 log ρi.
Recall that when P is i.i.d., the parameter s can also be defined as the smallest positive solution
to EP ρ
s
0 = 1 (as in Theorem 2.2.1). Assumption 10 is the crucial assumption needed for a central
27
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limit theorem, since it implies that Eτγ1 <∞ for some γ > 2. In fact, that Eτγ1 <∞ for all γ < s (see
[Zei04, Lemma 2.4.16]). Since we will use this repeatedly, we fix such a γ ∈ (2, s) for the remainder
of the Chapter.
3.1 Quenched CLT for Hitting Times
The first step in proving a quenched functional CLT for the RWRE is to prove a quenched functional
CLT for the hitting times. Recall that D[0,∞) is the space of real valued functions on [0,∞) which
are right continuous and which have limits from the left, equipped with the Skorohod topology. For
any environment ω, let Zn· ∈ D[0,∞) be defined by
Znt :=
1
σ
√
n
⌊nt⌋∑
i=1
(τi − Eωτi) =
T⌊nt⌋ − EωT⌊nt⌋
σ
√
n
,
where σ2 = E(τ21 )− EP
(
S¯(ω)2
)
.
Theorem 3.1.1. The hitting times Tn satisfy a quenched functional CLT. That is, for P − a.e.
environment ω, the random variables Zn· ∈ D[0,∞) converge in quenched distribution as n→∞ to
a standard Brownian motion.
Proof. Alili proves a quenched CLT for the hitting times Tn in [Ali99, Theorem 5.1]. The proof here
is a minor modification of Alili’s proof that implies a functional CLT. First, note that by the remarks
after Assumption 10, σ2 <∞. Then, a version of the Lindberg-Feller condition for triangular arrays
of random functions [Bil99, Theorem 18.2] implies that it is enough to show the following:
lim
n→∞ sup0≤t≤T

 1
n
⌊nt⌋∑
k=1
Eω (τk − Eωτk)2 − σ2t

 = 0, ∀T <∞, P − a.s., (3.1)
and
lim
n→∞
1
n
⌊nT⌋∑
k=1
Eω
(
(τk − Eωτk)21{|τk−Eωτk|>ε√n}
)
= 0, ∀T <∞, P − a.s. (3.2)
The proof of (3.2) can be found in the proof of Theorem 5.1 in [Ali99] and depends on the er-
godic theorem and the fact that EP
[
Eω(τ1 − Eωτ1)2
]
= σ2 < ∞. To prove (3.1) we re-write
Eω (τk − Eω(τk))2 = Eωτ2k − (Eωτk)2 = Eθk−1ωτ21 − (Eθk−1ωτ1)2. Then, since P is an ergodic
distribution on environments, we have that for any t,
lim
n→∞
1
n
⌊nt⌋∑
k=1
(
Eθk−1ωτ
2
1 − (Eθk−1ωτ1)2
)
= EP (Eωτ
2
1 − (Eωτ1)2)t = σ2t, P − a.s.
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Thus, 1n
∑⌊nt⌋
k=1 Eω(τk−Eωτk)2 converges pointwise to σ2t. However, since both functions are mono-
tone in t and the limit function is continuous, convergence is therefore uniform on compact intervals.
Thus, we have finished the proof of (3.1) and, therefore, the proof of the theorem.
3.2 A Random Time Change
In this section we will use a random time change argument to convert the quenched CLT for the
hitting times into one for the position of the RWRE. We begin with a few definitions, with σ defined
as in Theorem 3.1.1:
X∗t := max{Xn : n ≤ t} = max
{
l :
l∑
i=1
τi ≤ t
}
Y nt :=
1
σ
√
n
X∗tn∑
i=1
(τi − Eωτi)
Rnt :=
1
σ
√
n

nt− X
∗
nt∑
i=1
Eωτi


The following lemma shows that we do not lose much by working with X∗n instead of Xn:
Lemma 3.2.1. For all δ > 0, P
(
sup0≤t≤1X
∗
nt −X⌊nt⌋ ≥ δ log2(n) i.o.
)
= 0.
Proof. First, note that the formulas for hitting times (2.4) imply that
Pω(T−M <∞) = Π−M,−1R0
R−M
=
Π−M+1,0(1 +R1)
1 +R−M+1
≤ Π−M+1,0(1 +R1) =
∞∑
j=0
Π−M+1,j .
Therefore, by the shift invariance of P ,
P(T−M <∞) ≤
∞∑
k=M−1
EP (Π0,k). (3.3)
Now, since ρk is bounded (by Assumption 7), and since J is a good rate function we may apply
Varadhan’s Lemma [DZ98, Lemma 4.3.6] to get that
lim
k→∞
1
k
logEPΠ0,k−1 = lim
k→∞
1
k
logEP e
k( 1k
Pk−1
i=0 log ρi) = sup
x
(x− J(x)) < 0,
where the last inequality is due to Assumption 10 and the fact that J(x) is non-negative and lower
semi-continuous. Thus, there exists an n0 such that EP (Π0,k−1) ≤ e k2 supx(x−J(x)), for all n ≥ n0.
Then, (3.3) implies that there exists a constant δ1 > 0 such that P(T−M < ∞) < e−δ1M for all M
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large enough. Therefore, for all n large enough,
P
(
sup
0≤t≤1
X∗nt −X⌊nt⌋ ≥ δ log2(n)
)
≤
n−1∑
x=0
Px
(
Xk ≤ x− δ log2(n), for some k ≤ n
)
≤ nP(T−⌈δ log2(n)⌉ <∞)
≤ ne−δ1δ log2(n).
This last term is summable, and thus the lemma holds by the Borel-Cantelli Lemma.
An immediate consequence of this last lemma is that limn→∞
X∗n
n = limn→∞
Xn
n = vP , P−a.s.
Letting φn(t) :=
X∗nt
n and φ(t) := t · vP for t ≥ 0, this implies that φn(t) converges to φ(t) pointwise.
However, since each φn is monotone in t and φ is monotone and continuous, the convergence is
uniform on compact subsets.
Lemma 3.2.2. For P − a.e. environment ω, the random variables Rn· ∈ D[0,∞) converge in
quenched distribution as n→∞ to WvP ·, where W· is a standard Brownian motion.
Proof. For any T ∈ (0,∞), let D[0, T ] be the space of all real valued funtions on [0, T ] which are
right continous and which have limits from the left, equipped with the Skorohod topology. Then, it
is enough to show that Rn· ∈ D[0, T ] converges in quenched distribution toWvP · in the space D[0, T ]
for all T <∞.
For the remainder of the chapter, we will use ηn
Dω−→ η to mean that ηn converges in quenched
distribution to η as n→∞. Note that the remarks preceeding the theorem imply that φn Dω−→ φ in
D[0, T ] for any T < ∞. Also, recall that Theorem 3.1.1 implies that Zn Dω−→ W . Also, note that
Y n = Zn ◦ φn by definition. Therefore, by [Bil99, lemma on p. 151], Y n ∈ D[0, T ] converges in
distribution to W ◦ φ. (This is just a consequence of the continuous mapping theorem for Polish
spaces and the fact that the mapping (x, ψ) 7→ x ◦ ψ is a continuous mapping from D[0, T ]×D0 to
D[0, T ], where D0 ⊂ D[0, T ] is the subset non-decreasing functions with values between 0 and 1.)
It follows from the definition of X∗nt, that
∑X∗nt
i=1 τi ≤ nt <
∑X∗nt+1
i=1 τi. Thus,
Y nt ≤ Rnt < Y nt +
1
σ
√
n
τX∗nt+1.
For any ε > 0, Chebychev’s inequality implies that P(τk ≥ ε
√
k) ≤ ε−γEτγ1 k−γ/2. Since γ/2 > 1,
the Borel-Cantelli Lemma implies that limk→∞ τk√k = 0, P − a.s. This can be used to show that
maxi≤n τi√n converges almost surely to 0, and thus
1
σ
√
n
τX∗nt+1 converges uniformly to 0 for t ∈ [0, 1] as
n→∞. Thus, Rn· is squeezed between two sequences of functions that both converge in distribution
to WvP ·.
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While it may not be immediately apparent, Lemma 3.2.2 is not far from a quenched functional
CLT for the random walk. To see this, note that
Rnt =
−1
σ
√
n

nt− X
∗
nt∑
k=1
Eωτk

 = 1
vPσ
√
n

X∗nt − ntvP +
X∗nt∑
k=1
(vPEωτk − 1)

 .
By Lemma 3.2.1, we may replace X∗nt above by X⌊nt⌋ without changing the limiting distribu-
tion. Thus, to obtain a quenched functional CLT for the random walk, we only need to replace∑X∗nt
k=1(vPEωτk − 1) by something that only depends on the environment. In order to accomplish
this, we first need to make a few technical estimates.
3.3 A Few Technical Estimates
For the following Lemmas we will need to define a few additional random variables in order to
take advantage of the mixing properties of the environment. Consider a RWRE modified by never
allowing it to backtrack a distance of log2(n) from its farthest excursion to the right. That is, after
first hitting i the environment is changed so that ωi−⌈log2 n⌉ = 1. Let T
(n)
i be the hitting time of the
point i for such a walk, and then let τ
(n)
i := T
(n)
i −T (n)i−1. Also let Eτ (n)1 =: 1v(n)P . Note, the argument
given in Lemma 3.2.1 shows that P(τ
(n)
1 6= τ1) ≤ P(T−⌈log2(n)⌉ < ∞) ≤ e−δ1 log
2(n) = n−δ1 log(n) for
all n large enough. Using this and the Cauchy-Schwartz inequality, it follows that that
E(τ1 − τ (n)1 ) ≤
(
E(τ1 − τ (n)1 )2P(τ1 6= τ (n)1 )
)1/2
≤
√
Eτ21n
−δ1
2 log(n).
Thus, there exist positive constants A and B depending only on the law of the environment P , such
that E(τ1 − τ (n)1 ) ≤ An−B log(n) for all n. These constants A and B appear in the statement of the
following lemma, which provides a crucial estimate:
Lemma 3.3.1. For any x > 0 and any integers k and n,
P
(
max
1≤j≤k
∣∣∣∣∣
j∑
i=1
(τi − 1
vP
)
∣∣∣∣∣ ≥ x
)
≤ 3k
2
x
An−B log n +Dγ
K1+γn
xγ
⌈
k
Kn
⌉γ/2
+ (k + 2Kn)
(
Eτγ1
nγ
+ nα(Kn)
)
+ 1{An−B log(n)≥ x3k },
where Kn := ⌈log2(n)⌉, A and B are positive constants depending only on the distribution P , and
Dγ is a positive constant depending only on P and γ.
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Proof. First, note that the probability in the statement of the lemma is less than
P
(
max
1≤j≤k
∣∣∣∣∣
j∑
i=1
(τi − τ (n)i )
∣∣∣∣∣ ≥ x3
)
+ P
(
max
1≤j≤k
∣∣∣∣∣
j∑
i=1
(τ
(n)
i −
1
v
(n)
P
)
∣∣∣∣∣ ≥ x3
)
(3.4)
+ P
(
max
1≤j≤k
∣∣∣∣∣
j∑
i=1
(
1
vP
− 1
v
(n)
P
)
∣∣∣∣∣ ≥ x3
)
.
By Chebychev’s inequality, the first probability in (3.4) is less than
kP
(
τ1 − τ (n)1 ≥
x
3k
)
≤ 3k
2
x
E|τ1 − τ (n)1 | ≤
3k2
x
An−B log(n).
The third probability in (3.4) is either 0 or 1, since it involves no random variables. Also, τ
(n)
i ≤ τi
for any n, and so 1vP ≤ 1v(n)P . Thus, the maximum in the third term is obtained when j = k. Since,
k∑
i=1
(
1
vP
− 1
v
(n)
P
) ≥ x
3
=⇒ E
(
k∑
i=1
τi − τ (n)i
)
≥ x
3
=⇒ kE(τ1 − τ (n)1 ) ≥
x
3
=⇒ An−B log(n) ≥ x
3k
,
it follows that P
(∣∣∣∣∑ki=1( 1vP − 1v(n)P )
∣∣∣∣ ≥ x3
)
≤ 1{An−B log(n)≥ x3k }.
To get an upper bound on the second probability in (3.4), we will break the sum inside the
probability into “blocks” of exponentially mixing random variables. Let Kn := ⌈log2(n)⌉. Now,
τ
(n)
i and τ
(n)
j are Kn-separated if |i − j| > 2 log2(n). We will break the set of integers into 2Kn =
2⌈log2(n)⌉ blocks: B0 = {. . . , 0, 2Kn, 4Kn, . . .}, B1 = {. . . , 1, 1+2Kn, 1+4Kn, . . .}, B2 = {. . . , 2, 2+
2Kn, 2 + 4Kn, . . .}, and so on. Then,
P
(
max
1≤j≤k
∣∣∣∣∣
j∑
i=1
(τ
(n)
i −
1
v
(n)
P
)
∣∣∣∣∣ ≥ x3
)
≤ P

 max
1≤j≤k
2Kn∑
m=1
∣∣∣∣∣∣
∑
i∈Bm∩[1,j]
(τ
(n)
i −
1
v
(n)
P
)
∣∣∣∣∣∣ ≥
x
3


≤ 2KnP

 max
1≤j≤k
∣∣∣∣∣∣
∑
i∈B1∩[1,j]
(τ
(n)
i −
1
v
(n)
P
)
∣∣∣∣∣∣ ≥
x
6Kn

 . (3.5)
Now, let τ¯
(n)
i be i.i.d. random variables that are independent of τ
(n)
i , but with the same distribution.
Then, the mixing properties of Assumption 9 allow us to substitute τ¯
(n)
i for τ
(n)
i with a small
probabilistic cost. In particular:
P

 max
1≤j≤k
∣∣∣∣∣∣
∑
i∈B1∩[1,j]
(τ
(n)
i −
1
v
(n)
P
)
∣∣∣∣∣∣ ≥ x


≤
⌈
k
2Kn
⌉(
Eτγ1
nγ
+ nα(Kn)
)
+ P

 max
1≤j≤k
∣∣∣∣∣∣
∑
i∈B1∩[1,j]
(τ¯
(n)
i −
1
v
(n)
P
)
∣∣∣∣∣∣ ≥ x

 . (3.6)
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To see this, we first substitute in τ¯
(n)
1 for τ
(n)
1 . For ease of notation, let ξi := τ
(n)
i − 1vP and
ξ¯i := τ¯
(n)
i − 1vP . Then,
P

 max
1≤j≤k
∣∣∣∣∣∣
∑
i∈B1∩[1,j]
ξi
∣∣∣∣∣∣ ≥ x

 = EP

Pω

 max
1≤j≤k
∣∣∣∣∣∣
∑
i∈B1∩[1,j]
ξi
∣∣∣∣∣∣ ≥ x




= EP

 ∞∑
m=1
Pω(τ
(n)
1 = m)Pω

 max
1≤j≤k
∣∣∣∣∣∣(m−
1
vP
) +
∑
i∈B1∩[2Kn+1,j]
ξi
∣∣∣∣∣∣ ≥ x




≤
∑
m≤n
EP

Pω(τ (n)1 = m)Pω

 max
1≤j≤k
∣∣∣∣∣∣(m−
1
vP
) +
∑
i∈B1∩[2Kn+1,j]
ξi
∣∣∣∣∣∣ ≥ x



+ P(τ (n)1 > n)
≤
∑
m≤n
P(τ¯
(n)
1 = m)P

 max
1≤j≤k
∣∣∣∣∣∣(m−
1
vP
) +
∑
i∈B1∩[2Kn+1,j]
ξi
∣∣∣∣∣∣ ≥ x

+ nα(Kn) + P(τ (n)1 > n)
≤ P

 max
1≤j≤k
∣∣∣∣∣∣ξ¯1 +
∑
i∈B1∩[2Kn+1,j]
ξi
∣∣∣∣∣∣ ≥ x

+ nα(Kn) + Eτγ1
nγ
.
Iterating this argument proves (3.6). Then, (3.6) and (3.5) imply
P
(
max
1≤j≤k
∣∣∣∣∣
j∑
i=1
(τ
(n)
i −
1
v
(n)
P
)
∣∣∣∣∣ ≥ x3
)
≤ (k + 2Kn)
(
Eτγ1
nγ
+ nα(Kn)
)
+ 2KnP

 max
1≤j≤k
∣∣∣∣∣∣
∑
i∈B1∩[1,j]
(τ¯
(n)
i −
1
v
(n)
P
)
∣∣∣∣∣∣ ≥
x
6Kn


≤ (k + 2Kn)
(
Eτγ1
nγ
+ nα(Kn)
)
+
2 · 6γK1+γn
xγ
E
∣∣∣∣∣∣
∑
i∈B1∩[1,k]
(τ¯
(n)
i −
1
v
(n)
P
)
∣∣∣∣∣∣
γ
. (3.7)
The second inequality above follows from the Kolmogorov inequality for martingales, since the
random variables (τ¯
(n)
i − 1v(n)P ) are i.i.d. and have zero mean.
The Zygmund-Marcinkiewicz inequality [CT78, Theorem 2] says that for any p ≥ 1, there exists
a universal constant Cp such that E|
∑k
i=1 ξi|p < CpE|
∑k
i=1 ξ
2
i |p/2, for any independent, zero-
mean random variables ξi. If, in addition, p ≥ 2, then by Jensen’s inequality |
∑k
i=1 ξ
2
i |p/2 ≤
kp/2−1
∑k
i=1 |ξi|p, which implies E|
∑k
i=1 ξi|p ≤ Cpkp/2−1E
(∑k
i=1 |ξi|p
)
. Furthermore, if the ξi are
also identically distributed then this last term equals Cpk
p/2E|ξ1|p. Thus, since the random variables
τ¯
(n)
i − 1v(n)P are i.i.d., we can apply the Zygmund-Marcinkiewicz inequality to obtain
E
∣∣∣∣∣∣
∑
i∈B1∩[1,k]
(τ¯
(n)
i −
1
v
(n)
P
)
∣∣∣∣∣∣
γ
≤ Cγ
⌈
k
2Kn
⌉γ/2
E
∣∣∣∣∣τ¯ (n)1 − 1v(n)P
∣∣∣∣∣
γ
≤ Cγ
⌈
k
2Kn
⌉γ/2
2γ−1E
(
|τ1|γ + 1
vγP
)
.
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Combining this with (3.7) gives
P
(
max
1≤j≤k
∣∣∣∣∣
j∑
i=1
(τ
(n)
i −
1
v
(n)
P
)
∣∣∣∣∣ ≥ x3
)
≤ (k + 2Kn)
(
Eτγ1
nγ
+ nα(Kn)
)
+
K1+γn
xγ
Dγ
⌈
k
2Kn
⌉γ/2
,
where Dγ is a constant depending only on P and γ.
The following lemma is the essential step in proving a quenched CLT:
Lemma 3.3.2. For any α < β < γ,
max
j,k∈[1,nβ ]; |k−j|<nα
∣∣∣∣∣∣
1
nβ/2
k∑
i=j
(τi − 1
vP
)
∣∣∣∣∣∣ −→n→∞ 0, P− a.s.
Proof. By dividing the interval [1, nβ] into blocks of length nα, we get that for any δ > 0,
P

 max
j,k∈[1,nβ ]; |k−j|<nα
∣∣∣∣∣∣
1
nβ/2
k∑
i=j
(τi − 1
vP
)
∣∣∣∣∣∣ ≥ δ

 ≤ ⌈nβ−α⌉P
(
max
1≤k<nα
∣∣∣∣∣ 1nβ/2
k∑
i=1
(τi − 1
vP
)
∣∣∣∣∣ ≥ δ3
)
.
Now, choose an integer m large enough so that min{(γ−β), (γ2 −1)(β−α)} > 1m . Then, letting Nm
take the place of n above and applying Lemma 3.3.1 (with k = Nmα, x = δ3N
mβ/2 and n = Nm),
P
(
max
j,k∈[1,Nmβ ]; |k−j|<Nmα
∣∣∣∣∣∣
1
Nmβ/2
k∑
i=j
(τi − 1
vP
)
∣∣∣∣∣∣ ≥ δ
)
≤ ⌈Nm(β−α)⌉P
(
max
1≤k<Nmα
∣∣∣∣∣
k∑
i=1
(τi − 1
vP
)
∣∣∣∣∣ ≥ δ3Nmβ/2
)
= ⌈Nm(β−α)⌉
(
O
(
Nmγ(α−β)/2 log(N)2+γ
)
+O
(
Nm(α−γ)
))
= O
(
Nm(
γ
2−1)(α−β) log(N)2+γ
)
+O
(
Nm(β−γ)
)
.
Our choice of m makes both of the exponents of N in the last line less than −1 so that the last line
is summable. Thus, the Borel-Cantelli Lemma implies that
max
j,k∈[1,Nmβ ]; |k−j|<Nmα
∣∣∣∣∣∣
1
Nmβ/2
k∑
i=j
(τi − 1
vP
)
∣∣∣∣∣∣ −→N→∞ 0, P− a.s. (3.8)
This essentially says that the limit in the statement of the lemma converges to 0 along the subse-
quence nm. It turns out this subsequence is dense enough to get convergence of the original sequence.
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We re-write the original sequence to be able to apply (3.8):
max
j,k∈[1,nβ ]; |k−j|<nα
∣∣∣∣∣∣
1
nβ/2
k∑
i=j
(τi − 1
vP
)
∣∣∣∣∣∣
≤ max
j,k∈[1,⌈n1/m⌉mβ ]; |k−j|<⌈n1/m⌉mα
∣∣∣∣∣∣
1
nβ/2
k∑
i=j
(τi − 1
vP
)
∣∣∣∣∣∣
=
⌈n1/m⌉mβ/2
nβ/2
max
j,k∈[1,⌈n1/m⌉mβ ]; |k−j|<⌈n1/m⌉mα
∣∣∣∣∣∣
1
⌈n1/m⌉mβ/2
k∑
i=j
(τi − 1
vP
)
∣∣∣∣∣∣ .
Since ⌈n1/m⌉mβ/2 ∼ nβ/2, we may apply (3.8), with N = ⌈n1/m⌉, to finish the proof of the lemma.
Corollary 3.3.3. For any β > 1 and any δ > 0,
lim
n→∞
Pω
(
sup
0≤t≤1
|X∗nt − ntvP | ≥ δnβ/2
)
= 0, P − a.s.
Proof. We may assume without loss of generality that β < 2. It follows that
Pω
(
sup
0≤t≤1
|X∗nt − ntvP | ≥ δnβ/2
)
≤ Pω
(
∃t ∈ [0, 1] : X∗nt > ntvP + δnβ/2
)
+ Pω
(
∃t ∈ [0, 1] : X∗nt < ntvP − δnβ/2
)
≤ Pω

∃t ∈ [0, 1] : ⌈ntvP+δn
β/2⌉∑
i=1
τi ≤ nt

+ Pω

∃t ∈ [0, 1] : ⌈ntvP−δn
β/2⌉∑
i=1
τi > nt


≤ Pω

 inf
0≤t≤1
⌈ntvP+δnβ/2⌉∑
i=1
(τi − 1
vP
) <
−δnβ/2
vP


+ Pω

 sup
0≤t≤1
⌈ntvP−δnβ/2⌉∑
i=1
(τi − 1
vP
) >
δnβ/2 − 1
vP


≤ 2Pω
(
max
1≤k≤nβ
∣∣∣∣∣ 1nβ/2
k∑
i=1
(τi − 1
vP
)
∣∣∣∣∣ ≥ δ2vP
)
,
for all n sufficiently large. Then, Lemma 3.3.2 implies that the last line tends to zero as n→∞.
Corollary 3.3.4. For any β > 1 and δ > 0,
lim
n→∞
Pω
(
sup
0≤t≤1
|Xnt − ntvp| ≥ δnβ/2
)
= 0, P − a.s.
CHAPTER 3. QUENCHED FUNCTIONAL CLT 36
Proof. First, note that
Pω
(
sup
0≤t≤1
|Xnt − ntvp| ≥ δnβ/2
)
≤ Pω
(
sup
0≤t≤1
|Xnt −X∗nt| ≥
δnβ/2
2
)
+ Pω
(
sup
0≤t≤1
|X∗nt − ntvp| ≥
δnβ/2
2
)
.
Then, the proof of the corollary follows from Lemma 3.2.1 and Corollary 3.3.3.
3.4 Quenched CLT for the Random Walk
For t > 0, let
Znt(ω) :=
⌊ntvP ⌋∑
i=1
(vPEωτi − 1).
Znt will be the random centering that appears in the quenched CLT for the random walk. The
following lemma is a consequence of the technical estimates of the last section:
Lemma 3.4.1. For any δ > 0 and any t,
lim
n→∞
Pω

 sup
0≤t≤1
1√
n
∣∣∣∣∣∣
X∗nt∑
i=1
(Eωτi − 1
vP
)− 1
vP
Znt
∣∣∣∣∣∣ ≥ δ

 = 0, P − a.s.
Proof. Let 12 < α < 1. Then,
Pω

 sup
0≤t≤1
1√
n
∣∣∣∣∣∣
X∗nt∑
i=1
(Eωτi − 1
vP
)− Znt
vP
∣∣∣∣∣∣ ≥ δ


= Pω

 sup
0≤t≤1
1√
n
∣∣∣∣∣∣
X∗nt∑
i=1
(Eωτi − 1
vP
)−
ntvP∑
i=1
(Eωτi − 1
vP
)
∣∣∣∣∣∣ ≥ δ


≤ Pω
(
sup
0≤t≤1
|X∗nt − ntvP | ≥ nα
)
+ Pω

 max
j,k∈[1,n]; |j−k|<nα
∣∣∣∣∣∣
1√
n
k∑
i=j
(Eωτi − 1
vP
)
∣∣∣∣∣∣ ≥ δ

 . (3.9)
By Corollary 3.2.1, the first term in (3.9) tends to 0 as n→ ∞, P − a.s. The second term in (3.9)
is bounded above by
Pω

 max
j,k∈[1,n]; |j−k|<nα
∣∣∣∣∣∣
1√
n
k∑
i=j
(τi − 1
vP
)
∣∣∣∣∣∣ ≥
δ
2


+ Pω

 max
j,k∈[1,n]; |j−k|<nα
∣∣∣∣∣∣
1√
n
k∑
i=j
(τi − Eωτi)
∣∣∣∣∣∣ ≥
δ
2

 .
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Since α < 1, Lemma 3.3.2 shows that, P − a.s., the first term above goes to 0 as n→∞. Also, the
quenched functional CLT for hitting times, Theorem 3.1.1, shows that, P − a.s., the second term
above goes to 0 as n→∞. Therefore, P − a.s., the second term in (3.9) tends to zero as n→ 0.
We can now prove a quenched functional CLT for the random walk.
Theorem 3.4.2. Assume that Assumptions 7-10 hold, and let
Bnt :=
X⌊nt⌋ − ntvP + Znt(ω)
v
3/2
P σ
√
n
,
where σ is defined in Theorem 3.1.1. Then, for P − a.e. environment ω, the random variables
Bn· ∈ D[0,∞) converge in quenched distribution as n→∞ to a standard Brownian motion.
Proof. As noted in the proof of Lemma 3.2.2, it is enough to prove convergence in quenched distri-
bution in the space D[0, T ] for all T <∞. We will handle the case when T = 1 since the proof is the
same for any T <∞. For the remainder of the proof, when denoting convergence in distribution of
random functions in D[0, 1], we will keep the index t for clarity. That is, we will write Znt
Dω−→WvP t
instead of Zn·
Dω−→WvP ·.
Recall that Lemma 3.2.2 implies
Rnt =
nt−∑X∗nti=1 Eωτi
σ
√
n
=
nt− X∗ntvP −
∑X∗nt
i=1 (Eωτi − 1vP )
σ
√
n
Dω−→ WtvP . (3.10)
Also, Lemma 3.4.1 shows that, as elements of D[0, 1],
∑X∗nt
i=1 (Eωτi − 1vP )− 1vP Znt(ω)√
n
Dω−→ 0. (3.11)
Combining (3.10) and (3.11),
nt− X∗ntvP − 1vP Znt(ω)
σ
√
n
Dω−→WtvP ,
or equivalently (since Wt is symmetric),
X∗nt − ntvP + Znt(ω)
v
3/2
P σ
√
n
Dω−→Wt,
in the space D[0, 1]. Finally, Lemma 3.2.1 implies that
X∗nt−Xnt√
n
Dω−→ 0. So,
Xnt − ntvP + Znt(ω)
v
3/2
P σ
√
n
Dω−→Wt,
in the space D[0, 1].
Chapter 4
Quenched Limits: Zero Speed
Regime
This chapter consists of the article Quenched Limits for Transient, Zero Speed One-Dimensional
Random Walk in Random Environment, by Jonathon Peterson and Ofer Zeitouni, which was re-
cently accepted for publication by the Annals of Probability. This article contains the full proofs of
Theorems 2.3.2 and 2.3.3 and the first part of Theorem 2.3.6 (sketches of these proofs were provided
in Chapter 2).
In order to keep this chapter self-contained, the above mentioned article has been left relatively
unchanged. Therefore, much of the introductory material in Section 4.1 has already appeared in
Chapters 1 and 2. The notation used in this chapter is consistent with the notation in Chapters 1
and 2.
While the main results of this chapter are for the case when the parameter s ∈ (0, 1), many of
the preliminary results are true in greater generality. Since some of these preliminary results will be
referenced in Chapter 5, which concerns the case s ∈ (1, 2), if no mention is made of bounds on s,
then it is to be understood that the statement holds for all s > 0.
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4.1 Introduction and Statement of Main Results
Let Ω = [0, 1]Z and let F be the Borel σ−algebra on Ω. A random environment is an Ω-valued
random variable ω = {ωi}i∈Z with distribution P . We will assume that the ωi are i.i.d. The
quenched law P xω for a random walk Xn in the environment ω is defined by
P xω (X0 = x) = 1 and P
x
ω (Xn+1 = j|Xn = i) =


ωi if j = i+ 1,
1− ωi if j = i− 1.
ZN is the space for the paths of the random walk {Xn}n∈N, and G denotes the σ−algebra generated
by the cylinder sets. Note that for each ω ∈ Ω, Pω is a probability measure on G, and for each
G ∈ G, P xω (G) : (Ω,F) → [0, 1] is a measurable function of ω. Expectations under the law P xω are
denoted Exω. The annealed law for the random walk in random environment Xn is defined by
Px(F ×G) =
∫
F
P xω (G)P (dω), F ∈ F , G ∈ G.
For ease of notation, we will use Pω and P in place of P
0
ω and P
0 respectively. We will also use Px
to refer to the marginal on the space of paths, i.e., Px(G) = Px(Ω × G) = EP [P xω (G)] for G ∈ G.
Expectations under the law P will be written E.
A simple criterion for recurrence and a formula for the speed of transience was given by Solomon
in [Sol75]. For any integers i ≤ j, let
ρi :=
1− ωi
ωi
, and Πi,j :=
j∏
k=i
ρk , (4.1)
and for x ∈ Z, define the hitting times
Tx := min{n ≥ 0 : Xn = x} .
Then, Xn is transient to the right (resp. to the left) if EP (log ρ0) < 0 (resp. EP log ρ0 > 0) and
recurrent if EP (log ρ0) = 0. (henceforth we will write ρ instead of ρ0 in expectations involving only
ρ0.) In the case where EP log ρ < 0 (transience to the right), Solomon established the following law
of large numbers
vP := lim
n→∞
Xn
n
= lim
n→∞
n
Tn
=
1
ET1
, P− a.s.
For any integers i < j, let
Wi,j :=
j∑
k=i
Πk,j , and Wj :=
∑
k≤j
Πk,j . (4.2)
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When EP log ρ < 0, it was shown in [Sol75],[Zei04, remark following Lemma 2.1.12] that
EjωTj+1 = 1 + 2Wj <∞, P − a.s., (4.3)
and thus vP = 1/(1+2EPW0). Since P is a product measure, EPW0 =
∑∞
k=1 (EP ρ)
k
. In particular,
vP = 0 if EPρ ≥ 1.
Kesten, Kozlov, and Spitzer [KKS75] determined the annealed limiting distribution of a RWRE
with EP log ρ < 0, i.e., transient to the right. They derived the limiting distributions for the walk
by first establishing a stable limit law of index s for Tn, where s is defined by the equation
EP ρ
s = 1 .
In particular, they showed that when s < 1, there exists a b > 0 such that
lim
n→∞
P
(
Tn
n1/s
≤ x
)
= Ls,b(x) ,
and
lim
n→∞
P
(
Xn
ns
≤ x
)
= 1− Ls,b(x−1/s), (4.4)
where Ls,b is the distribution function for a stable random variable with characteristic function
Lˆs,b(t) = exp
{
−b|t|s
(
1− i t|t| tan(πs/2)
)}
. (4.5)
The value of b was recently identified [ESZ08]. While the annealed limiting distributions for transient
one-dimensional RWRE have been known for quite a while, the corresponding quenched limiting
distributions have remained largely unstudied until recently. In Chapter 3 we proved that when
s > 2 a quenched CLT holds with a random (depending on the environment) centering. A similar
result was given by Rassoul-Agha and Seppa¨la¨inen in [RAS06] under different assumptions on the
environment. Previously, in [KM84] and [Zei04], it was shown that the limiting statement for the
quenched CLT with random centering holds in probability rather than almost surely. No other
results of quenched limiting distributions are known when s ≤ 2.
In this chapter, we analyze the quenched limiting distributions of a one-dimensional transient
RWRE in the case s < 1. One could expect that the quenched limiting distributions are of the same
type as the annealed limiting distributions since annealed probabilities are averages of quenched
probabilities. However, this turns out not to be the case. In fact, a consequence of our main
results, Theorems 4.1.1, 4.1.2, and 4.1.3 below, is that the annealed stable behavior of Tn comes
from fluctuations in the environment.
Throughout the chapter, we will make the following assumptions:
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Assumption 11. P is an i.i.d. product measure on Ω such that
EP log ρ < 0 and EP ρ
s = 1 for some s > 0. (4.6)
Assumption 12. The distribution of log ρ is non-lattice under P and EPρ
s log ρ <∞.
Note: Since EP ρ
γ is a convex function of γ, the two statements in (4.6) give that EP ρ
γ < 1 for
all γ < s and EP ρ
γ > 1 for all γ > s. Assumption 11 contains the essential assumption necessary
for the walk to be transient. The main results of this chapter are for s < 1 (the zero-speed regime),
but many statements hold for s ∈ (0, 2) or even s ∈ (0,∞). If no mention is made of bounds on s,
then it is assumed that the statement holds for all s > 0. We recall that the technical conditions
contained in Assumption 12 were also invoked in [KKS75].
Define the “ladder locations” νi of the environment by
ν0 = 0, and νi =


inf{n > νi−1 : Πνi−1,n−1 < 1}, i ≥ 1,
sup{j < νi+1 : Πk,j−1 < 1, ∀k < j}, i ≤ −1 .
(4.7)
Throughout the remainder of the chapter, we will let ν = ν1. We will sometimes refer to sections
of the environment between νi−1 and νi − 1 as “blocks” of the environment. Note that the block
between ν−1 and ν0 − 1 is different from all the other blocks between consecutive ladder locations.
Define the measure Q on environments by Q(·) = P (·|R), where the event
R := {ω ∈ Ω : Π−k,−1 < 1, ∀k ≥ 1}.
Note that P (R) > 0 since EP log ρ < 0. Q is defined so that the blocks of the environment between
ladder locations are i.i.d. under Q, all with distribution the same as that of the block from 0 to
ν − 1 under P . In Section 4.3, we prove the following annealed theorem:
Theorem 4.1.1. Let Assumptions 11 and 12 hold, and let s < 1. Then, there exists a b′ > 0 such
that
lim
n→∞
Q
(
EωTνn
n1/s
≤ x
)
= Ls,b′(x).
We then use Theorem 4.1.1 to prove the following two theorems which show that P − a.s. there
exist two different random sequences of times (depending on the environment) where the random
walk has different limiting behavior. These are the main results of the chapter.
Theorem 4.1.2. Let Assumptions 11 and 12 hold, and let s < 1. Then, P -a.s., there exist random
subsequences tm = tm(ω) and um = um(ω) such that, for any δ > 0,
lim
m→∞
Pω
(
Xtm − um
(log tm)2
∈ [−δ, δ]
)
= 1.
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Theorem 4.1.3. Let Assumptions 11 and 12 hold, and let s < 1. Then, P -a.s., there exists a
random subsequence nkm = nkm(ω) of nk = 2
2k and a random sequence tm = tm(ω) such that
lim
m→∞
log tm
lognkm
=
1
s
and
lim
m→∞Pω
(
Xtm
nkm
≤ x
)
=


0 if x ≤ 0,
1
2 if 0 < x <∞.
Note that Theorems 4.1.2 and 4.1.3 preclude the possibility of a quenched analogue of the an-
nealed statement (4.4). It should be noted that in [GS02], Gantert and Shi prove that when s ≤ 1,
there exists a random sequence of times tm at which the local time of the random walk at a single
site is a positive fraction of tm. This is related to the statement of Theorem 4.1.2, but we do not
see a simple argument which directly implies Theorem 4.1.2 from the results of [GS02].
As in [KKS75], limiting distributions for Xn arise from first studying limiting distributions for
Tn. Thus, to prove Theorem 4.1.3, we first prove that there exists random subsequences xm = xm(ω)
and vm,ω in which
lim
m→∞
Pω
(
Txm − EωTxm√
vm,ω
≤ y
)
=
∫ y
−∞
1√
2π
e−t
2/2dt =: Φ(y) .
We actually prove a stronger statement than this in Theorem 4.5.10 below, where we prove that all
xm “near” a subsequence nkm of nk = 2
2k have the same Gaussian behavior (What we mean by
“near” the subsequence nkm is made precise in the statement of the theorem.)
The structure of the chapter is as follows: In Section 4.2 we prove some introductory lemmas
which will be used throughout the chapter. Section 4.3 is devoted to proving Theorem 4.1.1. In
Section 4.4, we use the latter to prove Theorem 4.1.2. In Section 4.5, we prove the existence of
random subsequences {nk} where Tnk is approximately Gaussian, and use this fact to prove Theorem
4.1.3. Section 4.6 contains the proof of the following technical theorem which is used throughout
the chapter:
Theorem 4.1.4. Let Assumptions 11 and 12 hold. Then, there exists a constant K∞ ∈ (0,∞) such
that
Q(EωTν > x) ∼ K∞x−s.
The proof of Theorem 4.1.4 is based on results from [Kes73] and mimics the proof of tail asymptotics
in [KKS75].
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4.2 Introductory Lemmas
Before proceeding with the proofs of the main theorems we mention a few easy lemmas which will
be used throughout the rest of the chapter. Recall the definitions of Π1,k and Wi in (4.1) and (4.2).
Lemma 4.2.1. For any c < −EP log ρ, there exist δc, Ac > 0 such that
P (Π1,k > e
−ck) = P
(
1
k
k∑
i=1
log ρi > −c
)
≤ Ace−δck. (4.8)
Also, there exist constant C1, C2 > 0 such that P (ν > x) ≤ C1e−C2x for all x ≥ 0.
Proof. First, note that due to Assumption 11, log ρ has negative mean and finite exponential mo-
ments in a neighborhood of zero. If c < −EP log ρ, Crame´r’s Theorem [DZ98, Theorem 2.2.3] then
yields (4.8). By the definition of ν we have P (ν > x) ≤ P (Π0,⌊x⌋−1 ≥ 1), which together with (4.8)
completes the proof of the lemma.
From [Kes73, Theorem 5], there exist constants K,K1 > 0 such that for all i
P (Wi > x) ∼ Kx−s, and P (Wi > x) ≤ K1x−s . (4.9)
The tails of W−1, however, are different (under the measure Q), as the following lemma shows.
Lemma 4.2.2. There exist constants C3, C4 > 0 such that Q(W−1 > x) ≤ C3e−C4x for all x ≥ 0.
Proof. Since Πi,−1 < 1, Q− a.s. we have W−1 < k +
∑
i<−k Πi,−1 for any k > 0. Also, note that
from (4.8) we have Q(Π−k,−1 > e−ck) ≤ Ace−δck/P (R). Thus,
Q(W−1 > x) ≤ Q

x
2
+
∞∑
k= x2
e−ck > x

+Q(Π−k,−1 > e−ck, for some k ≥ x
2
)
≤ 1 x
2+
1
1−e−c
>x +
∞∑
k= x2
Q(Π−k,−1 > e−ck) ≤ 1 1
1−e−c
> x2
+O
(
e−δcx/2
)
.
We also need a few more definitions that will be used throughout the chapter. For any i ≤ k,
Ri,k :=
k∑
j=i
Πi,j , and Ri :=
∞∑
j=i
Πi,j . (4.10)
Note that since P is a product measure, Ri,k and Ri have the same distributions as Wi,k and Wi
respectively. In particular with K,K1 the same as in (4.9),
P (Ri > x) ∼ Kx−s, and P (Ri > x) ≤ K1x−s . (4.11)
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4.3 Stable Behavior of Expected Crossing Time
Recall from Theorem 4.1.4 that there exists K∞ > 0 such that Q(EωTν > x) ∼ K∞x−s. Thus
EωTν is in the domain of attraction of a stable distribution. Also, from the comments after the
definition of Q in the introduction it is evident that under Q, the environment ω is stationary under
shifts of the ladder times νi. Thus, under Q, {Eνi−1ω Tνi}i∈Z is a stationary sequence of random
variables. Therefore, it is reasonable to expect that n−1/sEωTνn = n
−1/s∑n
i=1 E
νi−1
ω Tνi converge in
distribution to a stable distribution of index s. The main obstacle to proving this is that the random
variables E
νi−1
ω Tνi are not independent. This dependence, however, is rather weak. The strategy of
the proof of Theorem 4.1.1 is to first show that we need only consider the blocks where the expected
crossing time E
νi−1
ω Tνi is relatively large. These blocks will then be separated enough to make the
expected crossing times essentially independent.
For every k ∈ Z, define
Mk := max{Πνk−1,j : νk−1 ≤ j < νk}. (4.12)
Theorem 1 in [Igl72] gives that there exists a constant C5 > 0 such that
Q(M1 > x) ∼ C5x−s. (4.13)
Thus M1 and EωTν have similar tails under Q. We will now show that EωTν cannot be too much
larger than M1. From (4.3) we have that
EωTν = ν + 2
ν−1∑
j=0
Wj = ν + 2W−1R0,ν−1 + 2
ν−1∑
i=0
Ri,ν−1. (4.14)
From the definitions of ν and M1 we have that Ri,ν−1 ≤ (ν − i)M1 ≤ νM1 for any 0 ≤ i < ν.
Therefore, EωTν ≤ ν + 2W−1νM1 + 2ν2M1. Thus, given any 0 < α < β and δ > 0 we have
Q(EωTν > δn
β,M1 ≤ nα) ≤ Q(ν + 2W−1νnα + 2ν2nα > δnβ) (4.15)
≤ Q(W−1 > n(β−α)/2) +Q
(
ν2 > n(β−α)/2
)
= o
(
e−n
(β−α)/5
)
,
where the second inequality holds for all n large enough and the last equality is a result of Lemmas
4.2.1 and 4.2.2. We now show that only the ladder times with Mk > n
(1−ε)/s contribute to the
limiting distribution of n−1/sEωTνn .
Lemma 4.3.1. Assume s < 1. Then for any ε > 0 and any δ > 0 there exists an η > 0 such that
lim
n→∞Q
(
n∑
i=1
(Eνi−1ω Tνi)1Mi≤n(1−ε)/s > δn
1/s
)
= o(n−η) .
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Proof. First note that
Q
(
n∑
i=1
(Eνi−1ω Tνi)1Mi≤n(1−ε)/s > δn
1/s
)
≤ Q
(
n∑
i=1
(Eνi−1ω Tνi)1Eνi−1ω Tνi≤n
(1− ε
2
)/s > δn1/s
)
+ nQ
(
EωTν > n
(1− ε2 )/s,M1 ≤ n(1−ε)/s
)
.
By (4.15), the last term above decreases faster than any power of n. Thus it is enough to prove that
for any δ, ε > 0 there exists an η > 0 such that
Q
(
n∑
i=1
(Eνi−1ω Tνi)1Eνi−1ω Tνi≤n(1−ε)/s
> δn1/s
)
= o(n−η) .
Next, pick C ∈ (1, 1s) and let JC,ε,k,n := {i ≤ n : n(1−Ckε)/s < Eνi−1ω Tνi ≤ n(1−Ck−1ε)/s}. Let
k0 = k0(C, ε) be the smallest integer such that (1− Ckε) ≤ 0. Then for any k < k0 we have
Q

 ∑
i∈JC,ε,k,n
Eνi−1ω Tνi > δn
1/s

 ≤ Q(#JC,ε,k,n > δn1/s−(1−Ck−1ε)/s)
≤ nQ(EωTν > n
(1−Ckε)/s)
δnCk−1ε/s
∼ K∞
δ
n−C
k−1ε( 1s−C) ,
where the asymptotics in the last line above is from Theorem 4.1.4. Letting η = ε2
(
1
s − C
)
we have
for any k < k0 that
Q

 ∑
i∈JC,ε,k,n
Eνi−1ω Tνi > δn
1/s

 = o(n−η). (4.16)
Finally, note that
Q
(
n∑
i=1
(Eνi−1ω Tνi)1Eνi−1ω Tνi≤n(1−C
k0−1ε)/s ≥ δn1/s
)
≤ 1
n1+(1−C
k0−1ε)/s≥δn1/s . (4.17)
However, since Ck0ε ≥ 1 > Cs we have Ck0−1ε > s, which implies that the right side of (4.17)
vanishes for all n large enough. Therefore, combining (4.16) and (4.17) we have
Q
(
n∑
i=1
(Eνi−1ω Tνi)1Eνi−1ω Tνi≤n(1−ε)/s
> δn1/s
)
≤
k0−1∑
k=1
Q

 ∑
i∈JC,ε,k,n
Eνi−1ω Tνi >
δ
k0
n1/s


+Q
(
n∑
i=1
(Eνi−1ω Tνi)1Eνi−1ω Tνi≤n(1−C
k0−1ε)/s ≥
δ
k0
n1/s
)
= o(n−η).
In order to make the crossing times of the significant blocks essentially independent, we introduce
some reflections to the RWRE. For n = 1, 2, . . ., define
bn := ⌊log2(n)⌋. (4.18)
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Let X¯
(n)
t be the random walk that is the same as Xt with the added condition that after reaching νk
the environment is modified by setting ωνk−bn = 1 , i.e. never allow the walk to backtrack more than
log2(n) ladder times. We couple X¯
(n)
t with the random walk Xt in such a way that X¯
(n)
t ≥ Xt with
equality holding until the first time t when the walk X¯
(n)
t reaches a modified environment location.
Denote by T¯
(n)
x the corresponding hitting times for the walk X¯
(n)
t . The following lemmas show that
we can add reflections to the random walk without changing the expected crossing time by very
much.
Lemma 4.3.2. There exist B, δ′ > 0 such that for any x > 0
Q
(
EωTν − EωT¯ (n)ν > x
)
≤ B(x−s ∨ 1)e−δ′bn .
Proof. First, note that for any n the formula for EωT¯
(n)
ν is the same as for EωTν in (4.14) except
with ρν−bn = 0. Thus EωTν can be written as
EωTν = EωT¯
(n)
ν + 2(1 +Wν−bn−1)Πν−bn ,−1R0,ν−1. (4.19)
Now, since ν−bn ≤ −bn we have
Q
(
Πν−bn ,−1 > e
−cbn) ≤ ∞∑
k=bn
Q
(
Π−k,−1 > e−ck
) ≤ ∞∑
k=bn
1
P (R)P
(
Π−k,−1 > e−ck
)
.
Applying (4.8), we have that for any 0 < c < −EP log ρ there exist A′, δc > 0 such that
Q
(
Πν−bn ,−1 > e
−cbn) ≤ A′e−δcbn .
Therefore, for any x > 0,
Q
(
EωTν − EωT¯ (n)ν > x
)
≤ Q (2(1 +Wν−bn−1)Πν−bn ,−1R0,ν−1 > x)
≤ Q (2(1 +Wν−bn−1)R0,ν−1 > xecbn)+A′e−δcbn
= Q
(
2(1 +W−1)R0,ν−1 > xecbn
)
+A′e−δcbn , (4.20)
where the equality in the second line is due to the fact that the blocks of the environment are i.i.d
under Q. Also, from (4.14) and Theorem 4.1.4 we have
Q
(
2(1 +W−1)R0,ν−1 > xecbn
) ≤ Q (EωTν > xecbn) ∼ K∞x−se−csbn . (4.21)
Combining (4.20) and (4.21) finishes the proof.
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Lemma 4.3.3. For any x > 0 and ε > 0 we have that
lim
n→∞
nQ
(
EωT¯
(n)
ν > xn
1/s,M1 > n
(1−ε)/s
)
= K∞x−s. (4.22)
Proof. Since adding reflections only decreases the crossing times, we can get an upper bound using
Theorem 4.1.4, that is
lim sup
n→∞
nQ
(
EωT¯
(n)
ν > xn
1/s,M1 > n
(1−ε)/s
)
≤ lim sup
n→∞
nQ(EωTν > xn
1/s) = K∞x−s. (4.23)
To get a lower bound we first note that for any δ > 0,
Q
(
EωTν > (1 + δ)xn
1/s
)
≤ Q
(
EωT¯
(n)
ν > xn
1/s,M1 > n
(1−ε)/s
)
+Q
(
EωTν − EωT¯ (n)ν > δxn1/s
)
+Q
(
EωTν > (1 + δ)xn
1/s,M1 ≤ n(1−ε)/s
)
≤ Q
(
EωT¯
(n)
ν > xn
1/s,M1 > n
(1−ε)/s
)
+ o(1/n), (4.24)
where the second inequality is from (4.15) and Lemma 4.3.2. Again using Theorem 4.1.4 we have
lim inf
n→∞
nQ
(
EωT¯
(n)
ν > xn
1/s,M1 > n
(1−ε)/s
)
≥ lim inf
n→∞
nQ
(
EωTν > (1 + δ)xn
1/s
)
− o(1)
= K∞(1 + δ)−sx−s. (4.25)
Thus, by applying (4.23) and (4.25) and then letting δ → 0 we get (4.22).
Our general strategy is to show that the partial sums
1
n1/s
n∑
k=1
Eνk−1ω T¯
(n)
νk 1Mk>n(1−ε)/s
converge in distribution to a stable law of parameter s. To establish this, we will need bounds on
the mixing properties of the sequence E
νk−1
ω T¯
(n)
νk 1Mk>n(1−ε)/s . As in [Kob95], we say that an array
{ξn,k : k ∈ Z, n ∈ N} which is stationary in rows is α−mixing if limk→∞ lim supn→∞ αn(k) = 0,
where
αn(k) := sup {|P (A ∩B)− P (A)P (B)| : A ∈ σ (. . . , ξn,−1, ξn,0) , B ∈ σ (ξn,k, ξn,k+1, . . .)} .
Lemma 4.3.4. For any 0 < ε < 12 , under the measure Q, the array of random variables
{Eνk−1ω T¯ (n)νk 1Mk>n(1−ε)/s}k∈Z,n∈N is α-mixing, with
sup
k∈[1,log2 n]
αn(k) = o(n
−1+2ǫ), αn(k) = 0, ∀k > log2 n.
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Proof. Fix ε ∈ (0, 12 ). For ease of notation, define ξn,k := E
νk−1
ω T¯
(n)
νk 1Mk>n(1−ε)/s . As we mentioned
before, under Q the environment is stationary under shifts of the sequence of ladder locations and
thus ξn,k is stationary in rows under Q.
If k > log2(n), then because of the reflections, σ (. . . , ξn,−1, ξn,0) and σ (ξn,k, ξn,k+1, . . .) are
independent and so αn(k) = 0. To handle the case when k ≤ log2(n), fix A ∈ σ (. . . , ξn,−1, ξn,0) and
B ∈ σ (ξn,k, ξn,k+1, . . .), and define the event
Cn,ε := {Mj ≤ n(1−ε)/s, for 1 ≤ j ≤ bn} = {ξn,j = 0, for 1 ≤ j ≤ bn}.
For any j > bn, we have that ξn,j only depends on the environment to the right of zero. Thus,
Q(A ∩B ∩ Cn,ε) = Q(A)Q(B ∩ Cn,ε)
since B ∩ Cn,ε ∈ σ(ω0, ω1, . . .). Also, note that by (4.13) we have Q(Ccn,ε) ≤ bnQ(M1 > n(1−ε)/s) =
o(n−1+2ε). Therefore,
|Q(A ∩B)−Q(A)Q(B)| ≤ |Q(A ∩B)−Q(A ∩B ∩ Cn,ε)|
+ |Q(A ∩B ∩ Cn,ε)−Q(A)Q(B ∩ Cn,ε)|
+Q(A)|Q(B ∩ Cn,ε)−Q(B)| ≤ 2Q(Ccn,ε) = o(n−1+2ε)
Proof of Theorem 4.1.1.
First, we show that the partial sums
1
n1/s
n∑
k=1
Eνk−1ω T¯
(n)
νk 1Mk>n(1−ε)/s
converge in distribution to a stable random variable of parameter s. To this end, we will apply
[Kob95, Theorem 5.1(III)]. We now verify the conditions of that theorem. The first condition that
needs to be satisfied is:
lim
n→∞
nQ
(
n−1/sEωT¯ (n)ν 1M1>n(1−ε)/s > x
)
= K∞x−s.
However, this is exactly the content of Lemma 4.3.3.
Secondly, we need a sequence mn such that mn →∞, mn = o(n) and nαn(mn)→ 0 and such that
for any δ > 0,
lim
n→∞
mn∑
k=1
nQ
(
EωT¯
(n)
ν 1M1>n(1−ε)/s > δn
1/s, Eνkω T¯
(n)
νk+1
1Mk+1>n(1−ε)/s > δn
1/s
)
= 0. (4.26)
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However, by the independence of M1 and Mk+1 for any k ≥ 1, the probability inside the sum is less
than Q(M1 > n
(1−ε)/s)2. By (4.13) this last expression is ∼ C5n−2+2ε. Thus letting mn = n1/2−ε
yields (4.26). (Note that by Lemma 4.3.4, nαn(mn) = 0 for all n large enough.)
Finally, we need to show that
lim
δ→0
lim sup
n→∞
nEQ
[
n−1/sEωT¯ (n)ν 1M1>n(1−ε)/s1EωT¯ (n)ν ≤δ
]
= 0 . (4.27)
Now, by (4.23) there exists a constant C6 > 0 such that for any x > 0,
Q
(
EωT¯
(n)
ν > xn
1/s,M1 > n
(1−ε)/s
)
≤ C6x−s 1
n
.
Then using this we have
nEQ
[
n−1/sEωT¯ (n)ν 1M1>n(1−ε)/s1EωT¯ (n)ν ≤δ
]
= n
∫ δ
0
Q
(
EωT¯
(n)
ν > xn
1/s,M1 > n
(1−ε)/s
)
dx
≤ C6
∫ δ
0
x−sdx =
C6δ
1−s
1− s ,
where the last integral is finite since s < 1. (4.27) follows.
Having checked all its hypotheses, [Kob95, Theorem 5.1(III)] applies and yields that there exists
a b′ > 0 such that
Q
(
1
n1/s
n∑
k=1
Eνk−1ω T¯
(n)
νk 1Mk>n(1−ε)/s ≤ x
)
= Ls,b′(x) , (4.28)
where the characteristic function for the distribution Ls,b′ is given in (4.5). To get the limiting
distribution of 1
n1/s
EωTνn we use (4.19) and re-write this as
1
n1/s
EωTνn =
1
n1/s
n∑
k=1
Eνk−1ω T¯
(n)
νk
1Mk>n(1−ε)/s (4.29)
+
1
n1/s
n∑
k=1
Eνk−1ω T¯
(n)
νk 1Mk≤n(1−ε)/s (4.30)
+
1
n1/s
(
EωTνn − EωT¯ (n)νn
)
. (4.31)
Lemma 4.3.1 gives that (4.30) converges in distribution (under Q) to 0. Also, we can use Lemma
4.3.2 to show that (4.31) converges in distribution to 0 as well. Indeed, for any δ > 0
Q
(
EωTνn − EωT¯ (n)νn > δn1/s
)
≤ nQ
(
EωTν − EωT¯ (n)ν > δn1/s−1
)
= O
(
nse−δ
′bn
)
.
Therefore n−1/sEωTνn has the same limiting distribution (under Q) as the right side of (4.29), which
by (4.28) is an s-stable distribution with distribution function Ls,b′ .
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4.4 Localization along a subsequence
The goal of this section is to show when s < 1 that P -a.s. there exists a subsequence tm = tm(ω) of
times such that the RWRE is essentially located in a section of the environment of length log2(tm).
This will essentially be done by finding a ladder time whose crossing time is much larger than all
the other ladder times before it. As a first step in this direction we prove that with strictly positive
probability this happens in the first n ladder locations. Recall the definition of Mk, c.f. (4.12).
Lemma 4.4.1. Assume s < 1. Then for any C > 1 we have
lim inf
n→∞
Q

∃k ∈ [1, n/2] :Mk ≥ C ∑
j∈[1,n]\{k}
Eνj−1ω T¯
(n)
νj

 > 0 .
Proof. Recall that T¯
(n)
x is the hitting time of x by the RWRE modified so that it never backtracks
bn = ⌊log2(n)⌋ ladder locations.
To prove the lemma, first note that since C > 1 and E
νk−1
ω T¯
(n)
νk ≥Mk there can only be at most one
k ≤ n with Mk ≥ C
∑
k 6=j≤n E
νj−1
ω T¯
(n)
νj . Therefore
Q

∃k ∈ [1, n/2] :Mk ≥ C ∑
j∈[1,n]\{k}
Eνj−1ω T¯
(n)
νj

 = n/2∑
k=1
Q

Mk ≥ C ∑
j∈[1,n]\{k}
Eνj−1ω T¯
(n)
νj

 (4.32)
Now, define the events
Fn := {νj − νj−1 ≤ bn, ∀j ∈ (−bn, n]}, Gk,n,ε := {Mj ≤ n(1−ε)/s, ∀j ∈ (k, k + bn]}. (4.33)
Fn and Gk,n,ε are both typical events. Indeed, from Lemma 4.2.1 Q(F
c
n) ≤ (bn + n)Q(ν > bn) =
O(ne−C2bn), and from (4.13) we have Q(Gck,n,ε) ≤ bnQ(M1 > n(1−ε)/s) = o(n−1+2ε). Now, from
(4.3) adjusted for reflections we have for any j ∈ [1, n] that
Eνj−1ω T¯
(n)
νj = (νj − νj−1) + 2
νj−1∑
l=νj−1
Wνj−1−bn ,l
= (νj − νj−1) + 2
∑
νj−1≤i≤l<νj
Πi,l + 2
∑
νj−1−bn<i<νj−1≤l<νj
Πi,νj−1−1Πνj−1,l
≤ (νj − νj−1) + 2 (νj − νj−1)2Mj + 2(νj − νj−1)(νj−1 − νj−1−bn)Mj,
where in the last inequality we used the facts that Πνj−1,i−1 ≥ 1 for νj−1 < i < νj and Πi,νj−1−1 < 1
for all i < νj−1. Then, on the event Fn ∩Gk,n,ε we have for k + 1 ≤ j ≤ k + bn that
Eνj−1ω T¯
(n)
νj ≤ bn + 2b2nn(1−ε)/s + 2b3nn(1−ε)/s ≤ 5b3nn(1−ε)/s,
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where for the first inequality we used that on the event Fn ∩ Gk,n,ε we have νj − νj−1 ≤ bn and
M1 ≤ n(1−ε)/s. Then, using this we get
Q

Mk ≥ C ∑
j∈[1,n]\{k}
Eνj−1ω T¯
(n)
νj

 ≥ Q(Mk ≥ C (EωT¯ (n)νk−1 + 5b4nn(1−ε)/s + Eνk+bnω T¯ (n)νn ) , Fn, Gk,n,ε)
≥ Q
(
Mk ≥ Cn1/s, νk − νk−1 ≤ bn
)
×Q
(
EωT¯
(n)
νk−1
+ 5b4nn
(1−ε)/s + Eνk+bnω T¯ (n)νn ≤ n1/s, F˜n, Gk,n,ε
)
,
where F˜n := {νj − νj−1 ≤ bn, ∀j ∈ (−bn, n]\{k}} ⊃ Fn. In the last inequality we used the fact
that E
νj−1
ω T¯
(n)
νj is independent of Mk for j < k or j > k + bn. Note that we can replace F˜n by Fn
in the last line above because it will only make the probability smaller. Then, using the above and
the fact that EωT¯
(n)
νk−1 + E
νk+bn
ω T¯
(n)
νn ≤ EωTνn we have
Q

Mk ≥ C ∑
j∈[1,n]\{k}
Eνj−1ω T¯
(n)
νj


≥ Q
(
Mk ≥ Cn1/s, νk − νk−1 ≤ bn
)
Q
(
EωTνn ≤ n1/s − 5b4nn(1−ε)/s, Fn, Gk,n,ε
)
≥
(
Q(M1 ≥ Cn1/s)−Q(ν > bn)
)(
Q(EωTνn ≤ n1/s(1 − 5b4nn−ε/s))−Q(F cn)−Q(Gck,n,ε)
)
∼ C5C−sLs,b′(1) 1
n
,
where the asymptotics in the last line are from (4.13) and Theorem 4.1.1. Combining the last display
and (4.32) proves the lemma.
In Section 4.3, we showed that the proper scaling for EωTνn (or EωT¯
(n)
νn ) was n
−1/s. The following
lemma gives a bound on the moderate deviations, under the measure P .
Lemma 4.4.2. Assume s ≤ 1. Then for any δ > 0,
P
(
EωTνn ≥ n1/s+δ
)
= o(n−δs/2) .
Proof. First, note that
P (EωTνn ≥ n1/s+δ) ≤ P (EωT2ν¯n ≥ n1/s+δ) + P (νn ≥ 2ν¯n) , (4.34)
where ν¯ := EP ν. To handle the second term on the right hand side of (4.34) we note that νn is the
sum of n i.i.d. copies of ν, and that ν has exponential tails (by Lemma 4.2.1). Therefore, Crame´r’s
Theorem [DZ98, Theorem 2.2.3] gives that P (νn/n ≥ 2ν¯) = O(e−δ′n) for some δ′ > 0.
To handle the first term on the right hand side of (4.34) we note that for any γ < s we have
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EP (EωT1)
γ < ∞ This follows from the fact that P (EωT1 > x) = P (1 + 2W0 > x) ∼ K2sx−s by
(4.3) and (4.9). Then, by Chebychev’s inequality and the fact that γ < s ≤ 1 we have
P
(
EωT2ν¯n ≥ n1/s+δ
)
≤
EP
(∑2ν¯n
k=1 E
k−1
ω Tk
)γ
nγ(1/s+δ)
≤ 2ν¯nEP (EωT1)
γ
nγ(1/s+δ)
. (4.35)
Then, choosing γ arbitrarily close to s we can have that this last term is o(n−δs/2).
Throughout the remainder of the chapter we will use the following subsequences of integers:
nk := 2
2k , dk := nk − nk−1 (4.36)
Note that nk−1 =
√
nk and so dk ∼ nk as k →∞.
Corollary 4.4.3. For any k define
µk := max
{
Eνj−1ω T¯
(dk)
νj : nk−1 < j ≤ nk
}
.
If s < 1, then
lim
k→∞
E
νnk−1
ω T¯
(dk)
νnk
− µk
EωT¯
(dk)
νnk
− µk
= 1, P − a.s.
Proof. Let ε > 0. Then,
P
(
E
νnk−1
ω T¯
(dk)
νnk
− µk
EωT¯
(dk)
νnk
− µk
≤ 1− ε
)
= P
(
EωT¯
(dk)
νnk−1
EωT¯
(dk)
νnk
− µk
≥ ε
)
(4.37)
≤ P
(
EωT¯
(dk)
νnk−1
≥ n1/s+δk−1
)
+ P
(
EωT¯
(dk)
νnk
− µk ≤ ε−1n1/s+δk−1
)
.
Lemma 4.4.2 gives that P
(
EωT¯
(dk)
νnk−1
≥ n1/s+δk−1
)
≤ P
(
EωTνnk−1 ≥ n
1/s+δ
k−1
)
= o(n
−δs/2
k−1 ). To handle
the second term in the right side of (4.37), note that if δ < 13s , then the subsequence nk grows fast
enough such that for all k large enough n
1/s−δ
k ≥ ε−1n1/s+δk−1 . Therefore, for k sufficiently large and
δ < 13s we have
P
(
EωT¯
(dk)
νnk
− µk ≤ ε−1n1/s+δk−1
)
≤ P
(
EωT¯
(dk)
νnk
− µk ≤ n1/s−δk
)
.
However, EωT¯
(dk)
νnk
− µk ≤ n1/s−δk implies that Mj < Eνj−1ω T¯ (dk)νj ≤ n1/s−δk for at least nk − 1 of the
j ≤ nk. Thus, since P (M1 > n1/s−δk ) ∼ C5n−1+δsk , we have that
P
(
EωT¯
(dk)
νnk
− µk ≤ ε−1n1/s+δk−1
)
≤ nk
(
1− P
(
M1 > n
1/s−δ
k
))nk−1
= o(e−n
δs/2
k ) . (4.38)
Therefore, for any ε > 0 and δ < 13s we have that
P
(
E
νnk−1
ω T¯
(dk)
νnk
− µk
EωT¯
(dk)
νnk
− µk
≤ 1− ε
)
= o
(
n
−δs/2
k−1
)
.
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By our choice of nk, the sequence n
−δs/2
k−1 is summable in k. Applying the Borel-Cantelli lemma
completes the proof.
Corollary 4.4.4. Assume s < 1. Then P−a.s. there exists a random subsequence jm = jm(ω) such
that
Mjm ≥ m2EωT¯ (jm)νjm−1 .
Proof. Recall the definitions of nk and dk in (4.36). Then for any C > 1, define the event
Dk,C :=
{
∃j ∈ (nk−1, nk−1 + dk/2] :Mj ≥ C
(
E
νnk−1
ω T¯
(dk)
νj−1 + E
νj
ω T¯
(dk)
νnk
)}
.
Note that due to the reflections, the event Dk,C depends only on the environment from νnk−1−bdk
to νnk − 1. Then, since nk−1 − bdk > nk−2 for all k ≥ 4, we have that the events {D2k,C}∞k=2 are
all independent. Also, since the events do not involve the environment to the left of 0 they have the
same probability under Q as under P . Then since Q is stationary under shifts of νi we have that
for k ≥ 4,
P (Dk,C) = Q(Dk,C) = Q
(
∃j ∈ [1, dk/2] :Mj ≥ C
(
EωT¯
(dk)
νj−1 + E
νj
ω T¯
(dk)
νdk
))
.
Thus for any C > 1, we have by Lemma 4.4.1 that lim infk→∞ P (Dk,C) > 0. This combined with
the fact that the events {D2k,C}∞k=2 are independent gives that for any C > 1 infinitely many of the
events D2k,C occur P − a.s. Therefore, there exists a subsequence km of integers such that for each
m, there exists jm ∈ (nkm−1, nkm−1 + dkm/2] such that
Mjm ≥ 2m2
(
E
νnkm−1
ω T¯
(dkm)
νjm−1 + E
νjm
ω T¯
(dkm)
νnkm
)
= 2m2
(
E
νnkm−1
ω T¯
(dkm)
νnkm
− µkm
)
,
where the second equality holds due to our choice of jm, which implies that µkm = E
νjm−1
ω T¯
(dkm)
νjm .
Then, by Corollary 4.4.3 we have that for all m large enough,
Mjm ≥ 2m2
(
E
νkm−1
ω T¯
(dkm )
νnkm
− µkm
)
≥ m2
(
EωT¯
(dkm)
νnkm
− µkm
)
≥ m2EωT¯ (dkm )νjm−1 ,
where the last inequality is because µkm = E
νjm−1
ω T¯
(dkm)
νjm . Now, for all k large enough we have
nk−1+dk/2 < dk. Thus, we may assume (by possibly choosing a further subsequence) that jm < dkm
as well, and since allowing less backtracking only decreases the crossing time we have
Mjm ≥ m2EωT¯ (dkm )νjm−1 ≥ m2EωT¯ (jm)νjm−1 .
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The following lemma shows that the reflections that we have been using this whole time really
do not affect the random walk. Recall the coupling of Xt and X¯
(n)
t introduced after (4.18).
Lemma 4.4.5.
lim
n→∞Pω
(
Tνn−1 6= T¯ (n)νn−1
)
= 0, P − a.s.
Proof. Let ε > 0. By Chebychev’s inequality,
P
(
Pω
(
Tνn−1 6= T¯ (n)νn−1
)
> ε
)
≤ ε−1P
(
Tνn−1 6= T¯ (n)νn−1
)
.
Thus by the Borel-Cantelli lemma it is enough to prove that P
(
Tνn−1 6= T¯ (n)νn−1
)
is summable. Now,
the event Tνn−1 6= T¯ (n)νn−1 implies that there is an i < νn−1 such that after reaching i for the first
time, the random walk then backtracks a distance of bn. Thus, again letting ν¯ = EP ν we have
P
(
Tνn−1 6= T¯ (n)νn−1
)
≤ P (νn−1 ≥ 2ν¯(n− 1)) +
2ν¯(n−1)∑
i=0
Pi(Ti−bn <∞)
= P (νn−1 ≥ 2ν¯(n− 1)) + 2ν¯(n− 1)P(T−bn <∞)
As noted in Lemma 4.4.2, P (νn−1 ≥ 2ν¯(n−1)) = O(e−δ′n), so we need only to show that nP(T−bn <
∞) is summable. However, [GS02, Lemma 3.3] gives that there exists a constant C7 such that for
any k ≥ 1 ,
P(T−k <∞) ≤ e−C7k . (4.39)
Thus nP(T−bn <∞) ≤ ne−C7bn which is summable by the definition of bn.
We define the random variable Nt := max{k : ∃n ≤ t,Xn = νk} to be the maximum number of
ladder locations crossed by the random walk by time t.
Lemma 4.4.6.
lim
t→∞
νNt −Xt
log2(t)
= 0, P− a.s.
Proof. Let δ > 0. If we can show that
∑∞
t=1 P(|Nt−Xt| ≥ δ log2 t) <∞, then by the Borel-Cantelli
lemma we will be done. Now, the only way that Nt and Xt can differ by more than δ log
2 t is if
either one of the gaps between the first t ladder times is larger than δ log2 t or if for some i < t the
random walk backtracks δ log2 t steps after first reaching i. Thus,
P(|Nt −Xt| ≥ δ log2 t) ≤ P
(∃j ∈ [1, t+ 1] : νj − νj−1 > δ log2 t)+ tP(T−⌈δ log2 t⌉ < T1) (4.40)
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So we need only to show that the two terms on the right hand side are summable. For the first term
we use Lemma 4.2.1 we note that
P
(∃j ∈ [1, t+ 1] : νj − νj−1 > δ log2 t) ≤ (t+ 1)P (ν > δ log2 t) ≤ (t+ 1)C1e−C2δ log2 t ,
which is summable in t. By (4.39) the second term on the right side of (4.40) is also summable.
Proof of Theorem 4.1.2:
By Corollary 4.4.4, P -a.s there exists a subsequence jm(ω) such that Mjm ≥ m2EωT¯ (jm)νjm−1 . Define
tm = tm(ω) =
1
mMjm and um = um(ω) = νjm−1. Then,
Pω
(
Xtm − um
log2 tm
/∈ [−δ, δ]
)
≤ Pω(Ntm 6= jm − 1) + Pω(|νNtm −Xtm | > δ log2 tm) .
From Lemma 4.4.6 the second term goes to zero as m→∞. Thus, we only need to show that
lim
m→∞
Pω(Ntm = jm − 1) = 1. (4.41)
To see this first note that
Pω (Ntm < jm − 1) = Pω
(
Tνjm−1 > tm
) ≤ Pω (Tνjm−1 6= T¯ (jm)νjm−1
)
+ Pω
(
T¯ (jm)νjm−1 > tm
)
.
By Lemma 4.4.5, Pω
(
Tνjm−1 6= T¯
(jm)
νjm−1
)
→ 0 as m→∞, P − a.s. Also, by our definition of tm and
our choice of the subsequence jm we have
Pω
(
T¯ (jm)νjm−1 > tm
)
≤ EωT¯
(jm)
νjm−1
tm
=
mEωT¯
(jm)
νjm−1
Mjm
≤ 1
m
−→
m→∞
0.
It still remains to show limm→∞ Pω (Ntm < jm) = 1. To prove this, first define the stopping times
T+x := min{n > 0 : Xn = x}. Then,
Pω (Ntm < jm) = Pω(Tνjm > tm) ≥ P
νjm−1
ω
(
Tνjm >
1
m
Mjm
)
≥ P νjm−1ω
(
T+νjm−1 < Tνjm
) 1
mMjm
.
Then, using the hitting time calculations given in [Zei04, (2.1.4)], we have that
P
νjm−1
ω
(
T+νjm−1 < Tνjm
)
= 1− 1− ωνjm−1
Rνjm−1,νjm−1
.
Therefore, since Mjm ≤ Rνjm−1,νjm−1 we have
Pω (Ntm < jm) ≥
(
1− 1− ωνjm−1
Rνjm−1,νjm−1
) 1
mMjm
≥
(
1− 1
Mjm
) 1
mMjm
−→
m→∞
1,
thus proving (4.41) and therefore the theorem.
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4.5 Non-local behavior on a Random Subsequence
There are two main goals of this section. The first is to prove the existence of random subsequences
xm where the hitting times Txm are approximately gaussian random variables. This result is then
used to prove the existence of random times tm(ω) in which the scaling for the random walk is of the
order tsm instead of log
2 tm as in Theorem 4.1.2. However, before we can begin proving a quenched
CLT for the hitting times Tn (at least along a random subsequence), we first need to understand
the tail asymptotics of V arωTν := Eω((Tν − EwTν)2), the quenched variance of Tν .
4.5.1 Tail Asymptotics of Q(V arωTν > x)
The goal of this subsection is to prove the following theorem:
Theorem 4.5.1. Let Assumptions 11 and 12 hold. Then with K∞ > 0 the same as in Theorem
4.1.4, we have
Q (V arωTν > x) ∼ Q
(
(EωTν)
2 > x
) ∼ K∞x−s/2 as x→∞, (4.42)
and for any ε > 0 and x > 0,
Q
(
V arωT¯
(n)
ν > xn
2/s, M1 > n
(1−ε)/s
)
∼ K∞x−s/2 1
n
as n→∞. (4.43)
Consequently,
Q
(
V arωTν > δn
1/s,M1 ≤ n(1−ε)/s
)
= o(n−1) . (4.44)
A formula for the quenched variance of crossing times is given in [Gol07, (2.2)]. Translating to
our notation and simplifying we have the formula
V arωT1 := Eω(T1 − EωT1)2 = 4(W0 +W 20 ) + 8
∑
i<0
Πi+1,0(Wi +W
2
i ) . (4.45)
Now, given the environment the crossing times Tj −Tj−1 are independent. Thus we get the formula
V arωTν = 4
ν−1∑
j=0
(Wj +W
2
j ) + 8
ν−1∑
j=0
∑
i<j
Πi+1,j(Wi +W
2
i )
= 4
ν−1∑
j=0
(Wj +W
2
j ) + 8R0,ν−1
(
W−1 +W 2−1 +
∑
i<−1
Πi+1,−1(Wi +W 2i )
)
(4.46)
+ 8
∑
0≤i<j<ν
Πi+1,j(Wi +W
2
i ).
CHAPTER 4. QUENCHED LIMITS: ZERO SPEED REGIME 57
We want to analyze the tails of V arωTν by comparison with (EωTν)
2. Using (4.14) we have
(EωTν)
2 =

ν + 2 ν−1∑
j=0
Wj


2
= ν2 + 4ν
ν−1∑
j=0
Wj + 4
ν−1∑
j=0
W 2j + 8
∑
0≤i<j<ν
WiWj .
Thus, we have
(EωTν)
2 − V arωTν = ν2 + 4(ν − 1)
ν−1∑
j=0
Wj + 8
∑
0≤i<j<ν
Wi (Wj −Πi+1,j −Πi+1,jWi) (4.47)
− 8R0,ν−1
(
W−1 +W 2−1 +
∑
i<−1
Πi+1,−1(Wi +W 2i )
)
(4.48)
=: D+(ω)− 8R0,ν−1D−(ω) . (4.49)
Note that D−(ω) and D+(ω) are non-negative random variables. The next few lemmas show that
the tails of D+(ω) and R0,ν−1D−(ω) are much smaller than the tails of (EωTν)2.
Lemma 4.5.2. For any ε > 0, we have Q (D+(ω) > x) = o(x−s+ε).
Proof. Notice first that from (4.14) we have ν2+4(ν−1)∑ν−1j=0 Wj ≤ 2νEωTν . Also we can re-write
Wj −Πi+1,j −Πi+1,jWi =Wi+2,j when i < j − 1 (this term is zero when i = j − 1). Therefore,
Q
(
D+(ω) > x
) ≤ Q(2νEωTν > x/2) +Q

8 ν−3∑
i=0
ν−1∑
j=i+2
WiWi+2,j > x/2

 .
Lemma 4.2.1 and Theorem 4.1.4 give that, for any ε > 0,
Q (2νEωTν > x) ≤ Q(2ν > log2(x)) +Q
(
EωTν >
x
log2(x)
)
= o(x−s+ε).
Thus we need only prove that Q
(∑ν−3
i=0
∑ν−1
j=i+2WiWi+2,j > x
)
= o(x−s+ε) for any ε > 0. Note
that for i < ν we have Wi =W0,i +Π0,iW−1 ≤ Π0,i(i+ 1 +W−1), thus
Q

ν−3∑
i=0
ν−1∑
j=i+2
WiWi+2,j > x

 ≤ Q

(ν +W−1) ν−3∑
i=0
ν−1∑
j=i+2
Π0,iWi+2,j > x


≤ Q(ν > log2(x)/2) +Q(W−1 > log2(x)/2) (4.50)
+
log2(x)−3∑
i=0
log2(x)−1∑
j=i+2
P
(
Π0,iWi+2,j >
x
log6(x)
)
, (4.51)
where we were able to switch to P instead ofQ in the last line because the event inside the probability
only concerns the environment to the right of 0. Now, Lemmas 4.2.1 and 4.2.2 give that (4.50) is
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o(x−s+ε) for any ε > 0, so we need only to consider (4.51). Under the measure P we have that Π0,i
and Wi+2,j are independent, and by (4.9) we have P (Wi+2,j > x) ≤ P (Wj > x) ≤ K1x−s. Thus,
P
(
Π0,iWi+2,j >
x
log6(x)
)
= EP
[
P
(
Wi+2,j >
x
log6(x)Π0,i
∣∣∣∣∣Π0,i
)]
≤ K1 log6s(x)x−sEP [Πs0,i] .
Then because EPΠ
s
0,i = (EP ρ
s)i+1 = 1 by Assumption 11, we have
log2(x)−3∑
i=0
log2(x)−1∑
j=i+2
P
(
Π0,iWi+2,j >
x
log6(x)
)
≤ K1 log4+6s(x)x−s = o(x−s+ε) .
Lemma 4.5.3. For any ε > 0,
Q
(
D−(ω) > x
)
= o(x−s+ε), (4.52)
and thus for any γ < s,
EQD
−(ω)γ <∞. (4.53)
Proof. It is obvious that (4.52) implies (4.53) and so we will only prove the former. For any i we
may expand Wi +W
2
i as
Wi +W
2
i =
∑
k≤i
Πk,i +

∑
k≤i
Πk,i


2
=
∑
k≤i
Πk,i +
∑
k≤i
Π2k,i + 2
∑
k≤i
∑
l<k
Πk,iΠl,i
=
∑
k≤i
Πk,i
(
1 + Πk,i + 2
∑
l<k
Πl,i
)
.
Therefore, we may re-write
D−(ω) =W−1 +W 2−1 +
∑
i<−1
Πi+1,−1(Wi +W 2i ) =
∑
i≤−1
∑
k≤i
Πk,−1
(
1 + Πk,i + 2
∑
l<k
Πl,i
)
. (4.54)
Next, for any c > 0 and n ∈ N define the event
Ec,n :=
{
Πj,i ≤ e−c(i−j+1), ∀ − n ≤ i ≤ −1, ∀j ≤ i− n
}
=
⋂
−n≤i≤−1
⋂
j≤i−n
{Πj,i ≤ e−c(i−j+1)}.
Now, under the measure Q we have that Πk,−1 < 1 for all k ≤ −1, and thus on the event Ec,n we
CHAPTER 4. QUENCHED LIMITS: ZERO SPEED REGIME 59
have using the representation in (4.54) that
D−(ω) =
∑
i≤−1
∑
k≤i
Πk,−1
(
1 + Πk,i + 2
∑
l<k
Πl,i
)
≤
∑
−n≤i≤−1

∑
k≤i
Πk,i(Πi+1,−1 +Πk,−1) + 2
∑
i−n<k≤i
∑
l<k
Πl,i + 2
∑
l<k≤i−n
eckΠl,i


+
∑
i<−n

∑
k≤i
eck +
∑
k≤i
eckΠk,i + 2
∑
l<k≤i
eckΠl,i


≤
∑
−n≤i≤−1

(2 + n)Wi + 2 ∑
l<k≤i−n
ecke−c(i−l+1)


+
∑
i<−n
(
ec(i+1)
ec − 1 + e
ciWi +
2ec(i+1)
ec − 1
∑
l<i
Πl,i
)
≤ (2 + n)
∑
−n≤i≤−1
Wi +
2e−c(2n−1)
(ec − 1)3(ec + 1) +
e−c(n−1)
(ec − 1)2 +
∑
i<−n
eciWi
(
1 +
2ec
ec − 1
)
≤ (2 + n)
∑
−n≤i≤−1
Wi +
ec(1 + e2c)
(ec − 1)3(ec + 1) +
3ec − 1
ec − 1
∑
i<−n
eciWi (4.55)
Then, using (4.55) with n replaced by ⌊log2 x⌋ = bx we have
Q
(
D−(ω) > x
) ≤ Q (Ecc,bx)+ 1{ ec(1+e2c)
(ec−1)3(ec+1)
>x/3} +Q

 ∑
−bx≤i≤−1
Wi >
x
3(2 + bx)

 (4.56)
+Q
(∑
i<−1
eciWi >
(ec − 1)x
3(3ec − 1)
)
.
Now, for any 0 < c < −EP log ρ Lemma 4.2.1 gives that Q(Πi,j > e−c(j−i+1)) ≤ AcP (R)e−δc(j−i+1) for
some δc, Ac > 0. Therefore,
Q(Ecc,n) ≤
∑
−n≤i≤−1
∑
j≤i−n
Q(Πj,i > e
−c(i−j+1)) ≤ nAce
−δcn
P (R)(eδc − 1) = o(e
−δcn/2). (4.57)
Thus, for any 0 < c < −EP log ρ we have that the first two terms on the right hand side of (4.56)
are decreasing in x of order o(e−δcbx/2) = o(x−s+ε). To handle last two terms in the right side of
(4.56), note first that from (4.9), Q (Wi > x) ≤ 1P (R)P (Wi > x) ≤ K1P (R)x−s for any x > 0 and any
i. Thus,
Q

 ∑
−bx≤i≤−1
Wi >
x
3(2 + bx)

 ≤ ∑
−bx≤i≤−1
Q
(
Wi >
x
3(2 + bx)bx
)
= o(x−s+ε),
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and since
∑∞
i=1 e
−ci/2 = (ec/2 − 1)−1, we have
Q
(∑
i<−1
eciWi >
(ec − 1)x
9ec − 3
)
≤ Q
( ∞∑
i=1
e−ciW−i >
(ec − 1)x
9ec − 3 (e
c/2 − 1)
∞∑
i=1
e−ci/2
)
≤
∞∑
i=1
Q
(
W−i >
(ec − 1)(ec/2 − 1)
9ec − 3 xe
ci/2
)
≤ K1(9e
c − 3)s
P (R)(ec − 1)s(ec/2 − 1)sx
−s
∞∑
i=1
e−csi/2 = O(x−s) .
Corollary 4.5.4. For any ε > 0, Q (R0,ν−1D−(ω) > x) = o(x−s+ε).
Proof. From (4.11) it is easy to see that for any γ < s there exists a Kγ > 0 such that P (R0,ν−1 >
x) ≤ P (R0 > x) ≤ Kγx−γ . Then, letting F−1 = σ(. . . , ω−2, ω−1) we have that
Q
(
R0,ν−1D−(ω) > x
)
= EQ
[
Q
(
R0,ν−1 >
x
D−(ω)
∣∣∣∣F−1
)]
≤ Kγx−γEQ
(
D−(ω)
)γ
.
Since γ < s, the expectation in the last expression is finite by (4.53). Choosing γ = s − ε2 finishes
the proof.
Proof of Theorem 4.5.1:
Recall from (4.49) that
(EωTν)
2 −D+(ω) ≤ V arωTν ≤ (EωTν)2 + 8R0,ν−1D−(ω) . (4.58)
The lower bound in (4.58) gives that for any δ > 0,
Q(V arωTν > x) ≥ Q
(
(EωTν)
2 > (1 + δ)x
) −Q (D+(ω) > δx) .
Thus, from Lemma 4.5.2 and Theorem 4.1.4 we have that
lim inf
x→∞
xs/2Q(V arωTν > x) ≥ K∞(1 + δ)−s/2 . (4.59)
Similarly, the upper bound in (4.58) and Corollary 4.5.4 give that for any δ > 0,
Q(V arωTν > x) ≤ Q
(
(EωTν)
2 > (1− δ)x)+Q (8R0,ν−1D−(ω) > δx) ,
and then Corollary 4.5.4 and Theorem 4.1.4 give
lim sup
x→∞
xs/2Q(V arωTν > x) ≤ K∞(1− δ)−s/2 . (4.60)
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Letting δ → 0 in (4.59) and (4.60) finishes the proof of (4.42).
Essentially the same proof works for (4.43). The difference is that when evaluating the difference
(EωT¯
(n)
ν )2−V arωT¯ (n)ν the upper and lower bounds in (4.47) and (4.48) are smaller in absolute value.
This is because every instance of Wi is replaced by Wν−bn+1,i ≤ Wi and the sum in (4.48) is taken
only over ν−bn < i < −1. Therefore, the following bounds still hold:(
EωT¯
(n)
ν
)2
−D+(ω) ≤ V arωT¯ (n)ν ≤
(
EωT¯
(n)
ν
)2
+ 8R0,ν−1D−(ω) . (4.61)
The rest of the proof then follows in the same manner, noting that from Lemma 4.3.3 we have
Q
((
EωT¯
(n)
ν
)2
> xn2/s, M1 > n
(1−ε)/s
)
∼ K∞x−s/2 1n , as n→∞.
4.5.2 Existence of Random Subsequence of Non-localized Behavior
Introduce the notation:
µi,n,ω := E
νi−1
ω T¯
(n)
νi , σ
2
i,n,ω := E
νi−1
ω
(
T¯ (n)νi − µi,n,ω
)2
= V arω
(
T¯ (n)νi − T¯ (n)νi−1
)
. (4.62)
It is obvious (from the coupling of X¯
(n)
t and Xt) that µi,n,ω ր Eνi−1ω Tνi as n→ ∞. It is also true,
although not as obvious, that σ2i,n,ω is increasing in n to V arω
(
Tνi − Tνi−1
)
. Therefore, we will use
the notation µi,∞,ω := E
νi−1
ω Tνi and σ
2
i,∞,ω := V arω
(
Tνi − Tνi−1
)
. To see that σ2i,n,ω is increasing
in n, note that the expansion for V arωT¯
(n)
ν is the same as the expansion for V arωTν given in (4.46)
but with each Wi replaced by Wν−bn+1,i and with the final sum in the second line restricted to
ν−bn < i < −1.
The first goal of this subsection is to prove a CLT (along random subsequences) for the hitting
times Tn. We begin by showing that for any ε > 0 only the crossing times of ladder times with
Mk > n
(1−ε)/s are relevant in the limiting distribution, at least along a sparse enough subsequence.
Lemma 4.5.5. Assume s < 2. Then for any ε, δ > 0 there exists an η > 0 and a sequence
cn = o(n
−η) such that for any m ≤ ∞
Q
(
n∑
i=1
σ2i,m,ω1Mi≤n(1−ε)/s > δn
2/s
)
≤ cn.
Proof. Since σ2i,m,ω ≤ σ2i,∞,ω it is enough to consider only the case m =∞ (that is, the walk without
reflections). First, we need a bound on the probability of σ2i,∞,ω = V arω(Tνi − Tνi−1) being much
larger than M2i . Note that from (4.58) we have V arωTν ≤ (EωTν)2 + 8R0,ν−1D−(ω). Then, since
R0,ν−1 ≤ νM1 we have for any α, β > 0 that
Q
(
V arωTν > n
2β,M1 ≤ nα
) ≤ Q(EωTν > nβ√
2
,M1 ≤ nα
)
+Q
(
8νD−(ω) >
n2β−α
2
)
.
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By (4.15), the first term on the right is o(e−n
(β−α)/5
). To bound the second term on the right we
use Lemma 4.2.1 and Lemma 4.5.3 to get that for any α < β
Q
(
8νD−(ω) >
n2β−α
2
)
≤ Q(ν > log2 n) +Q
(
D−(ω) >
n2β−α
16 log2 n
)
= o(n−
s
2 (3β−α)) .
Therefore, similarly to (4.15) we have the bound
Q
(
V arωTν > n
2β,M1 ≤ nα
)
= o(n−
s
2 (3β−α)) . (4.63)
The rest of the proof is similar to the proof of Lemma 4.3.1. First, from (4.63),
Q
(
n∑
i=1
σ2i,∞,ω1Mi≤n(1−ε)/s > δn
2/s
)
≤ Q
(
n∑
i=1
σ2i,∞,ω1σ2i,∞,ω≤n2(1−
ε
4
)/s > δn2/s
)
+ nQ
(
V arωTν > n
2(1− ε4 )/s,M1 ≤ n(1−ε)/s
)
= Q
(
n∑
i=1
σ2i,∞,ω1σ2i,∞,ω≤n2(1−
ε
4
)/s > δn2/s
)
+ o(n−ε/8) .
Therefore, it is enough to prove that for any δ, ε > 0 there exists η > 0 such that
Q
(
n∑
i=1
σ2i,∞,ω1σ2i,∞,ω≤n2(1−
ε
4
)/s > δn2/s
)
= o(n−η) .
We prove the above statement by choosing C ∈ (1, 2s ), since s > 2, and then using Theorem 4.5.1
to get bounds on the size of the set
{
i ≤ n : V arω
(
Tνi − Tνi−1
) ∈ (n2(1−εCk)/s, n2(1−εCk−1)/s]} for
all k small enough so that εCk < 1. This portion of the proof is similar to that of Lemma 4.3.1 and
thus will be omitted.
Corollary 4.5.6. Assume s < 2. Then for any δ > 0 there exists an η′ > 0 and a sequence
c′n = o(n
−η′) such that for any m ≤ ∞
Q
(∣∣∣∣∣
n∑
i=1
(
σ2i,m,ω − µ2i,m,ω
)∣∣∣∣∣ ≥ δn2/s
)
≤ c′n .
Proof. For any ε > 0
Q
(∣∣∣∣∣
n∑
i=1
(
σ2i,m,ω − µ2i,m,ω
)∣∣∣∣∣ ≥ δn2/s
)
≤ Q
(
n∑
i=1
σ2i,m,ω1Mi≤n(1−ε)/s ≥
δ
3
n2/s
)
(4.64)
+Q
(
n∑
i=1
µ2i,m,ω1Mi≤n(1−ε)/s ≥
δ
3
n2/s
)
(4.65)
+Q
(
n∑
i=1
∣∣σ2i,m,ω − µ2i,m,ω∣∣ 1Mi>n(1−ε)/s ≥ δ3n2/s
)
. (4.66)
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Lemma 4.5.5 gives that (4.64) decreases polynomially in n (with a bound not depending on m).
Also, essentially the same proof as in Lemmas 4.5.5 and 4.3.1 can be used to show that (4.65) also
decreases polynomially in n (again with a bound not depending on m). Finally (4.66) is bounded
above by
Q
(
#
{
i ≤ n :Mi > n(1−ε)/s
}
> n2ε
)
+ nQ
(∣∣∣V arωT¯ (m)ν − (EωT¯ (m)ν )2∣∣∣ ≥ δ3n2/s−2ε
)
,
and since by (4.13), Q
(
#
{
i ≤ n :Mi > n(1−ε)/s
}
> n2ε
) ≤ nQ(M1>n(1−ε)/s)n2ε ∼ C5n−ε we need only
show that for some ε > 0 the second term above is decreasing faster than a power of n. However,
from (4.61) we have
∣∣∣V arωT¯ (m)ν − (EωT¯ (m)ν )2∣∣∣ ≤ D+(ω) + 8R0,ν−1D−(ω). Thus
nQ
(∣∣∣V arωT¯ (m)ν − (EωT¯ (m)ν )2∣∣∣ ≥ δ3n2/s−2ε
)
≤ nQ
(
D+(ω) + 8R0,ν−1D−(ω) >
δ
3
n2/s−2ε
)
,
and for any ε < 12s Lemma 4.5.2 and Corollary 4.5.4 give that the last term above decreases faster
than some power of n.
Since Tνn =
∑n
i=1(Tνi − Tνi−1) is the sum of independent (quenched) random variables, in order
to prove a CLT we cannot have any of the first n crossing times of blocks dominating all the others
(note this is exactly what happens in the localization behavior we saw in Section 4.4). Thus, we
look for a random subsequence where none of the crossing times of blocks are dominant. Now, for
any δ ∈ (0, 1] and any positive integer a < n/2 define the event
Sδ,n,a :=
{
#
{
i ≤ δn : µ2i,n,ω ∈ [n2/s, 2n2/s)
}
= 2a, µ2j,n,ω < 2n
2/s ∀j ≤ δn
}
.
On the event Sδ,n,a, 2a of the first δn crossings times from νi−1 to νi have roughly the same size
expected crossing times µi,n,ω, and the rest are all smaller (we work with µ
2
i,n,ω instead of µi,n,ω
so that comparisons with σ2i,n,ω are slightly easier). We want a lower bound on the probability of
Sδ,n,a. The difficulty in getting a lower bound is that the µ2i,n,ω are not independent. However, we
can force all the large crossing times to be independent by forcing them to be separated by at least
bn ladder locations.
Let Iδ,n,a be the collection of all subsets I of [1, δn] ∩ Z of size 2a with the property that any
two distinct points in I are separated by at least 2bn. Also, define the event
Ai,n :=
{
µ2i,n,ω ∈
[
n2/s, 2n2/s
)}
.
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Then, we begin with a simple lower bound.
Q(Sδ,n,a) ≥ Q

 ⋃
I∈Iδ,n,a

⋂
i∈I
Ai,n
⋂
j∈[1,δn]\I
{
µ2j,n,ω < n
2/s
}


=
∑
I∈Iδ,n,a
Q

⋂
i∈I
Ai,n
⋂
j∈[1,δn]\I
{
µ2j,n,ω < n
2/s
} . (4.67)
Now, recall the definition of the event Gi,n,ε from (4.33), and define the event
Hi,n,ε :=
{
Mj ≤ n(1−ε)/s for all j ∈ [i− bn, i)
}
.
Also, for any I ⊂ Z let d(j, I) := min{|j − i| : i ∈ I} be the minimum distance from j to the set I.
Then, with minimal cost, we can assume that for any I ∈ Iδ,n,a and any ε > 0 that all j /∈ I such
that d(j, I) ≤ bn have Mj ≤ n(1−ε)/s. Indeed,
Q
(⋂
i∈I
Ai,n
⋂
j∈[1,δn]\I
{
µ2j,n,ω < n
2/s
}
≥ Q

⋂
i∈I
(Ai,n ∩Gi,n,ε ∩Hi,n,ε)
⋂
j∈[1,δn]:d(j,I)>bn
{
µ2j,n,ω < n
2/s
}
−Q

 ⋃
j /∈I,d(j,I)≤bn
{
µ2j,n,ω ≥ n2/s,Mj ≤ n(1−ε)/s
}
≥
∏
i∈I
Q(Ai,n ∩Hi,n,ε)Q

⋂
i∈I
Gi,n,ε
⋂
j∈[1,δn]:d(j,I)>bn
{
µ2j,n,ω < n
2/s
}
− 4abnQ
(
EωTν ≥ n1/s,M1 ≤ n(1−ε)/s
)
. (4.68)
From Theorem 4.1.4 and Lemma 4.3.3 we have Q(Ai,n) ∼ K∞(1− 2−s/2)n−1. We wish to show the
same asymptotics are true for Q(Ai,n ∩Hi,n,ε) as well. From (4.13) we have Q(Hci,n,ε) ≤ bnQ(M1 >
n(1−ε)/s) = o(n−1+2ε). Applying this, along with (4.13) and (4.15), gives that for ε > 0,
Q(Ai,n) ≤ Q(Ai,n ∩Hi,n,ε) +Q
(
M1 > n
(1−ε)/s
)
Q(Hci,n,ε) +Q
(
EωTν > n
1/s,M1 ≤ n(1−ε)/s
)
= Q(Ai,n ∩Hi,n,ε) + o(n−2+3ε) + o(e−n
ε/(5s)
) .
Thus, for any ε < 13 there exists a Cε > 0 such that
Q(Ai,n ∩Hi,n,ε) ≥ Cεn−1. (4.69)
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To handle the next probability in (4.68), note that
Q

⋂
i∈I
Gi,n,ε
⋂
j∈[1,δn]:d(j,I)>bn
{
µ2j,n,ω < n
2/s
} ≥ Q

 ⋂
j∈[1,δn]
{
µ2j,n,ω < n
2/s
}−Q
(⋃
i∈I
Gci,n,ε
)
≥ Q
(
EωTνn < n
1/s
)
− 2aQ(Gci,n,ε)
= Q
(
EωTνn < n
1/s
)
− ao(n−1+2ε) . (4.70)
Finally, from (4.15) we have 4abnQ
(
EωTν ≥ n1/s,M1 ≤ n(1−ε)/s
)
= ao
(
e−n
ε/(6s)
)
. This, along with
(4.69) and (4.70) applied to (4.67) gives
Q (Sδ,n,a) ≥ #(Iδ,n,a)
[(
Cεn
−1)2a (Q(EωTνn < n1/s)− ao(n−1+2ε)) − ao(e−nε/(6s))] .
An obvious upper bound for #(Iδ,n,a) is
(
δn
2a
) ≤ (δn)2a(2a)! . To get a lower bound on #(Iδ,n,a) we note
that any set I ∈ Iδ,n,a can be chosen in the following way: first choose an integer i1 ∈ [1, δn] (δn
ways to do this). Then, choose an integer i2 ∈ [1, δn]\{j ∈ Z : |j − i1| ≤ 2bn} (at least δn− 1− 4bn
ways to do this). Continue this process until 2a integers have been chosen. When choosing ij, there
will be at least δn− (j − 1)(1 + 4bn) integers available. Then, since there are (2a)! orders in which
to choose each set if 2a integers we have
(δn)2a
(2a)!
≥ #(Iδ,n,a) ≥ 1
(2a)!
2a∏
j=1
(δn− (j − 1)(1 + 4bn)) ≥ (δn)
2a
(2a)!
(
1− (2a− 1)(1 + 4bn)
δn
)2a
.
Therefore, applying the upper and lower bounds on #(Iδ,n,a) we get
Q (Sδ,n,a) ≥ (δCε)
2a
(2a)!
(
1− (2a− 1)(1 + 4bn)
δn
)2a (
Q
(
EωTνn < n
1/s
)
− ao(n−1+2ε)
)
− (δn)
2a
(2a)!
ao
(
e−n
ε/(6s)
)
.
Recall the definitions of dk in (4.36) and define
ak := ⌊log log k⌋ ∨ 1, and δk := a−1k . (4.71)
Now, replacing δ, n and a in the above by δk, dk and ak respectively we have
Q (Sδk,dk,ak) ≥
(δkCε)
2ak
(2ak)!
(
1− (2ak − 1)(1 + 4bdk)
δkdk
)2ak (
Q
(
EωTνdk < d
1/s
k
)
− ako(d−1+2εk )
)
− (δkdk)
2ak
(2ak)!
ako
(
e−d
ε/(6s)
k
)
≥ (δkCε)
2ak
(2ak)!
(1 + o(1)) (Ls,b′(1)− o(1))− o(1/k). (4.72)
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The last inequality is a result of the definitions of δk, ak, and dk (it’s enough to recall that dk ≥
22
k−1
, ak ∼ log log k, and δk ∼ 1log log k ), as well as Theorem 4.1.1. Also, since δk = a−1k we
get from Sterling’s formula that (δkCε)
2ak
(2ak)!
∼ (Cεe/2)2ak√
2πak
. Thus since ak ∼ log log k, we have that
1
k = o
(
(δkCε)
2ak
(2ak)!
)
. This, along with (4.72), gives that Q (Sδk,dk,ak) > 1k for all k large enough.
We now have a good lower bound on the probability of not having any of the crossing times of the
first δkdk blocks dominating all the others. However for the purpose of proving Theorem 4.1.3 we
need a little bit more. We also need that none of the crossing times of succeeding blocks are too
large either. Thus, for any 0 < δ < c and n ∈ N define the events
Uδ,n,c :=
{
cn∑
i=δn+1
µi,n,ω ≤ 2n1/s
}
, U˜δ,n,c :=
{
cn∑
i=δn+bn+1
µi,n,ω ≤ n1/s
}
.
Lemma 4.5.7. Assume s < 1. Then there exists a sequence ck →∞, ck = o(log ak) such that
∞∑
k=1
Q (Sδk,dk,ak ∩ Uδk,dk,ck) =∞ .
Proof. For any δ < c and a < n/2 we have
Q (Sδ,n,a ∩ Uδ,n,c) ≥ Q (Sδ,n,a)Q
(
U˜δ,n,c
)
−Q
(
bn∑
i=1
µi,n,ω > n
1/s
)
≥ Q (Sδ,n,a)Q
(
EωTνcn ≤ n1/s
)
− bnQ
(
EωTν >
n1/s
bn
)
≥ Q (Sδ,n,a)Q
(
EωTνcn ≤ n1/s
)
− o(n−1/2), (4.73)
where the last inequality is from Theorem 4.1.4. Now, define c1 = 1 and for k > 1 let
c′k := max
{
c ∈ N : Q
(
EωTνcdk ≤ d
1/s
k
)
≥ 1
log k
}
∨ 1 .
Note that by Theorem 4.1.1 we have that c′k →∞, and so we can define ck = c′k ∧ log log(ak). Then
applying (4.73) with this choice of ck we have
∞∑
k=1
Q (Sδk,dk,ak ∩ Uδk,dk,ck) ≥
∞∑
k=1
[
Q (Sδk,dk,ak)Q
(
EωTνckdk ≤ d
1/s
k
)
− o(d−1/2k )
]
=∞,
and the last sum is infinite because d
−1/2
k is summable and for all k large enough we have
Q (Sδk,dk,ak)Q
(
EωTνckdk ≤ d
1/s
k
)
≥ 1
k log k
.
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Corollary 4.5.8. Assume s < 1, and let ck be as in Lemma 4.5.7. Then, P -a.s. there exists a
random subsequence nkm = nkm(ω) of nk = 2
2k such that for the sequences αm, βm, and γm defined
by
αm := nkm−1, βm := nkm−1 + δkmdkm , γm := nkm−1 + ckmdkm , (4.74)
we have that for all m
max
i∈(αm,βm]
µ2i,dkm ,ω ≤ 2d
2/s
km
≤ 1
akm
βm∑
i=αm+1
µ2i,dkm ,ω, (4.75)
and
γm∑
βm+1
µi,dkm ,ω ≤ 2d
1/s
km
.
Proof. Define the events
S′k :=
{
#
{
i ∈ (nk−1, nk−1 + δkdk] : µ2i,dk,ω ∈ [d
2/s
k , 2d
2/s
k )
}
= 2ak
}
∩
{
µ2j,dk,ω < 2d
2/s
k ∀j ∈ (nk−1, nk−1 + δkdk]
}
,
U ′k :=


nk−1+ckdk∑
nk−1+δkdk+1
µi,dk,ω ≤ 2d1/sk

 .
Note that due to the reflections of the random walk, the event S′k ∩U ′k depends on the environment
between ladder locations nk−1 − bdk and nk−1 + ckdk. Thus, for k0 large enough {S′2k ∩ U ′2k}∞k=k0
is an independent sequence of events. Similarly, for k large enough S′k ∩ U ′k does not depend on the
environment to left of the origin. Thus
P (S′k ∩ U ′k) = Q(S′k ∩ U ′k) = Q (Sδk,dk,ak ∩ Uδk,dk,ck)
for all k large enough. Lemma 4.5.7 then gives that
∑∞
k=1 P (S′2k ∩U ′2k) =∞, and the Borel-Cantelli
lemma then implies that infinitely many of the events S′2k ∩ U ′2k occur P − a.s. Finally, note that
S′km implies the event in (4.75).
Before proving a quenched CLT (along a subsequence) for the hitting times Tn, we need one
more lemma that gives us some control on the quenched tails of crossing times of blocks. We can
get this from an application of Kac’s moment formula. Let T¯y be the hitting time of y when we
add a reflection at the starting point of the random walk. Then Kac’s moment formula [FP99, (6)]
and the Markov property give that Exω(T¯y)
j ≤ j! (ExωT¯y)j (note that because of the reflection at x,
Exω(T¯y) ≥ Ex
′
ω (T¯y) for any x
′ ∈ (x, y)). Thus,
Eνi−1ω (T¯
(n)
νi )
j ≤ Eνi−1−bnω (T¯νi)j ≤ j!
(
E
νi−1−bn
ω T¯νi
)j ≤ j! (Eνi−1−bnω T¯νi−1 + µi,n,ω)j . (4.76)
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Lemma 4.5.9. For any ε < 13 , there exists an η > 0 such that
Q
(
∃i ≤ n, j ∈ N :Mi > n(1−ε)/s, Eνi−1ω (T¯ (n)νi )j > j!2jµji,n,ω
)
= o(n−η) .
Proof. We use (4.76) to get
Q
(
∃i ≤ n, j ∈ N :Mi > n(1−ε)/s, Eνi−1ω (T¯ (n)νi )j > j!2jµji,n,ω
)
≤ Q
(
∃i ≤ n :Mi > n(1−ε)/s, Eνi−1−bnω T¯νi−1 > µi,n,ω
)
≤ nQ
(
M1 > n
(1−ε)/s, Eν−bnω T0 > n(1−ε)/s
)
= nQ
(
M1 > n
(1−ε)/s
)
Q
(
E
ν−bn
ω T0 > n
(1−ε)/s
)
,
where the second inequality is due to a union bound and the fact that µi,n,ω > Mi. Now, by (4.13)
we have nQ
(
M1 > n
(1−ε)/s) ∼ C5nε, and by Theorem 4.1.4
Q
(
E
ν−bn
ω T0 > n
(1−ε)/s
)
≤ bnQ
(
EωTν >
n(1−ε)/s
bn
)
∼ K∞b1+sn n−1+ε .
Therefore, Q
(
∃i ≤ n, j ∈ N :Mi > n(1−ε)/s, Eνi−1ω (T¯ (n)νi )j > j!2jµji,n,ω
)
= o(n−1+3ε).
Theorem 4.5.10. Let Assumptions 11 and 12 hold, and let s < 1. Then P − a.s. there exists a
random subsequence nkm = nkm(ω) of nk = 2
2k such that for αm, βm and γm as in (4.74) and any
sequence xm ∈ [νβm , νγm ], we have
lim
m→∞Pω
(
Txm − EωTxm√
vm,ω
≤ y
)
= Φ(y) , (4.77)
where
vm,ω :=
βm∑
i=αm+1
µ2i,dkm ,ω.
Proof. Let nkm(ω) be the random subsequence specified in Corollary 4.5.8. For ease of notation, set
a˜m = akm and d˜m = dkm . We have
max
i∈(αm,βm]
µ2
i,d˜m,ω
≤ 2d˜2/sm ≤
1
a˜m
βm∑
i=αm+1
µ2
i,d˜m,ω
=
vm,ω
a˜m
, and
γm∑
i=βm+1
µi,d˜m,ω ≤ 2d˜1/sm .
Now, let {xm}∞m=1 be any sequence of integers (even depending on ω) such that xm ∈ [νβm , νγm ].
Then, since (Txm −EωTxm) = (Tναm − EωTναm ) + (Txm − Tναm − E
ναm
ω Txm), it is enough to prove
Tναm − EωTναm√
vm,ω
Dω−→ 0, and Txm − Tναm − E
ναm
ω Txm√
vm,ω
Dω−→ Z ∼ N(0, 1) (4.78)
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where we use the notation Zn
Dω−→ Z to denote quenched convergence in distribution, that is
limn→∞ Pω(Zn ≤ z) = Pω(Z ≤ z), P − a.s. For the first term in (4.78) note that for any ε > 0, we
have from Chebychev’s inequality and vm,ω ≥ d˜2/sm , that
Pω
(∣∣∣∣Tναm − EωTναm√vm,ω
∣∣∣∣ ≥ ε
)
≤ V arωTναm
ε2vm,ω
≤ V arωTναm
ε2d˜
2/s
m
.
Thus, the first claim in (4.78) will be proved if we can show that V arωTναm = o(d˜
2/s
m ). For this we
need the following lemma:
Lemma 4.5.11. Assume s ≤ 2. Then for any δ > 0,
P
(
V arωTνn ≥ n2/s+δ
)
= o(n−δs/4) .
Proof. First, we claim that
EP (V arωT1)
γ <∞ for any γ < s
2
. (4.79)
Indeed, from (4.45), we have that for any γ < s2 ≤ 1
EP (V arωT1)
γ ≤ 4γEP (W0 +W 20 )γ + 8γ
∑
i<0
EP
(
Πγi+1,0(Wi +W
2
i )
γ
)
= 4γEP (W0 +W
2
0 )
γ + 8γ
∞∑
i=1
(EP ρ
γ
0)
iEP (W0 +W
2
0 )
γ ,
where we used that P is i.i.d. in the last equality. Since EP ρ
γ
0 < 1 for any γ ∈ (0, s), we have that
(4.79) follows as soon as EP (W0+W
2
0 )
γ <∞. However, from (4.9) we get that EP (W0+W 20 )γ <∞
when γ < s2 .
As in Lemma 4.4.2 let ν¯ = EP ν. Then,
P
(
V arωTνn ≥ n2/s+δ
)
≤ P (V arωT2ν¯n ≥ n2/s+δ) + P (νn ≥ 2ν¯n) .
As in Lemma 4.4.2, the second term is O
(
e−δ
′n
)
for some δ′ > 0. To handle the first term on the
right side, we note that for any γ < s2 ≤ 1
P (V arωT2ν¯n ≥ n2/s+δ) ≤
EP
(∑2ν¯n
k=1 V arω(Tk − Tk−1)
)γ
nγ(2/s+δ)
≤ 2ν¯nEP (V arωT1)
γ
nγ(2/s+δ)
. (4.80)
Then since EP (V arωT1)
γ <∞ for any γ < s2 , we can choose γ arbitrarily close to s2 so that the last
term on the right of (4.80) is o(n−δs/4).
As a result of Lemma 4.5.11 and the Borel-Cantelli lemma, we have that V arωTνnk = o(n
2/s+δ
k )
for any δ > 0. Therefore, for any δ ∈ (0, 2s ) we have V arωTναm = o(α
2/s+δ
m ) = o(n
2/s+δ
km−1 ) = o(d˜
2/s
m )
(in the last equality we use that dk ∼ nk to grow much faster than exponentially in k).
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For the next step in the proof, we show that reflections can be added without changing the
limiting distribution. Specifically, we show that it is enough to prove the following lemma, whose
proof we postpone:
Lemma 4.5.12. With notation as in Theorem 4.5.10, we have
lim
m→∞
P
ναm
ω
(
T¯
(d˜m)
xm − Eναmω T¯ (d˜m)xm√
vm,ω
≤ y
)
= Φ(y) . (4.81)
Assuming Lemma 4.5.12, we complete the proof of Theorem 4.5.10. It is enough to show that
lim
m→∞
P
ναm
ω (T¯
(d˜m)
xkm
6= Txm) = 0, and lim
m→∞
E
ναm
ω (Txm − T¯ (d˜m)xkm ) = 0. (4.82)
Recall that the coupling introduced after (4.18) gives that Txm − T¯ (d˜m)xm ≥ 0. Thus,
P
ναm
ω (T¯
(d˜m)
xm 6= Txm) = P
ναm
ω
(
Txm − T¯ (d˜m)xm ≥ 1
)
≤ Eναmω (Txm − T¯ (d˜m)xm ).
Then, since xm ≤ νγm and γm = nkm−1 + ckm d˜m ≤ nkm+1 for all m large enough, (4.82) will follow
from
lim
k→∞
E
νnk−1
ω
(
Tνnk+1 − T¯ (dk)νnk+1
)
= 0, P − a.s. (4.83)
To prove (4.83), we argue as follows. From Lemma 4.3.2 we have that for any ε > 0
Q
(
E
νnk−1
ω
(
Tνnk+1 − T¯ (dk)νnk+1
)
> ε
)
≤ nk+1Q
(
EωTν − EωT¯ (dk)ν >
ε
nk+1
)
= nk+1O
(
nsk+1e
−δ′bdk
)
.
Since nk ∼ dk, the last term on the right is summable. Therefore, by the Borel-Cantelli lemma,
lim
k→∞
E
νnk−1
ω
(
Tνnk+1 − T¯ (dk)νnk+1
)
= 0, Q− a.s. (4.84)
This is almost the same as (4.83), but with Q instead of P . To use this to prove (4.83) note that
for i > bn using (4.19) we can write
Eνi−1ω Tνi − Eνi−1ω T¯ (n)νi = Ai,n(ω) +Bi,n(ω)W−1 ,
where Ai,n(ω) and Bi,n(ω) are non-negative random variables depending only on the environment to
the right of 0. Thus, E
νnk−1
ω
(
Tνnk+1 − T¯
(dk)
νnk+1
)
= Adk(ω) + Bdk(ω)W−1 where Adk(ω) and Bdk(ω)
are non-negative and only depend on the environment to the right of zero (so Adk and Bdk have
the same distribution under P as under Q). Therefore (4.83) follows from (4.84), which finishes the
proof of the theorem.
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Proof of Lemma 4.5.12. Clearly, it suffices to show the following claims:
T¯
(d˜m)
xm − T¯ (d˜m)νβm − E
νβm
ω T¯
(d˜m)
xm√
vm,ω
Dω−→ 0, (4.85)
and
T¯
(d˜m)
νβm − T¯ (d˜m)ναm − E
ναm
ω T¯
(d˜m)
νβm√
vm,ω
Dω−→ Z ∼ N(0, 1) . (4.86)
To prove (4.85), we note that
Pω
(∣∣∣∣∣ T¯
(d˜m)
xm − T¯ (d˜m)νβm − E
νβm
ω T¯
(d˜m)
xm√
vm,ω
∣∣∣∣∣ ≥ ε
)
≤ V arω(T¯
(d˜m)
xm − T¯ (d˜m)νβm )
ε2vm,ω
≤
∑γm
i=βm+1
σ2
i,d˜m,ω
ε2a˜md˜
2/s
m
,
where the last inequality is because xm ≤ νγm and vm,ω ≥ a˜md˜2/sm . However, by Corollary 4.5.6 and
the Borel-Cantelli lemma,
γm∑
i=βm+1
σ2
i,d˜m,ω
=
γm∑
i=βm+1
µ2
i,d˜m,ω
+ o
(
(ckm d˜m)
2/s
)
.
The application of Corollary 4.5.6 uses the fact that for k large enough the reflections ensure that
the events in question do not involve the environment to the left of zero and thus have the same
probability under P or Q. (This type of argument will be used a few more times in the remainder
of the proof without mention.) By our choice of the subsequence nkm we have
γm∑
i=βm+1
µ2
i,d˜m,ω
≤

 γm∑
i=βm+1
µi,d˜m,ω


2
≤ 4d˜2/sm .
Therefore,
lim
m→∞
Pω
(∣∣∣∣∣ T¯
(d˜m)
xm − T¯ (d˜m)νβm − E
νβm
ω T¯
(d˜m)
xm√
vm,ω
∣∣∣∣∣ ≥ ε
)
≤ lim
m→∞
4d˜
2/s
m + o
(
(ckm d˜m)
2/s
)
ε2a˜md˜
2/s
m
= 0, P − a.s.
where the last limit equals zero because ck = o(log ak).
It only remains to prove (4.86). Since re-writing we express
T¯ (d˜m)νβm − T¯
(d˜m)
ναm
− Eναmω T¯ (d˜m)νβm =
βm∑
i=αm+1
(
(T¯ (d˜m)νi − T¯ (d˜m)νi−1 )− µi,d˜m,ω
)
as the sum of independent, zero-mean random variables (quenched), we need only show the Lindberg-
Feller condition. That is, we need to show
lim
m→∞
1
vm,ω
βm∑
i=αm+1
σ2
i,d˜m,ω
= 1, P − a.s. (4.87)
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and for all ε > 0
lim
m→∞
1
vm,ω
βm∑
i=αm+1
Eνi−1ω
[(
T¯ (d˜m)νi − µi,d˜m,ω
)2
1|T¯ (d˜m)νi −µi,d˜m,ω|>ε
√
vm,ω)
]
= 0, P − a.s. (4.88)
To prove (4.87) note that
1
vm,ω
βm∑
i=αm+1
σ2
i,d˜m,ω
= 1 +
∑βm
i=αm+1
(
σ2
i,d˜m,ω
− µ2
i,d˜m,ω
)
vm,ω
.
However, another application of Corollary 4.5.6 and the Borel-Cantelli Lemma implies that
βm∑
i=αm+1
(σ2
i,d˜m,ω
− µ2
i,d˜m,ω
) = o
(
(δkm d˜m)
2/s
)
.
Recalling that vm,ω ≥ a˜md˜2/sm , we have that (4.87) is proved.
To prove (4.88) we break the sum up into two parts depending on whether Mi is “small” or
“large”. Specifically, for ε′ ∈ (0, 13 ) we decompose the sum as
1
vm,ω
βm∑
i=αm+1
Eνi−1ω
[(
T¯ (d˜m)νi − µi,d˜m,ω
)2
1|T¯ (d˜m)νi −µi,d˜m,ω|>ε
√
vm,ω)
]
1
Mi≤d˜(1−ε
′)/s
m
(4.89)
+
1
vm,ω
βm∑
i=αm+1
Eνi−1ω
[(
T¯ (d˜m)νi − µi,d˜m,ω
)2
1|T¯ (d˜m)νi −µi,d˜m,ω|>ε
√
vm,ω
]
1
Mi>d˜
(1−ε′)/s
m
. (4.90)
We get an upper bound for (4.89) by first omitting the indicator function inside the expectation,
and then expanding the sum to be up to nkm ≥ βm. Thus (4.89) is bounded above by
1
vm,ω
βm∑
i=αm+1
σ2
i,d˜m,ω
1
Mi≤d˜(1−ε
′)/s
m
≤ 1
vm,ω
nkm∑
i=nkm−1+1
σ2
i,d˜m,ω
1
Mi≤d˜(1−ε
′)/s
m
.
However, since dk grows exponentially fast, the Borel-Cantelli lemma and Lemma 4.5.5 give that
nk∑
i=nk−1+1
σ2i,dk,ω1Mi≤d(1−ε
′)/s
k
= o(d
2/s
k ). (4.91)
Therefore, since our choice of the subsequence nkm gives that vm,ω ≥ d˜2/sm , we have that (4.89) tends
to zero as m→∞.
To get an upper bound for (4.90), first note that our choice of the subsequence nkm gives that
ε
√
vm,ω ≥ ε
√
a˜mµi,d˜m,ω for any i ∈ (αm, βm]. Thus, form large enough we can replace the indicators
inside the expectations in (4.90) by the indicators of the events {T¯ (d˜m)νi > (1+ε
√
a˜m)µi,d˜m,ω}. Thus,
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for m large enough and i ∈ (αm, βm], we have
Eνi−1ω
[(
T¯ (d˜m)νi − µi,d˜m,ω
)2
1|T¯ (d˜m)νi −µi,d˜m,ω |>ε
√
vm,ω
]
≤ Eνi−1ω
[(
T¯ (d˜m)νi − µi,d˜m,ω
)2
1
T¯
(d˜m)
νi
>(1+ε
√
a˜m)µi,d˜m,ω
]
= ε2a˜mµ
2
i,d˜m,ω
P νi−1ω
(
T¯ (d˜m)νi > (1 + ε
√
a˜m)µi,d˜m,ω
)
(4.92)
+
∫ ∞
1+ε
√
a˜m
P νi−1ω
(
T¯ (d˜m)νi > xµi,d˜m,ω
)
2(x− 1)µ2
i,d˜m,ω
dx .
We want to use Lemma 4.5.9 get an upper bounds on the probabilities in the last line above. Lemma
4.5.9 and the Borel-Cantelli lemma give that for k large enough, E
νi−1
ω
(
T¯
(dk)
νi
)j
≤ 2jj!µji,dk,ω, for
all nk−1 < i ≤ nk such that Mi > d(1−ε
′)/s
k . Multiplying by (4µi,dk,ω)
−j and summing over j gives
that E
νi−1
ω eT¯
(dk)
νi
/(4µi,dk,ω) ≤ 2. Therefore, Chebychev’s inequality gives that
P νi−1ω
(
T¯ (dk)νi > xµi,dk,ω
)
≤ e−x/4Eνi−1ω eT¯
(dk)
νi
/(4µi,dk,ω) ≤ 2e−x/4 .
Thus, for all m large enough and for all i with αm < i ≤ βm ≤ nkm and Mi > d˜(1−ε
′)/s
m we have
from (4.92) that
Eνi−1ω
[(
T¯ (d˜m)νi − µi,d˜m,ω
)2
1|T¯ (d˜m)νi −µi,d˜m,ω|>ε
√
vm,ω
]
≤ ε2a˜mµ2i,d˜m,ω2e
−(1+ε√a˜m)/4 +
∫ ∞
1+ε
√
a˜m
2e−x/42(x− 1)µ2
i,d˜m,ω
dx
=
(
2ε2a˜m + 16(4 + ε
√
a˜m)
)
e−(1+ε
√
a˜m)/4µ2
i,d˜m,ω
Recalling the definition of vm,ω =
∑βm
i=αm+1
µ2
i,d˜m,ω
, we have that as m → ∞, (4.90) is bounded
above by
lim
m→∞
1
vm,ω
βm∑
i=αm+1
(
2ε2a˜m + 16(4 + ε
√
a˜m)
)
e−(1+ε
√
a˜m)/4µ2
i,d˜m,ω
1
Mi>d˜
(1−ε′)/s
m
≤ lim
m→∞
(
2ε2a˜m + 16(4 + ε
√
a˜m)
)
e−(1+ε
√
a˜m)/4 = 0 .
This finishes the proof of (4.88) and thus of Lemma 4.5.12.
Proof of Theorem 4.1.3:
Note first that from Lemma 4.4.2 and the Borel-Cantelli lemma, we have that for any ε > 0,
EωTνnk = o(n
(1+ε)/s
k ), P − a.s. This is equivalent to
lim sup
k→∞
logEωTνnk
lognk
≤ 1
s
, P − a.s. (4.93)
CHAPTER 4. QUENCHED LIMITS: ZERO SPEED REGIME 74
We can also get bounds on the probability of EωTνn being small. Since E
νi−1
ω Tνi ≥Mi we have
P
(
EωTνn ≤ n(1−ε)/s
)
≤ P
(
Mi ≤ n(1−ε)/s, ∀i ≤ n
)
≤
(
1− P
(
M1 > n
(1−ε)/s
))n
,
and since P (M1 > n
(1−ε)/s) ∼ C5n−1+ε, see (4.13), we have P
(
EωTνn ≤ n(1−ε)/s
) ≤ e−nε/2. Thus,
by the Borel-Cantelli lemma, for any ε > 0 we have that EωTνnk ≥ n
(1−ε)/s
k for all k large enough,
P − a.s., or equivalently
lim inf
k→∞
logEωTνnk
lognk
≥ 1
s
, P − a.s. (4.94)
Let nkm be the subsequence specified in Theorem 4.5.10, and define tm := EωTnkm . Then, by (4.93)
and (4.94), limm→∞ log tmlognkm = 1/s.
For any t define X∗t := max{Xn : n ≤ t}. Then, for any x ∈ (0,∞) we have
Pω
(
X∗tm
nkm
< x
)
= P
(
X∗tm < xnkm
)
= Pω
(
Txnkm > tm
)
= Pω
(
Txnkm − EωTxnkm√
vm,ω
>
EωTnkm − EωTxnkm√
vm,ω
)
.
Now, with notation as in Theorem 4.5.10, we have that for all m large enough νβm < xnkm < νγm
(note that this also uses the fact that νn/n→ EP ν, P−a.s.). Thus Txnkm−EωTxnkm√vm,ω
Dω−→ Z ∼ N(0, 1).
Then, we will have proved that limm→∞ Pω
(
X∗tm
nkm
< x
)
= 12 for any x ∈ (0,∞) if we can show
lim
m→∞
EωTnkm − EωTxnkm√
vm,ω
= 0 , P − a.s. (4.95)
For m large enough we have nkm , xnkm ∈ (νβm , νγm). Thus, for m large enough,
∣∣∣∣EωTxnkm − EωTnkm√vm,ω
∣∣∣∣ ≤ E
νβm
ω Tνγm√
vm,ω
=
1√
vm,ω

Eνβmω (Tνγm − T¯ (d˜m)νγm
)
+
γm∑
i=βm+1
µi,d˜m,ω

 .
Since αm ≤ βm ≤ γm ≤ nkm+1 for all m large enough, we can apply (4.83) to get
lim
m→∞
E
νβm
ω
(
Tνγm − T¯ (d˜m)νγm
)
≤ lim
m→∞
E
ναm
ω
(
Tνnkm+1
− T¯ (d˜m)νnkm+1
)
= 0.
Also, from our choice of nkm we have that
∑γm
i=βm+1
µi,d˜m,ω ≤ 2d˜
1/s
m and vm,ω ≥ a˜md˜2/sm . Thus
(4.95) is proved. Therefore
lim
m→∞
Pω
(
X∗tm
nkm
≤ x
)
=
1
2
, ∀x ∈ (0,∞),
and obviously limm→∞ Pω
(
X∗tm
nkm
< 0
)
= 0 since Xn is transient to the right P−a.s. due to Assump-
tion 11. Finally, note that
X∗t −Xt
log2 t
=
X∗t − νNt
log2 t
+
νNt −Xt
log2 t
≤ maxi≤t(νi − νi−1)
log2 t
+
νNt −Xt
log2 t
.
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However, Lemma 4.4.6 and an easy application of Lemma 4.2.1 and the Borel-Cantelli lemma gives
that
lim
t→∞
X∗t −Xt
log2 t
= 0, P− a.s.
This finishes the proof of the theorem.
4.6 Asymptotics of the tail of EωTν
Recall that EωTν = ν + 2
∑ν−1
j=0 Wj = ν + 2
∑
i≤j,0≤j<ν Πi,j , and for any A > 1 define
σ = σA = inf{n ≥ 1 : Π0,n−1 ≥ A} .
Note that σ − 1 is a stopping time for the sequence Π0,k. For any A > 1, {σ > ν} = {M1 < A}.
Thus we have by (4.15) that for any A > 1,
Q(EωTν > x, σ > ν) = Q(EωTν > x,M1 < A) = o(x
−s). (4.96)
Thus, we may focus on the tail estimates Q(EωTν > x, σ < ν) in which case we can use the following
expansion of EωTν:
EωTν = ν + 2
∑
i<0≤j<σ−1
Πi,j + 2
∑
0≤i≤j<σ−1
Πi,j + 2
∑
σ≤i≤j<ν
Πi,j + 2
∑
i≤σ−1≤j<ν
Πi,j
= ν + 2W−1R0,σ−2 + 2
σ−2∑
j=0
W0,j + 2
ν−1∑
i=σ
Ri,ν−1 + 2Wσ−1(1 +Rσ,ν−1) . (4.97)
We will show that the dominant term in (4.97) is the last term: 2Wσ−1(1 + Rσ,ν−1). A few easy
consequences of Lemmas 4.2.1 and 4.2.2 are that the tails of the first three terms in the expansion
(4.97) are negligible. The following statements are true for any δ > 0 and any A > 1:
Q(ν > δx) = P (ν > δx) = o(x−s) , (4.98)
Q(2W−1R0,σ−2 > δx, σ < ν) ≤ Q(W−1 >
√
δx) + P (2R0,σ−2 >
√
δx, σ < ν)
≤ Q(W−1 >
√
δx) + P (2νA >
√
δx) = o(x−s), (4.99)
Q

2 σ−2∑
j=0
W0,j > δx, σ < ν

 ≤ P

2 σ−1∑
j=1
jA > δx, σ < ν

 ≤ P (ν2A > δx) = o(x−s). (4.100)
In the first inequality in (4.100), we used the fact that Πi,j ≤ Π0,j for any 0 < i < ν since Π0,i−1 ≥ 1.
The fourth term in (4.97) is not negligible, but we can make it arbitrarily small by taking A
large enough.
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Lemma 4.6.1. For all δ > 0, there exists an A0 = A0(δ) <∞ such that
P

2 ∑
σA≤i<ν
Ri,ν−1 > δx

 < δx−s, ∀A ≥ A0(δ) .
Proof. This proof is essentially a copy of the proof of Lemma 3 in [KKS75].
P

2 ∑
σA≤i<ν
Ri,ν−1 > δx

 ≤ P

 ∑
σA≤i<ν
Ri >
δ
2
x

 = P
( ∞∑
i=1
1σA≤i<νRi >
δ
2
x
6
π2
∞∑
i=1
i−2
)
≤
∞∑
i=1
P
(
1σA≤i<νRi > x
3δ
π2
i−2
)
.
However, since the event {σA ≤ i < ν} depends only on ρj for j < i, and Ri depends only on ρj for
j ≥ i, we have that
P

2 ∑
σA≤i<ν
Ri,ν−1 > δx

 ≤ ∞∑
i=1
P (σA ≤ i < ν)P
(
Ri > x
3δ
π2
i−2
)
.
Now, from (4.11) we have that there exists a K1 > 0 such that P (R0 > x) ≤ K1x−s for all x > 0.
We then conclude that
P

 ∑
σA≤i<ν
Ri,ν−1 > δx

 ≤ K1
(
3δ
π2
)−s
x−s
∞∑
i=1
P (σA ≤ i < ν) i2s
= K1
(
3δ
π2
)−s
x−sEP
[ ∞∑
i=1
1σA≤i<νi
2s
]
≤ K1
(
3δ
π2
)−s
x−sEP [ν2s+11σA<ν ] . (4.101)
Since EP ν
2s+1 < ∞ and limA→∞ P (σA < ν) = 0, we have that the right side of (4.101) can be
made less than δx−s by choosing A large enough.
We need one more lemma before analyzing the dominant term in (4.97).
Lemma 4.6.2. EQ
[
W sσA−11σA<ν
]
<∞ for any A > 1.
Proof. First, note that on the event {σA < ν} we have that Πi,σA−1 ≤ Π0,σA−1 for any i ∈ [0, σA).
Thus,
WσA−1 =W0,σA−1 +Π0,σA−1W−1 ≤ (σA +W−1)Π0,σA−1.
Also, note that Π0,σA−1 ≤ AρσA−1 by the definition of σA. Therefore
EQ
[
W sσA−11σA<ν
] ≤ EQ [(σA +W−1)sAsρsσA−11σA<ν]
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Therefore, it is enough to prove that both EQ
[
W s−1ρ
s
σA−11σA<ν
]
and EQ
[
σsAρ
s
σA−11σA<ν
]
are finite
(note that this is trivial if we assume that ρ has bounded support). Since W−1 is independent of
ρsσA−11σA<ν we have that
EQ
[
W s−1ρ
s
σA−11σA<ν
]
= EQ[W
s
−1]EP [ρ
s
σA−11σA<ν ],
where we may take the second expectation over P instead of Q because the random variable only
depends on the environment to the right of zero. By Lemma 4.2.2 we have that EQ[W
s
−1] < ∞.
Also, EP [ρ
s
σA−11σA<ν ] ≤ EP [σsAρsσA−11σA<ν ], and so the Lemma will be proved once we prove the
latter is finite. However,
EP
[
σsAρ
s
σA−11σA<ν
]
=
∞∑
k=1
EP
[
ksρsk−11σA=k<ν
] ≤ ∞∑
k=1
ksEP
[
ρsk−11k≤ν
]
,
and since the event {k ≤ ν} depends only on (ρ0, ρ1, . . . ρk−2) we have that EP
[
ρsk−11k≤ν
]
=
EP ρ
sP (ν ≥ k) since P is a product measure. Then since EP ρs = 1 we have that
EP
[
σsAρ
s
σA−11σA<ν
] ≤ ∞∑
k=1
ksP (ν ≥ k).
This last sum is finite by Lemma 4.2.1.
Finally, we turn to the asymptotics of the tail of 2Wσ−1(1+Rσ,ν−1), which is the dominant term
in (4.97).
Lemma 4.6.3. For any A > 1, there exists a constant KA ∈ (0,∞) such that
lim
x→∞
xsQ (Wσ−1(1 +Rσ,ν−1) > x, σ < ν) = KA .
Proof. The strategy of the proof is as follows. First, note that on the event {σ < ν} we have
Wσ−1(1 +Rσ) =Wσ−1(1 +Rσ,ν−1) +Wσ−1Πσ,ν−1Rν . We will begin by analyzing the asymptotics
of the tails of Wσ−1(1 + Rσ) and Wσ−1Πσ,ν−1Rν . Next we will show that Wσ−1(1 + Rσ,ν−1) and
Wσ−1Πσ,ν−1Rν are essentially independent in the sense that they cannot both be large. This will
allow us to use the asymptotics of the tails of Wσ−1(1 + Rσ) and Wσ−1Πσ,ν−1Rν to compute the
asymptotics of the tails of Wσ−1(1 +Rσ,ν−1).
To analyze the asymptotics of the tail of Wσ−1(1 +Rσ), we first recall from (4.11) that there exists
a K > 0 such that P (R0 > x) ∼ Kx−s. Let Fσ−1 = σ(. . . , ωσ−2, ωσ−1) be the σ−algebra generated
by the environment to the left of σ. Then on the event {σ < ∞}, Rσ has the same distribution as
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R0 and is independent of Fσ−1. Thus,
lim
x→∞
xsQ(Wσ−1(1 +Rσ) > x, σ < ν) = lim
x→∞
EQ
[
xsQ
(
1 +Rσ >
x
Wσ−1
, σ < ν
∣∣∣∣Fσ−1
)]
= KEQ
[
W sσ−11σ<ν
]
. (4.102)
A similar calculation yields
lim
x→∞
xsQ (Wσ−1Πσ,ν−1Rν > x, σ < ν) = lim
x→∞
EQ
[
xsQ
(
Rν >
x
Wσ−1Πσ,ν−1
, σ < ν
∣∣∣∣Fν−1
)]
= EQ
[
W sσ−1Π
s
σ,ν−11σ<ν
]
K. (4.103)
Next, we wish to show that
lim
x→∞
xsQ (Wσ−1(1 +Rσ,ν−1) > εx, Wσ−1Πσ,ν−1Rν > εx, σ < ν) = 0 . (4.104)
Since Πσ,ν−1 < 1A on the event {σ < ν} we have for any ε > 0 that
xsQ (Wσ−1(1 +Rσ,ν−1) > εx, Wσ−1Πσ,ν−1Rν > εx, σ < ν)
≤ xsQ (Wσ−1(1 +Rσ,ν−1) > εx,Wσ−1Rν > Aεx, σ < ν)
= xsEQ
[
Q
(
1 +Rσ,ν−1 >
εx
Wσ−1
|Fσ−1
)
Q
(
Rν > A
εx
Wσ−1
|Fσ−1
)
1σ<ν
]
≤ EQ
[
xsQ
(
1 +Rσ >
εx
Wσ−1
|Fσ−1
)
Q
(
Rν > A
εx
Wσ−1
|Fσ−1
)
1σ<ν
]
, (4.105)
where the equality on the third line is because Rσ,ν−1 and Rν are independent when σ < ν (note
that {σ < ν} ∈ Fσ−1), and the last inequality is because Rσ,ν−1 ≤ Rσ. Now, conditioned on Fσ−1,
Rσ and Rν have the same distribution as R0. Then, since by (4.11) for any γ ≤ s there exists a
Kγ > 0 such that P (1 +R0 > x) ≤ Kγx−γ , we have that the integrand in (4.105) is bounded above
by K2γε
−2γW 2γσ−11σ<νx
s−2γ , Q− a.s. Choosing γ = s2 gives that the integrand in (4.105) is Q− a.s.
bounded above by K2s
2
ε−sW sσ−11σ<ν which by Lemma 4.6.2 has finite mean. However, if we choose
γ = s then we get that the integrand of (4.105) tends to zero Q − a.s. as x → ∞. Thus, by the
dominated convergence theorem we have that (4.104) holds.
Now, since Rσ = Rσ,ν−1 +Πσ,ν−1Rν , we have that for any ε > 0
Q(Wσ−1(1 +Rσ) > (1 + ε)x, σ < ν) ≤ Q(Wσ−1(1 +Rσ,ν−1) > εx, Wσ−1Πσ,ν−1Rν > εx, σ < ν)
+Q(Wσ−1(1 +Rσ,ν−1) > x, σ < ν)
+Q(Wσ−1Πσ,ν−1Rν > x, σ < ν) .
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Applying (4.102), (4.103) and (4.104) we get that for any ε > 0
lim inf
x→∞
xsQ(Wσ−1(1+Rσ,ν−1) > x, σ < ν) ≥ KEQ[W sσ−11σ<ν ](1 + ε)−s−KEQ[W sσ−1Πsσ,ν−11σ<ν ] .
(4.106)
Similarly, for a bound in the other direction we have
Q(Wσ−1(1 +Rσ) > x, σ < ν) ≥ Q(Wσ−1(1 +Rσ,ν−1) > x, or Wσ−1Πσ,ν−1Rν > x, σ < ν)
= Q(Wσ−1(1 +Rσ,ν−1) > x, σ < ν)
+Q(Wσ−1Πσ,ν−1Rν > x, σ < ν)
−Q(Wσ−1(1 +Rσ,ν−1) > x,Wσ−1Πσ,ν−1Rν > x, σ < ν) .
Thus, again applying (4.102),(4.103) and (4.104) we get
lim sup
x→∞
xsQ(Wσ−1(1+Rσ,ν−1) > x, σ < ν) ≤ KEQ[W sσ−11σ<ν ]−KEQ[W sσ−1Πsσ,ν−11σ<ν ] . (4.107)
Finally, applying (4.106) and (4.107) and letting ε→ 0, we get that
lim
x→∞
xsQ(Wσ−1(1 +Rσ,ν−1) > x, σ < ν) = KEQ[W sσ−1(1 −Πsσ,ν−1)1σ<ν ] =: KA,
and KA ∈ (0,∞) by Lemma 4.6.2 and the fact that 1−Πσ,ν−1 ∈ (1− 1A , 1).
Finally, we are ready to analyze the tail of EωTν under the measure Q.
Proof of Theorem 4.1.4:
Let δ > 0, and choose A ≥ A0(δ) as in Lemma 4.6.1. Then using (4.97) we have
Q(EωTν > x) = Q(EωTν > x, σ > ν) +Q(EωTν > x, σ < ν)
≤ Q(EωTν > x, σ > ν) +Q(ν > δx) +Q(2W−1R0,σ−2 > δx, σ < ν)
+Q

2 σ−2∑
j=0
W0,j > δx, σ < ν

+Q

2 ∑
σ≤i<ν
Ri,ν−1 > δx


+Q(2Wσ−1(1 +Rσ,ν−1) > (1 − 4δ)x, σ < ν) .
Thus combining equations (4.96), (4.98), (4.99), and (4.100), and Lemmas 4.6.1 and 4.6.3, we get
that
lim sup
x→∞
xsQ(EωTν > x) ≤ δ + 2sKA(1 − 4δ)−s. (4.108)
The lower bound is easier, since Q(EωTν > x) ≥ Q(2Wσ−1(1 +Rσ,ν−1) > x, σ < ν). Thus
lim inf
x→∞
xsQ(EωTν > x) ≥ 2sKA . (4.109)
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From (4.108) and (4.109) we get that K := lim supA→∞ 2
sKA < ∞. Therefore, letting K :=
lim infA→∞ 2sKA we have from (4.108) and (4.109) that
K ≤ lim inf
x→∞
xsQ(EωTν > x) ≤ lim sup
x→∞
xsQ(EωTν > x) ≤ δ +K(1− 4δ)−s
Then, letting δ → 0 completes the proof of the theorem with K∞ = K = K.
Chapter 5
Quenched Limits: Ballistic Regime
This chapter consists of the article Quenched Limits for Transient, Ballistic, Sub-Gaussian One-
Dimensional Random Walk in Random Environment, by Jonathon Peterson, which was recently
accepted for publication by the Annales de l’Institut Henri Poincare´ - Probabilite´s et Statistiques.
This article contains the full proofs of Theorem 2.3.4, Theorem 2.3.5, Proposition 2.3.8, and the first
part of Theorem 2.3.6 (sketches of these proofs were provided in Chapter 2).
In order to keep this chapter relatively self-contained, the above mentioned article has been left
mostly unchanged. Therefore, much of the introductory material in Section 4.1 has already appeared
in Chapters 1 and 2. Also, many of the results of this chapter build on the previous results of Chapter
4. The notation used in this chapter is consistent with the notation in the previous chapters.
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5.1 Introduction, Notation, and Statement of Main Results
Let Ω = [0, 1]Z and let F be the Borel σ−algebra on Ω. A random environment is an Ω-valued
random variable ω = {ωi}i∈Z with distribution P . We will assume that P is an i.i.d. product
measure on Ω. The quenched law P xω for a random walk Xn in the environment ω is defined by
P xω (X0 = x) = 1 and P
x
ω (Xn+1 = j|Xn = i) =


ωi if j = i+ 1,
1− ωi if j = i− 1.
ZN is the space for the paths of the random walk {Xn}n∈N and G denotes the σ−algebra generated
by the cylinder sets. Note that for each ω ∈ Ω, Pω is a probability measure on (ZN,G), and for each
G ∈ G, P xω (G) : (Ω,F) → [0, 1] is a measurable function of ω. Expectations under the law P xω are
denoted Exω. The annealed law for the random walk in random environment Xn is defined by
Px(F ×G) =
∫
F
P xω (G)P (dω), F ∈ F , G ∈ G.
For ease of notation, we will use Pω and P in place of P
0
ω and P
0 respectively. We will also use Px
to refer to the marginal on the space of paths, i.e. Px(G) = Px(Ω × G) = EP [P xω (G)] for G ∈ G.
Expectations under the law P will be written E.
A simple criterion for recurrence of a one-dimensional RWRE and a formula for the speed of
transience was given by Solomon in [Sol75]. For any integers i ≤ j, let
ρi :=
1− ωi
ωi
and Πi,j :=
j∏
k=i
ρk . (5.1)
Then, Xn is transient to the right (resp., to the left) if EP (log ρ0) < 0 (resp. EP log ρ0 > 0) and
recurrent if EP (log ρ0) = 0. (Henceforth we will write ρ instead of ρ0 in expectations involving only
ρ0.) In the case where EP log ρ < 0 (transience to the right), Solomon established the following law
of large numbers
vP := lim
n→∞
Xn
n
= lim
n→∞
n
Tn
=
1
ET1
, P− a.s. (5.2)
where Tn := min{k ≥ 0 : Xk = n}. For any integers i < j, let
Wi,j :=
j∑
k=i
Πk,j , and Wj :=
∑
k≤j
Πk,j . (5.3)
When EP log ρ < 0, it was shown in [Zei04] that
EjωTj+1 = 1 + 2Wj <∞, P − a.s., (5.4)
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and thus vP = 1/(1+2EPW0). Since P is a product measure, EPW0 =
∑∞
k=1 (EP ρ)
k
. In particular,
vP > 0 if EPρ < 1.
Kesten, Kozlov, and Spitzer [KKS75] determined the annealed limiting distribution of a RWRE
with EP log ρ < 0, i.e., transient to the right. They derived the limiting distributions for the walk by
first establishing a stable limit law of index s for Tn, where s is defined by the equation EP ρ
s = 1.
In particular, they showed that when s ∈ (1, 2), there exists a b > 0 such that
lim
n→∞
P
(
Tn − ETn
n1/s
≤ x
)
= Ls,b(x) (5.5)
and
lim
n→∞
P
(
Xn − nvP
v
1+1/s
P n
1/s
≤ x
)
= 1− Ls,b(−x), (5.6)
where Ls,b is the distribution function for a stable random variable with characteristic function
Lˆs,b(t) = exp
{
−b|t|s
(
1− i t|t| tan(πs/2)
)}
.
While the annealed limiting distributions for transient one-dimensional RWRE have been known for
quite a while, the corresponding quenched limiting distributions have remained largely unstudied
until recently. In Chapter 3 we proved that when s > 2 a quenched CLT holds with a random
(depending on the environment) centering. Goldsheid [Gol07] has provided an independent proof of
this fact. Previously, in [KM84] and [Zei04] it had only been shown that the limiting statements for
the quenched CLT with random centering held in probability (rather than almost surely). In the
case when s < 1, it was shown in Chapter 4 that no quenched limiting distribution exists for the
RWRE. In particular, it was shown that P − a.s. there exist two different random sequences tk and
t′k such that the behavior of the RWRE is either localized (concentrated in a interval of size log
2 t′k)
or spread out (scaling of order tsk).
In this chapter, we analyze the quenched limiting distributions of a transient, one-dimensional
RWRE in the case s ∈ (1, 2). We show that, as in the case when s < 1, there is no quenched limiting
distribution of the random walk. As was done when s < 1, this is shown by first showing that
there is no quenched limiting distribution for the hitting times Tn of the random walk. However, in
contrast to the case s < 1, the existence of a positive speed for the random walk in the case s ∈ (1, 2)
allows for a more direct transfer of limiting distributions from Tn to Xn (see Proposition 5.1.4).
Throughout the Chapter, we will make the following assumptions:
Assumption 13. P is a product measure on Ω such that
EP log ρ < 0 and EP ρ
s = 1 for some s > 0. (5.7)
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Assumption 14. The distribution of log ρ is non-lattice under P and EP (ρ
s log ρ) <∞.
Remarks:
1. Assumption 13 contains the essential assumptions for our results. The technical conditions
contained in Assumption 14 were also invoked in [KKS75] and in Chapter 4.
2. Since EPρ
γ is a convex function of γ, the two statements in (5.7) give that EP ρ
γ < 1 for all
0 < γ < s and EPρ
γ > 1 for all γ > s. In particular this implies that vP > 0 if and only if s > 1.
The main results of this Chapter are for s ∈ (1, 2), but many statements hold for a wider range of
s. If no mention is made of bounds on s, then it is assumed that the statement holds for all s > 0.
3. The cases s ∈ {1, 2} are not covered here or in Chapter 4. It is not clear whether or not a
quenched CLT holds in the case s = 2, but we suspect that the results for s = 1 will be similar to
those of the cases s ∈ (0, 1) and s ∈ (1, 2), i.e., quenched limiting distributions for the random walk
do not exist. However, since s = 1 is the bordering case between the zero-speed and positive-speed
regimes, the analysis is likely to be more technical (as was also the case in [KKS75]).
Let Φ(x) and Ψ(x) be the distribution functions for a Gaussian and exponential random variable
respectively. That is,
Φ(x) :=
∫ x
−∞
1√
2π
e−t
2/2dt and Ψ(x) :=


0 x < 0,
1− e−x x ≥ 0.
Our main results are the following:
Theorem 5.1.1. Let Assumptions 13 and 14 hold and let s ∈ (1, 2). Then, P − a.s., there exists
a random subsequence nkm = nkm(ω) of nk = 2
2k and non-deterministic random variables vkm,ω,
such that
lim
m→∞Pω
(
Tnkm − EωTnkm√
vkm,ω
≤ x
)
= Φ(x), ∀x ∈ R,
and
lim
m→∞
Pω
(
Xtm − nkm
vP
√
vkm,ω
≤ x
)
= Φ(x), ∀x ∈ R,
where tm = tm(ω) :=
⌊
EωTnkm
⌋
.
Theorem 5.1.2. Let Assumptions 13 and 14 hold and let s ∈ (1, 2). Then, P − a.s., there exists
a random subsequence nkm = nkm(ω) of nk = 2
2k and non-deterministic random variables vkm,ω,
such that
lim
m→∞
Pω
(
Tnkm − EωTnkm√
vkm,ω
≤ x
)
= Ψ(x+ 1), ∀x ∈ R,
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and
lim
m→∞
Pω
(
Xtm − nkm
vP
√
vkm,ω
≤ x
)
= 1−Ψ(−x+ 1), ∀x ∈ R,
where tm = tm(ω) :=
⌊
EωTnkm
⌋
.
Remarks:
1. Note that Theorems 5.1.1 and 5.1.2 preclude the possiblity of quenched analogues of the annealed
statements (5.5) and (5.6).
2. The choice of Gaussian and exponential distributions in Theorems 5.1.1 and 5.1.2 represent the
two extremes of the quenched limiting distributions that can be found along random subsequences.
In fact, it will be shown in Corollary 5.4.5 that Tn is approximately the sum of a finite number
of exponential random variables with random (depending on the environment) parameters. The
exponential limits in Theorem 5.1.2 are obtained when one of the exponential random variables has
a much larger parameter than all the others. The Gaussian limits in Theorem 5.1.1 are obtained
when the exponential random variables with the largest parameters all have roughly the same size.
We expect, in fact, that any distribution which is the sum of (or limit of sums of) exponential random
variables can be obtained as a quenched limiting distribution of Tn along a random subsequence.
3. The sequence nk = 2
2k in Theorems 5.1.1 and 5.1.2 is chosen only for convenience. In fact, for
any sequence nk growing sufficiently fast, P − a.s., there will be a random subsequence nkm(ω) such
that the conclusions of Theorems 5.1.1 and 5.1.2 hold.
4. The definition of vkm,ω is given below in (5.11). By an argument similar to the proof of Theorem
5.1.3, it can be shown that limn→∞ P
(
n
−2/s
k vk,ω ≤ x
)
= L s
2 ,b
(x) for some b > 0. Also, from (5.2),
we have that tm ∼ ET1nkm . Thus, the scaling in Theorems 5.1.1 and 5.1.2 is of the same order as
the annealed scaling, but it cannot be replaced by a deterministic scaling.
Define the “ladder locations” νi of the environment by
ν0 = 0, and νi =


inf{n > νi−1 : Πνi−1,n−1 < 1}, i ≥ 1,
sup{j < νi+1 : Πk,j−1 < 1, ∀k < j}, i ≤ −1 .
(5.8)
Throughout the remainder of the chapter we will let ν = ν1. We will sometimes refer to sections
of the environment between νi−1 and νi − 1 as “blocks” of the environment. Note that the block
between ν−1 and ν0−1 is different from all the other blocks between consecutive ladder locations (in
particular, Πν−1,ν0−1 ≥ 1 is possible), and that all the other blocks have the same distribution as the
block from 0 to ν−1. As in Chapter 4, we define the measure Q on environments by Q(·) = P (· |R),
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where
R := {ω ∈ Ω : Π−k,−1 < 1, ∀k ≥ 1} =
{
ω ∈ Ω :
−1∑
i=−k
log ρi < 0, ∀k ≥ 1
}
.
Note that P (R) > 0 since EP log ρ < 0. Q is defined so that the blocks of the environment between
ladder locations are i.i.d. under Q, all with the same distribution as the block from 0 to ν− 1 under
P . In particular, P and Q agree on σ(ωi : i ≥ 0).
For any random variable Z, define the quenched variance V arωZ := Eω(Z−EωZ)2. In Theorem
4.1.1, it was proved that when s ∈ (0, 1), n−1/sEωTνn converges in distribution (under Q) to a stable
distribution of index s. Correspondingly, when s < 2 we will prove the following theorem:
Theorem 5.1.3. Let Assumptions 13 and 14 hold and let s < 2. Then, there exists a b > 0 such
that
lim
n→∞Q
(
V arωTνn
n2/s
≤ x
)
= lim
n→∞Q
(
1
n2/s
n∑
i=1
(Eνi−1ω Tνi)
2 ≤ x
)
= L s
2 ,b
(x) . (5.9)
Remarks:
1. The constant b in the above theorem may not be the same as in (5.5) and (5.6).
2. Theorem 5.1.3 can be used to show that limn→∞ P
(
V arωTn
n2/s
≤ x) = L s
2
,b′(x) for some b
′ > 0, but
we will not prove this since we do not use it for the other results in this chapter.
A major difficulty in analyzing Tνn is that the crossing time from νi−1 to νi depends on the entire
environment to the left of νi. Thus, V arω(Tνi − Tνi−1) and V arω(Tνj − Tνj−1) are not independent
even if |i − j| is large. In order to make the crossing times of blocks that are far apart essentially
independent, we introduce some reflections to the RWRE. For n = 1, 2, . . ., define
bn := ⌊log2(n)⌋. (5.10)
Let X¯
(n)
t be the random walk that is the same as Xt with the added condition that, after reaching
νk, the environment is modified by setting ωνk−bn = 1 (i.e., never allow the walk to backtrack more
than log2(n) blocks). We couple X¯
(n)
t with the random walk Xt in such a way that X¯
(n)
t ≥ Xt with
equality holding until the first time t when the walk X¯
(n)
t reaches a modified environment location.
Denote by T¯
(n)
x the corresponding hitting times for the walk X¯
(n)
t . It was shown in Lemma 4.4.5 that
limn→∞ Pω(Tνn 6= T¯ (n)νn ) = 0, P − a.s., so that, in fact, with high probability the added reflections
do not affect the walk at all before Tνn . For ease of notation, let
µi,n,ω := E
νi−1
ω T¯
(n)
νi , and σ
2
i,n,ω := V arω
(
T¯ (n)νi − T¯ (n)νi−1
)
.
The structure of the chapter is as follows. In Section 5.2, we prove the following general propo-
sition that allows us to easily transfer quenched limit laws from subsequences of Tn to Xn.
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Proposition 5.1.4. Let Assumptions 13 and 14 hold and let s ∈ (1, 2). Also, let nk be a sequence
of integers growing fast enough so that limk→∞ nkn1+δk−1
=∞ for some δ > 0, and let
dk := nk − nk−1 and vk,ω :=
nk∑
i=nk−1+1
σ2i,dk,ω = V arω
(
T¯ (dk)νnk
− T¯ (dk)νnk−1
)
. (5.11)
Assume that F is a continuous distribution function for which, P − a.s., there exists a subsequence
nkm = nkm(ω) such that, for αm := nkm−1,
lim
m→∞
P
ναm
ω
(
T¯
(dkm)
xm − Eναmω T¯ (dkm )xm√
vkm,ω
≤ y
)
= F (y), ∀y ∈ R,
for any sequence xm ∼ nkm . Then, P − a.s., for all y ∈ R,
lim
m→∞
Pω
(
Txm − EωTxm√
vkm,ω
≤ y
)
= F (y), (5.12)
for any xm ∼ nkm , and
lim
m→∞
Pω
(
Xtm − nkm
vP
√
vkm,ω
≤ y
)
= 1− F (−y), (5.13)
where tm :=
⌊
EωTnkm
⌋
.
Then in Sections 5.3 and 5.4, we use Theorem 5.1.3 to find subsequences nkm(ω) that allow us
to apply Proposition 5.1.4. To find a subsequence that gives Gaussian behavior of Tnkm , we find
a subsequence where none of the crossing times of the first nkm blocks is too much larger than all
the others and then use the Linberg-Feller condition for triangular arrays. In contrast, to find a
subsequence that gives exponential behavior of Tnkm , we first prove that the crossing times of “large”
blocks is approximately exponential in distribution. Then, we find a subsequence where the crossing
time of one of the first nkm blocks dominates the total crossing time of the first nkm blocks. Finally,
Section 5.5 contains the proof of Theorem 5.1.3, which is similar to the proof of Theorem 4.1.1.
Before continuing with the proofs of the main theorems, we recall some notation and results from
Chapters 2 and 4 that will be used throughout the Chapter. First, recall that from Lemma 4.2.1
there exist constants C1, C2 > 0 such that
P (ν > x) ≤ C1e−C2x, ∀x ≥ 0. (5.14)
Then, since νn =
∑n
i=1 νi − νi−1 and the νi − νi−1 are i.i.d., the law of large numbers implies that
lim
n→∞
νn
n
= EP ν =: ν¯ <∞, P − a.s. (5.15)
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In Chapter 4 the following formulas for the quenched expectation and variance of Tν were given:
EωTν = ν + 2
ν−1∑
j=0
Wj , and V arωTν = 4
ν−1∑
j=0
(Wj +W
2
j ) + 8
ν−1∑
j=0
∑
i<j
Πi+1,j(Wi +W
2
i ). (5.16)
Note that since the added reflections only decrease the crossing times, obviously Tν ≥ T¯ (n)ν and
EωTν ≥ EωT¯ (n)ν for any n. Also, since (5.16) holds for any environment ω, the formula for V arωT¯ (n)ν
is the same as in (5.16), but with ρν−bn replaced by 0. In particular, this shows that V arωTν ≥
V arωT¯
(n)
ν for any n. As in Chapter 4, for any integer i, let
Mi := max{Πνi−1,j : j ∈ [νi−1, νi)} . (5.17)
Then, [Igl72, Theorem 1] implies that there exists a constant C3 <∞ such that
Q(Mi > x) = P (M1 > x) ∼ C3x−s. (5.18)
Note that M1 ≤ max0≤j<ν Wj . Therefore, from the formulas for EωTν and V arωTν in (5.16), it is
easy to see that EωTν ≥ M1 and V arωTν ≥ M21 . (The same is also true for T¯ (n)ν .) Finally, recall
the following results from Chapter 4:
Theorem 5.1.5 (Lemma 4.3.3 & Theorem 4.5.1). There exists a constant K∞ ∈ (0,∞) such
that
Q (V arωTν > x) ∼ Q
(
(EωTν)
2 > x
) ∼ K∞x−s/2, as x→∞.
Moreover, for any ε > 0 and x > 0,
Q
(
V arωT¯
(n)
ν > xn
2/s, M1 > n
(1−ε)/s
)
∼ Q
((
EωT¯
(n)
ν
)2
> xn2/s, M1 > n
(1−ε)/s
)
∼ K∞x−s/2 1
n
,
as n→∞.
5.2 Converting Time Limits to Space Limits
In this section, we develop a general method for transferring a quenched limit law for a subsequence
of Tn to a quenched limit law for a subsequence of Xn. We begin with some lemmas analyzing the
a.s. asymptotic behavior of the quenched variance and mean of the hitting times.
Lemma 5.2.1. Assume s ≤ 2. Then, for any δ > 0,
Q
(
V arωT¯
(n)
νn /∈
(
n2/s−δ, n2/s+δ
))
≤ 1
P (R)P
(
V arωT¯
(n)
νn /∈
(
n2/s−δ, n2/s+δ
))
= o
(
n−δs/4
)
.
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Proof. The first inequality in the lemma is trivial since for any A ∈ F , it follows from the definition
of Q that Q(A) = P (A∩R)P (R) ≤ P (A)P (R) . Next, note that when s ≤ 2, Lemma 4.5.11 implies
P
(
V arωT¯
(n)
νn ≥ n2/s+δ
)
≤ P
(
V arωTνn ≥ n2/s+δ
)
= o(n−δs/4) . (5.19)
Also, since V arω(T¯
(n)
νi − T¯ (n)νi−1) ≥M2i ,
P
(
V arωT¯
(n)
νn ≤ n2/s−δ
)
≤ P
(
M21 ≤ n2/s−δ
)n
=
(
1− P
(
M1 > n
1/s−δ/2
))n
= o
(
e−n
δs/4
)
,
where the last equality is from (5.18).
Corollary 5.2.2. Assume s ≤ 2. Then, for any δ > 0,
P
(
vk,ω /∈
(
d
2/s−δ
k , d
2/s+δ
k
))
= o
(
d
−δs/4
k
)
.
Consequently, if s < 2, then
√
vk,ω = o(dk), P − a.s.
Proof. Recall from (5.11) that by definition vk,ω = V arω
(
T¯
(dk)
νnk
− T¯ (dk)νnk−1
)
. Also, note that the
conditions on nk ensure that nk grows faster than exponentially and that dk ∼ nk. Thus, for all k
large enough vk,ω only depends on the environment to the right of zero. Therefore for all k large
enough
P
(
vk,ω /∈
(
d
2/s−δ
k , d
2/s+δ
k
))
= Q
(
V arω
(
T¯ (dk)νnk
− T¯ (dk)νnk−1
)
/∈
(
d
2/s−δ
k , d
2/s+δ
k
))
= Q
(
V arωT¯
(dk)
νdk
/∈
(
d
2/s−δ
k , d
2/s+δ
k
))
= o
(
d
−δs/4
k
)
,
where the last equality is from Lemma 5.2.1. Now, for the second claim in the corollary, first note
that 2 > 2s +
s−1
s since s > 1. Therefore, for any ε > 0 and for all k large enough we have
P
(
vk,ω > εd
2
k
) ≤ P (vk,ω > d2/s+(s−1)/sk ) = o(d−(s−1)/4k ) .
This last term is summable since dk grows faster than exponentially. Thus the Borel-Cantelli Lemma
gives that vk,ω = o(d
2
k), P − a.s.
Corollary 5.2.3. Assume s ≤ 2. Then
lim
k→∞
V arωTνnk−1
vk,ω
= 0, P − a.s.
Proof. By the Borel-Cantelli Lemma it is enough to prove that for any ε > 0
∞∑
k=1
P
(
V arωTνnk−1 ≥ εvk,ω
)
<∞
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However, for any δ > 0 we have
P
(
V arωTνnk−1 ≥ εvk,ω
)
≤ P
(
V arωTνnk−1 ≥ εd
2/s−δ
k
)
+ P
(
vk,ω ≤ d2/s−δk
)
. (5.20)
By Corollary 5.2.2 the last term in (5.20) is summable for any δ > 0. To show that the second to
last term in (5.20) is also summable first note that the conditions on the sequence nk give that there
exists a δ > 0 such that εd
2/s−δ
k ≥ n2/s+δk−1 for all k large enough. Thus, for some δ > 0 and all k
large enough we have
P
(
V arωTνnk−1 > εd
2/s+δ
k
)
≤ P
(
V arωTνnk−1 > n
2/s−δ
k−1
)
= o(n
−δs/4
k−1 ),
where the last equality is from (5.19).
Lemma 5.2.4. Assume s ∈ (1, 2). Then ET1 <∞, and P − a.s.
lim
k→∞
EωTnk+⌈x√vk,ω⌉ − EωTnk√
vk,ω
= xET1, ∀x ∈ R. (5.21)
Proof. Now, since
EωTnk+⌈x
√
vk,ω⌉
−EωTnk√
vk,ω
is monotone in x it is enough to prove that for arbitrary
x ∈ Q the limiting statement in (5.21) holds. Obviously this is true when x = 0 since both sides are
zero. For the remainder of the proof we’ll assume x > 0. The proof for x < 0 is essentially the same
(recall that by Corollary 5.2.2 vk,ω = o(dk) = o(nk) when s < 2). Note that for x ≥ 0 then we can
re-write EωTnk+⌈x√vk,ω⌉−EωTnk = Enkω Tnk+⌈x√vk,ω⌉. By the Borel-Cantelli Lemma it is enough to
show that for any ε > 0,
∞∑
k=1
P
(∣∣∣Enkω Tnk+⌈x√vk,ω⌉ − ⌈x√vk,ω⌉ET1∣∣∣ ≥ ε√vk,ω) <∞ . (5.22)
However, for any δ > 0 we have
P
(∣∣∣Enkω Tnk+⌈x√vk,ω⌉ − ⌈x√vk,ω⌉ET1∣∣∣ ≥ ε√vk,ω)
≤ P
(
∃m ∈
[
⌈xd1/s−δk ⌉, ⌈xd1/s+δk ⌉
]
: |Enkω Tnk+m −mET1| ≥
εm
x
)
+ P
(
vk,ω /∈
[
d
2/s−2δ
k , d
2/s+2δ
k
])
≤ P
(
max
m≤⌈xd1/s+δk ⌉
|EωTm −mET1| ≥ εd1/s−δk
)
+ o(d
−δs/2
k ), (5.23)
where the last inequality is due to Corollary 5.2.2 and the fact that {Enkω Tnk+m}m∈Z has the same
distribution as {EωTm}m∈Z since P is a product measure. Thus, we only need to show that the first
term in (5.23) is summable in k for some δ > 0. For this, we need the following lemma whose proof
we defer.
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Lemma 5.2.5. Assume s ∈ (1, 2]. Then for any 0 < δ′ < s−12s we have that
P
(
max
m≤n
|EωTm −mET1| ≥ n1−δ
′
)
= o
(
n−(s−1)/2
)
Assuming Lemma 5.2.5, fix 0 < δ′ < s−12s and then choose 0 < δ <
δ′
s(2−δ′) . We choose δ
and δ′ this way to ensure that (1/s + δ)(1 − δ′) < 1/s − δ. Therefore, for all k large enough,
εd
1/s−δ
k >
⌈
xd
1/s+δ
k
⌉1−δ′
. Thus for all k large enough we have
P
(
max
m≤⌈xd1/s+δk ⌉
|EωTm −mET1| ≥ εd1/s−δk
)
≤ P
(
max
m≤⌈xd1/s+δk ⌉
|EωTm −mET1| ≥
⌈
xd
1/s+δ
k
⌉1−δ′)
= o
(
d
−(1/s+δ)(s−1)/2
k
)
, as k →∞.
Since s > 1 this last term is summable in k.
Proof of Lemma 5.2.5: Before proceeding with the proof we need to introduce some notation for a
slightly different type of reflection. Define X˜t
(n)
to be the RWRE modified so that it cannot backtrack
a distance of bn (the definition of X¯t
(n)
is similar except the walk was not allowed to backtrack bn
blocks instead). That is, after the walk first reaches location i, we modify the environment by setting
ωi−bn = 1. Let T˜x
(n)
be the corresponding hitting times of the walk X˜t
(n)
. Then
P
(
max
m≤n
|EωTm −mET1| ≥ n1−δ
′
)
≤ P
(
EωTn − EωT˜ (n)n ≥
n1−δ
′
3
)
+ P
(
ET1 − ET˜ (n)1 ≥
n−δ
′
3
)
+ P
(
max
m≤n
∣∣∣EωT˜ (n)m −mET˜ (n)1 ∣∣∣ ≥ n1−δ
′
3
)
≤ 3n−1+δ′(ETn − ET˜ (n)n ) + 1ET1−ET˜ (n)1 ≥n−δ′/3
+ P
(
max
m≤n
∣∣∣EωT˜ (n)m −mET˜ (n)1 ∣∣∣ ≥ n1−δ
′
3
)
(5.24)
Now, from (5.4) we get that EωT1−EωT˜ (n)1 = (1+2W0)− (1+ 2W−bn+1,0) = 2Π−bn+1,0W−bn , and
thus since P is a product measure
ETn − ET˜ (n)n = nEP
(
EωT1 − EωT˜ (n)1
)
=
2n
1− EPρ (EP ρ)
bn+1. (5.25)
Since EP ρ < 1 and bn ∼ log2 n the above decreases faster than any power of n. Thus by (5.24)
we need only to show that P
(
maxm≤n
∣∣∣EωT˜ (n)m −mET˜ (n)1 ∣∣∣ ≥ n1−δ′3 ) = o(n−(s−1)/2). For ease
of notation we define κ
(n)
i := E
i−1
ω T˜
(n)
i − ET˜ (n)1 . Thus, since EωT˜ (n)m − mET˜ (n)1 =
∑m
i=1 κ
(n)
i =
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∑bn
i=1
∑⌊m−ibn ⌋
j=0 κ
(n)
jbn+i
, we have
P
(
max
m≤n
∣∣∣EωT˜ (n)m −mET˜ (n)1 ∣∣∣ ≥ n1−δ
′
3
)
≤ P

max
m≤n
bn∑
i=1
∣∣∣∣∣∣∣
⌊m−ibn ⌋∑
j=0
κ
(n)
jbn+i
∣∣∣∣∣∣∣ ≥
n1−δ
′
3


≤
bn∑
i=1
P

max
m≤n
∣∣∣∣∣∣∣
⌊m−ibn ⌋∑
j=0
κ
(n)
jbn+i
∣∣∣∣∣∣∣ ≥
n1−δ
′
3bn


=
bn∑
i=1
P

 max
l≤⌊n−ibn ⌋
∣∣∣∣∣∣
l∑
j=0
κ
(n)
jbn+i
∣∣∣∣∣∣ ≥
n1−δ
′
3bn

 . (5.26)
Due to the reflections of the random walk, κ
(n)
i depends only on the environment between i− bn and
i− 1. Thus, for each i {κ(n)jbn+i}∞j=0 is a sequence of i.i.d. random variables with zero mean, and so
{∑lj=0 κ(n)jbn+i}l≥0 is a martingale. Now, let γ ∈ (1, s). Then, by the Doob-Kolmogorov inequality,
for any integer N we have
P

max
l≤N
∣∣∣∣∣∣
l∑
j=0
κ
(n)
jbn+i
∣∣∣∣∣∣ ≥
n1−δ
′
3bn

 ≤ 3γbγnn−γ+γδ′EP
∣∣∣∣∣∣
N∑
j=0
κ
(n)
jbn+i
∣∣∣∣∣∣
γ
.
Since {κ(n)jbn+i}∞j=0 is a sequence of independent, zero-mean random variables, the Marcinkiewicz-
Zygmund inequality [CT78, Theorem 2] implies that there exists a constant Bγ < ∞ depending
only on γ > 1 such that
EP
∣∣∣∣∣∣
N∑
j=0
κ
(n)
jbn+i
∣∣∣∣∣∣
γ
≤ BγEP
∣∣∣∣∣∣
N∑
j=0
(
κ
(n)
jbn+i
)2∣∣∣∣∣∣
γ/2
≤ BγEP

 N∑
j=0
∣∣∣κ(n)jbn+i
∣∣∣γ

 = Bγ(N + 1)EP |κ(n)1 |γ ,
where the second inequality is because γ < s ≤ 2 implies γ/2 < 1. Now, recall from [KKS75] that
P (EωT1 > x) ∼ Kx−s for some K > 0. Therefore, since γ < s we have that EP |EωT1|γ <∞. Thus,
it’s easy to see that EP |κ(n)1 |γ = EP
∣∣∣EωT˜ (n)1 − ET˜ (n)1 ∣∣∣γ is uniformly bounded in n. So, there exists
a constant B′γ depending on γ ∈ (1, s) such that
P

max
l≤N
∣∣∣∣∣∣
l∑
j=0
κ
(n)
jbn+i
∣∣∣∣∣∣ ≥
n1−δ
′
3bn

 ≤ B′γbγnn−γ+γδ′(N + 1),
and thus by (5.26)
P
(
max
m≤n
∣∣∣EωT˜ (n)m −mET˜ (n)1 ∣∣∣ ≥ n1−δ
′
3
)
≤ B′γbγ+1n n−γ+γδ
′
(
n
bn
+ 1
)
= O
(
bγnn
1−γ+γδ′
)
.
Since by assumption we have δ′ < s−12s , we may choose γ < s arbitrarily close to s so that
bγnn
−γ+1+γδ′ = o
(
n−(s−1)/2
)
.
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Proof of Proposition 5.1.4:
Recall the definition of αm := nkm−1. To prove (5.12) it is enough to prove that ∀ε > 0
lim
m→∞
Pω
(∣∣∣∣Tναm − EωTναm√vkm,ω
∣∣∣∣ ≥ ε
)
= 0, P − a.s. (5.27)
and
lim
m→∞P
ναm
ω
(
Txm 6= T¯ (dkm)xm
)
= 0, and lim
m→∞E
ναm
ω
(
Txm − T¯ (dkm)xm
)
= 0, P − a.s. (5.28)
To prove (5.27), note that by Chebychev’s inequality
Pω
(∣∣∣∣Tναm − EωTναm√vkm,ω
∣∣∣∣ ≥ ε
)
≤ V arωTναm
ε2vkm,ω
,
which by Corollary 5.2.3 tends to zero P − a.s. as m → ∞. Secondly, to prove (5.28), note that
since
P
ναm
ω
(
Txm 6= T¯ (dkm)xm
)
= P
ναm
ω
(
Txm − T¯ (dkm)xm ≥ 1
)
≤ Eναmω
(
Txm − T¯ (dkm)xm
)
,
it is enough to prove only the second claim (5.28). However, since xm ≤ 2nkm for allm large enough,
it is enough to prove
lim
k→∞
Eω
(
T2nk − T¯ (dk)2nk
)
= 0, P − a.s. (5.29)
To prove (5.29), note that for any ε > 0 that
P
(
Eω
(
T2nk − T¯ (dk)2nk
)
≥ ε
)
≤
E
(
T2nk − T¯ (dk)2nk
)
ε
≤
E
(
T2nk − T˜ (dk)2nk
)
ε
=
2nkE
(
T1 − T˜ (dk)1
)
ε
.
(5.30)
However, from (5.25) we have that E
(
T1 − T˜ (dk)1
)
= 21−EP ρ (EPρ)
bdk which decreases faster than
any power of nk (since EPρ < 1 and dk ∼ nk), and thus the last term in (5.30) is summable.
Therefore, applying the Borel-Cantelli Lemma gives (5.29) which completes the proof of (5.12).
Note, moreover, that the convergence in (5.12) must be uniform in y since F is continuous.
To prove (5.13), let X∗t := max {Xn : n ≤ t} and let
xm(y) :=
⌈
nkm + y vP
√
vkm,ω
⌉
, y ∈ R.
Using this notation,
Pω
(
X∗tm − nkm
vP
√
vkm,ω
< y
)
= Pω
(
X∗tm < xm(y)
)
= Pω
(
Txm(y) > tm
)
= Pω
(
Txm(y) − EωTxm(y)√
vkm,ω
>
tm − EωTxm(y)√
vkm,ω
)
. (5.31)
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Now, recalling the definition of tm :=
⌊
EωXnkm
⌋
, by Lemma 5.2.4 we have
lim
m→∞
tm − EωTxm(y)√
vkm,ω
= lim
m→∞
⌊
EωTnkm
⌋− EωTnkm+yvP√vkm,ω√
vkm,ω
= −y, ∀y ∈ R P − a.s.,
where we used the fact that vPET1 = 1 due to (5.2). Also, by Corollary 5.2.2 we have P − a.s.
that
√
vk,ω = o(dk) = o(nk) since s < 2, and therefore xm(y) ∼ nkm . Thus since the convergence in
(5.12) is uniform in y, (5.31) gives that
lim
m→∞Pω
(
X∗tm − nkm
vP
√
vkm,ω
< y
)
= 1− F (−y), ∀y ∈ R P − a.s. (5.32)
Now, (5.2) gives that tm ∼ (ET1)nkm , P − a.s. Therefore, an easy argument involving Lemma 4.4.6
and (5.14) gives that X∗tm −Xtm = o(log2 tm) = o(log2 nkm), P− a.s. Also, Corollary 5.2.2 and the
Borel-Cantelli Lemma give P−a.s. that vk,ω ≥ d2/s−δk ∼ n2/s−δk for any δ > 0 and all k large enough.
Therefore, P− a.s. we have that limm→∞ X
∗
tm
−Xtm√
vkm,ω
= 0. Combining this with (5.32) completes the
proof of (5.13).
Remark: For the last conclusion of Proposition 5.1.4 to hold it is crucial that s > 1. The dual
nature of X∗t and Tn always allows the transfer of probabilities from time to space. However, if s ≤ 1
then ET1 =∞ and the averaging behavior of Lemma 5.2.4 does not occur.
5.3 Quenched CLT Along a Subsequence
For the remainder of the Chapter we will fix the sequence nk := 2
2k and let dk and vk,ω be defined
accordingly as in (5.11). Note that this choice of nk satisfies the conditions in Proposition 5.1.4 for
any δ < 1 since nk = n
2
k−1. Our first goal in this section is to prove the following theorem, which
when applied to Proposition 5.1.4 proves Theorem 5.1.1.
Theorem 5.3.1. Assume s < 2. Then for any η ∈ (0, 1), P − a.s. there exists a subsequence
nkm = nkm(ω, η) of nk = 2
2k such that for αm, βm and γm defined by
αm := nkm−1, βm := nkm−1 + ⌊ηdkm⌋ , and γm := nkm (5.33)
and any sequence xm ∈ (νβm , νγm ] we have
lim
m→∞
P
ναm
ω
(
T¯
(dkm)
xm − EωT¯ (dkm)xm√
vkm,ω
≤ x
)
= Φ(x).
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The proof of Theorem 5.3.1 is similar to the proof of Theorem 4.5.10. The key is to find a random
subsequence where none of the variances σ2i,dkm ,ω with i ∈ (nkm−1, nkm ] is larger than a fraction
of vkm,ω. To this end, let #(I) denote the cardinality of the set I, and for any η ∈ (0, 1) and any
positive integer a < n/2 define the events
Sη,n,a :=
⋃
I⊂[1,ηn]
#(I)=2a

⋂
i∈I
{
µ2i,n,ω ∈ [n2/s, 2n2/s)
} ⋂
j∈[1,ηn]\I
{
µ2j,n,ω < n
2/s
} .
and
Uη,n :=


∑
i∈(ηn,n]
σ2i,n,ω < 2n
2/s

 .
On the event Sη,n,a, 2a of the first ηn crossings times from νi−1 to νi have roughly the same size
variance and the rest are all smaller. Define
ak := ⌊log log k⌋ ∨ 1. (5.34)
Then, we have the following Lemma:
Lemma 5.3.2. Assume s < 2. Then for any η ∈ (0, 1), we have Q (Sη,dk,ak ∩ Uη,dk) ≥ 1k for all k
large enough.
Proof. First we reduce the problem to getting a lower bound on Q(Sη,dk,ak). Define
U˜η,n :=


∑
i∈(ηn+bn,n]
σ2i,n,ω < n
2/s

 .
Note that Sη,n,a and U˜η,n are independent events since U˜η,n only depends on the environment to
the right of the ν⌈ηn⌉. Thus,
Q (Sη,n,a ∩ Uη,n) ≥ Q
(
Sη,n,a ∩ U˜η,n
)
−Q

 ∑
i∈(ηn,ηn+bn]
σ2i,n,ω > n
2/s


≥ Q (Sη,n,a)Q
(
U˜η,n
)
− bnQ
(
V arωT¯
(n)
ν >
n2/s
bn
)
.
Now, Theorem 5.1.3 gives that Q
(
U˜η,n
)
≥ Q (V arωTνn < n2/s) = L s2 ,b(1) + o(1), and Theorem
5.1.5 gives that bnQ
(
V arωT¯
(n)
ν >
n2/s
bn
)
∼ K∞b1+sn n−1. Thus,
Q (Sη,dk,ak ∩ Uη,dk) ≥ Q(Sη,dk,ak)(L s2 ,b(1) + o(1))−O(b1+sdk d−1k ), as k →∞,
CHAPTER 5. QUENCHED LIMITS: BALLISTIC REGIME 96
and so to prove the lemma it is enough to show that limk→∞ k Q(Sη,dk,ak) =∞. A lower bound for
Q(Sη,n,a) was derived in the argument preceeding Lemma 4.5.7 in Chapter 4. A similar argument
gives that for any ε < 13 there exists a constant Cε > 0 such that
Q (Sη,n,a) ≥ (ηCε)
2a
(2a)!
(
1− (2a− 1)(1 + 4bn)
ηn
)2a(
Q
(
n∑
i=1
(Eνi−1ω Tνi)
2
< n2/s
)
− a o(n−1+2ε)
)
− (ηn)
2a
(2a)!
a o
(
e−n
ε/(6s)
)
, (5.35)
where asymptotics of the form o(· ) in (5.35) are uniform in η and a as n→∞. The proof of (5.35)
is exactly the same as in Chapter 4 with the exception that Q
(⋂
j∈[1,n]
{
µ2j,n,ω < n
2/s
})
in (4.70)
is bounded below by Q
(∑n
i=1
(
E
νi−1
ω Tνi
)2
< n2/s
)
instead of Q
(
EωTνn < n
1/s
)
. Then, replacing n
and a in (5.35) by dk and ak respectively, we have for ε <
1
3 that
Q (Sη,dk,ak)
≥ (ηCε)
2ak
(2ak)!
(
1− (2ak − 1)(1 + 4bdk)
ηdk
)2ak (
Q
(
dk∑
i=1
(Eνi−1ω Tνi)
2
< d
2/s
k
)
− ako(d−1+2εk )
)
− (ηdk)
2ak
(2ak)!
ako
(
e−d
ε/(6s)
k
)
=
(ηCε)
2ak
(2ak)!
(1 + o(1))
(
L s
2 ,b
(1)− o(1))− o(1
k
)
. (5.36)
The last equality is a result of Theorem 5.1.3 and the definitions of ak and dk in (5.34) and (5.11).
Also, since ak ∼ log log k we have that limk→∞ k C2ak(2ak)! = ∞ for any constant C > 0. Therefore,
(5.36) implies that limk→∞ k Q (Sη,dk,ak) =∞.
Corollary 5.3.3. Assume s < 2. Then for any η ∈ (0, 1), P -a.s. there exists a random subsequence
nkm = nkm(ω, η) of nk = 2
2k such that for the sequences αm, βm, and γm defined as in (5.33) we
have that for all m
max
i∈(αm,βm]
µ2i,dkm ,ω ≤ 2d
2/s
km
≤ 1
akm
βm∑
i=αm+1
µ2i,dkm ,ω, and
γm∑
i=βm+1
σ2i,dkm ,ω < 2d
2/s
km
. (5.37)
Proof. Define the sequence of events
S′k :=
⋃
I⊂(nk−1,nk−1+ηdk]
#(I)=2ak

⋂
i∈I
{
µ2i,dk,ω ∈ [d
2/s
k , 2d
2/s
k )
} ⋂
j∈(nk−1,nk−1+ηdk]\I
{
µ2j,dk,ω < d
2/s
k
} ,
and
U ′k :=


∑
i∈(nk−1+ηdk,nk]
σ2i,dkm ,ω < 2d
2/s
km


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Note that due to the reflections of the random walk, the event S′k ∩U ′k depends on the environment
between ladder locations nk−1 − bdk and nk. Thus, since nk−1 − bdk > nk−2 for all k ≥ 4, we have
that {S′2k ∩U ′2k}∞k=2 is an independent sequence of events. Similarly, for k large enough S′k ∩U ′k does
not depend on the environment to left of the origin. Thus
P (S′k ∩ U ′k) = Q(S′k ∩ U ′k) = Q (Sη,dk,ak ∩ Uη,dk)
for all k large enough. Lemma 5.3.2 then gives that
∑∞
k=1 P (S′2k ∩U ′2k) =∞, and the Borel-Cantelli
Lemma then implies that infinitely many of the events S′2k ∩U ′2k occur P − a.s. Therefore, P − a.s.
there exists a subsequence km = km(ω, η) such that S′km ∩U ′km occurs for each m. Finally, note that
the event S′km ∩ U ′km implies (5.37).
Proof of Theorem 5.3.1:
First, recall that Corollary 4.5.6 gives that there exists an η′ > 0 such that
Q
(∣∣∣∣∣
n∑
i=1
(
σ2i,m,ω − µ2i,m,ω
)∣∣∣∣∣ ≥ δn2/s
)
= o(n−η
′
) ∀δ > 0, ∀m ∈ N. (5.38)
This can be applied along with the Borel-Cantelli Lemma to prove that
nk−1+⌊ηdk⌋∑
i=nk−1+1
(
σ2i,dk,ω − µ2i,dk,ω
)
= o
(
d
2/s
k
)
, P − a.s. (5.39)
Thus, P−a.s. we may assume that (5.39) holds and that there exists a subsequence nkm = nkm(ω, η)
such that condition (5.37) in Corollary 5.3.3 holds. Then, it is enough to prove that
lim
m→∞
P
ναm
ω
(
T¯
(dkm)
νβm − E
ναm
ω T¯
(dkm)
νβm√
vkm,ω
≤ y
)
= Φ(y), (5.40)
and
lim
m→∞
P
νβm
ω
(∣∣∣∣∣ T¯
(dkm)
xm − Eνβmω T¯ (dkm )xm√
vkm,ω
∣∣∣∣∣ ≥ ε
)
= 0, ∀ε > 0. (5.41)
To prove (5.41), note that by Chebychev’s inequality
P
νβm
ω
(∣∣∣∣∣ T¯
(dkm)
xm − Eνβmω T¯ (dkm )xm√
vkm,ω
∣∣∣∣∣ ≥ ε
)
≤
V arω
(
T¯
(dkm)
xm − T¯ (dkm)βm
)
ε2vkm,ω
≤
∑γm
i=βm+1
σ2i,dkm ,ω
ε2vkm,ω
However, by (5.39) and our choice of the subsequence nkm we have that
∑γm
i=βm+1
σ2i,dkm ,ω < 2d
2/s
km
,
and vkm,ω ≥
∑βm
i=αm+1
σ2i,dkm ,ω =
∑βm
i=αm+1
µ2i,dkm ,ω + o
(
d
2/s
km
)
≥ akmd2/skm + o
(
d
2/s
km
)
. Thus
lim
m→∞
∑γm
i=βm+1
σ2i,dkm ,ω
vkm,ω
= 0, (5.42)
CHAPTER 5. QUENCHED LIMITS: BALLISTIC REGIME 98
which proves (5.41). To prove (5.40), it is enough to show that the Lindberg-Feller condition is
satisfied. That is we need to show
lim
m→∞
1
vkm,ω
βm∑
i=αm+1
σ2i,dkm ,ω = 1, (5.43)
and
lim
m→∞
1
vkm,ω
βm∑
i=αm+1
Eνi−1ω
[(
T¯
(dkm )
νi − µi,dkm ,ω
)2
1|T¯ (dkm )νi −µi,dkm ,ω |>ε
√
vm,ω
]
= 0, ∀ε > 0. (5.44)
To show (5.43) note that the definition of vkm,ω and our choice of the subsequence nkm give that
1
vkm,ω
βm∑
i=αm+1
σ2i,dkm ,ω = 1−
1
vkm,ω
γm∑
i=βm+1
σ2i,dkm,ω = 1− o(1),
where the last equality is from (5.42). To prove (5.44), first note that an application of Lemma 4.5.5
gives that for any ε′ > 0
nk−1+⌊ηdk⌋∑
i=nk−1+1
σ2i,dk,ω1Mi≤d(1−ε
′)/s
k
= o
(
d
2/s
k
)
, P − a.s.,
where Mi is defined as in (5.17). Then, since vkm,ω ≥ akmd2/skm + o
(
d
2/s
km
)
we can reduce the sum in
(5.44) to blocks where Mi > d
(1−ε′)/s
km
. That is, it is enough to prove that for some ε′ > 0 and every
ε > 0
lim
m→∞
1
vkm,ω
βm∑
i=αm+1
Eνi−1ω
[(
T¯
(dkm)
νi − µi,dkm ,ω
)2
1|T¯ (dkm )νi −µi,dkm,ω |>ε
√
vkm,ω
]
1
Mi>d
(1−ε′)/s
km
= 0.
(5.45)
To get an upper bound for (5.45), first note that our choice of the subsequence nkm gives that for
m large enough vkm,ω ≥ 12
∑βm
i=αm+1
µ2i,dkm ,ω ≥
akm
2 µi,dkm ,ω for any i ∈ (αm, βm]. Thus, for m large
enough we can replace the indicators inside the expectations in (5.45) by the indicators of the events{
T¯
(dkm )
νi > (1 + ε
√
akm/2)µi,dkm ,ω
}
. Thus, for m large enough and i ∈ (αm, βm], we have
Eνi−1ω
[(
T¯
(dkm )
νi − µi,dkm ,ω
)2
1|T¯ (dkm )νi −µi,dkm ,ω |>ε
√
vkm,ω
]
≤ Eνi−1ω
[(
T¯
(dkm)
νi − µi,dkm ,ω
)2
1
T¯
(dkm
)
νi
>(1+ε
√
akm/2)µi,dkm ,ω
]
=
∫ ∞
1+ε
√
akm/2
P νi−1ω
(
T¯
(dkm)
νi > xµi,dkm ,ω
)
2(x− 1)µ2i,dkm ,ω dx .
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We want to get an upper bound on the probabilities inside the integral. If ε′ < 13 we can use Lemma
4.5.9 to get that for k large enough, E
νi−1
ω
(
T¯
(dk)
νi
)j
≤ 2jj!µji,dk,ω for all nk−1 < i ≤ nk such that
Mi > d
(1−ε′)/s
k . Multiplying by (4µi,dk,ω)
−j and summing over j gives that Eνi−1ω eT¯
(dk)
νi
/(4µi,dk,ω) ≤ 2.
Therefore, Chebychev’s inequality gives
P νi−1ω
(
T¯ (dk)νi > xµi,dk,ω
)
≤ e−x/4Eνi−1ω eT¯
(dk)
νi
/(4µi,dk,ω) ≤ 2e−x/4 .
Thus, for all m large enough we have for all αm < i ≤ βm ≤ nkm with Mi > d(1−ε
′)/s
km
that
∫ ∞
1+ε
√
akm/2
P νi−1ω
(
T¯
(dkm)
νi > xµi,dkm ,ω
)
2(x− 1)µ2i,dkm ,ωdx ≤ µ
2
i,dkm ,ω
∫ ∞
1+ε
√
akm/2
4(x− 1)e−x/4dx
= µ2i,dkm ,ω o
(
e−a
1/4
km
)
.
Therefore we have that as m→∞, (5.45) is bounded above by
lim
m→∞
o
(
e−a
1/4
km
) 1
vkm,ω
(
βm∑
i=αm+1
µ2i,dkm ,ω1Mi>d(1−ε
′)/s
km
)
. (5.46)
However, since
1
vkm,ω
βm∑
i=αm+1
µ2i,dkm ,ω ≤
1∑βm
i=αm+1
σ2i,dkm ,ω
(
βm∑
i=αm+1
σ2i,dkm ,ω + o
(
d
2/s
km
))
≤ 1 +
o
(
d
2/s
km
)
2akmd
2/s
km
+ o
(
d
2/s
km
) ,
we have that (5.46) tends to zero as m→∞. This finishes the proof of (5.44) and thus of Theorem
5.3.1.
Proof of Theorem 5.1.1:
Choose η ∈ (0, 1) such that η < 1ν¯ where ν¯ = EP ν, and then choose nkm as in Theorem 5.3.1. Then
for βm and γm defined as in (5.33), we have that (5.15) and the fact that dk ∼ nk give
lim
m→∞
νβm
nkm
= ην¯ < 1 < ν¯ = lim
m→∞
νγm
nkm
.
Thus xm ∼ nkm ⇒ xm ∈ [νβm , νγm ] for all m large enough. Therefore, the conditions of Proposition
5.1.4 are satisfied with F (x) = Φ(x).
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5.4 Quenched Exponential Limits
5.4.1 Analysis of Tν when M1 is Large
The goal of this subsection is to analyze the quenched distribution of T¯
(n)
ν on “large” blocks (i.e.
when M1 > n
(1−ε)/s). We want to show that conditioned on M1 being large, T¯
(n)
ν /EωT¯
(n)
ν is ap-
proximately exponentially distributed. We do this by showing that the quenched Laplace transform
Eω exp
{
−λ T¯ (n)ν
EωT¯
(n)
ν
}
is approximately 11+λ on such blocks.
As was done in [ESZ08], we analyze the quenched Laplace transform of T¯
(n)
ν by decomposing
T¯
(n)
ν into a series of excursions away from 0. An excursion is a “failure” if the random walk returns
to zero before hitting ν (i.e. if Tν > T
+
0 := min{k > 0 : Xk = 0}), and a “success” if the random
walk reaches ν before returning to zero (note that classifying an excursion as a failure/sucess is
independent of any modifications to the environment left of zero since if the random walk ventures
to the left at all, it must be in a failure excursion). Define pω := Pω(Tν < T
+
0 ), and let N be a
geometric random variable with parameter pω (i.e. P (N = k) = pω(1 − pω)k for k ∈ N). Also,
let {Fi}∞i=1 be an i.i.d. sequence (also independent of N) with F1 having the same distribution as
T¯
(n)
ν conditioned on
{
T¯
(n)
ν > T
+
0
}
, and let S be a random variable with the same distribution as Tν
conditioned on
{
Tν < T
+
0
}
and independent of everything else (note that for sucess excursions we
can ignore added reflections to the left of zero). Thus, we have that
T¯ (n)ν
Law
= S +
N∑
i=1
Fi (quenched). (5.47)
In a slight abuse of notation we will still use Pω for the probabilities of Fi, S, and N to emphasize
that their distributions are dependent on ω. The following results are easy to verify:
EωN =
1− pω
pω
and EωT¯
(n)
ν = EωS + (EωN)(EωF1), (5.48)
V arωT¯
(n)
ν = (EωN)(V arωF1) + (EωF )
2(V arωN) + V arωS
= (EωN)(EωF
2) + (EωF )
2(V arωN − EωN) + V arωS
= (EωN)(EωF
2) + (EωF )
2(EωN)
2 + V arωS, (5.49)
and
Eωe
−λT¯ (n)ν = Eωe−λSEω
[(
Eωe
−λF1)N] = Eωe−λS pω
1− (1− pω) (Eωe−λF1) , ∀λ ≥ 0.
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Also, since e−x ≥ 1− x for any x ∈ R we have for any λ ≥ 0 that
Eωe
−λT¯ (n)ν ≥ (1− λEωS) pω
1− (1− pω) (1− λEωF1) =
1− λEωS
1 + λ(EωN)(EωF1)
≥ 1− λEωS
1 + λEωT¯
(n)
ν
,
where the first equality and the last inequality are from the formulas for EωN and EωT¯
(n)
ν given in
(5.48). Similarly, since e−x ≤ 1− x+ x22 for all x ≥ 0 we have that for any λ ≥ 0 that
Eωe
−λT¯ (n)ν ≤ pω
1− (1− pω)
(
1− λEωF1 + λ22 EωF 21
)
=
1
1 + λ(EωN)(EωF1)− λ22 (EωN)(EωF 21 )
=
1
1 + λ(EωN)(EωF1)− λ22 (V arωT¯
(n)
ν − (EωN)2(EωF1)2 − V arωS)
≤ 1
1 + λ(EωT¯
(n)
ν − EωS)− λ22 (V arωT¯
(n)
ν − (EωT¯ (n)ν − EωS)2)
,
where the first equality and last inequality are from (5.48) and the second equality is from (5.49).
Therefore, replacing λ by λ/(EωT¯
(n)
ν ) we get
Eωe
−λ T¯
(n)
ν
EωT¯
(n)
ν ≥
(
1− λ EωS
EωT¯
(n)
ν
)
1
1 + λ
, (5.50)
and
Eωe
−λ T¯
(n)
ν
EωT¯
(n)
ν ≤ 1
1 + λ− λ EωS
EωT¯
(n)
ν
− λ22
(
V arωT¯
(n)
ν
(EωT¯
(n)
ν )2
− (EωT¯
(n)
ν −EωS)2
(EωT¯
(n)
ν )2
)
≤ 1
1 + λ− (λ+ λ2) EωS
EωT¯
(n)
ν
− λ22
(
V arωT¯
(n)
ν
(EωT¯
(n)
ν )2
− 1
) . (5.51)
Therefore, we have reduced the problem of showing Eωe
−λ T¯
(n)
ν
EωT¯
(n)
ν ≈ 11+λ whenM1 is large to showing
that EωS
EωT¯
(n)
ν
≈ 0 and V arωT¯ (n)ν
(EωT¯
(n)
ν )2
≈ 1 when M1 is large. In order to analyze EωS, we define a modified
environment which is essentially the environment the random walker “sees” once it is told that it
reaches ν before returning to zero. A simple computation similar to the one in [Zei04, Remark 2
on pages 222-223] gives that the random walk conditioned to reach ν before returning to zero is a
homogeneous markov chain with transition probabilities given by ω¯i := P
i
ω(X1 = i + 1|Tν < T+0 ).
Then the definition of ω¯i gives that ω¯0 = ω¯1 = 1, and for i ∈ [2, ν) we have ω¯i = ωiP
i+1
ω (Tν<T0)
P iω(Tν<T0)
.
Using the hitting time formulas in [Zei04, (2.1.4)] we have
ω¯i =
ωiR0,i
R0,i−1
∀i ∈ [2, ν), where R0,i :=
i∑
j=0
Π0,j . (5.52)
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Let ρ¯i :=
1−ω¯i
ω¯i
and define Π¯i,j , and W¯i,j analogously to Πi,j and Wi,j using ρ¯i in place of ρi. Then
the above formulas for ω¯i give that ρ¯0 = ρ¯1 = 0 and ρ¯i = ρi
R0,i−2
R0,i
∀i ∈ [2, ν). Thus,
Π¯i,j = Πi,j
R0,i−2R0,i−1
R0,j−1R0,j
, ∀2 ≤ i ≤ j < ν. (5.53)
Note that since R0,i ≤ R0,j for any 0 ≤ i ≤ j we have from (5.53) that
Π¯i,j ≤ Πi,j for any 0 ≤ i ≤ j < ν (5.54)
Now, since EωS = Eω¯Tν we get from (5.16) that EωS = ν + 2
∑ν−1
j=2 W¯2,j = ν + 2
∑ν−1
j=2
∑j
i=2 Π¯i,j .
Therefore, letting M¯1 := max{Π¯i,j : 0 ≤ i ≤ j < ν} we get the bound
EωS ≤ ν + 2ν2M¯1. (5.55)
Thus, we need to get bounds on the tail of M¯1. To this end, recall the definition of M1 in (5.17)
and define τ := max{k ∈ [1, ν] : Π0,k−1 =M1}. Then, define
M− := min{Πi,j : 0 < i ≤ j < τ} ∧ 1, and M+ := max{Πi,j : τ < i ≤ j < ν} ∨ 1 . (5.56)
Lemma 5.4.1. For any ε, δ > 0 we have
P (M− < n−δ,M1 > n(1−ε)/s) = o(n−1+ε−δs+ε
′
), ∀ε′ > 0, (5.57)
and
P (M+ > nδ,M1 > n
(1−ε)/s) = o(n−1+ε−δs+ε
′
), ∀ε′ > 0, (5.58)
Proof. Since Π0,τ−1 =M1 by definition we have
P (M− < n−δ,M1 > n(1−ε)/s) ≤ P
(
∃0 < i ≤ j < τ − 1 : Πi,j < n−δ, Π0,τ−1 > n(1−ε)/s
)
≤ P (τ > bn) +
∑
0<i≤j<k<bn
P
(
Πi,j < n
−δ, Π0,k > n(1−ε)/s
)
≤ P (ν > bn) +
∑
0<i≤j<k<bn
P
(
Π0,i−1Πj+1,k > n(1−ε)/s+δ
)
. (5.59)
Since (5.14) gives that P (ν > bn) ≤ C1e−C2bn we need only handle the second term in (5.59) to
prove (5.57). However, Chebychev’s inequality and the fact that P is a product measure give that
P
(
Π0,i−1Πj+1,k > n(1−ε)/s+δ
)
≤ n−1+ε−δs(EP ρs)i+k−j = n−1+ε−δs.
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Since the number of terms in the sum in (5.59) is at most (bn)
3 = o(nε
′
) we have proved (5.57). The
proof of (5.58) is similar:
P (M+ > nδ,M1 > n
(1−ε)/s) ≤ P
(
∃τ < i ≤ j < ν : Πi,j > nδ, Π0,τ−1 > n(1−ε)/s
)
≤ P (ν > bn) +
∑
0≤k<i≤j<bn
P
(
Π0,kΠi,j > n
(1−ε)/s+δ
)
≤ C1e−C2bn + (bn)3n−1+ε−δs = o(n−1+ε−δs+ε
′
)
Corollary 5.4.2. For any ε, δ > 0 we have
P
(
EωS ≥ n5δ,M1 > n(1−ε)/s
)
= o(n−1+ε−δs+ε
′
), ∀ε′ > 0.
Proof. Recall that (5.55) gives EωS ≤ ν + 2ν2M¯1. We will use M− and M+ to get bounds on M¯1.
First, note that for any i ∈ [0, τ) we have
R0,i =
i∑
k=0
Π0,k = Π0,i +
i−1∑
k=0
Π0,i
Πk+1,i
≤ Π0,i
(
i+ 1
M−
)
.
Note also that R0,j ≥ Π0,j holds for any j ≥ 0. Thus, for any 2 ≤ i ≤ j ≤ τ we have
Π¯i,j = Πi,j
R0,i−2R0,i−1
R0,j−1R0,j
≤ Πi,j
(
i
M−
)2
Π0,i−2Π0,i−1
Π0,j−1Π0,j
=
(
i
M−
)2
1
Πi−1,j−1
≤ i
2
(M−)3
.
Also, from (5.54) we have that Π¯i,j ≤ Πi,j ≤ M+ for τ < i ≤ j < ν. Therefore we have that
M¯1 ≤ ν2M+(M−)3 (note that here we used that M− ≤ 1 and M+ ≥ 1). Thus,
P
(
EωS ≥ n5δ,M1 > n(1−ε)/s
)
≤ P
(
ν +
2ν4M+
(M−)3
> n5δ,M1 > n
(1−ε)/s
)
.
An easy argument using (5.14) and Lemma 5.4.1 finishes the proof.
Lemma 5.4.3. For any ε, δ > 0 we have
Q
(∣∣∣∣∣ V arωT¯
(n)
ν
(EωT¯
(n)
ν )2
− 1
∣∣∣∣∣ ≥ n−δ, M1 > n(1−ε)/s
)
= o(n−2+2ε+δs+ε
′
), ∀ε′ > 0
Proof. Recall that from (4.61) we have that there exist explicit non-negative random variablesD+(ω)
and D−(ω) such that
(
EωT¯
(n)
ν
)2
−D+(ω) ≤ V arωT¯ (n)ν ≤
(
EωT¯
(n)
ν
)2
+ 8R0,ν−1D−(ω),
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where R0,ν−1 is defined as in (5.52). Therefore, since EωT¯
(n)
ν ≥M1, we have
Q
(∣∣∣∣∣ V arωT¯
(n)
ν
(EωT¯
(n)
ν )2
− 1
∣∣∣∣∣ ≥ n−δ,M1 > n(1−ε)/s
)
≤ Q
(
8R0,ν−1D−(ω) > n(2−2ε)/s−δ
)
+Q
(
D+(ω) > n(2−2ε)/s−δ
)
. (5.60)
However, Lemma 4.5.2 and Corollary 4.5.4 give respectively that Q(D+(ω) > x) = o(x−s+ε
′′
) and
Q (R0,ν−1D−(ω) > x) = o(x−s+ε
′′
) for any ε′′ > 0. Therefore, both terms in (5.60) are of order
o
(
n−2+2ε+δs+ε
′′((2−2ε)/s−δ)
)
. The lemma then follows since ε′′ > 0 is arbitrary.
For any i, define the scaled quenched Laplace transforms φi,n(λ) := E
νi−1
ω exp
{
−λ T¯
(n)
νi
µi,n,ω
}
.
Lemma 5.4.4. Let ε < 18 , and define ε
′ := 1−8ε5 > 0. Then
Q
(
∃λ ≥ 0 : φ1,n(λ) /∈
[
1− λn−ε/s
1 + λ
,
1
1 + λ− (λ+ 3λ22 )n−ε/s
]
, M1 > n
(1−ε)/s
)
= o
(
n−1−ε
′
)
.
Proof. Recall from (5.50) and (5.50) that(
1− λ EωS
EωT¯
(n)
ν
)
1
1 + λ
≤ φ1,n(λ) ≤ 1
1 + λ− (λ+ λ2) EωS
EωT¯
(n)
ν
− λ22
(
V arω T¯
(n)
ν
(EωT¯
(n)
ν )2
− 1
)
for all λ ≥ 0. Therefore
Q
(
∃λ ≥ 0 : φ1,n(λ) /∈
[
1− λn−ε/s
1 + λ
,
1
1 + λ− (λ+ 3λ2/2)n−ε/s
]
, M1 > n
(1−ε)/s
)
≤ Q
(
EωS
EωT¯
(n)
ν
≥ n−ε/s, M1 ≥ n(1−ε)/s
)
+Q
(
V arωT¯
(n)
ν
(EωT¯
(n)
ν )2
− 1 ≥ n−ε/s, M1 ≥ n(1−ε)/s
)
Now, since EωT¯
(n)
ν ≥M1 we have
Q
(
EωS
EωT¯
(n)
ν
≥ n−ε/s, M1 ≥ n(1−ε)/s
)
≤ Q
(
EωS ≥ n(1−2ε)/s, M1 ≥ n(1−ε)/s
)
= o
(
n−(6−8ε)/5
)
,
where the last equality is from Corollary 5.4.2. Also, by Lemma 5.4.3 we have
Q
(
V arωT¯
(n)
ν
(EωT¯
(n)
ν )2
− 1 ≥ n−ε/s, M1 ≥ n(1−ε)/s
)
= o
(
n−2+4ε
)
.
Then, since −2 + 4ε < −6+8ε5 when ε < 18 the lemma is proved.
Corollary 5.4.5. Let ε < 18 . Then P − a.s., for any sequence ik = ik(ω) such that ik ∈ (nk−1, nk]
and Mik > d
(1−ε)/s
k we have
lim
k→∞
φik,dk(λ) =
1
1 + λ
, ∀λ ≥ 0, (5.61)
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and thus
lim
k→∞
P
νik−1
ω
(
T¯ (dk)νik
> xµik,dk,ω
)
= Ψ(x), ∀x ∈ R. (5.62)
Proof. For i ∈ (nk−1, nk] and all k large enough φi,dk(λ) only depends on the environment to the
right of zero, and thus has the same distribution under P and Q. Therefore, Lemma 5.4.4 gives that
there exists an ε′ > 0 such that
P
(
∃i ∈ (nk−1, nk], λ ≥ 0 : φi,dk(λ) /∈
[
1− λd−ε/sk
1 + λ
,
1
1 + λ− (λ+ 3λ22 ) d−ε/sk
]
, Mi > d
(1−ε)/s
k
)
≤ dkQ
(
∃λ ≥ 0 : φ1,dk(λ) /∈
[
1− λd−ε/sk
1 + λ
,
1
1 + λ− (λ+ 3λ22 ) d−ε/sk
]
, M1 > d
(1−ε)/s
k
)
= o
(
d−ε
′
k
)
.
Since this last term is summable in k, the Borel-Cantelli Lemma gives that P − a.s. there exists a
k0 = k0(ω) such that for all k ≥ k0 we have
i ∈ (nk−1, nk] and Mi ≥ d(1−ε)/sk ⇒ φi,dk(λ) ∈
[
1− λd−ε/sk
1 + λ
,
1
1 + λ− (λ+ 3λ22 ) d−ε/sk
]
∀λ ≥ 0,
which proves (5.61). Then, (5.62) follows immediately because 11+λ is the Laplace transform of an
exponential disribution.
5.4.2 Quenched Exponential Limits Along a Subsequence
In the previous subsection we showed that the time to cross a single large block is approximately
exponential. In this section we show that there are subsequences in the environment where the
crossing time of a single block dominates the crossing times of all the other blocks. In this case the
crossing time of all the blocks is approximately exponentially distributed. Recall the definition of
Mi in (5.17). For any integer n ≥ 1, and constants C > 1 and η > 0, define the event
Dn,C,η :=

∃i ∈ [1, ηn] :M2i ≥ C
∑
j:i6=j≤n
σ2j,n,ω


Lemma 5.4.6. Assume s < 2. Then for any C > 1 and η > 0 we have lim infn→∞Q (Dn,C,η) > 0.
Proof. First, note that since σ2i,n,ω ≥M2i and C > 1 we have
Q (Dn,C,η) =
ηn∑
i=1
Q

M2i ≥ C ∑
j:i6=j≤n
σ2j,n,ω

 . (5.63)
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Thus, we want to get a lower bound on Q
(
M2i ≥ C
∑
j:i6=j≤n σ
2
j,n,ω
)
that is uniform in i. The
following formula for the quenched variance of T¯
(n)
ν can be deduced from (5.16) by setting ρν−bn = 0:
V arωT¯
(n)
ν = 4
ν−1∑
j=0
(Wν−bn+1,j +W
2
ν−bn+1,j
) + 8
ν−1∑
j=0
j∑
i=ν−bn+1
Πi+1,j(Wν−bn+1,i +W
2
ν−bn+1,i
)
≤ 4
ν−1∑
j=0
(Wν−bn+1,j +W
2
ν−bn+1,j
) + 8
ν−1∑
j=0
j∑
i=ν−bn+1
Wν−bn+1,j(1 +Wν−bn+1,i)
≤ 4
ν−1∑
j=0
(Wν−bn+1,j +W
2
ν−bn+1,j
) + 8

ν−1∑
j=0
Wν−bn+1,j



 ν−1∑
i=ν−bn+1
(1 +Wν−bn+1,i)

 ,
where the first inequality is because Wν−bn+1,j = Wi+1,j + Πi+1,jWν−bn+1,i. Next, note that if
νk−1 ≤ j < νk for some k > −bn, then
Wν−bn+1,j =
j∑
l=ν−bn+1
Πl,j =
νk−1−1∑
l=ν−bn+1
Πl,νk−1−1Πνk−1,j +
j∑
l=νk−1
Πl,j ≤ (νk − ν−bn)Mk,
where the last inequality is because, under Q, Πl,νk−1−1 < 1 for all l < νk−1. Therefore,
V arωT¯
(n)
ν ≤ 4ν1
(
(ν1 − ν−bn)M1 + (ν1 − ν−bn)2M21
)
+ 8 (ν1(ν1 − ν−bn)M1)
(
(ν1 − ν−bn) +
1∑
i=−bn+1
(νk − νk−1)(νk − ν−bn)Mk
)
≤ (ν1 − ν−bn)4
(
12M1 + 4M
2
1 + 8M1
1∑
k=−bn+1
Mk
)
.
Similarly, we have that σ2j,n,ω ≤ (νj − νj−1−bn)4
(
12Mj + 4M
2
j + 8Mj
∑j
k=j−bn Mk
)
Q − a.s. for
any j. Now, define the events
Fn :=
⋂
j∈(−bn,n]
{νj − νj−1 ≤ bn} , and Gi,n,ε :=
⋂
j∈[i−bn,i+bn]\{i}
{
Mj ≤ n(1−ε)/s
}
(5.64)
Then, on the event Fn ∩Gi,n,ε ∩
{
Mi ≤ 2n1/s
}
we have for j ∈ (i, i+ bn] that
σ2j,n,ω ≤ b4n(bn + 1)4
(
12n(1−ε)/s + 4n(2−2ε)/s + 8n(1−ε)/s(bnn(1−ε)/s + 2n1/s)
)
≤ b5n(bn + 1)4
(
12n(1−ε)/s + 12n(2−2ε)/s + 16n(2−ε)/s
)
≤ 80b9nn(2−ε)/s,
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where the last inequality holds for all n large enough. Therefore, for all n large enough
Q

M2i ≥ C ∑
j:i6=j≤n
σ2j,n,ω


≥ Q

4n2/s ≥M2i ≥ C ∑
j:i6=j≤n
σ2j,n,ω, Fn, Gi,n,ε


≥ Q

4n2/s ≥M2i ≥ C

 ∑
j∈[1,n]\[i,i+bn]
σ2j,n,ω + 80b
9
nn
(2−ε)/s

 , Fn, Gi,n,ε


≥ Q
(
Mi ∈ [n1/s, 2n1/s], νi − νi−1 ≤ bn
)
×Q

 ∑
j∈[1,n]\[i,i+bn]
σ2j,n,ω + 80b
9
nn
(2−ε)/s ≤ n
2/s
C
, F˜n, Gi,n,ε

 ,
where F˜n := Fn\{νi−νi−1 ≤ bn}. Note that in the last inequality we used that σ2j,n,ω is independent
of Mi for j /∈ [i, i+ bn]. Also, note that we can replace F˜n by Fn in the last line above because it
will only make the probability smaller. Then, since
∑
j∈[1,n]\[i,i+bn] σ
2
j,n,ω ≤ V arωTνn we have
Q

M2i ≥ C ∑
j:i6=j≤n
σ2j,n,ω


≥ Q
(
M1 ∈ [n1/s, 2n1/s], ν ≤ bn
)
Q
(
V arωTνn ≤ n2/sC−1 − 40b7nn(2−ε)/s, Fn, Gi,n,ε
)
≥
(
Q(M1 ∈ [n1/s, 2n1/s])−Q(ν > bn)
)
×
(
Q
(
V arωTνn ≤ n2/s(C−1 − 40b7nn−ε/s)
)
−Q(F cn)−Q(Gci,n,ω)
)
∼ C3(1− 2−s) 1
n
L s
2
,b
(
C−1
)
, (5.65)
where the asymptotics in the last line are from (5.14), (5.18), and Theorem 5.1.3, as well as the fact
that Q(F cn) + Q(G
c
i,n,ω) ≤ (n + bn)Q(ν > bn) + 2bnQ(M1 > n(1−ε)/s) = O
(
ne−C2bn
)
+ o(n−1+2ε)
due to (5.14) and (5.18). Combining (5.63) and (5.65) finishes the proof.
Corollary 5.4.7. Assume s < 2. Then for any η ∈ (0, 1), P − a.s. there exists a subsequence
nkm = nkm(ω, η) of nk = 2
2k such that for αm, βm, and γm defined as in (5.33) we have that
∃im = im(ω, η) ∈ (αm, βm] : M2im ≥ m
∑
j∈(αm,γm]\{im}
σ2j,dkm ,ω . (5.66)
Proof. Define the events
D′k,C,η :=

∃i ∈ (nk−1, nk−1 + ηdk] :M2i ≥ C
∑
j∈(nk−1,nk]\{i}
σ2j,dk,ω

 .
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Note that since Q is invariant under shifts of the νi, Q(D′k,C,η) = Q(Ddk,C,η). Also, due to the
reflections of the random walk the event D′k,C,η only depends on the environment between νnk−1−bdk
and νnk . Thus, for k large enough D′k,C,η only depends on the environment to the right of zero
and therefore P (D′k,C,η) = Q(D′k,C,η) = Q(Ddk,C,η). Therefore lim infk→∞ P (D′k,C,η) > 0. Also,
since nk−1 − bdk > nk−2 for all k ≥ 4, we have that {D′2k,C,η}∞k=2 is an independent sequence of
events. Thus, we get that for any C > 1 and η ∈ (0, 1), infinitely many of the events Dk,C,η occur
P − a.s. Therefore, P − a.s. there is a subsequence km = km(ω) such that ω ∈ Dkm,m,η for all m. In
particular, for this subsequence km we have that (5.66) holds.
Theorem 5.4.8. Assume s < 2. Then for any η ∈ (0, 1), P − a.s. there exists a subsequence
nkm = nkm(ω, η) of nk = 2
2k such that for αm, βm and γm defined as in (5.33) and any sequence
xm ∈ (νβm , νγm ] we have
lim
m→∞
P
ναm
ω
(
T¯
(dkm)
xm − Eναmω T¯ (dkm )xm√
vkm,ω
≤ x
)
= Ψ(x+ 1), ∀x ∈ R.
Proof. First, note that
P
(
max
j∈(nk−1,nk]
Mj ≤ d(1−ε)/sk
)
=
(
1− P
(
M1 > d
(1−ε)/s
k
))dk
= o
(
e−d
ε/2
k
)
,
where the last equality is due to (5.18). Therefore, the Borel-Cantelli Lemma gives that, P − a.s.,
max
j∈(nk−1,nk]
Mj > d
(1−ε)/s
k for all k large enough. (5.67)
Therefore, P − a.s. we may assume that (5.67) holds, the conclusion of Corollary 5.4.5 holds, and
that there exist subsequences nkm = nkm(ω, η) and im = im(ω, η) as specified in Corollary 5.4.7.
Then, by the choice of our subsequence nkm , only the crossing of the largest block (i.e. from νim−1
to νim) is relevant in the limiting distribution. Indeed,
P
ναm
ω


∣∣∣∣∣∣
(
T¯
(dkm )
νim−1 − E
ναm
ω T¯
(dkm)
νim−1
)
+
(
T¯
(dkm)
xm − T¯ (dkm)νim − E
νim
ω T¯
(dkm)
xm
)
√
vkm,ω
∣∣∣∣∣∣ ≥ ε


≤
V arω
(
T¯
(dkm)
xm − T¯ (dkm )ναm
)
− σ2im,dkm ,ω
ε2vkm,ω
≤
∑
j∈(αm,γm]\{im} σ
2
j,dkm ,ω
ε2M2im
≤ 1
ε2m
,
where in the second to last inequality we used that vkm,ω ≥ σ2im,dkm ,ω ≥M
2
im
, and the last inequality
is due to our choice of the sequence im. Thus we have reduced the proof of the Theorem to showing
that
lim
m→∞P
νim−1
ω
(
T¯
(dkm)
νim − µim,dkm ,ω√
vkm,ω
≤ x
)
= Ψ(x+ 1), ∀x ∈ R. (5.68)
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Now, since im is chosen so that Mim = maxj∈(nkm−1,nkm ]Mj, we have that Mim ≥ d
(1−ε)/s
km
for any
ε > 0 and all m large enough. Then, the conclusion of Corollary 5.4.5 gives that
lim
m→∞
P
νim−1
ω
(
T¯
(dkm)
νim
µim,dkm ,ω
≤ x
)
= Ψ(x).
Thus, the proof will be complete if we can show
lim
m→∞
µim,dkm ,ω√
vkm,ω
= 1. (5.69)
However, by our choice of nkm and im we have
σ2im,dkm ,ω ≥M
2
im ≥ m
∑
j∈(αm,γm]\{im}
σ2j,dkmω = m
(
vkm,ω − σ2im,dkm ,ω
)
,
which implies that
1 ≤ vkm,ω
σ2im,dkm ,ω
≤ m+ 1
m
−→
m→∞ 1. (5.70)
Also, we can use Lemma 5.4.3 to show that for k large enough and ε > 0
P
(
∃i ∈ (nk−1, nk] :
∣∣∣∣∣σ
2
i,dk,ω
µ2i,dk,ω
− 1
∣∣∣∣∣ ≥ d−ε/sk , Mi ≥ d(1−ε)/sk
)
≤ dkQ


∣∣∣∣∣∣∣
V arωT¯
(dk)
ν(
EωT¯
(dk)
ν
)2 − 1
∣∣∣∣∣∣∣ ≥ d
−ε/s
k , M1 ≥ d(1−ε)/sk

 = o (d−1+4εk ) .
Then, for ε < 14 the Borel-Cantelli Lemma gives that P − a.s. there exists a k0 = k0(ω) such that
for k ≥ k0 and i ∈ (nk−1, nk] with Mi ≥ d(1−ε)/sk we have
∣∣∣∣σ2i,dk,ωµ2
i,dk,ω
− 1
∣∣∣∣ < d−ε/sk . In particular, since
Mim ≥ d(1−ε)/skm for all m large enough, we have that
lim
m→∞
σ2im,dkm ,ω
µ2im,dkm ,ω
= 1. (5.71)
Since (5.70) and (5.71) imply (5.69), the proof is complete.
Proof of Theorem 5.1.2:
As in the proof of Theorem 5.1.1 this follows from Proposition 5.1.4.
5.5 Stable Behavior of the Quenched Variance
Recall from Theorem 5.1.5 that Q (V arωTν > x) ∼ K∞x−s/2. Since the sequence of random vari-
ables
{
V arω(Tνi − Tνi−1)
}
i∈N is stationary under Q (and weakly dependent) it is somewhat natural
to expect that n−2/sV arωTνn converges in distribution (under Q) to a stable law of index
s
2 < 1.
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Proof of Theorem 5.1.3:
Obviously it is enough to prove that the second equality in (5.9) holds and that
lim
n→∞
Q
(∣∣∣∣∣V arωTνn −
n∑
i=1
(Eνi−1ω Tνi)
2
∣∣∣∣∣ > δn2/s
)
= 0, ∀δ > 0. (5.72)
However, (5.72) is the statement of Corollary 4.5.6 with m = ∞. Thus it is enough to prove the
second equality in (5.9). To this end, first note that
1
n2/s
n∑
i=1
(Eνi−1ω Tνi)
2 =
1
n2/s
n∑
i=1
(
(Eνi−1ω Tνi)
2 −
(
Eνi−1ω T¯
(n)
νi
)2)
(5.73)
+
1
n2/s
n∑
i=1
(
Eνi−1ω T¯
(n)
νi
)2
1Mi≤n(1−ε)/s (5.74)
+
1
n2/s
n∑
i=1
(
Eνi−1ω T¯
(n)
νi
)2
1Mi>n(1−ε)/s . (5.75)
Therefore, it is enough to show that (5.73) and (5.74) converge to 0 in distribution (under Q) and
that
lim
n→∞
Q
(
1
n2/s
n∑
i=1
(
Eνi−1ω T¯
(n)
νi
)2
1Mi>n(1−ε)/s ≤ x
)
= L s
2 ,b
(x) (5.76)
for some b > 0. To prove that (5.73) converges to 0 in distribution, first note that factoring gives
(Eνi−1ω Tνi)
2 −
(
Eνi−1ω T¯
(n)
νi
)2
≤ 2Eνi−1ω Tνi
(
Eνi−1ω Tνi − Eνi−1ω T¯ (n)νi
)
.
Therefore, for any δ > 0
Q
(
n∑
i=1
(
(Eνi−1ω Tνi)
2 −
(
Eνi−1ω T¯
(n)
νi
)2)
> δn2/s
)
≤ Q
(
n∑
i=1
2Eνi−1ω Tνi
(
Eνi−1ω Tνi − Eνi−1ω T¯ (n)νi
)
> δn2/s
)
≤ nQ
(
EωTν − EωT¯ (n)ν > 1
)
+Q
(
2EωTνn > δn
2/s
)
. (5.77)
Then, Lemma 4.3.2 and Theorem 4.1.1 give that both terms in (5.77) tend to zero as n→∞. The
proof that (5.74) converges in distribution to 0 is essentially a counting argument. Since theMi are all
independent and from (5.18) we know the asymptotics of Q(Mi > x), we can get good bounds on the
number of i ≤ n withMi ∈ (nα, nβ]. Then, since by (4.15) we have Q
(
E
νi−1
ω T¯
(n)
νi ≥ nβ ,Mi ≤ nα
)
=
o
(
e−n
(β−α)/5
)
we can also get good bounds on the number of i ≤ n with Eνi−1ω T¯ (n)νi ∈ (nα, nβ ]. The
details of this argument are essentially the same as the proof of Lemma 4.5.5 and will thus be
ommitted. Finally, we will use [Kob95, Theorem 5.1(III)] to prove (5.76). Now, Theorem 5.1.5
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gives that Q
(
(EωTν)
2 1M1>n(1−ε)/s > xn
2/s
)
∼ K∞x−s/2n−1, and Lemma 4.3.4 gives bounds on
the mixing of the array
{(
E
νi−1
ω Tνi
)2
1Mi>n(1−ε)/s
}
i∈Z,n∈N
. This is enough to verify the first two
conditions of [Kob95, Theorem 5.1(III)]. The final condition that needs to be verified is
lim
δ→0
lim sup
n→∞
nEQ
[
n−2/s(EωT¯ (n)ν )
21M1>n(1−ε)/s1n−1/sEω T¯ (n)ν ≤δ
]
= 0 . (5.78)
By Theorem 5.1.5 we have that there exists a constant C4 > 0 such that for any x > 0,
Q
(
EωT¯
(n)
ν > xn
1/s,M1 > n
(1−ε)/s
)
≤ Q
(
EωTν > xn
1/s
)
≤ C4x−s 1
n
.
Then using this we have
nEQ
[
n−2/s
(
EωT¯
(n)
ν
)2
1M1>n(1−ε)/s1n−1/sEωT¯ (n)ν ≤δ
]
= n
∫ δ2
0
Q
((
EωT¯
(n)
ν
)2
> xn2/s,M1 > n
(1−ε)/s
)
dx
≤ C4
∫ δ2
0
x−s/2dx =
C4δ
2−s
1− s/2 ,
where the last integral is finite since s < 2. (5.78) follows, and therefore by [Kob95, Theorem
5.1(III)] we have that (5.76) holds.
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Chapter 6
Large Deviations for RWRE on Zd
We now turn to some results for multidimensional RWRE. Unless otherwise mentioned, we will
consider only nearest neighbor RWRE with i.i.d. and uniformly elliptic environments. Section 6.1 is
a review some of the basic results, notation, and open problems for multidimensional RWRE. Section
6.2 is a survey of the large deviation results that are known for multidimensional RWRE. The main
results of the chapter are contained in Section 6.3, where we prove a new result on differentiability
properties of the annealed rate function when the law on environments is “non-nestling.”
6.1 Preliminaries of Multi-dimensional RWRE
While RWRE on Z are quite well understood, much less is known about RWRE on Zd. In particular,
even in the case of i.i.d., uniformly elliptic environments with d ≥ 3, the 0-1 law for transience in
a given direction is still an open problem. Let Sd−1 := {ξ ∈ Rd : ‖ξ‖ = 1}, and for any ℓ ∈ Sd−1
let Aℓ := {limn→0Xn · ℓ = +∞} be the event of transience in the direction ℓ. For uniformly elliptic
environments satisfying certain strong mixing conditions (in particular, for uniformly elliptic, i.i.d.
environments), it is known [Zei04] that P(Aℓ ∪A−ℓ) ∈ {0, 1}. This prompts the following question:
Question 6.1.1 (0-1 Law). Is it true that P(Aℓ) ∈ {0, 1}?
If the answer to Question 6.1.1 is affirmative (or negative), then we say that the 0-1 law holds
(or fails). For i.i.d., uniformly elliptic laws on environments, the 0-1 law holds when d = 2 [ZM01],
but Question 6.1.1 is still an open problem when d ≥ 3. Question 6.1.1 is also still an open problem
when d = 2 and the environment is i.i.d. but not uniformly elliptic. When d = 2 there are examples
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of ergodic, elliptic laws on environments for which the 0-1 law fails [ZM01], and when d ≥ 3 there
are examples of mixing, uniformly elliptic laws on environments for which the 0-1 law fails [BZZ06].
In general, it is not known if a law of large numbers exists (i.e., if limn→∞ Xnn is constant,
P− a.s.). However, for i.i.d., uniformly elliptic laws on environments, it is known that there are at
most two limiting speeds of the random walk [Zei04, Zer02]. That is, there exists an ℓ ∈ Sd−1 such
that
lim
n→∞
Xn
n
= v+1Aℓ + v−1A−ℓ , P− a.s., (6.1)
where v+ = c1ℓ and v− = −c2ℓ for some c1, c2 ≥ 0. (A recent result of Berger [Ber08] shows that
when d ≥ 5, v− and v+ cannot both be non-zero.) Thus, if it can be shown that a 0-1 law holds,
then (6.1) would imply a law of large numbers. If limn→∞ Xnn is constant, P − a.s., then we will
denote the limit by vP .
There are known conditions for laws on environments that imply a law of large numbers for the
RWRE. Recall the following terminology originally introduced by Zerner [Zer98]:
Definition 6.1.2. Let d(ω) := EωX1 be the drift at the origin in the environment ω, and let
K := conv (supp (d(ω))) be the convex hull of the support, under P , of all possible drifts. Then, we
say that the law on environments P is nestling if 0 ∈ K and non-nestling if 0 /∈ K. We say that P
is non-nestling in direction ℓ ∈ Sd−1 if infx∈K x · ℓ > 0 (or equivalently, if P (EωX1 · ℓ > ε) = 1 for
some ε > 0).
If P is non-nestling, it is known that the 0-1 law holds and also that a law of large numbers holds
with limiting velocity vP 6= 0. In fact, this follows from the fact that non-nestling laws P also satisfy
what is known as Kalikow’s condition [Kal81], which implies that the 0-1 law holds and that vP 6= 0
(see [SZ99]). Since Kalikow’s condition holds for some (but not all) nestling laws P (see [Kal81] for
examples), it is still not known for general i.i.d. nestling laws on environments if there can exist two
limiting velocities v+ and v−.
A useful tool in much of the recent progress on multidimensional RWRE is what are referred to
as regeneration times. Fix an ℓ ∈ Sd−1 such that cℓ ∈ Zd for some c > 0. Then, the regeneration
times in direction ℓ are
τ1 := inf{n > 0 : Xk · ℓ < Xn · ℓ ≤ Xm · ℓ, ∀k < n, ∀m ≥ n},
and
τi := inf{n > τi−1 : Xk · ℓ < Xn · ℓ ≤ Xm · ℓ, ∀k < n, ∀m ≥ n}, for i > 1.
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Remark: The condition that cℓ ∈ Zd is chosen to allow for a simpler definition of regeneration
times that agrees with the one given by Sznitman and Zerner [SZ99] (set a = 1c in the definition of
regeneration times in [SZ99]). If P is non-nestling in direction ℓ ∈ Sd−1, then P is also non-nestling
for all ℓ′ ∈ Sd−1 in a neighborhood of ℓ. Therefore, if P is non-nestling, then we can always find an
ℓ ∈ Sd−1 such that P is non-nestling in direction ℓ, and cℓ ∈ Zd for some c > 0.
The regeneration times τi are obviously not stopping times since they depend on the future of
the random walk. The advantage of working with regeneration times is that they introduce an i.i.d.
structure. Let D := {Xn · ℓ ≥ 0, ∀n ≥ 0}, and when P(D) > 0, let P be the annealed law of the
RWRE conditioned on the event D (i.e., P( · ) := P(· |D)). Let expectations under the measure P be
denoted E.
Theorem 6.1.3 (Sznitman and Zerner [SZ99]). Assume P(Aℓ) = 1. Then P(D) > 0, and
(Xτ1 , τ1), (Xτ2 −Xτ1 , τ2 − τ1), . . . , (Xτk+1 −Xτk , τk+1 − τk), . . .
are independent random variables. Moreover, the above sequence is i.i.d. under P.
Remarks:
1. If P is non-nestling in direction ℓ, then P(Aℓ) = 1 and so Theorem 6.1.3 holds.
2. The assumption that P(Aℓ) = 1 in Theorem 6.1.3 is only needed to ensure that τ1 <∞. In fact,
what is shown in [SZ99] is that P(Aℓ) > 0 implies that P(D) > 0 and that (Xτ1 , τ1), (Xτ2 −Xτ1, τ2−
τ1), . . . are i.i.d. under P.
As mentioned above, for i.i.d., uniformly elliptic environments, P(Aℓ) = 1 also implies a law
of large numbers. Thus, a consequence of Theorem 6.1.3 is the following formula for the limiting
velocity vP :
vP = lim
n→∞
Xn
n
=
EXτ1
Eτ1
, P− a.s. (6.2)
Recently, Sznitman introduced conditions, known as conditions (T ) and (T ′) relative to a direc-
tion ℓ, that are more general than Kalikow’s condition and which also imply a law of large numbers
with non-zero limiting velocity and an annealed central limit theorem [Szn01]. Sznitman also de-
scribed in [Szn02] a criterion that can be checked by considering the environment restricted to a box
Bn = [−n, n]d, with the property that (T ′) holds if and only if the condition holds for some box Bn.
Such a criterion is not known to exist for Kalikow’s condition.
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6.2 Large Deviations for RWRE on Zd
In this section, we will review some of the known results for large deviations of RWRE on Zd. We
recall the following terminology from [DZ98]: A good rate function is a lower semi-continuous [0,∞]-
valued function h(x) with the property that {x : h(x) ≤ a} is compact for every a <∞. A sequence
Rd-valued random variables ξn is said to satisfy a large deviation principle (LDP) with good rate
function I(x) if for any Borel Γ ⊂ Rd,
− inf
x∈
◦
Γ
I(x) ≤ lim inf
n→∞
1
n
logP (ξn ∈ Γ) ≤ lim sup
n→∞
1
n
logP (ξn ∈ Γ) ≤ − inf
x∈Γ
I(x).
The random variables ξn satisfy a weak large deviation principle if the above inequalities hold for
all bounded Borel Γ ⊂ Rd.
6.2.1 Large Deviations: d = 1
Comets, Gantert, and Zeitouni [CGZ00] give a rather complete treatment of quenched and annealed
large deviations for one-dimensional RWRE. In [CGZ00], quenched large deviations are first obtained
for the hitting times Tn and T−n using an argument similar to the proof of the Ga¨rtner-Ellis Theorem
(see Theorem 2.3.6 in [DZ98]). The LDPs for the hitting times are then transferred to a quenched
LDP for Xn. Finally, Varadhan’s Lemma [DZ98, Theorem 4.3.1] is used to derive the annealed large
deviations from the quenched large deviations. Even for random walks in i.i.d. environments, this
method for deriving an annealed LDP require an understanding of the quenched LDP for random
walks in ergodic environments.
One advantage to the approach used in [CGZ00] to derive an annealed LDP is that the annealed
rate function is given in terms of a variational formula involving the quenched rate function and the
specific entropy of measures on environments. Another advantage is that qualitative behavior of both
the quenched and annealed rate functions are derived. In particular, the rate function (quenched or
annealed) in the negative direction is equal to the sum of the rate function in the positive direction
and a linear function with slope EP log ρ0. (This implies that for transient RWRE, the rate functions
are not differentiable at the origin.) Other differentiability properties of the rate function, while not
mentioned in [CGZ00], are obtained without too much difficulty from the formulas given for the rate
functions there. Also, if P is nestling, then the quenched and annealed rate functions are zero on
the interval [0, vP ].
The one-dimensional quenched LDP was first derived by Greven and den Hollander in [GdH94]
using homogenization techniques. Greven and den Hollander were also able to show the qualitative
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behavior of the quenched rate function mentioned above. Rosenbluth [Ros06] has also recently
derived the same formula for the one-dimensional quenched rate function as a special case of a
multidimensional quenched LDP. Rosenbluth’s approach also uses homogenization techniques, and
he formulates the quenched rate function as the solution to a variational problem. In the one-
dimensional case, Rosenbluth is able to solve this variational formula to obtain the simpler form of
the quenched rate function which also appears in [CGZ00] and [GdH94].
6.2.2 Large Deviations: d ≥ 2
Although a law of large numbers is not known to hold for general i.i.d. environments, Varadhan
[Var03] has given both a quenched and annealed LDP.
Theorem 6.2.1 (Varadhan [Var03]). Let Xn be a nearest neighbor RWRE on Z
d, and let P be a
uniformly elliptic, i.i.d. measure on environments. Then, there exist convex (non-random) functions
h(v) and H(v) such that Xnn satisfies both a quenched and an annealed large deviation principle with
good rate functions h(v) and H(v), respectively. That is, for any Borel subset Γ ⊂ Rd,
− inf
v∈
◦
Γ
h(v) ≤ 1
n
log lim inf
n→∞
Pω
(
Xn
n
∈ Γ
)
≤ lim sup
n→∞
1
n
logPω
(
Xn
n
∈ Γ
)
≤ − inf
v∈Γ
h(v),
for P−almost every environment ω, and
− inf
v∈
◦
Γ
H(v) ≤ 1
n
log lim inf
n→∞
P
(
Xn
n
∈ Γ
)
≤ 1
n
log lim sup
n→∞
P
(
Xn
n
∈ Γ
)
≤ − inf
v∈Γ
H(v).
Remark: In [Var03], Varadhan actually proves a more general theorem. In particular, he shows
that the conclusion of Theorem 6.2.1 holds for for RWRE with bounded jumps in i.i.d. environments
with certain strong uniform ellipticity conditions.
Varadhan’s proof of the quenched LDP is based on a simple sub-additivity argument, but the
argument does not give much information about the quenched rate function h(v). In particular, the
argument only shows that h is convex. The proof of the annealed LDP in [Var03] is much more
complicated. A RWRE Xn is not a Markov chain (annealed) since it has “long term memory.”
Therefore, Varadhan studies the path of the environment shifted to end at the origin
Wn = (−Xn,−Xn +X1, . . . ,−Xn +Xn−1, 0).
Since Wn incorporates the history of the walk, it is a Markov chain on a very large state space
W. Varadhan then shows that a process level LDP holds for Wn. That is, a LDP holds for the
measure valued process Rn := 1n
∑n
j=1 δWj with good rate function J (µ), which is infinite unless µ
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is a stationary measure on the space W, which is a specified compactification of W. The annealed
LDP for Xn/n is then obtained by contraction, and the rate function H(v) is given by
H(v) = inf
µ∈E, m(µ)=v
J (µ),
where E is the set of ergodic measures on W and m(µ) is the average step size of the ergodic measure
µ.
Since Varadhan’s derivation of an annealed LDP requires an understanding of process level large
deviations on the huge state space W, it is difficult to derive much qualitative information about the
rate function H(v) using Varadhan’s formula for H(v). Nevertheless, Varadhan was able to prove
the following statement about the zero set of the quenched and annealed rate functions:
Theorem 6.2.2 (Varadhan [Var03]). The zero sets of the quenched and annealed rate functions in
Theorem 6.2.1 are identical. That is, h(v) = 0 ⇐⇒ H(v) = 0. Moreover, the zero set of the rate
functions Z = {v : H(v) = 0} has the following description:
Non-nestling: If P is non-nestling, then the zero set is a single point Z = {vP }.
Nestling: If P is nestling, then the zero set is a line segment containing the origin. If limn→∞ Xnn =
vP , P−a.s., then Z = [0, vP ]. Otherwise Z = [v−, v+], where v− and v+ are the two possible limiting
velocities.
We end this section by briefly mentioning some of the other large deviation results for multi-
dimensional RWRE. Rassoul-Agha [RA04] extended the approach of Varadhan to get an LDP for
certain non-i.i.d. laws on environments and other non-Markov random walks on Zd. Zerner [Zer98]
also proved a quenched LDP using a sub-additivity argument. However, unlike Varadhan’s sub-
additive argument, Zerner’s method involved hitting times and was restricted to nestling laws on
environments. Recent results of Yilmaz [Yil08a, Yil08b] take a different approach, using homoge-
nization techniques to derive quenched LDP results. The techniques used in [Yil08a] are similar to
those used in [KRV06] for diffusions in a random environment, and, in [Yil08b], it is shown that, for
“space-time” RWRE, the quenched and annealed rate functions are identical in a neighborhood of
the critical velocity vP .
6.3 Differentiability of the Annealed Rate Function
In this section, we will study the annealed rate function H(v) from Theorem 6.2.1. (Recall that we
are only considering nearest neighbor RWRE in this chapter.) As mentioned in Subsection 6.2.1,
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many differentiability properties of the annealed rate function are known when d = 1. Until now,
however, no differentiability properties of H(v) were known when d ≥ 2. Our main result is the
following theorem:
Theorem 6.3.1. Let Xn be a nearest neighbor RWRE on Z
d, and let P be a uniformly elliptic,
i.i.d., and non-nestling measure on environments. Then, the annealed rate function H(v) is analytic
in a neighborhood of vP .
The variational formula for H(v) given in [Var03] is very hard to work with. Instead of ap-
proaching a LDP through the Markov chain Wn on the huge state space W , we take advantage of
the i.i.d. structure present in regeneration times. From Crame´r’s Theorem, differentiability proper-
ties of the large deviation rate functions for sums of i.i.d. random variables can easily be obtained.
We are then able to transfer these differentiability properties to a new function J¯ defined in terms
of large deviations for (Xτk , τk), and then show that J¯(v) = H(v) in a neighborhood of vP when P
is non-nestling.
We conclude the section by showing that when d = 1 and Xn → +∞, the equality J¯(v) = H(v)
holds for all v ≥ 0 (for both nestling and non-nestling laws P ).
6.3.1 The Rate Function J¯
Since P is non-nestling, for the remainder of this section, we fix a direction ℓ ∈ Sd−1 such that
cℓ ∈ Zd, for some c > 0, and P is non-nestling in direction ℓ. Let τi be the regeneration times in
direction ℓ. For λ ∈ Rd × R = Rd+1, let
Λ(λ) := logEeλ·(Xτ1 ,τ1).
By Theorem 6.1.3, (Xτ1 , τ1), (Xτ2−Xτ1 , τ2−τ1), . . . is an i.i.d. sequence under P. Therefore, Crame´r’s
Theorem [DZ98, Theorem 6.1.3] implies that 1n (Xτn , τn) satisfies a weak LDP under P with convex,
good rate function
I¯(x, t) := inf
λ∈Rd+1
λ · (x, t)− Λ(λ).
In particular, for any open, convex subset G ⊂ Rd+1,
lim
k→∞
1
k
logP
(
1
k
(Xτk , τk) ∈ G
)
= − inf
(x,t)∈G
I¯(x, t). (6.3)
Let Hℓ := {v ∈ Rd : v · ℓ > 0}. Then, for v ∈ Hℓ, let
J¯(v) := inf
0<s≤1
sI¯
(
v
s
,
1
s
)
.
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Having defined the function J¯ , we now mention a few of its properties.
Lemma 6.3.2. J¯ is a convex function on Hℓ, and J¯(vP ) = 0.
Proof. We wish to show that J¯(tv1 + (1 − t)v2) ≤ tJ¯(v1) + (1 − t)J¯(v2) for any v1, v2 ∈ Hℓ and
t ∈ [0, 1]. Obviously, we may assume that J¯(v1), J¯(v2) < ∞, since otherwise the inequality holds
trivially. For s ∈ (0, 1] and v ∈ Hℓ, let
f(v, s) := sI¯
(
v
s
,
1
s
)
= sup
λ∈Rd+1
λ · (v, 1)− sΛ(λ).
Since f(·, ·) is the supremum of a family of linear functions, f(·, ·) is a convex function on Hℓ× (0, 1].
For δ > 0, the definition of J¯ implies that there exist s1, s2 ∈ (0, 1] such that f(v1, s1) < J¯(v1) + δ
and f(v2, s2) < J¯(v2) + δ. Therefore,
J¯(tv1 + (1− t)v2) = inf
s∈(0,1]
f(tv1 + (1 − t)v2, s) ≤ f (tv1 + (1− t)v2, ts1 + (1 − t)s2)
≤ tf(v1, s1) + (1 − t)f(v2, s2)
< tJ¯(v1) + (1− t)J¯(v2) + 2δ,
where the second to last inequality is due to the convexity of f(v, s). Letting δ → 0 finishes the
proof of the first part of the lemma.
For the second part of the lemma, note that (6.2) implies that vP =
EXτ1
Eτ1
. Then, the law of large
numbers implies that
lim
k→∞
P
(∥∥∥∥1k (Xτk , τk)− (vPEτ1,Eτ1)
∥∥∥∥ < δ
)
= 1, ∀δ > 0.
Thus, (6.3) implies that
inf
‖(x,t)−(vPEτ1,Eτ1)‖<δ
I¯(x, t) = 0, ∀δ > 0.
Since I¯ is lower semi-continuous, this implies that I¯(vPEτ1,Eτ1) = 0. Then, the definition of J¯ and
the fact that I¯ is non-negative imply that J¯(vP ) = 0.
Lemma 6.3.3. There exists an η0 > 0 such that J¯(v) is analytic in {v : ‖v − vP ‖ < η0}.
Proof. First, we claim that Λ(λ) is finite for all λ in a neighborhood of the origin. For, since ‖Xτ1‖ ≤
τ1, we have Ee
λ·(Xτ1 ,τ1) ≤ Ee‖λ‖‖(Xτ1 ,τ1)‖ ≤ Ee
√
2‖λ‖τ1 . However, it was shown in [Szn00, Theorem
2.1] that τ1 has exponential tails under P (and therefore also under P). Thus, Ee
λ·(Xτ1 ,τ1) < ∞ if
‖λ‖ is sufficiently small.
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Since Λ(λ) is the logarithm of a non-degenerate moment generating function, Λ is strictly convex
and analytic in a neighborhood of the origin. Then, since I¯ is the Fenchel-Legendre transform of
Λ, I¯ is strictly convex and analytic in a neighborhood of (vPEτ1,Eτ1) = ∇Λ(0) (see Lemma B.1 in
Appendix B). Therefore, f(v, s) = sI¯(v/s, 1/s) is analytic for (v, s) in a neighborhood of (vP , 1/Eτ1).
Thus, it is enough to show that there exists an analytic function s(v) in a neighborhood of vP such
that J¯(v) = f(v, s(v)). To this end, first note that J¯(vP ) = f(vP , 1/Eτ1) = infs∈(0,1] f(vP , s) = 0,
and therefore, since f is non-negative and analytic in a neighborhood of (vP , 1/Eτ1), we have that
∂f
∂s (vP , 1/Eτ1) = 0. Also, since f(v, s) is a convex function,
∂f
∂s (v, s0) = 0 implies that J¯(v) =
f(v, s0). Therefore, it is enough to find an analytic function s(v) in a neighborhood of vP such that
∂f
∂s (v, s(v)) = 0. A version of the implicit function theorem [FG02, Theorem 7.6] gives the existence
of such a function s(v) if we can show that
∂2f
∂s2
(vP , 1/Eτ1) 6= 0. (6.4)
To see that (6.4) holds, note that the definition of f(v, s) implies
∂2f
∂s2
(v, s) =
1
s3
(v, 1) ·D2I¯
(
v
s
,
1
s
)
·
(
v
1
)
, (6.5)
where D2I¯ is the matrix of second derivatives for I¯. However, since I¯(x, y) is strictly convex in a
neighborhood of (vPEτ1,Eτ1), D
2I¯(x, y) is strictly positive definite for (x, y) in a neighborhood of
(vPEτ1,Eτ1). Thus, from (6.5) we see that
∂2f
∂s2 (vP , 1/Eτ1) > 0 and so (6.4) holds.
6.3.2 LDP Lower Bound
We now prove the following large deviation lower bound:
Proposition 6.3.4 (Lower Bound). For any v ∈ Hℓ,
lim
δ→0
lim inf
n→∞
1
n
logP(‖Xn − nv‖ < nδ) ≥ −J¯(v).
Proof. Let ‖ξ‖1 denote the L1 norm of the vector ξ. Then, it is enough to prove the statement of the
proposition with ‖ · ‖1 in place of ‖ · ‖. Also, since P(‖Xn−nv‖1 < nδ) ≥ P(D)P(‖Xn−nv‖1 < nδ),
it is enough to prove the statement of the proposition with P in place of P. That is, it is enough to
show
lim
δ→0
lim inf
n→∞
1
n
logP(‖Xn − nv‖1 < nδ) ≥ −J¯(v).
Now, for any δ > 0 and any integer k, since the walk is a nearest neighbor walk,
P(‖Xn − nv‖1 < 4nδ) ≥ P (‖Xτk − nv‖1 < 2nδ, |τk − n| < 2nδ) .
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For any t ≥ 1, let kn = kn(t) := ⌊n/t⌋, so that n − t < knt ≤ n for all n. Thus, for any δ > 0 and
t ≥ 1, and for all n large enough (so that nδ > t),
P(‖Xn − nv‖1 < 4nδ) ≥ P
(‖Xτkn − nv‖1 < 2nδ, |τkn − n| < 2nδ)
≥ P (‖Xτkn − kntv‖1 < kntδ, |τkn − knt| < kntδ) .
Therefore, for any δ > 0 and t ≥ 1,
lim inf
n→∞
1
n
logP(‖Xn − nv‖1 < 4nδ)
≥ lim inf
n→∞
1
n
logP
(‖Xτkn − kntv‖1 < kntδ, |τkn − knt| < kntδ)
≥ 1
t
lim inf
n→∞
1
kn
logP
(‖Xτkn − kntv‖1 < kntδ, |τkn − knt| < kntδ)
=
1
t
lim inf
k→∞
1
k
logP (‖Xτk − ktv‖1 < ktδ, |τk − kt| < ktδ)
= −1
t
inf
‖x−tv‖1<tδ
|y−t|<tδ
I¯(x, y),
where the last equality is from (6.3). Then, taking δ → 0 we get that for any t ≥ 1,
lim
δ→0
lim inf
n→∞
1
n
logP(‖Xn − nv‖1 < 4nδ) ≥ −1
t
I¯(vt, t).
Since the above is true for any t, the proof is completed by taking the supremum of the right hand
side over all t ≥ 1 and recalling the definition of J¯ .
Corollary 6.3.5. J¯(v) ≥ H(v) for all v ∈ Hℓ.
Proof. The annealed LDP in Theorem 6.2.1 implies that
lim
δ→0
lim inf
n→0
1
n
log P(‖Xn − nv‖ < nδ) = −H(v).
The proof then follows immediately from Proposition 6.3.5.
Remark: The proof of Proposition 6.3.4 does not use that P is non-nestling. In fact, it is enough
to assume that P(Aℓ) > 0 so that, by the remark after Theorem 6.1.3, we can use the i.i.d. structure
for regeneration times under P¯ .
6.3.3 LDP Upper Bound in a neighborhood of vP
We now wish to prove a matching large deviation upper bound to Proposition 6.3.4. Ideally, we
would like for the upper bound to be valid for all v ∈ Hℓ, and in the next subsection we prove
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that this is the case when d = 1. For d > 1 we are only able to prove a matching upper bound to
Proposition 6.3.4 in a neighborhood of vP . However, this is enough to be able to prove Theorem
6.3.1.
We first prove an upper bound involving regeneration times.
Lemma 6.3.6. For any t, k ∈ N and any x ∈ Zd,
P(Xτk = x, τk = t) ≤ e−tJ¯(
x
t ).
Proof. Chebychev’s inequality implies that, for any λ ∈ Rd+1,
P (Xτk = x, τk = t) ≤ e−λ·(x,t)Eeλ·(Xτk ,τk) = e−k(λ·(x/k,t/k)−Λ(λ)),
where in the last equality we used the i.i.d. structure of regeneration times from Theorem 6.1.3.
Thus, taking the infimum over all λ ∈ Rd+1 and using the definition of J¯ (with s = kt ),
P (Xτk = x, τk = t) ≤ e−kI¯(
x
k ,
t
k ) = e−t
k
t I¯(
x
t
t
k ,
t
k ) ≤ e−tJ¯( xt ).
We are now ready to give a matching upper bound to Proposition 6.3.4 in a neighborhood of vP .
Proposition 6.3.7 (Upper Bound). There exists an η > 0 such that, for any ‖v− vP ‖ < η and for
all δ sufficiently small,
lim sup
n→∞
1
n
logP (‖Xn − nv‖ < nδ) ≤ − inf‖x−v‖<δ J¯(x).
Proof. Recall that, since P is non-nestling, [Szn00, Theorem 2.1] implies that τ1 has exponential
tails. Thus, there exist constants C1, C2 > 0 such that max
{
P(τ1 > x),P(τ1 > x)
} ≤ C1e−C2x for all
x > 0. By Lemma 6.3.3, we know that there exists an η0 such that J¯ is analytic on {v : ‖v−vP ‖ < η0}.
We now introduce the following functions which will be useful in the proof:
α(r) := sup
v:‖v−vP ‖≤r
J¯(v), β(r) := sup
v:‖v−vP ‖≤r
∥∥∇J¯(v)∥∥ , r < η0.
Since J¯ is non-negative and analytic on {v : ‖v− vP ‖ < η0}, and since J¯(vP ) = 0, α(r) and β(r) are
continuous on [0, η0) and α(0) = β(0) = 0. Choose ε > 0 such that
4ε
1−2ε < η0 and β
(
4ε
1−2ε
)
< C24 .
Then, choose η > 0 small enough so that η+4ε1−2ε < η0, β
(
η+4ε
1−2ε
)
< C24 and α(η) <
C2
2 ∧ εC2.
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Having introduced the necessary notation, we now proceed with the proof. Let ε, η > 0 be chosen
as above, let v be such that ‖v − vP ‖ < η, and let δ < η − ‖v − vP ‖. Now,
P(‖Xn − nv‖ < nδ) ≤ P(∃k ≤ n : τk − τk−1 ≥ εn)
+ P (∃k : τ1 < εn, τk ∈ (n− εn, n], ‖Xn − nv‖ < nδ, τk+1 > n) . (6.6)
Then, since J¯(v) ≤ α(η) < εC2,
P(∃k ≤ n : τk − τk−1 ≥ εn) ≤ C1ne−C2εn ≤ C1ne−nJ¯(v).
Thus, we need only to bound the second term in (6.6).
Since the random walk is a nearest neighbor walk, ‖Xτk − nv‖ ≤ ‖Xn − nv‖+ |n− τk|. Thus,
P (∃k : τ1 < εn, τk ∈ (n− εn, n], ‖Xn − nv‖ < nδ, τk+1 > n)
≤
∑
k≤n
∑
u∈(0,ε)
∑
s∈[0,ε)
P (τ1 = un, τk = (1− s)n, ‖Xτk − nv‖ < n(δ + s), τk+1 − τk > ns) ,
where the above sums are only over the finite number of possible u, s and x such that the probabilities
are non-zero. However,
P (τ1 = un, τk = (1 − s)n, ‖Xτk − nv‖ < n(δ + s), τk+1 > n)
≤ P (τ1 = un, τk − τ1 = (1− s− u)n, ‖Xτk −Xτ1 − nv‖ ≤ n(δ + s+ u), τk+1 − τk > ns)
= P(τ1 = un)P
(
τk−1 = (1− s− u)n, ‖Xτk−1 − nv‖ ≤ n(δ + s+ u)
)
P(τ1 > ns),
where the first inequality again uses the fact that the random walk is a nearest neighbor random
walk, and the last equality uses the independence structure of regeneration times from Theorem
6.1.3. Thus, since P(τ1 = un) ≤ C1e−C2un and P(τ1 > ns) ≤ C1e−C2sn,
P (∃k : τ1 < εn, τk ∈ (n− εn, n], ‖Xn − nv‖ < nδ, τk+1 > n)
≤
∑
k≤n
∑
u∈(0,ε)
∑
s∈[0,ε)
C21e
−C2(u+s)nP
(
τk−1 = (1− s− u)n, ‖Xτk−1 − nv‖ < n(δ + s+ u)
)
. (6.7)
Then, Lemma 6.3.6 implies that (6.7) is bounded above by
∑
k≤n
∑
u∈(0,ε)
∑
s∈[0,ε)
∑
‖x−v‖<δ+u+s
e−n(1−s−u)J¯(
x
1−s−u )C21e
−C2(s+u)n
≤ C3nd+3 sup
s∈[0,2ε)
sup
‖x−v‖<δ+s
e−n((1−s)J¯(
x
1−s )+C2s)
= C3n
d+3 exp
{
−n
(
inf
s∈[0,2ε)
inf
‖x−v‖<δ+s
(1− s)J¯
(
x
1− s
)
+ C2s
)}
, (6.8)
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for some constant C3 depending only on ε, η and C1. Therefore, to finish the proof of the proposition,
it is enough to show that the infimum in (6.8) is achieved when s = 0. That is, it is enough to show
the infimum is larger than inf‖x−v‖<δ J¯(x).
To this end, note that
inf
s∈[0,2ε)
inf
‖x−v‖<δ+s
(1− s)J¯
(
x
1− s
)
+ C2s
= inf
‖x−v‖<δ
inf
s∈[0,2ε)
inf
‖y−x‖<s
(1− s)J¯
(
y
1− s
)
+ C2s
≥ inf
‖x−v‖<δ
inf
s∈[0,2ε)
inf
‖y−x‖<s
[
J¯(x)− (1− s)
∣∣∣∣J¯
(
y
1− s
)
− J¯(x)
∣∣∣∣ + s(C2 − J¯(x))
]
. (6.9)
Since δ < η−‖v− vP ‖, then ‖x− v‖ < δ implies that ‖x− vP ‖ < η. Thus, ‖y− x‖ < s implies that∥∥∥∥ y1− s − vP
∥∥∥∥ ≤
∥∥∥∥y − x1 − s
∥∥∥∥+
∥∥∥∥ x1− s − vP
∥∥∥∥ ≤ s1− s + ‖x− vP ‖+ s1− s ≤ η + 2s1− s ≤ η + 4ε1− 2ε .
Therefore, x, y1−s ∈ {v : ‖v − vP ‖ < η0}, since η and ε were chosen so that η < η+4ε1−2ε < η0. Since J¯
is analytic in {v : ‖v − vP ‖ < η0}, the mean value theorem implies that
J¯
(
y
1− s
)
− J¯(x) = ∇J¯(ξ) ·
(
y
1− s − x
)
for some ξ on the segment between x and y/(1− s). Thus,∣∣∣∣J¯
(
y
1− s
)
− J¯(x)
∣∣∣∣ ≤ sup
‖ξ−vP ‖< η+4ε1−2ε
∥∥∇J¯(ξ)∥∥ ∥∥∥∥ y1− s − x
∥∥∥∥ ≤ β
(
η + 4ε
1− 2ε
)
2s
1− s ≤
C2s
2(1− s) ,
where the last inequality is due to our choice of η and ε. Recalling (6.9), we obtain
inf
s∈[0,2ε)
inf
‖x−v‖<δ+s
(1− s)J¯
(
x
1− s
)
+ C2s ≥ inf‖x−v‖<δ infs∈[0,2ε) inf‖y−x‖<s J¯(x) −
C2
2
s+ s(C2 − J¯(x))
= inf
‖x−v‖<δ
inf
s∈[0,2ε)
J¯(x) + s
(
C2
2
− J¯(x)
)
= inf
‖x−v‖<δ
J¯(x),
where the last inequality is because ‖x − vP ‖ < η, and thus J¯(x) ≤ α(η) < C22 by our choice of η.
This completes the proof of the proposition.
Corollary 6.3.8. There exists an η > 0 such that J¯(v) ≤ H(v) for all ‖v − vP ‖ < η.
Proof. The proof is similar to the proof of Corollary 6.3.5. Theorem 6.2.1 implies that
lim
δ→0
lim sup
n→∞
1
n
logP (‖Xn − nv‖ < nδ) = −H(v).
The corollary then follows immediately from Proposition 6.3.7.
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The proof of Theorem 6.3.1 is now almost immediate.
Proof of Theorem 6.3.1:
Corollaries 6.3.5 and 6.3.8 imply that H(v) = J¯(v) in a neighborhood of vP . Lemma 6.3.3 then
implies that H(v) is analytic in a neighborhood of vP .
6.3.4 Equality of J¯ and H when d = 1
For d > 1, we only know that J¯(v) = H(v) in a neighborhood of vP when P is non-nestling. In this
subsection, we show that when d = 1 and ℓ = 1 (that is, EP log ρ < 0), the equality J¯(v) = H(v)
holds for all v ≥ 0. (Note that in this subsection we no longer assume that P is non-nestling, but
we still require P to be i.i.d. and uniformly elliptic.) A crucial step in our proof of this fact is the
following lemma:
Lemma 6.3.9. Assume EP log ρ < 0 and let J¯(0) := limv→0+ J¯(v). Then, J¯(0) = H(0).
The proof of Lemma 6.3.9 is rather long and technical, and thus will be given in Appendix C.
Corollary 6.3.10. Assume EP log ρ < 0. Then, ‖Pω(Xn ≤ 0)‖∞ ≤ e−nJ¯(0).
Proof. If the environment is nestling, then J¯(0) = 0 and the statement is trivial. On the other hand,
if the environment is non-nestling, [CGZ00, equation (79)] implies that Pω(Xn ≤ 0) ≤ e−nH(0),
P − a.s. The corollary then follows immediately from Lemma 6.3.9.
Using Corollary 6.3.10, we obtain the following improvement of Proposition 6.3.7:
Proposition 6.3.11 (Upper Bound (d = 1)). Assume that EP log ρ < 0. Then, for any v > 0 and
δ < v,
lim
n→∞
1
n
logP(|Xn − nv| < δn) ≤ − inf|x−v|<δ J¯(x).
Proof. Let σn := sup{k ≤ n : Xk = 0} be the time of the last visit to zero before time n. Then, by
decomposing the path of the random walk according to σn and the first hitting time of Xn,
P(|Xn − nv| < δn) =
∑
|x−nv|<δn
P(Xn = x)
=
∑
|x−nv|<δn
∑
0≤t<s≤n
P(σn = t, Tx = s, Xn = x)
≤
∑
|x−nv|<δn
∑
0≤t<s≤n
‖Pω(Xt = 0)‖∞ P(Tx = s− t, T−1 > s− t) ‖Pω(Xn−s = 0)‖∞
≤
∑
|x−nv|<δn
∑
0≤t<s≤n
e−(n−s+t)J¯(0)P(Tx = s− t, T−1 > s− t), (6.10)
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where the last inequality is from Corollary 6.3.10. Next, note that
P(Tx = s− t, T−1 > s− t) = P(Tx = s− t, T−1 > s− t)P
x(Tx−1 =∞)
P(T−1 =∞) . (6.11)
Since Pω(Tx = s−t, T−1 > s−t) and P xω (Tx−1 =∞) depend on disjoint sections of the environment,
P(Tx = s− t, T−1 > s− t)Px(Tx−1 =∞) = EP [Pω(Tx = s− t, T−1 > s− t)P xω (Tx−1 =∞)]
= P (Tx = s− t, T−1 > s− t, Xr ≥ x ∀r ≥ s− t)
= P(∃k : τk = s− t,Xτk = x, T−1 =∞). (6.12)
Thus, (6.11) and (6.12) imply that
P(Tx = s− t, T−1 > s− t) = P(∃k : τk = s− t,Xτk = x) ≤ ne−(s−t)J¯(
x
s−t ), (6.13)
where the last inequality is from Lemma 6.3.6 and the fact that τk = s − t implies k ≤ s − t ≤ n.
Combining (6.10) and (6.13), we obtain that
P(|Xn − nv| < δn) ≤ n
∑
|x−nv|<δn
∑
0≤t<s≤n
e−(n−s+t)J¯(0)e−(s−t)J¯(
x
s−t) ≤ n
∑
|x−nv|<δn
∑
0≤t<s≤n
e−nJ¯(
x
n ),
where the last inequality is from the convexity of J¯ . Therefore,
P(|Xn − nv| < δn) ≤ 2δn4 sup
|x−v|<δ
e−nJ¯(x).
Corollary 6.3.12. Assume EP log ρ < 0. Then, the annealed rate function H(v) is identical to
J¯(v) for all v ≥ 0.
Proof. Corollary 6.3.5 and the remark that follows imply that J¯(v) ≥ H(v) for all v > 0, and
Proposition 6.3.11 implies that J¯(v) ≤ H(v) for all v > 0. Thus, J¯(v) = H(v) for all v > 0. Lemma
6.3.9 shows that equality holds for v = 0 as well.
Appendix A
A Formula for the Quenched
Variance of Hitting Times
In this appendix, we will derive a formula for the quenched variance of τ1, where τ1 is the first
time a random walk starting at 0 reaches 1. Recall that when Eωτ1 < ∞, we use V arωτ1 :=
Eω (τ1 − (Eωτ1))2 to denote the quenched variance of τ1. Our goal is to prove the following formula
for V arωτ1, which was stated in (2.9):
V arωτ1 = S¯(ω)
2 − S¯(ω) + 2
∞∑
n=1
Π−n+1,0S¯(θ−nω)2 (A.1)
= 4(W0 +W
2
0 ) + 8
∑
i<0
Πi+1,0(Wi +W
2
i ), (A.2)
where S¯(ω) and Wi are defined in (2.7) and (2.2), respectively. Since V arωτ1 = Eωτ
2
1 − (Eωτ1)2,
and since (2.7) implies that Eωτ1 = S¯(ω), (A.1) is equivalent to
Eωτ
2
1 = 2S¯(ω)
2 − S¯(ω) + 2
∞∑
n=1
Π−n+1,0S¯(θ−nω)2. (A.3)
(A.2) then follows from (A.1) by noting that S¯(θ−nω) = 1 + 2W−n.
To prove (A.3), we first truncate τ1 to guarantee finiteness of expectations. Let M > 0. Then,
the decomposition of τ1 in (2.5) implies that
τ1 ∧M ≤ 1 + 1X1=−1(τ ′0 ∧M + τ ′1 ∧M),
where τ ′0 is the time it takes to reach 0 after first hitting −1, and τ ′1 is the time it takes to go
from 0 to 1 after first hitting −1. Squaring both sides of the above equation and taking quenched
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expectations, it follows from the strong Markov property that
Eω(τ1 ∧M)2 ≤ 1 + 2Eω (1X1=−1(τ ′0 ∧M + τ ′1 ∧M))
+ Eω
(
1X1=−1((τ
′
0 ∧M)2 + 2(τ ′0 ∧M)(τ ′1 ∧M) + (τ ′1 ∧M)2)
)
= 1 + 2(1− ω0) (Eθ−1ω(τ1 ∧M) + Eω(τ1 ∧M))
+ (1− ω0)
(
Eθ−1ω(τ1 ∧M)2 + 2Eθ−1ω(τ1 ∧M)Eω(τ1 ∧M) + Eω(τ1 ∧M)2
)
.
Solving for Eω(τ1 ∧M)2 gives
Eω(τ1 ∧M)2 ≤ 1
ω0
+ 2ρ0 (Eθ−1ω(τ1 ∧M) + Eω(τ1 ∧M))
+ ρ0
(
Eθ−1ω(τ1 ∧M)2 + 2Eθ−1ω(τ1 ∧M)Eω(τ1 ∧M)
)
≤ 1
ω0
+ 2ρ0
(
S¯(θ−1ω) + S¯(ω) + S¯(θ−1ω)S¯(ω)
)
+ ρ0Eθ−1ω(τ1 ∧M)2
= 2S¯(ω)2 − 1
ω0
+ ρ0Eθ−1ω(τ1 ∧M)2,
where the second inequality holds because Eωτ1 = S¯(ω), and the last equality is due to the fact that
ρ0S¯(θ
−1ω) = S¯(ω)− 1ω0 . By iterating the above inequality, we get that
Eω(τ1 ∧M)2 ≤ 2
(
S¯(ω)2 + ρ0S¯(θ
−1ω)2 + · · ·+Π−n+1,0S¯(θ−nω)2
)
(A.4)
−
(
1
ω0
+
1
ω−1
ρ0 + · · ·+ 1
ω−n
Π−n+1,0
)
(A.5)
+ Π−n,0Eθ−n−1ω(τ1 ∧M)2. (A.6)
As n→∞, (A.5) tends to S¯(ω), which is finite by assumption. Also, since S¯(ω) is finite, Π−n,0 → 0
as n→∞, which implies that (A.6) tends to zero as n→∞. Therefore,
Eω(τ1 ∧M)2 ≤ 2S¯(ω)2 + 2
∞∑
n=1
Π−n+1,0S¯(θ−nω)2 − S¯(ω).
monotone convergence then implies that
Eωτ
2
1 ≤ 2S¯(ω)2 + 2
∞∑
n=1
Π−n+1,0S¯(θ−nω)2 − S¯(ω). (A.7)
If Eωτ1 = S¯(ω) < ∞ but Eωτ21 = ∞, then obviously the above can be replace by equality. On the
other hand, if Eωτ
2
1 <∞ we can repeat this argument without truncating by M . That is,
Eωτ
2
1 = 2S¯(ω)
2 − 1
ω0
+ ρ0Eθ−1ωτ
2
1 ,
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which, after iterating, implies that
Eωτ
2
1 = 2
(
S¯(ω)2 + · · ·+Π−n+1,0S¯(θ−nω)2
)− ( 1
ω0
+ · · ·+ 1
ω−n
Π−n+1,0
)
+Π−n,0Eθ−n−1ωτ
2
1 .
Omitting the last term and letting n→∞, we obtain
Eωτ
2
1 ≥ 2S¯(ω)2 + 2
∞∑
n=1
Π−n+1,0S¯(θ−nω)2 − S¯(ω), (A.8)
whenever Eωτ
2
1 <∞. Thus, (A.3) is implied by (A.7) and (A.8).
Appendix B
Analyticity of Fenchel-Legendre
Transforms
Let F : Rd → R be a convex function. Then, the Fenchel-Legendre transform F ∗ of F is defined by
F ∗(x) = sup
λ∈Rd
λ · x− F (λ). (B.1)
Lemma B.1. Let F be strictly convex and analytic on an open subset U ⊂ Rd. Then, F ∗ is strictly
convex and analytic in U ′ := {y ∈ Rd : y = ∇F (λ) for some λ ∈ U}.
Proof. Since F is strictly convex on U , ∇F is one-to-one on U . Therefore, for any x ∈ U ′, there
exists a unique λ(x) ∈ U such that ∇F (λ(x)) = x. (That is, x 7→ λ(x) is the inverse function of ∇F
restricted to U .) This implies, since λ 7→ λ ·x−F (λ) is a concave function in λ, that the supremum
in (B.1) is achieved with λ = λ(x) when x ∈ U ′. That is,
F ∗(x) = λ(x) · x− F ((λ(x)) , ∀x ∈ U ′. (B.2)
Since F is analytic on U , then ∇F is also analytic on U . Then, a version of the inverse function
theorem [FG02, Theorem 7.5] implies that λ(·) is analytic on U ′ if
det
(
D2F (x)
) 6= 0, ∀x ∈ U, (B.3)
where D2F is the matrix of second derivatives of F . However, since F is strictly convex on U ,
D2F (x) is strictly positive definite for all x ∈ U . Thus, (B.3) holds and so x 7→ λ(x) is analytic on
U ′. Recalling (B.2), we then obtain that F ∗ is also analytic on U ′.
130
APPENDIX B. ANALYTICITY OF FENCHEL-LEGENDRE TRANSFORMS 131
An application of the chain rule to (B.2) implies that
∇F ∗(x) = λ(x) and D2F ∗(x) = Dλ(x) = (D2F (λ(x)))−1 , ∀x ∈ U ′.
Since D2F is strictly positive definite on U , the above implies that D2F ∗(x) is strictly positive
definite for all x ∈ U ′. Thus F ∗ is strictly convex on U ′.
Appendix C
Proof of Lemma 6.3.9
Recall that for Lemma 6.3.9 we are assuming that P is uniformly elliptic and i.i.d., and that
EP log ρ < 0. To prove Lemma 6.3.9, we first need the following lemma:
Lemma C.1. Assume that EP log ρ0 < 0. Then,
lim
M→∞
lim inf
n→∞
1
Mn
logP (Tn ∈ [Mn, (M + 1)n]) ≥ −H(0).
Proof. First, note that
P (Tn ∈ [Mn, (M + 1)n]) = 1
P(T−1 =∞)P (Tn ∈ [Mn, (M + 1)n], T−1 =∞)
≥ 1
P(T−1 =∞)EP [Pω (Tn ∈ [Mn, (M + 1)n], T−1 > Tn)Pθ
nω(T−1 =∞)]
= P (Tn ∈ [Mn, (M + 1)n], T−1 > Tn) ,
where in the last equality we used that the environment is i.i.d. Therefore, it is enough to prove
lim
M→∞
lim inf
n→∞
1
Mn
logP (Tn ∈ [Mn, (M + 1)n], T−1 > Tn) ≥ −H(0). (C.1)
The idea of the proof of (C.1) is to construct an environment which is most likely to make both
T−1 and Tn large. Let ωmin := inf{x > 0 : P (ω0 ≤ x) > 0}. The proof of (C.1) is divided into three
cases: ωmin <
1
2 , ωmin >
1
2 , and ωmin =
1
2 .
Case I: ωmin <
1
2 .
EP log ρ0 < 0 and ωmin <
1
2 imply that P is nestling. Therefore, Theorem 6.2.2 gives that
H(0) = 0. Now, the event {Tn ∈ [Mn, (M + 1)n], T−1 > Tn} is implied by not reaching −1 or n by
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time Mn and then taking n consecutive steps in the positive direction. Thus,
P (Tn ∈ [Mn, (M + 1)n], T−1 > Tn) ≥ ωnminP (Tn ∧ T−1 > Mn) .
Since P is uniformly elliptic, ωmin > 0 and therefore limM→∞ limn→∞ 1Mn logω
n
min = 0. Thus, to
prove (C.1), it is enough to show that
lim
M→∞
lim inf
n→∞
1
Mn
logP (Tn ∧ T−1 > Mn) = 0. (C.2)
We now define a collection of environments on which the event {Tn ∧ T−1 > Mn} is likely. Let
Tn :=
{
ωx ≥ 1
2
, ∀x ∈ [0, ⌊n/2⌋)
}
∩
{
ωx ≤ 1
2
, ∀x ∈ (⌊n/2⌋, n)
}
.
Now, we can force the event {Tn ∧ T−1 > Mn} to happen by forcing Mn visits to ⌊n/2⌋ before first
reaching n or −1. That is, letting T+x := inf{k > 0 : Xk = x} be the first return time to x,
P (Tn ∧ T−1 > Mn) ≥ EP
[
Pω
(
T⌊n/2⌋ < T−1
)
P ⌊n/2⌋ω
(
T+⌊n/2⌋ < (T−1 ∧ Tn)
)Mn
1Tn
]
≥ P (Tn) inf
ω∈Tn
Pω
(
T⌊n/2⌋ < T−1
)
P ⌊n/2⌋ω
(
T+⌊n/2⌋ < (T−1 ∧ Tn)
)Mn
. (C.3)
Since EP log ρ < 0 and ωmin <
1
2 , we have that P (ω0 ≥ 12 ), P (ω0 ≤ 12 ) > 0. Therefore,
lim
M→∞
lim inf
n→∞
1
Mn
logP (Tn) = lim
M→∞
lim inf
n→∞
1
Mn
log
(
P
(
ω0 ≥ 1
2
)⌊n/2⌋
P
(
ω0 ≤ 1
2
)n−⌊n/2⌋−1)
= lim
M→∞
1
2M
log
(
P
(
ω0 ≥ 1
2
)
P
(
ω0 ≤ 1
2
))
= 0. (C.4)
A coupling argument with a simple random walk implies that
Pω
(
T⌊n/2⌋ < T−1
) ≥ 1
1 + ⌊n/2⌋ , and P
⌊n/2⌋
ω
(
T+⌊n/2⌋ < (T−1 ∧ Tn)
)
≥ 1− 2
n
, ∀ω ∈ Tn.
Therefore,
lim
M→∞
lim inf
n→∞
1
Mn
log
(
inf
ω∈Tn
Pω
(
T⌊n/2⌋ < T−1
)
P ⌊n/2⌋ω
(
T+⌊n/2⌋ < (T−1 ∧ Tn)
)Mn)
≥ lim
M→∞
lim inf
n→∞
1
Mn
log
(
1
1 + ⌊n/2⌋
(
1− 2
n
)Mn)
= 0. (C.5)
Applying (C.4) and (C.5) to (C.3), we obtain (C.2).
Case II: ωmin >
1
2 .
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We will prove (C.1) in the case where P (ω0 = ωmin) > 0. (The case where P (ω0 = ωmin) = 0 is
then handled by approximation.) Let ω¯min be the environment with ωx = ωmin for all x. Then,
P (Tn ∈ [Mn, (M + 1)n], Tn < T−1)
≥ P (ω0 = ωmin)nPω¯min (Tn ∈ [Mn, (M + 1)n], Tn < T−1)
= P (ω0 = ωmin)
nPω¯min (Tn < T−1)Pω¯min
(
Tn ∈ [Mn, (M + 1)n]
∣∣ Tn < T−1) .
Letting ρmax :=
1−ωmin
ωmin
< 1, we have that Pω¯min (Tn < T−1) ≥ Pω¯min (T−1 =∞) = 1 − ρmax > 0.
Since limM→∞ lim infn→∞
1
Mn logP (ω0 = ωmin)
n = 0 , to complete the proof of the lemma it is
enough to prove that
lim
M→∞
lim inf
n→∞
1
Mn
logPω¯min (Tn ∈ [Mn, (M + 1)n] |Tn < T−1) ≥ −H(0). (C.6)
Let λ¯ := − 12 log (4ωmin(1− ωmin)), and recall from [CGZ00, proof of Lemma 4] that
φ(λ) := Eω¯mine
λT1 =


1−
√
1−e2(λ−λ¯)
2(1−ωmin)eλ if λ ≤ λ¯,
∞ if λ > λ¯.
We claim that
lim
n→∞
1
n
logEω¯min
[
eλTn |Tn < T−1
]
= logφ(λ), ∀λ <∞. (C.7)
To see this, first note that
Eω¯min
[
eλTn |Tn < T−1
]
=
1
Pω¯min(Tn < T−1)
Eω¯min
[
eλTn1Tn<T−1
]
=
(
1− ρmax
1− ρnmax
)
Eω¯min
[
eλTn1Tn<T−1
]
. (C.8)
Since ρmax < 1, to prove (C.7) it is enough to show that limn→∞ 1n logEω¯min
[
eλTn1Tn<T−1
]
= φ(λ).
For λ ≤ λ¯, let ψn,λ(x) := Exω¯min
[
eλTn1Tn<T−1
]
for −1 ≤ x ≤ n. Then, ψn,λ(−1) = 0, ψn,λ(n) = 1,
and
ψn,λ(x) = ωmine
λψn,λ(x+ 1) + (1− ωmin)eλψn,λ(x− 1), ∀ − 1 < x < n.
This system of equations can be solved explicitly. In particular,
ψn,λ(0) = Eω¯min
[
eλTn1Tn<T−1
]
= φ(λ)n
(
n∑
k=0
ρkmaxφ(λ)
2k
)−1
. (C.9)
Since φ(λ) ≤ φ(λ¯) = ρ−1/2max for all λ ≤ λ¯, we have that
∑n
k=0 ρ
k
maxφ(λ)
2k ≤ n+ 1. Thus, for λ ≤ λ¯,
the limit in (C.7) follows from (C.8) and (C.9). For λ > λ¯, the limit in (C.7) then follows from the
fact that logEω¯min
[
eλTn1Tn<T−1
]
is a convex function of λ and limλ→λ¯− φ
′(λ) = +∞.
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It is easily checked that for any t ∈ (1,∞), there exists a unique λ < λ¯ such that (logφ(λ))′ = t.
Then, since (C.7) holds, the Ga¨rtner-Ellis Theorem [DZ98, Theorem 2.3.6] implies that
lim inf
n→∞
1
n
logPω¯min (Tn ∈ [An,Bn] |Tn < T−1) ≥ − inf
t∈(A,B)
r(t), ∀1 < A < B <∞,
where r(t) = supλ λt − logφ(λ) = tλ¯ + t2 log(1 − t−2) + 12 log
(
ρmax
t+1
t−1
)
is the Fenchel-Legendre
transform of logφ(λ). Since r(t) is increasing for t > (2ωmin − 1)−1, inft∈(M,M+1) r(t) = r(M) for
all M large enough. Therefore,
lim
M→∞
lim inf
n→∞
1
Mn
logPω¯min (Tn ∈ [Mn, (M + 1)n] |Tn < T−1) ≥ − lim
M→∞
1
M
r(M) = −λ¯.
Finally, it was shown in [CGZ00, Lemma 4 and proof of Theorem 1] that H(0) = λ¯. This completes
the proof of (C.6), and thus also the proof of the lemma, when ωmin >
1
2 .
Case III: ωmin =
1
2 .
The proof when ωmin =
1
2 is essentially the same as in the case ωmin >
1
2 . In particular, it is
enough to show (C.6). The same argument as above shows that
lim
n→∞
1
n
logEω¯min
[
eλTn |Tn < T−1
]
= logφ(λ), ∀λ <∞,
where φ(λ) := Eω¯mine
λT1 =
1−
√
1−e2λ
eλ
. Since 0 is not in the interior of {λ ∈ R : φ(λ) < ∞}, we
cannot directly apply the Ga¨rtner-Ellis Theorem as was done above. However, it is still true that for
any t ∈ (1,∞), there exists a unique λ < 0 such that (logφ(λ))′ = t. Thus, the standard exponential
change in measure argument which gives the lower bound in the Ga¨rtner-Ellis Theorem is still valid
for bounded subsets of (1,∞). Therefore,
lim inf
n→∞
1
n
logPω¯min (Tn ∈ [An,Bn] |Tn < T−1) ≥ − inf
t∈(A,B)
r(t), ∀1 < A < B <∞,
where r(t) = t2 log(1 − t−2)− 12 log
(
t−1
t+1
)
. Since r(t) is decreasing with limt→∞ r(t) = 0,
lim
M→∞
lim inf
n→∞
1
Mn
logPω¯min (Tn ∈ [Mn, (M + 1)n] |Tn < T−1) ≥ − lim
M→∞
1
M
r(M + 1) = 0.
Note that H(0) = 0 since ωmin = 0 implies that P is nestling. Thus, (C.6) holds when ωmin =
1
2 as
well.
Proof of Lemma 6.3.9:
From Corollary 6.3.5 and the remark that follows, we know that
J¯(0) = lim
v→0+
J¯(v) ≥ lim
v→0+
H(v) = H(0).
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Thus, we only need to show that J¯(0) ≤ H(0). From Lemma C.1 (replacingM by 1ε and n by ⌊εn⌋),
lim
ε→0+
lim inf
n→∞
1
n
logP
(
T⌊εn⌋ ∈ [n, n+ εn]
) ≥ −H(0).
Therefore, it is enough to show
lim
ε→0+
lim sup
n→∞
1
n
logP
(
T⌊εn⌋ ∈ [n, n+ εn]
) ≤ −J¯(0). (C.10)
For an upper bound on P(T⌊εn⌋ ∈ [n, n+ εn]), note that
P
(
T⌊εn⌋ ∈ [n, n+ εn]
)
=
P
(
T⌊εn⌋ ∈ [n, n+ εn], T−1 =∞
)
P(T−1 =∞)
≤ P
(
T⌊εn⌋ ∈ [n, n+ εn], T⌊εn⌋ < T−1
)
P(T−1 =∞)
=
P
(
T⌊εn⌋ ∈ [n, n+ εn], T⌊εn⌋ < T−1
)
P⌊εn⌋(T⌊εn⌋−1 =∞)
P(T−1 =∞)2 . (C.11)
Since Pω
(
T⌊εn⌋ ∈ [n, n+ εn], T−1 < T⌊εn⌋
)
and P
⌊εn⌋
ω
(
T⌊εn⌋−1 =∞
)
depend on disjoint sections of
the environment,
P
(
T⌊εn⌋ ∈ [n, n+ εn], T−1 < T⌊εn⌋
)
P⌊εn⌋
(
T⌊εn⌋−1 =∞
)
= EP
[
Pω
(
T⌊εn⌋ ∈ [n, n+ εn], T−1 < T⌊εn⌋
)
P ⌊εn⌋ω
(
T⌊εn⌋−1 =∞
)]
= P
(
T⌊εn⌋ ∈ [n, n+ εn], T−1 < T⌊εn⌋, Xk ≥ ⌊εn⌋ ∀k ≥ T⌊εn⌋
)
= P (∃k : τk ∈ [n, n+ εn], Xτk = ⌊εn⌋, T−1 =∞) .
Therefore, (C.11) implies that
P
(
T⌊εn⌋ ∈ [n, n+ εn]
)
=
P (∃k : τk ∈ [n, n+ εn], Xτk = ⌊εn⌋, T−1 =∞)
P(T−1 =∞)2
=
P (∃k : τk ∈ [n, n+ εn], Xτk = ⌊εn⌋)
P(T−1 =∞) . (C.12)
But then,
P (∃k : τk ∈ [n, n+ εn], Xτk = ⌊εn⌋) ≤
∑
k≤εn
∑
t∈[1,1+ε]
P(τk = tn,Xτk = ⌊εn⌋)
≤ (εn)2 sup
t∈[1,1+ε]
e−ntJ¯(
⌊εn⌋
nt ), (C.13)
where the last inequality is due to Lemma 6.3.6. Thus, (C.12) and (C.13) imply that
lim
ε→0+
lim sup
n→∞
1
n
logP
(
T⌊εn⌋ ∈ [n, n+ εn]
) ≤ − lim
ε→0+
lim sup
n→∞
inf
t∈[1,1+ε]
tJ¯
(⌊εn⌋
nt
)
= −J¯(0),
where the last equality is due to the fact that J¯(0) = limv→0+ J¯(v) by definition. This finishes the
proof of (C.10) and thus also the proof of the lemma.
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