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Resumen
Los argumentos son la unidad ba´sica del razonamiento rebatible. Esta clase de
razonamiento no monoto´nico esta´ fundamentado en el ana´lisis diale´ctico y constituye
la sema´ntica operacional de la Programacio´n en Lo´gica Rebatible.
Con el esp´ıritu de definir una sema´ntica declarativa adecuada para la Programacio´n
en Lo´gica Rebatible es que, en este trabajo, se presenta una caracterizacio´n declarativa
de la nocio´n procedural de argumento. Dicha caracterizacio´n esta´ basada en el concepto
de consecuencias de un programa lo´gico.
Asimismo, se demuestra que la relacio´n existente entre la definicio´n declarativa
introducida y la definicio´n procedural es de equivalencia. Como paso intermedio se
define una transformacio´n sinta´ctica de programas lo´gico rebatibles ba´sicos en progra-
mas lo´gicos definidos, mostrando algunas propiedades que relacionan las dos clases de
programas lo´gicos.
1 Introduccio´n
La Programacio´n en Lo´gica Rebatible (de ahora en ma´s PLR) es una extensio´n de la Pro-
gramacio´n en Lo´gica (PL) con una nueva clase de reglas, las reglas rebatibles. Estas reglas
permiten representar conocimiento tentativo, aumentando, de este modo, el poder expresivo
de la PL.
Los argumentos son la unidad ba´sica del razonamiento rebatible. Esta clase de razo-
namiento rebatible esta´ fundamentado en el ana´lisis diale´ctico y constituye la sema´ntica
operacional de la PLR. Si bien esta sema´ntica es suficiente para verificar si una consulta a
un programa lo´gico rebatible esta´ justificada o no, creemos que el beneficio de una sema´ntica
declarativa para la PLR es doble. Por un lado, es necesaria para ayudar al programador a
especificar el conocimiento y razonar a partir de e´l sin preocuparse por la parte de control del
sistema. Por otro lado, la definicio´n de una sema´ntica declarativa ayuda en el estudio de la
PLR como sistema de razonamiento no mono´tono. Un conjunto de propiedades [2], han sido
presentadas con el objeto de clasificar y caracterizar el comportamiento de las sema´nticas de
los programas lo´gicos con negacio´n. Analizando el conjunto de propiedades que se cumplen
es posible comparar al sistema con otros, mostrando sus ventajas y desventajas.
En [3] se introdujo una sema´ntica basada en juegos para la PLR. Si bien esta sema´ntica
modela el ana´lisis diale´ctico a trave´s de un juego, la nocio´n de argumento quedo´ indefinida.
En otras palabras, se asume que el conjunto de argumentos para un literal es dado por
algu´n ora´culo. Esto motivo´ una caracterizacio´n declarativa de la definicio´n procedural de
argumento. El estudio presentado en este trabajo esta´ basado en un concepto introducido,
en primer instancia por Tarski para la lo´gica cla´sica y, luego adaptado por Lifschitz para
programas lo´gicos ba´sicos.
La organizacio´n de este trabajo es la siguiente. En la seccio´n 2, se realiza una revisio´n
de los principales conceptos sobre la clase de los programas lo´gicos rebatibles. La seccio´n
3 describe la sema´ntica procedural de la PLR, ilustrando el significado de argumento. La
seccio´n 4 introduce las consecuencias estrictas de un programa lo´gico rebatible y como resul-
tado inmediato, se presenta la definicio´n declarativa de argumento. Con el objeto de probar
la equivalencia entre las nociones declarativa y procedural de argumento, se introduce una
transformacio´n sinta´ctica no inyectiva de programas lo´gicos rebatibles ba´sicos en programas
lo´gicos definidos. En la seccio´n 5 se describen y prueban algunas propiedades de la aplicacio´n
de dicha transformacio´n. Como consecuencia de estas u´ltimas, en esta misma seccio´n, se
presenta el principal resultado de este trabajo: la demostracio´n de la equivalencia entre las
definiciones declarativa y procedural de argumento. Finalmente, en la seccio´n 6, se presentan
nuestras conclusiones y se mencionan algunos posibles trabajos de investigacio´n futuros.
2 Programacio´n en Lo´gica Rebatible
La PLR permite representar conocimiento tentativo y certero, y con el objeto de distin-
guirlos consiste de dos clases diferentes de reglas: reglas estrictas y reglas rebatibles. Los
diferenciaremos sinta´cticamente utilizando los metas´ımbolos ← y −≺ .
El lenguaje de la PLR esta´ formado por todos los posibles literales ground1 que se puedan
obtener a partir de la signatura del programa y lo notamos Lit. En otras palabras, L
pertenece a Lit si L es un a´tomo ground A o un a´tomo ground negado ∼ A, siendo ∼ la
representacio´n de la negacio´n fuerte. Dado un literal L, notamos con L al complemento de
1Utilizamos el vocablo en ingle´s por no encontrar una traduccio´n adecuada al castellano.
L con respecto a la negacio´n fuerte y lo definimos como sigue. Si L es el a´tomo A entonces
L =∼ A; si L es el a´tomo negado ∼ A entonces L = A.
Definicio´n 2.1. Reglas estrictas y rebatibles
Una Regla Estricta es un par ordenado L ← L1, . . . , Ln donde L ∈ Lit y {L1, . . . , Ln} es
un subconjunto de Lit.
Una Regla Rebatible es un par ordenado L−≺L1, . . . Lm donde L ∈ Lit y {L1, . . . , Lm} es
un subconjunto de Lit.
En ambos casos, la parte izquierda del par, L, sera´ llamada consecuente o cabeza de la regla
y la parte derecha sera´ llamada antecedente o cuerpo de la regla. Como es usual, si el cuerpo
es vac´ıo, i.e., n = 0, entonces la regla estricta se transforma en L← true o L← y es llamada
hecho y la regla rebatible (m = 0) se transforma en L−≺ true o L−≺ y la llamaremos
presuposicion. 
Las reglas rebatibles son reglas que pueden ser derrotadas en presencia de evidencia con-
traria. Estas reglas pueden interpretarse como razones para creer en el antecedente Cuerpo
proveen razones para creer en el consecuente Cabeza[10] y sus consecuencias siempre sera´n
sujetas a debate.
La PLR puede ser clasificada de acuerdo a como las reglas, estrictas y rebatibles, son
construidas. La clasificacio´n que presentamos sigue las definiciones dadas por J. W. Lloyd
en [8], M. Gelfond y V. Lifschitz en [6] y J.J. Alferes y L. M. Pereira en [1].
Definicio´n 2.2. Sean { A, A1, . . . , An } ⊆ Lit un conjunto finito de a´tomos y
{L,L1, . . . , Ln} un subconjunto finito de literales en Lit. Clasificamos del siguiente modo a
las reglas:
• La regla estrictaA← A1, . . . , An se denomina Regla Estricta Denida. Ana´logamente,
la regla rebatible A−≺A1, . . . , An se denomina Regla Rebatible Denida
• La regla estricta L← L1, . . . , Ln se denomina Regla Estricta Basica. Ana´logamente,
la regla rebatible L−≺L1, . . . , Ln se denomina Regla Rebatible Basica.

Definicio´n 2.3. Un programa logico rebatible[4] es un conjunto de reglas estrictas y re-
batibles. Si P es un programa lo´gico rebatible, distinguiremos el subconjunto Π de reglas
estrictas en P, y el subconjunto ∆ de reglas rebatibles en P. Cuando se requiera denotaremos
P como 〈Π,∆〉. 
Del mismo modo en que hemos clasificado a las reglas estrictas y rebatibles, lo haremos
con los programas lo´gicos rebatibles. Diremos que un programa lo´gico rebatible es denido
si sus reglas estrictas y rebatibles son definidas y basico si sus reglas estrictas y rebatibles
son ba´sicas.
Una vez representado el conocimiento en un programa lo´gico rebatible, estaremos intere-
sados en responder a consultas basados en tal conocimiento.
Definicio´n 2.4. Una consulta rebatible , denotada por {Q1, . . . , Qn}, es una conjun-
to de literales ground. La meta rebatible correspondiente a la consulta se define como
−≺Q1, . . . , Qn.
Ana´logamente a una regla, una consulta rebatible y una meta rebatible pueden ser clasi-
ficadas en definida y ba´sica dependiendo de si cada Qi (1 ≤ i ≤ n) es un a´tomo o un
literal. 
Una consulta rebatible es la conjuncio´n de los literales que la componen, de modo que
una consulta sera´ consecuencia de un programa, si lo es cada uno de sus miembros.
El lenguaje de un programa lo´gico rebatible no permite el uso de variables, y por lo
tanto, un programa lo´gico rebatible no permitira´ en la definicio´n de sus reglas te´rminos no
ground. Es posible pensar a un programa lo´gico que contenga variables como un esquema
del programa[7]. As´ı una regla R que contenga variables es un esquema de regla y puede
ser vista como una notacio´n abreviada de todas sus posibles instanciaciones ground. Este
concepto puede ser extendido para los programas lo´gicos rebatibles. Mientras que un es-
quema de un programa lo´gico rebatible puede contener un conjunto finito de esquemas de
reglas rebatibles y estrictas, el programa lo´gico rebatible obtenido a partir de aque´l, puede
consistir de infinitas reglas ground rebatibles y estrictas, con la sola presencia de un s´ımbolo
de funcio´n. Las consultas que contengan te´rminos no ground, sera´n consideradas tambie´n
esquemas de consultas.
Ejemplo 2.1. El siguiente es un esquema de programa lo´gico rebatible ba´sico P que re-
presenta informacio´n sobre la nacionalidad de una persona.
Π = {ciudadan´ıa(andrea, italiana), origen(andrea, argentina), opto´(andrea, francesa)}
∆ = {nacionalidad(X, Y )−≺ ciudadan´ıa(X, Y )
nacionalidad(X, Y )−≺ origen(X, Y )
nacionalidad(X, Y )−≺ opto´(X, Y )
¬nacionalidad(X, Y )−≺ origen(X, Y ) ∧ opto´(X,Z) ∧ Z 6= Y
doble˙nacionalidad(X)−≺nacionalidad(X, Y ) ∧ nacionalidad(X,Z) ∧ Z 6= Y }
Aunque los dos u´ltimos esquemas de reglas contengan las condiciones Z 6= Y , e´stas pueden ser
eliminadas al reemplazarlas por las instancias ground correspondientes, teniendo en cuenta
la restriccio´n. 
Este trabajo estara´ circunscripto a programas lo´gicos rebatibles ba´sicos, i.e., programas
lo´gicos rebatibles con negacio´n fuerte. Siempre que no sea ambiguo, nos referiremos a progr-
amas lo´gicos rebatibles ba´sicos simplemente como programas lo´gicos rebatibles o programas.
3 Sema´ntica Operacional
La sema´ntica operacional de la Programacio´n en Lo´gica Rebatible Ba´sica ( de ahora en ma´s
PLRB) se basa en los sistemas de argumentacion, que constituyen una formalizacio´n del
razonamiento no mono´tono. Con el objeto de explicar una creencia, un agente realiza un
ana´lisis diale´ctico teniendo en cuenta las explicaciones tentativas que pueda construir para
tal creencia. Las explicaciones que soportan a la creencia se denominan argumentos y son el
fundamento del razonamiento rebatible.
Una creencia q es aceptada por un agente si existe un argumento A de q que lo justifique,
i.e., no existen contraargumentos que derroten a A. Ya que los derrotadores son tambie´n
argumentos podr´ıan existir derrotadores para estos u´ltimos y as´ı continuando.
Las siguientes definiciones, que son adaptaciones de las dadas por [4], formalizan la idea
de derivacio´n rebatible.
Definicio´n 3.1. Sean −≺Q1, . . . , Qn una meta rebatible ba´sica y R una regla estricta
o rebatible con cabeza Qi, 1 ≤ i ≤ n y cuerpo L1, . . . , Lm. Luego la nueva meta rebatible
−≺Q1, . . . , Qi−1, L1, . . . , Lm, Qi+1, . . . , Qn es derivable rebatiblemente. 
Definicio´n 3.2. Sean P un programa rebatible y Q una consulta rebatible ba´sica. Una
derivacion rebatible consiste de una secuencia finita de metas rebatibles −≺Q = Q0, Q1, . . . , Qn,
donde cada Qi+1 es derivado rebatiblemente a partir de Qi, 0 ≤ i < n y Qn es la meta vac´ıa.
Diremos que Q se deriva rebatiblemente a partir de P. 
Ya que la PLRB permite representar conocimiento contradictorio, diremos que un pro-
grama rebatible P es contradictorio si existe un literal L tal que P deriva rebatiblemente a
L y a L.
A partir de estas definiciones podremos formalizar la idea de argumento.
Definicio´n 3.3. [5] Sea P = 〈Π,∆〉 un programa lo´gico rebatible. Una estructura de
argumento para un literal ground h en el contexto Π, que denotaremos 〈A, h〉Π o simplemente
〈A, h〉, si A es un subconjunto de ∆ que cumple las siguientes condiciones:
1. h se deriva rebatiblemente a partir de Π ∪ A,
2. Π ∪ A no es contradictorio, y
3. A es minimal con respecto a la inclusio´n de conjuntos, i.e., no existe A′ ⊂ A tal que
A′ satisface las dos primeras condiciones.
Un argumento 〈B, h′〉 es un subargumento de 〈A, h〉 si B ⊆ A. 
Aunque cuando se referencia a un argumento para h se hace mencio´n de A, siempre que
no sea ambiguo abusaremos del lenguaje denominando a la estructura de argumento 〈A, h〉
simplemente argumento.
Definicio´n 3.4. [5] Dos argumentos 〈B, h′〉 y 〈A, h〉 esta´n en desacuerdo cuando Π ∪
{h, h′} sea contradictorio. 
Una vez que se ha construido un argumento para h, debemos encontrar cada argumento
〈B′, q〉 tal que exista un subargumento 〈A′, h′〉 de 〈A, h〉 y que 〈A′, h′〉 y 〈B′, q〉 este´n en
desacuerdo. 〈B′, q〉 se denomina contraargumento de 〈A, h〉.
Ejemplo 3.1. Consideremos nuevamente el programa del ejemplo 2.1. Los argumentos
para la consulta doble˙nacionalidad(andrea) son:
A1 = { doble˙nac(andrea)−≺nac(andrea, argentina) ∧ nac(andrea, italiana);
nac(andrea, argentina)−≺ origen(andrea, argentina);
nac(andrea, italiana)−≺ ciudadan´ıa(andrea, italiana) }
A2 = { doble˙nac(andrea)−≺nac(andrea, argentina) ∧ nac(andrea, francesa);
nac(andrea, argentina)−≺ origen(andrea, argentina);
nac(andrea, francesa)−≺ opto´(andrea, francesa) }
A3 = { doble˙nac(andrea)−≺nac(andrea, italiana) ∧ nac(andrea, francesa);
nac(andrea, italiana)−≺ ciudadan´ıa(andrea, italiana);
nac(andrea, francesa)−≺ opto´(andrea, francesa) }
Existen otros argumentos que se generan al instanciar en forma sime´trica las nacionali-
dades en la regla doble˙nacionalidad(andrea).
Note que el siguiente argumento:
A4 = {¬nac(andrea, argentina)−≺ origen(andrea, argentina) ∧ opto´(andrea, francesa)}
es un contraargumento del subargumento
〈{nac(andrea, argentina)−≺ origen(andrea, argentina)}, nac(andrea, argentina)〉
de los argumentos A1 y A2. 
De todos los contraargumentos que puedan existir para un argumento, nosotros estaremos
interesados solamente en aquellos que lo derroten. Con el objeto de poder decidir entre
contraargumentos, se define una relacio´n de preferencia entre argumentos. Esta relacio´n
puede ser especificada de diferentes maneras, como por ejemplo, prioridad entre reglas [9] y
especificidad[10].
El ana´lisis diale´ctico, que puede ser visto gra´ficamente como un a´rbol, se construye
comenzando con un argumento para la consulta, considerando, luego, todos los contraargu-
mentos que lo derroten. Ya que los contraargumentos son argumentos, se debera´ considerar
los contraargumentos de los contraargumentos y as´ı sucesivamente.
La consulta es una consecuencia del sistema si en el a´rbol que representa su ana´lisis
diale´ctico resulta que cada contraargumento que podr´ıa derrotar al argumento en la ra´ız es a
su vez derrotado, teniendo en cuenta que las hojas del a´rbol son argumentos no derrotados.
Ejemplo 3.2. Continuando con el ejemplo de las nacionalidades y siendo que el ana´lisis
diale´ctico esta´ fuera del alcance de este trabajo, so´lo daremos el resultado para la consulta,
sin entrar en los detalles. Bajo la relacio´n de preferencia de especificidad, el contraargumento
A4 derrota a los argumentos A1 y A2. As´ı andrea tiene doble nacionalidad por ser italiana
y francesa. 
4 Argumentos: un estudio declarativo
Dado un programa estamos interesados en obtener el conjunto de sus consecuencias lo´gicas,
i.e., su sema´ntica. Para esto necesitamos dar una definicio´n declarativa equivalente de argu-
mento. Basamos esta definicio´n en la de operacio´n de consecuencia.
Una operacio´n de consecuencia CnT en el sentido esta´ndar deriva de Tarski y es una
operacio´n sobre conjuntos de sentencias. Dado un conjunto de sentencias Γ se define CnT (Γ)
como el conjunto de sentencias que puede ser derivado cla´sicamente a partir de Γ y de los
axiomas lo´gicos usando las reglas de inferencia.
Nuestro intere´s es definir el conjunto de literales ground que son consecuencias de los
programas lo´gicos. As´ı la operacio´n de consecuencia se define sobre un programa lo´gico
rebatible en Lit. La contraparte de las sentencias en los programas lo´gicos son los literales
ground. Dado un programa lo´gico rebatible exigiremos que el conjunto de las consecuen-
cias de un programa sea cerrado”bajo las reglas estrictas y rebatibles, i.e., si una regla
puede ser aplicada, entonces la consecuencia de esa regla debe pertenecer al conjunto de las
consecuencias del programa.
Deberemos distinguir dos casos de acuerdo a si el programa es o no consistente. Diremos
que un programa es consistente si no existe un literal L, tal que L y su complemento L
pertenezcan a sus consecuencias. De otro modo, diremos que el programa es inconsistente.
Extenderemos las definiciones dadas en [7] para manejar programas lo´gicos rebatibles.
Definicio´n 4.1. Sea X un conjunto de literales. X es consistente si no existe un literal L
tal que {L,L} ⊆ X. X es logicamente cerrado si es consistente o es igual a Lit. Diremos que
X es cerrado estrictamente bajo un programa P, si para cada regla estricta y rebatible de
la forma CabezaCuerpo de P, donde  indica ← y −≺ respectivamente, Cabeza ∈ X
siempre que Cuerpo ⊆ X. 
La definicio´n anterior no refleja el comportamiento de las reglas rebatibles, ya que es apli-
cada, sin considerar posibles elementos en el conocimiento que invaliden su uso, mostrando,
finalmente, una conducta ide´ntica a la regla estricta.
Definicio´n 4.2. Sea P un programa. El conjunto de las consecuencias estrictas de P, que
notaremos CnE(P), es el menor conjunto de literales que es lo´gicamente cerrado y cerrado
estrictamente bajo P. 
Si el programa es consistente, entonces un literal pertenecera´ al conjunto de sus conse-
cuencias si es la consecuencia de una regla estricta o rebatible aplicable. Si el programa
es inconsistente entonces sus consecuencias coinciden con Lit, i.e., todo el lenguaje es con-
secuencia de un programa inconsistente. Siendo que esta´ permitido en la PLRB expresar
informacio´n contradictoria, sera´ de poca ayuda dar el conjunto de todas las consecuencias
de un programa, pues en la mayor´ıa de los casos este conjunto sera´ Lit. Sin embargo, la
definicio´n de argumento exige que el conjunto resultante de unir el subconjunto de reglas
rebatibles que lo componen a Π sea consistente. Por esta razo´n, utilizaremos este concepto
para dar la definicio´n declarativa equivalente de argumento para un literal.
Definicio´n 4.3. Sea P = 〈Π,∆〉 un programa. Un argumento A para un literal ground
q es un subconjunto de las reglas rebatibles de P, A ⊆ ∆, tal que:
1. q ∈ CnE(Π ∪ A)
2. CnE(Π ∪ A) es consistente, i.e., CnE(Π ∪ A) 6= Lit
3. A es minimal con respecto a la inclusio´n, i.e., no existe A′ ⊆ A que cumpla (1) y (2).
Un argumento 〈B, h′〉 es un subargumento de 〈A, h〉 si B ⊆ A. 
Definicio´n 4.4. Dos argumentos 〈B, h′〉 y 〈A, h〉 esta´n en desacuerdo si Π ∪ {h, h′} es
inconsistente o en forma equivalente cuando CnE(Π ∪ {h, h′}) = Lit. 
Ejemplo 4.1. Consideremos el argumento A1 del programa del ejemplo 2.1. El conjunto
de CnE(Π ∪ A1) es{
ciudadan´ıa(andrea, italiana), origen(andrea, argentina), opto´(andrea, francesa),
nac(andrea, argentina), nac(andrea, italiana), doble˙nac(andrea)
}
A1 cumple la defincio´n 4.3 de argumento, ya que doble˙nac(andrea) ∈ CnE(Π ∪ A1),
CnE(Π ∪ A1) es consistente y, por u´ltimo, A1 es minimal con respecto a la inclusio´n de
conjuntos. 
Con el objeto de demostrar que la caracterizacio´n declarativa de argumento es equivalente
a la procedural, introducimos una transformacio´n sinta´ctica de programas rebatibles ba´sicos
en programas definidos sin reglas rebatibles. Esta transformacio´n es una extensio´n de la
presentada en [7] y nos permitira´ aprovechar todas las propiedades demostradas para los
programas lo´gicos sin reglas rebatibles.
Definicio´n 4.5. Sea P = 〈Π,∆〉 un programa rebatible ba´sico. Para cada a´tomo
A ∈ Lit, seleccione un nuevo s´ımbolo A′, tal que A′ 6∈ Lit. Definimos en forma recursiva
definido(P),cuyo lenguaje sera´ Litd(P ) = {A ∈ Lit|Aes un atomo } ∪ {A′|A es un atomo en
Lit y A′ es el atomo ground seleccionado para A}
(i) definido(A) = A, si A es un a´tomo.
(ii) definido(¬A) = A′, siendo A′ el nuevo a´tomo ground asignado al a´tomo A.
(iii) definido(Cabeza← Cuerpo) = definido(Cabeza)← definido(Cuerpo).
(iv) definido(Cabeza−≺Cuerpo) = definido(Cabeza)← definido(Cuerpo).
(v) definido(〈Π,∆〉) = {definido(R)|R ∈ Π ∪∆}.
Sea X un conjunto de literales llamaremos definido(X) = {definido(x)|x ∈ X} 
Ejemplo 4.2. El siguiente esquema de programa es el resultado de aplicar definido al
programa del ejemplo 2.1.
{ciudadan´ıa(andrea, italiana)
origen(andrea, argentina)
opto´(andrea, francesa)
nacionalidad(X, Y )← ciudadan´ıa(X, Y )
nacionalidad(X, Y )← origen(X, Y )
nacionalidad(X, Y )← opto´(X, Y )
nacionalidad′(X, Y )← origen(X, Y ) ∧ opto´(X,Z) ∧ Z 6= Y
doble˙nacionalidad(X)← nacionalidad(X, Y ) ∧ nacionalidad(X,Z) ∧ Z 6= Y }

Esta transformacio´n no es inyectiva, ya que existen diversos programas lo´gicos rebatibles
cuyo programa transformado a trave´s de definido coincide.
En la siguiente seccio´n demostraremos que las definiciones declarativa y procedural de
argumento son equivalentes utilizando a los programas transformados a trave´s de definido.
5 Equivalencia entre las definiciones declarativa y pro-
cedural de argumento
En esta seccio´n se presenta el resultado ma´s importante de este trabajo: la equivalencia
entre las definiciones procedural y declarativa de argumento. Para alcanzar tal resultado
probaremos primero algunas propiedades sobre la relacio´n entre un programa rebatible y
su transformacio´n sinta´ctica a trave´s de definido. Las demostraciones se muestran en el
ape´ndice.
Lema 5.1. Sean P = 〈Π,∆〉 un programa y Λ ⊆ ∆, tal que Π ∪ Λ es consistente.
Entonces
CnE(definido(Π ∪ Λ)) = definido(CnE(Π ∪ Λ))

La igualdad no vale si Π∪Λ es inconsistente. Esto se debe a que en este caso CnE(Π∪Λ)
es Lit y siendo que definido(Π∪Λ) nunca sera´ inconsistente, las consecuencias estrictas no
necesariamente son igual a Litd(P ).
Corolario 5.2. Sean P = 〈Π,∆〉 un programa y Λ ⊆ ∆. Entonces
CnE(definido(Π ∪ Λ)) ⊆ definido(CnE(Π ∪ Λ))

Evidentemente definido(P) es un programa lo´gico definido sin reglas rebatibles por lo
que podremos aprovechar todas las propiedades demostradas para ellos.
Lema 5.3. [7] Sea Π ∪ ∆ un programa y Λ ⊆ ∆. CnE(definido(Π ∪ Λ)) es el menor
modelo de definido(Π ∪ Λ). 
Lema 5.4. [8] Sean P un programa lo´gico definido sin reglas rebatibles y q un a´tomo. q
pertenece al modelo mı´nimo de P si y so´lo si existe una refutacio´n SLD de P∪{← q}. 
Note que la definicio´n de derivacio´n rebatible a partir de un programa lo´gico rebatible es
equivalente a la refutacio´n a partir de programas definidos no rebatibles. El siguiente lema
lo formaliza.
Lema 5.5. Sean P = 〈Π,∆〉 un programa, Λ ⊆ ∆, q un literal y q′ = definido(q).
Entonces,
definido(Π ∪ Λ) ` q′ si y so´lo si q es derivable rebatiblemente a partir de Π ∪ Λ

Teorema 5.6. Sean P = 〈Π,∆〉 un programa y A ⊆ ∆. A es un argumento para un
literal h segu´n la definicio´n declarativa 4.3 si y so´lo si A es un argumento para el literal h
segu´n la definicio´n procedural 3.3. 
El teorema anterior nos habilita para utilizar cualquiera de las definiciones en forma
indistinta. Note que si A es un argumento para h, al calcular CnE(Π∪A) tenemos a nuestro
alcance todos los literales que fueron necesarios para derivar rebatiblemente h, potenciales
puntos de ataques para otros argumentos.
6 Conclusio´n y Trabajo Futuro
Hemos caracterizado de un modo declarativo a la nocio´n de argumento, basa´ndonos en las
consecuencias estrictas del conjunto de reglas estrictas unido a un subconjunto de reglas re-
batibles, potencial argumento. Asimismo, se han presentado las definiciones correspondiente
de subargumento y argumentos en desacuerdo. Hemos demostrado que la relacio´n existente
entre el concepto declarativo y el procedural es de equivalencia. Como paso intermedio se
especifico´ una transformacio´n sinta´ctica de programas lo´gico rebatibles ba´sicos en progra-
mas lo´gicos definidos y se demostraron algunas propiedades que relacionan las dos clases de
programas lo´gicos.
Creemos que estos resultados nos permitira´n alcanzar uno de nuestros estudios futuros:
una sema´ntica declarativa adecuada para la PLRB.
Entre nuestros trabajos futuros se encuentra tambie´n, decidir si esta caracterizacio´n
puede ayudar a dar significado a programas lo´gicos rebatibles que incluyan la negacio´n por
falla.
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A Ape´ndice
A.1 Prueba de los lemas
Lema A.7. Sean P = 〈Π,∆〉 un programa rebatible ba´sico, C ⊆ Lit y C ′ = definido(C). Si C ′ es
cerrado bajo definido(Π ∪∆), entonces C es cerrado bajo Π ∪∆.
Demostracio´n: Sea A← B1, . . . , Bn ∈ Π ∪∆ y {B1, . . . , Bn} ⊆ C, debemos probar que A ∈ C.
Ya que A ← B1, . . . , Bn ∈ Π ∪ ∆ entonces definido
(
A ← B1, . . . , Bn
) ∈ definido(Π ∪ ∆). Adema´s
{B1, . . . , Bn} ⊆ C, luego definido
({B1, . . . , Bn}) ⊆ C ′. Por hipo´tesis, C ′ es cerrado bajo definido(Π∪∆),
as´ı definido(A) ∈ C ′. Siendo que la transformacio´n definido no genera nuevos elementos, entonces A ∈
C. 
Lema 5.1 Sean P = 〈Π,∆〉 un programa y Λ ⊆ ∆, tal que Π ∪ Λ es consistente. Entonces
CnE(definido(Π ∪ Λ)) = definido(CnE(Π ∪ Λ))
Demostracio´n: Probaremos por definicio´n que el conjunto de las consecuencias estrictas de (definido(Π∪
Λ)) es definido(CnE(Π ∪ Λ)).
i definido(CnE(Π∪Λ)) es lo´gicamente cerrado. Ya que en cualquier transformacio´n a trave´s de definido
no existen literales complementarios, definido(CnE(Π ∪ Λ)) es consistente.
ii definido(CnE(Π ∪ Λ)) es cerrado bajo definido(Π ∪ Λ).
Sea A ← B1, . . . , Bn ∈ definido(Π ∪ Λ) y {B1, . . . , Bn} ⊆ definido(CnE(Π ∪ Λ)). Debemos probar
que A ∈ definido(CnE(Π ∪ Λ)).
Supongamos que A 6∈ definido(CnE(Π ∪ Λ)), con definido(A′) = A. Sabiendo que
A← B1, . . . , Bn ∈ definido(Π ∪ Λ)
entonces existe
A′ ← B′1, . . . , B′n ∈ Π o bien A′−≺B′1, . . . , B′n ∈ Λ
siendo definido(B′i) = Bi, 1 ≤ i ≤ n. Ya que {B1, . . . , Bn} ⊆ definido(CnE(Π ∪ Λ)), entonces
{B′1, . . . , B′n} ⊆ CnE(Π ∪ Λ). Pero A′ 6∈ CnE(Π ∪ Λ). Contradiccio´n.
iii definido(CnE(Π ∪ Λ)) es el conjunto minimal que cumple (i)-(ii).
Supongamos que existe C ⊂ definido(CnE(Π∪Λ)), tal que cumple (i)-(ii), luego existe un a´tomo A tal
que A 6∈ C y A ∈ definido(CnE(Π ∪ Λ)).
Sea C ′ el conjunto de literales, tal que C = definido(C ′). Como C es cerrado bajo definido(Π ∪ Λ),
entonces por el lema A.7 C ′ es cerrado bajo Π ∪ Λ. Por otra parte, Π ∪ Λ es consistente, as´ı C ′ es
lo´gicamente cerrado.
Por lo tanto, C ′ es lo´gicamente cerrado y cerrado bajo Π ∪ Λ y C ′ ⊂ CnE(Π ∪ Λ). Contradiccio´n.
∴ CnE(definido(Π ∪ Λ)) = definido(CnE(Π ∪ Λ)). 
Corolario 5.2 Sean P = 〈Π,∆〉 un programa y Λ ⊆ ∆. Entonces
CnE(definido(Π ∪ Λ)) ⊆ definido(CnE(Π ∪ Λ))
Demostracio´n: Contemplaremos dos casos:
• Si Π ∪ Λ es consistente, entonces el corolario es directo por el lema 5.1.
• Si Π ∪ Λ es inconsistente, entonces CnE(Π ∪ Λ) = Lit y definido(Lit) es igual al lenguaje de
definido(Π ∪∆), i.e., Litd(P ). As´ı por definicio´n CnE(definido(Π ∪ Λ)) ⊆ Litd(P ).

Lema 5.5 Sean P = 〈Π,∆〉 un programa, Λ ⊆ ∆, q un literal y q′ = definido(q). Entonces,
definido(Π ∪ Λ) ` q′ si y so´lo si q es derivable rebatiblemente a partir de Π ∪ Λ
Demostracio´n: Por hipo´tesis, definido(Π ∪ Λ) ` q′, luego existe una refutacio´n SLD de definido(Π ∪
Λ) ∪ {← q′}. Sea tal refutacio´n dada por la secuencia ← q′ = Q′0, Q′1, . . . , Q′n = .
Probaremos por induccio´n sobre la longitud de la refutacio´n SLD, que existe una derivacio´n rebatible de q
desde Π ∪ Λ.
Caso Base: n = 1. En este caso la refutacio´n SLD tiene la forma
← q′ = Q′0, Q′1 = 
As´ı debe existir una regla q′ ← true ∈ definido(Π ∪ Λ). Luego existe q ← true ∈ Π o bien
q ← true ∈ Λ. Por lo tanto, Q1 =  se deriva rebatiblemente desde Π ∪ Λ.
Paso inductivo: Supongamos que el lema vale para k < n. Debemos probar que vale para n.
Q′1 fue obtenido a partir de Q
′
0 utilizando una regla de la forma
q′ ← A′1 . . . A′m
siendo Q′1 = ← A′1 . . . A′m. As´ı existe
q ← A1 . . . Am ∈ Π o bien q−≺A1 . . . Am ∈ Λ (1)
siendo A′i = definido(Ai), 1 ≤ i ≤ m.
La refutacio´n SLD Q′1 = ← A′1 . . . A′m, Q′2, . . . , Q′n =  tiene menos de n pasos. Por hipo´tesis
inductiva, existe una derivacio´n rebatible Q1 = −≺A1 . . . Am, Q2, . . . , Qr = .
−≺A1 . . . Am es derivable rebatiblemente desde −≺ q utilizando alguna de las reglas 1.
Por lo tanto,
Q0 = −≺ q, Q1 = −≺A1 . . . Am, Q2, . . . , Qr = 
es una derivacio´n rebatible de q a partir de Π ∪ Λ.
El rec´ıproco se prueba en forma ana´loga. 
A.2 Prueba del Teorema de Equivalencia de las Definiciones Pro-
cedural y Declarativa
Lema A.8. Sean P = 〈Π,∆〉 un programa y Λ ⊆ ∆, tal que Π∪Λ es consistente. h ∈ CnE(Π∪Λ) si y
so´lo si h es derivable rebatiblemente a partir de Π ∪ Λ.
Demostracio´n: h ∈ CnE(Π ∪ Λ) si y so´lo si
h′ = definido(h) y h′ ∈ definido(CnE(Π ∪ Λ)) si y so´lo si
por ser Π ∪ Λ consistente, entonces aplicando el lema 5.1 h′ ∈ CnE(definido(Π ∪ Λ)) si y so´lo si
por lema 5.3 CnE(definido(Π ∪ Λ)) es el menor modelo de definido(Π ∪ Λ) si y so´lo si
por lema 5.4 existe una refutacio´n SLD de definido(Π ∪ Λ) ∪ {← h′} si y so´lo si
h es derivable rebatiblemente a partir de Π ∪ Λ. 
Lema A.9. Sean P = 〈Π,∆〉 un programa y Λ ⊆ ∆. Π ∪ Λ es consistente si y so´lo si Π ∪ Λ no es
contradictorio.
Demostracio´n: Supongamos que Π ∪ Λ es contradictorio. Luego existe un literal L tal que Π ∪ Λ deriva
rebatiblemente a L y a L. Por lema 5.5 definido(Π∪Λ) ` L′ y definido(Π∪Λ) ` L′ siendo L′ = definido(L)
y L
′
= definido(L).
Por el lema 5.4 {L′, L′} esta´ incluido en el modelo minimal y aplicando el lema 5.3 tenemos que {L′, L′} ⊆
CnE(definido(Π ∪ Λ)).
Por corolario 5.2 {L′, L′} ⊆ definido(CnE(Π ∪ Λ)). Por lo tanto, {L,L} ⊆ CnE(Π ∪ Λ), i.e., Π ∪ Λ es
inconsistente. Esta contradiccio´n provino de suponer que Π ∪ Λ es contradictorio.
Rec´ıprocamente, si Π∪Λ es inconsistente, entonces existe al menos un literal L que genera tal inconsis-
tencia y que hace que CnE(Π ∪ Λ) = Lit. Para tal literal L debe ser que {L′L′} ⊆ CnE(definido(Π ∪ Λ)),
siendo L′ = definido(L) y L
′
= definido(L). Por los lemas 5.3 y 5.4 {L′L′} esta´ incluido en el modelo
mı´nimo de definido(Π ∪ Λ) y, por lo tanto, definido(Π ∪ Λ) ` L′ y definido(Π ∪ Λ) ` L′. Luego tanto L
como L son derivables rebatiblemente a partir de Π∪Λ por el lema 5.5, i.e., Π∪Λ es contradictorio. 
Teorema 5.6 Sean P = 〈Π,∆〉 un programa y A ⊆ ∆. A es un argumento para un literal h segun
la denicion declarativa 4.3 si y solo si A es un argumento para el literal h segun la denicion
procedural 3.3.
Demostracio´n: Probaremos que las tres condiciones de las definiciones son equivalentes.
1. CnE(Π ∪ A) es consistente si y so´lo si Π ∪ A no es contradictorio. Lema A.9.
2. En el punto anterior, se mostro´ que Π∪A es consistente, por lo tanto, h ∈ CnE(Π∪A) si y so´lo si h
es derivable rebatiblemente a partir de Π ∪ A, por lema A.3.
3. Sea A un argumento para h bajo la definicio´n declarativa 4.3. Debemos probar que A es el conjunto
minimal que cumple las condiciones (1) y (2) de la definicio´n procedural 3.3.
Supongamos que existe A′ ⊆ A que cumple las condiciones (1) y (2) de la definicio´n procedural 3.3.
Ya que Π∪A′ deriva rebatiblemente a h y que Π∪A′ no es contradictotio, por lema h ∈ CnE(Π∪A′).
Adema´s CnE(Π ∪ A′) es consistente. Por lo tanto, A no es un argumento para h segu´n la definicio´n
declarativa, pues no es minimal. Contradiccio´n. Dicha contradiccio´n provino de suponer que A no es
el conjunto minimal que cumple (1) y (2) de la definicio´n procedural de argumento.
El rec´ırproco se demuestra en forma ana´loga.
Luego ambas definiciones son equivalentes. 
