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Output Containment Control of Discrete-time
Multi-agent Systems with Application to Multiple
Ground Vehicles
Shimin Wang, Simin Jiang, Zhi Zhan, Yuanqing Wu, and Renxin Zhong
Abstract—This paper investigates the output containment
control problem for heterogeneous discrete-time multi-agent
systems with multiple leaders. The objective is to develop a
distributed control law such that the output of the followers
can converge to the convex hull spanned by the output of the
leaders exponentially. The convex hull formed by the output
of the leaders and the system matrix of leaders are estimated
via an adaptive distributed containment observer. Based on this
observer, a distributed dynamic output feedback control proto-
col is first devised for heterogeneous discrete-time multi-agent
systems using only neighboring relative output information. The
proof is depicted by showing certain output containment errors
converge to zero exponentially, which indicates the containment
control objective is well achieved. A distributed dynamic state-
feedback control law is deduced as a special case of the output
feedback control. For the application to control multiple ground
vehicles, a prescribed offset for maintaining the minimum safety
gap between adjacent agents is considered. Finally, numerical
simulations with application to ground vehicles validate the
effectiveness and the computational feasibility of the proposed
control protocols.
Index Terms—Output feedback, Adaptive distributed contain-
ment observer, Containment Control, Heterogeneous multi-agent
system, Discrete-time system
I. INTRODUCTION
C
OOPERATIVE control of multi-agent systems (MAS)
has been a recent research hotspot for its broad applica-
tions in biology, physics, and engineering [1, 2]. The agents are
usually classified as leaders and followers. Generally speaking,
cooperative control problems of MAS can be mainly classified
into three categories including the formation control problem
(or the leaderless problem) [3–9], the leader-follower forma-
tion tracking problem [9–13], and the containment control
problem [14–17].
The objective of formation control is to regulate the
states/outputs of the MAS to form a prescribed configuration.
The consensus approach is one of the most popular approaches
to solve the formation control problem. It aims to design the
adaptive distributed control strategy using only local informa-
tion available to each agent such that the discrepancy between
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the states of any two agents in the network tends to zero. In
practice, apart from forming the desired state/output formation
configuration, it is also desired that the whole formation can
track the trajectory of the (single) leader, i.e., the state/output
of each agent converges to that of the leader. Assuming only
the neighboring followers can access the leader’s dynamics,
the adaptive time-varying output formation tracking control
problem of general linear heterogeneous MAS was studied
in [18]. Vehicular longitudinal formation control has attracted
considerable attention in recent years because it can improve
the performance of traffic systems significantly via the emerg-
ing connected and/or autonomous vehicular technologies [19].
Reference [20] showed that platoons of connected vehicles can
double or even triple saturation flow rates of intersections,
and thus enhancing traffic throughput in urban roads. In
vehicular longitudinal formation control problem, the spacing
policy, that describes the desired safety space between any
two adjacent vehicles, is another important design criterion,
e.g., constant space [21], constant time headway [22], and
variable spacing policy [23]. In line with the formation control
problem, the spacing policy can be regarded as a predefined
offset between agents. The time-varying formation control
problem for nonholonomic MAS with the leader lying inside
the formation was investigated in [24]. The same problem
for multi-vehicle systems with unknown slippage effects was
addressed in [25]. Sufficient conditions for the formation
tracking control with collision avoidance for multi-vehicle
systems were developed in [26] via the distributed receding
horizon control approach.
For more general applications, it may require the MAS
to follow the trajectories/areas generated by multiple leaders
rather than that generated by a single leader. For these scenar-
ios, the objective is to devise appropriate control laws to make
sure all the output/state (e.g., the position and velocity) of
following robots/vehicles travel within the convex hull spanned
by the output of the leader robots/vehicles (without/with
a prescribed offset) while the trajectories of the followers
forming the desired formation in line with that of the leaders.
This problem is known as the containment control problem,
which admits various practical applications. For example, risky
tasks such as reconnaissance and attack accomplished by the
unmanned robots/ vehicles can be formulated as a containment
control problem. To be specific, by using the unmanned com-
bat aerial vehicles /combat ground vehicles (i.e., leaders) to
encircle the manned robots/vehicles (i.e., followers) inside the
safe area spanned by the leaders (usually designed as a convex
2hull) while keeping the followers to track the trajectories
of the leaders, the safety of the manned robots/vehicles can
be guaranteed. Reference [27] considered the problem of
guiding a group of mobile robots to move across a partially
unknown area through a narrow safe tunnel. This problem
was formulated as a containment control problem of MAS
in both continuous-time and discrete-time domains via the
PIn-type approach. Reference [28] considered the cooperative
flying/driving of multiple manned/unmanned combat aerial
vehicles (CAVs) or combat ground vehicles (CGVs) as a
time-varying output formation-containment control problem
of general linear homogeneous and heterogeneous MAS. The
formation control is designed such that a fleet of unmanned
CAVs/CGVs can keep the desired time-varying tactical forma-
tion centered by the centroid of the positions of all the avail-
able manned CAVs/CGVs to enclose them. Thus, the output of
each follower would reach an agreement on the time-varying
formation reference by using only neighboring relative output
information and a time-varying formation compensation signal
[29]. Continuous-time distributed containment control of a
group of mobile autonomous agents with multiple stationary
or dynamic leaders under both fixed and switching network
topologies was investigated in [30]. Containment control for
networked single-integrator systems with multiple stationary
or dynamic leaders over directed graphs was achieved in [31].
The containment control problem for multiple single-integrator
systems via distributed dynamic containment controllers based
on the relative outputs of neighboring agents was studied in
[32]. Both state feedback and output feedback containment
control protocols for a group of agents with heterogeneous
dynamics modeled by both first-order integrators and second-
order integrators were proposed in [33]. Time-varying state
formation containment control problem for linear homoge-
neous MAS was studied in [34]. The robust global containment
control problem for continuous-time second-order multi-agent
systems subject to input saturation was investigated in [35]
wherein only local velocity and relative position measurements
are involved in the controller design.
However, even for the homogeneous MAS each follower
agent may access only limited information regarding the
leaders, e.g., the output information, to realize the desired
formation configuration in practice. The design of containment
control based on output feedback is of importance. The
formation containment control based on state feedback can be
regarded as a special case of the output feedback by specifying
the output to be the state. Extensive research effort, e.g., refer-
ences [27, 36, 37] focused on the state feedback containment
control problems while the output feedback containment con-
trol problem is worthy of investigation [28]. On the other hand,
a common assumption adopted in the literature addressing the
output containment control problem for discrete-time MAS is
that every follower needs to know the dynamics (or system
matrix) of its leader. However, this assumption seems rather
vulnerable. When such information is not available, observers
can be constructed for followers to estimate the states and
system matrices of the leaders. Several distributed observers
are proposed in the literature. Reference [38] investigated the
time-varying formation control design for second-order MAS
subject to external disturbances by using an extended state
observer to estimate the disturbance compensation. The design
of distributed observers for linear discrete-time homogenous
MAS over a directed graph interaction topology was studied in
[39]. The cooperative output regulation problem for discrete-
time linear time-delay MAS was solved via a distributed
observer approach in [40]. The containment control problem
of heterogeneous linear MAS was converted into a cooperative
output regulation problem in [41, 42] and then solved using
the dynamic compensator technique. Through a new design
of an adaptive distributed observer for the leader systems, the
cooperative output regulation problem for discrete-time linear
MAS was addressed in [43].
Motivated by the challenges stated above, we study the
output feedback containment control problem for discrete-
time MAS via dynamic output feedback control with the aid
of an adaptive distributed containment observer inspired by
references [43–45]. Compared with the existing literature, the
contributions of this paper are as follows. First, an adaptive
distributed output containment observer is devised to estimate
the convex hull formed by the output of the leaders and the
system matrix of leaders by using only neighboring relative
output information only. Second, based on the adaptive dis-
tributed output containment observer, a distributed dynamic
output feedback controller for the containment control of
heterogeneous discrete-time MAS with multiple leaders is
developed. It is proven that the output of the followers can
converge to the convex hull spanned by the output of the
leaders exponentially. The proposed control laws circumvent
the restrictive assumption that every follower needs to know
the system matrix and signal of its leader as proposed in [40–
42]. To address the vehicular containment control problem, a
predefined offset is also considered.
The rest of this paper is organized as follows: Section II
formulates the problem. Section III introduces some necessary
assumptions and establishes some useful lemmas on the design
of the distributed output containment observer. Section IV
presents some existing results from [44] and [45] and extend
the adaptive distributed containment observer. The main results
are discussed in Section V. Numerical examples are conducted
in Section VI. Conclusions are presented in Section VII.
Notation: For any matrix A ∈ Rm×n, vec(A) =
col (A1, · · · , An) where Ai ∈ Rm is the ith column of A. ⊗
denotes the Kronecker product of matrices. ForX1, · · · , XN ∈
R
n×m, let col (X1, · · · , XN) = [XT1 , · · · , X
T
N ]
T and
row (X1, X2) = [X1 X2]. 1N = col (1, · · · , 1), i.e., an
N dimensional column vector whose components are all
1. For any column vector X ∈ Rnq for some integers
n and q, M qn (X)
.
= [x1, x2, · · · , xq], where xi ∈ Rn for
i = 1, 2, · · · , q.
II. PROBLEM FORMULATION
We consider the following discrete-time linear heteroge-
neous MAS:
xi(t+ 1) =Aixi(t) +Biui(t) +Wdidi(t), t ∈ Z
+
yi(t) =Cmixi(t) +Dmiui(t) + Fdidi(t) (1)
3Table I: Nomenclature
Notation Type Description
xi(t) vector state of the ith subsystem
yi(t) vector measurement output of the ith subsystem
ui(t) vector control input of the ith subsystem
di(t) vector local external disturbance to the ith subsystem
sk(t) vector state of the kth leader
yk(t) vector measurement output of the kth leader
ei(t) vector error vector of the ith follower
ηi(t) vector ith observer of the convex hull spanned by
leaders
−φi(t) vector desired state trajectory of the ith follower
−φyi(t) vector desired output trajectory of the ith follower
S matrix system matrix of all leaders
Si(t) matrix estimation of leader’s system matrix for ith
follower
D¯ matrix degree matrix of graph G¯
L1 matrix communication between each follower to
other followers as well as leaders
L2 matrix communication between each follower to
leaders
G¯ graph communication network of the MAS
wij scalor communication between the follower i and
leader or other follower k
N¯i vertex set the neighbor set of node i
C(Y (t)) convex hull convex hull spanned by the output of the
leaders
where xi(t) ∈ Rn, yi(t) ∈ Rpm and ui(t) ∈ Rm are the state,
measurement output, and control input of the ith subsystem,
respectively. di(t) ∈ Rqi is the local external disturbance to
each follower system. It is assumed that di(t) is generated by
a linear system as follows
di(t+ 1) = Qidi(t), i = 1, . . . , N, (2)
with Qi ∈ Rqi×qi . The system matrices Ai, Bi, Cmi, Dmi,
Wdi and Fdi are of compatible dimensions.
The M leaders are assumed to be exosystems of the
following form:
sk(t+ 1) =Ssk(t), t ∈ Z
+
yk(t) =C0sk(t), (3)
where, sk(t) ∈ Rn, for k = N + 1, · · · , N +M .
Define
s(t) =col (sN+1(t), · · · , sN+M (t)) ,
sy(t) =col (yN+1(t), · · · , yN+M (t)) .
Then, system (3) can be rewritten in a compact form as
s(t+ 1) = (IM ⊗ S) s(t).
sy(t) = (IM ⊗ C0) s(t). (4)
Define a graph G¯ = {V¯, E¯ , A¯} whose vertex set is V =
{1, 2, · · · , N+M}, and the edge set is E¯ ⊆ V¯×V¯. We use A¯ =
[aij ]
N+M
i,j=1 ∈ R
(N+M)×(N+M) to denote the adjacent matrix
of graph G¯, where aij is the weight of edge (j, i) with aij > 0
if (i, j) ∈ E¯ , and aij = 0 otherwise. And L¯ be the Laplacian
of G¯ corresponding to A¯, which is defined as L¯ = [lij ] ∈
R
n×n and lij = −aij for any j 6= i, and lii =
∑n
j=1,j 6=i aij .
The set N¯i = {j| (j, i) ∈ E¯} denotes the neighbor set of
node i. If the graph contains a sequence of edges of the form
{(i1, i2) , (i2, i3) , · · · , (ik−1, ik)}, then this set is called a path
of G¯ from node i1 to node ik, and node ik is said to be
reachable from node i1. More knowledge about graph theory
can be found in [46]:
We denote agents 1 to N to be the followers while agents
N +1 to N +M to be leaders. Each follower has at least one
neighbour while the leaders have no neighbours. Accordingly,
the Laplacian matrix of G¯ can be partitioned as
L¯ =
[
L1 L2
0M×N 0M×M
]
(5)
where L1 ∈ RN×N reflects the communication relation be-
tween each follower and other followers as well as leaders, the
elements in L2 ∈ RN×M denote the neighborhood between
the corresponding follower and the leaders.
Let D¯ = blockdiag
(
D¯N , 0
)
be the degree matrix of G¯
with D¯N ∈ RN×N . Then, we define the normalized Laplacian
matrix L¯n of G¯ as follows:
L¯n =
(
IN+M + D¯
)−1
L¯
=
[ (
IN + D¯N
)−1
L1
(
IN + D¯N
)−1
L2
0M×N 0M×M
]
=
[
Lˆ1 Lˆ2
0M×N 0M×M
]
(6)
where Lˆ1
.
=
(
IN + D¯N
)−1
L1 and Lˆ2
.
=
(
IN + D¯N
)−1
L2.
We also have the stochastic matrix H¯n of G¯ as follows:
H¯n = IN+M − L¯n
=
[
IN −
(
IN + D¯N
)−1
L1 −
(
IN + D¯N
)−1
L2
0M×N IM
]
=
[
IN − Lˆ1 −Lˆ2
0M×N IM
]
=
[
Hˆ1 −Lˆ2
0M×N IM
]
(7)
where Hˆ1
.
= IN − Lˆ1.
Problem 1 (Output Containment Control Problem). Given
a communication network G¯, the heterogeneous MAS (1)
– (3), devise a distributed feedback control law such that,
for any initial condition, the outputs of all the followers
converge to the convex hull spanned by the output of the
leaders as time tends to infinity, that is ∀i = 1, · · · , N and
Y (t) = {yN+1(t), yN+2(t), · · · , yN+M (t)}
lim
t→∞
‖yi(t)− C (Y (t))‖ = 0, (8)
where
C (Y (t)) =
{
M+N∑
k=N+1
αikyk(t)
∣∣∣yk(t) ∈ Y (t),
αik ≥ 0,
N+M∑
k=N+1
αik = 1
}
.
To proceed with the analysis, we now define the error vector
of the ith follower as
ei (t) =
N∑
j=1
wij(yj(t)− yi(t)) +
N+M∑
k=N+1
wik (yk(t)− yi(t)) (9)
4where yi(t) is the ith agent’s output and yk(t) is the kth
leader’s output, and
wij =


aij
1 +
∑
j∈N¯i
aij
i 6= j,
1
1 +
∑
j∈N¯i
aij
i = j,
(10)
for i = 1, · · · , N , j = 1 · · · , N,N + 1 · · · , N +M .
III. ASSUMPTIONS AND LEMMAS
In this section, assumptions and some useful lemmas are in-
troduced to aid the design of distributed containment observer.
Assumption 1. For each follower, there exists at least one
leader that has a directed path to the follower.
Lemma 1. Under Assumption 1, all the eigenvalues of Hˆ1 lie
inside the unit circle, each entry of −Lˆ−11 Lˆ2 is non-negative,
and each row of −Lˆ−11 Lˆ2 has a sum equal to 1.
Proof. By Lemma 2 in [47], under Assumption 1, we have
Hˆ1 in the (7) is Schur, and thus all its eigenvalues lie inside
the unit circle.
According to (5), consider the following new Laplacian
matrix [
L1 L21M
01×N 0
]
By the Lemma 3.1 in [30], under Assumption 1, we have L1
is invertible. According to (6) and the normalized Laplacian
matrix is given by
Ωn =
[
Lˆ1 Lˆ21M
01×N 0
]
.
According to (7) and the stochastic matrix is given by
Ω¯n = IN+1 − Ωn =
[
Hˆ1 −Lˆ21M
01×N 1
]
. (11)
Since Lˆ1 =
(
IN + D¯N
)−1
L1 and Lˆ2 =
(
IN + D¯N
)−1
L2.
−Lˆ−11 Lˆ2 =−
((
IN + D¯N
)−1
L1
)−1 (
IN + D¯N
)−1
L2
=− L−11
(
IN + D¯N
) (
IN + D¯N
)−1
L2
=− L−11 L2 (12)
By Theorem 3.1 of [30], under Assumption 1, each entry of
−L−11 L2 is non-negative and each row of −L
−1
1 L2 has a sum
equal to 1. Hence, each entry of −Lˆ−11 Lˆ2 is non-negative, and
each row of −Lˆ−11 Lˆ2 has a sum equal to 1.
Following this lemma, we can rewrite equation (9) as
e (t) =−
(
Lˆ1 ⊗ Ipm
)
y(t)−
(
Lˆ2 ⊗ Ipm
)
sy(t)
=−
(
Lˆ1 ⊗ Ipm
) [
y(t) +
(
Lˆ−11 Lˆ2 ⊗ Ipm
)
sy(t)
]
(13)
where e(t) = col (e1(t), · · · , eN (t)), y(t) =
col (y1(t), · · · , yN(t)).
Now, let φ(t) =
(
Lˆ−11 Lˆ2 ⊗ In
)
s(t), φy(t) =(
Lˆ−11 Lˆ2 ⊗ Ipm
)
sy(t). Following equation (4), we have
φ(t + 1) = (IN ⊗ S)φ(t).
φy(t) = (IN ⊗ C0)φ(t). (14)
with φ(t) = col (φ1(t), · · · , φN (t)), φy(t) =
col
(
φy1(t), · · · , φyN (t)
)
, where −φi(t) is the desired
state trajectory of ith follower, and −φyi(t) is the desired
output trajectory of ith follower.
Let vi(t) = col (φi(t), di(t)), equation (1), (2) and (4) can
be put into the following compact form:
xi(t+ 1) =Aixi(t) +Biui(t) + W¯ivi(t)
ei(t) =Cmixi(t) +Dmiui(t) + F¯ivi(t) (15)
vi(t+ 1) =A¯ivi(t), i = 1, . . . , N (16)
where
A¯i =
[
S 0
0 Qi
]
, W¯Ti =
[
0
WTdi
]
, F¯Ti =
[
−C0
FTdi
]
.
Assumption 2. All the eigenvalues of Qi have modulus
smaller than or equal to 1, for i = 1, · · · , N .
Assumption 3. (Ai, Bi) is stabilizable, for i = 1, · · · , N .
Assumption 4. For i = 1, . . . , N , (Mi, Ni) is observable,
where
Mi =
[
Ai Wdi
0 Qi
]
, Ni =
[
Cmi Fdi
]
. (17)
Assumption 5. The linear matrix equations
XiA¯i =AiXi +BiUi + W¯i
0 =CmiXi +DmiUi + F¯i (18)
have solution pair (Xi, Ui), for all i = 1, · · · , N .
Lemma 2. [45] Consider the following system
x(t+ 1) = Fx(t) + F1(t)x(t) + F2(t)
where x(t) ∈ Rn, F ∈ Rn×n is Schur, F1(t) and F2(t)
are well defined for all t ∈ Z+. If F1(t), F2(t) → 0
(exponentially) as t→∞, then for any x (0) ∈ Rn, x (t)→ 0
(exponentially) as t→∞.
IV. ADAPTIVE DISTRIBUTED CONTAINMENT OBSERVER
According to (14), the system matrix of the leader is
required for generating the target trajectories of the followers.
However, such information could be missing in practice. To
circumvent this, we adopt the concept of adaptive distributed
observer proposed in [43]. Suppose there are N followers and
one leader. Let W = [wij ] denote the weighted adjacency
matrix of G¯ as defined in (10) for i = 1, · · · , N , j = 0 · · · , N .
The adaptive distributed observer proposed in [43] is as
follows:
Si(t+ 1) =Si(t) +
N∑
j=1
wij(Sj(t)− Si(t))
+ wi0(S − Si(t)) (19a)
ηi(t+ 1) =Si(t)ηi(t) + Si(t)
[
N∑
j=1
wij(ηj(t)− ηi(t))
+ wi0(η0(t)− ηi(t))
]
(19b)
5S ∈ Rn×n and η0(t) ∈ Rn are the leader’s system matrix and
signal, respectively. The ith follower can receive information
of the leader if and only if wi0 6= 0. It is assumed that only
the leader’s neighbour can access the leader’s system matrix
and signal. If there exist a spanning tree and the leader is the
root, then Si(t) → S and ηi(t) → η0(t) with time t → ∞.
The adaptive distributed observer not only can estimate the
leader’s signal, but also can infer the leader’s system matrix.
1
4
2
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Figure 1: Communication network graph G¯
The above result was derive for the case with one leader
only. In our case, there are N followers and M leaders. We
can extend the adaptive distributed containment observer for
all followers (i = 1, · · · , N ) as follows:
ηi(t+ 1) = Si(t)

ηi(t) + ∑
j∈N¯i
wij(ηj(t)− ηi(t))
+
N+M∑
k=N+1
wik (sk(t)− ηi(t))
]
(20a)
Si(t+ 1) = Si(t) +
∑
j∈N¯i
wij(Sj(t)− Si(t))
+
N+M∑
k=N+1
wik (S − Si(t)) (20b)
where wij is defined by (10) for i = 1, · · · , N , j =
1 · · · , N,N +1, · · ·N +M . Note that subsystem i can access
the information of the kth leader if and only if wik > 0.
Remark 1. The containment control problem can be regarded
as a cooperative output regulation problem if all leaders have
a directed path to the each follower. Only under this situation,
can one design the adaptive distributed observer (19) proposed
in [45]. For example, not each leader jth ∈ {6, 7, 8, 9} has
directed path to connect the follower in the communication
topology depicted in Figure 1. One cannot design the adaptive
distributed observer (19) proposed in [43, 45] for the MAS to
solve the containment control problem. On the other hand,
we design the adaptive containment distributed observer in
(20a)-(20b) which is summarized in the following lemma.
Let η(t) = col (η1(t), · · · , ηN (t)), S¯ = 1M ⊗
S, Sd(t) = blockdiag (S1(t), · · · , SN (t)) and S˜(t) =
col (S1(t), · · · , SN(t)).
η(t+ 1) =Sd(t)
(
INn −
(
Lˆ1 ⊗ In
))
η(t)
− Sd(t)
(
Lˆ2 ⊗ In
)
s(t) (21a)
S˜(t+ 1) =S˜(t)−
(
Lˆ1 ⊗ In
)
S˜(t)−
(
Lˆ2 ⊗ In
)
S¯ (21b)
s(t+ 1) = (IM ⊗ S) s(t). (21c)
Lemma 3. Given the systems (3), (20a) and (20b). Then, for
any initial condition Si(0) and ηi(0), we have
(i) under Assumption 1,
lim
t→∞
(
S˜(t)− 1N ⊗ S
)
= 0 (22)
exponentially fast, and will converge to zero exponen-
tially at a rate faster than ln ρ(S) when 1 < ρ(S) <
1
ρ(Hˆ1)
.
(ii) under Assumptions 1, if 0 < ρ(S) < 1
ρ(Hˆ1)
lim
t→∞
(η(t) + φ(t)) = 0 (23)
exponentially fast.
Proof. Part (i). Let
ˆ˜S(t) = S˜(t) +
(
Lˆ−11 Lˆ2 ⊗ In
)
S¯. Based
on graph structure in (5), under Assumption 1, equation (21b)
can be rewritten as
ˆ˜S(t+ 1) =S˜(t+ 1) +
(
Lˆ−11 Lˆ2 ⊗ In
)
S¯
=S˜(t)−
(
Lˆ1 ⊗ In
)
S˜(t)−
(
Lˆ2 ⊗ In
)
S¯
+
(
Lˆ−11 Lˆ2 ⊗ In
)
S¯
=
((
IN − Lˆ1
)
⊗ In
)
ˆ˜S(t)
=
(
Hˆ1 ⊗ In
)
ˆ˜S(t)
Under Assumption 1, by Lemma 1, Hˆ1 is schur. Therefore
lim
t→∞
ˆ˜S(t) = 0
exponentially, and
lim
t→∞
[
S˜(t) +
(
Lˆ−11 Lˆ2 ⊗ In
)
S¯
]
= 0
exponentially fast, respectively
−
(
Lˆ−11 Lˆ2 ⊗ In
)
S¯ =−
(
Lˆ−11 Lˆ2 ⊗ In
)
(1M ⊗ S)
=1N ⊗ S
which implies lim
t→∞
(
S˜(t)− 1N ⊗ S
)
= 0 exponentially. In
particular, when 1 < ρ(S) < 1
ρ(Hˆ1)
, we have
ρ(Hˆ1 ⊗ In) <
1
ρ(S)
< 1
6Therefore, we have lim
t→∞
(
S˜(t)− 1N ⊗ S
)
= 0 exponentially
at a rate faster than ln ρ(S).
Part (ii). Let η˜(t) = η(t) + φ(t), from system (21a), we
have
η˜(t+ 1) =η(t+ 1) + φ(t+ 1)
=η(t+ 1) +
(
Lˆ−11 Lˆ2 ⊗ In
)
s(t+ 1)
=Sd(t)η(t) − Sd(t)
((
Lˆ1 ⊗ In
)
η(t) +
(
Lˆ2 ⊗ In
)
s(t)
)
+
(
Lˆ−11 Lˆ2 ⊗ In
)
(IM ⊗ S) s(t)
=Sd(t)η˜(t)− Sd(t)φ(t) − Sd(t)
((
Lˆ1 ⊗ In
)
η˜(t)
)
+ (IN ⊗ S)φ(t)
=
(
(IN ⊗ S)−
(
Lˆ1 ⊗ S
))
η˜(t) + S˜d(t)η˜(t)
− S˜d(t)
(
Lˆ1 ⊗ In
)
η˜(t)− S˜d(t)φ(t)
=
((
IN − Lˆ1
)
⊗ S
)
η˜(t) + S˜d(t)η˜(t)
S˜d(t)
(
Lˆ1 ⊗ In
)
η˜(t)− S˜d(t)φ(t)
=
(
Hˆ1 ⊗ S
)
η˜(t) + S˜d(t)η˜(t)
− S˜d(t)
(
Lˆ1 ⊗ In
)
η˜(t)− S˜d(t)φ(t) (24)
where S˜d(t) = Sd(t) − IN ⊗ S. We now show that
lim
t→∞
S˜d(t)φ(t) = 0 exponentially. Note that
S˜d(t)φ(t) =vec
(
S˜d(t)φ(t)
)
=
(
φT (t)⊗ INn
)
vec
(
S˜d(t)
)
=
(
φT (0)⊗ INn
) ((
IN ⊗ S
t
)
⊗ INn
)T
vec
(
S˜d(t)
)
.
Clearly, lim
t→∞
S˜d(t)φ(t) = 0 exponentially when 0 < ρ(S) ≤
1. Moreover, by Part (i), we also have lim
t→∞
S˜d(t)φ(t) = 0
exponentially when 1 < ρ(S) ≤ 1
ρ(Hˆ1)
. As a results, we have
lim
t→∞
S˜d(t)φ(t) = 0 exponentially when 0 < ρ(S) ≤
1
ρ(Hˆ1)
.
Under Assumption 1, by Lemma 1, Hˆ1 is schur, the matrix(
Hˆ1 ⊗ S
)
is Schur. Since
lim
t→∞
(
S˜(t)− (1N ⊗ S)
)
= 0
exponentially fast, we have
lim
t→∞
(Sd(t)− IN ⊗ S) = 0
exponentially fast. Therefore, with Lemma 4 in [43],
lim
t→∞
η˜(t) = 0 exponentially fast.
Remark 2. ηi(t) is ith observer of convex hull spanned by
leaders, let η(t) = col (η1(t), · · · , ηN (t)). As the proof of
Lemma 3 showed, η(t) → −φ(t) as t → ∞. Si(t) is the
estimation of the leader’s system matrix S, and Si(t)→ S as
t→∞.
V. MAIN RESULTS
Let Xi = row (Xxi, Xdi) and Ui = row (Uxi, Udi), then
(18) can be separated into
XxiS = AiXxi +BiUxi
0 = CmiXxi +DmiUxi − C0 (25)
and
XdiQi = AiXdi +BiUdi +Wdi
0 = CmiXdi +DmiUdi + Fdi. (26)
Since Qi is known, under Assumption 5, (26) can be directly
solved for Xdi and Udi. We only need to focus on solving
(25). As shown in Chapter 1 of [48], the standard form of
linear equations (25) can be written into
Θiγi = Λi (27)
where
γi = vec
([
Xxi
Uxi
])
, Λi = vec
([
0
−C0
])
Θi = S
T ⊗
[
Iqi 0
0 0
]
− In ⊗
[
Ai Bi
Cmi Dmi
]
for i = 1, · · · , N .
Since S is unknown for some follower, we cannot directly
solve (27). Motivated by the approach in [43], we define the
following time-varying equations:
Θi(t)γi = Λi, i = 1, . . . , N, (28)
where
Θi(t) = S
T
i (t)⊗
[
Iqi 0
0 0
]
− In ⊗
[
Ai Bi
Cmi Dmi
]
, (29)
where i = 1, · · · , N , and Si(t) is generated by (20b).
To proceed with the analysis, the following lemma is
introduced (Lemma 3 in [43]).
Lemma 4. Under Assumptions 1 and 5, if 0 < ρ(S) < 1
ρ(Hˆ1)
,
i) let µ3i satisfy 0 < µ3i <
2
ρ(ΘTi Θi)
, i = 1, · · · , N , when
0 < ρ(S) ≤ 1;
ii) let µ3i satisfy
1− 1
ρ(S)
ρ(ΘTi Θi)
< µ3i <
1+ 1
ρ(S)
ρ(ΘTi Θi)
, i = 1, · · · , N ,
when 1 < ρ(S) ≤ 1
ρ(Hˆ1)
;
then, for any initial condition ζi(0), each of the following
equations
ζi(t+ 1) = ζi(t)− µ3iΘ
T
i (t) (Θi(t)ζi(t)− Λi) , (30)
has a unique solution over t ≥ 0, for i = 1, · · · , N . Moreover,
let
Ξi(t) = M
n
ni+mi (ζi(t)) ,
then, for some solution (Xxi, Uxi) of the regulator equations
(25), we have
lim
t→∞
(Ξi(t)− row (Xxi, Uxi)) = 0, i = 1, · · · , N,
exponentially.
7With this lemma, we can construct a distributed dynamic
output feedback for the MAS (1) as follows:
ui(t) =
[
K1i Kdi
]
ξi(t)−Kxi(t)ηi(t) (31a)
ξi(t+ 1) =Miξi(t) + T3iui(t)
+ Li(Niξi(t) +Dmiui(t)− yi(t)) (31b)
where
T3i = row (Bi, 0) , ξi(t) = row
(
xˆi(t), dˆi(t)
)
.
for i = 1, · · · , N , and xˆi(t) ∈ Rn is the estimation of
xi(t), K1i are such that (Ai +BiK1i) is schur, which exist
since (Ai, Bi) are stabilizable, Kxi(t) = Uxi(t)−K1iXxi(t),
Kxi = Uxi −K1iXxi and Kdi = Udi −K1iXdi, and Li are
such that (Mi + LiNi) is schur, which exist since (Mi, Ni)
is observable.
Let ξi(t) = col
(
xˆi(t), dˆi(t)
)
, Kvi = row (K1i,Kdi),
x˜i(t) = xi(t) − Xivi(t), χi(t) = ξi(t) − col (xi(t), di(t)),
u¯i(t) = ui(t) − Uivi(t), vi(t) = col (φi(t), di(t)) and
η˜i(t) = ηi(t) + φi(t). Then we have
x˜i(t+ 1) =xi(t+ 1)−Xivi(t+ 1)
=Aixi(t) +Biui(t) + W¯ivi(t)−XiA¯ivi(t)
=Ai(x˜i(t) +Xivi(t)) +Bi (u¯i(t) + Uivi(t))
+ W¯ivi(t)−XiA¯ivi(t)
=Aix˜i(t) +Biu¯i(t)
+ (AiXi + W¯i −XiA¯i +BUi)vi(t) (32)
χi(t+ 1) =ξi(t+ 1)− col (xi(t+ 1), di(t+ 1))
=Miξi(t) + T3iui(t)
+ Li(Niξi(t) +Dmiui(t)− yi(t))
− col (xi(t+ 1), di(t+ 1))
= (Mi + LiNi)χi(t)
=T1iχi(t) (33)
ei(t) =Cmixi(t) +Dmiui(t) + F¯ivi(t)
=Cmi(x˜i(t) +Xivi(t)) + F¯ivi(t) +Dmiui(t)
=Cmix˜i(t) +Dmi(t)u¯i(t)
+ (CmiXi +DmiUi + F¯i)vi(t) (34)
with T1i =Mi + LiNi, u¯i(t) = ui(t)− Uivi(t).
Theorem 1. Given the MAS (1),(2) and (3), and the graph G¯,
under Assumptions 1–3, and 5,
i) let µ3i satisfy 0 < µ3i <
2
ρ(ΘTi Θi)
, i = 1, · · · , N , when
0 < ρ(S) ≤ 1;
ii) let µ3i satisfy
1− 1
ρ(S)
ρ(ΘTi Θi)
< µ3i <
1+ 1
ρ(S)
ρ(ΘTi Θi)
, i = 1, · · · , N ,
when 1 < ρ(S) ≤ 1
ρ(Hˆ1)
;
Then the MAS can achieve containment control by the output
feedback control law composed of (20), (30), and (31).
Proof. By the Assumption 5, regulator equation (18) has
solution (Xi, Ui),
x˜i(t+ 1) =Aix˜i(t) + Biu¯i(t) (35)
χi(t+ 1) =T1iχi(t) (36)
ei(t) =Cmix˜i(t) +Dmiu¯i(t) (37)
With u¯i(t) = ui(t)− Uivi(t), we have
u¯i(t) =Kviξi(t)−Kxi(t)ηi(t)− Uivi(t)
=
[
K1i Kdi
]
(col (xi(t), di(t)) + χi(t))
−Kxi(t)(η˜i(t)− φi(t))− Uivi(t)
=K1ixi(t) +Kviχi(t)−Kxi(t)η˜i(t)− Uivi(t)
+Kxi(t)φi(t) +Kdidi(t)
=K1i (x˜i(t) +Xivi(t)) +Kviχi(t)−Kxi(t)η˜i(t)
− Uivi(t) + (Kxi(t)−Kxi)φi(t)
+Kxiφi(t) +Kdidi(t)
=K1ix˜i(t) +Kviχi(t)−Kxi(t)η˜i(t)
+Kxiφi(t) +Kdidi(t) + (K1iXi − Ui) vi(t)
+ (Kxi(t)−Kxi)φi(t)
=K1ix˜i(t) +Kviχi(t)
−Kxi(t)η˜i(t) + K˜xi(t)φi(t) (38)
where K˜xi(t) = Kxi(t)−Kxi. Substituting (38) into equation
(35) gives
x˜i(t+ 1) = (Ai +BiK1i) x˜i(t) +BiKviχi(t) + gi(t) (39)
where gi(t) = BiK˜xi(t)φi(t) − BiKxi(t)η˜i(t), for i =
1, · · · , N . By Lemma 4, η˜i(t) converge to zero exponentially.
Since
K˜xi(t) = (Uxi(t)− Uxi)−K1i (Xxi(t)−Xxi)
Lemma 4 implies that limt→∞ K˜xi(t) = 0 exponentially when
0 < ρ(S) ≤ 1 and limt→∞ K˜xi(t) = 0 exponentially at a rate
faster than ln ρ(S) when 1 < ρ(S) ≤ 1
ρ(Hˆ1)
.
Thus, we have limt→∞ K˜xi(t)φi(t) = 0 exponentially,
which implies limt→∞ gi(t) = 0 exponentially. Moreover,
since Ai + BiK1i is schur, by Lemma 2, for any initial
condition x˜i(0), limt→∞ x˜i(t) = 0 exponentially. Finally, we
have limt→∞ ei(t) = 0.
When the output is chosen as the state of the system, the
output feedback control reduces to the state feedback control.
In particular, we construct a distributed dynamic state feedback
controller as follows:
ui(t) =K1ixi(t) +Kdidi(t)−Kxi(t)ηi(t) (40)
where, for i = 1, · · · , N , K1i, Kxi, Kdi are defined as (31).
Then, we can deduce the following corollary for the state
feedback containment control from Theorem 1:
Corollary 1. Given the MAS (1),(2) (3), and the graph G¯,
under Assumptions 1–3, and 5,
i) let µ3i satisfy 0 < µ3i <
2
ρ(ΘTi Θi)
, i = 1, · · · , N , when
0 < ρ(S) ≤ 1;
ii) let µ3i satisfy
1− 1
ρ(S)
ρ(ΘTi Θi)
< µ3i <
1+ 1
ρ(S)
ρ(ΘTi Θi)
, i = 1, · · · , N ,
when 1 < ρ(S) ≤ 1
ρ(Hˆ1)
;
Then the MAS can achieve containment control by the dis-
tributed dynamic sate feedback control law composed of (20),
(30), and (40).
8The proof of this corollary can be viewed as a special case
of that for the output feedback case studied before and thus is
skipped for space-saving.
VI. NUMERICAL EXAMPLES
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Figure 2: Communication network graph G¯
As mentioned, under the mixed unmanned/manned vehicle
scenarios and the security motorcade scenarios, we would like
to use the leaders (i.e., the unmanned vehicles or security
force) to encircle the followers (i.e., the manned vehicles or
the protected limousines) inside the safe area spanned by the
leaders while keeping the followers to track the trajectories of
the leaders.
Consider a group of vehicles composed of four leading vehi-
cles and four following vehicles. Assume that the graph asso-
ciated with this system of vehicles is shown in Figure 2. The
leading vehicles are connected autonomous vehicles (CAV)
that are capable of self-navigation following the trajectory
designed by the central manager. The objective is then to find
an appropriate control strategy to make sure the output (for
example, the position and velocity) of the following vehicles
converge to the convex hull spanned by the output of the
leading vehicles. The dynamics of the following vehicles can
be described as:
rxi(t+ 1) =rxi(t) + vxiT + 1/2uxiT
2 + di,1(t),
ryi(t+ 1) =ryi(t) + vyiT + 1/2uyiT
2 + di,2(t),
vxi(t+ 1) =vxi(t) + uxiT + di,3(t), t ∈ Z
+
vyi(t+ 1) =vyi(t) + uyiT + di,4(t), i = 1, 2, 3, 4 (41)
where T is sampling time interval. The control input is as-
sumed to be constant within a sampling interval [tT, (t+1)T ].
rxi(t), ryi(t) represent the longitudinal and lateral positions
of the following vehicles, respectively. vxi(t), vyi(t) are
the corresponding velocities of the following vehicles, re-
spectively. di,1(t), di,2(t), di,3(t), di,4(t) are local external
disturbances to rxi(t), ryi(t), vxi(t) and vyi(t) of the ith
following vehicles, respectively. This vector of disturbances
di(t) = col (di,1(t), di,2(t), di,3(t), di,4(t)) is assumed to be
generated by di(t+ 1) = Qidi(t), where
Qi =
[
cos pi6 sin
pi
6
− sin pi6 cos
pi
6
]
⊗ I2
For the following vehicles, we define the state vector as
xi(t) = col (rxi(t), ryi(t), vxi(t), vyi(t)), the measurement
output as yi(t) = col (yrxi(t), yryi(t), yvxi(t), yvxi(t)), and
the system matrices as:
Ai =
[
1 T
0 1
]
⊗ I2, Bi =
[
1/2 ∗ T 2
T
]
⊗ I2,
Ci =
[
1 T
0 1
]
⊗ I2, Di =
[
1/2 ∗ T 2
T
]
⊗ I2
Wdi =
[
1 0
0 1
]
⊗ I2, Fdi =
[
1 0
0 1
]
⊗ I2,
C0 = I4
Then, we can put the dynamics of the following vehicles in
(41) in the form of (1).
Example 1: a straight road case
In this example, leading vehicles are driving with a constant
velocity on a straight road with the following dynamics:
rxk(t+ 1) =rxk(t) + vxkT,
ryk(t+ 1) =ryk(t) + vykT,
vxk(t+ 1) =vxk(t), m ∈ Z
+
vyk(t+ 1) =vyk(t), k = 5, 6, 7, 8 (42)
where rxk(t), ryk(t) represent longitudinal and lateral posi-
tions of the leading vehicles, respectively, and vxk(t), vyk(t)
are longitudinal and lateral velocities of the leading vehicles,
respectively. The sampling time interval T is T = 0.01
sec. Define the state vector sk = col (rxk, ryk, vxk, vyk), the
measurement output vector yk = col (yrxk, yryk, yvxk, yvxk),
and the corresponding system matrix S:
S =
[
1 T
0 1
]
⊗ I2 (43)
then the trajectory of leading vehicles in (42) can be rewritten
in the form of (3).
Simulation is performed with K1i = [−0.05,−0.7] ⊗ I2,
µ3i = 1.5. The initial states are:
s1(0) = col (10, 0, 25, 25)
s2(0) = col (40, 100, 25, 25)
s3(0) = col (140, 40, 25, 25)
s4(0) = col (180, 140, 25, 25)
x1(0) = y1(0) = col (10, 100, 20, 20)
x2(0) = y2(0) = col (100, 140, 10, 10)
x3(0) = y3(0) = col (190, 100, 10, 10)
x4(0) = y4(0) = col (120, 150, 10, 10)
di,1(0) = di,2(0) = di,3(0) = di,4(0) = 0.01× 14. (44)
It can be easily verified that all the assumptions proposed
in this paper are well satisfied. Thus we can apply the
output containment control law (31a-31b) with the adaptive
distributed containment observer (20) to solve the problem
such that the output of the following vehicles will converge to
9the convex hull spanned by the output of leading vehicles. As
shown in Figure 3, the tracking errors converge to zero as time
tends to infinity. The state trajectories of the leading vehicles
and following vehicles under the distributed measurement
output containment control law are shown in Figure 4. Thus
the measurement output trajectories of the following vehicles
converge to the convex hull formed by the output of the
leading vehicles as demonstrated in Figure 3 and Figure 4.
Figure 5 depicts the longitudinal and lateral positions of the
leading vehicles and the following vehicles. As indicated
by the figure, the following vehicles would move into the
parallelogram formed by the leaders within serval seconds. A
smaller parallelogram is formed by the following vehicles to
keep the prescribed offset with respect to the leading vehicles
to maintain a safety gap. In this manner, the leading vehicles
can protect and guard the following vehicles to pass through
the straight road.
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Figure 3: Tracking errors of Example 1
Example 2: a curved road case
In this example, it is assumed that the leading vehicles are
driving with a time-varying velocity on a curved road. The
sampling time interval T is set as T = 1 sec here. The
trajectory of leading vehicles is generated by (3) with the
corresponding system matrix S given by:
S =


1 0 T 0
0 cos(1/60) 0 60 ∗ sin(1/60)
0 0 1 0
0 −1/60 ∗ sin(1/60) 0 cos(1/60)


(45)
The initial conditions are the same as those of Example
1. Simulation is performed with K1i = [−0.1,−0.7] ⊗ I2,
µ3i = 0.3. Other parameters are same as those in Example
1. All the assumptions are well satisfied, and thus the con-
tainment control problem can be achieved by the proposed
output containment control law (31a-31b) with the adaptive
distributed containment observer (20).
As shown in Figure 6, the tracking errors converge to
zero as time tends to infinity. The state trajectories of the
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Figure 4: Measurement output trajectories of Example 1
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Figure 5: Longitudinal and lateral positions of the leading and
following vehicles for Example 1
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Figure 7: Measurement output trajectories of Example 2
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Figure 8: Longitudinal and lateral positions of the leading and
following vehicles for Example 2
leading vehicles and following vehicles under the distributed
measurement output containment control law are shown in
Figure 7. Thus the measurement output trajectories of the
following vehicles converge to the convex hull formed by the
output of the leading vehicles as demonstrated in Figure 6
and Figure 7. Similar to the previous case, Figure 8 depicts
the following vehicles would move into the parallelogram
formed by the leaders. A smaller parallelogram is formed by
the following vehicles to maintain a safety gap regarding the
time-varying speed of the leading vehicles. Thus the output
containment control problem is well achieved.
VII. CONCLUSIONS
In this paper, the output containment control problem of
heterogeneous discrete-time multi-agent systems (MAS) was
investigated. With the aid of the proposed adaptive distributed
observer, we circumvented the restrictive assumption that each
follower needs to know the system matrix and signal of its
leader. Both distributed adaptive state feedback control law
and distributed adaptive output feedback control law have been
designed for different purposes. By implementing the proposed
output containment control law, the follower’s output can con-
verge to the convex hull spanned by the output of the leaders.
We applied the proposed distributed adaptive measurement
output feedback control law to the containment control prob-
lem of multiple ground vehicles. Two scenarios, i.e., vehicles
traveling on a straight road while the leading vehicles are with
a constant velocity, and vehicles traveling on a curved road
while the leading vehicles are with a time-varying velocity,
were tested. For the safety reason within the group of vehicles,
a prescribed offset was considered to maintain the minimum
safety gap between adjacent vehicles. In both scenarios, the
tracking errors of the following vehicles converge to zero, thus
the output of following vehicles converges to the coagents is
considered nvex hull spanned by the output of the leading
vehicles. This confirms the analytical result indicating the
effectiveness and the computational feasibility of the proposed
control protocols.
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