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Abstract 
This paper examines the capability of both accounting and market information in explaining the cross-sectional variation 
of five-year credit default swap spreads. The paper proposes a panel FAVAR methodological approach to combine the 
additional predictions from a long list of accounting and market fundamental variables, while controlling the 
macroeconomic environment of the firms. A comprehensive analysis based on 171 U.S. manufacturing spanning the 
period 2003 (January)-2011 (October) shows that impulse response functions and variance decompositions support the 
dominance of the market environment over the accounting environment in providing information to the credit markets, 
while they display a minor role for the macroeconomic variables employed. 
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1. Introduction 
A firm considered in default when it is unable to service its financial liabilities. Investigating the probability 
of a firm being capable of repaying its financial obligations is crucial for capital providers, academics, market 
participants and regulators. To determine the amount of credit risk involved in a certain firm, the literature has 
examined a number of credit default models. These scoring models, i.e. Altman’s (1968) Z-score, Ohlson’s 
(1980) and Merton’s (1974) are the beginning attempts to determine relevant default probabilities. However, 
models that have employed data coming directly from accounting information have been criticized on the 
grounds that exclude certain crucial sources of information coming from the market (Hillegeist et al., 2002). 
In this manner, models that additionally include information from the market seem more efficient in assessing 
a firm’s credit risk. The goal of this study is to evaluate how information coming from both the accounting 
environment and the market environment is capable of pricing the risks of default by examining credit default 
swaps (CDS) spreads on a U.S. manufacturing firms’ dataset. These CDSs are financial securities that provide 
insurance against a firm’s default. These financial securities are classified as credit derivatives whose payoffs 
Available online at www.sciencedirect.com
 2012 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Global Science 
and Technology Forum Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
54   Nicholas Apergis and Sofi a Eleftheriou /  Procedia Economics and Finance  2 ( 2012 )  53 – 62 
are tied to the issuer’s credit quality and they allow the trading of default risk separately from other sources of 
uncertainty (Ericsson et al., 2009). We should also point out that the reference firm (the one with a non-zero 
probability of defaulting on its liabilities) is not a party to the contract and is neither obliged to pay anything 
nor it is necessary for the buyer or seller to obtain the firm’s consent to enter a CDS contract, while the buyer 
pays a periodic premium, i.e. the CDS spread, to the seller for a predetermined amount of time. In a case that 
a default event occurs, the seller is obliged to compensate the buyer. Without the presence of such a default 
event, the buyer continues to pay annuity premia until the end of maturity (Callen et al., 2009). The novelties 
of this study are: i) it combines both accounting and market information to explain credit risk, ii) unlike other 
studies, it uses CDS data, since the employment of actual default observations may not be reliable, because 
some default events are strategic decisions and, thus, may not correspond to economic defaults, while some 
financially distressed firms may not be capable of negotiating debt restructuring to avoid default and certain 
informal resolutions are difficult to identify (Duffie et al., 2007) or the employment of implied default 
probability from the Merton (1974) model could not be confounded by the oversimplified assumptions behind 
that model, iii) it makes use of a U.S. sample that allows the employment of a large sample, and, finally, iv) it 
makes use of a new methodological approach, i.e. the factor augmented vector autoregressive (FAVAR) 
model (Bernanke et al., 2005), that although it uses a rather wide list of fundamental (both accounting and 
market) variables, it economizes on its estimation procedure by reducing them to a small number of factors. In 
other words, we gear our estimation toward exploiting the information on the common components of 
accounting and market variables’ movements in a large cross section of time series. To this end, we employ 
the FAVAR techniques. Therefore, we are able to derive results for the variation in responses of a large 
variety of variables to the identified shocks. 
The rest of the paper is structured as follows. Section 2 presents the literature on default prediction, on credit 
risk (CDSs) determinants as well as on the role of macroeconomic environment. Section 3 discusses the 
hypotheses tested, while Section 4 describes the data sources and sample construction details, while Section 5 
presents the empirical analysis and discusses the findings. Finally, Section 6 concludes. 
2. Literature 
2.1.  Literature on Default Prediction 
The majority of the relevant literature so far has tested either models that use actual bankruptcies (Altman, 
1968; Ohlson, 1980; Hillegeist et al., 2002) or models that attempt to explain corporate bond yields (Collin-
Dufresne et al., 2001; Wu and Zhang, 2004; Huang and Kong, 2005; Longstaff and Rajan, 2008). However, 
the latter approach has been criticized by Blanco et al. (2003) on the grounds that any changes in credit 
quality of a firm tends to be reflected more quickly on its CDS spreads than on its bond yield spreads. 
Moreover, default probabilities estimated from bond yield spreads are significantly higher than corresponding 
historical default probabilities (Amato and Remolona, 2003). At the same time, Hull (2005) argues that 
default probabilities rates calculated from bond spreads are estimates in a risk neutral world. However, as 
investors are risk averse, credit spreads should compensate investors for the expected losses on credit risky 
bonds and, thus, these spreads should include risk premia to reward investors for accepting the risk to assume 
higher than expected losses. We follow the CDS approach than the bond yield approach in this study. The 
number of studies that examine the role of accounting information for credit risk is not that extensive 
(Demirovic and Thomas, 2007; Das et al., 2009). These studies investigate the relationship between 
accounting information and credit ratings, while Huang and Kong (2005) and Longstaff and Rajan (2008) 
examine the association between accounting information and bond spreads. Only Das et al. (2009) investigate 
the relationship between accounting information and CDS spreads and that between market fundamentals and 
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CDS spreads. Their findings indicate that the accounting type of information explains better the CDS spreads 
than market information. In terms of methodological approaches, a number of different types of models have 
been suggested to assess the probability of default. In particular, the literature has suggested the following 
types of models: univariate models that evaluate several accounting variables, one at a time, about their 
capacity to predict firm’s distress (Altman, 1968), multivariate models that make use of a number of 
accounting variables, simultaneously, to predict the event of a firm’s probability default (Altman, 1989), logit 
and probit models (Ohlson, 1980), Black-Scholes option pricing models (Black and Scholes, 1973), market-
based default prediction models (Caouette et al., 1998), structural credit risk models that assert that a firm is 
insolvent if the value of the firm’s assets falls below what the firm owes its creditors at the time of debt 
maturity, while they are based on economic theory and not on prior ad hoc specifications of default firms 
(Merton, 1974; Hillegeist et al., 2002; Ghargori et al., 2006), reduced models that do not involve predicting 
the probability of default from the asset value of the firm, which makes the estimation of the parameters 
related to the firm’s value redundant and, therefore, default probabilities are estimated through the market 
prices of corporate bonds (Lando, 1998; Arora et al., 2005) 
2.2. Literature on Credit Risk Determinants 
The literature asserts that there are three imperative variables in the evaluation of credit risk: i) leverage, ii) 
asset volatility, and iii) the risk-free interest rate. Collin-Dufresne et al. (2001) investigate the determinants of 
credit spreads by using U.S. industrial bonds. They provide empirical evidence that credit spreads in the 
firm’s bond market are mainly driven by local supply/demand shocks. Their results document that forward-
looking option-based volatility contains important information for credit spreads. Ericsson et al. (2009) 
provide evidence that the above three determinants of credit risk explain about 60 per cent of the CDS spreads, 
while Zhang et al. (2009) argue that once leveraged, the long-term historical volatility and the risk-free rate 
are supplemented by the realized short-term volatility, while accounting information, macroeconomic factors 
and credit ratings are well controlled for, and these variables are capable of explaining 73 per cent of CDS 
spreads variation. In terms of the methodology used, two main approaches have been used to test default 
models. The first approach focuses on the variables that can predict corporate yields (Collin-Dufresne et al., 
2001; Wu and Zhang, 2004). Pena and Forte (2006) illustrate that to reproduce observed credit spreads we 
have to take into account all the elements that have a potential impact on them, including liquidity risk, the 
appropriate risk-free rate and a different tax rate that varies from period to period, a task not easily done. The 
second approach either takes actual defaults and it measures how well the models can estimate those defaults 
(Hillegeist et al., 2002; Vassalou and Xing, 2004) or it analyzes how well these models can predict changes in 
credit ratings (Du and Suo, 2003) or how well they can explain the credit risk in equity prices (Dichev, 1998) 
or, finally, how well they can explain CDS spreads (Zhang et al., 2009). Finally, while the majority of those 
studies use time-series regressions for every individual firm in sample, Ericsson et al. (2005) use panel data 
techniques. 
2.3.  Literature on Credit Risk and Macroeconomic Fundamentals 
The Arbitrage Pricing Theory (APT), as it was introduced by Ross (1976), initiated the use of variables that 
are associated with the macroeconomic environment of the firm. The majority of relevant studies investigate 
the association between financial aggregates and macroeconomic variables for the U.S. (Flannery and 
Protopapadakis, 2002). Ho et al. (2001) find evidence that the value relevance of earnings in Korean firms 
declines during a crisis period. This study suggests that firms may be affected differentially by an economic 
crisis resulting from changing macroeconomic conditions, related to currency depreciations and capital 
market declines. Collin-Dufresne et al. (2002) examine determinants of changes in credit spreads using a 
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number of macroeconomic variables, such as the slope of the yield curve and long-term interest rates, and find 
a significant impact of those variables on credit spreads. Chaudhuri and Smiles (2004) provide empirical 
support about a crucial role for real macroeconomic activity, as it is described by real income, real private 
consumption and real oil prices for the Australian firms. Hammoudeh and Aleisa (2004) show that the 
primary determinants of firm’s performance are variables associated with public finance. Carling et al. (2007) 
exemplify the impact of macroeconomic fundamentals, such as income, monetary conditions, inflation and the 
yield curve, on business defaults using a corporate portfolio sample. By contrast, Lando and Nielsen (2008) 
reach the opposite conclusions about the role of the macroeconomic environment on business defaults. 
3.  Hypotheses Tested 
The first hypothesis posits that the model that includes not only accounting but also market information is 
more relevant as a source of information to the credit market, i.e. the credit risk.  There are reasons as for why 
models that include both market and accounting information seem to offer more relevant information to the 
credit markets. One such reason is the efficient market hypothesis, according to which, when new market 
information arises, the news spreads extremely quickly and is incorporated into the prices of stocks. Therefore, 
default assessments backed out of the markets should not only contain all relevant information about the 
default probability of a firm, but it can also be obtained on a much more frequent basis than default 
probabilities backed out of accounting information. In addition, as financial statements measure past 
performance, their information content might not be very informative about the future prospects of a firm, 
while these statements are prepared based on the going-concern principle, i.e. firms are expected to survive. 
Another reason is that accounting conservatism may cause asset values to be understated, which, in turn, leads 
to overstated leverage ratios. Finally, asset value volatility is not included in only accounting-based default 
measures. It is this asset value volatility to be a critical variable in the prediction of default, since it captures 
the likelihood that the value of the firm’s assets declines below the value of its debt, thus causing the firm to 
be unable to repay its debt obligations. The second hypothesis this study probes is that macroeconomic 
conditions affect the relevance of both the accounting and market information, and, therefore, the information 
content available for the credit markets. The hypothesis testing receives support by the study of Demirovic 
and Thomas (2007) that documents that the financial industry had traditionally been seen as an economic 
backroom with a goal to support the functioning of real economy. However, the role of financial markets 
seems to have been highly diminished during the recent crisis, indicating a new increasingly role of 
macroeconomic factors at the expense of market and accounting information. Therefore, the new research 
focus among investors and researchers seems to have shifted from a bottom-up investing strategy, in which 
one focuses on analyzing individual stocks rather than the economy as a whole, to a top-down investing 
strategy, in which the main focus is on economic (and regulatory) issues. 
Data 
We collect quarterly data on U.S. manufacturing firms with CDS records in the Markit Inc. database, which 
collects CDS quotes from several contributors (banks and CDS brokers) and performs data screening and 
filtering to generate a market consensus for each underlying reference entity. The Markit database offers CDS 
spread estimates in multiple currencies, four types of documentation clause (XR, CR, MR, MM), and a term 
structure from three months to 30 years. We choose the five-year CDS denominated by the U.S. dollar and 
with MR type documentation since it is by far the most liquid contact type. To minimize measurement errors, 
we exclude observations with CDS spreads larger than 10,000 basis points because these contracts often 
involve bilateral arrangements for upfront payments. The Markit CDS database contains CDS spreads for 
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1695 unique U.S. firm names from 2003. We exclude financial firms and we match CDS data with the 
Bloomberg database to identify 171 U.S. manufacturing firms that satisfy our data selection criteria. We also 
point out that the number of selected firms remains constant across the spanning period. Data on CDSs 
involve daily mid-spreads spanning the period 2003 (January)-2011 (October), where mid-spreads are 
averages of bid and quote spreads. CDS spreads proxy for the perceived default risk associated with the firms 
within the sample. At a given date, a firm is included in our sample if we obtain valid observations on (i) a 
five-year CDS spread quote on the firm, (ii) balance sheet information on the total amount of book value of 
debt in the firm, (iii) the firm’s market capitalization, and (iv) one year of daily stock return history, with 
which we calculate the one-year realized stock return volatility. The final sample constitutes of 171 entities 
(CDSs and firms). These daily data were merged with quarterly financial, accounting and macroeconomic 
data, while they were related only to U.S. manufacturing firms. Data were obtained from the Bloomberg 
database. 
In terms of the accounting information, we use variables that proxy for firm size, profitability, leverage and 
liquidity. Firm size is proxied by the value of market capitalization, while firm’s leverage is measured as the 
ratio of total liabilities divided by the value of market capitalization. A higher value of the firm’s size is 
expected to exert a negative effect on the CDS spreads, while higher leverage is expected to have a positive 
impact on the CDS spreads. To assess the role of liquidity, two ratios are used, i.e. the cash to assets ratio and 
the current ratio (current liabilities divided by current assets). It is expected that increased levels of liquidity to 
be negatively associated with the CDS spreads. Profitability is proxied by the ratio of earnings before interests 
and taxes divided by sales. Its effect on the CDS spreads is expected to be negative. Five more accounting 
information variables were considered, that is, the asset utilization ratio proxied by total sales divided by total 
assets (with a negative effect on the CDS spreads), the current asset utilization ratio proxied by total sales 
divided by current assets (with also a negative effect on the CDS spreads), interest coverage, captured by the 
ratio of earnings before interest and tax (EBIT) to interest expenses (the ratio measures the capability of a firm 
in covering its interest payment on its outstanding debt, thus, the lower the ratio is, the more the company is 
burdened by the interest expense and the higher are the CDS spreads), investment, captured by the ratio of 
retained earnings to total assets (retained earnings are net earnings not paid out as dividends, but retained by 
the firm to invest in its core business or to pay off debt, thus, the ratio reflects a firm’s ability or preparedness 
in potential investment, leading to a negative association between this ratio and the CDS spreads), and the 
options information, captured by the log ratio of the one-year 25-delta put option implied volatility to the one-
year realized volatility (it is expected a positive association with the CDS spreads). All accounting data were 
obtained from the Bloomberg database, except that for the option implied volatilities, obtained from the Ivy 
DB OptionMetrics database. In terms now of market variables, we use the following set of variables: the risk-
free rate, proxied by the 3-month T-bill rate (with a negative effect on the CDS spreads since a higher risk-
free rate makes firm value process to drift at a faster rate from the default boundary, and, thus reduces default 
probability). Next, according to Merton (1974), Longstaff and Schwartz (1995), Leland and Toft (1996) and 
Janosi et al. (2002), default events depend on the movement of the firm value. Therefore, they use both the 
value of assets and the volatility of assets as the main driver of credit risk. In our study we use equity returns 
(it is expected a negative impact on the CDS spreads) and the variance of equity returns (it is expected a 
positive impact on the CDS spreads) as proxies of firm assets’ value and assets’ volatility, respectively. The 
maturity of the contract is also an important characteristic between the seller and the buyer of the protection. 
Since the market is over the counter, we can find different maturities. We adopt the number of weeks as a 
reference for measuring the maturities of all contracts (Kamin and von Kleist [1999] show that the maturity of 
an instrument is an important determinant of the degree of uncertainty about repayment and is therefore 
related to the spread; the greater the maturity of an instrument is, the more likely it is that the creditworthiness 
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of the borrower will change during the life of the instrument, thus it is expected a positive effect on the CDS 
spreads). Moreover, a credit rating is an opinion of the general credit worthiness of an obligor and its ability 
on the future to make timely payments on a specific fixed income security. The rating should reflect the 
financial position and performance of the firm. The rating process includes financial analysis of the firm 
including quality of management, firm’s competitiveness and financial reports. The credit rating of our data is 
provided by the popular rating agencies: Standards & Poors and Moody’s. The rating used by Standards & 
Poors and Moody’s are quite similar, although the presence of some differences of opinion in some ratings of 
the same debt investment. We will adopt the rating of Moody’s (the best the credit Rating-Aaa, is, the lower 
the CDS spreads are). We use a numerical equivalent of credit rating as follows: 
Moody’s numerical values of rating notes: Aaa=1,  Aa1=2, Aa2=3, Aa3=4, A1=5, A2=6, A3= 7, Baa1=8, 
Baa2=9, Baa3=10. 
All market data were obtained from Bloomberg database. Finally, in terms of macroeconomic variables, the 
following set is used: output as it is proxied by real GDP in constant 2005 prices (with a negative effect on the 
CDS spreads since credit risks are higher during a recession phase; Amato and Luisi, 2005), the liquidity in 
the economy as it is proxied by the M1 definition of money supply (with a negative effect on the CDS spreads 
since a monetary expansion lowers interest rates and, thus, the risk-neutral shift of the process of a firm’s 
value; Longstaff and Schwartz, 1996 and BIS, 2005), the real effective exchange rate (with a negative effect 
on the CDS spreads, since an increase in the rate indicates a real depreciation), and the government deficit as 
a percentage of GDP (with a positive effect on the CDS spreads; Amato and Luisi, 2005). Data on 
macroeconomic fundamentals were obtained from the IMF’s International Financial Statistics (IFS) database. 
4. Empirical Results 
4.1. Unit Root Tests 
In order to assess whether a FAVAR or a FAVEC model is most appropriate for our empirical analysis, panel 
unit root tests were implemented. Therefore, all variables are tested for unit roots using a variety of panel unit 
root tests. The results (available upon request) point out that the hypothesis that only a portion of the variables 
under study contain a unit root, is accepted at the 1% significant level in all tests, suggesting that these 
variables are I(1). In particular, the asset utilization ratio, the interest coverage ratio, the implied options 
volatility ratio from the accounting environment, equity returns, the volatility of equity returns from the 
market environment, and, finally, the effective exchange rate from macroeconomic fundamentals display a 
I(0) behavior. In other words, the case of employing a FAVEC model is excluded and we proceed with a 
standard FAVAR modelling procedure. 
4.2. Principal Components Analysis 
Principal component analysis (CPA) is dependent on the unit of measurement and variance of the data. To 
eliminate the unit of measurement on the data and have a consistent variance, each variable is expressed in 
standard units (in other words, each variable has a zero mean and unit variance). Therefore, in the next step 
we extract factors from the CDSs series by using a minimum eigenvalue of one as a threshold. We find two 
common factors, one from the accounting environment of the firm and the other from the market environment 
of the firm, that explain a large share (virtually 93 per cent) of the total variance of CDSs. Table 1 reports the 
results of the common factor analysis. The score findings document that the accounting factor is mainly 
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driven by developments in the following ratios: total liabilities/market capitalization, cash/assets, earnings 
before interests and taxes/sales, total sales/total assets and earnings before interests and taxes/interest 
expenses, while the market factor is mainly linked to the evolution in equity returns, the variance of equity 
returns, and credit ratings. 
4.3.  FAVAR Estimations: Variance Decompositions 
This part of the study assesses the contributions of each shock to the total variability of the observed series at 
different horizons. To this end, it performs a forecast error variance decomposition analysis. The results are 
reported (only for the CDS variable, while the remaining results are available upon request) in Table 2. The 
empirical findings denote that in the short-run (over a year horizon-4 quarters) the foremost contributor is the 
own (CDS) shock, i.e. approximately 22 percent, while at longer horizons (up to 10 years) it is the Factor 2 
shock (the one originating from the market information environment), i.e. 37.4 percent, that dominates the 
explanation of the CDS forecast variance. Moreover, over the entire horizon period, part of the variance in 
CDS is explained mainly by the second factor shock (market information), following by the first factor 
(accounting information), while the contribution of the macroeconomic factors follows, albeit, at very lower 
percentages.  All in all, the variance decompositions indicate the dominance of the market environment over 
the accounting environment in providing information to the credit markets, a fact that validates our first 
hypothesis tested. At the same time, the results display a minor role for all four the macroeconomic variables 
employed and only providing a leading role for the case of the public deficit (as a percentage of GDP), 
shedding some doubts to the validity of our second hypothesis tested. All in all, our findings validate our 
second tested hypothesis, indicating that macroeconomic conditions appear to affect the credit risks markets. 
That is a piece of evidence corroborating that macroeconomic conditions seem to be a crucial factor during 
periods of economic crises, such as the recent crisis the economies experienced, and which surely can affect 
the manner investors as well as the credit markets receive information from various sources.  Finally, Table 3 
reports variance decompositions based on a different ordering of the variables, with the CDS variables being 
placed first, followed by accounting, market and macroeconomic variables. The rationale on that is that it 
could seem reasonable that a trader with private information on a firm’s credit risk may first want to trade on 
that information in the CDS market rather than in the equity market. The new results confirm those reached 
before, i.e., the dominance of the market variables over those in the accounting domain in providing 
information to the credit markets and a minor role for all the macroeconomic variables employed. 
7. Conclusions 
This empirical study investigated the relevance of accounting versus the market information to the credit 
markets, as they are proxied by the CDS spreads. Using a sample of 171 U.S. manufacturing firms and the 
FAVAR modeling approach, the empirical findings showed that: impulse response analysis has confirmed 
that market information is more relevant vis-à-vis accounting information for the credit markets. The results 
imply that the information from the accounting environment of the firm is considered inherently backward-
looking by the credit markets as measures of credit risk, while it is disclosed somewhat infrequently, a fact 
that seems to further decay its relevance to investors. By contrast, market information seems to provide more 
relevant information to providers of debt capital since it relies on rigorous financial theory. Finally, although 
statistically significant, the macroeconomic variables do not seem to have a leading role in providing 
information to the credit markets. 
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Further research extensions will focus on looking at volatility spillovers through a multivariate GARCH 
framework, while an interesting exploration would be to study either other geographical areas, i.e. European 
or Asian manufacturing firms, or the differences between geographical areas with dissimilar accounting 
policies and regulations. Finally, in case that we need to know the separate impact of variables that are within 
each common factor, then a simple VAR model has to be employed. 
Table 1. Common factor analysis for CDSs (Score Results) 
___________________________________________________________________________________ 
Accounting variables (F1 accounting): size 0.057, ratiolev 0.573, ratioliq1 0.624, ratioliq2 0.039, 
ratioprof  0.683, ratioasset1 0.544, ratioasset2 0.061, intercov 0.772, ratioinvest 0.019, options 0.062,  
Market variables (F2 market): freerate 0.073, vassets 0.489, volassets 0.693, matur 0.038, credrat 0.506 
___________________________________________________________________________________ 
 
Table 2. Forecast error variance decompositions (CDS equation) 
______________________________________________________________________________ 
Horizon           CDS     F1       F2      y       m         e      pdef 
1  58.12    10.75  12.94   5.44   3.38    3.94     5.43  
              (10.34)   (2.37)  (3.38) (1.05)   (1.16)   (0.72)   (1.25) 
4  42.37    13.59  22.05   7.33    3.91    4.18     6.57 
(7.36)   (3.21)  (5.15) (2.44)    (0.63)   (1.62)   (1.51) 
20  20.63    16.77  35.13  8.16     4.11     4.73    10.47 
               (5.04)   (3.17)  (5.83)  (2.73)    (1.06)   (1.12)   (2.38) 
40        16.72   18.91  37.44   8.17     4.05     4.04    10.67 
          (4.12)   (4.26)  (6.10)  (2.73)    (1.14)   (1.28)   (3.21) 
______________________________________________________________________________ 
Notes: Figures in parentheses are standard errors estimated through Monte Carlo applications and 500 
replications. 
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Table 3. Forecast error variance decompositions (CDS equation): robustness tests 
____________________________________________________________________________________ 
Horizon      CDS   F1      F2      y        m      e       pdef 
1   51.14  11.22  11.06  4.76     6.43    2.18     10.21  
                (11.08)  (2.72)  (3.11)  (1.22)  (2.09)   (0.91)    (2.17) 
4   39.14 14.17  20.26   6.85   4.23    4.88     10.47 
(8.14)  (3.77)   (6.33)  (2.12)  (1.24)   (1.51)    (2.85) 
20   19.22  16.38  39.06  7.57     4.29    5.14         8.34 
         (6.30)  (3.84)   (6.73)  (2.50)  (1.73)   (1.29)    (2.81) 
40   14.28  17.38  38.27  8.06     5.59    6.11     10.31 
         (5.21)  (4.82)   (7.34)  (2.91)  (1.94)   (1.72)   (3.44) 
____________________________________________________________________________________ 
Acknowledgements 
The authors wish to thank the participants of the AF 2012 conference for their constructive comments and 




Altman, E., 1989. Measuring corporate mortality and performance. Journal of Finance 44, p. 909-922. 
Altman, E., 1968. Financial ratios, discriminant analysis and the prediction of corporate bankruptcy. Journal of Finance 23, p. 589-609. 
Amato, J., Luisi, M., 2005. Macro factors in the term structure of credit spreads. Working Paper, Bank of International Settlement. 
Amato J., Remolona, E., 2003. The credit spread puzzle. BIS Quarterly Review, p. 51-63. 
Arora, N., Bohn, J., Zhu, F., 2005. Reduced forms vs structural models of credit risk: A case study of three models. Journal of Investment 
Management 3, p. 43-67. 
Bank of International Settlement, 2005. 75th Annual Report, Switzerland. 
Bernanke, B. S., Boivin, J., Eliasz, P., 2005. Measuring the effects of monetary policy: A factor-augmented vector autoregressive 
(FAVAR) approach. Quarterly Journal of Economics 120, p. 387-422. 
Black, F., Scholes, M., 1973. The pricing of options and corporate liabilities. Journal of Political Economy 7, p. 637-654. 
Callen, J., Livnat, J., Segal, D., 2009. The impact of earnings on the pricing of credit default swaps. Accounting Review 84, p. 1363-1394. 
Caouette, J., Altman, E., Narayanan, P., 1998. Managing Credit Risk: The Next Great Challenge for Global Financial Markets, Wiley, 
New York. 
Carling, K., Jacobson, T., Linde, J., Roszbach, K., 2007. Corporate credit risk modeling and the macroeconomy. Journal of Banking and 
Finance 31, p. 845-868. 
62   Nicholas Apergis and Sofi a Eleftheriou /  Procedia Economics and Finance  2 ( 2012 )  53 – 62 
Chaudhuri, K., Smiles, S., 2004. Stock market and aggregate economic activity: Evidence from Australia. Applied Financial Economics 
14, p. 121-129. 
Collin-Dufresne, P., Goldstein, R., Spencer, M., 2001. The determinants of credit spread changes. Journal of Finance 56, p. 2177-2207. 
Das, R., Hanouna, P., Sarin, A., 2009. Accounting-based versus market-based cross-sectional models of CDS spreads. Journal of Banking 
and Finance 33, p. 719-730. 
Demirovic, A., Thomas, D., 2007. The relevance of accounting data in the measurement of credit risk. The European Journal of Finance 
33, p. 253-268. 
Dichev, I., 1998. Is the risk of bankruptcy a systematic risk?. Journal of Finance 53, p. 1131-1147. 
Du, Y., Suo, W., 2003. Assessing credit quality from equity markets: Is structural model a better approach?. Working Paper, Queen’s 
School of Business. 
Duffie, D., Saita, L., Wang, K., 2007. Multi-period corporate failure prediction with stochastic covariates. Journal of Financial 
Economics 83, p. 635-665. 
Ericsson, J., Jacobs, K., Oviedo, R., 2009. The determinants of credit default swap premia. Journal of Financial and Quantitative 
Analysis 44, p. 109-132. 
Flannery, M. J., Protopapadakis, A. A., 2002. Macroeconomic factors do influence aggregate stock returns. Review of Financial Studies 
15, p. 751-782. 
Ghargori, P., Chan, H., Faff, R., 2006. Investigating the performance of alternative default-risk models: Option based versus accounting-
based approaches. Australian Journal of Management 31, p. 207-234. 
Hammoudeh, S., Aleisa, E., 2004. Dynamic relationships among GCC stock markets and NYMEX oil future. Contemporary Economic 
Policy 22, p. 250-269. 
Hillegeist, S., Keating, E., Cram, D., Lundstedt, K., 2002. Assessing the probability of bankruptcy. Working Paper, The Kellog School, 
Northwestern University. 
Ho, L. C., Liu, C. S., Sohn, P., 2001. The value relevance of accounting information around the 1997 Asian financial crisis-the case of 
South Korea. Working Paper, University of Texas at Arlington. 
Huang, J., Kong, W., 2005. Macroeconomic news announcements and corporate bond credit spreads. Working Paper, Penn State 
University. 
Hull, J. C., 2005. Options, Futures, and Other Derivatives, (6th Edition), Prentice Hall, New Jersey. 
Janosi, T., Jarrow, R., Yildirim, Y., 2002. Estimating expected losses and liquidity discounts implicit in debt prices. Journal of Risk 5, p. 
1-38. 
Kamin, S, von Kleist, K., 1999. The evolution and determinants of emerging market credit spreads in the 1990s. BIS Working Paper, 
Switzerland. 
Lando, D., 1998. On Cox processes and credit risky securities. Review of Derivatives Research 2, p. 99-120. 
Lanso, D., Nielsen, M. S., 2008. Correlation in corporate defaults: Contagion or conditional independence?. Working Paper, Mannheim 
University. 
Leland H., Toft, K., 1996. Optimal capital structure, endogenous bankruptcy, and the term structure of credit spreads. Journal of Finance 
26, p. 987-1019. 
Longstaff, F. A., Rajan, A., 2008. An empirical analysis of the pricing of collateralized debt obligations. Journal of Finance 63, p. 529-
563. 
Longstaff, F. A., Schwartz, E. S., 1996. A simple approach to valuing risky fixed and floating rate debt. Journal of Finance 50, p. 789-
821. 
Longstaff, F. A., Schwartz, E. S., 1995. Valuing credit derivatives. Journal of Fixed Income 5, p. 6-12. 
Merton, R., 1974, On the pricing of corporate debt: the risk structure on interest rates. Journal of Finance 29, p. 449-470. 
Ohlson, J., 1980. Financial ratios and the probabilistic prediction of bankruptcy. Journal of Accounting Research 18, p. 109-131. 
Pena, J., Forte, S., 2006. Credit spreads: Theory and evidence about the information content of stocks, bonds and CDSs. Business 
Working Paper, Universidad Carlos III. 
Ross, S. A., 1976. The arbitrage theory of capital asset pricing. Journal of Economic Theory 13, p. 341-360. 
Vassalou, M., Xing, Y., 2004. Default risk in equity returns. The Journal of Finance 59, p. 831-868. 
Wu, L., Zhang, F., 2004. A no-arbitrage analysis of economic determinants of the credit spread term structure. Working Paper, Baruch 
College. 
Zhang, B., Zhou, H., Zhu, H., 2009. Explaining credit default swaps spreads with the equity volatility and jump risks of individual firms. 
Review of Financial Studies 22, p. 5099-5131. 
