For a wide range of parameters, we study travelling waves in a diffusive version of the Holling-Tanner predator-prey model from population dynamics. Fronts are constructed using geometric singular perturbation theory and the theory of rotated vector fields. We focus on the appearance of the fronts in various singular limits. In addition, periodic travelling waves of relaxation oscillation type are constructed using a recent generalization of the entryexit function.
Introduction
The Holling-Tanner predator-prey model is the ODE system where t is time and α, δ and β are positive parameters [1] [2] [3] [4] [5] [6] . The quantities u and v are related to prey and predator populations, respectively. The rate at which the predator captures the prey is a normalized type II functional response u/(α + u) according to the classification of Holling [7] . Now t > 0 and x ∈ R. The ODE Holling-Tanner model has a unique equilibrium A with positive predator and prey concentrations. It corresponds to a spatially homogeneous equilibrium of the diffusive HollingTanner model (1.2). Previous work on (1.2) focuses on this equilibrium. For example, in [8, 9] , Turing patterns that bifurcate from A are observed in numerical simulations. In [10] , conditions for Turing and Hopf bifurcations are derived, and the stability of the bifurcating periodic solutions is studied.
In [11] , the spreading speed of a perturbation to A in the PDE system (1.2) posed on Ndimensional space is studied using its relation to the spreading speed in the Fisher-KPP equation. To guarantee that the dynamics of the scalar Fisher-KPP equation is dominant, initial conditions of a special type are considered: the predator is introduced in a compactly supported manner, while the prey is initially uniformly well distributed.
For the ODE Holling-Tanner model (1.1), a parameter regime is found in [6] where the equilibrium A is globally stable. On the other hand, in [12] the ODE Holling-Tanner model is transformed to a generalized Liénard equation and the existence of limit cycles is investigated.
In this paper, we investigate the existence of travelling waves for system (1.2) . We use the result of Hsu & Huang [6] to show the existence of travelling fronts in several parameter regimes. We complement this existence result by providing geometric constructions of the fronts that exhibit how their appearance depends on the parameters in the system. In addition, we show the existence of periodic travelling waves in one parameter regime. This result is based on a construction of relaxation oscillations for the ODE Holling-Tanner model. The construction uses a recent generalization [13] of the entry-exit function of geometric singular perturbation theory [14, 15] . Finally, we discuss the possible disappearance of these periodic travelling waves in a Hopf bifurcation.
Background and results
Physically relevant solutions of (1.2) are non-negative. Since the system is not defined on the line u = 0 (and the line u = −α), we shall consider (1.2) on the domain
(a) Equilibria
Equilibria of the ODE (1.1), and spatially homogeneous equilibria of the PDE (1.2), are given by the solutions of the algebraic system
Algebraic manipulation yields v = (1 − u)(α + u), and v = 0 or v = (1/β)u. The solutions are (u, v) = (1, 0), (u, v) = (−α, 0) and two points (u ± , v ± ), where In [6] , the following result about the equilibrium A is proved. 
Theorem 2.1. Let
α ± = 1 4 1 − α − δ ± (1 − α − δ) 2 − 8αδ , β ± = α ± (1 − α ± )(α + α ± ) . Then 0 < α − < α + < 1.(i) α ≥ 1; (ii) α < 1 and α + δ ≥ 1; (iii) α + δ < 1, (1 − α − δ) 2 − 8αδ > 0 and β > β + ; (iv) α + δ < 1 and (1 − α − δ) 2 − 8αδ > 0, β sufficiently small and β < β − ; (v) α + δ < 1 and (1 − α − δ) 2 − 8αδ ≤ 0.
(b) Travelling waves
Replacing x in (1.2) by the moving coordinate ζ = x − ct, we obtain
Travelling waves with velocity c are stationary solutions of (2.2). We consider only truly travelling waves by assuming c = 0. Because (2.2) is invariant under the transformation (ξ , c) → (−ξ , −c), it is enough to consider c > 0.
To reduce the number of parameters, we let z = ζ /c, so (2.2) becomes
We assume D u and D v are positive and set = D u /c 2 , μ = D v /D u , so that and μ are positive. The system (2.3) becomes
We assume that 0 < 1, or, in other words, that the diffusion coefficient D u is small relative to the wave velocity c. For any fixed c, this assumption is satisfied if D u is sufficiently small. It is also satisfied for any fixed D u if c is sufficiently large.
Thus, travelling waves with velocity c of (1.2) correspond to stationary solutions of (2.4) with = D u /c 2 , μ = D v /c 2 . These solutions satisfy the ODE system
We are concerned with two types of travelling waves:
-fronts: solutions of (2.5) that connect A to B or B to A; -periodic travelling waves (wave trains): periodic solutions of (2.5). 
The union of these two regions is the entire open first quadrant in αβ-space, except for the curve β = 2(1 − α)/(α + 1) 2 , 0 < α < 1. The inequalities describing parameter regimes have a geometric meaning, which is discussed in §3.
Based on theorem 2.1, we shall prove the following results about existence of travelling fronts. 
The solution is unique up to a shift in z. The convergence to B is always monotone. Moreover, there exist δ − and δ + , 0 < δ − < δ + , such that the following is true. For each δ > 0 with δ = δ − , δ + , there exists a positive * * ≤ * such that if 0 < < * * , the convergence to A is oscillatory for δ ∈ (δ − , δ + ) and monotone for δ ∈ (0, δ − ) ∪ (δ + , ∞). The types of the fronts in theorems 2.2 and 2.3 are shown in the first and second illustrations in figure 1. As mentioned in the Introduction, we shall complement these existence results by providing geometric constructions of the fronts.
We shall also prove: Finally, we shall discuss the possible disappearance of these periodic solutions in a Hopf bifurcation as δ increases.
Travelling waves correspond to certain solutions of the four-dimensional dynamical system generated by the travelling wave system (2.5). To reduce the dimensionality, we use geometric singular perturbation theory to consider the limit of this four-dimensional system as → 0. We obtain a two-dimensional system, which is just (1.1) with time reversed. This correspondence with (1.1) allows us to apply theorem 2.1 to show existence of fronts. To construct the fronts geometrically, we shall use geometric singular perturbation theory to investigate the singular limits δ = 0 and δ = ∞. We then use the theory of rotated vector fields [16, 17] to extend our construction to δ of intermediate size. We again use geometric singular perturbation theory to show that these solutions persist for small > 0. The construction of periodic travelling waves uses the singular limit δ = 0.
The reduction to two dimensions is carried out in §3. In §4 (respectively, §5), we investigate the existence of fronts for (α, β) in Region 1 (respectively, Region 2). In §6, we investigate the existence of periodic wave trains for (α, β) in Region 2.
Reduction to two dimensions
We rewrite the travelling wave system (2.5) as a first-order ODE system du dz = u 1 ,
In the terminology of geometric singular perturbation theory [18] [19] [20] , (3.1) is the slow time-scale formulation of a slow-fast system. To obtain the fast time-scale formulation, one rescales the independent variable as z = ξ , which yields
For > 0, the slow and the fast time-scale formulations are equivalent. We shall consider (3.1) and (3.2) on the physically relevant setP = {(u,
. They are independent of δ, μ and . For = 0, the set of equilibria of (3.2) inP is the two-dimensional slow manifold
M 0 can also be obtained by setting = 0 in (3.1); the first and third equations become algebraic, and M 0 is their solution set. For = 0, the linearization of the system (3.2) at each point of M 0 has two zero eigenvalues and two negative eigenvalues, −1 and −1/μ. Therefore, for the system (3.2), M 0 is a normally hyperbolic and attracting manifold of equilibria. By Fenichel's First Theorem [18] [19] [20] , any compact portion of M 0 perturbs, for > 0 sufficiently small, to a locally invariant manifold M for (3.2), and M = M 0 + O( ). M is also normally hyperbolic and attracting for the system (3.2). If a sufficiently large compact portion of M 0 is perturbed to M , then M containsÃ andB. The reduced system or slow system of (3.1) on M 0 is given by
Note that (3.4) is just (1.1) after time reversal. Therefore, the equilibria of (3.4) in P are A = (u + , v + ) and B = (1, 0) independent of δ. The restriction of (3.2) to M , after division by , is given by (3.4) to lowest order, i.e. it is given by du dz
The system (3.4) has a parabolic nullcline v = (1 − u)(α + u) and two linear nullclines v = 0 and v = (1/β)u. The nullclines are independent of δ.
The equilibrium B = (1, 0) is the rightmost intersection of the parabola and v = 0. It is a saddle with eigenvalues 1 and −δ.
The equilibrium A = (u + , v + ) is the rightmost intersection of the parabola and The type of the equilibrium A varies with the parameters.
Region 1
In §4a, we shall use theorem 2.1 to show the existence of a heteroclinic solution of (3.4) from A to B for (α, β) in Region 1. To exhibit the appearance of these solutions, we then investigate the singular limit δ = ∞ in §4b, and the singular limit δ = 0 in §4c. Finally, in §4d we use the theory of rotated vector fields to investigate intermediate values of δ.
(a) Stability of the equilibrium A and existence of fronts
The following result describes the stability of the equilibrium A for (α, β) in Region 1.
Proposition 4.1. For the system (3.4) with (α, β) in Region 1 and δ > 0, the equilibrium A is unstable. More precisely, there exist δ − and δ + , 0 < δ − < δ + , such that when δ ∈ (δ − , δ + ), A is an unstable focus; otherwise A is an unstable node.
Proof. Using f 1 and f 2 defined by (3.4), the eigenvalues of the linearization of (3.4) at A are
where 
The expression (δf 2v + f 1u ) 2 − 4δ(f 1u f 2v − f 1v f 2u ) in (4.1) is negative when δ ∈ (δ − , δ + ), and positive when δ ∈ (0, δ − ) ∪ (δ + , ∞). The result follows.
In order to use theorem 2.1, we note that, as is mentioned in [6] , cases (i), (ii) and (iii) in the theorem cover Region 1. To see this, note that if A is to the right of V, then β > 2(1 − α)/(1 + α) 2 , so β > β + . Indeed, if we think of β + as a function of δ, then β + (0) = 2(1 − α)/(1 + α) 2 , and β + (0) < 0.
Taking into the account the time reversal, we then conclude that the following holds. See figure 3 for illustration. 
is unique up to a shift in z because the equilibriumB of (3.1) has a one-dimensional stable manifold, only one branch of which is inP.
In the next subsections, we describe the geometric form of these orbits by relating them to singular orbits in the limits δ = 0 and δ = ∞.
(b) Singular front at δ = ∞ To capture the singular front at δ = ∞, we use θ = 1/δ as a singular parameter and rewrite (3.4) as
The system (4.4) is the slow time formulation of a slow-fast system; the small parameter is θ. To obtain the fast time formulation, we introduce the additional scaling z = sθ, which yields
For θ = 0, the system (4. 
It has a single equilibrium at u = u + , corresponding to A. This equilibrium is repelling within N 2 0 . Therefore, for (4.5) with small θ > 0, W u (N 2 0 ) perturbs to the two-dimensional unstable manifold W u θ (A). The slow equation on N 1 0 is given by
It has a single equilibrium at u = 1, corresponding to B = (1, 0 This heteroclinic orbit can be viewed as a perturbation of a singular orbit for θ = 0: follow the slow flow along N 2 0 from A to (1, 1/β), then follow the fast flow along u = 1 from (1, 1/β) to B = (1, 0).
We next describe how the appearance of the heteroclinic orbit changes as θ increases with θ small. For small θ > 0, any compact portion of N 2 0 perturbs to a locally invariant manifold N 2 θ . Let
be a tangent vector to N 2 0 , and let
be the eigenvector of the linearization of the right-hand side of (4.5) at A that is tangent to N 2 θ . We have l = e u (0). Let
Using (4.2) and the information about the signs of various terms that is given after that formula, we see that
Therefore, for small θ > 0, as θ increases, the weak unstable eigenvector e u (θ) rotates counterclockwise away from N 2 0 , and the solution enters the equilibrium A backward in time by crossing N 2 0 as shown in figure 4 .
(c) Singular front at δ = 0
To study the limit δ → 0 of (3.4), we regard (3.4) as the fast system for a geometric singular perturbation problem. When δ = 0, the system becomes
In P, for 0 < α ≤ 1, (4.12) has the curve of equilibria (figure 5) where M 0 is part of the right branch of the parabola v = (1 − u)(α + u). If α > 1, the definition of M 0 must be changed by replacing 0 ≤ v < α by 0 ≤ v < α < (1 + α) 2 /2, and there is a second curve of equilibria that is part of the left branch of the parabola. We shall not discuss this case, since it is not materially different from the case 0 < α ≤ 1.
M 0 is normally repelling. The slow equation on it is
This scalar equation has a stable equilibrium at v = 0, which corresponds B = (1, 0), and an unstable equilibrium at v = v + , which corresponds to A = (u + , v + ). There is a heteroclinic orbit from v = 0 to v = v + . Because of the normal hyperbolicity of M 0 , any compact portion that contains both A and B persists for small δ > 0 as a locally invariant manifold M δ for (3.4). M δ must contain both the equilibria A and B, which persist for the full system (3.4) as a repelling node and a saddle. M δ therefore contains an orbit connecting A to B.
(d) Rotation of the vector field
The geometric structure of heteroclinic orbits at intermediate values of δ between δ = 0 and δ = ∞ can be investigated using the theory of rotated vector fields [16, 17] .
We denote the angle between the u-axis and the vector given by the right-hand side of (3.4) by
We have
. 
Fronts in Region 2 (a) Stability of the equilibrium A and existence of fronts
The following result describes the stability of the equilibrium A for (α, β) in Region 2.
Proposition 5.1. For the system (3.4) with (α, β) in Region 2, there exist δ − , δ h , δ + , with 0 < δ − < δ h < δ + , such that the equilibrium A is -a stable node when δ ∈ (0, δ − ), -a stable focus when δ ∈ (δ − , δ h ), -an unstable focus when δ ∈ (δ h , δ + ), -an unstable node when δ ∈ (δ + , ∞).
Proof. Using f 1 and f 2 defined by (3.4), the eigenvalues of linearization of (3.4) at A are given by (4.1), (4.2).
It is clear from figure 6 that f 1u < 0 when 0 < β < 2(1 − α)/(α + 1) 2 , but nevertheless the vector product of the normals to the nullclines at the intersection, f 1u f 2v − f 1v f 2u , is positive. At δ = δ h therefore both eigenvalues 4.1 are purely imaginary.
On the other hand, when δ ∈ (0, δ h ), we have δf 2v + f 1u < 0, and when δ ∈ (δ h , ∞), we have δf 2v + f 1u > 0. Moreover, the expression (δf 2v + f 1u ) 2 − 4δ(f 1u f 2v − f 1v f 2u ) is negative when δ ∈ (δ − , δ + ), and positive when δ ∈ (0, δ − ) ∪ (δ + , ∞). Direct calculation also shows that δ h ∈ (δ − , δ + ). Therefore, when δ ∈ (0, δ − ), both eigenvalues are real and negative; when δ ∈ (δ − , δ h ), both eigenvalues are complex with negative real parts; when δ ∈ (δ h , δ + ), both eigenvalues are complex with positive real parts; and, when δ ∈ (δ + , ∞), both eigenvalues are real and positive.
In order to use theorem 2.1, we note that from case (ii) of the theorem, if (α, β) is in Region 2 and δ > 1 − α, then the equilibrium A is globally asymptotically stable for (1.1). It follows from Hsu & Huang [6] that the value of the Hopf bifurcation point δ h which is defined in proposition 5.1, is such that δ h < 1 − α. Taking into the account the time reversal, we then conclude that for δ > 1 − α > δ h the following holds. 
(b) Geometric construction of the fronts
For the system (3.4) with (α, β) in Region 2, the geometric construction of a singular heteroclinic orbit in the limit δ = ∞ is the same as the construction in Region 1; see §4b for the analysis. We schematically illustrate the singular orbit and its perturbation in figure 7 .
Using the same techniques as in §4d, one can show that, as δ decreases from ∞ to 0, the stable manifold of the saddle B rotates counterclockwise until it approaches the parabolic nullcline. The intersection of the stable manifold of B with the line v = β −1 u moves in a monotone way along v = β −1 u from the position defined by the singular orbit defined to a position strictly to the right of the equilibrium A (as opposed to Region 1 where it approaches A).
Periodic travelling waves in Region 2 (a) Relaxation oscillations for small δ
In the domain P, the system (3.4) has the same orbits as the system
which is obtained from (3.4) by the change of variables
ds.
Here we use a prime ( ) to denote the derivative with respect the new variable ζ . The new system (6.1) generates a polynomial vector field. It can be analysed near the v-axis, which gives information about (3.4) near the v-axis that we will need in this section. We let
Note that for v > 0, h 2 (0, v) = αβv 2 > 0 (so for δ > 0, v > 0 on the positive v-axis), whereas h 1 (0, v) = v − α changes from negative to positive at v = α (i.e. for the limiting system (6.2), the positive v-axis changes from attracting to repelling when the parabola is crossed). Also note that
From these facts, it follows that there is a unique v * 0 , 0 < v * 0 < a, so that
We define a closed singular orbit S of the slow-fast system as follows (figure 8b). From (0, v * 0 ), follow the slow flow up the v-axis to (0, v * 1 ); follow the fast flow to the right to the vertex (u * 1 , v * 1 ) of the parabola; follow the slow flow down the right side of the parabola to the point with v-coordinate v * 0 ; finally, follow the fast flow to the left to (0, v * 0 ). 
The following result is a consequence of [13] . We note that if u 2 is replaced by u in (6.3), the proposition is well known [14, 15] ; the function p is called the entry-exit or way in-way out function. The u 2 case appears to be new. Interestingly, the u 2 case can be proved using geometric singular perturbation theory, but the u case apparently cannot be. However, the u case can be reduced to the u 2 case. See De Maesschalck & Schecter [13] for details.
Given proposition 6.2, theorem 6.1 is proved as follows. Using the Fenichel theory to describe the flow near the repelling part of the parabola, and the analysis in [21] of the flow near the vertex of the parabola, for small δ > 0 we can define a map Q δ : Σ 0 → Σ 1 by following solutions of (6.3) backward (see [22, §2] ). As in [22] , there is a constant C > 0 such that the C 1 -norm of Q δ is of order e −C/δ .
Finally, for small δ > 0 we define
and we define a Poincaré map Π δ : Σ 0 → Σ 0 by Π δ = P δ • Q δ . From the conclusion of the previous paragraph and proposition 6.2, Π δ is a contraction. The theorem follows. To prove theorem 2.4, we note that for the system (3.2) with (α, β) in Region 2 and δ > 0 sufficiently small, theorem 6.1 implies that a sufficiently large compact portion of the slow manifold M 0 contains a hyperbolic closed orbit. For > 0 sufficiently small, this orbit persists on the nearby locally invariant manifold M .
(b) Hopf bifurcation
Proposition 5.1 implies that, for fixed (α, β) in Region 2, as δ increases, a Hopf bifurcation for (6.3) at the equilibrium A occurs at δ = δ h (α, β), with the equilibrium changing from stable to unstable. Denote the Lyapunov number [17] at the equilibrium A at the Hopf bifurcation value by σ (α, β). The sign of σ (α, β) determines whether, at the Hopf bifurcation, the equilibrium A is weakly attracting (σ < 0) or weakly repelling (σ > 0). Hence it determines whether the Hopf bifurcation is subcritical or supercritical. For (α, β) near the top of Region 2, we can determine the sign of σ (α, β). Recalling that Region 2 is {(α, β) : 0 < α < 1 and 0 < β < 2(1 − α)/(α + 1) 2 }, we write For such (α, β), the Hopf bifurcation that occurs at δ = δ h (α, β) is subcritical: the closed orbits exist for δ < δ h , and, like the relaxation oscillations of the previous section, they are repelling. This is consistent with the conjecture that for such (α, β), the relaxation oscillations shrink as δ grows and disappear in a Hopf bifurcation at δ = δ h . In fact, for small z > 0, δ h is small
Thus for small z > 0, the transition from large relaxation oscillation to Hopf bifurcation takes place rapidly.
Recall that when β = β α , the equilibrium A coincides with the vertex V of the parabolic nullcline. For small z > 0, the equilibrium A is to the left of V, but close to it.
Numerical evidence indicates that when the equilibrium A is not close to V, the Hopf bifurcation at A may be supercritical. In this case, the periodic orbit created from the Hopf bifurcation exits for δ > δ h and has opposite stability from the relaxation oscillation. Numerical evidence indicates that there is a saddle-node bifurcation of periodic orbits at a value δ > δ h . At this point the stability of the periodic orbit becomes that of the relaxation oscillation. This observation is consistent with [12, 23] , where parameter values are found for which several periodic orbits exist.
