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Abstract—In Model Predictive Control (MPC) formulations
of trajectory tracking problems, infeasible reference trajectories
and a-priori unknown constraints can lead to cumbersome
designs, aggressive tracking and loss of recursive feasibility. This
is the case, for example, in trajectory tracking applications for
mobile systems in presence of pop-up obstacles.
The Model Predictive Flexible trajectory Tracking Con-
trol (MPFTC) framework proposed here accommodates stability
and recursive feasibility, in presence of infeasible reference
trajectories and a-priori unknown constraints. In the proposed
framework, constraint satisfaction is guaranteed at all time
while the reference trajectory is tracked as good as constraint
satisfaction allows, thus simplifying the controller design and
reducing possibly aggressive tracking behavior. The proposed
framework is illustrated with three numerical examples.
Index Terms—flexible trajectory tracking, nonlinear predictive
control, safety, uncertain constraints, stability, recursive feasibil-
ity
I. INTRODUCTION
Nonlinear Model Predictive Control (NMPC) is an advanced
control technique for nonlinear systems, made successful by
the possibility of introducing a time-varying reference with
preview information as well as constraints. Standard MPC
formulations penalize deviations from a setpoint or a (feasi-
ble) reference trajectory and stability and recursive feasibility
guarantees have been derived for such settings [1], [2], [3].
However, in practice (a) a feasible reference trajectory might
not be available or complicated to design and (b) not all
constraints, that the real system could be subject to, are
available at the design stage. This is the case, for example,
in trajectory tracking applications for autonomous vehicles,
see, e.g., [4], [5], [6], [7]. For such problems, it would be
convenient to use an infeasible reference trajectory as simple
as the road centerline and obstacles might be detected online
at any time. In this paper we analyze this practical but more
involved setting and solve problem (a) by resorting to input-to-
state stability results, while solve problem (b) by constructing
a new framework which enforces stability unless it is unsafe
to do so. Problems (a) and (b) are well-known in MPC-
based trajectory tracking. In fact, especially in the presence of
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constraints, it is possible that the system is steered far from the
reference: in this case, standard formulations are well-known
to yield an undesirably aggressive behavior. On the other hand,
while safety and stability are the most important requirements,
a smooth, or at least not excessively aggressive, behavior is
also desirable. To alleviate aggressive behaviors introduced
by infeasible reference trajectories, Model Predictive Path
Following Control (MPFC) has been proposed in [8], [9],
[10], [11], [12], [13] by penalizing deviations from a reference
path instead of a trajectory, where additional variables are
introduced in order to control the position along the reference
path. The main difficulty in MPFC is the need to select an
appropriate output function to define the path typically in a
dimension lower than the system state space. Although the
results in this paper can be combined with MPFC, we also
propose an alternative strategy which we call Model Predictive
Flexible trajectory Tracking Control (MPFTC). Based on ideas
similar to MPFC, we introduce new variables to artificially
modify the time derivative of the reference trajectory in a
time warping fashion. The MPFTC framework builds on the
assumption that a safe set exists, where all (including the
unknown) constraints are satisfied at all time: this is an
assumption often made in practice for stable systems at rest, as
long as a safe configuration can be found. E.g., a stopped car,
an empty reservoir, a switched off electric circuit, etc [14],
[15]. Similar arguments apply to controlled unstable plants.
In order to illustrate in detail the theoretical developments,
we consider two toy examples and compare our formulation
with existing ones. We then design a MPFTC controller for a
robotic arm, which has to follow a trajectory while avoiding
an a-priori unknown obstacle. The main contributions of this
paper can be summarized as follows: (a) the introduction of
the MPFTC framework for flexible trajectory tracking with
stability guarantees also in the case of an infeasible reference;
and (b) the development of a safe framework for satisfaction
of a-priori unknown constraints. This paper is structured as
follows. In Section II we outline the flexible trajectory tracking
problem and in Section III we prove stability for MPFTC. In
Section IV we introduce a framework with recursive feasibility
guarantees for a-priori unknown constraints. We illustrate the
theoretical developments in Section V with three numerical
examples. Finally, we draw conclusions in Section VI.
II. PROBLEM DESCRIPTION
We consider discrete-time nonlinear systems described by
xk+1 = f(xk,uk), (1)
where the states and controls are denoted as x ∈ X ⊆ Rnx and
u ∈ U ⊆ Rmu respectively. Furthermore, we introduce two
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2categories of constraints that must be satisfied by the system: a
priori known constraints hn(x,u) ≤ 0; and a priori unknown
constraints gn|k(x,u) ≤ 0. In the context of trajectory tracking
for mobile robots, the first category models, e.g., actuators
saturations and/or imposes the avoidance of collision with
fixed and known obstacles, while the the second includes, e.g.,
moving obstacles present in the environment, whose motion
trajectories are not known a-priori. The notation gn|k(x,u)
denotes g at time n, given the information available at time
k. Moreover, we will denote by gk(x,u) the actual constraint,
since in general gn|k(x,u) 6= gn(x,u). Note that for a priori
known constraints hn|k(x,u) = hn(x,u) holds by definition.
In this framework, our first and essential objective is to
guarantee safety, which we define formally as follows.
Definition 1 (Safety). A controller is said to be safe in the set
S, if it generates control inputs U = {u0, ...,u∞} and state
trajectories X = {x0,x1, ...,x∞}, such that hk(xk,uk) ≤ 0
and gk(xk,uk) ≤ 0, ∀k ≥ 0, ∀x0 ∈ S.
Our second objective is to control the system such that the
state xk tracks a parametrized reference trajectory r(τ) =
(rx(τ), ru(τ)) as closely as safety allows. If the reference
parameter τ is selected to be time, its natural dynamics are
given by
τk+1 = τk + ts, (2)
where ts is the sampling time for sampled-data systems and
ts = 1 in the discrete-time framework. Given the presence
of nonlinear dynamics and constraints, we frame the problem
in the context of Model Predictive Control (MPC). Note that
if τ is forced to follow its natural dynamics (2), then the
reference tracking problem in the absence of a priori unknown
constraints g is a standard MPC problem and, therefore,
inherits all stability guarantees, but also a possibly aggressive
behaviour when the initial state is far from the reference.
Approaches developed for mechanical systems in presence
of large tracking errors, especially caused by reference setpoint
changes, have been proposed in, e.g., [16]. In the setting we
consider, however, perfect tracking will not be impeded by
sudden setpoint changes, but rather by the presence of con-
straints. E.g., a mobile system might have to temporarily stop
in order to avoid collisions with other systems or obstacles.
Therefore, we investigate complementary approaches to those
proposed in [16].
One family of approaches for smooth reference tracking
is the so-called Model predictive Path-Following Control
(MPFC) [9], [12]. While MPFC is a valid technique for
tackling our problem we propose a new, alternative, approach:
Model Predictive Flexible Tracking Control (MPFTC), which
solves the problem of tracking an infeasible reference trajec-
tory when the presence of constraints gn|k(x,u) ≤ 0 might
force the system to temporarily deviate from the reference.
While the main difficulty in MPFC is to establish a suitable
output y = φ(x,u) and the corresponding path, the main
difficulty in MPFTC will be to pre-compute a parametrized
feasible reference. We will address this issue by proving
that tracking an infeasible reference still yields some stability
guarantee.
III. MODEL PREDICTIVE FLEXIBLE TRACKING CONTROL
The main idea in MPFTC is to avoid aggressive behaviors
by adapting the reference trajectory thanks to a parameter τ ,
which acts as a fictitious time, through relaxed dynamics given
by
τk+1 = τk + ts + vk, (3)
where v is an additional auxiliary control input and τ becomes
an auxiliary state.
We formulate the MPFTC problem as the following Non-
linear Model Predictive Control Problem (NMPC)
V (xk, τk) := minx
τ ,
u
v
k+N−1∑
n=k
qr(xn|k,un|k, τn|k) + wv2n|k
+ pr(xk+N |k, τk+N |k)
(4a)
s.t. xk|k = xk, τk|k = τk, (4b)
xn+1|k = f(xn|k,un|k), n ∈ Ik+N−1k , (4c)
τn+1|k = τn|k + ts + vn|k, n ∈ Ik+N−1k , (4d)
hn(xn|k,un|k) ≤ 0, n ∈ Ik+N−1k , (4e)
gn|k(xn|k,un|k) ≤ 0, n ∈ Ik+N−1k , (4f)
xk+N |k ∈ X fr (τk+N |k), (4g)
where k is the current time, N is the prediction horizon, and
we use the definition Iba := {a, a+1, . . . , b}. In tracking MPC,
typical choices for the stage and terminal costs are
∆xn|k := xn|k − rx(τn|k), ∆un|k := un|k − ru(τn|k),
qr(xn|k,un|k, τn|k) =
[
∆xn|k
∆un|k
]>
W
[
∆xn|k
∆un|k
]
, (5)
pr(xk+N |k, τk+N |k) = ∆x>k+N |kP∆xk+N |k, (6)
where r(τn|k) = (rx(τn|k), ru(τn|k)) is a user-provided ref-
erence trajectory. More details on the cost definition will be
provided later in the paper. The predicted state and controls are
defined as xn|k, τn|k, and un|k, vn|k respectively. Constraint
(4b) enforces that the prediction starts at the current states,
and constraints (4c)-(4d) enforce that the predicted trajectories
satisfy the system dynamics. Constraints (4e) denote known
constraints such as, e.g., actuator saturations and reference
trajectory bounds, while constraint (4f) enforces constraints
which are not known a priori like, e.g., constraints imposed to
avoid the collision with obstacles detected by a perception
layer. Finally, constraint (4g) is a terminal set. Note that,
differently from standard formulations, the terminal constraint
depends on the auxiliary state τk+N |k relative to the reference
parameter.
Remark 1. If the constraint vn|k = 0 is added and con-
straints (4f) are not present, a standard MPC formulation
is obtained. The terminal set X fr can therefore be designed
as in standard MPC, where one assumes that the reference
trajectory evolves according to its natural dynamics (2).
The challenges introduced by constraints (4f) will be further
analyzed in the remainder of the paper.
Because of constraints (4f), which cannot be known a priori,
accommodating recursive feasibility and closed-loop system
3stability is an open problem, to the best of our knowledge.
Hence, in this section we introduce a framework tailored to
formulation (4), with the objective of guaranteeing closed-
loop stability and persistent feasibility. In the following, we
will first recall known results, which hold for the case when
(4f) is inactive. We will then extend them to prove stability
for the MPFTC formulation. Such results will be then further
extended in order to ensure recursive feasibility (safety) and
stability in the considered setting.
In order to prove stability, we introduce the following
standard assumptions, see, e.g., [2], [17].
Assumption 1 (System continuity). The system model f is
continuous and f(0,0) = 0.
Assumption 2 (Reference feasibility). The reference is feasi-
ble for the system dynamics, i.e., rx(t+ ts) = f(rx(t), ru(t)),
and the known and unknown constraints (4e)-(4f), i.e.,
hn(r
x(tn), r
u(tn)) ≤ 0, gn|k(rx(tn), ru(tn)) ≤ 0, for all
n ≥ 0, k ≥ 0.
Assumption 3 (Stabilizing Terminal Conditions). There exists
a parametric stabilizing terminal set X fr (t) and a terminal
control law κfr(x, t) yielding
xκ+ = f(x, κ
f
r(x, t)), t+ = t+ ts,
such that
x ∈ X fr (t) ⇒

xκ+ ∈ X fr (t+)
hn(x, κ
f
r(x, t)) ≤ 0, n, k ∈ I∞0
gn|k(x, κ
f
r(x, t)) ≤ 0, n, k ∈ I∞0
,
pr(x
κ
+, t+)− pr(x, t) ≤ − qr(x, κfr(x, t), t).
While Assumptions 2, 3 are standard in the MPC literature,
they are too restrictive for the setting considered in this paper
and will be replaced with Assumptions 6-8.
Assumption 4 (Cost Regularity). The stage cost qr : X ×
U → R≥0, and terminal cost pr : X × U → R≥0, are
continuous at the origin and satisfy qr(rx(t), ru(t), t) = 0,
and pr(rx(t), t) = 0. Additionally, qr(xk,uk, τk) ≥ α1(‖xk−
rx(τk)‖) for all feasible xk and uk, and pr(xN , τN ) ≤
α2(‖xN − rx(τN )‖), where α1 and α2 are K∞-functions.
Proposition 1 (Nominal Asymptotic Stability). Suppose that
Assumptions 1, 2, 3, and 4 hold with X fr = X , and that the
state xk belongs to the feasible set of Problem (4), then the
system (1)-(3) in closed loop with the solution of (4) applied
in receding horizon is an asymptotically stable system.
Proof. Assumption 2 guarantees that at the initial time
there exists an optimal control input sequence U?k =
{u?k|k, ...,u?k+N−1|k}, V?k = {v?k|k, ..., v?k+N−1|k} and cor-
responding state trajectory X?k = {x?k|k, ...,x?k+N |k}, Tk =
{τ?k|k, ..., τ?k+N |k} that give the optimal value function
V (xk, τk) =
k+N−1∑
n=k
qr(x
?
n|k,u
?
n|k, τ
?
n|k)+wv
?2
n|k+pr(x
?
k+N |k, τ
?
n|k).
By applying the first control inputs u?k|k and v
?
k|k,
the system states evolve to xk+1 = f(xk,u?k|k) and
τk+1 = τk + ts + v
?
k|k. The sub-optimal sequences
Uk+1 = {u?k+1|k,u?k+2|k, ..., κfr(x?k+N |k, τ?k+N |k)}, and
Vk+1 = {v?k+1|k, v?k+2|k, ..., vk+N |k}, with vk+N |k = 0 and
τk+N+1|k = τ?k+N |k + ts yield the sub-optimal value function
V˜ (xk+1, τk+1) =
k+N∑
n=k+1
qr(x
?
n|k,u
?
n|k, τ
?
n|k) + wv
?2
n|k
+ pr(x
κ
k+N+1|k, τk+N+1|k)
= V (xk, τk)− qr(x?k|k,u?k|k, τ?k|k)− wv?2k|k
+ pr(x
κ
k+N+1|k, τk+N+1|k)− pr(x?k+N |k, τ?k+N |k)
+ qr(x
?
k+N |k, κ
f
r(x
?
k+N |k, τ
?
k+N |k), τ
?
k+N |k).
Using Assumption 3 and optimality, the optimal value function
is shown to decrease between consecutive time instants
V (xk+1, τk+1) ≤ V (xk, τk)− qr(x?k|k,u?k|k, τ?k|k). (7)
Assumption 4 entails the lower bound
V (xk, τk) ≥ qr(x?k|k,u?k|k, τ?k|k) ≥ α1(‖x?k|k− rx(τ?k|k)‖),
(8)
while an upper bound can also be derived from Assumption 4
see, e.g., [2, Proposition 2.17]:
V (xk, τk) ≤ pr(x?k|k, τ?k|k) ≤ α2(‖x?k|k − rx(τ?k|k)‖). (9)
Therefore, the value function is a Lyapunov function and
closed-loop stability follows.
So far, we have proven that the states track a reference
rx(τk) for some τk. Hence, it has to be shown that vk|k = 0
asymptotically as well. We observe that (a) rx(τk+1) =
f(rx(τk), r
u(τk)) iff τk+1 = τk+ ts, and (b) qr(xk,uk, τk) =
0 and pr(xk+N , τk+N ) = 0 ⇒ vk = 0 by optimality.
Consequently, limk→∞ vk = 0 and limk→∞ τk+1 − τk = ts.
The implication (b) can be proven by noting that, in
case x?n|k = r
x(τ?n|k), u
?
n|k = r
u(τ?n|k), then V (xk, τk) =∑k+N−1
n=k wv
?2
n|k and, consequently,
V (xk+1, τk+1) ≤ V˜ (xk+1, τk+1) =
k+N∑
n=k+1
wv?2n|k
≤ V (xk, τk)− wv?2k|k ≤ V (xk, τk),
where we used vk+N |k = 0. Therefore, two situations are
possible: either (i) vk|k 6= 0 and V (xk+1, τk+1) < V (xk, τk)
or (ii) vk|k = 0 and V (xk+1, τk+1) = V (xk, τk). However,
if vk|k = 0, and x?k|k = r
x(τ?k|k) Assumption 2 guarantees
that x?k|k = r
x(τ?k|k), u
?
k|k = r
u(τ?k|k), vn|k = 0 is a feasible
solution, which must also be optimal by Assumption 4. This
implies that vk|k = 0 ⇒ V (xk+1, τk+1) = V (xk, τk) = 0.
Remark 2. Assumption 2 requires the reference to be feasible
for an unspecified τ0 = t0. If this holds only for a specific t0,
then the system will be stabilized to the reference with a time
shift which is an integer multiple of the sampling time ts. If,
instead, feasibility holds for all initial times, then the time shift
can be any real number. As opposed to MPFTC, in standard
MPC the time shift is 0 by construction.
4A. Handling Infeasible References
The introduction of the MPFTC framework is mainly mo-
tivated by a relatively simple design procedure at the cost of
tracking quality. The design procedure is, in fact, complicated
by the need of precomputing a feasible reference trajectory
(Assumption 2), which we will remove in the remainder of
the paper. In particular, in this subsection we show how to
enforce stability, in case infeasible reference trajectories are
used, by resorting to Input-to-State Stability (ISS) tools [18].
Although such result is developed here in the context of
the MPFTC framework, this holds in general for standard
MPC formulations. While in standard MPC tracking settings,
stabilization with respect to an unreachable setpoint can be
guaranteed [19], we consider the following, more general,
setting: first, the reference can be time-varying and does not
need be unreachable, but can be infeasible (in the sense of
Assumption 2); second, we also consider terminal conditions
which do not stabilize the system around the optimal trajectory,
but to a neighborhood.
Consider the optimal state and input trajectories obtained as
the solution of the optimal control problem (OCP)
(xr,ur) := arg min
ξ,ν
P−1∑
n=0
qr(ξn,νn, tn) (10a)
s.t. ξ0 = x0, (10b)
ξn+1 = f(ξn,νn), n ∈ IP−10 , (10c)
hn(ξn,νn) ≤ 0, n ∈ IP−10 , (10d)
ξP = xP , (10e)
The initial and terminal constraints can in principle be
omitted or formulated otherwise, but we include them in the
formulation, since they are often taking this form in practice.
We use here the same stage cost as the one used in (4a) and we
assume that it is positive definite. We exclude positive semi-
definite costs solely for the sake of simplicity. We define the
Lagrangian of the OCP (10) as
LO(ξ,ν,λ,µ) = λ>0 (ξ0 − x0) + λ>P+1(ξP − xP )
+
P−1∑
n=0
qr(ξn,νn, tn) + µ
>
n hn(ξn,νn)
+
P−1∑
n=0
λ>n+1(ξn+1 − f(ξn,νn)),
and define λr,µr the optimal multipliers.
In the following, we will rely on the continuous-time
trajectories yr(t), λr(t) defined as
yr(t) := (xr(t),ur(t)), λr(t),
yr(tn) = (x
r
n,u
r
n), λ
r(tn) = λ
r
n.
We will use yr(t) as an auxiliary continuous reference
to prove stability for MPFTC. Note that one can use any
continuous curve such that yr(tn) = (xrn,u
r
n), since this
condition is sufficient for Assumption 2 to hold.
Our analysis builds on tools that are used in the stability
analysis of economic MPC schemes. The interested reader is
referred to the following most relevant publications related
to our analysis [20], [21], [22], [23]. Economic and tracking
MPC schemes differ in the cost function, which satisfies
qr(ξn,νn, tn) > 0, ∀ ξn 6= rx(tn),νn 6= ru(tn),
with (rx(tk), ru(tk)) = (xr,ur) for tracking schemes but not
for economic ones.
Nevertheless, even if the cost is positive-definite, any MPC
scheme formulated with an infeasible reference is an economic
MPC. We refer to [22], [23] for a thorough discussion on the
topic.
Note that qr in (5) is an economic stage cost whenever
the reference r is not a feasible trajectory, since its minimum
is obtained for (x,u) = (rx(tk), ru(tk)) 6= (xr,ur). On the
contrary, if yr is used as reference, we obtain the tracking
stage cost qyr . Since precomputing a feasible reference yr is
typically impractical, we focus next on the first case.
In order to construct a tracking cost from the economic
one, we use the Lagrange multipliers of OCP (10) to define a
rotated problem, which has the same constraints as the original
MPC problem (4), but minimizes the following rotated stage
and terminal costs
q¯r(xn|k,un|k, τn|k) :=
qr(xn|k,un|k, τn|k)− qr(xr(τn|k),ur(τn|k), τn|k)
+ λr(τn|k)>(xn|k − xr(τn|k))
− λr(τn+1|k)>(f(xn|k,un|k)− xr(τn+1|k)),
p¯r(xk+N |k, τk+N |k) :=
pr(xk+N |k, τk+N |k)− pr(xrk+N , tk+N )
+ λr(τk+N |k)>(xk+N |k − xr(τk+N |k)).
Lemma 1. The rotated cost penalizes deviations from the
optimal solution (xr,ur) of Problem (10), i.e.,
q¯r(x
r
n,u
r
n, tn) = 0, q¯r(xn|k,un|k, τn|k) > 0,
∀ (xn|k,un|k, τn|k) 6= (xrn,urn, tn) such that h(xn|k,un|k) ≤
0. This also entails that the OCP rotated value function
V¯ O(xk, τk) = V
O(xk, τk)− V O(xrk, τk) + λrk>(xk − xrk)
is positive definite, and its minimum is V¯ O(xrk, τk) = 0.
Therefore, if OCP (10) is formulated using the rotated cost
instead of the original one the primal solution is unchanged.
Proof. Since in Problem (10) the reference time is fixed, i.e.,
τn = tn, we use yn for y(τn), λn for λ(τn) and µn for µ(τn).
First, we prove that if Problem (10) is formulated using stage
cost q¯r instead of qr, the primal solution remains unchanged.
This is a known result from the literature on economic MPC
and is based on the observation that all terms involving λr in
the rotated cost form a telescopic sum and cancel out, such
that only λr0
>
(ξ0−xr0) remains. Since the initial state is fixed,
the cost only differs by a constant term and the primal solution
is unchanged. The cost q¯r being nonnegative is a consequence
of the fact that the stage cost Hessian is positive definite
by Assumption 4 and the Lagrange multipliers λ¯ associated
5with Problem (10) using cost q¯r are 0. To prove the second
statement, we define the Lagrangian of the rotated problem as
L¯O(ξ,ν, λ¯, µ¯) = λ¯>0 (ξ0 − x0) + λ¯>P+1(ξP − xP )
+
P−1∑
n=0
q¯r(ξn,νn, tn) + µ¯
>
n hn(ξn,νn)
+
P−1∑
n=0
λ¯
>
n+1(ξn+1 − f(ξn,νn)).
For compactness we denote next ∇n := ∇(ξn,νn). Since by
construction ∇nq¯r = ∇nLO −∇nhµrn, we obtain
∇nL¯O = ∇nq¯r +
[
λ¯n
0
]
−∇nf λ¯n+1 +∇nhµ¯n
= ∇nLO +
[
λ¯n
0
]
−∇nf λ¯n+1 +∇nh(µ¯n − µrn).
Therefore, the KKT conditions of the rotated problem are
solved by the same primal variables as the original problem
and µ¯n = µ
r
n, λ¯n = 0. Consequently, ∇nq¯r = −∇nhµ¯n ≥ 0,
since the primal solution satisfies the second order sufficient
conditions for optimality. Moreover, ∇2nq¯r  0, such that
q¯r(x
r
n,u
r
n) = 0 and qr(ξn,νn) > 0 for all (ξn,νn) 6=
(xrn,u
r
n) s.t. h(ξn,νn) ≤ 0.
The result stated by Lemma 1 can be readily applied to the
problem (4), as shown in Lemma 2.
Lemma 2. Consider the MPC Problem (4) formulated using
stage cost q¯r instead of cost qr, and terminal cost p¯r instead
of pr. Then, the primal solution is the same as for the original
problem and the MPC rotated value function
V¯ (xk, τk) = V (xk, τk)− V (xrk, τk) + λr(tk)>(xk − xr(tk))
is positive definite, and its minimum is V¯ (xrk, τk) = 0.
Proof. The proof relies on the fact that by construction
p¯r(x
r
n, tn) = 0, p¯r(xn|k, τn|k) > 0,
∀ xn|k 6= xrn such that xn|k ∈ X fr (τn|k). The proof follows
along the same lines as Lemma 1 and [20], [21].
While Proposition 1 proves the stability of the the sys-
tem (1)-(3) in closed-loop with the solution of (4) under
Assumption 2, in Theorem 1 we will prove stability in case
the reference trajectory does not satisfy Assumption 2. The
stability proof in Theorem 1 builds on Lemma 2 and relies on
the following costs.
We first consider the following ideal formulation
V i(xk, τk) = min
x,u
k+N∑
n=k+1
qr(xn|k,un|k, τ?n|k) + wv
?2
n|k
+ pyr(x
κ
k+N |k, τ
?
k+N |k) (11a)
s.t. (4b)− (4f), xk+N |k ∈ X fyr(τ?k+N |k).
(11b)
Note that the difference between Problem (11) and (4) lies in
the fact that the terminal conditions (cost and constraints) are
based on the solution yr of (10) rather than on the reference
r. Additionally, we fix the reference time τ? to the optimal
one from (4). We denote as xi, ui, the solution of (11).
When problem (11) is formulated using the rotated stage
q¯r, and terminal cost p¯yr , we denote its value function as
V¯ i(xk, τk). Note that p¯yr = pyr since using yr as reference
in Problem (10) yields λn = 0. Additionally, Lemma 2 readily
applies to this rotated ideal formulation.
Theorem 1. Suppose that Assumptions 1 and 4 hold. Suppose
moreover that Assumption 2 holds along the trajectory yr and
Assumption 3 holds for q¯r and pyr . Then, the system in closed-
loop with the ideal MPC (11) is asymptotically stabilized to
the optimal trajectory xr.
Proof. By Lemma 2, the rotated ideal MPC problem has a
positive-definite stage and terminal costs penalizing deviations
from the optimal trajectory yr. Hence, the rotated ideal MPC
problem is of tracking type and therefore it is stabilizing
asymptotically. Using Lemma 2 we establish asymptotic stabil-
ity also for the original ideal non-rotated MPC scheme, since
the primal solutions of the two problems coincide.
Theorem 1 establishes the first step towards the desired
result: an MPC problem can be formulated using an infeasible
reference, which stabilizes system (1) to the optimal trajectory
of Problem (10), provided that the appropriate terminal con-
ditions are used. The main issue is to express the terminal
constraint set as a positive invariant set containing xr, and the
terminal control law stabilizing the system to xr. To that end,
one needs to know the feasible reference trajectory xr, i.e., to
solve Problem (10).
In the following we analyze the case in which the terminal
conditions are not enforced based on the feasible reference
trajectory, but rather based on an approximatively feasible
reference (see Assumption 5). Since, to the best of our knowl-
edge, in that case asymptotic stability cannot be proven, we
will rather prove input-to-state (ISS) stability. In particular, we
will prove ISS for the closed-loop system, where the terminal
reference yf (where yf = r(τk+N ) or yf = yr(τk+N )) acts as
an external input. In order to discuss ISS stability we introduce
the following closed-loop dynamics
xk+1 = f(xk,uMPC(xk,y
f)) = f¯(xk,y
f),
where uMPC is obtained from, e.g., u?0|k solving problem (4)
when yf = r(τk+N ) or ui0|k solving the ideal problem (11)
when yf = yr(τk+N ). Additionally, we define the rotated cost
of the ideal optimal trajectory, solution of (11), as
J¯?yr(xk, τk) :=
N−1∑
n=k
q¯r(x
?
n|k,u
?
n|k, τ
?
n|k) + p¯yr(x
?
k+N |k, τ
?
k+N |k),
J¯ ir(xk, τk) :=
N−1∑
n=k
q¯r(x
i
n|k,u
i
n|k, τ
?
n|k) + p¯r(x
i
k+N |k, τ
?
k+N |k),
and we remind that
V¯ (xk, τk) =
N−1∑
n=k
q¯r(x
?
n|k,u
?
n|k, τ
?
n|k) + p¯r(x
?
k+N |k, τ
?
k+N |k),
V¯ i(xk, τk) =
N−1∑
n=k
q¯r(x
i
n|k,u
i
n|k, τ
?
n|k) + p¯yr(x
i
k+N |k, τ
?
k+N |k).
6Before formulating the stability result in the next theorem,
we need to introduce an additional assumption on the reference
infeasibility.
Assumption 5 (Approximate feasibility of the reference). The
reference yf satisfies the known and unknown constraints (4e)-
(4f), i.e., hn(x
f ,uf) ≤ 0, gn|k(xf ,uf) ≤ 0, n ∈ Ik+N−1k ,
for all k ∈ N+. Additionally, recursive feasibility of both
Problem (4) and (11) holds when the system is controlled in
closed-loop using the feedback from Problem (4).
Assumption 5 essentially requires that the infeasible refer-
ence used in the definition of the terminal conditions (con-
straint and cost) should not be too infeasible with respect to
the system dynamics. This is a rather mild requirement, since
in practice infeasible references are often used for simplicity,
but approximate knowledge on the system dynamics is used
to ensure that the reference accounts for the most significant
dynamics of the system.
Theorem 2. Suppose that Assumptions 1, 3, 4, and 5 hold for
the reference yr. Then, the dynamics in closed-loop with MPC
formulation (4), i.e., yf = yr(τ?k+N |k) are ISS.
Proof. We prove the result using the value function V¯ i(xk, τk)
of the rotated ideal problem as an ISS-Lyapunov function
candidate [18]. From the prior analysis in Theorem 1 we know
that V¯ i(xk, τk) is a Lyapunov function for yf = yr(τ?k+N |k),
i.e.,
α1(‖xk − xr(τk)‖) ≤ V¯ i(xk, τk) ≤ α2(‖xk − xr(τk)‖),
V¯ i(xk+1, τk+1)− V¯ i(xk, τk) ≤ −α3(‖xk − xr(τk)‖),
with αi ∈ K∞, i = 1, 2, 3.
We are left with proving ISS, i.e., that ∃σ ∈ K such that
V¯ i(xk+1, τk+1)− V¯ i(xk, τk) ≤
σ(‖yf − yr(τ?k+N |k)‖)− α3(‖xk − xr(τk)‖).
(12)
In order to bound V¯ i(xk+1, τk+1) − V¯ i(xk, τk), we first
derive an upper bound on J¯ ir which depends on V¯
i. To that
end, we observe that the rotated cost of the ideal trajectory
xin|k, u
i
n|k satisfies
J¯ ir(xk, τk) =
V¯ i(xk, τk)− p¯yr(xik+N |k, τ?k+N |k) + p¯r(xik+N |k, τ?k+N |k).
There exists σ1 ∈ K such that
φ(yf) := p¯yf (x
i
k+N |k, τ
?
k+N |k)− p¯yr(xik+N |k, τ?k+N |k)
≤ σ1(‖yf − yr(τ?k+N )‖),
since, by (6), φ(yf) is a continuous function of r and
φ(yr(τ?k+N )) = 0. Then we obtain the upper bound
J¯ ir(xk, τk) ≤ V¯ i(xk, τk) + σ1(‖yf − yr(τ?k+N |k)‖).
Upon solving MPC (4), we obtain V¯ (xk, τk) ≤ J¯ ir(xk, τk).
Starting from the optimal solution x?, u?, τ?, v?, we will
construct an upper bound on the decrease condition. To that
end, we first need to evaluate the cost of this trajectory, i.e.,
J¯?yr(xk, τk) =
V¯ (xk, τk)− p¯r(x?k+N |k, τ?k+N |k) + p¯yr(x?k+N |k, τ?k+N |k).
Using the same reasoning as before, there exists σ2 ∈ K such
that
p¯yr(x
?
k+N |k, τ
?
k+N |k)− p¯r(x?k+N |k, τ?k+N |k)
≤ σ2(‖yf − yr(τ?k+N |k)‖).
Then, we obtain
J¯?yr(xk, τk) ≤ V¯ (xk, τk) + σ2(‖yf − yr(τ?k+N |k)‖)
≤ J¯ ir(xk, τk) + σ2(‖yf − yr(τ?k+N |k)‖)
≤ V¯ i(xk, τk) + σ(‖yf − yr(τ?k+N |k)‖),
where we defined σ := σ1 + σ2.
We now proceed as in Proposition 1 to construct a feasible
initial guess for the problem at the next time instant and obtain
the upper bound
V¯ i(xk+1, τk+1) ≤ J¯?yr(xk, τk)− α3(‖xk − x¯r(τk)‖), (13)
which, in turn, proves (12).
However, in order to be able to apply the procedure of
Proposition 1 and obtain bound (13) we need to guarantee
that the obtained initial guess is feasible for the ideal problem.
In case x?k+N |k ∈ X fyr(τ?k+N |k), feasibility is immediately
obtained and the proof holds.
In case x?k+N |k /∈ X fyr(τ?k+N |k), a feasible ideal solution
exists by Assumption 5. However, since x?k+N |k is infeasible,
we resort to a relaxation of the terminal constraint with an
exact penalty [24], [25] in order to compute an upper bound
to the cost. This relaxation has the property that, the solution
of the relaxed formulation coincides with the one of the non-
relaxed formulation whenever it exists. Then, by construction,
the cost of an infeasible trajectory is higher than that of the
feasible solution.
The case xik+N |k /∈ X fyf (τ?k+N |k) is handled equivalently.
Therefore, we can proceed as for the previous case.
This theorem proves that one can use an infeasible refer-
ence, at the price of not converging exactly to the (unknown)
optimal trajectory from OCP (10), with an inaccuracy which
depends on how inaccurate the reference is. It is important
to remark that, as proven in [22], [23], since the MPC
formulation has a turnpike, the effect of the terminal condition
on the closed-loop trajectory is decreasing as the prediction
horizon increases. Unfortunately, as for all MPC schemes,
defining suitable terminal conditions can be a rather involved
procedure. In particular, if the dynamics are time invariant,
then a local linearization can typically be used [26]. However,
the case of a time-varying reference typically becomes more
involved. Additionally, guaranteeing that Assumption 3 holds
with a perturbed terminal control law and set can be non-
trivial. A more detailed discussion about this topic is beyond
the scope of this paper and will be further investigated in future
research.
7As highlighted before, situations in which Assumption 2
does not hold can frequently occur in practice, e.g., in au-
tonomous driving a static obstacle or a road user blocking the
reference trajectory could be detected by sensors, but never
predicted a priori. We address this issue in the next section.
IV. SAFETY-ENFORCING MPFTC
The objective of this section is reformulating Problem (4)
in order to accommodate to references which can be infeasible
with respect to (4f). While we cast the problem in the frame-
work of MPFTC, we stress that the developments proposed
to enforce safety are independent of the specific tracking
scenario, i.e., flexible trajectory, path, setpoint, etc., and can
also be deployed in the context of MPFC.
Since the constraint functions g are not known a priori,
Assumption 2 needs to be relaxed as follows.
Assumption 6 (Relaxed reference feasibility). The refer-
ence is feasible for the system dynamics, i.e., rx(t +
ts) = f(r
x(t), ru(t)), and the known constraints (4e), i.e.,
hn(r
x(tn), r
u(tn)) ≤ 0, for all n ≥ 0.
Besides the reformulation of the feasibility requirements
on the reference trajectory as in Assumption 6, the presence
of the unknown constraints gn|k requires the introduction of
additional assumptions to guarantee recursive feasibility.
Assumption 7 (Unknown constraint dynamics). The a priori
unknown constraint functions satisfy gn|k+1(xn|k,un|k) ≤
gn|k(xn|k,un|k), for all n ≥ k.
Note that, in a robust MPC framework, this assumption
amounts to assuming that the uncertainty cannot increase as
additional information becomes available.
Example 1. In the context of autonomous driving, the con-
straints gn|k could enforce avoiding the collision with obsta-
cles (e.g., other road users) detected by the sensors, whose
behavior can just be predicted, to some extent. Hence, As-
sumption 7 amounts to assuming that the uncertainty on, e.g.,
position and velocity of the detected objects at a specific time
instant cannot increase over time. Since the sensors have a
finite range, Assumption 7 can be enforced by constraining
the predicted vehicle trajectory within the sensors range. As a
consequence, the predicted trajectory cannot collide with any
newly detected obstacle.
More details on how to ensure that Assumption 7 holds will
be given in Section IV-A.
Because of the limited sensor range, simultaneously satisfy-
ing Assumptions 7 and 3 might result impractical. This is the
case if, e.g., Assumption 7 is satisfied by stopping the vehicle
at the boundary of the sensor range. In this case, the vehicle
would not collide with a newly detected obstacle while indef-
initely deviating from the desired trajectory, thus implying a
cost increase. We will therefore replace Assumption 3 with
Assumption 8.
In preparation of such new assumption, the terminal control
law, cost and constraints need to be characterized in terms
of recursive feasibility and stability. We therefore formulate
the following optimization problem which indicates that the
terminal control law is stabilizing if z = 1, while stability is
sacrificed in favor of safety if z = 0:
max
z,x˜
z (14a)
s.t. (p˜k+N+1 − p˜k+N + q˜k+N ) z ≤ 0, (14b)
g˜k′|k+1 ≤ 0, ∀ k′ ∈ I∞k+N , (14c)
h˜k′ ≤ 0, ∀ k′ ∈ I∞k+N , (14d)
z ∈ {0, 1}, (14e)
with optimal solution (z?k, x˜
∗), where we used the following
shorthands:
p˜k+N+1 := pr(x˜k+N+1|k, τk+N+1|k),
p˜k+N := pr(x˜k+N |k, τk+N+1|k),
q˜k+N := qr(x˜k+N |k, u˜κk+N |k, τk+N |k),
g˜k′|k+1 := gk′|k+1(x˜k′|k, u˜κk′|k)), k
′ ∈ I∞k+N ,
h˜k′ := hk′(x˜k′|k, u˜κk′|k)), k
′ ∈ I∞k+N ,
x˜k′+1|k := f(x˜k′|k, u˜κk′|k), k
′ ∈ I∞k+N ,
τ˜k′+1|k := τ˜k′|k + ts, k′ ∈ I∞k+N ,
u˜κk′|k := κ
f
r(x˜k′|k, τ˜k′|k), k
′ ∈ I∞k+N ,
x˜k+N |k := xk+N |k, τ˜k+N |k := τk+N |k.
Problem (14) can be seen as a feasibility check: either the
terminal control law is safe and the problem has a solution,
or the problem is infeasible. Variable z indicates whether
stability must be sacrificed in order to enforce safety or not.
Finally, it is important to observe that, at time k, the control
law must satisfy the a priori unknown constraints given the
information which will be available only at the next time
instant k + 1. Moreover, the optimization problem has one
scalar binary variable z and is infinite-dimensional, since
constraints g must be satisfied for an infinitely long time.
A thorough analysis on how to enforce this condition will
be the subject of Section IV-B, where a terminal control law
ensuring feasibility of (14) without explicitly solving it will
be proposed.
Assumption 8 (Stabilizing safe set). There exists a parametric
stabilizing terminal set X fr (t) and a terminal control law
κfr(x, t) yielding
xκ+ = f(x, κ
f
r(x, t)), t+ = t+ ts,
such that
x ∈ X fr (t) ⇒ xκ+ ∈ X fr (t+),
and Problem (14) is feasible for all x ∈ X fr .
Differently from Assumption 3, the terminal control law
stabilizes the system only when it is safe to do so, i.e., if
constraint gn|k does not impede the tracking of the reference
trajectory. Assumption 8 coincides with Assumption 3, when-
ever z?k = 1. This is the case when, e.g., there is no a-priori
unknown constraint gn|k.
We can now state the main result of the paper in the
following theorem.
8Theorem 3 (Stability and recursive-feasibility). Suppose that
Assumptions 1, 4, 6, 7, and 8 hold, and that the state xk
belongs to the feasibility set of Problem (4). Then, the MPFTC
controller is safe at all times, and the closed-loop system is
asymptotically stable if z?k = 1 in Problem (14).
Proof. Let U?k = {u?k|k, ...,u?k+N−1|k}, X?k =
{x?k|k, ...,x?k+N |k} be the solution of problem (4). Recursive
feasibility follows from Assumptions 7 and 8, which
ensure that the control and state trajectories U?k, X
?
k and their
prolongation to infinite time using κk′|k+1, k′ ∈ [k+N+1,∞)
satisfy constraints gk′′|k+1 for all k′′ ≥ k + 1. This, in turn,
implies that the controller is safe in the sense of Definition 1.
Stability is then obtained for the case z?k = 1 by using the
same arguments as in Proposition 1.
A. Predictive Collision Avoidance: Enforcing Assumption 7
In this section we discuss the a-priori unknown constraints
gn|k(xn|k,un|k) with a specific focus on Assumption 7. To this
end, we introduce a stochastic variable wn|k ∈ Wn|k ∈ Rnw
summarizing all uncertainty related to the a-priori unknown
constraints and define
gin|k(xn|k,un|k) := max
wn|k∈Wn|k
γin|k(xn|k,un|k,wn|k). (15)
This formulation implies robust constraint satisfaction, i.e.,
gin|k(xn|k,un|k) ≤ 0 ⇔
{
γin|k(xn|k,un|k,wn|k) ≤ 0
∀ wn|k ∈ Wn|k .
We can then state the following result.
Lemma 3. Assume that gn|k is defined according to (15) and
Wn|k+1 ⊆ Wn|k. Then Assumption 7 is satisfied.
Proof. Property Wn|k+1 ⊆ Wn|k implies
max
wn|k+1∈Wn|k+1
γn|k(xn|k,un|k,wn|k+1) ≤
max
wn|k∈Wn|k
γn|k(xn|k,un|k,wn|k),
since the two optimization problems have the same cost
function, and the domain of the first one is not larger than
the domain of the second one. Then,
gn|k+1(xn|k,un|k) ≤ gn|k(xn|k,un|k).
So far, we have assumed that the uncertainty sets Wn|k
are known a priori. Introducing a model of the uncertainty is,
however, a common strategy in stochastic and robust control.
In a general setting, wn|k can be the state of the dynamical
system
wn+1|k = ω(wn|k, ξn|k,xn|k,un|k), (16)
with associated control variable ξn|k ∈ Ξ ∈ Rmξ , acting as
a source of (bounded) noise. The function ω describes the
dynamics, and the explicit dependence on xn|k, un|k models
the possible interaction between the uncertainty and system
(1).
Example 2. In the simplest case, wn|k can model the sensor
noise. Then, (16) reads as wn+1|k = ξn such that Wn|k ≡ Ξ
and (15) reads as
gn|k(xn|k,un|k) = max
wn|k∈Wn|k
γn|k(xn|k,un|k) +wn|k,
i.e., the constraint has additive process noise and no dynamics
are involved.
The case of process noise can be formulated as
gn|k(xn|k,un|k) = max
wn|k∈Wn|k
γn|k(xn|k,un|k) +wn|k,
wn+1|k = ω(wn|k, ξn|k),
where there is no interaction between the uncertainty and
the controlled system. This is the case in many robust MPC
formulations, see, e.g., [27] and references therein.
Remark 3. The possibility of interaction between the system
and the uncertainty dynamics is introduced in order to cover
multi-agent settings in which the behavior of each agent can
influence the behavior of other agents, e.g., a pedestrian
changing his/her trajectory because of a vehicle not yielding.
Having introduced a model of the uncertainty dynamics, it
becomes natural to rely on reachability analysis in order to
predict the future evolution of the uncertainty sets, which are
then defined as
Wn+1|k(xn|k,un|k) := {ω(wn|k, ξn,xn|k,un|k) |
wn|k ∈ Wn|k, ∀ ξn ∈ Ξ }.
In order to guarantee satisfaction of Assumption 7, we need
to introduce the following assumption and prove that it is
sufficient to enforce Assumption 7.
Assumption 9 (Set consistency). The predicted uncertainty
sets satisfy Wn|k+1 ⊆ Wn|k, n ≥ k + 1.
Lemma 4. Assume that gn|k is defined according to (15) and
Assumption 9 holds, then Assumption 7 is satisfied.
Proof. Assumption 9 and the properties of reachable sets
implyWn|k+1 ⊆ Wn|k, n ≥ k+1, such that Lemma 3 applies
and Assumption 7 is satisfied.
In order to provide further explanation about the nature of
Assumption 9, we provide the following example.
Example 3. Consider a non-cooperative, non-connected,
multi-agent setting in which the behavior of the other agents is
uncertain. In this case, we distinguish two types of agents: (a)
the ones which are detectable by the sensors, and (b) those that
are either beyond sensor range or hidden by other obstacles.
For type (a), we require the model to be not underestimating
the set of future states that can be reached by the other
agents. For type (b), the uncertainty model must predict the
possibility that an agent could appear at any moment either at
the boundary of the sensor range or from behind an obstacle.
B. Terminal Conditions: Enforcing Assumption 8
Assumption 8 requires satisfying constraints (14c)-(14d)
over an infinite horizon, which is impossible in practice, since
9the constraint uncertainty typically grows unbounded with
time. We will first introduce a rather general formulation of
the assumption and then propose a specific set formulation
which is inspired by real-world examples.
Assumption 10. There exists a set Xsafe such that if
xk+n|k ∈ Xsafe, then all unknown future constraints
gk+n|k(xk+n|k,uk+n|k), n ≥ 0 cannot be enabled.
Essentially, this assumption postulates the existence of a
safe set where unknown constraint cannot be enabled and
included into the problem. While such an assumption might
seem strong, it is in fact already in use in many situations in
which it often takes the form
Xsafe := {xk+n|k |xk+n|k = f(xk+n|k,uk+n|k),
hk+n(xk+n|k,uk+n|k) ≤ 0 },
(17)
where constraints hk+n(xk+n|k) might be present or not.
Notable examples include, e.g., the following situations: (a)
a robotic manipulator operating in a mixed human-robot
environment is considered safe if it does not move; (b) a
vehicle standing still is not responsible for collisions with other
road users; (c) an electric circuit which is switched off is safe;
(d) a ship docked in a port can be considered safe. In general,
most processes controlled either by humans or by automatic
controllers do have emergency procedures which are triggered
whenever safety is jeopardized. Assumption 10 is meant to
cover all these situations.
Remark 4. Note that, while it is often reasonable to construct
the set as in (17), the safe set does not necessarily need to
be forcing a steady-state. Therefore, we prefer formulating
the assumption in a generic way in order to cover other set
definitions as well.
Using Assumption 10, we propose a candidate stabilizing
safe set which fully satisfies Assumption 8 defined as
X fr (τk+N |k) := {xk+N |k |∃ uk+n|k, vk+n|k,
τk+n+1|k = τk+n|k + ts + vk+n|k,
xk+n+1|k = f(xk+n|k,uk+n|k),
hk+n(xk+n|k,uk+n|k) ≤ 0,
gk+n|k(xk+n|k,uk+n|k) ≤ 0,
xk+n|k ∈ X sr (τk+n|k),
n ∈ IM−1N ,
xk+M |k ∈ Xsafe},
(18)
where X sr satisfies Assumption 3 if the a-priori unknown
constraints gn|k are neglected. The idea behind the terminal set
(18) is to ensure safety by forcing the system to reach a safe
set Xsafe at a finite amount of time M ≥ N , while always
remaining inside a stabilizing set around the reference. An
illustrative example is shown in Section V-B. Note that M is
a degree of freedom which can be used to tune the stabilizing
terminal safe set and, consequently, the NMPC scheme (4). If
M = N , then the terminal set coincides with the safe set, pos-
sibly limiting the capabilities of the terminal control law. On
the other hand if M  N , the computational complexity of X fr
can become excessive. Finally, we remark that Assumption 8
only requires feasibility and not optimality of Problem (14).
Indeed, optimality would require M =∞; with a finite M we
therefore accept some degree fo suboptimality, as is customary
in the formulation of terminal conditions for MPC.
By expressing the a priori unknown constraints as in (15),
it is clear that if γin|k(xn|k,un|k,wn|k) > 0, for some i,
then Problem (4) becomes infeasible. Since the argument of
safety relies on Assumption 10, we ensure that whenever
γin|k(xn|k,un|k,wn|k) > 0, component i of γ is removed,
and an additional component j is added to g as
gjn|k(xn|k,un|k) =
[
un|k − ux
−un|k + ux
]
≤ 0,
where the steady state control is given by ux : xn|k =
f(xn|k,ux). In other other words, we ensure that xn|k ∈ Xsafe.
With the assumptions introduced above, we can prove
the following result on stability and recursive feasibility for
Problem (4).
Lemma 5. Assume that Problem (4) is feasible at time k for
the initial state (xk,τk), with the terminal cost pr and terminal
set X fr from (18), and that Assumptions 1, 3, 4, 6, 7 and 10
hold, then Problem (4) always remains feasible and pr and
X fr fully satisfy Assumption 8.
Proof. We define the optimal solution of Problem (4) as
X∗k = {x∗k|k, ...,x∗k+M |k}, U∗k = {u∗k|k, ...,u∗k+M−1|k},
T∗k = {τ∗k|k, ..., τ∗k+M |k}, and V∗k = {v∗k|k, ..., v∗k+M−1|k}. In
order to construct a feasible guess for Problem (4) at the next
time k+ 1, we proceed similarly to the proof of Proposition 1
and define the sub-optimal trajectories
Xk+1 = {x∗k+1|k, ...,x∗k+M |k,x∗k+M |k},
Uk+1 = {u∗k+1|k, ...,u∗k+M−1|k,ux},
Tk+1 = {τ∗k+1|k, ..., τ∗k+M |k, τ∗k+M |k},
Vk+1 = {v∗k+1|k, ..., v∗k+M−1|k,−ts},
where we exploit the terminal steady-state constraint to
extend the previous solution, and ux is the steady-state
input ensuring x?k+M |k = f(x
?
k+M |k,ux). By Assump-
tion 7, these trajectories are feasible for all except the very
last samples. For the last samples, two cases are possible:
either γik+M |k+1(x
?
k+M |k,ux,wk+M |k+1) ≤ 0, in which
case the trajectory is feasible along the whole horizon; or
γik+M |k+1(x
?
k+M |k,ux,wk+M |k+1) > 0 for some component
i, in which case a previously unmeasured constraint which
becomes known only at time k+ 1 is infeasible. For the latter
case, the constraint is removed and an additional component
is added to g, where steady-state is enforced. Feasibility then
follows from Assumption 10 since ux implies that x?k+M |k =
f(x?k+M |k,ux) ∈ Xsafe.
Constructing similar feasible guesses for Problem (4) at
times k′ ≥ k + 1 forces the closed-loop system to converge
to the steady state x?k+M |k, as long as γ
i
k′+n|k′ > 0 for any n
and component i. Otherwise, if g allows it, stability is shown
with the proof of Proposition 1.
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C. Robustness Towards Inaccurate Unknown Constraints
In the derivation of the results presented so far we have
eliminated most of the strong assumptions in order to derive
a formulation which relies only on rather mild assumptions.
Nevertheless, Assumption 9 is still necessary. Since in practice
it could be difficult to satisfy it, one can resort to the common
approach in MPC to relax the path constraints using an exact
penalty [24]. Then, whenever it is not possible to satisfy the
path constraints, the controller will at least minimize their
violation.
In practice, the exact penalty formulation is obtained by
introducing slack variables sk as ficticious controls, i.e., as
controls which do not affect the system dynamics and by
enforcing the constraints as
gn|k(xk+n|k,uk+n|k) ≤ sk, sk ≥ 0,
and adding the penalty
∑N−1
k=0 ρ
>sk.
D. Practical implementation
Since computing a stabilizing safe set (18) explicitly is im-
practical for non-trivial cases, we extend the MPC prediction
horizon from N to M and include the conditions defining (18)
as constraints in the MPC problem, i.e., we solve
min
x
τ ,
u
v
k+N−1∑
n=k
qr(xn|k,un|k, τn|k) + wv2n|k + pr(xk+N |k, τ|k)
s.t. xk|k = xk, τk|k = τk,
xn+1|k = f(xn|k,un|k), n ∈ Ik+M−1k ,
τn+1|k = τn|k + ts + vn|k, n ∈ Ik+M−1k ,
hn(xn|k,un|k) ≤ 0, n ∈ Ik+M−1k ,
gn|k(xn|k,un|k) ≤ 0, n ∈ Ik+M−1k ,
xk+n|k ∈ X sr (τk+n|k), n ∈ Ik+M−1k+N ,
xk+M |k ∈ Xsafe.
This scheme can be seen as a 2-stage problem, with the first
stage (n ∈ Ik+Nk ) defines the MPC problem and the second
stage (n ∈ Ik+Mk+N+1) defines the stabilizing safe set implicitly.
While this formulation solves the issue of precomputing Xsafe
explicitly, it can still suffer from numerical difficulties since
the trajectory in the second stage (n ∈ Ik+Mk+N+1) is not
penalized by any cost. While a thorough discussion on possible
remedies is out of the scope of this paper, we observe the fol-
lowing: (a) for interior-point methods, the primal interpretation
results in a cost penalizing deviations from the center of the
feasible domain, such that the solution is unique and well-
defined; (b) for any iterative solver, introducing a penalization
on deviations from the previous iterate has a regularizing effect
which alleviates the numerical difficulties; (c) tracking the
reference also beyond n = N with a small penalty function
introduces a perturbation on the optimal solution which can
be analyzed in the context of ISS and is expected to result in a
small tracking inaccuracy which could be acceptable in many
practical situations.
V. SIMULATIONS
In this section we propose three examples to illustrate the
developed theory. In all the examples we will use stage and
terminal cost in (5)-(6)
∆xn|k := xn|k − rx(τn|k), ∆un|k := un|k − ru(τn|k),
qr(xn|k,un|k, τn|k) =
[
∆xn|k
∆un|k
]>
W
[
∆xn|k
∆un|k
]
,
pr(xk+N |k, τk+N |k) = ∆x>k+N |kP∆xk+N |k.
A. Unicycle Reference Tracking
We evaluate MPFTC and we compare the results with the
MPFC formulation of [9] using the unicycle model x˙y˙
ψ˙
 =
 u1 cosψu1 sinψ
u1 tanu2
 , (20)
where x and y describe the position, ψ is the yaw angle, u1
is the speed, and u2 the steering angle. The system is subject
to the constraints 0 ≤ u1 ≤ 6, ‖u2‖2 ≤ 0.63. As reference,
we use the path
p(θ) =
(
ρ(θ), arctan
(
∂ρ2
∂θ
))
, (21)
with ρ(θ) = (θ, 5 log(20/(6 + |θ|)) sin(0.35θ)) and parameter
θ ∈ [−30, 0]. Since MPTFC requires a trajectory to track, we
design the a-priori path evolution of θ to be
θ˙(t) =
vref(t)
‖∇θρ(θ(t))‖2
, vref(t) =
{
5 t ≤ 7
max(5− at, 0) t > 7 ,
with a = −5.38. This predefined path evolution implies that
the reference velocity along the trajectory will be 5 m/s for
t ≤ 7, and monotonically decreasing for t > 7 until reaching
zero velocity. For MPFTC (4), with auxiliary state τ and
control v we formulate a feasible reference as
rx(t) =
[
ρ(θ(t))>, arctan
(
∂ρ2
∂θ
) ]>
, (22)
ru(t) =

θ˙(t)
√
1 +
(
∂ρ1(θ(t))
∂θ
)2
arctan
(
∂2ρ2
∂θ2
(
1 +
(
∂ρ2
∂θ
)2)− 32)
 , (23)
where the control reference can directly be derived from (20).
For the cost we use W = blockdiag(Q,R) with
Q = diag(1, 1, 1), R = diag(1, 1), w = 10.
Using the results from ([9], Collorary 1) it can be shown
that the terminal cost given by P = Q, together with the
terminal set X fr (t) = {x |x = rx(t)}, is a suitable, although
conservative, choice to stabilize the system.
For MPFC, we use the tuning parameters QMPFC = 8 ·
diag(104, 105, 105, 1/16), RMPFC = diag(10, 10, 1), terminal
weight QMPFC,N = 1/2 · diag(0, 0, 0, 1740), and same setup
as in [9].
For the simulation, we use a prediction horizon of 1s, and
solve the OCP repeatedly with 20 direct multiple shooting
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Fig. 1: Closed loop trajectories for the unicycle example with MPFTC with w = 10. Gray lines with matching line style denote
the reference trajectory.
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Fig. 2: Closed loop trajectories of the x-y states for the
unicycle example.
intervals. The closed loop sampling time is δ = 0.01s. The
initial value for τ0 is selected by projecting the initial position
(x0, y0) on the trajectory, i.e., τ0 = arg min ‖(x0, y0) −
ρ(θ(τ))‖2.
Figure 1 shows the closed-loop trajectories for the initial
value x0 = (−30,−1, pi/8) for the MPFTC controller with
w = 10. Starting with an offset from the reference trajectory,
for all initial states the system is stabilized to the reference
and converges to the point p(0). Figure 4 shows closed-loop
trajectories for different initial values for both MPFTC and
MPFC. For MPFTC, we show how the closed-loop behavior
depends on the auxiliary input cost w: higher penalties result
in a more aggressive tracking than lower ones. Note that while
MPFTC and MPFC result in different closed-loop trajectories,
their behavior is similar.
B. Double Integrator with A-Priori Unknown Obstacles
We consider double integrator dynamics to illustrate in the
simplest fashion the effect of the safe set formulation in the
presence of a-priori unknown obstacles. The state and control
are x = (p, p˙), p˙ ≥ 0 and u = a ∈ [−1, 5] respectively, with
reference rx(t) = (tvr, vr), ru(t) = 0. We construct the safe
set using (17) to obtain Xsafe = {p˙ | p˙ = 0}.
We introduce a static obstacle at position pobs, such that
gn|k(xn|k,un|k) = pn|k − pobsn|k ≤ 0. (24)
We position the obstacle at pobs = 20m at times t ∈ [0, 15].
For the following problems not including the safety formula-
tion, we relax the constraint with an exact penalty [24].
For the cost we use W = blockdiag(Q,R) with
Q = diag(10, 10), R = 1, w = 1.
The terminal cost matrix P is obtained from the LQR cost
corresponding to QLQR = diag(1, 1), RLQR = 10, and a
corresponding stabilizing set for the LQR controller X sr (t) =
{x | −K(x− rx(t)) ∈ [−1, 5]}. With X sr (τk+n|k) and Xsafe,
we use the terminal set X fr (τk+N |k) given by (18).
For the following scenario we compare MPFTC with stan-
dard MPC, i.e., without reference adaptation. To highlight the
benefit of a safety set, we select a reference vr = 4m/s with
a sampling time of ts = 0.02s and control intervals N = 50,
and M = 100. For MPFTC and MPC without the stabilizing
safe set, we use the same sampling time but set N = 100.
Figure 3 shows that MPC and MPFTC without the proposed
safety formulation are not able to satisfy the constraint. Addi-
tionally, MPC is very aggressive, especially after the obstacle
is removed: while the system was stopped by the obstacle
the gap in the position reference kept increasing, resulting in
a wind-up effect. On the contrary, safe MPFTC satisfies the
constraint and does not have an aggressive behavior. Moreover,
it never attains the reference velocity of 4m/s since it would not
be safe to do so. With a longer prediction horizon a velocity of
4m/s would be safe and in that case also safe MPFTC would
reach the reference. Finally, the blue opaque open loop state
trajectories show how the safe set forces the velocity to be
zero at the end of the horizon.
Since in general it is impractical or even impossible to
compute a set satisfying Assumption 8, we formulated safe
MPFTC using the implicit safe set formulation (18). In this
simple example, however, such a set can be computed explic-
itly. Figure 4 shows the terminal set around the reference rx(t)
for different values of τk+N |k. When the reference is far from
the obstacle, the set is defined by the actuator limitations and
the requirement to reach Xsafe in a finite number of time steps.
However, as τk+N |k approaches 5 s, the reference approaches
the obstacle pobs and the set contracts in order to satisfy
constraint (24).
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Fig. 3: Closed-loop trajectories for the double integrator example. The red box and lines denote constraints, while the gray
lines denote the reference trajectory, with the line style matching the corresponding state trajectory. The opaque blue lines in
the two left-most figures show the safe MPFTC open-loop trajectories at all times for the position and velocity respectively.
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Fig. 4: Parametric stabilizing terminal safe set for the double
integrator example. Note that X fr (τ+) ⊆ X fr (τ) for τ ≤ τ+ ≤
5 s.
It is well known that in optimal control constraints ap-
pearing in the far future have a negligible impact on the
initial control. This fact is tacitly exploited together with the
exact penalty constraint relaxation in order to avoid feasibility
issues. However, our formulation provides a rigorous approach
and is particularly useful in cases in which the obstacles cannot
be detected well in advance.
Finally, in this example the constraints are not time-varying
for the sake of simplicity. We provide next a more involved
example.
C. Robotic Arm: Flexible Tracking with Obstacles
We consider a fully actuated planar robot with two degrees
of freedom, no friction, nor external forces, and dynamics[
x˙1
x˙2
]
=
[
x2
B−1(x1)(u− C(x1, x2)x2 − g(x1))
]
, (25)
where x1 = (q1, q2) are the joint angles, and x2 = (q˙1, q˙2) the
joint velocities. The full model description and the parameter
values are given in Appendix A. We consider the following
box constraints on the state and control
‖u‖∞ ≤ u¯, ‖x2‖∞ ≤ ¯˙q, (26)
with u¯ = 4000Nm and ¯˙q = (3/2)pi rad/s. We consider
p(θ) =
(
θ − pi
3
, 5 sin
(
0.6
(
θ − pi
3
)))
, (27)
with θ ∈ [−5.3, 0], as the desired path to be tracked and define
the timing law
θ˙(t) =
vref(t)
‖∇θρ(θ(t))‖2
, vref(t) =
{
1 t ≤ 5
max(1− at, 0) t > 5 ,
with a = −0.0734. This predefined path evolution implies that
the norm of the reference trajectory for the joint velocities will
be 1 rad/s for t ≤ 5, and monotonically decreasing for t > 5
until reaching zero velocity.
The state and input reference trajectories are given by
rx(t) =
[
p(θ(t)) ∂p∂θ θ˙(t)
]>
,
ru(t) =
[
B(x1)p¨(θ(t)) + C(x1, x2)x2 + g(x1)
]>
,
where the control reference follows from (25). For the cost
we use W = blockdiag(Q,R) with
Q = diag(105, 105, 10, 10), R = diag(10−3, 10−3), w = 10.
The terminal cost matrix is given by P = Pη , and correspond-
ing stabilizing set
X sr (τk+n|k) = {xk+N |k |∆x>k+N |kPη∆xk+N |k ≤ γ∗}, (28)
where the values and derivation of Pη and γ∗ are given in
Appendix B. The safety set is constructed as
Xsafe = {(q˙1, q˙2) | q˙1 = 0, q˙2 = 0}, (29)
and we use the terminal set X fr (τk+N |k) given by (18)
using (28) and (29). Since the safe set ensures a steady
state, a minimal feasibility condition is that xk+N |k =
(p(θ(τk+N |k)), 0, 0) ∈ X fr (τk+N |k).
We introduce the following time-varying uncertainty
wk+1 = ω(wk, ξ) = wk +
[
0.3ts cos(pi/4) + ξ1
0.3ts sin(pi/4) + ξ2
]
, (30)
where w ∈ R2 is the uncertainty state and ‖(ξ1, ξ2)‖2 ≤ 0.025
are bounded noise inputs. We construct the robust constraint
under Assumption 7 by propagating the expectation of (30),
and encapsulate the uncertainty with a circle of increasing
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Fig. 5: Closed-loop trajectories for the robotic joint example. The gray lines denote the reference trajectory for each state and
control, while the red lines denote constraint limits.
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Fig. 6: Open-loop predictions for the robotic joint example.
The gray line denotes the reference, while the red circles show
the growing uncertainty for different times. The red noisy line
shows the closed-loop evolution of the uncertainty.
radius δrˆ = 0.025 and an initial uncertainty of rˆ0 = 0.025.
The constraint can then be expressed as
gn|k(xn|k,un|k) = max
wn|k∈Wn|k
γn|k(xn|k,un|k,wn|k) ≤ 0,
with
γn|k(xn|k,un|k,wn|k) = rˆ2n|k−(x1,2n|k−wn|k)>(x1,2n|k−wn|k),
where x1,2n|k = (q1,n|k, q2,n|k) and rˆn|k = rˆ0 + δrˆ(n − k).
Generally, one could include a more complex environment
uncertainty and prediction model, however, here we choose
to use simple models to highlight the performance of our
framework in a clear manner.
For the simulation, we set the sampling time to 0.03s and
use control intervals N = 25, M = 50, and w0 = (−6,−2)
as initial value for the uncertainty.
Figure 5 shows the closed-loop trajectories for the initial
condition (x1, x2) = (−5.86, 2.43, 0, 0), τ = 0.79. The
system is quickly stabilized to the reference; after 3s the
system deviates from the desired velocity reference due to
the presence of an uncertainty. Tracking is temporarily lost
for the velocities (q˙1, q˙2) but to a lesser extent for the posi-
tions (q1, q2). When the obstacle leaves, the system is again
stabilized towards the reference. Figure 6 shows open-loop
trajectories of the joint positions together with the moving
obstacle at different times. The red circles represent the
predicted uncertainty as a region in the joint space to be
avoided. At times t = 0s and t = 12s the robotic arm can
move freely, while for t = 3.9s the robotic arm is forced to
come close to a stop, and even reverse, in order to avoid the
obstacle before being allowed to continue along the reference
trajectory.
VI. CONCLUSIONS
In this paper, we have introduced a new predictive control
framework solving the problem of tracking infeasible refer-
ence trajectories in presence of a-priori unknown constraints,
while avoiding undesirably aggressive behaviors. Input-to-state
stability has been proven for approximately feasible reference
trajectories and new terminal conditions have been formulated,
which ensure safety and recursive feasibility with respect to
a-priori unknown, time-varying constraints. Future work will
focus on practical real-time implementations of the framework
in the context of urban autonomous driving, where, for exam-
ple, the (not necessarily feasible) lane centerline has to be
followed in presence of moving obstacles as they are detected
by the onboard sensors (a-priori unknown constraints). Since,
as in any MPC scheme with stability guarantees, MPFTC
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still requires the often cumbersome computation of suitable
terminal conditions, further efforts are necessary to efficiently
find terminal sets and control laws.
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TABLE I: Model parameters for robotic joint
b1 200.0 [kg m2 / rad] b2 50.0 [kg m2 / rad]
b3 23.5 [kg m2 / rad] b4 25.0 [kg m2 / rad]
b5 122.5 [kg m2 / rad] c1 −25.0 [Nms−2]
g1 784.8 [Nm] g2 245.3 [Nm]
APPENDIX
A. Model details
The functions used in (25) are defined as
B(q) :=
[
b1 + b2 cos(q2) b3 + b4 cos(q2)
b3 + b4 cos(q2) b5
]
, (31a)
C(q, q˙) := −c1 sin(q2)
[
q˙1 q˙1 + q˙2
−q˙1 0
]
(31b)
g(q) :=
[
g1 cos(q1) + g2 cos(q1 + q2)
g2 cos(q1 + q2)
]
, (31c)
with all parameters given in Table I.
B. Terminal set computation
In order to construct the terminal region, similarly to [12],
we apply the following variable transformation
η1 = x1 − p(θ(τ)), η2 = x2 − ∂p
∂θ
θ˙(τ), (32)
and rewrite (25) as a deviation from the trajectory[
η˙1
η˙2
]
=
[
η2
α(η, τ, u)
]
, (33)
α(η, τ, u) =B−1(η, τ)
(
u− C(η, τ)(η2 + ∂p
∂θ
θ˙(τ))
− g(η1, τ)
)
− ∂
2p
∂θ2
θ˙2(τ)− ∂p
∂θ
θ¨(τ).
Exploiting this form, we define the terminal feedback law
uX (η, τ) =C(η, τ)
(
η2 +
∂p
∂θ
θ˙(τ)
)
+ g(η1, τ)
+B(η1, τ)(−Kηη + p¨(θ(τ))),
(34)
yielding closed-loop dynamics η˙ = (Aη − BηKη)η, with
corresponding Lyapunov function
V (η) = η>Pη, P > 0. (35)
We define the terminal region Xη ∈ R4 as level set of (35),
and use the following bounds
∀x ∈ X : ‖B(x1)‖2 ≤ B¯, ‖C(x1, x2)‖2 ≤ C¯, ‖g(x1)‖2 ≤ g¯.
The upper bounds on ‖p˙(θ(t))‖2 ≤ ¯˙p and ‖p¨(θ(t))‖2 ≤ ¯¨p
are given directly through the design of the timing law.
Furthermore, we tighten the state and input constraints
‖u‖2 ≤ u¯, ‖x2‖2 ≤ ¯˙q.
In order to obtain a tightened bound on the terminal control
input we impose
‖uX (η, τ)‖2 ≤ C¯ ¯˙q + g¯ + B¯(¯¨p+ ‖Kηη‖2) ≤ u¯, (36)
which in turn yields
‖η‖2 ≤ u¯− C¯
¯˙q − g¯ − B¯ ¯¨p
B¯‖Kη‖2 . (37)
Finally, the terminal set is given as the level set of the
Lyapunov function V (η)
Eη = {η ∈ R4 | η>Pηη ≤ γ∗}, (38)
where parameter γ∗ maximizes the volume of the ellipsoid.
Given Pη and Kη , we use the S-procedure [28] to formulate
the maximization as convex optimization problem
γ∗ := max
γ,λ
γ (39a)
s.t.
[
Pη
−γ
]
− λ1
[
I
−d1
]
 0, (39b)[
Pη
−γ
]
− λ2
[
I˜0
−d2
]
 0, (39c)
λ ≥ 0, (39d)
where I˜0 = blockdiag(0, 0, I) ∈ R4 and
d1 =
u¯− C¯ ¯˙q − g¯ − B¯ ¯¨p
B¯‖Kξ‖2 , d2 =
¯˙q − ¯˙p.
Constraint (39b) ensures that (37) holds, i.e., the terminal
control uX (ξ, η) satisfies (36); while constraint (39c) ensures
that ‖x2‖2 ≤ ¯˙q. To solve (39), we use the model data from
Table I to get the bounds: B¯ = 266.4, C¯ = 269.6 and
g¯ = 1048.9. From the timing law we know that ¯˙p = 1 and
¯¨p = −0.0734. We compute the feedback matrix Kη via an
LQR controller with tuning Qη = I , and Rη = 10I to get
Kη =
[
K1 K2
]
, (40)
where K1 = 0.44 · diag(1, 1) and K2 = 1.04 · diag(1, 1).
Finally, the terminal cost is obtained by solving the Lyapunov
equation
Pη = (Aη −BηKη)>Pη(Aη −BηKη) + (Q+K>η RKη),
which gives us
Pη = 10
6 ·
[
P1 P2
P2 P3
]
, (41)
with P1 = 6.51 · diag(1, 1), P2 = 5.27 · diag(1, 1), P3 =
6.16 · diag(1, 1). Then, solving (39) results in
Eη = {η ∈ R4 | η>Pηη ≤ 6.38 · 106}. (42)
