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“Is entanglement monogamous?” asks the title of a popular article [B. Terhal, IBM J. Res. Dev. 48, 71 (2004)],
celebrating C. H. Bennett’s legacy on quantum information theory. While the answer is affirmative in the quali-
tative sense, the situation is less clear if monogamy is intended as a quantitative limitation on the distribution of
bipartite entanglement in a multipartite system, given some particular measure of entanglement. Here, we for-
malize what it takes for a bipartite measure of entanglement to obey a general quantitative monogamy relation
on all quantum states. We then prove that an important class of entanglement measures fail to be monogamous in
this general sense of the term, with monogamy violations becoming generic with increasing dimension. In par-
ticular, we show that every additive and suitably normalized entanglement measure cannot satisfy any nontrivial
general monogamy relation while at the same time faithfully capturing the geometric entanglement structure of
the fully antisymmetric state in arbitrary dimension. Nevertheless, monogamy of such entanglement measures
can be recovered if one allows for dimension-dependent relations, as we show explicitly with relevant examples.
Introduction. Entanglement is a quintessential manifesta-
tion of quantum mechanics [1, 2]. The study of entanglement
and its distribution reveals fundamental insights into the na-
ture of quantum correlations [3], on the properties of many-
body systems [4, 5], and on possibilities and limitations for
quantum-enhanced technologies [6]. A particularly interest-
ing feature of entanglement is known as monogamy [7], that
is, the impossibility of sharing entanglement unconditionally
across many subsystems of a composite quantum system.
In the clearest manifestation of monogamy, if two parties
A and B with the same (finite) Hilbert space dimension are
maximally entangled, then their state is a pure state |Φ〉AB
[8], and neither of them can share any correlation—let alone
entanglement—with a third party C, as the only physically
allowed pure states of the tripartite system ABC are product
states |Φ〉AB ⊗ |Ψ〉C . Consider now the more realistic case of
A and B being in a mixed, partially entangled state ρAB. It is
then conceivable for more parties to get a share of such entan-
glement. Namely, a state ρAB on a Hilbert space HA ⊗ HB is
termed “n-shareable” with respect to subsystem B if it admits
a symmetric n-extension, i.e. a state ρ′AB1...Bn onHA ⊗H⊗nB in-
variant under permutations of the subsystems B1, . . . , Bn and
such that the marginal state of A and any B j amounts to ρAB.
While even an entangled state can be shareable up to some
number of extensions, a seminal result is that a state ρAB is
n-shareable for all n > 2 if and only if it is separable, that is,
no entangled state can be infinitely-shareable [7, 9–12]. This
statement formalizes exactly the monogamy of entanglement
(in an asymptotic setting), and has many important implica-
tions, including the equivalence between asymptotic quantum
cloning and state estimation [13, 14], the emergence of objec-
tivity in the quantum-to-classical transition [15], the security
of quantum key distribution [16–19], and the study of frustra-
tion and topological phases in many-body systems [20–24].
Over the last two decades, the goal to formalize monogamy
of entanglement in precise quantitative terms and for a finite
number of parties attracted increasing interest. The concept
of monogamy became synonymous with the validity of an in-
equality due to Coffman, Kundu and Wootters (CKW) [25].
Given any tripartite state ρABC , and choosing a bipartite en-
tanglement measure E, the CKW inequality reads [26]
EA:BC(ρABC) > EA:B(ρAB) + EA:C(ρAC) , (1)
with ρAB = TrC[ρABC] and ρAC = TrB[ρABC]. Intuitively,
Eq. (1) means that the sum of the individual pairwise en-
tanglements between A and each of the other parties B or C
cannot exceed the entanglement between A and the remaining
parties grouped together. Eq. (1) was originally proven for
arbitrary states of three qubits, adopting the squared concur-
rence as entanglement measure [25]. Variations of the CKW
inequality and generalizations to n parties have been estab-
lished for a number of entanglement measures in discrete as
well as continuous variable systems [20, 27–39]. In particu-
lar, the squashed entanglement [40] and the one-way distill-
able entanglement fulfill Eq. (1) in composite systems of ar-
bitrary dimension [28]. Hybrid CKW-like inequalities involv-
ing entanglement and other forms of correlations have also
been proven [28, 41], while measures of quantum correlations
weaker than entanglement generally violate the CKW inequal-
ity [42]. To some extent, therefore, Eq. (1) does capture the
spirit of monogamy as a distinctive property of entanglement.
The main problem with CKW inequalities, however, is that
their validity is not universal, but rather depends on the spe-
cific choice of E. Perhaps counterintuitively, several promi-
nent entanglement monotones, such as the entanglement of
formation or the distillable entanglement [3, 43, 44], do not
obey the constraint formalized by Eq. (1), unless one intro-
duces ad hoc rescalings (see e.g. [45]). Since entanglement as
a concept is monogamous in the n-shareability sense [7], one
is led to raise the following key question: Should any valid
entanglement measure be monogamous in a CKW-like sense?
In this Letter we address the question in general terms.
2EA:BC
EA:B
EA:BC
EA:C
0
FIG. 1: For any tripartite state ρABC , an entanglement measure E obeys monogamy if, given the
global entanglement EA:BC , the pairwise terms EA:B and EA:C are non-trivially constrained. We
formalize these constraints via a function f (EA:B, EA:C) in Eq. (2). Choosing f (x, y) = x+y, one gets
the CKW inequality (1), which limits the pairwise terms to the triangular darker region with dashed
boundary. The other depicted shaded regions correspond to f (x, y) =
√
x2 + y2 (dotted boundary)
and f (x, y) = max(x+cy4, y+cx4) with c a constant (dot-dashed boundary). Any measure E is termed
monogamous if, for all tripartite states, the ensuing entanglement distribution can be confined to a
region strictly smaller than the white square with solid boundary. The latter denotes the trivial choice
f (x, y) = max(x, y), which is satisfied a priori by any entanglement monotone E.
Given an entanglement measure E, we shall say that it is
monogamous if there exists a non-trivial function f : R>0 ×
R>0 → R>0 such that the generalized monogamy relation
EA:BC(ρABC) > f
(
EA:B(ρAB), EA:C(ρAC)
)
, (2)
is satisfied for any state ρABC on any tripartite Hilbert space
HA⊗HB⊗HC . Recalling that E is an entanglement monotone
(which in turn implies that it is nonincreasing under partial
traces), the function f in Eq. (2) is without loss of generality
such that f (x, y) > max(x, y). Thus, to give rise to a non-trivial
constraint, we need f (x, y) > max(x, y) for at least some range
of values of x and y. One might further impose that f (x, y) is
monotonic in both its arguments, but we will not require this
here. We will however require that f is continuous in general.
While the CKW form (1) of a monogamy relation (which is
recovered for the particular choice f (x, y) = x + y) implicitly
presumes some kind of additivity of the entanglement mea-
sure in question, our general form (2) transcends this and can
be applied to recognize any entanglement measure E as de
facto monogamous, based on the intuition that it should obey
some trade-off between the values of EA:B and EA:C for a given
EA:BC , see Fig. 1. Oppositely, if the only possible choice in
Eq. (2) were f (x, y) = max(x, y), then the measure E would
fail monogamy in the most drastic fashion: given a state ρABC ,
having EA:BC > 0 a priori would not imply that EA:B and EA:C
have to constrain each other in the interval [0, EA:BC].
Quite remarkably, we rigorously show in the following that
the entanglement of formation EF [43] and the relative en-
tropy of entanglement ER [46], which are two of the most
important entanglement monotones for mixed states [3, 44],
cannot satisfy a non-trivial monogamy relation in the sense of
Eq. (2), with violations becoming generic [47] with increas-
ing Hilbert space dimension. We further show that a whole
class of additive entanglement measures, including the entan-
glement cost E∞F [43, 48] and the regularized relative entropy
of entanglement E∞R [49, 50], also fail monogamy as captured
by Eq. (2). The latter result is proven by a constructive argu-
ment which exploits the peculiar properties of the maximally
antisymmetric state on Cn ⊗Cn, which is (n− 1)-shareable yet
far from separable [51], and has hence been dubbed the ‘uni-
versal counterexample’ in quantum information theory [52].
Specifically, any additive entanglement measure which is ge-
ometrically faithful in the sense of being lower-bounded by
a quantity with a sub-polynomial dimensional dependence on
the antisymmetric state, cannot be monogamous in general.
Our analysis then reveals that entanglement measures di-
vide into two main categories: monogamous (yet geometri-
cally unfaithful) ones, like the squashed entanglement [28,
40], and geometrically faithful (yet non-monogamous) ones,
like EF , ER, and their regularizations. Finally, we show that
this dilemma can be resolved if one relaxes the definition (2)
to introduce monogamy relations for any fixed dimension of
HA ⊗ HB ⊗ HC . Explicitly, we prove that EF and E∞R are re-
trievable as monogamous for any finite dimension, by provid-
ing dimension-dependent choices of f in Eq. (2), which only
reduce to the trivial one in the limit of infinite dimension.
Result (1) Generic non-monogamy for entanglement
of formation and relative entropy of entanglement. We
begin by defining the measures employed in our analysis
[3, 43, 44, 46]. The entanglement of formation EF is the con-
vex roof extension of the entropy of entanglement, EF(ρA:B) =
inf
{pi,|ψi〉AB}
∑
i piS (TrB[|ψi〉〈ψi|AB]), where S (ρ) = −Tr[ρ log ρ]
is the von Neumann entropy, and log ≡ log2. On the
other hand, the relative entropy of entanglement ER quanti-
fies the distance from the set of separable states, ER(ρA:B) =
inf
σAB
S (ρAB||σAB), where the minimization is over all separable
σAB, and S (ρ||σ) = Tr[ρ log ρ−ρ logσ] is the relative entropy.
The fact that both EF and ER violate the CKW inequal-
ity (1) may be traced to their subadditivity, meaning that
there exist states ρAB and σA′C such that E(ρA:B ⊗ σA′:C) <
E(ρA:B) + E(σA′:C), with E denoting either EF [53] or ER [54].
We now show that these measures fail monogamy even in the
general sense of Eq. (2). These results are based on random
induced states, defined as follows. Given n, s ∈ N, a random
mixed state ρ on Cn is induced by Cs if ρ = TrCs |ψ〉〈ψ| for |ψ〉
a uniformly distributed random pure state on Cn ⊗ Cs. Note
that if s 6 n, this is equivalent to ρ being uniformly distributed
on the set of mixed states of rank at most s on Cn. Here we
focus on the (balanced) bipartite Hilbert space Cd ⊗ Cd, and
aim to determine, given d, s ∈ N, what is the typical value
of EF(ρA:B) and ER(ρA:B) for ρAB a random state on Cd ⊗ Cd
induced by an environment Cs. The answer is as follows,
P
(∣∣∣∣EF(ρA:B) − [log d − 12 ln 2 ]∣∣∣∣ 6 t) > 1 − e−cd2t2/ log2 d, (3)
P
(∣∣∣∣ER(ρA:B) − [log ( d2s ) + 12 ln 2 sd2 ]∣∣∣∣ 6 t) > 1 − e−cst2 , (4)
where s 6 Cd2t2/ log2(1/t) for any fixed t > 0 in Eq. (3), and
Cd log(1/t)/t2 6 s 6 d2 for any fixed 0 < t < 1 in Eq. (4),
while c,C > 0 denote universal constants in both equations.
While Eq. (3) was established in [47] (Theorem V.1), although
with a looser dependence on the parameters, Eq. (4) is an en-
tirely original result of independent interest. Both proofs are
mathematically quite involved, and are relegated to [55].
3Importantly, failure of monogamy is then retrieved as a
generic trait of entanglement quantified by these measures.
Namely, the main result of this section is that there exist states
ρ(x)ABC on Hilbert spacesH (x)A ⊗H (x)B ⊗H (x)C such that, as x→ ∞,
EA:BC
(
ρ(x)ABC
)
6 x, while EA:B
(
ρ(x)AB
) ∼ EA:C(ρ(x)AC) ∼ x, (5)
for E denoting either EF or ER. To sketch the proof [55], set
d = b2xc andH (x)A ≡ H (x)B ≡ H (x)C ≡ Cd. Next, consider ρ(x)ABC a
random state onH (x)A ⊗H (x)B ⊗H (x)C , induced by someH (x)E ≡
Cs, with s ∼ log d. In that way, ρ(x)AB and ρ(x)AC are random states
on Cd ⊗Cd, induced by some Cs ⊗Cd, with sd satisfying both
the conditions for Eqs. (3) and (4) to apply. We then have:
E{F,R}
(
ρ(x)A:BC
)
6 log d 6 x, while EF
(
ρ(x)A:B
)
and EF
(
ρ(x)A:C
)
are
both equal to log d−O(1) ∼ log d ∼ x with probability greater
than 1−2e−cd2/ log2 d, and ER(ρ(x)A:B) and ER(ρ(x)A:C) are both equal
to log d−log(log d)−O(1) ∼ log d ∼ x with probability greater
than 1 − 2e−cd log d. 
Result (2) Non-monogamy for a whole class of additive
entanglement measures. We now show that a class of addi-
tive entanglement measures also fail monogamy in the sense
of Eq. (2). A key role in this result is played by the antisym-
metric state, defined as follows [48, 51]. Given a subsystem A
with (finite-dimensional) Hilbert space HA, the (maximally)
antisymmetric state αAn on H⊗nA is the normalized projector
onto the antisymmetric subspace of H⊗nA . A crucial property
of αAn is that its reduced state on any group of k subsystems,
for any 0 6 k 6 n, is αAk , i.e. the antisymmetric state onH⊗kA .
We now focus on entanglement monotones E satisfying the
following conditions: (a) Normalization: For any state ρAB
on HA ⊗ HB, EA:B(ρAB) 6 min(log dA, log dB); (b) Lower-
boundedness on the bipartite antisymmetric state: Denoting
by αAA′ the antisymmetric state onHA ⊗HA′ (with dA = dA′ ),
EA:A′ (αAA′ ) > c/(log dA)t, where c, t > 0 are universal con-
stants; (c) Additivity on product states: For any state ρAB on
HA ⊗ HB, EAm:Bm (ρ⊗mAB ) = m EA:B(ρAB); (d) Linearity on mix-
tures of locally orthogonal states: For any 0 6 λ 6 1, and any
states ρAB, σAB onHA⊗HB such that Tr[ρAσA] = Tr[ρBσB] =
0, EA:B(λ ρAB + (1− λ)σAB) = λ EA:B(ρAB) + (1− λ)EA:B(σAB).
Important examples of entanglement measures fulfilling the
above requirements are the regularized versions of the entan-
glement of formation (aka entanglement cost) E∞F [43, 48] and
of the relative entropy of entanglement E∞R [49, 50]. Indeed,
condition (c) holds by construction for any regularized entan-
glement measure, defined as E∞A:B(ρAB) = limn→∞
1
n EAn:Bn (ρ
⊗n
AB).
Furthermore, in the case of E∞F and E
∞
R , conditions (a) and (d)
are inherited as they hold for EF and ER. Finally, condition
(b) can be seen as some kind of faithfulness (or geometry-
preserving) property: given that the antisymmetric state has
constant trace distance from the set of separable states, one
may wish for an entanglement measure to stay bounded away
from 0 on the antisymmetric state, dimension-independently
as well (or with a sub-polynomial dependence). For E being
E∞F or E
∞
R , a condition stronger than (b) in fact holds, namely
EA:A′ (αAA′ ) > c, where c > 0 is a universal constant [51].
What we show here is that any entanglement measure
E, obeying properties (a)–(d), cannot satisfy a non-trivial
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FIG. 2: Schematic of the antisymmetric state αA2k+1+1 partitioned in
three subsystems, A ≡ A0, B ≡ A1 . . . A2k , and C ≡ A2k+1 . . . A2k+1 .
monogamy relation in the sense of Eq. (2). We first establish
the following result. Let n ∈ N, d = 2n + 1, and setHA j ≡ Cd
for each 0 6 j 6 2n. Assume next that E satisfies conditions
(a) and (b). Then, there exists 0 6 k 6 n − 1 such that
EA0:A1...A2k
(
αA2k+1
)
= EA0:A2k+1...A2k+1
(
αA2k+1
)
>
(
1 − ln(nt+1/c)n
)
EA0:A1...A2k+1
(
αA2k+1+1
)
.(6)
To prove Eq. (6), consider a partition of the antisym-
metric state αA2k+1+1 as illustrated in Fig. 2, and set gk =
EA0:A1...A2k
(
αA0...A2k
)
for each 0 6 k 6 n. Then,
c
nt
≈ c
(log d)t
6 g0 6 g1 6 · · · 6 gn−1 6 gn 6 log d ≈ n. (7)
The last inequality is by property (a), because dA0 = d =
2n + 1. The first inequality is by property (b), because g0 =
EA0:A1
(
αA0A1
)
> c/(log d)t ≈ c/nt. And the middle inequal-
ities are by monotonicity of E under discarding of subsys-
tems, because for each 0 6 k 6 n − 1, αA0...A2k is the re-
duced state of αA0...A2k+1 . Now, Eq. (7) implies that there exists
0 6 k¯ 6 n−1 such that gk¯/gk¯+1 > 1−ln(nt+1/c)/n. Indeed, oth-
erwise we would have g0gn =
∏n−1
k=0
gk
gk+1
<
(
1 − ln(nt+1/c)n
)n
6 cnt+1 ,
which contradicts Eq. (7). Then, as we have on one hand
gk¯+1 = EA0:A1...A2k¯+1
(
αA2k¯+1+1
)
, and on the other hand gk¯ =
EA0:A1...A2k¯
(
αA2k¯+1
)
= EA0:A2k¯+1...A2k¯+1
(
αA2k¯+1
)
, Eq. (6) is proven.
The main result of this section then follows immediately.
Namely, once again, there exist states ρ(x)ABC on Hilbert spaces
H (x)A ⊗H (x)B ⊗H (x)C such that Eq. (5) holds, for E now denoting
any entanglement measure satisfying conditions (a)–(d).
The proof goes as follows. As E satisfies (a) and (b),
we know by Eq. (6) that, for any d ∈ N, there exists a
state ρABC on HA ⊗ HB ⊗ HC , where HA ≡ Cd and HB ≡
HC ≡ (Cd)⊗2k for some 0 6 k 6 blog dc (see Fig. 2), such
that EA:B (ρAB) and EA:C (ρAC) are both lower bounded by(
1 − log(logt+1 d/c)log d
)
EA:BC (ρABC) = (1− o(1))EA:BC (ρABC). Now,
by property (c), for any m ∈ N, considering ρ⊗mABC instead of
ρABC (and relabelling A⊗m into A etc.) will multiply all values
of E by a factor m. By property (d), for any 0 6 λ 6 1 and any
separable state σABC (across the cut A : BC) which is locally
orthogonal to ρABC , considering λ ρABC + (1 − λ)σABC instead
of ρABC will multiply all values of E by a factor λ. Conse-
quently, any value x > 0 for EA:BC (ρABC) is indeed attainable,
on some suitably large Hilbert spaceH (x)A ⊗H (x)B ⊗H (x)C . 
Recapitulating, we demonstrated that entanglement mea-
sures which faithfully capture the properties of the antisym-
metric state cannot be monogamous in general. Conversely,
there exist relevant entanglement measures for which the de-
sirable condition (b) does not hold—such as the squashed
4entanglement, which scales as o(1/dA) on the antisymmetric
state αAA′—yet monogamy holds instead, even in the original
CKW form (1) [28, 40]. This is the origin of the “monogamy
vs faithfulness” dilemma discussed in the introduction.
Result (3) Recovering monogamy: dimension-dependent
relations. In the previous two sections, we proved that several
important entanglement measures cannot obey a monogamy
relation of the form (2) with f a universal function. Neverthe-
less, it may become possible to establish such an inequality
if we allow the function f to be dimension-dependent. For
instance, the squared entanglement of formation obeys the
CKW inequality for arbitrary three-qubit states [36], which
means that choosing f (x, y) =
√
x2 + y2 in Eq. (2), as de-
picted in Fig. 1 (dotted boundary), makes EF monogamous
when restricted to Hilbert spaces with dA = dB = dC = 2.
The third main result of this Letter is to show that non-
trivial dimension-dependent monogamy relations can be es-
tablished for EF and E∞R in any finite dimension. Concretely,
for any state ρABC on a Hilbert spaceHA ⊗HB ⊗HC , it holds
EF (ρA:BC) > max
(
EF (ρA:B) + cdAdC log8 dA,C
[
EF (ρA:C)
]8
,
EF (ρA:C) + cdAdB log8 dA,B
[
EF (ρA:B)
]8)
, (8a)
E∞R (ρA:BC) > max
(
E∞R (ρA:B) +
c′
dAdC log4 dA,C
[
E∞R (ρA:C)
]4
,
E∞R (ρA:C) +
c′
dAdB log4 dA,B
[
E∞R (ρA:B)
]4)
, (8b)
where c, c′ > 0 are universal constants, and we set dA,B =
min(dA, dB), dA,C = min(dA, dC). An instance of Eq. (8b) is
qualitatively illustrated in Fig. 1 (dot-dashed boundary).
The proof of Eqs. (8) makes use of results from Refs. [50,
56–58], and is provided in [55]. While Eqs. (8) may not be
tight [55], they do establish that the involved entanglement
measures can be effectively regarded as monogamous accord-
ing to Eq. (2) in any finite dimension, even though the con-
straints become trivial in the limit of infinite dimension, in
agreement with results (1) and (2). Notice further that Eqs. (8)
encapsulate strict monogamy, as the constraining functions
satisfy f (x, y) > max(x, y) for all positive x and y. This im-
plies that if, say, E(ρA:B) = E(ρA:BC), then E(ρA:C) = 0 for E
being either EF or E∞R , which means that A and C must be un-
entangled, as both measures vanish only on separable states.
Conclusions. We addressed on general grounds the ques-
tion of whether entanglement measures should be monoga-
mous in the sense of obeying a quantitative constraint akin
to Eq. (1) introduced in [25]. We showed that paradigmatic
measures such as the entanglement of formation and the rela-
tive entropy of entanglement, as well as their regularizations,
cannot be monogamous in general, as they cannot satisfy any
non-trivial general relation of the form (2) limiting the distri-
bution of bipartite entanglement in arbitrary tripartite states.
Monogamy can nonetheless be recovered if the constraints are
made dependent on the (finite) dimension of the system.
The present study substantially advances our understand-
ing of entanglement and the complex laws governing its dis-
tribution in systems of multiple parties, and paves the way
to more practical developments in quantum communication
and computation. The concept of monogamy as studied here
is of particular physical relevance, as the structure of Eq. (2)
lends itself to be applied repeatedly to establish limitations in
a many-body scenario [5], allowing one to compare the dis-
tribution of entanglement on equal footing across the various
parts of a composite system, unlike e.g. the case of hybrid
monogamy relations involving different quantifiers [28].
It will be worth investigating further links between the phe-
nomenon of monogamy and the so-called quantum marginal
problem [59] as well as the fact that information cannot be
arbitrarily distributed in multipartite quantum states [60–63].
Implications of our study for progress in other fields like con-
densed matter [5] and cosmology [64], where monogamy of
entanglement takes centre stage, also deserve further study.
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1Supplemental Material
Should Entanglement Measures be Monogamous or Faithful?
APPENDIX A: ENTANGLEMENT OF FORMATION AND RELATIVE ENTROPY OF ENTANGLEMENT OF RANDOM
STATES
Let us first fix a few definitions and notations. For any n ∈ N and 1 6 p 6 ∞, we denote by ‖ · ‖p the Schatten p-norm on the
set of Hermitian operators on Cn. Particular instances of interest are the trace-class norm ‖ · ‖1, the Hilbert–Schmidt norm ‖ · ‖2
and the operator norm ‖ · ‖∞.
Given n, s ∈ N, we say that a random mixed state ρ on Cn is induced by Cs, which we denote by ρ ∼ µn,s, if ρ = TrCs |ψ〉〈ψ|
for |ψ〉 a uniformly distributed random pure state on the global “system + ancilla” space Cn ⊗ Cs. It is known that in the case
s 6 n, ρ ∼ µn,s is equivalent to ρ being uniformly distributed (for the measure induced by the Hilbert-Schmidt distance) on the
set of mixed states of rank at most s on Cn (see e.g. [65]). In the sequel, we shall use the following shorthand notation: for any
pure state ψ on Cn ⊗ Cs, ρψ stands for the corresponding marginal state on Cn, i.e. ρψ = TrCs |ψ〉〈ψ|.
In the following we will always work on the bipartite Hilbert space Cd ⊗ Cd, where we denote by D(Cd ⊗ Cd) the set of all
states and by S(Cd : Cd) the set of states which are separable across the cut Cd : Cd. For any ρ ∈ D(Cd ⊗ Cd), its entanglement
of formation is defined as
EF(ρ) = inf
∑
i
piS (ρϕi ) : ρ =
∑
i
pi|ϕi〉〈ϕi|, pi > 0,
∑
i
pi = 1, |ϕi〉 ∈ Cd ⊗ Cd
 ,
and its relative entropy of entanglement as
ER(ρ) = inf
{
S (ρ‖σ) : σ ∈ S(Cd : Cd)
}
= inf
{
Tr
(
ρ
(
log ρ − logσ)) : σ ∈ S(Cd : Cd)} .
We are interested in determining, given d, s ∈ N, what is the typical value of EF(ρ) and ER(ρ) for ρ ∼ µd2,s. The answer is
stated in Theorems 1 and 2 below. They both rely on technical lemmas appearing in Section A 1. Theorem 1 is then obtained
as a direct corollary of Proposition 8. While Theorem 2 follows from the upper bound of Proposition 10 and the lower bound
of Proposition 13. Let us also emphasize that the statement about the typical value of EF , appearing in Theorem 1, was already
more or less established in [47, Thm. V.1], but only the lower bound appears there and with a not as tight dependence in the
parameters, which is why we briefly repeat the whole argument here. Oppositely, the statement about the typical value of ER,
appearing in Theorem 2, is new.
Theorem 1. Fix t > 0. Let ρ be a random state on Cd ⊗ Cd induced by some environment Cs, with s 6 Cd2t2/ log2 d for some
universal constant C > 0. Then,
P
(∣∣∣∣∣∣EF(ρ) −
[
log d − 1
2 ln 2
]∣∣∣∣∣∣ 6 t
)
> 1 − e−cd2t2/ log2 d, (A1)
where c > 0 is a universal constant.
Theorem 2. Fix 0 < t < 1. Let ρ be a random state on Cd ⊗ Cd induced by some environment Cs, with Cd log(1/t)/t2 6 s 6 d2
for some universal constant C > 0. Then,
P
(∣∣∣∣∣∣ER(ρ) −
[
2 log d − log s + 1
2 ln 2
s
d2
]∣∣∣∣∣∣ 6 t
)
> 1 − e−cst2 , (A2)
where c > 0 is a universal constant.
1. A few technical lemmas
The two crucial tools that we will use in order to obtain Theorems 1 and 2 are Levy’s Lemma and Dvoretzky’s Theorem
(the former being at the heart of the derivation of the latter). These guarantee that, in high dimension, regular enough functions
typically do not deviate much from their average behaviour. The precise version of this general paradigm that we will need are
quoted in the following Lemmas 3 and 4.
2Lemma 3 (Levy’s Lemma for Lipschitz functions on the sphere [66]). Let n ∈ N. For any L-Lipschitz function f : S Cn → R
and any t > 0, if ψ is uniformly distributed on S Cn , then
P(| f (ψ) − E f | > t) 6 e−cnt2/L2 ,
where c > 0 is a universal constant.
Lemma 4 (Dvoretzky’s Theorem for Lipschitz functions on the sphere [67, 68]). Let n ∈ N. For any circled L-Lipschitz function
f : S Cn → R and any t > 0, if H is a uniformly distributed Cnt2/L2-dimensional subspace of Cn, with C > 0 a universal
constant, then
P (∃ ψ ∈ H ∩ S Cn : | f (ψ) − E f | > t) 6 e−cnt2/L2 ,
where c > 0 is a universal constant.
For the sake of completeness, we now re-derive (more or less well-known) concentration results for two functions that will
pop up later on while establishing Theorems 1 and 2.
Lemma 5. Fix n, s ∈ N with s 6 n and t > 0. If ψ is uniformly distributed on S Cn⊗Cs , then
P
(∣∣∣∣∣S (ρψ) − log s + 12 ln 2 sn
∣∣∣∣∣ > t) 6 e−cnst2/ log2 n,
where c > 0 is a universal constant.
Proof. Define the function f : ψ ∈ S Cn⊗Cs 7→ S (ρψ) ∈ R. We know from [47, Lemma III.2], that f is 3 log n-Lipschitz. Besides,
we also know from [47, Lemma II.4], that f has average (w.r.t. the uniform probability measure over S Cn⊗Cs )
Eψ f (ψ) = log s − 12 ln 2
s
n
+ o
( s
n
)
.
Having at hand these two estimates, Lemma 5 is a direct consequence of Levy’s Lemma 3. 
Lemma 6. Fix d ∈ N and t > 0. If H is a uniformly distributed Cd2t2/ log2 d-dimensional subspace of Cd ⊗ Cd, with C > 0 a
universal constant, then
P
(
∃ ψ ∈ H ∩ S Cd⊗Cd :
∣∣∣∣∣S (ρψ) − log d + 12 ln 2
∣∣∣∣∣ > t) 6 e−cd2t2/ log2 d.
Proof. Define the function f : ψ ∈ S Cd⊗Cd 7→ S (ρψ) ∈ R. We know from [47, Lemma III.2], that f is 3 log d-Lipschitz. Besides,
we also know from [47, Lemma II.4], that f has average (w.r.t. the uniform probability measure over S Cd⊗Cd )
Eψ f (ψ) = log d − 12 ln 2 + o (1) .
Having at hand these two estimates, Lemma 6 is a direct consequence of Dvoretzky’s Theorem 4. 
Lemma 7. Fix n, s ∈ N with s 6 n, as well as x ∈ S Cn , and let ρ be a random state on Cn induced by an environment Cs. Then,
∀ t > 0, P
(∣∣∣∣∣∣ √〈x|ρ|x〉 − 1√n
∣∣∣∣∣∣ > t√n
)
6 e−cst
2
,
where c > 0 is a universal constant.
Proof. Define the function g : ψ ∈ S Cn⊗Cs 7→
√〈x|ρψ|x〉. We know from [68, App. B], that g is 1-Lipschitz. Besides, we also
know from [68], Appendix B, that g has average (w.r.t. the uniform probability measure over S Cn⊗Cs )
Eψg(ψ) =
1√
n
+ o
(
1√
n
)
.
Having at hand these two estimates, the conclusion of Lemma 7 is a direct consequence of Levy’s Lemma 3. 
32. Typical value of the entanglement of formation of random induced states
Proposition 8. Fix t > 0. Let ρ be a random state on Cd ⊗ Cd, induced by some environment Cs, with s 6 Cd2t2 log2 d for some
universal constant C > 0. Then,
P
(
∃ ϕ ∈ supp(ρ) ∩ S Cd⊗Cd :
∣∣∣∣∣S (ρϕ) − log d + 1ln 2
∣∣∣∣∣ > t) 6 e−cd2t2 log2 d,
where c > 0 is a universal constant.
Proof. One simply has to observe that supp(ρ) is a uniformly distributed s-dimensional subspace of Cd ⊗ Cd, and apply Lemma
6. 
3. Upper and lower bounds on the typical relative entropy of entanglement of random induced states
Observe the following alternative form of the relative entropy of entanglement: For a state ρ on Cd ⊗ Cd,
ER(ρ) = min
{
−Tr(ρ logσ) : σ ∈ S(Cd : Cd)
}
− S (ρ). (A3)
Lemma 9. For any state ρ on Cd ⊗ Cd, we have
ER(ρ) 6 2 log d − S (ρ).
Proof. It is clear from equation (A3) that we have, in particular,
ER(ρ) 6 −Tr
(
ρ log
Id
d2
)
− S (ρ) = 2 log d − S (ρ).
This concludes the proof of Lemma 9. 
Proposition 10. Fix 0 < t < 1. Let ρ be a random state on Cd ⊗ Cd induced by some environment Cs, with s 6 d2. Then,
P
(
ER(ρ) > 2 log d − log s + 12 ln 2
s
d2
+ t
)
6 e−cd
2 st2/ log2 d,
where c > 0 is a universal constant.
Remark 11. Note that the bound appearing in Proposition 10 is non-trivial only in the regime d 6 s 6 d2. Indeed, it also holds
for any state ρ on Cd ⊗ Cd that ER(ρ) 6 EF(ρ) 6 log d, and if s < d, we do not learn anything better than that from Proposition
10 for a random state ρ on Cd ⊗ Cd induced by some environment Cs. Hence in words, Proposition 10 actually tells us the
following: if ρ ∼ µd2,s with d  s 6 d2, then ER(ρ) is w.h.p. smaller than 2 log d − log s + O(s/d2), as d, s→ ∞.
Proof. From Lemma 9, it is clear that, for any 0 < t < 1,
P
(
ER(ρ) > 2 log d − log s + 12 ln 2
s
d2
+ t
)
6 P
(
S (ρ) < log s − 1
2 ln 2
s
d2
− t
)
. (A4)
Now, we know from Lemma 5 that the probability on the r.h.s. of inequality (A4) is smaller than e−cd2 st2/ log
2 d, which is precisely
the announced result. 
Lemma 12. For any state ρ on Cd ⊗ Cd, we have
ER(ρ) > − log (max {〈x ⊗ y|ρ|x ⊗ y〉 : x, y ∈ S Cd }) − S (ρ).
Proof. We see from equation (A3) that the only thing we have to prove is that
min
{
−Tr(ρ logσ) : σ ∈ S(Cd : Cd)
}
> − log (max {〈x ⊗ y|ρ|x ⊗ y〉 : x, y ∈ S Cd }) . (A5)
Now, for any σ ∈ S(Cd : Cd), we see by concavity of log that −Tr(ρ logσ) > − log Tr(ρσ). Indeed, denoting by {λ1, . . . , λd2 }
the eigenvalues and by {e1, . . . , ed2 } an eigenbasis of σ, we have
Tr(ρ logσ) =
d2∑
i=1
〈ei|ρ|ei〉 log λi 6 log
 d2∑
i=1
〈ei|ρ|ei〉λi
 = log Tr(ρσ).
4As a consequence,
min
{
−Tr(ρ logσ) : σ ∈ S(Cd : Cd)
}
> min
{
− log Tr(ρσ) : σ ∈ S(Cd : Cd)
}
= − log
(
max
{
Tr(ρσ) : σ ∈ S(Cd : Cd)
})
.
It then follows from extremality of pure separable states amongst all separable states that
max
{
Tr(ρσ) : σ ∈ S(Cd : Cd)
}
= max
{〈x ⊗ y|ρ|x ⊗ y〉 : x, y ∈ S Cd },
so that equation (A5) indeed holds. 
Proposition 13. Fix 0 < t < 1. Let ρ be a random state on Cd⊗Cd induced by some environment Cs, with Cd log(1/t)/t2 6 s 6 d2
for some universal constant C > 0. Then,
P
(
ER(ρ) < 2 log d − log s + 12 ln 2
s
d2
− t
)
6 e−cst
2
,
where c > 0 is a universal constant.
Remark 14. Note that Proposition 13 actually tells us the following: if ρ ∼ µd2,s with d  s  d2, then ER(ρ) is w.h.p.
bigger than 2 log d − log s − o(1), as d, s → +∞. And in the case of sufficiently mixed states, the refinement: if ρ ∼ µd2,s with
d4/3  s 6 d2, then ER(ρ) is w.h.p. bigger than 2 log d−log s−O(s/d2), as d, s→ ∞. That is, in that regime, the fluctuations from
2 log d − log s are of the same order ±O(s/d2), cf. Remark 11. We conjecture that for 1 6 s 6 O(d), w.h.p. ER(ρ) > log d −O(1).
Proof. Set M(ρ) = max {〈x ⊗ y|ρ|x ⊗ y〉 : x, y ∈ S Cd }. From Lemma 12, it is clear that, for any 0 < t < 1,
P
(
ER(ρ) < 2 log d − log s + 12 ln 2
s
d2
− t
)
6 P
(
− log M(ρ) < 2 log d − t
2
)
+ P
(
S (ρ) > log s − 1
2 ln 2
s
d2
+
t
2
)
. (A6)
Indeed, defining the events A = “ ER(ρ) < 2 log d − log s + 1/(2 ln 2)s/d2 + t ′′ and B1 = “ − log M(ρ) < 2 log d − t/2 ′′,
B2 = “ S (ρ) > log s − 1/(2 ln 2)s/d2 + t/2 ′′, we have ¬B1 ∩ ¬B2 ⇒ ¬A, i.e. equivalentlyA ⇒ B1 ∪ B2. Hence,
P(A) 6 P(B1 ∪ B2) 6 P(B1) + P(B2).
Now on the one hand, we know from Lemma 5 that
P
(
S (ρ) > log s − 1
2 ln 2
s
d2
+
t
2
)
6 e−cd
2 st2/ log2 d. (A7)
And on the other hand, one may observe that
P
(
− log M(ρ) < 2 log d − t
2
)
= P
(√
M(ρ) >
et/4
d
)
6 P
(√
M(ρ) >
1 + t/4
d
)
.
So fix 0 < δ < 1/8 and consider Nδ a δ-net for ‖ · ‖ within S Cd . By a standard volumetric argument (see e.g. [69, Ch. 4]) we
know that we can impose |Nδ| 6 (3/δ)2d. Set next Mδ(ρ) = max {〈x ⊗ y|ρ|x ⊗ y〉 : x, y ∈ Nδ}. Then, let x, y ∈ S Cd and x¯, y¯ ∈ Nδ
be such that u = x − x¯, v = y − y¯ satisfy ‖u‖, ‖v‖ 6 δ, and observe that
〈x ⊗ y|ρ|x ⊗ y〉 = 〈x¯ ⊗ y¯|ρ|x¯ ⊗ y¯〉 + 〈x¯ ⊗ y¯|ρ|x¯ ⊗ v〉 + 〈x¯ ⊗ v|ρ|x¯ ⊗ y〉 + 〈x¯ ⊗ y|ρ|u ⊗ y〉 + 〈u ⊗ y|ρ|x ⊗ y〉.
Hence, 〈x ⊗ y|ρ|x ⊗ y〉 6 Mδ(ρ) + 4δM(ρ), so that taking supremum over x, y ∈ S Cd yields Mδ(ρ) > (1 − 4δ)M(ρ). Yet, we know
from Lemma 7 that, for fixed x, y ∈ S Cd ,
∀ t > 0, P
(√〈x ⊗ y|ρ|x ⊗ y〉 > 1 + t/8
d
)
6 e−c
′ st2 .
We therefore get by the union bound that
P
(√
Mδ(ρ) >
1 + t/8
d
)
6
(
3
δ
)4d
e−c
′ st2 .
Consequently, we eventually obtain, choosing δ = t/10, in order to have (1 + t/4)
√
1 − 4δ > 1 + t/4 − 5δ/4 = 1 + t/8, that
P
(√
M(ρ) >
1 + t/4
d
)
6 P
(√
Mt/10(ρ) >
1 + t/8
d
)
6
(
30
t
)4d
e−c
′ st2 . (A8)
And whenever s > Cd log(1/t)/t2, the r.h.s. of inequality (A8) above is smaller than e−c′′ st2 .
So combining the deviation probabilities (A7) and (A8) with inequality (A6), we get precisely the announced result, just
observing that e−c′′ st2 + e−cd2 st2/ log
2 d 6 e−c0 st2 . 
5APPENDIX B: DIMENSION-DEPENDENT MONOGAMY RELATIONS FOR THE ENTANGLEMENT OF FORMATION AND
THE REGULARIZED RELATIVE ENTROPY OF ENTANGLEMENT
Theorem 15. For any state ρABC onHA⊗HB⊗HC , and any η, η′ > 0, we have, setting dA,B = min(dA, dB) and dA,C = min(dA, dC),
EF (ρA:BC) > max
(
EF (ρA:B) +
c
dAdC log4+η dA,C
[
EF (ρA:C)
]4+η
, EF (ρA:C) +
c
dAdB log4+η dA,B
[
EF (ρA:B)
]4+η)
,
E∞R (ρA:BC) > max
(
E∞R (ρA:B) +
c′
dAdC log2+η
′
dA,C
[
E∞R (ρA:C)
]2+η′
, E∞R (ρA:C) +
c′
dAdB log2+η
′
dA,B
[
E∞R (ρA:B)
]2+η′)
,
where c, c′ > 0 are constants depending on η, η′.
Remark 16. For concreteness, in the main text we choose η = 4 and η′ = 2.
To prove Theorem 15, we will need as a starting point the two monogamy-like relations appearing in Lemma 17 below. In the
latter, we denote by ER,LOCC← the relative entropy of entanglement filtered by one-way LOCC measurements, and by E∞R,LOCC←
its regularized version. These were introduced and studied in [50], to which the reader is referred for more details.
Lemma 17. For any state ρABC onHA ⊗HB ⊗HC , we have
EF (ρA:BC) > EF (ρA:B) + ER,LOCC← (ρA:C) and E∞R (ρA:BC) > E
∞
R (ρA:B) + E
∞
R,LOCC← (ρA:C) . (B1)
Proof. The second inequality in (B1) was proved in [56, Lemma 2]. So let us turn to proving the first inequality in (B1).
For this, assume that {pi, ψiABC}i is such that ρABC =
∑
i piψiABC and EF (ρA:BC) =
∑
i piEF
(
ψiA:BC
)
. Now, for a pure state
ψABC , denoting by ρAB and ρAC its reduced states on HA ⊗ HB and HA ⊗ HC respectively, we know from [28, Cor. 2], that
EF (ψA:BC) = EF (ρA:B) + S LOCC← (ρA:C‖ρA ⊗ ρC). Hence,
EF (ρA:BC) =
∑
i
pi
[
EF
(
ρiA:B
)
+ S LOCC←
(
ρiA:C‖ρiA ⊗ ρiC
)]
> EF (ρA:B) + S LOCC←
ρA:C∥∥∥∥∑
i
piρiA ⊗ ρiC
 ,
where the inequality follows from the convexity of EF and the joint convexity of S LOCC← , combined with the observation that∑
i piρiAB = ρAB and
∑
i piρiAC = ρAC . Now, the state
∑
i piρiA ⊗ ρiC is obviously separable across the cut HA : HC , and therefore
S LOCC←
(
ρA:C
∥∥∥∑i piρiA ⊗ ρiC) > ER,LOCC← (ρA:C), which yields precisely the advertised result. 
Proof of Theorem 15. Since we can exchange the roles played byHB andHC , we just have to show that
EF (ρA:BC) > EF (ρA:B) +
c
dAdC log4+η
[
min(dA, dC)
] [EF (ρA:C) ]4+η, (B2)
E∞R (ρA:BC) > E
∞
R (ρA:B) +
c′
dAdC log2+η
′ [
min(dA, dC)
] [E∞R (ρA:C) ]2+η′ . (B3)
By Pinsker inequality and the Pinsker-type inequality established in [56, Lemma 3], we know that, for any state ρAC ,
ER,LOCC← (ρA:C) >
1
2 ln 2
‖ρAC − S(HA : HC)‖2LOCC← and E∞R,LOCC← (ρA:C) >
1
8 ln 2
‖ρAC − S(HA : HC)‖2LOCC← .
Now, we also know from [57] that, for any states ρAC and σAC ,
‖ρAC − σAC‖LOCC← > c0√
dAdC
‖ρAC − σAC‖1.
And finally, it was shown in [58], Corollaries 4 and 7, that for any states ρAC and σAC , and any η0, η′0 > 0
|EF(ρAC) − EF(σAC)| 6 C log [ min(dA, dC)]‖ρAC − σAC‖1/2−η01 ,
|E∞R (ρAC) − E∞R (σAC)| 6 C′ log
[
min(dA, dC)
]‖ρAC − σAC‖1−η′01 .
6So putting everything together, we get that, for any state ρAC ,
ER,LOCC← (ρA:C) >
c
dAdC log4+η
[
min(dA, dC)
] [EF (ρA:C) ]4+η,
E∞R,LOCC← (ρA:C) >
c′
dAdC log2+η
′ [
min(dA, dC)
] [E∞R (ρA:C) ]2+η′ .
And combining these two lower-bounds with Lemma 17 yields, as wanted, the two inequalities (B2) and (B3). 
