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Abstrakt
Elektronické, strukturní, magnetické a termodynamické vlastnosti seskvikarbidů uranu a thoria
(U2C3 a Th2C3) byly studovány prostřednictvím výpočtů z prvních principů, se zvláštní po-
zorností věnovanou vlivu 5f elektronů. Použité modely zahrnovaly různé aproximace výměnně-
korelační energie, spin orbitální interakci (se značným efektem na U2C3 a zanedbatelným vlivem
na Th2C3) a Hubbard U model pro elektronovou Coulombickou interakci. Míra vlivu těchto
efektů je demonstrována přímým srovnáním různých fyzikálních vlastností, jako například pá-
sová struktura, slučovací entalpie, magnetické uspořádání, tepelní kapacita, elastické konstanty,
apod. a s experimentálními daty.
Klíčová slova: ab initio; výpočty z prvních principů; seskvikarbid uranu; seskvikarbid thoria;
mechanika; termodynamika; fonony
Abstract
Electronic, structural, mechanical, magnetic and thermodynamical properties of uranium and
thorium sesquicarbides (U2C3 and Th2C3) were investigated by the means of first principles
calculations, with special interest in the effects of 5f electrons. Utilized models included various
approximations of exchange-correlation electronic terms, spin-orbital interaction (with a major
effect on U2C3 and negligible effect on Th2C3) and Hubbard U model for electronic Coulomb
interaction. The magnitude of these effects is demonstrated on the direct comparison of various
physical quantities, such as band structure, enthalpy of formation, magnetic ordering, heat ca-
pacity, elastic constants, etc. and compared with experimental data.
Keywords: ab initio; first principles calculations; uranium sesquicarbide; thorium sesquicarbide;
mechanics; thermodynamics; phonons
Contents
List of Abbreviations 12
List of Figures 13
List of Tables 14
1 Introduction 15
1.1 Actinides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.1.1 Thorium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.1.2 Uranium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2 Carbides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2 Motivation 17
3 Theory 18
3.1 Density Functional Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1.1 Schrödinger Many-Body Equation . . . . . . . . . . . . . . . . . . . . . . 18
3.1.2 Born-Oppenheimer Approximation . . . . . . . . . . . . . . . . . . . . . . 19
3.1.3 Hartree Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1.4 Hartree-Fock Approximation . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1.5 Kohn-Sham-Hohenberg Theorem . . . . . . . . . . . . . . . . . . . . . . . 21
3.1.6 Exchange-Correlation Energy . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.1.7 Computational Implementation . . . . . . . . . . . . . . . . . . . . . . . . 22
3.1.8 Hubbard U Correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Crystalline Solids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.1 Bravais Lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.2 Primitive Cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.3 Reciprocal Lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.4 Primitive Cell in Reciprocal Space . . . . . . . . . . . . . . . . . . . . . . 26
3.2.5 Bloch Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3 Elastic Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3.1 Elastic Coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3.2 Adiabatic Elastic Coefficients . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.3 Elastic Moduli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.4 Elastic Coefficients and Moduli Relationships . . . . . . . . . . . . . . . . 29
3.4 Lattice Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.4.1 Harmonic Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.4.2 Energy of Lattice Vibrations . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4.3 Thermodynamic Properties at Constant Volume . . . . . . . . . . . . . . 32
3.4.4 Electron Heat Capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4 Methodology 35
10
5 Results and Discussion 36
5.1 Structural and Magnetic Properties . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.2 Electronic Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.3 Elastic Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40





APW — Augmented Plane Wave method
DFT — Density Functional Theory
DOS — Density of States
GGA — Generalized Gradient Approximation
LDA — Local Density Approximation
PAW — Projector Augmented Wave method
PBE — Perdew-Burke-Ernzerhof exchange correlation functional
SOI — Spin-Orbit Interaction
VASP — Vienna Ab-initio Simulation Package
12
List of Figures
1 Crystal structures of Th2C3 and U2C3 . . . . . . . . . . . . . . . . . . . . . . . . 36
2 Total energy vs. volume dependencies of Th2C3 and U2C3 . . . . . . . . . . . . . 37
3 Electronic band structure and density of states of Th2C3 . . . . . . . . . . . . . . 38
4 Electronic band structure and density of states of U2C3 . . . . . . . . . . . . . . 39
5 Electronic band structure and density of states of U2C3 of Shi et al. . . . . . . . 39
6 Phonon band structure and density of states of Th2C3 . . . . . . . . . . . . . . . 41
7 Phonon band structure and density of states of U2C3 . . . . . . . . . . . . . . . . 41
8 Heat capacity of Th2C3 and U2C3 . . . . . . . . . . . . . . . . . . . . . . . . . . 42
13
List of Tables
1 Voigt’s contraction scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2 Structural parameters of Th2C3 and U2C3 . . . . . . . . . . . . . . . . . . . . . . 36
3 Enthalpy of formation of Th2C3 and U2C3 . . . . . . . . . . . . . . . . . . . . . . 37




Actinides are the chemical elements located in the 7th period with the valence electrons in the
f-block of the periodic table. They have 15 members in total (from actinium to lawrencium) and
include the heaviest naturally occurring elements, the heaviest one being the uranium. Their
ground-state electronic configuration, based on the last preceding noble gas, radon, with valence
electrons filling the 5f , 6p and 7s orbitals [1]. Actinides have several unique properties [2], such
as
• elements heavier than uranium are of artificial origin
• all of their isotopes are radioactive
• they have very large ionic radii
• in compounds and solutions they assume the form of cations
• many often have a large number of oxidation states
• with growing atomic number, the 5f electrons tend to be less itinerant
• relativistic and spin-orbit effects play an important role in their chemical properties.
1.1.1 Thorium
Thorium is a silvery metal of face-centered cubic structure (space group No. 225), which trans-
forms into a body-centered phase at higher temperatures. It is a paramagnetic material that is
superconducting at low temperatures.
It is chemically very active, forming hydrides, hydroxides, borides, silicides, oxides, carbides
and other compounds. There are also many thorium alloys, such as those with iron, cobalt,
nickel, tungsten, aluminum and other [2].
1.1.2 Uranium
Uranium has three crystalline phases, with the room-temperature phase being orthorhombic
(space group No. 63) and showing an anisotropic thermal expansion, transforming into the
tetragonal and body-centered cubic phases with increasing temperature. All of its phases exhibit
weak paramagnetism. It has 5f3 electrons in its valence orbital.
Its chemical reactivity is very high, as it easily reacts with virtually all elements except noble
gases. It corrodes even at room temperature and it often forms non-stoichiometric compounds
[2].
1.2 Carbides
Carbides are a large group of chemicals, which are formed by carbon reacting with a more
electropositive element. There are three forms of binary carbon compounds, ionic, covalent and
interstitial carbides. The last group contains isolated carbon atoms, dimers, etc., like carbon
atoms in Th2C3 and U2C3, which form the so-called C2 dumbbells. Many of them possess high
hardness, like in the case of tungsten carbide, one of the hardest compounds [3].
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According to the phase diagrams [2, 4, 5, 6, 7] there exists a number of actinide carbides, from
monocarbides, over dicarbides to sesquicarbides of actinide elements. Recently the monocarbide
of UC and ThC were studied theoretically [8, 9].
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2 Motivation
Interestingly, almost no theoretical predictions were made regarding the structure and properties
of U2C3 and Th2C3. There is only one theoretical study investigating stability and elasticity
of U2C3 [10] while there is none regarding the structure of Th2C3 and only one experimental
paper regarding its structure [11]. This work deals with Th2C3 synthesized under high pressure
and increased temperature with none of its properties measured apart from its space group and
lattice parameter. There are much more experimental data available regarding U2C3 including its
structure and thermal properties. However, the correlation effects for f electrons are expected to
be stronger. As U2C3 is such a case, having more f electrons, the electronic structure calculations
are expected to be much more computationally demanding.
The mail goals of this thesis are to find out the electronic structure of U2C3 and Th2C3,
their phase stability and magnetic ordering, whether there is a noticeable effect of spin-orbit
interaction (SOI) on their electronic structure and what are the electronic and thermal properties
of the phases (lattice dynamics).
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3 Theory
3.1 Density Functional Theory
In this section, we first unveil the Schrödinger many-body equation and all of its poten-
tials (3.1.1), following with the description of commonly used approximations, such as
Born-Oppenheimer (3.1.2), Hartree (3.1.3) and Hartree-Fock (3.1.4). Next the energy-to-
density mapping by Kohn-Sham-Hohenberg theorem (3.1.5), the necessity of the exchange-
correlation energy (3.1.6) and most common basis functions (3.1.7) are described. A part
dedicated to the Hubbard U correlation (3.1.8) ends the section.
Observable properties of all matter can be determined from quantum mechanics from the motion
of the electrons and the nuclei by solving a many-body Schrödinger equation.
At first, we calculate the electronic structure to find out the ground state of the phase. After
having it, we can determine equilibrium properties, such as thermodynamic, mechanical and
other. However, due to the difficulty of solving the full many-body equation, many approxima-
tions are always applied [12].
3.1.1 Schrödinger Many-Body Equation
In order to describe materials properties, we solve the Schrödinger non-relativistic time-dependent
many-body equation




where Ĥ is the exact many-body Hamiltonian and the wavefunction Ψ is a function of all of
the electronic (ri) and nuclear (Rα) positions. A typical solid contains around 1024 positively
charged ion cores and an order of 1025 electrons which are all interacting with each other while
moving much slower than the speed of light (vi,V α ≪ c), so the first approximation often
applied is to take the Hamiltonian as a sum of only the nonrelativistic kinetic energies and
Coulomb interactions
Ĥ = T̂E + T̂N + V̂EE + V̂NN + V̂EN (2)
where T̂E is the kinetic energy of the electrons, T̂N is the kinetic energy of nuclei, V̂EE is
the repulsive Coulomb interaction potential energy between the electrons, V̂NN is the repulsive
Coulomb interaction potential energy between the nuclei and finally V̂EN is the combined at-













































with me being the mass on the electron, Mα being the mass of the nuclei at position Rα and Zα
being its charge [13].
This Hamiltonian omits relativistic effects, such as the spin-orbit coupling, magnetic and
mass-velocity effects, and other. Also, if we do not consider all of the electrons explicitly,
we have to adjust the Hamiltonian for the core polarization effects by adding the many-ion
interaction terms. Solving this equation even at the most basic conditions (zero thermodynamic
temperature, zero pressure etc.) is still impossible due to the sheer amount of possible states
the system can be at (2n, with n being the number of electrons), and therefore we need to apply
further approximations [12].
3.1.2 Born-Oppenheimer Approximation
The mass of the nucleus is at least 1800× larger than the mass of its electrons, hence we can
assume that the movement of the nucleus causes an immediate movement of the electron in the
same direction (in other words, the electron remains static within the frame of reference of the
nucleus) while on the other hand the movement of an electron has no effect on the position of
the nucleus.
Due to this approximation, we divide the wavefunction for the whole system into the wave-
function depending on the position of electrons (φ) for a fixed position of ions and the one
depending only on the position of the ion cores (ψ)
Ψ({ri}, {Rα}) = φ({ri}, {Rα})ψ({Rα})e−
iEt
h̄ (8)
We can substitute this into the Eq. 1 and 2 and derive the Schrödinger equation in electron
positions (φ) (︂
T̂E + V̂EE + V̂EN
)︂
φn = Enφn (9)
which can be solved, for a fixed set of ion-core positions Rα, for the eigenvalues En({Rα}) and
eigenfunctions φn({ri}, {Rα}).
We can then derive the Schrödinger equation in nuclear positions (ψ)(︂
T̂N + V̂NN + En(Rα)
)︂
ψn,λ = En,λψn,λ (10)
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which includes the electronic positions in the term En({Rα}) in the potential energy, which was
derived using Eq. 9. In this way, we are able to get different eigenvalues En,λ and eigenfunctions
ψn,λ({Rα}), because each value of n results in a different potential energy from Eq. 9.
3.1.3 Hartree Approximation
In order to make the solution to the electronic Schrödinger equation more feasible, we can reduce
the electronic wavefunction φ into a product of wavefunctions ϕ for every single electron (whose
total amount goes up to n)
φ({ri}) = ϕ1(r1)ϕ2(r2) . . . ϕn(rn) (11)
and we get a single-electron approximation where we consider electrons to be independent of
each other. We assume that every electron is influenced by the same potential of an averaged
distribution of all other electrons [14]. The Schrödinger equation for each ϕi that has been
approximated by the Hartree approximation then contains a single set of terms(︂
T̂E + V̂Ef + V̂Nf
)︂
ϕi(ri) = εϕi(ri) (12)

















where the first term in the Hamiltonian denotes the kinetic energy, second represents the Coulomb
potential of other electrons and the last is the attractive Coulomb potential of ion cores.
In this way, the Hartree approximation effectively reduces the Schrödinger equation to a
problem of one electron moving independently of all other electrons within the static potential of
the lattice (represented by the ionic potential) and the average potential of all the other electrons
(representing the electron’s interaction with them) [14].
3.1.4 Hartree-Fock Approximation
An n-electron wavefunction φi can be obtained if we write out a Slater determinant for a given
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and if we minimize the energy of the Hamiltonian from Eq. 9 with respect to variations in the
ϕi, we get the Hamiltonian in the form of(︂
T̂E + V̂Ef + V̂Nf + V̂ex
)︂
ϕi(ri) = εϕi(ri) (16)








|ri − rj |
ϕi(ri)drj (17)
which is a Coulomb term originating from the antisymmetry of the wavefunction 15. This
operator takes into account the Pauli exclusion principle, because the spin of j states has to be
the same as the one on the i states. Together with the negative sign, it lowers the repulsive
Coulomb interaction energy due to the minimization of the spatial wavefunctions’ overlap. The
term lowers the Coulomb interaction by keeping the electrons with the same spins apart, however,
there is no such influence on the electrons with opposite spins, so in the end the tendency towards
cohesion is still underestimated. Because of this the correlation energy, which includes the effect
of this influence, has been defined as the difference between the actual energy of the system and
the energy from Hartree-Fock approximation [12, 14].
3.1.5 Kohn-Sham-Hohenberg Theorem
Hohenberg-Kohn theorem [15] states that the total energy of the system depends only on the
ground-state electron density, so that the energy is defined as a functional of the electron density
E = E[ρ(r)] (18)
where ρ(r) is the electron density. This makes solving the many-body Schrödinger equation
much easier because it reduces the required minimization of 23n degrees of freedom to only 3 of
the coordinates of the electron density functional.
The electron density can also be determined from the ion core position
E = E[ρ(r, {Rα})] (19)
with {Rα} still represent that the theorem is being applied to every set of fixed ion-core positions
[12].
Kohn-Sham theorem [16] introduces an average effective potential Veff for each independently
moving electron. This potential represents how the electrons are affected by other electrons and
the ion core. For the effective electrons, the Schrödinger equation reads(︂
T̂E + V̂eff
)︂
ψi(r) = εiψi(r) (20)
with the effective potential Veff being the sum of Coulomb (V̂C) and exchange-correlation (V̂xc)
potential














and Exc is the exchange-correlation energy. The total ground-state energy of the system can
then be calculated [13]
E0(ρ) =
∫︂
ψ∗T̂ψ dr + V̂Cρ(r)dr + Exc[ρ(r)] (24)
where the first term represents the sum of kinetic energies of effective electrons, second term is
the Coulomb potential energy from Eq. 22 and the last term is the exchange-correlation energy
which lowers the total energy in a same way (and for the same reasons) as the Fock contribution
in Eq. 17.
3.1.6 Exchange-Correlation Energy
No approximations were made during the derivation of previous equations. However, the precise
expression for the exchange-correlation energy is unknown. Since the early history of DFT,
several approximative functionals that estimate its value were formulated, with each of them
being different in their degree of accuracy, computational demands and focus. The two most
commonly used ones are the local density approximation (LDA) and the generalized gradient
approximation (GGA) [12].
LDA is based on the assumptions of Kohn and Sham [16], where we can assume that local




where εLDAxc [ρ(r)] is the exchange-correlation energy per electron, which represents the interaction
of the electron with many-electron system of constant electron density [13, 14]. This approach
achieves a very high precision when describing the electron density, solid-state geometry and
properties, but is generally a poor choice for the description of inhomogeneous systems due to
the resulting errors in binding and cohesive energies [14].





which takes into account the local differences in the electron density and therefore is more
accurate for the treatment of small systems like atoms, molecules and small clusters [12, 14].
3.1.7 Computational Implementation
Various implementations of DFT using LDA and GGA differ mainly in the choice of the ba-
sis functions. The two most common approaches are the augmented plane wave (APW) and
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pseudopotential methods.
The APW method [18] separates the space into spheres surrounding each atom, where the
spheres’ radii are different for different elements, and the interstitial region between them. We
can then spherically-average the potential with respect to each atomic center in each sphere and
volume-average it within the interstitial region. The wavefunctions can be then obtained in polar
coordinates as a product of a radial function Rnl(r) and spherical harmonics Ylm(θ, ϕ) [12]
ψ(r) = Rnl(r)Ylm(θ, ϕ) (27)
and since the potential has been replaced by a constant, the solutions for the interstitial region
are plane waves
ψ(r) = eik·r (28)
and these two equations effectively define the basis, where we can represent any potential as their
superposition [12].
The pseudopotential methods stem from the fact that core electrons are unimportant for
many physical properties, and so the core electrons and nuclei are replaced by a pseudopotential
which does not affect the valence shells. The difference is that while the real potential is singular
near the nucleus, the pseudopotential is finite at the same location and therefore a lot smoother.
Due to this fact, the pseudopotential can be expanded into computationally simplified plane
waves.
The advantage of pseudopotential methods are mainly the lower computational demands,
since the electrons near the ion core have to be calculated only once and the result can be used
during the whole course of the calculation [12].
3.1.8 Hubbard U Correlation
While the DFT provides very accurate results for itinerant systems, it is less accurate for struc-
tures with only partly filled valence d and f shells. In metals, electrons tend to be delocalized
over the whole crystal. However, in some systems the strength on-site Coulomb energy (the
energy cost of putting two electrons on the same lattice site) may prevent the free movement of
electrons through the crystal. The itinerant behavior of electrons effectively breaks down due to
the high cost of double occupancy of a site, which means that we can no longer treat electrons
as free particles, but electron correlations, which take into account the fact that the electrons
have to avoid each other if the Coulomb repulsion is too large. This competition between the
itinerant and localized behavior (parametrized by U ) is described in Hubbard model [19].
The Hubbard model, in a real-space second quantization formalism, is capable to describe











where ⟨i, j⟩ denotes nearest-neighbor atomic sites, c†i,σ, cj,σ are electronic creation, annihilation
and ni,σ are operators corresponding to electrons of spin σ on site i.
The first term of the Hubbard Hamiltonian describes the "hopping" of strongly localized
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electrons from one atomic site to its neighbors whose amplitude t corresponds one-to-one with
the dispersion relation (the electronic bands) of the valence electronic states and represents the
single-particle term of the total energy [20].
The second term of the equation is the product of the occupation numbers of atomic states on
the same site, which has a magnitude U (the so called Hubbard U) and represents the Coulomb
repulsion for the electrons on the same site, due to the strong localization [20].
The balance between t and U controls the behavior of the whole system and the character of
their electronic ground state. If U is larger than t, we get an insulating character of the ground
state, because the single-particle terms of the energy, minimized by electronic delocalization
on more extended states, are overcome by short-range Coulomb interactions (the energy cost
of double occupancy of the same site). The system therefore becomes an insulator when the
electrons do not have sufficient energy to overcome the repulsion of neighboring sites (they
cannot "hop"). If U is smaller than t, we get a metallic behavior of the system.
The DFT functional is corrected by using the Hubbard Hamiltonian from Eq. 29 to describe
"strongly correlated" electronic states, such as localized d or f orbitals, while the rest of the
valence electrons are treated within the standard level of approximation. The total energy of a
system obtained through the DFT+U approach can be written as
EDFT+U [ρ(r)] = EDFT [ρ(r)] + EHub[{nIσmm′}]− Edc[nIσ] (30)
where the term EHub represents the electron-electron interactions modelled by the Hubbard
Hamiltonian. The so called "double counting" (dc) term Edc, which models the energy from
correlated electrons as a mean-filed approximation to EHub, is introduced to subtract the inter-
action energy already present in EHub from the total energy obtained through the standard DFT
approach EDFT and thus avoid its double-counting.
In practice, the value of U is usually determined semiempirically.. This is needed due to the
fact the required scale of the Hubbard U correlation to the total energy functional is originally
unknown because it depends not only on the type of the element but also on its position in the
crystal lattice, the structural and magnetic properties of crystal and many other [20].
3.2 Crystalline Solids
This subsection deals with the definitions of primitive cell (3.2.2), Bravais lattice (3.2.1),
then we define the most widely used primitive lattice, the Wigner-Seitz lattice (3.2.4),
after that we take a look at the reciprocal lattice (3.2.3), and the resulting Bloch theorem
(3.2.5).
3.2.1 Bravais Lattice
A Bravais lattice is an infinite array of discrete points which are arranged and oriented in a way
so that it always appears exactly the same, from whichever of the points the array is viewed [22].
Their position vectors are are written as
R = n1a1 + n2a2 + n3a3 (31)
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where n1, n2 and n3 index a particular unit cell in space, and range through all integral values [22],
and a1, a2 and a3 are primitive (translation) vectors in three dimensional space that generate
the lattice [21].
3.2.2 Primitive Cell
All of the naturally occurring elements can, under certain conditions, crystallize in a one of
the crystal structures, as can majority of condensed systems. Ideal crystal is then composed of
infinite repeats of identical structural units in all dimensions called the unit cell. The smallest
possible unit cell, that is the one occupying the smallest possible volume, is called the primitive
cell. Its volume is defined as
Vc = a1 × a2 · a3 (32)
The unit cell may contain more then one atom, in which case the crystal structure is deter-
mined through the addition of the basis to every lattice point, which allows us to build the space
lattice [21].
3.2.3 Reciprocal Lattice
Reciprocal lattice [22], which is an inversion of the real lattice, is very often used to describe the
behavior of electrons in a crystal lattice. For three dimensional space, its primitive vectors are
b1 = 2π
a2 × a3








a1 × a2 · a3
(35)
which can be verified by the fact that bi satisfies the equality
biaj = 2πδij (36)
where δij is the Kronecker delta
δij = 0, i ̸= j (37)
δij = 1, i = j (38)
The cell volume of a reciprocal lattice is defined in the same way as in Eq. 32
b1 × b2 · b3 =
(2π)3
a1 × a2 · a3
(39)
Translation vector for the reciprocal lattice G can be written in the same way as in the Eq.
31
G = k1b1 + k2b2 + k3b3 (40)
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3.2.4 Primitive Cell in Reciprocal Space
One of the most commonly used primitive cells is the primitive cell in reciprocal space, so-called
Wigner-Seitz cell. It can be constructed by drawing lines to connect a lattice point to all of its
neighboring points and drawing new planes at the midpoint and normal to them. The smallest
volume enclosed in this way is the Wigner-Seitz primitive cell [21].
3.2.5 Bloch Theorem
From Eq. 31 and 40 follows that
G ·R = 2π(k1n1 + k2n2 + k3n3) (41)
and we can also write the relationship between Bravais lattice vectors and reciprocal lattice
vectors as
eiG·R = 1 (42)





with f(G) denoting the Fourier transform components [22].
This results into the definition of Bloch theorem, which states that [23] eigenstates of the
translation operators vary from one cell to another in the crystal with the phase factor given in
ψ(r +R) = eiG·Rψ(r) (44)
or in other words that the single-particle wavefunction reaches the same value in every equivalent
position in the lattice, and that its Hamiltonian has a translational periodicity of the Bravais
lattice.
3.3 Elastic Properties
In this part, we first show the derivation of the elastic coefficients from Hooke’s law
(3.3.1), following with the derivation of the adiabatic elastic coefficients from the 1st
law of thermodynamics (3.3.2) and then we derive the elastic constants (3.3.3), such as
bulk, shear and Young’s modulus from previously derived parameters, and describe their
relationships (3.3.4) and a way of judging materials isotropicity with Cauchy pressure and
its ductility with Poisson’s and Pugh’s ratio.
3.3.1 Elastic Coefficients
Single crystal’s properties are described by the elastic stiffness coefficients cij and elasticity, which
is considered to be a special case of long-wavelength lattice vibrations.
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where the indeces i, j, k and l run from 1 to 3 and so the materials properties are described by
a fourth order elasticity tensor with 34 = 81 elements of εijkl. Because of the symmetricality of
the cijkl = cklij = cjikl = cijlk, the number of εijkl elements is reduced to at most 21. These can
further be arranged in a 6× 6 symmetric matrix that can be contracted to a matrix of at most 6
elements as described in the Voigt’s contraction scheme in Tab. 1. Given this fact, the Hooke’s






σα = σij ; εβ = εkl if β = 1, 2 or 3; εβ = 2εkl if β = 4, 5 or 6 (47)
i, j or k, l 11 22 33 23 or 32 13 or 31 12 or 21
α or β 1 2 3 4 5 6
Table 1: Voigt’s contraction scheme
With cubic lattice, we can apply the following symmetry [14]
c11 = c22 = c33; c12 = c13 = c23; c44 = c55 = c66 (48)
so the resulting matrix has the following form
ccubic =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
c11 c12 c12 0 0 0
c12 c11 c12 0 0 0
c12 c12 c11 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c44
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(49)
with 3 independent elastic constants (c11, c12 and c44). However, there are also special lattice
structures that may require 7 elastic constants to be described [24].
3.3.2 Adiabatic Elastic Coefficients
In order to get an insight upon the influence of pressure, temperature and other variables, we
can express cαβ as derivatives of thermodynamic functions [24]. We can take the first law of
thermodynamics
dU = TdS − pdV (50)
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where U represents internal energy, T is thermodynamic temperature, S is entropy, p is pressure
and V is volume, and resolve the forces and deformations into Cartesian components (with
positive stress of lattice corresponding to a negative pressure within the system)




Then we can get the components of the stress tensor for an adiabatic deformation (with no










with the subscripts S and ε′ denoting that the entropy and all the εi ̸= εj are held constant and
the prefactor 1/V0 keeping the σi independent of the size of the system.
















where S and all ε are kept constant except εα and εβ .
In order to achieve even higher precision, we can calculate the higher-order elastic constants.
We can rewrite the energy of a crystal into a Taylor series in powers of the strain εi












cijkεiεjεk + · · · (54)
where indices i, j, k go from 1 to 6. And if we now take into account only the first three terms,










To conclude previous derivations, it is possible to calculate the elastic constants from either
stress–strain or energy–strain relationships.
3.3.3 Elastic Moduli
Both one- and multiphase polycrystalline systems’ elastic parameters can be represented by the
bulk B, shear G and Young’s E moduli.
Bulk modulus B is a measure of materials resistance to compression. It is an isotropic





or from a first derivative of pressure with respect to volume, which can be rewritten into second
derivative of energy [21]







and so we are able to derive bulk modulus from the energy–volume curve.
Shear modulus G is a measure of materials resistance to shear stress. For a cubic isotropic
system it is defined as
G = c44 (58)
where the elastic constant c44 is tetragonal deformation.
Young’s modulus E is used to describe materials resistance to uniaxial deformation and for
the case of elastically isotropic material [24] is defined as
E =
(c11 − c12)(c11 + 2c12)
c11 + c12
(59)
3.3.4 Elastic Coefficients and Moduli Relationships
Relationships between elastic constants are used as one of the metrics to judge the static stability
of a structure. For a cubic system, this is described by Born’s elastic stability condition [24]
c11 > |c12|; c11 + 2c12 > 0; c44 > 0 (60)
Elastic constants also define Cauchy pressure, which is used as a measure of materials me-
chanical isotropicity [24]
Pc = c12 − c44 (61)
where the higher Cauchy pressure corresponds to higher anisotropicity, in other words if c12 = c44,
then the material is isotropic.










and can tell us whether the material is isotropic (AZ = 1) or not [24]. Poisson’s ratio ν can be
used as a measure of materials ductility and brittleness in the cases when we are comparing two

















Similarly as Poisson’s ratio ν, Pugh’s ratio G/B can also be used to describe the ductility of
similar structures (due to the fact described in previous paragraph) with brittle to ductile border




The last section of the theoretical part is devoted to lattice vibrations (phonons) and
their treatment through the harmonic approximation (3.4.1) and its energy contribution
(3.4.2). Several thermodynamic properties from the harmonic (3.4.3) approximation are
described.
Atoms in their equilibrium positions in the crystal lattice vibrate with an amplitude dependent
on the temperature. Thanks to the existence of crystal symmetry, we are able to study these
thermal vibrations in terms of collective motion of the ionic modes called phonons. These can
be excited and populated like electronic states, but since phonons are bosons and not fermions
like electrons, they do not obey the Pauli exclusion principle (one state can be occupied by more
than two phonons) nor is their total number fixed. This is due to the fact that vibrations can
be arbitrarily excited by simply heating the solid [26].
The description of phonons is based around two basic assumptions:
1. Despite the ionic motion, the Bravais lattice is preserved in a form of an average ionic
configuration.
2. Ionic displacement due to the vibration is small compared with its distance from other
ions.
The first assumption allows us to write the position of a displaced ion R as
R = R0 + u (66)
with R0 being the ion’s equilibrium position and u being its the displacement.
The ionic Hamiltonian can be described as a sum of kinetic energy and ionic potential Φ,
which can be written simply as
Φ = Φ0(R0,lκ,...) + Φ
′(ulκ,...) (67)
with l denoting the particular unit cell and κ atoms in each unit cell.
3.4.1 Harmonic Approximation










where the Mκ denotes weight of the atom [27].


























(lκ, l′κ′, l′′κ′′)× uα(lκ)uβ(l′κ′)uγ(l′′κ′′) + · · ·
(69)
where α, β, . . . are Cartesian indices and Φ0, Φα(lκ), Φαβ(lκ, l′κ′) and Φαβγ(lκ, l′κ′, l′′κ′′) repre-
sent the zeroth, first, second, and third order force constants, respectively. In harmonic approx-
imation (for smaller displacements at constant volume), we utilize only second-order terms [28].
As the zeroth term is an arbitrary constant (set to zero for convenience), and first order term
corresponds to the equilibrium state at zero temperature (also zero contribution to energy), or
minimum in the total energy, and third order and higher terms are needed for anharmonic effects
only [26].
We can therefore write the sum of the kinetic energy of a single ion and its harmonic potential
(also known as quadratic) as
H ′[u(lκ)] = K +Φ(2) (70)
with Φ(2) denoting the use of only the second-order term of the crystal potential energy [27].
The second-order force constants Φαβ(lκ, l′κ′) can then be derived either from the ionic










and are acting upon nearby ions. These forces include the repulsive Coulomb interaction of ion
cores and indirect interaction mediated by electrons, and result from the change of the electron
density due to the movement of ion cores [27, 28].
Translation symmetry of the force constants Φ(lκ, l′κ′) tells us that the wavefunctions are
plane waves. Those can be, with a displacement κ of an ion in a unit cell l, written as
ulκ(q, ω) = u0κe
i(q·Rl−ωt) (72)
with q being the wavevector, ω the frequency of the wave and Rl denoting the position of the
ion in l-th unit cell.
Wavevector q and frequency of the propagating wave ω can be used to determine several
materials properties. If we substitute the Eq. 72 into 70 and resolve through the Newton’s
second law (ma = F , where the acceleration is the second time derivative of the displacement
u) and take the Fourier transform of the force constants, we get a dynamic matrix, which can be
rewritten into the ω as a function of q, which is the so-called dispersion relation. This dispersion
relation, and the resulting dispersion law, binds together wavevector q and frequency ω, whose
















where v0 is the long wave limit, or the speed of sound in the material, vf is phase velocity, or
the speed of the propagating wave, and vg is group velocity, or speed of the flow of energy [27].
3.4.2 Energy of Lattice Vibrations




e(h̄ω)/(kBT ) − 1
(76)
where kB is the Boltzmann constant and h̄ is the reduced Planck constant [27].








with 12 h̄ω being the energy of vibrations at zero temperature [27].










where i indexes that the sum is taken over all phonon bands [28].
3.4.3 Thermodynamic Properties at Constant Volume
Once we know the previously derived quantities, we are able to derive several thermodynamic

















e(h̄ω/kBT ) − 1
]︁2 (79)











































3.4.4 Electron Heat Capacity
Classical statistical physics states that a free particle should have a heat capacity equal to 32kB,
the contribution to the heat capacity of electron gas of N freely moving atoms with one con-
tributing valence electron then 32NkB. However, experimental observations at room temperature
revealed that it is actually less than one hundredth of this amount.
When the atom is heated up, its electrons may absorb enough energy to jump into higher
excitation states (with higher energy levels). This is taken into account by the Fermi-Dirac






where µ is the chemical potential and depends on temperature and the number of particles. For
non-zero thermodynamic temperatures it has a value of 1/2 while at absolute zero the chemical
potential is equal to the so-called Fermi energy EF , which is defined as the energy of the highest
occupied state at absolute zero [21]. However, as the system is heated up, not all electrons are
excited by the energy kBT . Rather than that, only electrons in a range of kBT around the Fermi
level absorb the energy in orders of kBT .
For kB << EF , the electronic contribution to the heat capacity Ce can be derived from









where f(E) is the Fermi-Dirac distribution from Eq. 82 and D(E) is the number of states per







































For low temperatures where kBT/EF < 0.01, we can consider the density of states D(E) to be
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As mentioned at the beginning, the chemical potential µ at zero temperature is equal to Fermi







e(E−EF )/kBT + 1
]︁2 (90)









The quantum mechanical calculations were performed utilizing Vienna Ab-Initio Simulation
Package (VASP) [30] implementing the PAW formalism. Used GGA was the one parametrized
by Perdew-Burke-Enzerhof (PBE) [17].
Cutoff energy for the plane wave basis functions was set to 600 eV, used Γ-centered k-points
grid was 8×8×8 or equivalent in the case of pure uranium. For lattice dynamics calculations the
2× 2× 2 supercells containing 160 atoms with the same Γ-centered k-points grid were used. For
this purpose, PHONOPY code [28] was utilized, which used the direct force-constant method.
Used convergence criteria for the total energy was set to 10−8 eV and 10−6eV/Å for residual
Hellmann-Feynman forces. For the case of U2C3, the SOI with the Hubbard U correction [31] is
applied.
Bulk moduli-temperature dependencies were obtained using a fit to Vinet’s equation of the
state [33]. Elastic constants cij were obtained using AELAS program [32], which allows to fit
the energy-strain relation with 7 distortions by quadratic polynomial.
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5 Results and Discussion
5.1 Structural and Magnetic Properties
(a) Th2C3 (b) U2C3
Figure 1: Crystal structures of (a) Th2C3 and (b) U2C3. Big spheres and small spheres represent
Th or U, and C atoms, respectively.
Experimental synthesis of Th2C3 via high pressure-high temperature methods showed the
existence of a body-centered cubic structure, Pu2C3-type (space group I 4̄3d, No. 220), with
the lattice parameter of 8.5555 Å [11, 34]. Calculated crystal structure is shown in Fig. 1.
Similarly, the lattice parameter of U2C3 lies in the range from 8.0870 Å to 8.0899 Å [4, 35].
The comparison of calculated structural data for Th2C3 and U2C3 with experimental and other
theoretical data is shown in Tab. 2.
Method Phase a (Å) C–C distance (Å)
Th2C3
PBE NM 8.5599 1.4157
exp. [11] - 8.5555 -
U2C3
PBE NM 8.0193 1.4654
PBE AFM 8.0477 1.3257
PBE FM 8.0399 1.4381
PBE+SOI FM 8.0585 1.4374
PBE+SOI+U FM 8.1061 1.4566
exp. [4] - 8.0870 -
exp. [36] - 8.0885 1.2950
exp. [35] - 8.0899 -
theory [10] NM 8.0970 1.4380
Table 2: Comparison of calculated structural data for Th2C3 and U2C3 with available literature.
For both phases, we investigated the magnetic ordering. Ferromagnetic (FM, along the
direction [001]) and antiferromagnetic (AFM) ordering, inclusion of SOI and magnetism (ferro-
magnetic ordering only), and combination of SOI, ferromagnetism and Hubbard U model were
utilized. Among the criteria to determine the phase stability is the comparison of the enthalpies
of formation. In Fig. 2 the energy–volume relations are shown. The magnetic order doesn’t play
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Figure 2: Total energy vs. volume dependencies of Th2C3 and U2C3. The ground state of the
most stable magnetic ordering of the phase has been set to zero.
any role for Th2C3, which prefers the non-spin polarized solution. However, in the case of U2C3
the total energy for NM, FM and AFM magnetic orderings differs. The ground state possesses
the ferromagnetic ordering, while the antiferromagnetic and non-magnetic are about 70 and 110
meV/formula unit higher in total energy, respectively. This certainly affects the enthalpy of
formation, derived as
∆Hf = EAc2C3 − (2EAc + 3EC) (92)
where the Ac2C3 stands for a general actinide. The results shown in Tab. 3 indicate that
the thorium sesquicarbide is more stable than the uranium one (has more negative enthalpy of
formation).
Method Phase ∆Hf (eV)






Table 3: Enthalpy of formation of Th2C3 and U2C3. The values are per formula unit.
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Shi et al. [10] employed a Hubbard U model to take into account the less itinerant behavior
of uranium’s 5f electrons, with U parameter around 3 eV. However, this model is clearly not
sufficient, as seen from the comparison of calculated lattice parameters in Tab. 2. Here the results
close to the to experimental values are achieved when one uses the model of a ferromagnetic
ordering, while taking into account the SOI, and also employing the Hubbard model with U = 0.5
and J = 0.5 eV.
For ferromagnetic ordering of U2C3 with SOI and Hubbard U , the spin and orbital moments
are 0.9 and −1.7 µB, respectively.
The occupied Wyckoff positions (internal parameters) of the most stable structures are 16c
(0.0478, 0.0478, 0.0478) for Th and 24d (0.2923, 0, 0.25) for C, and 16c (0.0489, 0.0489, 0.0489)





















Figure 3: Band structure and density of states of Th2C3. The Fermi energy is set to zero, DOS
is per atom.
We calculated the density of states (DOS) and the band structure (along high symmetry
points) for non-spin polarized Th2C3 and ferromagnetic U2C3 with the inclusion of SOI and
Hubbard U , see Fig. 3 and 4. Once the spin polarization is introduced, one can see the splitting
of the valence bands (see Fig. 4). The non-magnetic U2C3 has 2.03 5f electrons up to the Fermi
level. This rises to 2.33 5f electrons with the introduction of spin polarization. The inclusion
of SOI and Hubbard U has a negligible effect on 5f occupancy, which rises to 2.35 5f electrons.
The ferromagnetism in U2C3 is therefore caused by the 5f electrons. This also explains why





















Figure 4: Band structure and density of states of U2C3 with SOI and Hubbard U . The Fermi
energy is set to zero, DOS is per atom.
Figure 5: U2C3 band structure and density of states of Shi et al [10]. The Fermi energy is set to
zero.
in its ground state 0.35 5f electrons, compared to uranium in U2C3, which has ≈ 7× more 5f
electrons.
Core s electrons of U and Th lie around the energy of 40 eV below Fermi level, highly
delocalized 6d electrons are spread 8 eV below Fermi energy and higher, 5f electrons have the
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highest density close to the Fermi level. 5f electrons show their typical dual nature, as they
cannot be said to be fully localized nor completely itinerant. The most noticeable effect of the
band splitting can be seen in 6p electrons of uranium as a large amount of their density has been
shifted closer to the Fermi energy due to the effect of SOI. The most prevalent states at the
Fermi level are 5f for uranium sesquicarbide, while for thorium the 5f and 6d are equal. These
are the states dominating their respective chemical bonding.
For carbon, s electrons are located at 7 and 14 eV below the Fermi level, while the p electrons
are going from the Fermi energy to −7 eV, with the highest densities at 5 eV below the Fermi
energy and close to it.
5.3 Elastic Properties
Experimental measurements of the elastic properties of Th2C3 and U2C3 are not known, while
theoretical prediction has been made only for the case of U2C3 [10]. Comparison of our data
with this study can be seen in Tab. 4.
The largest difference in calculated elastic properties can be seen for elastic constant c11,
which is around 20 %. The study of Shi et al. did not take into account any magnetic ordering,
and therefore his prediction of elasticity concerns meta-stable state, and not the true ground
state.
Method Phase c11 c12 c44 Pc AZ E G B G/B ν
Th2C3 PBE NM 310 96 84 12 0.79 234 92 167 0.55 0.27
U2C3
PBE NM 373 149 112 37 1.00 289 112 223 0.50 0.29
PBE FM 379 127 115 12 0.91 301 119 211 0.57 0.26
PBE+SOI+U FM 311 129 101 27 1.11 249 97 189 0.51 0.28
theory [10] NM 383 121 91 30 0.69∗ 238∗ 91∗ 208 0.44∗ 0.31∗
Table 4: Comparison of calculated elastic properties for Th2C3 and U2C3. All the relevant values
are given in GPa. Values marked by a star were calculated from the G = c44 identity for isotropic
crystals and other relationships discussed in section 3.3.4.
The Cauchy pressure PC is two times higher for U2C3, meaning its two times more isotropic
than the Th2C3. The Pugh ratio G/B, a measure used for the comparison of ductility of similar
structures, is 7 % lower for U2C3, showing that the Th2C3 is less ductile. The comparison of
Zener anisotropy and c44 shows that the U2C3 is more resistive to the elongation along the body
diagonal, while Th2C3 is more resistive to the deformation in z axis.
5.4 Thermodynamical Properties
Fig. 6 and 7 shows the calculated phonon spectra of actinide sesquicarbides. The first 5 THz
vibration frequencies are occupied by thorium and uranium. Carbon in thorium sesquicarbide
occupies the frequencies at 5–10, 15 and 30–35 THz. The 15 THz frequency has been splitted to
the states occupying 12 and 15 THz.
The resulting heat capacity can be seen in Fig. 8. The lattice (phononic) heat capacities
CV with and without the electronic contribution to the heat capacity Ce are in Fig. 8. The















































Figure 7: Phonon band structure and density of states of U2C3.
of the electronic contribution to the heat capacity Ce starts to show a difference at around
200 K and increases linearly with temperature. The difference between thorium and uranium
sesquicarbide is about 2× for the uranium one due to the difference at the DOS at the Fermi level
(which is two times larger for U2C3), upon which the electronic contribution directly depends.
The addition of the electronic heat capacity shows a very good correspondence to the exper-
imental values of Andon et al. [37], from 0 to 320 K. A slight difference starts at around 250 K,
as our calculations were made at constant volume, while the experiment at constant pressure.
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U2C3 exp. Cp (J K 1 mol 1)
U2C3 CV (J K 1 mol 1)
U2C3 CV+Ce (J K 1 mol 1)
Th2C3 CV (J K 1 mol 1)
Th2C3 CV+Ce (J K 1 mol 1)
Figure 8: Calculated lattice and electronic heat capacity of Th2C3 and U2C3.
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6 Conclusion
Electronic, structural, magnetic, mechanical and thermodynamic properties of Th2C3 and U2C3
were determined via first principles calculation. We found that for the accurate description of
electronic structure of Th2C3 the SOI has a negligible effect. The U2C3 calculations included
the SOI and Hubbard U model, since those were found to most accurately reflect the electronic
structure and determined physical quantities with respect to the available experimental data.
The non-spin polarized calculation was not able to sufficiently reproduce the experimental
values of the U2C3 lattice parameter, noticeably underestimating it. Inclusion of the SOI in-
creased said lattice parameter, with a slight Hubbard U correction leading to its further increase.
From the determined enthalpy of formation it is found that the ferromagnetic ordering is the
most stable one for U2C3. Magnetism was found to play no role in the phase stability of Th2C3.
This is attributed to almost no presence of 5f electrons in thorium.
U2C3 was found to have significantly more 5f electrons. The electronic band structure is
comparable to other theoretical study utilizing a non-spin polarized model with significantly
higher Hubbard U correlation. The Fermi level of the uranium sesquicarbide is occupied pre-
dominantly by 5f states, while in the thorium one there is an equal presence of 6d and 5f states.
Those are the states that participate in their respective chemical bonding.
Both non-spin polarized and spin polarized calculation of elastic constants agree with the
calculation of Shi et al. The comparison to Th2C3 shows that overall elastic constants are lower
than in U2C3, while the c11 is approximately the same for both compounds. According to the
ratio of the shear and bulk moduli, the U2C3 is more ductile than Th2C3. The calculated Zener
anisotropy also shows differences in materials response to deformation, with U2C3 being more
resistive to the deformation along the body diagonal and Th2C3 along the z axis.
The calculated heat capacity at constant volume of U2C3 is in a good agreement with the
experimental values. The difference in the heat capacity between the uranium and thorium
sesquicarbide is caused by its electronic contribution dependent on the density of states at the
Fermi level, which is two times higher in the case of U2C3.
This thesis has several important outcomes. U2C3 is a ferromagnetic compound, whose
accurate description is dependent on the inclusion of SOI and small Hubbard U correlation.
Calculations show that Th2C3 is non-magnetic and stable at 0 K and ambient pressure. The
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