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Introducción
En la actualidad, la Red se ha convertido en la bi-
blioteca global del conocimiento humano. Los moto-
res de búsqueda o buscadores son una de las herra-
mientas básicas que posibilitan la localización de in-
formación relevante dentro del contenido disponible1.
El más popular es sin duda Google, al que le siguen
otros como Yahoo search, MSN, AskJeeves, etc.
En los albores de estos buscadores la principal
prioridad se centraba en guardar los datos de la forma
más eficiente posible. Por ello las primeras investiga-
ciones se concentraron en el estudio de la estructura fí-
sica de los ficheros y en sus distintos tipos de indiza-
ción. Con el paso del tiempo los datos almacenados
han pasado de cientos de miles a miles de millones, si
bien la mejora de los elementos de hardware y la es-
tructura de indización de palabras y búsqueda de datos
a través de listas invertidas han permitido que las con-
sultas respondan de manera resuelta. En estos momen-
tos, para una consulta típica, se pueden localizar trein-
ta mil recursos, lo cual conlleva que un usuario podría
necesitar toda una vida para poder leer las referencias
documentales de todos los documentos enviados por el
buscador en una única consulta. Por tanto, es necesa-
rio ordenar y filtrar los datos por algún orden de rele-
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vancia. Y en este punto comienza unos de los grandes
‘misterios’ de estos motores: el criterio seguido para
establecer la relevancia de los datos y, por tanto, de los
recursos.
Existen varios factores que no debemos olvidar:
las organizaciones encargadas del desarrollo y mante-
nimiento de estos buscadores son empresas privadas
que cotizan en bolsa, por lo que su fin más importante
es la rentabilidad económica. Además, la mayor parte
de los recursos localizados en estos motores de bús-
queda son páginas corporativas de entidades que ofre-
cen sus servicios a través de internet, y cuyo negocio
se ve afectado por su posicionamiento entre los prime-
ros resultados, sobre las consultas realizadas por sus
potenciales clientes. Como podemos intuir, la determi-
nación de los criterios de relevancia a la hora de esta-
blecer el posicionamiento de un motor de búsqueda se
engloba más en el ámbito de los secretos comerciales
que en la investigación científica, a pesar de los miles
de artículos que se escriben sobre el tema.
«El objetivo de esta investiga-
ción es obtener un método que
sea capaz de deducir los crite-
rios que utilizan los motores de
búsqueda»
El objetivo de este trabajo ha sido llevar a cabo un
método que sea capaz de deducir los criterios que uti-
lizan esas herramientas para establecer si un recurso se
encontrará entre los veinte primeros lugares de todos
los resultados devueltos. Como casos de estudio se
emplean las consultas en el motor de búsqueda de Go-
ogle. El conjunto de métodos y técnicas empleadas pa-
ra el posicionamiento web podría constituir el embrión
de una futura metodología de posicionamiento que do-
te al usuario de mejores criterios para evaluar las bús-
quedas efectuadas.
El resto del artículo esta dividido en varios aparta-
dos. El primero trata de la obtención del modelo de da-
tos, para posteriormente realizar un análisis clásico de
los resultados. Después veremos la utilización de cla-
sificadores inductivos arbóreos y finalizaremos con las
conclusiones y la bibliografía.
2. Obtención del modelo de datos
Para la realización del estudio se va a establecer
una serie de criterios iniciales. El primero de ellos es
que las consultas se realizarán en lengua inglesa. La in-
dización de los buscadores se realiza por palabras de un
lenguaje concreto, y dado que la mayor parte de los
buscadores y, por tanto, de las bases de datos se en-
cuentran en inglés, se ha establecido que éste es el idio-
ma más adecuado para el estudio. De cualquier forma
los resultados obtenidos en este trabajo no están in-
fluenciados por el lenguaje de la consulta. En cuanto al
sitio de Google seleccionado será el del Reino Unido,
como consecuencia directa del idioma escogido.
http://www.google.co.uk
Los temas de las consultas se establecerán en un
entorno comercial. La selección de las claves de bús-
queda es una de las labores más importantes, ya que en
su mayor parte las páginas están construidas a partir de
las mismas. Para ayudarnos en este propósito utiliza-
remos una serie de programas específicos denomina-
dos “ad word analyzer”9. Concretamente vamos a em-
plear dos programas gratuitos: Espotting keyword ge-
nerator2 y el generador de claves del propio Google.
Para obtener este segundo necesitamos abrir previa-
mente una cuenta online para adword; una vez hecho,
nos aparecerá un generador aplicable a la búsqueda de
palabras clave para múltiples países y en unos treinta
idiomas.
Si emprendemos la labor de optimizar una página
desde cero es necesario tener la visión que el propio
motor tiene de ésta, ya que si editamos su código fuen-
te tendríamos la visión que el usuario tiene de la mis-
ma, que no coincide en absoluto con la captada por el
spider (también denominado araña o robot de búsque-
da de recursos) del buscador. Existen herramientas que
simulan a estos robots (search engine spider simula-
tor)3 que nos pueden ayudar en esta tarea. En nuestro
estudio hemos supuesto que las páginas ya han sido
optimizadas previamente por el usuario y parte de esta
optimización ha sido la que le ha servido al buscador
para llevarlas a los primeros lugares del ranking. Por
tanto, con la edición y posterior análisis del código
fuente es suficiente.
Otro elemento relevante es la selección de los atri-
butos adecuados; hemos optado por 30. Su selección
está basada en las recomendaciones hechas por la ma-
yor parte de los optimizadores de páginas web.
Los componentes seleccionados son los siguientes:
—Elementos de calidad de la página: PageRank,
tamaño html (KB).
—Etiqueta Meta description: frecuencia, promi-
nencia y peso de la clave.
—Etiqueta Meta keywords: frecuencia, prominen-
cia y peso de la clave.
—Título: frecuencia, prominencia y peso de la clave.
—Cuerpo del documento (Body): número de pala-
bras, palabras clave en negrita y subrayadas. Frecuen-
cia, prominencia y peso de la clave. Clave al principio
y al final del documento.
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—Cabeceras (H1-H6 Head): frecuencia y promi-
nencia y peso de la clave en la primera cabecera. Fre-
cuencia y peso de la clave en todas las cabeceras.
—Enlaces (Links): frecuencia y peso de la clave
(texto y etiqueta Alt).
—Atributos Alt de la etiqueta <img>: frecuencia y
peso de la clave.
—Comentarios: frecuencia y peso de la clave.
Definiciones: La frecuencia es el número de veces
que la clave es utilizada en un área concreta; el peso es
el cálculo del número de palabras en un área multipli-
cado por la frecuencia y dividido por el número total
de palabras; la prominencia viene dada por el orden de
aparición de la clave de búsqueda en el área analizada.
Una vez seleccionados los distintos parámetros
que compondrán nuestro modelo, iniciamos su simula-
ción con la obtención de los datos correspondientes a
las dos primeras páginas devueltas. En este caso, la se-
lección se enmarca en el hecho de que las estadísticas
demuestran que los usuarios sólo leen las primeras pá-
ginas de resultados. Por tanto la muestra final estará
compuesta de 3 consultas con los 20 primeros resulta-
dos devueltos por el motor de búsqueda Google.
3. Análisis clásico de resultados
Se encuentra dividido principalmente bajo dos
cuestiones: el primero es el factor on the page o ele-
mentos sobre la página, que se encargaría del análisis
de los elementos que la componen: textos, etiquetas,
estructura del web, navegación, enlaces, partes con
contenido dinámico, texto de los enlaces, etc. En cuan-
to al segundo, denominado off the page, o factor ex-
terno a la página, se englobaría en el estudio de la can-
tidad y calidad de los enlaces desde otras páginas, así
como al número de visitas recibidas, entre otros.
3.1. Resultados sobre el factor (on the page) 
El tamaño de los recursos obtenidos en la consulta
en ningún caso supera los 30 KB. Por otra parte, en
cuanto a los atributos de frecuencia, prominencia y pe-
so de la clave en el título, podemos observar (figura 1)
que es bastante desigual: sólo en el 50% de las páginas
se encuentra un título que coincide con la clave de bús-
queda.
«Las organizaciones encarga-
das de la creación y manteni-
miento de los buscadores son
empresas privadas que cotizan
en bolsa»
Otra característica observada en los documentos
retornados, aunque no forma parte de nuestros atribu-
tos, es la falta de uso de marcos (frames) que es ine-
xistente en todos los resultados, posiblemente debido a
que la mayoría de los buscadores encuentran dificulta-
des con ellos (aunque en teoría Google no tiene pro-
blemas a la hora de procesarlos). En cuanto al uso de
lenguajes de programación, aparece Javascript en al-
gunas páginas, mientras que Visual basic script no se
encuentra en ninguna.
Las etiquetas Meta description (figura 2) y Meta
keyword (figura 3) también son utilizadas por algunas
páginas, aunque la mayoría de los recursos no las uti-
lizan. Esto puede ser debido a que entre los webmas-
ters existe la creencia de que algunos buscadores ya no
las utilizan para posicionar, y por tanto prefieren no in-
troducirlas. Tampoco existen redirecciones a otras pá-
ginas debido a las penalizaciones en el ranking de po-
sicionamiento.
Las variables referentes al cuerpo del documento,
frecuencia, prominencia y peso (figura 4) de la claveFigura 1. Palabra clave en el título
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principal o clave de búsqueda en el cuerpo del docu-
mento son bastante desiguales; existen páginas donde
es elevado, pero también se detectan otras en las que
es pequeño o no aparece.
En lo que respecta al texto enlazado, etiquetas Alt
y comentarios, no parecen ser especialmente relevan-
tes, puesto que en los resultados apenas son influyen-
tes. De hecho, la mayor parte de las páginas recupera-
das no poseen la clave de búsqueda en ninguno de es-
tos elementos.
3.2. Factores externos a la página (off the page)
Este tipo de optimización ya no corresponde a la
página propiamente dicha, sino más bien a los conoci-
mientos estratégicos sobre cómo conseguir los enla-
ces, cuáles interesan más, cómo se deben editar, etc.
Para este estudio vamos a tomar el PageRank que
es un valor numérico que asigna Google a todas sus
páginas y que representa su importancia en internet10.
Cuando una página enlaza con otra, ésta le asigna su
voto ponderado, que se establece en función de la im-
portancia de la página que lo emite. El PageRank es un
dato valioso ya que determina la calidad de una pági-
na para Google, basado en el número de enlaces de ca-
lidad que posee.
Para poder mostrar este parámetro con mayor pro-
fundidad hemos tomado una muestra más grande,
compuesta por los veinte primeros recursos y otros
veinte más localizados entre los cien primeros para ca-
da una de las consultas.
Como podemos observar (figura 6) existen mu-
chos recursos que tienen valores de PageRank eleva-
dos y que no se muestran entre los veinte primeros re-
sultados.
3.3. Resumen del análisis clásico
Como conclusiones iniciales podemos observar el
hecho de que existen elementos o atributos que deter-
minan el posicionamiento de las páginas. Analizados
estos datos de manera parcial, como hemos realizado
Figura 2. Atributos de la etiqueta Meta description Figura 3. Atributos de la etiqueta Meta keyword
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en este apartado, no podemos concluir ningún resulta-
do de especial relevancia. De hecho la mayor parte de
los SEO (abreviatura en inglés de «optimizador de mo-
tor de búsqueda”) nos indican que optimicemos todos
estos elementos, divididos en los factores expuestos
anteriormente, pero en realidad desconocen la influen-
cia real de los factores e incluso de los atributos. Todo
esto contribuye a la introducción de ‘ruido’ o penali-
zaciones en las páginas.
Conocer la relación entre los atributos, el peso de
los mismos, y su variabilidad en el tiempo son los fac-
tores que debemos determinar para conseguir los crite-
rios de selección del motor de búsqueda en la obten-
ción del posicionamiento final de los recursos web. Un
análisis clásico ha resultado infructuoso en la consecu-
ción de resultados determinantes.
Por tanto, vamos a ampliar el estudio con métodos
de aprendizaje automático. El objetivo consiste en
comprobar si a partir de los atributos elegidos pode-
mos determinar correctamente qué páginas se encuen-
tran entre las veinte primeras y cuáles no, para las con-
sultas seleccionadas.
Para tratar de profundizar más en los resultados se
va a aumentar la muestra con una nueva consulta.
Ahora en cada búsqueda, al igual que se hizo con el es-
tudio del PageRank, se tendrán en cuenta cuarenta re-
cursos (con un valor final de la muestra de ciento se-
senta). Para cada consulta se han tomado veinte mues-
tras correspondientes a las veinte primeras páginas. El
resto de muestras, otras veinte, se encuentran entre las
posiciones veinte y cien obtenidas por cada consulta
en el buscador.
4. Utilización de clasificadores
inductivos arbóreos
El empleo de técnicas de aprendizaje automático
para la obtención de patrones sobre grandes bases de
datos se denomina minería de datos (data mining).
Dentro de las distintas formas de aprendizaje, el tipo
de realimentación disponible es el elemento más im-
portante a la hora de determinar la naturaleza del pro-
Figura 4. Atributos referentes al cuerpo del documento Figura 5. Frecuencia y peso de la clave de búsqueda en los enlaces
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blema de aprendizaje que se debe afrontar5. Se distin-
guen tres tipos de aprendizaje: supervisado, no super-
visado y por refuerzo. En particular, el primero (tam-
bién denominado inductivo) consiste en aprender una
función a partir de ejemplos de sus entradas y salidas;
es decir, recibe como entrada el valor correcto para de-
terminados valores de una función desconocida y debe
averiguar cuál es la función o aproximarla.
«En un futuro, y basándonos
en los experimentos realizados,
podríamos construir una apli-
cación cuyo parámetro de en-
trada sea un recurso web que
genere como salida los valores
de aquellos elementos que de-
ban ser mejorados»
La inducción con árboles de decisión es una de las
técnicas más empleadas debido a su sencillez de im-
plementación. Un árbol de decisión toma como entra-
da un objeto o una situación descrita a través de un
conjunto de atributos y devuelve una decisión: el valor
previsto para una salida con respecto a una entrada da-
da. Los atributos de entrada pueden ser discretos o
continuos. En el caso de funciones con valores discre-
tos nos referimos a clasificación, mientras que la de-
nominamos regresión cuando son valores continuos.
En nuestro estudio nos centraremos en clasificaciones
del tipo booleano, las cuales se clasifican como verda-
dero (páginas que se encuentran entre las 20 primeras)
o falso (no se encuentran entre las 20 primeras). Un ár-
bol desarrolla una serie de pruebas antes de alcanzar la
solución. En cada uno de sus nodos internos se en-
cuentra el valor de una de las propiedades y las ramas
que salen del nodo están etiquetadas con los posibles
valores de dicha propiedad. En los nodos hojas se en-
cuentra el valor resultante si dicha hoja es alcanzada.
En el apartado anterior indicamos como factores
fundamentales la necesidad de conocer la relación en-
tre los atributos, al igual que el peso de los mismos.
Como podemos observar, el aprendizaje inductivo (y
más concretamente los árboles de clasificación) nos
puede ayudar en esta tarea. En el caso del primero, los
distintos nodos se posicionan en ramas, las cuales po-
seen atributos que están relacionados entre sí. Esta re-
lación nos puede llevar incluso a descartar algunos
atributos que, a pesar de encontrarse en la misma ra-
ma, no son necesarios ya que los ejemplos pueden es-
tar bien separados en positivos y negativos, sin necesi-
dad de agotar la totalidad de atributos para esa rama.
En este caso estamos relacionando atributos al igual
que eliminamos otros que no aportan nada y que por
tanto el motor de búsqueda descarta a la hora de reali-
zar la clasificación. En cuanto al peso, nos lo da la po-
sición de los distintos atributos a lo largo del árbol:
uno que se encuentre en un nivel más alto del árbol
tendrá un peso mayor que otro situado en los últimos
Figura 6. PageRank
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niveles. Otro elemento que se mencionaba como im-
portante es el de la variabilidad, la construcción de ár-
boles de decisión es relativamente sencilla y por tanto
se podrían implementar con cierta facilidad.
«El segundo experimento, con
una tasa de acierto del 97,5%,
indica que la hipótesis pro-
puesta es válida»
Dentro de los distintos árboles de clasificación se
ha realizado un estudio inicial de cuáles se adaptan
mejor a nuestro estudio y, hemos seleccionado dos: el
clasificador LMT (Logistic Model Tree) y el Random
Forest.
4.1. Clasificador LMT6
Dos populares métodos de clasificación son la re-
gresión logística lineal y los árboles de inducción, pa-
ra los cuales existe una gran complementariedad. La
combinación de ambos permite una estructura de árbol
con modelos de regresión logística en las hojas. La
gran ventaja de este enfoque es que las estimaciones
explícitas de probabilidad de la clase son mejores que
las de una simple clasificación.
4.2. Clasificador Random Forest
Se basan en el desarrollo de muchos árboles de
clasificación7. Para clasificar un nuevo objeto desde un
vector de entrada, ponemos dicho vector bajo cada uno
de los árboles del bosque. Cada árbol genera una cla-
sificación, en términos coloquiales diríamos que cada
árbol vota por una clase. El bosque escoge la clasifica-
ción teniendo en cuenta el árbol más votado sobre to-
dos los del bosque.
Cada árbol se desarrolla como sigue:
—Si el número de casos en el conjunto de entre-
namiento es N, prueba N casos aleatoriamente, pero
con sustitución, de los datos originales. Este será el
conjunto de entrenamiento para el desarrollo del árbol.
—Si hay M variables de entrada, un número
m<<M es especificado para cada nodo, m variables son
seleccionadas aleatoriamente del conjunto M y la me-
jor partición de este m es usada para dividir el nodo. El
valor de m se mantiene constante durante el creci-
miento del bosque.
—Cada árbol crece de la forma más extensa posi-
ble, sin ningún tipo de poda.
Una vez realizada esta pequeña introducción teóri-
ca pasamos a la realización de los experimentos con
ambos árboles. Todos los experimentos están realiza-
dos con la herramienta Weka8 y presentamos de mane-
ra original los informes generados por la herramienta,
pero añadiendo un comentario al principio de cada
apartado que explique el mismo.
4.3. Experimento 1
4.3.1. Clasificador utilizado
En este primer experimento trabajamos con el ár-
bol LMT.
Scheme: weka.classifiers.trees.LMT -B -P -I -1 -M
15
4.3.2. Relación de filtros utilizados
Los filtros nos proporcionan una manera de podar
aquellos atributos menos relevantes o las instancias
que pueden generar ruido. En este apartado también
podemos visualizar el número de instancias y atributos
que posee la muestra.
Relation: final-weka.filters.unsupervised.instan-
ce.Resample-S100-Z100.0
Instances: 160
Attributes: 31
4.3.3. Método de prueba
Para este estudio consideraremos el estimador por
validación cruzada con N conjuntos. Los prototipos de
T se distribuyen aleatoriamente en V conjuntos disjun-
tos T1, T2,...TN de un tamaño similar (| Ti| ≈| T|/N i =
1, 2,..., N). El procedimiento de estimación puede
plantearse como sigue: 
1. Para todo n, n = 1, 2,..., N, construir un clasifi-
cador usando T - Tn, como conjunto de aprendizaje.
Sea dn el clasificador construido así. Donde ninguno
de los prototipos de Tn se ha usado para construir dn.
Al finalizar este paso obtenemos N clasificadores, dn,
con sus correspondientes estimaciones de error.
2. Usando el mismo procedimiento, construir el
clasificador d usando todos los prototipos de T. 
Para valores grandes de N, cada uno de los N cla-
sificadores se construye usando un conjunto de proto-
tipos de tamaño aproximado a N(1 -1/N), aproximada-
mente del tamaño de T. La suposición básica de la va-
lidación cruzada es que este procedimiento es “esta-
ble”, esto es, que todos los clasificadores dn, n = 1,
2,..., N (construidos con casi todos los prototipos de T)
tienen una tasa de error aproximadamente igual a la
del clasificador d (construido con todos los prototipos
de T).
Test mode:10-fold cross-validation
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4.3.4. Modelo de clasificador (conjunto total de
entrenamiento)
En este apartado se recoge el valor de los atributos
seleccionados y los pesos de los mismos. También po-
demos ver el árbol del modelo logístico.
KeywordweightinTitle <= 0.6
| KeywordfrequencyinlinkstextandALT <= 0
| | KeywordfrequencyinTitle <= 0
| | | KeywordfrequencyinMETAKey-
words <= 0
| | | | WordsinBody <= 260:
LM_1:15/90 (10)
| | | | WordsinBody > 260
| | | | | PageRank <=
1: LM_2:15/105 (17)
| | | | | PageRank > 1:
LM_3:15/105 (39)
| | | KeywordfrequencyinMETAKey-
words > 0: LM_4:0/60 (4)
| | KeywordfrequencyinTitle > 0: LM_5:15/60
(33)
| KeywordfrequencyinlinkstextandALT > 0
| | KeywordfrequencyinALTattributes <= 1:
LM_6:15/60 (37)
| | KeywordfrequencyinALTattributes > 1:
LM_7:0/45 (4)
KeywordweightinTitle > 0.6: LM_8:15/30 (16)
Entre paréntesis podemos ver las instancias clasifi-
cadas en cada uno de los nodos del árbol.
Time taken to build model: 3.92 seconds
4.3.5. Resumen
En el resumen podemos observar las instancias co-
rrectamente clasificadas y las distintas tasas de error
(tabla 1).
4.3.6. Detalle de precisión por clase
Ver tabla 2.
4.3.7. Matriz de confusión
Aquí se recoge el número de clasificados: Para el
apartado true nos indica el número de positivos bien
clasificados, que para nuestro caso son 13 y el número
de positivos más clasificados que son 34. Para el apar-
tado false se recogen 11 mal clasificados con resultado
negativo y 92 bien clasificados con resultado negativo.
4.4. Experimento 2
No se incluyen explicaciones de los apartados por
ser iguales que en el experimento 1.
4.4.1. Clasificador utilizado
En este caso el clasificador es un bosque aleatorio
(Random Forest).
Scheme: weka.classifiers.trees.RandomForest -I
10 -K 0 -S 1
4.4.2. Relación de filtros utilizados
Se ha realizado una selección de atributos con el
fin de simplificar el modelo, intentando buscar los re-
sultados más relevantes posibles.
Relation: final-weka.filters.unsupervised.instance.
Resample-S200-Z100.0-weka.filters.unsupervised.
attribute.Remove-R1-2,4,6-11,14-21,23-30-weka.
filters.unsupervised.instance.Resample-S200-Z100.
0-weka.filters.unsupervised.instance.Resample-
S100-Z100.0
Instances: 160
Attributes: 6
4.4.3. Método de prueba
Al igual que en el anterior ejemplo, hemos utiliza-
do el método de validación cruzada.
a b <— classified as
a = true
b = false
63 17
13 67
Tabla 1
Tabla 2
Tabla 3
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Test mode: 10-fold cross-validation
4.4.4. Modelo de clasificador (conjunto total de
entrenamiento)
Random forest of 10 trees, each constructed while
considering 6 random features.
Time taken to build model: 0.32 seconds
4.4.5. Resumen
Ver tabla 3.
4.4.6. Detalle de precisión por clase
Ver tabla 4.
4.4.7. Matriz de confusión
4.5. Resumen de los experimentos
En el primero, el número de instancias correcta-
mente clasificadas es de un 81,25%, mientras que pa-
ra el segundo caso es de un 97,5%. Además para este
segundo experimento el número de instancias bien cla-
sificadas para ejemplos positivos es de 74, con tan so-
lo 1 fallo, mientras que el número de ejemplos negati-
vos bien clasificados es de 82, con 3.
Según podemos apreciar, la tasa de precisión es
muy elevada con unos valores de 0,961 para los casos
positivos y de 0,988 para los negativos. Igualmente su-
cede con la tasa de recall, siendo de 0,987 para los ca-
sos positivos y 0,965 para los negativos. 
Otro dato importante es que el tiempo que toma el
clasificador Random Forest en realizar la clasificación
es de 0,32 segundos, lo cual es óptimo para la clasifi-
cación online de páginas consultadas.
5. Conclusiones
Cuando iniciamos este trabajo el planteamiento
inicial era realizar un estudio clásico de los factores re-
levantes para el posicionamiento en el motor de bús-
queda Google. Este estudio contemplaba tanto los ele-
mentos propios de la página como las distintas estrate-
gias de posicionamiento, tráfico, etc. Ambos factores
analizados uno por uno no aportaban a nuestra investi-
gación ningún dato que esclareciera cómo los distintos
buscadores posicionaban nuestras páginas, más bien
era frustrante contemplar cómo de la desigualdad de
los mismos no se podía inferir ningún tipo de resulta-
do válido. Las razones fundamentales de este fracaso
las podemos encontrar en la falta de relación entre los
distintos atributos y los pesos que estos elementos
aportaban en los criterios utilizados por los buscadores
para su posterior posicionamiento.
Para encontrar estos factores que influencian de
manera definitiva en el posicionamiento nos hemos
apoyado en técnicas de aprendizaje inductivo, y más
concretamente en árboles de decisión. Los resultados
encontrados en los dos experimentos son buenos, pero
fundamentalmente el segundo, con un 97,5% de acier-
to, nos indica que la hipótesis propuesta es ciertamen-
te válida.
Por tanto, no es necesario para el posicionamiento
colocar todos los atributos sino conocer la relación en-
tre los mismos, cómo son las ramas del árbol de deci-
sión utilizadas por el buscador y los pesos de los atri-
butos; es decir, el nivel que ocupan los mismos en el
árbol de decisión.
Las recomendaciones prácticas para la selección
de atributos generadas por ambos experimentos serían
las siguientes: el documento no debe contener dema-
siadas palabras. Además es muy importante que la pa-
labra clave aparezca en negrita dentro del cuerpo del
documento. La primera cabecera, y el peso de la clave
en ésta, debe ser lo mayor posible. Por último, la fre-
cuencia y el peso de la clave en el título son factores
muy relevantes.
«La mayor parte de los SEO
desconoce la influencia real de
los factores e incluso de los
atributos. Todo esto contribuye
a la introducción de ruido o de
penalizaciones en las páginas»
Además, las técnicas de aprendizaje automático
permiten que con un mayor número de muestras y con-
sultas los resultados puedan mejorar, con lo cual con
un número adecuado de las mismas podríamos obtener
una función muy ajustada al resultado final de un mo-
tor de búsqueda.
En un futuro, y basándonos en los experimentos
realizados, podríamos construir una aplicación cuyo
parámetro de entrada sea un recurso web que genere
como salida los valores de aquellos elementos de éste
que deban ser mejorados. Además, nos debería indicar
cuáles de ellos sólo generan ruido o tienen una aporta-
ción nula. Esta herramienta también tendría que mos-
trarnos cuál sería la situación actual del ranking de una
página sobre un rango determinado y para un motor de
búsqueda en concreto.
A un nivel más teórico podemos plantearnos cómo
ampliar este tipo de herramientas para su interacción
con la web semántica. La cuestión radica en que ahora
debemos atrapar el contenido semántico de la cadena
a b <— classified as
a = true
b = false
63 17
3 82
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de búsqueda. En función de dicho contenido semánti-
co, atributos situados en un nivel inferior del árbol de
decisión podrían escalar puestos para ubicarse en ni-
veles superiores y conseguir así que los resultados se
ajusten con mayor exactitud a los deseos del usuario.
Estos árboles de decisión “dinámicos” posibilitarían la
captación del contenido semántico y su integración en
la estrategia de búsqueda. 
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