We study an interior penalty method for a two dimensional curlcurl and grad-div problem that appears in electromagnetics and fluidstructure interactions. The method uses discontinuous P 1 vector fields on graded meshes and satisfies optimal convergence rates (up to an arbitrarily small ) in both the energy norm and the L 2 norm. These theoretical results are corroborated by results of numerical experiments.
Introduction
Let Ω ⊂ R 2 be a bounded polygonal domain. In this paper we consider an interior penalty method for the following curl-curl and grad-div problem: Find u ∈ H 0 (curl; Ω) ∩ H(div; Ω) such that
for all v ∈ H 0 (curl; Ω) ∩ H(div; Ω), where (·, ·) denotes the inner product of [L 2 (Ω)] 2 , α ∈ R and γ > 0 are constants, and f ∈ [L 2 (Ω)] 2 .
The variational problem (1.1) appears in electromagnetics [29, 30] and fluid-structure interactions [27, 9, 8, 10] (after interchanging the roles of curl and div). The main difficulty in the numerical solution of (1.1) is that standard H 1 -conforming finite element methods fail when Ω is not convex [22] . In fact such methods will produce numerical solutions that converge to a vector field that is not the solution of (1.1). Special treatments are therefore necessary for capturing the correct solution, either by augmenting standard H 1 finite element vector fields by singular vector fields [11, 5, 28, 3, 4] , or by solving a regularized version [24, 25, 21] of (1.1).
A nonconforming finite element method for (1.1) was introduced in [15] . It uses the Crouzeix-Raviart weakly continuous P 1 vector fields [26] on graded meshes and has optimal convergence rates in both the energy norm and the L 2 norm. In this paper we study an interior penalty version of the method in [15] . By removing the weak continuity condition of the vector fields, the interior penalty method can be applied to meshes with hanging nodes. We note that this method belongs to a growing family of finite element methods for problems posed on H(curl; Ω) ∩ H(div; Ω) [16, 15, 17, 20, 18] .
The rest of the paper is organized as follows. We recall definitions of function spaces and properties of the problem (1.1) in Section 2, and define the numerical scheme in Section 3, whose analysis is then carried out in Section 4. The extension of the method to nonconforming meshes is discussed in Section 5 and numerical results that corroborate theoretical results are presented in Section 6. We end with some concluding remarks in Section 7.
Preliminaries
The function spaces H 0 (curl; Ω) and H(div; Ω) are defined as follows.
with n being the unit outer normal, and
The unique solvability of the problem (1.1), in the case where α > 0, is guaranteed by the Riesz representation theorem for the Hilbert space H 0 (curl; Ω) ∩ H(div; Ω) with the inner product ((·, ·)) defined by
For α ≤ 0, the problem (1.1) is uniquely solvable if α is different from a sequence of exceptional values [30] . Indeed there exists a sequence of nonnegative numbers 0 ≤ λ γ,1 ≤ λ γ,2 ≤ · · · → ∞ such that the following eigenproblem has a nontrivial solution w ∈ H 0 (curl; Ω) ∩ H(div; Ω):
for all v ∈ H 0 (curl; Ω)∩H(div; Ω). For α ≤ 0, the problem (1.1) is well-posed as long as α = −λ γ,j for j ≥ 1. The regularity of the solution u of (1.1) can be found, for example, in the papers [6, 23, 15] . Below we summarize the results as stated in [15] .
First of all, ∇ × u and ∇ · u belong to H 1 (Ω), and
2 and the following estimate is valid:
where the domain Ω δ is obtained from Ω by excising δ-neighborhoods from the corners c 1 , . . . , c L of Ω:
Thirdly, in the neighborhood N ,3δ/2 = {x ∈ Ω : |x − c | < 3δ/2} of the corner c , we have 5) and ν ,j are constants. Moreover, we have the following corner regularity estimates:
Note that the regularity of ∇ × u and ∇ · u imply that the boundary value problem corresponding to (1.1) is
(2.7c)
The Interior Penalty Method
We need graded meshes to recover optimal convergence rates for a general polygonal domain Ω. We assume therefore that the triangulation T h of Ω satisfies the following condition:
where h T is the diameter of the triangle T , h = max T ∈T h h T is the meshparameter and the positive constants C 1 and C 2 are independent of h. The weight Φ µ (T ) in (3.1) is defined by
where c T is the center of T , and the grading parameters µ 1 , . . . , µ L are chosen according to the following rule:
3)
The construction of T h satisfying the mesh condition (3.1) is described for example in [1, 2, 14, 7] . Note that T h satisfies the minimum angle condition for any given grading parameters.
Remark 3.1. The choice of grading parameter in (3.3), which is dictated by the regularity of the solution u of (1.1), indicates that grading is needed around any corner whose angle is larger than a right angle. This is different from the grading strategy for the Laplace operator, where grading is needed only around re-entrant corners, and it is due to the fact that the singularity of the differential operator in (2.7a) is one order more severe than the singularity of the Laplace operator.
We take V h to be the space of (discontinuous) P 1 vector fields, i.e.,
Since the vector fields in V h are (in general) discontinuous, their jumps across the edges of T h play an important role in interior penalty methods. Below are the definitions of the tangential and normal jumps of the vector fields. We denote by E h (resp. E i h ) the set of the edges (resp. interior edges) of T h . Let e ∈ E i h be shared by the two triangles T ± ∈ T h (cf. Figure 3 .1) and n + (resp. n − ) be the unit normal of e pointing towards the outside of T + (resp. T − ). We define, on e,
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(3.5)
We can now define the discrete problem for the interior penalty method:
where
|e| denotes the length of the edge e, and Π 0 e is the orthogonal projection from L 2 (e) to P 0 (e) (the space of constant functions on e). The edge weight Φ µ (e) in (3.7) is defined by
where c 1 , . . . , c L are the corners of Ω and m e is the midpoint of the edge e.
Remark 3.2. Note that, by comparing (3.2) and (3.8), we have
where the positive constants in the equivalence are independent of h. This relation is important for the derivation of optimal a priori error estimates.
We will use the Crouzeix-Raviart interpolation operator in the analysis of the interior penalty method. For s > 1/2 and T ∈ T h , we define
where e 1 , e 2 and e 3 are the edges of T . The operator Π T satisfies a standard error estimate [26] :
, where the positive constant C T depends on the minimum angle of T (and also on s when s approaches 1/2).
Since
for some s > 1/2 (cf., for example, [30, 15] ), we can define a global interpolation operator
by piecing together the local interpolation operators:
We will also denote the piecewise defined curl and div operator by ∇ h × and ∇ h ·, i.e.,
It follows from (3.10), (3.12)-(3.14) and Green's theorem that
where Π h 0 is the orthogonal projection from L 2 (Ω) onto the space of piecewise constant functions associated with T h .
Error Analysis
The discretization error will be measured in both the L 2 norm and the meshdependent energy norm · h defined by
Note that a h (·, ·) is bounded by the energy norm, i.e.,
is also coercive with respect to · h , i.e.,
In this case the discrete problem is well-posed and we have the following abstract error estimate, whose proof is identical with the proof of Lemma 3.5 in [18] .
be the solution of (1.1), and u h satisfy the discrete problem (3.6). It holds that
For α ≤ 0, the following Gårding (in)equality holds
In this case the discrete problem is indefinite and the following lemma provides an abstract error estimate for the scheme (3.6) under the assumption that it has a solution. Its proof, which is based on (4.2) and (4.5), is identical with the proof of Lemma 3.6 in [18] .
Lemma 4.2. Let u ∈ H 0 (curl; Ω) ∩ H(div; Ω) satisfy (1.1) and u h be a solution of (3.6). It holds that
From here on we consider α and γ to be fixed and drop the dependence on these constants in our estimates.
Remark 4.3. The first term on the right-hand side of (4.4) and (4.6) measures the approximation property of V h with respect to the energy norm. The second term measures the consistency error. The third term on the righthand side of (4.6) addresses the indefiniteness of the problem when α ≤ 0.
Since the interpolation operator Π h defined in Section 3 is also the one employed in [16] , we can use in our analysis the following results from that paper (cf. Lemma 5.1 and Lemma 5.2 of [16] ), which were obtained by using (3.3), (3.9), (3.11) and the regularity estimates (2.2)-(2.6).
Lemma 4.4. Let u ∈ H 0 (curl; Ω) ∩ H(div; Ω) be the solution of (1.1). We have the following interpolation error estimates:
The approximation property of V h is established by the following lemma.
Lemma 4.5. Let u ∈ H 0 (curl; Ω) ∩ H(div; Ω) be the solution of (1.1). It holds that inf
for any > 0.
Proof. It follows from (3.10
(4.10)
The last three terms on the right-hand side of (4.10) have been estimated in Lemma 4.4, and we can bound the first two terms on the right-hand side of (4.10) by (2.2), (3.11), (3.15) and (3.16) as follows:
Next we turn to the consistency error, where we will need the following result proved in Lemma 5.3 of [16] . Lemma 4.6. It holds that
whereη Te = 1 |T e | Te η dx is the mean of η over T e , one of the triangles in T h that has e as an edge.
The following lemma provides an optimal bound for the consistency error.
Lemma 4.7. Let u ∈ H 0 (curl; Ω) ∩ H(div; Ω) be the solution of (1.1) and u h ∈ V h satisfy (3.6). We have
Proof. Let w ∈ V h be arbitrary. Since the strong form of (1.1) is given by (2.7), we find, by (3.4), (3.5), (3.7) and integration by parts,
Subtracting (3.6) from (4.12), we have
We can rewrite the first term on the right-hand side of (4.13) as
where (∇ × u) Te is the mean of ∇ × u on T e , one of the triangles in T h that has e as an edge. It follows from (2.2), (4.1), Lemma 4.6 and the Cauchy-Schwarz inequality that the first term on the right-hand side of (4.14) satisfies
For the second term on the right-hand side of (4.14), we find, by using the Cauchy-Schwarz inequality, (2.2) and (4.1),
Here we have also used the simple fact that, if e is an edge of a triangle T , then
for any constant function q, (4.17) where the positive constant C T depends only on the shape of T . 18) and similarly,
Combining (4.14)-(4.16), we have
The estimate (4.11) follows from (4.13), (4.18) and (4.19).
The following lemma gives an L 2 error estimate under the assumption that the discrete problem (3.6) has a solution.
Lemma 4.8. Let u ∈ H 0 (curl; Ω) ∩ H(div; Ω) be the solution of (1.1) and u h ∈ V h satisfy (3.6). The we have
Proof. The proof is based on a duality argument.
for all v ∈ H 0 (curl; Ω) ∩ H(div; Ω). The strong form of (4.21) is
and we have the following analog of (2.2):
Furthermore we can write (4.21) as
It follows from (4.22), (4.24) and integration by parts that the following analog of (4.12) holds:
Combining (4.24) and (4.25), we have
and we will estimate the three terms on the right-hand side of (4.26) separately. Using (4.13) and the fact that Π
) vanishes for all e ∈ E h (resp. e ∈ E i h ), we can rewrite the first term (following the notation in (4.14)) as
from which we obtain the following estimate using (2.2), Lemma 4.4 and Lemma 4.6:
Details can be found on pp. 526-527 of [15] , where an identical estimate is derived. We now consider the second term on the right-hand side of (4.26). First we write
where (∇ × z) Te is the mean of ∇ × z on one of the triangles T e ∈ T h that has e as an edge. The estimate below follows from (4.1), Lemma 4.6, (4.23) and the CauchySchwarz inequality:
On the other hand, as in the derivation of (4.16), we obtain by the Cauchy-Schwarz inequality, (4.1), (4.17) and (4.23),
Combining (4.28)-(4.30), we obtain
Similarly, we have the following bound on the third term on the righthand side of (4.26):
The estimate (4.20) follows from (4.26), (4.27), (4.31) and (4.32).
In the case where α > 0, the following theorem is an immediate consequence of Lemmas 4.1, 4.5, 4.7 and 4.8.
Theorem 4.9. Let α be positive. The following discretization error estimates hold for the solution u h of (3.6):
In the case where α ≤ 0, we have the following convergence theorem for the scheme (3.6), whose proof is based on Lemmas 4.2, 4.5, 4.7, 4.8 and the approach of Schatz for indefinite problems [31] . The arguments are identical to those in the proof of Theorem 4.5 in [16] .
Theorem 4.10. Assume −α ≥ 0 is not one of the eigenvalues λ γ,j defined by (2.1). There exists a positive number h * such that the discrete problem (3.6) is uniquely solvable for all h ≤ h * , in which case the following discretization error estimates are valid:
Nonconforming Meshes
For simplicity we have developed and analyzed the interior penalty method for triangulations (conforming meshes) of Ω. But of course one of the main reasons for using an interior penalty method is that it can be applied to partitions with hanging nodes (nonconforming meshes). Here we indicate briefly how the scheme and results can be extended to such meshes with minor modifications. Let P h be a partition of Ω with hanging nodes satisfying the following condition: Whenever a closed edge of a triangle in P h contains a hanging node, then it is the union of closed edges of triangles in T h . An example of such a partition is depicted in Figure 5 .1. For such a partition, we modify the definition of E h as follows. Let e be an (open) edge of a triangle in P h . Then e ∈ E h if and only if (i) it contains at least one hanging node, (ii) it is the common edge of two triangles in P h , i.e., its endpoints are the common vertices of these triangles, or (iii) it is a subset of ∂Ω. For example the edge of the largest triangle (the diagonal of the square) in Figure 5 .1 belongs to E h while the three edges on the diagonal from the three triangles on the other side do not. All together there are 12 edges in E h for the partition in Figure 5 .1.
All the definitions in Section 3 can be extended to P h in a straight-forward fashion. For example, if e ∈ E i h has at least one hanging node, then e is the Figure 5 .1: A triangular mesh with hanging nodes edge of a triangle T − ∈ P h and also the union of edges e 1 , . . . , e m of the triangles T +,1 , . . . , T +,m in P h that are on the other side of e (cf. Figure 5 .2 where m = 4). We define, on e, h hold for the modified definition of E h . Furthermore, all the estimates for u−Π h u can be carried out triangle by triangle and hence also hold for partitions with hanging nodes. Of course, the constants in the estimates now depend on the shape regularity of the partition, which roughly speaking involves the shape regularity of the triangles in P h and the distribution of the hanging nodes on the edges in E h . We refer to [12, 13] for a more detailed discussion of the concept of shape regularity of partitions.
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Numerical Experiments
In this section we report the results of a series of numerical experiments that corroborate our theoretical results. Both the L 2 error u − u h L 2 (Ω) and the energy error u − u h h are computed for γ = 1 in all the experiments.
In the first experiment we examine the convergence behavior of our numerical scheme on the square domain (0, 1) 2 with conforming uniform meshes ( Figure 6.1, left) , where the exact solution u is given by
The results are tabulated in Table 6 .1 for α = 1, 0 and −1. They show that the scheme (3.6) is second order accurate in the L 2 norm and first order accurate in the energy norm, which agrees with the error estimates in Theorem 4.9 and Theorem 4.10. In the second experiment we check the behavior of the scheme (3.6) on the square (0, 1) 2 using nonconforming meshes with hanging nodes depicted in Figure 6 .1 (right). The results in Table 6 .2 show that the scheme also behaves as predicted in Theorem 4.9 and Theorem 4.10. Table 6 .2: Errors of the scheme on the square (0, 1) 2 with nonconforming meshes and exact solution given by (6.1) The goal of the final experiment is to demonstrate the convergence behavior of our scheme on the L-shaped domain (−0.5, 0. 
2)
The meshes are graded around the re-entrant corner (0,0) using the refinement procedure of [7] with the grading parameter 1/3. The first three levels of graded meshes are depicted in Figure 6 .2. The results are tabulated in Table 6 .3 and they demonstrate that the scheme is second order accurate in the L 2 norm and first order accurate in the energy norm. 
Concluding Remarks
We have extended the nonconforming method from [15] to an interior penalty method that can be applied to nonconforming meshes. This interior penalty method enjoys optimal convergence rates without any tuning of penalty parameters.
We note that the condition numbers of the discrete problems are worsened by the weak over-penalization. It is therefore important to have good preconditioners in the case of fine meshes. For the Laplace operator, efficient preconditioners for interior penalty methods with weak over-penalization have been developed in [19] . The development of good preconditioners for the family of H(curl; Ω) ∩ H(div; Ω) methods in [16, 15, 17, 20, 18] and this paper is currently under investigation.
