Abstract-Mobile terminal location has attracted much interest for its applications in emergency communications, location-sensitive browsing, and resource allocation. This paper introduces the use of nonparametric kernel-based estimators for location of mobile terminals using measurements of propagation delays. It is demonstrated that these estimators perform better than the previously used parametric maximum likelihood estimators for the case of a simulated microcell environment with line-of-sight (LOS) and non-line-of-sight (NLOS) radio propagation at several different levels of measurement noise. Their performance is not greatly degraded by NLOS effects. Methods for calculating good values for parameters of the kernel functions are demonstrated, as well as the robustness of the estimators when the values of the parameters vary from the optimal points. A lower bound on the mean square error of location estimation that considers the transition between LOS to NLOS propagation over short distances is presented. It is demonstrated the proposed location estimation method comes close to meeting this bound.
I. INTRODUCTION
T HERE is much interest within the wireless communications research community on technologies that can estimate the location of mobile terminals. The reasons for location estimation technology can be classified into three categories: short-term, medium-term, and long-term.
The short-term reason for location estimation, in North America, is the Federal Communication Commission (FCC)'s (CRTC in Canada) requirement for mobile terminal location during emergency 911 (E-911) calls [1] , [2] . The cellular provider is required to locate callers making E-911 calls to within 100 m over 67% of the time for network-based solutions. The cellular provider is expected to locate the callers making E-911 calls to within 50 m over 67% of the time for handset-based solutions. For handset-based solutions, the network providers have until December 2005 to have the location technology within 95% of all subscriber handsets in their network. The regulatory bodies in many other jurisdictions are considering similar regulations. Standardization of mobile terminal location technology is also taking place for GSM networks [3] . The medium-term reasons for location-sensitive technologies are to create additional revenue opportunities for the network operators by allowing them to provide location-sensitive information browsing [4] , vehicular fleet management, and intelligent traffic control [5] . The long-term reason for location technology is to assist resource allocation in the wireless network [6] , [7] . It is desired that future wireless networks be able to provide multimedia communications, such as real-time video, that simultaneously require high bandwidth and high quality of service [8] . It has been shown that using location estimation and prediction for preemptive resource allocation is an attractive method of achieving this goal without requiring a daunting level of extra network capacity overhead.
Urban cells are the regions that produce the most revenue for network providers, so these are the regions of greatest interest for mobile terminal location algorithms. The users in these regions have the greatest demand for the wireless high-bandwidth multimedia services that are driving the development of next-generation wireless networks.
The importance of urban cells has created a demand for mobile terminal location algorithms that can perform well in this environment. For location of mobile terminals in urban areas, location algorithms based on propagation time measurements have been proposed [3] , [9] . Urban cells have propagation conditions that can change from line-of-sight (LOS) to non-line-ofsight (NLOS) over a short distance [10] . The simplest propagation model is the LOS propagation model, where the shortest distance straight line path between the transmitter and receiver is unobstructed. NLOS propagation occurs when the LOS path is blocked by an obstacle and the radio signal travels via longer distance paths. Management of the two propagation types is a key issue of the mobile terminal location problem that has caused significant degradation of performance in the existing algorithms [11] , [12] .
The difficulty and importance of locating mobile terminals in urban areas has created much interest in this problem. To handle the measurement noise and changing propagation models, statistical estimation techniques are employed. If the joint probability density function for the measurement vector of propagation delay measurements and the location of the mobile terminal is known, then, given a measurement of delays for a mobile terminal, it is possible to calculate an optimal estimate of the mobile terminal's position [13] .
In the urban cells that are discussed in this paper, the existence of multiple propagation conditions causes the joint probability density function to be complex and difficult to identify. The switching between NLOS and LOS propagation within small 0018-9545/03$17.00 © 2003 IEEE areas prevents parametric techniques from working well for estimating the joint probability density function. It would be necessary to identify and characterize the NLOS propagation regions. For this reason, a nonparametric technique where the joint probability density function is estimated as a sum of kernel functions based on a survey of propagation delays measured at known locations is proposed to solve this problem.
Section II contains a more detailed description of the measurements used to locate the mobile terminal. Different measurement types proposed to locate mobile terminals are listed, and the justification for the use of time measurements in this paper is provided. The models for the time measurements used by the estimators are outlined. Section III describes the nonparametric estimation technique. The probability density functions are approximated as a sum of kernel functions based on survey measurements, and numerical integration is performed to calculate the estimated positions. Rules for selecting the parameters for the estimation technique are presented. Section IV describes the configuration of Monte Carlo simulations of an urban environment with NLOS propagation used to evaluate the location estimation techniques. Section V contains the results of the simulation studies. The improvement that the nonparametric technique has over other techniques is shown. The performance of the new estimator is compared with the Weinstein-Weiss lower bound, which takes into account the environmental terrain and the prior probability density function of the mobile terminal location-factors not considered by previously presented lower bounds on location estimator performance. The lower bound allows estimator performance to be quantitatively appraised. Section VI summarizes our conclusions.
II. MEASUREMENT MODEL
Several methods have been proposed to locate wireless mobile terminals based on measuring the 1) angle of arrival (AoA) of the radio signal at base stations, 2) received signal strength (RSS), 3) time of arrival (ToA), and 4) time difference of arrival (TDoA) of the radio signals.
The AoA estimation technique requires that the base stations use specialized antennae to measure the bearing of incoming signals from the mobile terminals. If the bearing to the mobile terminal is known from two or more base stations, the location of the mobile terminal can be calculated. The biggest disadvantage of this technique is that the specialized antennas are expensive and not presently used for standard cellular networks [14] . This prevents AoA from being considered for any presently deployed networks.
The RSS technique has the advantage that it is fairly cheap since power measurements are already made by handsets as part of the handoff algorithm. If the propagation model is known, a power measurement can be mapped to a distance measurement. If the distance from the mobile terminal to three or more base stations is known, the mobile terminal position can be calculated. Unfortunately, RSS estimation error is higher than that of other localization methods. Also, the mobile terminal needs to be moving; otherwise, fast fading caused by multipath propagation causes disastrously high errors [15] . These factors prevent RSS from being used as the sole means of locating mobile terminals, although its low cost does make it attractive for possible hybrid mobile terminal locating schemes.
The ToA and TDoA techniques are based on the measurement of propagation times. The code-division multiple-access (CDMA) receivers, proposed for most next-generation cellular systems, can make precise time measurements of the incoming signals using RAKE receivers [16] . A RAKE receiver estimates the delays of the propagation paths with the greatest signal powers. The estimated delay of the earliest detected propagation path for a base station is the measured propagation delay for that base station used for terminal location.
The ToA location technique involves measuring the time it takes a signal to travel from the mobile terminal to the base station. Making this measurement requires that the measuring device have accurate knowledge of the time of transmission [9] . This can be accomplished by synchronizing the transmitters and receivers, or by measuring the round-trip delay [3] . If the transmitters and receivers are synchronized and a RAKE receiver is used, highly accurate propagation time measurements can be made [9] , [16] . Synchronizing the transmitters and receivers, the base stations and the mobile terminals in a cellular network, is costly. For round-trip measurements, a base station transmits a signal to the mobile terminal, which the mobile terminal immediately retransmits back to the base station. The round-trip delay is proportional to twice the radio propagation time plus processing delays. The resolution of this method is much less than that from using synchronized clocks but is much simpler to implement and less costly.
The TDoA location technique also involves measuring the propagation times but does not require that the measuring device know the times of transmission. The difference between the propagation times from the mobile terminal for pairs of base stations is measured. This can be accomplished two ways. If several base stations are synchronized, they can all transmit signals to the mobile terminal at the same time. Then the mobile can measure the difference between the propagation times for different base stations. Conversely, the mobile terminal can transmit a signal to the base stations. The base stations can measure the time they receive the mobile's signal and, by comparing their times, calculate the difference in propagation times [3] . If CDMA signals are used, the time measurements are accomplished using a RAKE receiver as for the ToA measurements. Only the base stations need to be synchronized. Synchronizing the base stations for TDoA measurements is much less expensive than synchronizing both the base stations and mobile terminals for ToA measurements [3] .
Each time measurement defines for two-dimensional (2-D) location, in the case of LOS propagation and error-free measurements, a curve upon which the mobile terminal must reside. This curve is a circle for ToA measurements or a hyperbolic curve for TDoA measurements. Three ToA measurements or two TDoA measurements, both created from time measurements by three base stations, allow the mobile terminal position to be uniquely calculated [17] .
Comparisons of location measurements in the literature have indicated that ToA/TDoA gives the lowest error [14] , [15] . The use of ToA for the popular GPS geolocation systems proves that ToA can provide highly accurate location estimates. The channelization schemes proposed for next-generation cellular networks, such as CDMA and time-division multiple access, make the ToA and TDoA location schemes most attractive because the multiple-access schemes allow for high-accuracy time measurements [16] , [18] . Because of these reasons, this paper concentrates on location based on ToA and TDoA measurements.
Complications in the mobile terminal location problem arise from two sources. First, the measurements in the field are not error-free, so that estimation techniques must take into account measurement noise. Second, the propagation in some cases is LOS and in others cases NLOS. In the NLOS case, the delay measurements will be biased from the LOS values and the simple geometric location techniques described above will lose accuracy or, in some cases, return ambiguous results. The simplest solution to these problems is to use more base stations' measurements. With more base stations, it is possible to average out the measurement noise, and base-station measurements with NLOS propagation can be detected and excluded from the estimation procedure [9] , [12] . In real-world cellular networks, the number of base stations that can communicate with the mobile terminal is restricted, limiting the usefulness of excluding NLOS base stations [19] . Making extra measurements is also costly, so this paper concentrates on locating the mobile terminal with three base-station measurements, the minimum number required. The next section will provide an analysis of how the measuring base stations are selected.
Propagation time measurements are converted to propagation distance measurements by multiplication by , the speed of light. We define as the vector of true propagation distances from the base stations to the mobile terminal when the mobile terminal is at location . This paper concentrates on 2-D location estimation since this is the case of greatest interest for wireless networks [5] , [9] . The location vector is , where is the -coordinate and is the -coordinate of the mobile terminal. The methods described here can be scaled up to three-dimensional location easily. If a simple one-corner diffraction model is used for NLOS propagation, as shown in Fig. 1 , the th entry of is given by (1) at the bottom of the page, with ( , ) being the location of the th base station and ( , ) being the location of the corner. If the propagation is NLOS, the th entry of is a function not only of the mobile terminal and base stations' positions but also a function of the positions of the obstacles to the LOS propagation path. We will define the measured propagation distance vector as (2) The vector represents measurement noise with its th entry being the measurement noise for base station . The dimensionality of the and vectors is , the number of base stations used to locate the mobile terminal. This paper discusses only the case when , the minimum cost measurement case. The methods can be extended to greater with an expected improvement of performance as the estimation procedure is provided more information.
The measurement vector is denoted as with a subscript indicating whether ToA or TDoA measurements are made. For ToA measurements, the measurement vector is defined as (3) Obviously, the length of the ToA measurement vector is , the number of base-station measurements. For TDoA measurements, the measurement vector is defined as (4) where is a 1 difference matrix of rank ( 1) . A difference matrix is mostly filled with zeros, with each row having a single entry of one and another entry of negative one. For example, if all TDoA measurements are made relative to the propagation time of base station one, the difference matrix is given by . . .
where is a length ( 1) vector with all entries of one and is a ( 1 1) identity matrix. The TDoA measurement vector's length is ( 1) .
If it is assumed that the measurement noise for the propagation time for each base-station time measurement is independently and identically distributed, then the computation of the covariance of the measurement vectors and given the mobile terminal location is trivial. The covariance of and , using (3) and (4) for being the number of base-station measurements, is for ToA for TDoA (6) LOS case NLOS case (1) with being the covariance of the propagation time measurement for a single base station (superscript denotes matrix transpose).
For general discussions of estimation technique applicable to either the ToA or TDoA methods or where the type of measurement data is clear from context, the subscript will be omitted from for conciseness.
III. ESTIMATION TECHNIQUE
Most work on location estimation methods is based on the maximum likelihood estimator (MLE) technique [9] , [17] , [20] - [24] . The MLE location estimate is calculated using (7) where is the conditional probability density function (pdf) of the measurements given the location [25] . The estimated location vector is , where is the estimated -coordinate and is the estimated -coordinate of the mobile terminal. A subscript will be appended to to indicate the estimation algorithm. The main attraction of the MLE technique is that given propagation and noise models, it is possible to estimate the location of the mobile terminal from measurements. The MLE solution requires no prior information about the location of the mobile terminal.
In practice, however, the cellular network has some knowledge of the location of the mobile terminal [15] . The handoff algorithm determines which base station serves the mobile terminal at any given time, which provides prior statistical knowledge about the mobile terminal location. This location information is returned in Phase I of the FCC's E911 wireless location requirement [1] .
The simplest estimator that makes use of prior information about location is the maximum a posteriori (MAP) estimator. The MAP estimator in its general form is given by [13] (8)
This estimator does not make optimum use of the prior knowledge of mobile terminal location. An estimator that makes better use of the prior knowledge to reduce the estimation error is presented next.
If prior information about the mobile terminal location exists, the mean square error (MSE), defined as ( denotes the expectation operator) where the expectation is with respect to and , can be used as the criterion of optimality. The optimal estimator is the minimum mean square error (MMSE) estimator, which is given by (9) where is the posterior conditional pdf of location given the measurement vector , and is the region in which the mobile terminal is known to reside [13] . The difference between the MMSE estimator and the MLE is made clearer by expanding the pdf as follows: (10) The key difference from the MLE is that the MMSE estimator uses prior knowledge of the location of the mobile terminal, i.e., the pdf , to improve the location accuracy. The conditional pdf is dependent on the probability of NLOS propagation and LOS propagation at location and the conditional pdf of excess delay if NLOS propagation is occurring, both of which are unknown prior to location estimation [12] . The solution in the previous literature is to use an assumed conditional pdf. The accuracy of the location estimates is dependent on the accuracy of the assumed conditional pdf and thus the validity of the assumed propagation model. In the literature on MLE location estimation, the propagation model used is LOS propagation and the measurement noise vector is assumed to be a Gaussian vector with a covariance matrix equal to defined in (6) [9] , [17] .
To implement the MMSE estimator in (10), the joint pdf of and is needed. This is equivalent to knowledge of the conditional pdf of the measurement vector given location , discussed in the previous paragraph, and also knowledge of the marginal pdf of the location . This paper proposes the generation of the assumed pdf from data collected from the location environment. There are two methods of estimating the pdf from data: parametric and nonparametric.
The parametric technique calculates the estimated joint pdf as (11) with being parameters of the probability density function. The values of would be calculated based on models of the propagation environment and survey measurements. For example, if and were jointly Gaussian, then the parameters would be their means and covariances for which methods of estimation from data are well known. The difficulty in location estimation is that simple parametric models of the propagation environments only exist except for LOS propagation cases [26] . Dealing with NLOS propagation cases is much more complex. The tools that do exist for NLOS modeling use ray-tracing to estimate the propagation conditions at predetermined points within the environment but do not provide parametric models for variations of the attributes of interest over regions [27] - [29] .
The basic idea of nonparametric estimation is, from a given set of data, to create an approximation of the pdf that created the data. This approximate pdf is a sum of kernel functions. Each component function is centered at a single survey measurement, and its value decreases monotonically as the distance from its central point increases. Thus points close to several survey points will have higher approximate pdf values than points far away from survey points. With a good selection of kernel functions, this technique can create good approximations of the pdf.
For the location estimation problem, the survey set for a region consists of measurements made at respective true locations . Optimally, the pdf of survey point locations is the prior pdf of mobile terminal location before location measurements are made. In the absence of any other information, a uniform density function over , the known region of mobile terminal residence, is used, as this is the prior density with the highest relative entropy [13] . The propagation survey data can be obtained from field measurements or generated using computer ray-tracing propagation models.
In general nonparametric estimation, the kernel function for survey point is a function of the location of the survey point and the measurement at that survey point . A simple estimator with good performance is created if this kernel function is the product of separate kernel functions for the location and measurement [30] . This results in an approximate density function that is very simple to manipulate. We will designate the kernel functions for the measurements as and kernel function for the locations as . The joint pdf of locations and measurements is approximated as a sum of the product of the kernel functions for each survey measurement [31] (12) The constant is the length of the measurement vector for ToA location and for TDoA location. The smoothing constants and determine the width of each of the kernel functions. For simplicity, one usually chooses kernel functions that are multivariate probability density functions with zero mean [30] .
If we substitute the estimated probability density from (12) into the MMSE equation (10) and perform the integrations, the resulting estimated location is a weighted averaged of the survey point positions with the weights being determined by the measurement data (the full details of the derivation of the weighted average estimator are provided in [31] as follows: (13) where (14) Using the survey data, it is possible to create a nonparametric version of the MAP estimator. Assuming that the noise probability density function has zero mean and decreases monotonically for noise values farther from the mean, the nonparametric MAP estimator is given by (15) where specifies the Euclidean distance. This approximate estimator approaches the true MAP estimator as . The performance of the nonparametric location estimators is dependent on 1) selection of , 2) the value of the smoothing constant for the measurement vectors and the number of survey points , and 3) the distribution of survey point locations. Each of these will be discussed in order below.
The kernel functions used in this paper are listed in Table I . The matrix used in the Parzen Gaussian kernel is the covariance matrix defined in (6) . These kernel functions are selected because of good performance when applied to estimation in similar problem domains [30] , [31] .
Selecting optimal values for and is a difficult task, made more difficult since the optimal value of each is dependent on the value of the other. Larger values of result in each survey point having a larger region of influence in the sample space for the estimated density. Small values of mean that the influence region of each survey point is small with the estimated density function becoming a sum of delta functions as . The optimal values of and for each kernel are a function of the actual density function being estimated and are thus unknown for any given estimation problem. It is, however, known that using values of and that have the correct order of magnitude allows one to obtain results almost as good as using those obtained using the optimal value in many cases [30] .
An examination of the kernel functions in Table I and (12) reveals that has some relation to the standard deviation of the measurement noise. For example, when the Parzen window Gaussian kernel from Table I is used, goes in the place where the standard deviation appears in the Gaussian density function. Therefore, it appears that is of the same order of magnitude as the standard deviation of the measurement noise. In Section V, the relative insensitivity of the estimation technique to variations in the value of will be shown. The number of survey points is a critical factor on the performance of the system. The mean distance error , where ( , ) is the location of the mobile terminal and ( , ) is the estimated location of the mobile terminal, can be viewed as a distance. Survey points that are separated by a distance less than the mean distance error cannot be reliably differentiated by a location estimator. If the survey set does not have measurement noise, then survey points that are separated by a distance less than the mean distance error add redundant information to the survey set.
This suggests that a heuristic for the number of survey points needed within a region is to divide the area of by times the squared mean distance error. This assigns each survey point an area equal to the area of a disc with a radius equal to the mean distance error. Unfortunately, the mean distance error is not known for a given location scenario. A solution to this dilemma is to replace the mean distance error in the formula for with a lower bound on the root-mean-squared error (RMSE)
, which can be calculated. This gives an estimate for the value of for the optimal value of . Since other values of will result in higher RMSE and thus need fewer survey points, use of the lower bound on RMSE gives an approximate upper bound on . The lower bound on the RMSE can be calculated using the Weinstein-Weiss lower bound described in the Appendix. This bound takes into consideration both the prior pdf of location and the effects of NLOS propagation.
We will now consider the effect of measurement noise on the required number of survey points. Measurement noise in the survey set measurements means that the survey set has imperfect knowledge of the propagation environment. Increasing will reduce the effect of measurement noise in the survey data on estimation error as the effect of measurement noise is averaged out. Using the Weak Law of Large Numbers [34] , it can be shown that as , the survey set gives perfect information about the mean value of the measurement vector at all points in the region . Fortunately, our simulation results in Section V show that generally only needs to be increased by a factor of one to four to reduce the effect of survey set measurement noise to acceptable levels.
The prior pdf of contains information from the handoff algorithm, as mentioned in the Introduction, and the selection of base stations whose measurements are used to locate the mobile terminal. In terms of nonparametric estimation, the prior pdf of location is equivalent to the problem of choosing the subset of all collected survey points that will be used to locate a given mobile terminal. We will first address the problem of base-station selection and then discuss how the result of this selection is used for survey point selection.
Which base stations are selected to estimate a mobile terminal's position can affect the accuracy of the results. This so-called geometric dilution of precision (GDOP) refers to the ratio of root mean square position error to root mean square ranging error [35] . The GDOP ratio is dependent on the relative position of the mobile terminal to the base stations. The GDOP describes the phenomena of high location estimation error when the mobile terminal is within certain regions [36] .
The problem is worse for TDoA estimation than for ToA location estimation. The root cause of this is that the propagation time difference measurements used in TDoA location estimation contain less information than the time measurements used in ToA location estimation.
The use of MMSE-based estimation techniques reduces the GDOP problem. Knowledge of the prior pdf of allows possible ambiguous location estimates to be removed from consideration.
Optimally, one would like to select base stations that surround the mobile terminal. That is, if a polygon is formed by drawing lines connecting the base stations' positions without crossing, then the mobile terminal position should be located in the polygon's interior. If the mobile terminal is located outside of this polygon, then GDOP effects can increase the estimation error. This phenomenon is described in [35] and [36] .
Using the prior information about mobile terminal position from handoff data, it is possible to reduce bad base-station selection by using the prior location information to make sure that the base stations selected describe a polygon that encloses as much of the known region of residence as possible. Reduction of GDOP is not the only consideration for base-station selection. Due to restrictions on maximum transmission power and interference that a base station is allowed to generate in surrounding cells, the maximum distance between a base station and mobile terminal that it can communicate with is limited. Therefore, the number of base stations that can possibly make measurements to locate a given mobile terminal is limited. Furthermore, the information that can be used to make the base station selection is also restricted.
Others [9] have assumed that the closest base stations are used, but such a policy provides the estimator with information that would not be available in the field. If a network has perfect knowledge of which base stations are closest to a mobile terminal and knowledge of all base-station positions, regions can be deterministically removed from . In other words, if we know that one base station is selected while a second base station is not, all survey points in closer to the second base station than the first base station can be excluded from the position estimation calculation.
In actual cellular networks, each serving base station has a handoff set consisting of all of its neighboring base stations. We will assume that a mobile terminal is served by the base station with the lowest distance measurement. The base-station selection method used in this paper is to use the currently serving base station plus the 1 base stations out of the handoff set with the lowest distance measurements to locate the mobile terminal for a total of base-station measurements. This method has the advantage that only information available to the mobile terminal is required to make the base-station selection. Additionally, by restricting base-station selections to only surrounding cells, the probability that the mobile terminal will be surrounded by the base stations is high, reducing GDOP effects.
The system does not have perfect knowledge of mobile terminal cell residency. For this reason, we use survey points in the cell of the serving base station plus some survey points from adjacent cells to locate the mobile terminal. For the simulations reported later in this paper, the survey points used to locate the mobile terminal are all survey points within a distance of 1.25 cell radii from the base station with the smallest propagation distance measurement. The optimum distance into other cells that the survey set should extend is a function of the measurement noise. If the measurement noise is high, the mobile is more likely to be in a cell adjacent to the cell of the serving base station so more survey points from adjacent cells are required. The values of 1.25 was selected, as it gave reasonable performance at relatively low additional cost for a wide range of value for .
It is possible with the measurement-based base-station selection method to calculate a revised location pdf , where the density function value at a point is proportional to the probability that the selected base stations will have the lowest measured distance if the mobile terminal is located at that point. Unfortunately, this function's value cannot be calculated within the real-time constraints of a mobile terminal location system. The survey points in which the base stations selected for location measurements by the mobile terminal location process have the lowest surveyed distance measurements can be used to create an approximate prior probability density function for the mobile terminal location. For our nonparametric kernel-based estimators, this prior function can be included by only using the survey points in our calculation that are likely to have high calculated values from the prior location probability density function. The survey point selection process is to only include survey points in which the set of base stations with the lowest measured propagation distances includes the base stations that were selected by the location process. Only these survey points are used in the calculation of (13) and (14) . The optimal value of is dependent on the cell layout, with being higher for cases where more cells border each other. For cases where six cells border the current cell, the standard hexagonal cell case, or where four cells border the current cell, an urban grid of cells, a value for of one or two gives good results. This gives an estimation algorithm with lower computational cost, where only survey points satisfying the selection conditions are used instead of all points in the survey set.
IV. SIMULATION DESCRIPTION
The estimators are evaluated for location accuracy when the mobile terminal is located outdoors in urban microcells, since this is the region of greatest interest to cellular network providers. No good model exists for propagation delay measurements for indoor locations. It can be assumed that indoor locations will have mostly NLOS propagation and incur large path-loss penalties from having to penetrate building windows and/or walls [37] . These attributes can be used to differentiate indoor and outdoor measurement vectors, so if indoor survey points were added to the survey set, it would not reduce the location accuracy.
A square microcell with sides of length 300 m was used to evaluate the estimator accuracy. The geometry of the base-station configuration for a single cell is shown in Fig. 1 . The hatched regions represent buildings. This configuration was used since it has been used to evaluate other mobile terminal location schemes [9] . The central cell and the two rings of cells around it are included in the simulations. The mobile terminal location is sampled from a uniform distribution over the central cell's street locations. This is the worst case when there is no prior information about mobile terminal location other than cell residence and the mobile terminal is located outdoors since the entropy of the mobile location distribution is maximized.
When the LOS path between a base station and mobile terminal is unobstructed, the propagation distance is simply the Euclidean distance between the mobile terminal and base station. For NLOS propagation, the radio signal is assumed to diffract around the corners of buildings. The propagation path is thus the distance from the base station to the corner plus the distance from the corner to the mobile terminal. This propagation distance is , as shown in Fig. 1 . Measurement noise is modeled as the sum of two independent noise sources. The first source is a zero-mean Gaussian random vector with a covariance matrix of times an identity matrix representing the error in the synchronization in the mobile terminal's receiver [38] . The second noise source represents small scatterers such as people, vehicles, and foliage. The value of this delay is the smallest value of 20 independent draws from a uniform distribution from 0-720 m. This matches the lowest excess propagation delay when the channel is modeled using the "urban" propagation model from [39] . The measurement noise for each of the base station's measured propagation distance vector defined in (2) is independently and identically distributed for all base stations. The measurement noise is also independent from generation of the survey set to generation of the measurement vectors.
Measurements from three base stations are used to locate the mobile terminal,
. The method described in the previous section is used to select the measuring base stations from a set of possible base stations consisting of the base station with the lowest distance measurements and its eight closest neighbors. For TDoA measurement data, the base station with the lowest distance measurement is the reference base station. Only those survey points where the three selected measuring base stations are in the set of the five base stations with the lowest measurements are used to locate the mobile terminal. This is the survey point selection algorithm with described in the preceding section.
The figure of merit used to judge performance is the RMSE defined as the square root of the sum of the mean squared error for each of the estimated coordinate values.
The objective of the simulations is to evaluate the performance of the nonparametric kernel-based estimators and show that these estimators are robust to variations of the parameters of the kernel functions and the environment.
The first set of simulations was performed with 100 survey points, . The survey points are uniformly distributed over street locations so that there are survey points within a distance of 1.25 cell radii of each base station. A uniform density is used since this is the density with the highest relative entropy representing the prior probability density function with the least amount of information. The value of was varied to see how robust the estimators are to variations of this parameter.
The second set of simulations was performed to show the robustness of the kernel estimators to different sizes of the survey set. The number of survey points was varied from ten to 100, and the RMSE of the different estimators was recorded.
The third set of simulations was performed to measure the performance at different levels of measurement noise. The standard deviation of the Gaussian measurement noise is varied from 15 to 50 m and the RMSE recorded. The simulations are performed with random survey point locations and survey point locations arranged in a regular deterministic pattern to see if the latter will alter performance. For the deterministic pattern, the survey points are placed in two perpendicular lines down the center of the vertical and horizontal streets with regular spacing. A lower bound on the RMSE for location estimation error was also calculated to see how close the estimator comes to optimal performance.
The Weinstein-Weiss lower bound was used to bound the estimator's performance. It gives a lower bound on the MSE of a parametric estimator [40] when the prior distribution of the parameter to be estimated is known. The true prior probability density function for the mobile terminal location given the set of base stations selected for measurements in the simulations is, as described above, a function of the base-station selection algorithm and is difficult to derive. We use a prior probability density function that is more informative than the true prior density in the Weinstein-Weiss lower bound calculation. The extra information in this prior ensures that the lower bound calculated is lower than the lower bound calculated using the true prior density. Thus, the RMSE lower bound calculated is guaranteed to be lower than the RMSE from the simulations allowing for valid comparisons. The true propagation distances used in the Weinstein-Weiss calculations take into account NLOS effects from the buildings. The propagation distance for a given base station and the mobile terminal is the true distance between them when the propagation is LOS and is equal to , as shown in Fig. 1 when the propagation is NLOS. Only the Gaussian measurement noise is considered in the Weinstein-Weiss bound calculations. No estimator can have lower RMSE than the value the lower bound indicates. The RMSE of the simulated estimators relative to the lower bound indicates how well the estimators make use of the measurement and prior information. The computation of the bound is described in the Appendix.
V. RESULTS
The robustness of the nonparametric estimators to variations of the smoothing parameter is demonstrated in the first set of simulations. The standard deviation of the measurement noise was 15 m, and 100 survey points were generated ( , ). The plot of RMSE versus value for the ToA estimator is shown in Fig. 2 . The results for the TDoA estimator are shown in Fig. 3 . The optimal values of are shown in Table II . The ToA estimators gave better performance than the TDoA estimators. For all estimators and kernel functions, the impact of using values of greater than the optimum value was less than that of using values of less than the optimum value. The results show that the value of only needs to be within the same order of magnitude as the optimum value for good results. For the following simulations, the optimum value of is used for each kernel estimator.
The second set of simulations shows the results for variations of the number of survey points. The results for different values of are shown in Fig. 4 for the ToA estimator and Fig. 5 for the TDoA estimator. Once the survey set reaches a certain size, new survey points are adding mostly redundant information. This point appears to be around for both the ToA and TDoA estimators. The decision of how many survey points are needed is a function of the cost of taking the survey measurements and how much accuracy is desired. However, the designer should remember that there is a limit to MSE accuracy determined by the measurement noise. This limit is discussed in the Appendix. Using the heuristic for calculating described in Section III, with lower bound on the MSE for m and ToA location (see Fig. 6 ) calculated using the Weinstein-Weiss bound of 100 m and a street area in each cell of m , we get an estimate of points in a cell. The ToA estimators perform slightly better than the TDoA estimators. The reason for this is the information reduction of TDoA with respect to ToA estimators. For all of the following simulation results, . The third set of simulations measured the performance of the estimators as the standard deviation of the Gaussian component of the measurement noise was varied. The results for ToA Fig. 7 for ToA estimators and Fig. 9 for TDoA estimators. A comparison of these results with the results for random positions of survey points shows that the accuracy of kernel estimators is not greatly affected by variations of survey point placement. For both deterministic and random survey point locations, the estimators are robust to variations of the intensity of measurement noise. The estimators perform slightly better when the survey points are in the regular deterministic pattern than with random placements, but the improvement in accuracy was only a few meters. This indicates that regularly spaced survey points, such as those likely to be collected by an automatic propagation survey method, will result in good performance for mobile terminal location.
The last set of simulations compares the accuracy of the kernel estimators against the accuracy of nonparametric MAP estimators and parametric MLE estimators. The results are graphed on Fig. 10 for a range of measurement noise variances. The parametric MLE estimators assume LOS propagation models, and the estimates are calculated using iterative solving techniques [9] , [17] . The parametric estimators assume a Gaussian noise model and are given perfect knowledge of the noise variance. The ToA estimators perform better than the TDoA estimators, with the nonparametric kernel estimators giving the best performance. The nonparametric MAP estimators give the next best set of performance figures, with the parametric estimators giving the worst performance.
The Weinstein-Weiss bounds show that the nonparametric estimators give results within an order of magnitude of the best possible values. The ToA estimators perform better than the TDoA estimators. Since the Weinstein-Weiss bounds are calculated for an estimator with a more informative prior probability density function for the location than the simulated estimators and without the additional small scatterer noise, the results show that the nonparametric estimators give very attractive performance values.
A seemingly plausible argument could be made that the poor performance of the MLE estimators is a result of assuming the LOS propagation model. Indeed, the performance of the MLE estimators can be improved if the estimators have greater knowledge of the propagation model. If an accurate parametric model of the propagation environment exists, then the optimal estimator is the MMSE estimator, not the improved MLE estimator. However, usually a parametric model does not exist, so the nonparametric techniques described in this paper are proposed.
VI. CONCLUSION
This paper has introduced the use of nonparametric kernelbased estimators for location of mobile terminals in wireless networks using measurements of propagation delays. It has been demonstrated that these estimators perform better than the previously used parametric MLE estimators for the case of a simulated microcell environment with NLOS radio propagation. These estimators were shown to give excellent results at several different levels of measurement noise. Methods for calculating good values for parameters of the kernel functions were demonstrated, as well as the robustness of the estimators when the values of the parameters vary from the optimal points.
The performance of ToA and TDoA location estimators is very close, with the ToA consistently outperforming TDoA. This result is not surprising, given that TDoA measurements can be derived from ToA but not vice versa, indicating that ToA measurements contain more information than TDoA measurements. The nonparametric estimators are compared with a Weinstein-Weiss lower bound on estimator performance. This comparison shows that the ToA and TDoA estimators have accuracy comparable to the lower bound and are thus fairly efficient.
APPENDIX WEINSTEIN-WEISS LOWER BOUND ON MSE FOR LOCATION ESTIMATES
It is desirable when estimating a parameter to have a lower bound on the estimation error. This allows the estimation designer to judge the performance of their estimator. A popular lower bound in location estimation is the Cramer-Rao lower bound [11] , [41] . (It should be noted that [42] derives a bound that is equivalent to the Cramer-Rao bound.) These bounds are local bounds: they give bounds on the estimation error for when is a fixed known value.
There are two problems with existing lower bounds. First, the derived bounds also assume that the estimator is locally unbiased, that is, for all . It has been shown that any MMSE estimator is biased [43] , and the GDOP can cause large bias in location estimation with MLE estimators [35] . Second, the bounds do not take into account the known prior probability density functions for .
There is an extension of the Cramer-Rao lower bound-the Bayesian Cramer-Rao lower bound, described in [43] -which incorporates the prior probability density for with the Cramer-Rao bound to calculate a bound on the MSE. This bound does require that the estimator be locally unbiased. One of the conditions for the Bayesian Cramer-Rao bound to be valid for location estimation is that , , , , , and be absolutely integrable with respect to , , and [43] . Unfortunately, the points of transition between LOS and NLOS propagation create discontinuities in the joint probability density function that cause this condition to be violated, making the Bayesian Cramer-Rao lower bound invalid for this application.
We propose the use of the Weinstein-Weiss bound on MSE, which does not have the stringent requirements of the Bayesian Cramer-Rao lower bound and also takes into account the prior known probability density function of [40] . We define a function as (16) It has been demonstrated that for any vector function (17) with being the 2 2 matrix with elements given by (18) and (19) as shown at the bottom of the page for any vectors ( , ) and scalars ( , ). The tightest Weinstein-Weiss lower bound is achieved by calculating the values of , , , and that maximize the right-hand side of (17) , although this is a difficult and computationally expensive task. A good bound can be found with and
The elements of can be rewritten as
A tight bound can be found by determining the value that maximizes (17) with the other variables set as above. The limit of this case for is identical to the Bayesian Cramer-Rao lower bound [43] .
To simplify the following derivations, we will denote the Mahalanobis quadratic distance function [44] as . We will denote the expected value of the measurement vector when the mobile terminal is at location as . The difference between the measurement vector and the expected value of the measurement vector for location will be denoted .
A. TDoA Lower Bound
The bounds for location will consider only the Gaussian measurement noise, not the additional scatterer measurement noise.
This does not invalidate the bounds, as the additional noise can only make the location errors increase. The conditional density of TDoA measurements given location is (23) With a little manipulation, it can be shown that (24) Expanding the conditional density functions gives (25) Using the standard practice when working with Gaussian probability density functions of completing squares, we obtain (26) By noting that the integration with respect to is an integration of a probability density function and is thus unity, we obtain (27) where (28) The expression in (27) is a 2-D integral no matter what the length of the measurement vector and can be computed using numerical quadrature techniques. The values for (21) can then be calculated and substituted into (17) to calculate a lower bound. 
B. ToA Lower Bound
The derivation is identical to the TDoA estimator case. The function value is given by (29) Using these values, a bound can be easily calculated using (17) .
