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A DUALITY APPROACH TO ERROR ESTIMATION FOR
VARIATIONAL INEQUALITIES ∗
Z. ZHANG , E. BADER , AND K. VEROY†
Abstract. Motivated by problems in contact mechanics, we propose a duality approach for
computing approximations and associated a posteriori error bounds to solutions of variational in-
equalities of the first kind. The proposed approach improves upon existing methods introduced in
the context of the reduced basis method in two ways. First, it provides sharp a posteriori error
bounds which mimic the rate of convergence of the RB approximation. Second, it enables a full
offline-online computational decomposition in which the online cost is completely independent of the
dimension of the original (high-dimensional) problem. Numerical results comparing the performance
of the proposed and existing approaches illustrate the superiority of the duality approach in cases
where the dimension of the full problem is high.
Key words. model order reduction, reduced basis method, variational inequalities, slack vari-
able, offline-online decomposition, a posteriori error estimation, obstacle problem, contact
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1. Introduction. We present an efficient model order reduction method for
parametrized elliptic variational inequalities of the first kind. Motivated by numerous
engineering applications that involve contact between elastic bodies, we develop a
primal-dual reduced basis (RB) approach to constructing online-inexpensive yet cer-
tified reduced order models. Such models find application in the real-time or many
query context of PDE-constrained optimisation, control, or parameter estimation.
The use of the certified RB approach for variational inequalities (VIs) has been
explored in [16] for elliptic problems, and in [5], [9], and [11], for parabolic prob-
lems. However, we foresee that two aspects of the approach presented in [16] (upon
which [5], [9], and [11] are based) will likely cause difficulties when considering high-
dimensional problems in contact mechanics. In particular, the approach in [16] (i)
provides only a partial offline/online decomposition, i.e., the online cost to compute
the a posteriori error bounds depends on the dimension of the finite element solution;
and (ii) the convergence rate of the a posteriori error bounds does not mimic the
actual convergence rate of the approximation.
In this work, we develop a certified RB method that provides sharper and inex-
pensive a posteriori error bounds. In particular, our primal-dual approach not only (i)
provides sharp error bounds that mimic the convergence rate of the RB approxima-
tion, but also (ii) does so at an online cost that is independent of the high dimension
of the original problem. We illustrate these claims using two model problems.
The paper is organized as follows. In Sec. 2 we present different abstract formu-
lations of our problem and state known theoretical results regarding existence and
uniqueness of solutions. In Sec. 3 we summarise the approximation and a posteriori
error estimation approach presented in [16]; in this paper we shall refer to this as the
primal-only approach. In Sec. 4 we present our proposed primal-dual approach, in
which an additional problem expressed in terms of the slack variable is introduced.
To emphasize the generality of the approach, as well as for purposes of clarity, we
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delay until Sec. 5 the introduction of the parametrized problem and the application
of the above-mentioned approaches to the RB method. The model problems and
corresponding numerical results are then presented in Sec. 6.
2. Problem Statement. We consider several different formulations of our prob-
lem: a minimization statement, a general (standard) variational inequality, a mixed
formulation, and a mixed complementarity problem. Since, in practice, we typically
consider finite dimensional approximations, we shall also present the corresponding
algebraic formulation.
2.1. Preliminaries. Let V and Q ⊂ L2(Ω) be two separable Hilbert spaces,
with inner products (·, ·)V , (·, ·)Q, and associated norms ‖ · ‖V =
√
(·, ·)V , ‖ · ‖Q =√
(·, ·)Q, respectively. Here, Ω ⊂ R
d, d = 1, 2, 3, is a bounded Lipschitz domain. The
corresponding dual spaces are denoted by V ′ and Q′; we further denote a general
duality pairing as 〈·, ·〉.
Let a(·, ·) : V×V → R be a continuous, coercive bilinear form, and let A : V → V ′
be the induced linear map, 〈Av,w〉 = a(v, w), ∀ v, w ∈ V . Note that a(·, ·) is not
necessarily symmetric. We then define the continuity and coercivity constants as
γ ≡ sup
w∈V
sup
v∈V
〈Aw, v〉
‖w‖V‖v‖V
<∞, α ≡ inf
v∈V
〈Av, v〉
‖v‖2V
> 0. (2.1)
We further introduce a linear functional f ∈ V ′.
2.2. Variational Inequality. The study of variational inequalities has its ori-
gins in [7]. We consider here VIs of the first kind, i.e., VIs that are posed on convex
subsets. We thus let K be a non-empty closed convex subset of V and state the
abstract form of a VI of the first kind.
Problem A1. Find u ∈ K such that
〈Au, v − u〉 ≥ 〈f, v − u〉, ∀ v ∈ K. (2.2)
In cases in which the bilinear form a(·, ·) is symmetric, the variational inequality (2.2)
is equivalent to the constrained minimization problem
u = argmin
v∈K
1
2
〈Av, v〉 − 〈f, v〉.
For more details on the equivalence of the two formulations in the symmetric case, we
refer the reader to [15]. We now (re-)state a well-known result on the existence and
uniqueness of a solution to A1.
Theorem 2.1. [Lions & Stampacchia, 1967] Let A : V → V ′ satisfy (2.1)
and let K be a non-empty closed convex set of V. There exists a unique solution of
Problem A1. Furthermore, the map f → u (generally nonlinear) is continuous from
V ′ into V,
Proof. We refer the reader to [20] for the proof.
2.3. Mixed Formulation. We now introduce a proper positive cone M of the
space Q and a corresponding positive cone M′ in the dual space Q′ defined as
M := { q ∈ Q | q ≥ 0 a.e. in Ω }, (2.3a)
M′ := { ζ ∈ Q′ | 〈ζ, q〉 ≥ 0, ∀ q ∈M }. (2.3b)
For more details on the above concepts, we refer the reader to [10] and [15].
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We also assume that the convex set K is given by
K := {v ∈ V | 〈Bv, q〉 ≤ 〈g, q〉, ∀ q ∈ M} , (2.4)
where B : V → Q′ is the induced linear map of a continuous bilinear form b(·, ·) :
V ×Q → R, 〈Bv, q〉 = b(v, q), ∀ v ∈ V , q ∈ Q; and g is a bounded linear functional,
g ∈ Q′. In Sec. 4, we shall also assume that B is bijective, so that B−1 is well-defined.
We now consider the following mixed formulation of our variational inequality:
Problem A2. Find (u, λ) ∈ V ×M such that
〈Au, v〉+ 〈Bv, λ〉 = 〈f, v〉, ∀ v ∈ V (2.5a)
〈Bu, q − λ〉 ≤ 〈g, q − λ〉, ∀ q ∈ M (2.5b)
We then summarise some results on the existence, uniqueness, and boundedness of
the solution to A2.
Theorem 2.2. Let A : V → V ′ satisfy (2.1) and let K be a non-emptyclosed
convex set of V. Suppose further that there exists a constant β0 > 0 such that
β ≡ inf
q∈Q
sup
v∈V
〈Bv, q〉
‖q‖Q‖v‖V
≥ β0 > 0. (2.6)
Then A2 has a unique solution. Furthermore, if (u, λ) solves A2, then u solves A1.
Proof. This statement is essentially a slight modification of Thm. 2.1 of [3] which
states that if such a β0 exists, then (i) problems (2.2) and (2.5) have at most one
solution; (ii) if either problem has a solution, then they both have solutions; and (iii)
if (u, λ) solves A2, then u solves A1. We omit the proof here, and refer the reader
to [3] for details. The result thus directly follows from Theorem 2.1.
2.4. Mixed Complementarity Problem. In the discrete setting, it is well-
known that (2.2) is equivalent to a mixed complementarity problem (see [14] & [19]
or, e.g., [6]). We present here a simple extension of this result to our function space
setting.
We begin by deriving the mixed complementarity problem (also known as the
generalized Karush-Kuhn-Tucker conditions) corresponding to A2:
Problem Ppr. Find (u, λ) ∈ V ×Q such that
〈Au, v〉+ 〈Bv, λ〉 = 〈f, v〉, ∀ v ∈ V (2.7a)
〈g, q〉 − 〈Bu, q〉 ≥ 0, ∀ q ∈ M (2.7b)
λ ≥ 0, (2.7c)
〈g −Bu, λ〉 = 0. (2.7d)
Lemma 2.3. Under the assumptions of Thm. 2.2, there exists a unique solution
(u, λ) ∈ V ×Q to Ppr. Furthermore, the pair (u, λ) solves A2 if and only if it solves
Ppr.
Proof. We first note that if the second statement holds, then the first statement
follows directly from Theorem 2.2. We thus need only to prove the second statement.
Clearly, (2.5a) and (2.7a) are equivalent, and we note from the definition of M that
(2.7c) is true if and only if λ ∈ M. It thus remains to prove that (i) (2.5) implies
(2.7b) and (2.7d), and that (ii) (2.7) implies (2.5b).
To prove (i), we note that taking q = q′+λ in (2.5b) yields (2.7b). Furthermore,
(2.7d) follows from taking q = 2λ and q = 0 in (2.5b). To prove (ii), we subtract
(2.7d) from (2.7b) to obtain (2.5b). This completes the proof.
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Note that in anticipation of the dual problem to be introduced in later sections,
we refer to (2.7) as our primal problem, Ppr.
2.5. Algebraic Problem Statement. Although the problems stated above
may be infinite-dimensional, they may, in fact, also represent a “truth” approxima-
tion — a finite-dimensional, high-fidelity approximation to the infinite-dimensional
problem.
We assume that V (respectively, Q) is finite-dimensional with dimension NV (NQ)
and can be represented in terms of basis functions Φi (Ψj):
V = span{Φi, 1 ≤ i ≤ NV}, Q = span{Ψj, 1 ≤ j ≤ NQ}. (2.8)
We further assume that some non-negative basis functions Ψj are chosen such that
the convex cone M⊂ Q is given by:
M = span+{Ψj} = {q ∈ Q | q =
NQ∑
j=1
q
j
Ψj and q ∈ R
NQ
+ },
where R+ := {c ∈ R | c ≥ 0}. Here, the single underline signifies a vector of coefficients
corresponding to the appropriate basis in (2.8). We then let u ∈ RNV and λ ∈ RNQ+
be the vector of coefficients of u and λ:
u =
NV∑
i=1
uiΦi, λ =
NQ∑
j=1
λjΨj .
The coefficients (u, λ) are then obtained by solving
Problem Ppr. Find (u, λ) ∈ RNV × RNQ
Au+B λ = f (2.9a)
g −B u ≥ 0 (2.9b)
λ ≥ 0 (2.9c)
(g −B u)Tλ = 0, (2.9d)
where Aij = 〈AΦj ,Φi〉, Bkj = 〈BΦj ,Ψk〉, f i = 〈f,Φi〉, and gk = 〈g,Ψk〉 for 1 ≤
i, j ≤ NV , and 1 ≤ k ≤ NQ.
We now consider approximations to the “truth”, as well as methods for a posteri-
ori estimation of the error with respect to the “truth”. We consider two approaches:
a primal-only approach in Sec. 3, and a duality approach in Sec. 4.
3. Approximation and Error Estimation: A Primal-Only Approach.
The approach described in this section was first introduced in [16] in the context of
the reduced basis method for elliptic VIs and subsequently applied to parabolic VIs
in [5], [9], and [11]. Since we shall require key elements of this earlier work in our
proposed approach in Sec. 4, we summarise here the main aspects of the methods
in [16]. To emphasize the generality of our proposed approach and also for the sake
of clarity, we postpone the introduction of parameters to Sec. 5.
3.1. Approximation. Following [16], we let the approximation spaces Vn ⊂ V
and Qn ⊂ Q be given by
Vn = span{ϕi ∈ V , 1 ≤ i ≤ nV}, Qn = span{ψj ∈M, 1 ≤ j ≤ nQ}, (3.1)
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where the basis functions ϕi, ψj are assumed to be linearly independent. We further
let Mn ⊂ Qn be the closed convex cone
Mn = {q ∈ Qn | q =
nQ∑
j=1
q
j
ψj and q ∈ R
nQ
+ },
and define
Kn := {vn ∈ Vn | 〈Bvn, qn〉 ≤ 〈g, qn〉, ∀ qn ∈Mn} . (3.2)
Note that in general, Kn 6⊂ K since the inequality in (3.1) holds only in Mn, not M.
We now consider the following approximation to Problem Ppr.
Problem Pprn . Find (u
pr
n , λ
pr
n ) ∈ Vn ×Qn such that
〈Auprn , vn〉+ 〈Bvn, λ
pr
n 〉 = 〈f, vn〉, ∀ vn ∈ Vn (3.3a)
〈g, qn〉 − 〈Bu
pr
n , qn〉 ≥ 0, ∀ qn ∈Mn (3.3b)
λprn ≥ 0, (3.3c)
〈g −Buprn , λ
pr
n 〉 = 0. (3.3d)
Corollary 3.1. Suppose there exists a constant β0 > 0 such that
βn ≡ inf
qn∈Qn
sup
vn∈Vn
b(vn, qn)
‖qn‖Q‖vn‖Vn
≥ β0 > 0, (3.4)
for n ∈ N. Then there exists a unique solution (un, λn) to Pprn .
Proof. The result directly follows from Thm. 2.2; see also [16].
As in Sec. 2, we now derive the algebraic equations corresponding to Pprn . Follow-
ing the notation in Sec. 2.5, we denote by ϕi ∈ RNV and ψj ∈ RNQ the coefficients
of ϕi and ψj corresponding to the “truth” bases in (2.8). Furthermore, we shall from
here on use a double underline to signify a vector of coefficients corresponding to the
approximation bases in (3.1). In particular, any vn ∈ Vn can then be written as
vn =
nV∑
i=1
vn,iϕi =
nV∑
i=1
vn,i
(
NV∑
j=1
ϕi,jΦj
)
. (3.5)
We note from (3.5) that we can express vn in terms of vn as vn =
∑nV
i=1 vn,iϕi. We
can now readily derive the algebraic formulation of Pprn .
Problem Pprn . Find (u
pr
n
, λpr
n
) ∈ RnV × RnQ such that
An u
pr
n +Bn λ
pr
n =fn (3.6a)
gn −Bn u
pr
n ≥ 0 (3.6b)
λprn ≥ 0 (3.6c)
(gn −Bn u
pr
n )
Tλprn = 0, (3.6d)
where An,ij = ϕ
T
i Aϕj , Bn,kj = ψ
T
kB ϕj , f i = ϕ
T
i f , and gk = ψ
T
k g for i, j = 1, . . . , nV
and j = 1, . . . , nQ.
In this paper, we are concerned with obtaining upper bounds of the error in our
approximation (un, λn) with respect to our truth solution (u, λ). Later we use these
upper bounds in the reduced basis setting, but these error estimates are, in fact, quite
general. To motivate the methods that we propose in Sec. 4, we first review the
relevant results in the literature.
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3.2. A Posteriori Error Estimation. In this section, we summarise results
initially presented in [16] for elliptic variational inequalities and subsequently applied
and extended to parabolic variational inequalities in [11], [9] and [5]. Following [16],
we let re ∈ V ′ and ri ∈ Q′ be given by
re(v) := 〈f, v〉 − 〈Au
pr
n , v〉 − 〈Bv, λ
pr
n 〉, ∀ v ∈ V , (3.7a)
ri(q) := 〈Bu
pr
n , q〉 − 〈g, q〉, ∀ q ∈ Q. (3.7b)
In [16], re(·) and ri(·) are denoted the “equality and inequality residuals”, respectively.
We let ei ∈ Q and e˜i ∈ Q be the Riesz representation of, respectively, the inequality
residual and the “detailed inequality functional”
(ei, q)Q = 〈Bu
pr
n , q〉 − 〈g, q〉 = ri(q), ∀ q ∈ Q, (3.8a)
(e˜i, q)Q = 〈Bu, q〉 − 〈g, q〉, ∀ q ∈ Q. (3.8b)
The development in [16] further requires a projection Π : Q →M that is orthogonal
with respect to a scalar product (·, ·)Π on Q endowed with the induced norm ‖q‖Π :=√
(q, q)Π. The (generally nonlinear) projection Π is then assumed to satisfy
(q −Π(q), η)Q ≤ 0, ∀q ∈ Q, ∀ η ∈M, (3.9a)
Π(e˜i) = 0, (3.9b)
(q, e˜i)Π ≤ 0, ∀ q ∈M. (3.9c)
We refer the reader to [16] for further details on the choice of Π.
We now state the main results of [16]. To motivate the methods that we propose in
Sec. 4 (and to properly analyze the differences between the two methods), we include
the detailed proofs here. To begin, we shall need
Lemma 3.2. The error in the approximation for the KKT multiplier λ can be
bounded in terms of the error in the approximation for the primal variable u:
‖λ− λprn ‖Q ≤
1
β
(
‖re‖V′ + γ‖u− u
pr
n ‖V
)
. (3.10)
Proof. This statement is a direct application of the result (and proof) of Prop.
1.3 (Sec. II.1) in [2]. We thus refer the reader to [2] for more details.
We then derive a posteriori error estimators in
Proposition 3.3. [Haasdonk, Salomon & Wohlmuth, 2012] We define the
residual estimators
δ0 := ‖re‖V′ , δ1 := ‖Π(ei)‖Q, δ2 := (λn,Π(ei))Q (3.11)
and the constants
cˆ1 :=
1
2α
(
δ0 +
γδ1
β
)
, cˆ2 :=
1
α
(
δ0δ1
β
+ δ2
)
. (3.12)
The errors can then be bounded by
‖u− uprn ‖V ≤ ∆ˆ
pr
u := cˆ1 +
√
cˆ21 + cˆ2 (3.13a)
‖λ− λprn ‖Q ≤ ∆ˆ
pr
λ :=
1
β
(
δ0 + γ∆ˆ
pr
u
)
(3.13b)
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Proof. For conciseness, we omit in this proof the superscript “pr.” We thus
emphasize that here, (un, λn) refers to our primal approximation (u
pr
n , λ
pr
n ).
To begin, we note that the result (3.13b) follows directly from Lemma 3.2 and
(3.13a). It thus remains to prove (3.13a). From (2.1), (3.7a), and (3.11), we have
α‖u− un‖
2
V ≤ 〈A(u − un), u− un〉
= re(u − un)− 〈B(u − un), λ− λn〉
≤ δ0‖u− un‖V + 〈Bu, λn − λ〉 − 〈Bun, λn − λ〉. (3.14)
Using (2.5b), (3.7b), (3.3b), (3.8a), (3.9a), and (3.11), we have
〈Bu, λn − λ〉 − 〈Bun, λn − λ〉 ≤ 〈g, λn − λ〉 −
(
〈ri, λn − λ〉+ 〈g, λn − λ〉
)
≤ ri(λ) (3.15a)
≤ (λ, ei −Π(ei))Q + (λ,Π(ei))Q
≤ (λ,Π(ei))Q
= (λ− λn,Π(ei))Q + (λn,Π(ei))Q
≤ δ1‖λ− λn‖Q + δ2. (3.15b)
Substituting into (3.14) and applying (3.10) and (3.12), it follows that
‖u− un‖
2
V − 2cˆ1‖u− un‖V − cˆ2 ≤ 0.
Solving the quadratic inequality then yields (3.13a).
We now make some observations about the a posteriori error bounds derived
above. First, the computational cost to compute ∆ˆpru and ∆ˆ
pr
λ as in [16] relies greatly
on the particular choice of the projection Π and the scalar product (·, ·)Q on Q.
Second, we note that ri(λ) is close to zero presuming that (u
pr
n , λ
pr
n ) is a good ap-
proximation to (u, λ). However, the subsequent steps in the derivation of the error
bounds — in particular the use of the Cauchy-Schwarz inequality in (3.15b) and the
application of (3.10) — cause the resulting error estimators to lose sharpness. The
culprit, as we shall see in the next section, lies in the fact that Kn is not necessarily
in K, i.e., un satisfies (3.3b) but not (2.7b). We shall return to these remarks in
subsequent sections. In the meantime, however, these considerations behoove us to
develop an alternative approach that preserves the near-orthogonality of the terms in
(3.15a) and concurrently reduces the computational cost.
4. Approximation and Error Estimation: A Duality Approach. We now
introduce a dual or auxiliary problem which provides strictly feasible approximations
to our original primal problem. We reiterate that B is assumed to be bijective. Our
point of departure is the algebraic formulation of the standard variational inequality
A1:
Problem A1. Given K :=
{
v ∈ RNV | B v ≤ g
}
, find u ∈ K such that
(v − u)TAu ≥ (v − u)T f, ∀ v ∈ K. (4.1)
If A is symmetric positive-definite, then (4.1) is the optimality condition of the cor-
responding minimization problem
u = argmin
v∈K
1
2
vTAv − vT f. (4.2)
Here, all discrete quantities are defined as in Sec. 2.5.
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4.1. The Dual Problem. We now introduce a dual or slack variable s ∈
M′⊂ Q′ given by
〈s, q〉 = 〈g −Bu, q〉, ∀ q ∈ Q. (4.3)
Since B is bijective, we have u = B−1 (g − s)∈ K. Defining the corresponding finite
element vector s ∈ RNQ+ as
s := g −B u, (4.4)
we can then define our dual problem as:
Problem Pdu. Find s ∈ RNQ+ such that
(ξ − s)T A˜ s ≥ (ξ − s)T f˜ , ∀ ξ ∈ RNQ+ . (4.5)
where A˜ : RNQ → RNQ and f˜ ∈ RNQ are given by
A˜ := B−TAB−1, f˜ := B−TAB−1g −B−T f. (4.6)
If A is symmetric positive-definite, then (4.5) is the optimality condition of the cor-
responding minimization problem
s = arg min
ξ∈R
NQ
+
1
2
ξT A˜ ξ − ξT f˜ . (4.7)
We now show that Ppr and Pdu are equivalent in:
Corollary 4.1. If s and u are related by (4.4), then s is the solution to Pdu if
and only if u is the solution to Ppr.
Proof. We first show that (4.1) implies (4.5). Since B is bijective, for any v ∈ K
there exists a unique ξ ∈ RNQ+ such that
ξ = g −Bv. (4.8)
Noting from (4.4) and (4.8) that u = B−1(g − s) and v = B−1(g − ξ), we have
v − u = B−1(s− ξ). Substituting this into (4.1) then yields
(s− ξ)TB−TAB−1(g − s) ≥ (s− ξ)TB−T f.
The desired result (4.5) then directly follows from (4.1). By a similar technique we
can also readily show that (4.5) implies (4.1). We simply substitute (4.4), (4.1), and
(4.8) into (4.5). Rearrangement of terms then yields (4.1). This completes the proof.
4.2. Dual Approximation. Let the approximation space Sn ⊂ R
NQ
+ be given
in terms of basis functions ζ
i
, 1 ≤ i ≤ nS , by
Sn := span+{ζi ∈ R
NQ
+ , 1 ≤ i ≤ nS} = {σ ∈ R
NQ
+ | σ =
nS∑
i=1
c
i
ζ
i
and c ∈ RnS+ }. (4.9)
Here, we assume that the basis functions are linearly independent (though not neces-
sarily orthogonal). We now consider the following approximation to Problem Pdu:
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Problem Pdun . Find sn ∈ Sn such that
(ξn − sn)
T A˜ sn ≥ (ξn − sn)
T f˜n, ∀ ξn ∈ Sn. (4.10)
If A is symmetric positive-definite, then (4.10) is the optimality condition of the cor-
responding minimization problem
sn = arg min
ξ
n
∈Sn
1
2
ξ
n
T A˜ ξ
n
− ξ
n
T f˜ . (4.11)
Following the notation in Sec. 2.5, we note that sn =
∑nS
i=1 sn,iζi, where sn ∈ R
nQ
+ is
the solution of
Problem Pdun . Find (sn, λ
du
n
) ∈ RnS × RnS such that
A˜n sn + λ
du
n
= f˜n (4.12a)
s
n
≥ 0 (4.12b)
λdun ≥ 0 (4.12c)
sT
n
λdun = 0, (4.12d)
where A˜n,ij = ζ
T
i A˜ ζj, and f˜ i = ζ
T
i f˜ , for i, j = 1, . . . , nnS .
We now briefly remark on the properties of our dual problem and its approxi-
mation. First, we note from our assumptions on A, B, and ζ
i
, that A˜ and A˜n are
positive-definite and bounded. Therefore, the existence, uniqueness, and boundedness
of the solutions to Pdu and Pdun follows directly from Thm. 2.1.
Second, we remark on a fundamental difference between our primal problem Pprn
(defined in Sec. 3.1) and our dual problem Pdun defined above. We note that P
pr
n is
obtained through an optimize-then-discretize approach: we optimize A1 to obtain A2
and Ppr, and then discretize to obtain Ppr. We subsequently introduce an approxi-
mation to Ppr, thus obtaining an approximation λprn to the KKT multiplier λ.
On the other hand, Pdun is derived using a discretize-then-optimize approach: we
discretize A1 to obtain A1, re-write the problem in terms of the slack variable to
obtain Pdu, then optimize to obtain Pdu. An “algebraic” approximation is subse-
quently applied to Pdu to obtain Pdun . Note that the KKT multiplier λ
du
n serves only
to enforce the constraint sn ≥ 0. In other words, λdun are not coefficients of corre-
sponding basis functions for the exact KKT multiplier λ, and Pdun does not provide a
direct approximation to λ.
What then is the purpose of the dual problem? Given sn, we let sn ∈ M
′ be
given by sn =
∑NV
i=1 sn,i(g −BΦi), and further define a new approximation, u
du
n to u
given by udun =
∑NV
i=1 u
du
n,iΦi, and
udun := B
−1
(
g − sn
)
. (4.13)
The purpose of this dual approximation can be better understood by considering
Corollary 4.2. For any σ ∈ M′, the function uσ ∈ V given by
uσ := B−1(g − σ) (4.14)
is in K. That is, it satisfies
〈g −Buσ, q〉 ≥ 0, ∀ q ∈M. (4.15)
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Proof. From (4.14), we have σ = g −Buσ. Eqn. (4.15) therefore directly follows
from the definition of M′ in (2.3b).
We recall that the primal approximation uprn ∈ Kn does not necessarily satisfy (4.15)
(i.e., in general Kn 6⊂ K). This led to difficulties in Sec. 3 in the derivation of a
posteriori error estimates, causing a loss of sharpness as well as necessitating the in-
troduction of the nonlinear projection Π and the use of the Cauchy-Schwarz inequality
in (3.15b). On the other hand, the dual approximation (4.13) provides strictly feasi-
ble approximations udun to u by virtue of Corollary 4.2. As we shall see in the next
section, this fact greatly simplifies the development of a posteriori error bounds.
4.3. Error Estimation via Duality. We begin by defining the residual
r(v) := 〈f, v〉 − 〈Audun , v〉 − 〈Bv, λ
pr
n 〉, v ∈ V . (4.16)
where udun is defined as in the previous section and λ
pr
n is the solution to P
pr
n . We
then derive error bounds for our primal-dual approximation (udun , λ
pr
n ) in
Proposition 4.3. Let
d˜1 :=
‖r‖V′
2α
d˜2 :=
〈sn, λprn 〉
α
. (4.17)
The errors can then be bounded by
‖u− udun ‖V ≤ ∆˜
pr,du
u := d˜1 +
√
d˜22 + d˜2 (4.18a)
‖λ− λprn ‖Q ≤ ∆˜
pr,du
λ :=
1
β
(
‖r‖V′ + γ∆˜
pr,du
u
)
(4.18b)
Proof. We shall again omit the superscripts “pr” and “du” in this proof. We
thus emphasize that here, (un, λn) refers to our primal-dual approximation (u
du
n , λ
pr
n ).
From (4.12), (2.7a), (2.1) we then have
α‖u− un‖
2
V ≤ r(u − un)− 〈B(u − un), λ− λn〉. (4.19)
We then note from (2.7d) and (4.15) that 〈B(u−un), λ〉 = 〈g−Bun, λ〉 ≥ 0, and that
〈B(u − un), λn〉 ≤ 〈g, λn〉 − 〈g − sn, λn〉 = 〈sn, λn〉. It thus follows that
α‖u− un‖
2
V ≤ ‖r‖V′‖u− un‖V + 〈sn, λn〉. (4.20)
Using (4.17) and solving the quadratic inequality (4.20), we obtain (4.18a). The
remaining result (4.18b) follows directly from Lemma 3.2 and (4.18a).
5. Application to the Reduced Basis Method. As indicated in the intro-
duction, we now apply the techniques in Sections 3 and 4 to the reduced basis method.
The RB method is a model order reduction technique intended for use in real-time
optimisation, control, or characterisation of systems governed by parametrized partial
differential equations. The RB method constructs inexpensive yet certified surrogates
for the exact (i.e., “truth”) solution by focusing on the solution manifold induced by
the parametrized PDE. Rigorous a posteriori error bounds are then derived based on
relaxations of the error-residual equation.
Typically, both RB approximations and error bounds are computed using an
offline-online strategy enabling highly efficient (i.e., at marginal online cost) compu-
tations of the approximations and error bounds. Also, RB approximations and error
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bounds are, in practice, intimately linked through a greedy approach, in which the
(online-) inexpensive error bounds are used to construct the subsequent approxima-
tion spaces systematically and (quasi-)optimally (see, e.g., [1,4]). In order to facilitate
the comparison of the proposed and existing approaches, however, we shall neither be
discussing nor applying the greedy approach in this work.
In Sec. 5.1, we state the problem and present the required assumptions on the
nature of the parametric dependence of the PDE. In the subsequent sections, we sum-
marise the key elements for the RB approximation of the primal problem in Sec. 5.2
( [16]), the dual problem in Sec. 5.3, and for the RB error estimation using the
primal-dual approach in Sec. 5.4. Here, our focus is on the choice of the approxima-
tion spaces, on the required bounds to the coercivity and continuity constants, and
on the offline-online computational procedure.
5.1. Problem Statement. Let D ⊂ Rp be a prescribed p-dimensional, compact
parameter set. We introduce a parameter µ ∈ D ⊂ Rp, and assume that A, f , and g
depend affinely on µ:
A(µ) =
Qa∑
k=1
Θka(µ)A
k, f(µ) =
Qf∑
k=1
Θkf(µ)f
k, g(µ) =
Qg∑
k=1
Θkg(µ)g
k, (5.1)
where Qa, Qf , Qg ∈ N are assumed to be small, and the parameter-dependent coef-
ficient functions Θka(µ), Θ
k
f (µ), and Θ
k
g(µ) are continuous over the parameter set D.
We also assume that the mappings Ak : V → V ′, fk : V → R, and gk : Q → R are
parameter-independent, linear, and continuous.
Furthermore, we assume that for all µ ∈ D, A(µ) satisfies (2.1) with continuity
constant γ(µ) and coercivity constant α(µ), and also that f(µ) ∈ V ′ and g(µ) ∈ Q′.
Finally, as indicated in the introduction, we assume that B is parameter-independent.
We consider the parametrized forms of our primal problem Ppr (see [16])
Problem Ppr(µ). Find (u(µ), λ(µ)) ∈ V ×M such that
〈A(µ)u(µ), v〉 + 〈Bv, λ(µ)〉 = 〈f(µ), v〉, ∀ v ∈ V (5.2a)
〈Bu(µ), q − λ(µ)〉 ≤ 〈g(µ), q − λ(µ)〉, ∀ q ∈ M; (5.2b)
and of our dual problem Pdu
Problem Pdu(µ). Find s(µ) ∈ RNQ+ such that
(ξ − s(µ))T A˜(µ)s(µ) ≥ (ξ − s(µ))T f˜(µ), ∀ ξ ∈ RNQ+ , (5.3)
where A˜(µ) : RNQ → RNQ and f˜ ∈ RNQ are given by
A˜(µ) := B−TA(µ)B−1 f˜(µ) := B−TA(µ)B−1g(µ)−B−T f(µ).
We now consider primal-only and primal-dual reduced basis approximations to (5.2)
and (5.3) based on the methods of Sec. 3 and 4, respectively.
5.2. Primal Approximation and A Posteriori Error Estimation. As dis-
cussed in Sec. 3, the (primal) reduced basis spaces Vn ⊂ V and Qn ⊂ Q must be
chosen such that the associated inf-sup constant βn > 0. We first choose Qn to be
the space spanned by “snapshots” of the multiplier λ for n values of the parameter:
Qn = span{ψi ∈M, 1 ≤ i ≤ nQ} = span{λ(µi), i = 1, . . . , n}. (5.4)
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Here, the ψi are chosen to be linearly independent but not necessarily orthogonal,
and therefore (in general) nQ ≤ n. We next choose Vn to be the space spanned by
snapshots of the field variable u and by additional “supremizing” functions tk:
Vn = span{ϕj ∈ V , 1 ≤ j ≤ nV} (5.5)
= span{u(µj), tk, j = 1, . . . , n, k = 1, . . . , nsup }, (5.6)
Here, the ϕj are assumed to be mutually orthogonal, that is, they are computed
using a Gram-Schmidt orthogonalization procedure. Furthermore, nsup is the number
of additional “supremizing functions” required to ensure inf-sup stability. For more
details on the choice of the supremizing functions, we refer the reader to [24] and [8];
in the special case of the model problems to be discussed in Sec. 6, we also refer
to [16].
We further define the reduced convex cone [16]
Mn := span+{ψi, i = 1, . . . , Nn}. (5.7)
Our reduced basis approximation (un(µ), λn(µ)) ∈ Vn × Qn to (u(µ), λ(µ)) is then
given by the parametrized form of Pprn [16]:
〈A(µ)un(µ), vn〉+ 〈Bvn, λn(µ)〉 = 〈f(µ), vn〉, ∀ vn ∈ Vn, (5.8a)
〈Bun(µ), qn − λn(µ)〉 ≤ 〈g(µ), qn − λn(µ)〉, ∀ qn ∈Mn. (5.8b)
Equivalently, the coefficients (with respect to the basis functions ϕi, ψj) can be ob-
tained by solving the parametrized form of Pprn : Find (un(µ), λn(µ)) ∈ R
nV × RnQ
such that
An(µ)un(µ) +B
T
nλn(µ) = fn(µ) (5.9a)
gn(µ)−Bnun(µ) ≥ 0 (5.9b)
λn(µ) ≥ 0 (5.9c)
λTn (µ)
(
gn(µ) −Bnun(µ)
)
= 0, (5.9d)
where, for i, j = 1, . . . , nV and k = 1, . . . , nQ,
An,ij(µ) = ϕ
T
i A(µ)ϕj , Bn,jk= ψ
T
j B ϕk, (5.10a)
f i(µ) = ϕ
T
i f(µ), gk(µ)= ψ
T
k g(µ). (5.10b)
With our assumptions on Qn and Vn (i.e., on inf-sup stability and on the linear
independence of the corresponding basis functions), it follows that Corollary 3.1 holds
and a unique solution exists.
We now apply the approach presented in [16] and summarised in Sec. 3 to com-
pute a posteriori error bounds for the (primal-only) reduced basis approximation
(uprn (µ), λ
pr
n (µ)).
We assume that for all µ ∈ D, we have computationally inexpensive lower (re-
spectively, upper) bounds to the truth coercivity (resp., continuity) constant:
αLB(µ) ≤ α(µ), γUB(µ) ≥ γ(µ). (5.11)
Note that the inf-sup constant β does not depend on the parameter since B is assumed
to be µ-independent. Applying Prop. 3.3, we then have
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Corollary 5.1. For µ ∈ D, let
δ0(µ) := ‖re(µ)‖V′ , δ1 := ‖Π(ei(µ))‖Q, δ2(µ) :=
(
λn(µ),Π(ei(µ))
)
Q
and
c1(µ) :=
1
2αLB(µ)
(
δ0 +
γUB(µ)δ1
β
)
, c2(µ) :=
1
αLB(µ)
(
δ0(µ)δ1(µ)
β
+ δ2(µ)
)
.
The errors in (uprn (µ), λ
pr
n (µ)) with respect to (u(µ), λ(µ)) can then be bounded by
‖u(µ)− uprn (µ)‖V ≤ ∆
pr
u (µ) := c1(µ) +
√
c21(µ) + c2(µ), (5.12a)
‖λ(µ)− λprn (µ)‖Q ≤ ∆
pr
λ (µ) :=
1
β
(δ0(µ) + γUB(µ)∆
pr
u (µ)) . (5.12b)
As mentioned in Sections 3 and 4, the “exact” inequality constraint (2.7b) is in
general not satisfied by our primal-only approximation, thus leading to difficulties in
error estimation. We thus pursue the primal-dual approach of Sec. 4 to obtain strictly
feasible approximations to u(µ) and associated simpler a posteriori error bounds.
5.3. Dual Approximation. We define our dual reduced basis space Sn ⊂ R
NQ
+
to be the span of snapshots of the slack variable s:
Sn = span+{ζi ∈ R
NQ
+ , 1 ≤ i ≤ nS} = span+{s(µi) ∈ R
NQ
+ , i = 1, . . . , n
′
S}. (5.13)
Our reduced basis approximation sn(µ) to s(µ) is then given by:
Problem Pdun (µ). Find sn(µ) ∈ Sn such that
(ξ − sn(µ))
T A˜(µ)sn(µ) ≥ (ξ − sn(µ))
T f˜(µ), ∀ ξ ∈ Sn. (5.14)
Equivalently, the coefficients (with respect to the basis functions ζ
i
) can be obtained
by solving the parametrized form of Pdun : Find (sn(µ), λ
du
n
(µ)) ∈ RnS ×RnS such that
A˜n(µ) sn(µ) + λ
du
n (µ) = f˜n(µ) (5.15a)
sn(µ) ≥ 0 (5.15b)
λdun (µ) ≥ 0 (5.15c)
sTn (µ)λ
du
n (µ) = 0, (5.15d)
where, for i, j = 1, . . . , nS ,
A˜n,ij = ζ
T
i A˜ ζj , f˜ i = ζ
T
i f˜ . (5.16)
Under the assumption that the basis functions ζ
i
are linearly independent, Theo-
rem 2.1 holds and there exists a unique, bounded solution to Pdun (µ).
As before, given the approximation sn(µ), we then compute the corresponding
approximation udu(µ) to u(µ) by
udu(µ) = B−1
(
g(µ)− sn(µ)
)
. (5.17)
In contrast to upr(µ), the dual approximation satisfies udu(µ) ∈ K for all µ ∈ D.
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5.4. Primal-Dual A Posteriori Error Estimation. We now apply the ap-
proaches presented in Sec. 4 to compute computationally inexpensive a posteriori
error bounds for our primal-dual reduced basis approximation (udun (µ), λ
pr
n (µ)). Us-
ing (5.11) and applying Prop. 4.3, we then have
Corollary 5.2. For µ ∈ D, let
d1(µ) :=
‖r(µ)‖V′
2αLB(µ)
, d2(µ) :=
〈sn(µ), λprn (µ)〉
αLB(µ)
. (5.18a)
The errors in (udun (µ), λ
pr
n (µ)) with respect to (u(µ), λ(µ)) can then be bounded by
‖u(µ)− udun (µ)‖V ≤ ∆
pr,du
u (µ) := d1(µ) +
√
d2(µ)2 + d2(µ), (5.19a)
‖λ(µ)− λprn (µ)‖Q ≤ ∆
pr,du
λ (µ) :=
1
β
(
‖r(µ)‖V′ + γLB(µ)∆
pr,du
u (µ)
)
. (5.19b)
Now that we have developed our reduced basis approximations and corresponding a
posteriori error bounds, we turn to the issue of computational efficiency.
5.5. Offline-Online Computational Procedure. In the reduced basis ap-
proach, the offline-online computational strategy relies on the affine µ-dependence of
the quantities involved. With this assumption, all µ-independent quantities (for ex-
ample, in (5.1) can be formed and stored within a computationally expensive offline
phase. This stage, the cost of which depends on the large finite element dimension
N , is performed only once. For any given parameter µ ∈ D, the RB approximation
is then computed in a highly efficient online phase. Ideally, the computational cost
of the online phase would not depend on N but only on the considerably smaller
dimension of the RB approximation space.
Much of this machinery is by now standard in RB methods (see, for example, [23]).
However, we note that the techniques we present here are non-standard; we must
thus elaborate on the offline-online computational decomposition for our primal-dual
approach in greater detail. For more details on the primal-only approach, we refer
the reader to [16].
For clarity, we discuss the approximation and a posteriori error estimation stages
separately. We begin with the approximation stage. From (4.1), (5.1), (5.10), and
(5.16), we note that
An,ij(µ) =
Qa∑
q=1
Θqa(µ)〈A
qϕj , ϕi〉, A˜n,lm(µ) =
Qa∑
q=1
Θ˜
q
a(µ)〈A˜
q
ζm, ζl〉, (5.20a)
fn,i(µ) =
Qf∑
q=1
Θqf(µ)〈f
q, ϕi〉, f˜n,l(µ) =
Q˜f∑
q=1
Θ˜
q
f (µ)〈f˜
q
, ζl〉, (5.20b)
gn,k(µ) =
Qg∑
q=1
Θqg(µ)〈g
q, ψk〉, (5.20c)
where Q˜f = Qf +QaQg, A˜
q
:= B−TAqB−1, and
f˜
q
:=
{
−B−Tf q, q = 1, . . . , Qf
B−TAq
′
B−1gq
′′
, 1 ≤ q′ ≤ Qa, 1 ≤ q′′ ≤ Qg, q = Qf + (q′ − 1)Qg + q′′.
Thus, in the offline stage, we solve Pprand Pdu(i.e., (2.9) and (4.5)) for the snapshots
and compute the basis functions ϕi, i = 1, . . . , nV , ψk, k = 1, . . . , nQ, and ζ l, l =
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1, . . . , nS . We then compute and store the µ-independent quantities
Aqn,ij = ϕ
T
i A
qϕj , A˜
q
n,lm = ζ
T
l A˜
qζm, q = 1, . . . , Qa, (5.21a)
Bn,kj = ψ
T
kBϕj , g
q
n,k = ψ
T
k g
q, q = 1, . . . , Qg, (5.21b)
fqn,i = ϕ
T
i f
q, f˜q
′
n,l = ζ
T
l f˜
q′ , q = 1, . . . , Qf , q
′ = 1, . . . , Q˜f . (5.21c)
for i, j = 1, . . . , nV , k = 1, . . . , nQ, and l,m = 1, . . . , nS . The dominant computational
cost to compute (and store) the required quantities in (5.21) is then O(Qan2VN
∗
V +
nVnQN
∗
VN
∗
Q +Qan
2
SN
∗
Q) (and O(Qan
2
V + nVnQ +Qan
2
S)).
In the online stage, we then compute the summations in (5.20) (at cost O(Qan2V+
Qan
2
S)), and solve (5.9) as well as (5.15) at a cost that depends only on nV , nQ, nS ,
and on the complexity of the parameter dependence (through Qa, Qf , Qg), and is
independent of the dimension of the finite element problem.
We now turn to the a posteriori error estimation stage. The required lower bound
to the coercivity constant, αLB(µ), in (5.18) can be calculated using the (now) stan-
dard successive constraints method (SCM) proposed in [13] and further improved
in [12]. The offline-online calculation of the dual norm of the residual in d1 of (5.18)
is an application of now standard RB techniques that can be found in, e.g., [22], [23].
Turning now to d2 in (5.18), we note that
〈sn(µ), λ
pr
n (µ)〉 =
nQ∑
i=1
nS∑
j=1
sn,j(µ)λ
pr
n,i(µ)ψ
T
i
ζ
j
.
We thus compute offline the product ψT
i
ζ
j
at cost O(nQnSNQ); in the online stage,
we simply compute the sum at cost O(nQnS).
In summary, the primal-dual approach presented here computes fully online-
efficient approximations and associated a posteriori error bounds. In comparison
with the primal-only approach, the primal-dual approach has the slight disadvantage
that it requires the setup (offline) and solution (online) of an additional RB approx-
imation problem for the slack variable s. The payoff, however, is in the a posteriori
error estimation stage: whereas the primal-only method requires the use of nonlinear
projections back into the FE space, the primal-dual approach does not. The online
cost for the former thus depends on the FE dimension N , while that of the latter
depends only on the RB dimension nV , nQ, and nS .
6. Example: The Reduced-Basis Method for the Obstacle Problem. In
Sec. 5, we presented the framework for the RB approximation of variational inequali-
ties of the first kind. We now apply methods of Secs. 3 and 4 to two model problems.
Model 1 is taken from [16] and represents a 1D elastic rope over a rigid obstacle.
Model 2 is a 2D extension of Model 1 and represents an elastic membrane below a
rigid obstacle. We describe each model problem in more detail below.
6.1. Problem Statement. In this section, we describe the two model problems
against which we shall test the performance of our proposed approach.
6.1.1. Model 1. First, we consider a one-dimensional problem with domain
Ω = (0, 1), scalar parameter domain D = [0.001, 0.01], and Qa = 1. The bilinear form
a(·, ·;µ) : V × V → R and bilinear form b(·, ·) : V × Q → R are defined as (see [16]):
for any µ ∈ D, and for all w, v ∈ V and q ∈ Q,
a(v, w;µ) = µ
∫
Ω
vxwx dx, b(v, q) = −q(v) = −〈q, v〉.
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Hence, it follows that B = −I. For h(x) = 5x − 10, the linear form f(·) ∈ V ′ and
g(·) ∈ Q′ are defined as (again, see [16]): for all v ∈ V and q ∈ Q,
f(v) = −
∫
Ω
v(x)dx, g(q) = 〈g, q〉 =
N∑
i=1
qih(xi), with q =
N∑
i=1
qiφi.
We impose homogeneous Dirichlet conditions on both boundaries. We note that we
take the space Q as the dual space of V = H10 (Ω). Since V is reflexive, we have
V ′ = Q, and Q′ = V . This model represents an elastic rope with different elasticity
moduli and constant body force. Solution of the variational inequality thus finds the
equilibrium condition that minimizes the potential energy subject to the constraint
presented by the obstacle. A sample solution for µ = 0.01 is shown in Fig. 1(a).
6.1.2. Model 2. We now introduce a second model problem which will allow us
to thoroughly examine the performance of the proposed methods as the FE dimension
N increases. We thus extend the one-dimensional example to two dimensions, and
consider a problem with domain Ω = (0, 1) × (0, 1), and scalar parameter domain
D = [0.45, 0.55]. The bilinear form a and b are defined as in Model 1: for any µ ∈ D,
and for all w, v ∈ V and q ∈ Q,
a(v, w;µ) = µ
∫
Ω
∇v · ∇w dΩ, b(v, q) = q(v) = 〈q, v〉.
We then define the linear forms f and g as: for all v ∈ V and q ∈ Q,
f(v) =
∫
Ω
v dΩ, ∀ v ∈ V , g(q) = 0.1
N∑
i=1
qi, with q =
N∑
i=1
qiφi.
Here, we again impose homogeneous Dirichlet conditions on both boundaries and Q
is the dual space of V = H10 (Ω). Since V is reflexive, we again have V
′ = Q, and
Q′ = V . This model represents an elastic membrane below a rigid obstacle acted on
by a constant body force. A sample solution for µ = 0.5 is shown in Fig. 1(b).
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Fig. 1: Sample solutions for (a) Model 1 with µ = 0.01 and (b) Model 2 with µ = 0.5.
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6.2. Numerical Results. In this section, we test the primal-only and primal-
dual approaches described in Sections 3 and 4 using our two model problems. In
Model 1, we use a triangulation consisting of 200 elements (i.e., segments) in the
one-dimensional domain. In model 2, we use a triangulation consisting of 32 × 32
elements in the two-dimensional domain. For both model problems, we use standard
conforming first order nodal bases for V . For the basis functions of Q, we use the
biorthogonal functions of the basis functions of V .
The numerical results for Model 1 are attained using the quadratic optimisation
capabilities of MATLAB [21]. More specifically, we use interior point method through
the built-in optimisation function quadprog. The numerical results for Model 2 are
obtained using the open-source software rbOOmit [18], an implementation of the RB
framework within the C++ finite element library libMesh [17]. We now compare the
performance of the two approaches presented in Sec. 3 and 4, focusing particularly on
approximation accuracy, error bound sharpness, and computational efficiency.
6.2.1. Error bounds. In order to reproduce the results of [16] and compare
therewith the performance of the proposed primal-dual approach, we follow the test-
ing procedure described in [16]. We thus take the test sample set F as 250 parameters
uniformly distributed in the parameter domain, and the RB basis space as an equidis-
tant sample of n parameters from the parameter domain D . The RB space and test
samples are constructed in the same way for Model 2. Note that in both Models 1 and
2, Qa = Qf = 1, we only need to include A
−1f to ensure inf-sup stability (see [16]).
Hence, in both cases, nsup = 1.
We now compare the performance of the primal-only and primal-dual approaches.
We begin with the primal variable u and present in Fig. 2(a) and (b) (for Models 1
and 2, respectively) the maximum relative error maxµ∈F (‖u(µ)− umn (µ)‖V/‖u(µ)‖V)
and maximum relative error bound maxµ∈F (∆
m
n (µ)/‖u(µ)‖V), for the primal-only
approach (m = “pr”) and the primal-dual approach (m = “pr, du”). We note that
in both model problems, the error in the RB approximation using the primal-only
approach (shown using blue crosses) and the primal-dual approach (red crosses) al-
most coincide. However, the primal-only error bound (blue circles) does not replicate
the convergence rate of the exact error and becomes increasingly pessimistic as n
increases. The results for the primal-dual approach (red circles), on the other hand,
are not only sharper, but mimics the true convergence rate of the approximation.
We now turn to the dual variable λ. We present in Fig. 3(a) and (b) (for Models 1
and 2, respectively) the maximum relative error maxµ∈F (‖λ(µ)−λ
pr
n (µ)‖Q/‖λ(µ)‖Q)
and maximum relative error bound maxµ∈F(∆
m
n (µ)/‖λ(µ)‖Q), for the primal-only
approach (m = “pr”) and the primal-dual approach (m = “pr, du”). We recall that in
both approaches, the same approximation, λprn (µ) is used for the dual variable. Thus,
only one error curve (in black) is shown for both approaches.
Once again, the primal-only error bound (blue circles) is more pessimistic than
the primal-dual error bound (red circles). This behavior is consistent with the results
for the primal variable, especially since the error bounds ∆prλ and ∆
pr,du
λ (see (5.12b)
and (5.19b)) contain the error bound for the primal variable ∆pru , ∆
pr,du
u , respectively.
The greatly improved performance (i.e. sharpness) of the primal-dual error bound
can be attributed to the observations made at the ends of Sections 3.2 and 4.2. The
strictly feasible approximations udun enabled the computation of considerably sharper
error bounds without necessitating the use of a nonlinear projection Π and at the cost
only of an additional RB approximation problem. However, the latter two considera-
tions require a careful comparison of the computational cost of both approaches. We
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thus consider next the online efficiency of the two methods.
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Fig. 2: Maximum relative error and a posteriori error bound for u obtained using the
primal-only approach and primal-dual approach.
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Fig. 3: Maximum relative error and a posteriori error bound for λ obtained using the
primal-only approach and primal-dual approach.
6.2.2. Online efficiency. We present in Fig. 4 the maximum relative error
bound for the two approaches plotted against the average total online computational
time for a single evaluation of the approximation and error bound. Figs. 4(a) and
(b) show results for Model 1, and we observe that for a given (commonly attainable)
error, the primal-dual approach entails a higher online computational cost than the
primal-only approach. This is due to the additional reduced-basis problem required by
the primal-dual approach, the cost of which does not offer any computational savings
for the case when N is small (as is the case in this simple one-dimensional problem).
In contrast, the results for Model 2 show that for a given accuracy, the online
cost for the primal-dual approach is lower than that of the primal-only approach.
In this example, the N -dependent online cost for the primal-only approach is high
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enough so as to justify the additional cost of the dual reduced problem. We can
thus reasonably expect that computational advantages of the primal-dual approach
will become even more pronounced as N increases, for example, in the case of three-
dimensional problems. Furthermore, it can be clearly seen in Figs. 4(c) and (d) (and
partly in Fig. 4(a)) that the superior sharpness of the primal-dual error bounds allow
us to achieve greater accuracy than in the primal-only approach.
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Fig. 4: Comparison of online computational times for (a) u and (b) λ for Model 1,
and (c) u and (d) λ for Model 2.
7. Summary and Perspectives. We proposed a primal-dual approach for com-
puting approximations and associated a posteriori error bounds to solutions of varia-
tional inequalities of the first kind. The proposed approach utilizes an additional ap-
proximation problem for the slack variable in order to obtain strictly feasible (primal-
dual) approximations. This in turn enables the derivation of sharp a posteriori error
bounds which closely mimic the convergence rate of the corresponding approximation.
Applied to the reduced basis method, the approach further allows a full offline-online
computational decomposition in which the online cost to compute the error bounds
is completely independent of the dimension N of the full problem. Numerical re-
sults illustrate the superiority of the approach in cases where the dimension N of the
full problem is high. Future work will focus on (i) the application of the method to
more complex problems, particularly to elastic contact, and (ii) the development of
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appropriate greedy strategies for the systematic selection of basis functions.
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