Finding the Pareto-optima for the total and maximum tardiness single machine problem  by Tadei, R et al.
Discrete Applied Mathematics 124 (2002) 117–126
Finding the Pareto-optima for the total and
maximum tardiness single machine problem
R. Tadei∗, A. Grosso, F. Della Croce
Dipart. di Automatica e Informatica, Politecnico di Torino, Corso Duca degli Abruzzi 24,
10129 Torino, Italy
Received 4 October 1999; received in revised form 28 February 2001; accepted 2 July 2001
Abstract
The paper deals with the single machine scheduling problem where both total and maxi-
mum tardiness must be minimized. The -constraint approach is adopted to search for all the
Pareto-optima, leading to cope with a total tardiness problem with deadlines. This latter problem
is studied, identifying several dominance properties, decomposition rules and polynomially and
pseudopolynomially solvable cases. A branch and bound algorithm for 2nding the Pareto-optima
is proposed and computational results are reported for instances up to 70 jobs in size.? 2002
Published by Elsevier Science B.V.
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1. Introduction
In shop 9oor environments, performance measures based on job tardiness with re-
spect to speci2ed due dates are of particular relevance. This paper focuses on the single
machine case where both total tardiness and maximum tardiness are considered: this
leads to the area of multi-criteria scheduling, which has received more and more atten-
tion during the last years—from the early work by Van Wassenhove and Baker [13] to
more recent ones by Chen and Bul2n [1] and Hoogeveen [6], to cite just a few. The
only paper on bicriteria scheduling problems involving total tardiness we are aware of
is [12]. That paper however deals with a hierarchical approach involving as objectives
total tardiness and number of tardy jobs.
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The single machine total tardiness problem has been well studied and is known
to be NP-hard in the ordinary sense [3]. Up to now, large instances are well solved
by exact algorithms exploiting several decomposition properties [10,11]. On the other
hand, maximum tardiness on a single machine is minimized by sequencing the jobs in
nondecreasing order of due dates (EDD rule).
Tipically in multicriteria problems the trade oM is among the so-called eNcient
solutions, or Pareto-optima. We focus on the problem of 2nding the Pareto-optima
when both total tardiness and maximum tardiness are considered. We search for the
Pareto-optima using the so-called -constraint technique [14]: this leads to solve sev-
eral total tardiness problems with deadline constraints. Our approach is presented in
Section 2. In Section 3 we introduce several dominance properties and decomposi-
tion rules for this latter problem and identify polynomially and pseudopolynomially
solvable cases. In Section 4, an exact solution procedure is presented. Computational
results on problems up to 70 jobs are reported in Section 5. Final remarks are given in
Section 6.
2. Applying the -constraint technique
Consider a single machine and a set of jobs J={1; 2; : : : ; n} where each job j has an
integer processing time pj and an integer due date dj. Given a sequence 	 establishing
the order by which the jobs are to be processed on the machine, let Cj(	) be the
completion time of job j in 	. Two diMerent performance measures are considered,
namely the total tardiness
∑
j Tj(	)=
∑
j max{Cj(	)−dj; 0} and the maximum tardiness
Tmax(	) = maxjTj(	). We study the biobjective problem involving both performance
measures and search for the Pareto-optima.
A Pareto-optimum 	 is a sequence such that no other sequence 	′ has Tmax(	′)6
Tmax(	) and
∑
j Tj(	
′)6
∑
j Tj(	) with at least one of the inequalities holding strictly.
Since no other criteria are speci2ed, all the Pareto-optima having the same Tmax and∑
j Tj are equivalent. Hence, we restrict slightly the above problem de2nition and
search for all nonequivalent Pareto-optima, where by this we mean that we require that
only one solution from each set of such equivalent solutions is retained. The problem
of 2nding all nonequivalent Pareto-optima for the two performance measures men-
tioned above will be denoted, according to the well known three-2elds classi2cation,
as 1| |∑Tj; Tmax. Due to the NP-hardness in the ordinary sense of the 1| |
∑
Tj prob-
lem [3], the 1| |∑Tj; Tmax problem is clearly NP-hard (see also [1]). However it is
still unclear if it is NP-hard in the strong or in the ordinary sense.
Several ways of generating Pareto-optima are known. Linear objective weighting is
very common in Multiple Objective Linear Programming: the objectives are merged
into a single function and the resulting problem is solved for every combination of the
nonnegative weighting parameters. For the 1| |∑Tj; Tmax problem this would turn into
minimizing

∑
j
Tj + (1− )Tmax
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with 0¡¡ 1. In general, this approach only allows to identify a proper subset of
the Pareto-optima. The following example shows that this is indeed the case for our
problem.
Example 1. Let J = 1; 2; 3; 4; 5; with p1; : : : ; p5 = 42; 75; 76; 86; 98 and d1; : : : ; d5 =
166; 103; 221; 93; 97.
The above problem has 2ve Pareto-optima (
∑
j Tj; Tmax), given by
A(433; 280); B(455; 204); C(483; 198); D(511; 162); E(534; 156):
The linear objective weighting can only produce the points lying on the e/cient frontier
ABCE, losing the Pareto-optimum D.
Another way of searching for Pareto-optima is to use the so-called -constraint tech-
nique [14]. Let Q	 be a sequence with the minimum value of
∑
j Tj. Notice that, for any
Pareto-optimal sequence 	, the value of Tmax(	) belongs to the interval [Tmax(EDD);∑
j Tj( Q	)] where EDD is the Earliest Due Date sequence. Then apply the following
loop:
Pareto-Search
Set the Pareto List PL= { Q	} and K = Tmax( Q	)− 1;
while K ¿Tmax(EDD) do
1. Find 	 that solves P(K): {min	
∑
j Tj(	): Tmax(	)6K};
2. Let = argmin∈PL{Tmax()};
3. IF
∑
j Tj() =
∑
j Tj(	) THEN Remove  from PL;
4. Add 	 to PL;
5. Set K = Tmax(	)− 1.
end while
The following proposition establishes that the -constraint technique is an exact ap-
proach for the 1| |∑Tj; Tmax problem.
Proposition 1. Pareto-Search 1nds all the Pareto-optima for the 1| |∑j Tj; Tmax
problem.
Proof. For each Pareto-optimal sequence we prove that (i) it will be generated by
Pareto-Search and (ii) it will never be removed from PL.
(i) Let  be any Pareto-optimal sequence. Due to the Pareto-optimality of ; there
exists a value ¿Tmax(); large enough; such that  is the optimal solution of
P(K) (see Step 1) for any K in the interval [Tmax(); ]. Consider Pareto-Search at
any iteration with K¿Tmax(): if K6 ; then  will be generated at the current
iteration; if K ¿; a sequence  with Tmax()¿ + 1 will be generated; and the
next iteration will have (see step 5) K = Tmax() − 1¿ : hence;  will not be
lost; and will be generated as soon as K falls below or equal to .
(ii) Let  any Pareto-optimal sequence. Then; any subsequent sequence  generated by
Pareto-Search will have Tmax()¡Tmax() (see step 5); and
∑
j Tj()¿
∑
j Tj()
(for the Pareto-optimality of ); which will prevent  from being removed.
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Notice that, all non-Pareto optimal solutions generated by Pareto-Search and added
to the list of Pareto-optima PL at Step 4, are removed from PL at the following
iteration of Step 3. Hence, Pareto-Search returns actually all and only the nonequivalent
Pareto-optima for the 1| |∑j Tj; Tmax problem. In order to apply Pareto-Search we
need an eNcient algorithm for solving P(K) and a bookkeeping structure to store the
Pareto-optima as the searching process goes on.
The classical total tardiness problem 1| |∑Tj has been well studied, and large
instances can be solved in a reasonable amount of time by exact algorithms ex-
ploiting decomposition properties of the problem [10,11]: this make the -constraint
approach quite appealing, provided that the constraint Tmax6K can be eNciently
managed. This constraint can be taken into account by observing that Tmax6K in-
duces a deadline Qdj = dj + K on each job j. Hence, we focus on the 1| Qdj|
∑
Tj
problem. The next section deals with the 1| Qdj|
∑
Tj with general deadlines.
3. The 1|  dj|
∑
Tj problem
We assume that the jobs are indexed in Shortest Processing Time (SPT) order
pj ¡pj+1 OR
(pj = pj+1 AND dj ¡dj+1) OR
(pj = pj+1; dj = dj+1 AND Qdj ¡ Qdj+1); ∀j = 1; : : : ; n− 1:
We will also deal with diMerent indexings, namely the Earliest Due Date (EDD)
indexing denoted by subscripts with square brackets ([1]; [2]; : : : ; [n]) and the Earliest
Deadline (EDL) indexing denoted by subscripts with round brackets ((1); (2); : : : ; (n)).
The above inequalities are checked for dj 2rst (and then pj and Qdj) for EDD and for
Qdj 2rst (and then dj and pj) for EDL. For each j, let Aj and Bj be the sets of jobs that
have been shown to follow and precede job j, respectively, in an optimal sequence.
For any subset of jobs S ⊆ J , let p(S) =∑j∈S pj. Then de2ne (as in [10]) for any
job j, ej as the earliest completion time of job j and lj as the latest completion time,
where
ej = p(Bj) + pj;
lj =min{ Qdj; p(J )− p(Aj)}:
We assume without loss of generality that Qdj¿dj ∀j. We also assume that no deadline
is violated in the EDL sequence, for otherwise the problem is unfeasible.
3.1. Properties of 1| Qdj|
∑
Tj
Consider two jobs i¡ j. By using the same interchange arguments exploited in [4]
and [2], respectively, the following properties can be derived (see [5] for a detailed
proof).
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Property 1. There exists an optimal sequence such that
(a) i cannot follow j if di6max(ej; dj) and li6 Qdj;
(b) i cannot precede j if di ¿max(ej; dj); Qdi¿ lj and di + pi ¿ lj.
Property 2. Consider three jobs i; j ¡ k. There exists an optimal sequence such that
IF Cj6 Qdk ; i∈Bk; j∈Ak THEN di ¡dj:
We can now identify conditions under which the 1| Qdj|
∑
Tj problem can be decom-
posed. Consider the largest processing time job n and let [k] ≡ n.
Property 3. If Qdn¿
∑n
i=1 pi then job n can be set optimally in some position r =
k; : : : ; n. For any 2xed r; the predecessors (resp. successors) Bn(r) (resp. An(r)) are
given by
Bn(r) = {[1]; [2]; : : : ; [k − 1]; [k + 1]; : : : ; [r]};
An(r) = {[r + 1]; : : : ; [n]}:
Proof. Derives directly from Property 2 substituting k with n and observing that
Cj6
∑n
i=1 pi6 Qdn for all j.
Notice that when Property 3 applies, the same decomposition scheme proposed by
Lawler [7] for 1| |∑Tj holds. Then consider job [1] which has the smallest due date,
and let [1] ≡ h; arrange jobs 1; : : : ; h in an EDD sequence [1]; [2]; : : : ; [h] (notice that
[1] ≡ h), and jobs h+1; : : : ; n in an EDL sequence (1); : : : ; (m) (notice that m=n−h).
Property 4. If Qd[1]¿
∑n
i=1 pi then job [1] can be set optimally in some position r=p+
q; where 16p6 h−1; 06 q6m. For each (p; q) the predecessors (resp. successors)
of [1] B[1](r) (resp. A[1](r)) are given by
B[1](r) = {[2]; : : : ; [p]} ∪ {(1); : : : ; (q)};
A[1](r) = {[p+ 1]; : : : ; [h− 1]} ∪ {(q+ 1); : : : ; (m)}:
Proof. Consider any optimal sequence (B[1]; [1] ≡ h; A[1]). We prove for any i∈B[1];
j∈A[1] that (a) IF 16 i; j6 h− 1 THEN di ¡dj and (b) IF h+ 16 i; j6 n THEN
Qdi ¡ Qdj.
(a) This follows directly from Property 2 by substituting k with h ≡ [1] and observing
Cj6
∑n
i=1 pi6 Qd[1].
(b) Obviously; C[1]6 Qdj for feasibility of the sequence. We prove that Qdi ¡C[1].
Suppose by contradiction that Qdi¿C[1]. Then since i¿h ≡ [1] and di¿d[1] the
sequence cannot be optimal by Property 1a. Hence Qdi ¡ Qdj.
Property 3 identi2es at most O(n) decompositions. Property 4 identi2es at most
O(n2) decompositions, as all pairs (p; q) must be considered. But notice that, given a
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value for p, at most one value of q will result in a feasible decomposition because of
the deadlines in the EDL subsequence. Hence there are still O(n) decompositions.
3.2. Special cases of 1| Qdj|
∑
Tj
We discuss polynomially and pseudopolynomially solvable cases of the 1| Qdj|
∑
Tj
problem. To this extent we refer to Lawler’s dynamic programming scheme [7] for
the 1| |∑Tj problem, knowledge of which is assumed. We focus on the special cases
where the following conditions are satis2ed (we recall that jobs are indexed in SPT
order):
(a) di ¡dj ⇒ i¡ j;
(b) Qdi6 Qdj ⇒ i¡ j;
(c) di ¿dj ⇒ Qdi ¡ Qdj ∀i; j.
Case (a). SPT and EDD sequences coincide. This problem is solvable in O(n log n)
time by the same procedure that solves 1| Qdj|
∑
Cj, namely Smith’s rule [9]: while
there are unscheduled jobs, schedule, among all jobs that can be scheduled last, the
job with maximum index. This result can be easily proved by interchange argument.
Case (b). In this case processing times and deadlines have the same ordering. Then
Property 3 can be repeatedly applied to decompose the problem and Lawler’s scheme
always holds with the same O(n4
∑
j pj) time bound. Notice that, at each stage, only
those decompositions leading to feasible sequences (tested by checking the feasibility
of the EDL sequence of each resulting subproblem) must be retained.
Case (c). In this case due dates and deadlines have opposite orderings. Then Property
4 can be repeatedly applied to decompose the problem and a Lawler’s-like dynamic
programming scheme holds. At each state (t; S) the optimal tardiness f(t; S) for block
S starting at time t must be computed. f(t; S) is recursively computed by decomposing
S via Property 4. Notice that the number of possible S is polynomially bounded: we
can write any S generated by applying Property 4 as
S(i; j; u; v; k) = S1(i; j; k) ∪ S2(u; v; k)
for suitably chosen i, j, u, v, and k where
S1(i; j; k) = {l|di6dl6dj; and l6 k};
S2(u; v; k) = {l| Qdu6 Qdl6 Qdv; and l¿ k}:
There are no more than O(n5) possible S(i; j; u; v; k), while, at each state (t; S),
Property 4 identi2es no more than O(n) decompositions for S. No more than
∑
j pj val-
ues of t must be considered. Thus, the algorithm works in O(n6
∑
j pj) time. Lawler [8]
also derived a fully polynomial time approximation scheme for the 1| |∑Tj problem
with O(n7=) complexity which is derived from his dynamic programming approach by
scaling and rounding techniques. Similar fully polynomial time approximation schemes
can be developed for Cases (b) and (c) with time bounds of O(n7=) and O(n9=),
respectively.
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4. An exact algorithm
In this section we describe an implementation of Pareto-Search. At each itera-
tion, a 1| Qdj|
∑
Tj problem, where Qdj =dj +K , is solved. This can be done by using a
branch and bound algorithm based on the properties presented in Section 3. Notice that
such a case does not allow to develop a Lawler-like decomposition scheme. A simple
counterexample is given by p[1]; : : : ; p[4] = 59; 72; 55; 26; d[1]; : : : ; d[4] = 66; 74; 88; 107;
Qd[1]; : : : ; Qd[4] = 190; 198; 212; 231 (namely Qdj = dj + 124 ∀j) with optimal sequence
([1]; [4]; [2]; [3]), where pmax = p[2], but d[4]¿d[3].
The proposed algorithm, whose main features are discussed below, proceeds trying
to decompose the problem into smaller and smaller subproblems whenever possible.
Problem size reduction. Each unsolved subproblem is 2rst processed by applying
repeatedly Property 1 and updating Bj, Aj, ej and lj for each job j. Since the deadlines
become tighter and tighter, the following rule is also useful.
Consider any pair i; j: add i to Bj (and j to Ai) if ei + pj ¿ Qdi.
Jobs having ej = lj at the end of this phase can be immediately scheduled generating
a decomposed block Bj; j; Aj. The application of the precedence rules requires O(n4)
time.
Branching. If the reduction phase is not able to optimally sequence all the jobs, then
there is at least one block that needs to be solved by further branching, where two
alternative branching schemes are applied. Consider any block S of the above blocks
starting at time t. Let [1]; [2]; : : : ; [m] be the EDD sequence of the jobs in S and [k]
be the maximum processing time job of S. If Qd[k]¿ t + p(S), then apply branching
scheme (I) else apply branching scheme (II)
(I) Property 3 is applied for branching: each branch sets job [k] in position r ∈
{k; : : : ; m} and decomposes the block. The following elimination rule can be de-
rived from Property 1: job [k] cannot occupy position r if
k ¡m and C[k]¿d[r+1]
or
k ¿ 1 and C[k]6d[i] + p[i] for some i∈{1; : : : ; r} − {k}.
(II) Property 3 cannot be used. A standard branching scheme is applied. Consider all
jobs u that can occupy the last position in S, namely u: lu = t+p(S). Branch on
each u placing it in the last position in S. The following elimination rule can be
derived from Property 1: job u cannot occupy position r if there exists some job
j ∈ S already placed after u such that
Cj6 Qdu, j¡u and t + p(S)¿dj.
Presolved blocks handling. The branching scheme described above allows the same
block S starting at time t to be generated several times in the search tree. Hence, it
is worth storing its optimal sequence Q	 to avoid recomputing it, when required, in the
next branches. This technique was applied in [10,11] where it allowed to handle large
1| |∑Tj instances. However, the computational experience showed that block dupli-
cation is greatly reduced as the deadlines become tighter. We tried to take advantage
of the presolved block in a slightly diMerent way. All the blocks solved at the current
iteration of Pareto-Search are made available to both the current and next stages.
When S is re-encountered, Q	 is retrieved. Then, either Tmax( Q	)6K or Tmax( Q	)¿K .
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Table 1
Overall performances of the algorithm for n = 40; 50; 60; 70
CPU(s) Nodes
n Avg Max Avg Max
40 2.4 152 3417 278944
50 27.7 5048 29919 4401872
60 88.1 4232 60756 1893896
70 423.2 30189 225962 15470368
In the former case S is instantly solved without further branching, whereas in the latter
case
∑
j Tj( Q	) is a (usually tight) lower bound for S.
Lower and upper bounds. Given block S, we take advantage, whenever possible,
of its optimal solution value in previous iterations (see above) and use the value
of
∑
j Tj( Q	) as lower bound. If the block has never been solved earlier, another
lower bound is computed. This bound, based on due dates reassignment, has been
proposed in [2] for the 1| |∑Tj problem and adapted here to the 1| Qdj|
∑
Tj prob-
lem. Take into account that the deadlines in the relaxation do not change the lower
bound computation complexity which remains O(n2). Again, we point out a diMer-
ence with respect to the pure 1| |∑Tj problem (where using the presolved blocks
made abandoning the lower bound computation worth, see [11]) since the use of
lower bounds improve performances here. An EDD sequence is computed and eval-
uated as an upper bound for each unsolved subproblem: notice that the EDD se-
quence is always feasible in the case tackled here, namely no deadline is
violated.
5. Computational experience
The algorithm described in Section 4 was implemented in C and tested on a PC
Pentium III 450 MHz. The processing times were drawn from the uniform distribution
[1,100] and the due dates from the uniform distribution [(1 − T − R=2)∑j pj; (1 −
T + R=2)
∑
j pj]. The parameters R and T ranged on values (0:2; 0:4; 0:6; 0:8; 1:0)
and (0:2; 0:4; 0:6; 0:8), respectively, identifying 20 classes of problems. For each class,
twenty instances were generated obtaining a batch of 400 instances for each problem
size n. The algorithm was able to handle all instances with up to n=70 with an average
and maximum CPU time of 423 and 30189 s (8:4 h), respectively. The overall results
for n= 40; 50; 60; 70 are summarized in Table 1.
Table 2 details the performances of the algorithm on the batch with n= 70.
We point out that, on the average, the number of Pareto-optima and the number
of problems solved are almost the same. This ensures that, in practice, the adopted
searching scheme is eNcient. The CPU time needed for completely solving an instance
depends on both its number of Pareto-optima and the time required to solve each
1| Qdj|
∑
Tj problem. We observe that the computational eMort required for 2nding a
single paretian solution is, on the average, quite limited (¡ 6 s for n=70). We recorded,
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Table 2
Computational results for n = 70∗
R T CPU CPU #PO #PO CPU=sol. CPU=sol. # probs % branches
(Avg) (Max) (Avg) (Max) (Avg) (max) (Avg) (Avg)
0.2 0.2 0.8 4 4.7 9 0.1 1.0 4.7 64.2
0.2 0.4 143.3 1630 10.8 18 10.2 135.0 10.8 92.3
0.2 0.6 48.6 387 17.2 30 2.3 38.0 17.2 98.5
0.2 0.8 4.5 18 16.1 27 0.3 2.0 16.1 90.9
0.4 0.2 0.1 1 1.3 3 0.0 1.0 1.3 5.0
0.4 0.4 50.6 394 13.3 30 2.3 25.0 13.3 36.3
0.4 0.6 764.6 5892 42.4 73 17.2 430.0 42.5 79.4
0.4 0.8 5.9 20 47.8 74 0.1 2.0 47.8 36.5
0.6 0.2 0.1 1 1.0 1 0.1 1.0 1.0 0.0
0.6 0.4 7.8 55 20.8 49 0.3 11.0 20.8 29.0
0.6 0.6 4375.4 30189 82.3 158 54.8 1764.0 82.5 27.2
0.6 0.8 226.9 3152 106.3 164 1.8 82.0 106.4 8.4
0.8 0.2 0.1 1 1.0 1 0.1 1.0 1.0 0.0
0.8 0.4 0.5 2 6.4 22 0.1 1.0 6.4 27.2
0.8 0.6 966.6 6235 102.0 218 7.8 451.0 102.4 8.4
0.8 0.8 552.5 2210 226.3 380 2.2 34.0 226.8 0.4
1.0 0.2 0.1 1 1.0 1 0.1 0.0 1.0 0.0
1.0 0.4 1.2 9 8.7 55 0.1 1.0 8.7 15.0
1.0 0.6 80.7 449 112.8 195 0.6 52.0 113.3 3.8
1.0 0.8 1233.3 8878 317.4 499 3.3 90.0 318.9 0.3
Overall 423.2 30189 56.98 499 5.1 1764.0 57.1 32.9
∗CPU = CPU time (s); #PO = number of Pareto-optima; CPU=sol. = CPU time for
one Pareto-optimum; # probs = number of 1|dj|
∑
Tj problems solved; % branches = % of
decomposition-based branches.
also, the average number of decomposition branches. On the average, 32:9% of the
branches were decomposition branches. The hardest classes appear mainly those with
T = 0:6, where the computational eMort grows as the percentage of decomposition
branches lowers. The hardest class is R=0:6 T =0:6, where only 27% of the branches
were decomposition-based and the number of Pareto-optima was in general very high
and much greater than the distribution R=0:2 T =0:6 tipically reported as the hardest
class for the 1| |∑Tj problem.
6. Conclusion
In this paper the biobjective problem 1| |∑Tj; Tmax of minimizing the total and
maximum tardiness in a single machine environment has been studied. The approach
used to search the Pareto-optima is based on iteratively solving several 1| Qdj|
∑
Tj
problems. Dominance properties and decomposition rules have been proposed for this
latter problem and embedded into a branch and bound algorithm. This algorithm solves
problems with up to 70 jobs in size.
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As a by-product of the research, some insights on the general 1| Qdj|
∑
Tj problem are
provided, and polynomially and pseudopolynomially solvable cases are identi2ed. How-
ever, it is still an open issue whether the 1| Qdj|
∑
Tj problem is NP-hard in the strong
or ordinary sense. This is closely related to the search for some stronger decomposi-
tion property for the 1| Qdj|
∑
Tj problem and, correspondingly, for the 1| |
∑
Tj; Tmax
problem.
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