Validation of Differential Gene Expression Algorithms: Application Comparing Fold Change Estimation to Hypothesis Testing by Bickel, David R. & Yanofsky, Corey M
Collection of Biostatistics Research Archive
COBRA Preprint Series
Year  Paper 
Validation of Differential Gene Expression
Algorithms: Application Comparing Fold
Change Estimation to Hypothesis Testing
David R. Bickel∗ Corey M. Yanofsky†
∗University of Ottawa, dbickel@uottawa.ca
†University of Ottawa
This working paper is hosted by The Berkeley Electronic Press (bepress) and may not be commer-
cially reproduced without the permission of the copyright holder.
http://biostats.bepress.com/cobra/art50
Copyright c©2009 by the authors.
Validation of Differential Gene Expression
Algorithms: Application Comparing Fold
Change Estimation to Hypothesis Testing
David R. Bickel and Corey M. Yanofsky
Abstract
Sustained research on the problem of determining which genes are differentially
expressed on the basis of microarray data has yielded a plethora of statistical algo-
rithms, each justified by theory, simulation, or ad hoc validation and yet differing
in practical results from equally justified algorithms. The widespread confusion
on which method to use in practice has been exacerbated by the finding that sim-
ply ranking genes by their fold changes sometimes outperforms popular statistical
tests.
Algorithms may be compared by quantifying each method’s error in predicting
expression ratios, whether such ratios are defined across microarray channels or
between two independent groups. For the data sets considered, estimating predic-
tion error by cross validation demonstrates that empirical Bayes methods based
on the lognormality assumption tend to outperform both a nonparametric method
and algorithms based on selecting genes by their fold changes. The general com-
parison methodology is applicable to both single-channel and dual-channel mi-
croarrays.
As a theoretically sound method of estimating prediction error from observed
expression levels, cross validation provides an empirical approach to assessing
methods for detecting differential gene expression.
1 Background
Continual invention of new microarray data analysis algorithms for the identication of which genes express
di¤erently across two groups calls for objectively comparing the performance of existing algorithms [1].
While there have been thorough empirical comparisons between supervised learning methods of classifying
microarrays, comparisons between methods of detecting di¤erential gene expression tend to depend more on
theory and simulation than on biological data; for respective examples, see [2] and [3].
By showing that empirical method validation is possible even for algorithms of detecting di¤erential gene
expression, a report of the MicroArray Quality Control (MAQC) project [4] may mark a turning point in
the methodology of comparing of statistical methods designed to identify di¤erential gene expression on
the basis of microarray observations. A notable feature of this "concordance" (percentage of overlapping
genes) method is its validation on the basis of the microarray data without resorting to other types of
data. Validation by non-microarray information such as RT-PCR measurements of gene expression or public
pathway/functional information on genes does have great value in overcoming shortcomings in microarray
platforms [5]. For that very reason, however, such validation has markedly less value in judging the perfor-
mance of statistical methods of detecting di¤erential gene expression. For example, the inability of RT-PCR
to validate a microarray prediction of di¤erential gene expression might indicate a problem with the statis-
tical assumptions used to make the prediction, but it may instead reect a problem with cross hybridization
due to the microarray platform. Participants in the MAQC project avoided such confounding between mi-
croarray platform e¤ects and statistical method e¤ects by quantifying the degree of overlap between gene
lists produced by an algorithm on the basis of two independent data sets [4]. Although a signicant step
forward, this way of comparing algorithms, like that of [6], requires examining gene lists of given sizes, which
is why Chen et al. [7] consider the concordance to be too unstable for use as an algorithm performance
criterion. Without depending on arbitrarily selected numbers of genes, the platform-algorithm confounding
may be overcome by instead using a test set of microarrays to validate predictions made on the basis of a
separate training set of microarrays, as explained in Section 2 and illustrated in Section 3; implications are
discussed in Section 4.
2 Methods
2.1 Gene selection algorithms
If a gene is known to be di¤erentially expressed at a certain level on average, then that level would predict
future measurements of gene expression better than would making such predictions on the assumption that
there is on average no di¤erential expression. Likewise, if a gene is known to be equivalently expressed, then
using an expression level of 0 or an expression ratio of 1 would predict future measurements better than mak-
ing such predictions on the assumption that there is some di¤erential expression. Thus, a method of selecting
genes as di¤erentially expressed may be judged by estimating its ability to predict future measurements of
gene expression. This estimation may be carried out by a process of cross validation: the microarrays are
divided between a training set used to determine which genes the method considers di¤erentially expressed
and a test set used to estimate how well such results would agree with future measurements.
The strategy of assessing gene selection algorithms by estimated prediction error may be more precisely
specied in mathematical notation. Let xi;j denote the logarithm of the measured expression intensity or
ratio of intensities of the ith of m genes in the jth of n biological replicates of the control or reference group;
each value of xi;j may represent an average over technically replicated microarrays; xi = (xi;1; xi;2; :::; xi;n);
x = (x1;x2; :::;xm)
T . Likewise, x0i;j denotes the logarithm of the measured expression intensity or ratio
of intensities of the ith gene in the jth of n0 biological replicates of the treatment or perturbation group;
x0i =
 
x0i;1; x
0
i;2; :::; x
0
i;n0

; x0 = (x01;x
0
2; :::;x
0
m)
T . The observations xi;j and x0i;j are realizations of the
random variables Xi and X 0i, respectively. The ith gene is called equivalently expressed if hX 0i  Xii = 0
or di¤erentially expressed if hX 0i  Xii 6= 0, where the angular brackets denote the expectation value over
the sample space. In hypothesis testing parlance, the null hypothesis associated with the ith gene is Hi :
hX 0i  Xii = 0.
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A gene selection algorithm  returns  (Hijx0;x), an estimate of the posterior probability that the
ith gene is equivalently expressed; it follows that 1    (Hijx0;x) is the algorithms probability that the
gene is di¤erentially expressed across the perturbation and reference groups. Many algorithms [817] give
 (Hijx0;x) directly as a local false discovery rate estimate [18,19], whereas traditional false discovery rate
estimates and other non-Bayesian algorithms in e¤ect assign  (Hijx0;x) a value of either 0 or 1, depending
on whether or not a gene is considered di¤erentially expressed at a given threshold. For example, the practice
of considering a gene di¤erentially expressed if exp (jx0i   xij), its estimated fold change, is at least  may
be expressed as
foldchange >  (Hijx0;x) = 0 if jx
0
i   xij  log ()
1 if jx0i   xij < log () (1)
with  > 0, x0i =
Pn0
j=1 x
0
i;j=n
0, and xi =
Pn
j=1 xi;j=n. The discontinuity can be removed by introducing
smooth functions such as
fold change shrinkage (Hijx0;x) = e (exp(jx
0
i xij) 1): (2)
The trivial algorithms
all nulls true (Hijx0;x) = 1; (3a)
all nulls false (Hijx0;x) = 0; (3b)
which completely ignore the data, will serve as informative points of reference.
Some of the empirical Bayes algorithms implemented in two R packages [20] are considered here [21
23]. From calculations based on a moderated (regularized) t-statistic that are performed by the R pack-
age limma [21], one may readily obtain pi
 
~t

, a one-sided p-value of the ith null hypothesis; p
 
~t

= 
p1
 
~t

; p2
 
~t

; :::; pm
 
~t

. Given the moderated t-statistics and  (H0), the proportion of genes expected to
be equivalently expressed, limma also computes log!i ( (H0)), the estimated logarithm of the posterior odds
that gene i is di¤erentially expressed rather than equivalently expressed, from which the local false discovery
rate may be readily obtained as (1 + !i ( (H0)))
 1
: Since, for use with the log-odds, the author of the
algorithm does not recommend computing  (H0) using limmas convest function (Gordon Smyth, personal
communication, 27 Oct. 2007), we instead iterated the log-odds function until convergence by adapting a
method [24] originally proposed for another empirical Bayes algorithm [25]:
1. Let 1 (H0) = 90% and initialize k to 1.
2. Increment k by 1.
3. Let k (H0) =
Pm
i=1 (1 + !i (k 1 (H0)))
 1
=m.
4. Repeat Steps 2-3 until the absolute value of the proportion di¤erence is su¢ ciently small, i.e., jk (H0)  k 1 (H0)j <
1=1000, or until the sign of the proportion di¤erence changes, i.e., (k (H0)  k 1 (H0)) (k 1 (H0)  k 2 (H0)) <
0. The number of iterations performed until such convergence is denoted by K:
5. Let  (H0) = K (H0).
Based on that value of  (H0), the estimated probability of equivalent expression is
moderated t stat. with limma (Hijx0;x) = 1
1 + !i ( (H0))
: (4)
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Also using standard distributions of test statistics under the null hypothesis, the R package locfdr [22] maps p,
a vector of single-tailed p-values for all genes, to estimates of a local false discovery rate, locfdr (Hi;pjx0;x).
The use of moderated t-statistics is incorporated by
moderated t stat. with locfdr (Hijx0;x) = locfdr
 
Hi;p
 
~t
 jx0;x : (5)
More commonly, p (t), a vector of standard (1- or 2-sample) t-test p-values, which also assume the normality
of X 0i   Xi, or p (w), a vector of (signed-rank or rank-sum) Wilcoxon test p-values, which do not assume
normality, yield local false discovery rate estimates
t stat. with locfdr (Hijx0;x) = locfdr (Hi;p (t) jx0;x) ; (6a)
Wilcoxon stat. with locfdr (Hijx0;x) = locfdr (Hi;p (w) jx0;x) : (6b)
Alternatively, the locfdr package can employ an empirical maximum likelihood estimate of the null distrib-
ution [23] for computation of the local false discovery rate estimate emp. null (Hi;pjx0;x) :
t stat. with emp. null (Hijx0;x) = emp. null (Hi;p (t) jx0;x) ; (7a)
Wilcoxon stat. with emp. null (Hijx0;x) = emp. null (Hi;p (w) jx0;x) : (7b)
Whereas the empirical Bayes methods provide approximations to a posterior probability of a hierarchical
Bayesian class of models, we included comparisons to the posterior probability Bayes factor (Hijx0;x) under
a non-hierarchical set of models. The data densities under the non-hierarchical models are based on the
same assumptions as those of standard linear regression: unconstrained data means under the alternative
hypothesis (di¤erential expression) and, for each gene, normal IID noise and equal variance within each
group in the unpaired case. The posterior odds of di¤erential expression under these models are
!i; Bayes factor =
P (Hi)
P
 eHi
P (dx0; dxjHi)
P

dx0; dxj eHi ; (8)
where eHi represents the hypothesis of di¤erential expression and P (dx0; dxjh) is the prior predictive density
or integrated likelihood under hypothesis h. The left-hand side of equation (8) is the posterior odds of
equivalent expression to di¤erential expression; on the right-hand side, the rst factor is the prior odds of
equivalent expression to di¤erential expression, and the second factor is known as the Bayes factor. Since we
take P (Hi) = P
 eHi = 1=2, our posterior odds is equal to the Bayes factor; thus putting equal prior mass on
each hypothesis does not share the conservatism of the above empirical Bayes methods. The Supplementary
Information gives the analytical derivation of the resulting posterior probability, which may be expressed in
terms of some additional notation. Dene
k1 =
p
n+ 1; k2 = 1; k3 =
n
2
(9)
2i =
n
n+ 1
(x0i   xi)2 ;SSRHi =
nX
j=1
 
x0i;j   xi;j
2
;
SSR eHi =
nX
j=1
  
x0i;j   xi;j
  (x0i   xi)2
if n = n0 and x0i;j is paired with xi;j , or
3
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k1 =
p
n+ n0 + nn0; k2 =
p
n+ n0; k3 =
n+ n0   1
2
(10)
2i =
nn0
n+ n0 + nn0
(x0i   xi)2
SSRHi =
n0X
j=1

x0i;j  
nxi + n
0x0i
n+ n0
2
+
nX
j=1

xi;j   nxi + n
0x0i
n+ n0
2
SSR eHi =
nX
j=1
 
x0i;j   x0i
2
+
nX
j=1
(xi;j   x0i)2
if X 0i and Xi are independent. Then the posterior probability is given by
Bayes factor (Hijx0;x) = 1
1 + !i; Bayes factor
; (11)
!i;Bayes factor =
k1

2i + SSR eHi
k3
k2 (SSRHi)
k3
: (12)
We also applied two "information criteria" used in model selection to estimate the posterior probability;
the information criteria were applied to the same linear regression framework used in the above Bayes factor
computation. In model selection terminology, each criterion selects either model Hi or model eHi for the ith
gene, but we instead averaged the estimates corresponding to the two models for each gene as follows. We
rst applied the Bayesian Information Criterion (BIC) [26]. Up to a factor of  1=2 and a constant term,
the BIC approximates the logarithm of the prior predictive probability density given a statistical model and
a su¢ ciently di¤use proper prior distribution under the given model without requiring specication of such
a prior. With a prior mass on each model considered, the BIC leads to an approximation of a posterior
probability that is less conservative than that of the above Bayes factor. For paired data, the BIC for each
hypothesis is
BIC
 eHi = n logSSR eHi
n

+ 2 log n; (13)
BIC (Hi) = n log

SSRHi
n

+ log n; (14)
with SSRh as dened in (9); for independent data, the BIC values are
BIC
 eHi = (n+ n0) logSSR eHi
n+ n0

+ 3 log (n+ n0) ; (15)
BIC (Hi) = (n+ n0) log

SSRHi
n+ n0

+ 2 log (n+ n0) ; (16)
with SSRh as dened in (10). Since we again use P (Hi) = P
 eHi, the BIC approximation of the posterior
odds (!i;BIC) is equal to its approximation of Bayes factors corresponding to a wide class of priors on the
model parameters. Transformed from the logarithmic scale to the probability scale [27], the result is an
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equation of the same form as (11),
BIC (Hijx0;x) = 1
1 + !i; BIC
; (17)
!i;BIC =
exp
h
  12BIC
 eHii
exp
  12BIC (Hi) : (18)
The second information criterion we assessed was the Akaike Information Criterion corrected for small
samples (AICc). While  AICc=2 plus a constant term is in general only an approximately unbiased esti-
mator of the expected Kullback-Leibler distance between the model/hypothesis and the unknown true data
generating distribution [28], it is exactly unbiased for linear regression models with normal errors [29], a class
that includes the present non-hierarchical models. Under the name of Akaike weights, it and other AIC-like
criteria have been used to generate predictions that take model uncertainty into account in a manner exactly
analogous to Bayesian model averaging [28], giving rise to an equation of the same form as (17). For paired
data, the AICc values of the hypotheses or models are
AICc
 eHi = n logSSR eHi
n

+
4n
n  3 ; (19)
AICc (Hi) = n log

SSRHi
n

+
2n
n  2 ; (20)
with SSRh as dened in (9); for independent data, the AICc values are
AICc
 eHi = (n+ n0) logSSR eHi
n+ n0

+
6 (n+ n0)
n+ n0   4 ; (21)
AICc (Hi) = (n+ n0) log

SSRHi
n+ n0

+
4 (n+ n0)
n+ n0   3 ; (22)
with SSRh as dened in (10). Transforming from the logarithmic scale yields the e¤ective probability
AICc (Hijx0;x) =
1
1 + !i;AICc
; (23)
where
!i;AICc =
exp
h
  12AICc
 eHii
exp
  12AICc (Hi)
is the ratio of Akaike weights.
2.2 Methods of assessing gene selection algorithms
Algorithm s best prediction of future values of X 0i  Xi is  (Hijx0;x) (0) + (1   (Hijx0;x)) (x0i   xi) ;
this approximation of posterior mean degree of expression has been compared to a method of correcting
estimates for gene selection bias [30]. The corresponding estimate of the prediction error is
^;i =
1
n
nX
j=1
"  
x0i;j   xi;j
 
1  

Hijx0( j);x( j)

x0i;( j)   xi;( j)
 #2 (24)
if n = n0 and x0i;j is paired with xi;j or
^;i =
1
nn0
n;n0X
j;j0=1
"  
x0i;j0   xi;j
 
1  

Hijx0( j0);x( j)

x0i;( j0)   xi;( j)
 #2 (25)
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if X 0i and Xi are independent, where ( j) means the jth replicate is omitted:
x0( j) =
0B@ x
0
1;1    x01;j 1 x01;j+1    x01;n0
...
...
...
...
...
...
x0m;1    x0m;j 1 x0m;j+1    x0m;n0
1CA ; (26a)
x( j) =
0B@ x1;1    x1;j 1 x1;j+1    x1;n... ... ... ... ... ...
xm;1    xm;j 1 xm;j+1    xm;n
1CA ; (26b)
x0i;( j) =
Pn0
J=1 x
0
i;j   x0i;j

= (n0   1), and xi;( j) = (
Pn
J=1 xi;j   xi;j) = (n  1). The error relative to
always predicting that X 0i  Xi = 0 is
"^;i =
^;i
^all nulls true;i
: (27)
Three ways to average the estimated prediction error of an algorithm over all genes are
 = (relative error mode) = HSM("^;1; "^;2; :::; "^;m) ; (28)
4 = (relative error mean) =
1
m
mX
i=1
"^;i; (29)
+ = (absolute error) =
Pm
i=1 ^;iPm
i=1 ^all nulls true;i
; (30)
the half-sample mode (HSM) is the estimator of the mode studied in [31] and implemented as the hsm
function in the modeest package of R.
Je¤ery et al. [32] also used a cross-validation approach to estimate the predictive error of a variety of gene
selection algorithms, but with microarray classication error rather than equations (28) as the performance
criterion. Such classication error depends not only on the gene selection algorithm, but also on the particular
classier for which that algorithm selects features. Since our interest lies strictly in identifying di¤erentially
expressed genes, our methods instead quantify performance in terms of predicting new measurements.
3 Results
To illustrate the proposed methods of quantifying the performance of gene selection algorithms, we applied
them to two example data sets, one relevant to agriculture and the other to medicine.
3.1 Agricultural data
Dual-channel microarrays were used to measure in tomatoes the expression ratios (mutant/wild type) of
m = 13; 440 genes at the breaker stage of ripening and at 3 and 10 days thereafter [33]. Each of the later two
stages has six biological replicates (n = 6), but one of the biological replicates is missing at the breaker stage
of ripening (n = 5). The next sub > 1 compares algorithms of determining which genes are di¤erentially
expressed between mutant and wild type at each point in time, whereas Subsection 3.2 uses the same data
to instead compare algorithms of determining which genes are di¤erentially expressed between one point in
time and another point in time.
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Figure 1: Estimated prediction errors, dened by equations (28), at the breaker stage of ripening. The values
of  displayed correspond to the gene selection algorithms of equations (1)-(7).
3.1.1 Pairing across microarray channels
In order to determine the genes for which expected values of logarithms of mutant-to-wild-type ratios di¤er
from 0, let x0i;j be the expression level of the mutant sample with mRNA hybridized to the same microarray as
that of a wild type sample with expression level xi;j at 0, 3, or 10 days after the breaker stage. Then x0i;j xi;j
is the logarithm of the observed ratio for the ith gene and jth microarray. Due to this dependence structure,
paired (1-sample) t-tests and Wilcoxon signed-rank tests were used to obtain p-values, and equations (28)
were used to estimate prediction error. The estimated prediction errors for all algorithms mentioned above
are displayed as Figs. 1-3.
3.1.2 Two independent groups
In order to determine which genes di¤er in mutant-to-wild-type ratios between di¤erent periods of time after
the breaker stage, let x0i;j0 and xi;j the logarithms of ratios observed at two di¤erent points in time for gene
i and for microarrays j0 and j. Since the measurement errors of observations made at one time point are
independent of those made at the other time point, 2-sample t-tests and Wilcoxon rank-sum tests were used
to obtain p-values, and equations (28) were used to estimate prediction error (Figs. 4-6).
3.2 Biomedical data
MAQC researchers [4] measured gene expression responses to a rat liver treatment on four di¤erent platforms:
Applied Biosystems, A¤ymetrix, Agilent, and GE Healthcare. Each data set has six treatment biological
replicates and six control biological replicates. As in Subsection 3.1.2, observations in the treatment group
are not paired with those of the control group. The Applied Biosystems data set (m = 26; 857 genes) and
Agilent data set (m = 41; 070 genes) were used to assess gene selection criteria on the basis of prediction
error (Figs. 7-8). The limma method was not applied to the Agilent data set because it contains repeated
minimum measurements, which prevent the software from estimating the prior variance.
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Figure 2: Estimated prediction errors 3 days after the breaker stage of ripening. Error and algorithm
denitions are the same as those of Fig. 1.
Figure 3: Estimated prediction errors 10 days after the breaker stage of ripening. Error and algorithm
denitions are the same as those of Fig. 1.
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Figure 4: Estimated prediction errors for comparing expression at 10 days to expression at 0 days after the
breaker stage of ripening. Error and algorithm denitions are the same as those of Fig. 1.
Figure 5: Estimated prediction errors for comparing expression at 10 days to expression at 3 days after the
breaker stage of ripening. Error and algorithm denitions are the same as those of Fig. 1.
9
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Figure 6: Estimated prediction errors for comparing expression at 3 days to expression at 0 days after the
breaker stage of ripening. Error and algorithm denitions are the same as those of Fig. 1.
Figure 7: Estimated prediction errors for the Applied Biosystems data set of the rat toxicogenomics study.
Error and algorithm denitions are the same as those of Fig. 1.
10
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Figure 8: Estimated prediction errors for the Agilent data set of the rat toxicogenomics study. Error and
algorithm denitions are the same as those of Fig. 1.
4 Discussion and Conclusions
Some observations made on the basis of the example data sets invite further study. First, the t-statistic
methods often had lower estimated prediction errors than the Wilcoxon algorithms, indicating that the dis-
tributions of expression ratios are su¢ ciently close to the lognormal family for parametric testing with small
sample sizes. Second, comparing +t stat. with locfdr to +moderated t stat. with locfdr suggests that regularization
of the t-statistic does not necessarily tend to improve predictive performance. Third, the model selection
methods not adjusted for multiple testing (Bayes factor, BIC, and AICc) performed well in the experiment
designed to have large changes between conditions (Figs. 7-8). Fourth, the hypothesis testing methods gen-
erally performed better than methods based on fold-change estimates alone. Even so, fold-change shrinkage
(2) performed remarkably well, except in the case in which no genes appear di¤erentially expressed (Fig. 6).
Related to the fourth observation, investigators have been reporting that a heuristic combination of
statistical testing and fold-change estimation performs better than does either type of algorithm alone [4,34].
The inferior performance of statistical methods that do not make use of fold-change estimates has been
explained both in terms of the high variability in p-values expected with small samples [34] and in terms of
a distinction between statistical and biological signicance [35]. The latter explanation would call for the
incorporation of the lowest fold change considered biologically relevant into the statistical hypotheses under
consideration. Recent statistical methods designed to nd genes expressed at biologically important levels
include those utilizing false discovery rates [36, 37], Bayesian analyses [38, 39], and the likelihood paradigm
of measuring the strength of statistical evidence [40]. Thus, researchers need not choose between statistical
rigor and incorporation of information about fold change.
Although the proposed cross-validation methodology may be used with data sets with as few as three
biological replicates, the variance in cross-validation estimates of the prediction error might be prohibitively
high for extremely small samples. For this reason, model-based methods of estimating the prediction error
such as parametric posterior predictive inference and parametric bootstrapping [41] also merit attention.
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Supplementary Information 
Validation of differential gene expression algorithms: Application comparing fold-change 
estimation to hypothesis testing 
David R. Bickel, Corey M. Yanofsky 
Heuristic overview 
This document contains an explicit derivation of the Bayes factor used in the main paper for 
both paired and unpaired data. In each case, there are two models for the data: the null model in 
which the gene is equivalently expressed in the two conditions, and the alternative model in which 
the gene is differentially expressed.  
The derivation of the Bayes factor requires two components per model. The first component 
is the probability distribution of the data conditional on some statistical parameters; this is termed 
the likelihood function.  The differential expression model will always have one extra parameter to 
take into account the fact that the gene’s expression level is different across conditions. 
The data are always modeled as: 
observed datum = average data level + measurement error. 
Here, the average data level is an unknown parameter. Throughout, the measurement errors are 
assumed to be independent and identically distributed as Gaussian random variables.  That is, for 
all j,  
  | 	
 = √ exp −  , 
where   is the measurement error of the jth observation and  is the data variance .  
The second component is the prior distribution of the model parameters, namely, the 
baseline expression level of the gene and the experimental variability of the data. The prior 
distribution summarizes everything that is known about the model parameters prior to observing 
the data. Since the basic expression level of the gene and the variability of the data are unknown, we 
use standard default priors for them. 
The extra parameter in the alternative model measures the amount of differential 
expression. Here, we use what has been called a unit-information prior distribution, that is, a prior 
distribution that contains exactly as much information as one extra data point. The unit-
information prior is weakly informative, so it will not unduly influence the results in favor of either 
model.  
To calculate the Bayes factor, we marginalize the model parameters; that is, we integrate 
the likelihood function with respect to the prior distribution, resulting in a prior predictive 
distribution. The marginalization removes the nuisance parameters from the expression. The Bayes 
factor is the ratio of the prior predictive distributions under the null and alternative models. 
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Derivations 
Bayes factor for paired data  
 
Suppose n = n′  and ,  is paired with , . Let 
 = , − ,.              (S1) 
The hypothesis of equivalent expression is 
 M0:  yj = εj, 
and the hypothesis of differential expression is  
M1:  yj = α + εj. 
Prior distributions 
For both models, we set 
 ∝ . 
For M1, we use the unit information prior 
 | 	 = 1√2# exp $− 12  − %&'. 
In the main text of the paper, the prior mean %& is set to zero. 
Null model prior predictive distribution 
The prior predictive distribution of the data under M0 is 
|() = *  + |% = 0,  	
 -
.
)
, 
|() = 2#/0 ⁄ * 2 13
04 exp 5− 677728 -,
.
)
 
|() 	 = 2#/0 ⁄ Γ 90: 6777
/0 ⁄ . 
Alternative model prior predictive distribution 
We define in advance: 
 ; = 0<74=>04 , 
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??@ = %& −  ; + B −  ;
 . 
After some algebra, we can derive 
??@ = 6777 − 7
 + 66 + 1 7 − %&. 
Here, SSR1 is the effective sum of squares of the residuals under M1. It is the sum of the SSR using the 
maximum likelihood estimator  CDE = 7 and a term that penalizes disagreement between the MLE and 
the prior mean. 
The prior predictive distribution of the data under M1 is 
|( = * *  | 	 + |% =  ,  	
 - 
.
/.
-.
)
, 
|( = 2#/04 ⁄ * 2 13
04 4 F * exp G− 12 H − %& + B −  
 IJ - 
.
/.
K -.
)
. 
Isolating the part of the integrand that is a quadratic expression in α, we complete the square: 
 − %& + B −  
  
=   − 2 %& + %& + 6  − 2 67 + 6777 
= 6 + 1  − 2 67 + %& + 6777 + %&
 
= 6 + 1 −  ; + 6777 − 67
 + %& + 67 − 67 + 267%& + %&6 + 1  
= 6 + 1 −  ; + 6777 − 7
 + 6%& + 67 + %& + 676 + 1 − 67 + 267%á + %&6 + 1  
= 6 + 1 −  ; + 6777 − 7
 + 16 + 1 67 − 267%& + 6%&  
= 6 + 1 −  ; + 6777 − 7
 + 66 + 1 7 − %& 
= 6 + 1 −  ; + ??@. 
Substituting back into the integral, we have 
|( = 2#/04 ⁄ M 9 :NOP 4 exp 9− QQRP : 9M exp − 04  −  ; - ./. : -.) , 
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|( = 2#/0 ⁄ 6 + 1/ ⁄ M 9 :N4 exp 9− QQRP : -.) , 
|( 	 = 2#/0 ⁄ Γ 90: 6 + 1/ ⁄ ??@/0 ⁄ . 
The Bayes factor is  
ST = |() 	|( 	 = √6 + 1 5??@6777 8
0 .                                    S2 
Equations (S1) and (S2) together are equivalent to equations (9), (11), and (12) of the main paper. 
Bayes factor for two-sample data  
 
Suppose that  V,  and V,  are independent. Define  
 = ,, W = 1, … , 6,                                                       (S3) 
04 = , , W = 1, … , 6′ .                                                 (S4) 
The hypothesis of equivalent expression is 
M0:   = Z +  , W = 1, … , 6 + 6′, 
and the hypothesis of differential expression is 
M1:   = Z +  , W = 1, … , 6,  
         =  +  , W = 6 + 1, … , 6 + [. 
Preliminaries 
To fix notation, let  
777 = 16 + [ B  ,
04\
]  
7 = 16 + [ B 
04\
] , 
^777 = 1[ B 
04\
]04 , 
_777 = 16 B 
0
] . 
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Before beginning the derivation of the Bayes factor, we note that the maximum likelihood estimates under 
M1 are  
 CDE = ^777, 
ZCDE = _777, 
and the sum of squares of the residuals using the MLEs is  
??@CDE = 6 + [777 − [^777 − 6_777. 
Prior distributions 
For both models, we set the prior for Z,  to be  
Z,  ∝ . 
For the extra parameter in M1, we use the unit information prior centered at = Z,  
 |Z,  	 = √ exp −   − Z.  
Null model prior predictive distribution 
The prior predictive probability of the data under M0 is 
|() = * Z,  * + |Z,  	
040] -Z
.
/.
-.
)
, 
|() = 2#/NON` * 2 13
040 4 exp 5− 6 + 6′777 − 7
2 8 a * exp 5− 6Z − 72 8 -Z
.
/.
b -.
)
, 
|() = 2#/NON`cP 6 + 6′/P * 2 13
040/ 4 exp 5− 6 + 6′777 − 7
2 8 -
.
)
, 
|() 	 = 2#/NON`cP 6 + 6′/PΓ56 + 6′ − 12 8 d6 + 6′777 − 7
e/040/ ⁄ . 
Alternative model prior predictive distribution 
We define in advance: 
f |Z,  = 6′^777 + Z6′ + 1 , 
Zg = 56 + 66′_777 + 6′^7776 + 6 + 66′ 8, 
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??@ = ??@CDE + 66′6 + 6 + 66′ ^777 − _777. 
As before, the effective sum of squares of the residuals under M1 is the sum of the SSR using the 
maximum likelihood estimators and a penalty term for disagreement between the MLEs and the prior 
distribution. 
Before dealing with the marginal probability of the data under M1, we re-arrange the quadratic expression 
in α and β to ease the integrations.  
 − Z + B − Z
0] + B  −  

040
]04  
=   + Z − 2 Z + 6Z − 26_777Z + 6′  − 26′^777 + 6 + 6′777 
= 6 + 1Z − 26_777Z + 6′ + 1  − 26′^777 + Z + 6 + 6′777 
= 6 + 1Z − 26_777Z + 6′ + 1 − f |Z, 
 + 6 + 6′777 − 6′^777 + Z6′ + 1  
= 56 + 6′ + 66′6′ + 1 8 Z − 2 56_777 + 6′6′ + 1 ^7778 Z + 6′ + 1 − f |Z, 
 + 6 + 6′777
− 6′6′ + 1 ^777 
= 56 + 6′ + 66′6′ + 1 8 hZ − 2 56 + 66′_777 + 6′^7776 + 6′ + 66′ 8 Zi + 6′ + 1 − f |Z
 + 6 + 6′777
− 6′6′ + 1 ^777 
= 56 + 6′ + 66′6′ + 1 8 Z − Zg
 + 6′ + 1 − f |Z, 
 + 6 + 6′777 − 6′6′ + 1 ^777
− j6 + 66′_777 + 6′^777k6 + 6′ + 66′6′ + 1 
= 56 + 6′ + 66′6′ + 1 8 Z − Zg
 + 6′ + 1 − f |Z, 
 + 6 + 6′777 − 6′6′ + 1 ^777
− 6 + 66′_777 + 6′^777 + 26′6 + 66′^777 _7776 + 6′ + 66′6′ + 1  
= 56 + 6′ + 66′6′ + 1 8 Z − Zg
 + 6′ + 1 − f |Z, 
 + 6 + 6′777
− 66′ + 1_777 + 6′6 + 1^777 − 266′^777 _7776 + 6′ + 66′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= 56 + 6′ + 66′6′ + 1 8 Z − Zg
 + 6′ + 1 − f |Z, 
 + 6 + 6′777 − 6′^777 − 6_777
+ 66′_777 + 66′^777 − 266′^777 _7776 + 6′ + 66′  
= 56 + 6′ + 66′[ + 1 8 Z − Zg
 + 6′ + 1 − f |Z, 
 + ??@CDE + 66′6 + 6′ + 66′ ^777 − _777 
= 56 + 6′ + 66′6′ + 1 8 Z − Zg
 + 6′ + 1 − f |Z, 
 + ??@ . 
The marginal probability of the data under M1 is 
|( = * * * â,  |Z,  	 + |% = Z,  	
0] + |% =  ,  	

040
]04 - 
.
/.
-Z.
/.
-.
)
, 
|( = 2#/NON`OP * 2 13
0404 4 * * exp H− 12 F − Z + B − Z

0
]
.
/.
.
/.
.
)
+ B  −  
040]04 bI - -Z -, 
|( = 2#/NON`OP * 2 13
0404 4 exp 2− ??@2 3 a * exp h− 6 + 6′ + 66′2[ + 1i -Z
.
/.
b.
)
 
                                                               × a * exp h− [ + 12  − f |Z, 
i - 
.
/.
b -, 
|( = 2#/NON`cP 6 + 6′ + 66′/P * 2 13
040/ 4 exp 2− ??@2 3
.
)
 -, 
|( = 2#/NOncP 6 + 6′ + 66′/PΓ56 + 6′ − 12 8 ??@/040/ ⁄ . 
The Bayes factor is 
ST = |() 	|( 	 = o6 + 6′ + 66′6 + 6′ 5 ??@6 + 6′777 − 7
8
040/ .                              S5 
Equations (S3), (S4) and (S5) together are equivalent to equations (10), (11), and (12) of the main paper. 
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