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The Design and Evaluation of Multilingual 
Social Media Portal 
1. Introduction 
Web 2.0 has created a large amount of user-generated content from online social media such as 
forums, blogs, social-networking sites, etc. (Chen, 2010). As a result, the volume of social media 
data has been growing exponentially. Such user-generated data contains valuable information 
about people’s ideas and opinions toward products, services or social/political issues. 
However, certain characteristics of user-generated content make it difficult to analyze this 
type of data. One characteristic is that most of such content is unstructured/semi-structured and 
stored across various data sources. Typically, there is no standard format when users post 
information on various social media sites such as forums, blogs, or social networking sites. 
Compared with other formal online data sources such as news websites and scientific dataset 
sources, such unstructured/semi-structured user-generated content first needs to be organized 
before further analysis. When people search information in social media sites, even for one 
specific topic or event, they will find more than one site (often a lot of sites) providing related 
information. Therefore, to use multiple data sources, another issue is raised - the data organizing 
procedure developed for one particular social media site typically cannot be applied to another.  
Another characteristic is that much user-generated content is written in different 
languages. According to the latest statistics (updated in June 2010) of Internet users by language, 
72.7% of Internet users are non-English speaking users 
(http://www.internetworldstats.com/stats7.htm). The top five groups of non-English speaking 
users are Chinese (24.2%), Spanish (7.8%), Japanese (4.7%), Portuguese (3.9%), and German 
(3.6%). Providing effective mechanisms to deal with multilingual data sources is critical for 
searching and analyzing social media data. Because of these two characteristics, traditional data 
analytical tools may not be able to access social media data or present it in a usable format 
(Kawamura, 2010). In addition, as the foundation for further data analytics, it is important to 
provide an automated, flexible way to access various social media sites in real-time, extract only 
the relevant content, and add structure to the data (Kawamura, 2010). 
This study aims to develop an infrastructure for better social media data access. 
Specifically, an integrated framework of multilingual social media portal was developed. Three 
major functions were provided in the framework. They are Data Integration, Search Support, and 
Automatic Multilingual Translation Support. To evaluate the performance of the proposed portal 
framework, a user-oriented evaluation study was conducted to compare the performance of the 
portal with that of a benchmark system in terms of efficiency, effectiveness, system quality, ease 
of use, usefulness, user satisfaction, and intention to use.  
The remainder of this paper is organized as follows. Section 2 discusses the data 
integration demand, multilingual issue, and spidering techniques related to social media data, as 
well as Web portals. Section 3 lists the research questions of this study. Section 4 describes the 
system development framework. Section 5 provides detailed information of the system evaluation 
study, including the prototype system, the benchmark system, research hypotheses, measurement 
variables, subjects and tasks, and data analysis and results. Section 6 summarizes this study and 
discusses future research directions. 
 
2. Data Integration Demand, Multilingual Issue, Spidering Techniques, and Web Portals  
The two-way communication enabled by Web 2.0 (O'Reilly, 2005) has fostered the exponential 
growth of user-generated content on the Web. Different from formal media, this new platform 
contains a vast amount of rich information about individuals’ opinions and ideas.  The followings 
are some examples. 
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• Business Intelligence 2.0: Companies try to identify ways to make profits by 
analyzing users’ online activities, opinions and feedbacks (Chen, 2010; Kaplan & 
Haenlein, 2010). 
• Government 2.0: Decision and policy makers try to establish real-time online 
interactions with citizens, businesses, and government agencies to further enhance 
the efficiency and effectiveness of the decision/policy making process (Chen, 2009; 
Palvia & Sharma, 2007). 
• Health 2.0: Doctors, patients, and scientists utilize social media sites to provide 
personalized health care, collaborate, and promote health education (Hughes, Joshi, 
& Wareham, 2008). 
 
2.1 Data Integration Demand of Social Media Data 
Most user-generated content is unstructured/semi-structured. Recently, it has been reported that 
95% of the 1.2 zettabytes of data in the digital universe is unstructured, 70% of which is user-
generated content from social media (Roberts, 2011). Traditional data analytical tools may not be 
able to access the unstructured/semi-structured social media data or present it in a usable format 
(Kawamura, 2010). Therefore, integrating social media data has become the biggest challenge 
(Kawamura, 2010). An automated, flexible way to access various social media sites in real-time 
and to extract only the relevant content is in demand. 
The goal of data integration of user-generated content is to enrich the unstructured/semi-
structured data (e.g., online postings, comments, and conversations) by structuring them in a way 
that various types of information can be obtained - when it occurred, who said it, and what main 
points it conveyed (Kawamura, 2010). Although different social media sites often have different 
styles, after data integration, a consistent format can be obtained. Further data analytical tools can 
then be developed based on the consistent data format. 
2.2 Multilingual Issue of User-Generated Content 
When the Internet was first created in 1969 as DARPANET, it was dominated by English 
(Crystal, 2001). Nowadays, the World Wide Web contains information in more than 1,000 
languages (Crystal, 2001). Since 2000, there have been more non-English-speaking users than 
English-speaking users on the Internet (Global Reach, 2004). According to the latest statistics 
(updated in June 2010) of Internet user by language, 72.7% of Internet users are non-English 
speaking users (http://www.internetworldstats.com/stats7.htm).  
Since a lot of user-generated content has been written in different languages, an 
automatic translation support would be important to assist people’s understanding of such 
multilingual content. Different methods have been explored to execute translation tasks (Abusalah, 
Tait, & Oakes, 2005; Zhou, Huang, & Chen, 2008; Zhou, Qin, Chen, & Nunamaker, 2005), such as 
dictionary-based approach, corpus-based approach, and machine translation-based approach. 
In the dictionary-based approach, a bilingual dictionary is first constructed, and then a 
translation result is obtained by looking up a given term in the dictionary (Abusalah et al., 2005; 
Zhou et al., 2005). Depending on needs, the dictionary can be general or domain-specific. The 
corpus-based approach analyzes a large collection of documents to construct a statistical 
translation model (Abusalah et al., 2005; Zhou et al., 2005). A corpus is a repository consisting of 
textual documents, paragraphs and sentences written in one or more natural languages. The 
advantage of the corpus-based approach is that there is no need to rely on manually created 
bilingual dictionaries. Thus, this approach is more suitable for newly emerging domains where 
dictionaries are not available. 
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The machine translation-based approach uses existing machine translation techniques to 
provide automatic translation (Abusalah et al. 2005, Zhou et al. 2005). Compared with other 
approaches, it is relatively easy to apply and incorporate into an integrated system, is faster when 
performing the translation tasks especially for large texts, and no extra training is needed. 
Examples include Google Translation (http://translate.google.com/), Babel Fish 
(http://babelfish.altavista.com), and FreeTranslation.com (http://www.freetranslation.com). As 
one of the most popular machine translation tools, Google Translation provides translation 
functions for more than 80 languages. 
2.3 Large Scale Data Spidering Techniques 
In order to collect large-scale data from the Internet, spidering techniques are often utilized. 
Spiders are defined as software programs that retrieve Web pages and documents by traversing 
the World Wide Web following hypertext links (Cheong, 1996). There are six characteristics that 
are important for developing spiders, including accessibility, collection type, content richness, URL 
ordering features, URL ordering techniques, and collection update procedure (Fu, Abbasi, & Chen, 
2010). Based on these characteristics, an effective spider needs to be able to deal with the 
registration of targeted sites (accessibility), collect and extract related information (collection type), 
filter out non-relative information (content richness), sort queued URLs (URL ordering features and 
techniques), and keep the collected information up-to-date (collection update procedure).  
For social media portal, it is very important to collect the user-generated content in a 
timely manner. Therefore, the characteristic of collection update procedure is especially 
important. Two approaches are often used for collection update procedure, including periodic 
spidering and incremental spidering (Cho & Garcia-Molina, 2000). The periodic approach re-
spiders the entire collection of targeted sites in a fixed time interval. The disadvantage of this 
approach is that when the size of the collection becomes huge, it needs to take a lot of time and 
resources to spider the entire collection. On the contrary, the incremental spidering approach 
focuses on collecting only the newly added content in the targeted sites. Therefore, the spidering 
process can be done within a much shorter time period.  
2.4 Review of Web Portals 
Web portals have been developed for various domains, such as business intelligence, health care, 
and emerging scientific areas (e.g. nanotechnology). However, most of them are in the traditional 
Web 1.0 era, utilizing Web 1.0 data sources such as Web pages and online scientific publications 
and documents. For example, Marshall et al. (2004) developed EBizPort, a Web portal for 
business intelligence, and conducted user evaluation to assess the performance of the system. 
Chung et al. (2004) developed a similar system, CBizPort, which supported business intelligence 
analyses in Chinese document environments. The system evaluation results indicated promising 
user satisfaction. In health care domain, Zhou et al. (2006) designed and implemented a Chinese 
medical portal (i.e., CMedPort), which allowed users to search for Web pages from local 
collections and meta-search engines, together with an encoding conversion between simplified 
and traditional Chinese to support cross-regional search and document summarization/ 
categorization. They conducted an experiment to evaluate the effectiveness, efficiency, error 
recovery, interface, and functionality of CMedPort, reporting that the use of CMedPort could 
result in significant improvements in users’ search performance, compared with three benchmark 
regional search engines that included Sina, Yahoo! Hong Kong, and Openfind. The data sources 
for EBizPort, CBizPort, and CMedPort are all static Web pages. 
Other Web portals have utilized online scientific publications, proceedings, documents, 
reports, and books. Examples include the Web of Science 
(http://scientific.thomson.com/products/wos/) by Thomson Scientific, the ACM Digital Library 
(http://portal.acm.org/dl.cfm) by the Association for Computing Machinery, the MEDLINE by 
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the National Library of Medicine (http://www.nlm.nih.gov/), the IEEE Computer Society Digital 
Library (http://www.computer.org/portal/site/csdl/index.jsp) by Institute of Electrical and Electronic 
Engineers, and Web-based systems maintained by leading patent offices to access patent documents 
(e.g., USPTO patent search system: http://patft.uspto.gov/). As to domain specific Web portals with 
analysis supports, for example, Dang et al. (2009) developed a Web portal, Arizona Literature 
Mapper, which allowed users to gain comprehensive understanding of current development status 
and emerging trend of research related to bioterrorism diseases by analyzing scientific publications 
from the major online database. The portal has practical importance for biodefense and national 
security. User evaluations of the portal performance were favorable. Nano Mapper (2011), a Web-
based portal designed for nanotechnology domain, provided various types of search supports as well 
as analyses supports on data sources of nanotechnology-related patents and grant documents. 
Evaluation studies indicated the high effectiveness and efficiency of the system, as well as favorable 
user satisfaction toward using the system. 
All the above systems used Web 1.0 data sources such as Web pages and online scientific 
publications and documents. None of them has utilized the Web 2.0 social media data sources, the 
content of which is user-generated with particular characteristics and demand of data integration 
of huge amount of unstructured data and real-time multilingual translation support.  
3. Research Questions 
As discussed in the above section, a systematic approach to integrate multilingual user-generated 
social media data is important and in demand. However, no previous research has developed an 
integrated framework to provide the access to multilingual, unstructured/semi-structured user-
generated content from different social media data sources. This study aims to develop a Web 
portal for multilingual social media data and systematically evaluate the performance of the portal. 
The research questions that this study seeks to address are: 
1. How to develop a multilingual social media portal that can effectively deal with data 
integration and the multilingual issue associated with the unstructured/semi-structured 
user-generated content?   
2. How to systematically evaluate the performance of the portal by comparing it with 
alternative ways of searching information in multilingual user-generated content? 
 
4. Design and Implementation of the Social Media Portal  
The portal framework adopts a three-tier architecture. As shown in Figure 1, the architecture 
consists of a database layer, a logical control layer, and a presentation layer, from bottom to top. 
To address the data integration and multilingual issue, three major functions are implemented, 
including data integration support, search support, and multilingual translation support. The first 
one is implemented in the database layer, while the other two are implemented in the logic 
control layer. 
 
4.1 The Database Layer  
The database layer deals with data collecting and parsing from targeted social media sites. To 
collect social media data, both complete spidering and incremental spidering are utilized. 
Complete Spidering is applied to forums the first time they are added to our collection, while 
incremental spidering is adopted if the forums already exist in the collection. When a new social 
media site is first added to the data collection, the complete spidering is applied to collect all 
available postings.  
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Figure 1. System framework architecture  
 
Incremental spiders are then designed to identify and collect postings generated after the 
last updating time of the given site. To keep the data sources of the portal up-to-date, incremental 
spiders can be set to run periodically (e.g., weekly). Each time, only a small portion of data is 
collected and added to the portal, making the spidering process much more efficient. Different 
incremental spidering programs are developed and tailored for different social media sites. Using 
Web forums as an example, since each forum may contain various discussion themes, an 
incremental spider first needs to collect and compare the URLs of these themes (they can be 
treated as sub-forums). For each sub-forum, the incremental spider then needs to check the 
metadata of each discussion thread to get the date (or time) information of the last update of the 
thread. Threads updated later than the last update date (or time) will be collected. If it’s a new 
thread, then all the postings within the thread will be collected.  
Once collected, detailed data fields (such as posting titles, main posting bodies, authors, 
and posting dates) of the collated social media data will be extracted from the raw HTML Web 
pages and stored in a local database. A unified database design is adopted for different data 
sources. Thus, the data integration functionality is implemented in this layer.  
4.2 The Logic Control Layer  
The logic control layer contains modules for handling search support and multilingual translation 
support functionalities. This layer acts as middleware that connects the presentation layer and the 
back-end database layer.  
The search functionality allows users to search postings from each data source by 
searching keyword(s) in various data fields such as message/thread title, message body, author 
name, and/or post date. Users can specify the logical “AND” or “OR” operation among the 
keywords to obtain postings containing all or either of the given keywords. In addition to 
searching information in one particular data source, the system also enables users to search 
information across all data sources. To provide users with improved consistency and a more 
positive user experience, a unified search interface design was adopted for different data sources 
as well as for the across-all data sources search function. 
The multilingual translation support functionality is provided in order to process 
multilingual content written in various languages. It is implemented using Google Translation 
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API (http://code.google.com/apis/ajaxlanguage/documentation/#Translation), a machine 
translation based service. Although there are other multilingual translation services available 
online, we chose the Google Translation API for the following reasons. First, as one of the most 
widely used online translation services, it provides relatively stable, fast, and accurate translation 
performance in general.  Second, it is free of charge and easy to access. No registration or 
validation is required. In addition, it can be easily integrated into Java-based Web applications.  
 
4.3 The Presentation Layer  
The presentation layer provides user interfaces that enable access to specific functionality. 
JavaServer Pages (JSP) technology is used to develop the Web pages. When users search non-
English forums, the results will be returned in both the original language and in English. Results 
in both languages are displayed on the same page using a double-column table format, each 
column for one language and each row for the same posting. To further assist users to search for 
multilingual content, when they conduct keyword searches in non-English forums, the system 
allows users to express their search terms in English even when the forum is mainly in another 
language (e.g., Arabic). In that case, the search will return matches for both the English terms and 
the Arabic translations of those terms. In the returned search results, keywords in both languages 
will be highlighted. 
 
5. Evaluation Study and Results 
5.1 Dark Web Forum Portal: The Prototype System 
A prototype system, Dark Web Forum Portal (DWFP), has been developed based on the proposed 
system framework. Currently, the system contains user generated content from 29 important Web 
forums related to homeland security and selected by domain experts, with a total of 13 million 
postings from 340 thousand participants. Among them, 17 are in Arabic, 7 in English, 3 in French 
and 2 in German and Russian. Incremental spidering is set for data collecting and updating. We 
tested the spidering speed using an Arabic forum as an example – 29,016 new postings were 
generated by users in a six-week time period, and the spider could collect all of them in 39 
minutes (i.e., about 12 postings per second).  
The goal of the DWFP is to help users locate and understand and eventually utilize the 
social media data related to homeland security quickly and easily. It is an infrastructure to 
integrate heterogeneous forum data, and will serve as a strong complement to the current 
databases, news reports and other sources available to the research community in this area. Figure 
2 shows a screenshot of the search support and multilingual translation support functionalities of 
the DWFP. 
5.2 Benchmark System 
A user based evaluation is conducted to assess the performance of the DWFP developed based on 
the proposed system framework. A big challenge for the evaluation is that there is no existing 
system providing the same content or functionality as the DWFP. By consulting a couple of 
domain experts, they mentioned that without an aggregated system as the DWFP, using the search 
function provided in the original Web forum plus an online stand-alone translation function could 
be the best way they can leverage to search information in multilingual social media. We 
therefore used the original Web forum plus the web-based Google translation function 
(http://translate.google.com/) as the benchmark system. To make a fair comparison, the original 
Web forum also needs to provide keyword-based search functionality which is similar as the 
search support provided in the DWFP.  
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Figure 2. A screenshot of the search support and multilingual translation 
support functionalities of the DWFP 
 
 
To minimize potential bias with any single language, two benchmark systems for two 
different languages were used. One benchmark system is the Arabic Web forum “Alokab,” and 
the other benchmark system is the English Web forum “Islamic Awakening.” The Alokab 
(Islamic Awakening) data collection in the DWFP contains the same set of data as that of the 
original Web form “Alokab” (“Islamic Awakening”). In addition, both the DWFP and the two 
original forums provide keyword-based search functions. Since the embedded translation support 
in the DWFP was implemented using Google Translation API, to make a fair comparison, 
subjects were asked to use the web-based Google translation function 
(http://translate.google.com/) when using the original Web forums to complete tasks. 
 
5.3 Hypotheses 
A set of hypotheses was developed. By providing consistent data format and user interface of 
system functionality across multiple data sources as well as integrating the automatic translation 
capability to the system, we expect that users would be more likely to complete multilingual 
search tasks successfully and faster when using the DWFP than using the benchmark system. 
Thus, we hypothesize: 
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H1: Users achieve higher efficiency when using the DWFP than using the benchmark 
system. 
H2: Users achieve higher effectiveness when using the DWFP than using the benchmark 
system. 
 
The system capabilities include data integration, search support, and automatic 
multilingual translation support. In addition, the system also provides some other helpful 
functions such as allowing users to use keywords in the target language to search information in 
forums in other languages and the display of messages in both languages with the keywords in 
both languages highlighted. With these supports, we expected that users would perceive higher 
system quality, ease of use and usefulness associated with the DWFP compared with the 
benchmark system. Therefore, we hypothesize: 
H3: Users perceive higher system quality of the DWFP than the benchmark system. 
H4: Users perceive the DWFP to be easier to use than the benchmark system. 
H5: Users perceive the DWFP to be more useful than the benchmark system. 
Based on all the above dimensions, users could then perceive higher satisfaction and be more 
willing to use the DWFP than the benchmark system. Thus, we hypothesize: 
H6: Users perceive higher satisfaction of the DWFP than the benchmark system. 
H7: Users perceive higher intention to use the DWFP than the benchmark system. 
 
5.4 Experimental Design 
A repeated factor design was used. The system is the repeated factor at two levels: the DWFP and 
the original Web form plus Web-based Google translation function (http://translate.google.com/). 
Each subject used both the DWFP and a benchmark system to complete a set of tasks. For each 
subject, the order of the system usage was randomly assigned. 
 
5.5 Measurement Variables 
5.5.1 Efficiency and Effectiveness 
To test the hypotheses, both objective measures and users’ subjective measures were used. 
Objective measures include efficiency and effectiveness. Efficiency was measured as the amount 
of time a subject took to complete a task. Effectiveness was measured in terms of task 
performance accuracy (Chung, Chen, & Nunamaker, 2005; Chung et al., 2004; Marshall et al., 
2004; Zhou et al., 2006), which refers to how well a system supports the user to complete a 
search task correctly. It is calculated as: accuracy = number of correctly answered parts / total 
number of parts. 
 
5.5.2 A Comprehensive Measure of System Quality – QUIS 
Users’ subjective measures included system quality, ease of use, usefulness, user satisfaction, and 
intention to use. System quality measures the specific qualities of the information processing 
system itself (DeLone & McLean, 1992, 2003; Rai, Lang, & Welker, 2002). As the goal of social 
media portal is to address the issues like data integration and multilingual issues, system quality is 
a very important factor to measure social media systems. Ease of use has been treated as an 
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important component of system quality, and previous research used it as the measure of system 
quality (Doll & Torkzadeh, 1998; Rai et al., 2002; Seddon & Kiew, 1994). To obtain a more 
comprehensive assessment of system quality, we used the Questionnaire for User Interaction 
Satisfaction (QUIS) to measure system quality in this study. The QUIS was developed to measure 
software usability in a standard, reliable and valid way (Chin, Diehl, & Norman, 1988). It 
provides measurement items that focus exclusively on assessing users’ perceptions of their 
interactions with a computer system from various aspects (Chin et al., 1988; Harper, Slaughter, & 
Norman, 1997). 
After its initiation, the QUIS has been updated and several versions have been released. 
Currently, the newest version is the QUIS 7.0 (http://lap.umd.edu/quis/) which contains five 
major dimensions including: Overall Reactions to the System, Screen factors, Terminology and 
System Information, Learning Factors, and System Capabilities (Harper et al., 1997). The QUIS 
7.0 also contains several optional dimensions, such as technical manuals, on-line tutorials, 
multimedia and teleconferencing, which can be used to assess computer systems with certain 
capabilities (Harper et al., 1997). The five core dimensions were used in this study to measure 
system quality. The optional dimensions were excluded because they are not suitable for the 
system framework proposed in this study. 
5.5.3 Other Subjective Measurement Variables 
The measurement items of ease of use, usefulness, user satisfaction, and intention to use were 
adapted from previously validated scales (Bhattacherjee, 2001; Davis, 1989), with minor wording 
changes appropriate for the subjects and contexts. All the items used a seven-point Likert scale, 
with 7 being “strongly agree,” 4 being “neutral,” and 1 being “strongly disagree.” 
 
5.6 Subjects 
Subjects were senior level students from a police university in Taiwan. After graduation, most of 
them either would become police officers or security analysts. They were the potential target 
users of the DWFP. Subject recruiting and data collection were conducted and provided by 
collaborator researchers from Taiwan. 
 
5.7 Tasks 
Four scenario-based tasks were designed with the assistance of several domain experts, two tasks 
for searching information from the “Alokab” data collection and the other two for searching 
information from the “Islamic Awakening” data collection. Each subject used one system (either 
the DWFP or the benchmark system) to complete the four tasks and then completed a 
questionnaire to provide their assessment of the system based on the measurement variables. 
They repeated these tasks using the other system and completed the questionnaire to assess the 
second system. The order of the tasks to be performed by each subject was randomized, thus 
mitigating the potential influences of task sequencing. 
 
5.8 Data Analysis and Results 
A total of 78 subjects participated in the study, 67 males and 11 females. The mother language of 
all subjects was Chinese. Both Arabic and English were foreign languages to them. To ensure the 
success of data collection, the experiment tasks were provided to the subjects in Chinese. The 
measurement items in the questionnaire were also translated to Chinese. Back translation was 
conducted to make sure the quality of the translation.  Table 1 lists the aggregated subject 
information. On average, the subjects were relatively experienced computer users with around 10 
years of experience. About half of them were trained to be police officers and the other half were 
10 
 
trained to be security analysts. They had limited English reading and writing ability, and none of 
them could either read or write in Arabic. 
Table 1. Aggregated subject information 
Atrribute Subjects' Characteristics 
Gender Male: 67; Female: 11 
Age Mean: 25.01; Std dev: 6.67 
Years of using computer Mean: 9.86; Std dev: 3.16 
Training focus Being police officers: 41; Being security analysts: 37 
General computer skill1 Mean: 4.08; Std dev: 1.11 
English ability2 Mean: 3.85; Std dev: 1.25 
Arabic ability2 Mean: 1; Std dev: 0 
Note. 1Rating scale ranges from 1 to 7, with 1 being very unskilled and 7 being very skilled. 2Rating 
scale ranges from 1 to 7, with 1 being "can neither read nor write" and 7 being "can read and write very 
fluently." 
 
Table 2 summarizes the mean and standard deviation values of all measurement 
dimensions. On average, a user needed 2.33 minutes to complete a multilingual search task when 
using the DWFP but spent 3.19 minutes when supported by the benchmark system. On average, a 
user achieved 61.86% accuracy when using the DWFP to complete multilingual search tasks but 
had 43.40% accuracy when using the benchmark system. For the subjective measurement 
dimensions, the average ratings toward the DWFP were all above the midpoint (i.e., score of 4) of 
the 7-point Likert scale, ranging from 4.48 to 4.86. The average ratings toward the benchmark 
system were all slightly below the midpoint, ranging from 3.20 to 3.83. 
Table 2. Descriptive statistics  
Measure DWFP Benchmark System 
  Mean Std dev Mean Std dev 
Efficiency 2.33  1.06  3.19 1.67 
Effectiveness 61.86% 28.34% 43.30% 25.77% 
System Quality - A. Overall Reactions to the 
System 4.53  1.05  3.34  1.22  
System Quality - B. Screen 4.72  1.10  3.58  1.28  
System Quality - C. Terminology and System 
Information  4.56  0.90  3.82  1.05  
System Quality - D. Learning  4.48  1.14  3.51  1.28  
System Quality - E. System Capabilities  4.79  0.74  3.83  1.09  
Ease of Use 4.79  1.20  3.37  1.42  
Usefulness 4.86  1.13  3.60  1.45  
Satisfaction 4.60  1.14  3.31  1.45  
Intention to Use 4.73  1.29  3.20  1.33  
Note. Efficiency was measured in minutes. Effectiveness was measured by accuracy. Rating scale for 
the other measures ranges from 1 to 7, with 7 being the best. 
 
The hypothesis testing results are shown in Table 5.3. All hypotheses were significant (p-
values < 0.0001). Users achieved significantly higher efficiency and accuracy when using the 
DWFP than using the benchmark system. Users perceived significantly higher information 
quality and system quality (in all five dimensions) of the DWFP than the benchmark system. 
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Users perceived the DWFP to be significantly easier to use and more useful than the benchmark 
system. Users perceived significantly higher satisfaction of and intention to use the DWFP than 
the benchmark system. Users perceived significantly higher individual benefit and social benefit 
of the DWFP than the benchmark system. 
Table 3. Hypothesis testing results  
Hypotheses Measure p-value Result 
H1 Efficiency <0.0001 Supported 
H2 Effectiveness <0.0001 Supported 
H3a System Quality - A. Overall Reactions to 
the System <0.0001 Supported 
H3b System Quality - B. Screen <0.0001 Supported 
H3c System Quality - C. Terminology and 
System Information  <0.0001 Supported 
H3d System Quality - D. Learning  <0.0001 Supported 
H3e System Quality - E. System Capabilities  <0.0001 Supported 
H4 Ease of Use <0.0001 Supported 
H5 Usefulness <0.0001 Supported 
H6 Satisfaction <0.0001 Supported 
H7 Intention to Use <0.0001 Supported 
Note. All supported at α=0.01. 
 
6. Conclusions and Future Research Directions 
A large amount of unstructured/semi-structured data sources and multilingual content are major 
issues associated with user-generated social media data. To address these issues, an integrated 
framework of social media portal was developed. The framework enables an integrated access to 
various unstructured/semi-structured social media data sources by embedding three major 
capabilities: data integration, search support, and automatic multilingual translation support. The 
system framework is generic and can be applied to different domains. Based on the proposed 
framework, a prototype system, the DWFP, was built. This prototype system can be useful for 
security practitioners and researchers. 
A user evaluation study was conducted to assess the performance of the proposed system 
framework. The involved subjects were from the domain area of the prototype system. They are 
the potential users of the system. Therefore, compared with using general subjects, the results of 
the evaluation studies could be more focused and convincing. The study systematically compared 
the DWFP with the benchmark system based on a wide range of measures related to various 
aspects of IS adoption and success. The test results showed that users achieved significantly 
higher efficiency and effectiveness, and perceived significantly higher system quality, ease of use, 
usefulness, satisfaction, and intention to use when using the DWFP. This demonstrated the 
advancement of the proposed system framework. 
This study has some limitations that can be addressed in future research. First, the current 
system framework focuses on providing efficient and effective access to user-generated social 
media data in order to address the two issues of unstructured/semi-structured data sources and 
multilingual content. However, other key characteristics of social media data are also important 
and need to be incorporated into the system functionality design. For example, users leverage 
social media sites to communicate with others by sharing information and exchanging opinions. 
Thus, social network analysis can be used to examine their interactions. In addition to search and 
translation functions, future research needs to incorporate social network analysis functionality 
into the system. 
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Another key characteristic of social media is user-generated multimedia data. People can 
post pictures online and record and post audio and video files. All these types of files contain rich 
information about aspects of people and their opinions and behaviors. However, the current 
system framework focuses only on textual based user-generated content. Future research needs to 
incorporate other multimedia data sources such as sounds, pictures, and videos. 
In addition, future research can also incorporate other analysis functions, such as sentiment 
analysis, automatic summarization, and user interactive visualization functions, into the system. 
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