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An optical system using structured light and close-range photogrammetry for full-ﬁeld continuous measurements of the
out-of-plane deformation of a metal plate loaded at its centre by a moving punch is presented. The system is applicable
both for quasi-static and dynamic loading conditions, but in this paper focus will be on the former. In the tests, a square
AA5083-H116 aluminium plate is mounted in a circular frame and penetrated from above by a cylindrical punch, while the
out-of-plane deformation is observed from below. A fringe pattern is projected on the target plate surface and recorded by
a camera (or more than one if required). The changing fringe positions on the plate surface during perforation are then
computer processed to give topography information of the out-of-plane deformation. This paper is divided into three
major parts. First, the optical technique is presented with a description of the applied method, image analysis procedures,
calibration of the system and estimation of accuracy of the acquired data points. The experimental set-up is then presented,
and some results from a typical test where a 5 mm thick plate with free-span diameter of 500 mm is perforated by a 20 mm
diameter blunt-nose punch are given. Finally, numerical simulations of the perforation process are carried out using the
non-linear ﬁnite element code LS-DYNA. The numerical predictions are compared with the experimental observations and
the applicability of the experimental method is discussed based on the obtained results.
 2007 Elsevier Ltd. All rights reserved.
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Structural impact problems have become increasingly important for the modern society. As an example,
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F. Grytten et al. / International Journal of Solids and Structures 44 (2007) 5752–5773 5753collisions, explosions and penetration by fragments. Most of these loads are also pertinent in the design of
protective structures for the process industry, fortiﬁcation installations for defence purposes or in the
development of protection against possible terrorist attacks. In the transport industry, energy absorption
and crashworthiness are today critical issues in the design process of vehicles, vessels and aircrafts. While
much of the work carried out by military and industrial research organisations has been classiﬁed, many
generic studies are available in the open literature. As pointed out by Goldsmith (1999), the enormous
literature on the subject encompasses a variety of diﬀerent target materials and thicknesses, as well as
a host of projectile geometries and a velocity range from 5 m/s to the hypervelocity domain of up to
15 km/s. Comprehensive reviews on the research into the penetration and perforation of structures by
free-ﬂying projectiles can be found in the journal papers by Backman and Goldsmith (1978) and Corbett
et al. (1996), and in the books by Zukas et al. (1982, 1990).
Even so, the ballistic penetration and perforation processes of metal plates are still considered as com-
plex problems both from an experimental, analytical and numerical point of view. Therefore, in order to
validate assumptions, theoretical calculations and numerical models it is useful to perform quasi-static per-
foration tests, where material uncertainties associated with impact generated high strain-rate loading con-
ditions as well as inertia eﬀects are omitted. Such experiments are also easier to carry out with accurate
measurements than impact tests using free-ﬂying projectiles at high impact velocities. Still with these sim-
pliﬁcations, it is diﬃcult to establish reliable closed-form analytical solutions for this type of problem.
Numerical techniques, like the ﬁnite element method (FEM), have on the other hand become increasingly
powerful during the last two decades and FEM is today accepted as a general computational tool within
most branches of industry. To validate that the numerical model is able to represent the real behaviour of
a structure exposed to a continuously moving quasi-static punch load, accurate measurements of the
deformation process are required.
Several studies on the behaviour of metal plates loaded quasi-statically by a circular punch at its centre have
previously been conducted (see, e.g., Onat and Haythornthwaite, 1956; Lance and Onat, 1962; Johnson and
Ghosh, 1980; Johnson et al., 1980; Langseth, 1988; Corbett et al., 1990; Langseth and Larsen, 1992; Corbett
and Reid, 1993). In most studies, the experimental results have been used to validate accompanying analytical
models of the penetration and perforation process. To do so, measured force-punch displacement curves have
been compared to similar analytical calculations. On the other side, several optical studies have been published
on diﬀerent techniques to measure the out-of-plane deformation of a deforming body (see, e.g., Sainov et al.,
1989; Chen et al., 1999; Martı´nez-Celorio et al., 2002; Salas et al., 2003; Chen et al., 2004; Su et al., 2004;
Kumar et al., 2004; Barrientos et al., 2004; Tay et al., 2005). However, none of these have tried to measure
the out-of-plane deformation proﬁles of a punched target plate at large deﬂections to fracture, and compared
the results to detailed ﬁnite element calculations. This is somewhat strange, since this information is of major
importance both in order to study the load carrying and energy absorbing capacity of the target plate (involv-
ing the coupling between local punch indentation and global target bending) and as a precision tool to validate
ﬁnite element simulations of the penetration and perforation process.
In this paper, an optical system using structured light and close-range photogrammetry for full-ﬁeld con-
tinuous measurements of the out-of-plane deformation of a metal plate loaded at its centre by a moving punch
is presented. The system is applicable both for quasi-static and dynamic loading conditions, but in this paper
focus will be on the former. In the tests, a square AA5083-H116 aluminium plate is mounted in a circular
frame and penetrated from above by a cylindrical punch, while the out-of-plane deformation is observed from
below. A fringe pattern is projected on the target plate surface and recorded by a camera (or more than one if
required). The changing fringe positions on the plate surface during perforation are then computer processed
to give topography information of the out-of-plane deformation. The paper is divided into three major parts.
First, the optical technique is presented in detail. This involves a description of the applied method, image
analysis procedures, calibration of the system and accuracy of the recordings. The experimental set-up is then
presented, and some results from a typical test where a 5 mm thick plate with free-span diameter of 500 mm is
perforated by a 20 mm diameter blunt-nose punch are given. Finally, numerical simulations of the penetration
and perforation process are carried out using the non-linear ﬁnite element code LS-DYNA (LSTC, 2003). The
numerical predictions are compared with the experimental data and the applicability of the experimental
method is discussed based on the obtained results.
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2.1. Measurement principle
Themeasurement principle described in this paper is based on structured light and close-range photogramme-
try. During testing the rear surface of the target, i.e. the surface of which the topography is measured, is illumi-
nated with a fringe pattern using a Kodak Carousel S-AV 1030 250W slide projector. The projector is equipped
with a Kodak Retinar lens with focal length of 85 mm and 200 high precision Ronchi rulings by Edmund Optics
with 50 lines per inch. The projected pattern consists of black and white stripes, i.e. a discrete binary pattern,
which is observed and recorded through a greyscale camera, providing intensity maps of the fringe pattern pro-
jected to the target surface. Two cameras are used in this study to obtain redundant measurements. The cameras
are aKodakMotionCorder SR-500 (with amaximumof 1000 fps) and aPhantomv5.0 high-speed camera (capa-
ble ofmaximum62500 fps). The fringe pattern is analysed as it appears in the intensitymaps recorded by the cam-
eras and the topography of the target is calculated using a calibrated camera model and a look-up-table which
holds information on how the fringe pattern appears with varying deformation values. Typical images of the
changes in the projected fringe pattern during deformation will be shown in Section 4.2. To obtain satisfactory
absolute accuracy of the three-dimensional measurements, a camera model which corrects for radial and decen-
tring distortionmust be used and a proper calibration of the system is required (Atkinson, 1996; Heikkila¨, 1997).
Themeasurement principle and the theoretical background for the chosenmethod are presented inmore detail in
Fagerholt (2004), and is based on the work by Heikkila¨ (1997).2.2. Camera model
Fig. 1 illustrates the diﬀerent coordinate systems and their relation. First, two coordinate systems are
deﬁned, namely the object coordinate system that contains the target which is going to be measured and
the camera coordinate system which contains the image sensor plane of the camera. The basic transformation
from object coordinates to camera coordinates is given byFig. 1.
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Zi]
T are the coordinates in the object coordinate system and [x0,y0,z0]
T are the origin of the object coordinate
system denoted in camera coordinates. After the object coordinates are transformed to camera coordinates,
the camera coordinates are projected on to the image sensor plane of the camera. The projection is described
as~ui
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ð2Þwhere ~ui;~vi½ T are the image coordinates and f is the focal length of the camera lens. The image coordinates are
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ð3Þwhere sV is the scale factor between the horizontal and vertical direction. DU and DV are the proportional con-
stants between millimetres and pixels. So far the camera model describes a linear camera model without any
distortion factors. However, in order to obtain a required accuracy, the camera model must correct for radial
and decentring distortion. These distortion factors are common for most lens systems. Radial distortion is de-
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ð5Þwhere p1 and p2 are decentring distortion coeﬃcients. The transformation from undistorted image coordinates
in mm to distorted image coordinates in pixel values are then given byui
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ð6ÞThe complete transformation from object coordinates to image pixel coordinates are thus determined by
Eqs. (1), (2) and (6). All parameters used in the camera model are listed in Table 1, together with their values
obtained from the camera calibration described in the next section and Section 4.1. The various parameters in
Table 1 are further deﬁned in Fig. 1.
2.3. Camera calibration
Calibration points are obtained by recording images of an accurately deﬁned square chess pattern. The
chess pattern is moved normal to its plane to obtain calibration points in three dimensions. The corners of
the chess pattern are extracted from the recorded images giving a set of corresponding object and image coor-
dinates. The calibration is performed with a least square ﬁtting algorithm, where the sum of squared residuals
is minimized. The object function to be minimized is expressed asF ¼
XN
i¼1
ðUi  uiÞ2 þ
XN
i¼1
ðV i  viÞ2 ð7Þwhere N is the number of calibration points. Ui and Vi are observations of the image coordinates, whereas ui
and vi are image coordinates calculated from the corresponding object coordinates (Xi,Yi,Zi) using the camera
model described in Section 2.2.
Table 1
Camera parameters that determine the object to image coordinates transformation and their values from the camera calibration
Parameter Description Kodak Phantom Units
DU Proportional constant between millimetres and pixels 102,50 204,98 pixels/mm
DV Proportional constant between millimetres and pixels 96,00 212,59 pixels/mm
sV Scale factor between horizontal and vertical direction 1.1337 0.9993 –
f Eﬀective focal length 22.8519 19.6022 mm
u0 Principal point in image pixel coordinates 462.80 1202.20 pixels
v0 Principal point in image pixel coordinates 115.93 280.39 pixels
k1 Radial distortion coeﬃcient 0.0022457 0.0022437 –
k2 Radial distortion coeﬃcient 2.8207e-005 3.9023e-005 –
p1 Decentring distortion coeﬃcient 0.0039274 0.00020071 –
p2 Decentring distortion coeﬃcient 0.0029374 0.0046827 –
x0 Origin of object coordinate system in camera coordinates 285.00 421.51 mm
y0 Origin of object coordinate system in camera coordinates 206.96 108.02 mm
z0 Origin of object coordinate system in camera coordinates 1965.3 2086.3 mm
x Rotation of the coordinate system about x-axis 153.21 153.70 
/ Rotation of the coordinate system about y-axis 9.2471 9.3528 
j Rotation of the coordinate system about z-axis 3.0433 6.2308 
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sV. DU and DV are given in the camera speciﬁcations, and act as initial conditions for the camera calibration
procedure. The remaining 14 camera parameters (i.e. the 14 last-mentioned parameters in Table 1) are opti-
mized by the least square algorithm. However, for the least square algorithm to converge to the correct solu-
tion, proper initial values for the 14 parameters must be applied. Initial values for 9 of the 14 camera
parameters, i.e. the focal length, the principal point in image pixel coordinates, the origin of object coordinates
in camera coordinates and the rotation parameters of the camera coordinate system, are provided by using the
Direct Linear Transform (DLT) algorithm (Abdel-Aziz and Karara, 1971; Heikkila¨, 1997). As initial param-
eters for the optimization algorithm, the four distortion parameters are set to zero and the scale factor is set to
one.
The calibration data set is obtained using a plane glass plate with a black and white square chess pattern as
reference (see Fig. 2a). This pattern deﬁnes a two-dimensional coordinate system, i.e. object coordinates X and
Y. The glass plate is moved through the target area perpendicular to the X–Y plane, i.e. parallel to the object
coordinates Z, and at the same time observed and recorded through the camera. The Z-value is synchronically
recorded both using a linear voltage transducer and a non-contacting laser gauge, and a pulse generator is
used to trigger the camera images and the distance recordings (this is described in more detail in Section
3.3). The images of the square pattern is analysed and locations of the pattern corners are calculated with
sub-pixel accuracy. This procedure provide corresponding object coordinates (X,Y,Z) and camera pixel coor-
dinates (u,v) which are used as input in the camera calibration algorithms described above.
Determining the 14 camera parameters only gives the transformation of object coordinates (X,Y,Z) to
image coordinates (u,v). However, the camera model does not give a solution to the inverse model where
we want to recover the three-dimensional object coordinates from distorted image coordinates. Problems arise
when trying to invert Eqs. (6) to obtain undistorted image coordinates from distorted image coordinates. This
results in ﬁfth order polynomials which are not trivial to solve. The solution applied is an approximation pre-
sented by Heikkila¨ (1997). He showed that the proposed model gives maximum residuals of 0.01 mm even with
severe radial and decentring distortion. The eight parameter model which computes undistorted image coor-
dinates from distorted image coordinates is given by the following relations~ui ¼ ~u
0
i þ ~u0iða1r2i þ a2r4i Þ þ 2a3~u0i~v0i þ a4ðr2i þ 2~u02i Þ
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Fig. 2. Recordings of the plate with projected (a) square chess pattern and (b) line pattern used in the calibration of the camera and
projector, respectively.
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area must be generated. A set of 2000 such calibration points is generated using the camera model in Section
2.2. The eight parameters are then solved using a least square ﬁtting algorithm (Heikkila¨, 1997).2.4. Projector calibration
It is possible to use a similar geometric calibration as the one presented above for correcting radial and
decentring distortion of the projector. However, a more direct and mathematically trivial approach is used.
Here, a line pattern is projected on to a glass plate with a white matt surface (see Fig. 2b). The glass plate
is mounted to the hydraulic actuator used in the penetration tests in order to move the glass plate parallel
to the object coordinate Z-axis. The surface of the glass plate is prearranged to lie in the X–Y plane in the
object coordinate system, and the fringe pattern is projected on to the glass plate surface. The camera records
the variations of the pattern during this process, and a linear voltage transducer and a non-contacting laser
gauge are used to record the object coordinate Z-value. The Z-values and the recorded images are synchro-
nized using a pulse generator. This process provides information on the properties of the pattern in the rele-
vant object space. The result is a 3D matrix with information on how each edge of the pattern varies as a
function of Z. This matrix is used as a look-up table during topography measurements and the Z-values
are interpolated from the values in this matrix.2.5. Image processing
The recorded images are processed digitally. The intensities of the pixels in the recorded images are given by
discrete 8 bit integer values, ranging from 0 (black) to 255 (white). Two diﬀerent image analysing algorithms
are used; one for analysing the fringe pattern projected by the projector, and one for analysing the square
chess pattern of the camera calibration procedure. The square chess pattern is analysed using algorithms based
on the corner-ﬁnder algorithm presented by Harris and Stevens (1998). An example of the square pattern and
its extracted corners is presented in Fig. 3.
The fringe pattern projected by the projector is computer processed by locating the edges between the black
and white stripes in the camera pixel plane. An interpolation function is developed providing sub-pixel accu-
racy of the location of the edges in the image pixel coordinate system (u,v). This function provides the location
of all fringe edges through the whole image. Assuming the target surface to be smooth, low-pass ﬁltering func-
tions in the pixel plane provide an even higher sub-pixel accuracy in the location of the pattern edges, ﬁltering
out high frequency eﬀects like interference and small-scale surface properties of the target plate. By recording
images at a high rate, it is also possible to apply low-pass ﬁltering in the time scale, provided that the surface
Fig. 3. A part of a calibration pattern recorded by the Kodak camera. The black dots indicate the location of the extracted calibration
points.
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in Fig. 4.
The algorithms used to generate out-of-plane deformation data from the recorded images are implemented
as scripts and functions in MATLAB (The MatWorks, 2002). The image processing is divided into ﬁve parts,
which are (1) Edge Location, (2) Corner Extraction, (3) Projector Calibration, (4) Camera Calibration and (5)
Topography Calculation. Fig. 5 gives the data-ﬂow-chart used in the calculations. The Edge Location algo-
rithm contains the algorithms for analysing series of images with fringe patterns, locating the edges of the
fringes in each image. This is used for analysing the images from the Projector Calibration algorithm and
the images from the perforation test. The Corner Extraction algorithm contains the algorithms for analysing
series of images with square patterns, locating the corners of each square in the pattern. The data from the
corner extraction is used as input to the Camera Calibration Algorithm. This algorithm calculates the camera
parameters providing the transformations between object coordinates and image pixel coordinates. TheFig. 4. A part of a fringe pattern recorded by the Kodak camera and its extracted edges. The dotted lines indicate the location of the
extracted edges and the solid lines are the low-pass ﬁltered edges.
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Fig. 5. Data-ﬂow-chart for image processing of recorded images.
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Topography Calculations algorithm uses input from the projector calibration, the camera calibration and
the edge locations performed on the perforation test images to calculate the topography of the target surface.2.6. Calculated accuracy of measurements
The calibration procedures presented above are performed in order to maximize the absolute accuracy of
the topography measurements. Two diﬀerent cameras are used in this study to obtain redundant measure-
ments. The camera calibration procedure is performed on both cameras providing two distinct camera models.
Residuals from the least square ﬁt provide information on the accuracy of the camera calibration procedure.
Calculated root-mean-square (RMS) values based on the camera calibration residuals for both the Kodak and
the Phantom camera are presented in Section 4.1.3. Experimental set-up
3.1. Target material
AA5083 is a high-strength aluminium-magnesium alloy well suited for rolling, and plates are therefore an
important product. Even though the alloy has been tested for ballistic protection (see e.g. Børvik et al., 2004),
the traditional use of these plates is naval structures such as ship hulls and oﬀshore topsides due to the alloys
excellent corrosion resistance. However, stress corrosion may occur in corrosive media. To avoid this problem,
the special temper H116 has been developed (Hatch, 1984). The main alloying elements are magnesium with
about 4.4 wt.%, manganese with 0.7 wt.% and chromium with 0.15 wt.%. Note that the amount of magnesium
in the alloy is more than 3 wt.%, which is the maximum quantity to be retained in solid solution at room tem-
perature. This implies a potential instability leading to precipitation along grain boundaries or slip planes,
which again gives rise to a phenomenon denoted the Portevin-Le Chatelier (PLC) eﬀect. The PLC eﬀect causes
serrated or jerky ﬂow in certain ranges of temperature and strain rate, and is associated with repeated
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Fig. 6. Comparison between typical true stress-strain curves to fracture from diﬀerent directions to the rolling direction of the target
material (Clausen et al., 2004).
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negative strain rate sensitivity of the ﬂow stress, resulting from diﬀusion of solute atoms to dislocations tem-
porarily arrested at obstacles in the slip path (Benallal et al., 2006).
AA5083-H116 is also found to be anisotropic both in strength and plastic ﬂow. Both the anisotropy and the
serrated ﬂow due to PLC are illustrated in Fig. 6, which shows the true stress-strain curves from quasi-static
tensile tests on smooth, axisymmetric specimens at room temperature. The specimens were taken in three dif-
ferent directions with respect to the rolling direction of the target plate in order to reveal the plastic anisot-
ropy. As seen, the anisotropy in strength is moderate, while the anisotropy in plastic ﬂow to fracture is
considerable. At 45 direction with respect to the rolling direction of the material the failure strain is found
to be about twice as large as the failure strain in the parallel (0) direction. This may aﬀect the perforation
process and result in an unsymmetrical fracture mode. A material test programme on a 25 mm thick
AA5083-H116 plate, determining the ﬂow and fracture characteristics of the alloy as a function of strain rate,
temperature and stress triaxiality, can be found in Clausen et al. (2004).3.2. Test rig
The test rig used in the quasi-static punch tests is shown in Fig. 7. It consists of a 400 kN Amsler hydraulic
actuator with a stroke of ±100 mm inserted in a stiﬀ supporting frame. A replaceable punch of hardened tool
steel (HRC 62) is connected to the actuator. The geometry of the cylindrical punch used in the test presented in
Section 4.2 is also shown in Fig. 7. The square AA5083-H116 aluminium plate with dimensions
600 · 600 · 5 mm3 was carefully cut from a larger plate. It was then mounted between two massive circular
rings with a free-span diameter of 500 mm using 24 pre-stressed M16 bolts. Even though this was done with
great care, the target can not be regarded as fully clamped in these tests, and both small rotations and con-
tractions of the boundary were found to be present during plugging. Photographs of the target plate both
before and after mounting in the clamping rings are given in Fig. 8. The rings are adjusted to make sure that
the punch loaded the target directly at its centre. Thus, both the loading and boundary conditions are axisym-
metric. The target and clamping rings rest on a rigid bottom frame. In order to increase the contrasts in the
images, the plate was spray painted dead white on the side to be observed. During testing, the hydraulic actu-
ator is operated in displacement control mode at a rate of 2 mm/min. At this speed, a typical experiment took
13
20
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35
20
Punch:400 kN Amsler 
hydraulic actuator
Fig. 7. Test rig and geometry of punch used during quasi-static tests.
Fig. 8. Target plate before (left) and after (right) mounting in the clamping rings.
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regarded as both quasi-static and isothermal.
3.3. Instrumentation
As the punch penetrated the target plate, punch force, punch displacement and out-of-plane deformation
were continuously measured. The punch force was measured by a load cell connected to the hydraulic actu-
ator. The load cell was calibrated in an Instron servo-hydraulic testing machine, and accuracy better than
±1% at maximum force was found. The punch displacement was measured using two independently operating
displacement transducers (one linear position sensor and one non-contacting laser gauge), in addition to the
stroke displacement of the hydraulic actuator. However, in calculations only the linear position sensor was
Fig. 9. Set-up of instrumentation during quasi-static punch tests.
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transducers was measured to be ±0.2% of the full scale displacement of 100 mm. The set-up of the basic instru-
mentation is shown in Fig. 9. Also the optical out-of-plane displacement system described in Chapter 2 is
sketched in Fig. 9. Here, the fringe pattern is projected from the projector via a mirror on to the plate surface.
The illuminated area seen by the cameras is about 400 · 400 mm2. Two individual cameras (even though only
one is shown in the sketch in Fig. 9) were used to continuously record the changes in the fringe pattern of the
illuminated plate via a second mirror. The full ﬁeld out-of-plane deformation of the plate was then calculated
by analysing the recorded images.
Since several measuring devices were used during the experiments, the data acquisition had to be synchro-
nised, so that each image captured by the camera could be related to the measured force or displacement. This
was done by programming an Atmel AT90S8515 microcontroller to generate trigger pulses for the two cam-
eras and the digital multimeter used to record the voltage value of the displacement transducers. The micro-
controller is clocked from a crystal oscillator that gives accurate timing and allows easy programming of
trigger pulses to the requirements of the diﬀerent devices. The frequency of the trigger signal was set to
0.5 Hz, giving duration between each recordings of 2 s. The number of recordings was limited by the maxi-
mum number of images stored in the Kodak camera memory, which is 546 images at maximum resolution.4. Experimental results
4.1. Calibration results
Both the Kodak and the Phantom camera are calibrated based on a set of 5-6000 calibration points. Each
calibration point contains the X, Y and Z object coordinate values and its corresponding u and v image coor-
dinates. The calibration points are distributed all over the X–Y plane and at three diﬀerent values of Z
(Z = 4.0, 81.5 and 136.3 mm). The calculated camera parameters for the Kodak and the Phantom camera
based on the calibration method described in Section 2.3 are presented in Table 1. Residuals for each calibra-
tion point are calculated based on the camera model and the camera parameters indicating how well the cam-
era model corresponds to the set of calibration points. Table 2 presents calculated root-mean-square values for
the camera calibration residuals for both cameras. The RMS-values in object coordinates (X and Y) were
found to be 0.61 and 0.48 mm, respectively, for the Kodak camera. For the Phantom camera the correspond-
ing residual RMS-values were 0.93 and 0.42 mm. In the case of the full-ﬁeld deformation of a circular surface
with 500 mm diameter measured in a Cartesian X–Y–Z-coordinate system, where Z represents the out-of-
plane deformation, the uncertainty of a single deformation measurement in Z-direction has been calculated
Table 2
RMS values of camera calibration residuals in object coordinates X and Y
Kodak camera (mm) Phantom camera (mm)
RMS value of residuals in X-direction 0.61256 0.93074
RMS value of residuals in Y-direction 0.48056 0.42704
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racy of the edge-location algorithms. Due to the relatively large residuals calculated from the camera calibra-
tion procedure, the absolute accuracy of a single three-dimensional measurement has been calculated to
0.7 mm for the Kodak camera and 1.1 mm for the Phantom camera. These values are very conservative esti-
mates and it must be noted that the absolute accuracy for this particular experiment seems to be signiﬁcantly
better, as will be discussed in the following sections.
The projector is calibrated by recording 500 images for both cameras with the calibration plane moving in
Z-direction from Z = 4.0 mm to Z = 146.0 mm. The calibration plane is moved smoothly at 0.15 mm/s
using the hydraulic actuator. Assuming the movement of the actuator to be smooth, the movement of the
extracted fringes in the recorded images are low-pass ﬁltered along the time-axis (Z-axis) to obtain a better
signal-to-noise ratio. The result is a three-dimensional matrix which holds information on how each fringe
in the pattern behaves as a function of the displacement (Z).
4.2. Perforation of target plate
As already stated, the target in the present test was a 5 mm thick AA5083-H116 aluminium plate with a free-
span diameter of 500 mm loaded in the centre until failure by a 20 mm diameter blunt punch at a rate of 2 mm/
min. The measured punch force from the load cell and the punch displacement measured with the linear position
sensor gave the relation shown inFig. 10.The ﬁgure also indicates that the scatter inmeasured force-displacement
curves from four identical tests (test # 1–4) is negligible. In the following, only results and images from test # 1will
be used to generate out-of-plane displacement proﬁles. It can further be seen fromFig. 10 that the force increases
monotonically until a certain point when plugging suddenly occurs at maximum load. Pictures of a typical plug
and the cross-section of a sliced target plate after perforation are shown in Fig. 11.
A selection of typical images of the projected fringe pattern from the Phantom camera during the punching
process is shown in Fig. 12. The punch nose after perforation can clearly be seen in the last image. In this par-
ticular test, a total of about 350 images were taken. Based on the recorded images and the calibration results
for the cameras and the projector, coordinates to points on the plate surface were calculated. The out-of-plane
displacement of the plate as function of radial distance from the centre could then be plotted at given times
and in-plane directions. Some 3D topographic plots of the plate geometry generated in MATLAB based on0 5 10 15 20 25 30 35
Punch displacement
0
10
20
30
40
50
Fo
rc
e 
[k
N]
LS-DYNA simply supported
LS-DYNA clamped
LS-DYNA springs
Test # 1
Test # 2-4
Fig. 10. Measured force-displacement curves (test # 1–4) compared to similar curves from LS-DYNA (LSTC, 2003) simulations using
diﬀerent boundary conditions.
Fig. 12. A selection of typical images of the projected fringe pattern from the Phantom camera during deformation. The punch nose after
perforation is seen in the last image.
Fig. 11. Pictures of a typical plug and the cross-section of a sliced target after perforation.
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various in-plane directions may be obtained. Fig. 14 gives 64 measured displacement proﬁles in the rolling
direction of the plate at various load levels. The thicker line in the ﬁgure indicates the permanent displacement
proﬁle after perforation and some elastic rebound of the plate. Note that in these tests a full elastic rebound of
the plate is prevented by the punch. Fig. 15 shows a selection of out-of-plane displacement proﬁles at three
diﬀerent angles to the rolling direction of the target plate, comparing the results from the two cameras. As
seen, very good correlation between the two independently operating cameras was observed. The results from
the two cameras have been compared with each other and found to correlate with a residual RMS-value of
0.0945 mm. This gives conﬁdence in the applied calibration technique. Another interesting eﬀect seen in
Fig. 15 is that the deformation proﬁles in the 45 degree direction diﬀers slightly from the proﬁles in the rolling
direction and orthogonal to the rolling direction at increasing load. These diﬀerences may be due to the aniso-
tropic nature of the target material seen in Fig. 6, as will be discussed further in Chapter 6.
Finally, in order to verify the accuracy of the measurements, the measured central (maximum) displacement
from the optical system was compared with data from the displacement transducers located at the front side of
the target plate. The results are shown in Fig. 16 and the agreement between the diﬀerent measurements is
excellent. Since there is hardly any punch indentation in the target or thinning of the plug material in front
of the moving punch during perforation, these measurements should coincide. Thus, this plot serves as a val-
idation of the high accuracy of the applied optical technique, so the calculated residuals presented in Table 2
seem to be conservative.
5. Numerical simulations
5.1. Material model
Several constitutive relations have been proposed over the years for metallic materials under impact gen-
erated loading conditions for use in computational mechanics. The multiaxial stress state of the material is
Fig. 13. Some 3D topographic plots at increasing load levels calculated based on raw-data from the Phantom camera images (where the
axes are lengths in mm).
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Fig. 14. Measured out-of-plane displacement proﬁles in the rolling direction at increasing load levels for a 5 mm thick AA5083-H116
aluminium plate loaded in the centre by a 20 mm diameter blunt punch. The 64 proﬁles are calculated based on images from the Phantom
camera.
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terms of the accumulated plastic strain eeq, plastic strain rate _eeq and temperature T as
Fig. 15. A selection of out-of-plane displacement proﬁles for three diﬀerent angles to the rolling direction, comparing the results from the
two cameras.
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Fig. 16. Comparison of measured central (maximum) displacement of the plate from the two displacement transducers located at the top
side and from the optical system located at the bottom side of the target.
5766 F. Grytten et al. / International Journal of Solids and Structures 44 (2007) 5752–5773req ¼ f ðeeq; _eeq; T Þ ð10ÞThe form given in Eq. (10) can easily be adapted to most computer codes since it uses variables already avail-
able. Johnson and Cook (1983) proposed a phenomenological based constitutive relation, which has been fre-
quently used in impact analysis due to its simplicity. Here, a slightly modiﬁed version of this constitutive
relation proposed by Børvik et al. (2001) is used, where the equivalent von Mises stress is expressed asreq ¼ ðAþ BeneqÞð1þ _eeqÞCð1 T mÞ ð11ÞThe model has ﬁve material constants; A, B, C, n and m. The dimensionless strain rate is given by _eeq ¼ _eeq=_e0,
where _eeq is the equivalent plastic strain rate and _e0 is an user-deﬁned reference strain rate. The homologous
temperature is given as T* = (T  Tr)/(Tm  Tr), where suﬃxes r and m indicate room and melting tempera-
tures, respectively. The various phenomena such as strain hardening, strain rate hardening and temperature
softening are uncoupled from each other. In the model, the incremental temperature increase caused by dis-
sipation of plastic work due to adiabatic heating is calculated as
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v
reqdeeq
qCp
ð12Þwhere q is the material density, Cp is the speciﬁc heat, and v is the Taylor–Quinney coeﬃcient that represents
the proportion of plastic work converted into heat.
Johnson and Cook (1985) also proposed a fracture criterion that accounts for strain path, strain rate, tem-
perature and stress triaxiality. The fracture criterion is based on damage evolution, where the damage variable
D of a material element is expressed asD ¼
X
ðDeeq=efÞ ð13Þ
Here, Deeq is the increment of accumulated plastic strain that occurs during an integration cycle and ef is the
fracture strain. Failure occurs by element erosion when D equals unity. The fracture strain is constructed in a
similar way as the Johnson–Cook constitutive relation. A slightly modiﬁed version (Børvik et al., 2001) of the
original model readsef ¼ ðD1 þ D2 expðD3rÞÞð1þ _eeqÞD4ð1þ D5T Þ ð14Þ
where D1, . . .,D5 are material constants. r* is the stress triaxiality ratio deﬁned as rH/req, where rH is the mean
stress. Again, the various phenomena accounted for in the fracture criterion are uncoupled from each other.
This model has been implemented as material model # 107 in the commercial non-linear ﬁnite element code
LS-DYNA (LSTC, 2003) using a backward-Euler integration algorithm.
5.2. Identiﬁcation of material constants
In order to reveal the mechanical behaviour of AA5083-H116 under impact generated loading conditions,
the ﬂow and fracture characteristics of the alloy as function of strain rate, temperature and stress triaxiality
have been investigated in detail by Clausen et al. (2004). The experimental programme involved more than 100
tensile tests with axisymmetric specimens taken in three diﬀerent directions of the plate material. Four types of
tensile tests were carried out: (1) quasi-static, smooth specimen tests; (2) quasi-static, notched specimen tests;
(3) tests at diﬀerent strain-rates; (4) tests at elevated temperatures using smooth specimens. Typical true stress-
strain curves from quasi-static tensile tests on smooth, axisymmetric specimens at room temperature are given
in Fig. 6. The experimental results were then used to calibrate the modiﬁed material model of Johnson and
Cook given above. Note that the modiﬁed version of the Johnson–Cook model applied in this study does
not account for the anisotropic eﬀects observed in the material. Also note that the material coupons tested
by Clausen et al. (2004) were taken from a 25 mm thick plate, while in this study a 5 mm thick plate is con-
sidered. The reduction in plate thickness is caused by mechanical rolling. This aﬀects the work hardening as
the thickness is decreased, and the material constants may therefore vary with plate thickness. To take this
into account, some new tensile tests were conducted in the 0-direction (i.e. coupons taken parallel to the rolling
direction), and the material constants given by Clausen et al. (2004) were adjusted accordingly. This is
described in more detail in Grytten et al. (2005). Furthermore, in the present problem the eﬀect of strain rate
and temperature can be omitted in the material model due to quasi-static and isothermal conditions (see Sec-
tion 3.2). Consequently, the material constants C, v, D4 and D5 may all be set equal to zero in the model. The
remaining material constants used in the simulations are as listed in Table 3.
5.3. Numerical models and results
2D axisymmetric volume weighted Galerkin elements with one integration point were used to model the
perforation process in LS-DYNA using explicit time integration. Flanagan–Belytschko stiﬀness based hour-
glass control with exact volume integration was used to avoid spurious singular deformation modes. The sec-
tion of the plate within 1.2 times the radius of the punch was deﬁned as the local part, while the rest of the
plate was deﬁned as the global part. In the local part, 32 elements were used over the thickness, giving a char-
acteristic element size of 0.16 mm and a total of 3072 elements in this part. The number of elements over the
plate thickness was gradually reduced in the global part, from 32 at the local part to 8 elements over the
Fig. 17. Finite element model showing the blunt punch, the local part and the global part of the target plate.
Table 3
Material constants for AA5083-H116 (Clausen et al. (2004), Grytten et al. (2005))
Elastic constants and density Yield stress and strain hardening Strain rate
hardening
E (GPa) m q (kg/m3) A (MPa) B (MPa) n _e0ðs1Þ C
70 0.30 2700 206 423 0.36 1.0 0
Adiabatic heating and temperature softening Fracture strain constants
Cp (J/kgK) v Tm (K) T0 (K) m D1 D2 D3 D4 D5
910 0 893 293 0.86 0.178 0.389 2.246 0 0
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body. Contact between the punch and the plate was modelled with the ‘‘contact_2d_automatic_sur-
face_to_surface’’ algorithm available in LS-DYNA, while self contact in the plate was modelled using ‘‘con-
tact_2d_automatic_single_surface’’. Both algorithms are based on the penalty method. A plot showing the
ﬁnite element model is given in Fig. 17.
The boundary was modelled as fully clamped, simply supported or constrained by linear and torsion
springs. The elastic springs were modelled using beam elements. Their stiﬀness was chosen high (kr = 200
(N/mm)/mm, k/ = 64000 (Nmm/rad)/mm) to allow for the small rotations and translations of the plate
boundary caused by elastic deformations in the bolts during testing. In these tests, no eﬀort was made to mea-
sure the displacements of the boundary, but both these and previous tests have shown these to be very small
due to the clamping in the massive steel rings (see Fig. 8). It is therefore believed that the chosen spring
stiﬀnesses are realistic. The load was applied as a velocity to the punch. A higher velocity was used in the
numerical simulations than in the experiments in order to reduce the CPU time that may be considerable
in quasi-static simulations using an explicit time integration algorithm. The ratio between internal energy
and kinetic energy was later checked to assure that the target response was quasi-static, i.e. that no inertia
eﬀects were generated.
Force-displacement curves from ﬁnite element simulations of the perforation process using a clamped
boundary, a simply supported boundary and a boundary constrained by stiﬀ elastic springs are compared with
the curves obtained experimentally in Fig. 10. As seen, the response of the target is very sensitive to the chosen
boundary condition. The coordinates of the nodes on the bottom surface of the plate was further stored during
the simulation and used to generate out-of-plane deformation proﬁles. Fig. 18 shows a comparison between
the out-of-plane deformation proﬁles from simulations with clamped and simply supported boundary and the
proﬁles from the camera measurements, while Fig. 19 shows a comparison between the results from the sim-
ulation where springs were used and the camera measurements. The data from the experiments are in the roll-
ing direction. As also will be discussed in the next section, good agreement between simulations and camera
measurements is only obtained when springs are used to model the boundary. Finally, Fig. 20 shows two typ-
ical plots of the deformation and fracturing process of the target plate during perforation, while Fig. 21 shows
a close-up of the local part of the target at incipient plugging. As can be seen from these ﬁgures, the correct
fracture mode is predicted and the shape of the resulting plug is close to the shape of the plugs seen in the
experiments (Fig. 11). Note also that in these quasi-static experiments fracture initiated at the rear side of
the plate due to tensile stretching and propagated towards the front side. This failure mode is contrary to most
observations from high-velocity impact tests (see e.g. Børvik et al., 2003; Dey et al., 2004).
Fig. 19. Comparison between the measured out-of-plane displacement proﬁles and results from numerical simulations with a boundary
partly ﬁxed with springs.
Fig. 18. Comparison between the measured out-of-plane displacement proﬁles and results from numerical simulations with a ﬁxed
boundary (left) and a free boundary (right).
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As seen from Fig. 10, the maximum force level in the simulations is almost unaﬀected by the boundary con-
dition, while this is deﬁnitely not the case for the maximum punch displacement. This has also been observed
in experiments (Grytten et al., 2005). If the boundary is modelled with stiﬀ elastic springs, which is a realistic
assumption in these tests, good correlation between experimental and numerical force-displacement curves is
obtained. Note that the ﬁnite element simulations give good results for elastic and small plastic deformations,
but may give more inaccurate results for large plastic deformations. Both Fig. 10 and Fig. 19 show excellent
agreement between simulation and experiments until the deformations get large when springs are used to
model the boundary. Thus, it is believed that both the camera measurements and the ﬁnite element model
are accurate under these conditions. It is also seen from Fig. 10 that the ﬁnite element model with a clamped
boundary exhibit too stiﬀ a response, while the response using a simply supported boundary is too soft. As
further indicated in Fig. 18, the calculated out-of-plane displacement proﬁles become highly inaccurate when
Fig. 20. Two typical fringe plots of the deformation and plugging process of the target plate during perforation.
Fig. 21. Close-up of the local part in the target just before (left) and at (right) incipient plugging plotted with fringes of eﬀective plastic
strain.
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(see Fig. 19). This shows that the boundary conditions are of great importance when quasi-static or low veloc-
ity penetration is investigated, especially when it comes to energy absorbing capacity before failure. Thus, it is
important to model the boundary correctly. The allowed displacement and rotation of the boundary con-
strained by springs were very small compared to those of the simply supported boundary. This proves that
the boundary of the plate in the experiment was almost ﬁxed as intended, but small rotations and displace-
ments took place. Even so, the eﬀect on the force-displacement curve and the out-of-plane displacement pro-
ﬁles was severe.
6. Discussion
The current camera calibration (see Chapter 2) has been used to show that the absolute accuracy of a single
3D measurement is at least as good as 0.7 mm for the Kodak camera and 1.1 mm for the Phantom camera
under the described conditions. Since the two cameras give almost identical results (see Fig. 15, Fig. 16 and
Fig. 18), with a residual RMS-value below 0.1 mm, it is assumed that the calibration target is the primary
cause for the obtained inaccuracy. However, the measured deformation proﬁles (by both cameras in three dif-
ferent directions) for small displacements in Fig. 15 are much closer to each other than suggested by the esti-
mated error. This indicates that the absolute accuracy is better than the conservative values given by the
calculated residuals. Note that images of the square chess pattern used in the camera calibration procedure
are analysed using algorithms based on the corner-ﬁnder algorithm presented by Harris and Stevens
(1998), and that no ﬁltering has been implemented to improve the accuracy of the locations of the corners
in the images. Thus, it must be assumed that the extracted locations of the corners are degraded by a certain
degree of noise. The eﬀect of normally distributed noise in the locations of the calibration procedure input has
been simulated and evaluated (Fagerholt, 2004). It was found that normally distributed noise only had a small
eﬀect on the camera calibration results. It should also in this context be mentioned that work in progress by
the authors involving similar tests under dynamic loading conditions has indicated much lower residual RMS-
values than those presented in Table 2. In the dynamic tests, the cameras used in this study were replaced by a
Photron Ultima APX-RS camera (capable of 250000 fps) with a Nikon lens with focal length of 50 mm.
Another interesting observation from Fig. 15 is that while the displacement proﬁles in all three directions
to the rolling direction of the target seem to coincide at small displacements, the deviation between the two
orthogonal directions and the 45-direction increases with increasing load. At the highest loads, there is a dis-
tinct increase in the measured displacement proﬁle in the 45-direction compared to the 0- and 90-direction.
This eﬀect was obtained by both cameras operating independently of each other. The variation in deformation
proﬁles may be due to the anisotropy of the aluminium alloy, and it seems like the proposed optical measuring
technique is precise enough to capture direction-dependent out-of-plane displacements of the plate during per-
foration (especially since the calculated RMS-values to some extent reﬂect limited transversal resolution and
accuracy).
7. Concluding remarks
A newly developed optical system using structured light and close-range photogrammetry for full-ﬁeld con-
tinuous measurements of the out-of-plane deformation has been presented. Here, the system has been used to
study the behaviour of an aluminium plate loaded at its centre by a moving punch. During testing, the rear
side of the target plate is illuminated with a fringe pattern using a slide projector, and two independently oper-
ating cameras are used to photograph the changes in the pattern as the plate deﬂects. The several hundred
images are computer analysed using MATLAB, which again provides 3D topographic plots of the target sur-
face during deformation. These plots are ﬁnally used to generate 2D out-of-plane displacement proﬁles at dif-
ferent angles to the rolling direction of the target plate, which can be used to validate numerical simulations of
the process. However, in order to have a satisfactory absolute accuracy of the 3D measurements, a camera
model that corrects for distortions must be used in addition to a proper calibration of the system. Possible
procedures for this have been proposed and demonstrated. The system is applicable both for quasi-static
and dynamic loading conditions, but in this paper focus has been on the former.
5772 F. Grytten et al. / International Journal of Solids and Structures 44 (2007) 5752–57732D numerical simulations of the perforation process have been carried out using the non-linear ﬁnite ele-
ment code LS-DYNA. The material response during perforation was modelled using a modiﬁed Johnson–
Cook model, and material data was taken from earlier studies on the same aluminium alloy. The boundary
of the plate was modelled as fully clamped, simply supported or constrained by a linear and a torsion spring.
When compared to measured force-displacement curves, a clamped boundary was found to exhibit a too stiﬀ
response, while the response using a simply supported boundary is too soft. If stiﬀ elastic springs were used to
model the boundary, which is a realistic assumption in these tests, very good correlation between experimental
and numerical force-displacement curves was obtained. Also the calculated out-of-plane displacement proﬁles
became highly inaccurate when the boundary was modelled as clamped or simply supported, while well
described using stiﬀ springs. This shows that the boundary conditions are of great importance when quasi-stat-
ic or low velocity penetration of thin plates is investigated, especially when it comes to energy absorbing capa-
bility before failure. The great similarity between the measured and simulated force-displacement curves, and
in particular between the measured and simulated out-of-plane displacement proﬁles, further indicates that the
proposed optical measuring system has a higher absolute accuracy than the calculated RMS-values of between
0.7 and 1.1 mm.
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