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Abstract 
Sentiment analysis nowdays often used as a 
way to find out public opinion about something. Using 
sentiment analysis, data could be classified as positive 
or negativ. This paper discusses sentiment analysis to 
measure the accuracy level of public opinion about 
tourist  attraction in Central Java using Naive Bayes 
and Support Vector Machine to compare which 
method produces better result. There are several 
methods give high accuracy point based on the 
previous research. The result of this research is 
comparison of  Precision, Recall and Accuracy. 
Precision point on NB is 65,97%, while on SVM is 
87,25%. Recall point on NB is 96,39%, while on SVM 
is 80,60%. And the Accuracy point on NB is 65,78%, 
while on SVM is 76,47% 
Keywords: Accuracy, Classification, Method Naive 
Bayes, Opinion, Sentiment analysis, Support Vector 
Machine. 
Abstrak 
 Analisis sentimen saat ini banyak digunakan 
sebagai bahan untuk mengetahui opini masyarakat 
tentang suatu hal. Dengan menggunakan analisis 
sentimen kita dapat mengklasifikasikan data  apakah 
data tersebut termasuk opini positif atau opini 
negatif. Paper ini membahas analisis sentimen untuk 
mengukur tingakat akurasi dari opini masyarakat 
pada suatu tempat wisata di Jawa Tengah dengan 
metode Naive Bayes dan Support Vektor Machine 
yang berguna untuk mengetahui nilai akurasi yang 
manakah yang lebih bagus dari dua metode yang 
digunakan tersebut. Ada beberapa metode yang bisa 
digunakan untuk mengklasifikasikan opini tersebut, 
namun dalam paper ini dipilih metode Support 
vektor Machine dan metode Naive Bayes dengan 
alasan metode tersebut adalah metode yang paling 
banyak digunakan saat ini karena dapat 
menghasilkan nilai akurasi yang tinggi dari penelitian 
sebelumnya. Hasil yang didapatkan dari penelitian ini 
adalah berupa data perbandingan  Precision, Recall 
dan Akurasi. Hasil precision  pada NB adalah 
65,97%, pada SVM 87,25%. Nilai Recall pada NB 
adalah 96,39%, pada SVM 80,60%. Nilai akurasi 
yang didapatkan pada NB 65,78%, pada SVM 
76,47% 
Kata Kunci : Analisis sentimen, opini, klasifikasi, 
metode, Suport Vektor Machine, Naive 
Bayes, akurasi 
 
1. PENDAHUUAN 
Analisis sentimen atau opinion mining salah 
satu fungsinya adalah digunakan untuk 
mempublikasikan ide dibalik penelitian, yang akan 
menyajikan dan membangun sebuah sistem atau 
aplikasi yang dapat digunakan untuk 
mengklasifikasikan data positif dan data negatif. 
Pada sebuah metode klasifikasi dalam sebuah 
analisis sentimen dapat beberapa metode yang 
digunakan dalam mengklasifikasikan data berupa 
text yaitu Support Vektor Machine (SVM) dan 
Naive Bayes (NB). Begitu banyaknya pariwisata di 
Indonesia sangat beragam dan mampu menarik 
para turis wisatawan Internasional dari berbagai 
negara ingin datang ke Indonesia untuk menikmati 
pemandangan wisata di Indonesia. Disini penulis 
ingin mencoba mengangkat tema pariwisata disalah 
satu wisata di Indonesia, yang akan menghasilkan 
data berupa data klasifikasi sentimen positif dan 
sentimen negatif dan hasil akurasi dari klasifikasi 
tersebut serta membandingkan metode SVM dan 
Naive Bayes. Sebelumnya penulis telah melakukan 
penelitian dengan Judul Analisis Sentimen Pada 
Foursquare dengan Metode Support Vektor 
Machine menggunakan Kernel Radial Basis 
Function (RBF). 
Pengambilan Data dalam penelelitian ini 
dilakukan dengan cara mengambil data dari 
aplikasi Foursquare yang banyak digunakan oleh 
masyarakat Indonesia dalam menuangkan perasaan 
atau opini mereka ketika berwisata baik wisatawan 
domestik dan wisataan asing. Yang selanjutnya 
dilakukan koreksi label positif dan negatif secara 
manual berdasarkan kata kata positif atau negatif 
yang sering muncul. 
Analisis Sentimen dan Opinion Mining 
adalah bidang study yang menganalisis pendapat 
seseorang, sentimen seseorang, evaluasi seseorang 
dan emosi seseorang ke dalam bahasa tertulis. 
Penelitian ini menggunakan dua class attribute 
yaitu positif dan negatif. 
PreProcessing dialakukan secara manual, 
dengan melihat hasil akurasi yang didapat dapat 
disimpulkan apakah penggunaan preProcessing 
tersebut harus dilakukan atau tidak guna 
mendapatkan hasil akurasi yang optimal. Metode 
klasifikasi yang dipakai dalam penelitian ini adalah 
Naive Bayes dan SVM 
2. LANDASAN TEORI 
2.1 Analisis Sentimen 
Analisis sentimen, yang disebut juga dengan 
opinion mining, merupakan salah satu cabang ilmu 
dari data mining yang bertujuan untuk 
menganalisis, memahami, mengolah, dan 
mengekstrak data tekstual yang berupa opini 
terhadap entitas seperti produk, servis, organisasi, 
individu, dan topik tertentu [4]. Analisis ini 
digunakan untuk mendapatkan suatu informasi 
tertentu dari suatu kumpulan data yang ada. 
Analisis sentimen berfokus pada pengolahan opini 
yang mengandung polaritas, yaitu memiliki nilai 
sentimen positif ataupun negatif.   
 
2.2 Support Vektor Machine 
Menurut [5] SVM pertama kali diperkenalkan oleh 
Boser, Guyon, Vepnik, yang dipresentasikan untuk 
pertama kalinya pada tahun 1992 di Annual 
Workshop on Computational Learning Theory. 
Konsep dari svm merupakan kombinasi harmonis 
dari konsep komputasi yang sudah ada puluhan 
tahun sebelumnya, seprti hyperplane (Duda dan 
Hart, 1973, cover 1965, Vapnik,1964). Kernel 
diperkenalkan oleh Aronszajn,1950) dan demikian 
dengan konsep- konsep lainnya. Prinsipnya SVM 
bekerja secara linear, dan dikembangkan untuk 
dapat diterapkan pada masalah non-linear. Dengan 
menggunakan metode kernel trick yang mencari 
hyperplane dengan cara mentransformasi dataset ke 
ruang vektor yang berdimensi lebih tinggi (feature 
space),  kemudian proses klasifikasi dilakukan pada 
feature space tersebut. Penentuan fungsi kernel 
yang digunakan akan sangat berpengaruh terhadap 
hasil prediksi. Misalkan {x1,.....xn} 1 adalah 
dataset dan yi∈ {+1 , −1 }  adalah label kelas dari 
data xi.. 
2.3 Naive Bayes 
Naive Bayes adalah sebuah algoritma analisa 
statistik, yang melakukan pengolahan data terhadap 
data numerik menggunakan probabilitas Bayesian. 
Klasifikasi–klasifikasi Bayes adalah klasifikasi 
statistik yang dapat memprediksi kelas suatu 
anggota probabilitas. Untuk klasifikasi Bayes 
sederhana yang lebih dikenal sebagai naïve 
Bayesian Classifier dapat diasumsikan bahwa efek 
dari suatu nilai atribut sebuah kelas tidak 
dipengaruhi atau mempengaruhi nilai dari atribut 
lainnya. Asumsi ini disebut class conditional 
independence yang diciptakan untuk memudahkan 
perhitungan, pengertian ini dianggap “naive”, 
dalam bahasa lebih sederhana naïve itu 
mengasumsikan bahwa kemunculan suatu term 
kata dalam suatu kalimat tidak dipengaruhi kata-
kata yang lain, sehingga dalam analisis sentimen 
kata yang muncul memiliki bobot masing-masing 
yang kemudian dihitung total bobot seluruhnya 
apakah kalimat tersebut termasuk positif ataupun 
negatif. 
 
2.4 Evaluasi Model Hasil Training   
Validation model dapat diukur dengan 
menghitung keakurasian data. Akurasi dapat 
dirumuskan sebagai berikut :   
Akurasi adalah tingkat kedekatan antara 
nilai prediksi dengan nilai aktual 
         
𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 
Precision dan Recall adalah dua perhitungan yang 
banyak digunakan untuk mengukur tingkat kinerja 
dari sistem atau metode yang digunakan. 
Precision adalah tingkat ketepatan antara informasi 
yang diminta oleh pengguna dengan jawaban yang 
diberikan oleh sistem. 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
 
Recall adalah tingkat keberhasilan sistem dalam 
menemukan kembali sebuah informasi 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
 
Keterangan    : 
TP = True Positif yang Positif 
TF = True Negatif yang Negatif 
FP =False Negatif yang Positif 
FN = False Positif yang Negatif 
                                             
3. PERANCANGAN SISTEM 
Secara umum, sistem yang akan dibuat pada 
penelitian ini adalah sistem yang dapat 
menganalisis sentimen mengenai komentar tempat 
wisata di candi Prambanan  pada aplikasi 
Foursquare. Gambaran umum sistem yang akan 
dibuat dalam penelitian tesis ini adalah sebagai 
berikut:   
 
Gambar 1 Gambaran Umum Sistem 
1. Mengambil data dari Foursquare, ke 
dalam file exel.  
2. Diklasifikasikan secara manual opini 
bersentimen positif dan negatif, sesuai 
dengan kata yang sering muncul. 
3. Dilakukan preprocessing untuk mencari 
frekuensi kemunculan kata pada opini 
tersebut lalu disave di exel untuk 
melanjutkan klasifikasi sentimen 
menggunakan aplikasi Rapid Miner untuk 
mencari nilai Akurasi. 
4. a. Klasifikasi data dengan read data 
sebelumnya (exel), proses dimana data 
yang memiliki bobot nilai, dimasukkan 
pada proses validation, pengujian dan 
testing akan dilakukan, fungsi yang 
digunakan yaitu Fungsi SVM  
b. Klasifikasi data dengan read data 
sebelumnya (exel), proses dimana data 
yang memiliki bobot nilai, dimasukkan 
pada proses validation, pengujian dan 
testing akan dilakukan, fungsi yang 
digunakan yaitu Fungsi Naive Bayes  
5. Masing masing fungsi akan menghasilkan 
nilai Precision, Recall, Akurasi klasifikasi 
data 
 
4. PENGUJIAN DAN ANALISIS 
 4.1 Dataset 
 Dataset yang digunakan merupakan data 
pariwisata Candi Prambanan yang berasal dari data 
Foursquare. Dataset ini berupa opini masyarakat 
baik opini positif atau opini negatif yang ditulis 
masyarakat pada aplikasi foursquare.  
Contoh datasetnya ditunjukkan sebagian di sini. 
Tiket mahal (-) 
Rutenya lumayan melelahkan (-) 
candinya bagus tapi kalo siang panasnya minta 
ampun (-) 
salah satu candi buatan yang indah (+) 
jika kamu orang asia kamu bisa mendapatkan 
keringanan biaya (+) 
bagus dan tidak terlalu ramai sehinga dapat 
membuat video di candi budha ini (+) 
candi yang cantik (+) 
 
 Contoh data set diatas adalah data dari 
aplikasi Foursquare pada pariwisata di Candi 
Prambanan JawaTengah. Dataset yang digunakan 
berfokus pada opini berbahasa Indonesia yang 
membahas tentang candi prambanan dengan jumlah 
dataset sebanyak 350 opini hasil pencarian pada 
foursquare dilabeli secara manual agar dapat 
diklasifikasikan dengan Naive Bayes. Lalu di 
lakukan prepocessing dengan cara manual untuk 
proses selanjutnya. Proses selanjutnya dengan 
menghitung probabilitas masing masing kata 
berdasarkan frekuensi kata yang muncul. 
 
4.2 Perhitungan Akurasi dengan Rapid Miner 
Penelitian ini menggunakan tools Rapid 
Miner. Perhitungan nilai akurasi pada penelitian ini 
menggunakan metode Support Vektor Machine dan 
Naive Bayes. Kedua metode ini berjalan di aplikasi 
RapidMiner dengan cara masing-masing. Yang 
pertama dijalankan dengan menggunakan metode 
Naive Bayes sampai mendapatkan nilai data positif 
dan data negatif serta nilai akurasi dengan metode 
NB lalu dilanjutkan dengan mencari nilai akurasi 
dengan metode SVM. Kedua metode ini dijalankan 
bergantian, dengan cara memasukkan data positif 
dan negatif lalu dicari nilai akurasinya dengan cara 
memasukkan metode yang ingin digunakan. 
 
4.2.1 Hasil Perhitungan nilai akurasi dengan 
Naive Bayes dengan Menggunakan RapidMiner 
Gambar dibawah ini merupakan tabel 
yang memperlihatkan nilai data positif dan data 
negatif serta nilai akurasi pada Rapid miner dengan 
menggunakan metode Naive Bayes. Dan 
menghasikan nilai : 
Akurasi sebesar 65,78% 
Recall (-) 10,95% 
Recall (+) 96,39% 
Precision (-) 62,86% 
Precision (+) 65,97%  
 
 
Tabel 1 Akurasi dengan metode Naive Bayes 
 
4.2.2 Perhitungan Akurasi dengan Suport 
Vektor Machine pada RapidMiner 
Gambar dibawah ini merupakan tabel yang 
memperlihatkan nilai data positif dan data negatif 
serta nilai akurasi pada Rapid miner dengan 
menggunakan metode Support Vektor Machine. 
Dan menghasilkan nilai : 
Akurasi sebesar 76,47%& 
Recall (-) 80,60% 
Recall (+) 74,17% 
Precision (-) 63,53% 
Precision (+) 87,25% 
 
 
Tabel 2 Akurasi dengan metode Support Vektor Machine 
 
4.3 Perbandingan Hasil Pengujian 
Perbandingan hasil perhitungan akurasi 
antara aplikasi yang dibangun dengan tools Rapid 
Miner diperlihatkan oleh Grafik 1 
 
Grafik 1.Perbandingan antara SVM dan Naive Bayes 
Pada grafik diatas terlihat bahwa nilai 
akurasi pada SVM lebih baik daripada NB. Nilai 
Recall (-) pada Svm jauh lebih tinggi daripada NB. 
Yaitu selisih 69,65%. Ini dikarenakan nilai Fp pada 
NB adalah 179 dan nilai Fp pada SVM adalah 39. 
Nilai Recall + pada NB  lebih baik dari pada SVM 
dengan selisih 22,22%. Nilai Precision – SVM 
lebih tinggi daripada NB, Nilai Precision +SVM 
juga memiliki nilai lebih tinggi dari pada NB. 
 Hasil akurasi dengan menggunakan Naive 
Bayes pada aplikasi Rapid Miner menghasilkan 
nilai akurasi sebesar 65,78%, sedangkan saat 
menggunakan metode Support vektor Machine 
menghasilkan nilai akurasi sebesar 76,47%. Disini 
menunjukkan nilai akurasi dengan menggunakan 
metode Support Vektor Machine lebih baik 
daripada menggunakan metode Naive Bayes yang 
hanya menghasilkan nilai akurasi sebesar 65,78% 
selisih antara hasil akurasi menggunakan support 
vektor machine dan metode Naive Bayes adalah 
10,96%. Penggunaan metode Naive Bayes dan 
Support Vektor Machine memperlihatkan 
perbedaan dimana Support Vektor Machine jauh 
lebih baik daripada Naive Bayes 
 
5.1 KESIMPULAN DAN SARAN 
5.1Kesimpulan 
Berdasarkan hasil pengujian dan analisis yang 
telah dilakukan pada bahasan sebelumnya, 
maka dapat diambil beberapa kesimpulan 
sebagai berikut : 
1. Analisis Sentimen pada data di foursquare 
mengenai Candi Prambanan dengan 
metode Naive Bayes dengan akurasi 
65,78% sedangkan pada SVM dengan nilai 
akurasi 76,48%. Ini menunjukkan bahwa 
nilai akurasi dengan menggunakan metode 
SVM lebih baik dari pada menggunakan 
NB dengan selisih 10,96%, ini dikarenakan 
pada NB, TP berbanding terbalik dengan 
TN yaitu niai TP besar dan TN kecil. 
Sedangkan nilai TP dan TN Svm tidak 
terlalu besar selisihnya 
2. Nilai Precision pada SVM baik yang positif 
ataupun negatif, bernilai lebih baik dari 
pada NB. Dikarenakan nilai Precision atau 
tingkat ketepatan antara informasi yang 
diminta oleh pengguna dengan jawaban 
yang diberikan oleh sistem tidak banyak 
perubahan seperti yang ada pada NB. Yaitu 
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true positif bernilai tinggi dan true negatif 
pada NB bernilai kecil 
3. Nilai Recall pada NB positif lebih tinggi 
daripada SVM dikarenakan nilai True 
positif nilainya juga sangat tinggi. Karena 
nilai TP sangat tinggi maka mengakibatkan 
recallnya juga semakin tinggi. Dan nilai FN 
nya kecil. 
 
5.2 Saran 
 Saran yang ingin disampaikan untuk 
pengembangan lebih lanjut penelitian ini adalah 
sebagai berikut: 
1. Pengembangan sistem online yang dapat 
mengambil dataset aplikasi pada 
Foursquare guna mempermudah sesorang 
yang ingin mengambil data dapat secara 
langsung masuk pada database 
2. Perlu adanya kamus khusus untuk data 
berbahasa Indonesia  pada foursquare yang 
cenderung menggunakan bahasa yang tidak 
baku, agar hasil yang didapatkan bisa lebih 
maksimal. 
3. Nilai akurasi yang didapatkan masih belum 
maksimal sehingga petugas diharapkan bisa 
lebih meningkatkan kinerja ataupun 
fasilitas dalam pelayanan di tempat wisata 
Candi Prambanan sehingga nilai positif 
bisa lebih dari yang didapatkan dalam 
penelitian ini, sehinga nilai akurasi juga 
bisa semakin maksimal. Serta saran untuk 
pihak pengelola agar dapat memberikan 
pelayanan dengan lebih baik lagi 
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