A given Datalog program is bounded if its depth of recursion is independent of the input database. Deciding boundedness is a basic task for the analysis of database logic programs. The undecidability of Datalog boundedness was rst demonstrated by Gaifman et al. We introduce new techniques for proving the undecidability of (various kinds of) boundedness, which allow us to considerably strengthen the results of Gaifman et al. In particular: (1) We use a new generic reduction technique to show that program boundedness is undecidable for arity 2 predicates, even with linear rules. (2) We use the mortality problem of Turing machines to show that uniform boundedness is undecidable for arity 3 predicates and for arity 1 predicates when 6 = is also allowed. (3) By encoding all possible transitions of a two-counter machine in a single rule, we show that program (resp., predicate) boundedness is undecidable for two linear rules (resp., one rule and a projection) and one initialization rule, where all predicates have small arities (6 or 7).
Introduction
It has been realized for some time that rst-order database query languages are lacking in expressive power. This has led to the study of Datalog programs BR88, K90, U89], which combine positive existential rst-order formulas with recursion|see CH85]. Analyzing the depth of recursion of these database logic programs has emerged as a fundamental problem, e.g., for parallel evaluation CK86, K88, UV88] or for optimization N89b] .
Datalog boundedness (i.e., whether the depth of recursion of a given program, evaluated bottom-up on an input, is a constant independent of the input database) is interesting because it is the simplest case of recursion analysis. Boundedness is a syntactic property of the bottom-up evaluation, but it is also a semantic property (i.e., it is preserved by program equivalence): a Datalog program is bounded i it is equivalent to a positive existential rst-order formula NS91] i it is equivalent, over nite structures, to a rstorder formula AG89]. Let us describe the problem, its status (see also KA89]), and our contributions.
Basic De nitions
Datalog Syntax: A (Datalog) program P is a nite set of rules.
Here, a rule is a statement of the form p(X) :| '. Its head p(X) is a predicate atom, that is, p is a predicate symbol of arity a 0 and X is a list of a variable symbols, not necessarily distinct. Its body ' is a nite nonempty list of predicate atoms.
In a program, any predicate symbol occurring in the head of a rule is called an intensional database (IDB) predicate; all others are called extensional database (EDB) predicates. A rule is recursive if its body contains at least one IDB occurrence; otherwise it is an initialization rule. A program is linear if in the body of each rule there can be at most one IDB occurrence. A program has arity a if the maximum arity of any IDB predicate in the program is a; note that EDB predicates can have any arity.
There are three conventions for input and output symbols: (1) The predicate I/O convention is that EDB predicates are the input and a designated predicate symbol the output.
(2) The program I/O convention is that EDB predicates are the input and all predicate symbols the output. (3) The uniform I/O convention is that all predicate symbols are both input and output. Datalog Semantics: Let P be a program and D a database over its input predicate symbols. Then P 1 (D) is the projection on the output predicate symbol(s) of the nite set of ground atoms, which have derivation trees from D and P.
Here, a ground atom (or fact) is a predicate atom with constant symbols substituted for the variables. A database over a set of predicate symbols is a nite collection of ground atoms with predicate symbols from this set.
Note that the I/O convention of P determines the possible input databases D (as nite sets of ground atoms over the input predicate symbols) and the output databases (as the nite sets of ground atoms over the output predicate symbols that have derivation trees).
A derivation tree from a database D and a program P for a ground atom t is a tree where: (1) each node of the tree is labeled by a ground atom, (2) the root is labeled by t, (3) each leaf is labeled by a ground atom of D, and (4) for each internal node, there is an instantiation of the variables of a rule in P with constants occurring in D so that the head is the label of that node and the body is the list of labels of its children.
The height of a derivation tree is the length of its longest path. Intuitively, it is the depth of recursion (evaluated bottom-up) used in this derivation of the root. We use P i (D) for the subset of P 1 (D) with derivation trees of height at most i. 2
Datalog Boundedness: Program P is bounded if P 1 (D) = P c (D) for some constant c independent of D.
We use the terms predicate, program and uniform boundedness depending on the I/O convention. (Uniform boundedness is called strong boundedness in GMSV87].) 2 For the same set of rules, uniform boundedness ) program boundedness ) predicate boundedness, but the converses need not hold. Clearly, program boundedness means predicate boundedness for all IDB predicates. Thus, decidability of predicate boundedness implies decidability of program boundedness. As we observed earlier, the uniform I/O convention can be viewed as a special case of the program I/O convention, so decidability of program boundedness implies decidability of uniform boundedness. Conversely, undecidability of uniform boundedness implies undecidability of program boundedness, and undecidability of program boundedness implies undecidability of predicate boundedness.
While predicate boundedness could in principle be harder than uniform boundedness, we do not know of any class of Datalog programs for which predicate boundedness is undecidable while uniform boundedness is decidable. In contrast, uniform equivalence of Datalog programs is decidable S88] ( rst shown in CK86] for one IDB predicate), while predicate equivalence is undecidable Sh87].
Example: To illustrate Datalog and boundedness consider the following canonical exam- The rst results about boundedness were positive: PTIME graphtheoretic decision procedures for subclasses of linear programs were proposed in I86, N89a] and this focused attention on the problem. Unfortunately, as rst shown in GMSV87], boundedness is undecidable in general; more importantly, undecidability of boundedness entails undecidability for many other questions concerning recursion.
Uniform boundedness is 0 1 -complete GMSV87]; the previous undecidability results with the smallest arity involved linear, 5-ary programs GMSV87]. With respect to the number of rules, there is some xed linear program P with one IDB predicate (but considerably more than two recursive rules) such that uniform boundedness is undecidable for P f g for a variable initialization rule GMSV87].
Program boundedness is also 0 1 -complete GMSV87] and the known undecidability results with the smallest arity involve linear, 4-ary programs. The previous undecidability results with the smallest number of rules involved one nonlinear recursive rule and two initialization rules A89].
Predicate boundedness is even harder; it is 0 2 -complete CGKV88] because of the nal projection. Predicate boundedness (and thus program and uniform boundedness as well) is shown to be decidable for monadic programs in CGKV88], which also contains a partial analysis of the complexity of this decision problem (see also M90]). Decision procedures are possible in some other special cases: e.g., V88] shows the NP-completeness of the boundedness problem for arity 2 programs with one linear rule; also for chain rules and some of their generalizations we have decidability through context-free language niteness tests G90]. Other decidable cases appear: in S85] for uniform boundedness of \typed template dependency" rules, in NS91] which generalizes I86, N89a], and in HKMV91], which presents a decidability result for certain single-rule programs.
Our Contributions
In this paper we concentrate on program arity and number of rules. We improve the stateof-the-art on undecidable boundedness problems for Datalog programs and introduce a number of new techniques. In particular, we present the following results|where the item numbers (plus one) correspond to the section numbers in the paper:
1. We show that program boundedness is undecidable for binary programs with linear rules, thereby extending the results of GMSV87] from arity 4 to arity 2 programs. The proof technique is related to GMSV87], but instead of simulating computations we just check whether a computation encoded in the database is a valid terminating computation. This result is optimal with respect to arity and linearity, since predicate (and thus program) boundedness is decidable for monadic programs CGKV88].
2. We show that uniform boundedness is undecidable for arity 1 linear programs with 6 =.
This resolves an open question of GMSV87], where undecidability is shown for program boundedness. The proof is a reduction from the mortality problem for Turing machines H66]. It is a qualitatively di erent proof from the techniques used in GMSV87]. (The mortality problem has recently been used to prove the undecidability of the semi-uni cation problem KTU90].) Given the decidability results of CGKV88] for monadic programs, this tight result illustrates the power of 6 =.
3. We show that uniform boundedness is undecidable for arity 3 programs. This improves the arity from 5 to 3 (but leaves open arity 2). The proof, which uses nonlinear rules, is a re ned version of the previous reduction from the mortality problem for Turing machines. In the appendix we give a di erent proof of this result along the lines of GMSV87]. Using Turing machines instead of counter machines we simplify the proof in GMSV87] and decrease the arity. Unlike the proof in GMSV87], our proof uses nonlinear rules. We hope that some further re nement of either of the two proofs might be useful for settling the case of arity 2. 4. We show that program boundedness is undecidable for two linear recursive rules and one initialization rule. This improves the results of A89] with respect to linearity and initialization, but adds one recursive \ ood-halt rule". The proof is based on the ooding technique of GMSV87] and a polymorphic encoding of many rules in one.
The arity used is 6. 5. We show that predicate boundedness is undecidable for one linear recursive rule, one projection and one initialization rule. This exchanges the \ ood-halt rule" for a projection. The arity used is 7. This is an undecidability proof for a very simple set of connected rules|see GMSV87] for a de nition of connectivity and for a technique of proving undecidability under this restriction.
Undecidability of Boundedness for Binary Programs
In GMSV87], boundedness was proven undecidable by reduction from the halting problem for 2-counter machines. The idea was that the database encodes a pre x of the natural numbers, and the program simulates the computation of the machine. Here we take a di erent approach. First, we use Turing machines instead of 2-counter machines. Secondly, we let the database encode a pre x of a computation of the machine, and we let the program check that the computation is legal.
Let M be a Turing machine with an alphabet ? and set S of states. The set = ? (S ?) is called the extended alphabet of M. It is well-known that con gurations of M can be described by words in . Let 0 = f#g, where # is a new symbol. We can encode a computation of M as a word in ( 0 ) , where # symbols mark the beginning of new con gurations. More precisely, a k-pre x of M is a string C 2 ( 0 ) (k+1)(k+2)=2 of the form #C 1 # : : : #C k #, where C 1 2 encodes the initial con guration of M, and C i 2 i encodes a con guration of M that succeeds the con guration C i?1 for 1 < i k.
For the purposes of this proof, we make a number of assumptions about the Turing machine M. First, we assume that M is started on a tape semi-in nite to the right with the head positioned on the leftmost cell. Thus, the initial con guration C 1 can be described by a single letter (s; ) 2 , where s is the start state of M and is the blank symbol.
Second, we assume that M never moves o the left edge of this semi-in nite tape. Third, we describe the con guration C i by specifying the contents of the i leftmost cells. This is without loss of generality since at most i cells can be visited by the head in i moves. This also justi es the fact that C i 2 i .
The idea of the reduction below is to let the database encode a k-pre x of M. Every element in the database encodes a letter in this k-pre x. We have a unary EDB predicate q a for every letter a 2 0 ; an element x encodes the letter a precisely when x 2 q a holds.
We have a unary relation First that encodes the rst letter, and a binary relation Succ that encodes the adjacency relation between letters. Thus, to encode the word abc, the database needs to contain elements x, y, z such that q a = fxg, q b = fyg, q c = fzg, First = fxg, and Succ = f(x; y); (y; z)g. Of course, not all databases would indeed constitute a meaningful encoding. This is a problem we will have to deal with.
We now construct a Datalog program P that simulates M, such that M halts on the empty tape if and only if P is bounded. Since the halting problem for Turing machines is undecidable, so is boundedness of Datalog programs. The program P will have one binary IDB predicate FING. The idea is that to check that a word encodes a legal computation of M it su ces to check triples of letters in corresponding positions in successive con gurations. Thus, if C i and C i+1 are two successive con gurations and #C i #C i+1 # = a 0 a 1 : : : a i a i+1 a i+2 : : : a 2i+1 a 2i+2 a 2i+3 , where a 0 = a i+1 = a 2i+3 = #, one would check all pairs of triples ha j a j+1 a j+2 ; a j+i+1 a j+i+2 a j+i+3 i for 0 j i. It is wellknown that there is a relation R M ( 0 ) 6 such that two con gurations are successive if and only if for every pair of corresponding triples abc and def we have (a; b; c; d; e; f) 2 R M . The relation FING is supposed to contain elements in corresponding positions in successive congurations. One could think of pairs in FING as pairs of ngers pointing to corresponding positions.
The program P has ve types of rules: encoding rules that check that no element of the database encodes more than one letter, halting rules that check whether the computation reaches a halting state, error detecting rules that check whether the computation encoded by the database is legal, a nger pointing rule that initializes the pointing ngers, and nger moving rules that move the ngers to the next pair of corresponding positions. The only way the ngers can keep being moved is along a legal computation. Thus, the program will be unbounded if and only if there are arbitrarily long legal computations. But that is possible precisely when M diverges on the empty tape. We now see the construction in detail.
Encoding. Halting. Let Note that if any rule of the rst three types is ever used then the recursion terminates immediately, since FING is \ ooded" by all pairs of elements. Such rules are called ood-halt rules.
Lemma 2.1 If M diverges on the empty tape, then for any constant k there exists a database D such that P k (D) 6 = P 1 (D). Proof: Let C 1 ; : : : ; C k be the rst k con gurations in an in nite computation of M over the empty tape, where C i 2 i for 1 i k. Let Proof: Suppose that D is a database such that P 1 (D) 6 = P (k+2)(k+3)=2 (D). Clearly, that means neither the encoding rule nor the halting rule were applied, since if either of these were applied then we would have that P 1 (D) = P 1 (D). Similarly, if an error detecting rule was applied, then it must have been the last rule to be applied. Thus, the rst (k+2)(k+3)=2
rules that were applied must have been nger pointing or nger moving rules. It follows that the database contains elements c 1 ; : : : ; c m , where m = (k + 2)(k + 3)=2, such that 
Uniform Boundedness in the Presence of Negation
We now study the language Datalog 6 = , which is Datalog augmented with a \6 ="-predicate denoting inequality between constants (we assume that \6 =" is used only in the bodies of rules). We show that the presence of \6 =" is su cient to make uniform boundedness undecidable even for monadic programs.
The proof is by reduction from the Turing machine mortality problem, which was shown to be undecidable in H66]. The problem is de ned as follows.
Consider a deterministic Turing machine M operating on a two-way in nite tape. Each stage in a computation of M can be described by a quadruple (l; s; r; q), where q is the current state of the nite state control, s is the symbol currently under the read/write head, and l and r are in nite strings of symbols specifying the contents of the tape to the left and right of the head. We call such a quadruple a con guration of M. Observe that each con guration uniquely determines the entire computation of M starting in that con guration. Now, call M mortal if for every con guration (l; s; r; q), the computation of M starting at (l; s; r; q) must eventually reach a halting state. (This is a stronger condition than saying that M halts on every input, since the computation may be started in an arbitrary state of M and the tape may contain an in nite number of non-blank symbols.)
The mortality problem is the problem of deciding whether a given Turing machine is mortal.
Theorem 3.1 (Hooper 1966 ) The mortality problem is undecidable.
For technical reasons, we will be interested in the following seemingly stronger version of mortality: Call a Turing machine M uniformly mortal if there exists a constant`such that M halts after at most`steps when started in an arbitrary con guration. Obviously, every uniformly mortal Turing machine is mortal, but it turns out that the reverse implication is also true. Proof: Let 1 ; : : : ; n be the possible transitions of M. We call a sequence i 1 ; : : : ; i k of transitions consistent if it re ects a computation of M, i.e., if there exists a con guration (l; s; r; q) from which M will execute that sequence. Now arrange all consistent transition sequences in a (possibly in nite) tree, with the empty sequence at the root and each node extending the sequence at its parent by one transition. This tree is of bounded degree. Also: (1) M is mortal i there is no in nite path in the tree, and (2) M is uniformly mortal i there are no family of arbitrarily long paths in the tree. Recall K onig's Lemma, which says that in a tree of bounded degree, there is an in nite path if and only if there is a family of paths of unbounded length. Thus, (1) and (2) predicates, we can encode machine con gurations using a monadic IDB predicate CONF: a fact CONF(C) states that C represents a ve-element list (t; l; s; r; q), where q is an integer encoding the state, s is an integer encoding the symbol under the read/write head, l and r are lists of integers encoding the tape contents to the left and right of the head and t is a list of integers acting as a \timestamp" whose rôle we will explain soon. Here, C will again be a single database constant|it merely behaves like the indicated ve-element list with respect to the Cons and Int i predicates.
The transitions of M are encoded by rules of the form CONF(C 0 ) :| CONF(C); ', where ' is a list of clauses that specify how the various components of the lists represented by C and C 0 are related for a particular transition of M. A computation of M is simulated by a series of applications of these rules, where each application uses a known fact CONF(C) corresponding to the current con guration of M to derive a fact CONF(C 0 ) corresponding to the subsequent con guration of M. Thus, each computation of M leads to a derivation of P of the same length and vice versa. Unfortunately, if M enters an in nite loop, the corresponding derivation might just reprove the same CONF facts over and over again, and so P could be bounded even if M has nonterminating computations. To eliminate this possibility, we use the \timestamp" component t of a con guration (t; l; s; r; q), which is a list of integers. Each transition rule simply speci es that the length of the t component of the output con guration must be one larger than the length of the t component of the input con guration. In this way, if the same machine con guration is encountered twice during a computation, the database constants representing the two occurrences must be di erent, because their timestamp elds will be di erent.
Of course, the correctness of the simulation hinges on the fact that the Cons and Int i predicates behave as expected. For example, the Car and Cdr parts of a list should be unique and a database constant should not represent two di erent integers. However, since the input database is completely arbitrary, this is not necessarily the case. The program therefore includes, besides the rules simulating the transitions of M, a number of \checking rules" that ensure the consistency of the Cons and Int i predicates. If a checking rule detects any \non-standard" behavior on the part of the database, the simulation will be immediately terminated by \ ooding" the IDB predicate, i.e. deriving every possible fact within a single step.
We now describe the rules of P. Let M be given by its state space Q = fq 1 ; : : : ; q n g, its tape alphabet = f 1 ; : : : ; m g, and its transition relation Q fLeft; Stay; Rightg Q . We assume that no two quintuples in begin with the same two symbols and that M halts if it encounters a state/symbol combination for which no transition is de ned. In a rule, we use the expression C = (T; L; S; R; Q) as an abbreviation for the sequence of clauses Cons(T; U; C), Cons(L; V; U), Cons(S; W; V ), Cons(R; Q; W), where the variables U; V; W appear nowhere else. Thus, C = (T; L; S; R; Q) says that C represents a ve-element list with components T; L; S; R; Q.
The rule corresponding to a transition (q i ; k ; Right; q j ; l ) is: As mentioned above, it is also necessary to check the consistency of the database. This is achieved by the following additional rules, which make sure that no element of the database codes more than one integer and that each list has a unique Car and Cdr part: Note that the variable C does not occur in the body of these rules. Therefore, if a checking rule res, every possible CONF fact can be derived in a single step and the program will obviously be bounded.
We now claim that P is uniformly bounded if and only if M is uniformly mortal. This is established in the following two lemmas.
Lemma 3.3 If M is not uniformly mortal, then P is not uniformly bounded. Proof: Let k be an arbitrary integer. We have to construct a database D such that P k (D) 6 = P 1 (D), i.e. there are some facts in the output of P on D that cannot be derived by derivation trees of height k or less. ! (l k+1 ; s k+1 ; r k+1 ; q k+1 ) be a computation of M of length k +1. Such a computation exists, because M is not uniformly bounded.
We construct D so that it contains just the facts necessary for a faithful simulation of C and no checking rule applies.
The details are as follows. We can assume that the state space and tape alphabet of M is a subset of the integers 1 : : : N. Furthermore, since M can access at most k + 1 cells during C, we can assume that there are at most k + 1 nonblank symbols on the tape in any con guration of C. Thus, a con guration (l i ; s i ; r i ; q i ) can be represented by two integers It is easy to verify that the checking rules do not apply to D and that P can derive CONF((1 k+1 ; l 0 k+1 ; s 0 k+1 ; r 0 k+1 ; q 0 k+1 )) from D by a sequence of k + 1 rule applications mimicking the k + 1 steps of C. Furthermore, this fact cannot be derived in less than k + 1 rule applications, because the checking rules do not apply and each transition rule can only increase the length of the timestamp eld by 1 at each step. Therefore, P k (D) 6 = P 1 (D It is easy to see that i 1 ; i 2 ; : : : ; im is a legal computation if and only if it satis es two conditions: (1) Each transition i j must be compatible with the state of M after transition i j?1 ; (2) If at the beginning of transition i j , the head is scanning a cell that was last written into during transition i k (where k < j), then i j must be compatible with the symbol written during i k .
In terms of the derivation , condition (1) is equivalent to saying that the database constants q and q 0 used to instantiate the variable Q in rule application i j and Q 0 in rule application i j?1 must represent the same integer, and condition (2) is equivalent to saying that the database constants s and s 00 used to instantiate the variable S in rule application i j and S 00 in rule application i k must represent the same integer. 
The argument for condition (2) is similar. Let s and s 00 be the constants used to instantiate variable S in rule application i j and S 00 in rule application i k , where at the beginning of transition i j , M's head is scanning a cell that was last written into during transition i k (k < j). Assume w.l.o.g. that i k was a \right" transition (and i j?1 therefore a \left" transition). Then there is a path from s 00 to s whose label sequence is of the form Car ?1 wx k+1 wx k+2 w : : : wx j?2 w Car v; where w = Car ?1 Cdr ?1 Cdr Car, v = Car ?1 Cdr ?1 Cdr ?1 Cdr Cdr Car, and for k < l < j ? 1, x l is either Cdr, Cdr ?1 , or empty, depending on whether i l is a \left", \right", or \stay" transition.
This path arises in the following way. The initial Car ?1 leads from s 00 to the constant instantiating L 0 in i k (recall s 00 is the constant used to instantiate S 00 in rule application i k ). The sequence w connects the constant instantiating L 0 in one rule application to the constant instantiating L in the next rule application. x l connects the constants instantiating L and L 0 in i l , the Car after the last w connects the constants instantiating L and S 0 in i j?1 , and the trailing v connects the constant instantiating S 0 in i j?1 to s (recall s is the constant used to instantiate variable S in rule application i j ).
Since there must be an equal number of left and right transitions between i k and i j?1 , the labels on the path \cancel out" and it follows that s and s 00 are the same constant. Again, this constant cannot represent two di erent integers, so condition (2) is also true. 2
This completes the proof that the reduction works. Applying Theorems 3.1 and 3.2, we conclude:
Theorem 3.5 Uniform boundedness is undecidable for linear monadic Datalog 6 = programs with a single IDB predicate.
Uniform Boundedness for Ternary Datalog
We now re ne the reduction of the previous section to eliminate the use of 6 = and obtain an undecidability result for plain Datalog. This can be done by increasing the arity of the CONF predicate to three.
Let us visualize an input database as a directed graph, where each fact Cons(x; y; z) is represented by a Car edge from z to x, a Cdr edge from z to y, a Car ?1 edge from x to z, and a Cdr ?1 edge from y to z. The crucial argument for the correctness of the simulation was that in a standard database, the traversal of a path whose edge labels \cancel out" leads back to the starting node. In other words, \unpacking" some complicated list structure yields the same constants that were \packed in" earlier.
Clearly, this property need not hold if we cannot enforce the uniqueness of Car's and Cdr's via the \6 =" predicate. Observe, however, that the proof of Lemma 3.4 actually required a weaker property, namely: if there is a path from x to x 0 whose edge labels \cancel out", and if Int i (x) and Int j (x 0 ), then i = j. Whether x and x 0 are equal does not matter for the correctness of the simulation, since P looks only at the integers represented by constants, not the constants themselves.
Let us call two constants x and x 0 equivalent (denoted by x x 0 ) if there is a path from x to x 0 such that its edge labels cancel, i.e. the sequence of labels can be transformed into the empty sequence by deleting adjacent labels of the form Car ?1 Car or Cdr ?1 Cdr. We say that a database is weakly standard if there are no constants x; x 0 such that x x 0 , Int i (x), Int j (x 0 ), and i 6 = j. Clearly, any standard database is weakly standard, but the converse need not hold. However, since a weakly standard database has exactly the property required to make the proof of Lemma 3.4 go through, we can conclude that if M is uniformly mortal, then P is uniformly bounded on all weakly standard databases.
The reason we are interested in weakly standard databases is that this property can be checked without using the \6 =" predicate. Essentially, we have to generate all pairs of equivalent constants and see whether there is one whose members represent di erent integers. This can be done as follows. Observe that if two constants x and x 0 are equivalent, then either: (1) x equals x 0 , or (2) x and x 0 occur as the Car parts of two equivalent elements z and z 0 , or (3) x and x 0 occur as the Cdr parts of two equivalent elements z and z 0 , or (4) x and x 0 are both equivalent to some element y. Thus One should rst note that, the EQUIV computed by the above program is also symmetric. This is by the symmetry of the rst three rules and by induction on derivations. With these rules, we can detect any database that is not weakly standard and ush the simulation. But unfortunately, these rules are themselves unbounded, because the recursion depth of the EQUIV program depends on the list nesting depth in the input database. To control the EQUIV recursion, we have to couple it with the simulation, so that on a weakly standard database, the length of the EQUIV computation is bounded by the length of the simulated computation, whereas in a non-weakly-standard database, we will hopefully nd the inconsistency fairly soon. We can accomplish this coupling by increasing the arity of the CONF predicate to three. The two additional arguments are used to compute pairs of equivalent constants exactly as in the EQUIV program above, but in lockstep with the simulated computation. The rules of the new simulation program P are of three kinds. First, there is a rule to initialize an equivalence computation: CONF(C; X; X) :| CONF(C; X 1 ; X 2 ): Then, for each pair 1 i < j N, there is a checking rule CONF(U; V; W) :| CONF(C; X 1 ; X 2 ); Int i (X 1 ); Int j (X 2 ):
Finally there are the transition rules. Each one comes in three avors: one to do the transition and propagate the equivalence along Car parts, one to do the transition and propagate the equivalence along Cdr parts, and one to do the transition and propagate the equivalence transitively. For a typical transition (q i ; k ; Right; q j ; l ), the three rules are: CONF(C 0 ; X 0 1 ; X 0 2 ) :| CONF(C; X 1 ; X 2 );
Cons(X 0 1 ; Y 1 ; X 1 ); Cons(X 0 2 ; Y 2 ; X 2 ); = Literals for C, C 0 as in Section 3 = CONF(C 0 ; X 0 1 ; X 0 2 ) :| CONF(C; X 1 ; X 2 ); Cons(Y 1 ; X 0 1 ; X 1 ); Cons(Y 2 ; X 0 2 ; X 2 ); = Literals for C, C 0 as in Section 3 = CONF(C 0 ; X 1 ; X 3 ) :| CONF(C; X 1 ; X 2 ); CONF(C; X 2 ; X 3 ); = Literals for C, C 0 as in Section 3 = Note that there is no interaction between the checking variables and the con guration variable. This makes it possible to \piggyback" any desired equivalence computation onto a su ciently long derivation path. Proof: As we saw above, P will be uniformly bounded on all weakly standard databases, so it su ces to consider an input database D that is not weakly standard. Let`be an upper bound on the length of computations of M and assume that there is a path := i 1 ; : : : ; im of length m >`in a derivation tree of P on D. (If no such The sequence of transitions i 1 ; : : : ; im of M corresponding to cannot be a valid computation, in fact, even the sequence i 1 ; : : : ; i`+ 1 cannot. As seen in the proof of Lemma 3.4, there must therefore exist two equivalent constants x; x 0 representing di erent integers such that these constants appear in the derivation i 1 ; : : : ; i`+ 1 as values of Q and Q 0 in adjacent rule applications or as values of S and S 00 in rule applications where the head scans the same cell. Moreover, the length of the path linking these constants is bounded by some constant C`depending only on`. (We may choose C` `.) It is easy to see that the equivalence of x and x 0 can then be derived by the EQUIV program above in recursion depth at most C`.
If m `, this derivation can be turned into a derivation of CONF(c`; x; x 0 ) by changing EQUIV to CONF and by instantiating the rst arguments of the CONF facts in each path of the derivation tree to c 0 ; : : : ; c`. Since x and x 0 represent di erent integers, the checking rule applies to CONF(c`; x; x 0 ), and all possible CONF facts can therefore be derived in C`+ 1 steps. If there is no path of length `, the inconsistency of the database might go undetected, but then the recursion depth of P is less than C`+ 1 anyway. Thus, P is uniformly bounded.
2
Theorem 4.3 Uniform boundedness is undecidable for ternary Datalog programs with a single IDB predicate.
Queries with two linear recursions
This and the next section focus on programs with a small number of rules. As our rst result, we show that program boundedness is undecidable for query programs having two linear recursive rules and one initialization rule. The reduction is from the halting problem for 2-counter machines (2CM), and follows the basic outline of the proof in GMSV87]. The technical improvement is the polymorphic encoding of the entire transition function of the 2CM by a single linear recursion.
A 2-counter machine (2CM) is a nite-state deterministic machine with two nonnegative counters. Machine con gurations consist of the state of the nite control and the states of the counters, where each counter is either empty, i.e., equal to 0, a situation denoted by =, or is nonempty, i.e., greater than 0, a situation denoted by >. The major component of the machine is the transition function which determines the changes in machine con gurations. If is the nite set of states, then the transition function can be characterized as :
f=; >g f=; >g ! fpop; pushg fpop; pushg;
where, for example, (a; >; =) = (b; pop; push) means: if in state a with counter 1 greater than zero and counter 2 equal to zero, then shift into state b, subtracting 1 from counter 1 and adding 1 to counter 2.
Initially, the 2CM M is in a distinguished initial state and each of the counters is set to zero. M halts if it reaches a distinguished halting state. M is said to diverge if it does not halt; in this case the computation is in nite, since by assumption there are transitions from all states except the halting state.
The halting problem for 2-counter machines is: given a 2CM M, decide whether M halts or diverges. It is well known that 2-counter machines are su ciently powerful to simulate any Turing machine; for details see HU79] . Hence the halting problem for 2CM's is undecidable.
Given a 2CM M, we construct a Datalog program P simulating M, such that M halts i P is bounded. The program has three rules: one initialization rule that simulates the initial con guration of M, one transition rule simulating state transitions, and one halting rule which guarantees a bounded xpoint in the case of an accepting computation. We construct P so that every IDB fact appearing in the xpoint will have a proof involving the initialization rule, zero or more applications of the transition rule, and a possible nal use of the halting rule.
We simulate con gurations of M by a single IDB relation ID(H; T; F; S; C 1 ; C 2 ), which should be read informally as \at time H, with T and F coding true and false, M was in state S, with C 1 and C 2 the values of the counters." Since IDB facts in the xpoint can be associated with derivation trees, the variable H can be thought of as encoding the height of a tree; this more liberal interpretation will be used further in the next section. The variables T and F are included because the simulation of M will be founded on a database representation of Boolean logic. The EDB relations in the database can be divided into three groups. Arithmetic relations: Finally, we allow two EDB relations for counting over a database representation of integers. To encode \X is zero," we write Zero(T; X), and to encode \X is nonzero," we write Zero(F; X). For successor and predecessor, we write Order(T; X; Y ) or Order(F; Y; X) to mean \Y is the successor of X." The importance of this expressiveness is that we will require a syntactically uniform way of encoding whether counter i of M is incremented or decremented in its transition from C i to C 0 i . By writing Order(B; C 1 ; C 0 1 ), we then need only to compute a Boolean value B: if B is true, the counter increases, otherwise it decreases. The arithmetic relations are called signed predicates, since their meaning is encoded by the \sign" of the Boolean pre x. Observe that we have casually referred to database constants and relations as being \true," \conjunction," and so on, when in fact there is no prima facie reason why there should be any delity on the part of the database to our name calling. It is entirely possible for And(X; Y; Z) to encode any ternary relation. Part of the role of the query program P, then, is to enforce the delity we desire. We shall refer to a computation as standard when it conforms to our designated functionality for the EDB relations, and refer otherwise to it as non-standard.
We now describe how the computation of M is simulated by the three-rule query pro- 2 ). The rst three lines of the rule body represent \inputs" to the computation; the fourth line (and the rule head) represents the \output" from the computation.
Observe that both IDB predicates in the rule head and body share T and F as the encoding of true and false. In any repeated use of the transition rule, then, T and F are persistent and serve as constants. The choice of T and F is determined by the initialization rule, which ensures that the requisite state and logic encodings exist in the initial database.
The EDB subgoals Zero(F; H 0 ), Order(T; H; H 0 ), and Order(F; H 0 ; H) serve to perform a sort of transitive closure on the \integers" in the database, where this transitive closure is oblivious to the computed con gurations, serving to \make more successors." The computation can only continue if a long enough successor chain is found. Notice that this chain is \doubly linked," since H 0 = H + 1 is encoded as Order(T; H; H 0 ) (\the successor of H is H 0 "), and Order(F; H 0 ; H) (\the predecessor of H 0 is H").
In the third line of the body, we see variables Z 1 ; Z 2 ; B 1 ; : : : ; B k which do not appear in either IDB predicate. As such, they are instantiated \existentially" from the database. In a standard computation, they are instantiated either to the bindings for T or F; as such, Z i is T i counter i is zero, and the B i encode the current state in binary using T and F. The fourth line of the body sets up the outputs, where in a standard computation, P i is T if counter i is increased and F if counter i is decreased, and the B 0 i and S 0 represent the new state with a tag and binary encoding.
The last line represents a Boolean function de ning the transition function of M, from the input variables B 1 ; B 2 ; : : : ; B k ; Z 1 ; Z 2 to the output variables B 0 1 ; B 0 2 ; : : : ; B 0 k ; P 1 ; P 2 . The value of each Boolean output variable is merely a Boolean function of the input variables.
For example, suppose that M shifts into state 3 precisely when it was in state 4 and the rst counter was zero, or in state 5 when the second counter was nonzero. Suppose as well that X i is a Boolean value indicating whether or not M is in state i, and X 0 i codes whether M is in state i after one transition. We then write X 0 3 as the function (X 4^Z1 )_(X 5^: Z 2 ).
Of course, we realize this logical formula in relational style using the logic that has been built into the query program, by adding the following subgoals to the transition rule:
And(X 4 ; Z 1 ; G 1 ); Not(Z 2 ; G 2 ); And(X 5 ; G 2 ; G 3 ); Or(G 1 ; G 3 ; X 0
3 ):
In this coding, the G i are new logic variables that we think of as being existentially quanti ed from constants of the EDB. Each G i represents the output of a particular logic gate realized via the Boolean relations. If we need to realize a circuit with no gates (for instance, if currently in state 6, shift into state 7), we do so by double negation, adding the subgoals Not(X 6 ; G); Not(G; X 0 7 ). Left unexplained in this example is how to proceed from a binary encoding of the state (using the B i ) to a unary encoding via the X j . Of course, this too is mere circuitry, realized in the same relational style. Hardware designers use such circuitry (and its reverse, from unary to binary coding) as the building block of multiplexors and demultiplexors. Not(t; f); Not(f; t); And(t; t; t); And(t; f; f); And(f; t; f); And(f; f; f); Or(t; t; t); Or(t; f; t); Or(f; t; t); Or(f; f; f); State(s 0 ; f; : : : ; f; f); State(s 1 ; f; : : : ; f; t); : : : ; State(s h ; t; : : : ; t; t); Zero(t; 0); Zero(f; 1); : : : ; Zero(f; k); Order(t; 0; 1); Order(t; 1; 2); : : : ; Order(t; k ? 1; k); Order(f; 1; 0); Order(f; 2; 1); : : : ; Order(f; k; k ? 1): Lemma 5.2 If M diverges, then for any constants s; c 1 ; c 2 , each proof of ID(k; t; f; s; c 1 ; c 2 ) over D k has height k.
Proof: The database forces the computation to be standard, and the halting rule cannot be used. Hence the height variable in any proof is initialized to 0, and can only increase by one at each step. Proof: The key idea is to mimic the computation in a standard database D k within the arbitrary database D and then use the argument of Lemma 5.3. Suppose there exists an IDB fact I, where I has a proof of height greater than h + 2; we show another proof exists of height at most h + 2 Let be a proof of I having minimum height among all proofs of I with height at least h + 2. The proof can only use the halting rule as the last step, otherwise a shorter proof can be easily found, since the head of the halting rule can be instantiated to I. Since the rule head of the halting rule does not share any variables with the rule body, it is redundant to use it more than once in a proof. As all rules are linear, it would appear several times along the \spine" of the proof. Given that the head can be instantiated to anything as long as the rule body is satis ed, a shorter proof results from taking the lowest occurrence of its use along the spine, choosing the instantiation of the head given by the highest use along the spine, and omitting the parts of the proof that occur between these uses. Therefore, begins by using the initialization rule, and follows with at least h uses of the transition rule.
Let d 0 ; d 1 ; : : : ; d h be the database constants used to instantiate H in (with possible repetitions), and c t ; c f be the constants used to instantiate T and F. 2
We remark that the embedding described in the above proof is in fact a containment mapping (see U89]) between conjunctive queries: any (h + 2)-fold unwinding of P into a conjunctive query can be mapped into any t-fold unwinding, for t h+2. The construction of the containment mapping is essentially given in the above proof: it identi es T, F, and state names in both queries, and appropriately maps variables denoting counter values and proof height in the (h + 2)-fold unwinding to variables of the (H-de ned) chain in the t-fold unwinding.
Theorem 5.5 Program boundedness is undecidable for query programs having two linear recursive rules and one initialization rule.
Proof: By Lemma 5.2 and 5.4.
6 Queries with one linear recursion and a projection
We now re ne the proof of the previous section, exchanging one linear recursion|the halting rule|for a projection. This projection is also connected (see GMSV87]). The whole point of the halting rule was that given a proof of a halting con guration, the halting rule provided su cient power to prove anything in one more rule application. When a 2CM computation halted, then, it allowed the deduction of any fact in the xpoint, with a proof of essentially the same height as the number of steps in the halting computation. Assume that a 2CM diverges only with unbounded counters (that is, it cannot \cycle" over a xed number of machine IDs): we might then consider projecting on the counter variables to derive a new IDB relation. In the case of divergence, we are guaranteed that the query program is not bounded, using an argument virtually identical to that in the previous section. (While the \time" variable has been projected out, the unbounded counters serve to generate new IDB facts.) However, in the case of a halting con guration, how is the \prove anything in one step" power of the (now omitted) halting rule to be simulated?
Here is the essential idea: imagine modifying the de nition of a 2CM so that when a transition takes place to the halting state, the counters are both magically reset to zero, and any transition from the halting state can reset the counters to any arbitrary value. The resulting machine would be a 2CM+ machine, that would have the same halting problem with a 2CM machine, and some additional capability that will be simulated in Datalog. The Datalog simulation of the previous section simulates a counter value by linking it to its (simulated) successor and predecessor, since the counter value only changes by 1 at each transition step. To simulate the modi ed machines where special transtions are allowed to and from the halting state, each simulated counter value must be directly linked to the simulated value for 0, so we can jump directly to 0, and from 0 to any value.
The following syntactic modi cations are made to the query program in order to implement the above intutition.
In order to eliminate the halting rule, we add a variable Z to the predicate ID, encoding the constant zero, and we increase the arity of the signed predicate Order. Using the constants T and F to sign the predicate, we adopt the following \standard" interpretation:
Order(T; T; X; Y ) \Y is the successor of X" Order(T; F; X; Y ) \Y is the predecessor of X" Order(F; T; X; Y ) \Y is a zero reachable from X" Order(F; F; X; Y ) \X is a zero reachable from Y "
Before plunging into detail, we broadly sketch how the new reduction will work, using the above modi cations. Every constant in the database used to instantiate a counter variable will be linked to its predecessor as before, but also to zero via the relations Order(F; T; ?; ?) and Order(F; F; ?; ?).
We simulate M as if its halting state h has the following unusual property: if M enters state h for the rst time, it simultaneously reduces both counters to zero. In addition, M may then reenter state h, and reset its counters to any two values reached by either counter in the course of the computation. It should be clear that the essential nature of the halting problem is not changed: either M reaches the designated state h, or diverges with unbounded counters. The simulation uses the new de nition of Order to realize this zeroing and resetting of counters.
In a standard computation, if M has not reached state h, P simulates the counters of M using Order(T; ?; ?; ?), a ternary relation interpreted exactly like the de nition of Order in Section 5, which codes the relations between successive integers. To enter state h, zero the counters, and arbitrarily reset them, P simulates M using the ternary relation In addition, Q 1 is similarly false when P 1 is false and M is reentering state h, or P 1 is true, and M is incrementing the rst counter. We abbreviate the logic formula of the latter incrementing as Push: Q 1 = :((:P 1^B1^ ^B k ) _ (P 1^P ush)):
Again, we code the P i and Q i as subgoals in relational style, always introducing new logic variables to represent the output of Boolean logic gates. Note that the resulting program is the rst program in this paper with more than one IDB predicate. We take here the predicate I/O convention, where I is the output predicate. This means that P k (D) is the projection on I of the set of atoms that have derivation trees of height at most k. Because not all IDB predicates are output predicates, the undecidability result that we prove here applies only to predicate boundedness.
Let D k now denote the standard database as in the previous section, with the modication of Order to:
Order(t; t; 0; 1); Order(t; t; 1; 2); : : : ; Order(t; t; k ? 1; k); Order(t; f; 1; 0); Order(t; f; 2; 1); : : : ; Order(t; f; k; k ? 1); Order(f; t; 0; 0); Order(f; t; 1; 0); : : : ; Order(f; t; k; 0); Order(f; f; 0; 0); Order(f; f; 0; 1); : : : ; Order(f; f; 0; k): We assume without loss of generality that M diverges i it diverges with unbounded counters. This caveat is not truly restrictive, since M can be simulated by another 2CM having this property. 1 Lemma 6.1 If M diverges, then for every standard database D k , there exists an` k + 2 and an I-fact f such that f 2 P`(D k ) ? P`? 1 (D k ). Proof: The importance of this lemma is that when M diverges, P is not bounded; in particular, any supposed \bound" on the xpoint can be contradicted by an EDB input and an IDB fact, where the fact enters the xpoint only when the number of iterations of P on the given EDB exceeds the bound.
Observe that the computation with EDB D k is standard, and the divergence of M assures that arbitrary resetting of counters (via the halting state) cannot occur. Since M diverges with unbounded counters, either I(k; c) or I(c; k) is in the xpoint, for some database constant c 2 f0; 1; : : : ; kg; without loss of generality, let it be the former. Any proof of I(k; c) requires at least k + 2 steps, since the counters must be initialized to zero, can only increase by one at each step, and a nal projection is required. Thus if`is the smallest integer such that I(k; c) 2 P`(D k ), we know` k + 2. 2 Lemma 6.2 Suppose that M halts after h steps. Then for any database D, we have that P h+3 (D) = P 1 (D).
Proof: Suppose I(c 0 ; c 00 ) 2 P 1 (D) is an I-fact (c 0 ; c 00 2 D) having a proof of height greater than h + 3. We show that I(c 0 ; c 00 ) also has a proof of height no more than h + 3. The proof ends with a projection, and thus contains a proof of ID(h 0 ; t; f; z; s; c 0 ; c 00 ) of height h + 2. As in the proof of Lemma 5.4, this implies the existence of constants d 0 = z; d 1 ; : : : ; h 0 = d h+1 ; t; f in D, where the EDB contains all the Boolean logic, the \link-ing" relations for the d i , i.e., successor, predecessor, as well as reachability to and from zero. 
Appendix: Ternary Datalog via the Halting Problem
In this appendix, we give a proof of the undecidability of uniform boundedness for ternary Datalog programs along the lines of GMSV87]. By using Turing machines instead of counter machines, the argument can be considerably simpli ed and the arity gets down to three. Our proof, however, uses nonlinear rules, unlike the construction in GMSV87]. We hope that a re nement of either of our two proofs (here or in Section 4) will eventually resolve the undecidability of uniform boundedness for the binary case.
The reduction we are going to present is from the halting problem for Turing machines.
Our program P will simulate the computation of some given Turing machine M on the empty tape. If the computation terminates, the IDB predicate will be ooded, thereby making the program bounded. Let us rst give an informal overview. To encode the time, cell, symbol, and state information, we assume that the input database contains a set of constants that can serve as integers, and a Succ(x; y) predicate linking each \integer" to its successor. The program will ensure that long derivations can exist only if the database contains long successor chains. Hence, if the simulated machine halts, either all derivations are short, or there exists a derivation long enough to guarantee the existence of a su cient supply of \integers" to simulate a complete computation of M and ood the IDB predicate upon reaching the halting state. If M does not halt, we can easily manufacture \standard" databases on which P will run arbitrarily long.
A closer look at the TAPE predicate reveals that it is possible to get rid of some of its arguments. First, the symbol and state elds can be merged, since both range over a nite domain. The resulting symbol/state combination can then be piggybacked onto the cell number using a technique described in the appendix of GMSV87]: We assume that every \integer" in the database comes in as many \ avors" as there are symbol/state combinations. By putting the right \ avor" of cell into a TAPE(origin; time; cell) fact, we can then encode its symbol and state content.
We now describe the details of P. Its An IDB predicate TAPE(Z; T; C), stating that at time T?Z, the symbol/state content of cell C is given by i, where i is the avor of C.
The rules of P are of three kinds: starting rules, transition rules, and a halting rule. We assume that M operates on a semi-in nite tape, that it never attempts to read past the left edge of the tape, and that it halts by writing a blank and entering a designated halting state h. Proof: Let D be the in nite database whose universe is I N (I N f1; : : : ; Ng) and which contains the facts Succ(k; k + 1) for all k 2 I N and Copy i (k; hk; ii) for all hk; ii 2 I N f1; : : : ; Ng. It is easy to see that P k (D) 6 = P 1 (D) for all k > 0. By choosing only the EDB facts occurring in a single derivation of height k + 1, one can then obtain, for any integer k 1, a nite subset D 0 of D such that P k (D 0 ) 6 = P 1 (D 0 
