Inverse probability weighted estimating equations and multiple imputation are two of the most studied frameworks for dealing with incomplete data in clinical and epidemiological research. We examine the limiting behaviour of estimators arising from inverse probability weighted estimating equations, augmented inverse probability weighted estimating equations and multiple imputation when the requisite auxiliary models are misspecified. We compute limiting values for settings involving binary responses and covariates and illustrate the effects of model misspecification using simulations based on data from a breast cancer clinical trial. We demonstrate that, even when both auxiliary models are misspecified, the asymptotic biases of double-robust augmented inverse probability weighted estimators are often smaller than the asymptotic biases of estimators arising from complete-case analyses, inverse probability weighting or multiple imputation. We further demonstrate that use of inverse probability weighting or multiple imputation with slightly misspecified auxiliary models can actually result in greater asymptotic bias than the use of naïve, complete case analyses. These asymptotic results are shown to be consistent with empirical results from simulation studies.
Introduction
Failure to collect intended data in clinical and epidemiological research can seriously compromise the integrity of a study by rendering standard complete-case estimators inconsistent. 1 Ad hoc approaches for dealing with incomplete data such as non-responder imputation or lastobservation-carried-forward are generally not recommended since they only lead to consistent estimators under strong implicit assumptions, [2] [3] [4] and typically give conservative variance estimates. More refined procedures based on inverse probability weighted estimating equations or multiple imputation rely on auxiliary models to exploit information available in subjects with incomplete data. The auxiliary models in these two frameworks rely on quite different assumptions but, subject to their correct specification, consistent estimators may be obtained when data are missing at random. 1 These approaches can also be used to conduct sensitivity analyses in setting where the data are thought to be missing not at random. 3, 5, 6 Multiple imputation 1 involves augmenting the available data to create several complete pseudodatasets. Each of these pseudo-datasets is made complete by randomly drawing from an imputation model whenever information is missing. There has been much discussion and research regarding the development of suitable imputation models, and care must be taken to ensure that variance estimation is valid. 5, 7, 8 Inverse probability weighted estimating equations 9, 10, 11 involve restricting attention to individuals with complete data but achieve consistent estimation by weighting each contribution according to the inverse probability that the data are complete. The so-called selection models are specified to determine the weights and ensure suitable adjustment for the ''biased'' sample obtained by restricting to individuals with complete data. Augmented inverse probability weighted estimating equations extend the inverse probability weighted approach to increase the efficiency and robustness of the resultant estimator. 9, 12 With augmented inverse probability weighted analyses, consistent estimators result if one or both of the auxiliary models are correctly specified; the term ''doublerobustness'' was coined to reflect this. 13 The efficiencies of weighting and multiple imputation methods have been compared in a variety of settings when the auxiliary model assumptions are correct, 5,14-16 but limited empirical work has been directed at comparing such methods when the auxiliary model assumptions are incorrect. Bang and Robins 17 and Kang and Schafer 18 both conducted simulation studies to compare the empirical performance of double-robust (DR) and outcome-regression estimators of a mean. Bang and Robins highlight the additional robustness of the DR estimator which ''offers the analyst two chances to make nearly correct inference'', 17 while Kang and Schafer argued that ''in at least some settings, two wrong models are not better than one''. 18 Kang and Schafer suggested that the simulation study conducted by Bang and Robins was unduly favourable towards their DR methods, while Robins et al. 19 remarked that ''[Kang and Schafer's] chosen data-generating distribution was as if optimized'' for the outcome-regression estimator. In this paper, we give an accessible presentation of the various approaches to estimation with incomplete data and examine the asymptotic properties of these resulting estimators when one or both of the auxiliary models are misspecified. We focus on the estimation of regression parameters and consider a common outcomeregression model to examine the effects of misspecification in analyses based on multiple imputation and augmented inverse probability weighted estimating equations. We also examine the empirical behaviour of these estimators through a simulation study with parameter values chosen to reflect the setting of a breast cancer clinical trial. Throughout this paper, misspecification is considered in the auxiliary models through the omission of a common confounder, or through the omission of an interaction term; in this way, we hope to allay the concerns raised by some authors when simulation studies allowed different auxiliary models to adjust for different confounders. 18 The remainder of this paper is organized as follows. In Section 2, we define inverse probability weighted and augmented inverse probability weighted estimating equations and describe the procedure of multiple imputation for incomplete response data. We also demonstrate in Section 2 how the asymptotic properties of the resulting estimators can be derived using the results of Robins et al., 9 Robins and Wang, 19 Pierce 20 and Lawless et al., 21 and we review the simplifications that occur under correct model specification. In Section 3, we focus on the simple case in which all variables are binary and derive the asymptotic bias and variance of these estimators when model assumptions are incorrectly specified. In Section 4, we demonstrate the empirical properties of the estimators under misspecification by simulating incomplete data consistent with a breast cancer clinical trial. Concluding remarks are made in Section 5.
Estimators and their limiting behaviour
Consider a random sample of N individuals yielding data fðY i , X i Þ, i ¼ 1, . . . , Ng where Y i is the univariate response and X i is a vector of explanatory covariates for individual i. Suppose that interest lies in estimating the p Â 1 vector of regression parameters for the conditional mean model of Y given X, ðX; Þ. An estimator of can be found as the solution to the estimating equation
where h(X) is a known p Â 1 function of X such that E½hðXÞ@ðX i ; Þ=@ 0 is non-singular. 9 If the conditional distribution of the response is in the exponential family, the canonical link is used to relate the mean ðX i ; Þ to the linear predictor X 0 i , and h(X i ) is specified as X 0 i , then (1) is the score function and the root of this equation is the maximum likelihood estimator for .
More generally, under mild regularity conditions which we assume henceforth, 9, 19 the solution to the estimating equation in (1), denoted, is a ffiffiffiffi N p -consistent estimator of the parameter of interest 0 satisfying E½U i ðÞ ¼ 0, with
where A À1 0 B 0 ½A À1 0 0 is called the asymptotic variance of and A 0 ¼ ÀE½@U i ðÞ=@ 0 ¼ 0 and B 0 ¼ E½U i ðÞU 0 i ðÞ ¼ 0 :
Analysis with incomplete data
If responses are only observed for a subset of individuals in the sample, we let R i be the indicator that Y i is observed. Estimation of based on (1) would require solving
A natural estimator when data are incomplete is obtained by restricting attention to individuals who provide complete information. That is, we could estimate 0 with the complete-case (CC) estimator cc obtained by solving the estimating equation
The limiting behaviour of this estimator can be derived analogously to (2) and it can be shown that cc will consistently estimate cc , the solution to E½R i U i ðÞ ¼ 0. 22 Thus
Here cc is equivalent to 0 if E½R i U i ðÞ ¼ E½U i ðÞ, which in turn occurs if Y?RjX (i.e. if Y and R are conditionally independent given X). Thus, complete case analyses will consistently estimate 0 only in the special case where, for a given X, the subsets of individuals that are completely observed are representative of the original sample, i.e. the missing data mechanism is missing at random (MAR) 1 in the presence of X. We will refer to the difference between cc and 0 as the asymptotic bias of the CC estimator. More sophisticated methods for accommodating missing data are possible if auxiliary information is available and suitable assumptions are made. We suppose in what follows that there exists an auxiliary covariate vector V which is known for all individuals and which is associated with both the response and the missingness indicator in such a way that Y?RjX, V; that is conditioning on V, in addition to X, renders the missingness mechanism MAR. When the objective is to fit simple descriptive response models, there may be several covariates known to be associated with the response that are not contained in X. Any such covariates that are also associated with missingness could be represented in V. In smoking prevention studies, for example, social model risk scores give useful information about children's peers and risk of smoking, but this also reflects risk of noncompliance and study withdrawal. 23 We explore the use of such variables in what follows.
Multiple imputation
Imputation allows for use of the complete-data estimating equation (1) by replacing missing responses with imputed values; if one could replace missing Y i values with suitable Y imp i , then the complete-data estimator could be approximated by solving 0 ¼ P N i¼1 ½R i Á hðX i Þ½Y i À ðX i ; Þ þð1 À R i Þ Á hðX i Þ½Y imp i À ðX i ; Þ: Two challenges arise with this approach: (i) one must find appropriate values for imputation in order to avoid introducing bias, and (ii) treating the imputed values as known will result in underestimation of the true variability in the estimator. The first challenge can be addressed by relying on implicit models to define a measure of similarity between individuals and replacing missing responses with observed responses from ''similar'' individuals (e.g. hot-deck imputation 24 or the approximate Bayesian Bootstrap 1 ), or through parametric imputation by simulating missing responses using random draws from an explicit imputation model. The second challenge can be addressed by simulating missing responses multiple times (say, M times) to create M complete pseudo-datasets and examining the variability between the estimators obtained from the multiple ''complete'' datasets. Thus correct specification of the imputation model ensures consistent estimators, while imputing multiple times enables estimation of the variability over different imputed samples. Naive methods of single imputation, such as non-responder imputation or last-observation carried forward, are commonly employed, 4 but only result in consistent estimators if strong implicit assumptions hold and typically result in incorrect variance estimates. 2, 25 We therefore focus attention on a parametric multiple imputation procedure and examine asymptotic biases that result if the parametric modelling assumptions do not hold.
A common framework for this type of imputation is proper parametric multiple imputation, which has a Bayesian flavour in that the parameter indexing the imputation model is itself randomly drawn from a ''posterior density'' of the parameter given the observed data. 1, 24 Commonly used formulae for the asymptotic variance of estimators obtained under proper multiple imputation are given by Rubin. 5 We consider improper multiple imputation here, however, in which missing responses are drawn from an imputation model based on the maximum likelihood estimate of the parameters in the imputation model. This type of multiple imputation procedure is advocated by Wang and Robins 24 who show that the resulting estimator has a strictly smaller asymptotic variance than the one obtained by proper imputation when models are correctly specified and M is finite; as M ! 1, these estimators become asymptotically equivalent. 24 In order to facilitate comparisons with the augmented inverse probability weighted estimators, we consider a non-iterative estimator based on a conditional imputation model gðYjX, V, R; Þ 19 that is known up to the q Â 1 parameter indexing mðX, V; Þ, the model for the conditional mean of Y given the available covariates (as in the mean score imputation of Clayton et al. 26 ); a model of this sort arises in the outcome-regression approach employed in Bang and Robins 17 and Kang and Schafer. 18 If Y?RjX, V, then a consistent estimator of , the parameter indexing the imputation model, can be obtained as the solution to the complete-case estimating equation
where it is assumed that (i) the q Â 1 function h mi ðX i , V i Þ is defined analogously to hðX i Þ in (1), (ii) converges to a limit mi and (iii) there exists an appropriate influence function of with finite variance.
A multiple imputation estimator based on M imputations can be found by solving 19 Under mild regularity conditions, the resultant estimator mi has the property that, for mi solving E½hðX i Þ½Y imp ij ðÞ À ðX i ; Þ ¼ 0,
and, temporarily suppressing the dependence on ð mi , mi Þ,
In the aforementioned expressions, expectations are taken with respect to the imputation distribution
RÞ, where f 0 ðÁÞ represents the true joint density. 19 These asymptotic results hold even if the imputation model is incorrectly specified or incompatible with the response model. 19 Misspecification of the imputation model will, however, directly impact the asymptotic bias of the resultant estimator ( mi À 0 ); this imputation approach is asymptotically unbiased when the imputation model is correctly specified.
Inverse probability weighting
The auxiliary data V can alternatively be used to help make an analysis based solely on the individuals with complete data more suitable. This is done by reweighting these observations so the completely-observed pseudo-sample is representative of the original sample. So in this framework, we focus on individuals with R i ¼ 1, but instead of solving the complete-case estimating equation (3) which only yields a consistent estimator if Y?RjX, we solve the Horvitz-Thompson-style estimating equation
We call this the inverse probability weighted (IPW) estimating equation and refer to the resulting estimator, ipw , as the IPW estimator. The unknown s Â 1 selection parameter can be replaced by, the solution to an appropriate estimating equation
where we assume that the known s Â 1 function h ipw ðX i , V i Þ is defined analogously to hðX i Þ and that converges to a limit which we denote ipw . Logistic regression is often used to estimate since R is binary. Provided that ðX i , V i ; Þ is bounded away from 0, this IPW estimator will consistently estimate ipw , the root of the function
where, as shown in Appendix 1,
: If S i is the score function based on the true model (i.e. if is modelled correctly and consistently estimates the true 0 ), then
by the generalized information equality of Pierce 20 , and the asymptotic variance of this IPW estimator reduces to
We also note here that if the true 0 were known instead of estimated, then the asymptotic variance would be A À1 0 E½U ipw i U ipw0 i ½A À1 0 0 . 9,21
Augmented inverse probability weighting
Robins, Rotnitzky and Zhao 9 showed that the IPW estimating equation could be augmented to better exploit the partial information available from individuals with incomplete data. As a result, an augmented inverse probability weighted (AIPW) estimating equation of the form
can be asymptotically more efficient than the IPW estimator. In the absence of further auxiliary covariates, the optimal choice for the augmentation function ðÁÞ is E½UðÞjX, V. 9, 12, 27 In practice, this optimal augmentation term can be approximated by specifying an appropriate conditionalmean model mðX i , V i ; Þ, as in the imputation approach. We will denote the resultant augmentation term by U i ð, Þ, where by (1)
For the remainder of this paper, we will focus on this AIPW approach which requires specification of both an ''imputation'' model, mðX i , V i ; Þ, and a ''selection'' model, ðX i , V i ; Þ. The resulting AIPW estimator, aipw , consistently estimates aipw , the root of E½U aipw i ð, ipw , mi Þ and the estimating function can equivalently be written as 18
The estimator aipw satisfies
where, as shown in Appendix 1
A aipw ¼ ÀE½@U i ðÞ=@ 0 ¼ aipw and, suppressing the dependence on ð aipw , aipw Þ
The AIPW approach is ''double robust'' in the sense that the estimator will be asymptotically unbiased for data that are MAR if either auxiliary model is correctly specified. This is easy to see from the form of (5) by noting that correct specification of the so-called imputation model leads to
this case, the asymptotic variance matrix can be simplified through application of the generalized information equality
Asymptotic behaviour of estimators under misspecified auxiliary models
We now consider simple violations to the model assumptions necessary for achieving asymptotically unbiased estimators through inverse probability weighting and multiple imputation. Suppose V can render the response and missingness indicator conditionally independent -i.e. Y? = RjX, but Y?RjX, V. Availability of V in this case results in a MAR mechanism and asymptotically unbiased estimation is possible through the methods of analysis described in the previous section if the necessary models are correctly specified. We consider violations of model assumptions that arise from neglecting to accommodate the interaction terms between V and X in the models. Suppose that Y, X, V and R are scalar binary variables that arise according to the models
and
where X and V are independent. Further suppose the model of interest for the conditional mean response is
and we consider the optimally efficient complete data estimating function U i ðÞ ¼ ½1, X i 0 ½Y i ÀðX; Þ: Note that the true value of 0 can be recovered from 0 and E½V by exploiting the fact that here
We consider the limiting behaviour of estimators that attempt to accommodate the missing data using the incorrectly specified imputation model
where the maximum likelihood estimators arise by solving the estimating equations
Multiple imputation then involves replacing missing values of Y with simulated Bernoullidistributed data with conditional mean mðX, V;Þ, i.e. we use gðYjX, V, R;Þ ¼ ½mðX, V;Þ Y Á ð1 À mðX, V;ÞÞ 1ÀY 1ÀR . For further insight to the asymptotic biases resulting from model misspecification, consider the asymptotic biases that result from a specified parameter set where x ¼ x ¼ 0, E½Y ¼ 0:5, E½X ¼ 0:5, E½V ¼ 0:5, E½R ¼ 0:5, and we consider the effect of a range of values for v , v , xv and xv . The asymptotic bias of estimators of the log odds ratios ( x ) using the above methods can be found in Figure 1 ; the asymptotic bias of the complete-case (CC) estimator is also included for comparison with the multiple imputation (MI), inverse probability weighted (IPW) and augmented inverse probability weighted (AIPW) estimators. Coverage probabilities for nominal 95% confidence intervals are given in Figure 2 . These coverage probabilities are calculated using the limiting distributions (see Section 2) and are functions of both the asymptotic bias and variance of the estimators; the corresponding empirical coverage probabilities are explored in Section 4.
The panels in Figures 1 and 2 Not surprisingly, all estimators were consistent when the required model assumptions were satisfied (see Figure 1 ). When xv ¼ 0, the imputation model was correctly specified and the MI estimator was asymptotically unbiased (panel 1); when xv ¼ 0, the selection model was correctly specified and the IPW estimator was asymptotically unbiased (panel 2); when either xv ¼ 0 or xv ¼ 0, the AIPW estimator was asymptotically unbiased (panels 1 and 2) . The double robustness of the AIPW analysis is observable here since, unlike the other methods of analysis, the AIPW estimators were asymptotically unbiased unless both models were incorrectly specified. When both models were incorrectly specified, no method of analysis was universally best; however, the AIPW estimators generally demonstrated the least asymptotic bias (panels 3 and 4) . Interestingly, the AIPW estimator often had the largest asymptotic variance of the considered methods when models were misspecified; however, this apparent asymptotic inefficiency is offset by the greater robustness to model misspecification. This can be seen by examining Figure 2 which displays the probability that the true value of x will be contained in a nominal 95% confidence interval for x based on a sample of N ¼ 1000 individuals, given by ð x AE 1:96 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi asvarð x Þ=1000 p Þ, where asvarð x Þ represents the asymptotic variance derived in Section 2.
Here the AIPW analysis is the only approach which results in confidence intervals that are consistently near the nominal 95% level for all considered parameter sets (see Figure 2 ). It is also important to note that the coverage probability for the IPW and MI estimators are at times worse than those from the CC estimator. We have considered coverage probabilities of nominal 95% confidence intervals based on samples with N ¼ 1000 individuals. Larger sample sizes will result in narrower confidence intervals, but since these intervals will be centered on the estimator's incorrect limiting value, the coverage of corresponding confidence intervals will be lower with larger sample sizes. Figures 1 and 2 present results under the assumption that the variables X and V are independent. This assumption is reasonable if we are considering data from randomized clinical trials where X may reflect treatment assignment or some settings where X may reflect genetic data and V relates to environmental exposures. This independence case is of particular interest here because the limiting values of the estimators can be found explicitly, which facilitates the analytic comparison of asymptotic biases found in Appendix B.
The general trend seen in Figures 1 and 2 was not unique to the case of independence between X and V; Figure 3 shows that, when both auxiliary models are misspecified, the AIPW analysis generally resulted in smaller asymptotic bias and better coverage probabilities than the CC, IPW and MI methods regardless of the odds ratio ORðX,
characterizing the association between X and V. Figure 3 is presented for the case that v ¼ 1, but similar results were seen for other choices (not presented).
Empirical behaviour of estimators
Here we illustrate the use of the various methods and examine the empirical properties through simulation studies based on an application to a recent trial of breast cancer patients with skeletal metastases. 28 The response Y is an indicator of a skeletal complication (event) during the first year following randomization to either monthly IV infusions of a bisphosphonate therapy pamidronate (X ¼ 1) or a placebo control (X ¼ 0). We consider the auxiliary variable V as indicating if the patient had an elevated pain score at study entry, a marker of the extent of skeletal metastases. In this trial, complete information on these binary variables was available for 214 individuals, and analyses of these data were used to determine the parameters for use in our simulations.
In the simulation study, data for N ¼ 1000 individuals were generated according to model (6) with the parameters chosen to be consistent with data from the breast cancer trial. Indicators of missingness were generated according to the selection model (7) with the selection parameters taken to be sim1 ¼ ½ 11 , 0, log 5, log 5 0 or sim2 ¼ ½ 12 , 0, 0, log 5 0 , where the intercept terms were chosen so that E½R ¼ 0:50, representing the situation where responses were unavailable for 50% of the patients. These simulated data were then analysed by fitting misspecified models involving Ã and Ã which ignored the interaction term between X and V as described in the previous section. This process of simulating missingness and analysing the resulting dataset was repeated 2000 times and the empirical properties of the estimators of x were recorded so they could be compared with the asymptotic results. A similar simulation was conducted for the situation in which an additional covariate, V 2 , was associated with both Y and R; misspecification of the auxiliary models here comes from omission of V 2 rather than omission of an interaction term. The response was generated according to the models E½YjX, V,
where the is derived from corresponding analysis of the breast cancer trial data with V 2 taken to be an indicator of advanced age at disease onset; we again consider the selection models sim1 and sim2 .
Tables 1 and 2 present the asymptotic bias of the estimators under model misspecication (i.e. we present the difference between the limiting value of the estimator, Ã
x , and the true value, x ) as well as the observed bias of the estimators (the difference between the mean estimate, x , and the true value). We also report the large-sample standard errors averaged over all simulated datasets (SE) and the empirical standard error (ESE), defined as the square root of the sample variance of the point estimates over all simulations. The coverage probabilities (CP) of nominal 95% confidence intervals are reported based on large-sample theory (as in Section 3), as well as the empirical coverage probability (ECP), defined as the proportion of simulations in which nominal 95% confidence intervals contained the truth. We note that these confidence intervals would have the nominal 95% coverage if all auxiliary models were correctly specified; more generally, however, for a given sample size, the coverage of these intervals will decrease as the asymptotic bias increases. Table 1 contains results from the simulation setting where the auxiliary models are misspecified due to omission of the interaction between X and V. Table 2 contains similar results for the simulation setting where the auxiliary models are misspecified due to omission of the covariate V 2 in the main-effect models.
The empirical results tracked the asymptotic calculations very closely in terms of bias, variance and coverage probability. Here again we see that a complete-case analysis can lead to substantial bias and poor coverage when data are not missing at random (Table 1 ). Furthermore, it can also be seen that use of inverse probability weighted estimating equations and multiple imputation can lead to even greater bias and worse coverage than the CC estimator when the weighting and imputation models are misspecfied (Tables 1 and 2 ). However, in all cases the augmented inverse probability Table 1 . The asymptotic and empirical properties of estimators of x when using misspecified auxiliary models that omit the interaction between X and V. weighted estimating equations, which exploit both of these misspecified models, led to an estimator with small bias and good coverage. As would be expected, additional simulations (not presented) showed that the magnitude of the biases decreased with decreasing levels of missingness (i.e. all estimators were closer to the truth for lower values of E[R]). However, the relative sizes of biases among these estimators were similar regardless of the amount of missing data.
General remarks
Commonly used, naı¨ve methods for analysing incomplete data (e.g. complete-case analysis, nonresponder imputation, last-observation carried forward imputation) yield consistent estimators only in very special circumstances. Weighted estimating equations and model-based multiple imputation approaches can be more generally appropriate, but they can require further explicit modelling assumptions. Greater understanding of the underlying causes of missingness in a given study will provide analysts with a greater hope of making correct modelling decisions. However, it is very difficult in practice to ensure that modelling assumptions made to account for missing data are correct. We have demonstrated that using misspecified models to adjust for response-biased observed data can result in increased rather than decreased bias, and this problem is especially problematic when the rate of missingness is large. The double robustness property of the augmented inverse probability weighted estimator makes this method appealing since it allows for two chances to get the model right. Bang and Robins 17 suggested that this double robustness property will be advantageous even when both models are slightly misspecified; however, Kang and Schafer 18 demonstrated empirically that this is not always the case. In the settings we explored, the double robustness property of the augmented inverse probability weighted estimating equations was evident and we found that this estimator had relatively small asymptotic and empirical biases when both models were incorrectly specied, despite the fact that use of the misspecfied selection model in inverse-weighted estimating equations or the misspecied imputation model in multiple imputation could actually result in larger asymptotic biases than use of a naı¨ve complete-case analysis. As discussed in Kang and Schafer 18 and in the published comments to that paper, 19 there are situations in which estimators arising from augmented inverse probability weighted estimating equations can have poor empirical properties and other approaches may be 
preferable. In particular, augmented inverse probablity weighted estimators may have poor empirical properties when the weights are highly variable. We did not observe such a problem in the settings considered in our simulation studies, although the double-robust approach may have benefited from the stability of the weights arising from the categorical nature of our data. If variability in the weights is a concern, stabilized weights 29 or an enhanced propensity score model 30 may be implemented to improve performance of the double-robust estimator.
In this paper and its appendices, we derived explicit forms for the limiting values of certain estimators and have shown that there is no universally least-biased approach to handling incomplete data when necessary model assumptions are wrong. Therefore, it is important to consider carefully the models that are specified to accommodate missingness, to ensure that these modelling decisions are tenable, and to carry out sensitivity analyses exploring the robustness of conclusions to changes in the missing data model. 4, 19, 20, 25 and
and the desired asymptotic variance for ipw can be found by extracting the p Â p upper left sub-matrix of the asymptotic variance of. Let f(Z) represent the true density function for the data Z ¼ ðY, X, V, RÞ. If the estimating function for is correctly specified as the score function for the true log-likelihood so that S i ¼ @ log f ðZÞ=@, then
which establishes the generalized information equality E½@U ipw i ð ipw Þ=@ 0 ¼ ÀE½U ipw i ð ipw ÞS 0 i ð ipw Þ
A1.2 Augmented inverse probability weighting
The augmented inverse probability weighted estimator is found by solving the estimating equation for ¼ ð 0 , 0 , 0 Þ 0 Here, we consider the explicit forms of the limiting values of estimators, and therefore the asymptotic biases, arising in the problem introduced in Section 3. We note again that, as in (8), under correct model specification, the conditional mean model will satisfy ðX; 0 Þ ¼ E V fE½YjX, V; 0 g and we derive here the limiting value of the conditional mean model under the model misspecification described in Section 3.
A2.1 Complete-case analysis
Here, cc , the root of the estimating equation P N i¼1 R i ½Y i À ðX i ; Þ 1, X i ½ 0 , will not consistently estimate 0 since ðY?RÞjX. In fact, the limiting value of the estimator of the conditional mean is 
, as then (12) reduces to (8) .
A2.2 Estimators from multiple imputation under misspecification
We are supposing that the imputation model is misspecified as in (10) . Such an estimator consistently estimates the mi which solves
