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Abstract
The transportation community has long recognized the need to address congestion and
equilibrium while planning service facilities to serve spatially distributed customers. The
customers’ choices on service facility and access path may be coupled with one another due to
induced or altered traffic congestion near these facilities. Disregarding the congestion effect
while planning facility locations may not only lead to unnecessarily high transportation cost
and low facility patronage, but also impose a negative socioeconomic impact on the general
public. In a broader sense, the societal cost includes not only wasted time due to extra delay,
but also security and safety hazards.
Examples of such problems can be found in many contexts that involve a continuous
space. Personal air vehicles (i.e., “flying cars” that can take off and land “outside of a
house or in a garden”) are being considered as an option to allow future travelers to utilize
low-altitude air space. The freight industry (e.g., Amazon, DHL) has been exploring the
possibility of using short-range unmanned aerial vehicles (i.e., drones) to deliver parcels from
a mobile dispatch base near customer neighborhoods. The concentration of air-vehicle or
drone traffic in certain air space (e.g., near the city center or dispatch base) may cause delay
and mandate traffic diversion. Similar issues would appear in military operations associated
with stationing of air craft carriers in hostile environments. Even in a seemingly unrelated
context, deployment of surveillance sensors (e.g., those based on radiation) in open or con-
strained spaces (e.g., airports or city squares) may be formulated into a similar problem, if
sensor detection effectiveness is affected by not only distance but also blockage effects from
a dense crowd. Perhaps the most extreme manifestation of such negative consequences of
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congestion is through the series of devastating stampede incidents in recent years.
Many studies have addressed the impact of traffic congestion on service network planning,
but most of the existing models were developed over an underlying discrete transportation
network. Using discrete network flow (even on a very dense network) to approximate traffic
concentration and congestion in a continuous space may not always be satisfactory due, in
part, to difficulties associated with (i) the coupling of congestion experienced by neighbor-
ing travelers in different travel directions, and (ii) clustering of two-dimensional fluxes into
one-dimensional link flows and characterization of link capacities, among others. As a re-
sult, alternative modeling approaches that can directly describe traffic in a two-dimensional
continuous space have gained attention. A series of continuous user traffic equilibrium prob-
lems in the form of two-dimensional partial differential equations (PDE) were developed to
quantitatively describe the congestion effect in traffic systems. Some numerical based meth-
ods are developed for facility location planning under the continuous traffic equilibrium.
However, those models are only suitable for small scale problem instances due to excessive
computational burden.
In this Ph.D. research, we conduct an indepth investigation on the continuous traffic
equilibrium. To improve computational efficiency, we first propose a continuum approxima-
tion (CA) model to find approximated solutions for large-scale instances. In contrast to most
CA models which study uncapacitated fixed-charge location problems, we choose to focus
on developing a solution approach for median-type problems. We further developed ana-
lytical solution methods for a class of continuous traffic equilibrium problems. We showed
that under certain conditions the above PDE can be solved accurately in closed forms, for
specially and generally shaped service regions. The latter case requires an additional con-
formal mapping treatment that can also be expressed in closed forms. Our PDE solution
will not only serves as an efficient way to compute congestion effects in various application
contexts, but also shed light on some basic properties of continuous traffic equilibrium in a
two-dimensional space.
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The proposed analytical framework enables us to extend it in multiple directions. By
paying attention to the shape design of facilities and infrastructures, we developed an in-
frastructure design framework which would be used to provide channelization of pedestrian
flows in a congested area. We also extracted the optimal layout of facilities under some
hypothetical situations and extending the model to incorporate the transshipment problem.
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Numerous logistics and transportation service systems are essentially composed of in-
terrelated facility and infrastructure elements that cooperate interdependently to serve spa-
tially distributed demand. Some of these elements (e.g., freight terminals, transit stations,
rail yards, ports), which we refer to as facilities, are the actual points of service; others
(e.g., walkways, gates, barriers), which we refer to as infrastructures, form a structure of
channels and guide-ways along which customers gain access to facilities. On the supply side,
connections from physical, spatial, and functional interactions have tied these individual el-
ements into coupled network systems, such that the design and performance of an element is
dependent on those of other elements. On the demand side, establishment of such elements
often induces or alters customer traffic that exacerbates congestion in the neighborhood —
customers often choose their own service facility and access path, and their overall costs may
be coupled due to shared congestion and service at the facilities.
The bidirectional influences between congestion and service system development, if not
accounted for properly, may lead to suboptimal designs that not only deteriorate the effi-
ciency of those service facilities, but also have a negative impact on the societal cost of the
general public. Such a phenomenon has been well known for many years. In a broader sense,
the societal cost includes not only wasted time due to delay, but also security and safety
hazards. Perhaps the most extreme manifestation of customer overcrowding in a service
system and its negative consequences is through the series devastating stampede incidents
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in recent years. To name just some examples, on December 31, 2014, a crush at New Year’s
Eve celebrations in Shanghai’s historic Bund killed 36 people and severely injured 47 others,
when thousands of people trying to approach a light show at the riverside of the Chenyi
Square clashed on a staircase with others attempting to leave (BBC News, 2015). The gov-
ernment was later criticized for not being able to foresee the risk of crowd gathering in such
an “unsuitable” place, and not being able to prepare necessary infrastructures for efficient
channelization of pedestrian flow (Jiang, 2015). More recently, on September 24, 2015, at
least 2,411 pilgrims were killed in Mina, Saudi Arabia, in an overcrowding incident during
the Hajj pilgrimage (Gladstone, 2015), when “...people were trying to push their way in
opposite directions – some headed to the site of the stoning, some coming back from their
previous ritual” (Yan, 2015). Similar incidents have occurred at train stations (BBC News,
2013), ferry terminals (Committee for Disaster Reduction of Jianxi Province, 2009), bridges
BBC News (2005), LA Times (1988), parks (Taiyuan Chronicles Network, 2009), schools
(Moore, 2009), and shopping malls (BBC News, 2007). In all these examples, and many
others, overcrowding on inadequate service facilities and infrastructure systems and lack
of proper flow channelization have raised significant risks. The situation would be further
worsened when built facilities are also subject to disruptions due to endogenous or exogenous
threats. There have been repeated media reports on such incidents; e.g., how the shut-down
of a service facility (e.g., one metro station) cause significant pedestrian traffic reallocation,
overcrowding, and passenger “misery” at nearby stations (Swinford et al., 2014).
Despite intensive research efforts on many related problems in a variety of contexts,
there is a lack of fundamental understanding, as well as effective modeling methodologies,
on integrated service facility and supporting infrastructure design under induced congestion
and probabilistic disruptions — especially when the problem is posed in a spatial continuum.
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1.2 Objective
This Ph.D. research aims at bridging these knowledge gaps and addressing some of the
pending challenges. The contribution of this research consists of:
1. Establish a theory to characterize interactions of service facilities and supporting in-
frastructures; create an efficient and effective modeling scheme as the basis for system
analysis and optimization;
2. Create a set of new continuous and discrete mathematical models for integrated design of
service facility location and infrastructure deployment against crowding and disruption
risks;
3. Develop a comprehensive generalized framework that is capable of producing operational
solution to the modern transportation system, yet providing managerial insights for
urban planning.
Except for the aforementioned customer or pedestrian user equilibrium on transportation
system, the fundamental knowledge and theoretical insights obtain throughout this research
can be employed in a variety of other service systems that can be similarly characterized
by interconnected elements under crowding effects and disruption risks. For example, the
freight industry (e.g., Amazon, DHL) has been exploring the possibility of using short-range
unmanned aerial vehicles (i.e., drones) to deliver parcels from a mobile dispatch base that
moves around customer neighborhoods. The crowding of drone traffic near the base may
cause delay at the dispatch sites, while the base itself may become dysfunctional from time to
time due to technological or regulatory restrictions. Similar issues would appear in military
operations associated with routing and stationing of air craft carriers in hostile environments.
Even in a seemingly unrelated context, sensor deployment in security surveillance systems in
open or constrained spaces (e.g., airports or city squares) may be formulated into a similar
problem, if sensor detection effectiveness is affected by not only distance but also blockage
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effect of crowd density and technological flaws. In all these different systems, development
of proper design is critical to improving overall system efficiency and resilience. To this end,
the findings in the proposed research are expected to provide effective analysis tools and cast
valuable insights that can be used to address these issues in various application domains.
1.3 Contribution Statement
This work proposes methodologies that address facility and infrastructure planning prob-
lems under continuous traffic equilibrium. Building upon the continuous traffic equilibrium
model, this study proposes a continuum approximation approach and an analytical approach
to obtain the closed-form UE solution in a continuous space. Compared to numerical meth-
ods, the proposed approach significantly reduces computational complexity and allows for
solving large scale problems.
This study also developed optimization models for facility and infrastructure design ap-
plying the approximated or exact analytical UE solutions. We try to address the question
on how service facility locations can be easily optimized by incorporating analytical formu-
las for the total generalized cost of spatially distributed customers under congestion. Same
frameworks are also applied to solve the infrastructure design problem where the shape of
the infrastructures are decision variables. By investigating the general properties of the spa-
tial configuration of facilities in an infinite homogeneous plane, we solve the transshipment
problem where the facilities are located such that both outbound delivery cost and inbound
transportation cost are minimized. Moreover, disruption risks are incorporated into the fa-
cility location model and efficient algorithms are developed to solve the stochastic version of
facility location design problem.
In summary, from an academic point of view, our study advances the knowledge on
continuous traffic equilibrium and extend the traditional location models to incorporate the
effect of congestions; from a practice point of view, it lays the foundation for facility and
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infrastructure design in both transportation systems and pedestrian systems.
1.4 Outline
This proposal is organized as follows. Chapter 2 summarizes literatures in discrete facility
location and network design, reliable facility location design, continuous traffic equilibrium,
and pedestrian model. Part I establishes a theory to model the interactions of facilities
and infrastructures in a continuous space, i.e., the theory of continuous traffic equilibrium.
Chapter 3 presents some basic knowledge and modeling techniques for continuous traffic equi-
librium. Chapter 4 investigates the traffic equilibrium under certain conditions and develops
a neat analytical solution for a class of traffic equilibrium model. The effective modeling and
solution scheme proposed in this part serves as the cornerstone for the optimization-based
approach for facility and infrastructure design in the next part.
Part II mainly focus on the planning and optimization. Chapter 5 develops and dis-
cusses several approaches for facility location design including mixed-integer program with
embedded finite-element method, continuum-approximation-based approach, and analytical
approach. This framework can also be applied to discover another facet of the continuous
traffic equilibrium model, exploring more degrees of freedom on the system design. Instead
of defining shapeless infinitesimal facilities and concentrating on the location design, we can
instead pay closer attention to the shape design of the origins, destinations and boundaries,
i.e., infrastructure design. Chapter 6 is aimed at extracting the optimal layout of facilities
under some hypothetical situations and extending the model to incorporate the transship-
ment problem. As another direction of extension, Chapter 7 integrates the disruption risks




2.1 Discrete Facility Location Design
Since Weber’s work in late 1950s (Weber, 1957), numerous discrete facility location mod-
els have been developed; see Daskin (1995); Drezner (1996), and Mirchandani and Francis
(1990) for thorough reviews. These models focus on how facility location and customer as-
signment affect the tradeoff among facility setup, transportation and inventory costs. These
models have been widely applied in various contexts including logistics and supply chain
design (Shen and Daskin, 2005; Bai et al., 2011), medical service (Daskin and Dean, 2005),
or emergency shelter (An et al., 2013), although generally customer crowding and congestion
is not addressed. The basic representation of these classic models can be formulated as fol-
lows. The service region is represented by (often, after spatial partition and discretization) a
network G(V , E), where the set of nodes V each represents a point of interest (e.g., candidate
facility location, source of demand, or any spatial zones), and the set of directed arcs E each
indicates allowed traffic movement between nodes. We determine the location for service
facilities among a set of candidate locations, J ⊆ V , so as to serve a set of demand centers,
I ⊆ V . The demand from i ∈ I has a rate of hi per unit time. Opening a facility at location
j ∈ J incurs a setup and inbound supply cost that translates to an equivalent of Fj per unit
time.
Without crowding or congestion concerns, customers will simply visit nearby facilities
for service along the shortest network path; the unit access cost for the demand at i ∈ I to
received service from location j ∈ J is fixed and can be computed a priori, which we denote
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by cij. Each facility carries a proper amount of inventory to maintain timely and steady
service to its customers. With an optimal inventory replenishment policy, the inventory cost
at facility j can be represented as
√
bjQj where bj is a constant coefficient and Qj denote
the total amount of demand that facility j serves per unit time. The decisions include: (i)
where to build facilities, i.e., let binary decision variable Xj = 1 if we choose to build a
facility at location j ∈ J , or Xj = 0 otherwise; and (ii) how demand is assigned, e.g., let
variable yij ∈ [0, 1] denote the fraction of demand from i ∈ I that is assigned to the facility
at j ∈ J . Note that Qj =
∑
i∈I yijhi. The design problem is to find the optimal set of



















s.t. yij ≤ Xj,
∑
j∈J
yij = 1, xj ∈ {0, 1}, yij ∈ [0, 1],∀i ∈ I, j ∈ J . (2.2)
The above model formulation is an NP-hard integer nonlinear problem. It is believed that
no polynomial-time algorithm can find the exact optimal solution to a general instance of
such a problem. Instead, intensive efforts have been made to develop near-optimum solution
approaches, using techniques such as Lagrangian relaxation (Daskin et al., 2002; Fisher,
1981), column generation Shen et al. (2003); Shu et al. (2005), conic programming (e.g.,
Zhao et al. (2012)), and other heuristics Fisher and Jaikumar (1981); Azad and Davoudpour
(2008). There is also an extensive body of related literature on design of facility layouts
where the physical size and orientation of multiple types of facilities are also considered;
see Konz (1985) and Meller and Gau (1996) for reviews. The majority of this literature
develops quadratic assignment problem formulations, and the design criterion is to minimize
material handling cost, measured either directly as a function of material handling distances
or indirectly through facility adjacency (Tompkins et al., 2010).
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2.2 Reliable Facility Location Design
Traditional models did not consider possible service facility disruptions, which have been
observed repeatedly in the real-world (e.g., under evacuation) to cause unexpected conse-
quences. Recent studies (e.g., Snyder and Daskin (2005)) showed that the traditional models
(e.g. (2.1)-(2.2)) are likely to yield a suboptimal design that is vulnerable to even infrequent
disruptions. See Snyder (2006) for a review on this topic. It was found that properly
introduced robustness and redundancy in facility location design can effectively help the
system hedge against the impacts of possible disruptions (Cui et al., 2010). A number of
reliable facility location design models have been proposed to address this issue for supply
chains (Li et al., 2012b), sensor systems (Li and Ouyang, 2012), and evacuation systems (An
et al., 2015). These recent developments further considered customer re-assignment strate-
gies when each facility j fails independently with a certain probability qj. Each customer is
pre-assigned to a sequence of R ≤ |J | facilities with different assignment priority levels from
0 to R − 1. In any facility disruption scenario (i.e., a realization of the operational states
of all facilities), a customer will either get the service from the functioning facility with the
minimal priority level among its R pre-assigned facilities or receive a penalty. The customer
assignment variables are generalized to {yijr} where yijr = 1 if facility j is pre-assigned to







Xj ∈ {0, 1}, yijr ∈ [0, 1],∀i ∈ I, j ∈ J , r = 0, 1, . . . , R− 1.
























where Pijr is the probability that facility j serves demand i at priority level r, which can
be defined recursively as a function of {Xj} and {yijr} and disruption probability {qj} (see
(Cui et al., 2010) for more detail). This nonlinear mixed-integer model is very difficult;
Even evaluating the expected system performance of a given design is quite challenging, as
it involves an exponential number of different scenarios. Only very limited work has been
done on some special cases or variants. Snyder and Daskin (2005) considered only facility
setup and transportation costs, while failure probabilities are identical (i.e., qj = q for all
j). Cui et al. (2010) addressed site-dependent disruption probabilities, Chen et al. (2011)
incorporated inventory costs, while Li et al. (2013a) and Xie et al. (2015); Xie and Ouyang
(2016) considered correlated disruptions.
2.3 Location and Network Design under Congestion
Traffic congestion is known to influence customers’ destination and path decisions. A
large body of literature addresses delay at the facilities by incorporating stochastic queuing
models (Larson, 1974, 1975; Berman et al., 1985; Zhang et al., 2009, 2010). Earlier models
aim at achieving a certain level of service by either providing redundant coverage (Daskin,
1983; Revelle and Hogan, 1989; Ball and Lin, 1993) or explicitly minimizing queuing cost
(Marianov and ReVelle, 1996). Later studies integrate the impact of in-facility congestion
to determine the optimal number, location, and capacity of facilities, and the assignment of
customers (Marianov and Serra, 2002; Aboolian et al., 2008; Castillo et al., 2009; Aboolian
et al., 2012). Minimizing queuing effects has also been considered in competitive facility
location problems (Marianov et al., 2008; Zhang and Rushton, 2008) and facility layout
design problems (Fu and Kaku, 1997; Kouvelis and Kiran, 1990, 1991; Benjaafar, 2002).
As delay occur not only at the facilities, congestion in the transportation network has also
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received attention (Feng and Miller-Hooks, 2014; Abdelghany et al., 2012). Shipment routing
under congestion was endogenously considered in facility location problems (Bai et al., 2011;
Hajibabai and Ouyang, 2013; Hajibabai et al., 2014; Bai et al., 2014), shelter network design
problems (Sherali et al., 1991; Li et al., 2012a; An et al., 2015), as well as competitive supply
chains (Konur and Geunes, 2011, 2012).
When congestion is present, the transportation cost is no longer known a priori, and
each customer selects a best path to reach one of the built service facilities. In addition to
choosing facility locations, we also consider altering the topology of the network extended
by the node set, E0 = V×V , where a non-existing arc e ∈ E0 \E (i.e., one with a non-positive
capacity) simply has a cost of ∞. Similar to Feng and Miller-Hooks (2014), admissible
capacity alteration (e.g., expansion, reduction) of arc e ∈ E0, indicated by a bounded integer
or continuous variable ze ∈ R, incurs a cost of le(ze) ≥ 0. Let Pij be the set of feasible
paths in G(V , E0) connecting demand location i to any candidate facility location j, and
let P :=
∪
i∈I,j∈J Pij. The distribution of traffic flow in the network arcs can be described
by a non-negative vector v = (ve)e∈E . The cost for each unit of demand to traverse arc
e is assumed to be a non-negative, non-decreasing and continuous function of the arc flow
ve and capacity alternation ze, i.e., te (ve, ze). This function could be defined generally
to capture implications of congestion in terms of delay, safety, energy consumption and
emissions. If variable yijp ∈ [0, 1] denotes the fraction of demand from i ∈ I to a facility at
j ∈ J via path p ∈ Pij, then the path flow ϕp = yijphi should meet the service demand, i.e.,∑
j∈J
∑




p∈Pij yijphi, ∀j ∈ J .
Given a path flow, the corresponding link flow is easily computed as ve =
∑
p∋e ϕp, for each
e ∈ E , and the travel cost for each unit of demand along path p is cp :=
∑
e∈p te (ve, ze). The
design problem, often involving a bi-level structure, aims at minimizing the total costs for
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s.t. Xj ∈ {0, 1}, yijp ∈ [0, 1], ze admissible,∀i ∈ I, j ∈ J , p ∈ P , e ∈ E0,
while recognizing that in the lower level, each customer seeks its least-cost path to a facility,









te (ve, ze) yijphi















yijphi,∀e ∈ E0,∀i ∈ I, j ∈ J , p ∈ P .
The above simple formulation is yet very difficult to solve due to its non-linear, non-
convex, and mixed-integer form. Solution methods include iterative optimization assign-
ment (Marcotte et al., 1992), link usage proportional based algorithm (Yang et al., 1994;
Yang, 1995), sensitivity analysis-based algorithm (Friesz et al., 1990), augmented Lagrangian
method (Yang and Bell, 2001), gradient-based methods (Chiou, 2005, 2009), and other global
optimization methods (Wang et al., 2013). Inclusion of nonlinear congestion functions into
mixed integer programs often requires linearization treatments with additional integer vari-
ables, which further exacerbate computational burden. In addition, using a discrete network
(even a dense one) to approximate crowding in a continuous space may not always be sat-
isfactory due to difficulty in handling (i) the coupling of congestion in all travel directions,
and (ii) mapping between link capacity and flux intensity, among others. This motivated
alternative modeling approaches such as those in a continuous space.
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2.4 Planar and Continuous Location Models
Service system design can also be modeled in a compact two-dimensional space S ⊆ R2,
in which discrete facilities are to be built to serve continuously distributed customers. The
demand is described by a density function λ(x), ∀x ∈ S. A facility can be built at any
location x ∈ S with a fixed opening cost F (x). The decision variables are the number of
facilities, N , and their locations x := {x1, x2, ..., xN} ⊆ S. Facility j serve the customers in
its service region Aj ⊆ S through direct shipments with a cost of c per demand-distance. All
facilities receive replenishment through an inbound vehicle with sufficient capacity and an
average transportation cost of C per distance. This vehicle visit all facilities along one closed
tour, and the facilities are indexed according to the visit sequence; i.e., 1, 2, · · · , N, 1 = N+1.
The travel distance between any two points x, x′ ∈ S is given by ∥x− x′∥.
When there is no crowding and congestion, for any given x, each customer should travel
directly to the nearest facility for service. The set of service regions {Aj} must be form a


















s.t. xj ∈ Aj,
∪N
j=0
Aj = S and Aj
∩
Aj′ = ∅,∀j ̸= j′. (2.4)
2.4.1 Infinite Homogeneous Plane
Insightful theoretical properties can be found when condition is uniform (e.g., λ(x) ≡
λ, F (x) ≡ F ) on an infinite homogeneous Euclidean plane S = R2, and when inventory
cost is negligible. In this case, the objective function (2.3) shall be replaced by its “per-
unit-area” counterpart. As early as in the 1930s, geographers and urban planners have
noticed that spatial arrangement of human settlements tends to form hexagonal partitions,
a phenomenon referred to as the “central place theory” (Christaller, 1933). In the context
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of service systems, Newell (1973) pointed out that the catchment regions of facilities should
ideally have “round” shapes in order to minimize outbound delivery costs. Gersho (1979)
conjectured, and Newman (1982); Haimovich and Magnanti (1988) later proved that under
squared Euclidean and Euclidean distance metrics, regular hexagonal service regions are
indeed optimal for outbound customer service. However, this conclusion does not hold if
inbound cost is also considered (Geoffrion, 1979; Cachon, 2014). More recently, Carlsson and
Jia (2015, 2013) proposed equilateral triangle tessellation and Archimedean spiral partitions
for cases with dominating inbound cost, indicating that inbound vehicle routing significantly
affects the optimal spatial configuration, making “round” service region shapes undesirable.
Xie and Ouyang (2015) recently proved optimal or near-optimum spatial layouts under
not only Euclidean but also rectilinear metrics when inbound transportation cost is taken
into consideration; see Figure 2.1(a). Under Euclidean metric, a very near-optimum shape
(with a 0.3% gap) is a cyclic hexagon with two equal “long” sides and four equal “short”
sides, as shown in Figure 2.1(b). Under rectilinear metric, elongated hexagons with four 45◦
slant sides are exactly optimal, as shown in Figure 2.1(c). Closed-form formulas were also







, which determine the exact hexagon
shapes.
Figure 2.1: Optimal and near-optimum spatial partitions.
Numerical experiments based on an equivalent mixed-integer mathematical program and
discretized datasets have verified these findings. Figure 2.2 shows the results for 2500 discrete
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points (both customers and candidate locations) when c = 1, C = 12, λ = 1. The service
region shapes (especially those near the center of the area) turn out to match the formulas
extremely well. The average measured values of α from hexagons near the center of the
region turn out to be 52.3◦ and 45.0◦ for Euclidean and rectilinear metrics, respectively,
while the theoretical values are 53.2◦ and 44.5◦ respectively.





























Figure 2.2: Results of numerical experiments on a dense discrete grid (Xie and Ouyang,
2015).
Knowing the optimal shape of service regions would enable accurate estimation of in-
bound and outbound costs, which significantly simplifies the modeling challenge usually
associated with such design problems. Even before the optimal shapes were known, various
studies had already built their solutions upon the “likely” optimal results; e.g., see Edwin
and Michael (1964). A series of later studies developed systems design effectively based on
circular or regular hexagonal shapes (Daganzo, 1992; Ouyang and Daganzo, 2006; Qi and
Shen, 2010). As such, the new findings on optimality of elongated hexagonal shapes are not
only theoretically interesting but also practically significant because they likely open doors
to a range of application domains where inbound costs cannot be dismissed (e.g., transit
and freight systems). Nevertheless, we shall note that nothing is yet known about the op-
timal design when (i) inventory costs and (ii) crowding effect exist. How to address these
additional complexities remains a challenge.
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2.5 Pedestrian Traffic in Continuous Space
Observation and modeling of pedestrian traffic can be traced back to the late 1950s
(Hankin and Wright, 1958; Oeding, 1963; Hoel, 1968; Older, 1968; Navin and Wheeler,
1969; Carstens and Ring, 1970; O’Flaherty and Parkinson, 1972; Weidmann et al., 1993).
Most early studies focused on developing statistical models to evaluate planning guidelines
for pedestrian facilities (Pauls, 1984; Helbing et al., 2001; Whyte, 2012; Manual, 1985; Davis
and Braaksma, 1988) and to predict pedestrian behavior and the level of service (Fruin,
1971; Polus et al., 1983; Mōri and Tsukaguchi, 1987). See (Helbing and Johansson, 2009)
for a review. Abnormal behavior and short-term interests are modeled (Helbing et al.,
2000a; Hamacher and Tjandra, 2001; Helbing et al., 2002; Kuligowski et al., 2005; Parisi
and Dorso, 2005; Helbing and Johansson, 2009; Schadschneider et al., 2009; Goatin et al.,
2010) to explain overcrowding and low mobility (Miller, 2013; Keating, 1982; Coleman and
Coleman, 1994; Johnson, 1987; Elliott and Smith, 1993).
Microscopic simulation models have been widely used to describe and predict pedestrian
flow. Earlier efforts include queuing models Yuhaski Jr and Smith (1989); Roy and Scien-
tific (1992); Løvås (1994), transition matrix models (Garbrecht, 1973) and other stochastic
models (Mayne, 1954; Ashford et al., 1976). Later, agent-based models, which focused on
the “granular” structure of pedestrian flows, were developed to reproduce interaction and
self-organization among pedestrians that have been observed repeatedly in real-world ex-
periments (Daamen and Hoogendoorn, 2003; Helbing et al., 2005; Seyfried et al., 2007).
Among them, the social force model (Helbing, 1991; Helbing and Molnar, 1995) might be
the most well-known, which was able to simulate panic situations (Helbing et al., 2000b,
2002, 2000a). There have been many other models including the cellular automata mod-
els (Blue and Adler, 1998, 1999; Fukui and Ishibashi, 1999a,b; Muramatsu et al., 1999;
Muramatsu and Nagatani, 2000a,b; Klüpfel et al., 2001; Burstedde et al., 2001; Dijkstra
et al., 2001), artificial intelligence models (Gopal and Smith, 1990; Reynolds, 1994, 1999;
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Schelhorn et al., 1999) and network-based models (Abdelghany et al., 2012). Building upon
micro-simulations, optimization models for strategies to alleviate herding behaviors were
also developed (Abdelghany et al., 2014; Jiang et al., 2014; Johansson and Helbing, 2007;
Shukla, 2009).
On the other hand, macroscopic pedestrian flow models provide an explanation of the
self-organization effects with less computational efforts. While earlier fluid-dynamics models
(Henderson, 1971; Henderson and Lyons, 1972; Henderson, 1974; Henderson and Jenkins,
1974) have difficulty addressing interaction of pedestrians (Helbing, 1992; Hoogendoorn and
Bovy, 2000), continuum models characterized macroscopic density, flow/flux, and velocity
(Tanaboriboon and Guyano, 1991; Koushki and Ali, 1993; Al-Masaeid et al., 1993) and
revealed the existence of their relationship similar to the so-call “fundamental diagram” for
vehicular traffic (Virkler and Elayadath, 1994; Lam et al., 1995; Daly et al., 1991; Cheung
and Lam, 1998; Lam and Cheung, 1998, 2000; Harris, 1991). Perhaps one of the most well-
known models for pedestrian dynamics was Hughes’ model (Hughes, 2000, 2003), in which
the density, flow and speed of pedestrians are governed by conservation laws in a continuum.
Route choices were also incorporated into pedestrian flow models (Borgers and Tim-
mermans, 1986b,a; Timmermans et al., 1992; Dernellis and Ashworth, 1994), and more
recently, as a building block for a network-based optimization framework for pedestrian
control and management (Feng et al., 2014; Feng and Miller-Hooks, 2014). A predictive user
equilibrium model incorporating the route choice behaviors of pedestrians was proposed
(Hoogendoorn et al., 2004; Hoogendoorn and Bovy, 2004a,b), assuming that all pedestrians
are well-informed and rational at all times.
2.6 Planar Facility Location Design under Congestion
Yang et al. (1994); Yang (1996) first formulated a user equilibrium model for a continuous
space, which was later extended to explicitly address customers’ choices on facilities (Wong
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and Sun, 2001), trip origin locations (Ho and Wong, 2005), multiple customer classes (Ho
et al., 2003), and system optimum (Ouyang et al., 2015). The transportation cost per
unit distance per unit demand near location x ∈ S is c(x, f(x)), which is assumed to be
isotopic but dependent on the local traffic flux f(x). The function c(x, f(x))can be linear or
nonlinear, e.g., a popular choice is c(x, f(x)) = α(x) + β(x)|f(x)|γ(x), where | · | is the L2
norm, and α(x), β(x) and γ(x) are non-negative scalar functions that capture local condition
and background traffic. In addition, a facility at xj has a non-zero radius of r0 → 0+, charges




λ(x)dx,∀j ∈ J . (2.5)
A customer at x chooses to patronize one of the facilities, say facility i, along the best
transportation path p(x) ⊆ S such that the customer’s generalized cost (i.e., sum of trans-
portation cost and service fee) is minimized. These customers will collectively form an
equilibrium in the continuous space, such that all customers from the same location will




c(x, f(x))dx + Ci(Qi),∀x ∈ Ai. It can be shown that the customers’
destination and travel path choices at equilibrium are described by the following nonlinear




= −∇u(x),∀x ∈ S, (user equilibrium) (2.6)
∇ · f(x) + λ(x) = 0,∀x ∈ S, (flow conservation) (2.7)
f(x) = 0,∀x ∈ ext(S), (boundary condition at exterior of S) (2.8)
u(x) = Cj(Qj),∀|x− xj| ≤ r0, ∀j, (boundary condition at facility) (2.9)




In summary, despite recent methodological advances in different problem contexts, our
knowledge on (i) optimal pedestrian service facility and infrastructure design and (ii) im-
pacts of crowding and probabilistic disruption risks is still incomplete. The findings and
developments with different modeling approaches (e.g., network based vs. continuous) are
inconsistent, and the computational performances of different approaches have not been rig-
orously addressed. The majority of work conducted so far has focused on systems with an
underlying network topology and/or those without disruption risks. Therefore, it is impera-
tive to establish a theory to understand not only the theoretical properties of optimal service
systems, but also create a series of modeling approaches that can effectively solve problems
in practical contexts. Such a scheme will open up tremendous modeling opportunities to








Many studies have addressed the impact of traffic congestion on service network planning,
but most of the existing models were developed over an underlying discrete transportation
network (Mahmassani and Chen, 1993; Peeta and Mahmassani, 1995; Jiang et al., 2011);
e.g., in the context of network design (Abdelghany et al., 2012; Feng and Miller-Hooks,
2014); facility location design (Bai et al., 2011; Hajibabai and Ouyang, 2013; Hajibabai
et al., 2014; Bai et al., 2016), shelter network design problems (Sherali et al., 1991; Li et al.,
2012a; An et al., 2015), as well as competitive supply chains (Konur and Geunes, 2011,
2012). Using discrete network flow (even on a very dense network) to approximate traffic
concentration and congestion in a continuous space may not always be satisfactory due, in
part, to difficulties associated with (i) the coupling of congestion experienced by neighbor-
ing travelers in different travel directions, and (ii) clustering of two-dimensional fluxes into
one-dimensional link flows and characterization of link capacities, among others. As a re-
sult, alternative modeling approaches that can directly describe traffic in a two-dimensional
continuous space have gained attention. Yang et al. (1994), Yang (1996), and Yang and
Wong (2000) first formulated a series of continuous user traffic equilibrium problems in the
form of two-dimensional partial differential equations (PDE), as presented in the following
section. More recently, a series of extensions have been made to address multiple variants
to the problem (Wong and Sun, 2001; Ho et al., 2003; Ho and Wong, 2005).
In this chapter, we will present the two dimensional continuous traffic equilibrium models
in the form of two-dimensional PDEs addressing the traffic congestion effect in transporta-
tions systems. We will also present the basic numerical method for solving those PDEs.
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Moreover, a case study is presented to exploring the Braess’ Paradox in a continuous space
based on the presented model.
3.1 Continuous Traffic Equilibrium for Facilities with
Negligible Sizes
In this section, we will present a first variant of the continuous traffic equilibrium models
were the facilities are shapeless, i.e., the size and shape of facilities are negligible. Mathemat-
ically, suppose that M discrete facilities are built in a bounded and simply connected service
region Ω ⊂ R2 to serve continuously distributed customers described by a bounded demand
density q(x), x ∈ Ω. The facilities are located at x1, . . . , xM ∈ Ω. Facility i ∈ {1, . . . ,M}
occupies an infinitesimal circular area Bi = {x : |x − xi| ≤ r0}, where 0 < r0 ≪
√
|Ω|. We
assume that the facilities are well separated in the sense that Bi ∩ Bj = ∅ for all i ̸= j and
Bi ⊂ Ω for all i. We define Ai ⊂ Ω as the subset of customers who travel to facility i for
service. The transportation cost per unit distance per unit demand near location x ∈ Ω
is isotopic but dependent on the local traffic, i.e., c(x, f(x)), where f(x) is a continuously
differentiable vector field denoting the flux vector near x. Facility i charges a service fee per
unit demand, Ci(Qi), based on the total flow throughput, Qi :=
∫
Ai q(x) dx.
A customer at x chooses to patronize one of the facilities, say facility i, along the best
travel path p(x) ⊆ R2 such that its generalized cost (i.e., sum of travel cost and service
fee) is minimized; i.e., x ∈ Ai if xi ∈ p(x) and [i, p(x)] = argmini′,p′
∫
p′(x)
c(x′, f(x′)) dx′ +
Ci′(Qi′). Self-interested customers may collectively form user equilibrium in the continuous
region, such that all customers from location x will experience an equal total generalized




Ci(Qi), ∀x ∈ Ai.1 Based on Yang and Wong (2000), the traffic equilibrium can be described
1Other types of traffic equilibrium, such as system optimum, can also be accommodated by properly
choosing the travel cost function c(·). More discussion can be found in Ouyang et al. (2015).
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by the following two-dimensional first-order PDE:











f(x) · nx = 0, x ∈ ∂Ω, (3.1c)
ϕ(x) = Ci(Qi), x ∈ ∂Bi, 1 ≤ i ≤M, (3.1d)∫
∂Bi
f(x) · nx dx+Qi = 0, 1 ≤ i ≤M, (3.1e)
where ∇· is the divergence operator; ∇ is the gradient operator; ∂Ω and ∂Bi denote the
boundaries of Ω and Bi respectively; nx denotes the outward unit normal vector to the
boundary at x ∈ ∂Ω or x ∈ ∂Bi. Equations (3.1a) and (3.1e) follow flux conservation; (3.1b)
guarantees that the customers will choose their cost-minimizing travel paths; (3.1c) implies
that no traffic crosses the boundary of the region, and (3.1d) directly follows the definition
of ϕ(x) at facility boundaries.
As a fundamental property, we show that the following proposition holds for the UE
customer traffic.
Proposition 1 Each facility’s subset of customers form a compact and disjoint service
region (if we ignore boundaries); i.e.,
N∪
i=0
Ai = S and Ai
∩
Aj = ∅,∀i ̸= j. (3.2)
Each customer’s travel path shall strictly remain within the service region of its chosen
facility; i.e., for all x ∈ Ai,
p(x) ⊆ Ai.
Proof. Consider an equilibrium solution in which the intersection of two areas Ai and Aj
has a non-empty interior ∆. From an arbitrary point x ∈ ∆, the costs of patronizing facility
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xi via optimal path pi(x) and facility xj via pj(x) shall both be equal to u(x). Pick another
arbitrary point x′ ∈ pi(x) ∩ ∆ ̸= ∅, find its optimal paths pi(x′) and pj(x′), and the costs
shall be both equal to u(x′). However, since transportation cost between x and x′ along pi(x)
should be nonnegative, then u(x) ≥ u(x′) when we consider the costs from x and x′ to xi.
Hence, we can always reduce an infinitesimal amount of demand that goes from x to xi, and
increase the same amount of demand that goes from x′ to xj, without increasing the cost of
any customers. This however strictly decreases the overall system-wide cost. We can keep
doing so – and hence the original solution cannot be optimal – as long as there exists a path
from an interior point in ∆ that has varying value of u. If we assume every customer point
generates at least some demand, the original solution can be at equilibrium only when ∆
has no interior. This proves the first conclusion. Similarly, if for a point x ∈ Ai, its optimal
path pi(x) crosses another service region Aj, we can define ∆ = pi(x) ∩ Aj ̸= ∅. Then we
can find a point x′ ∈ ∆, and conduct exactly the same reasoning as above. This completes
the proof. □
The PDEs (3.1) was generally solved by numerical methods (e.g., finite element method
(Yang and Wong, 2000)) due to its complexity, and the solution subroutine has been in-
corporated into upper level optimization algorithms (such as Lagrangian relaxation) for the
problem of facility location design under equilibrium (Ouyang et al., 2015) (See Chapter II).
The iterative nature of such optimization algorithms implies that the embedded PDE must
be solved many times, incurring prohibitive computational burdens. To overcome such com-
putational difficulties, a continuum approximation model was also proposed (Ouyang et al.,
2015) to obtain an approximate solution of the PDE (See Chapter 5). Efforts have been
made toward investigating the structure of the PDE to obtain closed-form analytical so-
lutions, such that the PDE solution can be effectively used to plan service facilities (See
Chapter 4).
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3.2 Continuous Traffic Equilibrium for Supporting
Infrastructures with Non-negligible Sizes
Understanding the bidirectional influences between congestion and the shape of facilities
and infrastructures is essential in planning efficient service facilities. The negative impact of
suboptimal facility designs has been well known for many years. Perhaps the most extreme
manifestation of customer overcrowding in a service system and its negative ramification
is through the series devastating stampede incidents in recent years. To name just some
examples, on December 31, 2014, a crush at New Year’s Eve celebrations in Shanghai’s
historic Bund killed 36 people and severely injured 47 others, when thousands of people
trying to approach a light show at the riverside of the Chenyi Square clashed on a staircase
with others attempting to leave (BBC News, 2015). More recently, on September 24, 2015,
at least 2,411 pilgrims were killed in Mina, Saudi Arabia, in an overcrowding incident during
the Hajj pilgrimage (Gladstone, 2015). Similar incidents have occurred at train stations
(BBC News, 2013), ferry terminals (Committee for Disaster Reduction of Jianxi Province,
2009), bridges (BBC News, 2005), stadiums (LA Times, 1988), parks (Taiyuan Chronicles
Network, 2009), schools (Moore, 2009), and shopping malls (BBC News, 2007). In all these
examples, and many others, overcrowding on inadequate service facilities and infrastructure
systems and lack of proper flow channelization have raised significant risks.
The presence of such channelization via supporting infrastructures have been found to
have significant impacts on the crowd. For example, Johansson and Helbing (2007) showed
through simulation experiments that the presence of obstacles and dead-end channels actu-
ally improved the overall outflow throughput—possibly through a “ramp-metering” effect;
see Figure 3.1a. In 2013, Santiago Metro tested one-way passenger gates on the platforms
at the Tobalaba Station in order to reduce the counter flow of passengers from trains to
different exit stairways (see Figures 3.1b–3.1c). The stations overall capacity was observed
to increase by 15% (4,000 more passengers per hour), and the average user travel time in
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the station decreased by 5% (Mackie, 2013).
(a) Simulations in Johans-
son and Helbing (2007)
(b) Santiago Metro platform (c) Installed one-way gate
Figure 3.1: Examples of supporting infrastructures.
Motivated by the need for exploring the mutual impact between congestion and infras-
tructures, in this section we will investigate the continuous traffic equilibrium with support-
ing infrastructures with non-negligible size. In this section, we will present two continuous
traffic equilibrium models. The first one, developed based on the model in the previous
section, can describe the steady state of pedestrian flow in presence of non-negligible infras-
tructures. The second model allows pedestrian flows to have multiple directions instead of
one single direction. This model can be applied to demonstrate and evaluate the effectiveness
of the one-way gate in the example of Santiago Metro platform problem (see Figure 3.1c).
3.2.1 Uni-directional User Equilibrium
The steady state of pedestrian traffic flow can be described by a generalized user equi-
librium model (Yang and Wong, 2000; Hughes, 2002; Huang et al., 2009). Consider a two-
dimensional walking facility to be a continuum with a domain Ω, as shown in Figure 3.2.
The boundary of the continuum Γ, consists of three disjoint parts, Γo,Γd and Γh, where
Γ = Γo ∪ Γd ∪ Γh. Γo represents the boundary where pedestrians enter the walking facility,
Γd represents the boundary where the pedestrians leave the facility, and Γh represents the
impenetrable boundary where pedestrians are not allowed to cross. Boundary Γd consists
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of N disjoint segments2, i.e., Γd =
∪N
i=1 Γd,i, each representing an exit of this facility. Exit




f(x) · nx dx,∀1 ≤ i ≤ N , where nx denotes the outward unit normal vector to
the boundary at Γd. For example, some emergency exits may pose extra difficulty to walk








Figure 3.2: The modeled walking facility.
The local cost of movement per unit distance per unit pedestrian near location x ∈
Ω is isotopic but dependent on the local operating conditions in the walking facility, i.e.,
c(x, ∥f(x)∥), where f(x) is a continuously differentiable vector field denoting the flux vector
near x. Pedestrians from a given location x choose to leave the facility from exit i, along
the best path p(x) ⊆ R2 that minimizes their total walking cost; i.e., x ∈ Ai if xi ∈ p(x)
and [i, p(x)] = argmini′,p′
∫
p′(x)
c(x′, ∥f(x′)∥) dx′ +Ci′(Qi′). Self-organized pedestrians would
thereby form user equilibrium in the continuous region, such that all pedestrians from the
same location will experience an equal total walking cost for leaving the facility, which we
2Note that boundaries Γo and Γh may also consist of multiple disjoint segments. However, as the boundary
condition on Γo and Γh are Neumann type (Cheng and Cheng, 2005), for the sake of conciseness, we do not
explicitly formulate those segments.
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denote by a scalar function u(x) =
∫
p(x)
c(x, ∥f(x)∥) dx + Ci(Qi),∀x ∈ Ai. It can be shown
that the use equilibrium can be described by the following two-dimensional first-order partial
differential equations (Yang and Wong, 2000).
∇ · f(x) = 0, x ∈ Ω, (3.3a)
c(x, ∥f(x)∥) f(x)
∥f(x)∥
= −∇u(x), x ∈ Ω, (3.3b)
f(x) · nx = f(x), x ∈ Γo, (3.3c)
f(x) · nx = 0, x ∈ Γh, (3.3d)
u(x) = Ci(Qi), x ∈ Γd,i, 1 ≤ i ≤ N, (3.3e)∫
Γd,i
f(x) · nx dx+Qi = 0, 1 ≤ i ≤ N, (3.3f)
where ∇· is the divergence operator; ∇ is the gradient operator. Equations (3.3a) and
(3.3f) follow flux conservation; (3.3b) guarantees that the customers will choose their cost-
minimizing travel paths; (3.3d) implies that the incoming flux may be heterogeneous, i.e.,
the component of the flux passing through the boundary Γo is a function f(x) of location
x ∈ Γo; (3.3d) implies that no traffic crosses the boundary of the region, and (3.3e) directly
follows the definition of u(x) at exits.
















Subject to (3.3a), (3.3c), (3.3d) and (3.3f). (3.4b)












w1(x)f(x) · nx dx+
∫
Γo
















where w(x) are the Lagrange multipliers associated with constraints (3.3c), (3.3d), respec-
tively. From the variational principle, let δf be arbitrary functions satisfies δ(f ·nx) = 0,∀x ∈































δ(f · nx) dx
)
+ (πi − Ci(Qi))δQi
)
. (3.6)
Substituting ∇ · (uδf) = ∇u · δf + u∇ · δf as well as the divergence theorem
∫∫
Ω











































(πi − u)δ(f · nx) dx+ (πi − Ci(Qi))δQi
)
. (3.8)
Since the differentials δu, δw1, δw2, δQi and δπi are arbitrary functions, the stationary point
of the Lagrangian requires that f(x), u(x) satisfies (3.3a)–(3.3f). Consequently, by solving
the mathematical program (3.4) we can obtain the solution to the PDEs (3.3).
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3.2.2 Multi-directional User Equilibrium
The model proposed in the preceding section is limited to characterizes the pedestrian
flow only if all the pedestrians have identical origins and destinations. Note that even if there
are two exits in Figure 3.3, pedestrians still have the same final destination and exit 2 is
regarded as a detour towards the same destination. However, in the Santiago Metro platform
experiment (Figures 3.1b–3.1c), passengers have multiple different origins and destinations
(two strictly different exit stairways). Pedestrians destined to different exits may collide each
other and thwart the movement. Ergo, the flux should be categorized based on the O-D
pairs such that fluxes in opposite directions from different groups would not be cancelled by
each other. To this end, multi-directional user equilibrium model in two-dimensional space
is proposed in this section, which is closely related to the multi-commodity user equilibrium
model (Wong, 1998) and the bi-directional reactive dynamic pedestrian flow model (Jiang
et al., 2009).
The PDEs for multi-directional user equilibrium is analogous to the uni-directional one
except that the flux f(x) are separated by M groups, i.e., fj(x), j = 1, 2, . . . ,M each governed
by the same type of rules, and the local cost of movement depends on the summation of
the flux magnitudes, i.e., c(x,
∑M









j=1 Γd,i,j. Based on these notations, the multi-
directional user equilibrium can be described as the following PDEs.










= −∇uj(x), x ∈ Ω, 1 ≤ j ≤M, (3.9b)
fj(x) · nx = f(x), x ∈ Γo,j, 1 ≤ j ≤M, (3.9c)
fj(x) · nx = 0, x ∈ Γo,j, 1 ≤ j ≤M, (3.9d)




fj(x) · nx dx+Qij = 0, 1 ≤ i ≤ N, 1 ≤ j ≤M, (3.9f)
The corresponding equivalent mathematical program, in a similar fashion as (3.4), can
be formulated as follows.
Minimize
f1(x),...,fM (x)
























Subject to (3.9a), (3.9c), (3.9c) and (3.9f). (3.10b)













































Solving the mathematical program (3.10), i.e., optimizing the Lagrangian (3.11), we can
obtain the solution to the PDEs (3.9).
3.3 Case study
In section, we show an application scenario of the proposed continuous traffic equilibrium
model. We will investigate the the experiment of Johansson and Helbing (2007) as shown in
Figure 3.1a using the model in Section 3.2.1. We believe that the improvement of outflow
throughput and overall capacity stems from the well-known Braess’ Paradox (Braess et al.,
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2005). Braess’ Paradox has been used to explain the improved traffic flow when some
major existing roads are closed, which is equivalent to adding barriers in a two-dimensional
continuous space. Majority of the researches investigate Braess’ Paradox on discrete traffic
networks (Steinberg and Zangwill, 1983; Murchland, 1970; Dafermos and Nagurney, 1984),
but few on continuous space for pedestrian crowd. We will show the existence of Braess’















Figure 3.3: The geometry of Johansson and Helbing (2007) experiment. (a) without barrier;
(b) with barrier.
Figure 3.3 exhibits an abstraction extracted from this simulation experiment. The barrier
in Figure 3.3b represents the obstacles and the upper right corner represents the dead-end
channel. Different from the original one in Figure 3.1a, we add an exit 2 at the “dead-end”
with a higher extra walking cost C2(Q2). The purpose of adding this extra exit is to provide
a detour for the pedestrians such that those pedestrians near exit 2 may decide between
two choices: 1) bypass the barrier to leave from exit 1; 2) or leave from exit 2 by affording
higher extra cost. As such, the steady state of the system in Figure 3.3b would potentially
reproduce the Braess’ Paradox of the system in Figure 3.1a since the pedestrians choosing
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to leave from exit 2 correspond to the pedestrians “trapped” in the dead-end channel in the
experiment of Johansson and Helbing (2007). In order to generate comparable results, the
same exit 2 is added to the non-barrier scenario (see Figure 3.3a). The extra walking cost
C2(Q2) is set to be high enough such that no pedestrian would choose to leave from exit 2







































Figure 3.4: The walking cost u. (a) no barrier; (b) with barrier.
The dimensions are set as follows: l1 = l2 = 10, l3 = 1, v = 2, h = 8, y1 = 5, y2 = 9 and
the thickness of the barrier is 0.2. For the sake of simplicity, The functions are selected as:
f(x) ≡ 1, c(x, ∥f∥) = ∥f∥, C1(Q1) =≡ 0 and C2(Q2) ≡ u0 = 7.7 where u0 is chosen based on
the result of non-barrier scenario, i.e., the cost u(x) for x being the center of exit 2. The
results are shown in Figure 3.4a and Figure 3.4b. As a measure of the system efficiency, we








The results show that without the barrier, ū = 15.66 and with the barrier, ū = 15.27.
The efficiency is improved by 2.78%, which agrees with the results in the numerical simula-
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tion of Johansson and Helbing (2007) and validates that the Braess’ Paradox does exist in
continuous space under certain conditions.
This abnormal phenomena could be explained by making an analogy to the discrete net-
work counterpart. In a two-dimensional space, pedestrians are traveling in all directions
continuously and the flux in different directions may interfere with one another. By intro-
ducing the barrier, pedestrians are partially separated and hence the interference of flux
is diminished, which might alleviate the congestion. Moreover, by “trapping” part of the
pedestrians in the dead-end channel, the pedestrians density near exit 1 is thereby reduced,
which would further decrease the walking cost induced by congestion.
Our continuous modeling approach provides an efficient and portable way to quanti-
tatively evaluate the system efficiency after adding facilities or supporting infrastructures.
Optimization based framework could be developed by incorporating the continuous model.
For demonstration purposes, we optimize the location v of the single barrier in Figure 3.3b.
By choosing different value of v and evaluate the improvement, the optimal location is ob-
tained as v∗ = 2 (see Figure 3.5). More complicated optimization might be conducted
regarding the different shapes, amount and locations of the barriers.
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Location v

















Figure 3.5: The improvement of system efficiency for different locations (v) of the single
barrier in Figure 3.3b.
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Chapter 4
An Analytical Approach to Solve a
Class of Traffic Equilibrium Model
This chapter focuses on developing analytical solution methods for a class of continuous
traffic equilibrium problems. We show that under certain conditions the above PDE can be
solved accurately in closed forms, for specially and generally shaped service regions. The
latter case requires an additional conformal mapping treatment that can also be expressed
in closed forms. Our PDE solution will not only serves as an efficient way to compute
congestion effects in various application contexts, but also shed light on some basic properties
of continuous traffic equilibrium in a two-dimensional space. For example, we show that
the size of the facilities has a significant impact on the equilibrium flux pattern, and we
discuss the limiting behavior when the size of the facilities approaches zero. Formulas for
calculating the total generalized cost for all customers as well as the flow throughput at each
facility are developed; this brings in significant computation advantages over the traditional
numerical methods in the literature. These analytical results can be easily incorporated
into optimization models; e.g., for planning service facilities to serve spatially distributed
customers.
4.1 Single Facility
We first consider the special case of problem (3.1) where only one facility (i.e., M = 1) is
built at x1 ∈ Ω. In what follows, we first transform the PDE to an solvable form by showing
equivalence, and then derive the solution explicitly.




∇ · f(x) dx =
∮
∂Ω
f(x) · nx dx,
that the vector field determined by the following equation also satisfies (3.1a) and (3.1e):




q(x) dx and δ(·) is the Dirac delta function defined on R2.
Next, note that the presence of the cost potential function ϕ(x) in (3.1b) implies that no
curl of ∇ϕ(x) exists anywhere; hence (3.1b) can be equivalently rewritten as follows: for all
x ∈ Ω \B1,









∇ × f(x) +∇c(x, f(x))
|f(x)|
× f(x),
where ∇× is the curl operator. For nontrivial cases, c(x,f(x))|f(x)| ̸≡ 0, and hence, as long as
∇c(x, f(x))
|f(x)|
× f(x) = 0, x ∈ Ω, (4.2)
holds, we know that (3.1b) reduces to the following:
∇× f(x) = 0, x ∈ Ω. (4.3)
There are many possible ways for condition (4.2) to hold. The simplest example might be
the case when the travel cost function is linear with respect to flux intensity; i.e., c(x, f(x)) ∼
|f(x)|. In this paper, we limit our focus to the class of problems where condition (4.2) holds1.
When the conservative property (4.3) is satisfied, we can introduce a new function u(x)




∇u(x) = −f(x),∀x ∈ Ω, (4.4)
and hence the solution to (4.1), (4.3) and (3.1c) must also satisfy the following Neumann
problem in the mathematics literature (Guenther and Lee, 1996):
∆u(x) = −q(x) +Qδ(x− x1), x ∈ Ω, (4.5a)
∇u(x) · nx = 0, x ∈ ∂Ω, (4.5b)
where ∆ is the Laplacian operator. It is known that the integral representation of the




N(x′, x)q(x′) dx′ −QN(x1, x) + ū, (4.6)
where ū is average value of u(x) in region Ω2, and N(x′, x) is the Neumann function (Roach,
1982) defined over two points x′, x ∈ Ω that uniquely solves the following normalized Neu-
mann problem for all x′ ∈ Ω,
−∆N(x′, x) = δ(x− x′)− 1
|Ω|
, x ∈ Ω, (4.7a)
∇N(x′, x) · nx = 0, x ∈ ∂Ω, (4.7b)∫
Ω
N(x, x′) dx = 0. (4.7c)
It is known that the Neumann function should have the following form
N(x′, x) = S(x′, x) + U(x′, x), (4.8)
2We shall note that the solution u(x) is not unique, but any two solutions differ by a constant (see
Theorem 3-2 in Guenther and Lee (1996)). By removing the last term ū we could obtain a normalized
solution to the Neumann problem satisfying
∫∫
Ω
u(x, x′) dxdx′ = 0.
37
where
S(x′, x) = − 1
2π




and U(x′, x) as a function of x is harmonic in Ω but has non-homogeneous Neumann bound-
ary conditions due to (4.7b), namely,
∆U(x′, x) = 0, x ∈ Ω, (4.9a)
∇U(x′, x) · nx = −∇S(x′, x) · nx, x ∈ ∂Ω. (4.9b)
Now we are ready to show that for sufficiently small r0, the solution to the Neumann prob-
lem also (asymptotically) satisfies (3.1d). Note from (7) and (9) that in the neighborhood of
x1, that log(·) monotonically increases with no upper bound. Let B = {x′ : |x′−x| ≤ r} ⊇ Ω











log |x′ − x| dx′ = r2(2 log r − 1)/4 <∞, x ∈ Ω.
For bounded demand density, supx′∈Ω q(x′) < ∞, and hence we have
∫
Ω
N(x′, x)q(x′) dx′ <
∞ and continuous as well. Then, limx→x1
∫
Ω




′) dx′ < ∞.















which is independent of x and dominated by the first term, implying that f(x) near x1 is
asymptotically perpendicular to the boundary ∂B1 for sufficiently small r0. Therefore, (3.1d)
is satisfied based on the gradient theorem (Williamson and Hale, 1996).
Recall that (4.1) is equivalent to (3.1a) and (3.1e), and (4.3) is equivalent to (3.1b).
Hence, the Neumann problem solution from (4.6), which satisfies (4.1), (4.3), (3.1c), and
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(3.1d) in light of (4.4), also solves the original problem (3.1). This is stated in the following
proposition.
Proposition 2 For sufficiently small r0 and M = 1, when (4.2) holds, the solution f(x) to
(3.1) can be obtained from (4.6) via f(x) = −∇u(x),∀x.
Now, the solution to continuous traffic equilibrium reduces to one on finding the Neumann
function for Ω. It turns out that the specific form of the Neumann function depends on the
shape of the region Ω. For certain special shapes, Neumann functions can be expressed
in explicit closed forms; some examples will be given in Section 4.1.1 below. However, for
generally shaped region Ω, it may not be possible to directly express the Neumann functions
in closed forms. In such cases, we either resort to numerical solutions or conduct spatial
mapping to change the shape of the region. The latter approach is discussed in Section 4.1.2.
4.1.1 Service Region with Special Shapes
Over the years, the applied mathematics community has found closed-form Neumann
functions for some specific regions, including circular disks, rectangles, and equilateral trian-
gles. For the sake of brevity, we present these Neumann functions without proof. Interested
readers are encouraged to verify themselves that these closed-form functions indeed solve
the Neumann problem described in the previous section.
Unit disk
When Ω is the unit disk, {x : |x| ≤ 1}, the corresponding Neumann function is well





− log |x− x′| − log
∣∣∣∣x|x′| − x′|x′|
∣∣∣∣+ |x|2 + |x′|22 − 34
)
. (4.11)
Figure 4.1a and 4.1b show respectively the flux pattern and cost surface based on (4.6) and
(4.11) when c(x, f(x)) = |f(x)|, q(x) ≡ 1 and x1 = (12 , 0).
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Rectangle
For a rectangular region Ω = [0, a]× [0, b], where a, b > 0, the Neumann function can be

























where (x(1), x(2)) and (x′(1), x′(2)) are the coordinates of points x and x′, respectively; γ00 =
0, γm0 = γ0n =
1
2
and γmn = 1 for m > 0, n > 0.
Figure 4.1c and 4.1d show the flux pattern and cost surface when c(x, f(x)) = |f(x)|,





When Ω takes the form of an equilateral triangle, the Neumann function is somewhat
more complicated. Suppose the three vertices of Ω are at (0, 0), (2
√
3r, 0) and (
√
3r, 3r),














































































































and l = −m − n, λmn = 4π
2
27r2






m > 0, n > 0,m ̸= n.
Figure 4.1e and 4.1f show the flux pattern and cost surface when c(x, f(x)) = |f(x)|,








4.1.2 Service Region with General Shapes
For an arbitrary bounded region Ω, the Neumann function is not readily available, but
it still follows the basic form (4.8). We propose to use conformal mapping (Henrici, 1993)
to help transform the arbitrarily shaped region to one in which (4.9) can be solved in closed
forms. In so doing, we use the complex plane C to represent the two-dimensional space,
and map the points in Ω to those in another region D ⊂ C while preserving angles; i.e.,
the mapping is denoted as f : Ω → D, where Ω, D ⊂ C. Since harmonic functions remain
harmonic under conformal mapping, we can obtain the following immediate result.
Proposition 3 Let x ∈ Ω and ζ = f(x) ∈ D be a one-to-one conformal mapping from
region Ω to region D, which is also continuous on the boundary f : ∂Ω → ∂D. Let f ′(x)
be the differential of the mapping at x. Suppose H(x′, ζ) is a harmonic function of ζ in D
satisfying
∆H(x′, ζ) = 0, ζ ∈ D, (4.14a)
∇H(x′, ζ) · nζ = −|f ′(x)|−1∇S(x′, x) · nx, ζ ∈ ∂D. (4.14b)
Then U(x′, x) = H(x′, f(x)) is the solution to equations (4.9) on region Ω.
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(a) Flux pattern — circular
disk
(b) Cost contour — circular disk







(c) Flux pattern — square (d) Cost contour — square






(e) Flux pattern — equilat-
eral triangle
(f) Cost contour — equilateral triangle
Figure 4.1: Flux pattern and cost surface for service regions with special shapes.
Proof. Since H(x′, ζ) is a harmonic function of ζ which remains harmonic under conformal
mapping, we immediately know U(x′, x) is also harmonic and hence (4.9a) is satisfied. More-
over, if ζ and x are the corresponding points on ∂D and ∂Ω, respectively, we have, in view
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of the conformality:
∇U(x′, x) · nx = [|f ′(x)| · ∇H(x′, ζ)] · nζ = |f ′(x)|∇H(x′, ζ) · nζ .
Hence, (4.9b) also is satisfied. This completes the proof. □
The above proposition has an important implication on solving the Neumann problem
for irregularly shaped regions. Now that we know the Neumann function on a circular disk,
we can set D to be this circular disk and use the Riemann Mapping Theorem (Ahlfors, 1966),
Dini’s formula (Henrici, 1993), and Proposition 3 to produce the Neumann function for any
other simply connected region Ω ⊊ C.
Corollary 4 Let ζ = f(x) denote a conformal mapping that transforms a point in a simply
connected region x ∈ Ω into one in the unit disk ζ ∈ D. Then the Neumann function on Ω
is given by (4.8) where




(log |ejθ−f(x)|)·|f ′(f−1(ejθ))|−1∇S(x′, f−1(ejθ))·nf−1(ejθ) dθ+χ. (4.15)
where j =
√
−1 and χ is a scalar chosen so that (4.7b) is satisfied.
4.2 Multiple Facilities
4.2.1 Decomposition Scheme
Now, we extend the discussion to the case of M > 1 facilities, where the one-facility
results from the previous section will serve as a building block. Recall that if (4.2) holds,
then (3.1b) becomes (4.3), and then all the differential equations in (3.1) become linear with
respect to f(x). In light of this, we will next show that the solution to (3.1) for M > 1
facilities, described by the vector field f(x), should be expressed as the superposition of M
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vector fields fi(x), for 1 ≤ i ≤M , each corresponding to a single facility and satisfying
∇ · fi(x) =
Qi
Q
q(x)−Qiδ(x− xi), 1 ≤ i ≤M,x ∈ Ω, (4.16a)
∇× fi(x) = 0, 1 ≤ i ≤M,x ∈ Ω, (4.16b)
fi(x) · nx = 0, 1 ≤ i ≤M,x ∈ ∂Ω, (4.16c)
The above is essentially the equivalent of (4.1), (4.3) and (3.1c) for an arbitrary facility i,
assuming that the total demand served by this facility, Qi, comes proportionally from every
neighborhood; i.e., facility i attracts demand with a density q(x)Qi/Q from x. Per our







N(x′, x)q(x′) dx′ −QiN(xi, x) + ūi, (4.17)
where ∇ui(x) = −fi(x) for 1 ≤ i ≤M .
It is easy to verify that the resultant flux f(x) =
∑M
i=1 fi(x) satisfies (4.1), the equivalent
of (3.1a) and (3.1e), because of the following:
∇ · f(x) =
M∑
i=1
∇ · fi(x) = q(x)−
M∑
i=1
Qiδ(x− xi), x ∈ Ω.














∇× fi(x) = 0,
and (3.1c) holds as f(x) · nx =
∑M
i=1 fi(x) · nx = 0.
Recall the case for one facility, from (4.10) we know that in the neighborhood of the
facility, the flux tends to be perpendicular to the boundary of the facility, and it magnitude
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approaches infinity. In the multi-facility case, as long as these facilities are well separated,
this situation applies to each facility, and hence the total flux near a facility is dominated
by that entering this facility; i.e. f(x) =
∑M
i=1 fi(x) ≈ fi(x) for all x ∈ ∂Bi, and this flux
is approximately perpendicular to ∂Bi . As such, (3.1d) is satisfied based on the gradient






f(x) · txdx, 2 ≤ i ≤M, (4.18)
where the integral is defined over a Jordan arc passing from an arbitrary x̃i ∈ ∂Bi to an
arbitrary x̃i−1 ∈ ∂Bi−1 excluding singularity points x1, . . . , xM , and tx is the tangent vector
along the arc at location x. Now, we are ready to present the following summary.
Proposition 5 When (4.2) holds and r0 sufficiently small, the solution f(x) to (3.1) can be
expressed as the superposition of M continuously differentiable vector fields f1(x), . . . , fM(x)
for all x ∈ Ω; i.e., f(x) =
∑M
i=1 fi(x), where the M vector fields are determined from (4.17)
and (4.18).
Proposition 5 provides a decomposition scheme for solving continuous traffic equilibrium
with multiple facilities. In the preceding section we have presented ways to obtain the closed-
form Neumann functions for one facility. Substituting the Neumann functions into (4.17)
yields the equilibrium flux pattern for each facility i individually, and the flux will be scaled
by a factor of Qi/Q. By solving a system of equations (4.18), we can obtain the throughput
at each facility, Qi, and hence retrieve f(x) for multiple facilities by superimposing the vector
fields fi(x) for all i. Note that there are only M − 1 independent Qi’s since Q =
∑M
i=1Qi
is a constant. The generalized cost ϕ(x) can then be obtained from the flux pattern by
evaluating (3.1b) and (3.1d).
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4.2.2 Properties of linear congestion functions
If we further assume that the congestion function is linear with respect to the flux inten-
sity, namely, c(x, f(x)) ∼ |f(x)|, the equilibrium solution would have some neat properties.
This may provide a rich lode of opportunities for exploring the nature of the continuous
traffic equilibrium problem. In what follows, without losing generality, we assume for the
sake of simplicity that
c(x, f(x)) = |f(x)|. (4.19)
In this case (3.1b) becomes f(x) = −∇ϕ and PDEs (3.1) turns to a Poisson equation with
Mixed Dirichlet and Neumann boundary conditions. The linearity of gradient operator ∇
implies that ϕ(x) differs from u1(x) + · · · + uM(x) at most by a constant. Moreover, (4.18)




[uj(x̃i)− uj(x̃i−1)], 2 ≤ i ≤M, (4.20)








Qk(N(xk, x̃i−1)−N(xk, x̃i)), 2 ≤ i ≤M. (4.21)
The system of equations (4.21), along with
∑M
i=1Qi = Q, can be used to solve the total
flow throughput Qi,∀i, given the locations of facilities x = {x1, x2, . . . , xM}. Note that
this property implies that the cost function ϕ(x), x ∈ Ω can be directly obtained without
solving the flux fields. The following proposition discusses the existence and uniqueness of
the solution to the nonlinear system (4.21).
Proposition 6 The nonlinear system (4.21), along with
∑M
i=1Qi = Q, has a unique solution
in the limit as r0 → 0+.
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′) dx′,, we can rewrite the nonlinear systems as follows:
Ci(Qi) = Pi −
M∑
k=1





where κ is an auxiliary variable in addition to Qi,∀i. As r0 → 0+, we have that
N(xi, x̃j) =

N(xi, xj) i ̸= j,
− 1
2π




Let ε = −2π/ log r0, then ε→ 0+ as r → 0+. As such, the nonlinear algebraic system (4.22)
can be rewritten in the following form






4|Ω| N(x1, x2) · · · N(x1, xM) −1
N(x2, x1) U(x2, x2) +
|x2|2
4|Ω| · · · N(x1, xM) −1
... ... . . . ... ...
N(xM , x1) · · · · · · U(xM , xM) + |xM |
2
4|Ω| −1
1 · · · · · · 1 0

,
v = (Q1, . . . , QM , κ)
T ,
h(v) = (P1 − C1(Q1), . . . , PM − CM(QM), Q+ ε−1κ).
As ε → 0+, I + εA must be invertible and the inverse (I + εA)−1 = I − εA + ε2A2 + · · · .
Note that Qi ∈ [0, Q] and Pi < ∞ as ε → 0+, it follows from (4.22a) that κ ∼ O(ε−1).
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Therefore, ignoring the second and higher order terms of ε, (4.23) can be rewritten in the
following form,




εκ+ ε(P1 − C1(Q1))− ε2s1κ
...






j=1(A)ij. The last row in (4.24) implies that κ = Q/(Mε)+O(1). Substituting









Now consider the set K := {v ∈ RM+1 : 0 ≤ vi ≤ Q,∀1 ≤ i ≤ M ; vM+1 ∈ J}, where
J is any closed interval. It follows from (4.26) that as ε → 0, function h̃ maps K into a
subset of K, i.e., h̃(K) ⊂ K. Since K is compact and convex, Brouwer’s Theorem guarantees
that existence of v ∈ K with h̃(v) = v, which implies the existence of the solution to the
nonlinear system (4.21).
Suppose that v = (Q1, . . . , QM , κ) and v′ = (Q′1, . . . , Q′M , κ′) are two distinct solutions.










j − εκ′ = ε(Pi − Ci(Q′i)). (4.27b)
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Subtracting (4.27b) from (4.27a) yields







i = Q, we have in the limit as ε→ 0+ that κ = κ′ and thus Qi = Q′i
for all i = 1, . . . ,M , a contradiction. So the nonlinear system (4.21) has a unique solution,
and this completes the proof. □
Furthermore, an interesting feature of the solution to (4.21) is that the value of Qi for
different i converges asymptotically to an equal value as r0 → 0 regardless of the charging
function Ci and facility location xi. This is summarized in the following proposition.
Proposition 7 If the congestion function is linear within a bounded region Ω, and if the
charging functions Ci,∀I, and demand density function q(x) are bounded, the total facility
flow throughputs in the equilibrium solution converge to Q1 = Q2 = · · · = QM as r0 → 0.
The maximum difference between the set of flow values converges to zero at a rate of 1/ log r0.





























Note from our discussion on (4.10) that the first term in the right hand side is bounded.
The second term is also bounded because, first, U is a harmonic function subject to the
finite boundary condition (4.9b), and second, Ω is a bounded domain. The third and fourth
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terms are also bounded as long as all the facilities are well separated. Therefore, since the
left hand side is also bounded, the last term on the right hand side must be bounded as well.







Taking the limit as r0 → 0 completes the proof. □
Intuitively, this asymptotic result can be explained as follows. As r0 → 0, the congestion
near the facilities increases dramatically, to an extent that it dominates the bounded service
fee at each facility. Thus customers could ignore the service fee but choose facilities based on
congestion cost only. Since transportation cost would be dominated by that near the facility
(where the total flux intensity approaches infinity), the actual travel distance becomes less
important, and the number of customers choosing each facility tends to be equal regardless
of the location of facilities. Proposition 7 thus implies that the size of facilities does have a
significant impact on the PDE solution.
Based on the knowledge of total flux throughput Qi,∀i, the generalized cost ϕ(x) can be







[N(x′, x)−N(x′, x̃1)]q(x′) dx′,∀x. (4.28)

















·q(x) dx = 0,∀x′, the total cost can be further simplified, as stated in the following corollary.
Corollary 8 When condition (4.19) holds and the Neumann function of region Ω is nor-
malized with respect to q(x) (i.e.,
∫
Ω
N(x′, x)q(x) dx = 0,∀x′), the average customer cost
under the continuous traffic equilibrium is given by




In the literature, continuous traffic equilibrium problems are generally solved by the
finite element method (Yang and Wong, 2000), and the average/total cost is estimated
through a numerical integration. However, Corollary 8 provides a much more efficient way
to calculate the average/total cost; no discretization or integration over region Ω is needed.
This property can be further used to simplify many difficult problems; e.g., to optimize
the location of service facilities that minimizes the system-wide cost. The optimal facility




= 0, 1 ≤ i ≤M. (4.30)
In contrast, traditionally, the location optimization problem can only be solved by embedding
the finite element method into other iterative solution algorithms; e.g., see Ouyang et al.
(2015), which normally bears prohibitive computation burdens. Moreover, equation (4.29)
implies that the average travel cost under traffic equilibium is closely related to −1/ log r0
(note the definition (4.8)) and if r0 → 0+, the average cost would be infinitely large. So
numerical instability issue would arise when using numerical methods, which would yield
large numerical errors and sub-optimal designs. However, our analytical solution enables us
to separate the singular term related to r0 from other regular parts. Since we know the effect
of r0 → 0+ to the average cost, we have a fully control over effect of r0 and thus do not need
to worry about the numerical issues when solving the optimization problems.
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Qi(P (x) + P (xi)−N(xi, x)− P̄ ) + ϕ̄. (4.31)
This equation (4.31) gives an analytical system of equations for the average generalized
cost per unit demand given that the M built facilities are normally operating. All that is
remaining is to find the proper split of demand {Qi} and the corresponding ϕ(x) that satisfy
the remaining boundary conditions (3.1c)-(3.1d). To this end, we use the strong localized
perturbation method (Ward and Keller, 1993).
The boundary condition (3.1d) implies that Qi and ϕ(x) satisfy the following coupled
algebraic system in the limit r0 → 0,
M∑
i=1
Qi(P (xj) + P (xi)−N(xi, xj)− P̄ ) + ϕ̄ = Cj(Qj), ∀1 ≤ j ≤M, (4.32)
M∑
i=1




Note that the Neumann function can be written in the following form
N(x′, x) = − 1
2π
log |x′ − x|+R(x′, x) (4.34)
where R(x′, x) is the regular (smooth) part of the Neumann function. The continuity of
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+R(xj, xj), as xi → xj (4.35)
where ν = −1/ log r0. Therefore, the above system of equations (4.32)–(4.33) can be rewrit-
ten in a matrix form as
Aq = 2πν(ϕ̄e− c(q)), eTq = Q. (4.36)
Here
A = I + 2πνB,
and
B = G− epT − peT + P̄eeT ,
G =

R(x1, x1) N(x1, x2) · · · · · · N(x1, xM)
N(x2, x1) R(x2, x2) · · · · · · N(x1, xM)
... ... . . . ... ...
· · · · · · · · · R(xM−1, xM−1) N(xM−1, xM)
N(xM , x1) · · · · · · N(xM , xM−1) R(xM , xM)

,
p = (P1, P2, . . . , PM)
T , q = (Q1, Q2, . . . , QM)
T , e = (1, 1, . . . , 1)T ,
c(q) = (C1(Q1), C2(Q2), . . . , CM(QM))
T ,
where Pi = P (xi). To further simplify the system, we choose linear charging function
Ci(Q) = σci + τciQ, and hence the system can be reduced to a linear system:
A′q = 2πν(ϕ̄e− σc), eTq = Q, (4.37)
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where A′ = I + 2πνB′, B′ = B + diag(τc), and σc = {σc1, . . . , σcM}, τc = {τc1, . . . , τcM}. By















Using the asymptotic inverse A′−1 ∼ I − 2πνB′ for ν ≪ 1, we obtain the following result:
Proposition 9 (Deterministic average cost) When condition (4.2) holds, and the ser-
vice charge is linear, i.e., Ci(Qi) = σci + τciQi, for r0 → 0, the average cost per unit demand





































N(xi, xj)− Pi − Pj + P̄ i ̸= j,
R(xi, xj)− Pi − Pj + P̄ i = j.























































It’s worth noting that (4.40) is in a similar form as the fundamental eigenvalue of the Lapla-
cian in a bounded perturbed two-dimensional domain with a reflecting boundary (Kolokol-
nikov et al., 2005). Proposition 9 vastly simplifies the implicit analytical solution provided
by (Wang and Ouyang, 2017) and gives an explicit formula, which only involves the mean
value of all the elements of matrix B, i.e., M−2(eTBe).
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Part II
Planning Facilities and Infrastructures
56
Chapter 5
Facility Location Design under
Continuous Traffic Equilibrium
This chapter presents three modeling approaches for median-type facility location de-
sign under elastic customer demand and traffic equilibrium in a continuous space. The first
approach, following the continuum approximation scheme, builds upon the special case of
an infinite homogeneous plane where traffic equilibrium can be described by an ordinary
differential equation. The solution to this homogeneous case, sometimes in a closed form, is
then used to develop approximate solutions to more general cases (e.g., those in a hetero-
geneous space). This model provides a computationally efficient way to obtain managerial
insights and near-optimal solutions, especially for large problem instances. We also develop
a more traditional discrete location model in the form of a mixed-integer program, which
builds directly upon a nonlinear partial differential equation description of customer traffic
equilibrium. We develop a Lagrangian relaxation based solution approach with an embedded
finite-element method subroutine, to separate and solve the location decisions as well as the
traffic equilibrium. The third approach, building upon the analytical approach in Chapter 4,
is relatively straightforward to be implemented using standard nonlinear solver. Numerical
experiments are conducted to illustrate applicability of the proposed models and to compare
performance of the three complementing modeling approaches.
Generally, the facility location problem under traffic equilibrium described in Chapter 3
can be formulated as follows. Proposition 1 suggests that the system cost can be decomposed
by facility and its service region. The objective of the facility location problem with respect to
x is to maximize the net benefit from providing customer service; i.e., the total social welfare
minus the total overall cost, while the customers’ facility and travel choices are dictated by
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(3.1). For notation convenience, we further define f = {f(x),∀x},q = {q(x),∀x},Q =











f(xi) ≤ B|S| (5.2)
f(x), ϕ(x), q(x), Qi,Ai satisfy (5.3)
(3.1) and (3.2),∀x ∈ S,∀i ∈ {1, 2, · · · , N}.
where f(x) is the facility opening cost. The subsequent sections provides various approaches
to optimize the objective (5.1). The objective function captures the “net” costs of all served











· |f(x)| − ϕ(x)q(x)
}
dx. (5.1′)
Constraint (5.2) imposes a cap on the total facility opening costs. Constraints (3.2) collec-
tively define the service region partition {Ai,∀i} and demand throughput at each facility,
while the rest of the constraints describe how the customers follow UE behavior under flow
conservation and costs.
It is worth mentioning that the above equilibrium problem is a bi-level problem with a
system optimal objective at the upper level and a set of user equilibrium constraints at the
lower level. While algorithms based on bounding and cuts have been proposed for this type
of problem (e.g., Wang et al. (2013)), for this paper it suffices to notice that a fairly tight
lower bound to the upper level objective can be achieved by solving instead a single-level
system-optimal traffic assignment problem. All the constraints in the above formulation, as
well as the finite element solution method (Yang and Wong, 2000), can still be applied if
only we (i) evaluate overall system cost based on objective (5.1′); and (ii) use marginal costs
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= α+ β(x)(1 + γ(x))|f(x)|γ(x) at
every x and C(Q) + Q · dC(Q)
dQ
at every facility to obtain the flux distribution; i.e. we can
simply replace (3.1b) and (3.1d) by the following:
[
α(x) + β(x)(1 + γ(x))|f(x)|γ(x)
] f(x)
|f(x)|
= −∇u(x),∀x ∈ S, (3.1b′)
u(x) = Ci(Qi) +Q ·
dC(Q)
dQ
,∀|x− xi| ≤ r0,∀i. (3.1d′)
Note that (3.1b′) and (3.1d′) use the same notation u(x) to denote the generalized
marginal cost of the customers at x, such that all the derivations and algorithms in the
remainder of the paper can directly apply. This is for convenience only.
5.1 Continuum Approximation Framework
This section presents a continuum approximation approach to the above problem. Section
5.1.1 first discusses the optimal solution to an idealized case where S is an infinite plane and
homogeneous everywhere. The results will be incorporated in Section 5.1.2 into a continuum
approximation (CA) model for the general problem where S is finite and heterogeneous.
5.1.1 Building Block: The Infinite Homogeneous Problem
When S is an infinite and homogeneous plane (i.e., S = R2), all relevant system param-
eters and functions are location independent everywhere (i.e, f(x) = f, α(x) = α, β(x) =
β, γ(x) = γ, ϕ(x) = ϕ, D(x, u(x)) = D(u(x)), ∀x ∈ S), and every facility has the same
service fee function Ci(Qi) = C(Qi),∀i. In light of translational symmetry, the optimal
facility locations should form a regular spatial pattern, where Qi = Q,∀i, and any two ar-
bitrary service regions Ai and Aj can exactly overlap after at most a shift and a rotation.
Within each service region, it is easy to see from rotational symmetry and isotopic nature of
transportation cost that a customer’s generalized cost at UE grows monotonically with the
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distance from the facility. Due to UE, the service regions should be approximately round to
reduce transportation costs.1
Now we consider one isolated facility on this infinite homogeneous plane, with a circular
service region of size A = |A|. Without loss of generality, we set a polar coordinate system
with the origin at the facility. A customer’s generalized cost at UE is now a function of the
radius from the facility, and we now denote it as u(r),∀r ∈ [r0,∞). All customer paths shall
be toward the facility along the radial direction. The total flow through the circular cordon
at radius r is induced by all customers farther away from the facility (i.e., from a ring with




); i.e., the magnitude of the flux (per unit distance) at r is




D(u(ρ))ρdρ. Then, the travel cost per unit distance at radius r,
which contributes to the change of u(r) along the radial direction, is equal to














This is a one-dimensional ordinary differential equation (ODE) with boundary condition




D(u(ρ))ρdρ. The exact solution would depend on the form of D(·)
and the value of γ; for most cases (3.1d) would be a nonlinear ODE to which closed-form
solution is not available. However, as we can observe, the resulting u should have a clear
structure. For example, it is easy to see that the right hand side of (5.4) is non-negative
but monotonically decreasing with r until it reaches its minimum value of α at r =
√
A/π.
Therefore, u(r) monotonically but concavely increases with r. Meanwhile, for any r, when
γ > 0, the right hand side of (5.4), and hence u, also depend on A. We can hence write u in
the general form of both r and A, as u(r|A), and its derivative with respect to r as u′(r|A).
1The optimal solution to special cases of this problem has been obtained in the literature. Newman
(1982) proved that for γ = 0, the total cost is minimized when the service regions form a regular hexagonal
tessellation of S and each facility is located at the centroid of a hexagon. Haimovich and Magnanti (1988);
Xie and Ouyang (2015) respectively showed that a hexagonal/square partition is optimal when travel cost
is measured by any polynomial function of the Euclidean/rectilinear distance. In our infinite and homoge-
neous problem (with γ > 0), we conjecture that regular hexagonal shape is still optimal, as any individual
customer’s generalized cost is still related to the Euclidean distance, but we approximate hexagons by circles
for simplicity.
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The following lemma gives conditions under which the increase in A never decreases any
customer’s generalized cost.
Lemma 10 When D(·) > 0 everywhere, and C(·) is non-decreasing, function u(r|A) in-








Proof. We consider arbitrary πr20 ≤ A < A+, and r0 ≤ r ≤
√
A/π. We just need to show
that u(r|A) ≤ u(r|A+) always holds. For notation convenience, in the rest of this proof, we
write the total customer demand served by the facility as a function of A, i.e., Q(A), and
the local demand D at radius r as D(r|A).




A/π|A+) because of non-negative extra


















A/π|A) (i.e., recall that D(·) is non-increasing). Then due to conti-
nuity, u(
√
A/π − δ|A+) < u(
√
A/π − δ|A) for some δ > 0. By similar induction, we can
find u(r|A+) < u(r|A) and D(r|A+) > D(r|A) for all r ≥ r0. This immediately leads to










A/π|A+), we now are
ready to show u(r|A) ≤ u(r|A+) for all r ∈ [r0,
√
A/π]. Again, by contradiction, we assume
there exists at least one intersection between the two curves. Let r̃ and r̂ be the largest
values of r ∈ [r0,
√
A/π] such that u(r̃|A) = u(r̃|A+) and u′(r̂|A) = u′(r̂|A+), respectively.
If r̂ > r̃, then u(r|A+) > u(r|A) ⇔ D(r|A+) < D(r|A) for all r > r̃, but u′(r|A+) < u′(r|A)
for all r ∈ (r̃, r̂). Since u(r̂|A+) > u(r̂|A), it is impossible for u(r|A) and u(r|A+) to
intersect at r̃. If otherwise r̂ < r̃, then since u′(r|A+) > u′(r|A) for r ∈ (r̂, r̃), we have
u(r̃ − δ|A+) < u(r̃ − δ|A) for some δ > 0. It can be easily shown that Q(A+) > Q(A) for
this case, and that the non-negative flux passing radius r̃ − δ is larger under A+. Hence,
this case resembles exactly the one in the previous paragraph, if only we conduct induction
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starting from r = r̃ − δ instead of r =
√
A/π. This will eventually lead to contradiction
at r = r0. Finally, the only remaining possibility is r̂ = r̃. In this case, it is easy to see





exactly offset by reduction of demand in r ∈ [r̃,
√
A+/π]. Either in this case, or in the only
alternative case (that the two curves do not intersect at all), we have u(r|A) ≤ u(r|A+) to
hold for all r ∈ [r0,
√
A/π]. This completes the proof.
On the homogeneous plane, the only decision for the optimal location design is the size














s.t. (5.4) and f/A ≤ B.
The objective minimizes the per area customer service cost z(A) while the additional con-
straint simply restricts the facility investment per area.
In general, the existence and uniqueness of the optimal solution to this nonlinear opti-
mization problem depends on the functional forms of D(·) and C(·). Nevertheless, we have
the following sufficient conditions for a unique solution to exist.
Proposition 11 (Sufficient Condition) The above optimization problem (5.5) with respect
to A has a unique minimizer A∗ = max{πr20, f/B} if (i) C(·) is non-decreasing, (ii) D(·) > 0




Proof. It suffices to show that z(A) is monotonically increasing with A. The first-order

























≥ −1 and dD/du ≤ 0, it is easy to show that D(u)[u − ϕ] increases with
u. Recall from Lemma 10 that u(r|A) increases with A for all r, including the case when
r =
√
A/π. Hence, the first term is increasing with A. Also, the integrand in the second
term d
dA
















≥ D (u (r|A)) [u (r|A)− ϕ] , ∀r.
The second inequality above holds because for any A, we already know that u(r|A) is non-















{D (u (r|A)) [u (r|A)− ϕ]} 2πrdr.




+ Az(A) ≥ Az(A) =⇒ dz(A)
dA
≥ 0.
This holds for all A, and hence completes the proof. □
Finally, the following proposition forms the basis for designing the solution algorithm in
the next section.
Proposition 12 (Sufficient Condition) Function A2 dz(A)
dA
monotonically increases with A
if (i) customer demand is perfectly inelastic, (ii) C(·) is convex, and (iii) congestion is
superlinear, i.e., γ ≥ 1.
Proof. Due to continuity, it suffices to show that the first order derivative of A2 dz(A)
dA
is
























































The last inequality holds in light of Lemma 10 and non-negativity of the integrand when
γ ≥ 1. This completes the proof. □
5.1.2 CA Model for Heterogeneous Space
We now assume that in a finite heterogeneous space S ⊂ R2, all parameters and functions
vary slowly over x ∈ S. While solving problem (5.1), instead of looking for x and {Ai,∀i}
directly, we propose to look for a continuous function, A(x) ∈ R+, x ∈ S, that approximates
the service region size of a facility near x; i.e., A(x) ≈ |Ai| if x ∈ Ai. We assume that S
is far larger than A(x); i.e., |S| ≫ A(x),∀x ∈ S. When all parameters are approximately
constant over a region comparable to the size of several initial service regions, A(x) should
also be approximately constant on that spatial scale.2
We apply formulation (5.4) and (5.5) to the neighborhood of x (i.e., imagining that this
neighborhood is part of an infinite and homogeneous plane), while using the local f(x),
ϕ(x), D(x, ·) as the inputs. Now we write z(A) as z(x,A(x)), and recognize that the budget
constraint will now be defined for the entire S. Since the inverse of A(x) represents the

















dx ≤ B|S| (5.7)
2Interested readers are referred to Sections 4.2, 4.4 and Appendix B in Cui et al. (2009) for discussions
on the applicability and accuracy of the continuum approximation method.
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 ,∀x ∈ S,







γ(x) ,∀r0 ≤ r ≤√A(x)
π
.
Problem (5.6)-(5.7) can be converted into an unconstrained problem by means of a non-
negative Lagrangian multiplier µ (i.e., dual of (5.7)). Noting that the value of A(x) is




= µf(x), ∀x. (5.8)
In light of Proposition 12, as long as D(u) does not decreases too quickly with u, the
left hand side of the above equation monotonically increases with A. Note too that the left
hand side approaches 0 when A = πr20 → 0, and is unbounded when A → ∞. For any non-
negative value of µ, equation (5.8) should yield a unique A(x) as a function of µ. Plugging
the resulting solution A(x) into (5.7) will yield the value of µ, at least numerically (e.g., by
a bisection search), and then, in turn, the value of A(x), ∀x.
Once the optimal A∗(x) is obtained, the estimated optimal cost per unit area z(x,A∗(x))
and the optimal facility density function [A∗(x)]−1 can be integrated across S to yield the




Function A∗(x), x ∈ S and N∗ can be used in the disk model (Ouyang and Daganzo, 2006)
to design the optimal discrete facility locations. The disk model exerts repulsive forces to
N∗ disks that each represents a facility and its initial service region, and iteratively adjusts
positions and sizes of these disks to achieve a least overlapping layout. Interested readers
are referred to Ouyang and Daganzo (2006) and Ouyang (2007) for more implementation
details. These references have also shown that the total cost of the discrete design obtained
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from the disk model is very close to that estimated by (5.6).
5.1.3 Special Case and Discussion
For special S and/or certain forms of functions C(·), D(·), solutions to the ODE (5.4)
and the optimization problem (5.5) can be obtained in, or be approximated by, closed-form
analytical expressions. To stay focused, we assume ϕ = 0 in all cases.
First we look at the linear city special case in Yang (1996) where S is a one-dimensional
line with perfectly inelastic customer demand D(·) ≡ q (per unit length). Note that for a





]), the ODE (5.4) reduces to u′ = α+βqγ(A
2
−r)γ, r ∈ [r0, A2 ], u(r0) = C(qA).
Its solution is simply




























This is consistent with, but generalizes, the special case result in Yang (1996) with linear
congestion γ = 1. Now, incorporating u(r) into the optimization model (5.5), we have





















> 0. In a heterogeneous plane, near x, if congestion is significant (e.g.,

























γ+2 (x), which is proportional
to the 1
γ+2
th power of f(x). For a more degraded case, if congestion is less of a con-
cern (i.e., α ≫ β(qA)γ), (5.8) yields A(x) ≈
√









f(x), which is proportional to the 1
2
th power of f(x).
Next we go back to two-dimensional S, and consider the simplest case with no congestion,
i.e., γ = 0. Then, the ODE (5.4) reduces to u′ = α+β, r ∈ [r0,
√
A/π], u(r0) = C(qA). This
leads to
u(r) = C(qA− qπr20) + (α + β)(r − r0) ∼= C(qA) + (α + β)r,












When facility service fee per unit demand is independent of A (i.e., C(qA) = constant), we





























which is proportional to the 2
3
th power of f(x). This is consistent with results known in the
literature (e.g., Newell, 1973).
Now, let’s consider the case of linear congestion; i.e., γ = 1, and perfectly inelastic







, r ∈ [r0,
√
A/π], u(r0) =













and algebraic manipulation shows that
z(A) =
{

















While exact closed form solution is not clear, we can get some simple bounds. Note that
ln(πr20)
−1 → +∞ and hence dominates the bracket when πr20 → 0+. When C(qA) = C,
z(A) is dominated by q(C − ϕ)− βqA
4π


























2 (x), which is proportional to the 1
2
th power of f(x).
The above closed-form results cast insights into the impacts of system parameters on
the optimal design. For example, for all cases, the optimal service region size A∗(x) is
proportional to the inverse of B|S|, indicating that the increase of budget should have a
uniform impact on optimal facility density everywhere. In addition, it is interesting to see
that in these homogeneous systems, customer demand density q never has an impact on
the facility density. This is reasonable for median-type problems – demand density only
increases congestion level and user costs, but does not affect the optimal distribution of
facilities. In contrast, facility cost f has a significant impact on the optimal service region
size and relative facility location distribution. The value of γ also has a direct impact on
the relative distribution of facilities. Generally, larger γ implies larger congestion penalty
for concentrated demand (e.g., from large A); as a result, the optimal service region size
will become more uniform to avoid local traffic concentration. This is probably why all the
A∗(x) formulas are proportional to a power function of f(x), and the order of the power
function decreases with γ.
5.2 Mixed-integer Program Model
This section discusses an alternative model in the form of a mixed-integer program. Now
we consider a set of discrete candidate facility locations I, indexed by i. Note that index
i now represents a candidate location instead of a built facility. Each location i ∈ I has a
fixed location-dependent cost fi. The facility opening decisions are explicitly captured by a
set of binary variables X = {Xi,∀i}, defined across candidate locations, where
Xi =
 1, if a facility is open at location i ∈ I;0, otherwise.
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The assignment of customer demand from x ∈ S to its chosen facility, the selection of
min-cost path, and the corresponding service region partition {Ai,∀i ∈ I}, are still dictated
by the the same UE and flow conservation conditions (3.1). Note that Qi ≥ 0,∀i ∈ I, now
is the total flow throughput at candidate location i ∈ I.
The corresponding mixed-integer program formulation can be expressed as follows:




















fiXi ≤ B|S| (5.10b)
Qi ≤MiXi, ∀i ∈ I (5.10c)
Xi ∈ {0, 1}, ∀i ∈ I (5.10d)
f(x), u(x), q(x), Qi,Ai satisfy
(3.1) and (3.2),∀x ∈ S,∀i ∈ I.
The objective function (5.10a) and budget constraint (5.10b) are clearly analogous to
(5.1′) and (5.2), respectively. Constraints (5.10c) prohibit any customer demand from being
assigned to a facility that has not been opened. Here Mi is a big number which should be no
smaller than the maximum possible value of Qi; e.g., it may take the value of
∫
S D(x, 0)dx.
In the next section, we discuss ways to tighten Mi further in order to reduce the duality gap.
Constraints (5.10d) define the binary variables.
The mixed-integer program (MIP) is nonlinear and involves a partial differential equa-
tion as constraints. No commercial software packages are known to be capable of solving
this problem in the current form. However, for a class of traffic equilibrium problems, the
analytical UE solution presented in Chapter 4 enables us to simplify the MIP to a linear
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MIP.
(4.37) implies that the average cost ϕ̄ and the demand partition Qi’s are coupled by a
linear system under UE. Therefore, the optimization problem can be reformulated as
(MIP) ζ = min
ϕ̄,Qi,Xi
ϕ̄ (5.11a)
s.t. (5.10b) and (5.10d) (5.11b)
Qi ≤ QXi, ∀i ∈ I (5.11c)
M∑
j=1
A′′ijQj ≤ (ϕ− σi) + U(1−Xi),∀i ∈ I (5.11d)
M∑
j=1
A′′ijQj ≥ (ϕ− σi)− U(1−Xi),∀i ∈ I (5.11e)
M∑
i=1
Qi = Q (5.11f)
where A′′ = A′/(2πν). The objective function (5.11a) is very simple, minimizing the average
cost per unit demand. Constraints (5.11c) are similar to (5.10c) but we replace the Mi by
Q for simplicity. Constraints (5.11d) and (5.11e) implies that if the facility i is built, the
linear relationship (4.37) holds for Qi and ϕ̄. Here U is a big number which can be set as
maxi,j AijQ. This linear MIP can be easily solved using commercial software packages.
5.3 Closed-form Optimization
The facility location design problem, when solved in analytical form, is straightforward
and concise if the candidate location of facilities are in a continuous space. The objective,













Without the budget constraints, the optimal facility locations can now be determined by
simply solving the following system of equations (either analytically or numerically):
∂ϕ̄
∂xi
= 0, 1 ≤ i ≤M. (5.12)
If the budget constraints are taken into consideration, standard nonlinear solver can be
applied to obtain the solution.
5.4 Numerical Examples
This section presents numerical examples to illustrate how the CA model can be applied
to problems and how it performs as compared to the discrete model. The space is a unit
square, S = [0, 1]× [0, 1], mimicking a quarter of a city whose center is at the origin (0, 0).





] which varies along the x(1)−axis. The facility opening cost varies along the




], and the facility service fee follows C(Q) = 1 +
τcQ. Parameters τq ∈ [−1, 1] and τf ∈ [−1, 1] control the heterogeneity of q(x) and f(x)
over S, respectively, while the average customer density and the average facility cost are∫
S q(x)dx = q̄ and
∫
S f(x)dx = f̄ , respectively. The customer demand density, hence, varies
from q̄(1 − |τq|) to q̄(1 + |τq|), and the facility construction cost varies from f̄(1 − |τf |) to
f̄(1+|τf |). Parameter τc shapes the dependence of the unit facility service fee on the demand
throughput. The induced demand density function is D(x, u(x)) = q(x)e−0.01u(x), following
the form of a logit-type market share model. As such, it is easy to see that D(x, u(x))
is relatively inelastic as long as u(x) ≤ 100. The parameters for transportation cost are
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α(x) ≡ α = 1, β(x) ≡ β = 10−4, and γ(x) ≡ γ ∈ {0, 2, 2.25, 2.5},∀x. We set ϕ(x) ≡ 0 for
all x, and r0 = 0.01 for all facilities. All computation experiments are implemented in a
personal computer with 3.6 GHz CPU and 4G memory.
(a) u(r) (b) D(r)
(c) z(A) (d) A2dz(A)/dA
Figure 5.1: Plots of u(r), D(r), z(A) and A2dz(A)/dA from solving (5.4) when A = π/16
and q = 100.
Figures 5.1a-5.1b illustrate the generalized cost potential functions u and the induced
demand D as functions of radius r in a homogeneous circular service region with size A =
π/16, q = 100 and f = 1. The result comes from solving the ordinary differential equation
(5.4). When γ = 0 (i.e., no congestion effect), u(r) increases linearly with r, as expected.
When γ = 2, the curve becomes slightly concave, but is still similar to that for γ = 0. When
γ continues to increase, especially when it exceeds 2, the curve experiences a sharp increase
near the facility. This reflects on the significant effect of flux concentration near the facility
under superlinear congestion cost. It is also interesting to notice that the u(r) curve becomes
highly sensitive to large γ values; e.g., u(r)|r=0.25 increases only 5.6% (from 1.44 to 1.52)
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when γ varies from 0 to 2, but the next change is 14.1% (from 1.52 to 1.73) when γ reaches
2.25, and 42.0% (from 1.73 to 2.45) when γ reaches 2.5. Not surprisingly, a similar pattern
of sensitivity to γ is also observed for D(r).
Figures 5.1c-5.1d further illustrate how z(A) and A2dz(A)/dA are monotonically increas-
ing functions of A – this is consistent with our expectation because the parameters are set
to (approximately) satisfy the sufficient conditions in Propositions 11 and 12. As a result,
the homogeneous CA model (5.5) as well as the first order condition of the heterogeneous
model (5.8) should each have a unique minimizer.
For the CA model, the point-wise ODE (5.4) and optimization problem (5.5) are solved
at 25 regularly distributed grid sampling points in |S|, and the result for each case (includ-
ing disk models) is obtained within 5 minutes. Figure 5.2a illustrates the contour map of
the optimal facility density (i.e., inverse of service region size) 1/A∗(x) for the case with
γ = 0, q̄ = 100, f̄ = 1, τq = τf = 0.8, τc = 0.01, B = 8. The estimated total customer service
cost is 120.17, achieved at µ = 2.74. This is the case where congestion is not considered in
the customer cost. The disk model output yields 11 facilities as deployed in Figure 5.2d.
The optimal facility density increases with the customer density (along the −x(1) direction),
and decreases with facility cost (along the x(2) direction). This is quite expected, as it is
reasonable for limited budget to be invested in areas with high customer demand and low
investment costs. Based on the disk model result, Figure 5.2g depicts the customers’ equi-
librium choices on service facility and travel paths that are computed from the finite element
method, with a corresponding total customer cost of 118.59. In this case, we partition |S|
into 2578 elements (also depicted in Figure 5.2g), and it takes over 3.5 hours of computation
time for the norm of the residual gradient to reach a 10−5 tolerance (see Yang and Wong
(2000) for more detail). The corresponding generalized cost contours are plotted in Figure
5.2j.
In contrast, Figure 5.2b shows the contour maps of 1/A∗(x) for the case with γ = 2.25
(while fixing all other parameters). The estimated total customer service cost is 128.91,
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achieved at µ = 5.80. Figure 5.2e shows the corresponding deployment of 10 facilities. The
impacts of congestion are observable, as the facility distribution becomes more dominated
by the customer demand. Given the fixed investment budget, this implies that the facility
service region becomes slightly less sensitive to facility cost (i.e., along the x(2) direction).
This pattern is even more obvious in Figures 5.2c and 5.2f, with now only 9 facilities built
for the case of γ = 2.5, yielding a total customer cost of 147.97 at µ = 13.43. Traffic
congestion most notably affects the facility density in low demand and low cost areas – it
becomes less attractive to invest in facility construction there even though the cost is low.
It is also interesting to notice, nevertheless, that for median type of problems, since facility
investment budget is given, the facility deployment is relatively insensitive to congestion
effect (although the customer experience could have been drastically different). Figures 5.2h
and 5.2k depict the demand flux distributions and generalized cost contours for γ = 2.25,
respectively, obtained with 2468 elements and over 4 hours of computation. The total
customer cost is 127.48. Figures 5.2i and 5.2l depict those for the case of γ = 2.5, obtained
with 2292 elements and over 8 hours of computation. The total customer cost is 148.98.
In general, it is observed that the the CA cost estimates for the above three cases are
within 1− 1.5, or generally less than 1%, of the cost from their counterparts from the finite
element method. Even if we compare only the transportation cost (by ignoring the fixed
part of the facility charge fee for all demand ≈ 100), the difference is only about 2 − 7%.
The deviation is not too significant, and this is consistent with what we have seen for most
location models.
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For comparison, we also construct and solve the alternative MIP formulation and solution
approach using analogous discrete test instances, which are obtained by partitioning the unit
square into 5× 5 = 25 identical square cells3. The center of each cell represents a candidate
facility location. All parameters associated with that discrete point, such as facility cost,
take values from the original continuous functions based on the coordinates of that point.
While applying the Lagrangian relaxation (LR) algorithm, we now use a gradient tolerance
of 10−4 in order to reduce computation time associated with the finite element method
subroutine (which is called at least twice in each LR iteration). For these three cases,
each LR iteration (including both lower bound and upper bound computation) takes about
200 − 400 minutes to complete, and it takes about 5 − 20 iterations to reach the best
upper bound (based on the best feasible solution). The best feasible facility location and
flux pattern are depicted in Figure 5.3a-5.3c, and the generalized cost contours are shown
in Figures 5.3d-5.3f. The corresponding costs are 121.03, 130.33 and 145.16, respectively.
These values are also close to their CA counterparts, despite the restriction on a finite
number of facility candidate locations. It shall be noted that, though, the computation of
the lower bound does not converge too well (probably due in part to the large duality gap
from the proposed relaxation schemes). Within about 20 iterations, the best lower bounds
for the three cases are 110.41, 112.41, and 114.68. The computation difficulty associated
with the MIP model and the Lagrangian and finite element method solution approach is
representative; it highlights the merits of the proposed CA model.
The quantitative comparison of the CA model and the MIP model, in terms of solution
quality and computation time, is summarized in Table 5.1. The computation difficulty
associated with the MIP model and the Lagrangian and finite element method solution
approach is representative; it highlights the merits of the proposed CA model.

























(a) 1/A∗(x)(γ = 0)
 
 






















(b) 1/A∗(x)(γ = 2.25)
 
 






















(c) 1/A∗(x)(γ = 2.5)

































(i) f(x), {Ai}(γ = 2.5)



















(j) u(x)(γ = 0)






















(k) u(x)(γ = 2.25)



















(l) u(x)(γ = 2.5)
Figure 5.2: Illustrative examples of CA model application: (a-c) optimal facility density;































(c) f(x), {Ai}(γ = 2.5)



















(d) u(x)(γ = 0)



















(e) u(x)(γ = 2.25)





















(f) u(x)(γ = 2.5)
Figure 5.3: MIP model output based on LR: (a-c) demand flux and service region partition;
(d-f) generalized cost contour.
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Table 5.1: The Comparison between MIP Approach and CA Approach.
Case MIP Approach CA Approach
UB LB Computation Time (min) Value Computation Time (min)
γ = 0 121.03 110.41 4892 118.59 < 5
γ = 2.25 130.33 112.41 4040 127.48 < 5
γ = 2.5 145.16 114.68 5146 148.98 < 5
5.5 Conclusion
This chapter presents a continuum approximation approach and a mixed-integer pro-
gram approach to analyze a median-type facility location problem that explicitly addresses
customer traffic congestion and spatial equilibrium in a continuous space. The continuous
approximation model builds upon the special case of an infinite homogeneous plane, and
the solution to this case is used as a building block to develop approximate solutions to
more general heterogeneous cases. The method provides managerial insights and serves as
a valuable tool for analysis. It can also be used as an efficient heuristic to find near-optimal
solutions, especially for large problem instances. The discrete mixed-integer program model
builds directly upon the analytical solution of partial differential equation description of
continuous traffic equilibrium. We propose a linear MIP to efficiently solve the problem.
Both proposed models are tested with numerical experiments and their computational per-




Optimal Layout of Transshipment
Facilities under Continuous Traffic
Equilibrium
In logistics system design, delivery vehicle routing (e.g., travel salesman problem, or TSP)
and transshipment facility location (e.g., fixed-charge location problems) are two crucial,
related, and yet distinct issues. Due to their high complexity and difficulty, these two
problems are typically solved separately in the literature (e.g., see Daskin (1995) and Toth
and Vigo (2001) for complete reviews). Relatively fewer studies have been conducted to
integrated them into a transshipment problems (e.g., Perl and Daskin (1985); Shen and Qi
(2007)), where the location of distribution centers and the routing of outbound vehicles are
optimized simultaneously while inbound shipment (i.e., providing replenishment to these
facilities) is via direct visits and the interactions between inbound and outbound vehicles
are usually ignored. The transshipment problem is strongly connected to practical logistic
systems design in real-world contexts. For example, in a commuter transit system in low-
demand areas (Nourbakhsh and Ouyang, 2012), the buses with sufficient capacity collect
passengers from a region at different bus stops. Optimal system design involves determining
the optimal location of the bus stops as well as the optimal bus routes simultaneously.
Majority of these studies were focusing on developing discrete models with only limited
problem scale. However, general properties of the optimal spatial configuration, suitable
customer allocation, as well as the optimal vehicle routes are rarely investigated. To retrieve
those universal properties, the transshipment problem needs to be explored in an infinite
homogeneous plane. The optimal spatial layout in an infinite homogeneous plane would
serve as building blocks for researchers to qualitatively approximate the outbound logistics
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cost in the facility service region, which would significantly reduce the modeling challenge.
Various studies had built their solution methods upon “likely optimal” or optimal results
(Daganzo, 1992; Qi and Shen, 2010; Cui et al., 2010; Li and Ouyang, 2010).
Mathematically, this problem can be stated as follows. Suppose there is a transshipment
system that serves uniformly distributed customers on an infinite homogeneous Euclidean
plane R2 with demand density λ per area-time. Transshipment facilities can be located
anywhere in R2 with an identical set-up and operational cost f per facility-time. There
is a central depot co-locating at one of the facilities. All the facilities are replenished by
an inbound truck with infinite capacity departing from this central depot along one tour,
incurring average transportation cost of C per unit distance. The locations of the transship-
ment facilities are x1, x2, . . . , xM ∈ R2, where M → ∞ is the total number of facilities. We
assume, without losing generality, the transshipment facilities are indexed along the route
of the inbound truck; i.e., the inbound truck departs from facility 1, visits facilities in the
order of 2, 3, . . . ,M , and returns to facility 1. Facility i ∈ M = {1, 2, . . . ,M} occupies an
infinitesimal circular area Bi = {x : |x−xi| ≤ r0}, where 0 < r0 ≪ inf1≤i<j≤M ∥xi−xj∥. We
assume that the facilities are well-separated such that Bi ∩Bj = ∅ for all i ̸= j and Bi ⊂ R2
for all i. We define Ai ⊂ R2 as the service region, where the customers within Ai are all
served by facility i. The size of service region Ai is denoted by Ai = |Ai| for simplicity. We
assume that all customers from location x will experience an equal outbound delivery cost
for obtaining service, denoted by a function ϕ(x).
To make this optimization problem tractable, we define a proper objective which is to
find the optimal facility layout {xi : i ∈ M}, the service regions {Ai, i ∈ M}, and the
inbound truck route that minimize the total system cost per unit demand-time including
facility set-up cost, outbound delivery cost and inbound replenishment cost. Therefore the


























|xi+1 − xi|+ |x1 − xN |
)
(6.1)
The constraints depend on the assumptions of the outbound delivery behavior. If we
assume that the outbound delivery is via direct “straight-line” visit, i.e., ϕ(x) = κ|x −
xi|,∀x ∈ Ai, where κ is the transportation cost per demand-distance, and each customer is
choosing the nearest facility for service and a tie may be broken arbitrarily, then Ai must
from a Voronoi diagram, i.e.,
M∪
i=1
Ai = R2, (6.2a)
Ai ∩ Aj = ∅,∀i ̸= j, (6.2b)
where
Ai = {x ∈ R2 : |x− xi| ≤ |x− xj|,∀j ̸= i}, (6.3)
and Ai must be a convex polygon (Okabe et al., 1992; Du et al., 1999). Insightful theo-
retical properties have been found under this assumption. Newell (1973) pointed out that
the catchment regions of facilities should ideally have “round” shapes in order to minimize
outbound delivery costs. Gersho (1979) conjectured, and Newman (1982); Haimovich and
Magnanti (1988) later proved that under squared Euclidean and Euclidean distance met-
rics, regular hexagonal service regions are indeed optimal for outbound customer service.
However, this conclusion does not hold of inbound cost is also considered (Geoffrion, 1979;
Cachon, 2014). More recently, Carlsson and Jia (2015, 2013) proposed equilateral triangle
tessellation and Archimedean spiral partitions for cases with dominating inbound cost, in-
dicating that inbound vehicle routing significantly affects the optimal spatial configuration,
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making “round” service region shapes undesirable. Xie and Ouyang (2015) recently proved
optimal or near-optimum spatial layouts under not only Euclidean but also rectilinear met-
rics when inbound transportation cost is taken into consideration. Under Euclidean metric,
a very near-optimum shape (with a 0.3% gap) is a cyclic hexagon with two equal “long”
sides and four equal “short” sides. Under rectilinear metric, elongated hexagons with four
45◦ slant sides are exactly optimal.
In those traditional models, customer allocation to built facilities can often be determined
individually based on the smallest transportation cost (distance or time).In reality, however,
the decisions of customers (i.e., destination and routing) may be coupled to one another
due to traffic congestion near the facilities. Constructing new facilities or removing existing
facilities would significantly alter the congestion pattern due to high traffic volume near
the neighborhood of the facilities. As such, the route choice behaviors of these customers
should be modeled endogenously with the decisions on facility locations. On the other
hand, the spatial distribution of customers directly affects the decisions on facility locations.
Therefore, disregarding the congestion effect while selecting facility locations may not only
lead to unnecessary high transportation cost and low facility patronage, but also impose a
negative socioeconomic impact on the general public.
When congestion is present, the outbound transportation cost is no loner known a priori.
Consideration of optimal delivery route choice usually involves formulating a user equilibrium
(UE) conditions. To this end, Yang et al. (1994); Yang (1996) first formulated a user
equilibrium model for a continuous space, which was later extended to explicitly address
customers’ choices on facilities (Wong and Sun, 2001), trip origin locations (Ho and Wong,
2005), multiple customer classes (Ho et al., 2003), and system optimum (Ouyang et al.,
2015). The transportation cost per unit distance per unit demand near location x is isotopic
but depend on the local traffic, i.e., c(x, |{(x)|), where f(x) is continuously differentiable
vector field denoting the flux vector near x. A customer at x receives serves from facility
i along the best transportation path p(x) ⊆ Ai such that the outbound delivery cost is
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minimized; i.e., x ∈ Ai if xi ∈ p(x) and [i, p(x)] = argmini′,p′
∫
p′(x)
c(x′, |f(x′)|) dx′. These
self-interested customers will eventually form an equilibrium in the continuous space, the
outbound delivery cost at x would be ϕ(x) =
∫
p(x)
c(x, |f(x)|) dx,∀x ∈ Ai. According to
Yang and Wong (2000), the outbound delivery path choices and the transportation cost at
the equilibrium are described by the following nonlinear partial differential equations.










ϕ(x) = 0, ∀x ∈ ∂Bi,∀i ∈ M. (6.4c)
The service regions Ai would be determined by the optimal paths p(x), or the flux {(x).
Ouyang et al. (2015) showed that at equilibrium, the set of service regions Ai would still
from a Voronoi diagram (satisfying (6.2)) but the shape could be con-convex or even non-
polygonal. Therefore, under the assumption that the outbound delivery cost is determined
by UE, the constraints to the decision variables of (6.1) now changes to (6.4) and (6.2). Note
that traditional models can be treated as a special case where c(x, |f(x)|) ≡ κ regardless of
the local traffic.
Due to complexity, the PDEs (6.4) were solved by numerical methods, such as finite-
element method (Yang and Wong, 2000), which intrinsically cannot be extended to solve an
infinite homogeneous problem. However, if we restrict the congestion function c(x, |f(x)|) to
be linear with respect to the flux intensity, namely, c(x, |f(x)|) ∝ |f(x)|, analytical solutions
would be available while local congestion effect is still incorporated. Wang and Ouyang
(2017) developed analytical traffic equilibrium solutions for any simply connected domain,
which will be the main building block of this paper for solving the transshipment problem
with congestion effect.
Knowing the optimal shape of service regions would enable accurate estimation of in-
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bound and outbound costs, which significantly simplifies the modeling difficulties usually
associated with many design problems related to location and routing. Though the optimal
shape of service regions are well-studied in the context of direct “straight-line” visit, nothing
is yet known about the optimal design when congestion is incorporated. Findings on optimal
service region shapes for transshipment problem are not only theoretically interesting but
also practically significant because they likely open doors to a range of application domains
where congestion effect cannot be dismissed. This paper focuses on generalizing the trans-
shipment problem raised by Cachon (2014) into one that considers traffic congestion and
equilibrium in a continuous space. We aim at first providing a rigorous foundation on the op-
timal spatial layout of facilities incorporating induced customer traffic and congestion under
spatial equilibrium. To this end, we will present a new proposition that a regular hexagon
shape is optimal for facility service regions under congestion when inbound routing cost is
negligible. Then, we prove that the optimal shape will become non-convex and resemble
elongated hexagons in a more general sense when inbound transportation cost is significant.
Numerical experiments are implemented to verify the correctness of our analytical solution.
The theoretical results can be used as a building block to develop approximate solutions to
more general heterogeneous cases.
The remainder of the paper is organized as follows. Section 6.1 reformulated the model
such that the infinite-domain problem can be converted into a finite-domain problem and
the general solution is presented. Section 6.2 derives an analytical UE solution for the finite
domains with shapes not far from a circular disk, which is the fundamental of the results in
subsequent sections. Section 6.3 and 6.4 derives cost upper bound and lower bound when
inbound cost is negligible and non-negligible, respectively. Section 7.5 concludes this paper.
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6.1 General solution
The main challenge for solving the transshipment problem with congestion effect is the
evaluation of the cost function ϕ(x), i.e., the UE solution in an infinite homogeneous region.
Other parts except for ϕ(x) in the objective function (6.1) is straightforward. As mentioned
in the previous section, in this paper, we narrow our focus to a class of the transshipment
problem under UE where the congestion function is a linear function of flux intensity such
that analytical solutions are obtainable. In what follows, without losing generality, we
assume for the simplicity that
c(x, |f(x)|) = |f(x)| (6.5)
In this case (6.4b) becomes f(x) = −∇ϕ(x) and PDEs (6.4) are transformed into a linear
problem, which can be reformulated as follows,




ϕ(x) = 0, ∀x ∈ ∂Bi,∀i ∈ M. (6.6b)
where ∆ is the Laplace operator. This is a Poisson’s equation with Dirichlet boundary
condition. The following theorem ensures that the solution to (6.6) is unique.
Theorem 13 The solution to (6.6) is unique.
Proof. Suppose we have two different solutions ϕ1(x) and ϕ2(x) that satisfy (6.6). If we let
ψ(x) = ϕ1(x)− ϕ2(x) then ψ(x) will satisfy the following PDEs,




ψ(x) = 0, ∀x ∈ ∂Bi,∀i ∈ M. (6.7b)
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Consider the vector identity
∇ · (ψ(x)∇ψ(x)) = ψ(x)∆ψ(x) +∇ψ(x) · ∇ψ(x).






(ψ(x)∆ψ(x) +∇ψ(x) · ∇ψ(x)) dx
It follows from (6.7a) and (6.7b) that
∫
R2\∪Mi=1Bi
|∇ψ(x)|2 dx = 0
which implies that ∇ψ(x) ≡ 0. Hence (6.7b) yields ψ(x) ≡ 0, which means that ϕ1(x) =
ϕ2(x). This completes the proof. □
With the help of Theorem 13, we immediately have the following result.
Lemma 14 If there is a spatial partition {Si}1≤i≤M ,M → ∞ satisfying (6.2) and Bi ⊂ Si
such that within each Si, there is a ϕi(x) satisfying
∆ϕi(x) = −λ, ∀x ∈ Si \Bi, (6.8a)
ϕi(x) = 0, ∀x ∈ ∂Bi, (6.8b)
∂nϕ(x) = 0, ∀x ∈ ∂Si, (6.8c)
where ∂nϕ(x) := ∇ϕ(x) · nx and nx denotes the outward unit normal vector to the boundary
at x ∈ ∂Si. In addition, if
ϕi(x) = ϕj(x), ∀x ∈ Si ∩ Sj, i ̸= j. (6.9)
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ϕi(x) · 1x∈Ai . (6.10)
Proof. We need to show that ϕ(x) defined in (6.10) satisfies (6.6).
First, the boundary condition (6.6b) is satisfied due to (6.8b). And within each domain
Ai,∀i, it follows from (6.8a) that (6.6a) holds. So we only need to verify that (6.6a) holds
for the points on the boundaries of Ai,∀i.
Without losing generality, according to condition (6.2) we only need to show that (6.6a)
holds for x ∈ Γij = ∂Ai ∩ ∂Aj, i ̸= j. (6.9) implies that ϕ(x) in (6.10) is continuous
in the neighborhood for all x ∈ Γij. Moreover, it follows from (6.9) that ∇ϕi(x) · tx =
∇ϕj(x) · tx,∀x ∈ Γij, where tx denotes the unit tangent vector orthogonal to nx to the
boundary at x ∈ Γij. Together with (6.8c), it follows that ∇ϕi(x) = ∇ϕj(x),∀x ∈ Γij and
thus ∇ϕ(x) is continuous in the neighborhood for all x ∈ Γij. Finally, let the one-sided
Laplacian ∆+ϕ(x) = ∇+ · ∇ϕ(x) = ∆ϕi(x) and ∆−ϕ(x) = ∇− · ∇ϕ(x) = ∆ϕj(x). (6.8a)
implies that ∆+ϕ(x) = ∆−ϕ(x) = −λ, and thus ∆ϕ(x) exists and equals to −λ. This
completes the proof. □
Two aspects of Lemma 14 are worthing noting. First, if we regard ϕi(x) as the travel
cost from facility i to the customer located at x, then the travel costs from facility i and
j to the customers on the joint boundary of Si and Sj are equal. Moreover, the customer
flux across all the boundaries of Si,∀i vanishes, which indicates that the desired spatial
partition Si coincides with the service region Ai according to the definition. The second
noteworthy aspect is that Lemma 14 converts an infinite-domain problem into multiple finite-
domain problems within service regions Ai,∀i. When the problem is under homogeneous
settings, by symmetry we would have only a finite number of different domains up to a spatial
translation (or even one domain if the transshipment facilities follow a lattice configuration).
By the uniqueness of the solution to (6.6), the remaining tasks are finding a valid spatial
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partition and solving the PDEs (6.8), which significantly reduces the complexity of the
original problem. Hence, finding the optimal shape of the service region again becomes the
core challenge of the transshipment problem with congestion effect.
Regarding the fact that in the optimal solution, many (or all) service regions may manifest
similar or identical shapes, we can write the service regions as follows,
Ai = {xi + x : x ∈ Ωi,Ωi ∈ H} (6.11)
H = {Ω : (0, 0) ∈ Ω}. (6.12)
Next, we will derive the analytical UE solution for any service region Ai defined by (6.11).
Based on the results of Wang and Ouyang (2017), as r0 → 0, the analytical solution to








where ν = −1/ log r0; Ni(x, x′) is the Neumann function (Roach, 1982) defined over two
points x′, x ∈ Ai1; Ri(x, x′) is the regular (smooth) part of the Neumann function such that
Ni(x, x
′) can be written in the following form
Ni(x
′, x) = − 1
2π
log |x′ − x|+Ri(x′, x). (6.15)
It follows that the major task is to find the Neumann function Ni(x, x′) for Ai. Therefore,
we start by showing that the Neumann function is translational invariant.
1The Neumann function uniquely solves the following equations
−∆Ni(x, x′) = δ(x− x′)−
1
Ai
, x ∈ Ai, (6.14a)
∂nNi(x, x
′) = 0, x ∈ ∂Ai, (6.14b)∫
Ai
Ni(x, x
′) dx = 0. (6.14c)






dx = 0, and is unique as
∫
Ai N(x, x
′) dx = 0.
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Lemma 15 If N(x, x′) and R(x, x′) are the Neumann function and its regular part of region
Ω, respectively, then for any vector d ∈ R2, N ′(x, x′) = N(x − d, x′ − d) and R′(x, x′) =
R(x−d, x′−d) are the Neumann function and its regular part of region Ω′ = {x+d : x ∈ Ω},
respectively.
Proof. For any ξ, ξ′ ∈ Ω′, we have ξ − d, ξ′ − d ∈ Ω and thus
−∆N ′(ξ, ξ′) = −∆N(ξ − d, ξ′ − d) = δ(ξ − d− ξ′ + d)− 1
|Ω|
= δ(ξ − ξ′)− 1
|Ω′|
.
Similarly, for any η ∈ ∂Ω′, we have η − d ∈ ∂Ω and thus
∂nN




N ′(x, x′) dx =
∫
Ω′
N(x−d, x′−d) dx =
∫
Ω′
N(x−d, x′−d) d(x− d) =
∫
Ω
N(x, x′) dx = 0.
Therefore, N ′(x, x′) solves (6.14a)–(6.14c). Then according to (6.15), the regular part is




= N(x− d, x′ − d) + 1
2π
log |x− d− (x′ − d)| = R(x− d, x′ − d),
which completes the proof. □
The translational invariance allows us to only consider the UE solutions for any region
Ω ∈ H without losing generality. The following lemma shows the scaling invariance (up to
a constant) of Neumann functions, which would further shrink the problem space.
Lemma 16 If N(x, x′) and R(x, x′) are the Neumann function and its regular part of re-
gion Ω, respectively, then for any k > 0, k ∈ R, N ′(x, x′) = N(kx, kx′) and R′(x, x′) =
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R(kx, kx′) − 1
2π
log k are the Neumann function and its regular part of region Ω′ = {x/k :
x ∈ Ω}, respectively.
Proof. For any ξ, ξ′ ∈ Ω′, we have kξ, kξ′ ∈ Ω and thus
−∆N ′(ξ, ξ′) = −k2∆N(kξ, kξ′) = k2δ(kξ − kξ′)− k
2
|Ω|
= δ(ξ − ξ′)− 1
|Ω′|
.
Similarly, for any η ∈ ∂Ω′, we have kη ∈ ∂Ω and thus
∂nN




N ′(x, x′) dx =
∫
Ω′
N(kx, kx′) dx = k−2
∫
Ω′
N(kx, kx′) d(kx) = k−2
∫
Ω
N(x, x′) dx = 0.
Therefore, N ′(x, x′) solves (6.14a)–(6.14c). Then according to (6.15), the regular part is




= N(kx, kx′) +
1
2π
log |kx− kx′| − 1
2π
log k = R(kx, kx′)− 1
2π
log k,
which completes the proof. □
The scaling invariance indicates that we can further narrow down the problem space to a
subspace H̃ ⊂ H where H̃ = {Ω : Ω ∈ H, |Ω| = π}2, as stated in the following result.




















2We can fix the area of Ω to be any positive scalar. Here we set it to π only for simplicity in the derivation
of subsequent sections.
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: x ∈ Ωi} ∈ H̃,
respectively.
Finally, substituting (6.16) into the objective (6.1), and using (6.14c) gives the following
analytical form for the transshipment problem with congestion effect.
Proposition 18 The transshipment problem defined by (6.1) subject to (6.2) and user equi-































|xi+1 − xi|+ |x1 − xN |
)
(6.17)
s.t. (6.2), (6.9), (6.11), and (6.16).
In a nutshell, the general framework to solve the transshipment problem is: (i) find an
appropriate spatial partition {Ai} such that (6.2) is satisfied and the cost functions defined in
(6.16) satisfy (6.9); (ii) evaluate the objective function (6.17) given any transshipment facility
configuration via (i); (iii) find the optimal spatial layout of the transshipment facilities. The
next section will lay the foundation for step (i).
6.2 Closed-form solution: perturbed disk
To find an appropriate spatial partition {Ai} with corresponding ϕi(x) satisfying (6.2)
and (6.8), we have to explore all the possibilities of the translated and scaled Ω′i. Therefore,
the closed-form solution for Neumann function should be available for an arbitrarily shaped
region. In Wang and Ouyang (2017), a conformal-mapping based closed-form solution for
an arbitrarily shaped simply-connected region is presented. However, conformal mapping
can not maintain the normalization condition (6.14c), and hence cannot be applied in this
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paper to find the exact average cost analytically. In fact, the exact closed-form solution for
any region is yet to know and might not exist. However, fortunately, if we make a further
assumption that in the infinite homogeneous transshipment problem, the optimal service
regions will lie in a space where the shapes are not far from a circular disk, then we might
have some asymptotic closed-form solution.
In what follows, we will only consider the transshipment problem with service regions
that are near a circular disk. We parametrize the boundary of a region Ω ∈ H in polar
coordinates as follows,
Ω = {(ρ cos θ, ρ sin θ) : 0 ≤ ρ ≤ r(θ)}. (6.18)
Now if r(θ) is continuous and
r(θ) = 1 + ϵσ1(θ) + ϵ
2σ2(θ) +O(ϵ3), 0 < ϵ≪ 1, (6.19)
such that |Ω| = π, where σ1(θ) and σ2(θ) are given by
σ1(θ) = a0 +
∞∑
n=1






σ2(θ) = c0 +
∞∑
n=1






the region Ω is near a circular disk. Therefore, our problem space now restricts Ω′i ∈ H̃ for
all i lie in a subspace H̃p ⊂ H̃ where r(θ) satisfies (6.19). It follows that the optimal solution
found in H̃p is a local optimum but could also be the global optimum in H̃ since we believe
that the optimal solution in H̃ lies in H̃p. The following theorem gives the closed-form
Neumann function for any region Ω ∈ H̃p, which is the principle building block throughout
this paper.
Theorem 19 For any Ω ∈ H̃p, let x = (ρ cos θ, ρ sin θ) be a point in Ω, the Neumann
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function N(x, x′) with x′ = (0, 0) of Ω is
N(x, 0) = − 1
2π
log ρ+R(x, 0), (6.22a)










































































r(θ)r(t) log(2− 2 cos(θ − t)) dθdt+O(ϵ3), (6.22f)













The Cauchy principal value (P.V.) is taken in all of the integrals in (6.22a), (6.22e) and
(6.22g).

























(1 + ϵ2σ21(θ) + 2ϵσ1(θ) + 2ϵ
2σ2(θ) +O(ϵ3)) dθ













cosnθ cosmθ = πδmn,
∫ 2π
0
sinnθ sinmθ = πδmn, and
∫ 2π
0
cosnθ sinmθ = 0 for
all m,n ≥ 1, where δmn is the Kronecker delta. To be consistent with each order of ϵ, we









As such, we can rewrite r(θ) as
r(θ) = 1 + ϵ
∞∑
n=1





























· nx, ∀x ∈ ∂Ω. (6.23)
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 r′(θ) sin θ + r(θ) cos θ
−r′(θ) cos θ + r(θ) sin θ
 , ∀x ∈ ∂Ω,
x · nx =
r2(θ)√
(r′(θ))2 + r2(θ)
, ∀x ∈ ∂Ω,
where r′(θ) is the derivative of r(θ) with respect to θ. By writing r(θ) = 1+ϵσ1(θ)+ϵ2σ2(θ)+











Next, we introduce S(x, 0) by




Combing (6.23) and (6.25), we obtain that S(x, 0) satisfies
∆S(x, 0) = 0, ∀x ∈ Ω,






















+O(ϵ3), ∀x ∈ ∂Ω.
(6.26)
In deriving the boundary conditioon in (6.26) we used (6.24), |Ω| = π+O(ϵ3), and ∂n|x|2 =
2r(θ)(1 + (r′(θ))2/r2(θ))−1/2. The O(ϵ) term in the boundary condition for S in (6.26)







S2(x, 0) +O(ϵ3). (6.27)
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To have consistent order, we get
∂nS1 = ∂ρS1|ρ=1+ϵσ(θ) − ϵσ′(θ)∂θS1|ρ=1 +O(ϵ2), (6.28)
∂nS2 = ∂ρS2|ρ=1 +O(ϵ). (6.29)
From (6.26) and (6.27), we can first let S1 satisfy
∆S1(x, 0) = 0, ∀0 ≤ ρ ≤ 1, 0 ≤ θ ≤ 2π,
∂ρS1(x, 0)|ρ=1 = −σ1(θ), ρ = 1,
(6.30)
where x = (ρ cos(θ), ρ sin(θ)). The solution to (6.30) is written as
S1(x, 0) = A0 +
∞∑
n=1
ρn(An cosnθ +Bn sinnθ).
To determine the coefficients An and Bn we must use the boudnary condition in (6.30).
Simple calculus shows that An = −ann , Bn = −
bn
n
. So the solution to (6.30) is





(an cosnθ + nn sinnθ). (6.31)
Now according to (6.28), we have


























































(−an sin(nθ) + bn cos(nθ))
)
. (6.32)
Again, from (6.27), we have
ϵ2
π













Combine with (6.29), we obtain that S2 satisfies
∆S2(x, 0) = 0, ∀0 ≤ ρ ≤ 1, 0 ≤ θ ≤ 2π,
∂ρS2(x, 0)|ρ=1 = −
1
2














σ21(θ)− σ2(θ)− g(θ) =
∞∑
n=1

























Similar to the derivation of S1, using the boundary condition of S2 we obtain that





(Cn cos(nθ) +Dn sin(nθ)). (6.34)
Now, it follows from (6.15), (6.25) and (6.27) that, for x = (ρ cos θ, ρ sin θ) ∈ Ω,





































(Cn cos(nθ) +Dn sin(nθ)) + χ+O(ϵ3), (6.35)





C0 is a constant such that
∫
Ω
N(x, 0) dx = 0. To the value of χ, note










































































































































































Note that the results (6.32), (6.35) and (6.22d) are in frequency domain. The space domain























Finally, to show (6.22f), note that
r(θ)r(t) = 1 + ϵ(σ1(θ) + σ1(t)) + ϵ




























































σ1(θ)σ1(t) log(2− 2 cos(θ − t)) dθdt+O(ϵ3)




This completes the proof. □
Note that R(0, 0) = χ and an = bn = 0,∀n if and only if Ω′i is the unit disk, which gives the
following result.
Corollary 20 Unit disk is the unique minimizer for R(0, 0) for all Ω ∈ H̃p and hence a
local minimizer for all Ω ∈ H̃, where R(x, x′) is the regular part of the Neumann function
N(x, x′) of Ω.
Theorem 19 and its corollary 20 has many implications on solving the transshipment
problem. For example, (6.17) implies that when the service region size is fixed, the outbound
cost is only determined by the regular part R′i(0, 0) for domain Ω′i. Hence, we have the
following lemma.
Lemma 21 The circular shape is a local minimizer of the outbound cost under user equilib-
rium defined by (6.4) where the congestion function is a linear for any given size of service
regions.
It is worth noting that Ouyang and Daganzo (2006) showed that circular shape is the
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global minimizer of the outbound cost regardless of congestion effect, which leads to the
following conjectures.
Conjecture 22 Unit disk is the unique global minimizer for R(0, 0) for all Ω ∈ H̃.
Conjecture 23 The circular shape minimizes of the outbound cost under user equilibrium
defined by (6.4) for any given size of service regions.
In the subsequent sections, we will explore the optimal solution for the transshipment
problem under user equilibrium with or without inbound cost based on Theorem 19.
6.3 Spatial configuration with negligible inbound cost
In this section, we consider the transshipment problem involving only facility and out-
bound delivery costs when congestion effect exists. It is commonly known that regular
hexagon service regions are optimal on a Euclidean plane if congestion effect is negligible
(Haimovich and Magnanti, 1988). However, the existence of congestion makes the problem
extremely difficult and intractable. In fact, same problem arises in different contexts. For
example, in an oxygen transport problem in a two-dimensional domain, under certain as-
sumptions, the steady-state oxygen partial pressure distribution obeys the similar PDEs as
(6.4) but in a finite domain (Titcombe and Ward, 2000). This model represents a transverse
section of skeletal muscle tissue that receives oxygen from multiple capillaries. The locations
of the centers of capillary are chosen to maximize the average oxygen partial pressure, which
resembles the transshipment problem without inbound cost. When the number of capillaries
are extremely large, in the interior of the region, the optimal spatial configuration would
be close to the infinite homogeneous solution. Recently, Ward (2017) proposed an open
problem to determine whether the optimal arrangement of the centers of the capillaries have
a hexagonal lattice structure in the interior of the domain for large number of capillaries.
Similar problem also arises in crystal physics. Chen and Oshita (2007) showed that periodic
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hexagonal structures can minimize the energy of di-block copolymer melts. The mean field
potential follows the PDEs similar to (6.4) as well. This result implies that if we assume that
the spatial configuration of transshipment facilities are latticed, then optimal configuration
is the regular hexagonal lattice. This paper provides an alternative approach to solve this
type of problems by exploring the optimal shape of the spatial partition (or service region
in the context of transshipment problem). We will try to obtain a cost upper bound by
constructing a reasonable feasible solution. Then we will derive a cost lower bound based on
relaxation. Next, we show that the gap between these bounds is small and thus the proposed
feasible solution is near-optimum.
6.3.1 Upper bound
To construct an upper bound to (6.17), we will add some extra restrictions to the service
regions. By observing that the transshipment problem without inbound cost is entirely
homogeneous and symmetrical, it is reasonable to assume that all the service regions should
be identical and highly symmetric. The only possible solution under this restriction is the
regular tessellation, i.e., all the service regions are identical regular polygons. There are
only three possible regular tessellations: equilateral triangles, squares, or regular hexagons
(Okabe et al., 1992). By symmetry, it can be easily verified that the UE solution within
each service region satisfies (6.9) and thus those three tessellations are all feasible solutions.
Now we derive the exact expression for the upper bound. To start with, note that if the
scaled region Ω′i is a regular polygon with n sides, in polar coordinates, the r(θ) in (6.18)




















Expanding r(θ, n) as Fourier series and comparing with (6.20)–(6.21), we obtained by noting
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a0 = 0 that

































































It can be verified that ϵ2a0 ∼ O(n−4.3) and ϵak + ϵ2ck ∼ O(n−2.1). So ϵ ∼ O(n−2.1) ≪ 1
is valid for all n ≥ 3. As a consequence, regular polygonal regions lie in H̃p and thus the
outbound cost can be analytically obtained using Corollary 20, which gives the following
lemma.
Lemma 24 When inbound cost is negligible, if the service region Ai is a regular polygon
























r(θ, n)r(t, n) log(2− 2 cos(θ − t)) dθdt. (6.40)
and r(θ, n) is defined by (6.38).
Table 6.1 shows the accuracy of the approximated formula (6.39), where we compare the
values of R′i(0, 0) for regular polygonal service region Ai with number of sides n = 3, 4, . . . , 8
evaluated by (6.40) and finite element method (by solving the PDEs (6.8)), respectively.
The relative error is quite small (< 1%) and strictly decreasing as n increases, which agrees
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with the error term O(n−6.3).
Table 6.1: Comparison between approximated formula (6.40) and numerical method (finite-




by (6.40) Numerical R
′
i(0, 0) Abs. Err. n−6.3 Relative Err.
3 −0.110995 −0.110044 0.000951 0.000987 0.857%
4 −0.117877 −0.117746 0.000131 0.000161 0.111%
5 −0.118898 −0.118879 0.000019 0.000039 0.016%
6 −0.119182 −0.119178 0.000004 0.000013 0.003%
7 −0.119282 −0.119280 0.000002 0.000005 0.002%
8 −0.119325 −0.119324 0.000001 0.000002 < 0.001%




Ai = A (6.41)
Since all the service regions are identical, we have that Ai = A/M for all i. According to




















Standard algebra shows that h1(n) is monotonically decreasing when n ≥ 3 and limn→∞
h1(n) = 0. Based on this result, we have the following proposition which shows that z(M,A)
has a lower bound.









































where W (·) is the Lambert W function (Corless et al., 1996).
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Let A = A/M and then we have


























> 0, ∀x, f, λ > 0.























Solving (6.45) gives the desired result. □
The lower bound in Lemma 25 is achievable and feasible and hence optimal. This implies
that identical regular hexagonal partition is the cost minimizer among the class of regular
polygonal spatial partition we have considered. Hence, z⋆ub,1 is an upper bound, and might
be a tight upper bound.
6.3.2 Lower bound
Now we construct a cost lower bound by relaxing both (6.2) and (6.9), i.e., the indi-
vidual service regions Ai can take arbitrary shape, some of them might have overlapped
service regions, not form a spatial partition or have inconsistent outbound cost on the joint
boundaries. The lowest possible total cost among these (relaxed) solutions will definitely be
a cost lower bound.
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It follows from Lemma 21 that the circular service region minimizes the outbound cost
for any given size of service regions lie in H̃p, i.e., when the service regions are not greatly
deviates the circular shape, which is the domain of interest of this paper. Therefore, the
optimal cost is achieved when all M service regions take the shape of circular disks. Mathe-
matically, we have that for any service region Ai such that Ω′i ∈ H̃p, R′i(0, 0) ≥ − 38π . Thus,
using the same definition as (6.41), we obtain a preliminary lower bound of the average






















Next, the following lemma shows that the right hand side of (6.46), while subject to (6.41),

































i=1Ai = A, and equality holds only if Ai = A/M, ∀1 ≤ i ≤M .
Proof. Let















Thus the left hand side of (6.47) can be rewritten as
∑M























Note too that r0 ≪ |xi − xj| where xi, xj are locations of transshipment facilities and hence
r0 ≪
√
Ai/π, ∀i. Therefore, F (x) is strictly convex when x takes the values of Ai,∀i. By
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which gives the desired result. □
Finally, using the same derivations as (25), we get the following result.
Proposition 27 When inbound cost is negligible, if the optimal service regions are close to










































Finally, by comparing the lower bound z⋆lb,1 and the upper bound z⋆ub,1 presented in the
previous subsection, we find that the percentage cost gap remains quite small (< 0.1%) for
reasonable values of f, λ and r0, suggesting the following conjecture.
Conjecture 28 When inbound cost is negligible and service regions are all near circular,
regular hexagon is the optimal shape of facility service region under user equilibrium defined
by (6.4).
Moreover, Conjecture 23 implies that z⋆lb,1 could also be a general lower bound when service
regions could take any shape, which gives the following conjecture.
Conjecture 29 When inbound cost is negligible, regular hexagon is the optimal shape of
facility service region under user equilibrium defined by (6.4).
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6.4 Spatial configuration with non-negligible inbound
cost
In this section, we further take the inbound transportation cost into consideration. Sim-
ilar to the previous section, we will attempt to first obtain a cost upper bound via a rea-
sonable feasible solution. Then a cost lower bound based on relaxation and idealization is
developed. We will again show that the gap between these bounds is still very small, indi-
cating the proposed feasible solution is near-optimum. Note that those bounds are restricted
to the perturbed disk domain H̃p.
6.4.1 Upper bound
In Xie and Ouyang (2015), a cost upper bound with non-negligible inbound cost but
negligible congestion effect under Euclidean metric is constructed by letting the spatial par-
tition to be 6-sided symmetrical cyclic polygons (circumscribed by a circle, see Figure 6.1(a)
for an illustration). Under spatial partition, the transshipment facilities forms a symmetrical
latticed spatial configuration (see Figure 6.1(b)), where facilities are equally spaced along
two different directions −−−→O1O2,
−−−→
O1O3 and |O1O2| = |O2O3|. Without losing generality, we
assume that |O1O2| > |O1O3|, and thus the route of the inbound truck is selected to be the
line connecting the facilities with the shortest distance, i.e., infinite paralleled lines along
the direction of −−−→O1O3. Let l = |O1O3| and α = ∠O2O1O3, then the symmetrical lattice can





























Figure 6.1: Cost upper bound. (a) The symmetrical cyclic hexagonal service region without
congestion effect; (b) the corresponding symmetrical lattic configuration.
In this part we construct an upper bound using the latticed spatial configuration Σ(l, α).
However, we shall be careful that the spatial partition Ai is no longer cyclic polygons under
Σ(l, α) when congestion exists. To see this, suppose that the spatial partition is still the
cyclic polygons as shown in Figure 6.1(a). Consider a point x on the joint boundary Γij =
∂Ai ∩ ∂Aj, as shown in Figure 6.2(a). Let L be the line crossing xi and xj, then L is
perpendicular to Γij and x⋆ is the intersection point. Considering the UE solution ϕi and ϕj
to (6.8) within Ai and Aj, respectively, since the configuration is 180◦ rotational symmetrical
with respect to x⋆, we have ϕi(x) = ϕj(x̃), where x̃ is the symmetrical point of x on Γij with
respect to x⋆. Since the spatial configurations on two sides of L are not necessarily identical
(unless α = π
3
or Ai’s are identical regular hexagons), the congestion pattern will surely be
different and hence generally ϕj(x̃) ̸= ϕj(x), which implies that (6.9) is violated. Therefore,
cyclic polygon is not feasible. In light of this analysis, we have the following proposition
which gives the condition for the feasible spatial partition, and hence the unique UE solution





















Figure 6.2: Illustration of service region shape for symmetric lattice configuration under
traffic equilibrium: (a) invalid cyclic symmetric hexagonal region; (b) the correct shape of
service regions.
Proposition 30 If the spatial configuration of transshipment facilities is the symmetrical
lattice Σ(l, α) such that all the shape of service regions are not far from a circular disk, then
under user equilibrium defined by (6.6), the shape of all service regions are identical; i.e.,
for all i, Ai = 12 l
2 tanα,Ω′i = Ωub ∈ H̃p; and in polar coordinates, r(θ) (as defined in (6.18))














, ∀θ ∈ [π − β, π + β], (6.52b)














































r(θ) = r(π − θ), ∀θ ∈
[π
2
, π − β
]
, (6.52f)











, 2π − β
]
, (6.52h)
where β is determined by the equations above.
Proof. We will show that each set of service regions determined by (6.52) satisfy (6.2), i.e.,
form a Voronoi diagram, and the UE solutions ϕi(x),∀i within each service region Ai satisfy
(6.9).
The shape of Ωub is illustrated in Figure 6.2(b). Simple geometry shows that the identical
service regions form a Voronoi diagram by satisfying (6.52a)–(6.52d) and (6.52f)–(6.52h).
Moreover, since all the service regions are identical, we have that Ai = l · l2 cosα · sinα =
1
2
l2 tanα = A.
Now we show the consistency of UE cost on the joint boundaries. Note that Ωub ∈ H̃p,
the UE solution ϕ⋆(x) in Ωub is given by (6.16) with Neumann function given by (6.22a) and
(6.22b). Hence, on the boundary ∂Ωub, we have in the leading order of ϵ that
r(θ) = 1 + ϵσ1(θ)) +O(ϵ2),

















































































r(t) log(2− 2 cos(θ − t)) dt+ χ+O(ϵ2). (6.54)
Therefore, ϕ0(x) is a function of θ, and can be denoted as ϕ̃⋆(θ). Moreover, it follows from




r(t) log(2− 2 cos(θ1 − t)) dt = P.V.
∫ 2π
0
r(t) log(2− 2 cos(θ2 − t)) dt
implies that ϕ̃⋆(θ1) = ϕ̃⋆(θ2). Based on this property, we will show some symmetry of ϕ̃⋆.
The symmetry of Ωub yields that
r(θ) = r(π + θ) = r(π − θ), ∀θ ∈ [0, π]. (6.55)









r(t) log(2− 2 cos(π − θ − t)) dt+
∫ 2π
π−θ+ε






r(t) log(2− 2 cos(π − θ − t)) dt+
∫ π
π−θ+ε





r(t) log(2− 2 cos(π − θ − t)) dt,
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r(π − t′) log(2− 2 cos(θ − t′)) dt′ +
∫ θ−ε
0










r(t′) log(2− 2 cos(θ − t′)) dt′ +
∫ θ−ε
0









r(t) log(2− 2 cos(θ − t)) dt,
which implies that ϕ̃⋆(θ) = ϕ̃⋆(π− θ). Similar derivation shows that ϕ̃⋆(θ) = ϕ̃⋆(π+ θ),∀θ ∈
[0, π]. Furthermore, (6.52e) implies that ϕ̃⋆(θ) = ϕ̃⋆(θ̃),∀θ ∈ [β, π
2
]. Given these three
condition, it can be easily verify that (6.9) holds along each joint boundary Γij,∀i ̸= j.
Therefore, the UE solution within the region Ωub determined by (6.52) extends to a feasible
solution to the original PDEs (6.6). By Theorem 13, we conclude that the solution Ωub to
(6.52) is unique. □
Note that condition (6.52e) is derived based on the leading order expansion of the Neu-
mann function (6.22b) just for computational convenience. Condition based on second order
expansion can also be derived using the same method. Proposition 30 gives a closed form
equations to obtain the shape of service regions when the locations of facilities spatially
form a symmetrical lattice Σ(l, α), which might be a tight upper bound for the transship-
ment problem when inbound cost is non-negligible. Since Ωub is uniquely determined by α,
denote the regular part R0(0, 0) of Ωub as h2(α). Thus by (6.17), the average inbound and




















The following proposition shows that z(l, α) has a lower bound and can be achieved by some
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specific values of l and α.
Proposition 31 If the spatial configuration of transshipment facilities is the symmetrical
lattice Σ(l, α) such that all the shape of service regions are not far from a circular disk, the
optimal configuration Σ(l⋆, α⋆) is determined by the following equations








































































The first terms is positive by definition. The last term is positively proportional to the




hence z(l, α) is strictly convex with respect to l.






































Note that the magnitude of both h′2(α) and h′′2(α) are very small when Ωub ∈ H̃p relative to
the other terms. So similarly ∂2z
∂α2




] and hence z(l, α) is strictly convex













which is explicitly expressed by (6.57). □
In summary, the upper bound spatial configuration is Σ(l⋆, α⋆) with its corresponding
average inbound and outbound cost z(l⋆, α⋆) given by (6.56) and optimal service region shape
given by (6.52).
6.4.2 Lower bound
To construct a cost lower bound, we use the same settings as Xie and Ouyang (2015).
We consider the set of solutions that incur a fixed inbound total travel distance l and a fixed
number of facilities M that collectively serve the customers in an area of total size A. Similar
to Section 6.3.2, we relax constraints (6.2) and (6.9). Lemma 26 implies that the optimal
cost can be achieved when all M service regions are identical circular disks with radius
( A
πM
)1/2. Note that if the travel length l is greater than the total diameters of M identical
circles (each with size A/M), then the aforementioned solution is optimal. However, this case
would not be a decent cost lower bound as we can always shift the location of transshipment
facilities along the TSP tour to make them arbitrarily close to each other so as to vanish the
total length of the inbound truck, which will not reflect the effect of non-negligible inbound
cost. Therefore, we only relax (6.2a) and (6.9) instead; i.e., we assume that service regions
are non-overlapping. The lowest possible total inbound and outbound cost among these
(relaxed) solutions will surely be a tighter cost lower bound.
Now we consider the more general case when l ≤ 2(MA
π
)1/2. In case all transshipment
facilities are along a single TSP line, two adjacent service regions Ai and Ai+1 should be
separated by a boundary Γi,i+1, and each facility will only service the customers within the
nearest boundaries. Note that different with the congestion-free case, the boundary may not
be straight lines. But we argue that along Γi,i+1, the outbound delivery cost under UE of
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each service region should be identical to minimize the average outbound cost; i.e., (6.9) still
hold in this lower bound. Moreover, we have to determine the shape of the “free” boundaries;
i.e., Γi,free ⊂ Ai,Γi,free ∩ Γij = ∅,∀j ̸= i. The following proposition show the condition that
determines the shape of Γi,free.
Proposition 32 For the transshipment problem with (6.2a) relaxed, if the service regions
are not far from a circular disk, when the average outbound cost is minimized, the outbound
cost for any service region Ai is constant along Γi,free.
To prove this proposition, we need to show the following lemma first.
Lemma 33 For any region Ω ∈ H̃p, suppose that the boundary ∂Ω can be split into two
disjoint smooth parts, ∂Ω1 ∪ ∂Ω2 = ∂Ω, ∂Ω1 ∩ ∂Ω2 = ∅. If ∂Ω1 is fixed, to minimize the
average outbound cost in Ω, ∂Ω2 must be such that ϕ(x) = constant,∀x ∈ ∂Ω2.
Proof. Intuitively, if the travel cost ϕ(x) along ∂Ω2 is non-constant, we can always perturb
the boundary ∂Ω2 to trade some high cost customers for low cost ones, which would yield a
lower average outbound cost. Now we provide an analytical proof.
First, it follows from (6.16) and (6.22b) that the average outbound cost in Ω, in polar














r(θ)r(t) log(2− 2 cos(θ − t)) dθdt
)
+O(ϵ3). (6.60)
So to minimize the outbound cost, we need to find a continuous function r(θ) such that ϕ̄(r).










r(θ)2 dθ = π. (6.61)
Moreover, since ∂Ω1 is fixed, suppose that I1, I2 ⊂ [0, 2π] are two disjoint intervals corre-
sponding to ∂Ω1, ∂Ω2, respectively and thus I1 ∪ I2 = [0, 2π], I1 ∩ I2 = ∅, then we have the
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second constraint
r(θ) = rfix(θ), ∀θ ∈ I1, (6.62)
where rfix(θ) is a known fixed function. So the optimization problem is to minimize ϕ̄(r) in
(6.60) subject to (6.61) and (6.62). From variation principle, let δr be arbitrary functions
such that r + δr satisfies (6.61) and (6.62). To derive the first restriction to δr with respect
to (6.61), note that based on the property (6.19) of function r, we have
δr(θ) = ϵδσ1(θ) + ϵ
2δσ2(θ), ϵ≪ 1, (6.63)












(δσ2(θ) + σ1(θ)δσ1(θ)) dθ.
The consistency of each order of ϵ implies that
∫ 2π
0
δσ1(θ) dθ = 0,
∫ 2π
0
(δσ2(θ) + σ1(θ)δσ1(θ)) dθ = 0. (6.64)
Next, it follows directly from (6.62) that δr(θ) ≡ 0,∀θ ∈ I1, and thus
δσ1(θ) ≡ δσ2(θ) ≡ 0, ∀θ ∈ I1, (6.65)
and we have immediately that
∫
I2
δσ1(θ) dθ = 0,
∫
I2
(δσ2(θ) + σ1(θ)δσ1(θ)) dθ = 0. (6.66)
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Then we can easily show that















































σ1(t) · δσ1(θ) log(2− 2 cos(θ − t)) dθdt+O(ϵ3),








σ1(t) · δσ1(θ) log(2− 2 cos(θ − t)) dθdt+O(ϵ3). (6.67)








σ1(t) · δσ1(θ) log(2− 2 cos(θ − t)) dθdt+O(ϵ3) = 0 (6.68)
for any function δσ1 satisfying (6.64) and (6.65).
Now to derive the condition of the outbound cost along the boundary ∂Ω, note that
(6.54) implies that the Neumann function along the boundary, i.e., N(x, 0),∀x ∈ ∂Ω, or










σ1(t) log(2− 2 cos(θ − t)) dt+ χ+O(ϵ2), (6.69)
where we only write the leading order expansion for consistency of the order of ϵ. Thus the














σ1(t) log(2− 2 cos(θ − t)) dt
)
+O(ϵ2).






























Combing (6.64) and (6.65), we obtain the following condition for the outbound cost on the
boundary ∫
I2

















where ϕ̂′(t) = d
dt
ϕ̂(t). Now let Φ(t) =
∫ 2π
t
δσ1(θ) dθ, then Φ is smooth and Φ(0) = Φ(2π) = 0
because of (6.64). Moreover, any smooth Φ with values that coincide at 0 and 2π corresponds
to a zero average δσ1 (or specifically, δσ1t = − ddtΦ). Hence we have
∫
I2
ϕ̂′(t) ·Φ(t) dt = 0 for
any smooth Φ such that Φ(0) = Φ(2π) = 0. If ϕ̂′(t⋆) > 0 for some t⋆ ∈ I2, then by continuity
we can find a some interval I⋆ containing t⋆ such that ϕ̂′(t) > 1
2
ϕ̂′(t⋆),∀t ∈ I⋆. Then we can
construct a function Φ such that the support of Φ lies in I⋆ and
∫
I2









> 0, which is contradiction. Similar result holds if
ϕ̂′(t⋆) < 0 for some t⋆ ∈ I2. Hence, ϕ̂′(t) ≡ 0,∀t ∈ I2 and thus ϕ̂ is constant on I2. □
Now we are ready to prove Proposition 32.
Proof (of Proposition 32). According to (6.16), we know that the outbound cost for any
service region Ai only depends on the value of scaled and shifted Neumann function in
119
Ω′i ∈ H̃p if Ai is fixed. Suppose for the sake of contradiction that when the average outbound
cost is minimized but for facility i, the outbound cost along Γi,free is not constant. It follows
from Lemma 33 that we can reduce the average outbound cost in Ai by perturbing the free
boundary Γi,free towards the one such that outbound cost is constant without changing the
area of service region or other adjacent service regions (i.e., Ai and Γij for all Aj adjacent
to Ai being fixed). □
Proposition 32 makes it possible to easily find the “free” boundary as an outbound cost
minimizer; i.e., for any service region Ai, given the fixed joint boundaries Γi,fixed =
∪
j Γij
(we should not alter other service regions), find the Γ⋆i,free such that the outbound cost is
constant along Γ⋆i,free, or the Neumann function is constant along Γ⋆i,free, which may involve a
functional equation. We shall be careful, that this solution Γ⋆i,free may or may not be unique
if the area Ai is subject to change. However, the following lemma implies that the solution
Γ⋆i,free must be uniquely determined by Γi,fixed if ∂Ai is continuous.
Lemma 34 For any region Ω ∈ H̃p, suppose that the boundary ∂Ω is continuous and can
be split into two disjoint smooth parts, ∂Ω1∪∂Ω2 = ∂Ω, ∂Ω1∩∂Ω2 = ∅. If ∂Ω1 is fixed, then
the ∂Ω2 such that ϕ(x) = constant,∀x ∈ ∂Ω2 is unique.
Proof. In polar coordinates, the statement is equivalent to the follows. Suppose that I1∪I2 =
[0, 2π], I1 ∩ I1 = ∅, the r(θ) defined by (6.19) and satisfying (6.62) and
N̂(θ) = constant, ∀θ ∈ I2, (6.71)
is unique, where N̂(θ) is the value of Neumann function along the boundary (see (6.69) for
the leading order expression). To completely prove this equivalent statement, we need to
use the second order expansion of N̂(θ) with respect to ϵ, as shown below.






























































σ21(θ) + σ2(θ) + g(θ)
)























σ21(θ) + σ2(θ) + g(θ)
)
log(2− 2 cos(θ − t)) dt+ χ+O(ϵ3).
Now suppose we have two different solutions r1(θ) = 1+ϵσ11(θ)+ϵ2σ12(θ)+O(ϵ3) and r2(θ) =
1+ ϵσ21(θ) + ϵ
2σ22(θ) +O(ϵ3) that satisfy (6.62) and (6.71). If we let σ̂i(θ) = σi1(θ)− σi2(θ)
and gi(θ) = ddθ (σi1(θ)σ̃i1(θ)), i = 1, 2 (σ̃i1 is the Hilbert transform of σi1, see (6.22g)), then
σ̂1(θ), σ̂2(θ) satisfy the following equations
σ̂1(θ) ≡ 0, ∀θ ∈ I1, (6.72a)















(σ11(θ) + σ21(θ))σ̂1(θ) + g1(θ)− g2(θ)
)







σ̂2(θ) log(2− 2 cos(θ − t)) dt ≡ constant, ∀θ ∈ I2. (6.72d)











dt = ˜̂σ(θ) ≡ 0, ∀θ ∈ I2, (6.73)
which means that the Hilbert transform of σ̂1(θ) vanishes on I2. Krantz (2009) shows that
σ1(θ) + j˜̂σ(θ) (j = √−1) is the boundary value of a holomorphic function fh(z) in the
unit disk D = {z : |z| ≤ 1, z ∈ C}. Also, fh is continuous on the closed disk. Then
σ̂1(θ) = Re(fh(e
jθ)) and ˜̂σ1(θ) = Im(fh(ejθ)). It follows that Im(f 2h(ejθ)) = 2σ̂1(θ) · ˜̂σ1(θ) ≡
0,∀θ ∈ [0, 2π]; i.e., Im f 2h ≡ 0 on ∂D. Since fh is holomorphic and so is f 2h , thus Im f 2h is
harmonic in D. Same reasoning as the proof of Theorem 13 for showing ψ(x) ≡ 0 implies
that Im f 2h ≡ 0 on D. Hence f 2h takes purely real values on D, and consequently, by Cauchy-
Riemann’s equations, f 2h must be constant, which implies fh is constant in D. Finally, since
Re(fh(e
jθ)) = 0, ∀θ ∈ I1 and Im(fh(ejθ)) = 0,∀θ ∈ I2, we conclude that fh = 0 on ∂D, which
implies that σ̂1(θ) ≡ 0,∀θ ∈ [0, 2π]. As a result, we have that σ11(θ) = σ21(θ) and hence






σ̂2(θ) log(2− 2 cos(θ − t)) dt ≡ constant, ∀θ ∈ I2, (6.74)
which is same as (6.72c) and thus σ̂2(θ) ≡ 0,∀θ ∈ [0, 2π], which implies that σ12(θ) = σ22(θ).
This completes the proof. □
We now argue that the lowest cost (for any given l,M and A) will be achieved when
all M facilities are along a straight line so as to minimize the potential conflict among
the facilities’ customer sets. Similar to the reason in Xie and Ouyang (2015), if there is
an “elbow” facilities along the TSP tour, we can always reduce the outbound cost of the
facility by straightening the corner, which gives this facility the opportunity to serve more
nearby customers, while not affecting the outbound customers of other facilities. Moreover,
by straightening the corner, the service region turns to be more symmetrical, which would
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further reduce the congestion and hence decrease the outbound cost.
Next, we will argue that the optimal locations and service regions of the facilities should
form a centroidal Voronoi tessellation; i.e., the service regions are symmetric with respect to
TSP line and the lines perpendicular to the TSP line and passing the facilities. Otherwise,
by the same reason of Xie and Ouyang (2015) as well as that symmetric regions have less
congestion than asymmetric ones, we can always perturb the facility location to make the
service region symmetric and reduce the total outbound costs. Moreover, we can further
conclude that all service regions must be identical, and all facilities are evenly spaced along
the straight TSP line using the same argument as in Xie and Ouyang (2015). By symmetry,
the boundary lines between adjacent facilities should be straight and perpendicular to the
TSP line. This result, combing with Proposition 32 and Lemma 34, gives the following
proposition.
Proposition 35 For a given l,M and A that satisfy l ≤ 2(MA/π)1/2, the lowest system
cost under user equilibrium per unit demand is achieved when (i) the TSP tour is a straight
line along which all facilities lie evenly; (ii) the service regions of all facilities are identical;
i.e., for all i, Ai = A/M,Ω′i = Ωlb ∈ H̃p; and in polar coordinates, r(θ) (as defined in (6.18))













, ∀θ ∈ [π − α, π + α], (6.75c)∫ 2π
0
r2(θ) dθ = 2π, (6.75d)
where l′ = l/2 · (π/MA)1/2 and α is determined by the equations above.
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Proof. Here we only need to show that Ωlb is the unique solution to (6.75). Note that for
any given α, r(θ) is fixed for at interval I1 = [0, α] ∪ [π − α, π + α] ∪ [2π − α, 2π]. Then by
Lemma 34, r(θ) for the remaining part is uniquely determined by (6.75b) and thus the area




r2(θ) dθ, is uniquely determined by α and (6.75a)–(6.75c), denoted
as fA(α). It can be verified that fA(α) is monotonically increasing with α, and so together
with (6.75d), Ωlb is the uniquely determined. □
As stated in Proposition 35, we can express l′ as a function of α, i.e., l′ = h3(α). In
addition, since Ωlb is the uniquely determined by α, the regular part R0(0, 0) of Ωlb can be




















where l̄ = l/M . Note that (6.76) has the same form as (6.56) by replacing tanα with
π/(2h23(α)). It can be verified that h−23 (α)) is monotonically increasing for α ∈ [0, π/2] as
thus the lower bound spatical configuration is given by Proposition 35 with its corresponding
average inbound and outbound cost given by (6.76).
Finally, by comparing the lower bound as well as the upper bound presented in the
previous subsection, we find that the percentage cost gap is still quite small (<1%) for
reasonable values of f, λ and r0. Thus we propose the following conjecture.
Conjecture 36 When inbound cost is non-negligible, the layout described in Proposition 30
is optimal under user equilibrium defined by (6.4).
Moreover, inspired by the construction of the lower bound, we also have the following
conjecture.
Conjecture 37 When there is only one facility located in a region and part of the region
boundary is restricted, to minimize the average transportation cost under user equilibrium,
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the shape of free boundary should be such that the travel costs from the facility to all the
locations on the free boundary are identical.
6.5 Conclusion
In this paper, we investigated the optimal layout of transshipment facilities on an infinite
homogeneous plane considering the congestion effects. We proposed a general framework of
formulating and solving the user equilibrium problem in an infinite homogeneous plane
by transferring the infinite domain to a set of finite domains satisfying certain boundary
conditions. By narrowing down the possibilities of the shapes of the finite domains, we
contructed lower bound and upper bound for the optimal transshipment cost including both
inbound and outbound transportation cost. Due to the small gaps between the lower bound
and the upper bound, we proposed conjectures that the upper bounds are actually near-
optimal. Those are still open problems.
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Chapter 7
Reliable Facility location design under
congestion
While overcrowding on inadequate service facilities and lack of proper flow channelization
impose significant risks, the situation is further worsened if built facilities are also subject to
disruptions for an extended period of time. Such disruptions force the customers originally
assigned to the disrupted facilities to seek service from the other functioning alternatives
(albeit less convenient) or even completely give up the service, causing severe compromises
to overall system efficiency. There have been repeated media reports on such incidents; e.g.,
how the shut-down of a service facility (e.g., metro station in downtown London) caused
significant pedestrian traffic reallocation, overcrowding, and passenger “misery” at nearby
stations (Swinford et al., 2014).
Recent studies (e.g., Snyder and Daskin (2005)) showed that the traditional location
models, which did not consider the risk of service facility disruptions, are likely to yield
suboptimal designs that are vulnerable to even infrequent disruptions. It was found that
properly introduced robustness and redundancy in facility location design can effectively
help the system hedge against the impacts of possible disruptions (Cui et al., 2010). A
number of reliable facility location design models have been proposed to address this issue
for supply chains (Chen et al., 2011), sensor systems (Li and Ouyang, 2011, 2012; An et al.,
2017), and evacuation systems (An et al., 2013, 2015).
Most of these models handled facility reliability issues by evaluating the system per-
formance as the expected consequences of location-specific facility disruptions (Snyder and
Daskin, 2005; Cui et al., 2010). Snyder (2006) gave a comprehensive review of this stream
of research. Under probabilistic facility disruptions, the number of system disruption sce-
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narios, each of which is a unique combination of realized functioning states of the facilities,
is exponential. To get around this issue, the earliest reliable models assumed that facility
disruptions occur independently with equal probability and thus were able to evaluate each
individual facility’s performance separately in a polynomial time (Snyder and Daskin, 2005).
Later, Shen et al. (2011) and Cui et al. (2010) relaxed the assumption of equal probability
and provided various nonlinear mixed-integer model formulations and solution algorithms.
Recently, further efforts, either exactly or approximately, numerically or analytically, have
been made to address correlated facility disruptions from shared hazards and mutual inter-
actions among built facilities (Liberatore et al., 2011; Berman et al., 2013; Li et al., 2013b;
Xie et al., 2015, 2017).
When built facilities are also subject to disruptions, the negative impact of congestion
would be further magnified. As discussed, not only establishment, but also disruptions of
facilities may reshape the traffic congestion pattern. In fact, any reconfiguration of the
facilities will have an impact on the congestion in traffic. On the other hand, overcrowding
and severe traffic congestion may have impact on facility accessibility and in turn cause
disruption. For example, in some extreme cases, critical traffic links might be blocked due
to congestion and some related facilities would become unreachable, which can be regarded
as a failure, or disruption.
Despite intensive research efforts on many related problems in a variety of contexts,
there is a lack of fundamental understanding, as well as effective modeling methodologies,
on integrated service facility location design under induced congestion and probabilistic
service disruptions — especially when the problem is posed in a spatial continuum. In light
of this, this paper focuses on developing analytical methods to evaluate the expected system
performance with considerations of facility disruptions under a class of continuous traffic
equilibrium. We improve the analytical traffic equilibrium solution provided by Wang and
Ouyang (2017) from an implicit scheme to an explicit matrix-form expression. With the
help of the concise result, the expectation of the system performance measure is modeled
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and analytically solved. Although due to the congestion issue, we cannot decompose the
whole system into individual facilities as Snyder and Daskin (2005) and Li and Ouyang
(2010) when performing evaluation, we are still able to escape the complexity and difficulty
of involving an exponential number of scenarios through careful mathematical derivations
and proofs. Ultimately, our solution can be evaluated in polynomial time for heterogeneous
independent disruptions and in constant time for homogeneous independent cases; this brings
in significant computation advantages over the scenario-based enumeration. These analytical
results can be easily integrated into optimization models; e.g., for planning reliable service
facilities to serve spatially distributed customers.
7.1 Problem description
We consider facility location design in a bounded and simply connected two-dimensional
service region S ⊆ R2. Building a facility at location x ∈ S incurs a fixed opening cost g(x),
and the total budget for facility constructions is denoted as B. The decisions then include
the number of built facilities M , as well as their locations x := {x1, x2, · · · , xM} ⊆ S. A
facility located at xi ∈ S occupies an infinitesimal interior circular area Bi = {x | |x− xi| ≤
r0} ⊂ S, 0 < r0 ≪
√
|S|, and these small facility areas are mutually non-overlapping.
A built facility at location xi operates independently, but is subject to a site-dependent
disruption probability qi, where 0 ≤ qi ≪ 1. We assume that any occurred disruption
persists a sufficiently long time and we ignore any transient adjustment periods that may
exist inbetween scenarios. As each facility is either operating or disrupted at a certain
time, we define each realization of functioning states of all the built facilities as a disruption
scenario. There are an exponential number 2M of possible scenarios, which is denoted by
set Ω. We let parameter δωi = 1 if facility i is functioning in scenario ω, or 0 otherwise. The
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i ,∀ω ∈ Ω.
The facilities are built to serve continuously distributed customers, which are described by
a finite demand density function λ(x), x ∈ S. In a particular scenario ω, let Ωω ⊆ {1, · · · ,M}
be the set of functioning facilities. Suppose facility i ∈ Ωω will serve a subregion Aωi ⊂ S in
this scenario, i.e., customers within Aωi would travel to facility i for service. The travel cost
per unit distance per unit demand at location x ∈ S is isotopic but dependent on the local
traffic, i.e., c(x, |fω(x)|), where fω(x) is a continuously differentiable vector field denoting
the flux vector at x in scenario ω. There is also a service charge per unit demand at facility





Suppose that customers are rational in the sense that they, in any given scenario ω, make
route choice to minimize their generalized cost (i.e., sum of travel cost and the service fee).
Mathematically, a customer located at x chooses to patronize facility iω along the optimal
travel path pω(x) such that the generalized cost is minimized; i.e., x ∈ Aωi if xiω ∈ pω(x)
and [iω, pω(x)] = argmini′,p′
∫
p′(x)
c(x′, fω(x′)) dx′ + Ci′(Q
ω
i′). Eventually those customers
may collectively form user equilibrium in the continuous region, such that all customers
located at x are subject to identical generalized cost, denoted by a scarlar function ϕω(x) =∫
pω(x)
c(x′, fω(x′)) dx′ + Ci(Q
ω
i ),∀x ∈ Aωi 1.
If all facilities become disrupted, the customers have to give up its service and the
associated demand is not satisfied. we therefore add an “emergency” facility that has fixed
cost fM = 0 and failure probability qM = 0, to capture all customer demands that are not
1By properly choosing the travel cost function c(·), other types of traffic equilibrium could be addressed,
such as system optimum. See Ouyang et al. (2015) for more detailed discussion.
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satisfied. In this model, in particular, we always include the emergency facility in facility set
I = {1, 2, · · · ,M} and index it by M (all regular facilities are indexed by 1, 2, · · · ,M − 1).
Note that the penalty of patronizing the emergency facility is extremely high (by setting a
high value for CM(Q)), thus customers would always go to a surviving facility if any.
Following Yang and Wong (2000), the traffic equilibrium under scenario ω can be de-
scribed by the following two-dimensional first-order PDEs:




= −∇ϕω(x), x ∈ S \ ∪i∈WωBi, (7.1b)
fω(x) · nx = 0, x ∈ ∂S, (7.1c)
ϕω(x) = Ci(Q
ω
i ), x ∈ ∂Bi, i ∈ W ω, (7.1d)∫
∂Bi
fω(x) · nx dx+Qωi = 0, i ∈ W ω, (7.1e)
where ∇· is the divergence operator; ∇ is the gradient operator; ∂S and ∂Bi denote the
boundaries of S and Bi respectively; nx is the outward unit normal vector to the boundary
at x ∈ ∂S or x ∈ ∂Bi. Equations (7.1a) and (7.1e) stem from flux conservation laws
at different locations of the region; (7.1b) ensures that the customers would choose their
optimal paths; Boundary condition (7.1c) guarantees no crossing traffic at the boundary of
the region, and (7.1d) set the boundary values of ϕω(x).
Perhaps the most straightforward formulation would be tjhe one that seeks the optimal
facility locations so as to minimize the expected total cost for all customers across all possible
scenarios, i.e., we call the following median-type optimization problem the continuous-space


















g(xi) ≤ B, (7.2b)
where (7.2b) is the budget constraint that imposes an upper bound on the total investment
for facility opening.
Therefore, by considering both the continuous traffic equilibrium and facility disruption
risks, the objective of the facility location problem is to seek the optimal location decisions x
corresponding to the best expected system performance across all disruption scenarios. The
customers’ behaviors follow the continuous traffic equilibrium described by (7.1) in each
disruption scenario.
7.2 Stochastic traffic equilibrium
The problem of interest is extremely difficult. The stochasticity associated with facility
disruptions (i.e., the exponential number of scenarios) adds a huge layer of complexity to
location decisions, while each scenario involves a set of partial differential equations. The
analytical solution to the PDE (7.1) in the simplest scenario where all built facilities are
functioning is given by Proposition 9. In this section, we will generalize it to an arbitrary
scenario and discuss how to solve the stochastic traffic equilibrium problem.
Given M built facilities, when they are subject to probabilistic disruptions, in each
disruption scenario ω ∈ Ω, only facilities in set Ωω are functioning. We denote the state
of a facility i by a Bernoulli random variable Zi, where Zi = 1 if facility i is functioning,
and 0 otherwise. Since the emergency facility is always functioning, we can treat ZM as the
output of a Bernoulli trial with success probability 1 − qM = 1. With this generalization,
each disruption scenario (i.e., realization of system state) can be specified by Z := {Zi},
and the corresponding set of operating facilities is {i : Zi = 1}. So following Proposition 9,
the average travel cost per unit demand is given as the following (7.3), with M , σci, τci, and
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(B)ij in (4.40) replaced with
∑M
























To calculate the stochastic generalized cost ϕ, we evaluate (7.3) across all possible dis-



























































Given (7.5), to calculate the value of E(ϕ), the most straightforward approach is to
evaluate the expectation terms across all possible system state scenarios {Z}, which is obvi-
ously of exponential size and thus incurs excessive computational difficulty.2 Observing that
2In the reliable facility location literature, to avoid such difficulty of enumerating an exponential num-
ber of scenarios, the concept of “backup assignments” and the resulting level-based strategy are devel-
oped and frequently used (Snyder and Daskin, 2005; Cui et al., 2010), which is beneficial by decomposing
the whole facility system into each individual one and enabling each individual facility’s performance to
be evaluated independently in a polynomial time. However, with our additional consideration of traf-
fic congestion/equilibrium, the system wide performance is no longer decomposable, as revealed by terms
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∑M
i=1 Zi appears multiple times in the evaluation formula (7.5), we investigate its mathemati-
cal property. Given Zi’s as the outputs of a series of independent (with possibly non-identical
probabilities) Bernoulli trials, it is known that
∑M
i=1 Zi complies with Poisson binomial dis-
















where I = {1, 2, . . . ,M}. Again, directly evaluating this formula poses the necessity of
enumerating all the subsets of I, which would take O(M2M) time. Fortunately, Fernández















[(1− qj)Cn + qj], C = e2iπ/(N+1), (7.6)
which enables the mass function to be efficiently computed in a low-order polynomial time.
Specifically, (7.6) can be evaluated in O(M2) time or in O(M logM) time if applying fast
Fourier transform algorithms.
With this formula (7.6) expressing the probability mass function, we evaluate (7.5) term
by term and then combine everything, which efficiently simplifies the expectation (7.5) as
stated in the following Proposition 38.
Proposition 38 (Stochastic expected average cost) When condition (4.2) holds, the
service charge is linear, i.e., Ci(Qi) = σci + τciQi, for r0 → 0, and each facility j fails
















1≤i,j≤M ZiZj(B)ij in (7.5), and therefore the level-based decomposition scheme






































((1− qi)Cn + qi), (7.7b)
with (B)ij and C defined as before.
Proof. We evaluate E[ϕ] in (7.5) term by term.








































((1− qj)Cn + qj).





































































































((1− qj)Cn + qj).
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((1− qk)Cn + qk).
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Combine everything, we have (7.7a). □
The second, third, and last term of (7.7a) can be evaluated in O(M2), O(M3), and
O(M4) time, respectively, implying that E(ϕ) can be evaluated in O(M4) time.
The significant superiority of our methodology over the scenario-based evaluation ap-
proach (which takes exponential time) reveals some important insights. As per Cui et al.
(2010), the expected transportation costs regardless of congestion can be obtained efficiently
using level-based strategy given a set of candidate locations, while the worse case complexity
of their algorithm is still exponential due to the intrinsic NP-hardness of the proposed MIP
problem. However, Proposition 38 implies that the evaluation of expected average trans-
portation costs regarding congestion only takes polynomial time. This counter-intuitive
result stems from Proposition 9. Courtesy of linear PDEs, with the existence of congestion,
the average costs given a set of facility locations is decoupled with respect to each pair of
facilities (note Bij only relates to locations xi and xj). On the contrary, without congestion,
locations of multiple facilities couple with one another and contribute to the average costs as
a whole, thereby necessitating the enumeration of all the scenarios for the expected average
costs evaluation.
Lastly, we consider a special case where all facilities have the equal disruption probability,
i.e., qj = q, ∀j ∈ J . This assumption simplifies formulation (7.7a) and improves solution
efficiency considerably, i.e., enables the expected average cost to be evaluated in constant
time:
Corollary 39 (Uniform disruption probability) When all facilities fail with equal prob-
ability q, the expected average cost per unit demand E(ϕ) can be evaluated in constant time
using the following simplified formula
E(ϕ̄) ∼ σ̄ q














m(q − 1)(2B0 −B1 +B2) 3F2
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+q(q−m(B0(m(q − 1) + 3)−B1)− 3B0 +B1)
)
, (7.8)



















((B)iM + (B)Mi + (B)ii + τci)
B2 = (B)MM + τcM






















































































We can evaluate E(ϕ̄) term by term.
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− q(q−M − 1)
)
Note that m starts from 1 since when m < 1 the conditional expectation is 0. Note





i=1 Zi = m
]























































































































∣∣∣∣∣Zi = 1, Zj = 1
)














































2M(q − 1) 3F2
(
1, 1, 1−M ; 2, 2; q − 1
q
)
+ q(q−M(M(q − 1) + 3)− 3)
)
Note that m starts from 2 as when m < 2 the conditional expectation is 0.
Combine everything, we have (7.8). □
7.3 Optimization Approach
Now, we are ready to discuss ways to solve the facility location model (CRFL) under
both facility disruptions and traffic equilibrium.
If the candidate facility locations are described by an infinite set in a continuous space,
i.e., any location in the space can be selected to build facilities, the decisions of the CRFL
problem include the number of built facilities M as well as their locations x := {x1, x2, · · · ,
xM} ⊆ Ω. Conditional on the number of facilitiesM , the CRFL problem becomes a nonlinear
optimization problem with respect to x and thus can be solved using a nonlinear solver to
obtain the corresponding optimal values of x. This often involves taking partial differentials
of the facility coordinates and search for stationary points in the solution space. Since global
optimality is not guaranteed for the nonlinear optimization problem, we use multiple starting
points x0. To determine the best number of facilities M , a bi-sectional search method can be
adopted, given the fact that the optimal objective value of CRFL is strictly non-increasing
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with respect to the value of M .
7.3.1 Discrete candidate locations
If, alternatively, only a finite set of discrete candidate locations I is given for building
facilities, then we can no longer use a nonlinear solver to tackle the CRFL problem. The
decision variables now include a set of binary variables X := {Xi,∀i ∈ I}, with Xi = 1
indicating a facility is open at location i ∈ I and Xi = 0 otherwise. The customer demand
allocation and route choice behaviors are still governed by the UE conditions (3.1) as well
as the following condition (Ouyang et al., 2015):
∪
i∈I
Ai = Ω, Ai
∩
Aj = ∅, ∀i ̸= j ∈ I. (7.9)
The mixed-integer model formulation can be expressed as the following discrete-candidate
reliable facility location (DRFL) program:





















g(xi)Xi ≤ B, (7.10b)
E[Qi] ≤MiXi, ∀i ∈ I, (7.10c)
Xi ∈ {0, 1}, ∀i ∈ I, (7.10d)
f(x), ϕ(x), Qi,Ai satisfy (3.1) and (7.9), ∀x ∈ Ω, ∀i ∈ I.
The budget constraint (7.10b) is analogous to (7.2b), constraints (7.10c) enforce that cus-




q(x)dx. Constraints (7.10d) are integrity constraints.
This mixed-integer non-linear program (DRFL) is extremely complicate and intractable.
However, by virtue of Proposition 38, we can rewrite the (DRFL) in a approximated but
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explicit form where the only decision variables are {Xi}.








































((1− qi)Cn + qi)((1− qj)Cn + qj)
(7.11a)




(((1− qi)Cn + qi − 1)Xi + 1). (7.11b)
7.3.2 Heuristic approach
The mixed-integer non-linear program (DRFL2) could be potentially solved by commer-
cial solvers such as CPLEX. However, the computational burden is extremely heavy when
the network size is relatively large: it takes a huge amount of computation time for the
solvers to even obtain a feasible solution (usually with a quite poor quality). In light of this
challenge, in this section, we develop a customized heuristic algorithm to obtain solutions in
a reasonable amount of time. The algorithm contains two parts: (i) a constructive heuristic
to obtain an initial solution, and (ii) a neighborhood search heuristic to improve the solution.
We propose a constructive heuristic to obtain an initial solution. We first define the
deterministic version (facilities are always functioning once built) of (DRFL) as (5.11). As
we stated in Section 6, we are able to simplify it to a linear program and solve it efficiently.
The solution obtained by the constructive heuristic does not consider the possible failures
of facilities. To incorporate the reliability issue into the problem, we develop a neighborhood
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search heuristic. In the solution space, a neighborhood of a solution is defined as another so-
lution with a slicing rectangular sub-network redesigned, i.e., the location and flow decisions
associated with the slicing sub-network are reassigned to yield new solutions while decisions
of all other locations remain the same.
Specifically, given the candidate location set I and decisions {Xi}i∈I , {Qi}i∈I , if the
decisions within a rectangular sub-network Ichanged ⊂ I are to be redetermined, we let
Iunchanged = I\Ichanged, fix the variables Xi, Qi,∀i ∈ Iunchanged, and solve DRFL again to
re-optimize the network.
However, solving the DRFL for each sub-network Ichanged is still not easy. To tackle this
challenge, we select the sub-network to be with relatively small size, i.e., a square with length
3. Then we enumerate all possible decisions for the selected sub-network, and choose the
best one which is obviously the optimal solution for the desired DRFL.
After obtaining the new optimal solution to DRFL, if it is feasible and yields an improve-
ment to the objective, it will be accepted and the decision solution will be updated. Then
the set of possible neighborhood moves is updated and the neighborhood search process
starts again. The searching procedure continues until some stopping criteria are met, or if
all possible neighborhood moves have been enumerated without yielding any improvements.
The above algorithm re-designs a small 3 × 3 sub-network at a time. In general, any
sub-network can be redesigned in one search move. Since the decisions in each sub-network
is interrelated with decisions in the other parts, one such move may lead to a better solution
or help avoid a local optimum. However, in so doing, the corresponding DRFL in each move
takes a longer time to solve. So we should carefully take into account the tradeoff between
the improvement of solution quality and the computation time in each move.
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7.4 Numerical examples
In this section, we present two numerical examples to illustrate the proposed solution
framework. The first example is similar to the one in Ouyang et al. (2015), where the
optimal location of multiple facilities are sought in a unit square Ω = [0, 1] × [0, 1]. At
location x, with coordinates (x(1), x(2)), the demand density varies along the x(1)-axis; i.e.,




). The facility opening cost varies along the x(2)-axis, i.e., g(x) =




), and the facility service fee follows Ci(Q) = 1+ τcQ, i = 1, 2, . . . ,M − 1,
CM(Q) = 10 + τcQ (high penalty for the emergency facility). The probability distribution




), and P(xj = 1) = 1− qj = p(xj), qM = 0. Parameters
τq, τg, τp ∈ [−1, 1] control the heterogeneity of q(x), g(x) and p(x) over Ω, respectively. Fol-
lowing Ouyang et al. (2015), we select q̄ = 100, ḡ = 1, p̄ = 0.5, τq = τg = 0.8, τc = 0.01, τp =
0.5, B = 8 and the radius of facilities is r0 = 0.01. The transportation cost function is
c(x, |f(x)|) = |f(x)|. As such, other related parameters can be expressed as follows:












Using a nonlinear solver in MATLAB, the optimal location of facilities is obtained from
solving (7.2) within 6 minutes (see Figure 7.1a). As a comparison, the deterministic counter-
part is also solved, which takes 45 seconds (see Figure 7.1b). All computation experiments
are implemented in a personal computer with 3.6 GHz CPU and 8G memory.
It can be observed that in the deterministic optimization, facilities are built more on the
top-left corner. This result agrees with our intuition as the opening cost is lower at the top
part and demand density is higher at the left part. In the stochastic version, however, the
facilities at the top left corner have a higher probability to be disrupted. As a consequence,
the optimal facility locations are shifted towards the opposite direction. From the quantita-
tive perspective, the minimum expect average cost in the stochastic case is higher than the
minimum deterministic average cost, whilst lower than the corresponding expected value
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Figure 7.1: Optimal locations of facilities in unit square with heterogeneous demand, opening
cost and failure probabilities. (a) Optimal solution to the stochastic case. Minimum expected
average cost: 20.76. (b) Optimal solution to the corresponding deterministic case. Minimum
average cost: 5.62. Minimum expected average cost under the same disruption settings:
25.33.
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under disruption risks, which makes perfect sense. Regarding the computational perfor-
mance, the computation time for the stochastic version is only about 8 times slower than its
deterministic counterpart. The fact implies that the proposed formula is very efficient since
enumerating all the scenarios and call the deterministic formula every time would consume
at least 1000 times slower.
The second example is the same as the one in Wang and Ouyang (2017), where the
service region is irregular, non-convex, and bounded service region as shown in Figure 7.2.








− sin3(θ)− 2 sin2(θ) + 2 cos2(θ)− 9 cos(θ) + 3 sin(θ) cos2(θ)
)
, 0 ≤ θ < 2π. (7.12)
The non-convex shape of Ω could be seen as an asymmetric twin city area. The Neumann
function of Ω is obtained by means of the conformal mapping scheme proposed by Wang
and Ouyang (2017), where the conformal map that transforms Ω into a unit disk D is:























































Figure 7.2: Region Ω (left) and unit disk D (right) based on mapping function (7.13)
The optimal locations of facilities are sough in Ω to minimized the expected average
cost per unit demand under disruption risk. We assume homogeneous demand, i.e., q(x) ≡
q̄, and heterogeneous opening cost varying with the distance to the origin (0, 0), namely,
g(x) = ḡ(1 + τg cos(π|f(x)|)). Same as the first example, facility service fee follows Ci(Q) =
1 + τcQ, i = 1, 2, . . . ,M − 1, CM(Q) = 10 + τcQ. The probability distribution is p(x) =
p̄(1 + τp cos(π|f(x)|)). We choose q̄ = ḡ = 1, p̄ = 0.5, τg = 0.8, τc = 0.01, τp = 0.5,B = 4 and
r0 = 0.3, and then solve (7.2) using a nonlinear solver. The optimal solution is obtained
in 70 minutes as shown in Figure 7.3a. The result of the deterministic sibling is obtained
in 59 minutes as shown in Figure 7.3b. As expected, without disruption risks, facilities are
distributed near the boundary of the region, where facility construction cost relatively low
and traffic flux is less likely to concentrate. When facilities are subject to disruption, since
the facilities near the urban fringe have a higher probability to fail, optimal locations are
slightly aggregated towards the central of the region. As explained in Wang and Ouyang
(2017), the computation burden is heavier than the unit square case due to extra numerical
efforts to normalize the Neumann function. As a consequence, the time complexity for
evaluating matrix B dominates the whole algorithm, and thus the computation time of the












Figure 7.3: Optimal locations of facilities in an irregular Ω with homogeneous demand,
heterogeneous opening cost and failure probabilities. (a) Optimal solution to the stochastic
case. Minimum expected average cost: 42.92. (b) Optimal solution to the corresponding
deterministic case. Minimum average cost: 10.02. Minimum expected average cost under
the same disruption settings: 46.25.
7.5 Conclusion
This paper proposes a methodology framework to incorporate both facility disruptions
and traffic equilibrium into facility location planning. With consideration of facility disrup-
tions, the system performance is measured as the expected consequences of site-dependent
probabilistic facility disruptions. Then by improving the traffic equilibrium solution provided
in Wang and Ouyang (2017) from an implicit scheme to an explicit matrix-form expression,
we develop analytical models and solutions for evaluating the expected system performance
(under disruptions) with traffic congestion. To deal with the computational complexity as-
sociated with calculating across an exponential size of facility state realizations/scenarios,
mathematical derivations and proofs are carefully developed, and the ultimate solution can
be given in polynomial time for heterogeneous disruptions and in constant time for homo-
geneous cases. Finally, we integrate the analytical approach into an optimization model for
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reliable facility location design. In addition, two numerical examples, one on a unit square
and the other on an irregular service region, are also conducted to illustrate and demonstrate





This Ph.D research focuses on facility and infrastructure planning problems under con-
tinuous traffic equilibrium. We first reviewed the continuous traffic equilibrium model and
reformulated it in a consistent and reasonable form. Then showed some basic properties
of the continuous traffic equilibrium, which lays the foundation of the subsequent solution
approaches. We developed a continuum approximation approach and an analytical approach
to obtain the closed-form UE solution in a continuous space. The first approach, following
the continuum approximation scheme, builds upon the special case of an infinite homoge-
neous plane where traffic equilibrium can be described by an ordinary differential equation.
The solution to this homogeneous case, sometimes in a closed form, is then used to de-
velop approximate solutions to more general cases (e.g., those in a heterogeneous space).
This model provides a computationally efficient way to obtain managerial insights and near-
optimal solutions, especially for large problem instances. The second approach enables us
to obtain analytical solutions to a class of continuous traffic equilibrium problems. We show
that under certain conditions, the traffic flux at equilibrium, which is governed by a set of
partial differential equations, can be decomposed with respect to each facility and solved
analytically. This finding paves the foundation for an efficient solution scheme. Closed-form
solution to the equilibrium problem can be obtained readily when the service region has a
certain regular shape, or through an additional conformal mapping if the service region has
an arbitrary shape. These results also shed light on some interesting properties of traffic
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equilibrium in a continuous space.
Based on the approximated or exact analytical UE solutions, we developed optimiza-
tion models for facility and infrastructure design. Using the CA approach, we analyzed the
median-type facility location problem that explicitly addresses customer traffic congestion
and spatial equilibrium in a continuous space. The method provides managerial insights
and serves as a valuable tool for analysis. It can also be used as an efficient heuristic to find
near-optimal solutions, especially for large problem instances. We also discussed how service
facility locations can be easily optimized by incorporating analytical formulas for the total
generalized cost of spatially distributed customers under congestion. Same methods can also
applied to solve the infrastructure design problem where the shape of the infrastructures are
decision variables. Moreover, by investigating the general properties of the spatial configu-
ration of facilities in an infinite homogeneous plane, we further developed a framework for
solving the transshipment problem where the location of facility are determined to minimize
both outbound delivery cost as well as inbound transportation cost. Finally, by virtue of
the decomposition property of the UE solution, we incorporated the disruption risks into
the facility location model and found efficient algorithm to solve the stochastic optimization
problem.
8.2 Future Research Opportunities
Future research can be conducted in a few directions. In this Ph.D. research, the analyt-
ical solution is developed based on the assumption that congested travel cost is proportional
to the flux intensity, while real transportation systems, this linear assumption may not be
reflecting the practical relationship between flux and the travel cost. However, analytical
solution may not exist when nonlinearities are introduced to the PDEs. But instead of using
numerical methods (e.g., finite-element method) which are computationally heavy, it would
be promising to develop an efficient iterative solution approach using the analytical results
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in the linear model as building blocks.
In the direction of infrastructure design, the case study in Section 3.3 shows a naïve
optimization regarding the one-dimensional location of a single barrier. However, a compli-
cated optimization based framework could be developed by incorporating more complicated
infrastructures. Additionally, it is possible to create a unified modeling approach for inte-
grated design of service facilities and supporting infrastructures. In addition to using binary
variables {Xj} to indicate service facility location decisions (e.g., for exits and stairways in
the above examples), we consider a set of candidate supporting infrastructure options K and
define binary variables {zk,∀k ∈ K} such that zk = 1 if infrastructure option k is chosen;
or 0 otherwise. Furthermore, additional types of infrastructures will be incorporated in this
study, such as directed channel (e.g., a moving sidewalk) in which people spend a fixed time
traveling from one end to the other.
There are also many future research opportunities lie in the transshipment problem. In
Chapter 6, we proposed many conjectures and open problems. Proving or disproving those
conjectures would be a significant contribution not only to the transportation community
but also to many different fields, such as thermodynamics, physics, and biology. Conversely,
many existing or future progress in those fields could also shed lights on the solution ap-
proaches to the transshipment problem.
Finally, it shall be note that all the problems investigated in this Ph.D. research lie in a 2-
D surface. As congestion continues to plague our surface transportation systems, there has
been a lot of discussion on next-generation transportation systems based on autonomous
and connective vehicles. Taking one step further, it is even possible to use personal air
vehicles (i.e., “flying cars”) to allow travelers to utilize low-altitude 3-D air space. Lilium
Aviation, for example, has been developing small aircrafts that can take off and land “outside
of a house or in a garden”. Meanwhile, the freight industry (e.g., Amazon, DHL) has
been exploring short-range unmanned aerial vehicles (i.e., drones) for delivery of parcels
to customer neighborhoods. Research opportunities could be exploited to develop next-
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