Let A be the 2mth-order elliptic operator of divergence form with bounded measurable coefficients defined in a domain O of R n : For 1opoN we regard A as a bounded linear operator from the L p Sobolev space H m;p 0 ðOÞ to H Àm;p ðOÞ: It is known that when O ¼ R n ; we can construct the resolvent ðA À lÞ À1 and estimate its operator norm for some l if the leading coefficients are uniformly continuous. In this paper, we try to extend this result to a general domain. It is successful when m ¼ 1 if O is the half-space or a domain with C 2 bounded boundary. For m41 it is shown that the problem is reduced to the case where O is the half-space and A is a homogeneous operator with constant coefficients. We also give a perturbation theorem. r 2004 Elsevier Inc. All rights reserved.
Introduction
We consider the 2mth-order elliptic operator of divergence form 
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E-mail address: miyazaki@mach.dent.nihon-u.ac.jp. 1 Supported partly by Sato Fund, Nihon University School of Dentistry. defined in a domain O of the n-dimensional Euclidean space R n : Here, x ¼ ðx 1 ; y; x n Þ is a generic point in R n and we use the notations
for a multi-index a ¼ ða 1 ; y; a n Þ of length jaj ¼ a 1 þ ? þ a n :
We assume that the coefficients are bounded and measurable and that the principal symbol aðx; xÞ of A satisfies the ellipticity condition, i.e., there exists d40 such that aðx; xÞ ¼ X jaj¼jbj¼m a ab ðxÞx aþb Xdjxj 2m ; xAO; xAR n : ð0:1Þ
We allow a ab ðxÞ to be complex valued, although the ellipticity condition (0. for 0pipm and 0pjpm under the assumption that O ¼ R n and that the leading coefficients are uniformly continuous. The purpose of this paper is to try to extend this result to a general domain O such as the half-space R n þ or a domain with C mþ1 bounded boundary (we allow O to be unbounded). We will show that the problem is reduced to Hypothesis (HS) in Section 1, which conjectures that the resolvents exist and satisfy (0.2) when O ¼ R n þ and A is a homogeneous operator with constant coefficients. If m ¼ 1; we can prove that Hypothesis (HS) is true by using the reflection principle. Hence, we will conclude that for the second-order operator whose leading coefficients are uniformly continuous the result for R n holds also for R n þ or a domain with C 2 bounded boundary. We will also consider the perturbation problem and assert that if the difference between the coefficients of two operators A and B is sufficiently small, then the existence of resolvents and the estimates (0.2) for A imply that for B: It is not necessary to assume that the difference is small for the coefficients of lower terms. The operator norm of ðA À lÞ À1 À ðB À lÞ À1 will be evaluated by L N norm of the difference of the coefficients. As an application of the perturbation theorem, we will obtain the result for the second-order operator whose leading coefficients are sufficiently close to constants.
There are a lot of works on the theory of divergence form elliptic operators with non-smooth coefficients. We refer to the Refs. [2, 7] . Here, we mention some known results which are closely related to this paper. For 1opoN and the operator
Auscher and Qafsaoui [3] showed that the Dirichlet problem As for the perturbation theorem, Barbatis [4, 5] obtained another type of estimate by using the Shatten norm when O is bounded. His result needs some hypotheses on eigenvalues and eigenfunctions of A when m41: In [10] the author considered a perturbation, where the difference of coefficients is replaced with a pseudodifferential operator of negative order.
There is another method, which we will not present in this paper, to show that Hypothesis (HS) is true when m ¼ 1: This method reduces the problem to an ordinary equation with boundary value by using the partial Fourier transform. It would become a clue as to whether Hypothesis (HS) is true or not for general m: So, we hope to treat the case of m41 in a next occasion. 
Statement of main results

:
It is convenient to define the L p Sobolev space of negative order by following Muramatu [12] . For an integer ko0 the space H k;p ðOÞ is defined to be the set of all functions f which can be written 
Then, we conclude that if the coefficients a ab with jaj ¼ jbj ¼ m are uniformly continuous in the closure of O; there exist r ¼ rðp; y; z A ; o A ÞX1 and K ¼ Kðp; y; z A Þ40 such that A O ARðp; y; r; KÞ:
As stated in Introduction, Theorem 1.1 has been already obtained when O ¼ R n in [9] . For the cases (ii) and (iii) Theorem 1.1 will be proved in Sections 6 and 7 on the basis of Lemma 1.2 and Hypothesis (HS) below, in which we consider the operator with only constant leading coefficients in R n and R n þ ; respectively. Lemma 1.2. Let pAð1; NÞ and yAð0; p=2Þ: Assume that O ¼ R n and that A has only constant leading coefficients, that is, A is written
where the coefficients a ab are constant. Then there exists K ¼ Kðp; y; z A Þ40 such that A O ARðp; y; 1; KÞ:
Hypothesis (HS). Let pAð1; NÞ and yAð0; p=2Þ: Assume that O ¼ R n þ and that A has only constant leading coefficients. Then there exists K ¼ Kðp; y; z A Þ40 such that A O ARðp; y; 1; KÞ: Lemma 1.2 was derived from Mihlin's multiplier theorem (see [6] ) in [9] . As will be seen in Section 5, Hypothesis (HS) is true for m ¼ 1: Theorem 1.3. Let pAð1; NÞ and yAð0; p=2Þ: If A O ARðp; y; r; KÞ for some rX0 and K40; then there exists o 0 ¼ o 0 ðKÞ40 such that for another elliptic operator 
Right inverse
The key tool of this paper is the same as that of the previous paper [9] and can be formulated in the form of Lemma 2.1 below, where we construct a right inverse from a parametrix by estimating the norm of the Neumann series appropriately. for 0pipm and 0pjpm:
Proof. In the formula
we regard P l and Q a s b s l as
where ja 0 j ¼ i: Then we have
from which it follows that the series in (2.3) converges and satisfies (2.5) and (2.6) when (2.2) holds. (2.4) follows from (2.1) and (2.3). &
Perturbation
In this section, we shall prove Theorem 1.3. Let lALðr; yÞ: By the assumption P l ¼ ðA À lÞ À1 exists and satisfies (1.2). We have
where 
which is satisfied if jljX1 and
Hence, Theorem 1.3 is valid with o 0 ¼ ð4KÞ À1 :
Operators in the Sobolev spaces
In this section, we shall summarize some facts and notations, which will be needed in Sections 5-7.
We will often use a variant of the Leibniz formula:
where a function j is regarded as a multiplication operator. 
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for jajX1; where F abc and G abc are continuous functions on the closure of * O; and jjF abc jj L N ð * OÞ and jjG abc jj L N ð * OÞ are estimated by C c;jajÀjbjþ1 : Here, we set
Hence, there exist a constant C depending only on n; m; p and C c;mþ1 such that 
ð4:5aÞ 
By (4.1) and (4.5a) we have
This combined with (4.5c) yields
from which we get (4.7). &
Reflection principle
In this section, we shall construct the resolvent for the homogeneous operator of second order in R n þ by the reflection principle. First, we consider the Laplacian ÀD ¼ P n j¼1 D 2 j : Let pAð1; NÞ: Let E o and E e be extension operators from
We define an extension operator E:
E is well defined. In fact, integration by parts shows that the right-hand side of (5.1) does not depend on the expression (5. 
which is also valid if we replace q l ðDÞ and Q l with q l ðDÞD j and Q jl ; respectively, for 1pjon: Since Q l ðx 0 ; x n Þ and Q jl ðx 0 ; x n Þ with 1pjon are even in x n ; we get q l ðDÞE o f ðx 0 ; 0Þ ¼ 0 and q l ðDÞD j E o f ðx 0 ; 0Þ ¼ 0 for 1pjon: We also get q l ðDÞD n E e f ðx 0 ; 0Þ ¼ 0 from
fQ nl ðx 0 À y 0 ; Ày n Þ þ Q nl ðx 0 À y 0 ; y n Þg f ðy 0 ; y n Þ dy 0 and the fact that Q nl ðx 0 ; x n Þ is odd in x n : Therefore, we get (5.4). It remains to prove
The first equality follows from (4.6a) and ðÀD À lÞq l ðDÞ ¼ I:
which is the second equality in (5.5). & 
Proof. By the assumption A is written
where the coefficients a ab are constant. Replacing a ab by ða ab þ a ba Þ=2; we may assume that a ab are real and that a ab ¼ a ba :
and therefore
It remains to estimate the norm of the resolvent. From the ellipticity and the boundedness of coefficients of A it follows that d A pl j pnM A for 1pjpn: Noting that U and V are associated with orthogonal matrices, we see from The proof of Lemma 6.1 will be given after some preparation. Let N be the set of non-negative integers. The following two lemmas can be easily shown (see [9] ; where jxj N ¼ maxfjx i j: i ¼ 1; y; ng for x ¼ ðx 1 ; y; x n ÞAR n : We fix e with 0oeo1; which will be determined later, and set
for s ¼ ðs 1 ; y; s n ÞAZ n ; where Z is the set of all integers. Let G þ ; G 0 and G be the index sets defined by
Then and that the number of sAG satisfying Z s ðxÞa0 is not greater than 2 n ; therefore independent of e:
We define a parametrix P l by 
for 0pipm: Proof. Applying Lemma 6.4 to the series
and noting that Z s P sl Z s AH 
where a function j is regarded as a multiplication operator, we have
where
Estimating the operator norms of the terms involved in J 1 ; y; J 4 by Lemmas 6.4 and 6.5, we can apply Lemma 2.1 with
À2mþjajþjbj for jaj þ jbjo2m; where C 1 depends only on p; y and z A : Hence the conclusion in Lemma 2.1 holds, provided
ð6:5Þ
Now we take d and e so that 0odo1 and
The last inequality is possible since we have o A ðeÞ-0 as e-0 from the uniform continuity of the leading coefficients. When e À1 jlj À1=2m pd; the inequality (6.5) is satisfied and therefore we get a right inverse R l of A À l satisfying (2.5).
The same argument shows that for the dual operator of A: which is satisfied if
Finally, using the duality argument as in the proof of Lemma 6.1, we get the lemma. &
