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Causality in quantum field theory is defined by the vanishing of field commutators for space-like
separations. However, this does not imply a direction for causal effects. Hidden in our conventions
for quantization is a connection to the definition of an arrow of causality, i.e. what is the past and
what is the future. If we mix quantization conventions within the same theory, we get a violation
of microcausality. In such a theory with mixed conventions the dominant definition of the arrow of
causality is determined by the stable states. In some quantum gravity theories, such as quadratic
gravity and possibly asymptotic safety, such a mixed causality condition occurs. We discuss some
of the implications.
PACS numbers:
When caught making a sign mistake in a phase, a col-
league would say: “Physics does not depend on whether
we use +i or −i”, and happily change the sign. At first
sight, this phrase seems true. Classical fields are real.
The probabilities of quantum mechanics are absolute val-
ues squared. Measurements in physics do not seem to
care if we defined
√−1 as +i or −i.
On second thought, the sign in front of i often does
make a major difference. We define time development by
Hψ = i~
∂
∂t
ψ . (1)
This results in “positive energy” being defined via
e−iEt/~. Canonical quantization is defined via
[x, p] = i~ or [φ(t, x), pi(t, x′)] = i~δ3(x−x′). (2)
The path integral treatment of quantum physics is de-
fined using eiS , not e−iS (in units of ~ = c = 1), with
S being the action. The Feynman propagator has very
important sign conventions in both the numerator and
the denominator, with
iDF (q) =
i
q2 −m2 + i (3)
with  infinitesimal and positive. We see that the spe-
cific signs in front of i are important in the formalism of
quantum mechanics.
On third thought, we can see that these signs are a con-
vention, although they do tie in with another feature of
our physical description - in particular the time direction
(arrow) of causality.
In somewhat colloquial language, we would describe
causality as “there is no effect before the cause”. In rel-
ativistic quantum theories of course, one must be careful
about what one means by “before”. As a simple example,
consider the Feynman diagram shown in Figure 1. The
Feynman propagator in coordinate space includes both
forward and backward propagation in time
iDF (x) = D
for
F (x)θ(t) +D
back
F (x)θ(−t) (4)
FIG. 1: The simple Feynman diagram on the left is decom-
posed into two time ordered diagrams. In one of the time
orderings the final particles emerge before the initial particles
have annihilated.
with
DforF (x) =
∫
d3q
(2pi)32Eq
e−i(Eqt−~q·~x) (5)
with Eq =
√
~q2 +m2 and DbackF (x) = (D
for
F (x))
∗. What
we commonly refer to as positive frequency, or e−iEt,
is propagated forward in time and negative frequency
backwards in time. However, we see that in one time or-
dering the final state particles (the effect) emerge before
the initial particles have interacted (the cause). So our
colloquial notion of causality is inadequate.
We note in passing that the time advance of the final
state vertex is not observable - due to the uncertainty
principle. The time difference of the vertices is of order
∆t ∼ 1/E, where E is the center of mass energy. The
time localization of the initial state is uncertain by this
amount, as is the time resolution of final detection, due
to the uncertainty principle.
If you follow the physics back to deeper levels in quan-
tum field theory, you will find that the standard rigor-
ous definition of causality is that operators commute for
spacelike separations [1],
[O(x),O(x′)] = 0 for (x− x′)2 < 0. (6)
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2This restricts the effect of any interactions to processes
which occur within the backwards lightcone, i.e. causal
processes. However, even here there is an ambiguity. The
fundamental definition, Eq. 6, does not differentiate be-
tween the forward lightcone and the backwards lightcone.
By itself it would be equally compatible with causality
running in the reverse direction. There is an implied ar-
row of causality built into our description of causal pro-
cesses. It is connected to the signs in front of the various
manifestations of i listed above.
We will see that reversing the sign of the factors of i
leads to a theory which is causal, but with an arrow of
causality which runs from large times to small or negative
times.
However, much more interesting is what happens if
one allows mixed conventions. It is surprisingly easy for
this to occur. For example, if one has higher-derivative
kinetic energy terms in the Lagrangian, one obtains a
propagator such as
iD(q) =
i
q2 − q4/M2 =
i
q2
− i
q2 −M2 . (7)
It turns out that the sign of the propagator is one of
the conventions that goes with the “opposite” sign con-
ventions (along with the signs of i which we will make
clear later). Momentum modes near q2 ∼M2 propagate
backwards in time compared to the usual modes. We will
call these Merlin modes1. If both conventions are possi-
ble and both conventions are present in the same theory,
it is then natural to ask what determines the dominant
convention. Which convention “wins” and provides the
macroscopic arrow of causality? Somewhat surprisingly,
this turns out to depend on the masses of the particles.
In the presence of interactions, the heavy particles decay
into light particles. The heavy Merlin particles then do
not exist as part of the asymptotic spectrum. They are
not part of the asymptotic Hilbert space, which only con-
tains states comprised of the stable particles. The stable
particles determine the arrow of causality. However, it is
known from the work of Lee and Wick [3] and Coleman [4]
that in theories with quartic propagators our usual ideas
of causality are upset, and microcausality violations - of
order the inverse width of the heavy particles - occur.
An important modern exploration of this phenomenon is
given by Grinstein, O’Connell and Wise [5].
1 The literary reference here is to the wizard in the tales of King
Arthur. In some version of the tales, most notably T. H. White’s
Once and Future King, Merlin ages backwards in time and de-
rives some of his prophetic power from this fact. As Merlin says:
“Now ordinary people are born forwards in Time, if you un-
derstand what I mean, and nearly everything in the world goes
forward too. (. . .) But I unfortunately was born at the wrong
end of time, and I have to live backwards from in front, while
surrounded by a lot of people living forwards from behind.” [2]
Consider what happens if we define our theory using
a path integral with e−iS instead of eiS . The generating
functional for a scalar field in the presence of a source
J(x) for both cases is
Z±[J ] =
∫
[dφ]e±iS(φ,J)
=
∫
[dφ]e±i
∫
d4x[ 12 (∂µφ∂
µφ−m2φ2)+Jφ] . (8)
There are various ways that one can add the appropriate
i to the theory, which are in the end mutually com-
patible. In the present context, it is easiest and most
important to add it to make this Minkowski space Gaus-
sian path integral better defined. To do this, one can
add a term ±iφ2/2 to the Lagrangian density. When
combined with the overall factor of ±i, this provides a
damping factor ∼ e−
∫
d4xφ2/2 in the path integral. If we
solve this by the usual “completing the square” method,
one obtains
Z±[J ] = Z[0] exp
{
−1
2
∫
d4xd4yJ(x) iD±F (x− y)J(y)
}
(9)
with
iD±F (x− y) =
∫
d4q
(2pi)4
e−iq·(x−y)
±i
q2 −m2 ± i . (10)
The propagator with the plus sign D+F is just the usual
Feynman propagator. The other propagator D−F is sim-
ilar but with different analyticity properties, having poles
in the complex plane being across the real axis from the
usual case. Using these poles, it can be decomposed into
time-ordered components,
iD−F (x) = Dfor−F (x)θ(t) +D
back
−F (x)θ(−t) (11)
with
Dfor−F (x) =
∫
d3q
(2pi)32Eq
e+i(Eqt−~q·~x) (12)
and Dback−F (x) = (D
for
−F (x))
∗. In contrast with the usual
propagator, we see that this form propagates negative fre-
quencies forward in time, and positive frequencies back-
wards in time. It is the time-reversed version of the usual
propagator.
Using the generating functional Z−[J ] and adding in-
teractions, one generates Feynman diagrams for ampli-
tudes, but with all propagators time-reversed from usual.
The evaluation of these diagrams proceeds analogously,
but with a different Wick rotation to Euclidean momen-
tum space when evaluation the integrals. The usual prop-
erties of field theory apply, but with a different arrow of
causality. The usual causal behavior is in the direction of
an increasing time coordinate. With the signs reversed
the causal flow is from positive time to the direction of
3negative time. This difference is a convention on how we
describe the measurement of time2.
This difference makes sense from the point of view of
time-reversal symmetry. The time-reversal operation is
anti-unitary, as it involves complex conjugation as well
as field transformations. While the Lagrangian may be
time-reversal invariant, the full path integral is not be-
cause we form it using eiS . Under time-reversal, Z+ is
turned into Z−, reversing the direction of the arrow of
causality. Both versions are equally causal, but with
different directions of causality. We also note that the
“thermodynamic arrrow of time”, which describes the
direction of the increase of entropy, follows the direction
of causal processes and would reverse under the full time-
reversal of the path integral.
Canonical quantization also carries an implicit time
direction. This can be seen for example by relabeling the
time coordinate via t = −τ . In this case we see that
Hamiltionian evolution changes from Eq. 1 to
Hψ = −i~ ∂
∂τ
ψ . (13)
Likewise, the canonical commutators, Eq. 2, change sign
to
[φ(t, x), p¯i(t, x′)] = −i~δ3(x− x′) with p¯i = ∂L
∂(∂τφ)
.
(14)
Despite the unconventional signs, this is the exact same
theory, just with a change of the clock direction. Our
standard formalism for quantum theory has been built
with the knowledge that we want the direction of causal-
ity to be in the direction of increasing time, and this fact
is reflected in the various factors of i. There is a causal
direction built into our laws of quantum physics.
If there are particles with both sign conventions in the
asymptotic spectrum, there can be no macroscopic no-
tion of causality. However, if there are unstable particles
of a finite lifetime with the opposite sign convention, then
causality can hold on macroscopic scales while being vi-
olated on short time scales. While this seems like an odd
situation to consider, it does happen in a very simple
manner if a theory has higher derivatives in the action,
such as
L = 1
2
[
∂µφ∂
µφ−m2φ2]− 1
2M2
2φ2φ. (15)
2 For example, if you use an hourglass to measure time, the upper
chamber measures time by a decreasing amount of sand, and the
lower chamber with and increasing amount of sand. We could
have adopted the upper chamber definition of the flow of time.
Likewise we count down for a rocket launch, and count the years
BCE in decreasing order. If we used the convention of temporal
flow in the direction of decreasing time, we would be using the
− convention for propagators.
As noted above in Eq. 7, this is equivalent to adding a
particle with a negative kinetic energy. Note that revers-
ing the sign of the kinetic energy,
Z ∼
∫
[dφ]ei
∫
d4x[− 12∂µφ∂µφ+ ··· ], (16)
is equivalent to using e−iS , and these particles will carry
the opposite arrow of causality.
However, heavy particles are most often unstable and
decay into lighter ones. This can be seen in the propa-
gator, after the inclusion of the self-energy quantum cor-
rection. For our scalar theory we would have
iDF (q) =
i
q2 −m2 + Σ(q)− q4/M2 (17)
where Σ(q) is the self energy. Above some threshold λT
for producing light decay products, the self energy devel-
ops an imaginary part Im Σ(q) = γ(q) for q2 > λ2T ≥ 0.
Unitarity requires γ(q) ≥ 0. Now take m2 M2. If the
threshold occurs above the mass m (absorbing Re Σ into
m2) then the scalar particle is stable. If the threshold is
below q2 = m2 then it is a normal resonance
iDF ∼q2∼m2= i
q2 −m2 + iγm ∼
i
q2 − (mr − i 12Γ)2
(18)
where γm = γ(m
2). However, there is a heavier second
resonance near q2 = M2, where we find
iDF (q) =
i
q2 − q4M2 + iγ(q)
=
i
q2
M2 [M
2 − q2 + iγ(q)(M2/q2)]
∼ −i
q2 −M2 − iγM . (19)
Comparison with Eq. 10, shows that this is a finite-width
version of the time reversed propagator iD−F . This is the
more precise definition of Merlin modes. Not only is there
a minus sign in the numerator3 but there is also a mi-
nus sign in front of the width. We have a separate paper
proving that these modes do not upset the unitarity nor
stability of the theory [6]. The dominant arrow of causal-
ity in such a theory is provided by the stable modes, but
there can be reversed time propagation over timescales
of order the inverse width of the Merlin modes.
We could create higher derivative versions of any par-
ticular quantum field theory. One reason for doing so is
that it converts a renormalizable theory into a finite the-
ory. Extra powers of momenta in the denominator damp
3 This numerator minus sign would qualify it for the more generic
name “ghost”.
4out high momentum propagaton and remove UV diver-
gences. This was the original motivation of Lee and Wick
[3]. However, the higher-derivative extension is essen-
tially obligatory for quantum gravity. Despite the histor-
ical complaints about their union, at low energies quan-
tum field theory and general relativity work well together
as a perturbative effective field theory [7]. However, the
nature of the effective field theory requires that loop pro-
cesses generates higher-derivative interactions. The grav-
itational vertices in relativistic theories are proportional
to the energy-squared, and power counting tells us that
one loop diagrams carry powers of E4 which is equivalent
to fourth-order derivative effects. In particular, loops of
ordinary matter fields generate curvature-squared terms
in the action4. The curvatures are second order in deriva-
tives, so that curvature-squared terms are fourth order in
derivatives.
Will these higher derivatives create causality violations
due to their conflicting arrows of causality? Not necessar-
ily. It could be that the effective field theory falls apart at
energies well below those where the Merlin modes would
be excited. In this case, the gravitational theory could
have new degrees of freedom and new interactions and
could perhaps be fully causal. However, there are also
approaches to quantum gravity, such as quadratic grav-
ity and asymptotic safety, which do keep the usual grav-
itational degrees of freedom at all energies and do have
interesting causal properties. We describe these below.
Moreover, the case can be made that all gravitational
theories display some causal uncertainty, due to their
spacetime fluctuations. As an example of this we note
that even in the effective theory, quantum corrections to
the trajectories of massless particles are spin dependent
and the particles no longer follow geodesic motion [8].
This makes the concept of a lightcone uncertain. We will
explore this idea of causal uncertainties in a subsequent
paper [9].
Quadratic gravity [10–12] is an approach that keeps
the curvature squared terms in the fundamental action
at all energies. It is a renormalizable [10] and unitary
[6] quantum field theory. The fundamental propagators
do involve terms quartic in the momenta, and hence will
have the Merlin modes. Indeed, the scalar part of the
spin-two propagator has the form
D2(q) =
[
q2 + i− κ
2q4
2ξ2(µ)
− κ
2q4Neff
640pi2
(
ln
( |q2|
µ2
)
− ipiθ(q2)
)]−1
(20)
4 These are formally divergent and need to be renormalized. How-
ever, even if the ultimate theory is finite, these loops would leave
residual finite curvature-squared terms in the action.
where 1/3ξ2 is the coefficient in front of R2 − 3RµνRµν
in the action, and Neff is the effective number of light
particles. This produces a Merlin resonance near m2r =
2ξ2/κ2 ∼ ξ2M2P .
Asymptotic safety [13] is an approach which defines the
gravitational action by using the renormalization group
to integrate the quantum corrections in a Euclidean path
integral from a fixed point at high energy down through
all the scale to zero momentum. When continued to
Lorentzian space, it yields an action which contains an
infinite series of all possible Lagrangians consistent with
general covariance. The infinite number of coefficients
are in principle fixed by a few parameters at the UV
fixed point. The propagators of the final Lorentzian the-
ory then contain all powers of the momenta. In practice,
the theory is explored by truncating the action to a finite
basis. In any such truncation, the partial fraction de-
composition would reveal the presence of Merlin modes.
While it is hard to extrapolate from a truncation of an
unknown infinite series, it is then likely that this would
also be a property of the full theory.
The phenomenology of theories with mixed causal ar-
rows has been partially explored and in principle there
are potentially observable consequences. For example,
Grinstein, O’Connell and Wise [5] considered the evo-
lution of a wavepacket in a scalar Lee-Wick theory and
showed that there is a signal that arrives in advance of
causal expectation. In addition, Ref. [14] considered
the emergence of final particles at times earlier than the
scattering vertex at the LHC, which would occur in a
higher-derivative extension of the Standard Model. A re-
lated phenomena is the advance of the scattering phase
through a resonance in the reverse direction. In potential
scattering, Wigner showed that the derivative of the scat-
tering phase is related to the resonance time delay [15].
In normal resonances, this leads to the phase of elastic
scattering moving counterclockwise through 90o on the
Argand diagram. In quadratic gravity we have calcu-
lated the unitary amplitude for scattering in the spin-two
channel [12]
T2(s) = −Neffs
640pi
D¯2(s) (21)
where D2 is the propagator of Eq. 20. This produces a
resonance phase moving clockwise through 90o.
In these cases, the diagnosis is straightforward from
what we have already seen of such theories. Referring
back to Fig. 1, we note that the excitation of a normal
resonance occurs in the forward time direction as seen
in Fig. 1a. After a lifetime proportional to the inverse
width, the decay products emerge. However, a Merlin
resonance propagates backwards in time as in Fig. 1b,
by an amount also proportional to the inverse width. If
the backwards lifetime is large enough, one could po-
tentially detect the early emergence of decay products.
However, for gravity the timescales are far too short for
5observation, as they are proportional to the Planck scale,
which as a time unit is tp ∼ 10−43 sec.
FIG. 2: The first scattering process on the left contains some
causality violation, which limits our ability to be precise about
the causal properties of the second scattering process on the
right.
Moreover, there is an intrinsic causal uncertainty in
these tests also. The ideas of wavepackets or precisely de-
fined beams and detectors are idealized concepts. Form-
ing a wavepacket or producing a beam are themselves
done by previous scattering processes. In a theory with
mixed causal arrows, these will also have their causal
mismatches. An example is illustrated in Fig. 2. Much
like the usual uncertainty principle limits our ability to
see the early vertex in Fig. 1b, the previous mixed
causal processes will limit our ability to produce a sharp
wavepacket or beam to test the nature of causality vio-
lation.
The arrow of causality is a more precise concept than
the arrow of time. Causality is a specific microscopic
phenomenon, a property of the fundamental scattering
amplitudes. Discussions of the arrow of time often state
that the microscopic laws of physics are the same with
time running forwards or backwards. That is true for the
basis of classical physics, which follows from the mini-
mization of a Lagrangian. However as discussed above it
is not true for quantum physics if you also include the
quantization procedure in the phrase “laws of physics”.
If we define our quantum theory by a path integral with
eiS this defines the direction of the arrow of causality. To
reverse the arrow of causality, we would have to define
a different quantum theory using e−iS . This is because
the time reversal operation is anti-unitary. Reversing the
arrow of causality will also reverse the thermodynamic
arrow of time because the increase of entropy occurs in
the direction that causal processes occur.
Moreover, it is important to recognize that the arrow
of causality can potentially be violated. In theories with
higher derivatives, there can be modes which briefly prop-
agate against the dominant arrow of causality, which is
set by the stable states of the theory. Gravity represents
the most likely situation for this to occur. While the
acausal properties of gravitational scattering are beyond
reach of observation, it would be interesting to study the
effect of the causal uncertainty in the early universe.
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