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ABSTRACT 
When making conclusions about the performance of managed funds, it is critical that 
the framework in which such performance is measured provides an accurate and 
unbiased environment. In this thesis I search for true performance of the two major 
classes of funds - equity as well as fixed interest managed funds. Focusing first on the 
former class, I examine five measurement models across three risk-free proxies, nine 
benchmarks proposed by the extant literature ( covering conditional and unconditional 
as well as single and multi factor definitions) and over three independent periods in an 
effort to identify (in a consistent setting) the most accurate and least biased 
methodology. I also use the Australian dataset, which inherently mitigates any data 
biases that may potentially afflict US studies of these methodologies, since these were 
developed from the same dataset on which they were later tested. Not finding a pre­
existing benchmark that is objective yet informative, I develop an independent model \ 
that satisfies these criteria, sourcing from fifteen factor candidates across four 
categories. I find that teaming up a fund based market factor with well-defined 
proxies for size, value, momentum and conditional dividend yield provides the 
optimal benchmark. The latter class comprising fixed-interest managed funds is a 
segment left largely unexplored in the financial literature and neglected outright in the 
Australian context. I examine three risk-free proxies, six benchmark classes 
encompassing twenty-one potential factors, across five models and two independent 
time frames in an effort to establish the most informative and least biased setting. The 
task is complicated by two issues - an acute lack of Australian data ( demanding 
additional bootstrap simulations and bridging tests with the US markets) and the need 
for a two-pass (time-series and cross-sectional) analysis, arising from the different 
information content benchmarks carry in these two dimensions. My results, consistent 
8 
across time, show that a correct combination of a bond market variable, a mixture of 
interest rate factors and economic factors as well as the proxy for movements in the 
equity markets yield the optimal benchmark. Both fund classes point to Jensen's 
Alpha as the preferred model, but Treynor and Mazuy's definition of a quadratic 
measure is adequate if timing-selectivity separation is required. Neither class is 
significantly sensitive to the choice of risk free proxy featuring in the performance 
measures. 
9 
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1. INTRODUCTION AND LITERATURE REVIEW 
The Australian asset management market is expected to grow by 238% to more than 
AUD 1 trillion by 2015, one of the highest figures for this sector c.f the economy in 
the world (Barrie, 1998). Such a significant upsurge in the share of financial markets 
claimed by the managed funds sector thus unequivocally highlights a need for a 
measure that reflects the true performance of these funds. To this end I have set out to 
find such measure by analysing a set of models and benchmarks with ultimate view to 
assessing their comparative results as well as individual efficiencies. 
Most studies polarize around two sets of conclusions on fund performance. The first 
takes on the strict interpretation of the Efficient Market Hypothesis and argues that in 
an efficient market where all public information is already embedded in prices, 
resources expended on active fund management are wasted. The second argument is 
based on Grossman and Stiglitz' (1980) version of EMH which assumes the 
information is not free. Hence the excess returns of active managers are presumed to 
concur with the information-gathering costs incurred. The following discussion on 
key performance studies builds on Ippolito (1993) and is summarised in Table I. 
Over time, results from various studies can be largely seen to gradually shift from the 
first interpretation of EMH to the second. Early writings on fund performance can be 
traced to the 1960s in a study by Friend, Brown, Herman and Vickers (1962) who 
analysed 152 mutual funds over the 1953 to 1958 period. While the study "did not 
adjust the benchmark portfolio for the not-yet-discovered beta, the authors did adjust 
their market return to be comparable to the funds they studied" (Ippolito, 1993 :43 ). 
Discovering a negative 'alpha' of 20 basis points and acknowledging that 
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TABLEI 
Overview of Mutual Fund Performance Studies 
The table summarises major studies on mutual fund performance and provides key results produced by each study. The foundations of the table including several t-stat · stic calculations lie in 
Ippolito (1993), who describes in detail the assumptions and mathematical foundations of these calculations (Ippolito, 1993:43). All entries denoted with an asterisk are studies conducted in Australia on an Australian data set. A conspicuous point to note is a large variability of results, even when similar methodologies, data or time frames are used. This provides a strong motivation for a comprehensive study on the performance influences using a consistent dataset that is independent from data on the basis of which various performance measures were developed. 
Study Year Period No. Funds Type of Fund Model Survivor Bias Benchmark Avg Alpha t-Value Evidence of Covered (b.p. I yr) (abs) Mkt. Timing 
Friend, Brown, Herman '62 1953-58 152 All Index Yes S&P Comp -20 Nlr ? 
& Vickers 
Treynor & Mazuy '66 1953-62 57 All CAPM-NL Yes S&P 500 Nlr no 
Sharpe '66 1954-63 34 All CAPM-RV Yes DOW-JONES -34 2.42 Nit 
Jensen '68 1945-64 115 All CAPM Yes S&P 500 -110 5.63 Nit 
Friend et al. '70 1160-6168 136 All CAPM Yes VW-NYSE 217 Nlr Nit EW-NYSE 22 
Carlson '77 1648-67 82 STOCK CAPM Yes S&P 500 60 Nlr Nit 
CAPM-RV DOW-JONES 14 11.38 
McDonald '74 1960-69 123 All CAPM Yes EW-NYSE 62 Nlr Nit 
Mains '77 1955-64 70 All CAPM Yes S&P 500 9 Nlr Nit 
Kon & Jen '79 1960-71 49 All CAPM-NL Yes EW-CRSP 6 Nlr Nit CAPM-B -67 
Shawky '82 1973-77 255 All CAPM Yes EW-NYSE -43 1.16 Nit 
Alexander & Stover '80 1966-71 49 All CAPM-NL Yes VW-CRSP 120 1.75 No 
Veit & Cheney '82 1944-78 74 All CAPM Yes S&P 500 103 Nlr No 
Kon '83 1960-6/76 37 All CAPM-NL Yes VW-CRSP 739 2.87 Yes 
Chang & Lewellen '84 1971-79 67 All CAPM Yes VW-CRSP 58 0.75 No CAPM-NL 139 2.1 
Henriksson '84 2168-6180 116 All CAPM Yes VW-NYSE -24 0.80 No CAPM-NL 84 1.89 
Berkowitz et al. '88 76Ql -83Q4 325 All CAPM No S&P 500 68 Nlr Nit 
Lee& Rahman '90 1/77-3184 93 All CAPM Yes VW-CSRP -60 Nlr Yes CAPM-NL 72 
Robson(*) '86 1969-78 67 All CAPM Yes PEER-EW -35 2.71 No 
Lehman & Modest '87 1968-72 130 All CAPM-NL Yes VW-CRSP -141 3.68 Nie 
1973-77 -79 1.98 
1978-82 140 4.01 
1968-72 APT -485 14.34 
1973-77 -545 17.3 
1978-82 -385 13.32 
Grinblatt & Titman '89 1975-84 157 STOCK CAPM No VW-CRSP -60 0.76 Nit 
8P PORT 60 0.61 
Ippolito '89 1965-84 143 All CAPM No S&P 500 81 4.01 Yes 
VW-NYSE 87 4.20 
Elton et al." '93 S&P 500 40 2.19 Yes 
VW-NYSE 51 2.75 
Hallahan & Faff'(*) '99 1988-97 65 All CAPM Yes AOI -2 0.84 No 
CAPM-NL -12 1.59 Yes 
-20 1.88 
CAPM-JK -4 0.92 Yes 
-8 1.28 
Ferson and Schadt '96 1968-90 67 All CAPM Yes CEB-AVG -31 0.30 No 
CEB-EW -33 0.73 
CAPM-NL CEB-AVG 22 0.12 Yes 
CEB-EW 19 0.42 
Sawicki and Ong(*) '99 1983-1995 97 All CAPM Yes AOI 0.95 No 
CEB 2 1.77 
CAPM-NL CEB n/r 0.22 Yes 
Blake et al. '99 1986-1994 306 All CAPM-AA Yes EXT-TREND 10 0.18 Yes 
EXT-N!fREND 31 0.25 
PEER-TREND 326 2.84 
PEER-NffREND 322 2.66 
NOTE: n/r = not reported; nit= not tested; n/c = no conclusion; CAPM-NL - non-linear capital asset pricing model; CAPM-JK - non-linear CAPM using exclusion restriction specification; CAPM R, = CAPM using 
a reward-to-volatility ratio; CAPM-B = Black version CAPM; CAPM-AA = CAPM based on asset allocation weightings; VW = value weighted; EW = equally weighted; CEB = conditional expe.:t, ions benchmark; 
AVG= average of individual fund regression results; EXT-TREND (N/fREND) = external index-based benchmark with (without) trend; PEER-TREND (N/fREND) = peer-returns based benchm, rk with (without) 
trend • Revision of Ippolito ( 1989) with correction of some errors detected in the source data 
b Results provided in this paper are for individual funds. The figures reported here were obtained as the average of these results. It should be noted that the whole sample was not reported for every test. 
management costs can reach over 100 basis points, the authors concluded in favour of 
an efficient market. 
Soon after, however, the tenor of performance conclusions took a dramatic turn 
against active management following the research by Treynor and Mazuy (1966), 
Sharpe (1966) and Jensen (1968). Treynor and Mazuy, examining the extent of 
market timing in fund performances by adopting a non-linear version of CAPM 
(described below) found no evidence of market timing by mutual funds in their 
sample. Sharpe, on the other hand, calculated the reward-to-volatility ratio for each 
fund detecting average performance to be around 40 basis points below that of the 
Dow Jones Index, which by Ippolito's (1993) calculations was significant at a 5% 
level. Finally, Jensen has adopted the market equation (described below) to calculate 
the alpha measure for funds in his sample. He found an average alpha of negative 110 
basis points, which Ippolito (1993) computed to be also statistically significant at a 
1 % level. Overall, therefore, these three studies observed the average performance of 
mutual funds to fall significantly short of the market index. Instead of using these 
results to reject market efficiency, however, the findings of Sharpe and Jensen in 
particular have become the most cited support of an argument against active fund 
management and in favour of the strict Efficient Market Hypothesis. 
No sooner had these works been published when the direction of results from further 
studies started to reverse. Friend, Blume and Crockett (1970), for example, tested 
mutual fund returns against the value-weighted NYSE index, recording a positive 
15 
alpha of 298 1 basis points. They further noted a positive alpha against an equally­
weighted NYSE index, but of much smaller proportions. Using the S&P500 and Dow 
Jones Index as a benchmark, Carlson ( 1970) also observed small positive alphas of 60 
and 14 basis points respectively. A battery of further studies continued over the 
ensuing decade including McDonald (1974), Mains (1977), Kon and Jen (1979) and 
Shawky (1982). Each of these studies produced empirical results that contradicted the 
conclusions of Sharpe and Jensen, showing either positive or insignificantly negative 
alphas. 
The first half of the 1980s saw a resurgence of interest in examining fund 
performance through decomposition into selectivity and timing. This interest was 
particularly aided when Treynor and Mazuy's (1966) non-linear CAPM method was 
supplemented by Henriksson and Merton's (1981) dual beta model. Evidence from 
subsequent papers examining the presence of market timing in mutual fund returns 
has further strengthened the drift away from Sharpe's (1966) and Jensen's (1968) 
argument against active fund management. Studies that include Alexander and Stover 
(1980), Veit and Cheney (1982), Kon (1983), Chang and Lewellen (1984) and 
Henriksson (1984) all document a positive selectivity alpha, albeit accompanied by a 
perverse coefficient for market timing. 
Further refinement to the tests of timing and selectivity ensued shortly in the paper by 
Jagannathan and Korajczyk (1986). They formulated an exclusion restriction 
specification test, which inserts higher order variable(s) into the basic Treynor-Mazuy 
or Henriksson-Merton specification. If the original model definition was correct, these 
1 Computed by Ippolito (1993) on the basis of 10.7% sample return, 9.9% index return and a beta 
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new variables should produce insignificant coefficients. Using an Australian dataset 
that impliedly mitigates bias from data re-testing, Hallahan and Faff (1999) applied 
this model finding sparse evidence of positive timing and negative selectivity, 
accompanied by a significant term on the higher-order factors. Consistent with 
Kothari and Warner (1997), these results raise the question of the accuracy in the 
original model specifications. 
In the later part of the 1980s, studies including those of Grinblatt and Titman ( 1989) 
and Ippolito (1989) reopened the issue of market efficiency. Specifically, the 
arguments presented questioned the performance of managed funds along the lines of 
their ability to produce sufficient excess returns to cover the costs of information 
production. Both Ippolito (1989) and Grinblatt and Titman (1989) found such costs to 
be between 1.50% and 2 .  77% across different sub-periods and different benchmarks, 
with an average tendency towards 200 basis points. The question thus became one of 
whether the average alpha of mutual funds deviated significantly from -2.00%. 
Finding an average gross alpha of 81 basis points, Ippolito (1989) thus affirmed that 
''mutual funds, on average, are sufficiently successful in their trades to offset their 
expenses". Consequently, empirical support has now leaned towards the Grossman 
and Stiglitz' (1980) version of the EMH. 
The rollercoaster of results documented in the above studies poses an obvious 
question: Why? This is especially intriguing given that varied results have emerged 
from studies using similar methodologies or similar benchmarks. Roll' s (1977, 1978) 
critique, for example, draws attention to a number of problems that CAPM-based 
estimate of0.78 
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models suffer and strongly contends that the choice of benchmark is a critical factor 
driving the observed excess returns. In fact, the question of efficiency in performance 
measure evoked many landmark writings throughout the 1990s. Studies including 
Lehman and Modest (1987) and Grinblatt and Titman (1994) have examined an array 
of possible models and benchmarks, finding that the choice of a performance measure 
and the reference benchmark can have a profound influence on the excess returns 
observed for managed funds. Similar results were also obtained by Robson (1986) in a 
study using Australian data. An early warning to this effect in fact came some 30 
years prior, when Friend et al. (1970) cautioned "against using a benchmark that 
effectively tricks the alpha calculation by overweighting [certain] returns", thus 
highlighting the issue of a 'fair' benchmark definition (Ippolito, 1993). 
During the quest for discovery of this 'fair' benchmark, researchers have developed a 
vast array of specifications. These include the 8-Portofolio benchmark proposed by 
Grinblatt and Titman (1989) which is based on known relationships between returns 
factors and firm characteristics (further explained below). An alternative proposal was 
also put forth by Ferson and Schadt (1996). Arguing that excess returns derived from 
use of public information should not be recognised in the performance alpha, they 
developed a conditional expectations model for the benchmark construction 
(described below). 
In this thesis I have set out to analyse a set of benchmarks with a view to assessing 
their comparative results as well as their individual efficiencies. Using an ASSIRT2 
2 ASSIRT Library, compiled by WealthPoint Financial Services, is a monthly electronic summary of product and price information relating to the managed funds extant in Australia. Since the feed into the underlying databank is daily in most cases, ASSIRT participation ensured data of higher frequency were available as and when required. 
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database on Australian managed funds I was able to mitigate any potential data re­
testing bias, ensuring an objective assessment of theories most of which were initially 
developed from the US data. Furthermore I was able to provide an international 
perspective on the managed funds performance and benchmarking from yet another 
financial market. The examined benchmarks - which included 1) the All Ordinaries 
Index, 2) an Equally-Weighted Index 3 )  a Value-Weighted and 4) a Price-Weighted 
Index, 5) Fama and French's 3-Factor Portfolio, 6) Carhart's 4-Factor Portfolio, 7) 
Grinblatt & Titman's 8-Portfolio Benchmark, 8) Ferson and Schadt's Conditional 
Expectations Model and its modified version used by 9) Sawicki and Ong - were 
tested using Jensen's alpha model, as well as the selectivity-timing decomposition 
models proposed by Treynor & Mazuy and Henriksson & Merton. I have also tested 
for the relative importance of three risk-free return proxies that coincide with 1) a 
proxy used in general literature, 2) the maturity of assets held by managed funds and 
3 )  the average life-span of managed funds. Finally, to control for several unique 
characteristics associated with new funds and funds nearing their demise, I have 
subdivided my sample period into three five-year time frames between 1985 and 
1999. This also allows me to perform a number of inter-temporal analyses of the 
results. Having pre-selected potential candidates for optimal benchmarks I have tested 
for information content on ground that an 'unbiased' benchmark as tested against 
nai've portfolios may be such either because it truly reflects variances in fund returns, 
or because it is completely uninformative and proxies for a random walk. I have found 
second explanation to be the case for the pre-selected benchmarks and as a result I 
have performed a thorough analysis of candidate factors in constructing a benchmark 
that satisfies the criteria of objectivity and explanatory power. 
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Focusing on the study offixed income managed funds, I find this segment to be left 
largely unexplored in the extant financial literature and outright neglected in the 
Australian context. However, several arguments warrant an exclusive attention to be 
given to this sector of managed funds. 
First lies in the sheer importance of these funds within the sphere of asset 
management, as can be clearly seen from Figures I, II and III. 
Other Managed 
Funds 
69% 
FIGURE I 
Managed Funds Registered in Australia 
Fixed Interest 
Funds 
31% 
Figure I provides a high level breakdown of funds registered in Australia. It can be noted 
that 30. 7% or almost one third of funds is registered as fixed income funds. 
[Source: ASSIRT Library, 2000] 
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;ertified
Other Managed 
Funds 
71 % 
FIGURE II 
Assets Under Management in Australia 
Fixed Interest 
Funds 
29% 
Figure II demonstrates the importance of fixed interest managed funds according to the 
amount of assets under management. As at the end of December 2000 these funds held 
29 .4 % of all assets invested in Australian managed funds. 
Other Managed 
Funds 
9% 
FIGURE III 
[Source: ASSIRT Library, 2000] 
Fixed Interest 
Funds 
91 % 
Australian Managed Funds holding Fixed Income Securities 
Figure III presents the proportion of Australian Managed Funds holding at least some 
fixed income securities as part of their investment portfolio. As at the end of December 
2000, 91% of funds fell into this category, highlighting the importance of fixed interest 
assets. 
[Source: ASSIRT Library, 2000] 
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30.7% of funds registered in Australia are classified as "fixed-income", representing 
29.4% of total assets under management3. These figures are consistent with the US 
market, where bond mutual funds constitute 34.1 % of the total nurr1uc;1 of funds, 
holding 27.3% of net assets held by all mutual funds. They are also consistent with the 
German market, where they represent 54% of registered funds outstanding4• Searching 
beyond fixed-income funds I note that over 91 % of all Australian funds invest at least 
some portion of their assets in bonds and thus ignoring the return generating factors of 
debt instruments invariably leaves a fraction of the funds' performance unexplained. 
Collectively, these figures demonstrate the importance of fixed income sector, not 
only in the context of worldwide financial markets, but also as an issue pervading all 
comers of the asset management industry. 
Despite the prominence of fixed-interest managed funds, very few studies provide a 
comprehensive picture of bond fund performance. Although several earlier studies 
examined performance models using bond data, their datasets were usually restricted 
to either government bonds, a limited set of bond portfolios coupled with much larger 
selection of equity portfolios, or a narrow subset of bond mutual funds. Studies 
examining the Cox, Ingersoll and Ross ( 1981) model of equilibrium pricing including 
Brown and Dybvig (1986), Longstaff and Schwartz (1992) and Pearson and Sun 
(1994) used almost exclusively data on Treasury securities when estimating the 
properties of the term structure. Datasets comprising short-maturing Treasury bills 
were used by Fama and Bliss (1987) and Stambaugh (1988), while Elton, Gruber and 
Mei (1993) tested their relative pricing model on pure discount instruments oflonger 
3 Sourced from ASSIRT Library database on Australian managed funds published in October 2000. Index funds
are excluded from the quoted figures. 
4 US data are based on Wiesenberger Financial Services, Investment Companies, 1991 as reported by Blake et al.
( 1993), while figures for Germany are extracted from Maag and Zimmermann (2000) 
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maturities using prices estimated by McCulloch (1990). The few researchers including 
· Fama and French (1992) and Gibbons (1986) who have not restricted their sample to 
Treasury instruments have utilised a few bond portfolios in conjunction with a much 
larger set of stock portfolios (Elton et al., 1995). Additionally, several other studies 
examined the performance of a specific subset of bond mutual funds. Cornell and 
Green (1991), Blume and Keim (1991) and Gudikunst and McCarthy (1997) have 
focussed on low-grade bond funds, while Singh and Dresnack (1997) examined 
municipal bond mutual funds. Taking the analysis beyond national boundaries, 
Detzler (1999) concentrated her study on global bond funds. Alongside this 
specialised research, however, several landmark papers have been developed 
investigating various performance measurement frameworks along a broad spectrum 
of bond mutual funds. Blake, Elton and Gruber (1993) followed by a 
methodologically updated Elton, Gruber and Blake (1995) find bond funds to 
underperform, net of expenses, against a selection of benchmark indices and 
measurement models using samples adjusted and unadjusted for survivorship bias. 
Maag and Zimmermann (2000) provide an analysis of bond funds in cross section 
using a German dataset, reaching similar conclusions. Although these studies 
collectively provide important information regarding factors underlying bond returns 
and estimate the degree of survivorship bias arising out of sample selection criteria, 
they do not explicitly measure the extent of bias inherent in the models and the 
benchmarks themselves. It is therefore one of the objectives of this study to re­
examine a wide array of benchmarks, models and other issues affecting bond returns 
measurement with the view to establishing a framework able to provide an accurate 
and unbiased estimate of bond fund performance. 
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The third motivation behind this research arises from the lack of studies recognising 
the relationship between time-series and cross-sectional application of benchmarks to 
performance measurement. Elton, Gruber and Blake ( 1995) use a joint-estimation 
( constrained time-series) regression in estimating their relative pricing model, 
previously applied to the sphere of equities by Burmeister and McElroy ( 1 987, 1 988), 
Gibbons et al. ( 1 989) and Bansal and Viswanathan (1993). Elton et al. ( 1995) 
conclude that while certain benchmarks appear non-informative in a time-series sense, 
they are essential in explaining the cross-sectional variation of bond fund returns. In 
this study I will apply a two-pass (time-series and cross-sectional) methodology 
popularised by Fama and MacBeth ( 1973) and applied by Fama and French ( 1 992) to 
stock return data. Although this methodology does not allow for a simultaneous 
estimation of betas and relative prices as do joint-estimation tests, therefore 
introducing some degree of estimation error into the relative price sensitivities, it is 
significantly easier to apply to large arrays of benchmark candidates. Interestingly, 
whilst this methodology is also adaptable to the study of equity managed funds, no 
l current study has performed such analysis, a gap this thesis will address. 
A further rationale supporting the study of fixed income managed funds is the 
availability of a robust sample on which performance measures can be tested in a 
consistent environment. My sample size ranges from 168 to 537 funds over the two 
periods examined, compared to 123 funds used in Elton, Gruber and Blake ( 1995), 46 
to 361 funds in Blake, Elton and Gruber ( 1993) and 40 funds in Maag and 
Zimmermann (2000). As my sample is based on Australian managed funds it will not 
only introduce another financial region into the extant literature, but will also attempt 
to fill the void in Australian bond mutual fund studies. Despite my robust managed 
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fund sample, my Australian data sources suffer from an acute lack of information on 
the bonds themselves. To this end I also undertake a parallel benchmarking test 
between the Australian and the US bond market, shedding some additional light on 
the link between these two economies. 
The ever-present trade-off between benchmark complexity and model parsimony 
forms the fifth and final motivation for my study. While a greater number of factors in 
a benchmark tends to favour the explanatory power of the model, it often tends to 
weaken the tests of persistence. While I do not intend to venture into such tests at this 
point in time, I do pay particular attention to ways in which models can be made more 
parsimonious, without significantly loosing the explanatory power of these models. 
Empirical evidence based on Elton, Gruber and Nabar (1988) and Roll and Ross 
(1980) indicates that while most common stock models require five to seven factors, 
bond returns can be explained by no more than three and possibly two factors (Blake, 
Elton and Gruber, 1993). However Elton, Gruber and Blake (1995) advocate in their 
conclusion a six-factor model as providing the best explanatory power in time-series 
and cross-section of bond returns. In my quest for resolving the complexity -
parsimony dilemma, I also hope to resolve the apparent disparity in conclusions from 
these studies. 
In this study I examine twenty-one factors proposed by practitioners and the extant 
academic literature to explain the performance of fixed interest managed funds. 
Grouped into six logical categories, I find the optimal mix of factors in each category 
on the basis of joint power to explain returns variations across time as well as in cross 
section. Re-testing the winning candidates from each category as a group, I find an 
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overall selection of benchmark factors that is powerful in both information 
dimensions. Throughout this process close attention is paid to the trade-off between 
the explanatory power of benchmarks achieved through addition of extra factors and 
their parsimony characterised by fewer factors. At the same time benchmarks as well 
as alternate performance models are subjected to several tests of objectivity to ensure 
that the optimal measure is not only informative, but also unbiased. Having found an 
optimal benchmark that satisfies these two requirements, teamed up with an 
appropriate model to match, I conclude with an analysis of impact alternative 
definitions of the risk free proxy have on the performance conclusions of fixed 
interest managed funds. To ensure consistency of results across time, the entire study 
is replicated in two separate time frames. 
The remainder of this thesis is organised as follows. Chapter 2 describes the 
methodology including model and benchmark definitions, followed by Chapter 3 that 
describes the data set. Chapter 4 presents the results of extant model analysis and the 
development of a new and improved benchmark in the context of equity managed 
funds. The search for true performance of fixed interest managed funds is presented in 
Chapter 5. Chapter 6 concludes this thesis. 
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2 7  
2. METHODOLOGY
2.1 PERFORMANCE MEASURES 
2.1.1 STANDARD MARKET MODEL 
The starting point of this analysis is the standard Capital Asset Pricing Model 
(CAPM), which advocates a linear relationship between the expected excess returns 
on a specific fund or a portfolio and the excess returns on a market proxy: 
(1) 
where E(Ri) represents the expected excess return on asset i, Rm is the market proxy, 
Rt is the risk free rate and /3; is the sensitivity coefficient representing the proportion 
with which movements in the market are translated into the value of asset i. 
Specifically, this relationship between returns on the market and the asset returns is 
defined as 
(2) 
By its very definition CAPM is an ex-ante model that attempts to enumerate the 
expected excess return of an asset given the excess return on the market and its 
relationship to the market. What constitutes these two independent variables is, 
however, a highly contentious topic discussed, amongst others, by Mayer and Rice 
( 199 1 )  from the perspective of finance and financial markets, and Cunningham (1973) 
from mathematical and statistical viewpoint. Whilst the theory behind CAPM defines 
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/3. = cov(R;, Rm )
' var(,Rm ) 
the market variable as representing returns on the entire sphere of economic assets
and /Ji as being the intrinsic co-movement between the asset and this market variable,
in practice equation ( 1 ) is reformulated to an ex-post variant presented in equation (3 )
that allows examination of asset's past returns in order to establish /3;. 
r. , = a. + /3.r 1 + e. 1 I ,  I I m, I, (3) 
where ru is the excess return (the raw return minus the risk free rate) on fund i in the
month t; � represents the abnormal performance of the fund i; /3; represents the beta
risk of fund i; r m,t is a measure of excess returns on the benchmark market index and
Eu is the error term with expected characteristics of a white noise (such as a mean of
zero).
Two major issues arise from applying the ex-post definition in equation (3) to the
CAPM model. First, porting /3; derived from an ex-post model to an ex-ante CAPM
calculation of expected returns undoubtedly rises the question of persistence in this
coefficient. Whilst this is a topic debated by many writers in the context of managed
funds5, it is not an issue I explore in this thesis. Secondly, however, the very
derivation of an ex-post /3; requires the establishment of an unbiased benchmark that
reflects the underlying returns generating process. The selection of such benchmark
has been another contentious issue critiqued, amongst others, by Roll (1977, 1978 and
1992). It is this search for a benchmark that is both informative and unbiased that
forms one of the objectives of this thesis.
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In the context of equity managed funds my definitions of the market returns proxy
include the All Ordinaries Index (a commercial index of the Ausuctiian Stock
Exchange), a Value-Weighted Index, an Equally-Weighted Index and a Price­
Weighted Index further detailed below. For the sphere of fixed income managed funds
this proxy includes the Equally-Weighted Index and a Value-Weighted Index, plus a
host of other commercially produced indices summarised and described in the later
part of this section.
Since many writers including Roll and Ross (1980), Fama and French (1996) and
Carhart (1997) strongly argue that the influence on fund returns does not arise from a
single source only, a natural extension would be to allow for construction of the
benchmark using multiple factors. To this end I reformulate the above ex-post model,
substituting the single-index market proxy (rm,,) for a vector of factors naM.t·
r. 1 = a. + /J. Xil8,u 1 +£. ,I ,  I I M ,  I , (4)
Indeed, this consideration in an ex-ante context gave rise to the Arbitrage Pricing
Theory whose foundation is an acknowledgement of multiple factors that may impact
on the returns generating process of an asset, and therefore help form better
expectations of excess returns.
Some of the multi-factor benchmarks considered in this thesis for equity managed
funds include the three-factor [3F] benchmark by Fama and French (1993, 1996), a
5 For a more -detailed review see Hendricks, Patel and Zeckhauser (1993); Elton, Gruber and Blake (1996); Grinblatt and Titman (1992); Goetzman and Ibbotson (1994); Grinblatt, Titman and Wermers (1995); Kritzman (1983) and Dunn and Thiesen (1983) 
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four-factor [4F] extension proposed by Carhart (1995), an eight-portfolio [8P] 
benchmark developed by Grinblatt and Titman (1988) and the Conditional 
Expectations benchmark [CEB] proposed by Person and Schadt (1996) and later 
modified by Sawicki and Ong (1999). In a later part of my analysis a host of factors 
are combined into vector benchmarks in a manner detailed below. 
The importance of multi-factor benchmarks comes particularly into light for bond 
markets, which are difficult to characterise by a single market index because market 
segments are varied according to instruments, maturities and issuer characteristics and 
unlike stocks there is less agreement about the representative coverage of these 
market segments within a single index (Maag and Zimmermann, 2000). An acute lack 
of adequate index families covering individual segments of the bond market or single 
indices covering the entire bond spectrum further compounds the difficulty of 
choosing an index driving the returns of managed bond funds. 
Formulation of the model as per equation (4), however, introduces an additional 
challenge of identifying the relevant factors able to explain not only the time series of 
returns, but also the cross-sectional differences in average returns. My selection 
process for these factors will be detailed in the benchmarks section of this segment. 
An important implication of the above model definitions is that they work well only if 
the fund managers do not time the market. For example, as the market for fixed 
interest securities is highly sensitive to temporal changes in interest rate expectations, 
it is highly unlikely that the benefits from market timing be overlooked in trading 
strategies employed by bond fund managers. A number of model definitions have 
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therefore been developed; which can be used to separate excess return earned by a 
fund into its selectivity and timing components. 
2.1.2 QUADRATIC MARKET MODEL 
This model is based on foundations laid down by Treynor and Mazuy ( 1966) and 
subsequently refined by Chen and Stockum (l  985). Its cornerstone lies in the non­
linearity of the CAPM model reflecting time-variations of beta. Specifically it is 
contended that good market timers are able to increase their exposure to market (/3) 
during up-times, and reduce it when the market falters. Hence the time-dependent beta 
(J3i.t) is expressed as 
(5) 
A positive gamma thus shows a direct relationship between beta and excess market 
returns, reflecting on the manager's ability to increase (decrease) funds exposure on 
rising (falling) market. This specification leads to a quadratic definition of the market 
model: 
(6) 
where <Xi indicates the return specifically derived from stock selectivity and r, reflects 
the return component from market timing. 
In case of multiple return generating factors, care must be exercised to ensure that the 
quadratic term only reflect on the factor(s) directly linked to the market status. As an 
example, a complete set of quadratic model specifications for the foundation equity 
benchmarks are summarised in Table II. 
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TABLE II 
Summary of Selectivity-Timing Model Definitions for Alternative Benchmarks 
This table presents an overview of the specific models used for separation of timing and selectivity 
under different benchmarks. Treynor-Mazuy methodology assumes a linear relationship between the 
beta and market return, leading to a quadratic specification of the market model. Henriksson-Merton 
model distinguishes the beta associated with selectivity from that associated with market timing. The 
timing beta is thus driven by a product of market return and a dummy variable, D, which takes on a 
value of 1 on the rising market and zero when the market falters. Special attention must be given to 
multifactor benchmarks, ensuring that the timing factor reflects only the market state. 
* CEB = Conditional Expectations Benchmark 
2.1.3 DUAL BETA MARKET MODEL 
In their 1981 study Henriksson and Merton proposed an alternative to the quadratic
model. While adopting the same attitude towards time-varying beta as Treynor and
Mazuy (1966), Henriksson and Merton (1981) opted to separate the constant factor­
beta (/3u) from the changing timing-beta (/32i). This lead to the definition of a dual­
beta model
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Benchmark 
All Ordinaries 
Index 
Value-Weighted 
Index 
Equally-Weighted 
Index 
Price-Weighted 
Index 
3-Factor
Benchmark 
4-Factor
Benchmark 
8-Portfolio
Benchmark 
CEB (VW)* 
CEB (AOI)* 
Treynor - Mazuy (1966) 
Method 
"t,t = lX; + /J;(f'JF )+ r;(rmf +E;,1 
"t,t =a;+ /J;(r4F )+ r;(rm f + E1,1 
";,1 = a; + /J;(,sp )+ Y;(rEW-8P r + E1,1 
r;,, = a; + PhcEB-VW )+ r;('l'W r + E;,, 
r;,1 = a; + /J;(rCEB-AO/ )+ YibOJ r + E;,1 
Henriksson - Merton (1981) 
Method 
";,1 = a; + /Ji;(,sp )+ /Ji;D(rEW-8P) + E;,1 
";,t =a;+ /Ji;(rCEB-VW )+ /Ji;D(fl'W) +E;,1 
r;,, = a; + /Ji;(rcEB-AOJ )+ /Ji;D(r AO/) + E;,, 
(7) 
where D is a dummy variable that takes value of 1 on a rising market (positive rm. r)
and O otherwise, with all other variables being as previously defined. From this 
definition, � thus reflects the return derived from selectivity, while /32; exposes the 
return from market timing. 
Once again, when a multifactor benchmark is tested care must be taken to incorporate 
only that factor in /32; calculation that is linked to the movements of the market. By 
way of example, a complete definition of foundation dual beta models for equity 
managed funds used in this study can be found in Table II. 
2.1.4 EXCLUSION RESTRICTION TESTS FOR MODEL VALIDITY 
Examining the possibility of misspecification in the selectivity-timing separation 
models, Jagannathan and Korajczyk ( 1986) suggested the application of 'exclusion 
restriction' specification tests. These tests require a higher order term being inserted 
into the base model definition. If the original model was correctly specified, these new 
terms should produce insignificant regression coefficients. I have applied this
argument to the Treynor - Mazuy ( 1966) and Henriksson - Merton ( 1 98 1 )  models 
specified above, constructing their respective ERT-Adjusted versions: 
(8) 
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(9) 
A significant <{)j term would imply nontrivial level of misspecification in the original 
timing tests of market performance. As highlighted by Hallahan and Faff ( 1999), 
these higher-order market models are not merely an artificial empirical specification. 
Indeed, this model specification can be used to test for a four-moment (Co-kurtosis) 
version of CAPM as was recently applied in Fang and Lai ( 1 997) adding to the 
original work by Scott and Horvath (1 980). 
Having formulated the alternative performance measurement models, the next step in 
my study is to select the input variables into these models, the risk-free return proxies 
and the factor benchmarks. 
2.2 RISK-FREE RETURN PROXIES 
All of the above models advocate the explanation of security returns as an 
amalgamation of a risk-free return and a risk premium pertinent to the specified 
factors. As a result I find it important to examine whether alternative definitions of the 
risk-free rate cause significant variations in the resulting risk-adjusted excess returns. 
Although the vast majority of studies on managed fund performance are relatively 
homogeneous in choosing the short term Treasury-bill rate as the proxy for risk free 
returns, arguments have surfaced advocating rates that better approximate the average 
life of the asset or a portfolio of assets under consideration6• In this study I have 
therefore tested relative importance of three risk-free return proxies, coinciding with 
6 Through CAPM definition (where estimation of returns on a risky asset is a sum of a return on risk free asset and a risk premium), the maturities of risky and riskless assets should concur. The question 
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1) proxies used in general· literature, 2) maturity of assets held by managed funds and
3) average life-span of managed funds. These are further described in the data section.
2.3 FACTOR BENCHMARKS 
A necessary input into the market model is a measure of returns vn the true market
portfolio. However, since this is in practice unobservable, researchers must content
themselves with the use of benchmark proxies. Roll (1977, 1978) draws attention to a
number of problems that CAPM-based models suffer as a result. Specifically,
performance evaluation based on this model is likely to be sensitive to the choice of
benchmark. Benchmarks that are not mean-variance efficient may provide erroneous
inferences7 (Grinblatt and Titman, 1994). To account for this I have developed a wide
spectrum of benchmarks ranging from simple market indices through multifactor
benchmarks to conditional expectation models. As the equity managed funds and the
fixed interest managed funds invest in two distinct asset spheres, I needed to select
separate factors for each.
2.3.1 BENCHMARK FACTORS FOR EQUITY MANAGED FuNDS 
Benchmarks in this category are selected from two sources. First I formulate
benchmarks according to the methodology posited by authors of the extant literature.
Not finding any of these benchmarks to be both informative and unbiased, I proceed
to select fifteen factor candidates grouped across four categories to form the
foundation in a search for a better benchmark.
thus arises, what is the risky asset? The answer is not clear-cut as the asset behaviour could be dictated 
as much by the underlying investment instruments, as it is by the asset portfolio (the fund) itself. 
7 See discussion in Elton, Gruber, Das and Hlavka (1993) 
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2.3.1.1 Foundati.on Benchmarks based on Extant Literature 
(i) All Ordinaries Index
The All Ordinaries Index is a value-weighted index tracking the 330 largest firms
listed on the Australian Stock Exchange covering approximately 90% of the market.
Inherent in its definition is a bias towards a small number of large, well-established
companies, which may bring into question its applicability as a general market proxy.
(ii) Value Weighted Index
This index corresponds to a strategy, which involves investing funds in all market
stocks in proportion to their capitalisation. As such it also affords more importance to
large firms, but covers a broader cross section than the All Ordinaries Index. My
construction of this benchmark is one of an open-ended index, which by definition
eliminates any survivorship bias and non-trading bias.
(iii) Equally Weighted Index 
The equally-weighted index tracks the performance of a strategy, in which an investor
places an equal amount of funds into all market stocks. Consequently, there is an
inherent emphasis placed on cheaper ( often less capitalised) stocks. Once again an
open-ended construction of this index mitigates any survivorship or non-trading bias.
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VWidxt+I = VW!dx, X t N Mf';., x(.Pi.1+1 -1 J + 1
i=I 
(10)  
!(MVi,,) Pi., )
j=I 
where ft.1 is an adjustment factor that controls for events such as stock-splits for each
stock i at time t.
(v) Three-Factor Benchmark based on Fama and French (1993) 
Over time a large number of studies have observed an apparent anomaly, in which
small (low capitalisation) and especially value (high book to market ratio) stocks
exhibit abnormally high returns even after accounting for market beta (for a review
see Fama and French, 1993 or Cochrane, 1999). To control for this phenomenon,
Fama and French advocate a multifactor model, which includes:
1. Market Return
2. Small less big stocks (SMB) Portfolio
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+11
�-1 
i=l p t EW!dxt+I = EW!dxt X
I, (11) 
Nt+I 
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(iv) Price Weighted Index
This last of the simple market-proxies reflects a strategy in which the same number of 
market stocks is acquired. By its definition it therefore tends to tilt investments in 
favour of high-priced stocks and therefore (by induction) larger firms. Similar to 
previous indices, the construction is free of survivorship and non-trading biases. 
PW!dx,+I = PW!dx, X -1) +1� r_ f';,, x(
t+l 
L 1,1 X N f';,pi=I l (�,I) i,t 
i=I 
(12)
I constructed the · return for this portfolio in every month t by sorting all 
available stocks into equally-weighted quintiles according to their market 
capitalisation at t-1, then subtracting the portfolio return ( at time t) of the 
largest quintile from the portfolio return of the smallest quintile. 
3. High book/market less low book/market (HML) Portfolio 
The return · for this factor at every t was found by sorting all stocks into 
equally-weighted quintiles based on market-to-book ratio at time t-1, then 
subtracting the portfolio return at t of the lowest book/market quintile from the 
return of the highest book/market quintile. 
In my analysis I was able to construct highly precise SMB and HML portfolios, with 
rebalancing done on a month-by-month basis. Consequently my results will 
accentuate the small and value stock phenomenon, if such is found to exist. 
(vi) Four-Factor Benchmark based on Carhart (1995) 
Carhart (1995) developed his benchmark on foundations laid by Fama and French 
(1993), but additionally acknowledged the presence of a momentum factor 
documented by Jagadeesh and Titman (1993). 
1. Market Return 
2. SMB Portfolio 
3. HML Portfolio 
4. Momentum Factor 
I have calculated the return for this factor in similar way to SMB and HML by 
allotting each available stock to an equally-weighted quintile based on return 
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at t-1, then subtracting return at t earned by the loser portfolio at t-1 from the
return earned at t by a winner portfolio at t-1 .
As summarised in Cochrane (1999), the momentum effect has been found to be
strongest at short intervals. My monthly rebalancing of the momentum portfolio
should therefore emphasize this effect if it, in fact, exists.
(vii) Eight-Portfolio Benchmark based on Grinblatt and Titman (I 988)
The basic idea underlying the eight-portfolio benchmark developed by Grinblatt and
Titman (1988) and subsequently used in Grinblatt and Titman (1989, 1994) is that
various firm characteristics are correlated with their stock factor loadings.
Consequently, portfolios constructed on the basis of these characteristics can thus be
used as factor proxies. The eight portfolios consist of (based on Grinblatt and Titman,
1994:424)
Four Size Based Portfolios 
1. Equal weighting of the smallest 81/J percent of firms
2. Average of second and third smallest size portfolios ( out of 12)
3. Average of fourth through ninth smallest size portfolios
4. Average of the three largest size portfolios
Three Dividend-Yield Based Portfolios 
5. Equal weighting of the two lowest dividend-yield portfolios (out of 12)
6. Equal weighting of the fifth and sixth dividend-yield portfolios
7. Equal weighting of the tenth and eleventh dividend-yield portfolios
One Past-Returns Based Portfolio 
8. Lowest past returns portfolio (out of 12)
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Grinblatt and Titman (1994) argue that the construction of the Eight-Portfolio 
benchmark results in non-bias relative to size, dividend yield and beta. They quote a 
set of empirical results obtained in their 1994 study in support of this contention. 
(viii) Conditional Expectations Benchmark based on Ferson and Schadt (1996) 
Evidence that stock returns are predictable using public information variables8 may 
indicate that these variables proxy for a variation in the market risk premium9 
(Sawicki and Ong, 1999). As a result, rational revision of future expected returns 
based on public information should not be confused with abnormal returns earned by 
fund managers. Ferson and Schadt (1996) therefore advocate a conditional 
expectations model that attempts to impound into the benchmark any changes in 
expectations derived from public information. The factors comprised in this 
benchmark include 
1. Value-Weighted Market Index 
2. Lagged Level of Risk Free Proxy 
3. Lagged Level of Dividend Yield on the Australian Stock Exchange 
4. Lagged Measure of the Term Structure 
5. Lagged Quality Spread in the Bond Market 
6. Dummy Variable for the Month of January 
Ferson and Schadt (1996) empirically test this benchmark on US mutual funds data, 
observing that the negative performance and perverse market timing often found using 
unconditional models largely disappears. 
8 For example: default risk spread (Keim and Stambauch, 1996); dividend yield (Fama and French, 
1988) and earnings yield (Campbell and Shiller, 1988) 
9 Ferson and Harvey (199 1), Fama and French (1992) and Evans (1994) provide evidence supporting 
this interpretation. 
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(ix) Conditional Expectations Benchmark adopted by Sawicki and Ong (1999)
The study by Sawicki and Ong (1999) follows Person and Schadt ( 1 996), but replaces 
the value-weighted market index with a more restricted All Ordinaries Index. For 
comparison purposes, I have also included this interpretation of the Conditional 
Expectations Benchmark, although I did maintain the 'Quality Spread' factor omitted 
by Sawicki and Ong (1 999). 
2.3.1.2 Selection of Factors for a New Benchmark 
As the formation of a new benchmark is a ground-up process, selection of appropriate 
contributing factors is the key initial step. Table III presents the factor selection 
categorised by their form of contribution to the overall model. 
(i) Aggregate Equity Market Returns
Factors in the first category reflect on the overall movement of the equity funds 
market. An important distinction needs to be drawn between two sub-groups of 
factors in this category. The first sub-group, Equity Market Indices, track the 
performance of the equity market at the level of individual securities, from which 
equity managed funds source the majority of their assets. As such it comprises factors 
that look directly at the performance of stocks listed on the Australian Stock 
Exchange and tracked by Datastream. These include the All Ordinaries Accumulation 
Index, as well as the Equally Weighted, Value Weighted and Price Weighted Index 
alternatives defined above. An argument can be posed, however, that the managed 
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TABLE III 
Summary of Benchmark Factors for Equity Managed Funds 
Summarised below are six groups of factors highlighted by the extant literature as potential explanatory 
variables for the returns of equity managed funds. First category reflects on the overall movement of 
the market, and is subdivided into equity market indices based on the underlying equity securities, and 
the managed fund indices formed from returns of equity funds themselves (see Table IV for analysis of 
self-selection issues). Second category includes characteristic based factors popularised by Fama and 
French ( 1993) and Carhart ( 1995). Third category introduces lagged variables reflecting on the 
conditional expectations in the spirit of Ferson and Schadt ( 1996). Finally, the last category includes a 
dummy variable testing for the January effect. 
equity funds do not invest into the entire sphere of available equity assets, but only
subsets of these assets in line with their investment objectives. I therefore propose two
additional indices that are computed in a manner similar to that described above, but
where the raw data are the returns of funds themselves. Consequently, this produces
the Value Weighted and Equally Weighted indices grouped under the Managed Fund
Indices. An important note needs to be raised here concerning the possibility of a self­
selection bias that may exist in these indices. If the returns of a particular fund
dominate the computation of an index, be it due to the size or the outstanding
performance of such fund, subsequently regressing these returns on the index will
produce high R 2 values by definition, not because of the information content inherent
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Category 
I. Aggregate Equity Returns
Equity Market Indices
Managed Fund Indices 
2. Characteristics
3. Conditional Indicators
4. Dummy Variables
• A total of fifteen factors across four categories
Factor 
I. All Ordinaries Accumulation Index
2. Equally Weighted All Stock Index
3. Value Weighted All Stock Index
4. Price Weighted All Stock Index
5. Value Weighted Index
6. Equally Weighted Index
I. Size
2. Book-to-Market Ratio
3. Momentum
4. Dividend Yield
I. 90-Day Treasury Bond Yields
2. All Ordinaries Index Dividend Yield
3. Term Premium
4. Risk Premium
I. January Effect
in the index. To examine the degree to which such self-selection bias may influence
the results, I performed a sub-test in which returns for each fund were regressed on an
index formed from all other funds, i.e. excluding self. Results from such restricted
self-exclusion tests were then compared to those obtained from unrestricted index
formulations, and are presented in Table IV.
TABLE IV 
Test of Self-Selection Bias in Value Weighted and Equally Weighted Indices 
Two of the benchmarks applied to the performance measurement model of managed equity funds are 
weighted averages of the funds themselves. Such definition naturally attracts a degree of self-selection 
bias. Hence an extreme performance of one fund could dominate the index average, causing spurious 
relationships between the index and the fund itself. To measure the degree of such bias we compare the 
regressions statistics obtained against an unrestricted benchmark to the same statistics when a restricted 
benchmark is used. Restricted benchmarks are formed individually for each fund, where the benchmark 
is a value ( equally) weighted average of all funds except self. The T-Test not only concludes and highly 
insignificant difference between the two measures for R2 and factor coefficient (Beta), but points to a 
significant similarity for the intercept (Alpha). All correlation coefficients are in the order of 0.999 or 
higher confirming a temporal co-movement between the two benchmarks. The results are consistent 
across time. 
It may be noted that the correlation is approximating unity under all statistical
measures and in all periods. Furthermore, t-statistics and their corresponding p-v.1lues
all point to a statistically significant equality between constrained and unconstrained
indices. These results therefore validate an unbiased use of the Equally Weighted and
Value Weighted managed fund indices.
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EWINDEX VWINDEX 
R2 ALPHA BETA R2 ALPHA BETA 
1985-1989 0.236 0.066 0.131 0.149 0.080 0.103 
0.813 0.947 0.896 0.882 0.936 0.918 
t-Statistic
p-Value
Correlation 0.9987 0.9994 0.9973 0.9985 0.9993 0.9990 
1990-1994 0.189 0.041 0.093 0.201 0.148 0.113 
0.850 0.967 0.926 0.841 0.882 0.910 
t-Statistic
p-Value
Correlation 0.9996 0.9995 0.9980 0.9993 0.9995 0.9988 
1995-1999 0.061 0.013 0.054 0.069 0.021 0.077 
0.951 0.990 0.957 0.945 0.983 0.939 
t-Statistic
p-Value
Correlation 1.0000 1.0000 l.0000 0.9998 0.9999 0.9996 
(ii) Characteristics 
The second category of factors includes characteristic influences found in previous 
studies to impact on the performance of equities. This includes the size effect and the 
value effect discussed by Fama and French (1993, 1996) and the momentum effect 
augmented by Carhart (1995). It also includes the impact of dividend yield examined 
by Grinblatt and Titman (1988) as discussed previously. 
In line with these studies and the process described above, I have also segmented the 
return data corresponding to these characteristics into equally weighted portfolios. 
Studies investigating the impact of characteristics on the performance are, however, 
plagued by a high degree of discordance concerning the appropriate fineness of 
segmentation. For example, while Grinblatt and Titman (1988, 1989) subdivide the 
sample into twelve portfolios, Fama and French (1993, 1996) content themselves with 
quintiles. Yet other studies including Lehman and Modest (1987) are content with 
averages. Recognising the diminishing ' information returns' arising from addition of 
more factors, I compare the incremental benefit achieved when segmentation moves 
from simple averaging, to halves, thirds, quarters, quintiles and finally twelfths. 
Results are presented in Table V where panels A through D show data for size, value, 
momentum and yield characteristics, respectively. 
TABLE V 
Analysis of Progressive Sample Segmentation 
Extant literature attempting to link equity characteristics to their returns is relatively uniform in 
choosing to subdivide factor returns into equally weighted portfolios whose impact on equity fund 
returns is then tested. It is, however, very discordant in its decision on how fine to subdivide the 
characteristic factors. lbis table explores the impact of subdivisions into progressively finer portfolios 
and measures the incremental benefits it provides in terms of information content. The last column 
provides the absolute R2 (with the associated t-statistic and significance level) for different 
subdivisions, whereas first five columns relar a matrix comparing the various subdivision levels, and 
the associated significance attributed to the R gap. Panels A through D look at size, value, momentum 
and dividend yield characteristics. Each panel is into two sections, where Sections 1 and 2 examine the 
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time series and cross sectional information content, respectively. Whilst subdivision up to quintiles 
generally brings significant information benefit, finer portfolios beyond quintiles (such as twelfths) do 
not contribute additional explanatory power that is statistically significant at conventional levels. With 
the exception of time-series explanatory power for the Dividend Yield subdivision, this is generally 
consistent across all characteristics and both time frames. 
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PANEL A: Segmentation According to SIZE 
A.I: Time Series Explanatory Power 
Sub- 2 3 4 5 Explanatory 
Portfolios Power 
1990-1994 I 0.06 
(13.22···) 2 0,030* 0.09
0.04 *
 (14.89···) 3 
(0.0
°
6)* 0.01 0.10
(0.0
°
1··) (16.48)•• 4 0.05
 · 0.02°
(0.14)* 0.01 0.11 
(0.0
°
9**) (0.16) (19.3***1) 
5 
(0.
°
00)**0.06
 * 0.04
 * 0.02 0.02 0.12
(0.13**) (0.11**) (23.08···) 12 
(0.
°
00)**0.09
 * (0.00)
°
**0.06
 * 0.05°
 * 0.04°
 * 0.03°* 0.15
{0.00} {0.00) {0.00} {0.00} {0.08} {31.83) 
1995-1999 0.02 .. 
(14.75***) 2 0.02°··· 0.03
(24.62···) 3 
(0.00)
°
**0.03
 * 0.01 o••• 0.05
(30.38···) 4 
(0.00)··0.06°
 · (0.00)**0.05°
 * 0.03°*** 0.08
(40.24•••) 5 
(0.
°
00)··0.12
 · o.
(0. n00)·· (0. °00)**1o
 · 0.09
 * 0.05°··· 0.13
(47.22•••) 12 
(0.00)··0.11°
 · (0.00)•0.16o ••
(0.00)••0.14o
 • (0.
°
00)··0.11
 · 0.05°*** 0.19
{0.00} {0.00} {0.00} {0.00) {0.00} {73.34} 
A.2: Cross Secdonal Explanatory Power
Sub- 2 3 4 5 Explanatory 
Portfolios Power 
1990-1994 I 0.04 
(6.19··)0.01 ·
 
2 0.03°**
(0.03
°
··) 0.09·3 0.05
 · 0.02 
(6.9 ·7)
4 
(0.
°
00)**0.06
 * 0.03
(0.19
°
)* 0.01 0.10
(7.22···) 
0.04 *
 (0.62) 
0.12
 
5 
(0.
°
00)··0.01
 · (0.
°
07)* 0.02 0.01 
(7.43···)
(0.04
°
**) (0.31
°
*)0.05 *
 
12 
(0.
°
00)··0.10
 · 0.07
 * 0.04
(0.55
°
)* 0.03 0.14
(7.89•••) 
{0.00} {0.00) {0.02) {0.06) {0.27) 
0.04 
 
1995-1999 
{8.71. )..
2 0.01 0.06
(6.37)··· 
(0.21) 
3 0.02 0.00 0.06
(6.59···) 
(0.1
°
5**) (0.82) (6.76**)* 4 0.03
 * 0.02 0.01 0.01
(0.01
°
··) (0.1
°
5··) (0.23n··) 0.16
 
5 0.12
 · 0.11
 · o.1o
 · 0.09°***
(7.02***)
0.19 *
 
12 
(0.00)••0.14o
 • (0.
°
00)**0.13
 * (0.
°
00)** (0.00)••0.11 o
 • 0,03 
(7.39* 2
{0.00) {0.00) 
0.13
 *
{0.00) {0.00) {0.33) {8.62) 
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PANEL B: Segmentation According to VALUE 
8.1: Time Series Explanatory Power 
Sub- 2 3 4 5 Explanatory 
Portfolios Power 
1990-1994 I 0.05 
2 0.02°···
(24.05···) 0.01
(28.04)···3 
(0.00)**0.03°
 * 0.01 o••• 0.08
(33.88)***4 
(0.00)**0.04°
 * (0.00)··0.02°
 · 0.01°·· 0.09
(0.03··) (37.51···)5 
(0.00)**0.05°
 * (0.00)**0.03°
 * 0.02°
 · 0.01 0.10
0.04° *
 
0.04 *
 (44.0···2) 12 
(0.00)··0.01°
 · (0.00)**0.06°
 * (0.00)* (0.11
°
)* 0.o30• 0.13
(0.00) (0.00) (0.02) (0.03) (0.05) (47.86
"" 
] 
1995-1999 0.03
(14.55)···  2 0.03°*** 0.01
(24.42···) 3 
(0.00)**0.06°
 * 0.03D*** 0.10
o9 * 
(29.33···)4 o.
(0. °00)** (0.00)**0.05°
 * 0.03°*** 0.12
(41.58) 
5 
(0.00)**0.08°
 * (0.00)**0.05°
 * 0.02°* 0.15••• 
(0.05**) (50.75)*** 12 o.
(0.00)°·· (0.00)** 0.01 0.16
(0.00) 
0.11 o••• 
(0.00)··0.12° ·
(0.00) 
o9  · 0.06°
 * 0.04°
 *
(0.00) {0.00) (0.00) (0.10 (67.56) 
B.2: Cross Sectional Explanatory Power
Sub- 2 3 4 5 Explanatory 
Portfolios Power 
1990-1994 I 0.04 
(5.85)··  2 0.03°** 0.01 ·
(0.04**) 0.09 .
 
3 0.05°
 * 0.02 
(6.84)..
(0.21
°
**) 0.12
 
4 
(0.00)**0.08°
 * 0.05
 * 0.03 
(7.26···)
(0.01**) (0.15) 0.13*5 o.
(0. °00)**o9  * 0.06°
 * 0.04 O.QI
(7.76*)
(0.01··) (0.11
°
**) (0.75
° 
) 
12 
(0.00)** 0.10°
 · 0.08
 * 0.05 • 0.04 0.11
(6.78)··· 0.13°
 *
(0.00) (0.00) (0.00) (0.05) (0.12) (8.41} 
1995-1999 0.05 ... 
(6.85)··  2 0.02 0.01 ·
(0.11**) 0.10·3 0.05°
 * 0.03 
(7.05)·
0.12
 
4 
(0.00)··0.01°
 · (0.10)**0.05°
 * 0.02 
(8.55)···
(9.26) 
5 
(0.00)**0.08°
 * (0.00)**0.06°
 * 0.03°
(0.34)* 0.02 0.14••• 
0.05° *
 (11.144)··· 12 
(0.00)··0.12°
 · (0.00)··0.10°
 · (0.07)··0.01°
 · (0.38)* 0.03 0.1
' Significant at 10% level 
(0.00) (0.00) (0.01) (0.05) (0.16) ( 13.40) 
•• Significant at 5% level
••• Significant at I% level
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PANEL C: Segmentation According to MOMENTUM 
C.1: Time Series Explanatory Power
Sub- 2 3 4 5 Explanatory 
Portfolios Power 
1990-1994 I 0.06 
(19.0···8) 2 0.02D*** 0.08
(20.88)*** 3 
(0.00)**0.04D
 * 0.03D*** 0.10
(22.3***0)4 0.
(0.00)** JQD
 * o.
(0.00)**o8°
 * 0.06D*** 0.16
(0.00**) (21.89)*** 5 0. J2D
 * o.
(0.00)··10n
 · o.
(0.00)··o8n
 · 0.02D* 0.18
(0.05**) (26.70)··· 12 
(0.00)··o.15n
 · 0.
(0.00)** J4D
 * 0.
(0.00)** J JD
 * 0.06D
 * 0.03D** 0.21
(0.00) (0.00) (0.00) (0.00) (0.03) {32.04) 
199S-1999 
2 0.02D***
3 
(0.00)**0.05D
 * 0.038***
4 o.
(0.00)n··o8
 · (0.00)**0.06D
 * 0.03D***
5 0.
(0.00)** J2D
 * (0.00)**0.09D
 * (0.00)**0.07D
 * 0.04 
(0.00**) (0.11**)12 0. J 8D
 * 0.
(0.00)** 0.
(0.00)** 0. 0.06D*
(0.00) 
 J6D
 *
(0.00)
 13D
 *
(0.00)
 JOD
 *
(0.00) (0.06) 
o.o7"'
(13.72***)0.10
(18.5··4·)0.12
(26.39)***0.15
(33.2***5)0.19
(41. •67)•• 0.25
(52.488)
C.2: Cross Sectional Explanatory Power
Sub- 2 3 4 5 Explanatory 
Portfolios Power 
1990-1994 I 0.06 
(6.25···) 2 0.02 0.01
(0.23**) 0.09
 
3 0.04D
 * 0.02 
(6.82***)
0.10
 
4 o.
(0.01)•• 0.03D
(0.18)* 0.01 
(8.78)···
0.04D*
 (0.61) 
0.11 
 
5 
(0.09)* 0.02 0.01 
(7.5•6•)•
05 •
 
0.15
 
12 
(0.01)**0.07D
 * o.
(0.21n•) 0.04D
(0.52)* 0.03 
(9.09)···
05n
 ·
(0.01**)0.06D
 *
(0.00**)0.09°
 *
(0.00) (0.00) (0.02) (0.06) (0.16) (7.361 )
..
 
1995-1999 0.08  
2 0.02 0.
(7.32··)·
05n •
 
3 o.
(0.31)• 0.03 
(0.02**)4 0.o7D � o.
(0 n.11)·· 0.02 
(0.
D
00**) (0.41) 5 0.09
 * 0.04 0.02
0.09°*
 (0.46)
07D •
 12 0.
(0.00•)• J4D
 • (0.14)* 0. 0.05
(0.00) 
o5
 ·
(0.01**)0.07D
 *
(0.00••)0. 13D
 •
(0.00) (0.01) (0.04) (0.13) 
 10
 
(8.42***)0.13
 
(7.22)···0.15
 
(9. ·80)··0.11
(JO.O**J*)0.22
(12.99)
•• •Significant at 10% level
 Significant at 5% level••• Significant at I% level
 
49 
PANEL D: Segmentation According to Dividend Yield 
D.l: Time Series Explanatory Power
Sub- 2 3 4 5 Explanatory 
Portfolios Power 
1990-1994 I 0.
2 0.03»•••
04
(12.06···)0.01
(19.64···) 3 
(0.00)••0.04»
 • 0.01 0.08
(0.21··) (17.94***) 4 o.
(0.00)·· 0.02»
 · 0.01»·· 0.09
(0.02••) (23.8•••0) 5 
(0.00)··0.04»
 · 0. 0.02»··· 0.11 
(31.07)*** 12 0.09»
(0.00)•• (0.00)··0.01»
 · 0.16
(0.00) 
03»
 •
(0.00)··0.08»
 ·
(0.00)
1995-1999 
(0.00) 
o.os»···
(0.00) (47.85
° 
) 
0.01
(13.77)··· 2 0.02
(20.38***) 3 0.02»··· 0.04
0.06*4 
(0.00)••0.04»
 • 0.02»···
(2.08*)
(27. ···5 
(0.00)··0.01»
 · (0.00)··0.05»
 · 0.03D .. * 0.09
1
(0.00) (35.00)*** 12 
(0.00)··0.12»
 · 0.1 oo···
(0.00)··0.08»
 · 0.05»··· 0.14
os»
 ·
(0.00)
0.01»···
(0.00)··0.12»
 ·
(0.00)
0.01»···
(0.00)••0.03»
 •
(0.00)··o.os»
 ·
(0.00)··0.08»
 ·
(0.00)••0.13»
 •
(0.00) (0.00) (0.00) (0.00) (0.00) (53.10) 
D.2: Cross Sectional Explanatory Power 
Sub- 2 3 4 5 Explanatory 
Portfolios Power 
1990-1994 l 0.03 
0.06*2 0.o3D**
(5.92*)
0.01
 
3 
(0.02)••0.04» • 0.01 
(5.96)···
(0.46)• 0.09
 
4 
(0.00) 
»
···0.06 0.03» 0.02 
(6.45***)
(0.09)•· (0.31•)0.04» •
 
0.11 •5 
(0.
»
00) ···0.08 0. 0.02 
(6.62•)
(0.05··) 0.14*12 
(0.00)··0.11»
 · 0.01»
 · 0.05»
(0.36)·· (7.71*)
(0.00)
05» ·
(0.01··)0.08»
 ·
(0.00) (0.00) (0.01) 
O.o3
(0.11) ( 10.43
° 
) 
1995-1999 0.06
0.01·2 0.01 
(6.93·)
(0.22••) 0.10
 
3 0.04»
 • 0.03»•
(8.48···)
(0.01··) 0.04»•
 
0.11 
 
4 0.05»
 · (0.07)• 0.01 
(7.55•••)
(0.62) 
0.13
 
5 
(0.00)··0.01»
 · (0.01·)·0.05»
 · 0.02 
(8.70)***
0.18*12 
(0.00)••0.13»
 • (0.00)··0.11»
 · 0.08»
(0.22·) · 0.06»*
(9.12*)
(0.00) (0.00) (0.02) 
o.oi
(0.44)·0.01» ·
(0.03) (0.08) (5.98) 
' • Significant at l 0% level•
••• Significant at 5% levelSignificant at l % level 
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With the exception of time-series explanatory power attributable to the momentum 
factor, the above results unanimously confirm that segmentation beyond quintiles 
does not bring significant incremental benefit in explaining the information content 
inherent in these factors. To establish this, it is necessary to look at the incremental 
explanatory power provided by portfolios equally sub-divided into twelves as 
compared to their quintile counterparts. For example, looking at the explanatory 
power of SIZE based portfolios in Cross Section for the period 1995-1999 I observe 
quintiles to explain 16% of the returns variation. Finer subdivision into twelves does 
increase the R2 to around 19%, but the increment of 3% is shown to be statistically 
insignificant with a p-Value of 0.33. In contrast, moving from quartiles to quintiles 
increases the explanatory power by 9% that is highly significant with p-values 
approximating zero. Such tendency to confirm twelves as providing insignificant 
information increment over quintiles is relatively consistent not only in time, but also 
across characteristics and between the two dimensions of explanatory power. 
Consequently, I distribute the returns attributable to the selected characteristic factors 
into five equally weighted portfolios in a manner parallel to Fama and French (1996) 
and Carhart (1995). 
(iii) Conditional Indicators 
The third category of factors reflects on the conditional variables found to impact on 
managed equity fund returns in the spirit of Ferson and Schadt (1996) and Sawicki 
and Ong (1999) and includes a lagged bond yield rate, the dividend yield for the 
equity market, term premium and the risk premium. 
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(iv) Dummy Variables ·
Final category includes the dummy variable factor reflecting the January effect a
phenomenon occurring at the end of the year when investors begin worrying about
taxes and as a result sell loss stocks in order to write off the losses against their capital
gains. This causes stocks to go down near the end of the year, and back up in January
when investors buy back the stocks they sold (Investopedia, 2002). The account of
this effect was applied by, amongst others, Person and Schadt (1996) and Sawicki and
Ong ( 1999) in their managed funds benchmarking models.
2.3.2 BENCHMARK FACTORS FOR FIXED INTEREST MANAGED F'uNDS 
Returns on risky assets, including the multitude of fixed-interest securities that
comprise bond funds, reflect not only the variations in risk free rates, but also the
premia for the various risk factors involved. The appropriate selection of factors that
are to constitute benchmarks in the above models should therefore be able to explain
time variations of fund returns as well as their cross-sectional differences. Over time
underlying bond theories as well as empirical research have proposed not only several
benchmark categories, but also a variety of indices within each category10• Factors
adopted in this study are summarised in Table VI.
(i) Aggregate Bond Market Indices
This category is designated to reflect the performance of the bond market as a whole.
To be true to its definition it is a pre-requisite that its indices comprise all available
fixed-interest assets whether or not open to managed fixed-interest funds. Since this
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restriction may prove to be critical, I separate commercially available indices from
those based on managed funds themselves. The former category includes broad-based
indices such as the ' all maturities' DataStream Index and UBS Warburg Composite
TABLE VI Summary of Benchmark Factors for Fixed Interest Managed Funds 
Table VI provides a brief overview of all factors tested in this study, categorised according to the potential source of information inherent in these factors. Tests are first conducted within each of these categories leading to the recommendation of the best candidate based on explanatory power of the temporal as well as cross-sectional variation in returns of managed fixed interest funds. Winners from each category are then examined in an effort to determine the most informative combination of factors whilst minimising the number of variables to maintain benchmark parsimony. All factors are again re­considered in a study of bias contained in various benchmark formulations. 
10 See, for example, McElroy, Burmeister and Wall (1986); Chen, Roll and Ross (1986); Blake, Elton 
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Category 
I. Aggregate Bond Returns
Bond Market Indices
Managed Fund Indices 
2. Interest Rates
Spot Rates
Lagged Rates 
3. Economic Variables
Actual Returns
Estimation Errors 
4. Term or Maturity Risk
5. Default Risk
6. Equity Marlcet Returns
* A total of twenty one factors across six categories
Factor 
7. UBS Warburg Composite Index
8. Salomon Smith Barney WGBI Index
9. Datastream All Maturities Index
I 0. JP Morgan Bond Return Index
l l. JP Morgan Bond Price Index
12. Value Weighted Index
13. Equally Weighted Index
I. 
2. 
3. 
4. 
5. 90-Day Treasury Note Rates
6. Datastream Government Bond Index with one
to three year maturities
7. One month lag in 90-Day Treasury Note
Rates
8. One month lag in Datastream Government
Bond Index with one to three year maturities
Inflation 
Gross Domestic Product Growth 
Inflation Estimation Error 
Gross Domestic Product Growth Estimation 
Error 
I. 
2. 
I. 
2. 
2. Spread in I 0-Year Government Bond Rates
and 90-Day Treasury Note Rates
3. Spread in Datastream Government Bond
Indices for ten or more years and one to three
years
Lehman Brothers High Yield Index 
WDR Index of Asset Backed Securities 
All Ordinaries Accumulation Index 
500 Value Weighted Index 
Index1 1 , as well as Salomon Smith Barney WGBI Index biased towards government
bonds. In this category I also separately include the JP Morgan Bond Return Index
and the JP Morgan Bond Price Index to provide additional insight into the impact of
different index calculation methods.
The latter category constitutes an Equally Weighted Index and a Value Weighted
Index of returns from all fixed-interest funds in my sample, to reflect specifically on
2that subset of fixed-interest assets in which the funds actually invest' • Although such
'market' indices are very appealing in their ideology and simplicity, they introduce a
degree of self-selection bias. Consider a fund that dominates others in its returns. An
equally weighted benchmark, for example, would then be also dominated by the
returns of this fund. Any further tests relating this fund's returns to the equally
weighted benchmark would thus become significant by definition, and certain
statistics such as correlation (which would resultantly approximate unity) could
significantly skew the overall results making them unrepresentative of the sample. To
examine the degree to which such bias could invalidate my results, I retest each index
against an exclusion index counterpart. Exclusion indices are formed individually for
each fund in my sample, where the fund's returns were regressed against an equally
(or value) weighted index calculated from all remaining funds in the sample. The
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and Gruber (1993); Peazy (1994) and Elton, Gruber and Blake (1995) 
11 UBS Warburg Composite Index is a composite of returns on government, semi-government and 
corporate fixed-interest securities 
12 The formulae applied to calculate the Equally Weighted Index and the Value Weighted Index are 
I N p:r.� -1 EW!dx,.1 = EW!dx, x ;., P,,, + I N,.1 VW/dx,., =VW!dx, x jt[ N MY;, x(P,;+I -1)j+1)t-1 !,(MV1.,) P,, j•I 
comparison between unrestricted and restricted index definitions are summarised in 
Table VII for various regression statistics. 
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TABLE VII 
Test of Self-Selection Bias in Value Weighted and Equally Weighted Indices 
Two of the benchmarks applied to the performance measurement model of managed bond funds are 
weighted averages of the funds themselves. Such definition naturally attracts a degree of self-selection 
bias. Hence an extreme performance of one fund could dominate the index average, causing spurious 
relationships between the index and the fund itself. To measure the degree of such bias we compare the 
regressions statistics obtained against an unrestricted benchmark to the same statistics when a restricted 
benchmark is used. Restricted benchmarks are formed individually for each fund, where the benchmark 
is a value (equally) weighted average of all funds except self. The T-Test not only concludes and highly 
insignificant difference between the two measures for R2 and factor coefficient (Beta), but points to a 
significant similarity for the intercept (Alpha). All correlation coefficients are in the order of 0.999 or 
higher confirming a temporal co-movement between the two benchmarks. The results are consistent 
across time. 
EW INDEX VW INDEX 
R2 ALPHA BETA R2 ALPHA BETA 
1 990- 1994 t-Statistic 0. 1 58 0.056 0. 124 0. 1 35 0.053 0.071 
p-Value 0.875 0.955 0.901 0.892 0.958 0.944 
Correlation 0.9998 0.9997 0.9987 0.9991 0.9992 0.9992 
1 995- 1999 t-Statistic 0.079 0.003 0.062 0.077 0.007 0.048 
p-Value 0.937 0.997 0.950 0.939 0.994 0.962 
Correlation 1 .0000 1 .0000 0.9998 0.9999 1 .0000 0.9998 
Observing the significant correspondence for all statistics confirms that the self­
selection bias is not sufficiently strong to invalidate my results and reject the use of
fund based indices as benchmark factors.
(ii) Interest Rate Proxies
This category of factors stems from the recognition of bond valuation fundamentals,
whereby today's value is formed as a sum of discounted future cash flows derived
from the instrument13. Since the rate at which future cash flows are discounted to the
present time is directly linked to current and future interest rates, it is essential that
interest rate changes be given due recognition as a potential source of variation in
bond fund returns. I include two classes of interest rate proxies, spot rates and one­
month lagged rates introduced to account for possible delays before market
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developments are fully absorbed by changes in the interest rates '4. Each class is 
further represented by two rates, short-term and medium-term proxied by the 90-Day 
Treasury Note rate and the DataStream Composite one-to-three year rate, 
respectively. 
(iii) Fundamental Economic Indicators 
The inclusion of these factors is designed to relate bond fund returns to the 
fundamental influences in the economy, rather than to other returns, which are 
themselves driven by economic factors (Elton et al, 1 995). Chen, Roll and Ross 
( 1 986), Burmeister and McElroy ( 1986), Elton, Gruber and Gultekin ( 198 1 )  used 
economic indicators or unexpected changes therein to explain returns of common 
stocks. The relevance of fundamental factors was also documented in Elton, Gruber 
and Blake (1 995) examining bond funds, as well as in Gultekin and Rogalski ( 1 985), 
Litterman and Scheinkman (1991 ), Ederington and Lee ( 1993) and Knez, Litterman 
and Scheinkman ( 1994) studying various subgroups of debt securities 1 5• Inflation and 
the growth of GDP are two key indicators most widely chosen to reflect fundamental 
economic conditions and constitute my first two economic factors. The remaining two 
indices represent unanticipated changes in expectations. Studies such as Elton, Gruber 
and Blake ( 1 995) define unexpected as the discrepancy between commercially 
13 Under certainty and constant rates, most simple valuation formula is v, = ± (CF," where V, is the 1=0 l + r1 fundamental value, CF, is the cash flow produced at time t, and r is the current market rate applicable to an equivalent asset. 
14 Current studies on market efficiency propose a faster absorption rate, however given the frequency of my fund returns, the shortest lag is restricted to one month. 15 Gultekin and Rogalski ( 1985) and Litterman and Scheinkman ( 1991 )  restrict their sample to government bonds, K.nez, Litterman and Scheinkman (1994) analyse money market instruments. As Elton, Gruber and Blake (1995) point out, while the former group excludes from their analysis risky assets, the latter group excludes instruments with long-term maturities making these studies less applicable towards more generalised managed bond funds. Ederington and Lee (1993) examine Treasury Bill futures prices. 
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available forecasts and actual returns. I follow the methodology of Chen, Roll and
Ross (1986) and Burmeister, Wall and Hamilton (1986) and compute unexpected
changes in inflation and GDP as the difference between return realisations and
historical extrapolations of past data. The rolling one-month forecast is linearly
estimated based on returns from the preceding three years. This period was chosen as
a balance between short time frame reflecting current economic events and a longer
period epitomising the business cycles. For each GDP factor I have regressed the
coincident change in this variable on the correspondent inflation series and added
back the sample mean to the regression residuals, thus leaving the mean constant
under orthogonality transformation.
(iv) Term or Maturity Premium
Factors in this category are included to review the sensitivity of managed bond funds
to different segments of the maturity spectrum recognised also by Elton, Gruber and
Blake in their 1995 study. Recognition of such sensitivity is important for two
reasons. First, responsiveness of debt instrument prices increases with their term to
maturity, as later cash flows are discounted over longer time frame. Second, due
recognition must be given to changes in interest rates over time, as this will permit
more accurate discounting pattern for the instrument's cash flows. An index
calculated as the difference between long and short-term rates thus proxies market's
anticipation of the yield curve. Two factor definitions enter this category in my study
- the difference between a 10-Y ear Government Bond Rate and a 90-Day Treasury
Note Rate and the difference between DataStream Government Bond Indices for
maturities of ten or more years and one to three years. I only use return proxies for
government securities so as to maintain consistency in all characteristics except for
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maturity 1 6• The two indices were chosen to reflect different interest rate foresight -
the long-term outlook relative to short and medium term expectations, respectively. 
(v) Risk Premium 
The prospect of issuer default is an inherent element of any security, especially for 
debt instruments where payment obligations are firmly specified. As a result, it is 
important to consider differing risk as another potential source of return variations 
amongst bond managed funds, an influence recognised by Elton, Gruber and Blake 
(1995) amongst others. I have selected two indices to represent the opposite ends of 
the risk spectrum, the Lehman Brothers High Yield Index and the Warburg Dillon 
Read (WDR) Index of Asset Backed securities. The high yield index is introduced to 
capture the effect of holding non-investment grade bonds 1 7• In their analysis Blake, 
Elton and Gruber (1993 :383)  concluded an investor studying performance of managed 
bond funds ''would reach similar conclusions no matter which measure was used, as 
long as the measure contained a high-yield index", suggesting an unequivocal 
importance of this factor. My use of the asset backed securities index is also 
consistent with recommendations of extant literature1 8, particularly when larger fund 
samples are analysed. In addition, this index also captures the option feature inherent 
in mortgages on assets backing these securities. 
16 Important attributes of government securities are a low and relatively consistent level of default risk, 
similar liquidity of the market and comparable interest payment provisions 
17 Low quality bonds rated BB (or less) by Standard and Poor rating agency or Ba (or less) by Moody's 18 Including Blake, Elton and Gruber ( 1993) and the later application in Elton, Gruber and Blake ( 1995) 
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(vi) Equity Performance Index 
Despite their focus on debt securities, fixed interest managed funds may take on
exposure in the stock market through instruments such as convertibles or warrant
bonds (see Maag and Zimmermann, 2000). For this reason I also include the All
Ordinaries Index and the 500 Value Weighted Index as the last two factors in my
benchmark definition. All Ordinaries Index is a value-weighted index of the most
capitalised equities listed on the Australian Stock Exchange; the 500 Value Weighted
Index constitutes an open-ended value-weighted average of returns by the top 500
equities according to capitalisation, listed on the Australian Stock Exchange. The
purpose of the latter is to create an S&P500 analogue in the Australian context
required for the parallel two-market tests detailed below.
2.4 EFFICIENCY TESTS OF PERFORMANCE MEASURES 
Before a performance measure can be considered optimal, two essential conditions
must be satisfied. First, the measure must be an unbiased representation of the excess
returns without inherent tendency to either overestimate or underestimate the results.
Second, it must be informative in the sense of its ability to explain variations of
managed fund returns. These two tests of efficiency are necessarily interlinked.
Defining a benchmark that strikes an appropriate balance between information content
and parsimony may not result in accurate conclusions about bond fund performance if
the model, its parameters, or indeed the benchmark itself is inherently biased. On the
other hand, an apparent lack of bias may arise from two possible sources. Firstly, the
benchmark may be an accurate reflection on the return generating process and is
therefore 'optimal' in the true sense. Secondly, however, the benchmark may be
uninformative and produces excess returns that effectively follow a random walk, and
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hence naturally average out to zero over a sufficient number of observations. Such 
benchmark therefore provides only an illusion of objectivity and necessarily requires 
exclusion as the 'true' benchmark. The following two sections describe the test 
methodology adopted for each of these conditions. 
2.4.1 EXPLANATORY POWER OF BENCHMARK FACTORS 
In specifying an appropriate performance measurement model, due consideration 
must be given to the trade-off between the model's ability to explain variance in 
assets' returns, and its parsimony aimed at improving forecasting accuracy. The first 
step in my process of forming a new performance measure is therefore a study of the 
explanatory power contained in each benchmark specification. In this context it is 
important to recognise the two-dimensional nature of benchmark information - the 
ability to explain temporal changes in return series and the capacity to explain cross­
sectional returns variations across individual funds. As previously specified, I account 
for this by adopting a two-pass test methodology, first examining each of these 
dimensions separately and then forming conclusions on the basis of joint results. 
Initially I examine the explanatory quality of indices within each category. Since the 
incremental information can have a compounding effect in explaining fund returns as 
I add more factors into a benchmark, I compute all benchmarks comprising all 
combinations of one through to n factors, where n is the total number of factors in the 
given category. For the aggregate bond returns category (see above}, for example, 
this resulted in 127 benchmarks, seven of which were in one-factor group, twenty-one 
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in two-factor group through to one benchmark comprising all seven factors 19• Time
series for these benchmarks are regressed against each fund in the sample, producing 
a sequence of regression coefficients and additional statistics such as the adjusted-R2 
values. Armed with these results I then set out to examine the explanatory power of 
different factors and factor combinations in temporal as well as APT sense20 • 
My time-series methodology involves detailed examination of R2 and adjusted-R2 
statistics resulting from the above regressions21 • I analyse these results on three
independent levels. First, I examine the average explanatory power offered by groups
with different number of factors, thus creating an n x n matrix of t-statistics and p­
values. Second, I conduct an F-test of a joint hypothesis that the explanatory power 
equals amongst benchmarks with a given number of factors, thus reflecting on the
substitutability of factors. Third, I formulate an m x m matrix of t-statistics and p­
values, where m is the total number of benchmarks defined for a given category22• 
This will allow me to look at the differential explanatory power of individual pairs of 
factor compilations. If the factors are perfect substitutes, information content for any 
combination should not only be identical relative to each other, but also to each factor 
individually. 
19 Sum of combinations: U)+(;)+ (;)+ (:)+ (;)+ (:)+ (;)= 7 + 21 + 35 + 35 + 21 + 7 + 1 = 127
20 Models based on the Arbitrage Pricing Theory of Ross ( 197 6) were formulated to explain the cross­sectional behaviour of returns on alternative bonds by pricing each of the factors contributing to the observed variation. See, also Elton et al (1995) for their application of APT to analysis of bond fund returns. 2 1 I examine the explanatory power indicated by R2 in the context of different number of independent factors, as well as Adjusted-R2 which already takes into account the loss in degrees of freedom as more independent variables are introduced. 22 For example, the aggregate bond returns category, m = 127 as previously calculated 
62 
In the cross-sectional analysis I develop two separate tests. First test looks at the
proportion of cross-sectional variation explained by each benchmark using
methodology that improvises on Elton, Gruber and Blake (1995), summarised in
equation (13).
(13)
I define the unexplained return for each fund at each point in time as the difference
between realized return, ru, and the expected return from equation (4), re. Next I
record the R2 from the regression of realised returns on the unexplained returns. This
is the proportion of variation not explained by the benchmark. Taking one minus this
figure therefore gives me the proportion of cross-sectional variation explained by the
factors in the benchmark. Unlike the results in Elton et al. (1995), my formulation of
R2 as a time-series based on cross-sectional stacks allows me to attribute a
significance level to each mean as well as to comparison of means between alternative
benchmarks. Armed with such data, I then perform the same three-level analysis as
for the time-series.
The second test of cross-sectional data determines individual contribution by each
factor towards the overall estimation of fund returns, with methodology based on
equations (14A) and ( l4B).
( 14A) 
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J=I 
The weight w for each factor k forming a part of benchmark BM is defined as the
proportional product of factor coefficient /3 and the average return ; on that factor
over the regression time frame (eq 14A). Weights are first calculated for every firmj
to permit computation of the series variance and hence the significance level
attributed to the average weight W(kjBM )  (eq 14B)23• In line with my hypothesis, if n
factors are perfect substitutes then each should contribute 1 / n towards the formation of
returns expectation.
An outcome of this two-pass analysis recommends the 'preferred' factor(s) chosen
from each category based on its (their) joint contribution towards explaining temporal
and cross-sectional variation of returns. In this decision, consideration is given to the
trade-off between model's explanatory power improved by adding more factors, and
its parsimony characterised by fewer factors. Consequently, given a statistically
insignificant difference between the information content of two alternative factor
groups, the group with fewer factors is preferred. The methodology is then reapplied
to all benchmark combinations formed from the preferred factors. An outcome of this
final two-pass test is the recommendation for a benchmark that uses the fewest
23 See also Elton, Gruber and Blake (1995) on their estimation of factor contributions in a more limited collection of benchmarks applied to the sphere of ME bond funds. In their analysis, however, the authors derive the weights directly from averages of factor betas, and are thus unable to attribute significance levels to the resulting weights. 
64 
W(kjBM).J 
W(kjBM) = S
L W(kjBM).J (l4B) 
number of factors to achieve the maximum explanatory power in both dimensions of
fund retums24 • 
As a test of robustness, mean and variance of residuals from regressing realised fund
returns on this benchmark were finally tested. If a benchmark is, in fact, informative
and without an apparent lack of other critical factors, then the distribution of these
residuals should approximate white noise.
All of the above analyses are conducted in both periods specified in this study, to also
affirm the robustness of this performance measure definition across time.
2.4.2 TESTS OF 0BJECTMTY 
2.4.2.1 Objectivity Tests for Performance Measures applied to Equity Managed 
Funds 
To test the efficiency of individual model specifications, I first construct a set of
passive portfolios to be used as an alternative to the sample of mutual funds. In the
spirit of Grinblatt and Titman (1994) who applied this methodology to managed
equity funds, I conjecture that since construction of passive strategies does not use
any private information or special skill, an average of zero excess return should be
recorded by an objective performance measurement model. Corollary, any significant
result would therefore be indicative of a bias in the model formulation.
24 It should be noted that the explanatory power offered by this benchmark might not be itself an 
absolute maximum, but rather be statistically indifferent from the absolute maximum. 
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My passive sample definition follows that of Grinblatt and Titman ( 1994) and 
includes 55 portfolios based on industry classifications and 48 portfolios constructed 
on the basis of five characteristics that are generally associated with CAPM and APT 
anomalies. These include firm size, dividend yield, past returns, co-skewness and 
beta. The specific construction of these portfolios is detailed in the Data section. 
2.4.2.2 Objectivity Tests for Performance Measures applied to Fixed Interest 
Managed Funds 
To examine the degree of objectivity afforded by various model specifications I 
subject the alternatives to two tests. 
(i) Efficiency Tests against Naive Portfolios with US -Australia Bridging
Methodology for this first test of objectivity parallels that adopted for equity managed 
funds, detailed above: I specify 71  passive strategies, each being an equally weighted 
portfolio of bonds classified according to key bond characteristics. These include 
duration, term to maturity, redemption yield, spread over risk-free rate, nominal size 
of the issue, nominal size outstanding, market value of the issue and fifteen risk 
categories as rated by Moody's. I also distinguish government, corporate and mixed 
pools of bonds from which my portfolios are formed in order to examine whether 
models may record different level of bias depending on sample selection criteria. 
A key prerequisite to this type of analysis is a generous sample of bond securities in 
order to form robust octile portfolios from within this sample. Unfortunately, 
Australian databases suffer from an acute lack of bond return data and associated 
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bond characteristics. For this reason, I shift my focus at this point in time to the US 
market, where sources of such information abound. However, since the definitions of 
models, benchmarks and risk-free proxies are substantially identical between 
Australia and the United States, and given a relatively homogenous behaviour of 
fixed-interest securities in various markets, conclusions about the bias inherent in 
alternative performance measures would be applicable to both countries alike. To 
ensure a robust result, however, I do not rely on this market harmony alone . . .  
(ii) Efficiency Tests using Bootstrapping Simulations 
I acknowledge that transporting conclusions about performance measure objectivity 
from US to Australia derived from the above analyses could be questioned if one 
disagrees with my assumption of relative homogeneity in bond markets between these 
two countries. To this end I set up a second process designed to re-examine model 
bias in an Australian context, similarly founded on the premise that a passive 
approach to investing should not be rewarded by excess returns in an efficient market. 
Instead of placing such naivety at the level of individual fixed-interest securities, I 
hypothesise that an investor randomly choosing a managed fixed-interest fund should, 
on average, earn a zero excess return. 
To this end I define a sample of randomly selected Australian bond funds, with the 
sample size equal to one quarter of all funds available in the time-period examined. 
This proportion resulted as a compromise between a robust sample size and a 
probability of substantial re-selection of funds25 in successive samples, although the 
random selection for each individual sample allows each fund to enter only once. 
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Each fund is then tested against various performance measures, and an average excess
return is computed for each model specification. This process is repeated 500 times,
thus allowing me to calculate a significance level at which average returns differ from
zero. Armed with such statistics, I can then conclude the relative level of bias inherent
in various models, benchmarks or risk-free proxies.
2.S FINAL CAUTION
As Grinblatt and Titman (1994) point out, "portfolio returns are noisy, which makes it
difficult to detect abnormal performance even when it exists". This is often
exacerbated in studies with large samples, as these must account for a possibility that
some funds will exhibit extreme performance purely by chance.
Furthermore, the construction of tests as described above are potentially afflicted by
the problem of heteroscedasticity. To account for this I report my t-values adjusted
using White's (1 980) heteroscedasticity correction algorithm.
25 Faced with a similar dilemma, Barber, Lyon and Tsai (1999) chose the same proportion in their 
random sampling for bootstrapping simulations. 
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C H A P T E R  T H R E E  
6 9  
3. DATA
3.1 PERFORMANCE MEASURES OF EQUITY MANAGED ! :,�:';DS 
3.1.1 MANAGED FUNDS SAMPLE 
My overall dataset consists of monthly returns covering 636 equity funds over the 
fifteen-year period between January 1985 and December 1999. The data were sourced 
from the ASSIRT Library compiled by ASSIRT Ratings Agency. The use of an 
Australian dataset affords this study two major benefits. First, most theories tested 
herein were developed using US data and therefore my results are largely free from 
the data re-testing bias found in many US studies. Second, Australian data provides an 
international perspective on performance issues, viewed from a distinctive financial 
market. 
Results from several preliminary tests reviewed in later chapters indicate that the 
characteristics profile of managed funds is likely to change in the time between their 
inception and demise. To mitigate the impact of such change I have separated my total 
sample period into three sub-periods of 5 years each: January 1 985 through December 
1989, January 1990 through December 1994 and January 1995 through December 
1999. With this definition I search objectively for five years of data, without 
specifying whether this should be five years forward from the inception of a fund, or 
five years backward from its demise. This separation will also allow me to perform 
some inter-temporal analyses of my results. 
To err on the side of caution, in process of reconstructing a new benchmark I restrict 
the temporal analysis to only two periods, namely 1990-1994 and 1995-1999. The 
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rationale behind excluding the first period ( 1985-1989) lies in the increased impact of 
the self-selection bias as the number of participating funds decreases shown in Table 
IV. 
Because the data used in my benchmarks were sourced from the Australian financial 
markets, I have restricted my sample to only those funds that invested a majority of 
their assets in Australian equities at any one time. My final sample thus contained 79, 
191 and 451 Australian equity funds in periods 1985-1989, 1990-1994 and 1995-
1999, respectively. 
Testing data over a continuous time frame undoubtedly raises the possibility of 
survivorship bias. Looking at the previous literature, Brown, Goetzman, Ibbotson and 
Ross (1992) empirically measured the extent of survivorship bias and the severity of 
its impact on performance conclusions. Although survivorship bias was found to 
significantly impact on the strength of returns predictability, they did not find this to 
disqualify the ultimate conclusions about abnormal performance as observed in 
Goetzman and Ibbotson (1991) and Patel, Hendricks and Zeckhauser (1991). 
Interestingly, Patel et al. (1991) take up this issue in the published version of their 
working paper to which Brown et al. (1992) refer. They analyse sub-samples designed 
to induce survivorship bias and conclude that "survivor bias appears unimportant" for 
studying mutual fund performance (Sawicki and Ong, 1999). Nevertheless, due to the 
importance that survivorship bias may have on performance studies, I have taken two 
additional steps. First, I have examined the attrition rate defined as the percentage of 
funds that disappear from the sample due to non-survival relative to the total number 
of funds extant during the reference period. I have found that non-surviving funds 
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accounted for only 3% to 6% of all eligible funds in each period. Based on 
simulations conducted by Brown et al. ( 1992), such a cut-off rate would not produce 
bias that would significantly invalidate the observed abnormal returns. Second, I have 
reformulated my sample to remove the effect of non-survivors, by following through 
each demised fund and adopting the standard reinvestment assumption where the 
investor is presumed to distribute his or her capital proportionately across the 
remaining funds from the month of termination. Alternatively this process may be 
likened to an investor randomly selecting a fund from the surviving population. 
3.1.2 MODEL PARAMETERS 
The bulk of my model data was sourced from the Datastream database compiled by 
Primark, cross-checked (and when necessary, supplemented) by the Australian Stock 
Exchange electronic data requests. 
3.1.2.1 Risk Free Return Proxies 
In a majority of studies conducted in the Australian context, researchers selected the 
13-week Treasury Bill rate as the risk-free return. In line with its general acceptance, I
have also used this rate as my first proxy (R13WJc). It has been argued, however, that to 
concur with the longer underlying time frames of equity funds, a longer-term proxy 
would be more appropriate. Robson ( 1986) was one of the researchers to adopt, 
amongst others, a 10-year Treasury Bond as an alternative measure and I follow this 
choice in my second proxy (R10vr), Finally, I argue that instead of concentrating on 
the life-span of the underlying assets held by managed funds, it would be more 
appropriate to tailor the risk-free rate to the average life-time of the funds themselves. 
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Finding the average life of funds in my sample to be 7 .86 years I have compiled a 
composite yield of Government Bonds with maturities between 5 and 10 years as my 
last risk-free proxy (RcoMP). 
3.1.2.2 Benchmark Factors 
The monthly returns of the All Ordinaries index were sourced directly from the 
Datastream database based on reports from the Australian Stock Exchange (ASX). 
Equally-weighted, Value-weighted and Price-weighted indices were calculated using 
prices and market values of all stocks listed on the ASX during the sample period and 
recorded on the Datastream database. 
In the 3-Factor (Fama and French, 1993) and the 4-Factor (Carhart, 1995) 
benchmarks, the SMB and HML portfolios were compiled using price, market value 
and price-to-book ratios for all firms listed on the ASX and tracked by Datastream. 
The 8-portfolio benchmark proposed by Grinblatt and Titman (1988) additionally 
requires equity dividend yields and past returns, derived in a similar manner from 
ASX - listed stocks on the Datastream database. 
For the Conditional Expectations Benchmark (CEB) developed by Ferson and Schadt 
(1996) I use a value-weighted market index and the risk-free rate as previously 
discussed. The dividend yield on ASX was sourced directly from Datastream. I follow 
Sawicki and Ong (1999) in constructing the term premium as a difference between 
constant-maturity 10-year Treasury bond yield less the 3-month Treasury bill yield. 
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Due to data restrictions on the corporate bond ratings and bond yields, I have
constructed the risk premium as the difference between AAA rated and AA- rated
government bond yields.
3.1.3 PASSIVE PORTFOLIOS 
The returns, industry classifications, market values, dividend yields and betas for all
stocks used in passive portfolios were sourced from Datastream database. The 55
industry portfolios were constructed on an equally-weighted basis from firms within
the same INDC category that contains at least three different equities. I follow
Grinblatt and Titman (1994) in constructing the 48 characteristics-based portfolios
and allocate firms ranked within each particular characteristic to 12 equally weighted
portfolios. The four tested characteristics include:
1. Firm Size, determined by the most recent capitalisation available on
Datastream prior to the month of the observed return.
2. Dividend Yield, obtained from the Datastream database each month prior to
the observed return.
3. Past Returns, computed from Datastream prices for each month prior to the
observed return.
4. Beta, obtained from the Datastream based on Cunningham (1973)
methodology.
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3.2 PERFORMANCE MEASURES OF FIXED INTEREST MANAGED 
FUNDS 
3.2.1 MANAGED FUNDS SAMPLE 
The data on managed fixed-interest funds used in this study were sourced from the 
ASSIRT Library. The use of Australian data provides me with several benefits. First, 
several methodologies adopted herein were initially developed from the US dataset 
and therefore empirical tests conducted in a distinct environment provide for a more 
independent review of the proposed theories. Second, Australian dataset offers an 
international perspective on performance issues, and thus allows me to highlight 
similarities and draw distinctions between various financial markets around the world. 
This not only extends to the direct US - Australia links established for the tests of 
model efficiency, but also to my explanatory power analyses that improvise on 
methodology applied by Elton, Gruber and Blake (1995) to the sphere of US bond 
funds. 
Several of my preliminary studies indicate that the profile of managed fund 
characteristics changes dynamically from their inception through to their demise. To 
mitigate the influence of such changes, I separate my study into two static time 
periods of five years each, from January 1990 to December 1994 and from January 
1995 to December 1 999. With this definition I search objectively for five years of 
data, without specifying whether this should be five years forward from the inception 
of a fund on one end of the life-span spectrum, or five years backward from its demise 
on the other. Defining two separate time frames will also allow me to make several 
inter-temporal assessments and therefore establish the robustness of my conclusions 
across time. 
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Before allowing a fund to enter my sample for a particular time period, I apply one
additional filter. Since computation of several benchmark factors is specific to the
Australian market, I peruse the actual asset allocations of every fund classified as
interest bearing (ASSIRT code IB], and approve only those funds, which principally
invest in Australian fixed interest securities. This results in 168 funds entering my
sample in the first period and 537 funds in the second.
Testing data over a continuous time frame undoubtedly raises the possibility of a
survivorship bias. In the context of managed bond funds this issue was examined by
Blake, Elton and Gruber (1993) who noted that survivorship bias is less important for
bond funds than it is for stock funds since bond fund performance is less variable and,
consequently, fewer funds merge or dissolve. They conducted several comparative
tests marking the extent of such bias at approximately 27 basis points per year in the
positive direction. Through a series of empirical simulations Brown, Goetzman,
Ibbotson and Ross (1992) also studied the extent of survivorship bias, finding it to
significantly impact on the strength of returns predictability, but not on the
fundamental conclusions about abnormal performance as reported in Goetzman and
Ibbotson (1991) and Patel, Hendricks and Zeckhauser (1991). As detailed in the
equity funds section (above), Patel et al. (1991) take up this issue in the published
version of their working paper to which Brown et al. ( 1992) refer and conclude that
"survivor bias appears unimportant" for studying mutual fund performance.
To recognise this source of bias, however, I nevertheless perform the two additional
steps clarified in the equities section. First, examining the attrition rate I have found
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that non-surviving funds accounted for only 2.8% to 5.3% of all eligible funds in each 
period. Based on simulations conducted by Brown et al. ( 1 992), such cut-off rate 
would not produce bias that would significantly invalidate observed abnormal returns. 
Second, I have reformulated my sample to remove the effect of non-survivors, by 
following through each demised fund and adopting the standard reinvestment 
assumption of investors distributing their capital proportionately across the remaining 
funds from the month of termination. 
3.2.2 MODEL PARAMETERS 
The majority of my parameter data were sourced from DataStream database compiled 
by Primark, cross-checked and, if necessary, supplemented with information obtained 
directly from index originators or other ground-level data sources26• 
3.2.2.1 Risk Free Return Proxies 
The majority of Australian studies on performance of various securities or managed 
funds repeatedly choose the 1 3-week Treasury bill rate to approximate the return from 
risk-free assets. In line with its general acceptance, I also select this rate as my first 
proxy (RBwk), To concur with the longer average time to maturity of outstanding 
bonds, it can be contended that a risk-free interest rate corresponding to a wider time 
frame may be more appropriate. To account for the other end of maturity spectrum, I 
choose a 10-year Treasury bond rate as an alternative risk-free return, yielding my 
second proxy (R10vr), Robson (1 986) also argued the longer asset life when he applied 
the same rate to performance models of Australian unit trusts and managed equity 
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funds. Finally, I also consider the average life of managed fixed-interest funds 
themselves, rather than maturities of the underlying assets held by these funds. 
Finding the mean life span of funds in my sample to be 7.41 years I have compiled a 
composite yield of government bonds with maturities ranging from five to ten years as 
my last risk-free proxy (RcoMP). 
3.2.2.2 Australian Benchmark Factors 
The monthly return series for the UBS Warburg Composite Bond Index, Salomon 
Smith Barney WGBI Index, JP Morgan Bond Return and the JP Morgan Bond Price 
Index were sourced directly form the Datastream database based on reports from the 
financial institutions that compile the respective indices. The Datastream All 
Maturities Bond Index is formed by Primark Corporation and represents a composite 
of bond yields covering the full spectrum of maturities, also reported through the 
Datastream channel. The Value Weighted Index and the Equally Weighted Index of 
managed fixed-interest fund returns were computed from the monthly return series 
contained in the ASSIRT Library compiled and distributed by the ASSIRT Rating 
agency. 
All of the interest rate and yield series, including the 90-Day Treasury note rates, 10-
y ear Government bond rates and the composite Datastream indices of government 
bond yields from different maturity segments, were downloaded from the Datastream 
database. 
26 This includes official publications by the Reserve Bank of Australia and information releases by investment banks producing several of my indices. 
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This source was also used to obtain monthly information on Australian inflation 
position, and the quarterly Gross Domestic Product (GDP) reports. To concur with my 
monthly frequency requirement, I have interpolated official GDP figures to fill the 
intra-quarter estimates under the assumption of progressive growth from one quarter 
to the next. In addition, all GDP series have undergone an orthogonality 
transformation against inflation data to highlight their differential information content. 
The remaining two bond indices, the Lehman Brothers High Yield index and the 
WDR index of Asset Backed Securities, were extracted from the Datastream 
reproducing the series compiled by the two financial institutions. The All Ordinaries 
Accumulation Index was also sourced from the same database and cross-checked with 
reports from the Australian Stock Exchange (ASX). 
3.2.2.3 US Benchmark Factors 
I communicated with investment banks and financial institutions compiling the 
industry indices of aggregate bond performance regarding the consistency of index 
definitions across different financial markets. As a result I am confident in pairing the 
UBS Warburg Composite Bond Index, Salomon Smith Barney WGBI Index, JP 
Morgan Bond Return Index and the JP Morgan Bond Price Index with their respective 
US counterparts27• In the same spirit I match up the Datastream All Maturities Bond 
Index with its corresponding US series. All of these variables were sourced directly 
from the Datastream database. My formulations of the Equally Weighted Index and 
the value Weighted Index also remain consistent with the Australian definitions (see 
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above), except the sample from which these variables are computed now includes US
fixed interest securities instead of bond funds. The basic return series used in these
computations were downloaded from Datastream. I reconfirm the insignificant impact
of self-selection bias through comparative analysis of statistics derived from restricted
(via self-exclusion) and unrestricted indices28 • 
In compiling my US interest rate and yield variables, I have paired 90-Day Treasury
note rates and I O-Year government bond rates with the 13-Week Treasury bill rates
and 10-Year US Treasury benchmark bond yields, respectively. I also adopt the direct
US counterparts for the Datastream series of government bond yields from different
maturity segments.
I use the Datastream database to source information on monthly inflation rates and
quarterly Gross Domestic Product (GDP) figures for the US economy. In a method
mirroring the Australian data, I convert GDP figures into monthly series via linear
intra-quarter extrapolation, and subject all resulting return variables to an
orthogonality transformation29• 
The last of two commercial indices concentrating on the quality spectrum of bonds,
the Lehman Brothers High Yield index and the WDR index of Asset Backed
Securities were also matched up with their respective US series provided on the
27 On the basis of responses from various institutions I feel assured that the principal differences in 
definitions applicable to Australia and the ME lie in procedural methods of data compilation, leaving 
the substantive nature of these index counterparts equivalent. 
28 Comparison of intercept, coefficient and R2 produced t-statistics of 0. 109 or less corresponding to p­
values in excess of 0.9, showing not only that the statistics are insignificantly different, but giving me 
confidence at 10% level (or better) that the results are actually the same. Correlation coefficients are all 
in the order of0.999 or higher. 
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Datastream. The All Ordinaries Accumulation Index and the 500 value Weighted
index were paired with the Dow Jones and S&P500 indices, respectively.
3.2.3 PASSIVE PORTFOLIOS 
The returns as well as individual characteristics of bonds used to construct the passive
portfolios were sourced from Datastream database. The 71 passive strategies were
formed as equally weighted portfolios of bonds classified into octiles based on
following attributes30: 
1. Duration, calculated as D = (-1 'L. I, PVCF; x 7; where Pd is the dirty price, 7t is
pd J' i•l 
time in years to i'h cash flow CFi and PVCF; = ( CF\,,., with Y being the effectivel + YJ' 
annual yield.
2. Term to Maturity, defined as the period from the settlement date to the final
maturity date.
3. Redemption Yield, a 'net present value' calculation equating the amount of
money paid for the bond to the discounted income and capital payments, the
yield being the discounted rate, which makes the two equivalent.
4. Spread, being the percentage spread between the current semi-annualised yield
on the bond being analysed and the theoretical US Treasury bond yield.
5. Amount Issued, defined as the nominal amount of the bond, which was
originally issued.
29 Similar to the Australian series, both the raw GDP returns and the estimation errors therein are 
orthogonally transformed, separating their information content over and above that of the inflation 
series in the process. 
30 The definitions of various characteristics are based on information provided by Primark Corporation 
through DataStream Advance 3.0 
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6. Amount Outstanding, estimates ad the amount of the bond currently in
circulation.
7. Market Value, being the current market value of the issue derived as the
current marker price multiplied by the amount currently in issue.
The remaining fifteen portfolios are formed on the basis of risk rating assigned to
each bond by Moody's rating agency. I keep all ratings individual, but truncate non­
investment grade bonds rated Caa or below into one category.
3.2.4 BOOTSTRAP SIMULATIONS 
The population from which fund portfolios are randomly sampled consists of return
series on Australian managed fixed interest funds, as reported by ASSIRT rating
agency in the ASSIRT Library. The series were spot-checked against reports provided
by fund managers and shown to be accurate. The benchmark data used for this
analysis adopt the same definitions as detailed earlier in the section.
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4. RESULTS OF MODEL ANALYSIS FOR
EQUITY MANAGED FUNDS 
Table VIII provides a summary of all alphas measured under different benchmarks
and risk-free proxies, for different models and across three separate time periods.
Each reported alpha is an annualised average of individual alphas produced from the
factor regressions and therefore signifies the average excess return measured for the
fund sample in a given period. The t-statistic reported for each excess return tests the
hypothesis that the mean of individual alphas is equal to zero, with adjustment for
heteroscedasticity being made via White's (1980) correction method.
An apparent result is the wide range of alpha values, some reaching the order of 7 to
8% per annum (both positive and negative). This is not inconsistent with previous
studies. Kon (1983), for example, found an average +7.4% annual excess return using
a value-weighted benchmark, while Lehman and Modest (1987) used a multifactor
benchmark to reveal an average alpha of -5.45% during similar period. Consequently,
this highlights the importance of a broad examination of model - benchmark validity
using a consistent data sample.
A further note can be taken of the high level of significance for many excess returns,
especially in models that attempt to separate selectivity skills from market timing.
Before rushing to make a definitive statement on the performance of the Australian
Managed Fund industry, however, it is imperative that a closer look is taken at the
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TABLE VIII 
Average Excess Returns of Managed Equity Funds 
Table VIII summarises the average alphas (excess returns) for the equity funds examined, sorted by the 
risk-free and factor proxies, model used, and period examined. The alphas were 1irst obtained for each 
individual fund using a regression r;,, = a; +  P; xD.8M ., +eu , where Q is a vector of benchmark 
factors. The results presented are the averages of individual alphas. The t-statistics supporting each 
alpha reflect the test of hypothesis that the distribution of alphas from which each average was taken 
has a mean of zero. The t-values have been adjusted for heteroscedasticity using White's (1980) 
correction model. All alphas are presented in basis points per annum. 
Jensen (1966) Treynor-Mazuy ( 1966) Henriksson-Merton ( 1981)
Rm\'.K R12rB Rc:oMf Ru:iu R12n RcoMP Rm.\'.K Rim RcQMe 
85-89 AO/ - 1 13 -72 -62 43 32 22 26 44 42 
(- 1.54) (-0.85) (-0.89) (0.57) (0.36) (0.22) (0.24) (0.43) (0.37) 
vw - 1 18 -49 -59 623** 678** 609** 1510** 1575** 1546** 
(-1.58) (-0.66) (-0.79) (8.41) (9.03) (8.03) (15.64) (16.06) ( 15.84) 
EW - 143 -89 - 106 2 14* 257** 222· 650** 692** 100·· 
(- 1.92) (- 1.16) (-1.40) (2.26) (2.61) (2.33) (5.25) (5.50) (5.58) 
PW - 125 -63 -77 244** 32 1 •• 218·· 674** 730·· 736** 
(- 1.67) (-0.83) (- 1.01) (2.83) (3.62) (3.13) (5.78) (6.17) (6.22) 
3F -21 1·· - 190* -2 11·· -240* - 149 - 147 -255 -164 - 175
(-3.29) (-2.27) (-2.61) (-2.44) (-1.52) (-1.40) (- 1. 92) (-1.19) (- 1.33) 
4F -201·· -126 -146 -168 -88 -83 -169 -76 -85
(-2.53) (- 1.55) (-1.83) (-1.72) (-0.91) (-0.83) (-1.32) (-0.61) (-0.66) 
BP -276** -214* -248** 24 112 87 868** 985** 1023** 
(-3.08) (-2.44) (-2.80) (0.22) (1.30) (1.06) (9.53) (11.04) (11.46) 
CEBvw 162* 216** 239** 482** 532·· 466** 626** 742·· 747** 
(2.11) (2.73) (3.07) (5. 77) (6.25) (5.52) (5.93) (6.81) (7.02) 
CEB,401 -125 -65 -80 -121 -51 -53 -230 -165 -174
{-1.53} {-0. 77} {-0.94} {-1.31} {-0.54} {-0.54} {-1.82} {-1.23} {-1.30} 
90-94 AO/ 135* 39 48 65* 28 44 66* 78* 11 • 
( 1.96) (0.98) ( 1.60) (2.19) (0.84) (0.89) (1.98) (2.31) (2.15) 
vw _757** _779** -843** -830** -878** _724** _937** -1050** - 1053**
(- 18.89) (-24.79) (-25.71) (-22.36) (-22.68) (-20.00) (-20.5 1) (-34.38) (-28.10) 
EW -699** -122·· _759** _579** -550·· -560** -564** _574** -604** 
(- 19.05) (-22.22) (-22.25) (-15.21) (-17.04) (-15.66) (-15.29) (-16.88) (- 15.02)
PW -803** -767** -861** -559** -619** _544** -647** -665** -673** 
(-20.38) (-19.32) (-23.75) (- 16.52) (- 16.04) (-13.86) (-17.11) (-17.07) (-17.18) 
3F 98** 33 54 42 -51 -36 -90 -105* -72
(3.09) (0.58) (1.09) (0.98) (-1.14) (-0.55) (-0.87) (-2.29) (-1.88) 
4F 190·· 78* 99* 131** 17 25 74 -43 -36
(5.08) (2.04) (2.47) (3.21) (0.38) (0.72) (1.35) (-0.64) (-0.61) 
BP -565** -598** -628** -604** -596** -518** - 146** -341** _333** 
(-12.78) (-15.32) (- 15.18) (- 12.46) (-13.17) (- 11.53) (-3.97) (-5.33) (-4.89) 
CEBvw _773** _ 731 •• -796** -767** -792** -695** -808** -852** -869** 
(-20.55) (- 19.77) (-21.64) (- 17.81) (-18.36) (-15.89) (-20.11) (-21.56) (-21.38) 
CEB,401 112·· 10·· 91·· -18 -86** -65* -102· -194** -183** 
{5.37} {2.88} {3.92} {-0.92} {-3.02} {-2.39} {-2.37} {-5.19} {-4.81} 
95-99 AO/ 309** 197** 257** 208** 137** 133** 294** 215·· 228·· 
(8.24) (5.89) (6.88) (8.30) (6.80) (6.38) (8.21) (7.18) (7.82) 
vw 41* 4 16 281·· 198** 211** 583** 484** 445** 
(2.38) (0.10) (0.33) (8.04) (6.59) (5.96) (15.44) (13.91) ( 13.16) 
EW 56** 31 19 478** 4 12·· 356** 980** 895** 854** 
(2.72) (1.84) ( 1.15) (14.50) (13.86) (11.59) (19.11) (18.65) (17.86) 
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sensitivity excess returns have towards various aspects of performance measures.
These included the choice of risk-free rate, factor benchmark, the model used and the
time period examined.
4.1 SENSITIVITY TO DIFFERENT RISK-FREE PROXIES 
Observing the general results presented in Table VIII, it can be noted that little
difference exists when the 13-Week Treasury Bill rate, the 10-Year Government Bond
rate and the Composite 5-10 Year rate is used as the risk free proxy. With few
exceptions, the sign of the excess return is generally consistent across the three
benchmarks, while the absolute values differ only marginally. To formally examine
the impact of different risk-free proxies, I have run a correlation test on alphas for
each model across all benchmarks and time frames. Table IX presents the results.
All correlations presented in Table VII are in the order of 0.97 or higher, and are
generally consistent across the performance measures. In fact the 10-Year bond rate
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PW 69 29 -49 424** 353** 329 .. 676** 605·· 574** 
( 1.85) ( 1.19) (-0.84) (13.71) (12.00) (11.03) (17.27) (16.05) (15.81) 
3F 204** 164** 172** 417** 315** 265 .. 407** 313 .. 298**
(5.45) (4.56) (4.84) (10.74) (9.43) (8.12) (10.37) (9.15) (8.88) 
4F 216** 167** 185 .. 337** 281 •• 211 •• 389** 332 .. 290**
(6.13) (4.89) (5.47) (7.91) (7.00) (6.00) (10.27) (9.29) (8.08) 
BP 275** 116** 154 .. 160** 9 27 249** 84*
(6.34) (2.70) (3.58) (3.14) (0.16) (0.53) (6.73) (2.30) 
CEBvw 91** -6 7 501** 370 .. 345** 626** 516**
109**
(2.95).. 546
(3.04) (-0.22) (0.24) (16.95) (12.57) (11.69) (17.66) (14.39) (15.25) 
CEB,401 192** 121 •• 146 .. 208·· 138** 131 ** 285** 214 .. 
(6.70) 
" Significant at 5% level 
(4.25) (5.12) (6.81) (4.54) (4.30) (7.07) (5.31) 
229**
(5.70) 
•• Significant at I% level
TABLE IX 
Cross-correlations of Alphas Across Risk-Free Proxies 
A summary of correlations between the average managed fund excess returns is presented based on the 
use of 13-Week Treasury Bill rate, 10-Year Treasury Bond rate or the Composite 5-10 Year rate as the 
risk-free proxies. The results are separated according to the performance model used. A high level of 
correlation in the order of 0.97 or better can be observed, reflecting on insignificant information 
differential that the risk-free rates convey. As a result the choice of benchmark does not significantly 
alter the conclusions drawn on managed fund performance. 
(R1ovR) and the Composite rate (RcoMP) show the highest correlation in excess of
0.99. This confirms that there is very little differential information conveyed by
various risk free proxies. Such conclusion is consistent with Robson (1986) who
tested the relative impact of rates based on 13-Week Treasury Notes, 26-Week
Treasury Notes, 2-Y ear Government Bonds and 10-Y ear Government Bonds.
4.2 SENSITIVITY TO DIFFERENT BENCHMARKS 
An analysis of excess returns presented in Table III across different benchmarks
paints a very contrasting picture to the comparison of risk-free rates. The variations in
alpha as well as their corresponding signs are now much more pronounced, as is the
level of significance attached to these values. For example, during the 1985-89 period
under the R13 risk-free return, the Fama and French' (1993) Three-Factor Benchmark
produced Jensen's alpha of -2.71 %, while the Person and Schadt' (1996) Conditional
Expectation Benchmark showed a + 1.62% excess return, both significant at a 5%
level. The choice of an alternative model does not provide any relief either. Average
excess return as measured by Treynor and Mazuy's (1966) non-linear benchmark, for
example, varies between -8.30% (VW) and + 1.31 % ( 4F) in a single time frame
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Jensen (1966) Treynor-Mazuy ( 1966) Henriksson-Merton ( 1981) 
RnwK R10yg RcoMP RnwK R10yg Rcow RnwK R10vg RcoMP 
R13wK I I I 
R10YR 0.9784 I 0.9842 I 0.9864 I 
RcoMP 0.9864 0.9989 0.9801 0.9991 0.9893 0.9975 
(1 990-94) and using an identical risk-free rate (13 Week T-Bill). It is therefore 
obvious that a choice of a benchmark can mean the difference between a conclusion 
of underperformance or overperformance by the Managed Funds industry. A formal 
examination of correlations between alphas produced by alternative benchmarks is 
summarised in Table X. 
TABLE X 
Cross-correlations of Alphas Across Factor Benchmarks 
Table X previews the correlations between sample alphas under different benchmarks. I find a general lack of high correlations, with the exception of the Fama and French' Three-Factor model and the Carhart's Four-Factor measure. The high correlation between these two benchmarks suggests that the momentum factor present only in the 4F benchmark may be of small importance. High correlation against the AOI, on the other hand, may indicate a strong influence of the market return factor. Interestingly, the conditional benchmarks CEBv and CEBA, which differ only in their market return proxy show very little correlation. This suggest that the market factor dominates these models. 
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AOI vw EW PW 3F 4F SP CEBv CEBa 
1985-89 AOI 1 
vw 0.9526 1 
EW 0.9905 0.9472 1 
PW 0.9797 0.9228 0.9554 
3F 0.9671 0.9664 0.9675 0.9684 1 
4F 0.9715 0.9713 0.9719 0.9725 0.9819 
SP 0.9260 0.9256 0.9263 0.9266 0.9428 0.9214 
CEBv 0.1847 0.1875 0.1878 0.1926 0.3074 0.1659 0.2430 
CEBa 0.1545 0.1583 0.1579 0.1625 0.2678 0.1272 0.2098 0.9961 
1990-94 AOI 1 
vw 0.8356 
EW 0.8989 0.9662 1 
PW 0.8341 0.9740 0.9655 
3F 0.4491 0.5566 0.5131 0.5608 
4F 0.3938 0.5061 0.4561 0.5102 0.9033 
SP 0.6684 0.7301 0.6865 0.7304 0.6230 
CEBv -0.1378 0.2375 0.0970 0.2385 -0.1162 
0.7275 
0.0145 0.1119 
CEBa -0.1418 0.2078 0.0672 0.2090 -0.1255 0.0274 0.1305 0.9912 
1995-99 AOI 1 
vw 0.9001 1 
EW 0.9379 0.9871 
PW 0.9365 0.9494 0.9398 
3F 0.7980 0.8704 0.8719 0.7696 
4F 0.7833 0.8599 0.8498 0.7846 0.9785 
SP 0.7533 0.8254 0.8307 
CEBv 0.1887 0.1962 0.1457 
0.93500.7167  0.9254 1 
0.3204 -0.1564 -0.0854 -0.1496 1 
CEBa -0.1126 -0.0655 -0.1367 0.1095 -0.4443 -0.3532 -0.4383 0.8572
Several inferences can be · made from the correlations in Table X. First, there is a 
relatively low level of correlation between benchmarks. Several correlation 
coefficients show values in excess of 0.9, reflecting on the marginal differential 
information that the respective benchmarks convey. Notably, the rel ... tionship between 
the 3F and 4F benchmarks sees the correlation coefficient range from 0.9033 to 
0.9819 across time. This is not surprising, since these benchmarks share the Market 
Return, SMB and HML portfolio returns as their factor components with the presence 
of a momentum factor in 4F benchmark being the distinguishing feature. 
Consequently, the finding of such high correlation is likely to reflect on the low 
importance of the momentum factor in fund returns. In (unreported) results I have 
confirmed this to be the case, observing the coefficients on this factor to be 
insignificant in most regressions. Furthermore, the relatively high correlation of 3F  
and 4F benchmarks with the All Ordinaries Index is likely to signify that the Market 
Return component of these benchmarks takes on a dominant presence. Similarly, the 
correlation coefficient between the Conditional Expectations Benchmark proposed by 
Ferson and Schadt (1996) and the modified version by Sawicki and Ong (1999) is also 
relatively high and consistent across time, revealing the identity of the foundations 
between these two benchmarks but for the market proxy. 
Second, several of the correlation coefficients are negative. This revisits my initial 
observation that a different benchmark can give an opposing conclusion for managed 
funds, even when the environment in which the performance was measured is held 
constant. This empirically supports the findings of Roll (1978, 1992) who strongly 
contended that the choice of benchmark is a critical factor driving the observed excess 
returns. 
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My finding that different benchmarks produce varied, often conflicting assessment of 
performance contrasts with Peterson and Rice (1980) who "demonstrate that using 
four different indices made little difference to the rankings of mutual fund 
performance" (Robson, 1986). However, it is consistent with Grinblatt and Titman 
(1 994) who compared equally-weighted and value-weighted indices, the eight­
portfolio benchmark and the 10-factor benchmark proposed by Lehman and Modest 
(1 988) and also found largely varied results. It is also consistent with results of 
Lehman and Modest ( 1988) who tested a series of multifactor APT models and 
Robson (1986) who used a random-equity-selection index, peer-performance 
benchmark and the Statex Accumulation Index. 
Finally, several relationships tend to lack intertemporal stability. For example, the 
correlation between the All Ordinaries Index and the Conditional Expectation 
Benchmark according to Ferson and Schadt (1996) shifts from +o. 1 847 to -0. 1378 to 
+o. 1 887 across the three time frames. Many other combinations also exhibit similarly
volatile, albeit perhaps less extreme, correlations. This clearly indicates the differing 
nature of what each benchmark measures to be the ' abnormal return'. 
Concluding, therefore, that the choice of benchmark does have a critical impact on 
performance results, I have next set out to examine the relative efficiency of each 
benchmark. As detailed in the methodology section, the cornerstone of this analysis 
lies in a set of naive portfolios constructed on the basis of publicly available 
information and therefore easily replicated by an uninformed investor. Given such 
definition, a properly developed benchmark should thus produce a zero alpha 
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corresponding to absence of any special skills that could have driven the excess 
returns. Any significantly positive (negative) intercept in a regression of naive returns 
against a select benchmark would indicate an inherent tendency of the bt:rn..:i1n1ark to 
bias results towards overperformance (underperformance). 
Table XI summarises the results from these regressions for the period 1 985 to 1 999. 
Consistent with Grinblatt and Titman (1994) the signs of all intercepts are positive, 
implying that any biases that may be present in the benchmarks would be towards 
overperformance (i.e. overestimation of excess returns). 
A conspicuous observation in Table XI is the presence of only a single benchmark -
the Eight-Portfolio (SP) benchmark proposed by Grinblatt and Titman ( 1988) - that 
does not consistently produce significant alphas. The average excess returns are not 
significantly different from zero across all benchmarks and all risk-free proxies (only 
marginal significance at 5% level is observed for one risk-free rate using Henriksson­
Merton (1981)  model). This implies that the SP benchmark does not contain any 
inherent tendencies to push the measured alphas towards either positive or negative 
territory. 
The equally and price weighted indices, as well as the 3-factor and 4-factor 
benchmarks also exhibit mostly insignificant alphas under the Jensen measure. 
However, such perceived lack of bias disappears when either of the selectivity-timing 
separation models is used. As the simplicity of Jensen's alpha and the inherent 
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TABLE XI 
Excess Returns of Naive Portfolios Measured Against Different Benchmarks 
An overview of excess returns is presented, when returns on naive portfolios have been regressed against my
-et of benchmarks. Eac'.: . . �'.\·e portfolio out of a to:al pool of 103 was regressed against each benchmark 
using regression r;., = a; + P; x0.8M .r + E;., , where n. is a vector of benchmark factors. The results
presented are the averages of individual alphas in each measure environment. Since construction of naive
portfolios (based on industry participation as well as generally observed characteristics associated with 
CAPM and APT anomalies such as the capitalisation, beta, momentum in returns and dividend yield) by
definition does not require any superior skill, the expected excess return is nil. Alphas that are significantly
positive (negative) would therefore imply a degree of bias within the benchmark towards overperformance
(underperformance). The t-statistics supporting each average alpha reflect the hypothesis of zero mean in the
sample of individual alphas. It can be readily observed that only one benchmark, the Eight-Portfolio
Benchmark proposed by Grinblatt and Titman ( 1988), produces consistently insignificant excess returns. On
the other hand, the two most commonly used benchmarks - the All Ordinaries Index and the Value-
Weighted Index - are highly significant. This also applies to the conditional benchmarks, whose factor
composition has been previously shown to be dominated by the market proxies.
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Jensen's ( 1966) Alpha Treynor - Mazuy ( 1966) Henriksson - Merton ( 1981) 
Rmn; RcoMP Rmlr'.K R11lrl!. Rcol'dt 
Run RcoMP 
1985-89 AOI 112·· 163
R11lrl!.* 165* 245** 240·· 239 
.. 273** 257
R11lrl!.**
261·· 
(2.56) (2.44) (2.47) (3.39) (3 (3 (3.54) (3.34) (3.39) 
vw ss* 53• 54• 96** 94** 94•• 130·· 121** 124**
(2.11) (l.96) (2 ) (3.87) (3 77) (3.77) (4.88) (4.58) (4.66) 
EW 79 93• 72 120· 114• 115• 153
* 140· 143•
(1.37) (2.01) (1.27) (2.05) ( 1.98) (l.97) (2.29) (2.12) (2.16) 
PW 53 48 49 96 .. 95** 94** 12s·· 116** 118 ..
(1.60) (1.44) (1.47) (3.02) (2.94) (2.92) (3.43) (3.18) (3.23) 
3F 69 51 60 140** 131 •• 131·· 157•• 143• 147**
(1.33) (1.12) (1.15) (2.76) (2.58) (2.59) (2.75) (2.48) (2.54) 
4F 91• 81 83 163 .. 155** 154** 182 
.. 167** 111 ••
( 1.97) ( I. 72) (1.16) (2.98) (2.84) (2.84) (2.99) (2.73) (2.79) 
SP 68 51 59 35 23 26 101 • 86 89 
(1.51) (1.28) (1.31) (0.68) (0.48) (0.51) (1.98) (1.46) ( 1.65) 
CEBvw 95• 86* 89* 165** 161·· 16 .. 212·· 197 .. 201·· 
(2.23) (2.05) (2.09) (4.13) (4.07) (4.05) (4.97) (4.69) (4.77) 
CEBAo1 211·· 196
*
200 263 
.. 257•• 256** 256 
..
240 
..
244••
(2.66} (2.52} (2.55} (3.56} p.51} (3.50} (3.82} (3.59} (3.66}
1990-94 AOI 159** 150** 152 
.. 226** 221** 220** 252
**
237
** 241 ••
(2.80) (2.64) (2.69) (3.26) (3.22) (3.21) (3.41) (3.22) (3.26) 
vw 126* 115• 111· 209** 204•• 203** 283 .. 263 .. 268 ..
(2.12) (l.96) (1.99) (3 (3.80) (3.79) (4.91) (4.61) (4.69) 
EW 46 54 42 69
* 66* 67* 89
* s1· 83*
(1.35) (1.80) (1.25) (2.02) (l.95) (l.97) (2.26) (2.08) (2.13) 
PW 105 94 97 1s9·· 1ss·· 184 .. 245 
.. 221·· 232 
..
(1.60) ( 1.45) ( 1.47) (3.02) (2.94) (2.93) (3.44) (3.18) (3.24) 
3F 26 22 23 54
** so·· so·· 61 .. 55•• 57
**
(1.36) (1.14) (1.18) (2.81) (2.63) (2.64) (2.81) (2.53) (2.59) 
4F 61 54 55 109** 103•• 103
** 121 •• 111 •• 114••
(1.65) (1.47) (1.50) (2.85) (2.72) (2.72) (2.86) (2.61) (2.67) 
SP 44 37 38 22 15 17 65 56 51 
(1.54) (1.31) (1.34) (0.69) (0.49) (0.52) (1.79) (1.49) (1.69) 
CEBvw 148* 135• 138* 257
** 251** 250** 330** 301·· 313 
..
(2.18) (2.01) (2.04) (4.05) (3.98) (3.97) (4.87) (4 (4
CEBA01 90
** 84* 86* 113•• 110·· 110** 110·· 103** 105**
(2.57} (2.44} (2.47} (3.45} (3.40} (3.39} (3.70} (3.48} (3.54} 
assumption of no market-timing ability by the fund managers has been largely viewed
in academic circles as too restrictive3 1 , the general applicability of these benchmarks
is thus limited.
A startling conclusion that can also be drawn from Table XI is the extent of bias
present in two of the most widely used benchmarks adopted in returns analyses - the
All Ordinaries Accumulation Index and the Value-Weighted Index. The alphas
associated with these benchmarks are not only significant statistically (mostly at a 1 %
level), but also economically suggesting bias as high as 2.83% per annum. Similarly,
in line with my previous observation that conditional benchmarks tend to be
dominated by the market proxies, the CEBvw and CEBAoI have also shown high
degree of bias. In unreported results, the general tenor of these conclusions is
supported in other sub-periods of my study. As a result, my findings call for caution to
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1995-99 AO! 121** 114** 115** 176 .. 167 .. 168** 194** 187** 188**
(2.69) (2 (2.57) (3.65) (3.49) (3.52) (3.77) (3.65) (3.66) 
vw 95* 86* 87* 161 ** 152** 153** 215** 205·· 201·· 
(2.26) (2.05) (2.08) (4.26) (4.02) (4.06) (5.30) (5.11) (5.14) 
EW 66 78* 60 103* 95* 97* 130** 122· 123*
(1.47) (1.96) (1.35) (2.26) (2.11) (2.13) (2.54) (2.36) (2.38) 
PW 73 65 67 135** 128** 129** 173** 1 46 ** 166**
( 1.70) ( 1.53) ( 1.5 (3.29) (3.10) (3.12) (3.69) (3.51) (3.53) 
3F 46 38 40 96 
..
87 
.. 88** 101·· 100·· 101*
*
( 1.41) (1.18) ( 1.21) (2.99) (2.71) (2.75) (2.95) (2.73) (2.76) 
4F 69 61 62 126*
* 116 
.. 111·· 139** 131** 133
**
(1.81) (1.60) (1.63) (3.20) (2.95) (2.99) (3.17) (2.97) (3.00) 
8P 50 42 43 26 17 19 75 66 67 
(1.65) (1.39) ( 1.42) (0.76) (0.51) (0.56) (l.94) ( 1.66) ( 1.85) 
CEBvw 108* 98* 100· 192** 182·· 183** 244
**
233*
*
235
**
(2.35) (2.15) (2.18) (4.46) (4.25) (4.28) (5.30) (5.13) (5.15) 
CEBAOI 142
**
132·· 134** 182** 112·· 173** 175
** 168** 169**
" Significant at 5% level 
** Significant at 1 % level
(2.73) (2.58) (2.60) (3.75) (3.58) (3.61) (3 ) (3.84) (3.86) 
be exercised when making inferences about performance based on models that use
either of these benchmarks.
4.3 SENSITIVITY TO DIFFERENT MODELS 
My original results in Table I reveal non-trivial differences in alphas when measured
using alternative performance measures. In particular, many writers strongly advocate
the use of models that recognise selectivity (i.e. the ability to identify undervalued
equities) and timing (i.e. the capability to increase fund's exposure to a rising market
and decrease it during down-times) as two distinct skills and therefore two separate
sources of alpha. In Table XII I present my results from Treynor and Mazuy's (1966)
quadratic market model and the Henriksson and Merton's (1981) dual beta model.
An interesting trend can be observed in these results that indicates the presence of an
inverse relationship between selectivity and timing coefficients. If such were the case
the implications would suggest that a fund manager who has superior selectivity skill
also has perverse skill at market timing. To investigate this further I have computed a
set of correlations averaged across different benchmarks, sorted by the time period.
Table XIII summarises the results.
The negative relationship between selectivity and timing dominate, consistent with
Hallahan and Faff (1999) and others. Interestingly, however, the majority of
correlations for the period 1990 to 1994 exhibit a positive relationship, albeit a weak
one. A possible explanation could arise from a relatively robust recovery of the
31 For discussion see, for example, Roll (1977) and Cochrane (1999) 
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Australian economy during this time accompanied by a rising equity market. As such, 
95 
TABLE XII 
Excess Returns of Equity Funds across Different Benchmarks 
Presented is the separation of excess fund returns into those derived from selectivity skill (ie, the ability to choose the right equities) and those based on prudent market 
timing (ie, the ability to expose the fund more to the market on its up-side, and pull back when the market falters). The separation was carried out using Treynor ard Mazuy's 
(1966) quadratic market model, r;,, =a;+ P;rm., + r;r�., +e;,, (where ex and 'Y reflect the selectivity and timing, respectively), as well as Henriksson and Mertc :i.'s (1981) 
dual beta model, r;,, =a;+ Purm,, + P2;Drm., +eu (where selectivity and timing are represented by ex and �2, respectively). A conspicuous observation can be seen in the 
frequently opposing signs between selectivity and timing coefficients, suggesting a negative relationship between selectivity skills and timing skills. 
Treynor-Mazuy (1966) Henriksson-Merton (1981) 
R13wK R10YR RcoMP R13wK R10vR RcoMP 
Select Timinij Select Timini Select Timin1, Select Timing Select Timing Select Timing 
85-89 AOI 0.043 0.032-0.o70  -0.078* 0.022 0.026 - 0.044 -0.031 0.042 
(0.57)
°
 (-2.46) 
°0 
 (-2.74)
°
 (0.22)
°
 
1.510 *
 (0.24
*
) (-1.24) (0.37)
°
 
vw 0.623 0 0.678
(0.36)
°
-0.655 -0.683
0 0 
0.609
0 
0.028
(-1.14)
°0 
1.515
(0.43)
·
 
· 
1.546
0 
(8.41)
°
 (-22.26) 
** 
 
* 
(-23.62)
** 
 (8.03) (15.64) (16.06) 
0 
-0.426
°
(-19.46)
-0.032
,-1.26)
-0.435
°
·
(-19.82)
EW 0.214
 0.257
(9.03)
*-0.428 -0.448 0.222· 0.692·· 0.100
(15.84)
**
 
 
(2.26)
°
 (2.61) (2.33)
°
 
-0.422
(-18.85)
-0.246
°
·
(-10.97) (5.50)
°
 
0.736 *
 
PW 0.244
0 
(-11.74)
°0 
0.321·
  
0.412-0.393 · -
(-12.36)
**
 
 0.218
0 0 
0.730
0 
(5.58)
*
(2.83) (3.62)(-12.23)  (-12.91) (3.13) 
o.65o·· 
(5.25)
0.674
°
(5.78) (6.17) (6.22) 
-0.252··
(-11.37)
-0.255 .
(-10.63)
3F -0.015-0.033
(-1.09)
-0.075 •
(-2.64)
0 
-0.666
°
(-22.98)
0 
-0.436
°
(-12.03)
-o.40o·· 
(-12.56)
-0.040
(-1.32)
-0.248 ..
(-11.14)
-0.250··
(-10.42)
-0.016
(-0.59) (-0.60)
4F -0.036 - - -0.022
8P -
(-1.19)
*
0.043
(-1.44)
°
0.022
(-0.85)
°0 
-
(-0.86)
*0.469 *
 
(-11.03)
-0.401
(-17.16) 
CEBvw 
0 
-0.498
(-11.74)
°0 
-0.524 ..
(-9.43)
-0.042
(-1.39)
-0.045
(-1.50)
-o.512·· 
(-12.11)
0 
-0.564
°
(-10.07)
-0.548
(-9.80)
-0.175
(-1.33)
-0.085
(-0.66)··1.023
( 11.46)
0 
0.747
°
(7.02)
CEBAot -0.026 -0.040 - -0.174
-0.240
° 
(-2.44)
-0.168
(-1.72)
0.024
(0.22)
0.482 ..
(5.77)
-0.121
(-1.31} {-0.59° � {-0.
8�
0.039
{-0.84
° 
�
-0.255
(-1.92)
-0.169
(-1.32)
0 
0.868
°
(9.53)
0.626 ..
(5.93)
-0.230
{-1.82}
-0.164
(-1.19)
-0.076
(-0.61)
0 
o.985
°
(11.04)
**0.742
(6.81)
-0.165
{-1.23) {-1.30) 
90-94 AOI 0.065 0.233 0.262 0.252 0.066 0.071 
(2.19)
°
 (2.89) (3.24) (3.12) ( 1.98)
°
 
0.o78
(2.31) (2.15) 
vw 0.010 0.033 0.030 0 -0.830
(-22.36) (0.31) 
-0.149
(-1.52)
-0.088
(-0.91)
0.112
(1.30)
0 
0.532
°
(6.25)
-0.051
{-0.54}
0.028
(0.84)
0 
-0.878
°
(-22.68) (0.99) 
-0.147
(-1.40)
-0.083
(-0.83)
0.087
(1.06)
0.466 ..
(5.52)
-0.053
{-0.54}
0.044
(0.89)
-0.724 .. 
(-20.00) (0.90) 
0 
-0.937
(-20.51)
-0.250··
(-10.26)
-0.010
(-0.39)
-0.017
(-0.63)
-0.38o·· 
(-16.54)
-0.144 ..
(-4.91)
0.036
{ 1.15} 
0.046 *
(3.57)
0.040** 
(4.64)
-1.050·· 
(-34.38)
-0.162 ..
(-5.41)
0.032
{1.03) 
0.050 *
(3.90)
•0.055
•
 
(6.34)
-1.053**
(-28.10)
o.4os ·
 
(-17.48)
0 
-0.164
°
(-5.48)
0.033
{ 1.05
 0.052.
i 
(4.01)
0.055·· 
(6.35)
EW 
PW 
3F 
4F 
8P 
CEBvw 
CEBAOI 
95-99 AOI
vw 
EW 
PW 
3F 
4F 
8P 
CEBvw 
CEBAOI 
-0.579**
(-15.21)
-0.559 ..
(-16.52)
0.042
(0.98)
0.131·· 
(3.21)
-0.604**
(-12.46)
-0.767°* 
(-17.81) 
-0.018
{-0.92}
0.208·· 
(8.30) 
0.287** 
(8.04) 
0.478** 
(14.50) 
0.424•• 
(13.71) 
0.417** 
(10.74) 
0.337** 
(7.91) 
0.160** 
(3.14) 
-0.55o·· 
(-17.04)
-0.619 ..
(-16.04)
-0.051
(-1.14)
0.017
(0.38)
-0.596 ..
(-13.17)
-0.792·· 
(-18.36)
-0.086**
{-3.02}
0.137**
(6.80)
0.198**
(6.59)
0.412·· 
(13.86)
0.353**
(12.00)
0.315••
(9.43)
0.281 ••
(7.00)
0.009
(0.16)
0.310·· 
(12.57) 
0.138** 
o.501·· 
(16.95)
0.208·· 
{6.81)
-0.781 ••
(-13.76)
-1.356**
(-18.38)
0.075
(0.71)
0.062
(0.69)
-1.691 ..
(-24.00)
-0.296 ..
(-7.34)
0.361·· 
{4.04}
0.099
(1.40)
-0.716**
(-16.35)
-0.970**
(-18.07)
-1.845**
(-17.51)
0.091
(1.49)
0.130
( 1.50)
-0.225··
(-7.58)
-1.345**
(-17.65)
-0.041
{-0.64} {4.54} 
" Significant at 5% level 11 Significant at I% level 
-0.560 ..
(-15.66)
-0.544 ••
(-13.86)
-0.036
(-0.55)
0.025
(0.72)
-0.51 g**
(-11.53)
-0.695 ..
(-15.89)
-0.065*
{-2.39}
0.133 ..
(6.38)
0.211·· 
(5.96) 
0.356** 
(11.59) 
0.329 .. 
(11.03) 
0.265 •• 
-0.785**
(-13.66)
.1.372••
(-18.18)
0.078
(0. 73)
0.065
(0.72)
-1.695 ••
(-23. 77)
-0.290 ..
(-7.12)
0.379••
{4.27}
0.097
( 1.37)
-0. 733••
(-16.72)
-0.981**
(-18.19)
-1.881**
(-17.80)
0.089
(8.12) (1.46) 
0.211·· 0.129 
(6.00) (1.49) 
0.027 
(0.53) 
0_345** 
(11.69) 
0.131 ** 
-0.801**
(-13.91)
-1.407°*
(-18.58)
0.078
(0. 72)
0.065
(0.72)
-1.739**
(-24.35)
-0.296**
(-7.28)
0.394••
{4.43}
0.100
(1.41)
-0.752**
(-17.15)
-1.006**
(-18.64)
-1.928**
(-18.26)
0.093
( 1.50)
0.133
(1.54)
-0.233••
(-7.79)
-1.410 ••
(-18.51)
-0.048
{-0.75} {4.30} 
-0.226**
(-7.55)
.J.377**
H8.06)
-0.048
{-0.74}
.0.574•• -0.564 ..
(-15.29) (-16.88) 
-0.647°* 
(-17.11) 
-0.090
(-0.87)
0.074
(1.35)
-0.665 ..
(-17.07)
-0.105*
(-2.29)
-0.043
(-0.64)
-0.146**
(-3.97)
-0.139**
(-10.46)
. o_ 135••
(-9.41)
0.018
( 1.15)
0.016
(1.15)
-0.334**
(-15.58)
-0.034**
(-4.12)
0.054••
{4.22}
-0.008
(-0.51)
-0.139**
(-II.II) 
-0.341**
(-5.33)
-0.852**
(-21.56)
-0.194**
{-5.19}
0.215**
(7.18)
0.484**
(13.91)
0.895**
(18.65)
-0.808**
(-20.11)
-0.102·
{-2.37}
0.294••
(8.21)
0.583**
(15.44)
0.980**
(19.11)
0.676**
(17.27)
0.401·· 
( 10.37) 
0.389** 
(10.27) 
0.249** 
(6.73) 
0.626** 
(17.66) 
0.285** 
{7.07} 
-0.279**
(-17.78)
-0.330··
(-13.50)
-0.008
(-0.66)
-0.010
(-0.56)
0.023•
(2.08)
-0.229**
(-11.46)
-0.046**
{-3.30}
o.605 ••
(16.05)
0.313**
(9.15)
0.332·· 
(9.29)
0.084*
(2.30)
0.516**
(14.39)
0.214·· 
{5.31}
-0.130**
(-9.58)
-0.135••
(-9.10)
0.022
(1.36)
0.018
( 1.36)
-0.308**
(-14.39)
-0.022··
(-2.63)
0.060**
{4.73}
-0.007
(-0.45)
-0.143**
(-11.42)
-0.279••
(-17.76)
-0.331 ••
(-13.56)
-0.008
(-0.61)
-0.009
(-0.50)
0.030·· 
(2.60)
-0.236**
(-11.79)
-0.045**
{-3.16}
-0.604**
(-15.02)
-0.673**
(-17.18)
-0.072
(-1.88)
-0.036
(-0.61)
-0.333 ..
(-4.89)
-0.869**
(-21.38)
-0.183**
{-4.81}
0.228**
(7.82)
0_445••
(13.16)
0.854**
(17.86)
0.574 ..
(15.81)
0.298**
(8.88)
0.290·· 
(8.08)
0.109••
(2.95)
0.546**
(15.25)
0.229·· 
{5.70}
-0.134*'
(-9.90)
-0.138**
(-9.29)
0.024
( 1.46)
0.019
( 1.45)
-0.317**
(-14.80)
-0.023·· 
(-2. 79)
0.061 ••
�4.83)
-0.007
(-0.49)
-0.146**
(-11.65)
-0.285**
(-18.16)
-0.338**
(-13.84)
-0.008
(-0.65)
-0.010
(-0.54)
0.030·· 
(2.72)
-0.241 ••
(-12.03)
-0.046**
{-3.27}
TABLE XIII 
Correlations Between Selectivity and Market Timing Skills 
Presented are the correlations between timing skill coefficients (ex) and selectivity skill coefficients (y, 
P2) derived using Treynor - Mazuy quadratic market model (where r;,1 = a; + /J;rm .t + Y; r�.1 + t:i.t ) and 
Herniksson - Mertons' dual beta model (where r;,1 = a; +/Jlirm .t + /32;Drm.t +Eu ). A perverse 
relationship can be easily observed indicating that good stock selectors tend to be bad market timers, 
and vice versa. This is generally consistent across time and (in unreported results) across different 
benchmarks. However, small and positive correlations may be observed for the 1 990-94 period, 
perhaps reflecting on the buoyancy of the Australian market in this period that boosted the selectivity 
and timing performance of mutual fund managers, notwithstanding the overall tendency for the 
relationship between the two skills to be negative. 
Treynor - Mazuy ( 1966) Henriksson - Merton ( 1981) 
R13wK R10YR RcoMP R13wK R10yg RcoMP 
1985- 1 989 -0.5386 -0.5105 -0.6496 -0.7122 -0.7638 -0.7241
1990-1994 0.1124 -0.0386 0.0845 0.0795 0.1489 -0.1321
1995-1 999 -0.8343 -0.7923 -0.7214 -0.7349 -0.6598 -0.7141
this environment could have been conducive enough for good selectivity as well as 
timing performance leading to the observed positive correlation, notwithstanding the 
general tendency for this relationship to be perverse. 
In 1 986 Jagannathan and Korajczyk examined the selectivity-timing separation 
models and proposed that exclusion restriction tests be applied to these models to test 
the robustness of their specification. The tests essentially involve an addition of a 
higher-order term to the original specification and should produce insignificant 
loadings on the additional factor if the original model was correctly specified. The 
results from these tests are presented in Table XIV. 
Consistent with Hallahan and Faff (1999) and Kothari and Warner ( 1997), nearly all 
coefficients on the higher-order factors are significant, implying a nontrivial 
misspecification in the original models. A potential solution could lie in the four-
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TABLE XIV 
Exclusion Restriction Test Coefficients 
Table XIV reports the coefficients on the higher-order terms inserted into the basic Treynor-Mazuy and 
Henriksson-Merton measures. A significant coefficient implies nontrivial misspecification in the 
original model definition. It is readily observable that the significance of terms presented in this table 
suggest a strong possibility of such misspecification, consistent with Kothari and Warner ( 1997) in the
US and Hallahan and Faff (1999) in Australia.
Treynor - Mazuy ( 1966) Henriksson - Merton ( 1981) 
R R o Rm�° R Rm. Rco�
85-89 AOI 1.647 
mili'.i 
• 
1
1.8Jf'
� 
 1.695 -0.37 -
vw 
(4.68) 
I.I I I •
(5.06) 
1.154 • 
(4.69) 
1.078 • 
Ii'.� 
0. 
(-7.01)
0.368
 1 
(-7.00) 
(4.29) (4.67) (4.35) 
EW 0.207 0.149 0.140 
PW 
(0.52) 
1.995 • 
(0.37) 
2.030 • 
(0.35) 
1.895 * 
3F 
(7.11) 
1.200 • 
(7.46) 
1.324 • 
(6.95) 
1.227 • 
4F 
(4.80) 
1.592 • 
(5.19) 
1.740 • 
(4.82) 
1.613 • 
(5.09) (5.47) (5.08) 
8P -10.769** -12.063** -11.227**
CEBvw 
(-18.99) 
0.906* 
(-21.30) 
0.686* 
(-19.81) 
0.670* 
(2.92) (2.25) (2.19) 
CEBA01 1.613 • 1.659 • I. 732 •
{6.50) {6.92) {6.44) 
90-94 AOI 9.348
1 
8.753" 8.149" 
(4.28) (4.76) (4.48) 
-1.135 •
(-20.71)
-0.805••
(-7.42) 
-0.772 *
(-13.91}
-0.149*
(-3.97)
-0.161 •
(-3.55) 
4.592**
(28.20).
-0.997 *
(-13.67)
-0.247**
{-5.67l
-0.608
(-2.09)
vw -1.526** -
(-4. 72) 
EW 1.824 -
(2.32) 
-1.653**
(-5.02)
2.414**
(3.04)
-1.512**
(-4.60)
2.185**
(2.76)
0.886 •
(-8.04)
1.039 * 
(-9.20) 
PW -6.744** -7.198** -6.716** -3.408 •
-1.146 •
(-20.92)
-0.809**
(-7.49) 
-0.776 •
(-13.99)
-0.147**
(-3.94) 
-0.159 •
(-3.52)
4.622**
(28.42). 
-1.014 •
(-13.90)
-0.248**
{-5.66l
-0.651
(-2.24) 
-0.878 •
(-8.00) 
-1.056 •
(-9.33)
-3.436 •
3F 
(-7.58) 
10.645** 
(-8.02} 
12.324 • 
(-7.50) 
11.516** 
(-19.69) (-19.96) 
4F 
(4.76) 
9.020 • 
(4.81) 
(5.32) 
11.115** 
(5.73) 
(5.00) 
10.321** 
(5.36) 
8P -2.418**
(-5.48)
-2.234**
(-5.08)
CEBvw 
-1.425**
(-3.31)
-1.255 • -1.019* -0.932
(-2.60) (-2.09) (-1.91) 
-0.321"
1all! 
(-6.08) 
-1.088 • 
(-19.80)
-0.752**
(-7.24)
-0.709 •
(-12.76)
-0.126**
(-3.39)
-0.134 •
(-2.97)
.. 4.169 
(26.27).
-0.992 •
(-13.61)
-0.219**
{-4.95)
-0.388
(-1.27) 
-0.646 •
(-6.07)
-0.868 •
(-7.79) 
-3.134 •
(-18.90)
-0.449
(-1.21)
-0.435
(-1.29)
-1.595 •
(-20.91)
-1.584**
(-7.81)
-0.775
(-2.18)
-0.733*
(-2.27)
-1.787 •
(-22.62)
-1.968**
(-9.42)
CEBA01 8.479** 9.912** 9.282** 0.172 -0.218
95-99 AOI -
{3.25l 
-6.033"
(3.05l 
-5.599'
{0.35) 
0.993
1 
-0.725
(-2.04)
-0.686*
(-2.12) 
-1.783 •
(-22.51} 
-1.975*
(-9.41)
-0.145
{-0.3JJ,
0.947" 
{
0.973" 
-0.46l
vw 
{2.86l 
5.092"
(-5.41) (-6.32) (-5.87) (7.65) (7.62) (7.78) 
EW 
PW 
3F 
4F 
-5.092 •
(-9.94)
-4.419 •
(-9.92) 
-6.584 •
(-17.20)
.-8.548 .
(-7.82)
-1.967**
(-19.06)
0.186
(1.56)
-2.874**
(-30.65)
1.151*
(8.74) 
 1.344.
8P 
(9.23) 
CEBvw 
CEBAoI 
" Significant at 5% level
•• Significant at I% level
-4.842 •
(-9.49) 
-4.145 •
(-9.34) 
-6.299 •
(-16.50}
-7.982*
(-7.41) 
-9.613 •
(-8.08)
-3.666 •
(-13.11)
-7.958**
(-15.07)
-5.673**
{-4.65)
-5.452 *
(-10.64)
-4.756**
(-10.67)
-7.054**
(-18.44)
-9.195**
(-8.40) 
-11.074**
(-9.15)
-4.279 •
(-15.34}
-8.634*
(-16.30)
-6.513**
{-5.34)
-10.291**
(-8.52)
-3.976 *
(-14.26)
-8.048**
(-15.18}
-6.047*
{-4.95)
-1.994**
(-18.92)
0.097
(0.81)
-2.74s**
(-28.51)
1.165*
(8.48)
1.360 •
(8.96)
-0.861**
(-16.60)
-2.897**
(-25.67)
1.149*
{6.80)
-1.925**
(-18.74)
0.192
(1.61) 
-2.831**
(-30.32)
1.124*
(8.58) 
1.311 •
(9.06)
-0.957**
(-18.18)
-2.856**
(-26.41)
1.062*
{6.58)
-0.962**
(-18.30}
-2.916*
(-26.77)
1.092*
{6.73)
99 
moment (co-kurtosis) CAPM recently examined by Fang and Lai (1 997) that
incorporates the higher order term into the model definition. As a result I have
decided to compare the selectivity and timing coefficients from the original quadratic
and dual-beta models with those suggested by the co-kurtosis models. Table XV
summarises the correlation coefficients obtained for the R1 3  risk-free proxy7. In
unreported results, tests using other risk-free proxies provided identical conclusions.
TABLE XV Comparison Between Basic and Higher Order Treynor-Mazuy and Henriksson-Merton Model Specifications 
Having found a nontrivial degree of misspecification in Treynor-Mazuy and Henriksson-Merton 
models using the exclusion restriction tests as proposed Jagannathan and Korajczyk ( 1986), I have 
examined the degree to which such misspecification may discredit the results obtained from the 
original models. Presented here are the correlation values between the selectivity (timing) coefficients 
obtained from the original models and the re-specified four-moment (co-kurtosis) version of these 
models. A relatively strong, positive correlation can be observed suggesting that despite some degree 
of misspecification in the original model definitions, their results can still be adopted for general 
performance conclusions. 
The correlation coefficients found between pairs of selectivity (timing) coefficients
obtained using the original Treynor-Mazuy and Henriksson-Merton model
specifications and their counterparts from the exclusion restriction tests show
relatively high and positive relationship. Moreover, such direct correspondence is
consistent across the two models and between different time periods. Consequently, it
may be reasonable to assume that while acknowledging some degree of
misspecification in the original model definitions, their results for practical purposes
may still remain viable.
100
Treynor - Mazuy ( 1966) Henriksson - Merton ( 1981) 
Selectivity Timing Selectivity Timing 
1985-1989 0.8867 0.8322 0.8821 
1990-1994 0.9941 0.9188 0.8103 
1995-1999 0.8235 0.8724 
0.9109 
0.8793 
0.9331 0.9466 
Referring to my nai"ve portfolio results from Table XI I can further observe a 
marginally lower degree of significance for the Treynor-Mazuy quadratic model 
alphas than those obtained using the dual-beta Henriksson-\1erton measure. This is 
especially visible for the 8-Portfolio benchmark, which exhibits the least level of bias. 
Overall, therefore, the general tenor of my results goes in favour of Jensen's  Alpha, 
but advocates the use of Treynor and Mazuy's ( 1 966) version of a non-linear CAPM 
specification when selectivity-timing decomposition is required. 
4.4 SENSITIVITY TO DIFFERENT TIME PERIODS 
In this section I have set out to examine the extent to which performance results 
change over time. I have commenced by forming two portfolios of equity funds -
those that were present in 1 985-89 and 1 990-94 samples, and those present in the 
1990-94 and 1 995-99 samples. I have then tested for the consistency of their excess 
returns between the two consecutive periods. My tests included the standard 
correlation of alphas, the T-Test which examines the likelihood of two series coming 
from the same underlying sample and the Spearman Rank correlation which analyses 
the consistence of fund rankings between consecutive periods. My findings are 
summarised in Table XVI. It can be noted from these results that the degree of 
consistency in excess returns across consecutive time periods is relatively low under 
all measures and benchmarks. Interestingly, however, the 8-Portfolio benchmark 
consistently produces the highest (albeit still small in absolute terms) coefficients in 
each group, a finding worth future examination. 
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TABLE XVI 
Inter-temporal Examination of Excess Returns 
This table reviews the results obtained from consistence tests between excess returns measured in two 
successive periods. These tests were based on a series of samples of managed funds that survived 
across two successive periods, and therefore provide a consistent examination of the inter-temporal 
excess-return dynamics. An apparent lack of benchmark consistency can be noted, although 
interestingly the Eight-Portfolio benchmark seems to reliably produce the highest (albeit still small) 
coefficient for each group. Acknowledging that the test specification introduced even stronger 
survivorship bias (requiring funds to exist for ten instead of five years), I have rerun the tests using a 
two-by-two period sampling. The general conclusions with respect to the benchmark consistency were 
unchanged. 
I have additionally recognised two limitations associated with my sample formation. 
First, I have accentuated the inherent survivorship bias as each fund had to survive a 
ten-year period under this definition. Second, this sample construction also provided 
only two pairs of consecutive time-frames, increasing the likelihood of accepting the 
hypothesis of no persistence. To correct for this I have reworked the results using a 
new sampling process that pairs the fund returns on a two-by-two year basis. This has 
also afforded me the ability to better statistically test the significance of my results. 
The (unreported) findings obtained from this revised definition point to the same 
conclusion of temporal independence of alphas. As my objective in this section was 
not to specifically examine the degree of persistence (if any) in the returns of 
managed funds, I have dispensed at this time with more sophisticated tests such as the 
out-of-sample predictability. 
1 02 
AOI EW vw PW 3F 4F 8P CEB� CEBM21 
'85-'94 Corr 0.1112 0.0804 0.0123 
0.0176 
-0.0149
0.1212 0.1553 
-0.0903
0.0025 0.2315 
-0.1513
0.0972T-Test
SRC
-0.1283
0.0025
0.05% 0.1698 -0.0229 -0.0104 -0.1098
-0.1056
0.0044
0.0023 0.1969 
-0.1257
0.1050
0.0221 -0.2806
'90-'99 Corr -0.1198 0.1159 0.1029 0.1920 
T-Test
-0.0584
0.0012 0.1633 0.1860 
-0.2677
0.0255 0.1181 0.2263 
-0.1092
0.0204
-0.1008
0.1287
SRC -0.1052
-0.0032
0.0133
0.0423 0.0081 0.1626 -0.1150 -0.0123 0.1885 -0.3706 -0.2930
SRC = Spearman Rank Correlation 
My results therefore point to the relative lack of sensitivity of alphas to the sample 
period in which they are measured. Consequently, inter-temporal comparison of 
excess returns earned by fund managers appears to be a valid exercise. 
4.5 SUMMARY AND PRE-SELECTION OF 'OPTIMAL MODEL' 
This section is intended to examine in some detail the specific nature of various 
factors that may influence the way in which performance results are reported. Its 
motivation was founded on the observation that historically many studies used very 
similar benchmarks, models or data sets, yet arrived at vastly different, sometimes 
even conflicting conclusions about the performance of managed funds. 
I have examined the performance measures along four dimensions. First was the 
proxy for risk free returns. Using 13-Week Treasury Bill rates, 10-Year Treasury 
Bond rates and the Composite yield on 5-10 year Government Bonds I have not found 
significant differences in the results produced. This suggests that the differential 
information carried by alternative rates does not impact sufficiently on excess return 
measures to fundamentally alter the resulting conclusions. My second line of 
examination revolved around the choice of benchmark. I have found that different 
benchmarks produce varied, often opposing excess returns. By further examining the 
performance of each benchmark against a set of naive portfolios (which by definition 
have expected zero excess return) I was able to assess their individual efficiency. 
While the 8-Portfolio benchmark proposed by Grinblatt and Titman (1994) showed 
the least amount of bias, the widely used All Ordinaries Index and the Value-weighted 
Index showed the worst results. The third dimension of my examination involved a 
comparison of alternative performance models. I have found a nontrivial degree of 
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misspecification in the Treynor and Mazuy's (1966) quadratic market model and
Henriksson and Merton's (1981) dual beta models, although this limitation does not
necessarily disqualify conclusions drawn on the basis of these models. The Treynor
and Mazuy model has further shown some marginal edge over Henriksson and
Merton's measure when assessed against the naYve portfolio set. Finally, my fourth
line of study involved inter-temporal comparison of results. I have found little
evidence of consistency in benchmarked excess return results across different time
periods, although I have not examined in detail the degree of persistence that may
exist in the fund returns. This points to the relative lack of sensitivity of alphas to the
sample period in which they are measured.
4.6 INFORMATION CONTENT ANALYSIS 
Before a benchmark can earn its title as 'optimal' , it must satisfy two key criteria.
First, it needs to be unbiased in its measurement of fund returns, a test exercised in the
naYve portfolio measurements above. Second, it needs to be informative, reflecting on
its ability to explain the variances in returns both in time, and in cross section. In fact,
the apparent lack of bias, such as the one attributed to the Eight Portfolio benchmark
by Grinblatt and Titman ( 1988, 1989) and reconfirmed in the above tests, can arise for
two reasons. One is where the benchmark truly reflects on the returns generating
process underlying manag� equity funds. The other reason, achieving a similar
result, lies at the other extreme where the benchmark is uninformative and where the
measured 'excess returns' thus follow a random walk, hence tending to zero over a
sufficient number of observations. It is for this reason that I undertake these auxiliary
tests of information content, before I can confirm the Eight Portfolio benchmark to be
the 'optimal' choice.
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Tests of time series and sectoral explanatory power have been carried out adopting the
preferred Jensen's Alpha model and the 13-week Treasury Bill Rate as a risk free
proxy. The results for both dimensions and for all three periods are presented in Table
XVII, below.
TABLE XVII 
Information Content of Foundation Benchmarks 
Figures summarised in this table represent the percentage of variations in equity funds returns 
explained by the respective benchmarks in time series as well as cross sectional regressions. Temporal 
results are I"epresented by the R2 values from regression r, = a. + p. xQ + e. , whilst the cross 
l,t I J IJ 
Several features can be readily noted. First, the supposed pre-selected benchmark
winner comprising the eight portfolios proposed by Grinblatt and Titman (1988)
proves to be the least informative out of all foundation benchmarks. This is exhibited
not only in the conspicuously large information content drop-off in the time-series
sense, but also in the worst performance cross-sectionally. Furthermore, these
findings are consistent in every period tested. To highlight the significance of the low
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t  I 8M   
sectional data result from time-series based cross-sectional stack regressions defined as 
i h, - r.: 1 . Performing these computations against each fund separately rather than against an 
R2 = I -'-'i•.,_I --� 
I n 2 
rh,-;,) 
i=I 
of fund returns allowed me to create series of results, whose average I was able to test for the average
null hypothesis of mllity. The results are computed for each of the two tested periods to reflect on the 
robustness of my conclusions across time. 
AOI EW vw PW SP CEB� CEB6QI '85-'89 TS
3F
.68
4F
.69 0.530(14.9
0.667**
0.167 } 
) (14.7
0.567**0.191 } 
) ( 13.6 
0.608
•• (13.7 
0.571
.. (
0
15.9 
7
•• (
0
17.5*
8
*0.167 } 
) (7.1 
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.. ) 12.6 
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..(0.099 } 
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··
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 )
 } 4.1 ..
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  } 4.6 .. 
 )
 6.3 .. 2.0·2 2.2 .. 2.8 .. '90-'94 TS {0.621 {0.587 {0.610 0.2{ {0.466
} {0.475 {0 6 .17 {0.330 {0.500
3.7 .. ) (2.6.) (2.1·· (2.3 ) 19.1 •• 20.6 .. (2.0·) (8.4** 13.5 ••
cs 0.175
 }
 0.155 0.115 } 2.5**
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.. 
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0.127** 8.2
0.123** 8.2
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explanatory power offered by the 8P benchmark, I note that all single factor
benchmarks outperform the eight-portfolio benchmark in the explanatory power
despite their substantial improvement in parsimony. As such I can confidently
conclude that the 8P benchmark is not optimal, as its apparent objectivity is merely a
reflection on its inability to truly expose the returns generating process of managed
equity funds.
A second point of interest in Table XVII is the relatively high explanatory power of
the conditional expectations benchmark, particularly the form amended by Sawicky
and Ong (1999), which uses All Ordinaries Index as the proxy for market returns. Its
relative strength in both information dimensions indicates that conditional factors
indeed play an important role in formation of a good benchmark, and cannot be
ignored. This is also reconfirmed in Ferson and Schadt's (1996) original benchmark
definition that uses a value weighted index of stocks as the market proxy, which also
shows high R2 values. In fact, information differences between the two conditional
expectation benchmarks can be almost entirely traced to the information differences
separating their chosen market proxies. Once again this observations are consistent in
both explanatory dimensions and in all time periods.
A third observation can be made of Fama and French' (1993) three-factor benchmark
and Carhart' s (1995) four-factor benchmark which supplements the former by a
momentum variable. Whilst the 4F benchmark does perform better in both dimensions
and all periods, it does so only marginally. This may reflect either on the relative lack
of momentum impact, or the correctness of the form in which momentum was
defined. This latter possibility will be re-visited in the later part of this study.
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Looking at the overall success of the starting line-up of benchmarks, it is painfully
obvious that none of the definitions satisfy both requirements for the optimum.
Formation of the ideal benchmark thus needs to be explored.
4.7 SEARCH FOR A BETTER BENCHMARK 
In this exploration for a benchmark that better balances the optimum requirements I
perform the search in reverse. First, I identify a multi-factor benchmark that satisfies
the criterion of information content, then I test the preliminary winner for objectivity.
This is done under a hypothesis where a benchmark that truly reflects the return
processes of managed equity funds should, by definition, also prove relatively
unbiased.
In compiling an informative benchmark, I start by pre-selecting the most informative
factors within each of the four categories discussed in the data section above. Then I
re-test these pre-selections across all categories in aggregate and select the potential
benchmark candidate, after due consideration is given to the trade-off between
explanatory power and parsimony. Finally, I test this selection for objectivity against
the set of nmve portfolios and for factor sufficiency using the Jagannathan and
Korajczyk exclusion restriction tests.
4.8 FACTORS REFLECTING AGGREGATE EQUITY RETURNS 
Results from the information content tests against the factors representing aggregate
returns are presented in Table XVIII. Panels A l  and A2 show the results of time-
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series tests for periods 1990-94 and 1995-99, respectively, while Panels B 1 and 82
explore the data in cross-section for the same two periods.
The first observation that can be made concerns the degree of explanatory power and
the information substitutability of benchmarks. In the temporal sense, individual
benchmarks (IF) explain between 48% and 55.3% of returns variation. The F-statistic
for the joint test of equal R2 between individual candidates is significant at 0.097
(1990-94) and 0.052 (1995-99) demonstrating the inherent differences between these
benchmarks and at the same time confirming their non-substitutability. Turning the
attention to cross-sectional tests, individual benchmarks exhibit a somewhat lower
degree of explanatory power in the range of 11 % to 15.5%. In contrast with temporal
tests, however, F-statistics now show a high degree of substitutability between these
variables. As the number of factors included in the benchmark increases (2F . . .  6F),
explanatory power improves by definition peaking at 70.1 % (1995-99) to 73.2%
(1990-94) for the time series tests, and 38% (1995-99) to 40.5% (1990-94) in the
cross sectional sense. Substitutability also rises in unison. The matrix in the first
section of each panel also compares the incremental benefit that is achieved by adding
factors into the benchmark definition, and the statistical significance of such
increment. For example, using all six variables does not provide, on average, any
extra benefit relative to a combination of just five factors as indicated by a p-value of
between 0.117 and 0.617.
The combination of all variables (6F) thus represents a peak explanatory power for
this category achieved through passive use of all available factors. This is, however, a
statistical phenomenon that does not balance this 'improvement' in R2 with the need
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TABLE XVIII 
Two-Pass Analysis of Factors Representing Aggregate Bond Market Returns 
Presented is a summary of statistics resulting from the two-pass analysis of the six factors chosen in 
this study to proxy the movements of the equity market. Results from temporal tests, presented in 
Panels A l  and A2 for the two periods, are derived from R2 value.� of time series regressions
r. = a. + p x Q8M + t: . Cross-sectional data, summarised in Panels B 1 .:.nd B2, are based on cross-,., l t J lJ 
sectional stack regressions defined as 
R,2 = I
fund separately rather than against an average of fund returns creates a series of results, whose average 
can then be tested with appropriate statistical significances. Each panel comprises several sections. 
First section is based on average explanatory power attributable to combinations of n-factors and thus 
reflects the incremental benefit derived from adding more independent variables. Whilst the last 
column presents the group averages together with an F-Test results of benchmark substitutability, the 
first set of columns relay a comparative matrix. Second section of each panel shows the individual 
performance of each benchmark, as well as a comparison to the maximum R2 obtained when all
benchmarks are combined. This reflects on how well the more parsimonious combination of factors is 
able to perform against a peak that is achieved by non-parsimonious inclusion of every factor in the 
category. Finally, the third section present in cross-sectional Panels B 1 and B2 show the relative 
strength of individual factors when they are combined into a multi-factor benchmark. 
PANEL Al: Tests of Time-Series Variance (1990-1994) 
t Corresponds to groups of benchmarks incorporating one through to six factors. 
t VWMF and EWMF refer to the Value Weighted and Equally Weighted Indices of Managed Equity 
Fund Returns, VWMF , EWMF and PWMF to the Value Weighted, Equally Weighted and Price Weighted 
Indices based on all stocks on the Australian Stock Exchange and tracked by DataStream and AOI to 
the All Ordinaries Accumulation Index, respectively. 
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i h, -r,: 1 . Performing these computations against each 
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I�,.,_;,)
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-
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0
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 **
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1
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0.128°···
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0 9
(0.025) 
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.0
0.00
0
9) 
0.026 
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(0.238
°*
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SF 
0.021 
(0.117) 
T-Test of Difference in Means of Benchmark Pairs
VWMF2 EWMKT3 VWMKT4 PWMKTs 
-0.027
0.03)
 * - E*
 (0.102)
004
-
0.
(0.953)
0*0.370
 **
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0.023D* 
-
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 **
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0.604
(0.097) 
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°···
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(0.008) 
°**
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0.711 
(0.783) 
0.732 
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-0.090
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(0.038
°) ***
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PANEL A2: Tests of Time-Series Variance (1995-1999) 
Category IF 
T-Test of Difference in Group Means
2F 3F 4F SF 
IF 
2F 0.067D**
3F 
(0.033)
D**0.147
 * 0.0800·· 
4F 0.
(0.000)** J88D
 • 0.
(0.016)
D**J2J
 * 0.04JD**
0.062 *
 
SF 
(0.000)
D**0.209
 * 0.
(0.000)** J42D
 * (0.024)D* 0.020 
6F 
(0.000)
D**0.22J
 * o.
(0.000)··1s4°
 · (0.011)D**0.074
 * 0.033
(0.146)
D*  0.012 
(0.000) (0.000) (0.007) (0.069) (0.376) 
T-Test of Difference in Means of Benchmark Pairs
Factor EWMF1 VWMF2 EWMKT3 VWMKT4 PWMKTs EWMF 1 
VWMF2 -0.074
(0.101*)EWMKT3 - -
VWMKT4 - - 0.067D***
(0.009) 
PWMKTs - - -0.209
0. J80D***
(0.000)*0.J J4D
 **
(0.004)*0.390D **
(0.000)
AOI6 - 0.
(0.525)** J62D
 * 0.371 D***
0.254D
 **
(0.000)*0. J88D **
(0.001)*0.463D **
(0.
0.092
00
D
0) *•
(0.013)
-0.019
(0.371) (0.003) 
-0.276D***
(0.000)D*0.095 * 
(0.020) (0.000) 
PANEL Bl: Tests of Cross-Sectional Variance (1990-1994) 
Category IF 
T-Test of Difference in Group Means
2F 3F 4F SF 
IF 
2F 0.057 
(0.492) 
3F 0.108 0.052 
(0.558) 
4F 0. J56D
(0.201)*  0.099 0.048 
0.202 *
 (0.266) (0.601) 
SF 
(0.070)
D* 0.146 0.094 0.046 
J93D *
 (0.306) (0.617) 
6F 
(0.020)
D**0.249
 • 0.
(0.107)* 0.141 0.093 0.047 
(0 1'05) (0.036) (0.130) (0.319) (0.617) 
T-Test of Difference in Means of Benchmark Pairs
Factor EWMF1 VWMF2 EWMKT3 VWMKT4 PWMKTs EWMF 1 
VWMF2 
EWMKT3 0.054 
(0.461) 
VWMKT4 0.015 
(0.821) 
PWMKTs 0.033 0.019 
(0.635) (0.812) 
AOI6 0.033 0.018 
-0.070
(0.338)
-0.016
(0.852)
-0.055
(0.493)
-0.037
(0.665)
-0.037
(0.672) (0.653) 
-0.039
(0.628)
-0.021
(0.809)
-0.021
(0.812) (0.821) 
o.ooos···
(0.997)
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Grp Means"' 0.48d>
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PANEL Bl: Tests of Cross-Sectional Variance (1990-1994) 
Continued ... 
Analysis of Estimated Returns Contribution Combination EWMF1 VWMF2 EWMKT3 VWMKT4 PWMKT5 AOI6 All Factors 81.7% 2.4% 4.6% 2.9% 3.8% 4.6% 
f, + Ji 89.8% 10.2% 
f3 + ... + !6 4.9% 2.7% 19.4% 73.1% 
f, + !6 8 5.3% 14.7% 
PANEL 82: Tests of Cross-Sectional Variance (1995-1999) 
Category IF 
T-Test of Difference in Group Means
2F 3F 4F SF 
F-Test of
GrpMeans
IF 0.11 
2F 0.01°··· 0.18°
 (0.611***)  
3F (0.00)**0.13°  * 0.06°*** 0.24°
(0.002)***  
(0.01**)4F (0.00)**0.18°
 * 0.12°  * 0.29°
(0.001)***  
(0.000) 
SF 
(0.00)**0.23°  * (0.00)**0.16°  * 0.05 0.34 (0.242) 
6F (0.00)··0.21°  · (0.00)··0.20°  ·
(0.12)··0.08°
 · 0.04 0.38 
(0.00) (0.00) 
o.os0•• 
(0.04)0··0.10 ·
(0.00)**0.14° *
(0.00) (0.01) (0.27) (NIA) 
T-Test of Difference in Means of Benchmark PairsFactor EWMF1 VWMF2 EWMKT3 VWMKT4 PWMKT5 A ll Factors EWMF1 
VWMF2 
EWMKT3 0.013 (0.522) VWMKT4 
PWMKTs 
AOl6 0.014 
-o.017s•
(0.440)
-0.004
(0.859)-0.029
(0.178)-0.029
(0.180)-0.016
(0.485)
-0.011
(0.536)-0.012
(0.527)*0.0025
(0.938)
-0.025(0.204)-0.025(0.208)-0.012
(0.575)
-0.001 s••
(0.967)0.013
(0.488) (0.481) 
-o.2sol'"
-0.267
(0.016
° 2 ••
(0.002)*-0.254°  *
(0.012)*-0.279° **
(0.000)*-0.279°  
 ..
(0.-0.266000° 2 ••
(0.003)
Analysis of Estimated Returns Contribution 
Combination EWMF1 VWMF2 EWMKT3 VWMKT4 PWMKTs AOI6 All Factors 83.6% 4.3% 2.6% 1.6% 3.8% 4.2% 
f, + !2 99.8% 0.2% 
13 + ... + !6 2.6% 0.7% 18.5% 7 8.2% 
f, + !6 96.9% 3.1% 
for benchmark parsimony. A question thus arises: Can explanatory power that is 
statistically similar to this peak be achieved with fewer factors? 
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Examining the second section of each panel I can identify the equally weighted index
of managed fun<{ returns (EWMF 1 )  as the factor with the highest explanatory power.
Looking at Panel A l  for instance, this factor explains additional 2.7% of returns
variability compared to its value weighted counterpart, and as much as an additional
39.8% compared to the price-weighted index developed from the individual stock
returns. Similarly, the equally weighted managed fund index holds a 7.4% advantage
over its value weighted counterpart that comes second in the 1995-99 sample (Panel
A2). Whilst the difference is not statistically significant (p-value 0.101), it does point
to a gap with a potential economic significance. Looking at the cross sectional results
(Panels B 1 and 82) confirms the above finding with EWMF edging its nearest
competitor by as much as 7% and 2.9% for 1990-94 and 1995-99 samples,
respectively.
Comparing the information content of the EWMF benchmark with the peak R2
discussed above I observe a statistically insignificant loss of about 9% (p-value 0.097)
and 3.9% (p-value 0.110) for 1990-94 and 1995-99 samples, respectively. 
A further observation concerning this preferred EWMF factor can now be made. As
mentioned previously, the joint explanatory power of all variables combined (6F)
reflects the maximum attainable information content given the available factors.
Therefore, to search for a factor that deviates the least from this figure is
mathematically equivalent to finding a factor that provides individually the greatest
information. However, in addition to this finding (which has already been made in the
previous paragraph) I can also gauge just how much information loss there is between
this peak and my chosen candidate and what is its significance. From Panel A l  it  can
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be observed that the information loss amounts to 9% for the equally weighted 
managed fund index (EWMF), which is only marginally �ignificant (p-value of 
0.091). In the latter period shown in Panel A2 this loss is reduced to just 3.9%, which 
is statistically insignificant (p-value 0.110). In the sectoral tests reported in Panels B 1 
and B2, this reduction in explanatory power is more pronounced at about 21.3% (p­
value 0.026) and 25% (p-value 0.016) for 1990-94 and 1995-99 samples, respectively. 
Whilst this loss is significant at a 5% level it looses it significance at a more strict 1 % 
level. 
The last section of cross-sectional results presents yet another perspective on the 
impact of various benchmarks by looking at the relative contribution of factors. When 
all factors are combined together it can be noted that the EWMF factor dominates the 
others accounting for 81.7% and 83.6% of cross-sectional R2 for the 1990-94 and the 
1995-99 periods, respectively. Looking only at the two managed fund factors, similar 
dominance can be observed. In comparison, narrowing down the focus to the stock­
based indices only, the All Ordinaries Accumulation Index takes on the dominant role 
at 73 .1 % and 78.2% for the two periods. In the final test, where the EWMF index 
goes head to head with the All Ordinaries Index, the dominance of the former is again 
reassured. 
From the above analysis it may be confidently concluded, that the equally weighted 
index computed from the returns of managed funds is the preferred factor to reflect 
the aggregate market movement. 
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4.9 CHARACTERISTICS BASED FACTORS 
This section examines the influence characteristics based factors have on the returns
of managed equity funds. The four chosen characteristics - size, value, momentum
and dividend yield - are based on the extant literature that links these to various
equity return anomalies. In a process that parallels that described in the previous
section on aggregate market performance, I examine the impact of these
characteristics individually, and then combine the winning candidates to a final test
that examines the impact across the board.
4.9.1 THE IMPACT OF SIZE 
Table XIX presents the results from tests of information content inherent in quintiles
of portfolios sorted according to size. First quintile represents performance of the
smallest 20% of stocks whilst the fifth quintile reflects the performance of equities in
the top 20% according to size. The impact of size has been found to influence equity
returns by many writers notably Fama and French (1996) and Carhart (1995) who
formulated their equity fund benchmarks in accord. However, their definition revolves
around the influence of a difference between the smallest and the largest stocks rather
than the quintiles themselves, the impact of which will be revisited later.
Exploring first the ability of size based portfolios to explain return variations across
time I note that the individual benchmarks (IF) have on average relatively small
explanatory power of between 2.7% and 6.2% and are strongly individualistic (F-Test
of substitutability approximates zero). Furthermore, looking from the perspective of
averages, introduction of additional factors has a significant impact on improving the
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TABLE XIX 
Two-Pass Analysis of Characteristics Based Factors: SIZE 
Results in this table represent the explanatory power inherent in the quintile portfolios comprising 
stock returns sorted according to the size of the underlying firms (smallest firms are grouped in the first 
quintile). The derivation of the R2 values follows the methodology detailed in Chapter 2 and 
summarised at Table XVIII. Panels A l  and A2 represent time based information content for the 1990-
94 and 1 995-99 samples, respectively. Panels B l  and B2 convey the results from cross-sectional tests 
for the same two periods. First section of each panel looks at the average explanatory power given a 
number of constituting factors, thus reflecting on the average incremental information contributed by 
addition of more factors. Statistics attached to the group means in the last column are the results of F­
Tests of joint equality of means at each factor quantity level. Section two focuses on individual 
variables or combinations thereof and provides not only comparative results, but also evaluation 
against the peak R2 achieved when all factors are joint in a single benchmark. 
PANEL Al: Tests of Time-Serles Variance (1990-1994) 
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Category 
IF 
2F 
3F 
4F 
5F 
Factor 
1sr
QUINTILE 
2ND
QUINTILE 3RD 
QUINTILE 4TH 
QUINTILE 5TH 
QUINTILE 
f1 + fs 
f1 + h+ fs 
f u. 4. s 
f 1.2. 4. s 
f 1.2. 3. s 
f 1.2. 3, 4 
f u. 4, s 
T-Test of Difference in Group Means
IF 2F 3F 4F 
0.027°***
(0.000)
°**0.045
 * 0.019°***
(0.000)**0.061°
 * (0.001)**0.034°
 * 0.015°**
0.032° -
 (0.017*)(0.000)**0.078°
 * (0.000)··0.051°
 · 0.017°**
(0.000) (0.000) (0.000) (0.020) 
T-Test of Difference in Means of H Benchmark Pairs1sr 2ND 3RD 4T 5T
 H 
QUINTILE QUINTILE QUINTILE QUINTILE QUINTILE 
-
- 0.005 (0.252) 
0.007 0.002 
(0.103) (0.644*)- -
0.076°***
(0.000°**)0.058
 *
(0.000
°**)0.091
 *
(0.000**)0.090°
 *
(0.000)°**0.089
 *
(0.000
°**)
-0.026D*** (0.0000··)0.050
 ·
(0.000**)0.032°
 *
(0.000**)0.065°
 *
(0.000**)0.064°
 *
(0.000**)0.063°
 *
(0.000)**0.074° * 0.099
 *
(0.0000··) (0.000°**)o.o10
 · 0.096
 *
(0.000°**)(0.000)**0.068°
 * 0.094
 *
(0.000°**)(0.000)·· 0.076
 *
(0.000
°**)0.071
 *
0.017°***
(0.000)·0.012° ··
(0.008)
-0.010°·· (0.034
0.042° 
) ••
(0.000)**0.033° *
(0.000**)0.016°
 *
(0.00°1**)0.049
 *
(0.000**)0.047°
 *
(0.000**)0.046°
 *
(0.000)··0.051° ·
(0.000**)0.053°
 *
(0.000)*0.051 D* * 
(0.000)**0.033° *
(0.000**)0.029°
 *
(0.000)
0.0500
 ·
(0.000)**0.046° *
(0.000) 
0.031 O
 **
(0.000)**0.045°
 *
(0.000)··0.028° ·
(0.000**)0.060°
 *
(0.000**)0.059°
 *
(0.000**)0.058°
 *
(0.000°**)0.069
 *
(0.000**)0.065°
 *
(0.000)**0.063° *
(0.000)**0.045°
 *
(0.000)*0.041D*
 *
(0.000)
-0.033°***(0.000)**0.043° *
(0.000**)0.025°
 *
(0.000**)0.058°
 *
(0.000·)·0.051°
 ·
(0.000**)0.056°
 *
(0.000**)0.067°
 *
(0.000**)0.063°
 *
(0.000)**0.061° *
(0.000**)0.043°
 *
(0.000**)0.039°
 *
(0.000) (0.000) 
F-Test ofGrpMeans"" 0.045°
(0.000)··0.012°
 ·
(0.000O**)0.091 
 *
(0.000)**0.106°
 *
(0.000°**)0.123
 *
(N/A) 
All Quintiles 
-
-
-
-
-
0.062b"'"
(0.000*)0.078°
 **
(0.000)*0.073° **
(0.000*)0.071°
 **
(0.000*)0.104°
 **
(0.000°)0.029 *
 
-(0.071*)-0.046°
 **
(0.000)
-0.013
(0.151)
-0.014°*
 
(0.081
-0.015°
) **
(0.046)
-0.0055*
 
(0.935)
-0.009(0.251)
-0.01018
-
(0.
0.028°
0) ***
(0.000*)-0.033°
 **
(0.000)
PANEL A2: Tests of Time-Series Variance (1995-1999) 
T-Test of Difference in Group MeansCatego!)'. IF 2F 3F 4F 
IF 
F-Test of
G!:Q Means
"'" 0.021°
0.034°***
(0.000) 
2F 0.061 o••• 
3F 
(0.000)
°··0.062
 · o.
(0.000)
°··
4F 
(0.000)
°··0.090
 · o.02s0•••
os9
 ·
(0.000)
0.117o•••
(0.000)
SF 
(0.000)
°**0.108
 * (0.000)**0.046°
 * 0.018°*** 0.135 
{0.000} 
o.02s0•••
(0.000)
0.056o•••
(0.000)
0.074o•••
{0.000} {0.000} {0.000! {NIA} 
ND T-Test of Difference RD in Means of TH Benchmark PairsFactor !ST 2 3 4 5
 TH All Quintiles 
I SI
QUINTILE QUINTILE QUINTILE QUINTILE QUINTILE 
-
QUINTILEND  2 - -
QUINTILERD  
0.089°"'" 
(0.000)*0.111° **
(0.000)3 - - -
QUINTILETH  4 - - -
QUINTILETH  
0.001
(0.54
0
1)5 -
0.022°···
(0.000)·0.021° ··
(0.000)*0.028° **
(0.000)
o o. 0.009°*** -
0.1 !6o•••
(0.000)*0. I 17° **
(0.000)*0.108° **
QUINTILE 
0.019 •••
(0.000)
f1 + fs o.oso0•••
(0.000)°**0.079
 * 0. -
(0.000)°  
o.oos0••
(0.016)
-0.006o•••
(0.006)
0.003 
(0.140)**0.072°
 *
(0.00
0
0)
oos •••
(0.000)**0.077° *
(0.00
o
0)
ii+ fs 
(0.000)
°**0.036
 * o.oss ••• 0.Q63 ••• 
(0.000)
°**0.064
 
• o. -
f, + h + fs 
(0.000)
°**0.065
 * (0.000)**0.087°
 * (0.000)··0.092°
 · (0.000)°**0.093
 * o.
Q69o•••
(0.000)
oss0•••
(0.
os
003°0) ··· -
(0.000) (0.000) (0.000)
o
 
0.039 *
 
(0.050)*0.053°
 *
(0.01 I)
0.024°*
 
(0.05
° 
1)
f, +ii+ fs 
(0.00
°
0)**0.064
 * 0.086o••• 0.091 o••• 0.092 ••• o.
(0.000)··os3°
 ·
(0.000) (0.00
o
0) 
fi. 2, 3. 5 
(0.000)**0.087°
 * o.
(0.000)°··1o9
 ·
(0.000)
-0.025 ••
(0.000)
-0.002
(0.730)
f 1.2. 4.5 o.
(0.000)··os2°
 · 0. !04o•••
0. !06 •••
(0.000)
0.!0!o•••
f u. 4. s 
(0.000)**0.077°
 * (0.000)°**0.099
 * (0.000)**0.095°
 * -
{0.000} {0.000! 
(0.000)**0.114° *
(0.000)··0.109° ·
(0.000) 
0.!04o••• 
{0.000! 
o.1Is0•••
(0.000)··0.110° ·
(0.000)
o.10s0•••
{0.000! {0.000! 
-0.007
(0.109)*o.os2°
 *
{0.011!
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PANEL Bl: Tests of Cross-Sectional Variance (1990-1994) 
T-Test of Difference in Group Means
Catego!)'. IF 2F 3F 4F 
F-Test of
G!E Means
IF 0.040 
(0.859) 
2F 0.02J D• 0.061 
(0.634) 
3F o.
(0.079)••039D
 • 0.019 0.080 
(0.00
D 
5..) 0.037 •
 (0.619) 
4F 0.058
  • (0.218)D• 0.018 0.098 
(0.636) 
5F 
(0.000)
°··0.011
 · (0.029)DH0.056
 • 0.038
(0.313)
D• 0.019 0.117 
{0.000} {0.003} {0.061} {0.370} (NIA} 
ND T-Test of Difference RD in Means of H Benchmark PairsFactor 1ST 2 3 4T 5T
 H All Quintiles 
1st
QUINTILE QUINTILE QUINTILE QUINTILE QUINTILE 
-
QUINTILED 2N -
QUINTILERD 3 0.004 -
QUINTILEH (0.714) 4T -
QUINTILEH 5T
-0.0015•
(0.948)
0.003
(0.766)
-0.002
(0.827)
0.009
-0.005
(0.600)
0.006 0.011 -
0.079°"" 
(0.000)•0.080D ••
(0.000).0.076D . *
(0.000)•0.081D ••
(0.000)
0.07oD 
 ••
QUINTILE (0.45
D
4••) 0.035 •
 (0.000)
f1 + fs 0.038
 •
-0.001
(0.877)
0.010
(o.410*•)0.039D
 • (0.65D7)• (0.320)n··o.04o
 · 0.029°* -
0.034 •
 
Q35D*
 (0.018
D•)0.031 •
 
0.036 •
 (0.055) 
h+ fs 
(0.007)
D• 0.
(0.005)* (0.003)D 0.025 -
(0.04
D
9)• (0.012D )0.032 •
 (0.118) 
ii+ fs 0.03oD
(0.024·) · o,03o
(0.019)n·  · 0.026 0.021 -
(0.082) (0.184) 
f1 + f4 0.02J
(0.042
D
)• 0.02J
(0.035
D
)• 0.017 0.023
(0.023
D
)• 0.012 -
(0.394
D••)
0.041D•
 
(0.060)•0.045D
 •
(0.031)
0.049°0• 
(0.016)•0.058D -
(0.002)
f1 + h + fs o.
( ••055
0.097) 
D • o.
(0.080)
D••055
 • (0.187)°··0.051
 · (0.05D0)••0.057
 • 0.046
 • -0.024
(0.001•) (0.002°··) (0.3
56) 
f1 + f4 + fs 0.058D H 
(0.001)••o.059n
 • 0.055
 · (0.000)D ..0.060
 • (0.007)° ..0.049
 .
(0.000··) (0.001°**) (0.003D )0.043 •
 
-0.021
(0.391)
f1 +ii+ fs 0.052°
 · (0.000)..0.053° 
 . 0.049
 • (0.000)°··0.054
 · -0.027
(0.001••) 0.008 • f u. 4, s 0.07J D
 • (0.001)··0.012°
 · (0.003)D• .0.068
 . (0.000)D ..0.073
  • (0.010D• ).0.062
 . -
(0.198;.  
(0.000
D••) (0.001°*•) (0.927) 
fl.2.4,S 
(0.000)*•0.067D
 • (0.000)..0.068° 
 * 0.063
 • (0.000)D••0.069
 • 0.058
 • -0.012
(0.000..) (0.000n••) (0.001D••) (0.
576) 
f 1.2. 3. S 0.065D 
  • (0.000)••0.066n
 • 0.062
 • (0.000)D••0.068
 • 0.056
 •
(0.000*•) (0.001n··) 0.044 *
 
fi. 3, 4, S 0.053°
 • (0.000)..0.054o 
  • o.o5o
 · (0.000)°··0.055
 · (0.002D*)  
(0.002..) 0.039 *
 (0.005° )
f1.2.3,4 0.043D 
  • (0.002)..0.043D 
  • (0.014D•)0.034 •
 (0.001)
D ..0.045
  * -
{0.008} {0.006} {0.017} {0.004} {0.046} 
-0.014
(0.538)
-0.026
(0.239)
0.036o• 
{0.090}
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PANEL 82: Tests of Cross-Sectional Variance (199S-1999) 
T-Test of Difference in Group Means
Catego!)'. IF 2F 3F 4F 
F-Test of
G!:E Means
IF 0.069 
2F 0.027°* 0.096 •
 (0.27
s
1•)
(0.065) 
3F 0.023 o.
(0.97
s
9)••
0.044 *
 
4F 
(0.236)
°* 0.022 
(0.361) 
SF 
(0.044)
°··0.066
 · 0.043 0.021 
119
 •
(0.993).0.14l s . 
(0.966)
0.162
o.oso0 ... 
(0.005)o••0.071 •
(0.001)* .0.093° .
(0.000} (0.010} (0.109} (0.458} (NIA} 
T-D Test of Difference RD in Means of TH Benchmark PairsFactor 1ST 2N 3 4 5
 TH All Quintiles 
1st
QUINTILE QUINTILE QUINTILE QUINTILE QUINTILE 
-
QUINTILEND 2 -
QUINTILERD 3 -
QUINTILETH 
-0.020
(0.285)
-0.021
(0.315)
4 -0.024 -
QUINTILETH 
-0.003
(0.827)
5 -
(0.211)
° -0.015 -
0.073»""" 
(0.009)•o.093o ••
(0.000)*0.093° **
(0.000)**0.097° *
(0.000)*0.108° **
QUINTILE 
i1 + is 0.039
(0.297°)* 
-0.012
(0.343)*0.042° * o.os3°··· -
(0.000)  
os1° ·i1 + i4 
-0.00!su 
(0.958)
-0.004
(0.744)
-0.016
(0.163)
0.038D* 
(0.066)
0.036D* 0.036
(0.084)
°* 0.04oD
(0.047)* o.
(0.009)
-
0.060 •
 
0.055°*
 
(0.059)*0.057°
 *
(0.047)
i1 + h+ i4 
(0.076)**0.059°
 * (0.096)D (0.054)°··0.064
 · (O.OIO)D**0.075 *
(0.00
°
7··) (0.001°**)
i1 + fi + i4 o. o.
(0.010)
°** (0.005)o••0.061 
 • 0.073
 *
(0.001··)
i1 + h + is 
0.036 *
 
(0.053)
0.018
(0.471)
0.016
(0.519)
0.040
(0.126)
0.037
(0.151)
0.035
(0.00
D
7
*)*0.059
 * o.
os8° *
 
iu. 4, s o.
(0.172)*
os8
 
(0.014)*0.056D *
 
(0.016)**0.o78D *
(0.008)
°··0.082 ·
0.056 •
 
i1.2, 3.4 
(0.029)
D• (0.001)**0.076D
 * (0.000)D**0.080 *
01on
 ·
(0.001)••0.093D •
(0.000)••0.09JD •
(0.042)
0
•
 
ii,2,4. S 
os1
 ·
(0.010)
o.oss0 .. 
(0.01 l )**0.077D *
 
(0.001)**0.076D *
(0.002)
0.075Du•
(0.002)**0.076° *
(0.001)°**0.079
 * (0.000)D**0.09J
 *
(0.001°**)
i1,2.3,S 
o.oss • 
(0.038)*o.oso0 0.069
 * o.
(0.002)··01on
 · (0.001)D**0.074 *
(0.000)
D* .0.085
 .
(0.002)
0.063D* ..i2.3. 4, S 0.039
(0.064°)* (0.003)°**0.059
 * (0.004)**0.06oD
 * (0.000)D**0.075
 *
(0.088} (0.001} (0.003} (0.001} (0.000} 
-0.033
(0.262)
-0.035
(0.235)
-0.038
(0.198)
-0.015
(0.609)
-0.017
(0.581)
-0.017
(0.565)
-0.023
(0.442)
-0.034
(0.2172
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information content, leading to peaks of 12.3% and 13.5% for the 1990-94 and 1995-
99 periods, respectively.
Examining the quintiles on an individual level points to the returns of smallest stocks
as being best able to explain the temporal variance in returns producing an R2 of 6.1 %
(1990-94) and 4.6% (1995-99). This highlights the well know small firm effect
strongly advocated by Fama and French (1996) and other writers. However, even this
quintile cannot produce an R2 that is insignificantly different from the peak R2 on its
own, showing a differential in both periods that is significant at a 1 % level. I therefore
proceed to examine all combinations of two factors. Extracting the winning pair,
which consists of quintiles 1 and 5, I find the R2 to improve significantly to 9.4% and
9.6% for the two periods, both of which are insignificantly different from the peak at
conventional levels. Looking at the runner up pair that comprises second and fifth
quintile I find a substantial drop-off in information content, to the degree that is
significantly different from peak at 1 % and 5% level for the two periods, respectively.
Turning attention to triplets of factors as a test of robustness for these two portfolios,
the winning combination in both periods includes the first and the fifth quintile,
supplemented by a middle group. In fact, looking at the list of runner-up
combinations, all include these two key quintiles before their explanatory power drops
off sufficiently to become significantly different from the peak. This pattern is also
followed when groups of four factors are reviewed, where the first four out of five
possible combinations all include quintiles 1 and 5.
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Turning attention now to the cross-sectional performance of factors a greater degree
of average suh�titutability can be noted amongst various groups, with F-Statistics
ranging from 0.271 to as high as 0.993. The peak explanatory power is also higher
reaching 1 1 . 7% and 1 6.2% for the earlier and the latter sample, respectively. Despite
this, however, a pattern similar to that described above is revealed when analysis is
done on an individual factor level. First quintile again appears to be dominant,
although in the 1990-94 sample it is overtaken by an R2 for the fifth quintile, which is
marginally higher by 0.9%. Once again, though, no single quintile is capable of
explaining the sectoral variation of returns that statistically approximates the peak.
This is first achieved by looking at factor pairs, where the combination of first and the
last quintile again take the lead. The R2 of 7.6% and 10.7% in the two periods falls
short of the peak by some 4.1 % and 5.5% respectively, but this drop is not found to be
statistically significant, predominantly due to high variance in the 6F (peak) excess
return series. Similarly, the lead combinations of three and four factors all involve
these two key quintiles, before their explanatory power fades away to be significantly
below the peak.
Collectively these findings demonstrate that the selection of the smallest and the
largest quintile is sufficient to reflect on the influence size effects may have in
explaining returns variations of equity managed funds. This is also in line with Fama
and French' (1996) and Carhart' s (1995) interpretation of the size influence on equity
returns, with the exception that theirs was a variable defined as a returns difference
between these two quintiles, revisited in a later section.
120
4.9.2 THE IMPACT OF VALUE 
The examination of the information content conveyed by vawe based portfolios is 
presented in Table XX, below. The first quintile is an equally weighted portfolio of 
lowest value stocks, i.e. securities with the greatest price-to-book-value (PTBV) ratio. 
In contrast the highest quintile includes stocks with the smallest PTBV ratio. These 
stocks are deemed to be of greatest value reflecting on their potential to raise their 
price relative to the book value of their assets. Once again, the definition adopted 
herein differs somewhat from that used by Fama and French and Carhart in their 
studies, which was based on the difference between the quintile returns rather than the 
actual returns. 
Looking first at the time series information content shown in Panels A l  and A2, non­
substitutability of factors can be immediately observed with F-Statistics approaching 
zero and not escalating even with the addition of extra factors. Average performance 
of single factors is also relatively low at 2.9% (2.9%) but increases to a peak of 10% 
( 14.9%) in a five factor setting for the 1990-94 (1995-99) sample. Turning attention to 
individual factors, the quintile of highest value stocks shows the greatest explanatory 
power edging its nearest competitors by 3.3% to 3.8% in the 1990-94 sample and 
2.4% to 3.0% in the 1995-99 sample, all differences being significant at a 1 % level. 
However, no single quintile is able to significantly approach the peak performance on 
its own. Teaming up various pairs of benchmarks notably improves the performance 
of these benchmarks with a combination of fourth and fifth quintile taking the lead in 
both periods. This factor combination also proves to be the only pair to fall 
insignificantly short of the peak in terms of information content, lagging by a mere 
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TABLE XX 
Two-Pass Analysis of Characteristics Based Factors: VALUE 
Results in this table represent the explanatory power inherent in the quintile portfolios comprising 
stock returns sorted according to the book-to-market ratio of the underlying firms (highest ratio firms 
representing the lowest value are grouped in the first quintile). The derivation of the R2 values follows 
the methodology detailed in Chapter 2 and summarised at Table XVIII. Panels Al and A2 represent 
time based information content for the 1990-94 and 1995-99 samples, respectively. Panels B l  and B2 
convey the results from cross-sectional tests for the same two periods. First section of each panel looks 
at the average explanatory power given a number of constituting factors, thus reflecting on the average 
incremental information contributed by addition of more factors. Statistics attached to the group means 
in the last column are the results of F-Tests of joint equality of means at each factor quantity level. 
Section two focuses on individual variables or combinations thereof and provides not only comparative 
results, but also evaluation against the peak R2 achieved when all factors are joint in a single 
benchmark. 
PANEL Al: Tests of Time-Series Variance (1990-1994)
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PANEL Al: Tests of Time-Series Variance (1995-1999) 
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PANEL Bl: Tests of Cross-Sectional Variance (1990-1994) 
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PANEL 82: Tests of Cross-Sectional Variance (199S-1999) 
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2.0% and 3. 1 % in the two periods. The next runner-up pair comprising the third and
the fifth quintile increase the gap to 3.3% and 6.9% in the earlier and the later sample,
resrectively, both significant at a 1 % level. This unequivocally points to the value
effect advocated by Fama and French (1993, 1996) by highlight the groups of highest
and second highest value stocks as having the greatest impact on returns series. In
further tests of robustness I analyse combinations of three and four factors and
confirm that all winning combinations always include quintiles 4 and 5, before the R2
significant fades away.
Focusing next on the explanatory power of value portfolios in cross-sectional returns I
note a very similar pattern, with the exception of greater substitutability of level
averages. This is shown by F-Test results ranging from 0.110 for an average four­
factor combination (4F) in 1990-94 to almost 1.000 for a three-factor average (3F) in
1995-99. Individually, the highest-value quintile is again bettering its competitors by
at least 6% in 1990-94 and even more in 1995-99 at 10%, all being significant at a 1 %
level. In isolation, however, it too falls short of peak performance. Combining factor
into pairs significantly improves the information performance, with a pair of highest
and second highest quintiles edging all others. Whilst the gap against the peak is quite
large at 3.4% and 4.6% for the two periods, variance present in excess return series
reduces significance of these figures below conventional levels. Several other pairs
also exhibit R2 figures that are statistically insignificant from the peak, all
characterised by the presence of the fifth quintile and / or the fourth quintile. This is
also the case for three-factor combination, with those containing both quintiles
performing the best, followed by combinations that contain either one of these
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portfolios. Combinations of four factors also show the greatest R2 where both, the 
fourth and the fifth quintile, are present. 
Jointly reviewing the results for temporal and cross-sectional information content 
carried by the value based portfolios it is clear that the two highest quintiles 
comprising the 40% of stocks with lowest price-to-book ratio perform the best, 
reflecting on the value effect shown by many writers including Fama and French 
(1993) to impact on equity returns. The factor definition does, however, contrast with 
that proposed by Fama and French (1996) and adopted by Carhart (1995) who use the 
difference between the highest and the lowest quintile as the factor reflecting the 
value characteristic. The impact of this will be revisited in a later section. 
4.9.3 THE IMPACT OF MOMENTUM 
The information content of the momentum characteristic, representing the explanatory 
power inherent in lagged returns on current performance, is presented in Table XXI. 
At present, momentum is defined as the month-on-month impact in performance. The 
validity of such a contention, as well as the impact across a broader spectrum of 
selection and prediction periods is re-visited in a later part of this study. The first 
quintile comprises an equally weighted portfolio of returns for the worst 20% of 
performers in the lagged period, whilst the strongest 20% of performers in the lagged 
period enter the fifth quintile. 
Focusing first on the average explanatory power of time-series returns variance, it can 
be noted that the R2 builds up strongly as more factors are added. Inclusion of an extra 
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TABLEXXI 
Two-Pass Analysis of Characteristics Based Factors: MOMENTUM 
Results in this cao1e represent the explanatory power inherent in the quintile portfolios comprising 
stock returns sorted according to their performance in the previous period ( worst performing firms are 
grouped in the first quintile). The derivation of the R2 values follows the methodology detailed in
Chapter 2 and summarised at Table XVIII. Panels Al and A2 represent time based information content 
for the 1990-94 and 1995-99 samples, respectively. Panels Bl and B2 convey the results from cross­
sectional tests for the same two periods. First section of each panel looks at the average explanatory 
power given a number of constituting factors, thus reflecting on the average incremental information 
contributed by addition of more factors. Statistics attached to the group means in the last column are 
the results of F-Tests of joint equality of means at each factor quantity level. Section two focuses on 
individual variables or combinations thereof and provides not only comparative results, but also 
evaluation against the peak R 2 achieved when all factors are joint in a single benchmark.
PANEL Al: Tests of Time-Series Variance (1990-1994) 
T-Test of Difference in Group Means F-Test of
Category IF 2F 3F 4F G!E Means
IF 0.071° ...
2F 0.034»
••• (0.000) 
o.10s»
···
(0.000) (0.000) 
3F 0.060»··· 0.026D
*** 0.131»
···
(0.000) (0.000) (0.000) 
4F 0.083»
•·· 0_049»••• 0.024»
••• o.1s4»
•••
(0.000) (0.000) (0.005) (0.000)
SF 0.J08D
***
0.014»
***
o.048»
···
0.025»
*** 0.179
{0.000} {0.000} {0.000} {0.009} (NIA}
T-Test of Difference in Means of Benchmark Pairs
Factor )ST 2ND 3RD 4TH 5TH All Quintiles 
I Si
QUINTILE QUINTILE QUINTILE QUINTILE QUINTILE 
-0.088° ...
QUINTILE (0.000) 
2ND -0.020»
···
-0. J08D
•••
QUINTILE (0.003) (0.000) 
3RD -0.063»
···
-0.044»
••• -o.1s2»
***
QUINTILE (0.000) (0.000) (0.000) 
4TH -0.037»
•••
-0.0)8
D*** 0.026D*** -0.126»
···
QUINTILE (0.000) (0.001) (0.000) (0.000) 
5TH 0.022»
···
0.041 »
···
o.o8s»
***
0.059°
***
-0.067»
···
QUINTILE (0.005) (0.000) (0.000) (0.000) (0.000) 
!1 + fs 0.039
»••• 0.059°
***
0.102»
··· 0.076»
··· 0.011»·· -0.049°
*
(0.000) (0.000) (0.000) (0.000) (0.043) (0.051) 
h + fs 0.036
°*** o.oss»
***
0.099»
•••
0.073°
*** 0.014 -0.053°
**
(0.000) (0.000) (0.000) (0.000) (0.109) (0.044) 
h + fs 0.033
°*** 0.053»
**•
0.096°
***
0.010°
··· 0.011 -0.055
»••
(0.000) (0.000) (0.000) (0.000) (0.174) (0.040) 
f1+!J 0.033
°*** o.os2»
**·
0.096°
***
0.070°
*** 0.011 -0.056°
**
(0.000) (0.000) (0.000) (0.000) (0.183) (0.031) 
f, + f4 0.0)6
°** 0.036»
···
0.079°
***
o.os3°
***
-0.006 -0.012
°···
(0.026) (0.000) (0.000) (0.000) (0.437) (0.000) 
!1 + fi+ fs 0.066
°*** 0.086»
···
0.129°
***
0.J03°
***
0.044°
***
-0.022°
·
(0.000) (0.000) (0.000) (0.000) (0.000) (0.086) 
!1 + !J+ fs o.os3
»••• 0.073°
***
0.) )6D
***
0.090°
***
0.031 o
•••
-0.035°
*
(0.000) (0.000) (0.000) (0.000) (0.000) (0.060) 
!1 + f4 + fs o.oso
0*** 0.069°
***
0.J )3°
***
0.087°
***
0.028°
***
-0.039°
**
(0.000) (0.000) (0.000) (0.000) (0.002) (0.049)
fr. 2.3. 5 0.077
°*** 0.097D
***
0.140°
***
0.J J40
*** o.oss0*** -0.011
(0.000) (0.000) (0.000) (0.000) (0.000) (0.357) 
!1.2. 4.5 0.011
»··· 0.096»
···
0.140°
***
0.) )4°
***
o.oss0••• -0.012
(0.000) (0.000) (0.000) (0.000) (0.000) (0.314) 
f u. 4. s 0.064°
***
0.084»
···
0.128°
···
0.101»
**•
0.042°
***
-0.024°
*
(0.000) (0.000) (0.000) (0.000) (0.000) (0.073)
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---- ' ----·------·
fi.J.4,5 0.060D*** , 0.079D*** 0. J23D*** 0.097D*** 0.038D***
0.0 J 9 *
 
f 1.2. 3, 4 
(0.000)
D**0.04 J
 * (0.000)D**0.060
 * 0.
(0.000)**J04D
 * (0.000)D**0.078
 * (0.000)D*
(0.000) (0.000) (0.000) (0.000) (0.017) 
PANEL A2: Tests of Time-Series Variance (1995-1999) 
T-Test of Difference in Group Means
Catego!i'. IF 2F 3F 4F 
IF 
2F 0.037D***
3F 
(0.000)
D**0.072
 * 0.036D***
4F 0.
(0.000)
D** (0.000)D**0.073
 * 0.038D***
(0.000
D**)SF 
 J J0
 *
(0.000)**0.15 JD * 0.
(0.000)** 0.079
 * 0.041 D***
(0.000) 
 l 15D
 *
(0.000) (0.000) (0.000} 
T-D Test of Difference D in Means of TH Benchmark PairsFactor JST 2N 3R 4 5
 TH
1st
QUINTILE QUINTILE QUINTILE QUINTILE QUINTILE 
QUINTILED 2N 0.002 
QUINTILED 3R -
(0.571)*
QUINTILETH 
0.0J2D
 **
(0.000)4 o.oos0•••
QUINTILEH (0.001**)5T
-0.004
(0.239**)0.012D
 * 0.024D
 * 0.016D***
QUINTILE (0.001)D**0.096
 * 0.
(0.000)
D** J08
 * (0.000)D**0.100
 * 0.084D***
(0.000
°··) (0.000D**)o.
-0.015D***
(0.000)
-0.006D* 
(0.098*)0.0J0D *
 
(0.017**)0.094D
 *
(0.000)··o.oson
 · (0.000)D**0.065
 * 0.057
 * (0.000)D**0.041 
 *os3
 ·
(0.000) (0.000
°**) (0.000D**)
!1 + fs
!1 + f4
!1 + Ji o.oso0•••
(0.000)**0.048D
 * (0.000)D**0.062
 * o.os4
 * 0.038
 *
f1+h 
(0.000)D**0.040
 * (0.000)D**0.038
 * (0.000)D**0.053
 * (0.000)D**0.044
 * (0.000)°**0.029
 *
(0.000)
D*
 (0.000)
D**0.l )2
 * (0.000)D**0. J27
 * 0.
(0.000)** (0.000)D**0.)03
 *
(0.0004D**)(0.000)**0.1 JOD
 * 0.12
 * (0.000)··0.1000
 ·
!1 + fi + fs
!1 + h+ fs
!1 + f4 + fs
o.114 ••
(0.000**)0.l J2D
 *
(0.000)**0.l 10D *
(0.000
D*
)*0.108
 * 0.
(0.000)** (0.000)D**0.098
 *
(0.000
D**)!
(0.000)
D**1 + fi + f4 0.078
 * 0.076
 * (0.000)D**0.066
 *
(0.000)**f 1.2. 4, 5 0. )34D
 * (0.000)*0.131D*
 * (0.000)D**0.122
 *
(0.000
D**)f 1.2. 3, 5
(0.000)**0.128D * 0. )26
 * 0.
(0.000)D**l l 6
 *
(0.000**) (0.000) 0. J27D
 * 0. 
(0.
l )5
000
D*) **
(0.000)
D**0.096
 * o.
(0.84000)**0 °
 *
(0.000**)
f u. 4, s
f 1.2. 3, 4
Ji. 3,4. 5 0.064D
 * o.
(0.000)**os3°
 *
(0.000} 
o.12s0•••
(0.000)**0.094D *
(0.000*)*0.062D
 *
(0.000}
 J22D
 *
(0.000)**0.090D *
(0.000)*0. J46D ••
(0.000)**0.140D *
(0.000)°**0.139 *
(0.000)**0.J09D *
(0.000)**0.077D
 *
(0.000}
l J8D
 *
(0.000D**)0.116
 *
(0.000)**0. l )4D *
8(0.000··)0.0 2°
 ·
(0.000)**0.138D *
(0.000)**0.132D *
(0.000)**0.J31D *
(0.000)**0.100D *
(0.000)D**0.068 *
(0.000} (0.000} 
-
-
0.029D*
(0.063)*0.048D
 *
(0.037)
F-Test of
Grp 
6 
Means
0.038 ... 
(0.000
D**)0.075
 *
(0.000)
D*
 
o.111 ·· 
(0.000**)0. J48D
 *
(0.000) 
0.190 
(NIA} 
All Quintiles 
-
-
-
-
-
0.1516 ...
(0.000)°*0.149 **
(0.000)*0. J63D **
(0.000)*o.1ssD ·· 
(0.0002° 0.139 ••
-
(0.000)  
-
-
-
0.055D*
 
(0.05D6*)0.098
 **
(0.000)*0.JOl D **
(0.000)*0.11 )D **
(0.000)
-
-0.037
(0.108)
-0.039D*
 
(0.095)
-0.04)D*
 
0.0
(0.073
84
D ) **
(0.000)
-0.017
(0.254)
-0.023
(0.197)
-0.024
0.055D*
 (0.166)
-
-
(0.061)*0.086D
 **
(0.000}
129 
PANEL 81: Tests of Cross-Sectional Variance (1990-1994) 
Catego!}'. IF T -Test of Difference in Group Means 2F 3F 4F F-Test ofG!:£ MeansIF 0.040 
0.058  2F 0.0)8°.
(0.361)
8 .. 
(0.090
° ..)3F 0.036  . 0.018 (0.971)8*•0.075  *(0.005
°**) 0.036 * 4F 0.054
 * (0.198)° * 0.018 0.094
(0.994)S**  
(0.975) SF (0.000)°··0.012  · (0.026)°**0.054  * 0.037
(0.293
°
)*  0.018 0.112 {0.000} W004} {0.067} {0.387} (NIA} 
Test of Difference RD in Means of TH Benchmark PairsFactor )ST 2NT-D 3 4 5
 TH All Quintiles 
I st QUINTILE QUINTILE QUINTILE QUINTILE QUINTILE 
QUINTILEND  2
QUINTILERD  3
QUINTILETH  4 0.011 QUINTILETH  5 0.021(0.200)°·  0.010 QUINTILE 
i1 + is 
-0.013
(0.123)
-0.002
(0.812)
0.008
(0.502)0.025 (0.
068)**0.038°
 * 0.021
(0.394)
°·  0.017 (0.375) 
ii+ is 0.023°
(0.104)*  (0.008)°**0.036  • 0.025(0.074)°*  0.014 (0.093) (0.006**) (0.066) (0.35 I) 
ii + i4 0.022 0.036°
 • 0.025 0.014 (0. 170
°··) (0.605°*)0.039 *
 
-0.069D"
"
(0.000)·-0.011°
 ··
(0.000)*-0.084°
 **
(0.000)*-0.073°
 **
(0.000)-0.063°  ••
(0.002)
-0.046°**(0.036)
-0.049°**(0.017)
-0.049°*
* •
(0.003)
i1 + fz + is 0.041
 · (0.007)°**0.06G  • (0.117)°**0.049
 • -0.024
iz + i4 + is 
(0.005
° 10.037 (0.000)o••0.051  • (0.033)°* (0.282) (0.003)··o.04G°  · 0.029 -0.034(0.084)
°*
 (0.1 I 5)0.034°* i1 + i4 + is 
(0.014)
°**0.037
 • (0.00 oI)••0.051  • (0.009)°··0.040  · 0.029 * -
i1 + h + is 
-0.003
(0.806)
-0.016(0.106)-0.005(0.647)0.006
(0.664)0.022
(0.172)0.020(0.156)0.020
(0.290)••0.04s0  •
(0.010)*0.035° *  
(0.027)*0.035°  * 
(0.010)0.033°  • (0.004)°**0.035  • (0.000)°**0.048  • (0.002)**0.037°
 • (0.04 °9)·  0.021 -(0.090)  
Q31 •  0.034°  0.036° *
 (0.062) 
i1 + fz + i4 O.
(0.012o)• (0.004).• (0.000)°··0.041  · (0.002)* 0.026 -(0.021
°··) (0.113°··)
0.036°* 
(0.064)*0.035°  *(0.050)
iu., 4.S o.
(0.03
°
9)··os1  · 0.060  · (0.001)°**0.073  • (0.014)°··0.062  · o.os2  ·
i1.2. 3. S o.
(0.002)··os4°  · (0.001)°**0.056  • (0.000)°**0.069  • o.
(0.000)
°··os9
 ·
0.04s
(0.007) 
0•••
(0.010)· 
il.3.4.S 
(0.002)**0.048°  * o.(0.001•)•oso0  • (0.000)° ..0.063  . o.(0.001)··os3°  · 0.042°· ·
(0.002)041°··· 0.041 •  
-0.011
(0.619)-0.015(0.509)-0.021
(0.314)
i1.2. 3. 4 0. 0.04
(0.001
9°**
) • (0.000)°··0.062  · (0.000)o•• (0.010)o • -0.022(0.000
°··) (0.309) 
iu. 4. s 
(0.005)
°··0.046  · (0.002)°**0.048  * 0.062  · 0.040(0.021)°·  · (0.007} {0.003} {0.000} 
0.051  •(0.002)O**0.051  *
{0.002} {0.026} 
-0.023
(0.305}
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PANEL 82: Tests of Cross-Sectional Variance (1995-1999) 
T-Test of Difference in Group Means
Catego!)'. IF 2F 3F 4F 
F-Test of
G!E Means
IF 0.073 
2F 0.025D*
(0.66s7)u0.097
  
3F 
(0.095)
D ..0.047
 * 0.022 
(0.983)
5 ..0.120
 .
(0.00
D 
7..) 0.045 .
 
4F 0.070
 * (0.239)D . 0.023 0.
(0.998)
5*
SF 
(0.001* ).0.093D
 . (0.038)D**0.068
 * 0.046
(0.331
D
)* 0.023 
 )43 *
 
(0.983)
0.166
{0.000} {0.006} {0.079} {0.406} (NIA} 
T-D Test of Difference RD in Means of H Benchmark PairsFactor )ST 2N 3 4T 5
 TH All Quintiles 
I st
QUINTILE QUINTILE QUINTILE QUINTILE QUINTILE 
QUINTILED 2N
QUINTILERD 3 0.0015••
QUINTILETH (0.970) 4
QUINTILETH 5 0.015 
QUINTILE 
f, + fs 
(0.283°*)*0.049
 * 0.034°** 
(0.005)
° 
 
f, + f4 
-0.007
(0.613)
0.008
(0.598)*0.042° *
 
(0.019)
0.o38° • 0.045 • 0.030
(0.050)
°* 
-0.007
(0.697)
0.008
(0.626)*0.042° *
(0.033)*O.o38°
(0.059) (0.012
°*)0.039 *
 (0.092) 
f1+h 0.032 0.032°
(0.039)* 0.024 
(0.114) (0.086) (0.031
°*)0.036 *
 (0.183) 
Ji+ fs 0.029 0.029 0.021 
(0.135°**) (0.101°**) (0.218o•)0.051 ••!1 + f4 + fs 0.059
 * 0.058
 * (0.035°*)*0.065
 *
(0.00o7)0.058 •u
 (0.009) 
f, + !J+ fs 
(0.003)
°**0.058
 * (0.001°*)*0.065
 *
(0.005
°*)0.056 *
 
0.056 *
 
f, +Ji+ fs 
-0.016
(0.384)
-0.016
(0.341)
-0.023
(0.150)
-0.008
(0.618)
0.026
(0.168)
0.022
(0.253)
0.016
(0.411)
0.013
(0.486)*0.043° *
(0.040*)0.042° *
 
(0.033)*0.040°
(0.002
°*) (0.000)°**0.063
 *
0.039 *
 (0.083°*)
f, + h+ f4 o.
(0.01
0
9)• (0.013)°**0.054
 * (0.004)°* .0.062
 .
(0.001
°··)
!1 + fi + !J 0,038
(0.045
0
)* o.os3
(0.003
°·) · 0.060
 ·
(0.085)
D 
 
-0.081° ...
(0.002*)-0.097D
 **
(0.000)*-0.096D **
(0.000)*-0. )03° **
(0.000*)-0.089° *
 *
(0.000)
-0.055°*
 
(0.
-0.058
065
°*) *
(0.04°6)*-0.064
 *
(0.015)
-0.068° ••
(0.009)
-0.038
(0.199)
-0.038
(0.185)
-0.040
(0.180)
-0.042
(0.128)
-0.043
(0.112)
f 1.2. 3, S 0.058 • 
oss • •
(0.004
7*)0.05 ° *
 
(0.018**)0.075°
 * (0.011)**0.074D
 * (0.003)o0.081 ••
 • -0.022
(0.00 (0.568) 
!1,2. 3, S
(0.022
° .).0.065
  * 0.08)0
4) *** (0.003)°**0.080
 * (0.001)°**0.087
 *
(0.001
D**) (0.000)ou)f1.2,4,S 
(0.005°*)*0.059
 * 0.075
 * (0.000D*)*0.074
 * 0.08
 
•
(0.001
°**) (0.000°**)f1. 3,4,S 
(0.009)
°**0.057
 * 0.073
 * (0.001)°**0.073
 * 0.080
 *
0.048 *
 
Ji. 3, 4, S 
(0.009)
°* (0.001)D**0.064
 * (0.001)**0.064°
 * (0.000)°··0.011
 ·
{0.037} {0.007} {0.004} {0.001} 
o.oso0•••
(0.007*)0.048° *
 
(0.028)**0.047° *
(0.009).0.046° .
 
(0.027**)0.066°
 *
(0.007*)*0.072D
 *
(0.001)**0.067° *
(0.002**)0.065°
 *
(0.002*)0.056° *
 
{0.010}
-0.016
(0.669)
-0.022
(0.496)
-0.023
(0.535)
-0.033
{0.355}
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factor always produces significant average increment in the information content to 
peak at 17.9% for the 1990-94 sample and 19.0% for the 1995-99 sample when all 
five quintiles (5F) are considered. The test of substitutability between quintiles or 
combinations thereof points to strong individualism, with F-Test statistics rejecting 
the null on all occasions at a 1 % significance level. On a factor level, the fifth quintile 
comprising the past winners proves to be most informative by around 2.2% (1 .2%) in 
the earlier (later) sample over its closest rival, the first quintile consisting of past 
losers. Individually, however, neither quintile approaches the peak explanatory power. 
These two extreme portfolios combine well, however, to produce a winning pair with 
an R2 of 1 3.0% ( 1990-94) and 1 3.5% (1995-99), which just fall short of a statistically 
significant gap against the peak R2, recording p-values of 0.05 1 and 0.056 in the two 
periods, respectively. The next closest pair comprises the winner (Q5) and second­
looser (Q2) portfolios in 1990-94 and a looser (Ql )  and second-winner (Q4) 
portfolios in 1 995-99. They record R2 values of 1 2.6% and 9.2%, respectively, both of 
which fall significantly short of the peak. Finally, to test the goodness of these 
quintiles in explaining temporal returns variations, factors are combined into triples 
and quadruplets. In both cases and in both periods, the most informative combinations 
involve the winner and the looser portfolios, supplemented by a selection of other 
quintiles. 
Preference for a combination of the two extreme quintiles also comes from cross­
sectional analysis presented in Panels B l  and B2. Whilst the winner quintile again 
shows a relative advantage over the other portfolios, it too cannot individually 
compare with the maximum R2 that peaks at 1 1 .2% and 1 6.6% for the earlier and the 
later sub-period, respectively. However, pairing the two quintiles does produce 
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benchmark whose explanatory power falls insignificantly short of the peak in 1995-
99. In the earlier sample, however, this pair is significantly different from the peak at 
a 5% level, but this becomes insignificant when a more stringl;,t 1 % level is adopted 
(p-value of 0.036). In general, when individual quintiles are combined into groups of 
three or four, those that include both of the extreme portfolios tend to have 
information content that is not significantly different from the peak. 
In conclusion, when the explanatory power of momentum portfolios is examined 
jointly in temporal and cross-sectional sense, a combination of a portfolio of past 
winners and a portfolio of past losers produces the highest and most consistent R2 
values. Once again, this definition of a momentum based benchmark contrasts with 
that proposed by Carhart (1995), which is based on the differential between the two 
extremes. 
4.9.4 THE IMPACT OF DIVIDEND YIELD 
Table XXII presents the results from the explanatory power tests conveyed by 
quintiles of stocks sorted according to their dividend yield. Quintile one comprises 
stocks that have reported the lowest dividend yields, whilst quintile five groups those 
stocks whose yield was the highest. 
TABLE XXII 
Two-Pass Analysis of Characteristics Based Factors: DIVIDEND YIELD 
Results in this table represent the explanatory power inherent in the quintile portfolios comprising stock returns sorted according to the dividend yield of the underlyinf firms (firms with lowest dividend yield are grouped in the first quintile). The derivation of the R values follows the methodology detailed in Chapter 2 and summarised at Table XVIII. Panels A l  and A2 represent time based information content for the 1990-94 and 1995-99 samples, respectively. Panels B 1 and B2 convey the results from cross-sectional tests for the same two periods. First section of each panel looks at the 
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average explanatory power given a number of constituting factors, thus reflecting on the average
incremental information contributed by addition of more factors. Statistics attached to the group means
in the last column are the results of F-Tests of joint equality of means at each factor quantity level.
Section two focuses on individual variables or combinations thereof and provides not only comparative
results, but also evaluation against the peak R2 achieved when all factors are joint in a single
benchmark. 
PANEL Al: Tests of Time-Series Variance (1990-1994) 
Cat�o!i'. IF 
T-Test of Differ ence in Group Means 
2F 3F 4F 
IF 
2F 0.0!4o•••
3F 
(0.001
o••
)
0.031 
 •
0.018°
···
(0.000
8°**
)
4F 0.04
 * (0.0004°**
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PANEL A2: Tests of Time-Series Variance (1995-1999) 
T-Test of Difference in Group Means
Catego!):'. IF 2F 3F 4F 
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PA NEL Bl: Tests of Cross-Sectional Variance (1990-1994) 
T-Test of Difference in Group Means
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PANEL 82: Tests of Cross-Sectional Variance (1995-1999) 
T-Test of Difference in Group Means
Catego!:}'. IF 2F 3F 4F 
F-Test of
G!:Q Means
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{0.000}
-0.025
(0.251)
-0.030
(0.111)
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-0.020
{0.397}
137 
Looking at the average R2 values, similarities as well as distinctions can be drawn 
between the temporal and cross-sectional explanatory power. The information content 
raises steadily in both dimensions as factors are added to peak relatively consistently 
across time at 10.8% (8.7%) and in cross section at 1 1 . 1 % ( 12.5%) for the 1990-94 
( 1 995-99) periods. However, the increments resulting from successive factor 
additions have been statistically significant only in the temporal tests. Similarly, F­
Test results show a high degree of individualism across benchmark definitions applied 
to time-series, whilst in cross-sectional tests benchmarks show a significant degree of 
substitutability on average.
Focusing on individual quintiles, the greatest explanatory power is carried by the third 
quintile reflecting the stocks with median dividend yield. This is loosely followed by 
the quintiles on each side of this median, and eventually capped by the two extremes. 
In time-series tests, no combination of pairs or triples produces an R2 that is 
insignificantly different from the peak. However, on closer examination of the . 
winners at each level, a highly centric pattern around the third quintile can be noted. 
Across single factors, quintile three (Q3) records the highest and significant 
explanatory power at 5.6% and 2.7% for the two time frames. In pairs, the two most 
informative benchmarks include a pair of 2nd and 3ni quintile and a pair of 3ni and 4th 
quintile. The third highest pair includes quintiles 2 and 4, on on each side of the 
median. In triplets, combinations with the highest R2 all include this median portfolio, 
consistent in both period samples. 
A study of the cross-sectional explanatory power is more conclusive. Whilst the best 
performing quintile three is again incapable to match the peak on its own, a pair of 
1 38 
quintiles 3 and 4 produces an R2 that is insignificantly different from the peak in both 
periods, and a pair of quintiles 2 and 3 provides an insignificant gap in 1 990-94. Once 
again, the centricity around the median quintile is apparent in the remaining triplets, 
as well as in the combinations of four factors, all of which are statistically 
insignificant from the peak given the inclusion of the third quintile. 
The results presented above do not identify a winner as clearly as the previous 
characteristics have. However, in view of the strongly median-centric results 
presented in Table XXII and in the interest of parsimony, I have selected the third 
quintile as the best representative for the information content inherent in dividend 
yield based portfolios. 
4.9.S THE IMPACT OF WINNING CHARACTERISTICS BASED FACTORS 
Having pre-selected the winning factors from each characteristic group examined 
previously, I now perform a further test where these candidates are analysed in a joint 
group. This will allow certain 'weeding out' of the factors whose contribution to the 
explanatory power for the characteristics group as a whole is only marginal, thus 
helping to ensure the parsimony of final selection. Results are summarised in Table 
XXIII. 
It can be clearly seen from time-series tests in Panels Al and A2 that the addition of 
extra factors impacts significantly on the average information content carried by 
characteristics based benchmarks. Starting from an R2 of just 6% and 3 .8% for the 
earlier and the later period, respectively, addition of factors results in a 7F peak of 
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TABLE XXIII 
Two-Pass Analysis of Winning Factors Representing Characteristics of Equities 
Results in this table represent the explanatory power inherent in the winning quintiles pre-selected on 
the basis of four characteristics found in the extant literature to impact on the equity returns. The 
derivation of the R2 values follows the methodology detailed in Chapter 2 and summarised at Table 
XVIII. Panels A l  and A2 represent time based information content for the 1990-94 and 1995-99
samples, respectively. Panels B I  and B2 convey the results from cross-sectional tests for the same two 
periods. First section of each panel looks at the average explanatory power given a number of
constituting factors, thus reflecting on the average incremental information contributed by addition of
more factors. Statistics attached to the group means in the last column are the results of F-Tests of joint
equality of means at each factor quantity level. Section two focuses on individual variables or
combinations thereof and provides not only comparative results, but also evaluation against the peak R2 
achieved when all factors are joint in a single benchmark.
PANEL Al: Tests of Time-Series Variance (1990-1994) 
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T-Test of Difference in Group Means
Catego!:}'. IF 2F 3F 4F SF 
IF 
2F 0.024°***
3F 
(0.000)**0.053°
 * 0.029°***
4F o.
(0.000)·· (0.000)**os1°
 · 0.057°
 *
o.02s0•••
SF 0.106° o.
(0.000) *** (0.000)·· (0.000)**os2°
 · 
0.053°
 * 0.025°
***
(0.003**)6F 
(0.000)**0.127°
 * (0.000)**0.103°
 * (0.000)**0.074°
 * 0.046°
 * 0.022°
**
7F 
(0.000)**
0.146°
 * (0.000)··
0.123°
 · (0.000)**0.094°
 * (0.000)..0.065° 
  * (0.01
6
.).0.041° 
  *
{0.000} (0.000} {0.000} {0.000} {0.000} 
T-Test of Difference in Means of Benchmark Pairs
Factor SIZEMIN,l S1ZEMIAX2 VA4.UP,3 VA4"x,, MOMLSR,5 MOMWNR.6 
SIZEMIN,l 
SIZEMAX.2 -
VA4.UP.3 -
0.042°***
(0.000)*0.042° ** o.ooos
·· 
(0.000) (0.952**)VALMAJC,4 -0.004 0.Q38
0
 * 
0.038°
***
(0.41
°
6
**) (0.000) *** (0.000o••
)
MOMLSR,5 0.029
 * 0.071° 0.071 
 • 0.033°
***
MOMWNR.6 
(0.000)··0.051°
 · (0.000)**0.093°
 * (0.000)**
0.093°
 * (0.000)**
0.055°
 *
0.022°···
(0.000) (0.000) (0.005*)DIVYLD, -
(0.000)** (0.000)**0.005 
 
0.037°
 * 0.037°
 * 
-0.001 -0.034
°
 ** 
-0.056
°* ..
0.017°
* 
f 5,6 0.068
° 0.111°
(0.113) *** (0.000) ··· (0.000)··0.110°
 · (0.
720)··
0.012°
 ·
0.039°
(0.000) *** (0.000)*
(0.043**)
f 4,6, 7 
(0.000)**
0.075°
 * (0.000)**0.117°
 * (0.000)**
0.117°
 * (0.000)..
0.079° 
  * (0.000)**
0.046°
 * 0.024°
 *
f 1,5,6, 7 
(0.000)**0.099°
 * (0.000)**
0.141°
 * (0.000)••0.141o
 • (0.000).0.103D* 
 .
0.010°
 · (0.000)·· (0.00
4)*
0.048D*
 *
f I, 4, 6, S, 7 
(0.000)··
0.120°
 · (0.000)**
0.163°
 * (0.000)**
0.163°
 * (0.000)··
0.124°
 · (0.000)**
0.117°
 * (0.000)··0.102°
 ·
f 3,4,5,6, 7 
(0.000)** (0.000)**0.119°
 * 0.161°
 * (0.000)••
(0.000)·· (0.000)··
0.115°
 · (0.000)··0.100°
 ·
f 2, 3,4,6, 7 
(0.000)** (0.000)**0.114°
 * 
0.156°
 * (0.000)* (0.000)*0.111 D*
 * 0.095D*
 *
{0.000} {0.000} 
0.161 o
 
• 0.122°
 ·
(0.000) *** (0.000).0.156° 0.118D* 
 .
{0.000} {0.000} {0.000} {0.000} 
6F 
0.019°
**
{0.046} 
DIVYLD, 
0.074°
***
o.
(0.000)··
oson
 ·
(0.000)**
0.104°
 *
(0.000)••0.172o
 •
(0.000)**
0.170°
 *
(0.000)*0.165D*
 *
{0.000} 
F-Test of
Grp Means 
0.060°"" 
(0.000··)
o.os3°
 ·
(0.000)**
0.112°
 *
(0.000)**
0.141°
 *
(0.000)**
0.165°
 *
(0.002) 
0.187 
(0.297) 
0.206 
(NIA} 
All Factors 
-
-
-
-
-
-
-
-
0.144
(0.000)*0.187°
**
(0.000)*
0.187°
**
(0.000)*
0.148°
**
(0.000)*
0.116°
**
(0.000)*
0.094°
**
(0.000)
°*0.150
**
(0.000)*
0.076°
 **
-
(0.000)*
0.070°
 **
-
(0.000)*
0.046°
**
(0.000) 
-0.024 
(0.117)
-0.026
°*
 
-
(0.090)*
0.031°
 *
{0.030}
PANEL A2: Tests of Time-Series Variance (1995-1999) 
T-Test of Difference in Group Means
Catego� IF 2F 3F 4F SF 6F 
IF 0.038°
F-Testof
G!EMeans
""' 
0.039»•••
(0.000
D**)2F 0.076
 *
(0.000
»··)3F 
(0.000
D*)*0.068
 * 0.0300*** 0.106
 ·
(0.000
»··) (0.000»··) (0.0004D**)4F 0.096
 · o.058
 · 0.028»··· 0.13 *
(0.000
»·*) (0.000)··· (0.000**) (0.000D**)SF 0.120
 * 0.081 » 0.052»
 · 0.024»**• 0.158
 *
(0.000
D**) (0.000»••)6F 0.141
 * (0.000)»**0.013
 • 0.
(0.000)
D** 0.021»**•
(0.000)°**0.179
 *
(0.000
D**) (0.000D**) (0.000) 7F 0.161
 • (0.000)»••0_093
 • 0.Q41
 * 0.020»··· 0.199 
{0.000} 
0.103
 •
(0.000**)0.123D
 *
{0.000} {0.000} 
Q45
 *
(0.000)··o.065» ·
{0.000} {0.000} {0.000} (NIA} 
T-Test of Difference in Means of Benchmark Pairs
Factor SIZEMIN,l S1ZEMIAX2 YALituP,l VA4"x.• MOMLSR.5 MOMWNR.6 DIVYLD, All Factors 
SIZEMIN,I -0.153
(0.000*)SIZEMAX.2 -0.019»**• -0.171D *
 *
YA4UP,J -
(0.0002
D 0.023
 •• -0.004»• -
(0.000)·0.175»
 ··
(0.000) 9
0.0
(0.023»
9**·) (0.0009° 2VA4"x,4 0.004 0.027»**· -0.14
 ••
MOMLSR.5 -
(0.196
»
)· (0.000)°·· (0.000)»··0.008
 · 0.011
 · 0.015
 · -0.012» ... -
MOMWNR.6 0.004 0.023»
(0.031) (0.000) **• (0.000)** (0.000)*0.027»
 • 0.0005
 * 0.012»··· -
0.16
(0.000
00 
) ..
(0.000)°*0.149 **
(0.242) (0.000) (0.000) 
DIVYLD, -0.019° 
 •• -0.001 0.003 
(0.977
» .)-0.024
 .. -0.0
(0.00
12
1
» 
2 .. -0.023»•••
(0.000)
-0.172» 
 ..
(0.000·*) 780.0
(0.
11»
1**·) (0.145..) (0.0002
f 5,6 0.050»
 * (0.00 ·0 (0.000) °*** (0.000)··0.078D 
  • 0.058» ·· 0.069 0.060»
 · 0.067»u• -0.103» 
 ••
(0.000
D**) (0.000**) (0.000**) (0.000)
f 1,4,6 0.096
 * (0.000»• ). (0.000)»·· (0.000)»•• (0.000»*)*0.l 18D
 * 0.125
 . 0.105
 · 0.115»
 · 0.107
 • 0.114
 · -0.056D 
 ••
(0.000
D••) (0.0009°**)f 1,4,5,6 
(0.000
»*)*0.121
 • (0.000)»·· (0.000)0** (0.000)0** (0.000)D**0.143 • 0.150
 · 0.130
 * 0.140
 * 0.132
 * 0.13
 * -0.031 »
(0.000)•  ••
0.143
 · 0.150
 • -0.020»·
 (0.000)
f 1,4,5,6,7 
(0.000)..0.133» 
 . (0.000)D** (0.000)D** 0.161 0.141 *
(0.000)
D** (0.000)..0.154
 *  0.151D 
  • (0.000»*)* (0.000»*)*
(0.000
»**) (0.000»**) (0.000D**)
f 1,2,4,5,6 0.131
 • (0.000)°** (0.000)** (0.000)°** (0.000)D** (0.053)*0.152 · 0.159
 • 0.139D
 * 0.149
 * 0.141 
 * 0.148
 * -0.022»
 *
(0.000) (0.000
D**) (O.o3 l)
f 1.2. 4, 5, 6, 7 
(0.000)
D**0.148
 * (0.000)D**0.169
 * (0.000)D**0.176
 * (0.000)D**0.156
 • 0.166D***
(0.000)
D**0.158
 * 0.165
 • -0.005
{0.000} {0.000} {0.000} {0.000} {0.000} {0.000} {0.000} {0.272} 
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PANEL Bl: Tests of Cross-Sectional Variance (1990-1994) 
T-Test of Difference in Group Means F-
Cat�O!}'. IF 2F 3F 4F SF 6F 
IF 0.047
Test of
G!E 
S
Means
"* 
(0.975) 
2F 0.029D* 0,075 
(0.82
s
3) 
3F 
(0.063)
D**0.054
 *
0.025 0.101 ••• 
0.049 *
 
4F 
(0.004)
D**0.078
 * (0.220D
)* 0.024 **0.125
(0.999) 
S *
0.071 
* (0.365) SF 
(0.001)
D**0.100
 * (0.043)D*  0.046 0.022 
(l.000)
5**0.147
 *
(0.000**) (0.1212D 
 (0.491) 
6F 0.121D
 * (0.011)D**0.092
 * 0.067 • 0.043 0.021 
(l.000
S*
)*0.168
 *
(0.000
D**
)
0.086 *
 (0.579) (0.997) 
7F 0.140
 * 0.
(0.003)** I 12D
 * (0.042)D * 0.062
(0.220)
D*
  0.040 0.020 0.187 
(0.000} (0.001} (0.016} (0.097} (0.310} (0.638} (NIA} 
T-Test of Difference in Means of Benchmark Pairs
Factor SIZEMIN,I SIZEMIAX2 VALRUP,l VA4wc.• MOMtsR.s MOMwm.6 DIVYLD, All Factors
"' 
 
SIZEMIN.I -
SIZEMAX.2 0.009 -
(0.454) 
VALRUP.J 0.009 -
(0.493) 
VA4wc.• 0.006 -
o.ooos···
(0.999)
0.006
(0.741) (0.751) 
MOMtsR.S - -
o.14cji>
(0.000)*0.140D **
(0.000)*0.140D **
(0.000)*0.134D **
(0.000)*0.144D **0.004
(0.729)
 2MOMwm.6 0.001 s• 0.006 -
(0.000
D0.139
 
••
(0.923) 
-0.010
(0.543)
-0.004
(0.807) (0.664) 
DIVYLD, 
O.ot5
(0.362)
0.005
(0.663)
0.010
(0.413)
0.011 0.002 
-0.004
(0.750)·o.001s
(0.926)
0.002 -0.003 0.006 0.001 s•• -
(0.000)
D*0.138
* *
(0.655*) (0.957*)
f 2,4 
(0.431)**0.064D
 * (0.886)* (0.891)* (0.854°
)*
(0.000)*o.055°
 * 0.060D
 * o.o5G
  o.o55°
 * o.o54°
 * o.o53°** -0.085D
 *
0.061 *
 (0.024
°·
)
0.052
 · 0.056
*  
f 4. 7 
(0.007
D
)* (0.013)D * 0.046D
(0.060)
*
 
 0.052°
(0.027·) · o.
(0.029
°
)* (0.0370
)*
(0.029)*
o5G
  o.o5o
  -0.088D
 *
(0.016) (0.044) (0.026) (0.094) (0.048) (0.052) (0.063) (0.025*)
f 4,S 0.025 O.ot5 0.020 0.010 0.016 0.014 0.013 -0.124
D
 **
(0.150**) (0.386D***
) 
0.070D *
 (0.404**)
(
0.073D *
 
f 1,4, 7 0.084
D
 * 0.075  0.080°
(0.250)·· ·
(0.633)* 0.075D
 * D**0.074
0 * (0.493)*
(0.002
D**
) (0.00
D
7***) 0.071 D*
 (0.012
D**
)
(0.001) 
-0.065 
(0.113) 
f 1.4,6 0.085
 * 0.076  0.080
(0.004)
°··
 · (0.019)* (0.008)D**0.076
 * (0.009)**0.075D
 * 0.074
 * -0.064
083
 * 0.074D
 * 0.078
 * 0.068
 * 0.074
 * 0.072
 * 0.072
 * -0.066D
* 
f 4,S,6 o.
(0.001)
°**
(0.005)** (0.003)D**
(0.015)
D*
(0.006)
D**
(0.006)
D**
(0.008)
D**
(0.111)  
(0.002**) (0.017D*
)
0.064 *
 
0.069D*
 
0.068D*
 (0.097)
-0.070D*
 
f 1,4,S 0.079
D
 * (0.006)**0.070D
 * (0.00D
3) **0.074
* (0.007)D**0.070
 * (0.007)* (0.010)*
0.066 *
 
0.061 *
 (0.024
D*
)
0.066 *
 
0.065 *
 
0.064 *
 (0.079J. 
f 4, S, 7 
(0.003)
D**0.075
 * (0.009)D *
(0.005)
D**0.071
 * (0.010)D *
(0.011
D
)* (0.014)D* -0.073
(0.022
D**
) (0.067) 
f 1,4, s. 7 
(0.005)
°**0.109
 * (0.014)**0.100D
 * (0.008)**0.104D
 * (0.035)**0.094D
 * (0.016)**0.100D
 * (0.017)D**0.098
 * 0.098
 * -0.040
(0.000
D**
) (0.000
D**
) (0.001
D**
) (0.001
D**
) (0.332) 
f 1,4,S,6 0.108
 * (0.001)°**0.099
 * 0.103
 * (0.00D
3)**0.093
 * 0.099
 * (0.001)D**0.097
 * 0.097
 * -0.041
(0.005
D**
) (0.002
D**
) (0.335) 
f 4,S,6,1 o.
(0.001)
°**
(0.002)
D**
(0.001)
D**
(0.002)
D**
(0.003)
D**105
 * 0.096
 * 0.100
 * 0.090
 * 0.096
 * 0.094
 * 0.093
 * -0.044
(0.000**) (0.002**)
(0.001**) (0.005**)
(0.002**)
(0.002**)
(0.288) 
f 1,4,S 7 0.130
D
 * 0.12 ID
 * 0.125D
 * (0.003)°**0.l 15D
 * 0.121D
 * 0.120D
 * 0.119
 * -0.019
(0.661) 
f 1,2,4,6,7 
(0.000)**
0.128D
 * (0.000)°**0.119
 * (0.000)**0.123D
 * (0.001)** (0.000)°**
(0.000)** (0.000)**0.l 13D
 * 0.119
 * 0. I I 7D
 * 0. I I 7D
 * -0.021
(0.000} (0.000} {0.000} (0.001} (0.000} (0.000} (0.000} (0.518} 
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PANEL 82: Tests of Cross-Sectional Variance (1995-1999) 
T-Test of Difference in Group Means
Catego!)'. IF 2F 3F 4F SF or 
F-Test of
G!E Means
IF 0.070b' 
(0.094) 
2F 0.027D* 0.097 
(0.051
n··) (0.629)5•• 3F o.o5o
 · 0.022 0.120 • 
(0.213
D*)0.042 *
 
4F 
(0.003)n··0.06g
 · 0.019 0.
(0.999)S** J39
 *
(0.000**) (0.374) (1.0005**)SF 0.086D
 * o.
(0.038)n·· 0.037 0.157
 *
(0.000**) 0.173 *
 
6F 0.103D
 * o.
(0.115)**
O.QJ8
(0.479)
0.034 0.017 
(1.000
5
)*
(0.546) (0.985) 
7F 
(0.000)
D**0.119
 * o.051n
(0.193)·  0.033 0.016 0.189 
{0.000} 
05g
 ·
(0.007**)0.076D
 *
(0.002**)0.092D
 *
{0.000}
054D
 
(0.033)**0.070D *
{0.009} {0.071} {0.257} {0.591} (NIA} 
T-Test of Difference in Means of Benchmark Pairs
Factor SIZ&tm.1 SIZ� VAL«UP.l VA4fAx.• MOMLSR.5 MOMWNR.6 D1VYL°'7 All Factors 
SIZEMIN.I -
SIZEMAX.2 -
VAL«UP,l -
-0.036D*
(0.053)*0.037D
 * -0.002 -
(0.042) (0.864) 
VA4wc,4 0.018 0.020 -
(0.17
D 
9)
0.032 •
 (0.138
D*)0.033 *
 
MOMLSR.5 0.014 -
(0.023
D*)0.025 *
 (0.409) 
MOMWNR.6 0.024
(0.032
D
)*  0.006 -
(0.058) (0.041) (0.695) 
D1VYL°'7 0.009 0.010 -0.009 -0.015 -
0.100
(0.000*)0.136D
 **
(0.000)*0.138D **
(0.000)D*0.118
 **
(0.000D*)0.104
 **
(0.000*)0.112D
 **
(0.000*)0.127D
 **
-0.018
(0.375)
-0.004
(0.851)
-0.012
(0.539)
-0.027
(0.159) (0.380n•·)058
 · o.05g
 · 0.040D*
 (0.270)
0.034D •
 (0.000*)
f 5,6 0.022 o.
(0.469)
n·· (0.521)*
-0.008
(0.618)
-0.023
(0.143)
0.026 0_04gn••• -0.078D
 **
(0.00  (0.000
n··) u (0.027D ) (0.168·) (0.004)058n
 • 0.073D
 * -0.055D*
 
f 1,5, 7 0.046
(0.309D)*   D
0) ***0.081  o.083 · 0.063 • o.o5on · o.
(0.050)• (0.004)**
(0.000D**) (0.006D**) (0.03D
7*) (0.011**) (0.001**)
f 5,6, 7 0.044
(0.079D)*  (0.000)· (0.0
70)*o.o8o
 * o.082n·
 · 0.062
 * 0.048
 * 0.056D
 * 0.07JD
 * -0.056D
 *
(0.000D**) (0.002D**) (0.023D*) (0.005) (0.000D**)
f 1,4,5 0.044
(0.062D)*  (0.000)·· (0.046)*o.o7g
 * o.081n
 · 0.061 
 * 0.048
 * 0.056D 
 • 0.071 
 * -0.057D
 *
(0.088*)0.066D *
 (0.000**) (0.000**) (0.041**) (0.012**) (0.001**) (0.041) 
f 1,4,5, 7 
(0.00 •7)•0. }01D
 * 0.J03D
 * o.083n
 • 0.070D
 * 0.078D
 * 0.Q93D
 * -0.035
0.061D*
 (0.000**) (0.001**) (0.006**) (0.001**) (0.000) (0.263) 
f 4, 5,6, 7 
(0.016)* (0.000)**0.097D
 * 0.Q98D
 * 0.079D
 * 0.065D
 * 0.073D
 * o.o88n••
 • -0.039
(0.011
n
) (0.000
D**) (0.164) 
f 1,4,5,6 o.
(0.000)** (0.000)D** (0.002)n (0.000)D** (0.000n )·055 •
 • 0.Q90D
 * 0.092
 * 0.073
 * o.o5g
 • 0.067
 * o.082 ·
 · -0.045
(0.014·) (0.000**) (0.132)o.084n
 • o.085n
 · 0.066D*
 * o.052n
 · 0.06o
 * 0.075D
 * -0.052D*
 
f 1,3.5, 7 0.048D
(0.037)*  (0.000)•• (0.000)·· (0.002)* (0.004)D**
(0.000
 D***
) (0.000) (0.024*) (0.006*) (0.001**)··
 · 0.063D*
 * 0.049D
 * 0.057D
 * 0.072D
 * -0.055D*
 (0.077)
f 1,4,6, 7 0.045D
(0.058)*  0.081  o.082n
(0.003)*
(0.085
n··) (0.000**) (0.000n··) (0.012**) (0.06
7) 
f 1,4,5,6,7 o.081
 · 0.} 17D
 * (0.007)** (0.040)· (0.002)•o.11g
 · 0.Q99D
 * o.085n•
 · 0.093D
 * o.108n •
 • -0.019
(0.003**) (0.000**) (0.001··) (0.535) 
f I, 3, 5,6, 7 
(0.000)**0.077D
 * 0.113D
 * (0.000)•• (0.000)* (0.000)**o.115n
 • 0.095D
 * o.081n
 · o.089D*
 • 0.104D
 * -0.023
{0.006} {0.000} {0.000} {0.000} {0.002} {0.000} {0.000} {0.565} 
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20.6% and 19.9%. F-Tests also show a significant lack of substitutability, reflecting 
on a highly va::.i explanatory content carried by various factor groups. No clear 
winner can be picked from the individual tests where the lead is shared by the 
momentum factor representing loss equities and the value factor representing stocks 
with the lowest book-to-value ratio. Examining the performance of factor pairs also 
does not highlight any combination that explains return variations in a manner not 
significantly different from the peak. The lead pair comprising the momentum factors 
falls short of the peak by between 7.6% and 10.3% for the 19090-94 and 1 995-99 
periods, both significant at a 1 % level. Similar results are reached for groups of three 
and four factors, where the momentum factors are joined by value factor and the 
small-firm factor. However, neither combination is still able to match the peak 
performance in a manner that is not significantly different at conventional statistical 
levels. It is not until five factor combinations are considered, when a group 
comprising the small-firm factor, high-value factor, winner and looser momentum 
factors and the dividend yield factor, comes to the lead and offers explanatory power 
that is insignificantly different from the peak. Indeed, this group proves to be the only 
combination in time series analysis of five factors that achieves such a result, with 
runners up in both periods already showing a gap from the peak that is significant at 
conventional levels. 
The results for cross-sectional tests of information content shown in Panels B 1 and B2 
for the two time frames contrast quite markedly from the temporal tests in terms of 
intra-level R2 variance and hence substitutability. F-Test results show groups that are 
significantly similar, with statistics approximating unity in several cases. In a manner 
similar to the temporal tests, however, explanatory power also grows in an 
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economically substantial manner with the addition of factors, although the adjacent 
increments are not statistically significant. The R2 peaks at 18. 7°;�. for the earlier 1990-
94 sample, and at 1 8.9% for later sample that covers the 1995-99 period. Individually, 
a value factor and the momentum factor of stock losers perform the best in the earlier 
and later period, respectively. No clear winner can also be picked for factor pairs, or 
even for factor triplets, whose lead combinations now tend to be insignificantly 
different from the peak. Clarity does emerge in the four-factor combinations, which is 
lead in both periods by a group comprising small firm, high value, looser momentum 
and dividend yield factors. 
In light of the results arising from the temporal and sectoral tests summarised above, I 
can conclude that dropping two factors, those representing large firms and the second 
highest quintile of value stocks does not significantly affect the explanatory power of 
the group. Indeed, the gap between the reduced (and more parsimonious group} and 
that of the entire sphere of factors (peak) shows to be statistically insignificant at 
conventional levels. Consequently, a preselection of small firm, high value, winner 
and looser momentum and (marginally) the dividend yield factors is made to represent 
influence on returns posed by equity characteristics. This selection does not come as a 
surprise as most factors have been already highlighted in the extant literature 
previewed at the start of this chapter as containing a significant link between equity 
characteristics and equity returns. 
4.10 LAGGED INDICATORS AND DUMMY VARIABLES 
The last two groups of factors, the lagged variables chosen in the spirit of F erson and 
Schadt (1996) and Sawicki and Ong (1999), as well as the group containing a dummy 
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variable for the January effect, is now examined. Results are shown in Table XXIV. 
TABLE XXIV 
Two-Pass Analysis of Lagged Factors and the January Effect Variable 
Results in this table represent the explanatory power provided by the conditional variables formed in 
the spirit ofFerson and Schadt ( 1996), as well as a dummy variably reflecting the well known January 
effect. The derivation of the R2 values follows the methodology detailed in Chapter 2 and summarised 
at Table XVIII. Panels A l  and A2 represent time based information content for the 1990-94 and 1995-
99 samples, respectively. Panels B 1 and B2 convey the results from cross-sectional tests for the same 
two periods. First section of each panel looks at the average explanatory power given a number of 
constituting factors, thus reflecting on the average incremental information contributed by addition of 
more factors. Statistics attached to the group means in the last column are the results of F-Tests of joint 
equality of means at each factor quantity level. Section two focuses on individual variables or 
combinations thereof and provides not only comparative results, but also evaluation against the peak R2 
achieved when all factors are joint in a single benchmark. 
PANEL Al: Tests of Time-Series Variance (1990-1994) 
146 
Category 
IF 
2F 
3F 
4F 
SF 
Factor 
f 1,2 
f 1.3 
fu 
f I, 2,3 
f I, 2,5 
f 1,2,4 
f I, 2,3,4 
f 1.2. 3, S 
IF 
0.019°***
(0.000)**0.047°
 *
(0.000)**0.086°
 *
(0.000)**0.139°
 *
(0.000) 
-
-
0.0200···
(0.000)·0.011°
 ··
(0.000)
-0.021 o•••
(0.000*)-0.015°
 **
0.045° *
 (0.000)**
(0.000)**0.024°
 *
(0.000**)0.015°
 *
(0.000)··0.001°
(0.014)
0.110°···
 
o.
(0.000)••059o
 •
(0.000)**0.056°
 *
(0.000)**0.118°
 *
(0.000)··0.110° ·
(0.000) 
T-Test of Difference in Group Means
2F 3F
o.02s0••• 
(0.000)**0.067° *
(0.000)··0.120° ·
(0.000)
0.039°***
(0.000)··0.092°
 ·
(0.000) 
T-Test of Difference in Means of Benchmarlc Pairs 
AOIDY2 TERMPi RISKP• 
0.004°**
(0.018) 
0.000 
(0.792**)
-0.004°***
(0.002)
0.005°
 * 0.002 0.006°***
(0.002**) (0.2
99
**)0.065°
 * 0.062°
 * (0.000)**0.066°
 *
(0.000°**)0.045
 * (0.000)**0.041°
 * (0.000)**0.045°
 *
(0.000)**0.035°
 * 0.032°
(0.000)***.  (0.000)**0.036°
 *
(0.000)··0.021°
 · (0.000)**0.023°
 * (0.000)°··0.021
 ·
(0.000)**0.130D
 * (0.000)**0.126°
 * (0.000)**0.1300
 *
(0.000)**0.079°
 * (0.000)**0.076°
 * o.
(0.000)··osoo
 ·
0.076° *
 
0.073° *
 (0.000)** (0.000)** (0.000)··0.011°
 ·
(0.000)**0.138°
 * (0.000)**0.135°
 * (0.000)**0.139°
 *
(0.000)**0.130°
 * (0.000)**0.126°
 *
(0.000) (0.000) 
(0.000)**0.131° *
(0.000) 
4F 
0.054°***
(0.000) 
JAN5 
0.060°***
(0.000)**0.039°
 *
(0.000)**0.030°
 *
(0.000)··0.022°
 ·
(0.000°**)0.125
 *
(0.000)**0.074°
 *
0.011 ·
 (0.000)°··
(0.000)**0.133°
 *
(0.000)°**0.125
 *
(0.000) 
0.014°
F-Testof
GrpMeans""" 
(0.000)**0.033°
 *
(0.000)··0.061°
 ·
0.100°
(0.000)··  ·
(0.000) 
0.153
(NIA) 
All Factors 
-
-
-
-
-
0.125
(0.000)*0.145° **
(0.000)••0.141 o •
(0.000)**0.146° *
(0.000)**0.140° *
(0.000)
-o.oso0••• 
(0.000 · -0.101°·
) ·
-
(0.000)··
-
0.11 oo
 ·
(0.000)
0.118°1
 **
(0.000)
-0.015D* 
(0.053*)-
-
0.066°
 **
(0.000)
0.069°1** 
(0.000)
-0.007
-�;/58J.
(0.051)
Category IF 
IF 
2F 0.027°***
(0.000
°**)3F 0.060
 *
0.0
(0.000
98°***) 4F 
0.1
(0.000
33°***) SF 
(0.000)
Factor 90DTB, 
90DTB1 
AOIDY2 0.046°**•
(0.000
5°··)TERMP3 0.00
 ·
RISKP. 0.00
(0.000
6o••
) •
0.00 *
 
JANs
(0.
4000)°*
f 1,2 o.1
(0.022oo0··) ·
06
(0.000
°··)
f 2.4 0. 2
 ·
f ,52 
(0.
063
000)
°**0.
 •
f 1,2 0.13
(0.000
0°**
) *
f 1,2
(0.
8000)o••
(0.000
4°**)f 1,2 0.11
 •
(
f I, 2,3 0.14
0.000
2°**
) *
4
(0.000
°**)
f 1,2 0.1 2
 *
(0.000)
Category IF 
IF 
2F 0.012°·
3F 0.02
(0.07
6o•
7) ••
04
(0.00o6••)4F 0. 1
 •
SF 0.05
(0.001
1°**) *
(0.000)
PANEL A2: Tests of Time-Series Variance (1995-1999) 
T-Test of Difference in Group Means
2F 3F 4F 
0.033°***
(0.000o••)0.071 
 • 0.038°**•
0.10
(0.000
6°***
) (0.000
3°**)0.07
 * 0.035°***
(0.000) (0.000) (0.000)
T-Test of Difference in Means of Benchmark Pairs
AOIDY2 TERMP3 RISKP• JANs
-0.041 o•••
-0.04
(0.000
0°
) *** 0.001
(0.358)
- 04
(0.000
°
)**0. 2
 * -0.001 -0.002
0.0
(0.6
95
5
°
6***) 0.0
(0.2
93
8
°
2***) 0.0
(0.
53°
000) *** 0.096°***
5
(0.000
1°··)0.0
(0
15
.000) 
°··· 5
(0.000)1°··0.0 · 0.055
(0.000) 
°*** 0.0
 ·
0.017
(0.000) 
°*** (0.58
000)
°**0.0
 • (0 1.000)°**0.05 * 0.0
(0.
59°
000) ***
(0.000
84°**)0.0
 * 0.12
(0.
5°000) *** (0.000)4°··0.12
 · (0.000)o••0.126
 •
(0.
3000)o••0.11
 • 0.0
(0.12°
000) ··· 0.l 1
 • (0.000)°··0.112
 · 0.
(0.
114°
000) ***
(0.000)0.06
(0.000
8o••) • 0.
(0.
110°
000) *** (0.000)8°··0.10
 · 0.11 o0···
0.0
(0.
96o
000) ••• 0.
(0.
138°
000) **• (0.3000)°**0.1 6
 * (0.38000)°**0.1
 *
3
(0.000
°**)(0.9000)o••0.0 6
 • 0.
(0.
138o
000) ••• 0.1 6
 * (0.38000)°**0.1
 *
(0.000) (0.000) (0.000) (0.000)
PANEL Bl: Tests of Cross-Sectional Variance (1990-1994) 
T-Test of Difference in Group Means
2F 3F 4F 
0.014
(0.
0.02 
1� • 0.015
045
(0.022
°**)0.
 * 0.0 1
 (0.237
4
°
)* 0.016
(0.003) (0.054) (0.370)
F-
o.022n
Test of
Grp Means""' 
049
(0.000
°**)0.
 *
0.08
(0.000
2°**
) *
(0.000
°··)0.120
 ·
(0.000
 )0.155
(N/A)
All Factors 
-0.145
-0.0
(0.000
99° ) ***
-0.14
(0.000
0°
) ***
-0.
(0.
139
000) 
°***
-0.14
(0.000
1°
) ***
-0.04
(0.000
6°*
) **
-0.0
(0.
84000) °***
-0.
(0.
082
000) 
°***
-
(0
0.01
.000) 
5°*
0.02
(0.01
6
°
7) ···-
-0.03
(0.000
1 o•
) ••
-
(
 0.00
0.000
3)
(0.591) -0.003
(0.590)
F-Test of
GrpMeans 
0.029
(0.
04
8
5
27**)0 1
 *.
(0.
55
99
5
2•)•0.0
 •
(0
0.Q
.99
7095
3
5 2 •
(0.
8
8)
0.0 6
(N/A)
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PANEL Bl: Tests of Cross-Sectional Variance (1990-1994) 
Continued ... 
Factor 90DTB1 
T-Test of Difference in Means of Benchmark Pairs
AOIDY2 TERMPi R1SKP4 JAN5 All Factors 
90DTB 1 
AOIDY2 
TERMPi 
RISKP, 0.006 
(0.386) 
JANs 0.007 0.001 
f 1.2 
(0.3
°
96)··0.022
 · 0.016
(0.900)
°
*  0.015 
-0.002
(0.564)
-0.004
(0.433)
0.002
(0.733)
0.003
(0.674)*0.018° *
 
(0.021) (0.085) (0.159) 
f 4,5 0.015 0.019
(0.00
°
7)*  0.013 0.012 
0.018 *
 (0.229) (0.318) 
f 1,3 0.014
(0.115)
°
*  (0.055)
°
* 0.012 0.011 
(0.080) (0.203) (0.305) 
f 1,5 0.012 0.016
(0.03
°
2)*  0.010 0.009 
(0.15
°
3**) (0.070
°
**) 0.030 *
 
f 1,2,3 0.033
 * 0.037
 * (0.3 o07)••0.031 
 • (0.41
°
7)*
0.030 .
 (0.001
°
**) 0.028 *
 
f 1,2,5 
(0.001)
°
 0.034
 * (0.007)
° 
 0.021
(0.016)
°
·  · 
0.028 *
 
-0.057
(0.000)*-0.059°
 **
(0.000)·-0.060°
 ··
(0.000)*-0.054°
 **
(0.000)*-0.053°
 **
(0.001)*-0.039°
 *
(0.013o)•-0.041 
 •
(0.013·)-0.042°
 ··
(0.008*)-0.044°
 **
(0.006)
-0.023
(0.167)
-0.026
(0.142)
f 1,2,4 
(0.011)**0.03oD
 * (0.005)
°
**0.034
 * (0.029)
°
* 0.021
(0.04
°
9)·  · 
0.026 *
 (0.025) 
f 2,4,5 0.022
(0.002)
°
· · (0.001
°
)* 0.020
(0.011)
°
·  0.019 -
(0.011
°
**)
f I, 2,3,5 
(0.027)
°
**0.045
 * 0.049
 * (0.072)
°
**0.043
 * 0.
(0.121)**
(0.002)
0.042°···
 
fl, 2, 3,4 
(0.001)
°
**0.044
 * (0.000)°**0.048
 *
f I, 2,4, 5 
(0.000)
°
**0.043
 * (0.000)
°
**0.047
 * (0.001)
°
··0.041
 ·
(0.002) 
-0.001
(0.784)
0.005
(0.472)
0.006
(0.469)··0.020°
 ·
(0.008)*0.018°
(0.067)·0.011° · 
(0.040)*0.015°
(0.085)**0.036°
 *
(0.001)**0.033°
 *
(0.006··)0.032°
 ·
(0.001)*0.024°
 * 
(0.014)**0.048°
 *
(0.000)**0.047°
 *
(0.000)**0.046°
 *
(0.001) (0.001) (0.005) 
042°
 *
(0.005··)0.041°
 ·
(0.003··)0.040°
 ·
(0.009)
-0.027
(0.105)*0.035°
 *
(0.038)
-0.011
(0.541)
-0.012
(0.477)
-0.014
(0.469)
PANEL 82: Tests of Cross-Sectional Variance (1995-1999) 
F-Test of 
Category IF 
T-Test of Difference in Group Means 
2F 3F 4F GrpMeans 
IF 0.048°*
(0.084) 
2F 0.011°·· 0.064 
(0.275) 
3F 
(0.010)
°
**0.034
 * 0.011°· 0.081 
(0.712) 
4F 
(0.000)o••0.051 
 • (0.060)
°
**0.035
 * 0.099 
(0.871) 
SF 
(0.000)
°
**0.010
 * (0.002)
°
**0.053
 * 0.019 0.118 
(0.000) (0.000) 
O.ot8
(0.142*)0.036° *
 
(0.011) (0.225) (NIA) 
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Examining first the performance of lagged and January factors in their ability to
explain temporal variations of equity managed fund returns, I find the R2 to peak at
very consistent level of 15.3% and 15.5% for the two periods. On closer examination,
F-Test statistics prove to be highly significant demonstrating the large differeuces of
R2 conveyed by different factor combinations, even if the number of factors is held
constant. Turning therefore the attention to individual factors, no factor can single­
handedly match the peak performance with no clear winner being present. Pairs of
factors also do not improve the overall explanatory power to a degree that sufficiently
closes the gap from the peak. However, looking at triplets of factors I notice a
combination of lagged 90-Day Treasury Bill Rate, lagged Dividend Yield on the All
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PANEL 82: Tests of Cross-Sectional Variance (1995-1999) 
Continued ... 
Factor 90DTB 1 
T-Test of Difference in Means of Benchmark Pairs
AOIDY2 TERMP3 R1SKP4 JANs All Factors 
90DTB1 -
AOIDY2 0.021 D** -
(0.013) 
TERMP3 0.003 - -
(0.613) 
RISKP• 0.004 - 0.002 -
(0.520) 
0.018D**
(0.038)
0.0!7D
*
(0.093) (0.807)
JANs 0.006 0.003 0.001 -
f 2.3 
(0.439)
D**0.036
 *
-0.015
(0.131)
0.015
(0.696)**0.033D
 * (0.890)**0.032D
 *
0.030D*** -
(0.199) (0.00
°
1··) 0.029
* 
li,4 
(0.000)**0.034D
 * 0.013 om2
 ·
0.
(0.004)**o30D
 * (0.00°
6)*
-
(0.001
D**
) (0.267) 
0.028D *
 
0.026D
* 
f 2, 5 0.032
 * 0.011 
(0.002)**0.029D
 * (0.007)* (0.012)*
-
(0.001
D**
) (0.360) (0.00
D
4**) (0.013*)0.024D *
 
0.023D*
 
f 1,2 0.028
 * 0.007 0.026
 * (0.021)* -
0.077b
"' 
(0.000)*
0.056D
**
(0.000)*
0.074D
**
(0.000)*
0.072D
**
(0.000)*0.071 D
 **
(0.000)*
0.041D
**
(0.007)*0.043D **
(0.005*)
0.045D
 **
(0.004*)
0.048D
 **
(0.00
°
3··)
0.029D*
 (0.024**) (0.037D**
) (0.001
D
)
f I, 2, 3 0.050
 · (0.
519)* (0.00D
8)**0.048
 * 0.046D
 * 0.045
 * -
0.029° *
 
f 2, 3,4 
(0.000)*•0.049D
 • (0.019)* (0.000)**0.047D
 * (0.000)**0.045D
 * (0.000)D**0.044
 *
-
0.026 *
 
(0.089)
0.027D
*
0.026D
*  (0.08
5)
-0.0300
* 
f 2, 3,5 
(0.00
D
0*)*0.047
 * (0.027)* (0.000)D**0.044 *
(0.000)**0.043D
 * (0.000)**0.041 D
 *
(0.000**) (0.00°
1**)
f 2, 4,S 
(0.000)
D**0.044
 * 0.024
(0.03
D
9)* 0.042D
 * (0.000)**0.040D
 * 0.039
 * -
(0.057)*
(0.00
D
0**)
0.032D
 *
(0.045)
f I, 2,3,4 0.064
 * (0.072)**0.043D
 * (0.000)D**0.062
 * (0.001)**0.060°
 * (0.002)**0.059°
 *
(0.000**)
f I, 2, 3.5 0.061 D
 * (0.00D
1)**0.040
 * (0.000)°**0.059
 * (0.000)··0.051°
 · (0.000)**0.056D
 *
f 2. 3, 4, S 
(0.000)**0.061 D
 * (0.00D
4)**0.040
 * (0.000)°**0.059
 * (0.000)··
0.051°
 · (0.000)D**0.056
 *
(0.000) (0.003) (0.000) (0.000) (0.000) 
-0.012
(0.442)
-0.015
(0.347)
-0.015
(0.345)
Ordinaries Index and a lagged Term Premium factor to provide an R2 that differs from
the peak by just 1 .5% in both periods, a gap that is statistically insignificant at
conventional levels. This suggests that neither the risk premium nor the January effect
dummy provide significant additions to the information content in their own right32 .
The scenario is once again closely followed in cross sectional tests. Whilst the
substitutability of individual factors is higher in cross section, no single factor or a
pair of factors achieves consistent dominance, or even an R2 similar to the peak,
which reaches 8.6% in the 1990-94 period and 11.8% in the 1995-99 period. A triple
combination of the same winning factors as in the time series tests again takes the
lead, falling short of the peak by a mere 2.3% and 2.6% in the two periods,
respectively.
Collectively, the above results demonstrate that neither the January effect variable nor
the lagged proxy for risk contribute sufficient amounts of information to warrant their
inclusion in the final benchmark. As a result, factors reflecting the lagged return on a
90-Day Treasury Bond, lagged Dividend Yield on the All Ordinaries Index and the
lagged term premium are sufficient to cover the spectrum of conditional variables
highlighted by Ferson and Schadt (1996).
4.1 1  SELECTING THE PREFERRED BENCHMARK 
Before proceeding with the examination of all winning factors across all groups
selected in Table III it can be noted that two factors dealing with stock dividend yields
32 There are two prominent reasons identified of late explaining the diminished importance of the 
January Effect (lnvestopedia, 2002). First, markets are better able to price in the effect, which in itself 
is more prominent in small-caps than mid/large cap stocks. Second, due to the aging population more 
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are in the final selection. For this reason I have tested the comparative information 
content between these two benchmarks to establish whether lwt: car' ::- . shosen in 
preference to both. This has been done for two reasons. Firstly it is in the interest of 
parsimony, although this would have been also highlighted in the final test of all 
factors, where the inferior factor, if it exists, would be dropped out. Second, the 
inclusion of all nine factors in the final round as opposed to eight -if one is eliminated 
would result in dramatic increase in the computation load as the addition of just one 
factor would see the number of regressions double from 163,965 to 328,573. Table 
XXV presents the results. 
TABLE XXV 
Comparison of Proxies for Dividend Yield of Equities 
Presented in this table are the comparative statistics for the two factors reflecting the influence of dividend yield of equities. Time Series R2 is derived from regression ,., = a. + p. x 08., + e. whilst 
1 5 1  
JJ I I mJ IJ 
the cross sectional data result from cross-sectional stack regressions defined as !, k - r,: 1 . 
Ri =l-�;-�1 ---' 2 • 
rk-;,) 
i=l Both are performed against individual equity managed funds thus producing a series of results that, in tum, allow comparison of averages and the attribution of statistical significance to the resulting differences. 
Time Series R2 
R2 Differential 
Joint R2 
Joint R2 Contribution 
Cross Sectional R2 
R2 Differential 
Joint R2 
Joint R2 Contribution 
DY 1990-1994 AOIDY 0.008*** (6.747) o.056
i ..(33.431)0.048D*** (0.000) 0.063*** (29.905) 53.8% 46.2% 
0.021··· 0.050··· (9.546) 0.023D* (4.123) (0.070) 0.051··· (4.784) 60.3% 30.7% 
1995-1999 AOIDY DY · 0.056'· 0.027i .. (24.052) (20.061) 
89.7% 
0.062··· (8.067) 
99.3% 
0.029D*** (0.000) 0.078*** (26.108) 
o.ooos···(0.9912 0.084* • 
(8.699) 
10.3% 
0.062··· (6.717) 
0.07% 
people are using tax sheltered retirement plans and hence tax loss selling near the end of the year is becoming pointless. 
At first glance, tli " results in Table XXV show the median dividend yield factor to be
relatively more informative than the lagged dividend yield on All Ordinaries Index
(AOI) in the period 1990-94. Looking at the sample covering 1995-99 period, the
conclusions reverse with the lagged factor taking on precedence over the median
factor. Given the significantly larger sample in the later period, the median dividend
yield quintile will take on a number of stocks that places it on a more equal footing
with the AOI dividend yield index, and as such the later period would be a better
guide to the relative performance of the two factors. More importantly, I have also
performed tests of relative contribution to the R2 value when the two factors are tested
jointly. This will provide an accurate indication if there is a tendency for one factor to
''push out" the other if they jointly enter a benchmark. In both periods AOI based
yield factor now dominates the median dividend yield, contributing between 53.8%
and 89.7% of the total explanatory power across time, and between 60.3% and 99.3%
of the total in cross sectional tests. Such contributory dominance sufficiently confirms
the choice of the lagged dividend yield factor based on the All Ordinaries Index
stocks in preference to the median dividend yield variable.
Armed with this conclusion I finally set out to examine the information content
inherent in all the remaining pre-selected factors across all groups. These include the
equally weighted index based on the performance of managed funds, the small firm
portfolio, high value stock portfolio, winner and loser momentum portfolios, the
lagged 90-Dayt Treasury Bill rate, the lagged dividend yield on the All Ordinaries
Index and the lagged term premium factor. Table XXVI summarises the results with
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Panels A 1 and A2 reporting on time-series tests while Panels B 1 and B2 reflect on 
cross-sectional tests in the 1990-94 and 1995-99 periods, respecti·.,ely. 
1 53 
TABLEXXVI 
Two-Pass Analysis of Winning Factors Representing Potential Sources of Return Variations 
Results in this table represent the explanatory power provided by the factors found previously to be 
most informative in tests of various categories. The derivation of the R2 values follows the 
methodology detailed in Chapter 2 and summarised at Table XVIII. Panels Al and A2 represent time 
based information content for the 1990-94 and 1995-99 samples, respectively. Panels Bl and B2 
convey the results from cross-sectional tests for the same two periods. First section of each panel looks 
at the average explanatory power given a number of constituting factors, thus reflecting on the average 
incremental information contributed by addition of more factors. Statistics attached to the group means 
in the last column are the results of F-Tests of joint equality of means at each factor quantity level. 
Section two focuses on individual variables or combinations thereof and provides not only comparative 
results, but also evaluation against the peak R2 achieved when all factors are joint in a single 
benchmark. The last section found in Panels B 1 and B2 reflects the relative contributions provided by 
individual factors when they are combined into a multi-factor benchmark. 
PANEL Al: Tests of Time-Series Variance (1990-1994) 
Cat�O!j'. IF 2F 
T-Test of Difference in Group Means
JF 4F SF 6F 7F 
F-Test of
G!,E Means
IF 0.126°"" 
2F 0.112D .. *
(0.000)
°**0.239
 *
JF 
(0.000)**
0.243D
 *
0.131D
*** (0.000)**0.37oD
 *
4F 
(0.000)**0.415D
 * (0.000)**
0.302D
 *
0.171D
*** (0.000)D**0.541
 *
(0.000
D**
)
SF 
(0.000)
D**0.530
 * (0.000)D**0.418
 * (0.000)°··0.281
 · 0. l 15D*** 0.656
 *
(0.000**)6F 0.638D
 * (0.000)**0.525D
 * (0.000)**0.394D
 * (0.000)**0.223D
 * 0.108D
*** (0.000)D**0.764
 *
1F 
(0.000)
D**0.736
 * (0.000)D**0.624
 * (0.000)D**0.493
 * (0.000D**
) (0.000
D**
)
0.322
 * 0.206
 * 0.099°
*** (0.000)D**0.863
 *
(0.000**) (0.4
000
D**
) (0.000) 
SF o.
(0.000)
°**
(0.000)
D**
(0.000)
D**
(0.000)**823
 * 
0.71 l
 * o.s8oD
 * 0. 08
 * 0.293
 * 0.185D
 * 
0.081°··· 0.950
{0.000} {0.000} {0.000} {0.000} {0.000} {0.000} {0.000} (NIA} 
Factor EWMF, SIZ�.2 
T-Test of Difference in Means of Benchmark Pairs
VA4ix.J MOMLS.4 MOMWN.5 90DTB6 AOIDY1 TERMPs All 
Factors 
EWMF, -0.308
SIZEMIN.2 -0.58o
··· (0.000)**
-0.888
 *
VA4tx.3 
(0.000)**
-0.584
 * 
0.004
(0.000)**
-0.892
 *
-
(0.402···
)
MOMLS.4 
(0.000)**
-0.552
 * 
0.028
 
 0.032***
(0.000)**
-0.860
 *
MOMWN.5 
(0.000)** (0.000)··· (0.000)4***-0.530
 * o.o5o
  0.05
  0.022···
(0.000)**
-0.838
 *
90DTB6 
(0.000)
4**
(0.000)
4**
(0.000)** (0.000)**
-0.61
 * 
-0.03
 * 
-0.029
 * 
-0.062
 * 
-0.084
***
-
(0.000)··0.921
 ·
(0.000··)AOIDY1 
(0.000).. (0.000)4**
(0.000)·· (0.000)**-0.634 
 . 
-0.05
 * 
-0.050
 · 
-0.082
 · 
-0.104
 * 
-0.020
··· (0.000)**-0.942
 *
(0.
4
000**) (0.000··)TERMPs 
(0.000)** (0.000)·· (0.000)·· (0.000)**-0.630
 * 
-0.050
 · -0.0 6
 * 
-0.018
 · 
-0.100
 * 
-0.011
 · 0.004 ..
(0.000)**
-0.938
 *
(0.000··)  0.632
 
0.604
 
0.582
 
0.665
*  0.686*
 
f 1.3 0.052
(0.000)*** (0.000)***0.636
  (0.000***)  (0.000***)  (0.000)* (0.0
18
*) 0.682***
(0.000)**
-0.256
 *
(0.018**)  
0.624
*  
0.629
 
0.596
 
0.574*
 
0.658
 
0.678 .
 
0.675
 
f 1.2 0.044
(0.000)* (0.000)*** (0.000)*** (0.000)* (0.000)*** (0.000). (0.000)*** (0.000)..
-0.263 
 .
0.1 1 
 (0.000) 
0.726 *
 
0.693
 
0.611·
 (0.000) 
0.776
 
0.772 .
 
f 1.2.3
(0.0
4
39
***)  0.121 ••• 
(0.0002*  (0.000)*** (0.000)·
0.155***
(0.000)*** (0.000).. (0.000)**
-0.166
 *
0.130
 
0.110
 
0.71 .
 
0.682
 
0.660
 
0.764
*  
0.760
*  
f 1.2. 7
(0.000)*** (0.000***)  (0.000)4 .
(0.000)*** (0.000)*** (0.000)***0.744
  (0.000)* (0.000)* (0.000)..
-0.178 
 .
0.125
 
0.105
· 
0.110
 (0.000) 
0.655
 
0.739
 
0.759
 
0.756
*  
f 1.3. 7
(0.000***)  (0.000)·•
(0.000)··· 
0.611*** 
(0.000)*** (0.000)*** (0.0002* * (0.000)* (0.000)··
-0.182
 ·
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 
154 
f 1.2. 3. 7 0.267
***
0.847*** 0.851*** 0.819
***
0.797*** 0.881
*** 0.901 *** 0.897*
** 
-0.041 
*
0.266
 
0.846*
 
0.850
 
0.796*
 
0.880
*  0.900*
 
-0.042
*  
f 12.3. 5 
(0.000)*** (0.000)* (0.000)*** 0.818
(0.000)***  (0.000)* (0.000)* (0.000)* 0.896
(0.000) *** (0.0
56)*
0.259
 
0.839
 
0.844*
 (0.000) 
0.789*
 
0.873*
 
0.894
*  0.890*
 (0.035**)
f 1.2. 3, 4 
(0.000)*** (0.000)*** (0.000)* 0.811 ••• 
(0.000)* (0.000)* (0.000)* (0.000)*
-0.048
 *
(0.000) 
0.861 *
 
0.865
*  0.833
*  (0.000) 
0.895
 
0.915*
 (0.000) (0.009) 
f 1,2,).5,7 0.281 ••• 
(0.000)* (0.000)* (0.000)* 0.811 ••• 
(0.000)*** (0.000)*
0.911 ••• -0.027
0.215
*  
0.855
*  
0.860*
 
0.827
*  
0.805·
 
0.889
*  0.910·
 
0.906
*  (0.1
72
*)  
f 1.2,J 7 
(0.000)* (0.000)* (0.000)* (0.000)* (0.000)· (0.000)*
(0.000)· (0.000)*
-0.032
{0.000} {0.000} {0.000} {0.000} {0-000} {0.000} {0.000} {0.000} (0.093} 
PANEL A2: Tests of Time-Series Variance (199S-1999) 
Cat�O!}'. IF 2F 
T-Test of Difference in Group Means
3F 4F SF 6F 7F 
F-Test of
G!J! Means
IF 
2F 0.101D***
3F o.
(0.000)
°**252
 * 
0.151D***
4F 0.408D
***(0.000)  (0.000)**0.306D
 * 0.156D***
SF 
(0.000)**0.533D
 * (0.000)D**0.431 
 * (0.000)**
o.281°
 * 0.125D***
(0.000
D**
)
6F o.
(0.000)
°··
(0.000)
°**
(0.000)
D**650
 · 0.549
 * 
0.398
 * 0.243
 * 0.l 18D***
7F 0.753D 0.652D
(0.000)**(0.000) *** (0.000) *** (0.000) ···  * 
(0.000)**
o.so1° 0.346D 0.221D
 * 0. l03D***
O.l 168"'"
(0.000)**0.217D *
(0.000)**0.368D *
(0.000··)0.524°
 ·
(0.000)**0.649° *
(0.000)**
0.766D
*
(0.000)**0.869° *
(0.000**) (0.000**) (0.000**) (0.000D**
) (0.000) 
8F 0.846D
 * 0.745D
 * (0. D
000) **0.594
* (0. D
000) **
0.438
*
0.314D
 * 0.196
 * 0.093D*** 0.962
{0.000} {0.000} {0.000} {0.000} {0.000} {0.000} {0.000} (NIA} 
Factor EWMF1 SIZEMIN.2 
T-Test of Difference in Means of Benchmark Pairs
VA4oc,3 MOMLS,4 MOMWN.5 90DTB6 A0IDY7 TERMPs All 
Factors 
EWMF, -0.300
(0.000**)SIZEMIN.2 -0.616
***
-0.916
 *
VA4oc,3 
(0.000*
)*
-0.612
 * 0.004** -
(0.000)··
o.912
 ·
(0.000**
) (0.033**) -0.923
* 
MOMLS.4 -0.623
 * 
-0.007
 * 
-0.011 
***
(0.000)**
(0.000··)MOMWN.5 
(0.000*
)* (0.001)* 
-0.612
 * 
0.004
 
0.000
  0.011 ••• -
(0.000)··0.912
 ·
(0.051**) (0.
980**) (0.000**)
(0.000
5 **
)
90DTB6 
(0.000)**
-0.652
 * 
-0.036
 * 
-0.040
 * 
-0.029
 * 
-0.040
*** -0.9 2
 *
(0.000**) (0.000**) -0.906
* 
AOIDY1 
(0.000)··
(0.000)** (0.000)***
-0.606
 * 0.01 o · 
 
0.006
 * 0.017
 * 0.006
  0.046***
(0.000)**
(0.000**) (0.000**) (0.000**)TERMPs 
(0.000*)*
(0.000)** (0.00
1
*
)*
-0.647
 * 
-0.031 
 * 
-0.035
 * 
-0.024
 * 
-0.035
 * 0.005
 * 
-0.041 
•••
(0.000)**
-0.947
 *
0.010
 
0.686*
 
0.682 *
 
0.693*
 
0.682*
 
0.122·
 
0.676*
 (0.000··)
f 1,2 
(0.000***)  (0.000*) (0.000)* *
(0.000)* (0.000)* (0.000)·
(0.000*) 0.717*** -0.230
 ·
0.066
 
0.682
 
0.678
 
0.689
 
0.718*
 
f I, 7 
(0.000)*** 
(0.000)*** 
(0.000)*** (0.000)*** 0.678
(0.000)***  (0.000*) 0.672
(0.000)***  
(0.000*** ) (0.000)**0. 713 -0.234
 *
0.183*
 
0.799 *
 
0.795 *
 
0.806*
 
0.795
 
0.835 * 
 
0.789*
 
f 1,2, 7 
(0.000)* (0.000)**  
(0.000)**  
(0.000)* (0.000)*** 
(0.000)**
(0.000*) (0.000), * * 
(0.000)**
0.830 -0.118
 *
0.180 *
 
0.796*
 
0.792*
 
0.803
 
0.792*
 
0.832*
 
0.786*
 (0.000) *** (0.000**)
f 1,3, 7 
(0.000)**  
(0.000*) (0.000)* (0.000***)  (0.000)* (0.000*) (0.000)* 0.827 -0.120
 *
0.179*
 
0.795*
 
0.791
*  0.802·
 
0.791 *
 
0.831 *
 
f 1.2,3 
(0.000*) (0.000*) (0.000*) (0.000)·
(0.000*) (0.000)* (0.000)·· (0.000)**
(0.000)**
o.785
·  0.826 * 
 
-0.121
 *
0.256*
 
0.812
 
0.868*
 
0.879*
 
0.868
 
0.908*
 
0.862*
 
0.903*
 (0.000)*  
f 1,2.3. 7 
(0.000)* (0.000)··· 
(0.000)* (0.000*) (0.000***)  (0.000)*
(0.000*) (0.000)*
-0.044
0.256*
 
0.872*
 
0.868
 
0.879
*  
0.868
 
0.908
*  0.862 *
 
0.903*
 
f 1.2. s. 7 
(0.000*) (0.000*) (0.000***)  (0.000)* (0.000)*** 
(0.000*) (0.000* )*
(0.000*) -0.045
(0.091)*  
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0 79)
155 
f I, 4, 5. 7 0.254*** 0.870*** 0.866*** 0.877*** 0.866*** 0.906*** 0.860*** 0.901 ••• -0.046*
f 1,2,1,5, 7 o.2n
·  0.888
 
0.884*
 
0.895*
 
0.884
 
0.924
 
0.878
 
0.919*
 (0.066) (0.000)· · (0.000)*** (0.000)* (0.000)* (0.000)*** (0.000)*** (0.000)*** (0.000)* -0.028
 
 
0.887
 
0.894
 
0.883
 
0.923
 
0.918*
 (0.121) 
f 1,2,1,4, 7 0.271
(0.000)*** (0.000)*** 0.883 
(0.000)•••  (0.000)*** (0.000)*** (0.000)*** 0.877
(0.000)***  (0.000)* -0.029
0.269
 
0.885
 
0.881 
 
0.892*
 (0.000) 
0.875
 
0.916
 
f 1,2,1,6, 7 
(0.000)*** (0.000)*** (0.000)*** (0.000)* 0.881 ... 0.921 
(0.000)•••  (0.000)*** (0.000)*** -0.031 
(0116)*  
{0.000} {0.000} {0.000} {0.000} {0.000} {0.000} {0.000} {0.000} (0.097} 
PANEL Bl: Tests of Cross-Sectional Variance (1990-1994) 
Cat�o� IF 2F 
T-Test of Difference in Group Means
3F 4F SF 6F 7F 
IF o.057b
F-Test of
G!!!Means"'" 
2F 0.086D***
(0.000)
D**0.143
 *
3F 
(0.000)
D**0.139
 * 0.053°···
(0.000)
D**0.196
 *
4F 
(0.000)
D**0.2 l 7
 * (0.000)**0.131 D
 * 0.078D***
(0.000)
D**0.274
 *
SF 
(0.000)
D**0.275
 * (0.000)D**0.189
 * (0.000)D**0.137
 * 0.059°**
(0.000)
D**0.332
 *
(0.000
D**) (0.000D**) (0.013D**) (0.000D**)6F 
(0.000)
D**0.334
 * 0.248
 * 0.195
 * 0.1 l 7
 * 0.058D** 0.391
 *
(0.000
D**) (0.038**) 0.448 *
 
7F. 
(0.000)**0.391 D
 * (0.000D*)*0.305
 * (0.000°·)·0.253
 · 0.174
 * 0. l 16D
 * o.057°*
(0.000)
D*
(0.000
D**) (0.000D**) (0.000D**) (0.000D**) (0.000D**) (0.081**) (0.01
8)
SF 0.448
 * 0.362
 * 0.309
 * 0.231 
 * 0.172
 * 0. l 14D
 * 0.057 0.505 
{0.000} {0.000) {0.000) {0.000) {0.000) {0.002) {0.135) (NIA) 
Factor EWMF1 
T-Test of Difference in Means of Bencbmarlc Pairs 
SIZEMIN,2 VA4tx.3 MOMLS.4 MOMWN.5 90DTB6 AOIDY1 TERMPs All 
Factors 
EWMF1 -0.313
SIZEMIN.2 -0.154***
(0.000)**-0.467
 *
(0.000**)VA4tx,1 -0.139
 * 0.015
(0.000)**-0.452
 *
(0.000**) (0.375) (0.000**)MOMLS., -0.149
 * 0.005 -0.010 -0.462
 *
(0.000**) (0.673) (0.543) (0.000**)MOMWN,5 -0.144
 * 0.010 -0.005 0.005 -0.457
 *
(0.000**) (0.471) (0 771) (0.710)90DTB6 -0.163
 * -0.009 -0.024 -0.014 
 
-0.019*
(0.000)**-0.476
 *
(0.380) (0.103*) (0.082) (0.000**)AOIDY1 
(0.000)**-0.165
 * -0.011 -
(0.105)*0.026  
 
-0.016
  -0.021 •• 
 
-0.002 -0.478
 *
(0.000**) (0.260) (0.055*) (0.564) TERMPs -0.166
 * -0.012 -
(0.073)*0.027
  -0.018
 * -0.022
(0.049·) · -0.004 -0.001
(0.000)**-0.479
 *
0.062
 
0.201 ••
 (0.045· 20.211 •
 
0.206
 
0.225
 (0.000)
fu 
(0.000***)  0.216
(0.220***)  (0.063)• (0.04*1)** (0.433***)  0.227
(0.78* 4)* 0.229*** -0.251 ••
 •
(0.007··) 0.206 *
 
0.190
 
0.200 ·
 
0.196
 
0.214
 
0.217*
 
0.218*
 (0.000**)
f1.2 0.052
(0.000)**  (0.000)*** (0.000··)  (0.000***)  (0.000***)  (0.000*) (0.000)* -0.261
 *
0.199*
 
0.184*
 
0.194*
 
0.189 * 0.208 *
 
0.210 ·
 (0.000) (0.000**)
fu 0.045
(0.012**)  (0.000*) (0.000)* (0.000*) (0.000* )  (0.000* )  (0.000··)  0.211 ••• -0.268
 *
(0.036) 
0.160*
 
0.145
 
0.155
 
0.150 •
 
0.169
 (0.000•)0.171 • •
 
0.172*
 (0.000**)
f •. 1 0.006 
(0.000)* (0.000)*** (0.000***)  (0.000)** (0.000***)  (0.000*) -0.307
 *
0.159
 
0.313
 
0.298*
 
0.308 *
 (0:000• ) 0.322
 
0.324*
 
0.325*
 
f 1.2.J 
(0.744***)  (0.000***)  (0.000)* (0.000**)  0.303 ••
(0.000)··· (0.000*) (0.000*) (0.000)**-0.154
 *
0.114*
 
0.268*
 
0.253*
 
0.263 *
 
0.258*
 (0.000··) (0.000**) (0.000**)
f 1.2.s 
(0.000*) (0.000*) (0.000)* (0.000**)  (0.000*) (0.000)**o.2n
 · 0.280
 * 0.281
 * -0.198
 *
(0.000•) (0.000**) (0.000***) (0.000**) (0.000***) (0.000**)
f 1,3, 7 o.
(0.000)·· (0.000)*** (0.000)••on
 · 0.226
  0.211 
 
• 0.221 •
 • 0.216
 * 0.235
  0.237
 * 0.238
  -0.241
 *
(0.002***) (0.000··) (0.000***) (0.000***) (0.000* 2 (0.000**) (0.000*)  
!
(0.000)*** (0.000)***
1,2,J, 7 0.236
  0.390 · 
 
0.375
  0.385
  0.380
  0.399
  0.401 • 
 
0.402
 * -0.077
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.052) 
156 
J1,2, ), 5 0.210 ... 0.364 ... 0.349 ... 0.359 ... 0.354**• 0.373 ... 0.375 ... 0.376**' -0.103•••
(0.008) 
!
(0.000)** (0.000)*** (0.000)•• (0.000)** (0.000)" (0.000).. (0.000)"* (0.000)**i, 2, ), 5, 7 0.252
 · 0.406
 
0.391 
 • 0.400
 ' 0.396
 * 0.414 
 . 0.417
 
0.418
 ' -0.061
0.387 
 
0.406
 (0.126)*
!1.l,J,4,5 0.243
(0.000)*** 0.397'
(0.000)" 0.382
(0.000)"* 0.392
(0.000)"* (0.000...) (0.000)"* 0.408
(0.000)"* 0.410
(0.000)**' -0.o70
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0 ')00) (0.000) (0.076)
Analysis of Estimated Returns Contribution 
Combination EWMF 1 VA4tx,iSIZEMIN,2  MOMLS.• MOMWN,5 90DTB6 A0IDY7 TERMPs 
fi. z. ), 7 76.9% 2.3% 5.4% 15.4% 
62.6% 6.5% 4.4% 11.6% 14.9% !t,2,),5, 7 
All Factors 63.0% 6.2% 3.0% 0.1% 10.0% 2.8% 14.6% 0.2% 
PANEL 82: Tests of Cross-Sectional Variance (1995-1999) 
F-
Cat!?SO!}'. IF 2F 
T-Test of Difference in Group Means
3F 4F SF 6F 7F 
IF 0.075°
Test of
�Meansm 
2F 0.080°··· 0.
(0.000)o•• J 55
 •
3F 
(0.000)ou0.164
 • 0.0840 .. •
(0.000)
°**0.239
 *
4F 
(0.000)"0.260°
 * (0.000)..0.180° 
  * 0.096°**•
(0.000)..0.335° 
 * 
SF 
(0.000)**0.330°
 * (0.000)**0.251°
 · (0.000)**0. )67°
 * 0.071°"*
(0.000)**0.405°
 *
(0.000
°**)6F 
(0.000)**0.382°
 * (0.000)°**0.303
 * (0.000)**0.218°
 * (0.001)··0.122°
 · 0.052°·· 0.457
 *
(0.000
°**) (0.000°**) 0.506 *
 
7F 0.432
 * 0.352
 * (0.000)**0.268°
 * (0.000)** (0.041)**0. J 72°
 * 0. J02D
 * o.o5o0*
(0.000)
D*
(0.000**) (0.000**) (0.000°**) (0.000°··) (0.0
8
°
4**) (0.032) SF 0.480°
 * (0.000)**0.400°
 * 0.316°
 * 0.220 0.150
 · 0.098
 * 0.048 0.555 
(0.000) (0.000) (0.000) (0.000) (0.000) (0.002) (0.134) (NIA) 
T-Test of Difference in Means of Benchmarlc Pairs
Factor MFEW1 SIZEMIN,2 . VA4tx,1 MOMLS,4 MOMWN,s 90DTB6 AOIDY1 TERMPs All 
Factors 
MFEW1 -0.425
SIZEMIN,2 -0.041 *
(0.000)**-0.466
 *
(0.063**) (0.000**)VA4tx,i -0.059
 * -0.018 -0.483
 *
(0.374) (0.000**)MOMLS.• 
(0.00 I)**-0.045
 * -0.004 0.014 -0.470
 *
(0.828) (0.354) 
0.478 .
 
MOMWN,s 
(0.010)••-0.053
 • -0.012 0.006 -0.008 -
(0.000)..
(0.003..) (0.539..) (0.694**)90DTB6 
(0.576)**-0.089 
 . -0.048 
 . -0.030
 * -0.044
 * -0.036***
(0.000)**�0.514
 *
(0.006) (0.009) (0.001)
AOIDY1 
(0.000)** (0.000)*-0.068
 * -0.027 
 
-0.009 
 
-0.023 -0.015 
 
0.021·· 
(0.000)**-0.493
 *
(0.142**) (0.229**) (0.013)TERMPs 
(0.000)** (0.486)** (0.066)**-0.086
 * -0.045
 * -0.028
  -0.041 
 * -0.033
 * 0.003 
 
-0.018** -
(0.000)··0.511
 ·
0.098* 0.139* 0.157* 0.143* 0.151 * 0.187* 0.166*f 1,2 
(0.000)* (0.01 *0) (0.02 *0) (0.000)* (0.002*) (0.613*) (0.038*) 0.184***
(0.000)**-0.327
 *
0.094 *
 
0.135
 
0.139
 
0.147
 
0.180 *
 
f 1,5
(0.000)" (0.000***) 0.153
(0.000)*** (0.000)*** (0.000)*** 0.183
(0.000)*** 0.162
(0.000)··· (0.000* ) (0.000)**-0.331 
 *
0.093
 
0.152
 
0.138
 
0.146
 
0.161 
 
0.179*f 1,3 
(0.000)*** 0.134
(0.000***) (0.000)··· (0.000)*** (0.000)*** 0.182
(0.000)*** (0.000***) (0.000)* (0.000)**-0.332
 *
0.089* 0.130· 0.147* 0.134* 0.142
 
0.178* 0.157* 0.175*
(0.000**)
f 1,7 
(0.000*) (0.000·) (0.000)* (0.000)* (0.000)*** (0.000)* (0.000*) (0.000*) -0.336
 *
0.198* 0.239
 
0.257
 
0.243
 
0.251
 
0.287* 0.266
 
0.2
 
f 1,2, 7 
(0.000)* (0.000* )* (0.000)*** (0.000***) (0.000)**· (0.000)* (0.000)*** (0.00084* )*
(0.000)**-0.227
 *
0.195
 
0.236
 
0.254 . 0.240
 
0.248
 
0.284* 0.263 •
 
0.282·f 1,3, 7 
(0.000***) (0.000)*** (0.000). (0.000)*** (0.000* )* (0.000)* (0.000* ) (0.000·) (0.000)*-0.23((
 *
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 
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Reviewing first the F-Test statistics one can immediately note that the various factor 
combinations are highly varied in their explanatory power. In contrast to all previous 
results, however, the statistics are not only highly significant in the temporal tests, but 
also in the tests of cross-sectional explanatory power. The F-Statistic approaches zero 
in both dimensions across all levels and in both periods, confirming that, on average, 
no two combinations of factors are alike. So which benchmark performs the best? 
Examining first the time-series results, a significant improvement in average R 2 value
is recorded with every factor addition, with p-value for all adjacent levels 
approximating zero. Whilst the individual factors offer an average explanatory power 
of just 1 2.6% and 1 1 .6% in the two periods, combining all variables together is 
capable of explaining as much as 95.0% of returns variations in 1 990-94 and up to 
96.2% of variations in 1 995-99. This confirms that the final selection of factors is 
highly reflective of the returns generating process of equity managed funds across 
time, and the exclusion of some of the previously examined and / or omitted 
extraneous factors does not significantly detract from the explanatory power. With 
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f l,5, 7 0.187*** o.22s***. 0.246*** 0.232*** 0.240*** 0.276*** 0.255*** 0.213*** -0.238···
0.285
 
0.326
 
0.343
 
0.330
 
0.337
 
0.373* 0.353
 
0.371 
 (0.000)*** (0.000)*** (0.000)*** (0.000)*** (0.000)*** (0.000)* (0.000)*** (0.000)***
(0.000)**
-0.140
 *
0.281 • 0.322
 
0.334
 
0.370
 
0_349•••
 
0.367 
. 
!1.2.J,7
!1.2.J,5
(0.000)•• (0.000)··· 0.340
(0.000)*** 
0.326
(0.000)*** (0.000)*** (0.000)*** (0.000)  (0.000)..
(0.049)**
-0.144
 *
(0.028*)
!
(0.000)*** (0.000)*** (0.000)• (0.000)*** (0.000)** (0.000)*** (0.000)*** (0.000)**
1,2,J,5,7 0.366
 
0.407
 
0.424•
 •
0.41 J 
 
0.418
 * 0.454
 
0.434
 
0.452
 *
-0.059
(0.074*)
!
(0.000)*** (0.000)*** (0.000)*** (0.000).. (0.000). (0.000)..
(0.000)
...
(0.000)**
1.2,), 7,8 0.359
 
0.400
 
0.418
 
0.404 
 .
0.412 .
 .
0.448 
 
. 0.427 
 
0.445
 *
-0.066 •
{0.000} {0.000} {0.000} {0.000} {0.000} {0.000} {0.000} {0.000} {0.045} 
Analysis of Estimated Returns Contribution 
Combination MFEW1 SIZEMIN,2 VA4tx,i MOMLS.• MOMWN,5 90DTB6 AOIDY1 TERMPs 
!1.2.J. 7 73.6% 3.7% 4.9%, 17.8% 
fi.2.i.s,1 67.3% 5.9% 4.0% 13.1% 9.7% 
All Factors 63.3% 7.1% 5.6% 0.2% 8.7% I. 9"/o 13.1% 0.1% 
these figures in mind, I next tum to the examination of individual factors in an effort 
to find a more parsimonious benchmark without significant reriuc!i,rn ir R 2 
Previewing first the individual factors, the factor reflecting the aggregate movement 
in the equity market immediately stands out by explaining as much as 64.2% of the 
variance in 1990-94 and 66.2% in 1995-99. Whilst impressive in its own right, it is a 
far cry from the peak R2 recorded for all factors jointly. Looking next at the 
combination of factor pairs an improvement is noted when the market factor teams up 
with the value factor in 1990-94 to provide a lead R2 of 69.4% (or 25.6% below peak 
significant at a 1 % level) and with the small firm factor in 1995-99 to head with a 
73.2% R2, also falling short of the peak by a significant 23%. The best performing 
triplet comprising the market factor, small firm factor and alternatively the value 
factor in 1990-94 and AOI dividend yield factor in 1995-99 add around 10% in 
explanatory power, but this too is significantly different from the peak. The first peak 
at a benchmark that provides an R2 insignificantly different from the peak comprises 
four factors that already featured in lower level groups - equity market, size, value 
and the AOI dividend yield factors. Collectively these factors explain between 90.9% 
and 91.8% of the variance in time series returns, which is insignificantly different 
from the peak at conventional significance levels. As a test of robustness I examine 
five-factor combinations. The leading benchmark with an R2 of 92.3% and 93.4% for 
the earlier and the later period, respectively, contains the same four variables just 
noted, supplemented by a winner momentum factor. 
Focusing next on the cross-sectional part of the study, significant increment in the 
average explanatory power can be noted as extra factors are added. However, such 
159 
significance gradually fades and beyond six factors addition of extra variables
provides little ex::-� benefit. The peak R2 is however noted to reach as high as 50.5%
for 1990-94 and 55.5% for 1995-99. Whilst these figures are less than those for the
temporal tests, it is nevertheless a solid percentage given the difficulties plaguing the
tracking of sectoral differences. Examining the factors individually, aggregate market
movement again comes out strongest. Neither the leading pairs nor the lead triplets of
factors, all of which feature heavily a mix of the previously highlighted factors, are
able to provide an explanatory power that approaches the peak. Only when
combinations of four factors are tested, the same group of factors that took the lead in
temporal studies can provide explanatory power that does not fall significantly short
of the peak. However, the 7.7% reduction in R2 is only marginally insignificant (p­
value of0.052) in 1990-94, whereas a 14.0% drop in 1995-99 crosses the significance
boundary with a p-value of 0.049. Examining the next level comprising five factors
once again supplements the previous four factors with a winner momentum variable.
This time, however, the difference from the peak (6.1 % and 5.9% for the earlier and
the later sample, respectively) is insignificant in both periods.
Looking jointly at the results of information content tests in the two dimensions, a
clear selection of preferred factors can be made. The four core factors include the
equally weighted portfolio of equity managed funds proxying for the aggregate equity
market movements, a portfolio of the smallest quintile of companies reflecting the
well documented small firm effect, a portfolio of the highest value stocks (lowest
book-to-market ratio) and a lagged dividend yield variable on the stocks comprising
the All Ordinaries Index reflecting the conditional expectations posited by Ferson and
Schadt (1996). For greater accuracy, particularly in cross sectional studies, these four
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factors can be supplemented by a quintile portfolio of past winners embracing the
momentum effect as indicated by Carhart (1995).
As highlighted in the previous sections on size, value and momentum analysis, the
definition of the selected factors is based on the actual performance of the preferred
portfolios. This contrasts with the definition of size and value portfolios adopted by
Fama and French (1993) and later supplemented by a momentum portfolio in
Carhart's (1995) study, who use the difference between the two extreme quintiles to
form their benchmark factors. To cater for this difference, I re-run the regressions
using the winning factors, substituting the portfolio definition of size, value and
momentum factors for the differential definition. The results are presented in Table
XXVII.
TABLE XXVII 
Comparison of Differential Factor Definition against Composite Benchmark 
Results presented in this table show the change in explanatory power, across time series as well as in cross section, arising when my original quintile definitions of characteristic factors are substituted for the differential formulation posited by Fama and French (1993) and Carhart (1995). All results are significantly negative showing the original quintile definition of these factors to be the preferred formulation. 
It can be clearly noted that the explanatory power has dropped significantly on all
accounts. In time series the reduction of explanatory power ranges from a decrease of
6.8% when only the small firm factor is substituted for the SMB definition, up to
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SMB HML MOM All 
TS 1990-94 
1995-99 
cs 1990-94 
1995-99 
-0.068D***
(0.001)
-0.072D***
(0.000)
-0.091 D**
(0.042)
-0.132°···
(0.000)
-o.os1°···
(0.000)
-0.086D***
(0.000)
-0. 100D**
(0.013)
-0.127D***
(0.000)
-0.075D***
(0.000)
-0.083°***
(0.000)
-0. 121 D***
(0.000)
-0.140D***
(0.000)
-0. J35D***
(0.000)
-0.141D***
(0.000)
-0. I 72D***
(0.000)
-0.203D***
(0.000)
14.1 % when all factors are redefined. Similarly, the drop in cross sectional
information content varies between 9.1 % and 20.3%. It can be also noted, that the
figures are negative for all redefinitions, indicating that none of differential factors
help improve the overall explanatory power of the benchmark.
These results thus reinforce the validity of the original portfolio definition of the
chosen factors. However, whilst a benchmark formed in this manner can be confirmed
to be informative, its objectivity needs to be further investigated.
4.12 TESTS OF OBJECTIVITY AND FACTOR SUFFICIENCY 
Before investigating objectivity of the newly formed benchmark, I perform a several
tests that measure the sufficiency of factors selected for the benchmark.
First, if the variables comprising a multifactor benchmark are sufficient and there is
no apparent lack of additional explanatory variables, the residuals from a regression
of this benchmark against the dependent variables should approximate white noise.
Results from the analysis of regression residuals under the three models, three
alternative risk free proxies and the two time frames is presented in Table XXVIII,
below.
If the a benchmark were a perfect fit in explaining returns variance, it would be
expected that the residuals will have a mean of zero, variance of one and a normal
distribution. The last test is measured using a Jarque-Bera test with an
162
TABLE XX.VIII 
Test of the Regression Residuals against Composite Benchmark 
Three statistics are presented in an effort to find whether the residuals from fund regressions on the pre­
selected benchmark approximate white noise. If such is found to be the case, I can conclude that the 
factors comprising this benchmark definition are sufficient without an apparent lack of further 
explanatory variables. The hypothesized mean and variance are presented in the first row of the table. 
Normality tests are performed using the Jarque-Bera methodology that considers skewness as well as 
kurtosis of a distribution, standardised to show a null value when perfectly normal distribution is found. 
expected value of zero. The test is based on the sample skewness a1'(i kurtosis
whereby a normal distribution has skewness approximating zero and kurtosis
approximating 3.
Examining the results in Table XXVIII, the hypothesis of zero mean cannot be
rejected at conventional levels, with p-values of 0.632 and 0.841 for the earlier and
later period, respectively. Similarly, the hypothesis of unity variance cannot be
rejected with p-values of 0.086 and 0.058 for the two periods, albeit only marginally.
Testing the residuals for normality does, however, leave room for improvement.
Whilst for the 1995-99 sample Jarque-Bera statistic cannot reject normality at
conventional levels, results for 1990-94 do confirm non-normal distribution. Overall,
these results confirm that although the composite benchmark is not 'perfect' , it
adequately explains the returns of equity managed funds.
A second test examines the adequacy of selected factors under selectivity-timing
separation models and revolves around the exclusion restriction test presented in the
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1990-94 
1995-99 
" Significant at 5% level 
•• Significant at I% level
Mean 
0 
0.009 
(0.632) 
0.004 
(0.841) 
Variance 
0.887 
(0.086) 
1.230 
(0.058) 
Normality 
0 
6.012 
(0.049) 
5.420 
(0.067) 
earlier part of this study. Table XXIX summarises the results of these tests when the
composite benchmark is adopted.
TABLE XXIX 
Exclusion Restriction Tests of Composite Benchmark 
Panel A of this table shows the coefficients, and their respective statistical significance, found in the 
exclusion restriction tests detailed in Chapter 2 and summarised at Table XIV. A significant coefficient 
on the higher-order variable suggests a non-trivial degree of misspecification in the timing-selectivity 
separation model. Panel B presents the correlation coefficients between the excess returns derived from 
unrestricted models and those computed using models restricted by the higher order factors. High 
degree of correlation reflects the weak impact any misspecification in the unrestricted model has on the 
overall conclusion regarding the performance of managed funds 
PANEL A: Significance of Higher Order Constants 
Looking at Panel A of the table I find the coefficients for higher order factors to range
from -3.115 to -2.176 for the Treynor and Mazuy (1966) formation of the model,
whilst coefficients for the higher order variables inserted into Henriksson and
Merton's (1981) model vary from -2.231 to -1.673. All of these coefficients are
statistically significant, confirming an inherent degree of misspecification in the
selectivity - timing separation models. To test the impact of this misspecification on
the conclusions reached from these models, I once again compute the correlation
coefficients between the unrestricted models and their counterparts supplemented by
the higher order factor. The outcome is presented in Panel B of Table XXIX. A very
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Henriksson - Merton (1981) Treynor - Mazuy (1966) 
R13wl\ Rum Rco� RwYR Ruwl\ Rco� 1990-94 CB - - -ioii "
1995-99 CB - -
(-3.39l 
• Significant at 5% level
•• Significant at 1 % level
2.176.
(-2.96J 3.0411 (-3.53)
2.883'" 
(3.04�3.115 1 (-3.89) -2.734"(-4.11)
-2.014 ..
(3.27�-1.673 "(-3.59)
-2.128 •
(3.45�-1.984"(-3.83)
-2.2311 
(3.5q-2.222 "(-4.06)
PANEL B: Correlation of Alphas and Betas between Restricted and Unrestricted Models 
Treynor - Mazuy ( 1966) Henriksson - Merton ( 1981) 
Selectivity Timing Selectivity Timing 
1990-1994 0.9311 0.9114 
1995-1999 
0.9983 
0.9993 0.9680 
0.9978 
0.9983 0.9481 
high correlation approximating unity can be observed for both models and both time
frames, again confirming that the degree of misspecification is insufficient to
invalidate the conclusions drawn.
Collectively, the above results confirm the informativeness of the selected benchmark
as well as sufficiency of its factors. A final test before the benchmark can be
confirmed as optimal is the objectivity test. Once again the benchmark is applied to a
set of naive portfolios. As the formation of these portfolios is passive and requires no
special skill, finding of a significant abnormal return would point to the inadequacy of
the benchmark. Results for the composite benchmarks are presented in Table XXX.
TABLE XXX 
Test of the Composite Benchmark against Naive Portfolios 
Presented are the excess returns measured by the pre-selected composite benchmark under the three performance models against a set of naive portfolios. Since construction of naive portfolios does not require any special skill, an objective measure will report zero excess returns. 
It can be immediately noted that none of the abnormal returns are significant. This is
consistent not only across the two time frames, but also across all the models tested.
In fact, the results are firmly insignificant even for the Henriksson - Merton model
definition, an area where the previous 'favourite' , the Eight Portfolio (8P) benchmark
proposed by Grinblatt and Titman (1988) experienced difficulties. Moreover, since
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Jensen's ( 1966) Alpha Treynor - Mazuy ( 1966) Henriksson - Merton ( 1981) 
Rmn. Rim Rcori2 Rlll!r'.K Rim RmMP Rm,ir:K R1gm Rmri2 
1990-94 CB 28 25 24 18 21 23 48 36 40 
(0.91) (0.85) (0.76) (0 9) (0.63) (0.73) (1.66) (1.29) (1.41) 
1995-99 CB 31 26 28 16 18 18 53 41 48 
• Significant at 5% level
.. Significant at I% level
(0.96) (0.83) (0.87) (0.49) (0.55) (0.56) (1.62) (1.34) ( 1.50) 
the composite benchmark has been proven to be informative, such lack of bias is not
due to the lack of explanatory power.
In light of the results produced by the robustness and objectivity tests presented in this
section, as well as the high information content revealed previously, I can conclude
that the newly formed composite benchmark comprising the equally weighted returns
on equity managed funds, equally weighted portfolio of the smallest quintile of firms,
equally weighted portfolio of the high value firms and the lagged dividend yield on
the All Ordinaries Index with a winners' momentum factor supplement is not only
objective, but also informative.
4.13 SUMMARY 
In this chapter I have analysed the performance of eight 'foundation' benchmarks
popularised by the practitioner and the extant literature, three risk free proxies, three
measurement models and across three time frames in an effort to find the optimal
benchmark and highlight the intricacies of measuring performance of equity managed
funds.
I have found that the choice of a risk free proxy bears little impact on the measured
excess returns. In contrast, selection of a benchmark can make a difference between a
conclusion of overperformance and underperf ormance.
Having tested the 'foundation' benchmarks against a set of naive portfolios, I found
most to be highly biased in their measures. An eight portfolio benchmark proposed by
Grinblatt and Titman (1988) proved temporary favourite in consistently recording the
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least degree of bias. However, tests of explanatory power showed this to be a 
phenomenon arising from the lack of information content. I have thus set out to find a 
benchmark that is both objective and informative. Starting with an initial line-up of 
fifteen factor candidates across four categories I took a reverse approach by first 
narrowing down those variables that are jointly informative in both the time series and 
in cross section, and then testing for objectivity under hypothesis that a benchmark 
that truly reflects the underlying returns generating process for equity fund returns 
will also prove to be unbiased. I five four factors representing the aggregate equity 
fund market movements, small firm effect, value effect, momentum and conditional 
variable reflecting dividend yields to provide the most informative results in both 
dimensions. Testing this benchmark for objectivity I found it provides unbiased 
results under all risk free proxies, models and time periods. 
Examining the various performance measurement models I find that whilst separation 
of excess returns into timing and selectivity components provides additional insights 
such as the perversity between these two skills, it comes at a price. Specifically, these 
models are afflicted by a degree of statistical misspecification, but not to the extent 
that would invalidate the results achieved. Furthermore, I conclude that whilst the 
Jensen's model performs with the least bias, Treynor and Mazuy's specification is 
preferred if separation into selectivity and timing components is required. 
Finally, I confirm the above conclusions to withstand the test of time by proving 
themselves robust across the two to three time frames tested. 
167 
1 6 8  
5. · RESULTS OF MODEL ANALYSIS FOR 
FIXED INTEREST MANAGED FUNDS 
The first step in the path to discovery of an optimal performance measure for fixed 
income managed funds is to find the right benchmark. Lessons learned from the 
previous chapter on benchmarking of equity managed funds clearly demonstrate that a 
benchmark that appears to be objective may be so not because it provides true 
reflection on fund performance, but precisely because it has such a poor explanatory 
power, that its 'excess returns' approximately follow a random walk. For this reason, 
the foundation step taken in this part of the analysis is to first find a benchmark that is 
informative, and only then progress on to further tests of objectivity and on model 
formulation. 
This approach provides an additional value-added service. Tue extant literature 
discussed in the earlier part of this chapter clearly demonstrates a strong degree of 
dissonance between recommendations of various authors examining the 
benchmarking of fixed income securities or fixed income managed funds. Sorting 
through the array of factor candidates on the basis of their information content thus 
helps to provide a first round of cautions against factors that do not have significant 
contribution to the performance measure, and highlight an early indication of the 
preferred benchmark. 
5.1 FORMULATING AN INFORMATIVE BENCHMARK 
In searching for a benchmark that is both informative and parsimonious I start by 
reviewing the information content of factors within each category. Winners from each 
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category are then earmarked for selection into the final round where the preferred
factors across all categories are tested. In examining the information content of the
benchmark factors I look at both, the ability to explain temporal as well as cross -
sectional variations in the returns series. This test is also carried out in two time
frames, the 1990-94 period and the 1995-99 period to ensure the consistency of results
across time.
5.1.1 FACTORS REPRESENTING AGGREGATE BOND MARKET RETURNS 
Table XXXI presents a summary of results derived from the information efficiency
tests carried out with factors representing aggregate bond market returns. Panels A l
and A2 of this table present the time-series explanatory power for the 1990-94 and
1995-99 periods, respectively, while Panels B l  and 82 explain the data in cross
section for the same two periods.
TABLE XXXI 
Two-Pass Analysis of Factors Representing Aggregate Bond Market Returns 
Presented is a summary of statistics resulting from the two-pass analysis of the seven factors chosen in 
this study to proxy the movements of the bond market. Results from temporal tests, presented in Panels 
Al and A2 for the two periods, are derived from R2 values of time series regressions
r = a. + p. x Q8MJ + e. . Cross sectional data, summarised in Panels B l  and B2, are based on cross-,., I I IJ 
sectional stack regressions defined as f. h, - r,: 1 . Performing these computations against each 
R,2 = I ..:.;:i=;:_I ---
• 2 
r�.J -;, )
i=l 
fund separately rather than against an average of fund returns creates a series of results, whose average 
can then be tested with appropriate statistical significances. Each panel comprises several sections. 
First section is based on average explanatory power attributable to combinations of n-factors and thus 
reflects the incremental benefit derived from adding more independent variables. Whilst the last 
column presents the group averages together with an F-Test results of benchmark substitutability, the 
first set of columns relay a comparative matrix. Second section of each panel shows the individual 
performance of each benchmark, as well as a comparison to the maximum R 2 obtained when all 
benchmarks are combined. This reflects on how well the more parsimonious combination of factors is 
able to perform against a peak that is achieved by non-parsimonious inclusion of every factor in the 
category. Finally, the third section present in cross-sectional Panels B 1 and B2 show the relative 
strength of individual factors when they are combined into a multi-factor benchmark. 
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t Corresponds to groups of benchmarks incorporating one through to seven factors. 
t VW1 and EW2 refer to the Value Weighted Index and Equally Weighted Indices of Managed Bond Fund Returns, DS3 refers to the Datastream All Maturities Bond Index, UBSW4 to the UBS Warburg Composite Index of government, semi-government and corporate fixed interest securities, SSB5 to the Salomon Smith Barney Government Bond Index, JP� and JPMR7 to the JP Morgan Bond Return Index and the JP Morgan Bond Price Index, respectively. 
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PANEL Al: Tests of Time-Series Variance (1990-1994) 
T-Test of Difference in Group MeansCategory t IF 2F 3F 4F 5F 6F 
IF 
2F 0.031 
(0.634) 
3F 0.059 0.027 
(0.371) (0.677) 
4F 0.083 0.051 0.024 
(0.208) (0.435) (0.715) 
5F 0.103 0.072 0.044 0.020 
(0.119) (0.279) (0.504) (0.761) 6F 0.120°· 0.088 0.061 0.037 0.017 
(0.070) (0.182) (0.357) (0.577) (0.800) 7F 0.)35°** 0.104 0.076 0.052 0.032 0.015 
(0.043) (0.120) (0.253) (0.435) (0.633) (0.822) 
T-Test of Difference in Means of Benchmark Pairs
Factort vw, EW2 DS3 UBSW4 SSB5 JPM&; 
VW1 
EW2 0.015 (0.644) 
DS3 
UBSW4 0.007 (0.831) 
SSB5 
JPMR.4 
JPMPI1 0.003E* 
-0.019
(0.567)
-0.012
(0.721)
-0.020
(0.549)
-0.020
(0.531)
-0.017
(0.594)
-0.034
(0.302)
-0.027
(0.416)
-0.035
(0.290)
-0.036
(0.278)
-0.033
(0.321)
-0.001 E**
(0.979)
-0.002E**
(0.957)
0.001 E**
(0.969)
-0.008
(0.811)
-0.009
(0.790)
-0.006
(0.862)
-0.001 E**
(0.979)
0.002E* 
(0.948) (0.927) 
F-Test of
Grp Means
0.644 
(0.920 E*) 
0.675 
(0.955 E**) 
0.702 
(0.991 E***) 
0.726 
(0.999 E***) 
0.746 
( J.000 E***) 
0.763 
(0.989 E***) 
0.778 
(NIA) 
All Factors 
-0.053
(0.136)
-0.042
(0.209)
-0.076°**
(0.023)
-0.059°*
(0.094)
-0.077°**
(0.021)
-0.077°**
(0.020)
-0.074°**
(0.025)
PANEL A2: Tests of Time-Series Variance (1995-1999) 
T-Test of Difference in Group Means
Category IF 2F 3F 4F SF 6F 
IF 
2F 0.044 
3F 0.
(0.195)
D** J25
 * 0.051 
4F 0.
(0.000)** (0.136)D** J65D
 * 0.091 
 * 0.039 
(0.269) 
SF 0.
(0.000)** (0.010)D** J 95D
 * 0. J2J 
 * 0.060 0.030 
0.09J *
 (0.405) 
6F 
(0.000)**0.2J6D
 * (0.001)D**0. J42
 * (0.103)D * 0.051 0.021 
(0.572) 
7F 
(0.000)**0.227D
 * (0.000)D** (0.012)**0. J53
 * 0.J02D
 * 0.Q62D
(0.162)*  0.032 0.011 
(0.000) (0.000) (0.005) (0.090) (0.389) (0.767) 
T-Test of Difference in Means of Benchmark Pairs
Factor VW1 EW2 DS3 UBSW4 SSB5 JPM&; 
VW1 
EW2 O.Q25
DS3 -
(0.5312
D 0. J22
 •• -0.J47D***
UBSW4 -
(0.001)
D* (0.000)D*0.} J 9
 ** -0.J44
 ** 0.003E*
(0.000
D*)SSB5 -
(0.002)
D*0. J24
 ** -O. J49
 ** -
(0.946)  0.002E*
 
(0.949)
-0.005
(0.895)
JPMRI6 -
(0.001)
D* (0.000)D*0. J28
 ** -0. J52
 ** -0.008
JPMPI7 -
(0.001)0· (0.000)D*0.120
 ·· 
-0. J44
 ** o.
(0.824)··oooE
 · 0.008 
(0.002) (0.000) 
-0.006
(0.877)*0.002E * 
(0.951) (0.995) 
-0.003E*
(0.929)
0.005
(0.899) (0.829) 
PANEL A3: Tests of Time-Series Variance Ex Managed Fund Indices (1995-1999) 
T-Test of Difference in Group Means
Category IF 2F 3F 4F 
IF 
2F 
3F 
4F 
SF 
-0.008
(0.815)
-0.017
(0.626)
-0.027
(0.451)
-0.036
(0.309)
-0.009
(0.790)
-0.019
(0.595)
-0.009
(0.791)
-0.009
(0.800)
-0.019
(0.603)
-0.028
(0.433)
T-Test of Difference in Means of Benchmark Pairs
DS1 UBSW2 SSB3 JPMR, 
All Factors -0.036
(0.318)
-0.033
(0.354)
-0.038
(0.287)
-0.041
(0.247)
F-Test of
Grp Means
0.602
D*(0.0J6
 **)
0.676
D*(0.008
 **)
0.727D*(0.001 
 **)
0.766
D*(0.003
 **)
0.797
D*(0.0J3
 **)
0.818
E*(0.985
 **)
0.829 
(NIA) 
All Factors 
-0.053
(0.193)
-0.028
-
(0.326)*0. J 75D
 **
-
(0.003)*
-
-
-
0. J 72D
 **
(0.0062
0. J77D **
(0.003)•0. J80D ••
(0.002)·0.112° ··
(0.005)
F-Test of
Grp Means
0.63! E""
(0.999)
E**0.640
 *
(0.999)
E••0.649
 •
(0.999)
E**0.658
 *
(0.981) 
0.668 
(N/A) 
JPMP5 
-0.034
(0.349)
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PANEL Bl: Tests of Cross-Sectional Variance (1990-1994) 
T-Test of Difference in Group Means
Category IF 2F 3F 4F SF 
IF 
2F 0.067 
(0.385) 
3F 0.122 0.055 
J75D .
 (0.477) 
4F 0.
(0.117). 0.109 0.053 
(0.170*)0.)62D *
 (0.504) 
SF 
(0.027)**0.228D
 * 0.106 0.053 
(0.190) (0.516) 
6F o.
(0.005)** (0.046)**280°
 * 0.2)3D
 *
0.)58D
* 0.105 0.052 
(0.001**) (0.010··) 0.207D *
 (0.538) 
7F 0.329D
 * 0.262°
 · (0.056)* o.1s4°
(0.208)* 0.101 
(0.000) (0.002) (0.015) (0.071) (0.242) 
Factor vw, 
T-Test of Difference in Means of Benchmark Pairs
EW2 DS3 UBSW4 SSB5
vw, 
EW2 o.oo8s·
(0.922)
DS3 
UBSW4 -
-0.020
(0.806)
-0.020
(0.811)
-0.028
(0.719)
-0.028
(0.726)
SSB5 -0.026 -0.034 -
(0.760) (0.676)
0.006S
*
(0.942)
JPMRI6 
o.ooos···
(0.998J. 
-0.006 •
(0.943)
so.002 ·· o.002s·· o.001s·
(0.981) 
0.003
 (0.926) 
JPMPI7 
(0.984)
S**
-0.018
(0.826)
-0.017
(0.834)
-0.026
(0.740)
-0.025
(0.748)
o.003s••
(0.972) (0.975) 
o.oo8s•
(0.917)
Analysis of Estimated Returns Contribution 
Combination vw, EW2 DS3 UBSW4 SSB5 
All Factors 0.3% 93.6% 2.2% 0.2% 0.2% 
All Fund 3.4% 96.6% 
All Bond 14.9% 29.5% 2.9% 
!6 + h
f4+ h 77.6% 
fi + f4 82.0% 18.0% 
6F 
0.049 
(0.576) 
JPM&; 
0.001 s••• 
(0.991) 
JPM&; 
0.7% 
22.5% 
21.9% 
F-Test of
Grp Means
0.535.(I.OOOE 
 . *)
0.602 
(0.533) 
0.658 
(0.196) 
0.711 
(0.292) 
0.764 
(0.667) 
0.816 
(0.848) 
0.864 
(NIA) 
All Factors
°
 
-0.316 "
(0.012)*-0.308D *
-0.336
(0.021
D
) ***
(0.005)*-0.335D **
(0.005)
-0.341 D
**
-0.334
(0.002
D
) ***
(0.006)*-0.333D **
(0.006)
JPMP7
2.8% 
30.2% 
78.1% 
22.4% 
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PANEL 82: Tests of Cross-Sectional Variance (1995-1999) 
T-Test of Difference in Group Means
Category IF 2F 3F 4F SF 
IF 
2F 0.107 
(0.117..)3F 0.J77o 
  •
0.071 
(0.26
4F 0.232° 
 ..(0.006)
0.126
6
°
).
0.055 
(0.404) 
SF 0.279° 
(0.000).. (0.054).
0.112°· 
 .
0.101 0.046 
(0.000..) (0.010..) .  (0.496) 6F 0.3J7o 
  •
0.2JOo 
  •
0.140° 
(0.131).
0.085 
(0.00 (0.041 (0.22
7F 0.348°
0
 ...
) (0.002)• .
0.24Jo
 .
0.170° 
..) 
0.115°
1). 
(0.000) (0.000) (0.014) (0.099) 
O.o38
(0.586)
0.069
(0.330)
Factor vw, 
T-Test of Difference in Means of Benchmark Pairs
EW2 DS3 UBSW4 SSB5
vw, 
EW2 0.007 
(0.857) 
DS3 
(0.392)
UBSW4 o.001s 
.. 
-0.025
(0.512)
-0.024
(0.540)
-0.031
(0.417) (0.968)*SSB5 - - 0.003
5 0.0025
•• 
0.022
(0.571)
0.029
(0.445)
5•
 
JPMRI6 -0.023 -0.031 0.002
(0.928)•
o.
(0.961· ).ooos
 .
-o.002s 
.. 
(0.547) (0.424)
0.002S*
 (0.994) (0.96
JPMPI7 
(0.962)* o.ooos··· -0.001s
7) ••
-0.023
(0.545)
-0.030
(0.422) (0.958) (0.990) (0.970)
Analysis of Estimated Returns Contribution 
Combination VW1 EW2 DS3 UBSW4 SSB5 
All Factors 2.2% 89.9% 2.6% 0.0°/c, 1.2% 
All Fund 2.9"/o 97.1% 
All Bond 17.4% 27.7% 9.7% 
!6+ f7
f4+ f7 69.2% 
!1 + f4 85.3% 14.7% 
6F 
0.030 
(0.669) 
JPM& 
o.ooos
***
(0.996)
JPMJ4 
1.5% 
17.2% 
35.4% 
F-Test of
Grp Means
0.468£"
(0.957
0.575° 
...) 
(0.000..)
0.645° 
 .
(0.000)..
0.7o00 
 .
(0.001) 
0.747 
(0. 731• ).
0.785E
 .
(0.998) 
0.815 
(N/A) 
All Factors 
-0.177°"
(0.03
-0.160°
3) .
(O.o71.)
-0.032 -0.203° 
 ..
-
(0.005).
-
-
0.20JO 
 . •
(0.004).
0.199° 
..
(0.009) 
° .. *0.201
(0.005  
-0.201
°·
)··
(0.005) 
JPMP7
2.6% 
28.0% 
64.6% 
30.8% 
174 
Focusing first on the average explanatory power offered by the market benchmark in 
the time series sense as presented in the first half of Panels A 1 and A2, similarities 
and distinctions can be immediately drawn between the two periods. The information 
content increases relatively uniformly from an average of 64.4% in 1990-94 (60.2% in 
1995-99) when only a single factor is used, to a peak of 77.8% in 1990-94 (82.9% in 
1995-99) when all factors are combined. The variability in the goodness of fit of 
individual combinations within each level (i.e. given a number of factors) varies 
substantially between the two periods. The F-Test shows that the increment in 1990-
94 is relatively uniform across the combinations with the test statistics approximating 
unity at all levels. This can be also confirmed in the matrix of level differences 
showing the only significant average difference to exist between the first (one factor) 
and the last (all factor) levels. The R2 progression is different in the later and larger 
sample, which exhibits significant differences in the explanatory power of various 
factors combinations, even when the number of factors is given. This is supported by 
an F-Test statistic that is significant at a 1 % level for all levels. Given this finding of 
factor non-substitutability it is therefore important to identify which factor(s) perform 
the best. 
Turning attention to the individual performances, consistent dominance of the indices 
based on managed funds themselves can be found, edging their commercial 
counterparts based on asset returns by between 1.2% and (significant) 15.2% in the 
two periods. In the later sample all differences are statistically significant, providing 
the reason behind the significant intra-level variability highlighted by the F-Test 
previously. More importantly though, it is only the fund based indices that are also 
statistically insignificant from the peak R2 recording a drop off ranging from 5.3% for 
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the value weighted ind,ex, down to around 2.8% for the equally weighted index. Also 
the difference between these two indices is not deemed statistically significant (gap of 
1 .5% and 2.5% for the two periods), the equally weighted index does show an early 
lead. 
To provide a balanced view for the above analysis that is dominated by the fund based 
indices particularly in 1 995-99, I re-examine the sphere of only the commercial 
indices built on fixed interest asset returns in Panel A3. It can be noted that the 
average R2 now edges up only marginally as extra indices are added, from a low of
63 . 1  % for single factors to peak of 66.8% for all factors combined. F-Test statistics 
again demonstrate low variability and hence a high degree of substitutability within 
each level, consistent with the 1 990-94 period. This is further confirmed by the level 
comparison matrix lacking any significant differences, and cemented by the review of 
individual factors relative to the peak R2 (now formed only from this restricted base of
indices), all of which now show insignificant differences. 
Whilst preference for the fund based equally weighted index can be formed from the 
time series analysis, due attention must be first given to the cross-sectional results 
before any firm conclusion can be drawn. 
A pattern similar to that observed in temporal analysis can be seen as the 
substitutability of factor combination is more pronounced in the earlier of the two 
samples. However, in the cross sectional results such difference is only restricted to 
groups of two to four factors, with adjacent levels showing insignificant difference
across both time frames. The increase in cross sectional R2 is dramatic averaging at
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53.5% (46.8%) in 1990-94 (1995-99) for single factors, and growing to a peak of 
86.4% (81.5%) for all factors combined33. Reviewing the individual performances of 
bond market indices, the fund-based indices again perform the best relative to their 
commercial counterparts based on the performance of fixed interest assets themselves, 
although the differences are relatively small. It is, however, only the equally weighted 
index of managed fund returns that is able to approach the peak R2 with a difference 
that is statistically insignificant in 1995-99 and marginally significant in 1990-94. In 
contrast, all commercial based indices drop off from the peak to degree that is 
significant at a 1 % level in both periods. 
A further comparative test is achieved by looking at the relative contributions of 
individual indices, when they are jointly regressed against managed fund returns, 
presented in the third section of Panels B 1 and B2. Reviewing first all seven indices 
together, dominance of the equally weighted fund index becomes clear when it 
singularly contributes between 89.9% and 93.6% of the total R2 • The DataStream 
Index and the JP Morgan Price Index come next on similar footing, followed by the 
remaining indices. Concentrating on fund indices only, equal weighting of returns 
proves superior over value weighting when it contributes around 97% of the 
information content. As equal weighting places greater emphasis on smaller funds 
compared to weighting by value, analysing the importance of these funds may be a 
valuable exercise in future research. Focusing next on the commercial indices only, a 
joint lead is taken by the UBS Warburg Composite Index and the JP Morgan Price 
Index, followed by a joint second taken by the DataStream Index and the JP Morgan 
Returns Index. Contrasting the two JP Morgan Indices in the next row (/6 and /7) 
33 With reference to the previous chapter I also note this cross sectional explanatory power to be 
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clearly highlights the preference for price-based formulation of this index. To break
the tie between the two leading commercial indices I have separated their contributory
power to a joint pair index. Fourth row {f., and /7) presents the results, which
unequivocally highlight the UBS Warburg Index as the preferred bond-based factor
choice. This is not surprising as this is the only index that is a composite of
government, semi-government and commercial fixed interest instruments, a spectrum
likely to be invested in by the managed funds. Finally I set the equally weighted fund
based index head-to-head with the UBS Warburg index, re-confirming the preference
for the former. Once again this is not unexpected not only from a statistical
perspective, but also from the investment perspective where funds would be selective
in terms of both, the sub-group of fixed interest instruments they choose, and other
instruments they invest in aside from their primary objective.
Reviewing the above results, both information dimensions point to the same factor
representing the aggregate market movement as the preferred choice. The Equally
Weighted Fund Index not only provides explanatory power across time and cross
section that is insignificantly different from the peak of joint R2, but also dominates
the other indices when teamed up in joint regression tests.
5.1.2 FACTORS REPRESENTING INTEREST RATE FLUCTUATIONS 
The analysis of information content inherent in interest rates is presented in Table
XXXII, below. A two by two matrix of factors was tested. In one dimension factors
were subdivided according to the horizon over which interest rates are measured,
significantly higher for fund based indices in the sphere of fixed interest managed funds as compared to 
the sphere of equity managed funds. 
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TABLE XXXII Two-Pass Analysis of Factors Representing Interest Rate Fluctuations 
Results in this table reflect the explanatory power inherent in factors representing interest rate fluctuations. The derivation of the R2 values follows the methodology detailed in 
Chapter 2 and summarised at Table XXXI. Panels Al and A2 represent time based information content for the 1 990-94 and 1995-99 samples, respectively. Panels B l  and 82 convey 
the results from cross-sectional tests for the same two periods. First section of each panel looks at the average explanatory power given a number of constituting factors, thus reflecting 
the average incremental information contributed by addition of more factors. Statistics attached to the group means in the last column are the results of F-Tests of joint equality of 
means at each factor quantity level. Section two focuses on individual variables or  combinations thereof and provides not only comparative results, but also evaluation against the peak 
R2 achieved when all factors are joint in a single benchmark. Third section in cross sectional test shows individual contributions of factors when combined into a multi-factor 
benchmark. 
PANEL Al: Tests of Time Series Variance (1990-1994) 
T-Test of Difference in Group Means
Category IF 2F 3F 
IF 
2F 0.130o•••
3F 
(0.000)**0.255°
 * 0.125°***
4F 
(0.000)**0.334°
 * (0.000)**0.204°
 * 0.079°***
(0.000) (0.000) (0.001) 
Test of Difference in Means of Benchmark Pairs 
Factor TNR 1 r(TNR)i DSG8I3 r(DSGBI1, 
TNR1 
r(TNR)i -
DSG8I3 0.015 (0.232) 
r(DSGBl)4 0.004 
0.003
(0.789)
0.012
(0.367)•o.001s
(0.938**) (0.727**)
!1 + Ji 0. 0.183°
 * 0.179°**•
(0.000**)
f3 + f4 
(0.000)··0.302°
 · 0.298°
 *
!1 + f3 
(0.000)**0.113°
 * (0.000)··0.108°
 ·
-0.011
(0.407••)0.168o •
(0.000)••0.287o
 •
(0.000)**0.097°
 *
(0.000)
fi + f4 0.021°
(0.000)·· 0.012 0.023°
(0.000)* 
18oD
 *
(0.000)**0.299°
 *
(0.000)**0.109°
 *
(0.000)*0.024°
(0.059) (0.025) (0.364) (0.070) 
F-Test of
Group Means 
0.034 
(0.649**)0.164°
 *
(0.000)**0.289°
 *
(0.000) 
0.367 
(NIA) 
All Factors 
- "' 
-
0.336°
(0.000° 20.339
 ••
-
(0.000)*0.324°
 **
-
(0.00020.335° 
 ••
(0.000
-0.156°
) ***
(0.000) 
-0.037
-
(0.151)*
-
0.227°
 **
(0.000)*0.313°
 **
(0.000)
PANEL Al: Tests of Time Series Variance (1995-1999) 
T-Test of Difference in Group Means F-Test of
Cat�ory IF 2F 3F Group Means 
IF 
2F 0.106o•••
3F 
(0.000)··0.211°
 · 0.111°···
0.024 
(0.302··)0.129°
 ·
(0.000)••0.240o
 •
(0.000) 4F 
(0.000)··0.281°
 · (0.000)••0.18l o
 • 0.011°··· 0.311 
(0.000) (0.000) (0.000) (NIA) 
Test of Difference in Means of Benchmark Pairs 
Factor TNR 1 r(TNR)i DSGBI3 r(DSGBI)� All Factors'""  TNR 1 -
r(TNR)2 0.004 -(0.502··)DSGBI3 o.ooos
 ·
-
r(DSG8I)4 0.010°
(0.991)* 0.010 -(0.094**) (0.103**)!1 + Ji 0.143°
 * 0.143°
 * 0.133°*** -
o.291P
(0.000)•0.287o •
 •
(0.000)•0.291o
 ••
(0.000)•0.281 o
 ••
(0.000)*0.147° *
 •
(0.000)
fl+ f4 
(0.000)••0.287o
 • (0.000)**0.287°
 * (0.000)**0.277°
 * -0.004(0.814*)f1+h 
(0.000)**0.044°
 * (0.000)**0.044°
 * (0.000)**0.034°
 * -
fi + f4 
(0.000)··0.058°
 · (0.000)··0.051°
 · (0.000)**0.047°
 * -(0.000) 
-0.004
(0.518)
0.006
(0.304**)0.139°
 *
(0.000)··0.283°
 ·
(0.000)**0.04oD
 *
(0.000)··0.053°
 ·
(0.000) (0.000) (0.000) 
0.247°
 **
(0.000)•0.283o
 ••
(0.000)
PANEL Bl: Tests of Cross-Sectional Variance (1990-1994) PANEL 82: Tests of Cross-Sectional Variance (1995-1999) 
T-Test of Difference in Group Means F-Test of T-Test of Difference in Group Means F-Test ofCategon: IF 2F 3F GroueMeans""  Categon: IF 2F 3F Groue Means 
IF 0.079S IF 
2F 0.069°···
(0.99
D
9)• .0.148
 . 2F 0.072D• ..
3F 
(0.000)° ..0.14D
 . 0.071D• .. 0.219
(0.000)°·  3F o.
(0.000)..135° 
 . 0.063D ..
0.121 u
 (0.051) 
0.107 u
 
4F 
(0.000)° ..0.19D
 . (0.007)D• 0.050 0.269 4F 
(0.000)° ..0.179
 . (0.017)D• 0.044 (0.000) (0.000) (0.160) (NIA) (0.000) (0.001) (0.220) 
0.084 
(0.632)• .0.156D
 .
(0.000)•0.219D
(0.079) 
0.263 
(N/A) 
Test of Difference in Means of Benchmark Pairs Test of Difference in Means of Benchmark Pairs 
Factor DSGBI3 r(DSGBl)4 All Factors°  Factor TNR 1 r(TNRh DSGB13 r(DSGB1)4 All Factors
"' 
 
TNR 1 - TNR 1 -
r(TNR)i 
TNR1 r(TNRh 
0.001 - r(TNR)i 0.004 -(0.894)
8•  (0.649) DSGBl3 0.001 - DSGBI3 -(0.924) 
r(DSGB1)4 0.001 -
0.191 ...
(0.000)° .0.189
 ..
(0.000)° .0.19D
 ..
(0.000)° .0.189
 .. r(DSGB1)4 0.011 -
!1 + Ji
(0.90
D
0)• .0.071
 .
o.ooos ..
(0.965 7)..0.000
 .
(0.991)° ..0.069
 .
o.ooOS ..
(0.97° 5.).0.07D
 . 0.069° ... -
(0.000)0·o.12o  
 ..
!1 + Ji
(0.21
°
5· ).0.082
 . 0.070D .. • -(0.000) 
0.181°
(0.000).0.176D 
 . •
(0.000)•0.185D
 u
(0.000)•0.173D
 u
(0.000)•0.103D
 ..
(0.005)
h + f4 
(0.001)
D• .0.056
 . o.
(0.001)..o55° 
 . o.
(0.001)
° ..o55
 . -0.044 h + f4 
(0.001)° ..0.059
 . (0.004)D• .0.047
 . -0.031
0.047 u
 
f1 + h 
(0.002)• .0.056D
 . o.
(0.002).. o.
(0.002)
° .. (0.247)° .o55
 . -0.135
 ..
f1 + h 
-0.004(0.636)
0.007
(0.445• ).0.078D
 .
(0.001)..0.055D 
 •
(0.002)..o.o55° 
 .
-0.008
(0.354)
0.003
(0.762)• .0.073D
 .
(0.003)· .0.050°
 .
(0.00° 5..)o.o5D
 . (0.001)° ..0.059
 . (0.008)D• -
(0.421).0.126° .
 .
0.038D .
 
0.035 .
 
Ji + f4 o.
(0.002)..o55° 
 . (0.002)• . (0.000)D 
fi + f4 
(0.002)• .0.043D
 . (0.005). (0.001)D• .0.047
 . (0.008)D . -
(0.000)•
(0.002) 
(0.001)..0.055D 
 •
(0.002)..o.o55° 
 .
(0.002) 
0.054D• ..
(0.003) 
o55° 
 .
(0.002)• .0.054D
 .
(0.002)
0.054D
 . -0.165
 ••
(0.002) (0.000) (0.006) (0.015) (0.003) (0.025) 
0.159D  .
 .
(0.000)
Analysis of Estimated Returns Contribution Analysis of Estimated Returns Contribution 
Combination TNR1 r(TNRh DSGBI3 r(DSGB1)4 Combination TNR 1 r(TN5Rh 
DSGBI3 r(DSGB1)4 All Factors 7.7% 43.1% 40.3% All Factors 10. % 39.7% 36.1% 8.9% 50.8% 49.2% !1 + Ji
13.7% 
49.8% 50.2% !1 + Ji
il + [4 50.8% 49.2% iJ. + [4 50.5% 49.5% 
ranging from 90-day Treasury Note rates (TNR) to a composite index of government 
bonds with one to three year maturities compiled by DataStream (DSGBI). In the 
other dimension these factors were classified according to whetlier they captured rate 
movements at spot, or with a lag (D to allow market time for absorption of change 
information. 
F-Test of average R2 values derived from time series regression, presented in Panels 
A l  and A2, show a relative substitutability of single factors, but significant 
differences in performance when factors are grouped into pairs or triplets. The mean 
explanatory power of a single factor ranges from 2.4% in 1995-99 to 3.5% in 1990-
94, a far cry from the peak of 31.1 % and 36. 7% in the same two periods when all 
factors are combined. Adding extra factors into the benchmark formulation also 
provides a significant benefit at every level. Clearer insight is obtained when factors 
and factor combinations are reviewed individually. The R2 of single factors are low 
varying from 2.8% to 4.3% in 1990-95 and from 2.0% to 3.0% in 1995-99. It is 
therefore not surprising that all of the single factors are statistically different from the 
peak, although it is worthy to note that the medium-term factors performed relatively 
better. Turning to pairs of factors, however, provides very different results. First, 
pairing an interest rate variable with its lagged counterpart dramatically increases the 
explanatory power of the benchmark. This is consistent across both periods, and for 
both the short term and the medium term interest rate proxies. Moreover, the good 
performance of medium term factors hinted at in the individual tests comes jointly to 
light in R2 values of 33.0% and 30.7% for the 1990-94 and 1995-99 periods, 
respectively. Both figures are insignificantly different from the peak with gaps of 
3.7% (p-value 0.151) and 0.4% (p-value 0.814) in the same two periods. This clearly 
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positions a pair of these two factors as favourite to represent the Interest Rates 
category. 
Focusing next on the results from cross-sectional regressions, a similar pattern 
emerges. Whilst single factors as well as triples come to be relatively good substitutes 
for each other, pairs of factors differ greatly as shown by F-Test statistics 
approximating zero in both periods. It is also clear from the first section of Panels B 1 
and B2 that the addition of factors beyond two, and certainly beyond three, makes 
relatively little difference to the explanatory power. The cross-sectional R2 rises 
steadily to peak quite uniformly at 26.9% for the earlier period and 26.3% for the 
later. Individually, no factor comes close to this peak with drop offs ranging from 
17 .6% to 19 .1 % in the two periods, all significant at a 1 % level. Early hints for the 
preference of the medium term factor, particularly the lagged version thereof, again 
emerge and are confirmed in the test of pairs. Combining an interest rate factor with 
its lagged counterpart again provides a dramatic improvement in the information 
content results. In contrast to all other pairs that still show a significant difference 
from the peak R2, a pair of medium term factor and its corresponding lagged 
adaptation again fail to reject the null hypothesis of equality to the peak. 
Reviewing the relative contributions of various factors cements the pre-selection of 
the DataStream Government Bond Index and the lagged version thereof as the best 
choice from this category. They are clearly seen to dominate the group of all factors 
accounting jointly for 83.4% (75.8%) of the explanatory power in 1990-94 (1995-99). 
As indicated in the All Factor test, the relative contribution between the spot and 
lagged factors is very even, a result consistent not only across the two periods but also 
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across the two interest rate horizons. This indicates that both, the initial reaction as 
well as the reactions to subsequent influences of interest rate movements are 
important in helping explain the returns of fixed interest managed funds. 
5.1.3 FACTORS REPRESENTING ECONOMIC FuNDAMENTALS 
Summarised in Table XXXIII are the results of information content tests carried out 
on the group of factors representing the economic fundamentals. Included in this test 
are the inflation and orthogonalised GDP growth variables as well as their 
correspondent estimation errors (Ee) computed in accordance with the methodology 
section presented above. 
Time series analysis of the explanatory power immediately highlights large differences that 
exist between individual economic variables as well as their combinations. Addition of factors 
beyond two to three contributes little to the total R2 of the group, which peaks at relatively 
modest 4.7% and 5.8% for the earlier and later period, respectively, when all factors are 
combined. F-Test statistics for individual factors as well as for factor pairs are highly 
significant, reflecting on the high degree of variance in the individual R2 values of 
benchmarks in these groups. As predicted by the differential matrix of average R2 levels, 
triplets of factors prove to be less varied. Examination of the individual economic variables 
highlights inflation as the dominating factor in explaining returns variations. Whilst 
comparison of this factor with the peak R2 cannot reject the null of no difference in the 1995-
99 sample, such hypothesis cannot be rejected in the earlier period. As a consequence I turn to 
the analysis of factor pairs for additional insights. It becomes immediately obvious that the 
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TABLE XXXIII 
Two-Pass Analysis of Factors Representing Economic Fundamentals 
Results in this table reflect the explanatory power inherent in factors representing economic fundamentals. The derivation of the R
2 values follows the methodology detailed in Chapter 
2 and summarised at Table XXXI. Panels Al and A2 represent time based information content for the 1990-94 and 1995-99 samples, respectively. Panels Bl and B2 convey the 
results from cross-sectional tests for the same two periods. First section of each panel looks at the average explanatory power given a number of constituting factors, thus reflecting the 
average incremental information contributed by addition of more factors. Statistics attached to the group means in the last column are the results of F-Tests of joint equality of means 
at each factor quantity level. Section two focuses on individual variables or combinations thereof and provides not only comparative results, but also evaluation against the peak R
2 
achieved when all factors are joint in a single benchmark. Third section in cross sectional test shows individual contributions of factors when combined into a multi-factor l,enchmark. 
Cat�O!}: 
IF 
2F 
3F 
4F 
Factor 
INFL 1 
GDP2 
E'(INFL)3 
E'(GDP)4 
f1 + !2 
h + f4 
fi + h 
ii+ f4 
PANEL Al: Tests of Time Serles Variance (1990-1994) PANEL A2: Tests of Time Serles Variance (1995-1999) 
T-Test of Difference in Group Means F-Test of
IF 2F 3F Grou2Means Cat�o!}: 
0.01<>°" IF 
0.012°·
(0.001) 
0.022°
·· 
2F 
(0.093) (0.036) 
0.022° • 0.011 0.032 3F 
(0.015) (0.305) (0.400) 
0.037D*
** 0.025°
** 0.014 0.047 4F 
(0.000) (0.029) (0.273) (N/A) 
Test of Difference in Means of Benchmark Pairs 
INFL 1 GDP2 E'(INFLh 
-0.018°
**
(0.015)
-0.023
°··· -0.005
(0.002) (0.118) 
-0.009 0.009°
* 0.014°
***
(0.2842
o.ooo8.
(0.059) 
0.018° • 
(0.006) 
0.022°
···
(0.989) (0.020) (0.004) 
0.006 0.024°
** 0.029°
***
(0.586) (0.013) (0.003) 
0.006 0.024°
** 0.029°
***
(0.586) (0.013) (0.003) 
0.005 0.023°
*** 0.028°·
··
(0.610) (0.005) (0.001) 
E'(GDP)4 All Factors Factor 
-0.024°" INFL 1 
(0.04g) 
-0.042 •• GDP2 
(0.000)
-0.047
°*** E'(INFL)3 
(0.000) 
-0.033
° •• E'(GDP)4 
(0.002)
0.009 -0.014 f1 + ii 
(0.305) (0.2342
0.015 -0.032° •• h + f4
(0.143) (0.003)
0.015 -0.018 fi + h 
(0.143) (0.179) 
0.014 -0.019 f2 + f4 
(0.116) (0.126)
-------� .. · 
- •-·---------'-•-•-·-· • 
·- �-· -�.......,,._, ••• ____ c _, 
T-Test of Difference in Group Means
IF 2F 3F 
0.004 
(0.234) 
O.oI 1°·· 0.007 
(0.014) (0.139) 
0.039°*
**
0.035°*** 0.028 
(0.001) (0.007) (0.183) 
Test of Difference in Means of Benchmark Pairs 
INFL 1 GDP2 E'(INFL)3 E'(GDP)4 
-0.008
(0.311) 
-0.029°*** -0.022
°***
(0.000) (0.000) 
-0.025°*
** 
-0.011°··· 0.004 
(0.001) (0.000) (0.205) 
0.012 0.019°** 0.041°·
··
0.037°*
**
(0.178) (0.025) (0.000) (0.000) 
-0.0100· -0.003 0.019°
***
o.015°···
(0.053) (0.384) (0.000) (0.000) 
o.002s·· 0.009 0.031°*
**
0.021°·· 
(0.901) (0.384) (0.003) (0.011) 
0.008 0.015°
** 
0.037°
***
0.032°
···
(0.374) (0.029) (0.000) (0.000) 
F-Test of
Grou2 Means 
0.019°
"' 
(0.000) 
0.023°***
(0.000) 
0.030°* 
(0.082) 
0.058 
(N/A) 
All Factors 
-0.024°"
(0.068)
-0.031
°***
(0.006) 
-0.053
°***
(0.000) 
-0.049
°***
(0.000)
-0.012
(0.322) 
-0.034
°***
(0.000)
-0.022
(0.135)
-0.016
(0.185)
------ -- ---
----------- --- ---- --- ---- --- ---- --- ---- --- --
PANEL Bl: Tests of Cross-Sectional Variance (1990-1994) 
T-Test of Difference in Group Means 
Category IF  2F 3F 
IF 
2F 0.01 3 (0. 150) 
3F 0.027D*** 0.01 4  (0.010) (0. 198) 
4F 0.048D*** 0.036D*** 0.02 1D* (0.000) (0.003) (0.098) 
Test of Difference in Means of Benchmark Pairs 
Factor INFL1 GDP2 EE(INFLh E'(GDPk 
INFL1 
GDP2 o.ooos··· (0.999) 
E'(INFLh -0.004 -0.004 (0.590) (0.583) 
E'(GDP)4 0.004 0.004 0.009 (0.616) (0.613) (0.3IO) 
!1 + Ji 0.018D* 0.018D* 0.022D** 0.013 (0.059) (0.057) (0.01 6) (0. 182) 
h + f4 0.006 0.006 0.0 1 1 0.002 (0.471 )  (0.467) (0.21 3) (0.842) 
f1 + !J 0.006 0.006 0.01 1 0.002 (0.47 1 )  (0.467) (0.213) (0.842) 
fi + f4 0.01 0 0.01 0 0.0 14D* 0.006 (0.244) (0.239) (0.087) (0.540) 
Analysis of Estimated Returns Contribution 
Combination INFL1 GDP2 Ee(INFLh 
All Factors 44.9°/c, 46.4% 6.9% 
!1 + Ji 50.9% 49.1% 
f1 + h 94.7% 5.3% 
f.J + t� 97.0% 
F-Test of 
Group Means 
0.076 (0.779) 0.088 (0.531 )  0. 1 02 (0.278) 0. 124 
(N/A) 
All Factors 
-0.048°""" (0.000) -0.048D •• (0.000) -0.052°··· (0.000) 
-0.044D •• (0.000) -0.025D* (0.065) -0.035D*** (0.005) 
-0.042D*** (0.001) -0.038D •• (0.002) 
�(GDPk 
1 .8% 
3.0% 
PANEL 82: Tests of Cross-Sectional Variance (1995-1999) 
T-Test of Difference in Group Means F-Test of Category IF  2F 3F Group Means I F  0.085 
(0.370) 2F 0.020D* 0. 1 05 (0.078) (0.31 7) 3F 0.04)D*** 0.02 1  0. 126 (0.002) (0. 145) (0.280) 4F 0.063D*** 0.043D*** 0.022 0. 148 (0.000) (0.008) (0.203) (N/A) 
Test of Difference in Means of Benchmark Pairs Factor INFL1 GDP2 Et(INFLh EE(GDP)� All Factors INFL1 -0.065°"' 
GDP2 0.0 12 
(0.000) -0.053D••• (0.282) (0.002) Et(INFLh -0.007 -0.019°* -0.072D••• (0.469) (0.087) (0.000) Ee(GDP)4 0.002 -0.0 10  0.009 -0.063D*** (0.850) (0.403) (0.396) (0.000) 
!1 + Ji 0.018  0.006 0.025D** 0.0 16  -0.029 (0. 145) (0.683) (0.040) (0.225) (0.1 17) 
!J + f4 0.008 -0.004 0.015 0.006 -0.052°··· (0.424) (0.734) (0.133) (0.580) (0.002) 
f1 + h 0.008 -0.004 0.0 15  0.006 -0.057D••• (0.424) (0.734) (0. 133) (0.580) (O.OOOJ fi + f4 0.032D • 0.020 0.039°*** 0.030D** -0.033 • (0.012) (0.158) (0.002) (0.026) (0.052) 
Analysis of Estimated Returns Contribution Combination INFL1 GDP2 E'(INFLh EE(GDP)� All Factors 4 1 .9% 5 1 .3% 0.3% 6.5% 
!1 + Ji 42.6% 57.4% 
f1 + h 97.2% 2.8% 
f.J + !J 89.3% 10.7% 
pair of inflation and GDP growth variables dominate, performing best in absolute terms with 
an R2 values ranging from 3 .3% to 4.6% in the earlier and later periods, respectively. What is 
also glaringly obvious is the weak explanatory power of the prediction error formulations of 
these variables, indicated by their significant difference from the peak, the only pair to do so. 
Reviewing the economic variables in the context of cross-sectional information content I note 
a substantially lower degree of variance in the R2 at all levels, highlighted by the F-Test 
statistics that are insignificant across the board and in both periods. Peak explanatory power is 
consistent in time reaching 12.4% and 14.8% in the 1990-94 and 1 995-99 periods, 
respectively. Analysis of individual factors now points to a strong lead by the GDP growth 
variable with R2 values of 7.6% and 9.5% in the same two periods, both of which are, 
however, significantly different from the peak at conventional levels. Turning therefore to 
pairs analysis, teaming of the GDP variable with the inflation leads to a substantial 
improvement with an R2 of 9.9% for the earlier period and 1 1 .9% for the later. Moreover, the 
null hypothesis of zero difference relative to peak R2 cannot be rejected in both periods, the 
only pair to achieve such result. 
The relative capability of the factors is finally revisited in the separation of contributions each 
factor has to the overall benchmark. Looking jointly at all economic factors clearly highlights 
the inflation variable and the orthogonalised GDP variable as the preferred pair, contributing 
between 91 .3% and 93.2% to the overall explanatory power. In the 1990-94 sample such a 
contribution is in approximately equal weights, whilst in for the 1 995-99 sample a marginal 
tilt in favour of the FDP factor can be observed. As a test of robustness I have also reviewed 
performance of the inflation and GDP variables relative to their expectation error counterparts 
([I +  jj and.fi + /4). In both cases the standard variable definition significantly dominates. 
As a result of the above information tests I select the inflation and the GDP variables as the 
appropriate factors reflecting economic influences on the returns of fixed interest managed 
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funds. This choice differs from that of Elton, Gruber and Blake ( 1 995) who have selected the 
estimation error variables by default in their test, without express consideration for any 
potential benefit standard definitions of these variables may contribute. 
5.1.4 FACTORS REPRESENTING TERM OR MATURITY RISK 
Table XXXIV shows the summary of results for the tests of explanatory power 
offered by proxies for the term premium related to the maturity risk. First variable, 
o(GBR,TNR) reflects the spread between long term IO-Year Government Bond Rates 
(GBR) and the short term 90-Day Treasury Note Rates (TNR). Second variable, 
o(DSL,DS1.3v) looks at the premium between the long horizon DataStream index of 
government bonds with ten or more years to maturity (DSL) and the DataStream index 
of government bonds with a medium term horizon of one to three years (DS1.3y). 
F-Test statistics from the temporal part of this analysis show the two factors to differ 
significantly from each other in terms of their information content, being significant at 
a 1 % level in both periods. Whilst they collectively add up to a peak of 14.2% for 
1990-94 and 13.8% for 1995-99, there is a significant increase from first to the second 
level. As the comparison of individual factors reveals, however, this is due to the 
significantly lower explanatory power for the long-short premium variable that pulls 
down the average of single-factor R2 . This factor achieves a mere 2.5% R2 in both 
periods compared to the medium-to-long term premium variable that records R2 
values of 11.7% in the earlier period and 10.6% in the later. These figures are also not 
different from the peak at conventional statistical levels. 
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TABLE XXXIV 
Two-Pass Analysis of Factors Representing Term or Maturity Risk 
Results in this table reflect the explanatory power inherent in factors representing term (or maturity) 
risk. The derivation of the R2 values follows the methodology detailed in Chapter 2 and summarised at 
Table XXXI. Panels A l  and A2 represent time based information content for the 1990-94 and 1995-99 
samples, respectively. Panels BI  and B2 convey the results from cross-sectional tests for the same two 
periods. First section of each panel looks at the average explanatory power given a number of 
constituting factors, thus reflecting the average incremental information contributed by addition of 
more factors. Statistics attached to the group means in the last column are the results of F-Tests of joint 
equality of means at each factor quantity level. Section two focuses on individual variables or 
combinations thereof and provides not only comparative results, but also evaluation against the peak R2 
achieved when all factors are joint in a single benchmark. Third section in cross sectional test shows 
individual contributions of factors when combined into a multi-factor benchmark. 
PANEL A: Tests of Time-Series Variance 
1 88 
(1990-1994) 
Differential T-Test and F-Test of Group Means 
IF µ (F) 
IF 0.071°'"" 
2F 0.011°···
(0.001) 
(0.002) 
0.142 
(NIA) 
T-Test of Difference in Benchmark Pairs
�GBR ,TNR)1 �DSL,DS1.Jvh 
�DSL,DS1.3y)i 0.092° ...
(0.002) 
0.111°···
(0.000) 
0.025 
(0.415) 
(1995-1999) 
Differential T-Test and F-Test of Group Means 
IF µ (F) 
IF 0.065°""" 
(0.000) 
2F 0.073°*** 0.138 
(0.000) (NI A) 
T-Test of Difference in Benchmark Pairs
�GBR ,TNR)1 �DSL,DS1.Jvh 
�DSL,DS1.3y)i 0.081°m 
(0.006) 
0.114°*** 
(0.000) 
0.032 
(0.211) 
PANEL 8: Tests of Cross Sectional Variance 
(1990-1994) (1995-1999) 
Differential T-Test and F-Test of Group Means 
IF µ (F) 
IF 0.099°"'
2F 0.031 
(0.101) 
(0.014) 
0.131 
(NIA) 
T-Test of Difference in Benchmark Pairs
�GBR ,TNR) 1 �DSL,DS1.Jvh 
6(DSL,DS,_3y)i 0.0376*' 
(0.014) 
0.050°···
(0.008) 
0.013 
(0.510) 
Analysis of Estimated Returns Contribution 
�GBR ,TNR)1 �DSL,DS,_3y)i 
All Factors 28.7% 71.3% 
Differential T-Test and F-Test of Group Means 
IF 
2F 
IF µ (F) 
· 0.021°·
(0.022) 
0.077 
(0.267) 
0.104 
(NIA) 
T-Test of Difference in Benchmark Pairs
�GBR,TNR)1 �DSL,DS1.Jvh 
6(DSL,DS1.3v)2 0.010 
(0.268) 
0.032°···
(0.006) 
0.022°·
(0.076) 
Analysis of Estimated Returns Contribution 
�GBR ,TNR)1 �DSL,DS1.3vh 
All Factors 33.9% 66.1% 
Reviewing the cross-sectional performance shows slightly higher similarity between
the two benchmarks with an insignificant F-Test statistic in the later period, although
the term premium proxy focusing on the medium to long term is again shown to
perform better than the factor proxying for the differential between short term and
long term horizon. The composite Datastream Government Bond Index reflecting the
premium between instruments with term of more than ten years and instruments with
maturity of one to three years provides an R2 of 11.8% in 1990-94 and 8.2% in 1995-
99. A hypothesis of zero difference from the peak R2 values, which stand at 13 .1 %
and 10.4% in the respective periods, cannot be rejected at conventional statistical
levels. Separation of factor contributions also confirms the dominance of this variable
when it is show to account for between 66.1 % and 71.3% of the group R2.
The above preference for a factor reflecting the maturity premium between medium
and long-term rates is consistent with Elton, Gruber and Blake (1995) who also used
the differential rate between intermediate and long-term bonds. It also concurs with
the variations of this variable used by Brennan and Schwartz (1983) and Nelson and
Schaefer (1983). 
S.1.S FACTORS REPRESENTING DEFAULT RISK
The information efficiency analysis of factors representing default risk is presented in
Table XXXV. Factors on both sides of the risk spectrum are considered. Whilst the
Lehman Brothers High Yield Index (LB HYI) reflects the influence holding of non­
investment grade bonds has on returns of fixed interest managed funds, the Warburg
Dillon Read Asset Backed Securities index (WDR ABS) introduces the information
impact of a low risk - low return investment strategy.
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TABLE XXXV 
Two-Pass Analysis of Factors Representing Default Risk 
Results in this table reflect the explanatory power inherent in factors representing default risk. The 
derivation of ::�� �2 values follows the r,1ethodology detailed in Chapter 2 and summarised at Table XXXI. Panels A l  and A2 represent time based information content for the 1990-94 and 1995-99
samples, respectively. Panels B 1 and B2 convey the results from cross-sectional tests for the same two 
periods. First section of each panel looks at the average explanatory power given a number of 
constituting factors, thus reflecting the average incremental information contributed by addition of
more factors. Statistics attached to the group means in the last column are the results of f-Tests of joint
equality of means at each factor quantity level. Section two focuses on individual variables or
combinations thereof and provides not only comparative results, but also evaluation against the peak R2 
achieved when all factors are joint in a single benchmark. Third section in cross sectional test shows
individual contributions of factors when combined into a multi-factor benchmark.
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PANEL A: Tests of Time-Series Variance 
(1990-1994) 
Differential T-Test and F-Test of Group Means 
IF 
2F 
IF µ(F) 
0.074D
***
(0.000) 
0.087°
"'" 
(0.000) 
0.162 
(N/A) 
T-Test of Difference in Benchmark Pairs
LB HYI2 
!1 + Ji
WDR ABS 1 LB HYI2 
0.135°
"'" 
(0.000)**0.142°
 *
(0.000) 
0.007
(0.686) 
(1995-1999) 
Differential T-Test and F-Test of Group Means 
IF 
2F 
IF µ(F) 
o.oss0••• 
(0.000)
0.107°
"'" 
(0.000) 
0.162 
(N/A) 
T-Test of Difference in Benchmark Pairs
WDR ABS 1 LB HYI2 
0.095°"
'
(0.000)**
0.103D
 *
(0.000) 
0.008 
(0.634) 
PANEL B: Tests of Cross Sectional Variance 
(1995-1999) (1990-1994) 
Differential T-Test and F-Test of Group Means 
IF 
2F 
IF µ(F) 
o.os8°***
(0.009)
0.133° ...
(0.001) 
0.191 
(N/A) 
T-Test of Difference in Benchmark Pairs
!1 + Ji
WDR ABS 1 LB HYI2 
0.066°
"'' 
0.091
(0.001)**D
 
(0.000) 
0.025 
(0.301) 
Analysis of Estimated Returns Contribution 
All Factors 
WDR ABS 1 LB HYI2 
0.1% 99.9"/o 
Differential T-Test and F-Test of Group Means 
IF 
2F 
IF µ (F) 
0.065D
**
(0.021) 
0.168 
(0.028) 
0.233 
(N/A) 
T-Test of Difference in Benchmark Pairs
!1 + Ji
WDR ABS 1 LB HYI2 
0.057°"'
(0.049)**
0.093D
 *
(0.001) 
0.036 
(0.229) 
Analysis of Estimated Returns Contribution 
All Factors 
WDR ABS 1 LB HYJi 
4.8% 95.2% 
Although the peak time series R2 for this category stands consistently at 16.2% across
the two periods, F-Test indications on the substitutability of factors conclusively point
to significant differences in the explanatory power of the two variables. This is indeed
confirmed by the review of individual factors, where the High Yield Index proves to
be the dominating factor achieving R2 values of 15.5% and 15.6% in the earlier and
the later time frames, both insignificantly different from the peak. This contrasts
dramatically with the explanatory power of the Asset Backed Index, which achieves a
mere 2.0% and 5.9% in the two periods.
Turning attention to the 1990-94 cross-sectional results confirms the better
performance of the High Yield Index which explains 16.6% of the spectral returns
variations of fixed interest managed funds, a figure not significantly different from the
peak of 19 .1 %. Similar results are recorded in the 1995-99 period with the index
achieving an R2 of 19.7% against a 23.3% peak, a gap that is again not significant at
conventional levels.
Perhaps the most telling result of the dominance High Yield Index has to the
exclusion of the Asset Backed Index are the contributions of the individual factors in
a joint test, with the former index providing as much as 99.9% of the aggregate R2 .
The above results lead to a firm conclusion that it is indeed that influence of returns
from non-investment grade bonds that are best able to explain the fixed interest fund
variations in this category of factors. This also suggests an early concurrence with the
conclusion formed by Blake, Elton and Gruber (1993:383) that an investor studying
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performance of managed bond funds "would reach similar conclusions no matter
which measure was used, as long as the measure contained a high-yield index".
5.1.6 FACTORS REPRESENTING EQUITY MARKET RETURNS 
Table XXXVI previews the influence factors based on the equity markets bear on
variations in returns of fixed interest managed funds. Maag and Zimmerman (2000)
previously examined the exposure to equity markets bond funds can take through
instruments such as convertibles and warrants. The strength of their impact will be
tested herein through two factors, distinguished by the variety of equities whose
returns they track. Whilst the All Ordinaries Index (AOI) focuses specifically at the
largest stocks listed on the Australian stock exchange, the 500 Value Weighted Index
(500VW) takes a broader view by including a wider spectrum of equities.
In both periods and in both information dimensions the two factor candidates prove to
be significantly different recording F-Test statistics that approximate zero. Examining
first the R2 values from time-series regressions I find that the difference arises due to
significantly better performance by the All Ordinaries Index. The index explains up to
14. 3% of return variations in 1990-94 relative to the peak of 14.6%, and 20.6% in
1995-99 relative to the peak of 21.6%. Neither difference is statistically significant at
conventional levels. The preference for AOI index in lieu of the 500 Value Weighted
index is also reconfirmed in cross-sectional tests, although the difference is now less
dramatic. AOI index records an R2 of 19.9% and 22.4% in the earlier and later time
frame, respectively, falling short of the peak by statistically insignificant 1.6% and
2.4% in the same periods. Finding the All Ordinaries Index to contribute between
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TABLE XXXVI 
Two-Pass Analysis of Factors Representing Equity Market Movement 
Results in this table reflect the explanatory power inherent in factors representing equity market 
movements. The derivation of the R2 values follows the methodology detailed in Chapter 2 and 
summarised at Table XXXI. Panels Al and A2 represent time based information content for the 1990-
94 and 1995-99 samples, respectively. Panels B l  and B2 convey the results from cross-sectional tests 
for the same two periods. First section of each panel looks at the average explanatory power given a 
number of constituting factors, thus reflecting the average incremental information contributed by 
addition of more factors. Statistics attached to the group means in the last column are the results of F­
Tests of joint equality of means at each factor quantity level. Section two focuses on individual 
variables or combinations thereof and provides not only comparative results, but also evaluation 
against the peak R2 achieved when all factors are joint in a single benchmark. Third section in cross
sectional test shows individual contributions of factors when combined into a multi-factor benchmark. 
PANEL A: Tests of Time-Series Variance
1 93 
(1990-1994) 
Differential T-Test and F-Test of Group Means 
IF 
2F 
IF µ (F) 
0.027D* 
(0.094) 
0.119 
(0.001) 
0.146 
(N/A) 
T-Test of Difference in Benchmark Pairs
AOl 1 500VW2 
-0.048°"'" 
(0.001)
0.003
(0.873)
0.05JD*** 
(0.001) 
(1995-1999) 
Differential T-Test and F-Test of Group Means 
IF 
2F 
IF µ (F) 
0.095°*** 
(0.000) 
0.120 
(0.000) 
0.216 
(N/A) 
T-Test of Difference in Benchmark Pairs
!1 + Ji
AOl 1 500VW2 
-0.170°"'" 
(0.000)
0.010
(0.511)
0. J80D***
(0.000)
PANEL B: Tests of Cross Sectional Variance 
(1990-1994) 
Differential T-Test and F-Test of Group Means 
IF 
2F 
IF µ(F) 
0.040 
(0.127) 
0.175 
(0.091) 
0.215 
(N/A) 
T-Test of Difference in Benchmark Pairs
500VW2 
!1 + Ji
AOl1 500VW2 
-0.045°'
(0.091)
0.016
(0.550)
0.062°·· 
(0.023) 
Analysis of Estimated Returns Contribution 
All Factors 
AOl 1 500VW2 
72.8% 27.2% 
(1995-1999) 
Differential T-Test and F-Test of Group Means 
IF 
2F 
IF µ (F) 
o.o88°***
(0.002)
0.160 
(0.000) 
0.248 
(N/A) 
T-Test of Difference in Benchmark Pairs
!1 + Ji
AOl 1 500VW2 
-0.128°"'" 
(0.000)
0.024
(0.470)
0.152°··· 
(0.000) 
Analysis of Estimated Returns Contribution 
All Factors 
AOl 1 500VW2 
68.5% 31.5% 
68.5% and 72.8% of the joint explanatory power for the two indices confirms that the
exposure fixed interest funds acquire is mostly to the large, generally blue chip
equities. This also concurs with the testing methodology adopted by Maag and
Zimmerman (2000).
5.1.7 EXPLANATORY POWER OF WINNING FACTORS ACROSS ALL CATEGORIES 
Table XXXVII presents a summary of results derived from the information efficiency
tests carried for the pre-selected winners from each factor category. In summary these
include the equally weighted fund-based index (EW), economic proxies for inflation
(INFL) and the orthogonalised measure of GDP growth (GDP), index for high yield
non-investment grade bond securities (LBHYI), the All Ordinaries Index (AOI),
DataStream medium term interest rate factor (DSGBI) and the lagged variant thereof
(IDS0s1) and finally the term premium between the long term and medium term fixed
interest securities (oDSLM). The objective of this joint analysis is to search whether
the peak R2 of this group can be achieved in a more parsimonious manner with a
lower number of factors.
TABLE XXXVII 
Two-Pass Analysis of Winning Factors Representing Potential Sources of Return Variations 
Results in this table represent the explanatory power provided by the factors found previously to be 
most informative in tests of various categories. The derivation of the R2 values follows the 
methodology detailed in Chapter 2 and summarised at Table XXXI. Panels Al and A2 represent time 
based information content for the 1990-94 and 1995-99 samples, respectively. Panels B l  and B2 
convey the results from cross-sectional tests for the same two periods. First section of each panel looks 
at the average explanatory power given a number of constituting factors, thus reflecting the average 
incremental information contributed by addition of more factors. Statistics attached to the group means 
in the last column are the results of F-Tests of joint equality of means at each factor quantity level. 
Section two focuses on individual variables or combinations thereof and provides not only comparative 
results, but also evaluation against the peak R2 achieved when all factors are joint in a single 
benchmark. Third section in cross sectional test shows individual contributions of factors when 
combined into a multi-factor benchmark. 
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t Corresponds to groups of benchmarks incorporating one through to eight factors. 
: EW1 refers to the Equally Weighted Indices of Managed Bond Fund Returns, INFL:z is a measure of inflation, GDP3 tracks the GDP growth of the economy, orthogonalised against the inflation variable, LBIIY4 is an index of high yield non-investment grade securities tracked by Lehman Brothers reflecting the performance of risky assets, AOI5 is the All Ordinaries Accumulation Index, DSGB!t; is the DataStream index of government securities with medium term (l to 3 years) maturities and r(DSGBih is a lagged variant thereof. Final variable 6DSLM8 is a proxy for term premium defmed as the difference between returns on long term and medium term government bonds. 
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PANEL Al: Tests of Time-Series Variance (1990-1994) 
Catego!}'.+ IF 2F 
T-Test of Difference in Group Means 
3F 4F SF 6F 7F 
IF 
F-Testof 
G!,E Means 
0.157°
m 
2F 0.201°
· .. (0.000) ..
0.363° 
.
3F 
(0.000) ..
0.377° 
.
0.)7Jo• 
.. (0.000) ..
0.534° 
.
4F 
(0.000) ..
0.523° 
. (0.000) • .
0.3 )6o
. 
0.)45° 
... (0.000) ..
0.680° 
.
(0.002..) (0.000) SF 
(0.000)..
0.637° 
 . (0.000) .
0.4300-
.
0.259° 
. 
0.))4° 
.. 0.794-
(0.044.) 6F 
(0.000) • .0.7)8o
. (0.000) • .
0.5J)o
. (0.000) • .
0.34)o
.
0.1950-
.
0.081 
(0.000) .
0.8750-
.
(0.000 (0.00 (0.201) (0.000) 
7F 0.7690-
) .. (0.000) .
0.5620-
. (0.000) • .0.39)o
. 
0.2460-
1) .. 
0.1320-• 0.051 0.926 
(0.000) (0.455) (0.832) 
8F 
(0.000) ..
0.796° 
. (0.000) ..
0.589° 
. 
0.418-
· (0.000) ..
0.273° 
. (0.04
3
.) .
0.)59° O.o78 0.027 0.952 
{0.000) {0.000) {0.000) {0.000) {0.017) {0.259) {0.702) (NIA) 
Factor EW1 INFL2 
T-Test of Difference in Means of Benchmark Pairs 
GDPJ LBHYI. AOls DSGB4 rDSGBI1 ODSLMs All 
Factors 
EW1 -
INFL2 - -
GDPJ -
0.713° 
... 
(0.000) .
0.73)o 
. • 
-0.0)8
° .. 
-
(0.015) 
LBHYI. -
(0.000) •0.581 o  
.. 
0.132 0.150- -
(0.000) (0.755
°· .
) (0.000) 
AOls - 0.1200.5930-
.. . 
0.138-· -0.012
° ... -
(0.000) ..  . (0.000) DSGB4 - 0.020
°
(0.000) ·
0.038° 
(0.000) ..
0.6930- -0.112
-
-0.100
0--
(0.000) (0.083) 
rDSGBh -0.704- 0.009 
(0.000) ·0.021° - -
(0.000) ·
0.111° - -0.0ll -
(0.376) (0.003·) 
(0.025) 
-0.123 
(0.190) (0.000 (0.407) 
6DSLMs -
(0.000) .
0.094 0.112° - -0.0380- -0.026
0-
) .. 
0.074 0.085 -
0.216
(0.009•) 
0.929o
 ..
(0.000) 
0.947-
(0.000) 
0.7970-
.. 
(0.000).
0.809° 
 • 
(0.000)
-0.909
-· 
(0.000)
0.920-
· 
(0.000)
0.835-
· 
(0.159.) (0.001.) (0.060) (0.757) (0.60
5) (0.000) 
!1,6 0.790
0- . ..0.658  0.670
(0.000) ..° . 0.770- 0.781-
 · 
0.8080-
. 0- 0.6960-
.. 
-0.140
-· 
(0.000) (0.000) (0.000 (0.000) 
fi. s. 6 0.864
° 
 . (0.000)..
0.732- 0.7440-
) .. 0.8820-.. 0.844° 
(0.000).. . (0.000)..
0.855° 
 . 
0.770-
(0.000) (0.000 (0.000) (0.000) (0.000 (0.000) (0.000) 
(0.009) 
-0.066 
(0.356) 
fi. 5, 7 0.861
°-· 0.8790-
) .. 
0.729-
· 
0.741-
 · 
0.8410-
) .. 
0.852- 0.767-
(0.000) (0.000) (0.000)
0.8520-
.. (0.000) 
-0.069 
(0.337) 
fi.6. 1 0.861
° 
 ..(0.000)
0.879° 
. (0.000) ..
0.7290-
 . (0.000).
0.741-
 · 0.841- 0.767- -0.068 
0.619° 
..
(0.000) 
0.077 
(0.486) 
0.1510-
(0.089) 
0.1480-
(0.097) 
0.1480-
(0.090) (0.000) (0.000) (0.000 (0.000 (0.000 (0.000 (0.333) 
f1,S,6, 7 0.183
-
(0.000) ..
0.896° 
. 
0.914-
· 
0.764- 0.7760-
) .. 
0.8760-
) .. 
0.8870-
) .. 
0.8020-
) .. 
-0.034 
(0.032) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.734.) 
fi.u.6. 1 0.203
0- 0.916- 0.784-
· 
0.796-
 · 
0.896-
· 
0.907
(0.000).0-
 . 
0.822- -0.013
5 0.934-
 . 
{0.015) {0.000) {0.000) {0.000) {0.000) {0.000) {0.000) {0.000) {0.953) 
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PANEL A2: Tests of Time-Series Variance (l99S-1999) 
Catego!l'. IF 2F 
T-Test of Difference in Group Means
3F 4F SF 6F 
IF 
2F 0.174° ...
3F 
(0.000) 
D•*0.337 * 0.J63D•**
4F 
(0.000)
O•*0.48J
 * (0.000)°•*0.307
 * 0.J430•**
SF 
(0.000)0•*0.599
 * (0.000)D' .0.425
 . (0.000)O ..0.26J
 . 0.118D'**
(0.000) (0.000)6F 0.689-·
(0.000)
ott0.515
 •  ·0.3520"  0.209
(0.000)
D' . . 0.0900-•
(0.000) (0.012..)7F 
(0.000)o• .0.752
 . 0.578-
 · (0.000)• .0.4J5o
 . (0.000)°· .0.211
 . 0.J53o 
  • 0.063o•
(0.000) (0.000) (0.000)
D' 
 
8F 
(0.000)
°··0.787
 · (0.000)"0.6120
 · 0_4490-•
 • 0.306-
 · 0.188 .. 0.097
(0.089
°
)•  
(0.000) (0.000) (0.000) (0.000) (0.000) (0.050) 
Factor EW1 INFLi 
T -Test of Difference in Means of Benchmark Pairs 
GDPi LBHYL. AOls DSGB4 rDSGBh 
EW1 
INFLi -
GDPi -
0.767D'**
(0.000).0.774° . * -0.007
(0.000)
LBHYL. -
(0.311
0-
)•0.641-
 · 0.120
 • 0.}27° .. *
AOls -
(0.000)
D'
(0.000) -· **  (0.000)°***0.595 0.172 0.179
 
 0.052-
(0.000)(0.000)  • (0.000) (0.000)DSGB4 -0.781- -0.0140-- -0.007D'** -0.1340--
 • -0.186D'** 
(0.006) (0.000)(0.000)
D'* (0.000)D'-0.0040-
 •• 0.003
 * -0.124-
 
-0.176
 
** 0.010 
(0.103) 
(0.000) 
rDSGBh -0.771°*** 
(0.000)
oDSLMs -0.695-· 0.0120-
(0.000) ·· (0.000)•
0.0190-
 • (0.000)D'-0.048 *
 * -
(0.000)
0-0.100
 •• 0.086 0.076°* ..
0.072D' ..
 (0.000)
0.839 ..
 (0.000)
ft. 7 
(0.000)
°* (0.000)°**0.846
 * 0.719-
 · (0.000)*0.667D'
 * (0.679D')*0.853
 * (0.006)°**0.843
 *
(0.005) (0.000) (0.000
0.743 ..
 (0.000 (0.000)
D'
 
ft. s. 6 0.0%- 0.863-
 · °*) ** (0.000)°* 0.691D'*
) * 0.8770.870    ** 
(0.000)
D'*0.867
 *
(0.000)
0.869° ..
 (0.000) 
f u. 1 
(0.000)
°**0.095
 * 0.862-
 · (0.000)* (0.000)°**0.742
 * 0.690-
(0.000)
°··0.816
 · (0.000)°**0.866
 *
(0.000) (0.000) (0.000) (0.000)
ft,6,7 0.062-
 · (0.000)* (0.000)• (0.000)*o.829°*** 
 
0.836-
 · 0.709D'
 * 0.6570-
 • 0.8430"
 * 0.833D'
 *
(0.001°··) 0.734 ..
 (0.000) (0.000)
ft.s.6, 1 0.139
 · (0.000)°**0.906
 • (0.000)°**0.913
 • (0.000)°**0.786
 * (0.000)°* 0.920-
 · 0.910-
 ·
(0.000
0.923 ..
 (0.000)
0.916      ..
 
ft,4,S,6, 7 
(0.000)
0-•0.149
 • D') ** (0.000)°* 0.796-
 · (0.000)D'*0.744
 * (0.000)D'*0.930
 * 0.920
(0.000)
°* 
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 
7F 
O.D35
(0.363)
oDSLMs 
0.767°*** 
(0.000) 
0.791-
(0.000)
°**0.790
 *
(0.000) 
0.757-
(0.000)
0.834-
 ·
(0.000) 
0.844-
(0.000) 
0.173
F-Test of
Gil) 
°
Means
"' 
(0.000)
°•*0.347
 *
o.
(0.000)
°· .s10
 .
(0.000)*0.653D'
 *
0.771 ..
 (0.000)
D' 
(0.000)..0.862° 
 .
(0.000)
D' 
 
0.924
(0.050) 
0.959 
(NIA) 
All 
Factors 
-
-
-
-
-
-
-
-
-
0.158
(0.000)
0_9250-••
(0.000)
0.9320-•• 
(0.000)
0.8oso-·· 
(0.000)
0.753-
(0.000)
0.939-·
(0.000)
0.92�·
(0.000)
0.853°***
(0.000)
0.086-·
(0.004)
-0.062
(0.107)
-0.064
(0.100)*-0.0%0
 *
(0.011) 
-
-0.019
(0.628)
0.0!05 ..
 
(0.950)
· PANEL Bl: Tests of Cross-Sectional Variance (1990-1994)
Cat�o� IF 2F 
T-Test of Difference in Group Means 
3F 4F SF 6F 7F 
IF 
---
F-Test of
G!EMeans
0.1696""
0.136° .
. * 2F 
(0.000)••OJos0
 •
3F 
(0.000) 
° ..0.342 . 0.206o
u• (0.000)o-0.5J l
 • 
0.451 o -
 (0.003
u
)
4F 
(0.000)• 0.3J5o
 • 
0.108° 
.. 
0.620D*
 * (0.000)*
0.4os0 -
 (0.043·)0.202°
- SF 
(0.000)..0.544° 
  * (0.000)· 0.093 
(0.000)-0.713o
 •
(0.155
u
) (0.000) 
6F 
(0.000)•0.621D*
 • (0.000)ou0.485
 • (0.001)u0.279o
 • 
0.J70o
 
0.077 0.790 
(0.017
-•) (0.1
70) 
7F 
(0.000)..0.684° 
  * (0.000) **0.548D *
(0.000)-0.342°
 · 0.2330 • 0.140°
(0.309)*  
0.063 0.853 
(0.000) 
0.195° 
.  (0.
452) (0.876) 
SF 0.739-·
(0.000)
u
0.603o
 • (0.000) -•0.3970 • 0.288D*
* (0.002) * (0.080). 0.118 0.055 0.908 
{0.000) {0.000) {0.000) {0.000) {0.020) {0.177) {0.545) {NIA) 
Factor EW1 INFLi 
T-Test of Difference in Means of Benchmark Pairs
GDP1 LBHYI. AOI5 DSGB4 rDSGBl1 6DSLMs All 
Factors 
EW1 -0.352
(0.001)
INFL2 - -
GDP1 -
0.480D*
**
(0.000)·0.480°
 - o.ooos···
(0.000) • (0.999)LBHYl. -Q_J90
ou 0.090D* 
 
0.090°
* 
(0.000) 
A0Is -
(0.067
-)• (0.066) -•0.357D** 0.1230
 • 0.1230 • 0.033° 
... 
(0.000) (0.000) (0.01
0
7) -·  (0.000) DSGB4 -0.477 0.003 0.003 -0.120
° ... 
(0.000) (0.707) (0.705) 
rDSGBl1 -0.476-
 · 0.004 0.004 
(0.000) (0.684) (0.681) 
6DSLMs -0.438-
 · 0.042 0.042 -0.081 0.0395
(0.000) 
-0.1190
-• 
0.0015
** 
(0.000) 
-· 
(0.975••)  
0.0385
*
(0.770) (0.769)
-0.087
(0.124)
-0.086
(0.130)
-0.048 
(0.129) (0.000 (0.%1) (0.938) 
/1,5, 6, 1 
(0.000)
0.255D** 0.735- 0.735-
 · 0.645-  
) .. 0.732- D* 0.612D* 0.731 .. 0.693° ...
(0.026
-•) (0.000) (0.000)u (0.000)D**
 
!1.2,5,6,7 0.291 
o •
(0.000)-•0.771 o
 • (0.000)-•0.771 o
 • D*** 0.681 0.648o • 0.768 • 0.767°
(0.000) . .. 0.729
(0.000) ..°  * 
0.832D* 
 ..
(0.000)
-0.832D*
 **
(0.000) ·
-0.742
° -
(0.000)
-0,7090
-
 ••
(0.000).
-0.829
° 
 .. 
(0.000)
-0.828D*
**
(0.000)
-0,7900
--
(0.000)
-0.0%
D** 
(0.012) 
-Q.06()
0• 
(0.000) (0.000) (0.081.) 
f 1.3, 5, 6, 7 
(0.009.) .0.265° 
(0.000) ..0.745°  * 0.745°  
(0.000) ... (0.000) ..0.655° . 0.6220
- · (0.000) · (0.000) ..0.742° . 0.741-· 0.703D**
* 
-0.087° 
.
(0.019..) (0.000) (0.000) (0.000) (0.000) (0.045) 
/1,2,J,5 7 0.329
° . 
(0.000) ..0.809° .
(0.000). (0.000) -o.so9D**• 0_719D**
• 
0.686-· 0.806° 
 .. 0.805- 0.767o • 
{0.003) {0.000) {0.000) {0.000) {0.000) {0.000) (0.000) {0.000) 
-0.023
(0.408) 
Combination EW1 
Analysis of Estimated Returns Contribution 
INFL2 GDP1 LBHYl. AO!s DSGB4 rDSGBh 6DSLMs 
/i.5, 6, 1 76.2% 2.3% 10.9"/o 10.6% 
/i.2,5,6,7 67.6% 9.6% 2.3% 10.1% 10.4% 
/1,3,5,6, 7 74.9% 1.3% 2.3% 10.8% 10.6% 
fi. 2. 3, 5, 6, 7 64.7% 10.5% 2.7% 2.5% 9.6% 10.0% 
All Factors 58.5% 13.1% 5.5% 0.0% 2.1% 10.3% 10.4% 0.2% 
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PANEL 82: Tests of Cross-Sectional Variance (1995-1999) 
Categorv IF 2F 
T-Test of Difference in Group Means
3F 4F SF 6F 7F 
IF 
F-Test of
G!J! Means
0.1886"'
0.169° ...2F 
(0.000)..0.357° 
 .
3F 
(0.000)
° ..0.286
 . 0.117° ...
(0.000)..0.474° 
 .
4F 
(0.000)
00 .0.396
 . (0.000)..0.227° 
 . 0.110° ..
(0.000)
° ..0.584
 .
0.328° ..
 
SF 
(0.000)··0.491°
 · (0.000). (0.01100 ).0.211
 . 0.10100 
(0.000)
° ..0.685
 .
(0.054) 
6F 
(0.000)..0.588° 
 . (0.000)o ..0.4J9
 • (0.000)° ..0.302
 . 0.193- 0.091 
(0.000)..0.776° 
 .
0.385° ..
 (0.001
° ..) (0.000) 7F 
(0.000)..0.670° 
 . (0.000)° ..0.501
 . (0.000). 0.275
 . (0.13010 ).0.174
 . 0.082 0.858 
0.460 ..
 (0.007
»-
) 
0.157 .
 (0.482) 
8F 
(0.000)..0.745° 
 . (0.000)··0.576°
 · (0.000)° . 0.35000 
 ..(0.000) 0.249 • 
(0.222
° ). 0.933 
{0.000} {0.000} {0.000} {0.000} {0.000} (0.025} 
O.G75
{0.300} {NIA} 
T-Test of Difference in Means of Benchmark Pairs
Factor EW, lNFk GDPi LBHYI. AOls DSGB'6 rDSGBh 60SLMs All 
Factors 
EW1 -
lNFk - -
GDPi -
0.s1200••
(0.000).0.560° .. 0.012 -
(0.000) (0.282)
-0.458»-
 · 0.11400•
 
LBHYI. 0.102 -
(0.000) (0.023) (0.168
°··)
0.278 
(0.000)
0.8so»-·
(0.000)..0.838° .
(0.000)
0.73600 ..
(0.000)
AOls -0.431 0.14100•• 0.129
 · 0.021°··· -
(0.102) (0.000) (0.000) 
DSGB'6 -0.57700 
 .. -
(0.000)·0.119°
 ·· -0.146-· -
(0.000) (0.008
°
) (0.000)
0_709»-•
(0.000)·0.8ss0 -
(0.000)
rDSGBh -0.56500•• -0.101
 · -0.134»-
 • 0.012 -
-0.017
(0.117)
-0.005
(0.625) (0.066»-) (0.215) 6DSLMs 
(0.000)..-0.573° 
 . -0.013 -
(0.000)
00 0.115
 
-0.142
 .. 0.004 -0.008 -
0.8430000 
0.8
(0.000
51 .,). •
-0.005
(0.617)
0.007
(0.498)
-0.001 s•
 
(0.904) (0.241
 ...) (0.019) (0.000) (0.718··) (0.429 ...) fi.s. 6, 7 
(0.000)··0.176°
 · 0.748- 0.60100••0.736°  0.634-·  0.753 · 0.741  0.749- -0.102
(0.000).°  ° °  .
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)0  (0.000) (0.011) ft,2,S.6, 7 o.2os0-
 · 0.111»-· 0.76500 .. 0.66300 .. 00.782 .. 0.770-0.636-  0.778
(0.000)··°  · -0.073°.
(0.000) (0.000 (0.000) (0.000)
0.632° 
 (0.000) (0.000)
•
 (0.069
0
) 
ft. 6, 7 0.201°-
 · 0.77300 •
) • 0.761° ..
 . 0.65900 ..
  (0.000)... 0.77800 
(0.000). . 0.766»-
 ·
0.11400 • 
(0.000) (0.000)
0.791° 
 (0.000) (0.000) (0.000) (0.000) (0.000)
-0.077 0 
(0.064)
ft. J. 7 0.23100 ..
  0.803»-
 · (0.000)... 0.689- ° 0.662 ... 0.80800•• 0.796- 0.804»-
 · -0.047
{0.000} {0.000} {0.000} {0.000} {0.000} {0.000} {0.000} (0.000} (0.227} 
Analysis of Estimated Returns Contribution 
Combination EW1 lNFL2 GDPi LBHYI. AOls DSGB'6 rDSGBh 6DSLM1 
ft.s.6,1 74.9% 2.9% 11.8% 10.4% 
ft,2,l,6, 7 67.4% 9.0% 2.7% 10.7% 10.1% 
ft,3, l,6, 7 71.6% 4.2% 2.6% 11.4% 10.1% 
64.9% 8.5% 3.7% 2.6% 10.5% 9.9% !1.2, J,l,6, 7
All Factors 59.4% 9.4% 5.9% 0.1% 3.5% 10.6% 10.4% 0.7% 
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Temporal analysis of R2 averages reveals that while addition of extra factors
contributed significantly to the information content carried by the benchmark, such
increments in explanatory power do experience diminishing returns. In fact,
combining more than six factors to form a benchmark has no real benefit at
conventional statistical levels. This is clearly demonstrated where the increase in R2
as a result of using all eight factors instead of six factors rises the average explanatory
power by 7.8% (9.7%) with a p-value of 0.259 (0.050) in the 1990-94 (1995-99)
period. This are set against peak R2 values of 95.2% in the earlier time-frame and
95.9% in the later. When combinations of six or less factors are formed, however,
significant informational differences are evident between the resulting benchmarks. F­
Tests significantly reject null hypothesis of benchmark equality for all levels up to six
factors (6F) in both periods, recording p-values that approximate nullity. As such
analysis of individual factors and combinations thereof is strongly warranted.
As would be anticipated from the previous analysis of individual factors, the equally
weighted index of managed fund returns takes the lead amongst single factor
benchmark with R 2 values of 73 .6% and 80.1 % in the 1990-94 and 1995-99 periods,
respectively. Coming next are the term and risk premium variables, as well as the
equity market proxy. The remaining four variables representing interest rate and
economic influences lie on the other side of the spectrum with R2 values lying
generally in the sub 5% area. Whilst the individual performance of these factors is
relatively weak, they team up strongly with other factors, particularly the aggregate
market factor. In fact, the leading pair of factors combines the aggregate market index
with the interest rate proxy in 1990-94 and the lagged variant of this proxy in 1995-
99. Although such combination substantially improves the information content of
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such benchmark, it too still falls significantly short of the peak with an R2 gap ranging
from 8.6% to 14.0%. However, it is now not the least surprising to find a three-factor
benchmark comprising the aggregate market index and the two variants of the interest
rate proxy to be the first benchmark that records an R2 statistically indifferent from
the peak (a gap of 6.6% and 6.2% for the two periods and corresponding p-values of
0.356 and 0.107). As a test of robustness, the most informative four-factor benchmark
includes the same three factors, complemented by the equity market proxy. Finally,
the leading combination of five benchmark factors again includes the leading
quadruplet, now supplemented by the high yield return proxy. Overall these results
not only assure the robustness of the three pre-selected factors in multiple benchmark
settings, but also cast some doubt on a rather bold statement by Blake, Elton and
Gruber (1993 :383)  who posited that studies measuring performance of fixed interest
managed funds "would reach similar conclusions no matter which measure was used,
as long as the measure contained a high-yield index",
Turning attention now to the cross-sectional information efficiency results, similar
conclusion can be made whereby on average more than six factors do not provide
significant increments in the explanatory power. This is, however, once again teamed
up with F-Test statistics, which indicate that for those benchmarks that incorporate six
or less factors, informational performance is highly varied (F-Test probabilities
approximate nullity on most accounts). First section of Panels B l  and B2 also
presents the peak explanatory power of all eight benchmarks to reach 90.8% in 1990-
94 and 93.3% in 1995-99.
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In individual factor reviews performance of the equally weighted fund returns index
again proves to be the highest, but not to the extent that would fail to reject a null
hypothesis of equality with the peak. The equity market index alongside the risk and
term premium proxies again perform strongly, with the line up at interest rate factors
and economic fundamental proxies. Whilst factor pairs, triplets and quadruplets
improve general performance of the benchmark, neither records difference against the
peak that is insignificant at conventional levels. The first glimpse of such performance
arrives with a five-factor benchmark that combines the aggregate market proxy with
the interest rate factor and its lagged variant, equity index and the inflation variable.
This benchmark records a reliable R2 of 84.8% in the earlier period and 86.0% in the
later. With p-values corresponding to the drop off from the peak standing at 0.081 and
0.064, respectively, I would be hard pressed to confirm this benchmark as performing
'similarly' to the peak. Looking at the runner-up five-factor benchmark which
substitutes the inflation variable for the GDP growth proxy, the impact of economic
factors on cross-sectional explanatory performance is clear. It is therefore not
surprising that the leading six-factor benchmark includes both of these factors in
addition to the variables previously established. Able to explain as much as 88.5% of
fund returns variations in 1990-94 and 88.6% in 1995-99, this benchmark also fails to
reject null of zero difference relative to the peak, with p-values standing at 0.408 and
0.227 respectively.
In summary, time-series tests concur with Blake, Elton and Gruber's (1993) finding of
empirical evidence that concludes "bond returns can be explained by no more than
three, and possibly two factors". Indeed, three factors chosen from two categories
have proven to explain as much as 80.1 % of variations in returns of fixed income
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managed funds. However, expanding the view to the second information dimension, 
the cross sectional part of the analysis shows that in fact as many as six factors are 
required to provide adequate results. These six factors, representing the aggregate 
movement of the bond fund market, the economic fundamentals, the impact of interest 
rates and the equity market influences, are therefore collectively selected as the most 
informative benchmark in this funds management sphere. It's objectivity, however, is 
yet to be tested in sections to follow. 
5.1.8 TEST OF ROBUSTNESS FOR THE PRE-SELECTED COMPOSITE BENCHMARK 
Before proceeding to the objectivity tests for the benchmarks and performance models 
I perform one further test of robustness for the information content of the selected 
factors. The selection process followed several steps that included picking a winner 
factor from each category, and then finding the most suitable combination thereof. In 
this section I shall confront a hypothetical argument whereby combining non-selected 
factors from one category with non-selected factors from another could produce a 
more informative result than the combination of winners. To this end I retest all 
alternatives for each of the factors that enter my pre-selected benchmark and find their 
temporal and cross sectional explanatory power. To make the exercise more 
manageable I take note of the fundamental pairing of factors within two of the 
categories. First, inflation and GDP growth have been inherently linked in the 
economic fundamentals category, as has been a pair of their estimation errors. 
Similarly, spot and lagged variants of the interest rate proxies have been closely tied 
together. Consequently, in this test I test seven aggregate bond market factors against 
two alternative pairs of economic factors, two alternative pairs of equity market 
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proxies and two alternative pairs of interest rate proxies. Table XXXVIII summarises 
the results. 
TABLE XXXVIII 
Comparison of Winning Factor Combinations 
Presented below are the results of information content across time (Panel A) and in cross section (Panel 
B) achieved from combinations of benchmark factors according to the winning framework. Below is
the legend of constituting factors for the four-digit COMBINATION code [ABCD]:
A (Aggregate bond returns, IF) 
I .  Value Weighted Index of Fixed Interest Managed Funds 
2. Equally Weighted Index of Fixed Interest Managed Funds 
3 .  UBS Warburg Composite Index 
4. Salomon Smith Barney WGBI Index 
5. Datastream All Maturities Index 
6. JP Morgan Bond Return Index 
7. JP Morgan Bond Price Index 
B (Economic variables, 2F) 
I .  Inflation + GDP Growth 
2. Ee (Inflation + GDP Growth) 
C (Equity Market Returns, IF) 
I . All Ordinaries Accumulation Index 
2. 500 Value Weighted Index 
D (Interest Rates, 2F) 
I .  90-Day Treasury Note Rate + Lagged Variant 
2. Datastream GB! with one to three year maturities + Lagged Variant
Referring to the legend for the table it is immediately clear that the six factors as 
prescribed by the above analysis take the lead in both information dimensions, thus 
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PANEL A: Time-Series Winners 
1990-1994 
Combination R2 t1 p-value Combination 
2112 93.9% 2112 
1112 89.8% 0.000 1112 
2111 88.()0/o 0.003 2111 
2211 88.6% 0.1!0 2121 
2122 88.0% 0.064 111 I 
PANEL B: Cross-Sectional Winners 
1990-1994 
Combination R2 t1 p-value Combination 
2112 88.5% 2112 
1112 86.1% 0.002 ll 12 
2111 86.0% 0.364 2211 
1111 85.4% 0.021 2121 
2121 85.4% 0.931 I 111 
1995-1999 
R2 t1 p-value 
94.()0/o 
91.2% 0.000 
90.1% 0.000 
88.6% 0.000 
88.5% 0.432 
1995-1999 
R2 t1 p-value 
88.6% 
87.1% 0.013 
86.7% 0.042 
86.5% 0.396 
86.1% 0.124 
confirming their suitability. Indeed, p-values of the differences between various
combinations show these six factors to have a lead that is significant relative to the
first runner up at 1 % level (with the exception of the cross-sectional results for 1995-
99, where the p-value reaches 1.3%). It can be also noted that all successive
combinations revolve around the two aggregate bond market indices based on the
funds themselves, and secondly the alternative definitions of the equity market
proxies.
5.2 TESTING BENCHMARK - MODEL OBJECTIVITY 
In this section of the study I review the degree of objectivity afforded by various
benchmarks and various models under two tests.
5.2.1 TESTS AGAINST NAivE PORTFOLIOS 
The first test sets the benchmarks and various performance measures against a set of
naive portfolios under assertion that a passively formed portfolio does not require any
special skill and should thus report zero excess return. Any significant excess return
would, by definition, indicate a flaw in the benchmark and / or the model. In Australia
such analysis is, however, plagued by an acute lack of bond data and I therefore make
a bold assumption of homogeneity between Australian and the US markets, where
such data abound. The results are presented in Table XXXIX.
To best understand the impact of alternative performance measures, Table XXXIX
needs to be reviewed in three separate dimensions.
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TABLE XXXIX 
Excess Returns of Naive Portfolios against Different Benchmarks 
An overview of excess returns is presented, when returns on nai"ve portfolios have been regressed 
against a combination of benchmarks (see legend, below). Each nai"w pc�;.::,J;o 0ut .�i:- 1. total pool of 7 1 
was regressed against each benchmark using regression r;,, = a; + /3; x n BM., + e;,, , where Q is a vector 
of benchmark factors. The results presented are the averages of individual alphas in each measure 
environment. Since construction of nai"ve portfolios (based on industry participation as well as 
generally observed characteristics associated with CAPM and APT anomalies such as the 
capitalisation, beta, momentum in returns and dividend yield) by definition does not require any 
superior skill, the expected excess return is nil. Alphas that are significantly positive (negative) would 
therefore imply a degree of bias within the benchmark towards overperformance (underperformance). 
The t-statistics supporting each average alpha reflect the hypothesis of zero mean in the sample of 
individual alphas. In the combinations below the factor for equity market proxy is held constant as the 
Dow Jones Index, with the remaining variants following the key [ABC] presented below. 
A (Aggregate bond returns, IF) 
1 .  Value Weighted Index of Bonds 
2. Equally Weighted Index of Bonds
3 . UBS Warburg Composite Index
4. Salomon Smith Barney WGBI Index 
5. Datastream All Maturities Index
6. JP Morgan Bond Return Index 
7. JP Morgan Bond Price Index 
B (Economic variables, 2F) 
l . Inflation + GDP Growth
2. Ee (Inflation + GDP Growth) 
C (Interest Rates, 2F) 
1 .  90-Day Treasury Bill Rate + Lagged Variant 
2. Datastream GBI with one to three year maturities + Lagged Variant 
PANEL A: Period 1990-1994 Jensen's Alpha Treynor-Mazuy Henriksson-Merton Corp Gov All Corp Gov All Corp Gov All 
1 1 1 1 9  
53
° 
40" - 15 - 120" -22
° 62 282" 1 17"" 
(0.99) ( 16. 1 9) (3.09) (- 1 .33) (-94.35) (-3. 1 5) ( 1 .52) (24.47) (4. 1 3) 
1 12 
8 1 • 1 45 .. 1 18 .. 126 .. 1 70 .. 138  .. 6 3 1 8 
.. 1 04• 
(2.41 ) (2 1 .58) (5.07) (9.49) (22.80) (23.97) (0.08) (25.05) ( 1 .96) 
1 2 1  20 -5· 22· - 10 - 109 
.. -29 .. 42 
.. -70 
.. 1 5  
( 1 .56) (-2.56) (2.49) (-1 .50) (-58.79) (-5.24) (3.09) (-39.75) ( l .74) 
1 22 
45 .. -53 
.. 24 .. 49 .. -57 
.. 23 .. l - 1 54 .. -44 .. 
(7.56) (-66.26) (4.60) (9.86) (-94.09) (4.71 ) (0. 12) (-49.40) (-4.86) 
2 1 1 
3 - 1 9  .. 3 4 - 14 .. 5 1 1 0 11 .. 
(0.33) (- 1 2.96) (0.81 )  (0.51)  (-9.4 1) ( 1 .39) ( l .68) (-0.30) (4.88) 
2 1 2  
6 -9 3 1 2  - 10 3 8 - 1 1 5
( 1 .5 1 ) (- 1 .89) ( 1 .06) ( 1 .93) (-1 .62) ( 1 .02) ( l .78) (- 1 .94) ( l .83) 
221 10 
.. -63 .. -6 9• -65 
.. -7 11 .. -62 .. -5
(2.83) (-97.74) (- 1 .72) (2.42) (-86. 1 0) (- 1 .89) (3.09) (-9 1 . 1 2) (- 1 .59) 
222 1 9  
.. -69 .. -2 1 8 .. -72 .. -4 16 
.. -72 
.. 
-4
(5.20) (-6 1 .40) (-0.59) (5. 12) (-59. 1 5) (-0.90) (4.80) (-57.35) (-1 .05) 
3 1 1  22 2 1 ·  
27 .. 23 .. 2 1  .. 28 .. 2 1 ·  22 
.. 26 .. 
( 1 .88) ( 1 .96) (5.4 1 ) (2.64) ( 10.23) (5.37) (2.45) ( 10.50) (5.5 1 ) 
3 1 2  
48 .. - 12 
.. 34 .. 5 1  .. - 12  .. 36 .. 49 .. - 12  
.. 35 .. 
(5.44) (-3.04) (6.77) (5.42) (-8.23) (6.55) (5.40) (-8.78) (6.67) 
321 37 
.. 1 3• 32 .. 4 1  .. 1 1  .. 34 .. 39 .. 1 3 
.. 33 .. 
(9.23) (2. 16) ( 1 3.91 ) (8.28) ( 1 1 .88) ( 1 1 .42) (8.59) ( 1 3. 16) ( 1 2.46) 
322 54 
.. 9• 43 .. 58 .. 8 .. 46 .. 57 
.. 8 .. 45 .. 
( 14.95) (2. 13) ( 1 7. 1 8) ( 12.79) ( 10.62) ( 14.37) ( 12.93) ( 1 1 .53) ( 1 4.98) 
4 1 1 -
87 .. -494 
.. - 105 .. -50 .. -441 •• -83 
.. 
-48 
.. 
-395 
.. 
-77 
.. 
(-8.23) (-38.71 )  (- 10.01) (-4.87) (-34. 12) (-8. 1 1 ) (-4.53) (-3 1 .2 1 )  (-7.56) 
4 1 2  
-53 .. -28 1 .. -89 .. -44•• - 128 .. -42 
.. 
-46 
.. - JOO .. -9 1  .. 
(-5. 1 5) (-24.7 1 ) (-8.28) (-3.98) (- 12.2 1 )  (-3.80) (-4. 1 1 ) (-9.84) (-9.56) 
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421 
-11 •
•
-367 .. -88 
.. -74 
..
-430 
..
-113 
.. -73 .. -550 
..
-97 
..
(-6.88) (-29.91) (-8.58) (-7.56) (-33.62) (-11.92) (-7.21) (-42.38) (-9.01) 
422 -65 
.. 
-156 .. -59 
.. 
-49 
.. 
-154 
.. -70 .. -56 
.. -68 .. -55 
.. 
(-6.36) (-15.26) (-5.69) (-4.67) (-14.61) (-6.99) (-5.35) (-6.58) (-5.42)
511 14 _9 
.. 14 .. 14 _9 
.. 14 .. 14 _9 
.. 14 .. 
( 1.65) (-5.58) (2.99) (1.62) (-5.47) (3.00) (l .64) (-5.53) (3.00) 
512 43 
.. 
-53 
.. 20 .. 45 .. -54 
.. 22 .. 44•• -54 
.. 21 •• 
(4.51) (-28.28) (3.52) (4.50) (-26.36) (3.47) (4.45) (-27.05) (3.47) 
521 27 
.. 
-25 .. 15 .. 29 .. -27 .. 16 
.. 28 .. -21
·· 16 .. 
(6.62) (-47.95) (5.53) (6.00) (-46.86) (4.83) (6.11) (-47.34) (5.02) 
522 46 
.. 
-36 .. 27 .. 50 .. -39 
.. 28 .. 49 .. -38 
.. 28·· 
(11.46) (-61.56) (7.12) (9.72) (-43.25) (6.51) (9.90) (-47.25) (6.69) 
611 
14 -10·· 14 .. 13 -10 .
. 14 .. 13 _9 
.. 14 .. 
( 1.63) (-5.90) (2.94) ( 1.56) (-5.72) (2.96) ( 1.59) (-5.67) (2.98) 
612 41 
.. 
-69 .. 15· 43 .
. 
-69 .. 16. 42 
.. 
-69 
.. 16. 
(4.32) (-32.77) (2.49) (4.31) (-30.74) (2.52) (4.26) (-31.64) (2.49) 
621 27 
.. -25•• 15 .. 29•• -21·· 16 
.. 28 .. -27 
.. 16 •• 
(6.64) (-47.36) (5.56) (5.88) (-45.35) (4.79) (5.98) (-46.26) (4.95) 
622 46 
•• -41 •• 25 .. 50 
.. 
-43•• 21·· 48 .
. 
-42•· 26 .. 
(11.26) (-62.55) (6.47) (9.47) (-44.63) (5.97) (9.60) (-48.90) (6.09) 
711 23 
.. 25 .. 28·· 24 .. 24•• 29•• 21 •• 26 .. 28 .. 
(2.65) (11.78) (5.66) (2.72) ( 11.43) (5.56) (2.58) (12.07) (5.94) 
712 4
6 •• -24 
.. 30·· 49 .. -24 .
. 32 .. 47•• -24 .
. 30 .. 
(5.35) (-17.61) (5.90) (5.26) (-15.95) (5.67) (5.27) (-17.10) (5.78) 
721 37 
.. 13 .. 32 .. 40·· 10·· 33 .
. 38 .. 12 .. 32 .. 
(9.11) (12.98) (13.70) (7.95) (10.48) (10.83) (8.39) (12.48) (12.08) 
722 54 
.. 9•• 43•• 57 
.. 1·· 45•• 56 .. 7 .. 44•• 
(14.75) (11.82) (16.93) (12.19) (8.95) (13.67) (12.51) (9.68) (14.35) 
PANEL B: Period 1995-1999 
Jensen's Alpha Treynor-Mazuy Henriksson-Merton 
Corp Gov All Corp Gov All Cofg Gov All 
Ill -78 -473
"' 
-172
'" 
-69 -454
"' 
-162
"' 
366 395
'" 
418
'" 
(-1.88) (-47.10) (-11.64) (-1.72) (-45.28) (-11.30) (2.63) (9.43) (12.54) 
112 -
12·· -100 .. -103•• _75
•• -137 .
. -115 .. 229 -1068 
.. 4 
(-4.4�) (-37.08) (-25.20) (-4.48) (-38.14) (-25.92) (1.13) (-13.58) (0.06) 
121 -144 -636 
.. -261 •• -131
. -605•• -246 .
. 402· 564 .
. 486. 
(-4.56) (-41.64) (-13.56) (-3.99) (-40.10) (-13.34) (3.16) (20.35) (17.57) 
122 -77 
.. -78 •• -101 •• -81 •• -103 .. -110 
.. 59 -986 
.. -99·
(-6.41) (-35.47) (-23.93) (-6.48) (-37.60) (-26.27) (0.49) (-13.01) (-2.02) 
211 -
1 67 .. -11 -I 61·· -11 0 68 •• -10
(-0.07) (7.49) (-1. 75) (-0.06) (7.55) (-1.74) (0.02) (7.95) (-1.64) 
212 5 5 -6 5 5 -6 5 5 -6
(0.46) (1.44) (-1.70) (0.46) (1.44) (-1. 70) (0.44) (1.39) (-1. 72) 
221 -7 123
• -6 -8 123· -6 -6 124
• -5
(-0.51) (12.49) (-0.73) (-0.51) (12.47) (-0.73) (-0.42) (13.00) (-0.64) 
222 5 29 
.. -6 4 29•• -7 5 29 
.. -7
(0.48) (5.77) (-1.52) (0.39) (5.53) (-1.59) (0.45) (5.66) (-1.55) 
311 -75 
.. -14 -90 .. -81 
.. -22 .. -94 
.. -78 .. -20 .
. 
-93 .. 
(-3.58) (-1.94) (-14.49) (-3.61) (-2.96) (-14.86) (-3.63) (-2.83) (-14.92) 
312 -45 
.. I -52 .. -48 •• -8· -55 .. -49 .. -9· -56 .. 
(-4.34) (0.20) (-10.63) (-4.28) (-2.01) (-10.89) (-4.50) (-2.22) (-11.25) 
321 -88 
•• -7 -100 .. -92·· -12 -102 .. _90 
.. -10 -101·· 
(-5.60) (-1.29) (-14.20) (-5.75) (-1.93) (-14.43) (-5.68) (-1.70) (-14.38) 
322 _53
•• 3 -61 •
• 
-57 .
. 
-4 -65 .
. 
-57 
.. -5 -66 
.. 
(-6.54) (0.92) (-11.84) (-6.78) (-1.15) (-12.31) (-6.91) (-1.23) (-12.52) 
411 -
180· _529•• -273 
.. -111· -510· -280 
.. -119• -535
° 
-274 .. 
(-7.75) (-43.25) (-20.59) (-6.95) (-40.38) (-18.61) (-7.61) (-42.%) (-20.26) 
412 -50 
.. 
-69 .. -68 .. -41 •· -85 
.. -65 
.. -46 .. -75 .
. 
-67 .. 
(-5.46) (-53.22) (-18.77) (-3.72) (-39.68) (-18.61) (-4.66) (-50.73) (-18.78) 
421 -170
. -406 •• -244•• -167
. -469 •• -255 .
. 
-168
. 
-423
°. 
-246 .. 
(-8.44) (-44.12) (-27.09) (-7.06) (-39.54) (-22.38) (-7.94) (-43.20) (-25.63) 
422 
-64 .. -52 .. -83 •• -48 .. -77 .. -78 
.. -56 
.. -64·· -80 .
. 
(-7.60) (-29.70) (-20.23) (-4.15) (-25.80) (-22.08) (-5.59) (-32.59) (-21.39) 
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The first dimension involves analysis of various factor combinations. In this respect it
becomes immediately obvious that any measure that includes the equally weighted
fund based index (2:XXX) performs best in both time frames with only a few results
that are significant and thereby indicating bias. From within this group, however, it is
the combination of factors pre-selected in the information efficiency section as having
the highest explanatory power that also consistently exhibit the least amount of bias.
In fact, none of the excess returns, varying between - 11 and 8 points across both time
frames and all models, prove to be significant at conventional statistical levels, a
result not matched by any other benchmark formulation. This unequivocally points to
the suitability of this benchmark from the objectivity perspective, which comes in
addition to the informative superiority established previously. In contrast, benchmarks
that adopt the Salomon Smith Barney's index of government bond returns perform
consistently the worst. The degree of bias is highly negative and significant, ranging
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511 -82 
.. -48 .. -102·· -85 .. -56 .. -105 .. -85 .. -54** -105 ..
(-3.93)..  (-8.69)**  (-18.09)..  (-3.96)**  ( 5*) (-18.21)**  (-3.98)..  (-9.26)**  (-18.5** 8) 
512 -48 -29 -60 -51
- *_39 -63 -52 _39 -64
(-4.89)**  (-14.08)..  (-14.30)**  ( *-4 (-16.69)**  (-14.11)**  (-4.98)..  (-16.93)..  (-14.82)**  
521 _94 -35 -110 _95
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- •
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612 -49 -35 -61 -s 1 -47 -65 -52 49 -66 (-4.90)**  (-18.30)**  (-15.05) (-4.86)..  (-23.81)..  (-15.12)**  ( .-
-(-24.85)**  (-15.89)..  
621 _94 -42 -112·· -96 (-
47 -113 97 - . -so -115 
(-5.98)**  (-8.87)..  (-17.61)..  (-6.08)..   -9 (-17.8** 5) (-6 *) (-10.38)..  (-18.34.. ) 
622 -57 -30 71 - 60 - -41
** -75 -62
. * -46 77 -
(- * (-14.93)**  (-16.03)**  ( *- (-21.22)**  (-16.49)**  (-7.57)••  (-24.19) (-17.38)••  
711 -78
* -36 _97 -83
' -45 -101 -81 -44•• -101 
(- *) (-5.73) (-16.63)..  ( .- (  - (-17.06)**  (-3.81)..  (-6.81)..  (-17.31)..  
712 -45
3 *5 -7 -54 -48 . -15** -56 -48 -19 -58 
(-4.37)..  (-1 *.81)*  (-11.45)**  (-4. (-3.97)·  (-11.58)..  (-4.51)**  (-5.01)••  (-12.22)**  
721 -90 -23 -105 _94
30)** -3o· -108 -93 31 - -10s
(-5.73)**  (-4.32) (-15.70)**  ( *-5 (-5.18)..  (-16.08)..  (  - ( .- (-16.32)..  
722 -53 -4 -63 _57
* _13 -67 -ss** -18 . -69 
(-6.58) (-1.18) (-12.66) (-6.73) (-3.81) (-13.12) (-6.92) 
(-5.30) (-13.79)
from a low of -0.46% to a as high as -5.5% per month, all figures significant at a 1 %
level.
The second dimension of analysis looks at the relative performance of the three
measurement models. Looking at the proportion of excess returns that are significant
for different models, Jensen's Alpha provides an early lead in both periods, recording
25% of figures as insignificant and hence objective. This contrast with an average of
around 1 8% found for the Treynor and Mazuy (1 966) and Henriksson and Merton
(1 98 1 )  models. Consequently, these results tend to suggest Jensen's alpha as the
preferred model, but no conclusive recommendation can be made for the pick of a
model that allows timing ability to be distinguished from the selectivity skill.
The third line of information presented in Table XXXIX revolves around separation
of the entire sample of bonds into two groups - instruments issued by corporate
entities versus instruments issued by the US government. Several key observations
can be made from the results. First, different benchmarks show varying levels of
objectivity when tested against the two sub-samples. Second, such differences largely
tie to two factor definitions - the choice of a proxy for the bond market returns as a
primary influence, and the selection of interest rate proxies as secondary. Looking at
the former, for example, the UBS Warburg Composite index proves to be quite
objective when measuring the performance of government bonds (particularly in the
1 995-99 sample), but very biased for corporate instruments. In contrast, the Salomon
Smith Barney GBI index shows greater bias for government bonds than it does for the
corporates (although the bias is statistically significant in both). This clearly
highlights the need for a benchmark that considers a variety of fixed interest asset
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characteristics and again highlights the benefits of the pre-selected six-factor
benchmark, which proves to be consistently unbiased across both instrument classes.
A third observation is linked to the consistency of the measurement models. Table XL
presents the correlation coefficients of the excess returns measured for the two sub-
groups.
TABLE XL 
Correlation Coefficients of Excess Returns between 
Naive Portfolios of Government and Corporate Bonds 
The inconsistency of bias recorded by the dual beta model proposed by Henriksson
and Merton (1981) is immediately obvious. The correlation coefficient between the
two sub-samples is found to be very low ranging from 0.1961 in 1995-99 to 0.5162 in
1990-94. This comes in contrast to the correlation coefficients for the remaining two
models, all of which achieve the order of 0.8 or higher. Such finding therefore hints
an early preference for the Treynor and Mazuy's (1966) quadratic definition of a
timing-selectivity separation model.
5.2.2 RANDOM RE-SAMPLING SIMULATIONS 
Although the formulation of an informative benchmark proves to be unbiased in the
US context, such objectivity may not be automatically concluded for the Australian
market if one objects to my assumption of homogeneity between the two markets. In
Table XLI I therefore present results of tests carried by the variety of benchmarks and
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1990-94 
1995-99 
Jensen's Alpha 
0.8618 
0.8663 
Treynor-Mazuy 
0.8182 
0.8404 
Henriksson-Merton 
0.5162 
0.1961 
model formulations against a sample of randomly selected fixed interest managed
funds. Repeated 500 times, I hypothesize that the average excess return should tend to
zero if the benchmark - model formulation is unbiased, as the random selection of an
investment vehicle does not, by definition, require any superior skill.
The differences in the level of bias inherent in various models and the alternative
benchmarks are highlighted more conspicuously in the re-sampling tests compared to
the naive portfolio tests. Although several benchmarks record excess returns that are
not significantly different from zero, only two benchmarks prove to do so relatively
consistently - the benchmark comprising the winning six factors (212) and its variant
that substitutes medium term interest rate proxies for their short term counterparts
(211). Whilst the former of these two benchmarks produces excess returns that fail to
rej ect the null of zero average across all performance measures, the latter falters
somewhat in the timing-selectivity separation models recording two results that are
significant at a 5% level. In contrast, a factor combination of the Salomon Smith
Barney GBI index team with the standard definition of economic variables and
interest proxies based on short term rates tend to produce the most biased results
skewing the excess returns by as much as 0.87% per month. This is consistent with
the naive portfolio tests where the SSB index also performed least objectively. From
the perspective of model definitions, most of the performance measures are on a
largely equal footing, with Jensen's Alpha demonstrating a marginal lead.
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TABLE XLI 
Excess Returns of Randomly Sampled Portfolios against Different Benchmarks 
Presented in this table are the excess returns derived from regressing various benchmark combinations 
against a set of randomly selected managed funds. The rationale for this test arises from the fact that a 
randomly selected portfolio of managed funds does not require any special skill, and hence the 
measured excess return should approximate zero over a sufficient m mber of observations if the 
performance measure is unbiased. In the combinations below the factor for equlty market proxy is held 
constant as the All Ordinaries Index Index, with the remaining variants following the key [ABC] 
presented below. 
A ( Aggregate bond returns, 1 F) 
l .  Value Weighted Index of Fixed Interest Managed Funds 
2 . Equally Weighted Index ofFixed Interest Managed Funds
3 . UBS Warburg Composite Index
4. Salomon Smith Barney WGBI Index
5. Datastream All Maturities Index
6. JP Morgan Bond Return Index
7. JP Morgan Bond Price Index
B (Economic variables, 2F) 
l .  Inflation + GDP Growth 
2 . Ee (Inflation + GDP Growth)
C (Interest Rates, 2F) 
1 .  90-Day Treasury Note Rate + Lagged Variant
2. Datastream GBI with one to three year maturities + Lagged Variant
Jensen's Alpha Treynor-Mazuy 1990-94 1995-99 1990-94 1995-99 
111 43 33 40 33 (26.43) (27.80) (18.94) (27.79) 
112 72** 44•• 69** 45•• (26.41) (37.18) (28.65) (37.39) 
121 30** 37** 26** 38** (22.46) (38.56) (11.95) (38.54) 
122 42** 39** 39** 39** (30.25) (40.02) (16.69) (40.40) 
211 3 -4 5• -3( l .91) (-1.64) (2.52) (-1.76) 
212 3 I 3 2 ( l .86) (0.26) (1.29) (0.77) 
221 9** -5** 4 -5** (3.46) (-4.45) ( l .94) (-4.08) 
222 5•• -4** 9•• -3** (4.46) (-4.35) (3.90) (-3.32) 
311 -25•• -3 -16** -5** (-19.05) (-1.93) (-9.15) (-3.53) 
312 -13* -21 •• -15·· -21 •• (-12.28) (-16.69) (-14.02) (-16.64) 
321 10** 7** 18** 1 o·· (7.52) (3.53) (9.94) (4.09) 
322 _13 .
. 
-1·· -18** -6** (-9.96) (-7.06) (-13.80) (-6.41) 
411 -66 .. -81·· -65 .. -83** (-46.94) (-58.32) (-35.40) (-51.85) 
4 12 -11
·· _34** -18 .. -34 .. (-7.31) (-22.62) (-8.56) (-22.58) 
421 -46** -26** -40 .. -36 .. (-42.58) (-22.24) (-25.44) (-36.12)
422 -26 .. -55** -31 .. -36** (-20.34) (-53.57) (-15.07) (-28.75)
511 -61 •• _39** _55** -42 .. (-44.07) (-27.46) (-3 1.06) (-31.54)
Henriksson-Merton 
1990-94 1995-99 52 34 
(21.57) (24.38) 88 •• 45** (30.72) (33.02) 38** 38** 
(15.14) (34.05)
55•• 40** (19.52) (35.84) 
-3 6 .. (-l .17) (2.41) 4 l ( l .92) (0.50) 6** -5** (3.25) (-3.50) l l ** -4•• (4.88) (-2.00) -10·· -3(-5.44) (-1 .60) -19 .. -21** 
(-18.43) (-14.75) 24** 9•• 
(12.35) (2.87) 
_13•• -1·· (-11.03) (-6.18) -66** -82·· (-28.63) (-64.71) 
_1 7•• -28·· (-6.66) (-15.69) -47•• -29 .. (-20.11) (-23.89) -30 .. -55** (-11.64) (-46.77) 
_54** -40** (-26.52) (-26.71) 
21 1 
5.2.3 0BJECTMTY IN TIMING COEFFICIENTS 
For models that attempt to separate excess returns into components derived from
selectivity skill and a portion achieved from superior market timing, it is natural to
expect that such objectivity will be carried in both of these dimensions. In Table XLII
I therefore summarise the average coefficients on the timing factor in these models, as
measured in the US context against naive bond portfolios. Table XLIII reviews these
coefficients in the domestic context based on 500 repeats of random sampling of fixed
interest funds. This analysis also provides one further service. Since the preference for
Treynor and Mazuy's formulation was previously based on consistency and not
objectivity (where models performed similarly), a tiebreaker is necessary.
Talcing a moment to first examine the performance of alternative benchmarks, naive
portfolios tests from the US markets show combination 212, comprising the
previously winning factors of equally weighted market index, standard definitions of
212
512 -17 
..
-24
**
-10
**
(-7.6  **7 (-16.84)••  (-4.91)**  
521 _33 -38 -27
(-30.06** ) (-37.85)**  (-16.35) 
522 -
9 -52 -6
(-7.5*0
)*  (-1.39)**  
611 -66 -
(-50.89)** 42
 
-57
(-46.95)** 
 (-31.66)**  (-32.19)**  
612 -24 -6
9 -15
(-10.58)** 
 (-49.16) (-7.17)** 
 
621 _35 -38 
..
-28
(-32.31) (-37.41)** 
 (-16.25).. 
 
622 -13 
..
-53 -8 
(-10.29)** 
 (- .
51.15) (-4.39** 
) 
711 -22 _5 . -14
(-16.47** 
) (-3.80)..  
712 12 -27 
(5.60) (-20.83)**  
721 ll .. 5
(8.19)..  (3.85.
) 
722 25 -12 
.
(17.10) (-12.38) 
(-8.23) 
20 .. 
(9.62) 18 
..
(9.79)** 
30
(14.46) 
-21** -9
**
-22 
..
(-14.69** 
) (-3.71** 
) (-20.39.. 
) 
-38 -26 -37 
(-3 *7.45)* 
 (-13.17) (-32.65)•  
-52 -4 -51 
•
(-50.3** 
7) (-1.0
** 
9) (-43.98** 
) 
-45 -57 -42
(-33.  (-26.74)** 
 (-28.10)** 
 
-69
*5*
-15 -67
(-49.1** 
8) (-6.40) (-42.83** 
) 
_37 -27 
.. -36
(-37.16** 
) (-1  2. (-31.67).  -52 -8
5**
-50 .
(-50.46** 
) (-3.33** 
) (-43.7** 
2) 
-7 -10 -5
(-5.61)** 
 (-5.  5**2 (-3.62)**  -27 22 -26
(- *20.86)*  (9.7  
) (-18.2* 3) 4 22
*3*
5*
(3.3.. 
2) (11.13** 
) (3.02)**  
-12 33 -12
(-11.63) (14.45) (-10.45) 
TABLE XLII 
Timing Coefficients Tested against Different Benchmarks using Naive Portfolios 
In a test of robustness, the contention that a regression of naively formed portfolios against an appropriate performance measure should produce zero excess return ( see Table 
XXXIX for summary) can be easily extended to the test of timing coefficients for models that attempt to separate selectivity skill from superior market timing. Presented 
below is the review of such coefficients against the two models, two time frames and a selection of benchmarks according to the following [ABC] legend: 
A (Aggregate bond returns, IF) B (Economic variables, 2F) D (Interest Rates, 2F) 
1 .  Value Weighted Index of Bonds 5. Datastream All Maturities Index 1 .  Inflation + GDP Growth l .  90-Day Treasury Bill Rate + Lagged 
2 . Equally Weighted Index of Bonds 6. JP Morgan Bond Return Index 2. Ee (Inflation + GDP Growth) Variant 
3 . UBS Warburg Composite Index 7. JP Morgan Bond Price Index 2. Datastream GBI with one to three
4. Salomon Smith Barney WGBI Index year maturities + Lagged Variant 
1990-1994 1995-1999 
Treynor-Mazuy Henriksson-Merton Treynor-Mazuy Henriksson-Merton 
Corp Gov All Corp Gov All Corp Gov All Corp Gov All 
-53.62 .. - 1 84.62** -65.44** 64.02 96.56** 67.37** 86.61 ** 30.90** 84.97** 145.66** 1 32.37** 1 67.99** I l l  (-4. 16) (-79.83) (-7.48) ( 1 .58) (24.70) (4.43) (3.67) ( 1 1 .07) ( 1 8.41 )  (3.32) (24.79) ( 16.75) 1 1 .57** 18.00** 13.37** -82.54 90.23** - 156. 1 8 4.83 3.42** 7.2 1** 1 75.46* -1 37.71 ** 1 56.3 1 1 12 (4.84) ( 16. 1 3) ( 12.34) (-1 .89) (26.79) (-0.47) ( 1 .52) ( 10.32) (9.86) (2.36) (-12.58) ( 1 .76) 
-63.75** -140.64** -73.27** 77. 1 1 * -88.26** -94.56 1 6.83 - 1 1 1 .97** -5. 1 3 79.96** 1 68.43** 100.83** 121 (-5.20) (-38.98) (-9.78) (2.24) (-53. 19) (-1 .29) (1 .88) (-32.69) (-0.83) (4.78) (55.95) (20.96) 
-0.71 -19.13** -5.56** -89.85** -79.50** -95.55** 8 .73* 7.70** 1 1 .21 ** 95.58 - 1 30.69** 27.34 122 (-0.41 ) (-56.99) (-4.02) (-3.28) (-33.78) (-8.93) (2.21) (20.94) ( 1 5.53) ( 1 . 1 5) (-12.12) (0.04) 
0.09 0.39** 0. 1 3* 4.67 I 0.42** 4.33 .. 0.20 0.07 0.09 5.33 2.39 2.99* 2 1 1  (0.95) (22.91) (2.40) ( l .89) (22.20) (2.73) (1 .39) (1 .08) ( l .84) ( 1 .37) ( 1 .39) (2 . 12) 
0.08 0.1 1 0. 1 2 4.56 6.21* 3.33 0.20 0.04 0.09 4.69 3.69* 2. 14* 212 (0.91) ( 1 .42) (1 .73) ( 1 .89) (2.01 ) (1 .58) ( 1 .40) (0.68) ( 1 .93) ( 1 .27) (2.27) ( 1 .98) 
0. 1 0 0.30** 0. 1 1 * 4.68 8.86** 3.99* 0.20 0. 1 7** 0. 10* 5 . 13  5.35** 3.2 1*  221 ( 1 .03) ( 17.54) (2.08) ( 1 .91) ( 19.65) (2.52) (1 .39) (2.99) (2.13) ( 1 .3 1 ) (3.4 ) (2.43) 
0.1 0 0.26** 0. 1 1 4.64 6. 1 5** 3.53* 0.21 0.03 0. 10• 4.85 3.91 ' * 3.25* 222 ( 1 .03) ( 15.98) ( 1 .94) ( 1 .91 ) ( 14.14) (2.28) ( 1 .46) (0.55) (2.05) ( 1 .28) (2.58) (2.50) 
-0.21** 0. 10•• -0. 12** -2.93* 0.91 ** - 1 .73* 0. 1 2  0. 1 6** 0.09** 2.3 1  4.05** 2.16** 3 1 1  (-2.84) (7.23) (-2.83) (-2. 16) (3.45) (-2.19) ( 1 .59) (8.26) (5.57) ( 1 .78) ( 12.90) (7.69) 
-0.20** 0.38** -0.14** -3 . 16* 0 . 15 -2.05** 0.08 0.22** 0.08** 1 .90 5.00** 2.26** 3 12 (-2.92) (23.99) (-3 .49) (-2.38) (0.70) (-2.65) ( 1 .08) (1 5.70) (4.73) (1 .48) ( 17.65) (7.4 1 )  
-0.21** 0. 12•• -0. 1 1  * -3.00* 1 . 1 5** -1 .71* 0. 1 2 0. 14•• 0.08** 2.30 3.89** 2. 10**321 (-2.72) (7.86) (-2.45) (-2. 16) (4.01 )  (-2. 10) ( 1 .69) (8.39) (5.56) ( 1 .83) ( 1 3. 1 9) (7.59)
-0.21** 0.05** -0. 13** -3.39* 0.89** -2.08* 0. 1 1 0.18** 0.10** 2.41 4.45** 2.52** 322 (-2.68) (3.48) (-2.88) (-2.29) (3.29) (-2.42) ( 1 .56) ( 1 7.37) (6.5 1 )  ( 1 .88) ( 1 8.71)  (8.94) 
-0.07 0.08** -0.07** -0.24 1 .06** 0.36** -0.02 0.26** 0.04** -0.12 0.93** 0. 10* 4 1 1  (-1 .49) (6. 1 1 )  (-4. 14) (-1 .82) (22.41 )  (4. 1 1 )  (-0.84) (21 .43) (3 .20) (-0.99) (26.30) (2.25)
-0. 12•• 0.02• -0. 14** -0.35** o.51 •• 0. 1 1  • -0.07** 0.12** -0.02* -0.26* 0.47** -0.09**412 (-3.61)  (2. 16) (-8.24) (-2.86) ( 1 5.67) (2.01) (-2.75) ( 14.06) (-2.24) (-2.16) ( 19.37) (-2.58) 
-0.02 0.12•• -0.04* -0.22 1 . 14** 0.3 1** -0.02 0.30** 0.05** -0. 12 1 .07** 0. 13*421 (-0.51) (9. 15) (-2.21 ) (-1 .63) (24.51 ) (5.56) (-0.76) (23.06) (3.51) (-1 .01 ) (27.45) (2.56) 
-0. 15** 0.03** -0. 12** -0.33** 0.49** 0.25** -0.07** 0. 1 1  ** -0.02* -0.29* 0.44** -0. 10**422 (-4.71 ) (2.47) (-7.06) (-2.62) ( 14.43) (4.09) (-3.01) ( 12.46) (-2.09) (-2.42) ( 17.54) (-2.84) 
-0. 16* 0.08** -0.06 -2.42 1 .76** -1 .04 0.10 0.22** 0.09** 2.24 4.34** 2.24** 5 1 1  (-2.45) (5.74) (-1 .48) (-1 .88) (6.52) (-1 .37) ( 1 .54) ( 1 1 .09) (4.76) ( 1 .76) ( 1 3.60) (7.84) 
-0. 11•• 0.06** -0.07 -2.62* 1 .03** - 1 .33 0.06 0.26** 0.08** 1 .73 5.08** 2.22** 5 12 (-2.75) (4.88) (-1 .90) (-2.04) (4.50) (-1 .78) (0.88) ( 16.68) (3.86) ( 1 .37) ( 1 7.54) (7.27) 
-0.15* 0.10** -0.05 -2.53 2.12** - 1 .02 0. 10 0.19** 0.09** 2.20 4. 16** 2.16** 521 (-2.27) (6.19) (-1 . 1 5) (-1 .91) (7. 1 1 )  (-1 .30) ( 1 .82) ( 1 1 . 13) (5.03) ( I. 79) (1 3.68) (7.64) 
-0. 18* 0.10** -0.06 -2.%* 1 .62** - 1 .44 0.10 0.22** 0.10** 2. 18 4.56** 2.45** 522 (-2.48) (6.45) (-1 .55) (-2.06) (5.91)  (-1 .76) ( 1 .65) ( 1 7.46) (5.72) ( 1 .74) ( 1 8.30) (8.61 ) 
-0.16* 0.06** -0.06 -2.47 1 .85** - 1 .06 0.10 0.3 1 ** 0. 1 1  ** 2.34 6.27** 2.71 ** 6 1 1  (-2. 17) (3.91) (-1 .42) (-1 .45) (5.58) (-1 .06) ( I .  73) ( 17.54) (5.78) ( 1 .92) (20.75) (9.09) 
-0.17* 0.01 -0.09* -2.71 0.38 -1 .57 0.06 0.36** 0.09** 1 .67 7.32** 2.57** 612 (-2.52) (0.89) (-2.04) (-1 .64) ( 1 .38) (-1 .60) (0.94) (24.66) (4.48) ( 1 .34) (25.40) (7.66) 
-0.14 0.09** -0.04 -2.46 2.59** -0.85 0.1 1 * 0.29** 0. 1 1  ** 2.32 6.25** 2.69** 621 (-1.91) (5.34) (-0.90) (-1 .40) (6.92) (-0.81 )  ( 1 .97) ( 1 7.96) (6. 19) ( 1 .92) (20.77) (9.04) 
-0. 18* 0.10** -0.07 -3.03 1 .81 ** -1 .46 0.10  0.32** 0.12** 2.21 6.72** 2.87** 622 (-2. 19) (5.44) ( - 1 .37) (-1 .62) (5 .24) (-1 .34) ( I .  71) (25.61 )  (6.46) ( I .  70) (25.93) (9.37) 
-0. 18* 0. 17** -0.09 -2.52 2.46** - 1 .27 0.10 0.20** 0.09** 2 . 17 5.67** 2.45** 7 1 1  (-2.18) ( 10.37) (-1 .92) (-1 .46) (7.02) (-1 .22) ( 1 .44) ( 10.16) (5.23) ( 1 .79) ( 1 8.43) (8.47) 
-0. 18* 0.01 -0. 13** -2.84 1 .33** - 1 .74 0.06 0.23** 0.06** 1 .55 6.65** 2.33** 712 (-2.22) (0.68) (-2.81)  (-1 .68) (4.54) (-1 .  72) (0.82) ( 1 8.67) (3.69) ( 1 .25) (24.27) (7. 16) 
-0. 17* 0.21** -0.07 -2.45 2.93** -1 .08 0.10 0. 18** 0.08** 2. 1 5 5.63** 2.43** 721 (-1 .98) ( 10.99) (-1 .38) (-1 .38) (7.54) (- 1 .00) ( 1 .45) ( 10.01 )  (5.13) ( 1 .78) (1 8.48) (8.43) 
-0. 18 0.10** -0.10 -2.98 2.89** - 1 .47 0.09 0.19** 0.08** 2.09 6.1 1** 2.64** 722 (-1 .94) (6.40) (-1 .94) (-1 .58) (7.82) (-1 .30) ( 1 .24) (19.63) (5.28) (1 .62) (25.08) (8.91 ) 
TABLE XLIII 
Timing Coefficients Tested against Different Benchmarks using Random Sampling 
In a test of robustness, the contention that a regression of randomly selected fixed interest managed 
funds against an appropriate performance measure should produce ze�o excess return (see Table 
XXXIX for summary) can be easily extended to the test of timing coefficients for models that attempt 
to separate selectivity skill from superior market timing. Presented below is the review of such 
coefficients against the two models, two time frames and a selection of benchmarks according to the 
following [ABC] legend: 
A (Aggregate bond returns, IF) 
1 . Value Weighted Index of Fixed Interest Managed Funds
2. Equally Weighted Index of Fixed Interest Managed Funds
3. UBS Warburg Composite Index4. Salomon Smith Barney WGBI Index
5. Datastream All Maturities Index
6. JP Morgan Bond Return Index
7. JP Morgan Bond Price Index
B (Economic variables, 2F) 
1 . Inflation + GDP Growth
2. E£ (Inflation + GDP Growth)
C (Interest Rates, 2F) 
1 . 90-Day Treasury Note Rate + Lagged Variant
2. Datastream GBI with one to three year maturities + Lagged Variant
Treynor-Mazuy Henriksson-Merton 1990-94 1995-99 1 990-94 1 995-99 
111  
20.46** - 1 4. 1 9** - 1 .00** -0.45**(2.68) (-4.75) (-5.59) (-6.38) 
112 
9.53 - 17.2 1 ** - 1 .31 ** -0.44**( 1 .25) (-5.52) (-7. 1 5) (-5.84) 
121 
1 9.58* -9.06** -0.97** -0.31 **(2.50) (-3.08) (-5. 19) (-4.49) 
122 
12.08 -9.96** - I . I I ** -0.28**( 1 .52) (-3.27) (-5.60) (-3.91 ) 
211  
-3.30 -3.26 -0.46* -0.22**(- 1 .20) (-1 .73) (-2.33) (-3.47) 
212 
-3.57 -3.00 -0.49** -0.24**(- 1 .62) (-1 .20) (-2.63) (-3.79) 
221 
-2.84 -2. 10 -0.51 * -0.20**(- 1 .3 1 )  (- 1 .59) (-2.5 1 )  (-3. 1 9) 
222 -3.05 -2.87 -0.52** -0.2 1 **(- 1 .55) (-1 .82) (-2.59) (-3.29) 
311 -6.1 6** -5.19** -0.64** -0. 14**(-9.2 1 )  (- 1 8.48) (-12.9 1 )  (-7.48) 
312 -4. 1 3** -3.83** -0.41 ** -0. 1 2**(-6.04) (- 13.25) (-8.02) (-5.89) 
321 -6.56** -2.42** -0.65** 0.03 (-9.84) (-8.96) (- 1 3. 14) ( 1 .46) 
322 
-3.39** -2.24** -0.39** -0.02(-4.76) (-7.99) (-7.33) (- 1 . 1 2) 
411 
-0.50 -2.46** 0.00 -0.25**
(-0.53) (-7.20) (-0.03) (-9.32) 
412 
0.75 0.45 0.01 -0.24**(0.79) ( 1 .26) (0. 1 1 )  (-8.47) 
421 
0.40 0.93** 0.03 0.00 (0.42) (2.79) (0.44) (0. 1 2) 
422 
3.06** 2.17** 0. 14 -0.06*(3.06) (6.21 )  ( 1 .96) (-2.20) 
511 
-3.56** -3.45** -0.23** -0.31 **(-5.1 2) (-12.30) (-4.41)  (- 1 2.3 1 )  
512 
-2.92** -2.66** -0.21 ** -0.32**(-4.23) (-9.24) (-4.24) (-1 2.5 1 )  
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economic fundamentals, the equity market proxy and the interest rate proxies 
reflecting on the medium horizon as compiled by DataStream, as providing unbiased 
results most consistently. Whilst the performance is not perfect with several 
coefficients proving significant particularly in the sphere of government fixed interest 
instruments, it does show comparatively the lowest values in terms of both, the 
statistical and the economic significance. Interestingly the worst performance comes 
from benchmarks linked to the value weighted index of bond returns, highlighting the
importance smaller bonds, captured in the equally weighted index but marginalised in 
the value weighted formulation, play in this market. This is also consistent with the 
equity market analysed in the previous chapter, where the Value Weighted index as 
well as the All Ordinaries Accumulation Index (both of which concentrate on larger 
stocks with less importance attributed to small equities) also performed most poorly. 
Turning attention to Table XLIII reviewing the random re-sampling analysis, several 
benchmark combinations show insignificant bias under the Terynor-Mazuy model, 
most notably the pre-selected benchmark and benchmarks linked to SSB's GBI index. 
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521 -
3.52**
(-5.07)
-0.78** 
(-2.87)
-0.25**
(-4.96)
-0.10**
(-4.22)
522 -
1.68* -0.98** -0.15** -0.17**
(-2.34) (-3.49) (-2.94) (-6.90) 
611 -
4.57** -5.04** -0.27** -0.44**
(-6.99) (-18.94) (-4.90) (-17.55) 
612 -3.37
** -3.99** -0.20** -0.46**
(-5.09) (-14.61) (-3.68) (-18.06) 
621 -4.62
** -2.88** -0.28** -0.25**
(-7.10) (-11.09) (-5.22) (-10.32) 
622 -2.28
** -2.83** -0.14* -0.32**
(-3.32) (-10.52) (-2.55) (-12.97) 
711 -5.04
** -5.41 ** -0.50** -0.20**
(-8.18) (-19.62) (-10.43) (-10.42) 
712 -3.56
** -4.22** -0.30** -0.19**
(-5.69) (-14.93) (-6.09) (-9.30) 
721 -
5.25** -2.88** -0.49** -0.03
(-8.57) (-10.85) (-10.35) (-1. 76) 
722 -2.
83** -2.68** -0.27** -0.08**
(-4.38) (-9. 75) (-5.38) (-4.22) 
Interestingly, it is only this latter set of benchmarks that shows some consistency
across both measures. Worst performance comes again from the benchmarks linked to
the value weighted market index, showing results that are highly significant not only
statistically, but also in the economic context.
Focusing next on the comparative performance of the two measurement models, tests
against naive portfolios in the US markets show some preference for the model
posited by Treynor and Mazuy (1966). Whilst the proportion of unbiased (i.e.
statistically insignificant) factors is relatively consistent between the two models,
statistical as well as economic significance is markedly lower under this performance
measure. The most telling sign, however, comes from the Australian tests using
randomly sampled fixed interest managed funds, particularly when looking at the
preferred factor combination (212). Whilst results for the quadratic model definition
are insignificantly different from zero (p-values of -1.62 in 1990-94 and -1.20 in
1995-99), coefficients on the timing variable in the dual-beta model are all significant
at a 1 % level (p-values of-2.63 and -3.79 for the two periods)
In conclusion, therefore, objectivity tests in two separate financial markets support the
selection of a composite benchmark comprising the equally weighted index of returns
on fixed interest managed funds, medium term interest rate proxy and a lagged variant
thereof, inflation factor and an orthogonalised GDP growth factor and the equity
market proxy, as a being not only informative, but also unbiased. Furthermore, the
results also confirm the preference for Jensen's Alpha as a measurement model, but
recommend the use of Treynor and Mazuy's (1966) definition of a quadratic market
model when separation of timing and selectivity skills is required.
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5.3 TESTS OF SUFFICIENCY 
I complete the above discussion on the appropriate benchmark and model selection
with two tests of robustness.
First, when factors forming a composite benchmark are sufficient to explain changes
in the dependent variable without apparent lack of additional explanatory variables,
the residuals from regressing such benchmark against the dependent variable should
approximate white noise. The attributes of residuals arising from regressions of the
composite benchmark against the returns of fixed interest managed funds in the two
periods are presented in Table XLIV.
TABLE XLIV 
Test of the Regression Residuals against Composite Benchmark 
Three statistics are presented in an effort to find whether the residuals from fund regressions on the pre­
selected benchmark approximate white noise. If such is found to be the case, I can conclude that the 
factors comprising this benchmark definition are sufficient without an apparent lack of further 
explanatory variables. The hypothesized mean and variance are presented in the first row of the table. 
Normality tests are performed using the Jarque-Bera methodology that considers skewness as well as 
kurtosis of a distribution, standardised to show a null value when perfectly normal distribution is found. 
The test of zero mean is conclusive in both periods failing to reject the null with p­
values of 0.887 and 0.715 in the two periods. The variance of residuals is also shown
to be consistent with white noise when p-value results of 0.399 and 0.131b fail to
reject a null hypothesis of unity. Finally, Jarque-Bera tests of normality cement the
conclusion of factor sufficiency when the figures of 4.335 (p-value 0.114) and 4.970
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1990-94 
1995-99 
" Significant at 5% level 
•• Significant at 1 % level
Mean 
0 
0.002 
(0.887) 
0.003 
(0.715) 
Variance 
1.015 
(0.399) 
1.088 
(0.131) 
Normality 
0 
4.335 
(0.114) 
4.970 
(0.083) 
(p-value 0.083) fail to reject a null of normality in the distribution of regression 
residuals. 
Jagannathan and Korajczyk (1 986) first introduced my second ·�st uf robustness in the 
sphere of equity managed funds. They contended that if formulation of the selectivity­
timing separation models is accurate and sufficient, then introducing additional higher 
order variables into the model should produce coefficients of zero. Statistical 
significance of such coefficients would necessarily indicate misspecification in the 
model definition. Higher order coefficients from applying these exclusion restriction 
tests to the sphere of fixed interest funds are summarised in Table XL V. 
Whilst the Treynor and Mazuy's (1 966) model seems to be well specified in the 
context of fixed interest securities, Henriksson and Merton's ( 198 1 )  approach exhibits 
significant degree of misspecification for selected benchmarks. This is particularly 
apparent for benchmarks linked to the value weighted index of bond market 
movements, and several of the commercial indices. For the composite benchmark 
selected in the previous section, however, both models perform satisfactorily. 
Finally I examine the degree to which the generalised misspecification of the above 
models could invalidate the conclusions regarding excess returns of fixed interest 
managed funds. Table XL VI presents the correlation coefficients extant between the 
excess returns of unrestricted models and their variants restricted by the higher order 
variables. 
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TABLE XLV 
Effect of the Jagannathan - Korajczyk Coefficient Adjustment 
Table XLV reports the coefficients on the higher-order terms inserted into the basic Treynor-Mazuy 
and Henriksson-Merton measures. A significant coefficient implies nontrivial misspecification in the 
original model definition. It is readily observable that the significance of terms presented in this table 
suggest a strong possibility of such misspecification particularly using the Henriksson-Merton model, 
with special caution raised for the benchmarks linked to the value weighted index of fixed interest 
managed funds. The [ABCD] key for the benchmark combinations is as follows: 
A (Aggregate bond returns, IF)I . Value Weighted Index of Fixed Interest Managed Funds2. Equally Weighted Index ofFixed Interest Managed Funds3. UBS Warburg Composite Index4. Salomon Smith Barney WGBI Index5. Datastream All Maturities Index6. JP Morgan Bond Return Index7. JP Morgan Bond Price Index
B (Economic variables, 2F)I .  Inflation + GDP Growth 
2. Ee (Inflation + GDP Growth) 
C (Equity Market Returns, IF)I . All Ordinaries Accumulation Index 2. 500 Value Weighted Index
D (Interest Rates, 2F) 
I . 90-Day Treasury Note Rate + Lagged Variant2. Datastream GBI with one to three year maturities + Lagged Variant
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Combination 
Treynor-Mazuy 
1990-94 1995-99 
Henriksson-Merton 
1990-94 1995-99 
18.91** 9.02* 
1111 (2.62) (2.07) 
19.14** 6.53 
1112 (2.58) (1.73) 
17.61* 7.31 
1121 (2.52) ( l .74) 
17.89* 6.17 
1122 (2.49) (1.65) 
18.03* 8.72* 
1211 (2.54) (2.21) 
17.40* 7.37* 
1212 (2.46) (1.98) 
16.67* 8.08* 
1221 (2.41) (2.09) 
15.97* 7.73* 
1222 (2.32) (2.05) 
0.1 I 0.04 
2111 (0.01) (0.01) 
0.12 0.04 
2112 (0.01) (0.01) 
0.03 O.Q3
2121 (0.00) (0.01) 
0.02 0.04 
2122 (0.00) (0.01) 
0.22 0.05 
2211 (0.02) (0.01) 
0.22 0.05 
2212 (0.02) (0.01) 
0.13 0.04 
2221 (0.01) (0.01) 
0.11 0.05 
2222 (0.01) (0.01) 
0.58 
3111 (0.90) 
-0.48
(-1. 70) 
-1490.08**
(-3.84)
-1517.19**
(-3.87)
-1454.17**
(-3.92)
-1483.49**
(-3.97)
-1525.77**
(-3.92)
-1507.42**
(-3.88)
-1492.08**
(-4.02)
-1469.08**
(-3.97)
-1.40
(0.00)
-0.71
(0.00)
1.50
(0.00)
3.40
(0.01)
-2.65
(0.00)
-2.48
(0.00)
0.46
(0.00)
1.95
(0.00)
-30.91*
(-2.42)
-1340.81**
(-5.53)
-1463.34**
(-6.47)
-1526.35**
(-6.66)
-1609.64**
(-7.84)
-1425.03**
(-5.79)
-1557.74**
(-6.87)
-16!0.23**
(-6.83)
-1713.52**
(-8.34)
-6.98
(-0.03)
-7.38
(-0.04)
-7.05
(-0.03)
-7.34
(-0.04)
-6.96
(-0.03)
-7.41
(-0.04)
-7.05
(-0.03)
-7.39
(-0.04)
10.18
(1.24)
0.34 -0.51 -24.55 25.21** 3 1 12 (0.54) (- 1 .59) (- 1 .92) (3.05) 0.36 - 1 . 15* -24.60* 34.85** 3 12 1  (0.57) (-2. 19) (- 1.99) (3.88) 0. 13 - 1. 79* - 1 8.97 40.52** 3122 (0.2 1) (-2.33) ( 1 .5.:.' (4.52) 0.48 -0.99 -29.58* 8.52 32 11 (0.75) (- 1.75) (-2.39) ( 1.02) 0.60 -0.73 -26.31* 25.64** 3212 (0.90) (-1.51) (-2.07) (3.07) 0.33 - 1.57 -23.40* 24.60** 322 1 (0.51) (-2.34) (- 1. 97) (2.82) 0.44 -1.01 -20.95 27. 10**3222 (0.66) (-1.67) (- 1.70) (3.17) -0.98 0.36 -39.68* 5.554111  (-0.96) (0.68) (-2.2 1) (0.47) 0.27 0.29 -32.49 39.50** 4 1 12 (0.27) (0.41) (- 1.82) (3.32) - 1.86 - 1.89 -30.65 15.49 4 121  (-1. 79) (-1.14) (- 1.77) ( 1.25) -0.62 - 1.03 -26. 18 34.01**  4122 (-0.59) (-1.75) (-1.51) (2.76) -0.46 0.16 -38.91 * 2.01 42 11 (-0.43) (0.29) (-2.25) (0.17) 0.80 0.85 -35.22* 39.73** 42 12 (0.77) (0.95) (-2.01) (3.25) -1.28 -1.42* -29.06 -2.68422 1 (-1.19) (- 1.96) (-1.75) (-0.22)-0.04 -1.12 -28.38 12.574222 (-0.04) (-1.92) (-1.67) (1.05) -1.24 0.08 -32.43* 15.4051 11 (- 1.41) (0.17) (-2.50) (1.89)-0.58 0.87* -22.82 29.31 ** 5 112 (-0.64) (1.97) (-1.79) (3.56)-2.28* -0.77 -21.84 31.30** 5 12 1  (-2.52) (-1.51) (-1.75) (3.56)-1.55 -0.68 -14.18 34.10** 5 122 (- 1.65) (-1.38) (-1.13) (3.91)-0.66 0.10 -29.91 * 14.12 5211 (-0.73) (0.22) (-2.35) (1.70) 0.09 0.78 -23.13 30.14** 5212 (0. 10) (1.65) (-1.81) (3.60) - 1.64 -0.97 -19.91 19.73* 5221 (-1.79) (- 1.91) (-1.64) (2.31) -0.79 -1.05* - 14.99 19.08* 5222 (-0.85) (-2.05) (-1.21) (2.28) - 1.82* 0.06 -16.59 17.61 * 6 11 1  (-2.31) (0.14) (-1.62) (2.20) - 1.32 1.12** -12.45 34.98**  6 112 (-1.70) (2.62) (-1.20) (4.36) -2.85** -0.65 -9.95 39.59** 6 121 (-3.50) (-1.32) (- 1.01) (4.53) -2.28** -0.32 -7.09 46.12** 6122 (-2.80) (-0.65) (-0.70) (5.35) -1.68 -0.02 -15.95 15.42 62 11 (-1. 93) (-0.04) (-1.60) (1.87) -0.85 0.84 -13.81 34.63** 6212 (- 1.00) ( 1.84) (-1.33) (4.16) -2.57** -0.89 -9.55 27.94** 6221 (-2.90) (-1. 79) (-1.00) (3.26) 
-1.68 -0.79 -8.71 30.59** 6222 (- 1.92) (-1.57) (-0.86) (3.65) 0.30 -0.96 -25.19* 12.62 711 1  (0.50) (-0.75) (-2.29) ( 1.61) -0.04 -0.02 -19.07 29.76** 7112 (-0.07) (-0.08) (-1. 75) (3.77) 
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TABLE XLVI 
Comparison Between Basic and Higher-Order Treynor-Mazuy 
And Henriksson-Merton Model Specifications 
Having found a nontrivial degree of misspecification in Treynor-Mazuy and Henriksson-Merton models using the exclusion restriction tests as proposed Jagannathan and Korajczyk ( 1986), I have examined the degree to which such misspecification may discredit the results obtained from the original models. Presented here are the correlation values between the selectivity (timing) coefficients obtained from the original models and the re-specified four-moment (co-kurtosis) version of these models. A relatively strong, positive correlation can be observed suggesting that despite some degree of misspecification in the original model definitions, their results can still be adopted for general performance conclusions. 
A high degree of correspondence in the order of 0.96 and higher for selectivity and
0.91 and higher for timing can be observed for both models and in both periods.
Interestingly, despite the substantially more significant coefficients produced by the
Henriksson-Merton model, its correlation coefficients are very similar to those of the
Treynor and Mazuy's quadratic model.
Collectively the above results conclusively indicate not only the sufficiency of the
composite benchmark but also the sufficiency of selectivity-timing separation
measures, despite some degree of model misspecification.
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0.08 35.53** 
7121 (0.13) (4.10) 
42.79** 
7122 
-20.13
(-1.89)
-15.11
(-1.42) (4.96) 
11.91 
7211 ( 1.49) 
30.91** 
7212 (3.85) 
25.75** 
7221 (3.05) 
30.11** 
7222 
-0.24
(-0.42)
0.18
(0.30)
0.17
(0.28)
0.03
(0.05)
0.02
(0.03)
-0.57
(-1.15)
-1.20
(-1.20)
0.39
(0.91)
0.24
(0.55)
0.12
(0.77)
0.11
(0.69)
-23.23*
(-2.19)
-21.20
(-1.94)
-18.63
(-1.82)
-17.54
(-1.65) (3.65) 
1990-1994 
1995-1999 
Teynor-Mazuy 
Selectivity Timing 
0.9734 0.9264 
0.9910 0.9417 
Henriksson-Merton 
Selectivity Timing 
0.9675 0.9190 
0.9899 0.9341 
5.4 SENSITIVITY TO RISK FREE PROXY 
In concluding my search for the optimal measure of performance in the context of
fixed interest managed funds I investigate the impact of alternative risk free proxy
definitions. Observing the general results summarised in Table XL VII it can be noted
that little difference exists when the 13-W eek Treasury Bill rate, the 10-Y ear
Government Bond rate and the Composite 5-10 Year rate is used as the risk free
proxy.
TABLE XLVII 
Cross-correlations of Alphas Across Risk-Free Proxies 
A summary of correlations between the average managed fund excess returns is presented based on the 
use of 13-Week Treasury Bill rate, 10-Year Treasury Bond rate and the Composite 5-10 Year rate as 
the risk-free proxies. The results are separated according to the performance model used. A high level 
of correlation in the order of 0.98 or better can be observed between R1ovR and RcoMP rates, reflecting 
on the insignificant information differential that these two rates convey. This is not unexpected as both 
of these rates possess a long-term view on the state of interest rates. The differential between such long 
term rates and the short term R 13WK rate is, however, more marked as shown by a conspicuous drop-off 
in the correlation values. This could potentially indicate an important performance lead for which these 
rates proxy, warranting further examination presented in Table VI. 
All correlations are of the order of 0.94 or higher consistent across the various models
and the two time frames. Particularly high correlation is found between the 10-Y ear
bond rate (R1ovR) and the composite risk free rate (RcoMP ), with all correlation
coefficient lying above 0.9858 and as high as 0.9939. These results are consistent with
Robson (1986) who tested the relative impact of rates based on 13-Week Treasury
Notes, 26-W eek Treasury Notes, 2-Y ear Government Bonds and 10-Y ear
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Jensen (1966) Treynor-Mazuy ( 1966) Henriksson-Merton ( 1981) 
Rm�:K Rim RcoMP R1JWK R1m RcoMP Run Rim RcoMP 
90-94 RnwK 1 1 1 
R10YR 0.9401 1 0.9607 I 0.9812 1 
RcoMP 0.9434 0.9858 0.9597 0.9910 0.9829 0.9939 
95-99 R13WK 1 1 1 
R10YR 0.9598 1 0.9638 1 0.9768 1 
RcoMP 0.9549 0.9894 0.9797 0.9880 0.9804 0.9907 
Government Bonds m the sphere of equity managed funds, reaching similar 
conclusions. 
5.5 SUMMARY 
In this chapter I have set out to find a performance measure for the fixed interest 
managed funds that is informative as well as objective. Highly incongruous findings 
in the extant literature, coupled with an even more acute lack of research in the 
Australian context lead me to examine twenty one benchmark factors across three 
measurement models, three risk free proxies and two time periods. 
I find the choice of risk free proxy to impact little on the general level of excess 
returns as measured by various models using alternative benchmarks, a result 
consistent across time. 
The choice of benchmark proves, however, to be a major influenced on the final 
results and the accuracy thereof. Starting with an investigation of information 
efficiency offered by various factor categories and various combinations of factors I 
find it critical to include a factor representing aggregate bond returns, proxy for 
interest rates, economic factors and an index representing equity market returns for a 
benchmark to be informative both, across time and in cross section. In fact a 
benchmark consistently showing the greatest explanatory power comprises even after 
a multitude of robustness tests includes the Equally Weighted Index based on returns 
of managed funds, a medium term interest rate proxy such as the one to three year 
government bond index compiled by DataStream and the lagged variant thereof, an 
inflation variable coupled with an orthogonalised GDP Growth measure and finally an 
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All Ordinaries Accumulation Index representing the movements of equity markets. 
This benchmark has also shown the least amount of bias in tests against na'ive 
portfolios based on the US experience, and the tests based on random re-sampling 
using the Australian dataset. This is also the case when timing coefficients are 
examined in the models separating selectivity skill from superior market timing. 
Reviewing the performance of alternative measurement models I find Jensen's (1968) 
alpha to work most solidly although it is not designed to provide insights into the 
relative strength of fund managers' timing and selectivity skills. If such is required, 
quadratic model proposed by Treynor and Mazuy (1966) performs with least bias and 
minimal misspecification, although such misspecification is not found to invalidate 
conclusions concerning the performance of fixed interest managed funds in either of 
the models. 
Finally, consistency of the above results across the two time frames examined in this 
study endorses these conclusions to withstand the test of time. 
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6. CONCLUSION
Benefits such as diversification and access to a variety of markets have long proven to
be strong drawcards for investors to place their finances, and their faith, in the hands
of fund managers. As a result, this segment of the economy has been one of the fastest
growing in the recent years, with close to a trillion dollars expected to be managed by
professional funds in less than thirteen years.
So do these funds deliver on everything they promise? Fund managers often set
various goals for the funds in their care, mostly in the form of an easily accessible and
easily understood index or a benchmark. Every time such benchmark is beaten, the
fund will heavily advertise its delivery on the promised performance. But how is such
benchmark selected? Does it truly correspond to the underlying risk of the fund? And
can it be applied consistently to other funds, thus helping investors make an informed
decision as to which fund to choose?
One terabyte of data and more than 18 million regressions later I believe this thesis
has helped answer some of these questions. Having examined the two most prominent
classes of managed funds across several time frames, I can make several conclusions.
First, the choice of a risk free proxy applied to performance measures does not impact
significantly on the resultant excess returns. This is consistent across the two fund
classes, all models and benchmarks specified as well as across time. I can therefore
conclude that the variable chosen most widely in the extant literature and by
practitioners, the 90-Day Treasury Note Rate, is a sufficient proxy for risk free
returns.
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Second, the choice of benchmark is critical in constructing a performance measure
that is informative yet unbiased, a finding consistent with cautions raised by Roll
(1 9'17, 1 978). In the sphere of equity managed funds, many benchmarks heavily
popularised in the extant literature, including the All Ordinaries Index commonly
adopted by practitioners, are highly biased and inaccurate measures. Other, more
complex benchmarks such as the Eight Portfolio benchmark posited by Grinblatt and
Titman (1 988) appear to be unbiased, but only because they are non-informative with
the resultant 'excess returns' approximating a random walk. It took a combination of
five factors representing the equally weighted returns of equity funds, the small firm
effect, value effect, momentum and a conditional variable reflecting dividend yields
to provide a benchmark that is informative, yet unbiased. Just as importantly,
however, each of these factors already has a pre-existing place in the extant economic
or financial literature. The small firm effect as well as the value effect are both well
documented by Fama and French (1 992) and others. Momentum factor was
previously posited by Carhart (1995) and a host of other writers studying the
persistence of fund returns. Finally, comprising just five factors gives this composite
benchmark substantially better parsimony than other candidates such as the eight
portfolio benchmark by Grinblatt and Titman (1988) or the ten factor benchmark
proposed by Lehman and Modest (1 987). Having learned my lesson from equity
funds, I commence the search for an optimal benchmark in the sphere of fixed interest
managed funds by first finding a factor combination that is informative, and only then
test for its objectivity. I find a six factor benchmark comprising the Equally Weighted
Index based on returns of managed funds, a medium term interest rate proxy such as
the one to three year government bond index compiled by DataStream and the lagged
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variant thereof, an inflation variable coupled with an orthogonalised GDP Growth
measure and an All Ordinaries Accumulation Index representing the movements of
equity markets as the most informative benchmark that has equaiiy !"ll"sed a test of
objectivity. Once again, the constituting factors are not new to the extant literature
and their relationship to fixed income securities has been well documented and
summarised in the methodology and data sections of this thesis.
The third finding arising out of this work relates to the choice of performance
measurement model. Whilst Jensen's Alpha has been consistently showing the least
amount of bias, it does not have the capacity to separate excess returns into the
selectivity skill and the market timing component. If such information is required,
Treynor and Mazuy's (1966) definition of a quadratic market model has consistently
edged ahead of the Henriksson and Merton's (1981) variant based on dual beta in the
tests of bias. Neither of these models, however, is perfectly defined. Exclusion
restriction tests based on methodology developed by Jagannathan and Korajczyk
(1986) show a significant degree of misspecification in these models, however not to
the degree that would invalidate conclusions concerning the excess returns of equity
or fixed interest managed funds.
Armed with these findings one is now able to make an informed and unbiased
judgement on the performance of the Australian managed funds industry. I conclude
this section, and this thesis, by presenting one practical application of the findings and
providing my final set of results in Table XLVIII. Australian fund managers have
done well. Able to achieve positive excess returns in both periods and both classes,
they also demonstrate a superior market timing ability in the sphere of fixed interests
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managed funds. Whilst their timing for equity funds appears perverse, inability to
time equity markets cannot be confirmed at conventional levels of statistical
significance. An individual investor, however, will sing a slightly different tune.
Acknowledging a previous estimate for fund expenses to be around 2.0%, only the
riskier class of equity managed funds was able to produce excess returns that would
translate into real benefits for the end investor.
TABLE XLVIII 
Annualised Performance of Australian Managed Funds 
An important word of caution is appropriate as a concluding thought in this thesis.
"The most fundamental decision of investing is the allocation of your assets. How
much should you own in stocks? How much should you own in bonds? How much
should you own in cash reserves? According to a recent study, that decision has
accounted for an astonishing 94% of the differences in total returns achieved by
institutionally managed pension funds." (Bogle, 1 994:235) This study, alongside
writings by Brinson, Hood and Beebower (1986); Brinson, Singer and Beebower
(1991) and recently Blake, Lehman and Timmermann (1999) and Lee (1999), all
strongly support the significance of the impact asset choices have on excess returns.
Since few managed funds truly restrict their investments to their stated asset
objective, one must always be mindful of cross-asset benchmarking when seeking to
find true performance of any managed fund.
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Equity Managed Funds 90-94 
95-99 
Fixed Interest Managed Funds 90-94 
95-99
* Significant at a 5% level
Jensen ( 1966) 
Excess Return 
2.9%,' 
3.3%. 
1.9"/c,· 
2.4%. 
Treynor-Mazuy ( 1966) 
Selectivity Skill 
3.7%. 
4.00/o • 
1.0%· 
1.6%. 
Timing Skill 
-0.31
-0.55
1.21 • 
0.89. 
B I B L I O G RA P H Y  
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