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16
When a model is developed to simulate a process in environmental science, the accurate solution of the 17 underlying physical process will be foremost in the mind of the developers. Once the model performs 18 sufficiently well, only then might the developers consider using such a model to produce a forecast 19 [Verlaan, 1998 ]. In order to make a forecast, the model needs to be initialised using observations of the 20 system, so that the state of the model represents reality as best as possible. This process of incorporating 21 observations into a model is known as data assimilation (DA).
22
The most effective method of DA for a new model may not be known a priori. For instance, whether 23 a variational method or an ensemble method of DA should be used, and within these choices whether 24 linear or non-linear DA scheme should be used (see for example [Evensen, 2007] ). In this circumstance, an 25 implementation technique that can rapidly prototype different DA methods would be particularly useful, 26 before substantial time and effort is spent on efficient implementation of any one particular algorithm.
27
In the same manner, an academic researcher will want the flexibility to test novel DA techniques 28 with state of the art models [Browne et al., 2014] . Such ongoing changes to the DA system are used as In this paper we propose a simple implementation strategy which does not focus on maximum efficiency 33 of the code. Instead the focus is on the speed of implementation. The aim is to satisfy the needs of model 34 developers seeking to prototype different existing DA methods and also to give academics swift access to 35 new models for predictive purposes. Changes to the model should be as small as possible, and specifically 36 we do not want to change the flow or structure of the model.
37
The goal of data assimilation is to represent the probability density function (pdf) of the state of the 38 model, given some observations [Evensen, 2007] . Ensemble based data assimilation will try and represent 39 such a pdf (or its moments such as the mean and covariance) with a collection of separate model instances.
40
Each of these models instances need be propagated forward in time, and are inherently parallel tasks. To To run an ensemble data assimilation system which does not use an adjoint model [Errico, 1997] , the 46 only task the model must perform is to integrate the model state forward in time. Other scientific ques-47 matrices are effectively independent of the model code, hence fall outside the scope of this paper where 49 we consider technically connecting the model with a data assimilation code. As such, the required opera-50 tions will be to interrupt the model after each timestep and get the model state to a DA code which will 51 operate on it and return to the model a modified state. This was noted by Verlaan [1998 and writing disk files. Either case needs the model to produce a large amount of meta-data in XML files 70 which allow the full flexibility of OpenDA to be utilised.
71
The Parallel Data Assimilation Framework (PDAF) [Nerger and Hiller, 2012 ] is a system in which a 72 model's source code is modified in order to perform data assimilation. PDAF has two different modes; 73 the fast online mode or the slower offline mode. In offline mode, disk files are used to transfer data 74 between the model and the DA system, hence it suffers relatively poor performance. In online mode, 75 the source code is modified to insert calls to the DA procedures. One executable file is created and the 76 parallelism of the model is inherited by the DA algorithms (see Section 6).
77
The remainder of this paper is structured as follows. In Section 2 we give a brief overview of MPI.
78
In Section 3 we discuss the concept of the mechanism by which the code performs the necessary set-up 
MPI communicator initialisation for model processes
110
In this section we shall describe the initialisation step for the method that we propose that must be 111 applied to the model code. The goal is to compute the appropriate information to allow communication
112
to and from a data assimilation code. A more detailed technical discussion of how this can be achieved 113 is given in Appendix A.
114
As the ensemble of models and a number of data assimilation processes will be launched in MIMD What remains is to identify with which DA process the master process of each model should transfer data. To do this, we first detect the total number of DA processes and models which are running and we call them nda and nens respectively. The rank of each instance of the model is detected on cpl mpi comm and we denote this particle id. For each particle id we must choose a particular DA process on cpl mpi comm with which it should communicate. The rank of this DA process we shall call cpl root and we choose to define it such that cpl root := ⌊ nda × particle id nens
In doing so the work is distributed almost uniformly across all the DA processes. requirements of a data assimilation code to use the system we have introduced.
187
The data assimilation code that the models will be linked to will have to set appropriately the can be computed by differencing the sizes of the communicators cpl mpi comm and da mpi comm.
197
Each DA process must then compute the rank of the ensemble members which it will communi- 
244
One other potential complication is that the proposed technique requires the communicator used in 245 the model to be changed to the one defined in Section 3. This complication is only applicable if the model 246 in question is already parallelised using MPI. In the models we have considered, this is a simple find and 247 replace task. Using the MIMD approach may also make debugging and compilation more problematic, 248 as errors in consistency between different executables may only be noticed at run-time.
249
The method we propose in this paper necessary launches more processes than those to run the models.
250
These additional data assimilation processes can be performing useful tasks such as generating random
251
terms while the models are running. This may save some wall-clock time over other implementation 252 strategies, but would of course remain model dependent.
253
Notice that the set-up of the model is done entirely by the model itself. This allows the methods of 254 operating and defining the model to remain unchanged when it is run within the DA system. Advantages 255 of keeping the model interface consistent include improved productivity, shorter learning times, fewer 256 user frustrations and reduced training costs [Nielsen, 1989] . Table 1 shows wall-clock timings when the models and data assimilation system were run together.
257
D R A F T
300
The ensemble size starts from 1 for completeness of the computational timings. The first column gives 
307
The forth column in Table 1 can be compared with the third column to see how much of an overhead strategy. This is due to the fact that, as the ensemble size increases, we launch extra DA processes to do 315 the computations associated with the extra ensemble members.
316
The computational cost of the equivalent weights particle filter, and indeed a stochastic ensemble, 
328
Note that all these performance numbers are highly model dependent. However, the more computa-329 tionally expensive the model, the less overhead using the proposed MPI coupling will add. In this appendix we shall explain in detail the initialisation step for the method that we propose that 
366
We first note that the the model code is not a data assimilation process, so we set da = 0 on line 367 49. Each data assimilation process will give this the value 1, and so when we split based on this (line 368 52) we have separated all the model processes and the data assimilation processes. In doing so the DA 369 code will initialise its own communicator for its inter-process communication (shown in cyan in Figure   370 1). The model processes all now share a temporary communicator, denoted tmp mdls comm .
371
We then define the color of each of the model processes in order to group them into their individual the appropriate communicator, denoted cpl mpi comm. This communicator is shown in orange in Figure   384 1. For the implementation we introduce we desire that the model processes are ranked lower than the DA 385 processes. To ensure that the DA processes have the highest rank on this communicator they must set 386 their rank key higher than that used by the model processes. As such, the rank key used by the models 387 in this splitting must be less than the total number of model processes launched. Using mdlcolour as 388 the rank key is sufficient to satisfy this condition.
389
All that remains is to identify with which DA process the master process of each model should transfer 390 data. To do this, we first detect the total number of DA processes and models which are running. These Line 68 now serve to calculate which of the DA processes the model will be linked to. model [Lorenz, 1963] . This model is derived by simplifying the equations governing the dynamics of the 403 atmosphere to a 3-dimensional system, and is a canonical example of a chaotic system used to test data 404 assimilation methods.
405
The code solves the following system of equations 
