ABSTRACT: In hydraulic and hydrologic studies, engineers develop new models or calibrate existing models by various techniques. One is often concerned with the model validity regarding its ability to predict fut~re events. Five potentially useful statistical validation methods are presented. For illustration, they were applIed to examine the predictability of unit hydrographs derived by various methods in the framework of the least squares and its variations. It was found that storm-stacking (conventional multis!or":l analysis) together with storm-scaling yields the most desirable UH. The general framework of these valIdatIon methods can also be applied to a validation study of other hydrologic and hydraulic models.
INTRODUCTION
Developing a model consists of derivation of a model, validation of the derived model, and maintenance of the validated model. Validation is an important task in the process of developing a model. By validation, one evaluates how well the derived model can predict future events. If the derived model performs well in a validation test, then the model will be useful in prediction. Otherwise, the model is of limited use and its predictions are unreliable.
Model validation can be performed in several ways. One easy approach is to collect new data. However, this approach implies two things: (1) additional costs; and (2) possible postponement of the decision making affected by the model results. Hence, collection of new data for model-validation purposes could be impractical for some real-life problems.
Alternatively, data splitting could be a viable approach. The idea is to divide the observed data set into two subsets, namely, the estimation subset and the validation subset. The estimation subset is used to estimate the model parameters or coefficients. Then, the validation set is used to imitate future random observations to validate the estimated model coefficients. Validation by data splitting is sometimes found in hydrologic studies. The most commonly used practice is to split data into two halves.
In data splitting, how to split the data is an important issue. In the context of the regression model, Snee (1977) gave an excellent description of the DUPLEX algorithm, developed by R. W. Kennard, which finds the estimation subset and the validation subset on the basis of the Euclidean distance between the standardized and orthonormalized observed data points. Bruen and Dooge (1992) applied the DUPLEX algorithm to evaluate a derived UH. Another approach to data splitting regarding the linear regression model was discussed by several authors (Picard and Cook 1984; Picard and Berk 1990) . Since these two data splitting methods are only applicable in the context of a regression model, it is necessary to have a general method for data splitting. The cross-vali-'Res. Assoc., Civ. Engrg. Dept., Arizona State Univ., Tempe, AZ 85287.°P rof., Wyoming Water Resour. Ctr. and Stat. Dept., Univ. of Wyoming, Laramie, WY 82071.
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dation technique could be considered as a general method (Allen 1971; Stone 1980; Geisser 1975; McCarthy 1976) .
A more general method for model validation uses the bootstrap technique (Efron 1977 (Efron , 1982 . The validation by bootstrap has significant appeal when theories like the ordinary least squares is intractable and when it is difficult or impractical to collect additional data for validation. Halfon (1989) used the bootstrap technique in model validation without performing more experiments on fish toxicity. Efron (1983) presented an excellent discussion on the basis of the prediction and on estimating the prediction error using the observed data points. In his paper, several model validation methods including the leave-one-out cross-validation, the bootstrap validation methods (ordinary, randomized, and double bootstrap), the jackknife validation, and the 0.632-estimator validation were discussed.
The unit hydrograph (UH) proposed by Sherman (1932) is defined as a direct runoff hydrograph (DRH) resulting from one unit of effective rainfall (ER) distributed uniformly over a watershed for a specified duration. In UH theory, the watershed is considered as a system with effective rainfall hyetograph (ERH) being the input, DRH being the output, and UH being the kernel function. If the watershed is assumed to be a linear and time-invariant system, one can derive a convolution relationship between the input and output with UH being the transformation function. . Since the derived UH is most likely to be used to predIct DRH when effective rainfall data are available, it is important to investigate how well the derived UH can predict the.oR;H. After the derived UH is evaluated through proper valIdatIOn procedures and found to have a good predictability~f DRH, engineers will have more confidence in using the derIved UH to predict the design runoff discharge for designing and evaluating hydrosystems.
In this paper, five statistical validation methods are presented and applied to examine the predictive capability of UHs derived from various methods. The validation methods considered herein are (1) the leave-one-out cross-validation (lCV); (2) the leave-half-out cross-validation with replications (HCV); (3) the ordinary bootstrap validation (BV); an? (4) the 0.632-estimator validation (0.632) methods. In addItion a new validation method, called the bootstrap-Ieavehalf 2 0ut validation method (HBV), is proposed herein. All five validation methods were applied to examine the predictability of UHs derived from 15 methods that are the combinations of the unconstrained ordinary least squares (OLS) and two types of unconstrained ridge least squares (~LS), together with the multistorm UH and the averaged smglestorm UHs. A brief description of the OLS and RLS metho~s applied to multistorm UH determination is given in AppendIX I. The RLS method essentially adds a positive number called of that storm event. Then, the corresponding RMSE(r) value is calculated as 7. Repeat steps (3)-(6) with
8. Compute the mean of the B RMSEs as the prediction error Consider that the number of storms R is e'. en. The HCY is to randomly split the storm sample into halves. The UH derived from storms in the first half, using a selected method, is used to predict the DRHs in the second half of the storms. For each storm in the second half, one value of the RMSE can be computed. Then, the mean of R/2 values of the RMSE over the second half of the storms is calculated. Let B denote a large integer number. This procedure is repeated B times producing B values of the mean RMSE. Finally, the average value of the B mean RMSEs is calculated and serves as the prediction error. The algorithm of the HCY method can be outlined as follows:
METHODS OF VALIDATION
ridge parameter k to the diagonal ofthe design matrix in (13). The first type of unconstrained RLS method is to find the ridge parameter by minimizing the mean-squared-error (MSE) of the UH, and the second type is to find the ridge parameter by minimizing the MSE of the DRH (Zhao 1992) .
For the multistorm analysis, storm-scaling and no-stormscaling were used along with storm-stacking and storm-combining with time alignment at the origin (Zhao 1992) . Stormstacking is the conventional multistorm analysis (Mays and Coles 1980) . Storm-combining is to directly add the DRH ordinates and ERH ordinates of all selected storms, respectively. Storm-scaling is to scale all selected storms so that alI storms have the same amount of total effective rainfall depth of one unit with the intent to eliminate the dominant effect of larger storms over smaller storms in UH determination (see Appendix I). Even when an engineer is interested in "large storms" for the design, the scaling may still be useful because the storm magnitude, small or large, is only relative and one may have several "large" storms whose magnitudes are not identical.
With 15 methods for UH determination, comparisons were made for the predictability of the resulting UHs from (1) multistorm analysis versus the averaged UHs from singlestorm analysis; (2) OLS versus RLS with minimization of the MSE of UH; (3) OLS versus RLS with minimization of the MSE of DRH; (4) two types of RLS methods; (5) stormscaling versus no-storm-scaling; and (6) storm-stacking versus storm-combining.
The premise for the five validation methods presented in the next section is that the observed storms are considered to be statistically independent random samples. It is generally difficult to theoretically verify statistical independence among different storm events. However, storm independence can be intuitively justified if the selected rainfall-runoff events are not produced by the same storm system. For practical purposes, as long as the time occurrence of the select storm events is sufficiently large, the storm dependence assumption is generalIy justifiable.
The presented statistical validation methods (excluding the leave-one-out cross-validation) are based on resampling, by which the population is approximated by resampling the observed storm sample for a large number of times. In doing so, the problem that the number of selected storms is smalI can be alIeviated.
Leave-One-Out Cross-Validation (1CV)
Suppose there are R observed storms. The ICY method is to leave out one storm from R storms at a time, then derive a UH based on the remaining R -1 storms. Further, use the derived UH to predict the excluded storm. The value of the RMSE for predicting the DRH of the excluded storm is then calculated. After the leave-one-out is carried for each of the R storms, the R values of the RMSE are averaged.
Then. the averaged RMSE is used for comparing the predictive performance of the UHs from different methods. The algorithm of the ICY method can be outlined as folIows:
R/2 storms are randomly selected, with replacement, from S to constitute the first storm set S. for the purpose of deriving a UH. Then, a second storm set S2 containing RI2 storms are randomly selected, with replacement, from S for prediction purpose. As can be seen, the establishment of the second data set for prediction by this method is different from that of the HCV method. The difference is "without" or "with" replacement sampling.
The UH determined from SI is used to predict the DRH of each storm in S2' For each storm in S2' the value of RMSE can be found. Then, the mean of RI2 RMSE values over the storms in S2 is calculated. This procedure is repeated B times. Then, the average of the B RMSE means is calculated and used as the prediction error. The advantage of the HBV over HCV is that one can do the validation analysis when the number of storms is small. The algorithm of the HBV method can be outlined as follows:
R is an even number. 2. Let b = 1. 3. Randomly select R/2 storms with replacement from S to obtain the first set of the storms, SI = (SI." S1.2' ... , SI.RI2)' 4. Randomly select R/2 storms with replacement from S to obtain the second set of the storms, S2 = (S2.1' S2.2, ... , S2.RI2)· 5. Use the selected method to determine a UH, UH(h)' based on S•. 6. Use the derived UH(h) to predict the DRH of each storm event in S2' then calculate the corresponding RMSE(r) value for each storm in S2 according to (1). 7. Average R/2 values of the RMSE over the storms in set S2 according to (3).
8. Repeat steps (3)- (7) with
Compute the mean of the B RMSEs as the prediction error

Bootstrap Validation (BV)
Suppose that S = (S" S2, ... , SR) are the obseryed random samples from an unknown distribution. Let F be the empirical probability distribution placing probability mass 11 R on each storm.
The BV procedure is composed of two steps. The first step is to use all original R storms in S to derive a UH. Then, use the derived UH to predict the DRHs of these R storms. For each storm in S, the value of the RMSE is calculated.: Thus, the mean of the R values of the RMSE can be calculated, yielding RMSE o .
The second step is to randomly select R storms from S, with replacement, to construct a random storm sample, called the bootstrap random sample, denoted by S* = (S";, S~~. .. , S~). This second step is repeated B times, yielding 8: bootstrapped random storm samples Si, = (S%.I, S%.2' , ... ,
The UH, denoted by UHi" is derived based on Si;, b = 1, 2, ... , B. Then, the derived UHi, is used to predict the DRHs of the storms in the original sample S from which the value of RMSE h . r can be calculated, b = 1, 2, ... , Band r = 1, 2, ... , R. For the bth bootstrapped random storm sample, the mean value of RMSE denoted by RMSE h over R storms is calculated. Then, the mean of B RMSE h is computed. Also, for each bootstrap random sample Si" one can find the proportion
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The algorithm of the BV method can be outlined as follows:
where 9. Repeat steps (3)- (7) with
10. The final prediction error of the bootstrap validation can be computed by (8)-(9). 
O.632-Estimation Validation (O.632BV)
The 0.632BV method was proposed by Efron (1983) . As in the bootstrap validation method, B bootstrap random samples are obtained. Also, the quantity P;h is calculated. The derived UHi, is used to predict the storms in S for which p;h = 0, b = 1,2, ... , Band r = 1, 2, ... , R. Then, average the values of the RMSE to get RMSE,. Therefore, the final prediction error by the 0.632BV method is
The algorithm of the 0.632BV method can be outlined as follows: 6. Use the selected method to determine a UH, UHi" based on the storms in bootstrap sample Si,.
Repeat steps (3)-(6) with
8. Use the derived UHi, to predict the DRH of each storm event in the original storm sample S for P;" = 0, b = 1,2, ... , Band r = 1,2, ... , R, then calculate the corresponding RMSEs according to (1). Average these RMSEs to yield RMSE]. 9. The final prediction error for the 0.632BV method is computed according to (10).
APPLICATION AND DISCUSSIONS
Storms from three watersheds were used: one watershed is from Bree's paper (1978) The time between observations of rainfall and discharge was chosen as large as possible to minimize the amount of data to be handled, and also to reduce the degree of collinearity in the rainfall series (Bree 1978 For the purpose of reducing the amount of computation, the adopted UH duration was 3 h. All five validation methods were applied to evaluate the UHs derived from 15 methods that are unconstrained OLS and two types of unconstrained RLS, together with multistorm analysis and single-storm analysis. The first type of RLS, called RLS/UH herein, is to find the ridge parameter that minimizes the MSE of the UH. The second type, called RLSIDR, is to find the ridge parameter that minimizes the MSE ofthe DRH. For multistorm analysis, storm-scaling and no-storm-scaling were used along with stormstacking and storm-combining with time alignment at the origins of the ORH.
The comparison is based on the prediction error criterion, which should be consistent with the objective function or the prediction rule. Because the least-squares method and its variations were used to derive the UH, the mean of the RMSE is adopted as the prediction error for comparison. it should be noted that if the determination of model performance was based on another prediction rule, the validation methods could also be applied by comparing the prediction error related to the prediction rule. Sometimes, hydrologists are interested in comparing how the UHs by different methods can predict the peak discharge of the 0 RH. This type of comparison can only serve as a reference because the error of peak discharge is not the objective function to be minimized by least-squares methods. Although assigning higher weight to the error in peak discharge yields a UH that can regenerate a more accurate peak of DRH, there is no guarantee that this UH will predict a more accurate peak of DRH for other storms, because regeneration and prediction are different (Zhao and Tung 1994) . If the hydrologists are more interested in predicting the peak of DRH, a different method, one that directly minimizes peak discharge error, should be used. Herein, the prediction rule used in UH validation evaluation is the RMSE, which is consistent with the various LS methods used in this study. Efron (1983) discussed the validation problems in a general context and suggested that B = 200 would give accurate estimation of the prediction error. Results of validation study are presented in Tables 1-3 , each corresponding to a watershed. A general look of Tables 1-3 indicates that the prediction errors for Taiwan's two watersheds are much larger than those for Bree's watershed. This may be because the runoff magnitudes for storms in the two Taiwan watersheds are much larger than those from Bree's.
Multistorm UH versus Averaged Single-Storm UH
If the OLS is used, one can observe that, from Tables 1-3, the averaged RMSE for DRHs based on the averaged single-storm UHs, in most cases, is larger than that for the UH from the storm-stacking. However, in most cases, it is smaller than that for the UH from the storm-combining with time-origin alignment.
The same observation can be made for RLS/UH and RLSI DR as that for the OLS. Accordingly, the predictability of the averaged single-storm UHs is less desirable than that of the storm-stacking, but more desirable than that of the stormcombining with time alignment at the origin. Storm-combining is inferior mainly because it is essentially a single-storm procedure.
OLS versus RLS/UH and OLS versus RLS/DR
For UHs from the storm-stacking and from the single-storm averaging, RLS/UH is not better than the OLS. For the stormstacking with scaling, the predictability of RLS/UH is even worse. It can also be observed that, when using the stormcombining procedure, the averaged RMSE for DRHs for the RLS/UH, in most cases, is smaller than that for the OLS. It appears that RLS/UH is effective only when the two-norm condition number of the ERH matrix is large. This is the case for the storm-combining. If the two-norm condition number is small (i.e., the storm-stacking with the storm-scaling), the RLS/UH procedure does not have advantage over the OLS method to derive a UH.
For a given watershed, by using the storm-stacking with scaling, there is no significant difference in the averaged RMSE values between the OLS and RLSIDR procedures. For the storm-stacking without storm-scaling, the predictability of the RLSIDR was found better than the OLS in most cases. Also, the RLSIDR is better than the OLS using the storm-combining with time-origin alignment in most cases. By using singlestorm averaging, there is no significant difference between the OLS and RLSIDR. Observations from Tables 1-3 indicate that the RLS/OR procedure is useful only when the twonorm condition number is large when the storm-combining is used. Otherwise, it is not necessary to use the RLS/DR.
RLS/UH versus RLS/DR
Using the storm-stacking with scaling, the predictability of the resulting UH by the RLS/DR is better than that of the RLS/UH in most cases. For the storm-stacking without scaling, in more than half of the cases considered, the RLSIDR is better than the RLS/UH. For the storm-combining with storm-scaling, the RLSIDR is better than the RLS/UH for Note: SIS = storm-stacking with storm-scaling; SIN = storm-stacking without storm-scaling (or no-storm-scaling); CIS = storm-combining with storm-scaling; C/N = storm-combining without storm-scaling (or no-storm-scaling); and AVG. = averaged single-storm UH. 
OLS SIS 
Storm-Scaling versus No-Storm-Scaling
For the OLS, RLS/UH, and RLS/DR, the predictability of the storm-scaling is better than that of no-storm-scaling in most storm-stacking cases. In most cases for the Bree's watershed and Lan-Yang watershed, the storm-scaling is better than no-storm-scaling for the storm-combining as well. However, in the Tong-Tou watershed, there is no clear evidence indicating the superiority of the storm-scaling over no-stormscaling for the storm-combining.
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APPENDIX I. DETERMINATION OF UNIT HYDROGRAPH BY LEAST SQUARE PROCEDURE AND ITS VARIATIONS
In deriving a UH using multistorm analysis, one considers solving the following equation involving R storms:
Using the ridge regression procedure, the multistorm UH can be obtained as url.,/" = (P'P + kI)-IP'q = (~I P~Pr + kI) -JCtJ p:.qr) (13) (11) ( 16) (17)
where k = a positive-valued number, k > 0, called the ridge parameter. The ridge parameter kin (13) can be determined based on two criteria: (1) minimization of the MSE of the derived UH, MSE(fi); and (2) minimization of the MSE of predicted DRH, MSE(q). The MSE(fi) measures the expected Euclidean distance between the estimated UH(fi) and the true but unknown UH(u), whereas the MSE(q) measures the expected Euclidean distance between the estimated DRH(q) and the true but unknown DRH(q). Mathematically, the two MSEs can be expressed as where P r and qr = the ERH matrix and DRH vector of the rth storm, respectively; and u = the vector of UH ordinates to be determined. This equation is for stacking individual storms. Note that the number of ordinates of the unknown UH u is suggested to be J = max{Jr} where J r = N r -M r + 1 (Diskin and Boneh 1975; Bree 1978; Singh 1988) with M" N" and J r being the number of ordinates for ERH, DRH, and UH of the rth storm. Thus, before stacking the individual equations, the DRHs for individual storms should be adjusted. The multistorm UH by the unconstrained OLS method for a watershed is
Based on Kennard (1970, 1976) and Lee and Campbell (1985) , the MSE(fi) and MSE(q) can further be expressed, respectively, as
where Aj(j = 1, 2, ... , J) are the eigenvalues of P'P; (Tc an be estimated by Ilq -PU o l sJ ,,1I 2 /(N -J); a = 8'u o ',/(( with H being an eigenvector matrix of PiP. Appropriate numerical optimization techniques can be applied to determine the values of ridge parameter that minimize MSE(fi) and MSE(q),
SUMMARY AND CONCLUSIONS
Five statistical validation methods were presented and applied to evaluate the predictability of UHs derived by 15 methods. A total of 39 storm events from three watersheds were used in the analysis. The evaluation was based on the prediction error represented by the averaged RMSE that is consistent with the objective function of the adopted leastsquares methods. From the numerical results, one can conclude that, among the 15 methods, a UH obtained from the storm-stacking with scaling in the framework of OLS and its variations is the most desirable in predicting the future storm events.
The estimation of an optimal UH, in essence, is an exercise of parameter estimation or model calibration that is often encountered in hydrologic and hydraulic engineering practices. The validation methods presented here can be applied equally well to the calibration of other models in hydrologic and hydraulic analyses. For example, if one adopted a particular method for model calibration, the validation methods presented can be applied to assess the predictive error associated with the method. On the other hand, if one had several methods for model calibration, the validation methods can be applied to evaluate the predictability of the model calibrated by the different methods.
When the available data are limited, methods such as leavehalf-out validation, bootstrap-half validation, bootstrap validation, and 0.632 validation have significant appeal because they are based on resampling procedure. By resampling, one can "generate" a simulated population. Some words of caution should be said regarding the use of the validation methods in hydrologic and hydraulic applications. First, the resampling procedures used in cross-validation are based on the condition that data are statistically independent. This should be checked or justified before the methods can be used. When data are correlated, resampling techniques cannot be directly applied. In such circumstances, appropriate transformations can be made to break the correlation in the original data and apply resampling techniques to the transformed uncorrelated data. Second, one should check the consistency and homogeneity of hydrologic events selected for model calibration. Consider the context of UH estimation as an example. Although it is desirable to use as many independent storms as possible, one should make sure that the selected storms occur in a time period during which the hydrologic conditions in the watershed are considered stationary.
Storm-Stacking versus Storm-Combining
In most cases the storm-stacking results in better predictability than does the storm-combining under both the stormscaling and no-storm-scaling conditions when the UH is derived by the OLS, RLS/UH, and RLS/DR. respectively. The optimal ridge parameter then is used in (13) to compute the corresponding UH.
Consider that in (11) some storms have DRH ordinates that are significantly higher than those of other storms. In this situation, the· value of objective function (whichever is adopted) containing deviations between the observed and computed DRH ordinates is more sensitive to large storms than smaller ones. Hence the resulting UH from minimizing an error criterion is dominated by larger storms. This implies that the inclusion of smaller storms is redundant and has little or no contribution to the determination of the representative UH in the watershed. Neglecting the system information embodied in smaller stones could lead to a biased estimation of the UH.
The scaling technique is used to take into account the effect of storm magnitude in multistorm analysis by dividing the ERH and DRH ordinates by the ER amount of the corresponding storm. That is The scaled q, can be viewed as the DRH resulting from a total of one unit of ER. Hence, the scaled DRH has the same dimension as the UH. Note that the original DRH is affected by both the total amount of ER and its temporal distribution. The scaling procedure removes the influence of ER amount on the UH determination; leaving the temporal distribution of ER with a total of one unit as the sole factor affecting the shape of UH. Eqs. (12) and (13) for the OLS and RLS procedures are also applicable to the scaled ERHs and DRHs by simply replacing P by P and q by q.
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