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In this work we study the ice-water interface under coexistence conditions by means of molecular
simulations using the TIP4P/2005 water model. Following the methodology proposed by Hoyt and
co-workers [J. J. Hoyt, M. Asta and A. Karma, Phys. Rev. Lett., 86, 5530, (2001)] we measure the
interfacial free energy of ice with liquid water by analysing the spectrum of capillary fluctuations
of the interface. We get an orientationally averaged interfacial free energy of 27(2) mN/m, in good
agreement with a recent estimate obtained from simulation data of the size of critical clusters [E.
Sanz, C. Vega, J. R. Espinosa, R. Caballero-Bernal, J. L. F. Abascal and C. Valeriani, JACS, 135,
15008, (2013)]. We also estimate the interfacial free energy of different planes and obtain 27(2),
28(2) and 28(2) mN/m for the basal, the primary prismatic and the secondary prismatic planes
respectively. Finally, we inspect the structure of the interface and find that its thickness is of
approximately 4-5 molecular diameters. Moreover, we find that when the basal plane is exposed to
the fluid the interface alternates regions of cubic ice with regions of hexagonal ice.
I. INTRODUCTION
The interfacial free energy between ice and water, γiw,
is a crucial parameter in ice nucleation and growth [1, 2].
Despite its importance, there is not yet a well established
experimental value for γiw. The spread of experimental
data for γiw, ranging from 25 to 35 mN/m [1], sharply
contrasts with the accuracy with which the interfacial
free energy of the liquid-vapour interface is known [3].
Unfortunately, there is no accurate experimental tech-
nique for the determination of the crystal-melt interfacial
free energy.
In order to aid experimentalists in finding a definite
value for γiw , guidance from computer simulation is
highly valuable. However, there are not many studies
devoted to the estimation of γiw from simulations. Re-
cently, γiw has been calculated for a series of water mod-
els with [4] and without [5] taking full electrostatic in-
teractions into account. In these works, a variant of the
cleaving method [6] was used to compute γiw and the
studied models were TIP4P, TIP4P-Ew and TIP5P-E.
There are numerous water models currently available
in the literature with which different predictions of the
behaviour of real water can be made. In a recent work,
Abascal and Vega have compared the ability of many
different rigid, non-polarizable models to predict a com-
prehensive set of real water properties. The TIP4P/2005
model [7] turned out to be the one that does the best job
in the overall description of the behaviour of real water
[8]. Therefore, estimating γiw for such model would be
highly relevant.
In a recent publication by some of the authors of this
work, γiw was estimated for the TIP4P/2005 model [9]
with a ’seeding’ method originally used by Bai and Li
to study the crystal-melt interface of the the Lennard-
Jones system [10]. This method consists in measuring
the critical size of crystalline clusters and then obtaining
γiw from Classical Nucleation Theory [11, 12]. There-
fore, this method provides an indirect estimate of γiw.
FIG. 1. Snapshot of a typical configuration. Only oxygen atoms
are shown. Particles are coloured in orange if they have a
solid-like local environment and in blue otherwise. The edges of
the simulation box and the vectors that define the orientation of
the crystal and the propagation direction of capillary waves are
shown in the figure.
Moreover, the method by Bai and Li does not provide
information about the dependency of γiw with the ori-
entation of the crystal, since an orientationally averaged
γiw is obtained.
In this paper we evaluate γiw for the TIP4P/2005
model by means of the Capillary Fluctuation Method
[13]. This method has been used, for instance, for the
calculation of the interfacial free energy of hard spheres
[14], the Lennard-Jones [15] and dipolar fluids [16]. Here
we evaluate γiw for the TIP4P/2005 model for the basal,
prismatic I and prismatic II planes of ice. We find an av-
erage value of γiw of 27(2) mN/m and a small anisotropy
between different orientations. Finally, we inspect the
structure of the interface. We estimate the thickness
of the interface to be of about 4-5 molecular diameters.
Moreover, we find that when the basal plane is exposed
to the liquid the interface develops alternating hexagonal
and cubic ice regions.
2II. METHODS
We use the Capillary Fluctuation Method [13] to com-
pute the interfacial free energy. The method consists in
measuring γiw by analysing the profile of the interface
between ice and water under coexistence conditions. For
the TIP4P/2005 model the interface between ice and wa-
ter is rough, as can be seen in Fig. 1, where particles in
the ice phase are shown in orange and particles in the
liquid phase are shown in blue. Particles are labelled
as ice or liquid-like based on local bond order parame-
ters [17, 18]. By knowing which particles belong to each
phase, one can establish a discretized interface profile
along the x direction, h(xn) (in Ref. [18] a detailed ex-
planation of the way we establish h(xn) is given). Then,
h(xn) is Fourier-transformed,
hq =
1
N
N∑
n=1
h(xn)e
iqxn , (1)
and an amplitude, hq, is obtained for each wave vector,
q, where q is a multiple of 2π/Lx. Small q vectors cor-
respond to wave modes with a large wave length and
vice-versa. In the equation above N is the number of
discretization points along the Lx side of the simulation
box.
Through the equipartition theorem, Capillary Wave
Theory provides the following relation between hq and
the interfacial stiffness, γ˜ [19–22]:
〈
|hq|
2
〉
=
kBT
Aγ˜q2
(2)
where A = Lx · Ly is the interfacial area, (see Fig. 1).
The calculated stiffness depends on the crystal plane that
is exposed to the fluid and on the direction along which
the wave propagates. The exposed crystal plane is per-
pendicular to the vector ~u in Fig. 1 and it is identified
by its Miller indices. The direction of propagation of the
wave is perpendicular to both ~u and ~n and it is speci-
fied by the Miller indices of the plane perpendicular to
~n. Hence, γ˜ ≡ γ˜(~u, ~n).
Once the stiffness is known, we use the relation [19]:
γ˜(~u, ~n) =
(
γ(θ) +
d2γ(θ)
dθ2
)
θ=0
(3)
to obtain the interfacial free energy. In the above expres-
sion θ is the angle between the average planar interface
defined by ~u and the vector normal to the instantaneous
interface ~u′. The definition of θ is sketched in Fig. 2.
Obtaining γ from Eq. 3 requires first defining the de-
pendence of the interfacial free energy with the orienta-
tion of the crystal, γ(~u). Since the point group of hexag-
onal ice is 6/mmm, the orientation dependence of γ(~u)
can be written as an expansion in terms of Spherical Har-
monics [23]:
γ(~u)/γ0 ≈1 + ǫ1y20(α, β) + ǫ2y40(α, β)
+ ǫ3y60(α, β) + ǫ4y66(α, β) + ...
(4)
FIG. 2. Snapshot of a configuration of an ice slab in equilibrium
with liquid water. h(xn) is the interfacial height, ~u is the vector
perpendicular to the average interface position, ~u′ is the vector
perpendicular to the instantaneous interface and θ is the angle
between ~u and ~u′.
y20(α, β) =
√
5/16π
[
3cos2(α)− 1
]
y40(α, β) =
3
16
√
1/π
[
35cos4(α)− 30cos2(α) + 3
]
y60(α, β) =
1
32
√
13/π
[
231cos6(α)− 315cos4(α) + 105cos2(α)− 5
]
y66(α, β) =
1
64
√
6006/π
[
1− cos2(α)
]3
cos(6β)
TABLE I. Expressions for the normalized spherical harmonics
used in Eq.4.
where γ0 is the interfacial free energy averaged over all
orientations, α and β are the spherical angles defining
a given plane (see Fig. 3) and ǫk are the anisotropy
parameters. The functions ylm(α, β) are the normalized
spherical harmonics, and they are provided in Table I. In
Table II, Eq. 4 is expressed for the particular case of the
three orientations of ice-Ih we put in contact with liquid
water in this work.
By taking the second derivative of Eq. 4 with respect
to θ and plugging the result into Eq. 3 an expansion of γ˜
is obtained. Such expansion is given in Table III for all
the orientations studied in this work. The equations in
Table III combined with the simulation results for γ˜ allow
for the calculation of ǫk and γ0. With these, the interfa-
cial free energy is obtained with the equations provided
in Table II.
In summary, we simulate the interface under coexis-
Interfacial plane γ(~u)/γ0
(0001) 1 + 1
2
√
5/πǫ1 +
3
2
√
1/πǫ2 +
1
2
√
13/πǫ3
(101¯0) 1− 1
4
√
5/πǫ1 +
9
16
√
1/πǫ2 −
5
32
√
13/πǫ3 −
1
64
√
6006/πǫ4
(112¯0) 1− 1
4
√
5/πǫ1 +
9
16
√
1/πǫ2 −
5
32
√
13/πǫ3 +
1
64
√
6006/πǫ4
TABLE II. Interfacial free energy expansion in terms of spherical
harmonics for the different crystallographic planes studied in this
work. (0001) corresponds to the basal plane, (101¯0) to the
primary prismatic and (112¯0) to the secondary prismatic.
3FIG. 3. Hexagonal reference system for the ice Ih structure. The
vector ~u determines the crystallographic plane exposed at the
interface and it is characterized by the angles α and β.
~u ~n γ˜(~u, ~n)/γ0
0001 112¯0 1−
√
5/πǫ1 −
27
2
√
1/πǫ2 − 10
√
13/πǫ3
101¯0 112¯0 1 + 5
4
√
5/πǫ1 −
171
16
√
1/πǫ2 +
205
32
√
13/πǫ3 +
5
64
√
6006/πǫ4
101¯0 0001 1− 1
4
√
5/πǫ1 +
9
16
√
1/πǫ2 −
5
32
√
13/πǫ3 +
35
64
√
6006/πǫ4
112¯0 101¯0 1 + 5
4
√
5/πǫ1 −
171
16
√
1/πǫ2 +
205
32
√
13/πǫ3 −
5
64
√
6006/πǫ4
112¯0 0001 1− 1
4
√
5/πǫ1 +
9
16
√
1/πǫ2 −
5
32
√
13/πǫ3 −
35
64
√
6006/πǫ4
TABLE III. Expansions for the stiffness for the different
orientations studied.
tence conditions and obtain an average amplitude, hq,
for each wave vector, q, via Eq. 1 by defining an interfa-
cial profile, h(xn), for many independent configurations.
Then, γ˜(q) is obtained by means of Eq. 2. Once γ˜ has
been calculated for different orientations we solve the sys-
tem of equations given in Table III to obtain γ0 and the
anisotropy parameters ǫk. Finally, we use the calculated
γ0 and ǫk to obtain the interfacial free energy of each
plane via the expressions given in Table II.
A. Simulation details
To simulate our system we have employed the Molec-
ular Dynamics package GROMACS [24, 25]. Production
runs for a total time of ∼ 0.5µs were carried out in the
NVT ensemble with the time step for the Velocity-Verlet
integrator fixed to 0.003 ps, and snapshots were saved
every 75 ps. The temperature was set to 248.5 K (close
to the reported melting temperature of the model [7])
and the density was fixed close to an average value be-
tween the coexistence densities at 1 bar of liquid water
and ice-Ih. At these thermodynamic conditions the in-
terface fluctuates but the relative ice/water amount stays
constant throughout the simulation. To fix the tempera-
ture we employed a velocity-rescale thermostat [26] with
a relaxation time of 2 ps.
An initial configuration in which water and ice coexist
Orientation LxxLyxLz(nm3) Molecules
(Basal)[pII] 18.7696x1.8039x9.3319 10112
(pI)[Basal] 18.0134x2.1991x8.0808 10240
(pI)[pII] 17.6430x2.3491x7.8227 10368
(pII)[Basal] 17.9927x2.2047x8.3875 10670
(pII)[pI] 18.3690x1.8037x8.3928 8896
TABLE IV. System size for all ice-water orientations studied in
this work.
Crystal Orientation γ˜iw(mN/m)
(Basal)[pII] 29.8
(pI)[Basal] 28.1
(pI)[pII] 28.1
(pII)[Basal] 24.7
(pII)[pI] 25.1
TABLE V. Stiffness of all ice-water orientations studied in this
work.
at 1 bar is prepared as described in Ref. [18]. The Lx
and Ly axis of the simulation box are carefully chosen to
avoid any stress in the crystal lattice [18, 27]. The size
and crystal orientation of the simulated systems are sum-
marized in Table IV. The box geometry with a long x axis
(see Fig. 1) allows for the study of long wave-length cap-
illary waves without having a prohibitively large number
of molecules in the system. Moreover, it allows to easily
control the direction of wave propagation. It has been
shown that the chosen box geometry with a large Lx/Ly
ratio gives the same stiffness as boxes with Lx/Ly close
to 1 [18, 28].
III. RESULTS
A. Stiffness
By simulating the interface for a long time (∼ 0.5 µs)
we gather thousands of configurations and obtain inter-
facial profiles, h(xn), for each of the two ice-water in-
terfaces present in the simulation box. Then we Fourier-
transform each h(xn) (Eq. 1) to obtain estimates of |hq|
2,
which we average to get < |hq|
2 >. For a rough interface,
by representing ln[< |hq|
2 > A/(kBT )] vs ln(q) we should
obtain, in the q regime where Eq. 2 holds, a straight line
of slope minus 2 and intercept − ln(γ˜). Such plots are
shown in Fig. 4 for all orientations studied in this work.
Symbols correspond to our simulation data and straight
lines to a linear fit with slope minus 2 to the low-q points.
As expected from Eq. 2 the fit describes quite well our
data, at least for the low-q regime, allowing us to get γ˜
from the intercept. The values of γ˜ thus obtained are
reported in Table V.
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FIG. 4. Plots of ln[< |hq|2 > A/(kBT )] vs ln(q) for all ice-water
orientations studied in this work. < |hq|2 > A/(kBT ) is given in
m3/N and q is given in m−1. Symbols are our simulation data
and straight lines are linear fits of slope minus 2 to the low-q
data. The intercept of such fits is − ln(γ˜).
Notice that the very good fit of the capillary wave spec-
trum to Eq. 2 indicates that all three crystal faces studied
are rough. This observation is further confirmed by vi-
sual inspection of snapshots, as can be seen in Figs. 1 and
2. Experimental studies on the other hand indicate that
ice crystals in coexistence with water at about the triple
point have a faceted basal plane, and a completely circu-
lar perimeter [29]. Such observation is compatible with
prismatic planes which are rough, but indicate a basal
plane that is below the roughening transition even at the
triple point. Even though the experiments of Ref. [29]
suggest that the basal plane is not rough, at least for the
lengthscales accessible to our simulations the basal plane
shows a rough character that enables the calculation of
its stiffness and its interfacial free energy by means of the
Capillary Fluctuation Method.
B. Interfacial free energy
Once the stiffness is known for a set of different orienta-
tions, we can obtain the interfacial free energy by solving
the system of equations given in Table III and working
out the anisotropy parameters, ǫk, and the orientation-
ally averaged γ, γ0. With ǫk and γ0 one can obtain the in-
Crystal Orientation TIP4P/2005 TIP4P TIP4P-Ew
Basal 27(2) 24.5(6) 25.5(7)
Prismatic I 28(2) 27.6(7) 28.9(8)
Prismatic II 28(2) 27.5(7) 28.3(7)
TABLE VI. Interfacial free energy of the ice-water interface, in
mN/m, for different crystal orientations and water models. Values
for the TIP4P and TIP4P-Ew have been taken from Ref. [4].
terfacial free energy for each crystal plane via the expres-
sions given in Table II. Unfortunately, the equations of
Table III are not linearly independent, and it is not possi-
ble to obtain all 4 anisotropy parameters plus γ0. In Ref.
[30] Sun et al. dealt with a similar problem in their study
of the crystal/melt interface of Mg, which also exhibits
a crystal structure with hexagonal point group symme-
try. In this study, it was noticed that some of the ǫk
hardly contributed to the anisotropy, and could be safely
set equal to 0, such that the stiffness data could be ac-
curately fitted with the remaining ǫk. Specifically, it was
shown that ǫ1 was necessary to obtain an accurate fit and
that the anisotropy parameter ǫ4 was necessary to resolve
the anisotropy. The other two anisotropy parameters, ǫ2
and ǫ3, were made equal to zero. Despite the rather
different substance studied, our data are completely con-
sistent with this observation, and we have therefore fol-
lowed the same approach. With this strategy, we obtain
an orientationally averaged interfacial free energy for the
TIP4P/2005 model of γ0 = 27(2)mN/m. This is in good
agreement with the value of γ0 = 29(3)mN/m recently
estimated from measurements of the critical nucleus size
for the same model [9]. It is also similar to the value of γ0
obtained for other water models in Ref. [4]. In fact, an
average of the γiw calculated for different planes in Ref.
[4] gives 26.5 mN/m for the TIP4Pmodel and 27.5 mN/m
for the TIP4P-Ew. The comparison with the experiment
is not so straightforward as there is not a definite exper-
imental value for γ0. There are published values ranging
from 25 to 35 mN/m [1, 31]. The only thing we can say
is that the value we get for the TIP4P/2005 model is at
least within the range of the reported experimental val-
ues. We have also calculated the interfacial free energy
of the different planes and show the results in Table VI.
We observe a small anisotropy between different planes.
It seems that the basal plane has the smallest interfacial
free energy. However, the uncertainty of our calculations
does not allow us concluding anything definite in this
respect. In Table VI we also compare our results with
those obtained in Ref. [4] for the TIP4P and TIP4P-Ew
models. The similarity between all TIP4P family models
is quite strong and, within the error bar, all models give
the same interfacial free energy.
5C. Interface structure
1. Density profile
In order to analyze the structure of the interface we
measure the density profile along the z direction, per-
pendicular to the interface. Such a study must be taken
with some caution, however. The width of the interface
has an intrinsic contribution, that is characteristic of the
substance studied, but also shows an additional capillary
wave term, that depends logarithmically on the interface
area.[32–35] For that reason, average profiles extracted
from a simulation are not strictly intrinsic properties of
the substance, but also depend on the system dimen-
sions. Since the capillary roughening shows a logarith-
mic dependence on the lateral dimensions, however, the
correction to the intrinsic contribution that is typical in
a finite simulation box is quite small. Be as it may, the
results that are obtained set an upper bound for the in-
trinsic contribution. Furthermore, since all faces studied
have a rather similar lateral dimension, the comparison
between different crystal orientations also remains mean-
ingful despite the capillary wave roughening.
In Fig. 5 the density is plotted along the z direction
for four different orientations corresponding to the basal
plane and to both prismatic planes. As a consequence of
the geometry of our simulations (see Fig. 1) two inter-
faces can be observed for each system. To obtain these
density profiles we use bins of 0.05 σ and average over a
time gap of ∼ 35 ns. Using a small bin width allows us to
observe the different crystal layers along the system. The
horizontal dotted-dashed lines in Fig. 5 correspond to the
average bulk density of the fluid phase. As it should be,
the density given by the profile coincides with the bulk
density in the middle of the phase. Profiles given in Figs.
5 (c) and (d) correspond to two different wave propaga-
tion directions for the same interfacial plane (the primary
prismatic plane). As expected, both density profiles are
equivalent. Note that the profile corresponding to the
basal plane (Fig. 5 (a)) shows the twin peaks character-
istic of hexagonal planes.
The measure of the thickness of the interface is a some-
what arbitrary task since one has to establish a criterion
to locate the interface borders. In order to determine
these borders we consider that the interface begins when
a density peak does not reach the 90% of the average
peak height in the middle of the crystal slab, and that it
ends when the density profile becomes flat. We show the
interfacial borders thus obtained as dashed vertical lines
in Fig. 5. We obtain an interfacial width of about 4-5
molecular diameters for all studied planes. These values
are similar, but somewhat larger than the ∼ 3 molecular
diameters reported in Ref. [36] for another TIP4P family
model (the TIP4P) and a different system size.
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FIG. 5. Density profile along the z direction (perpendicular to the
interface) for four different orientations: (a) (Basal)[pII]; (b)
(pII)[basal]; (c) (pI)[basal]; and (d) (pI)[pII]. We calculate density
profiles with slabs of thickness 0.05σ. Horizontal dotted-dashed
lines correspond to the average bulk density of the fluid phase.
Vertical dashed lines correspond to the approximate location of
the interface borders.
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FIG. 6. Values of the q¯6 versus the q¯4 order parameter [17] for
3600 molecules of the bulk liquid (magenta), ice Ih (cyan), and ice
Ic (orange) phases equilibrated under coexistence conditions (1
bar and 250 K). A cut-off distance of 3.5 A˚was used to calculate
the order parameter. The dashed black line represents the
threshold used to distinguish solid from liquid-like particles
q¯6,t = 0.34 and the dashed-dotted red line represents the
threshold to discriminate between ice Ic and ice Ih q¯4,t = 0.41.
2. Hexagonal versus cubic ice
As previously mentioned, in order to get an interface
profile, h(xn), we first need to identify the molecules be-
longing to the ice phase. This is done by means of the q¯l
order parameter proposed by Lechner and Dellago [17].
The order parameter is a scalar number that is assigned
to each molecule according to the degree of orientational
order in its local environment. In Fig. 6 we plot q¯6 ver-
sus q¯4 for 3600 bulk molecules of liquid water (magenta),
of ice-Ih (cyan) and of ice-Ic (orange). Clearly, q¯6 is a
good parameter to distinguish the fluid from either ice
polymorph. The q¯6 threshold we use for that purpose
is q¯6,t = 0.34 (horizontal dashed line in Fig. 6). Thus,
if a particle has a q¯6 value larger than q¯6,t it is labelled
as solid-like, and vice-versa. As it can be seen in Fig.
66, molecules belonging to ice-Ih and ice-Ic polymorphs
can be distinguished with the q¯4 order parameter with
a threshold of q¯4,t = 0.41 (vertical dashed-dotted line in
Fig. 6).
Initially, the system is prepared by putting an ice-Ih
slab in contact with liquid water. Therefore, by analysing
the q¯6 − q¯4 map of the initial configuration one would
obtain points in the region of the pink and the cyan
clouds of Fig. 6. At the end of the simulations all ori-
entations where a prismatic plane is exposed only show
these two clouds of points (see Fig. 7 a-d). Therefore,
there is only liquid and ice Ih at the end of these simu-
lations. However, the simulation where the basal plane
is exposed to the liquid shows an extra cloud of points
in the area corresponding to ice-Ic (Fig. 7 e). This sug-
gests that some molecules with ice-Ic environment appear
along the course of the simulation. To know where these
molecules are located we plot in Fig. 8 ice molecules
with q¯4,t < 0.41 in blue (ice Ih) and with q¯4,t > 0.41 in
red (ice Ic). Clearly, thin ice-Ic layers have developed on
some regions of the ice-water interface. In Ref. [18] we
show that the relaxation of crystal-fluid capillary waves is
due to the continuous recrystallization and melting tak-
ing place at the interface. This relaxation mechanism
allows for the epitaxial growth of ice Ic on top of the
underlying ice Ih. The recrystallization/melting relax-
ation mechanism also explains our observation that the
interfacial regions containing ice Ih and ice Ic dynam-
ically change along the course of the simulation. The
reason why this structural transformation is only present
when the basal plane is exposed is that hexagonal and
cubic ice differ in their stacking sequence along the di-
rection perpendicular to the basal plane (Ice Ic stacking is
diamond-like, A,B,C,A,B,C,... whereas ice Ih is wurtzite-
like, A,B,A,B,...). Therefore, when the basal plane is ex-
posed an Ic-stacking can grow on top of ice Ih, but the
same is not true for the prismatic planes. By analysing
a set of over 300 configurations with the basal plane ex-
posed we observe that about 60 % of the ice in contact
with water is Ic and the other 40 % is ice Ih. This is
not altogether unexpected, since, at least for the TIP4P
models, the free energy of ice Ic is very similar to that of
ice Ih [37]. Accordingly, growth of regions of ice Ic with a
negligible bulk free energy penalty can be realized if the
corresponding surface free energy of the newly formed
Ih-Ic and Ic-water interfaces is comparable to that of
the bare Ih-water interface. The phenomenon above de-
scribed resembles preferential adsorption of a metastable
phase, well known in a variety of systems,[38, 39] as well
as in the ice-vapour interface, which is mediated by a thin
water layer [40–42]. However, in the case here studied
ice-Ic does not fully cover the interface but dynamically
coexists at the interface with ice-Ih.
Therefore, our simulations predict that both ice poly-
morphs live together in the interface at equilibrium. This
is not the only situation in which hexagonal and cubic ice
can be found in close contact: there is compelling exper-
imental and simulation evidence that ice grows with a
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FIG. 7. q¯6 − q¯4 maps for the last configuration of each of the
systems studied. When the basal plane is exposed, panel (e), a
cloud of points at high q¯4 corresponding to ice-Ic emerges.
FIG. 8. Oxygens of the molecules in the ice slab for the system in
which the basal plane is exposed to the liquid. Blue: oxygen
atoms with ice-Ih environment. Red: oxygen atoms with ice Ic
environment.
mixed Ic-Ih stacking from supercooled water [43–47] or
from vapour deposition [48].
IV. CONCLUSIONS AND OUTLOOK
In this work we use the TIP4P/2005 water model to
study the ice-water interface by means of computer simu-
lations. We simulate the ice-water interface under coexis-
tence conditions and evaluate the interfacial stiffness and
the interfacial free energy by measuring the spectrum of
capillary fluctuations. We study different crystal orienta-
tions and wave propagation directions. The predictions
7we get from the TIP4P/2005 model are the following:
• The orientationally averaged interfacial free energy
is 27(2) mN/m, in fair agreement with that ob-
tained by analysing, for the same model, the size of
critical ice nuclei with Classical Nucleation Theory
[9]. Our value is also similar to that obtained for
other TIP4P family models by means of a cleav-
ing methodology [4] and is consistent with experi-
mental estimates of the interfacial free energy that
range from 25 to 35 mN/m [1].
• We obtain an interfacial free energy of 27(2), 28(2),
and 28(2) mN/m for the basal, primary prismatic
and secondary prismatic planes respectively. The
accuracy of our calculations is not enough to estab-
lish definite conclusions about the anisotropy of the
interfacial free energy, but our results suggest, in
accordance with predictions for other TIP4P fam-
ily models [4], that the basal plane has the lowest
free energy.
• By measuring the density along the direction per-
pendicular to the interface we estimate an upper
bound for the width of the ice-water interface of
∼ 4-5 molecular diameters, in fair agreement with
the 3 molecular diameters obtained for the TIP4P
model [36].
• The ice-water interface for the basal plane shows
alternating ice-Ih/ice-Ic regions. These change dy-
namically due to capillary fluctuations.
In a future, it would be useful to explore how to im-
prove the accuracy of the present methodology in order to
capture the small anisotropy of the ice-water interfacial
free energy. Moreover, the study of other water models
could improve our understanding on the ice-water inter-
face. Of particular interest is perhaps the TIP4P/ICE
model [49], whose melting properties are close to those
of real water. However, we do not expect large differ-
ences with the values reported here for the TIP4P/2005
given the similarity between all TIP4P family models
studied so far (TIP4P, TIP4P-Ew and TIP4P/2005).
On the other hand, it would be interesting to pursue
a more quantitative analysis of the coexistence of cubic
and hexagonal ice patches at the ice-water interface, like,
e.g., a characterization of the typical size and relaxation
times of such regions.
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