We show that uniform hyperbolicity estimates for random maps follow from a priori much weaker statements on positive Lyapunov exponents.
INTRODUCTION AND STATEMENT OF RESULTS
1.1. Random maps. We consider in this paper random maps which can be written as skew-products
given by F (x, y) = (f (x), φ x (y)) where X is a compact metric space, f : X → X is a continuous map, µ an f -invariant probability measure on X, and M is a compact manifold endowed with a Riemannian metric which induces a norm | · | on the tangent space and a volume form that we call Lebesgue measure. We suppose that for every x, φ x : M → M is a local diffeomorphism which depends continuously on x in the C 1 norm.
Random maps of this kind have been extensively studied from various points of view, see [6, 7] for an extensive survey and references, we mention only a few here. The existence and properties of invariant measures and equilibrium states have been considered in [5] and [2] , the continuity properties of the entropy in [8] . In the special case in which X, and therefore also X × M, is a manifold one can think of the foliations by the F -invariant fibration, and there are some remarkable results concerning the possibility of such foliations to be absolutely singular with respect to some given reference volume forms [11, 12] . All these results depend to various extents on some hyperbolicity of the random maps or, in the language of skew-products, on some hyperbolicity in the fibres. Standard assumptions involve some non-uniform expansion assumptions on a full measure, set. Our main goal in this paper is to show that some uniform hyperbolicity estimates can be obtained from some a priori strictly weaker assumptions.
Lyapunov exponents.
First of all we review the precise definitions of the basic concepts we need, in particular those of fibrewise Lyapunov exponent. For x ∈ X, let φ (0)
x be the identity map on M, for k ∈ N, define φ
x . Then we can define a family of iterates of F by
is the fibrewise Lyapunov exponent associated to the point (x, y) and the vector v, whenever this limit exists.
By Oseledec's theorem (see [9, 10] ) the limit exists for ν-almost all (x, y) for any F-invariant probability measure ν. If ν is ergodic, then ν-almost all point (x, y), there are m real numbers such that λ 1 (x, y) ≤ λ 2 (x, y) ≤ · · · ≤ λ m (x, y) are the fibrewise lyapunov exponents, and they are constant ν-almost everywhere. So we denote them as λ 1 (ν) ≤ · · · ≤ λ m (ν). We let from the space of all measures on X ×M to the space of all measures on X.
Notice that π 1 • F = f • π 1 and so ν ∈ M(F ) implies µ = π * 1 ν ∈ M(f ). Therefore π * 1 is well-defined as a map π * 1 :
between the corresponding spaces of invariant probability measures. If µ = π * 1 ν we say that ν projects down to µ or has µ as a marginal. For any 
Thus the random map is uniformly expanding.
We emphasize that in both cases the Lyapunov exponents are not assumed to be uniformly bounded away from 0 and that the expansivity estimates in the conclusion hold for every point y ∈ M. In the first case we obtain expansivity only on µ-generic fibers and cannot bound the constant N(x) uniformly in x, but in the second case we actually get the much stronger uniform expansivity statement. Notice also that we have not assumed that any of the measures ν is in any sense absolutely continuous with respect to the Lebesgue measure on M. From this point of view, the conclusion that expansivity estimates hold at all points seems particularly remarkable.
We remark that the results are non-trivial even in the special case in which the f -invariant measure µ is a Dirac-δ measure supported on a single fixed point {p}. The setting stated above then reduces to the case in which F : M → M is a standard deterministic dynamical system and an analogous result has been proved in [1, 3, 4] . The theorem we prove here represents a significant generalization of these results and is obtained by a different argument as explained below. The general question of the uniformity of in principle nonuniform functions has also been addressed in various contexts in other papers such as [13, 14] .
Besides the intrinsic interest of these results, we mention also that they allow the assumptions of several deep results on the theory of random maps or skew-product transformations to be significantly weakened. For example, Khanin and Kifer [5] build up a general theory of equilibrium states for random transformations satisfying an expanding on average assumption. Our assumptions imply expansivity estimates which allow their mein results to apply in our setting.
INVARIANT MEASURES ON THE UNIT TANGENT BUNDLE
Let SM = {(y, v) ∈ T M : |v| = 1} denote the unit tangent bundle over M and define the induced skew-product tangent map
Since φ x is a C 1 local diffeomorphism, the denominator in the definition above never vanishes and hence this map is well defined for all (x, y, v) ∈ X × SM. Extending the notation introduced above, we let To summarize, we have defined two projections
The main result of this section is the following Lemma 1. The projections π * and π * 1 preserve the corresponding subsets of ergodic measures:
Moreover these restricted projections are surjective: π * (E( T F )) = E(F ) and π * 1 (E(F )) = E(f ).
Proof. We shall prove the statement for π * , the proof for π * 1 is identical. We show first of all that π * (E( T F )) ⊆ E(F ). Let A be a measurable set which is F invariant. Then π −1 A is a T F invariant set. Since m is ergodic, m(π −1 A) = 0 or 1. Thus ν(A) = π * m(A) = m(π −1 A) = 0 or 1. So ν is ergodic. Now we show that π * (E( T F )) = E(F ). Let ν ∈ E(F ). Then, by Birkhoff's Ergodic theorem, for ν -almost all (x, y) ∈ X × M we have
where δ F i (x,y) is the Dirac measure on F i (x, y) and the convergence is in the weak-start topology. For such a typical point (x, y) and v ∈ T y M, |v| = 1, we consider the sequence of probability measures m n = 1 n n−1 i=0 δ ( T F ) i (x,y,v) . By Krylov-Bogolioubov Theorem , there is a subsequence m n k which converges to a T F -invariant measure m ∈ M( T f). We claim first of all that π * m = ν and then show that there exists some ergodic componentm of m which also satisfies the same property.
For every ϕ ∈ C(X × M, R), we have 
Since ϕ ∈ C(X × M, R) was arbitrary , we have π * m = ν.
Since ν is ergodic, ν(A) = 1. Hence m(π −1 A) = µ(A) = 1. By the ergodic decomposition theorem, there exists an ergodic componentm of m such thatm(π −1 A) = 1. We claim that π * m = ν. Indeed, sincem is ergodic, it follows that π * m is ergodic and π * m (A) =m(π −1 A) = 1.
Thus for π * m almost all (x, y) ∈ A we have
which implies π * m = ν. The proof is complete.
HYPERBOLICITY ON THE UNIT TANGENT BUNDLE
Let µ ∈ E(f ) and define
Since π * 1 and π * are continuous, M µ (F ) and M µ ( T F ) are compact in the weak-star topology. Now define the continuous function Φ : We emphasize here that our assumptions do not require the Lyapunov exponents to be uniformly bounded away from 0. The conclusion however says that the integrals above are uniformly bounded away from 0.
Proof. We argue first that Φdm > 0 for all m ∈ M µ ( T F ). It is sufficient to prove the statement for ergodic measures since the Ergodic Decomposition Theorem then implies the result in the general case. Thus let m ∈ E µ ( T F ). By Birkhoff's ergodic theorem there is a measurable set A ⊂ X × SM with m(Ā) = 1 such that for every (x, y, v) ∈Ā,
Letting A = π(Ā) and ν = π * m, we have that ν is ergodic, ν(A) = 1 and π * 1 ν = µ. Oseledet's theorem then says that the limit
exists for ν almost all (x, y) ∈ X ×M and for every v ∈ T y M, |v| = 1.
The assumption that all fibrewise Lyapunov exponents are positive moreover implies that there exists a set B with ν(B) = 1 such that
Let (x, y) ∈ B and take (x, y, v) ∈Ā. Then we have
This shows that the integral is positive. To get the uniformity, notice that Φ(x, y, v) is a continuous function on X × SM and therefore φdm is
This completes the proof. Arguing as in the proof of the previous Lemma, using the compactness of M( T F ) we get that there exists a Λ > 0 such that
PROOFS OF THE THEOREMS
Proof of Theorem 1. From the assumptions of the Theorem we are given a measure µ ∈ E(f ) and we suppose that all fibrewise Lyapunov exponents for all measures ν ∈ E µ (F ) are positive. By Lemma 2 this implies that there exists a constant Λ > 0 such that
We shall argue by contradiction. Assuming that the conclusions of the Theorem do not hold we shall construct a measure m ∈ M( T F ), then show that m ∈ M µ ( T F ), and finally show that Φdm < Λ, contradicting (1).
Thus suppose that for every λ > 0 there is some µ-generic point x and sequences n 1 < n 2 < · · · < n k < · · · and (y k , v k ) ∈ SM such that
We define m ∈ M( T F ) as any weak-star limit point of the sequence Since ϕ is arbitrary, we have π * 1 • π * m = µ. Moreover, the definition of Φ gives X×SM Φ(x, y, v)dm = lim j→∞ 1 n j
Since λ is arbitrary this gives a contradiction, thus proving the theorem.
Proof of Theorem 2. Fix 0 < λ < Λ. Arguing by contradiction, suppose that for every k ∈ N there exists n k ≥ N and (x k , y k , v k ) ∈ X × SM such that D y k φ (n k ) x k v k < e λn k v k . We define the sequence of probability measures
where δ T F i (x k ,y k ,v k ) is the Dirac measure on T F i (x k , y k , v k ). Let m ∈ T F be weak* accumulation point of this sequence when k → ∞. For simplicity we assume that µ k → m. Then we have X×SM Φ(x, y, v)dm = lim j→∞ 1 n j
This gives a contradiction, thus proving the theorem.
