Abstract. In this paper we find extremal one-sided approximations of exponential type for a class of truncated and odd functions with a certain exponential subordination. These approximations optimize the 
1. Introduction
1.1.
Background. An entire function F : C → C, not identically zero, is said to be of exponential type if τ (F ) = lim sup |z|→∞ |z| −1 log |F (z)| < ∞.
In this case, the nonnegative number τ (F ) is called the exponential type of F . We say that F is real entire if F restricted to R is real valued. Given a function f : R → R, a nonnegative Borel measure σ on R, and a parameter δ > 0, we address here the problem of finding a pair of real entire functions L : C → C and M : C → C of exponential type at most δ such that
for all x ∈ R, minimizing the integral
inequalities [9, 10, 11, 19, 35] , Tauberian theorems [19] , inequalities in signal processing [14] , and bounds in the theory of the Riemann zeta-function [4, 5, 6, 13, 15, 18] . Similar approximation problems are treated, for instance, in [16, 17] .
In the case of general measures σ, the problem (1.1) -(1.2) is still vastly open. In the remarkable paper [22] , Holt and Vaaler considered the situation f (x) = sgn(x) and dσ(x) = |x| 2ν+1 dx with ν > −1. They solved this problem (in fact, for a more general class of measures) by establishing an interesting connection with the theory of de Branges spaces of entire functions [1] . This idea was further developed in [9] for a class of even functions f with exponential subordination and in [6, 29] for characteristic functions of intervals, both with respect to general de Branges measures. In particular, the optimal construction in [6] was used to improve the existing bounds for the pair correlation of zeros of the Riemann zeta-function, under the Riemann hypothesis, extending a classical result of Gallagher [15] .
The purpose of this paper is to complete the framework initiated in [9] , where the case of even functions was treated. Here we develop an analogous extremal theory for a wide class of truncated and odd functions with exponential subordination, with respect to general de Branges measures (these are described below).
In particular, this extends the work of Holt and Vaaler [22] for the signum function.
De Branges spaces.
In order to properly state our results, we need to briefly review the main concepts and terminology of the theory of Hilbert spaces of entire functions developed by L. de Branges [1] .
Throughout the text we denote by U = {z ∈ C; Im (z) If E : C → C is entire, we define the entire function E * : C → C by E * (z) = E(z). A Hermite-Biehler function E : C → C is an entire function that satisfies the basic inequality |E * (z)| < |E(z)| for all z ∈ U. If E is a Hermite-Biehler function, we define the de Branges space H(E) as the space of entire functions F : C → C such that 3) and such that F/E and F * /E have bounded type in U with nonpositive mean type. This is a Hilbert space with inner product given by
The remarkable property about these spaces is that, for each w ∈ C, the evaluation map F → F (w) is a continuous linear functional. Therefore, there exists a function K(w, ·) ∈ H(E) such that F (w) = F, K(w, ·) E
for each F ∈ H(E). Such a function K(w, z) is called the reproducing kernel of H(E).
Associated to E, we define the companion functions A(z) := 1 2 E(z) + E * (z) and B(z) := i 2 E(z) − E * (z) .
(
1.4)
Note that A and B are real entire functions such that E(z) = A(z) − iB(z). The reproducing kernel is given by [1, Theorem 19] K(w, z) = E(z)E * (w) − E * (z)E(w) 2πi(w − z) = B(z)A(w) − A(z)B(w) π(z − w) , (1.5) and when z = w we have
From the reproducing kernel property we have
and one can easily show that K(w, w) = 0 if and only if w ∈ R and E(w) = 0 (see for instance [22, Lemma 11] or [1, Problem 45] ).
1.3.
Main results. For our purposes we let E be a Hermite-Biehler function of bounded type in U. In this case, a classical result of M. G. Krein (see [24] or [22, Lemma 9] ) guarantees that E has exponential type and τ (E) = v(E). Moreover, an entire function F belongs to H(E) if and only if it has exponential type at most τ (E) and satisfies (1.3) (see [22, Lemma 12] ).
Let µ be a (locally finite) signed Borel measure on R satisfying the following two properties:
(H1) The measure µ has support bounded by below.
(H2) The right-continuous distribution function associated to this measure (that we keep calling µ, with a slight abuse of notation), defined by µ(
for all x ∈ R.
In some instances we require a third property:
(H3) The average value of the distribution function µ is 1, i.e.
We remark that the constant 1 appearing on the right-hand sides of (1.7) and (1.8) could be replaced by any constant C > 0. For simplicity, we normalize the measure (by dilating) to work with C = 1. Observe that any probability measure µ on R satisfying (H1) automatically satisfies (H2) and (H3). Measures like dµ(λ) = χ (0,∞) (λ) sin aλ dλ, for a > 0, which were considered by Littmann and Spanier in [30] (giving the truncated and odd Poisson kernels in the construction below), satisfy (H1) -(H2) but not (H3).
Let µ be a signed Borel measure on R satisfying (H1) -(H2). We define the function f µ , the truncated Laplace transform of this measure, by
(1.9)
Observe that f µ is a well-defined analytic function in Re (z) > 0 since
where we have used integration by parts. If we write
under the additional condition (H3) we find that (below we let supp(µ) ⊂ (a, ∞))
by dominated convergence. Our first result is the following.
Moreover, there is a unique pair of real entire functions L µ : C → C and M µ : C → C of exponential type at most 2τ (E) satisfying (1.12) for which the equality in (1.13) holds.
Our second result is the analogous of Theorem 1 for the odd function
Note that if µ is the Dirac delta measure we have f µ (x) = sgn(x).
Theorem 2. Let E be a Hermite-Biehler function of bounded type in
Moreover, there is a unique pair of real entire functions L µ : C → C and M µ : C → C of exponential type at most 2τ (E) satisfying (1.15) for which the equality in (1.16) holds.
Remark 1:
There is no loss of generality in assuming E(0) = 0 and supp(µ) ⊂ [−2τ (E), ∞) in Theorems 1 and 2. In fact, since f µ (x) and f µ (x) are discontinuous at x = 0, if E(0) = 0 the integrals on the left-hand sides of (1.13) and (1.16) always diverge. Given ε > 0, if the set {x ∈ R; µ(
has nonzero Lebesgue measure, we find by (1.10) that f µ (x) ≥ C ε x e (2τ (E)+ε)x for x > 0, and there are no entire functions L and M of exponential type at most 2τ (E) satisfying (1.12) or (1.15).
Remark 2:
The minorant problem for f µ can be solved without the hypothesis (H3). We give the details in Corollary 7 below.
Remark 3: Note that we are allowing the measure µ to have part of its support on the negative axis.
In principle, our function f µ (x) could increase exponentially as x → ∞ and does not necessarily belong to
it is possible to determine the corresponding optimal values of
separately. This is detailed in Corollaries 8 and 9 below.
We use two main tools in the proofs of Theorems 1 and 2. The first is a basic Cauchy-Schwarz inequality in the Hilbert space H(E) that shows that the optimal choice for M (z) − L(z) must be the square of the reproducing kernel at the origin (divided by a constant). The second tool, used to show the existence of such optimal majorants and minorants, is the construction of suitable entire functions that interpolate f µ at the zeros of a given Laguerre-Pólya function. The latter is detailed in Section 2 and extends the construction of Holt and Vaaler [22, Section 2] , that was tailored specifically for the signum function. Let ν > −1 be a parameter and consider the real entire functions A ν and B ν given by
and
where J ν denotes the classical Bessel function of the first kind. If we write
then the function E ν is a Hermite-Biehler function of bounded type in U with exponential type τ (E ν ) = 1 and no real zeros. Observe that when ν = −1/2 we have simply A −1/2 (z) = cos z and B −1/2 (z) = sin z. For a general ν > −1, there are positive constants a ν and b ν such that
for all x ∈ R with |x| ≥ 1. For each F ∈ H(E ν ) we have the remarkable identity 
where the infimum is taken over all pairs of real entire functions L : C → C and M : C → C of exponential
If there is no such a pair we set ∆ ν (δ, µ) = ∞. Define ∆ ν (δ, µ) considering the analogous extremal problem for the odd function f µ . The following result follows from Theorems 1 and 2. , and let f µ be defined by (1.9) (resp. f µ be defined by (1.14)). We have
∞, otherwise; (1.19) and
is finite, there exists a unique pair of corresponding extremal functions.
Proof. To see why Theorem 3 is indeed a consequence of Theorems 1 and 2 we proceed as follows. For κ > 0, we consider the measure µ κ defined by µ κ (Ω) = µ(kΩ), where Ω is any Borel measurable set and κΩ = {κλ; λ ∈ Ω}. A simple dilation argument shows that
and we can reduce matters to the case δ = 2. Now let L and M be a pair of real entire functions of exponential type at most 2 such that L( 
by identity (1.18) and Theorem 1, we have
.
This establishes (1.19) . A similar argument using Theorem 2 gives (1.20).
As illustrated in the argument above, in order to use the general machinery of Theorems 1 and 2 to solve the extremal problem (1.1) -(1.2) for a given measure σ, one has to first construct an appropriate de Branges space H(E) that is isometrically contained in L 2 (R, dσ). In particular, this construction was carried out in [6] for the measure
that appears in connection to Montgomery's formula and the pair correlation of zeros of the Riemann zetafunction (see [32] ), and in [30] for the measure
where a ≥ 0, that appears in connection to extremal problems with prescribed vanishing conditions.
1.5. Periodic analogues. In Section 4 we consider the periodic version of this extremal problem. Throughout the paper we write e(z) = e 2πiz for z ∈ C. A trigonometric polynomial of degree at most N is an entire function of the form
where a k ∈ C. We say that W is a real trigonometric polynomial if W(z) is real for z real. Given a periodic function F : R/Z → R, a probability measure ϑ on R/Z and a degree N ∈ Z + , we address in Section 4 the problem of finding a pair of real trigonometric polynomials L :
for all x ∈ R/Z, minimizing the integral
When ϑ is the Lebesgue measure, this problem was considered, for instance, in [3, 11, 26, 35] in connection to discrepancy inequalities of Erdös-Turán type. For general even measures ϑ, the case of even periodic functions with exponential subordination was considered in [2, 9] . In [26] , Li and Vaaler solved this extremal problem for the sawtooth function
with respect to the Jacobi measures. The purpose of Section 4 is to extend the work [26] , solving this problem for a general class of functions with exponential subordination (which are the periodizations of our functions f µ and f µ , including the sawtooth function as a particular case) with respect to arbitrary nontrivial probability measures ϑ (we say that ϑ is trivial if it has support on a finite number of points). The solution of this periodic extremal problem is connected to the theory of reproducing kernel Hilbert spaces of polynomials and the theory of orthogonal polynomials in the unit circle.
Interpolation tools
2.1. Laplace transforms and Laguerre-Pólya functions. In this subsection we review some basic facts concerning Laguerre-Pólya functions and the representation of their inverses as Laplace transforms as in [21, Chapters II to V]. The selected material we need is already well organized in [9, Section 2] and we follow closely their notation.
We say that an entire function F : C → C belongs to the Laguerre-Pólya class if it has only real zeros and its Hadamard factorization is given by
where r ∈ Z + , a, b, x j ∈ R, with a ≥ 0, x j = 0 and
< ∞ (with the appropriate change of notation in case of a finite number of zeros). Such functions are the uniform limits (in compact sets) of polynomials with only real zeros. We say that a Laguerre-Pólya function F represented by (2.1) has finite degree N = N (F ) when a = 0 and F has exactly N zeros counted with multiplicity. Otherwise we set
If F is a Laguerre-Pólya function with N (F ) ≥ 2, and c ∈ R is such that F (c) = 0, we henceforth denote by g c the frequency function given by
Observe that the integral in (2.2) is absolutely convergent since the condition
Moreover, the Laplace transform representation 1
holds in the strip τ 1 < Re (z) < τ 2 (the integral in ( 
for any c ∈ R, where δ denotes the Dirac delta measure.
The fundamental tool for the development of our interpolation theory in this section is the precise qualitative knowledge of the frequency functions g c . This is extensively discussed in [21, Chapters II to V] and we collect the relevant facts for our purposes in the next lemma. 
N −2 (R) and is real valued.
(ii) The function g c is of one sign, and its sign equals the sign of F (c). 
If µ is a signed Borel measure on R satisfying (H1) -(H2), it is clear that the function
satisfies the same growth conditions as in (2.6) for τ ∈ (0, α F ), for 0 ≤ n ≤ N − 3, with the implied constants now depending also on µ. We are now in position to define the building blocks of our interpolation.
and assume that
. Let µ be a signed Borel measure on R satisfying (H1) -(H2), and let f µ be defined by (1.9). Define
is analytic in Re (z) > 0, and these functions are restrictions of an entire function, which we will denote by A(F, µ, z).
for all z = x + iy ∈ C, and
for all ξ ∈ R with F (ξ) = 0.
Proof. We have already noted in (1.10) that z → f µ (z) is analytic in Re (z) > 0 when µ satisfies (H1) -(H2). If N (F ) ≥ 3, from (2.7) and Lemma 4 (iii) we see that the integrals on the right-hand sides of (2.8) and (2.9) converge absolutely and define analytic functions in the stated half-planes. If N (F ) = 2, it can be verified directly that g is continuous and C 1 by parts, and that the function g ′ thus obtained has at most one discontinuity and still satisfies the growth condition (2.6). Therefore (2.7) holds and, as before, this suffices to establish the absolute convergence and analiticity of (2.8) and (2.9) in the stated half-planes. Now let 0 < x < α F . Using (2.7), (2.3) and (1.10) we get
are analytic continuations of each other and this defines the entire function z → A(F, λ, z).
The integral representations for A and (2.7) imply, for Re ( 12) while for Re (z) ≥ α F /2 we have
we use (1.10) and (H2) to obtain, for Re (z) ≥ α F /2,
(2.14)
Estimates (2.12), (2.13) and (2.14) plainly verify (2.10). The remaining identity (2.11) follows from the definition of A. 
The following propositions hold.
(i) We have
for all x ∈ R and
(ii) We have
for all ξ ∈ R \ {0} with F (ξ) = 0. At ξ = 0 we have
holds for all x ∈ R.
Proof. Part (i). For x < 0, using (2.7), (2.8) and (2.15) we get 23) and, for x > 0, using (2.7), (2.9) and (2.15) we get
If N (F ) ≥ 4, integration by parts in (2.3) shows that the Laplace transforms of g ′ and g ′′ in the strip 0 < Re (z) < α F are z/F (z) and z 2 /F (z), respectively (here we use Lemma 4 (iii) to eliminate the boundary terms). Since F (α F /2) > 0, we conclude by Lemma 4 (ii) that g ′ and g ′′ are nonnegative on R. In particular, g ′ is also nondecreasing on R. If N (F ) = 2 or 3, it can be verified directly that g ′ is nondecreasing on R.
In either case, this implies that g ′ * µ is nondecreasing, and (2.17) and (2.18) (for ξ = 0) then follow from (2.23) and (2.24). For ξ = 0 we see directly from (2.11) and (2.15) that L(F, µ, 0) = 0.
Part (ii). For x < 0, using (2.7), (2.8) and (2.16) we get 25) and, for x > 0, using (2.7), (2.9) and (2.16) we get
In order to prove (2.19) it suffices to verify that
for all t ∈ R.
If N (F ) ≥ 4, we have already noted that the Laplace transform of g ′′ in the strip 0 < Re (z) < α F is z 2 /F (z). Since F (z)/z 2 does not vanish at the origin, we see from Lemma 4 that g ′′ (t) is nonnegative and decays exponentially as |t| → ∞. By a direct verification, the same holds for N (F ) = 3, where g ′′ might have one discontinuity. Thus g ′′ is integrable on R and by (2.3) we find
We are now in position to prove (2.27) for N (F ) ≥ 3. We have already noted in part (i) that g ′ is a nondecreasing function. Therefore, for t > 0, we use (H2) and (2.28) to get
An analogous argument holds for t < 0. If N (F ) = 2, we have 
Since (M − L) is nonnegative on R, by [22, Theorem 15] (or alternatively [9, Lemma 14]) we may write
with U ∈ H(E). Since f µ (0 − ) = 0 and f µ (0
From the reproducing kernel identity and the Cauchy-Schwarz inequality, it follows that
and therefore
This establishes (1.13). Moreover, equality in (3.1) (and thus in (3.2)) happens if and only if U (z) = c K(0, z) with |c| = K(0, 0) −1 . This implies that we must have [23] for a generalization) we conclude that B belongs to the Laguerre-Pólya class. The function B has exponential type and it is clear that τ (B) ≤ τ (E). Note also that B has a simple zero at z = 0 (since E(0) = 0 we have K(0, 0) > 0 and, by (1.6), z = 0 cannot be a double zero of B).
Applying Proposition 6 to the function B 2 (z), we construct the entire functions
It follows from (2.17) and (2.19) that
for all x ∈ R. From (2.10), (2.15) and (2.16) if follows that L µ and M µ have exponential type at most 2τ (E).
Finally, from (1.5), (1.6), (2.15) and (2.16) we have that
and as we have seen in (3.3), this is the condition for equality in (1.13).
Uniqueness.
From the equality condition (3.3) and the existence of an optimal pair {L µ , M µ } we conclude that this pair must be unique.
Proof of Theorem 2.
3.2.1. Optimality. This follows as in the optimality part of Theorem 1, just observing that f µ (0 − ) = −1 and f µ (0 + ) = 1.
3.2.2.
Existence. We use Proposition 6 with the Laguerre-Pólya functions B 2 (z) and its reflection
These are real entire functions of exponential type at most 2τ (E) that satisfy
for all x ∈ R. As before, from (1.5), (1.6), (2.15) and (2.16) we find that
and this is the condition for equality in (1.16).
3.2.3.
Uniqueness. It follows as in the proof of Theorem 1.
3.3.
Further results. Without assuming (H3) it is possible to solve the minorant problem for f µ . However, we do have to assume that the companion function that generates the nodes of interpolation does not belong to the space H(E).
Corollary 7. Let E be a Hermite-Biehler function of bounded type in U such that E(0) > 0. Let µ be a signed Borel measure on R satisfying (H1) -(H2).
Assume that supp(µ) ⊂ [−2τ (E), ∞) and let f µ be defined by (1.9) . Assume that B / ∈ H(E). Let L µ be the real entire function of exponential type at most 2τ (E) defined by (3.4) . If L : C → C is a real entire function of exponential type at most 2τ (E) such that
for all x ∈ R, then
Proof. From (2.22) and (3.4) we observe first that the right-hand side of (3.8) is indeed finite. If the left-hand side of (3.8) is +∞ there is nothing to prove. Assume
We use the fact that there exists a majorant M µ (not necessarily extremal anymore) defined by (3.5), and from (2.22) we 
with U, V ∈ H(E). This gives us
Since B / ∈ H(E), from [1, Theorem 22] the set {z → E(ξ) −1 K(ξ, z); B(ξ) = 0} is an orthogonal basis for H(E) (note here that if E(ξ) = 0, the function E(ξ) −1 K(ξ, z) has to be interpreted as the appropriate limit).
We now use Parseval's identity and the the fact that L µ interpolates f µ at the zeros of B to get
This concludes the proof of the corollary.
When f µ ∈ L 1 (R, |E(x)| −2 dx) it is possible to determine the precise values of the optimal integrals in our extremal problem separately.
Corollary 8. Let E be a Hermite-Biehler function of bounded type in U such that E(0) > 0. Let µ be a signed Borel measure on R satisfying (H1) -(H2). Assume that supp(µ) ⊂ [−2τ (E), ∞)
and let f µ be defined by (1.9) . Assume that
and that B / ∈ H(E).
(i) Let L µ be the extremal minorant of exponential type at most 2τ (E) defined by (3.4) . We have
(ii) Assuming (H3), let M µ be the extremal majorant of exponential type at most 2τ (E) defined by (3.5).
We have
Proof. We first prove (ii). The function M µ is nonnegative on R and belongs to L 1 (R, |E(x)| −2 dx) from (3.9) (observe in particular that E cannot have nonnegative zeros in this situation). From [22, Theorem 15] (or alternatively [9, Lemma 14]) we can write
with U ∈ H(E). We use again the fact that the set {z → E(ξ) −1 K(ξ, z); B(ξ) = 0} is an orthogonal basis for H(E) since B / ∈ H(E) [1, Theorem 22] . From Parseval's identity and the the fact that M µ interpolates f µ at the zeros of B (with M µ (0) = 1) we arrive at
This establishes (3.11).
We now prove (i). In this case, we still have a majorant M µ (not necessarily extremal anymore) and the factorization (3.12) still holds. From (2.22) we see that (M µ − L µ ) ∈ L 1 (R, |E(x)| −2 dx) and we can write
with V ∈ H(E). This gives us
Using Parseval's identity again, and the fact that L µ interpolates f µ at the zeros of B, we arrive at
This establishes (3.10) and completes the proof.
Corollary 9. Let E be a Hermite-Biehler function of bounded type in U such that E(0) > 0. Let µ be a signed Borel measure on R satisfying (H1) -(H2) -(H3).
Assume that supp(µ) ⊂ [−2τ (E), ∞) and let f µ be defined by (1.14) . Assume that
and that B / ∈ H(E). Let L µ and M µ be the extremal functions of exponential type at most 2τ (E) defined by (3.6) and (3.7), respectively. We have
Proof. From the integrability condition (3.14) we see that E cannot have real zeros and we may use (3.6), (3.7), (3.12) and (3.13) to write
, where U i , V j ∈ H(E). Once we have completed this passage from L 1 to L 2 , the remaining steps are analogous to the proof of Corollary 8.
Periodic analogues
Recall that we write e(z) = e 2πiz for z ∈ C. In this section we consider the problem of one-sided approximation of periodic functions by trigonometric polynomials of a given degree, as described in §1.5.
The main tools we use here are the theory of reproducing kernel Hilbert spaces of polynomials and the theory of orthogonal polynomials in the unit circle, and we start by reviewing the terminology and the basic facts of these two well-established subjects. In doing so, we follow the notation of [9, 25, 34] to facilitate some of the references.
4.1. Preliminaries.
Reproducing kernel Hilbert spaces of polynomials.
We write D = {z ∈ C; |z| < 1} for the open unit disc and ∂D for the unit circle. Let n ∈ Z + and let P n be the set of polynomials of degree at most n with complex coefficients. If Q ∈ P n we define the conjugate polynomial Q * ,n by
If Q has exact degree n, we sometimes omit the superscript n and write Q * for simplicity.
Let P be a polynomial of exact degree n + 1 with no zeros on ∂D such that
for all z ∈ D. We consider the Hilbert space H n (P ) consisting of the elements in P n with scalar product
From Cauchy's integral formula, it follows easily that the reproducing kernel for this finite-dimensional Hilbert space is given by
i.e. for every w ∈ C we have the identity Q, K(w, ·) Hn(P ) = Q(w).
As before, we define the companion polynomials
and we find that A = A * , B = B * and P (z) = A(z) − iB(z). Since the coefficients of z 0 and z n+1 of P do not have the same absolute value (this would contradict (4.2) at z = 0) the polynomials A and B have exact degree n + 1. From (4.2) we also see that A and B have all of their zeros in ∂D.
The reproducing kernel has the alternative representation
Observe that
If there is w ∈ C such that K(w, w) = 0, then K(w, ·) ≡ 0 and Q(w) = 0 for every Q ∈ P n , a contradiction. Therefore K(w, w) > 0 for all w ∈ C. From the representation (4.5) it follows that A and B have only simple zeros and their zeros never agree.
From (4.5) we see that the sets {z → K(ζ, z); A(ζ) = 0} and {z → K(ζ, z); B(ζ) = 0} are orthogonal bases for H n (P ) and, in particular, we arrive at Parseval's formula (see [25, Theorem 2] )
Orthogonal polynomials in the unit circle. The map x → e(x) allows us to identify measures on R/Z with measures on the unit circle ∂D. Let ϑ be a nontrivial probability measure on R/Z ∼ ∂D (recall that ϑ is trivial if it has support on a finite number of points) and consider the space L 2 (∂D, dϑ) with inner product given by
We define the monic orthogonal polynomials Φ n (z) = Φ n (z; dϑ) by the conditions
and we define the orthonormal polynomials by ϕ n = c n Φ n /||Φ n || 2 , where c n is a complex number of absolute value one such that ϕ n (1) ∈ R (this normalization will be used later). Observe that
for all polynomials Q, R ∈ P n , where the conjugation map * was defined in (4.1). The next lemma collects the relevant facts for our purposes from B. Simon's survey article [34] .
Lemma 10. Let ϑ be a nontrivial probability measure on R/Z.
(i) ϕ n has all its zeros in D and ϕ * n has all its zeros in C\D.
(ii) Define a new measure ϑ n on R/Z by
Then ϑ n is a probability measure on R/Z, ϕ j (z; dϑ) = ϕ j (z; dϑ n ) for j = 0, 1, . . . , n and for all Q, R ∈ P n we have Let n ≥ 0 and ϕ n+1 (z) = ϕ n+1 (z; dϑ). By Lemma 10 (i) and the maximum principle we have
for all z ∈ D. By Lemma 10 (ii) we note (Christoffel-Darboux formula) that P n with the scalar product ·, · L 2 (∂D,dϑ) is a reproducing kernel Hilbert space with reproducing kernel given by
Observe that ϕ * n+1 plays the role of P in §4.1.1. As before, we define the two companion polynomials (here we use the subscript according to the degree of the polynomial)
and we note that (4.6) holds.
We now derive the quadrature formula that is suitable for our purposes. This result appears in [9,
Corollary 26] and we present a short proof here for convenience.
Proposition 11. Let ϑ be a nontrivial probability measure on R/Z and let W : C → C be a trigonometric polynomial of degree at most N . Let ϕ N +1 (z) = ϕ N +1 (z; dϑ) be the (N + 1)-th orthonormal polynomial in the unit circle with respect to this measure and consider K N , A N +1 and B N +1 as defined in (4.9) and (4.10).
Then we have
Proof. Write
and assume first that W is real valued on R, i.e. a k = a −k . Let τ = min x∈R W(x). Then z → W(z) − τ is a real trigonometric polynomial of degree at most N that is nonnegative on R. By the Riesz-Féjer theorem there exists a polynomial Q ∈ P N such that
for all z ∈ C. Writing τ = |τ 1 | 2 − |τ 2 | 2 , and using (4.8) and (4.6), we obtain
, and analogously at the nodes given by the roots of A N +1 . The general case follows by writing W(z) =
Extremal trigonometric polynomials.
We now present the solution of the extremal problem (1.21) -(1.22) for a class of periodic functions with a certain exponential subordination. As described below, this class comes from the periodization of the functions f µ and f µ defined in (1.9) and (1.14).
Defining the periodic analogues.
Throughout this section we let µ be a (locally finite) signed Borel measure on R satisfying conditions (H1') -(H2). The condition (H1') is simply a restriction of our current (H1), namely:
(H1') The measure µ has support on [0, ∞).
When convenient, we may require additional properties on µ. The first one is our usual (H3), and we now introduce the following summability condition:
For λ > 0 we consider the following truncated function that appears on the right-hand side of (1.10):
and define the 1-periodic function
If µ is a signed Borel measure satisfying (H1') -(H2) -(H4) we define the 1-periodic function 11) where the last equality follows from (1.10) and Fubini's theorem. We observe that F µ is differentiable for
x / ∈ Z and that
and we see from dominated convergence and the computation in (1.11) that lim sup
and under the additional condition (H3) we have
We now define the odd counterpart. First we let, for λ > 0,
and consider the 1-periodic function
If µ is a signed Borel measure satisfying (H1') -(H2) we define the odd 1-periodic function
Note that we do not have to assume (H4) in order to define F µ in (4.13) since, for all x ∈ R, the function
If, however, we have (H4), the function F µ is well-defined and we have
verifying that F µ is in fact the periodization of f µ . We note that F µ is differentiable for x / ∈ Z. For 0 ≤ x ≤ 1 we may write alternatively
and we may use dominated convergence in (4.13) together with the computation in (1.11) to conclude that, under (H1') -(H2) -(H3), we have
We highlight the fact that when µ is the Dirac delta measure, we recover the sawtooth function (multiplied by −2) in (4.13). In fact, observing that for x / ∈ Z we have
we find, for x / ∈ Z,
This is expected since the corresponding f µ is the signum function. In particular, the results we present below extend the work of Li and Vaaler [26] on the sawtooth function.
Main results.
The following two results provide a complete solution of the extremal problem (1.21) -(1.22) for the periodic functions F µ and F µ defined in (4.11) and (4.13), with respect to arbitrary nontrivial probability measures ϑ. This completes the framework initiated in [9] , where this extremal problem was solved for an analogous class of even periodic functions with exponential subordination. In what follows we let ϕ N +1 (z) = ϕ N +1 (z; dϑ) be the (N + 1)-th orthonormal polynomial in the unit circle with respect to this measure and consider K N , A N +1 , B N +1 as defined in (4.9) and (4.10).
Theorem 12. Let µ be a signed Borel measure on R satisfying (H1') -(H2) -(H4), and let F µ be defined by (4.11) . Let ϑ be a nontrivial probability measure on R/Z and N ∈ Z + .
BN+1(e(ξ))=0
Moreover, there is a unique real trigonometric polynomial L µ : C → C of degree at most N satisfying (4.15) for which the equality in (4.16) holds.
(ii) Assume that µ also satisfies (H3). If M : C → C is a real trigonometric polynomial of degree at most N such that
for all x ∈ R/Z, then
Moreover, there is a unique real trigonometric polynomial M µ : C → C of degree at most N satisfying (4.17) for which the equality in (4.18) holds.
Theorem 13. Let µ be a signed Borel measure on R satisfying (H1') -(H2) -(H3), and let F µ be defined by (4.13) . Let ϑ be a nontrivial probability measure on R/Z and N ∈ Z + .
BN+1(e(ξ))=0 (ii) If M : C → C is a real trigonometric polynomial of degree at most N such that
BN+1(e(ξ))=0 
(ii) Define the trigonometric polynomials
(iii) Moreover,
Proof. We have already noted, from (2.10), that z → L(F, µ, z) and z → M (F, µ, z) are entire functions of exponential type at most τ (F ). From (2.22) we find that
for x ∈ R. Since F is 1-periodic, it is bounded on the real line. Hence, in order to prove (i), it suffices to verify that f µ ∈ L 1 (R). This is a simple application of Fubini's theorem and conditions (H1') -(H2) -(H4).
In fact, and belong to L 1 (R). Therefore, the Poisson summation formula holds as a pointwise identity and we have
Using the fact that
for all x ∈ R, (4.25), (4.26) and (4.27) now follow from (4.28), (4.29) and Proposition 6, since F is 1-periodic.
This establishes (ii) and (iii).
Proof of Theorem 12.
Recall that we have normalized our orthonormal polynomials ϕ N +1 in order to have ϕ N +1 (1) ∈ R. This implies that B N +1 (1) = 0.
for all x ∈ R/Z, from Proposition 11 we find that
This establishes (4.16). Under (H3) recall that we have
In an analogous way, using Proposition 11, it follows that if M : C → C is a real trigonometric polynomial of degree at most N such that
for all x ∈ R/Z then
This establishes (4.18). Since B N +1 has exponential type 2π(N + 1) we see from (4.23) and (4.24) that L µ and M µ are trigonometric polynomials of degree at most N . Since B N +1 is nonnegative on R we conclude from (4.25) that
for all x ∈ R/Z. Moreover, from (4.26), (4.27) and the quadrature formula given by Proposition 11, we conclude that the equality in (4.16) holds. Under the additional condition (H3), we use (4.12) to see that the equality in (4.18) also holds.
4.4.3.
Uniqueness. If L : C → C is a real trigonometric polynomial of degree at most N satisfying (4.15) for which the equality in (4.16) holds, from (4.30) we must have
for all ξ ∈ R/Z such that B N +1 (e(ξ)) = 0. Since F µ is differentiable at R/Z − {0}, from (4.15) we must also have 4.5.1. Optimality and uniqueness. These follow exactly as in the proof of Theorem 12 using the fact that F µ (0 ± ) = ±1.
Existence.
We proceed with the construction of the extremal trigonometric polynomials in two steps:
Step 1. Suppose that µ satisfies (H4).
In this case we know that Using the quadrature formula given by Proposition 11, we see that equality holds in (4.20) and (4.22).
Step 2. The case of general µ.
For every n ∈ N we define a measure µ n given by
where Ω ⊂ R is a Borel set. Note that µ n satisfies (H1') -(H2) -(H3) -(H4). Let F n := F µn , and L n := L µn and M n := M µn as in (4.33) and (4.34). Since properties (4.35), (4.36) and (4.37) hold for each n ∈ N, in order to conclude, it suffices to prove that F n converges pointwise to F µ and that L n and M n converge pointwise (passing to a subsequence, if necessary) to trigonometric polynomials L µ and M µ .
Observe first that for all x ∈ R. Note that the right-hand side of (4.40) is bounded since B N +1 is a trigonometric polynomial with a double zero at the integers. Therefore, we arrive at
From (4.38) and (4.39) we see that for all x ∈ [0, 1] and n ∈ N, since each of the first two integrals is a continuous function of x ∈ (0, 1), with finite side limits as x → 0 and x → 1, due to condition (H3) and the computation in (1.11) . This implies that L n and M n are uniformly bounded on R. The 2N + 1 Fourier coefficients of L n and M n are then uniformly bounded on R and we can extract a subsequence {n k } such that L n k → L µ and M n k → M µ uniformly in compact sets, where L µ and M µ are trigonometric polynomials of degree at most N . This completes the proof.
