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Abstract
The success of relativistic hydrodynamics as an essential part of the phenomenological
description of heavy-ion collisions at RHIC and the LHC has motivated a significant
body of theoretical work concerning its fundamental aspects. Our review presents these
developments from the perspective of the underlying microscopic physics, using the lan-
guage of quantum field theory, relativistic kinetic theory, and holography. We discuss the
gradient expansion, the phenomenon of hydrodynamization, as well as several models of
hydrodynamic evolution equations, highlighting the interplay between collective long-lived
and transient modes in relativistic matter. Our aim to provide a unified presentation of
this vast subject – which is naturally expressed in diverse mathematical languages – has
also led us to include several new results on the large-order behaviour of the hydrodynamic
gradient expansion.
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1 Introduction and Outline
The heavy-ion collision program pursued in recent years at the Relativistic Heavy Ion Collider
(RHIC)1 and the Large Hadron Collider (LHC) explores properties of nuclear matter under
extreme conditions, close to those existing shortly after the Big Bang. The theoretical interpreta-
tion of its results requires a wide variety of methods which are needed to bridge the gap between
the fundamental theory of the strong interactions in the form of Quantum Chromodynamics
(QCD) and the experimentally accessible observables.
It was established at RHIC and confirmed at the LHC that the nuclear matter produced in
heavy-ion collisions at ultrarelativistic energies exhibits clear signatures of collective behaviour.
They are interpreted as experimental evidence for the creation of strongly-coupled Quark-Gluon
Plasma (QGP), an equilibrium phase of QCD formed of deconfined quarks and gluons. The
successful phenomenological description of collective behaviour in the soft observables sector
is based on relativistic hydrodynamics [1] with a small viscosity to entropy density ratio, with
initial conditions set very early, perhaps as soon as a fraction of fermi/c after the collision.
The unfolding of this story throughout the last 15 years or so has led to a great deal of progress
in the theoretical aspects of relativistic hydrodynamics. This period constitutes a veritable
golden age for this discipline. Despite many excellent review articles [2–6] and books [7–10]
devoted to these developments, we believe that there is a need for a systematic presentation of
new ideas in the approach to relativistic hydrodynamics.
The key novelty of our present review is to recognize at the outset that hydrodynamic
behaviour is a property of the underlying, microscopic descriptions of physical systems evolving
toward equilibrium. This behaviour is captured by the truncated gradient expansion of the
expectation value of the energy-momentum tensor, and possibly other conserved currents. The
role of hydrodynamics is to mimic this behaviour at the level of a classical effective theory. The
goal in this respect is to seek formulations of hydrodynamics which incorporate such degrees of
freedom and such dynamics that they capture in the best way critical aspects of the evolution
toward equilibrium. An important point is that, in general, such an effective description is
not derived from a microscopic theory. Rather, it is posited in accordance with very general
principles such as symmetry and conservation laws and is then reconciled with the underlying
microscopic model by matching the gradient expansion at the hydrodynamic level with the
gradient expansion at the microscopic level.
The inspiration for this attitude is the effective field theory paradigm which dominates
our thinking in high-energy physics. An important milestone was the formulation of the Baier,
Romatschke, Son, Starinets, Stephanov (BRSSS) theory in 2007 [11], which guarantees that the
hydrodynamic description can be matched with any microscopic dynamics up to second order in
1For the list of acronyms, symbols, and notation conventions used in this work see Secs. A, B, and C.
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the gradient expansion. Since then, the importance of effects which govern the applicability of
hydrodynamics has come to be appreciated. This development has led to the realization that
the hydrodynamic description can be accurate under much more extreme conditions than earlier
seemed reasonable [12–14]. In particular, from this perspective it is not outrageous to apply
models of relativistic hydrodynamics even for very anisotropic, inhomogeneous or small systems
naturally created in collisions. It has in fact puzzled practitioners for a while that hydrodynamics
can be used successfully in conditions which cannot plausibly be viewed as close even to local
equilibrium. This has led to usage of the term “hydrodynamization” to mean the onset of the
regime where a hydrodynamic description is useful. An extensive recent discussion of this and
its phenomenological consequences can be found in Ref. [15].
Our goal is to review attempts to formulate new hydrodynamic theories which try to capture
effects at the edge of what would traditionally be considered the domain of applicability of
hydrodynamics. Important questions here concern the role of higher order terms in the gradient
expansion [16–20], as well as the role of collective degrees of freedom not explicitly included in
hydrodynamics and their relation to causality [11,21]. We discuss approaches to formulating
effective hydrodynamic descriptions taking inspiration from kinetic theory, quantum field theory
and string theory.
Historically, methods based on the AdS/CFT correspondence, or gauge-gravity duality, more
generally referred to as holography, have played an important role in understanding many of the
points discussed in this article. On the other hand, most of these ideas can also be understood
without reference to string theory. In particular, many essential aspects of the story can also be
seen from the perspective of kinetic theory, even though some are more complex in that setting.
We aim at presenting a unified picture which makes it easier to see similarities and differences
between different microscopic frameworks in the context of applicability of hydrodynamics and
hydrodynamic theories. Because of this, and also because there are many excellent specialized
reviews, we have refrained from a comprehensive presentation of each individual framework
or aspect. This has led to necessary omissions. Certainly, among the most important ones
are: the anomalous transport phenomena reviewed in Ref. [22], progress on understanding the
entropy production constraint in the hydrodynamic gradient expansion [23], the question of
transport in the vicinity of a critical point (see, e.g., Ref. [24]), detailed analysis of the effects
of conformal symmetry breaking in hydrodynamics and beyond (see, e.g., Refs. [25–31]), the
issue of thermal fluctuations in hydrodynamics (see, e.g., Ref. [32–34]), entropy production by
horizons in holography (see, e.g., Refs. [35–38]) and holographic collisions (see Ref. [39] for a
comprehensive picture of early developments and Ref. [40] for a state-of-the-art presentation).
This review is structured as follows. We begin with an overview of the theoretical challenges
raised by the heavy-ion collisions programme in Sec. 2. In Sec. 3 we use linear response theory
to introduce the notion of a mode of equilibrium plasma and describe how modes manifest
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themselves in quantum field theory and kinetic theory. We introduce basic kinetic theory notions
and signal the importance of string theory methods for the development of the field. In Sec. 4
we describe the relevant details on how holography works and demonstrate the connection
between quasinormal modes of black branes and modes of strongly-coupled plasmas. Certainly,
these developments significantly influenced the way we shaped our presentation in the preceding
section. The main point made in Secs. 3 and 4 is the idea of a separation between imaginary
parts of frequencies of long-lived (hydrodynamic) modes and transient (non-hydrodynamic)
modes, which makes the former dominate the late time dynamics. This leads up to Sec. 5, which
is devoted to a detailed presentation of the application of microscopic frameworks to the case of
Bjorken flow, which simplifies the problem immensely while keeping many essential features. We
review the results of holographic calculations which have led to the idea of hydrodynamization,
that is, the emergence of quasi-universal features in the late-time behaviour at times when,
superficially, the system is still far from local equilibrium. We also review subsequent results
leading to similar conclusions obtained in the framework of kinetic theory. In Sec. 6 we turn to
the issue of finding an effective description of late time behaviour in the language of relativistic
hydrodynamics. We emphasise the need to maintain causality, which leads to the appearance of
non-hydrodynamic modes also at the level of the effective theory. Sec. 7 reviews the notion of
the gradient expansion in hydrodynamics and the idea that it may be used to match microscopic
calculations. This is the central point which we emphasise in this review: hydrodynamic theories
are engineered to match aspects of calculations in microscopic theories. We discuss this notion in
detail for the case of Mu¨ller-Israel-Stewart (MIS) theory and its generalizations which attempt to
capture some features of early time behaviour. This line of reasoning is continued in Sec. 8, which
discusses how models of kinetic theory can be used as a guide in constructing hydrodynamic
theories. An important example is the case of anisotropic hydrodynamics which is presented
in detail. The question of large order behaviour of gradient expansions is reviewed in Sec. 9,
where we explain how the gradient series encodes information about both the hydrodynamic and
non-hydrodynamic sectors at the level of fundamental theories as well as for their hydrodynamic
descriptions. We close with an outlook in Sec. 10.
This review contains also some new results which have not been published earlier, but
significantly complement or improve earlier presentations of the reviewed material. Among the
ones that we would like to highlight are a unified presentation of holographic and RTA kinetic
theory calculations of the gradient expansion at large orders in Sec. 9.2 and the demonstration
of the presence of a subleading transient mode in the Borel transform of the gradient expansion
in holography in Fig. 17.
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2 Motivation: ultrarelativistic heavy-ion collisions
2.1 Overview
The physical system which is the subject of this review is a lump of hot, dense, strongly
interacting matter consisting of quarks and gluons. This type of matter existed in the Early
Universe but at about 10 microseconds after the Big Bang, due to the expansion of the Universe
and cooling, it transformed itself into hadrons. Similar physical conditions are now realized in
Earth laboratories by colliding heavy atomic nuclei at the highest available energies.
The first experiments with ultra-relativistic heavy ions (i.e., with energies exceeding 10 GeV
per nucleon in the projectile beam) took place at BNL and at CERN in 1986. In 2000 the first
data from RHIC at BNL was analysed. The LHC at CERN completed its first heavy-ion running
period in the years 2010–2013. At the moment, the second run is taking place (2015–2018),
while the third one is planned for the years 2021–2023.
Of particular importance in the heavy-ion program are experimental searches for theoretically
predicted new phases of matter, the description of transitions between such phases (deconfinement,
chiral symmetry restoration) and, ultimately, a possible reconstruction of the entire phase diagram
of strongly interacting matter in a wide range of thermodynamic parameters such as temperature
and baryon chemical potential. In this context, new experiments done at lower energies and
with different colliding systems are also very important, as this allows us to study the beam
energy and baryon number density dependence of many aspects of particle production.
2.2 Phenomenology: the standard model of heavy ion collisions
The current understanding of heavy-ion collisions typically separates their evolution into three
stages: i) the initial or pre-equilibrium stage, presumably dominated by gluons; ii) the hydro-
dynamic stage, in which the dynamics can be successfully described by relativistic viscous
hydrodynamics and where the phase transition back to hadronic matter takes place; iii) the
freeze-out stage where hadrons form a gas, first dense and then dilute, and in the end, the final
state particles are created. Different physical processes play a role as the system evolves and
it is one of the challenges in the field to identify the dominant effects at each stage. From the
theoretical point of view, the fact that the collision process can be modeled as a sequence of
distinct stages is attractive, since it allows for independent modifications and/or improvements
in the theoretical description of each stage. For example, different versions of hydrodynamics can
be used for the second stage of evolution, such as switching from perfect-fluid hydrodynamics to
viscous hydrodynamics.
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2.2.1 The initial stage
The very early stages of heavy-ion collisions are most often described with the help of microscopic
models which refer to the presence of coherent colour fields at the moment when the two nuclei
pass through each other. Such models refer directly to QCD and to the phenomenon of gluon
saturation, which allows for an effective treatment of gluons in terms of classical fields obeying
Yang-Mills (YM) equations [41,42]. When quantum effects are incorporated, this framework is
generally known as the Color-Glass-Condensate (CGC) model. An alternative to QCD-based
models, which are now being intensively studied (see for example [43]),are approaches based on
the AdS/CFT correspondence, which will be widely discussed later in this review.
Any microscopic model of the early stages requires assuming certain initial conditions which
usually refer to the initial distribution of matter in the colliding nuclei. Such geometric concepts
are very often introduced in the framework of the Glauber model where the nucleon distributions
in nuclei are random and given by the nuclear density profiles, whereas the elementary nucleon-
nucleon collision is characterized by the total inelastic cross section σin. The Glauber model
allows for introducing the concepts of participants or wounded nucleons (nucleons that at least
once interacted inelastically) and of binary nucleon-nucleon collisions [44]. Densities of the
numbers of wounded nucleons and binary collisions (in the transverse plane with respect to the
beam axis) serve to make the estimates of the initial energy-density profiles of the colliding
system.
Early applications of relativistic hydrodynamics to model the RHIC data very often used the
Glauber model estimates as a direct input for the subsequent hydrodynamic stage. With the use
of perfect-fluid codes, this approach means that one assumes (implicitly) local thermalisation of
matter at the moment of initialisation of hydrodynamic evolution. Since a successful description
of the data was achieved with initialisation times on the order of a fraction of fermi/c, the
conclusion drawn from these calculations was that matter produced in heavy-ion collisions
undergoes a process of very fast thermalisation [45]. Note that, as we discuss in Sec. 5, at the
moment of writing our review this conclusion is being questioned [15].
2.2.2 The hydrodynamic stage
The presence of a hydrodynamic stage with a low shear viscosity to entropy density ratio in the
space-time evolution of matter produced in heavy-ion collisions is crucial for the explanation of
several physical effects, including the elliptic-flow phenomenon [46]. In this case, the hydrody-
namic expansion explains the momentum anisotropy of the final-state hadrons, which turns out
to be the hydrodynamic response to an initial spatial anisotropy of matter.
An attractive feature of using the hydrodynamic approach is that it easily and consistently
incorporates the phase transition into a global picture of the collisions. The phase transition
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is included directly by the use of a specific equation of state (EOS). Different forms of EOS
can be used in model calculations and one can check which one leads to the best description of
the data. Interestingly, such studies support the lattice QCD EOS indicating the presence of a
crossover phase transition at finite temperature and zero baryon chemical potential [47].
2.2.3 The freeze-out of hadrons
In the late stages of evolution, the system density decreases and the mean free path of hadrons
increases. This process eventually leads to the decoupling of particles which become non-
interacting objects moving freely toward the detectors. Since after this stage the momenta
of particles do not change anymore, this process is referred to as the thermal freeze-out (the
momenta of particles become frozen). Apart from the decrease in density, also the growing rate
of the collective expansion favours the process of decoupling. If the expansion rate is much larger
than the scattering rate, the freeze-out may occur even at relatively large densities. Generally
speaking, the process of decoupling is a complicated non-equilibrium process which should
be studied with the help of the kinetic equations. In particular, different processes and/or
different types of particles may decouple at different times, so one often introduces a hierarchy
of different freeze-outs. In particular, one freqently distinguishes between the chemical and
thermal freeze-outs. The former is the stage where the hadronic abundances are established.
The chemical freeze-out precedes the thermal freeze-out.
2.2.4 RHIC vs. LHC
The first hydrodynamic models used to interpret the heavy-ion data from RHIC were based
on 2+1 2 perfect-fluid hydrodynamics (Huovinen, Kolb, Heinz, Ruuskanen, and Voloshin [48],
Teaney and Shuryak [49], Kolb and Rapp [50]). These works assumed the bag equation of state
for QGP and the resonance gas model for the hadronic phase. The two phases were connected by
a first-order phase transition with the latent heat varying from 0.8 GeV/fm3 in Ref. [49] to 1.15
GeV/fm3 in Ref. [48, 50]. The initialization time for hydrodynamics was 1 fm/c in Ref. [49] and
0.6 fm/c in [48,50]. The models differed also in their treatment of the hadronic phase. In Ref. [49]
the hydrodynamic evolution was coupled to the hadronic rescattering model RQMD, while in
Ref. [50] partial chemical equilibrium was incorporated into the hydrodynamic framework. On
the other hand, in Ref. [48] full chemical equilibrium was assumed. The use of a very short
initialization time for perfect-fluid hydrodynamics triggered ideas about early equilibration time
of matter produced in heavy-ion collisions and shaped our way of thinking about these processes
in the following years.
2The 2+1 denotes in this case two space and one time dimensions in (3+1)-dimensional spacetime, since the
2+1 codes assume that the longitudinal dynamics is determined completely by the boost symmetry.
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As the experimental program was continued at RHIC, theoretical models based on the use of
viscous hydrodynamics with a realistic QCD equation of state at zero baryon density have been
developed. This allowed for the first quantitative estimates of the shear viscosity to entropy
density ratio, η/S, which turned out to be very close to the value ~/(4pikB) obtained from the
AdS/CFT correspondence [51]. Recent comparisons between hydrodynamical calculations and
the data lead to the range 1 ≤ η/S ≤ 2.5 in units of ~/(4pikB) [52]. This value is smaller than
that of any other known substance, including superfluid liquid helium.
Although the η/S ratio is small in viscous codes describing experimental data, dissipative
corrections to equilibrium values of thermodynamic variables turn out to be quite large in such
models at early stages of the collisions. This is so, because initially there exist large gradients of
flow in the produced systems and non-equilibrium corrections are proportional to the products
of transport coefficients and such gradients. Large values of the latter compensate smallness of
the former. This results in substantial values of the shear stress tensor and modification of the
pressure components — with the transverse component of the pressure much larger than the
longitudinal one. Such a pressure anisotropy has motivated investigations aiming at generalising
the standard viscous hydrodynamic framework on one hand and at extending the validity of
viscous hydrodynamics on the other. All these issues are discussed in our review.
The initial energy density in central PbPb collisions at the LHC, inferred from the number
of produced particles via Bjorken’s formula [53] at the beam energy
√
sNN = 2.76 TeV, is
more than an order of magnitude larger than that of the deconfinement transition predicted by
lattice QCD. The viscous hydrodynamic codes including fluctuating initial conditions showed
very remarkable agreement with the measured flow harmonic coefficients vn. The odd flow
harmonics [54] were found to have a weak centrality dependence, which is typical for initial
state geometric fluctuations. In the coming years, the bulk viscosity to entropy ratio, ζ/S, may
be estimated from experimental data, so that the two main viscosity coefficients of QGP can
be determined [55]. In the future, the shear and bulk viscosities might be also found directly
from QCD and one will use these values in the hydrodynamic calculations in order to check the
overall consistency of the theoretical frameworks.
3 Microscopic approaches
The point of departure for the theoretical progress reviewed in this article is the fact that the
basic condition for a description in terms of hydrodynamic variables to be useful is that the
underlying microscopic theory should display quasi-universal behaviour at late stages of its
dynamical evolution. Such behaviour is a sign of a significant reduction of the number of degrees
of freedom and constitutes the final stretch on the way to local thermodynamic equilibrium. In
this section we review, in general terms, various approaches to late-time behaviour relevant for
11
Figure 1: The contour integral computing the integral over frequencies in Eq. (3.2), for a generic
value of momentum k, is a sum of contributions from singularities, single poles and branch
points, of Gµν, αβR (ω,k) in the lower half of frequency plane. Each such contribution we call a
mode. Depending on a microscopic model there can be a finite or an infinite number of modes
and at late times the one which corresponds to the singularity closest to the real axis dominates
the response, since it is the least-damped.
the dynamics of QGP. We start with perhaps the most general approach to this problem in the
context of quantum field theory, which is the theory of linear response.
3.1 Linear response and degrees of freedom of relativistic collective states
From the point of view of phenomenological applications to hydrodynamic evolution in heavy-ion
collisions, the most important quantity to consider is the one-point function of the energy-
momentum tensor, 〈Tˆ µν〉, of a microscopic model3 in a non-equilibrium state. The simplest such
states can be described within linear response theory, i.e., starting with an equilibrium state
and subjecting it to a weak perturbation.
The source that directly couples to the energy-momentum tensor is the background metric gµν .
Within linear response theory one has, e.g., see [56],
δ〈Tˆ µν〉(x) = −1
2
∫
d4y Gµν, αβR (x
0 − y0,x− y) δgαβ(y), (3.1)
where δ〈Tˆ µν〉(x) is the change in the expectation value of the energy-momentum tensor after
3Although our presentation here aims at QFT applications (in particular, we treat the energy-momentum
tensor as an operator), the methods presented in this section also apply directly in the context of relativistic
kinetic theory, see Sec. 3.3.4, or hydrodynamic theories, see Sec. 6.5.
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perturbing the flat background metric ηαβ with δgαβ(y) and G
µν, αβ
R (x
0−y0,x−y) is the retarded
two-point correlator of the energy-momentum tensor evaluated in global thermal equilibrium
with temperature T ,
Gµν, αβR (x
0 − y0,x− y) = −i θ(x0 − y0)〈[Tˆ µν(x), Tˆαβ(y)]〉T .
Let us now rewrite the right-hand side of Eq. (3.1) in Fourier space
δ〈Tˆ µν〉(x) = − 1
2(2pi)4
∫
d3k
∫
dω e−i ω x
0+ik·xGµν, αβR (ω,k) δgαβ(ω,k), (3.2)
where the Fourier-transformed quantities can be recognized by their arguments. In Eq. (3.2),
the integral over momenta k is taken over R3 and the integral over frequencies ω is taken over R.
Furthermore, due to the rotational symmetry of the thermal state, the retarded two-point
function of the energy-momentum tensor decomposes into a sum of three independent terms,
see e.g. Ref. [56]. This results in three decoupled sets of components of the energy-momentum
tensor evolving independently. Assuming that the momentum k is aligned along the x3 direction,
these are referred to as the:
• scalar channel: δ〈Tˆ 12〉);
• shear channel: δ〈Tˆ 0a〉 and δ〈Tˆ 3a〉 with a = 1, 2;
• sound channel: δ〈Tˆ 00〉, δ〈Tˆ 03〉 and δ〈Tˆ 33〉.
For vanishing spatial momentum, k = 0, or at zero temperature all three channels are equivalent
to each other. In the following, to keep the presentation as compact as possible, we review the
physics of the sound channel in detail and we refer the reader to the relevant literature for
results pertaining to the other channels.
The basic idea is to use the technique of contour integration to express the frequency integral
for each value of k in terms of the singularities of Gµν, αβR (ω,k) on the corresponding lower half
complex-ω plane, see Fig. 1. Based on case studies within holography [26, 27, 29, 56, 57], free
QFT [58] and kinetic theory [59], in general we expect singularities to come in two varieties:
single poles or branch-points, and we allow for an infinite number of either type. On the same
grounds, apart from the trivial free theory case when there is no equilibration (see Ref. [58]), we
also expect them to lie away from the origin for k 6= 0. Note that the singularities are located in
a way symmetric with respect to the imaginary axis. At late times either type of singularity at
a given value of ω = ωsing(k) will give rise to a contribution of the form
δ〈Tˆ µν〉(x) ∼ e−i ωsing(k)x0+ik·x, (3.3)
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where the imaginary part of ωsing(k) is responsible for dissipation (here k = |k|) and we suppressed
possible subleading power-like fall-off with time occurring for branch-points singularities. The
contribution given by Eq. (3.3) generically, see also below, gives rise to exponential decay with
time. A possible real part of ωsing(k) is then responsible for oscillations in time during the
approach of 〈Tˆ µν〉 to equilibrium. Each such contribution we call a mode – an excitation of
equilibrium plasma. Clearly, the same type of analysis applies to operators other than Tˆ µν in an
underlying microscopic model, but whenever possible4 we will specialize to the Tˆ µν case due to
its direct importance in the context of heavy-ion collisions.
The equilibration time for each mode is set by the inverse of =[ωsing(k)] and, clearly, the
long-lived modes are those for which =[ωsing(k)] → 0. In the absence of second order phase
transition or spontaneous symmetry breaking, which is the situation we specialize to in this
review, the only long-lived modes appear for operators being conserved currents, see e.g. Ref. [60].
These modes are called hydrodynamic since, as we shall see in Sec. 6, they can be modelled by
solutions of linearized hydrodynamic equations. For these special modes also the real part of
the frequency approaches zero as momentum vanishes, see Sec. 6.5. In the absence of conserved
charges other than Tˆ µν , which is the situation considered in this review, there are only two
kinds of hydrodynamic modes: one kind in the shear channel and one kind in the sound channel.
All remaining modes are transient (short-lived) modes which become negligible after the longest
timescale among 1/=[ωsing(k)] for the values of k giving nontrivial contribution to Eq. (3.2).
Such modes are referred to as nonhydrodynamic or transient modes.
Although heuristic in flavour, the discussion above is actually quite general. The differences
between microscopic models seem to manifest themselves in different singularity structures for
the transient modes, as well as in the detailed way hydrodynamic modes approach the origin as
momentum vanishes.
Excitations for which the imaginary part of the frequency is small relative to the real part
are often referred to as quasiparticles. It is important to stress at this point that unless we are
explicitly talking about kinetic theory we will not assume that we are dealing with systems for
which excitations of the equilibrium state are quasiparticles. The latter case is, however, quite
important and we shall discuss some of its general aspects in the following section.
Finally, one practical remark is the following. Consider the relation (3.2) in Fourier space. Let
us assume that in the absence of any metric perturbation (source) for a given value of ~k we have
obtained a solution to the relevant microscopic equations of motion, say a variant of relativistic
kinetic theory or holography, of the form of Eq. (3.3). In such problems, solutions in Fourier
space turn out to exist only for specific values of frequencies ω(k). According to Eq. (3.2), such
a non-zero result is possible only if the retarded two-point function of the energy-momentum
4Note that the analysis of modes in free SU(Nc) at finite temperature in Ref. [58], reviewed in the next
section, has been performed only for the simplest scalar operator.
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tensor in Fourier space has a singularity there. This justifies identifying such solutions with
modes, which we formally defined as singularities of retarded two-point functions.
The most important notion introduced in this section is the idea of a mode defined as a
contribution to 〈T µν〉 from a particular singularity in ω of Gµν, αβR (ω,k) at a given value of
ω = ωsing(k). It is further of fundamental importance to distinguish between two types of modes:
the universal long-lived modes and all the rest, which are transient. This distinction is the reason
why an effective hydrodynamic description of late time non-equilibrium behaviour is possible. In
the following, we proceed with an overview of modes of an equilibrium relativistic matter as
described by free SU(Nc) gauge theory (Sec. 3.2), RTA kinetic theory (Sec. 3.3.3) and strongly
coupled QFTs captured by holography (Sec. 4.3). To the best of our knowledge, these are the
only examples of systems in which such analysis has been performed at the moment of writing
this review.
3.2 Free SU(Nc) Yang-Mills theory
Motivated by developments in holography which we describe in Sec. 4.3, Ref. [58] considered free
SU(Nc) Yang-Mills theory and calculated the retarded two-point function at finite temperature
of the scalar glueball operator trFµνF
µν , where Fµν is the field strength of the SU(Nc) gauge
field5. The Fourier-transformed result takes the form
G
trFµνFµν
R (ω, k) = −
N2c
pi2
(
k2 − ω2)2
12 +
(
i
pi T
2 k
− ω
4 k
)
log
ω + k
ω − k + i
piT
k
log
Γ
(
−i(ω+k)
4piT
)
Γ
(
−i(ω−k)
4piT
)

+
N2c
pi2
{
2pi2T 2
3
(
ω2 − k2)+ 16pi4 T 4
15
+
k2
6
(
7k2
5
− ω2
)}
. (3.4)
Its singularity structure, originating from the term log
Γ(−i(ω+k)4piT )
Γ(−i(ω−k)4piT )
, is given by an infinite series of
branch-cuts extending between ω = −4pi i T n− k and ω = −4pi i T n+ k, where n = 1, 2, . . .. As
explained in Sec. 3.1, these branch cuts are responsible for the exponential fall-off of δ〈trFµνF µν〉.
Furthermore, at vanishing momentum, k = 0, branch cuts transform into single poles located at
imaginary axis at ω = −4pi i T n. On top of that there is another branch-cut extending between
ω = −k and ω = k that gives rise to oscillatory power law behaviour. All these features can be
explicitly seen upon Fourier transforming Eq. (3.4) to real time t = x0 − y0:
G
trFµνFµν
R (t, k) = θ(t)
N2c
pi
1
k
(
k2 + ∂2t
)2{
T
sin k t
t
coth (2piT t)− sin k t− k t cos k t
2pi t2
}
. (3.5)
5In fact, this two-point function is the same as of the trFµν F˜
µν operator.
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In the above expression, branch-points positions ω = −4pi i T n± k give rise to the behaviour
sin kt coth 2pi T t whereas the branch-cut itself leads to the subleading power-law fall-off 1/t.
The other term, sin k t−k t cos k t
2pi T t2
, originates from the branch-cut between ω = ±k. It is apparent in
Eq. (3.5) that the latter effect is present also in the vacuum (i.e. for T = 0), whereas the former
comes from the presence of a medium.
This analysis applies in the absence of any interactions and, as noted in the original Ref. [58],
the exponential decay seen in correlators must come from interference between different partial
contributions to Eq. (3.5). At the moment of writing this review and to the best of authors’
knowledge there are no quantitative weak-coupling results on the general structure of singularities
of correlators upon inclusion of interactions. A toy-model of this situation is the RTA kinetic
theory for which the correlators of the energy-momentum tensor and conserved current were
recently computed in Ref. [59] and we discuss this important recent development in Sec. 3.3.4.
3.3 Kinetic theory
In this section we introduce elements of relativistic kinetic theory, as a weak-coupling language
appropriate for QCD at asymptotically high temperatures in which some of the problems of
interest for this review, such as values of transport coefficients [61–65] or emergence of hydro-
dynamic behaviour [66–68], can be phrased and investigated. Touching upon these important
developments in the context of the so-called effective kinetic theory [61], we will devote most
of our attention to a model much simpler, yet rich in physics: relativistic kinetic theory in the
relaxation time approximation [69,70].
3.3.1 Boltzmann kinetic equation
The fundamental object used in kinetic theory is the one-particle distribution function f(x, p) =
f(t,x,p), giving the number of particles ∆N in the phase-space volume element ∆3x∆3p placed
at the phase-space point (x,p) and the time t [71],
∆N = f(x, p) ∆3x∆3p, (3.6)
where the four-momentum argument of the distribution function is taken to be on-shell. The
main task of kinetic theory is to formulate the time evolution equation for f(x, p). In the
non-relativistic case it satisfies the famous Boltzmann equation derived in 1872.
Knowing the distribution function allows us to calculate several important macroscopic
quantities, in particular the particle number four-current
nµ(x) =
∫
dP pµf(x, p) (3.7)
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and the energy-momentum tensor
T µν(x) =
∫
dP pµpν f(x, p). (3.8)
It is the time-dependence of the latter quantity that is of central importance in the context of
hydrodynamics. In Eqs. (3.7) and (3.8) we have introduced the Lorentz invariant momentum
measure
dP =
d3p
p0
. (3.9)
One may check that the phase space distribution function f(x, p) transforms like a scalar under
Lorentz transformations, hence, (3.7) and (3.8) transform indeed like a four-vector and a second
rank tensor.
The energy and momentum conservation laws have the form
∂µT
µν(x) = 0. (3.10)
Expression (3.8) includes only the mass and the kinetic energy of particles. Note also that
through the definition of the energy-momentum tensor given by Eq. (3.8), in kinetic theory one
never encounters negative pressures.
For systems where the effects of collisions are negligible, the relativistic Boltzmann equation
is reduced to the continuity equation expressing the conservation of the number of particles
pµ∂µf(x, p) = 0. (3.11)
To account for collisions, the kinetic equation is written in the form
pµ∂µf(x, p) = C(x, p), (3.12)
where the collision term (integral) C(x, p) on the right-hand side of (3.12) is
C(x, p) =
1
2
∫
dP1dP
′dP ′1 [f
′f ′1W (p
′, p′1|p, p1)− f f1W (p, p1|p′, p′1 )] . (3.13)
In Eq. (3.13) we use the notation
f ′ = f(x, p′), f ′1 = f(x, p
′
1), f = f(x, p), f1 = f(x, p1). (3.14)
In the similar way we define the measures dP1, dP
′, and dP ′1. The transition rate W is defined
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by the formula
W (p, p1|p′, p′1) ≡ Fi p′ 0p′ 01
∆σ(p, p1|p′, p′1 )
∆3p′∆3p′1
, (3.15)
where Fi is the invariant flux
Fi =
√
(p · p1)2 −m4 (3.16)
and ∆σ(p, p1|p′, p′1) is the differential cross section.
The form (3.12) is valid for identical particles obeying classical statistics. It can be easily
generalised to the case where different types of particles scatter on each other. The generalisation
to the quantum statistics case is obtained by the introduction of the so called Uehling-Uhlenbeck
corrections to the collision integral. They have the form of the factors 1−  f , where  = +1 for
bosons,  = −1 for fermions.
3.3.2 Effective kinetic theory
In a weakly-interacting QFT at high temperatures and densities, particles acquire effective
masses and widths. In this case it is possible to construct the effective kinetic theory which uses
the quasiparticle distribution function f(x, p) [61, 63, 72]. The latter depends on an on-shell
four-momentum p, but now the quasiparticle energy E is a function of the spatial momentum and
an effective, thermal mass, E = (p2 +mth(q(x))
2)1/2. The effective mass depends on a space-time
dependent auxiliary field q(x) which, in turn, depends self-consistently on the distribution
function
q(x) =
∫
dP f(x, p). (3.17)
The modified quasiparticle Boltzmann equation can be written in the form
pµ∂µf(x, p) +mth ∂
νmth ∂
(p)
ν f(x, p) = C(x, p). (3.18)
Here ∂
(p)
ν = ∂/∂pν denotes the derivative with respect to momentum and C(x, p) describes
now scattering of quasiparticles. Since quasiparticles are on the mass shell, the term ∂
(p)
0 f(x, p)
vanishes and we see that the spatial gradient of the effective mass acts like an external force,
changing the momentum of propagating quasiparticles.
The formalism of effective kinetic theory allows for the calculations of transport coefficients,
although the results depend on the approximations made and the processes included in the
collision integral. In an SU(3) gauge theory, the shear viscosity at high temperature has the
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leading-log form
η = χ
T 3
g4 ln g−1
, (3.19)
where g is the temperature dependent coupling constant and χ is a factor depending on the
number of fermion species (χ = 106.664 for Nf = 3 [62]).
Note that the presence of a small dimensionless coupling constant introduces a characteristic
hierarchy of timescales for equilibration in weakly-coupled models. Using the EKT framework
outside its regime of validity, i.e. for intermediate values of the coupling constant such as
those expected in heavy-ion collisions at RHIC and LHC energy, destroys this hierarchy [68].
Furthermore, as we discuss in the following, it leads to results very similar to those of kinetic
theory with a simple collisional kernel in the relaxation time approximation or the results of
strong-coupling calculations using holography.
3.3.3 Relaxation time approximation
Due to the complicated form of the collision integral, in practical applications one very often
uses a simplified version of the kinetic equation [69,70]
pµ∂µf(x, p) = p · U(x) f(x, p)− feq(x, p)
τrel
, (3.20)
where Uµ(x) is the flow vector of matter (defined as the unique, normalized timelike eigenvector
of the energy-momentum tensor T µν(x), see Eq. (6.1)); τrel is referred to as the relaxation time,
and feq(x, p) is the equilibrium distribution function. Equation (3.20) has a simple physical
interpretation – the non-equlibrium distribution function f(x, p) approaches the equilibrium
form feq(x, p) at a rate set by the relaxation time τrel. This is the reason why the theory defined
by Eq. (3.20) is often referred to as to the relaxation time approximation (RTA).
The equilibrium distribution feq(x, p) has the standard (Bose-Einstein or Fermi-Dirac) form
feq(x, p) =
1
(2pi)3
{
exp
[
−p · U
T (x)
]
− 
}−1
. (3.21)
where, again,  = +1 for bosons,  = −1 for fermions and the classical Boltzmann definition
corresponds to the limit → 0
The function T (x) defines the local (effective) temperature of the system. The value of T (x)
is determined at each space-time point x from the condition that feq(x, p) yields the same local
energy density as f(x, p). Note that this condition, together with the definition of U , make
Eq. (3.20) highly nonlinear. We shall refer to these conditions as the Landau matching conditions.
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Only if the system is very close to local equilibrium can T be treated as a thermodynamic
quantity and used in thermodynamic identities.
The relaxation time τrel which appears in Eq. (3.20) is a priori a scalar function of the phase
space variables x and p and one may formulate different models where this function may take
different forms. For conformal systems without any conserved currents, τrel should scale inversely
with the effective temperature of the system, namely
τrel =
γ
T
, (3.22)
where γ is a dimensionless constant. As discussed below in Sec. 5 this coefficient can be related
to the shear viscosity in an effective hydrodynamic description of the system. Also, see Ref. [59],
one can use this relation together with Eq. (3.19) to view the RTA kinetic theory as a simple
model of the EKT kinetic theory of QCD.
3.3.4 Modes of the conformal RTA kinetic theory
In order to determine structure of singularities of the retarded correlator of the energy-momentum
tensor in kinetic theory, it is convenient to write down the Boltzmann equation in an arbitrary
curved background and use Eq. (3.1). As already anticipated in Sec. 3.1, we will adopt a slightly
different strategy in order to reproduce the results of Ref. [59]. We work directly in Fourier space
and focus entirely on the sound channel, i.e. perturbations of T , U3 and f exhibiting harmonic
dependence on x0 and x3: e−i ω x
0+ikx3 . Looking for solutions of the flat space RTA Boltzmann
equation one obtains the following condition for ω as a function of k
2 k τrel
{
(k )2 + 3 i ω τrel
}
+ i
{
(k τrel)
2 + 3 i ω τrel + 3 (ω τrel)
2
}
log
ω τrel − k τrel + i
ω τrel + k τrel + i
= 0. (3.23)
Indeed, as one can check this is equivalent to the expression for singularities of the retarded
two-point function of the energy-momentum tensor obtained in Ref. [59]. One immediately
notices a branch cut-singularity given by log ω τrel−k τrel+i
ω τrel+k τrel+i
with branch points at ω = −i 1
τrel
± k.
Note that in the absence of interactions in this model, i.e. in the limit of τrel →∞, this branch-
cut coincides with the branch-cut surviving the T → 0 limit of the free SU(Nc) gauge theory
calculation of Ref. [58] described in Sec. 3.2. One should then think of it as a modification of the
free propagation of particles by the effects of interactions captured by the RTA collisional kernel.
For massive particles, we expect a branch-cut due to a factor of log ω τrel−
√
k2+m2 τrel+i
ω τrel+
√
k2+m2 τrel+i
and when
mτrel  1 we obtain quasiparticle excitations. Note also that the singularity of log ω τrel−k τrel+iω τrel+k τrel+i
becomes a pole in the limit k→ 0.
Regarding other excitations, it turns out that in this model there is only one, and at low
momenta it is a long-lived mode corresponding to a hydrodynamic sound wave, see Fig. 2.
More precisely, for each value of momentum between k τrel = 0 and k τrel ≈ 4.531 there are
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Figure 2: The structure of singularities in the complex frequency plane at fixed spatial momentum
k of the retarded two-point function of Tˆ µν in the sound channel in the RTA kinetic theory.
Gray dots represent single poles corresponding to the sound wave mode at k τrel = 0.1 (the
smallest dots), k τrel = 1 (medium dots) and at the verge of its existence at k τrel = 4.531 (the
largest dots). Spiked lines represent branch cut singularities which connect branch points at
corresponding values of momenta: k τrel = 0.1 (magenta with the largest amplitude), k τrel = 1
(blue with medium amplitude) and k τrel = 4.531 (yellow with the smallest amplitude). See the
main text for a discussion of this.
two poles in the complex frequency symmetrically located with respect to the imaginary axis
whose positions at low momenta approach the sound wave dispersion relation ω = ± k√
3
+O(k2),
see Sec. 6.5 for the hydrodynamic interpretation. This type of singularity, a single pole, is
also seen at strong coupling in holography, see Sec. 4.3. The key difference here is that for
k τrel > 4.531 . . . there is no solution to Eq. (3.23) and this mode ceases to exist. This is the
value of momentum for which =(ω) approaches − 1
τrel
. For higher momenta, momentum transfer
in the sound channel occurs solely through the transient mode represented by the branch-cut
singularity in the function log ω τrel−k τrel+i
ω τrel+k τrel+i
. This means that there are no hydrodynamic modes
for such momenta and this fact can be interpreted as the breakdown of hydrodynamics in this
system.
Note that there seems to be no physical principle why more singularities in the two-point
function of the energy-momentum tensor are not present and one should expect that for more
complicated collisional kernels there would be a more intricate mode structure. At the moment
of writing this review, this issue remains an important open problem.
3.4 String theory
A very influential approach to the issues studied in this review grew out of string theory and is
often referred to as gauge-gravity duality or holography. The fundamental insight behind this set
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of ideas is the AdS/CFT correspondence [73–75], which is ultimately due to the fact that closed
strings (which describe gravity) and open strings (which describe Yang-Mills degrees of freedom)
are made of the same “stuff”. This leads to a representation (in a sense a reformulation) of string
theory using supersymmetric Yang-Mills theory. In the ’t Hooft limit [76] (defined as Nc →∞
with the ’t Hooft coupling g2YMNc ≡ λ fixed and large), the observables of this Yang-Mills theory
in flat four-dimensional Minkowski space become expressible in terms of classical gravity in
five dimensions. In consequence, this duality geometrizes states of certain QFTs in the form of
solutions of gravity (and more generally string theory) in a higher-dimensional spacetime. The
fact that the additional non-compact dimension plays a key role justifies the commonly used
term holography. This gravitational representation involves a negative cosmological constant,
which implies that the asymptotic behaviour of the geometry is not flat Minkowski space, but
rather anti-de Sitter space (at least locally).
The archetypical example of a QFT which possesses such a geometrical formulation is the
maximally supersymmetric Yang-Mills theory in 3+1 dimensions, known as the N = 4 super
Yang-Mills (SYM) theory. It arises by replacing the quark sector of QCD by a specially crafted
matter sector6 which also makes this theory conformal. The rank of the SU(Nc) gauge group and
the coupling constant are parameters specifying the theory. The nature of holography is such
that when Nc is large and interactions are strong then a large class of observables, in particular
many observables of interest in the context of heavy-ion collisions, can be calculated by solving
classical gravity equations coupled to appropriate matter fields in one dimension higher.
All the results used in this review were obtained in the context of N = 4 SYM, which is the
original setting of the AdS/CFT correspondence, intuited by Maldacena by considerations of
the dynamics of coincident D3-branes in type IIB string theory. By now, however, it has been
understood that there are many more examples of holography involving both conformal (as
N= 4 SYM) and non-conformal QFTs. Such theories are called holographic and we will refer to
them as hQFTs. When they are conformal, we called them holographic conformal field theories
(hCFTs). In our review we will focus on the simplest case of hCFTs.
Due to its asymptotic freedom, it is clear that QCD does not fall into the class of QFTs
for which the holographic description is general relativity (because – at least from today’s
perspective – classical gravity emerges when the gauge coupling is strong) and it is not known
how to extend AdS/CFT to cover such cases. The promise of such a generalisation is so great
however, that despite the lack of a firm grounding in string theory, much effort has gone into
guessing what such a description might look like. In this spirit, in Sec. 4 we will try to give a
picture of holography which focuses on the aspects which one may expect to be relevant in such
a wider context.
6It consists of 6 scalar fields and 4 Weyl spinor fields in the adjoint representation of the gauge group,
see e.g. Ref. [77] for a review.
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On the other hand, some of the properties of QGP above but not far above the crossover
temperature are in qualitative agreement with the properties of deconfined phases of hQFTs.
The prime example here is the value of the shear viscosity to entropy density ratio obtained
from a holographic calculation, which qualitatively matches the value used in successful phe-
nomenological descriptions of experimental data from RHIC and LHC (see in particular Ref. [2]
for an extensive overview of holography applied to QCD). It should perhaps be noted that
in the regime of weak coupling (and so outside the regime in which holography is realized
through general relativity), effective similarities at long wavelengths were also observed between
deconfined phases of QCD and N= 4 SYM, see Ref. [78,79]. Finally, the usefulness of AdS/CFT
calculations for real-life QCD may be due to the gluon sector being dominant – the gluons are,
after all, the same in QCD as in N = 4 SYM.
Regardless of whether there are some holographic results which directly apply to QCD
due to universality of some sort, there is another sense in which holographic calculations have
proved tremendously useful: they have provided a reliable means of observing how hydrodynamic
behaviour appears in a non-equilibrium system in a fully ab initio manner. This has prompted a
number of crucial developments in the field of relativistic hydrodynamics which apply to any
system, including QGP. These developments are the focal point of our review.
4 Lessons from holography and the strong coupling picture
In this section we examine the lessons for relativistic hydrodynamics which follow from holo-
graphic calculations at the linearized level.
4.1 Gravitational description of strongly-coupled quantum field theories
In holography, the gravitational description of hQFTs of relevance for QCD is captured by
solutions of equations of motion originating from the following higher dimensional gravitational
action
S =
1
2l3P
∫
d 5x
√−g
{
R− 2×
(
− 6
L2
)
+ . . .
}
, (4.1)
where R is the Ricci scalar of a five-dimensional geometry, −6/L2 stands for a negative cosmo-
logical constant, and the ellipsis contain boundary terms as well as possible five-dimensional
matter fields obeying two-derivative equations of motion. The most symmetric solution of these
equations of motion is anti-de Sitter (AdS) space given by
ds2 = gab dx
adxb =
L2
u2
{
du2 + hµν(u, x)dx
µdxν
}
, (4.2)
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with hµν(u, x) given by the Minkowski space metric ηµν and all matter fields set equal to
zero. Other solutions involve non-trivial profiles of hµν(u, x) as well as nontrivial matter fields.
Generically, one most often neglects higher derivative terms that could potentially appear
in Eq. (4.1), e.g. R2, since when treated exactly they give rise to unphysical effects and
when treated as small perturbations they do not change the qualitative features of results
derived from Eq. (4.1). It is interesting to note that the issue of higher derivative terms here is
mathematically very similar [80] to the task of making sense of the truncated gradient expansion
of hydrodynamics, as discussed in Sec. 7. Furthermore, it could be the case that higher derivative
terms treated as leading order corrections may be trustworthy even when large. In the context
of relativistic hydrodynamics this has turned out to be the case, as discussed in Sec. 5.
It is important to make a distinction between features of Eq. (4.1) that characterise a given
hQFT and those that characterise a particular state within this hQFT. When it comes to the
former, the parameter that controls the scaling of observables with the number of microscopic
degrees of freedom is the ratio of the curvature scale of AdS, L, and the five-dimensional Planck
scale, lP , that is related to the so-called central charge c
7 through the formula
L3
l3P
=
c
pi2
. (4.3)
For N = 4 SYM with Nc colours the central charge is
c =
N2c
4
(4.4)
and in most of the results discussed in what follows we use this value of c. Of course, in order
to trust the physical description in terms of classical gravity, one must have L  lP , which,
as follows from Eqs. (4.3) and (4.4), translates to Nc  1, i.e. the ’t Hooft planar limit [76].
The other parameter is the interaction strength between microscopic constituents and it turns
out that for infinite interaction strength, i.e. ’t Hooft coupling constant g2YMNc ≡ λ 1, this
parameter does not appear in the two-derivative part of Eq. (4.1). This observation has already
an important phenomenological bearing because it shows that none of the features of processes
at infinite coupling captured by Eq. (4.1) will be coupling-enhanced.
Another set of parameters characterizing an underlying theory lies in the choice of infinitely
many matter fields in Eq. (4.1) and the associated choice of infinitely many dimensionless (when
7In CFTs in even spacetime dimensions central charges are coefficients appearing at independent contributions
to the energy-momentum tensor two-point function in the vacuum or, equivalently, independent contributions to
the conformal anomaly 〈Tˆµµ 〉 6= 0 when a CFT is placed on a generic curved background. For theories in four
spacetime dimensions there are two such central charges, denoted by a and c. However, in the case when the
action (4.1) in the holographic description contains only two-derivative terms, the central charges are equal and
it is then customary to use the letter c to denote both of them.
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scaled by appropriate factors of L) parameters in front of their kinetic and interaction terms.
In the case of N = 4 SYM these terms as well as their coefficients are determined by type IIB
string theory, but in the spirit of this section they may be regarded in a phenomenological way
as something to be chosen at will. Ideally one would like to have a “top-down” understanding of
any such terms (i.e. one whereby they arise from a string theory calculation), but at this stage
requiring such an understanding may be too restrictive.
Finally, since the AdS geometry acts effectively as a box8 with a boundary at u = 0,
c.f. Eq. (4.2), for each field one needs to prescribe a boundary condition at u = 0. These
boundary conditions are interpreted as sources for single trace gauge-invariant local operators
in an underlying hQFT and complete the specification of the latter.
As for the parameters which specify the states, these are all the other parameters appearing
in solutions of equations of motion derived from Eq. (4.1) that cannot be removed by diffeomor-
phisms involving the u and x coordinates. Such transformations need to vanish at u = 0, since
otherwise they would alter the given set of boundary conditions, and thus the physical content,
the definition of the underlying hQFT. Let us stress here that the same geometry, i.e. the same
state in an underlying QFT, can be described using different coordinates, all of which are clearly
on the same footing. Note however that these coordinate systems might cover different parts of
the geometry and might break down (in the sense of components of the metric or its inverse
diverging) even when that geometry itself is perfectly regular.
In the vast majority of cases studied in this review, we will be concerned with solutions of
Einstein’s equations with negative cosmological constant,
Rab − 1
2
Rgab +
(
− 6
L2
)
gab = 0, (4.5)
viewed as a consistent truncation of the equations of motion coming from Eq. (4.1) when
the sources associated with all fields other than the five-dimensional metric are set to zero.
These solutions have an interpretation as states in strongly-coupled CFTs for which the only
local operator with a nontrivial expectation value is the energy-momentum tensor. These
equations possess few analytic solutions and tackling the problem of time-dependent processes
in strongly-coupled QFTs in general requires solving them using elaborate numerical methods.
Using the parametrization of the five-dimensional metric from Eq. (4.2), the expectation
value of the energy-momentum tensor of an underlying strongly-coupled CFT can be obtained
8By analyzing propagation of light rays in the metric given by Eq. (4.2) with hµν(u, x) = ηµν one concludes
that geodesics can reach the plane of u = 0 in a finite time. As a result, their further propagation depends on a
boundary condition imposed at u = 0. Similar results hold for fields propagating on the AdS geometry.
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from the near-boundary (u = 0) behaviour of hµν(u, x) as
hµν(u, x) = ηµν +
pi2
2 c
〈Tˆµν〉u4 + . . . , (4.6)
where the expression is provided for a CFT in a Minkowski space and all the suppressed
contributions are proportional to pi
2
2 c
〈Tˆµν〉, as well as its powers and derivatives. CFT states of
interest will be then characterized by pi
2
2 c
〈Tˆµν〉 as a function of x and one can obtain them by
constructing appropriate solutions of Eq. (4.5) using Eq. (4.6). It is also interesting to note
that a given form of pi
2
2 c
〈Tˆµν〉 as a function of x characterizes simultaneously many holographic
CFTs, out of which N = 4 SYM corresponds to setting c to the value given in Eq. (4.4).
This analysis also makes it apparent that empty AdS space represents the vacuum state of a
hCFT, characterized by vanishing expectation values of all local operators including 〈Tˆµν〉. A
generalization of Eq. (4.6) to a hCFT in an arbitrarily curved but fixed background hµν(x) is
straightforward albeit tedious and starts by replacing the Minkowski metric ηµν in Eq. (4.6)
by hµν(x). The details of this can be found in Ref. [81].
The considerations presented here also make it apparent why x act as coordinates in an
underlying hQFT. For the reasons outlined above, one often encounters in literature the statement
that a hQFT “lives on the boundary” (at u = 0) which is simply means that boundary conditions
at u = 0 define a given hQFT. Furthermore, the interior of the higher dimensional geometry
described by Eq. (4.2) is often referred to as the bulk (of the 5-dimensional spacetime). Note
that the radial coordinate u has an interpretation of the inverse of an energy scale in a hCFT,
since for the vacuum AdS solution the change of a physical distance in a dual CFT, ∆x→ γ∆x
can be compensated by the change of u, u→ γ u. Finally, it should be kept in mind that the
bulk geometry and other fields contain only information about one-point functions of local
operators. Higher-point functions are not specified by the geometry alone and provide a set of
independent observables.
Solutions of Eq. (4.5) describe the simplest, yet very rich sector of dynamics of a class of
the most symmetric (because conformal) hQFTs. There are many possible and well-studied
generalizations. Perhaps the most interesting possibility from the phenomenological standpoint
is to break the conformal symmetry, which can be achieved by introducing a nonzero constant
boundary condition for one of the scalar fields suppressed in Eq. (4.1) which represents a
source for a relevant operator. We do not review such models in detail. Another interesting
possibility which we do not consider here is to allow for the U(1) conserved current to acquire a
nonzero expectation value by coupling gravity from Eq. (4.5) to a gauge field sector. These two
generalizations bring up the following important point. Whereas considering vacuum Einstein’s
equations with negative cosmological constant alone, Eq. (4.5), is a consistent truncation of
equations of motion following from the actions (4.1) containing a priori infinitely many bulk
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fields (as determined by string theory), it is not always clear if a reduction to a small set of
fields including gravity and other bulk matter makes sense. This problem has led to the so-called
“bottom-up” perspective in which one postulates an action coupling gravity to a desired set
of fields and deriving the consequences of such a bulk matter sector for a putative hQFT. As
mentioned earlier, such exploratory approaches have a role to play given the difficulty in finding
string theory constructions of holographic duals of QFTs which capture physically important
features of QCD.
Finally, as we anticipated earlier, adding a finite number of higher curvature terms to the
Einstein-Hilbert action usually leads to an ill-defined initial value problem unless we treat them
as small perturbations. Such higher curvature terms are present (certainly from a string theory
perspective) and certainly become important outside the strict Nc =∞, λ =∞ limit, but we
do not have a controllable way to account for them. This is why it is useful and illuminating to
consider as a toy-model adding the so-called Gauss-Bonnet term to the Einstein-Hilbert part of
the action (4.1),
SGB =
1
2l3P
∫
d5x
√−g λGB
2
L2
{
R2 − 4RabRab +RabcdRabcd
}
, (4.7)
for which the equations of motion for the bulk metric gab turn out to be of a two-derivative
type and avoid aforementioned problems [82]. By changing the real dimensionless parameter
λGB in Eq. (4.7) one can try to model the effects of relaxing the strict limit of Nc = ∞,
λ =∞ on both equilibrium and non-equilibrium properties in hQFTs, see, e.g., Refs. [57,83–86].
Naively, consistency of the gravitational picture requires λGB ∈ (−∞, 14 ]. An important caveat
though is that other considerations demonstrate that gravity with a nonvanishing cosmological
constant and only the Gauss-Bonnet term cannot be consistent with the full self-consistency
of a hQFT [87] (see, however, Ref. [88]), which means that we can fully trust Eq. (4.7) only
for |λGB|  1. Let us also stress that supplementing the Einstein-Hilbert action with negative
cosmological constant, Eq. (4.1), with the Gauss-Bonnet term, Eq. (4.7), does not affect the
expectation values of any operators other than Tˆ µν .
In the rest of this section we will survey the simplest solutions of Eq. (4.5) with a view
to make contact with the material from Sec. 3.1. Regarding other holographic results in this
review, in Sec. 5.2 we will discuss 〈Tˆ µν〉 obtained from holography in a fully nonlinear manner
for the simplest model of heavy-ion collisions – one-dimensionally expanding plasma system of a
Bjorken type. In Sec. 7.2 we discuss the so-called fluid-gravity duality which accounts in the
bulk for the hydrodynamic gradient expansion in hQFTs. In Sec. 9 we overview holographic
calculation of the gradient expansion at large orders for the Bjorken flow (late-time expansion)
and make contact with the results of Sec. 4.3.
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4.2 Black branes and equilibrium states
Collective equilibrium states of hQFTs are represented on the gravity side by static black hole
solutions [89]. Because solutions corresponding to equilibrium states of CFTs in flat space have
planar (rather than topologically spherical) horizons, they are referred to in the literature as
black branes. Equilibrium states are characterized by conserved charges (or associated potentials,
depending on the choice of ensemble) and in the case of interest – strongly-coupled CFTs
described by Eq. (4.5) – the relevant quantity is the energy density or the temperature T .
Because of the underlying conformal symmetry there is no other dimensionful parameter
associated with the thermal state.
The relevant solution, known as the AdS-Schwarzschild black brane, takes the form
ds2 =
L2
u2
du2 −
(
1− u4
u40
)2
1 + u
4
u40
(
dx0
)2
+
(
1 +
u4
u40
)
dx2
 , (4.8)
with a static horizon located at u = u0. In the context of holography, horizon thermodynam-
ics is a reflection of the thermodynamics of the dual strongly-coupled hCFT. The Hawking
temperature [90] of the AdS-Schwarzschild black brane, equal to
√
2
pi u0
, is equal to the temper-
ature T of the corresponding thermal state of the dual, strongly-coupled hCFT, whereas the
Bekenstein-Hawking entropy [91,92] (here: density) of the black hole (here: brane), equal to
S = area density
4GN
=
pi2
2
N2c T
3,
is simply the entropy density of the hCFT (here N = 4 SYM in the holographic regime).
Comparing this result, valid for λ→∞, with the thermodynamic entropy evaluated at vanishing
coupling λ (i.e. for an ideal gas gluons and the remaining degrees of freedom appearing in N = 4
SYM), Ref. [93] pointed out that they differ by only 25%. On the gravity side, this follows from
the aforementioned observation that the coupling constant λ does not enter the holographic
calculations in two-derivative gravity at all. Furthermore, a small change in thermodynamic
properties of quark-gluon plasma from weak-coupling to the strong-coupling regime (albeit away
from the crossover) has also been observed in lattice studies of QCD, see e.g Ref. [94].
For completeness, it will also be useful to describe the AdS-Schwarzschild geometry given by
Eq. (4.8) in coordinates that are regular at the horizon,
ds2 =
L2
u2
{
−2 dx0 du− (1− pi4T 4u4) (dx0)2 + dx2} , (4.9)
where one should note that despite using the same names, the x0 and u coordinates are now
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different from the ones in Eq. (4.8) (in the sense that the same coordinate values correspond to
different bulk points).
The key feature of the AdS-Schwarzschild black brane solution is the presence of the horizon,
which acts as a surface of no return for all physical signals. To make this statement clear: in
the approximation in which it does not backreact on the AdS-Schwarzschild geometry, once
a wave-packet passes the hypersurface of u = u0, it cannot influence whatever is happening
between u = 0 and u = u0. This notion extends also outside equilibrium with the horizon
evolution obeying the second law of thermodynamics [95,96]. One can thus say that it is the
presence of the horizon that is the holographic manifestation of dissipation (entropy production)
in QFTs.
4.3 Excitations of strongly-coupled plasmas as black branes’ quasinormal modes
The simplest non-equilibrium phenomenon to study holographically is the dynamics of lin-
earized perturbations on top of the AdS-Schwarzschild black brane. Because the background
solution (4.9) is translationally invariant in both x0 and x, it is natural to seek for solutions in
terms of Fourier modes,
Z(u, x0, x) =
∫
dω d3k e−i ω x
0+ik·x Z(u, ω,k), (4.10)
where we make use of the fact that in the case of interest perturbations can be recast into a set
of decoupled functions.
In order to make contact with the linear response theory introduced in Sec. 3.1, see
Eqs. (3.1) and (3.2), we are interested in the bulk metric perturbations, δgab (or, after fix-
ing the bulk coordinates freedom as in Eq. (4.2), δhµν), solving Eqs. (4.5) linearized around the
AdS-Schwarzschild metric. The reason for it is that via Eq. (4.6) they correspond to perturbations
of the expectation value of the energy-momentum tensor around its equilibrium value and can
be generated by perturbing the background metric of the dual hCFT.
The decomposition of the retarded two-point function of the energy-momentum tensor (and
the resulting change in its expectation value) into shear, sound and scalar channels has, as it
must, a direct counterpart on the gravity side. Focusing on the sound channel and assuming
that the momentum k is aligned along the x3-direction, the relevant bulk metric perturbations,
see Eq. (4.2), are δh00, δh03, δh33 and the sum of δh11 and δh22. They can be combined into
a single bulk variable Z(u, ω,k) which obeys a second order ordinary differential equation in
u. Its behaviour at u = 0 is precisely such as dictated by Eq. (4.6) and following the general
discussion about the definition of modes within linear response theory from Sec. 3.1, we will be
interested in turning off the source, i.e. the situation in which Z(u, ω,k) = O(u4). The solution
depends on two integration constants and this requirement sets one of them to zero. Given that
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Figure 3: The structure of the lowest lying singularities in the complex frequency plane at
fixed spatial momentum k of the retarded two-point function of Tˆ µν in the sound channel in
hCFTs for k = 0.1T (dots), k = T (squares) and k = 10T (diamonds). One can clearly see that
singularities are single poles (QNMs) and all of them apart from one retain fast decay time of
the order of 1/T . The remaining singularity can be made arbitrary long-lived by considering
low-enough momentum, see also Fig. 4, and, as we discuss in Sec. 6.5, is a manifestation of the
hydrodynamic behaviour.
Z can be freely rescaled, demanding that the horizon acts as a surface of no return imposes a
condition on frequencies ω, which turn out for each value of k to have infinitely many discrete
complex solutions. In the language of black hole physics these solutions are called quasinormal
modes (QNMs) and are responsible for the approach of the horizon to its equilibrium form after
nonlinear effects become negligible, see e.g. [97] for a comprehensive review and Ref. [98] for
early discussion of QNMs in the context of holography.
As a result, we see that singularities of the retarded two-point function of the energy-
momentum tensor of the strongly-coupled hCFT plasma at fixed k are single poles located at the
frequencies ω(k) of QNMs of the AdS-Schwarzschild black brane. The same holds in the scalar
and shear channels and, more generally, occurs for any other operator in strongly-coupled plasma
and extends to situations without conformal symmetry. Note that apart from the position of
a pole, its residue is also very important. We refer the reader to Ref. [99] for a discussion of
residues of retarded two-point functions in holographic plasmas.
Several further comments are in order. First, the QNM frequencies are symmetric with
respect to the imaginary axis and typically contain both real and imaginary parts. Second, the
only scale in the problem is the temperature T and QNM frequencies of strongly-coupled hCFTs
are necessarily linear in T . Hence, apart from the observation that singularities of the retarded
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Figure 4: Momentum-dependence of the lowest three QNMs in the sound channel. One clearly
sees one long-lived excitation at low momentum whose frequency matches the dispersion relation
(dashed green curve) for the hydrodynamic sound wave evaluated up to second order in gradient
expansion. Furthermore, one can also notice a rather mild momentum-dependence of the transient
modes at low enough momentum. This observation is one of the starting points for the HJSW
theory discussed in Sec. 7.5. See Ref. [56] for more information about QNMs in holography and
recent Ref. [101] for their behaviour at large momenta.
two-point function of the energy-momentum tensor are single poles, the only nontrivial feature
is their distribution in the complex frequency plane as a function of k measured in the units of
T . Regarding the former, Fig. 3 displays the position of the lowest five QNM frequencies in the
sound channel for three different values of k/T . From this plot one can infer that the frequencies
are continuous functions of momentum k and as a result, what one then calls a mode is the
set of all excitations associated with a given ω(k). Furthermore, one sees that for all QNMs
apart from one their amplitude decreases by an order of magnitude over at most a time scale of
1/T . The number of oscillations of each QNM over this decay time is of the order of unity. This
feature of QNMs needs to be drastically contrasted with the quasiparticle behaviour occurring
in weakly-coupled systems, in which there are many long-lived excitations. In the present case,
in the sound channel there is only one long-lived excitation, which is the least-damped mode
at low momenta. This special excitation is to be interpreted in Sec. 6.5 as the hydrodynamic
sound wave – one of the two independent solutions of the equations of hydrodynamics linearized
on top of static plasma. The same situation occurs in the shear channel in which also one
hydrodynamic mode appears, the shear wave, and all the remaining QNMs are exponentially
damped over a time scale of order 1/T . In the so-called scalar channel, all the modes are fast
decaying. More generally, the presence of such long-lived, slowly evolving excitations can be
inferred from the conservation of the energy-momentum tensor Tˆ µν , see Ref. [100]. Finally, let
us also remark that qualitative changes in the spectrum of QNMs can occur by considering more
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Figure 5: Modes in sound channel in Gauss-Bonnet gravity at k ≈ 0.63T for two different values
of the Gauss-Bonnet coupling: λGB = −1.3125 (top) and λGB = −24.75 (bottom). One sees a
qualitative change in the structure of modes as compared to the Einstein gravity case (λGB = 0).
In particular at non-zero values of λGB new modes appear and at fixed momentum one can make
them dominate late time dynamics instead of the long-lived λGB = 0 mode, as happens in both
plots. Furthermore, in the bottom plot one sees new modes approaching the real axis (becoming
long-lived), reminiscent of quasiparticles. There is a numerical evidence that poles condense
and form a branch-cut as λGB → −∞, which would result in a picture somewhat similar to
free SU(Nc) gauge theory discussed in Sec. 3.2. The plot is based on data and methods from
Refs. [57,86].
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complicated holographic equations of motion than Eqs. (4.5). A particularly interesting case to
consider is supplementing Einstein-Hilbert action with negative cosmological constant with the
Gauss-Bonnet term (4.7), as recently considered in Refs. [57,86]. As can be seen in Fig. 5, this
theory is characterized by new excitations which in certain regions of parameter space dominate
late-time response response and can even exhibit quasiparticle features.
5 Bjorken flow ab initio and hydrodynamization
In this section we review first-principles-based studies of microscopic models, revealing a
transition to hydrodynamic behaviour starting from highly non-equilibrium initial situations.
We focus on the simplest available setup by assuming that systems under consideration are
conformally-invariant, as well as transversely homogeneous and invariant under longitudinal
Lorentz boosts. In the context of hydrodynamics, one frequently speaks of boost-invariant, or
Bjorken flow [53].
5.1 Boost invariance and the large proper-time expansion
Boost invariance is a natural symmetry of systems produced at extremely high energies. Suppose
that in the initial state we deal with two colliding objects that approach each other with the
rapidities9 y and −y. In a Lorentz boosted reference frame, these two objects have rapidities
y − yf and −y − yf , where yf is the rapidity of the new Lorentz reference frame with respect to
the original one. As long as yf  y, the initial and final states look approximately the same
in the two reference frames, which is the origin of boost invariance. Strictly speaking, boost
invariance is reached only in the limit y →∞. In practice, one deals with a very large y and a
finite range of boosts yf , for which the system may be regarded as approximately boost invariant.
For exactly boost-invariant systems, the rapidity distribution of produced particles, dN/dy, is
a (rapidity independent) constant. For systems which are approximately boost invariant, one
expects that the rapidity distribution exhibits a finite range plateau.
In practice it is often convenient to introduce the proper time τ and spacetime rapidity Y as
new coordinates replacing lab-frame time, t, and the spacial coordinate along the beam axis, z,
see Eqs. (C.1), (C.2) and (C.3).10 The statement of boost invariance then boils down to saying
that dependence of scalar quantities on the four Minkowski coordinates is reduced to dependence
on the proper time τ alone.
The expectation value of the boost-invariant energy-momentum tensor in a local rest frame
9See Appendix C for the definition of rapidity.
10One should in general distinguish between the rapidity of a particle (measure of its longitudinal velocity)
and spacetime rapidity (spacetime coordinate).
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takes the form
T µν = diag(E ,PL,PT ,PT )µν , (5.1)
where the eigenvalues – the energy density E and the longitudinal and transverse pressures PL
and PT – are functions of the proper time τ alone. Furthermore, in a conformal theory, the
conditions of tracelessness and conservation lead to the relations [102]
PL = −E − τ E˙ , PT = E + 1
2
τ E˙ . (5.2)
The departure of these quantities from the equilibrium pressure at the same energy density
P ≡ E
3
, (5.3)
is a measure of how far a given state is from local equilibrium. It is therefore natural to study the
approach to local equilibrium by examining the behaviour of the normalized pressure anisotropy
A ≡ PT − PLP . (5.4)
This will be done in the following sections both for holography and RTA kinetic theory.
Conformal invariance also implies that energy density scales with the fourth power of
temperature, that is,
E ∼ T 4. (5.5)
For example, for the equilibrium N = 4 theory at strong coupling one finds [89]
E = 3
8
pi2N2c T
4, (5.6)
see also Sec. 4.2. Similarly as in the case of the RTA kinetic theory discussed in Sec. 3.3.3, the
quantity T in (5.5) should be interpreted as an effective temperature, which is a measure of
the local energy density E . Note that this definition does not assume local equilibrium. In what
follows we denote the effective temperature by T , since this introduces no ambiguity. 11
In a boost invariant configuration all the physics is encoded in the dependence of the energy
density (or, equivalently, the effective temperature) on τ . This is a dramatic simplification
compared to the general case, but it retains the key physical feature of power law relaxation to
equilibrium, characteristic of hydrodynamics. This is the prime reason why we decided to focus
11Note that it may not be possible to do this in more general situations [103,104].
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on this particular flow.
In conformal theories, such as those considered in this section, the late-time behaviour of
the temperature is strongly restricted by symmetry. In all microscopic models considered in the
present section, the late-time behaviour is captured by the following formal expression
T (τ) =
Λ
(Λτ)1/3
(
1 +
∞∑
k=1
tk
(Λτ)2k/3
)
, (5.7)
where Λ is a dimensionful parameter which depends on the initial conditions. Indeed, it is the
only trace of initial conditions to be found in the late-time behaviour of the system.
The existence of such solutions in microscopic theories is of fundamental importance, since
it describes the manner in which the system approaches local equilibrium at late times.12 These
late-time states will differ in temperature at a given finite value of proper time; this dependence
on the initial conditions is captured by the dimensionful constant Λ. When the system behaves
to a good accuracy as described by a truncation of Eq. (5.7) to a finite number of terms
(usually 2 or 3), we say that it has reached the hydrodynamic stage of its evolution. The reason
for this nomenclature is that the leading behaviour seen in Eq. (5.7) appears in perfect fluid
hydrodynamics of Bjorken flow [53] and subleading power-law corrections capture dissipative
hydrodynamic effects such as viscosity – this will be discussed systematically in Sec. 7.4.
It is interesting and useful to examine more closely how one can technically establish, given
a numerically calculated temperature history, that the hydrodynamic stage has been reached.
To this end it is very convenient to formulate a criterion which is independent of the parameter Λ,
whose value is different for each solution [14] . First let us define the dimensionless variable
w = τ T (τ), (5.8)
which can be thought of as the proper time in units of inverse effective temperature; it has in
fact a much more profound significance, which is revealed in Sec. 7.1. The key idea is to consider
not the temperature as a function of proper time, but rather a dimensionless observable such as
the pressure anisotropy (5.4) as a function of the dimensionless evolution parameter w. In a
conformal theory, as the hydrodynamic regime is reached, such a function is guaranteed to tend
to a universal form, independent of the initial, non-equilibrium state. This is because (as seen in
Eq. (5.7)) in the hydrodynamic regime the only trace of the initial state is the scale Λ, but this
dimensionful quantity cannot appear in A(w) at late times.
In most papers written about this subject the discussion was formulated in terms of the the
dimensionless function (not to be confused with the distribution function of kinetic theory!)
12Note this is a one-dimensionally expanding systems, which in the limit of infinite proper time completely
dilutes.
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defined as f(w) ≡ τ
w
dw
dτ
. Using Eq. (5.2) one can check that this object is trivially connected to
the pressure anisotropy by the relation A(w) = 18(f(w)− 2/3). Since in the context of Bjorken
flow the pressure anisotropy A(w) is a natural observable with a clear physical significance, here
we focus on this particular quantity rather than f(w). In practice, the relation
A = 18
(
τ
w
dw
dτ
− 2
3
)
(5.9)
can be used to calculate the pressure anisotropy given T (τ).
Expressed in terms of the dimensionless variable w, the large proper-time expansion of A
takes the form
A(w) =
∞∑
n=1
anw
−n, (5.10)
i.e., it is a series in negative integer powers of w. This fact follows directly from Eq. (5.9) and
Eq. (5.7) and, as we discuss in Sec. 9, holds up to corrections that are exponentially suppressed
at large times (large w). The coefficients an appearing in Eq. (5.10) are pure numbers, i.e., they
are independent of the parameter Λ which distinguishes different histories of the system. The
large-w expansion (5.10) is therefore a universal solution, determined only by the microscopic
parameters of the system under study.
5.2 Strong coupling analysis using holography
In the context of holography, the imposition of boost invariance reduces the gravitational
problem to one involving just two coordinates: the “radial” coordinate u and a time coordinate
identified with the proper-time τ on the boundary. This has made it possible to carry out explicit
calculations on the gravity side of holography and translate the results into the language of
quantum field theory in four-dimensional Minkowski space.
Initially, analytic calculations were performed in an expansion in inverse powers of the
proper-time. These calculations, reviewed below in Sections 5.2.1 and 9.2.1, reproduced first,
as the leading order late-time behaviour, the Bjorken description of boost-invariant flow in
the framework of perfect-fluid hydrodynamics (see Sec. D). Viscous as well as higher order
corrections were subsequently computed, placing the hydrodynamic description on the very firm
ground of ab initio calculations in a strongly coupled Yang-Mills theory. This was subsequently
supplemented by numerical calculations of early time evolution using methods of numerical
general relativity – these developments are reviewed in Sec. 5.2.2 below.
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5.2.1 Large proper-time expansion
Einstein’s equations (4.5) determining the bulk geometry possess an approximate analytic
(semi-analytic at high orders) solution in the form of a power series in inverse powers of τ first
found in Ref. [102] and later developed in Refs. [19, 105–109]. We discuss what is perhaps a
more streamlined version of this framework in Sec. 9.2.1.
Using the methodology of Sec. 4, see Eq. (4.6), one can read off the expectation value of
hCFT’s energy-momentum tensor from the asymptotic behaviour of these solutions near the
boundary. Proceeding in this manner terms up to third order have been calculated analyti-
cally [105,107,109]. These results determine the energy density of hCFTs as a function of proper
time. Expressed in terms of the effective temperature the result reads
T (τ) =
Λ
(Λ τ)1/3
{
1− 1
6pi (Λ τ)2/3
+
−1 + log 2
36pi2 (Λ τ)4/3
+
−21 + 2pi2 + 51 log 2− 24(log 2)2
1944pi3 (Λ τ)2
+ . . .
}
. (5.11)
The form of this expansion matches Eq. (5.7). It can be translated into the large-w expansion
of A(w). At very late times the pressure anisotropy approaches zero, which one interprets as
reaching local equilibrium. The approach is governed by Eq. (5.10), with
a1 =
2
pi
, a2 =
2− 2 log 2
3pi2
, a3 =
15− 2pi2 − 45 log 2 + 24 log2 2
54pi3
. (5.12)
As discussed earlier in Sec. 5.1, these coefficients are dimensionless and independent of the scale
Λ appearing in Eq. (5.7). The truncation of Eq. (5.10) keeping only the three leading terms with
the above values of the expansion coefficients will be denoted by AH(w).
Up to this point, we have only discussed hydrodynamic behaviour at the microscopic level,
but have not begun to develop the effective description of this regime. However, anticipating the
developments discussed below in Sec. 6, we wish to point out that the leading coefficient, a1, is
a multiple of the shear viscosity to entropy ratio,
a1 = 8
η
S , (5.13)
so the value quoted in Eq. (5.12) reproduces the result η/S = 1/4pi obtained in holographic
models involving two-derivative gravity actions.
To summarise: the importance of Eq. (5.11) lies in the fact that it represents an ab initio
calculation in a specific microscopic theory, which is consistent with the form expected on the
basis of hydrodynamics. This point will be explored in greater detail in Sec. 7, where we will
also discuss the significance of the coefficients appearing in the series (5.11). Note also that the
large-time expansion in Eq. (5.11), or more directly its counterpart in the language of A(w), is
a manifestation of the fluid-gravity duality [110] which we discuss in Sec. 7.2.
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5.2.2 Hydrodynamization: emergence of hydrodynamic behaviour
It was to be expected that starting from any initial state the system should evolve in such a
way that at late times it will be described by Eq. (5.7) for some value of the constant Λ. The
quantitative study of this issue in a holographic setting translates into solving a set of nonlinear
partial differential equations with two independent variables. This task cannot be carried out
analytically, but numerical calculations can be set up in a relatively straightforward way. They
involve three stages:
1. finding initial metrics which satisfy constraints implicit in the Einstein equations (4.5);
2. evolving the geometry using a suitable numerical scheme, see e.g. Refs. [111–113];
3. calculating the expectation value of the energy-momentum tensor in hCFT using Eq. (4.6).
The first numerical holographic calculations in this and similar contexts were presented in
Refs. [12,13,114]. Our discussion here follows slightly later developments of Refs. [14,111,115].
The outcome of these efforts can be summarised by saying that it has been verified directly
in numerical simulations that the behaviour described by Eq. (5.11) emerges at late times for
all initial states which were studied. The cleanest way to see it will be through the use of the
pressure anisotropy A as a function of the dimensionless clock variable w.
One should mention at this point, that it was shown in [116] that for small proper times
only even powers of τ can appear in a power series expansion of the energy density:
E(τ) =
∞∑
n=0
Enτ 2n, (5.14)
but there is no known constraint on what the leading power should be. Both groups [14,111]
and [115] assumed that the energy density approaches a nonzero constant value E0 6= 0 at τ = 0
where the initial conditions were set. Note that with this assumption it follows from Eq. (5.4)
that R = 6 at w = 0 and this value can be indeed seen in Fig. 6. The same value of the initial
pressure anisotropy is obtained within the CGC framework, see Ref. [117], and necessarily
involves negative longitudinal pressure PL = −PT . More generally for E(τ) ∼ τ 2n at small τ one
obtains A(w = 0) = 6 + 9n, see Ref. [118] for results motivated by Ref. [119] which assumes
n = 1.
A given numerical solution for the energy density E(τ) starts out far from equilibrium, but
the damping of transient modes ensures, see Sec. 4.3, that after a sufficiently long time only
hydrodynamic modes remain. Given the result of a numerical simulation for E(τ) one can check
whether the hydrodynamic regime has been reached by comparing the pressure anisotropy A(w)
calculated from the simulation data with the hydrodynamic form given by the truncated large-w
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Figure 6: The pressure anisotropy for a small sample of solutions, represented by the blue curves.
The dashed magenta curve is the first order truncation of AH(w). As will become more apparent
in Fig. 7, the blue curves join the magenta curve when the anisotropy in the system is very
sizable, much more than previously anticipated. The figure is based on numerical data taken
from Ref. [115] (where the pressure anisotropy was defined as A/3).
expansion AH(w). Despite significant differences at early times, all numerical solutions studied
in [14,111,115] exhibit this behaviour: over 600 initial conditions have been evolved and in all
cases it was found that hydrodynamics become a good description at some w < 1. This can be
seen qualitatively in a plot of the pressure anisotropy in Fig. 6, where a small set of histories is
plotted.
In more quantitative terms, for a given solution E(τ) one can evaluate the resulting pressure
anisotropy A(w), and then calculate the difference between this and the asymptotic form given
by a truncation of Eq. (5.10) with leading coefficients taken from Eq. (5.12). This difference
converges to zero, and one can define the hydrodynamization “time”wH as the value beyond
which the difference is smaller than some threshold. The distribution of hydrodynamization
times wH obtained in [115] on the basis of 600 histories is clustered around w = 0.6, which is
consistent with the evidence found earlier in Ref. [14].
The essential physical message, seen already in Fig. 6, is that the truncated large-w expansion
AH(w) typically becomes a good approximation at a time when the pressure anisotropy is still
substantial, of the order of 50% of what would be the equilibrium pressure. For this reason
it has been proposed that instead of speaking of thermalization which requires approximate
local equilibrium, in particular approximate local isotropy, one should use a term such as
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hydrodynamization to describe this effect.
5.3 Kinetic theory in the RTA
The calculations reviewed above present a compelling picture of the emergence of universal
behaviour at late times when the coupling is strong. It is also possible to carry out analogous
calculations in the weak coupling framework of kinetic theory.
As explained in Sec. 3.3.3, one can simplify the potentially very complex collision kernel
appearing in the Boltzmann equation by replacing it with a simplified expression, linearized
around the equilibrium distribution which we take to be of the Boltzmann form (neglecting
quantum statistics for simplicity). Assuming the expansion along the x3-axis and introducing
the boost-invariant variables [120,121]
u = pL x
0 − E x3, v = Ex0 − pL x3, (5.15)
the equilibrium distribution takes the form
f0(τ, u, pT ) =
1
(2pi)3
exp
[
−
√
u2 + p2T τ
2
τ T (τ)
]
, (5.16)
where the quantity T (τ) appearing here is identified with the effective temperature and deter-
mined self-consistently by imposing the Landau-matching condition discussed below.
The boost-invariant RTA Boltzmann equation reads [122–124]
τrel
∂f(τ, u, pT )
∂τ
= f0(τ, u, pT )− f(τ, u, pT ). (5.17)
To ensure conformal symmetry we take the relaxation time to be of the form (3.22). The
dependence of the temperature on the proper time is determined dynamically by imposing the
Landau matching condition
E(τ) = 6
pi2
T 4(τ), (5.18)
where 13
E(τ) = 4
∫
d4p δ
(
p2
)
θ(p0)
v2
τ 2
f(τ, u, pT ) = 2
∫
dP
v2
τ 2
f(τ, u, pT ) (5.19)
is the energy density (the factor 2 accounts for the spin degeneracy). Note again that despite
apparent linearity of the Boltzmann equation (5.17), the Landau matching condition (5.18)
renders the problem of determining the distribution function f strongly nonlinear.
13The value of the constant factor in Eq. (5.18) is a consequence of adopting Boltzmann statistics.
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5.3.1 Large proper-time expansion
To determine the coefficients an in Eq. (5.10) we can proceed in a number of ways. What is
perhaps the most streamlined formulation providing access to the large-n behaviour of an is
presented in Sec. 9.2.2. The least efficient, but conceptually simplest way is to compute an
iterative solution of the Boltzmann equation (5.17), which can be done by setting up the
iteration:
fn+1(τ, u, pT ) = −τrel ∂fn(τ, u, pT )
∂τ
, n ≥ 0, (5.20)
with f0 given by Eq. (5.16). This is the Chapman-Enskog iteration discussed in the same context
in Ref. [125]; the generated series of approximations is precisely the large proper-time expansion.
At each order one obtains an explicit expression for the distribution function at that order of
approximation, but one still needs to impose the Landau matching condition (5.18), which
determines the proper-time dependence of the temperature T (τ) up to that order.
At order zero the Landau condition (5.18) identifies the function T appearing in Eq. (5.16)
with the effective temperature appearing in Eq. (5.18). Imposing Eq. (5.18) at first subleading
order leads to the equation
3 τ T˙ + T = 0, (5.21)
whose solution is
T =
Λ
(Λτ)1/3
(5.22)
The integration constant appearing here was denoted by Λ in order to allude to the solution (5.7).
At order K in place of Eq. (5.21) one finds a differential equation of order K. These equations
can be solved at large values of the proper time τ and posess solutions of the form given in
Eq. (5.7), where the coefficients tk appearing there must be determined by imposing the Landau
matching condition (5.18). It is important to note that matching at order K > 1 determines
the coefficient tK−1 of Eq. (5.7). The coefficients tk for k ≥ K are not reliably determined by
matching at order K, since they will receive corrections from matching at orders higher than K.
Once the late-time solution is determined to some order, one can calculate the expansion
coefficients of the pressure anisotropy (5.4) in powers of the dimensionless variable w (as
described in Sec. 5.1). The leading coefficients read
a1 = 8/5 γ, a2 = 32/105 γ
2, a3 = −416/525 γ3. (5.23)
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As already noted in Eq. (5.13), when matched to viscous hydrodynamics, the first coefficient is
directly proportional to the shear viscosity to entropy ratio. The first relation in (5.23) then
translates to
η
S =
γ
5
. (5.24)
This reveals the dual physical significance of the parameter γ. On the one hand it determines the
relaxation time, but on the other it reflects the viscosity of the fluid once hydrodynamic behaviour
emerges. This is an important physical property of the RTA: it correlates the microscopic
relaxation time and the viscosity at the level of the effective, hydrodynamic description.
5.3.2 Emergence of hydrodynamic behaviour
The numerical solution of the Boltzmann equation (5.17) has been extensively discussed in
Refs. [123,124] following earlier work by Baym [122]. This is done by reformulating the calculation
of the energy density as the following integral equation for the function T (τ),
T 4(τ) = D(τ, τ0)
pi2E0(τ)
6
+
∫ τ
τ0
dτ ′
(
T (τ ′)
γ
D(τ, τ ′)
)
×
(
T 4(τ ′)H
(
τ ′
τ
))
, (5.25)
where we assumed the relaxation time τrel of a conformal theory, see Eq. (3.22),
D(τ2, τ1) = e
− 1
γ
∫ τ2
τ1
dτ ′′T (τ ′′)
(5.26)
and
H(s) =
s2
2
+
arctan
√
1
s2
− 1
2
√
1
s2
− 1
. (5.27)
The information about initial distribution function is encoded in E0(τ) given by
E0(τ) = 4
∫
d4p δ
(
p2
)
θ(p0)
v2
τ 2
f(τ0, u, pT ) = 2
∫
dP
v2
τ 2
f(τ0, u, pT ). (5.28)
Note the explicit as well as implicit time-dependence in the measure and integrand in Eq. (5.19),
where only the choice τ = τ0 gives the initial energy density.
Equation (5.25) can be solved efficiently by fixed-point iteration [124]. Knowing T (τ) one
can find the remaining components of the energy-momentum tensor and get the quantity of
interest, i.e. A(w). It should also be noted that one can rewrite Eq. (5.25) directly in terms of
A(w) by, e.g., taking a derivative of both sides with respect to τ and using Eq. (5.9). This can
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be advantageous for some purposes, e.g. when comparing different solutions at late times when
high numerical accuracy is required to resolve subtle transient effects.
The transition to hydrodynamics in a model of QGP given by the RTA kinetic theory has
been recently studied, in an analogous way to that used for strongly-coupled hQFTs, in Ref. [126].
This work, motivated by earlier results obtained in Ref. [68], discusses qualitative similarities of
the hydrodynamization process in the EKT extrapolated to intermediate coupling, RTA kinetic
theory, and strongly-coupled theories. In particular, one can see very explicitly how generic
initial conditions lead to the late-time behaviour embodied by the universal late-time solution
described in the previous section. Below, we discuss those findings, together with earlier results
obtained in the EKT setting of Refs. [66,67].
5.4 Hydrodynamization as a generic feature
As originally noticed in Ref. [68], at the level of boost-invariant flow the patterns of thermalization
discovered in strongly coupled hCFTs and the kinetic theory models discussed in the previous
section are not vastly different. The key observation is that the leading late-time behaviour is
always 1/w, and different theories are distinguished only by the coefficient. This means that if
we consider the evolution of the anisotropy A as a function of a rescaled variable w˜ ≡ w/2a1,
the leading late-time behaviour of A is universally given by
AH(w˜) = 2
piw˜
+O( 1
w˜2
).
The choice of rescaling is somewhat arbitrary, but once the coefficient a1 is scaled away, the
leading behaviour is completely universal. This means that if we compensate for the possibly
very different values of η/S by using the rescaled variable w˜, the approach to equilibrium should
be the same at sufficiently large w˜. This can be checked by comparing the results of gravity
calculations for hCFTs with the results for models based on kinetic theory [126].
Figure 7 shows a comparison of the time evolution of the system evolved according to the
EKT [67], RTA using the methodology of [122,124], and numerical holography [14,111,115]. For
the EKT and RTA simulations we adopted the initial condition used in [67], whereas for the
AdS/CFT simulation we took a typical initial condition from [115]. The EKT curve describes
the evolution with ’t Hooft coupling λ = 10 corresponding to η/S ≈ 0.642, while the holographic
result has η/S = 1/4pi. The RTA curves come from calculations with γ fixed to reproduce
the value of η/S of either model. As seen in the figure, the evolution in all cases is similar,
but distinct. Quite remarkably, in all models, with vastly differing microphysics, the evolution
converges to first order viscous hydrodynamics roughly at the same w˜ ≈ 1 with a large pressure
anisotropy A ≈ 0.6− 0.8. To summarize: the quantitative differences between weakly-coupled
scenarios extrapolated to intermediate couplings and genuinely strongly-coupled scenarios arise
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Figure 7: Hydrodynamization compared: the blue curve is the result of an AdS/CFT simulation in
N = 4 SYM, the dashed-dotted red line comes from a numerical calculation using EKT, and the
dashed magenta curve represents the gradient expansion truncated at first order. The remaining
curves come from calculations using the RTA starting from the same initial distribution, but
with different values of η/S: the dashed brown curve corresponds to η/S = 1/4pi, while the
dotted green curve corresponds η/S = 0.624 (matching the data behind the red dotted line).
The plot is adapted from Ref. [126].
largely from the numerical values of the hydrodynamization time measured in units of inverse
temperature, w = τ T . In the strong coupling scenario, w ≈ 0.7 at the hydrodynamic threshold.
In phenomenological analysis of heavy-ion experiments hydrodynamic codes are initialized
typically at w ≈ 0.5, which corresponds roughly to a time τ = 0.5 fm after the collision, with
the temperature T = 350 MeV at the centre of the fireball at RHIC (see e.g. [127]). In the weak
coupling framework the hydrodynamization time can be much larger in consequence of much
larger shear viscosity (which, in the RTA, implies a correspondingly longer relaxation time).
6 Fundamentals of relativistic hydrodynamics
The microscopic calculations presented in the previous section point to universal behaviour
at late times, which we associate with the long-lived subset of modes of equilibrium matter
discussed in Secs. 3 and 4. The developments reviewed in Sec. 5 assumed boost-invariance, but
the picture which emerges from them fits in perfectly with microscopic expectations reviewed in
Sec. 4, which do not rely on any symmetry assumptions. There we argued that the time evolution
of non-equilibrium states in interacting systems can be seen as comprising of two stages. The
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first is a transient stage during which non-hydrodynamic modes decay exponentially fast on
some scale determined by the microscopic theory. The second stage is governed by long-lived
hydrodynamic modes, which dominate the dynamics already at times when the system is still
far from local thermal equilibrium (hydrodynamization). This picture has been observed in a
striking way in studies based on holography (reviewed in Sec. 5.2) as well as in models based
on kinetic theory (reviewed in Sec. 5.3). It is natural to try to formulate an effective theory
which captures the late time dynamics in terms of variables, which are phenomenologically
relevant and useful. Since the emergence of hydrodynamic behaviour is a feature seen in diverse
microscopic studies, one can formulate this effective description without assuming any specifics
of the underlying microscopic dynamics (such as, for example, the existence of quasiparticle
excitations).
The universal character of late time behaviour – the fact that no trace of initial conditions
remains at late times – comes from a significant reduction in the number of degrees of freedom
characterizing the expectation value of the energy-momentum tensor. The minimum number
of independent components of this matrix is four, since it needs to describe at least the
fluctuations of the four conserved quantities associated with spacetime translation symmetries.
These hydrodynamic fields could be taken to be the energy density T 00 and momentum densities
T 0i. Instead of these, in order to conform to standard practice in hydrodynamics, we will instead
use the four-velocity local flow variable U defined as the boost velocity from some fixed frame of
reference to the local rest frame in which the momentum densities vanish, and the energy density
E in the local rest frame. A covariant way of introducing these quantities at the microscopic
level is through the equation
〈Tˆ µν〉Uν = −EUµ (6.1)
provided the vector Uµ is timelike. The goal of hydrodynamics is to formulate an effective
description of 〈Tˆ µν〉 in terms of classical fields which are analogous to and mimic the quantities
E , Uµ defined by Eq. (6.1). The precise way in which this description, reviewed in the present
section, can be compared to and reconciled with the microscopic theory is the subject of Sec. 7.
6.1 Dynamical variables and evolution equations: the perfect fluid
By a hydrodynamic description one means a theoretical framework that uses a small set of fluid
variables interpreted as the local energy density E(x) and local hydrodynamic flow vector Uµ(x),
which is normalized as U2 = −1.
The point of departure is the assumption that we are dealing with a system which reaches
global thermodynamic equilibrium at late times. At this stage one can be agnostic about the
fundamental physics governing this system: it could be composed of well defined quasiparticles,
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but it need not be.
The equilibrium energy-momentum tensor in the rest-frame is given by
T µνEQ = diag (EEQ,P(EEQ),P(EEQ),P(EEQ)) , (6.2)
where we assume that the equation of state is known, so that the pressure P is a given function
of the energy density EEQ. It is worth stressing, that T µνEQ is a classical object which we should
identify with the expectation value of the energy-momentum tensor operator in the underlying
quantum theory.
The components of the equilibrium energy-momentum tensor (6.2) can be written in an
arbitrary boosted frame of reference as
T µνEQ = EEQUµUν + P(EEQ)∆µν , (6.3)
where Uµ is a constant boost velocity, and ∆µν is the operator that projects onto the space
orthogonal to Uµ, namely
∆µν = gµν + UµUν . (6.4)
Of course, the four-vector Uµ can equally well be regarded as a constant fluid four-velocity.
The energy-momentum tensor of a perfect fluid is obtained by allowing the variables E and
Uµ to depend on the spacetime point x. In this way one obtains
T µνeq = E(x)Uµ(x)Uν(x) + P(E(x))∆µν(x). (6.5)
In this equation, and in those which follow, the subscript “eq” refers to local thermal equilibrium.
It is convenient to introduce local effective temperature T (x) by the condition that the
equilibrium energy density at this temperature agrees with the non-equilibrium value of the
energy density, namely
EEQ(T (x)) = Eeq(x) = E(x). (6.6)
One can then express the perfect fluid energy-momentum tensor in terms of the fluid variables
T (x) and Uµ(x). Note that the relativistic perfect fluid energy-momentum tensor (6.5) is the
most general symmetric tensor which can be expressed in terms of these variables without using
derivatives. We also note that the effective temperature T (x) in this case can be interpreted as
a genuine thermodynamic quantity satisfying locally thermodynamic identities.
The dynamics of the perfect fluid theory is provided by the conservation equations of the
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energy-momentum tensor
∂µT
µν
eq = 0. (6.7)
These are four equations for the four independent hydrodynamic fields, that form a self-consistent
hydrodynamic theory.
6.2 Viscosity and the Navier Stokes equations
The essential physical element which is missing in the approach based on Eqs. (6.5) and (6.7)
is dissipation. The perfect fluid evolution equations imply the covariant conservation of the
4-vector
sµ = S Uµ (6.8)
which is called the entropy current. This fact leads to the conclusion that thermodynamic
entropy is constant under hydrodynamic flows. This is not a feature expected of real-world
flows, except in idealized situations. Since the conservation of the current Eq. (6.8) is in fact
just a rewriting of the projection of the conservation equation (6.7) onto Uµ (and using local
thermodynamic relations, see e.g. Ref. [4]), a natural step is to consider modifications of the
energy-momentum tensor so as to obtain a non-vanishing divergence of the entropy current (6.8)
(possibly corrected by higher order terms). The requirement that this divergence be nonnegative
has been used as a guide in formulating hydrodynamic equations (see e.g. Ref. [128]) and has
a beautiful holographic interpretation [35, 37, 38, 109, 110, 129]. Note that requiring that the
divergence of the entropy be nonnegative typically imposes constraints on parameters appearing
in the hydrodynamic energy-momentum tensor, see Refs. [23, 128,130] for a very comprehensive
analysis of this issue.
To account for dissipation, we have to introduce correction terms to T µνeq and write the
complete energy-momentum tensor components T µν as
T µν = T µνeq + Π
µν . (6.9)
Here one can impose the condition ΠµνUν = 0, which corresponds to the Landau definition of
the hydrodynamic flow Uµ [1] specified by the formula
T µνU
ν = −E Uµ. (6.10)
This formula is the counterpart of Eq. (6.1) at the level of hydrodynamics.
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It proves useful to further decompose Πµν into two components,
Πµν = piµν + Π ∆µν , (6.11)
which introduces the bulk viscous pressure Π (the trace part of Πµν) and the shear stress tensor
piµν which is symmetric, piµν = piνµ, traceless, piµµ = 0, and orthogonal to U
µ, piµνUν = 0.
Equation (6.9) encodes ten independent components of T µν in terms of the effective temper-
ature, three independent components of Uµ, five independent components of piµν , and the bulk
viscous pressure Π. We note that the latter vanishes for conformal systems, for which the entire
energy-momentum tensor is traceless.
We still have the four conservation equations at our disposal,
∂µT
µν = 0, (6.12)
but to obtain a closed system of equations one needs additional information. The most straight-
forward option is to express Πµν in terms of the hydrodynamic variables and their gradients.
Since the perfect-fluid energy-momentum tensor contains no gradients, it is natural to try to
build up the theory as a series of corrections in gradients. The simplest possibility is to include
terms with only a single gradient, which leads to the relativistic Navier-Stokes theory [1], in
which the bulk pressure and shear stress tensor are given by the gradients of the flow vector
Π = −ζ ∂µUµ, piµν = −η σµν . (6.13)
Here ζ and η are the bulk and shear viscosity coefficients, respectively, and σµν is the shear flow
tensor defined as
σµν = 2 ∆µναβ ∂
αUβ, (6.14)
where the projection operator ∆µναβ has the form
∆µναβ =
1
2
(
∆µα∆
ν
β + ∆
µ
β∆
ν
α
)− 1
3
∆µν∆αβ. (6.15)
Equations (6.13) should be used in the conservation equations, (6.12), that can be split into
the parallel and orthogonal parts with respect to the flow vector Uµ, namely
DE + (E + P + Π)θ + 1
2
piµνσµν = 0 (6.16)
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and
(E + P + Π)DUµ = −∆µν∂ν(P + Π)−∆µν∂αpiαν , (6.17)
where
D ≡ Uµ∂µ, θ = ∂µUµ. (6.18)
6.3 The problem of causality
Unlike nonrelativistic Navier-Stokes theory, its direct relativistic generalisation [1] is not consis-
tent, because it is not causal [16,131,132]. Specifically, while the evolution equations obtained by
taking the shear stress tensor as in Eq. (6.13) are covariant, they have solutions which propagate
with arbitrarily high velocities.
The easiest way to see the problem is to consider the hydrodynamic equations linearized
around the equilibrium configuration T = const, Uµ = const. Looking for solutions of these
linearized equations one finds dispersion relations which determine the velocity of propagation
v ∼ k, where k is the modulus of the wave vector. This shows that at small distances causality
is violated. It has been argued (see e.g. Ref. [133]) that this fact is not relevant, since one in
any case would not trust hydrodynamics on small scales. However, as stressed (for example) in
Refs. [4, 132], this acuasality leads to instabilities in numerical simulations for generic initial
conditions.
Adding extra terms with higher gradients on the right-hand side of (6.13) does not help to
solve the problem with causality. The only known way to avoid it is to relax the assumption
that Π and piµν are expressed locally in terms of the hydrodynamic variables T, Uµ, and (a finite
number of) their spacetime derivatives [134]. This means that the shear stress tensor is treated
as an independent hydrodynamic field for which evolution equations must be provided. Thus,
the conservation equations alone are no longer enough to determine the dynamics of T µν and
one needs to postulate additional dynamic equations, or derive them (possibly by some heuristic
means). The outcome, a closed set of hydrodynamic equations, will clearly involve additional
degrees of freedom beyond those already present in the theory of the perfect fluid. To write
down such equations additional assumptions or information will be required, beyond what is
embodied by conservation laws.
6.4 Approaches to finding evolution equations
A well-known and widely applied approach to the task of positing a set of closed equations for
the hydrodynamic fields is the Mu¨ller-Israel-Stewart (MIS) theory [134–136], in its modern incar-
nation described in Ref. [11, 137] (BRSSS). This approach parametrises dominant contributions
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classified by symmetries and the number of gradients. It does not make any special assumptions
about the microscopic dynamics, which accounts for its generality. A major advantage of this
approach is that the resulting equations are causal at least for some domain in the space of
transport coefficients.
If we commit to a specific microscopic model, we gain the option of deriving (at least in a
heuristic way) a set of hydrodynamic equations which can provide a better physical picture
than a generic approach such as the MIS/BRSSS theory. An important testbed for this idea
is provided by kinetic theory with an idealized collision kernel, see Sec. 3.3.3. In this case a
number of complementary approaches exist, which we now briefly review.
One important approach developed in the context of kinetic theory makes use of the hydrody-
namic expansion of Ref. [138–140]: this is the process of constructing dynamical hydrodynamic
equations by making an expansion order by order in the Knudsen and inverse Reynolds numbers.
The hydrodynamic expansion is performed around the local equilibrium state that corresponds
to the perfect-fluid limit T µνeq . The Knudsen number is the ratio of the molecular mean free
path length to a representative physical length scale. On the other hand, the inverse Reynolds
number describes deviations of the energy-momentum components from their local equilibrium
values — they are typically expressed by the ratios
√
piµνpiµν/P and Π/P. The hydrodynamic
expansion serves as a tool to systematically derive hydrodynamic equations from kinetic theory.
Another approach to the task of formulating a closed set of hydrodynamic equations for
models of kinetic theory is known under the name of anisotropic hydrodynamics [141, 142]
(for a recent review see [143]). This name originated in the desire of finding hydrodynamic
equations suited to describing early stages of evolution of QGP produced in heavy-ion collisions.
Equations of anisotropic hydrodynamics were formulated in such a way as to capture some
features of highly anisotropic initial states, but also to ensure that at late times their predictions
should be consistent with MIS/BRSSS. In modern formulations, the equations of anisotropic
hydrodynamics are suitable for studying arbitrary flows.
6.5 Mu¨ller-Israel-Stewart (MIS) theory
The simplest example of a theory of relativistic hydrodynamics where no causality violations
appear (at least at the linearized level) is MIS theory, which adds a single purely damped
non-hydrodynamic degree of freedom. This is done by replacing the Navier-Stokes form of the
shear-stress tensor (see Eq. (6.13)) by an independent field satifying a relaxation equation of
the form [134–136]
(τpiU
α∂α + 1) pi
µν = −η σµν , (6.19)
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where τpi is a new parameter called the relaxation time. Equation (6.19) guarantees that at
late times the shear stress will tend to the Navier-Stokes form (6.13) – this point will be made
much more explicit below (in Sec. 7). At the same time, it introduces new modes of propagation
and alters the dispersion relations in a way which renders the propagation velocity finite.
The relaxation equation described in Ref. [136] includes some additional terms with new
transport coefficients. In fact, a number of variants of the MIS equations have been written
down and applied to QGP evolution – some of these will be reviewed in Sec. 7.3. For simplicity
of presentation we will focus on the case of conformal hydrodynamics, which is also interesting
for comparison with the results of holographic calculations. For a conformal theory in Minkowski
spacetime the energy-momentum tensor must be traceless, which requires a conformal equation
of state, vanishing of the bulk viscous pressure, and tracelessness of the shear-stress tensor.
These features must be preserved under time evolution, which requires augmenting Eq. (6.19)
by additional terms. The simplest way to present the resulting equation is to realize that the
additional terms complete the spacetime derivative in Eq. (6.19) to a Weyl-covariant derivative
denoted by D:
(τpiU
αDα + 1) piµν = −ησµν . (6.20)
The explicit form of the derivative D is given in Sec. E. Its main feature is that it preserves the
tracelessness and transversality of the shear stress tensor under time evolution. We will refer to
equation (6.20) as the conformal MIS equation.
Modes of this theory have been worked out in Ref. [11] (see also Ref. [4]). Note that this
analysis is not sensitive to the presence of the additional terms which appear in BRSSS theory
(discussed below in Sec. 7.4). As discussed in Sec. 3.1 and assuming momentum aligned with
the x3-direction, one obtains three channels (we just list independent components):
• scalar channel: non-vanishing δpi12;
• shear channel: non-vanishing δua and δpi3a with a = 1, 2;
• sound channel: non-vanishing δT , δu3, δpi33.
For example, in the sound channel one obtains the following dispersion relation:
ω3 +
i
τpi
ω2 − k
2
3
(
1 + 4
η/S
T τpi
)
ω − ik
2
3τpi
= 0. (6.21)
For small k one finds a pair of hydrodynamic modes (whose frequency tends to zero with k)
ω
(±)
H = ±
k√
3
− 2i
3T
η
S k
2 + . . . (6.22)
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and a single transient mode
ωNH = −i
(
1
τpi
− 4
3T
η
S k
2
)
+ . . . (6.23)
The dominant mode at long wavelengths is the one whose imaginary part is the least negative,
so at large distances the hydrodynamic modes dominate.
Using the dispersion relation (6.21) we can calculate the speed of propagation of linear
perturbations. The result is
v =
1√
3
√
1 + 4
η/S
Tτpi
. (6.24)
This formula implies that as long as the relaxation time is sufficiently large,
T τpi > 2η/S, (6.25)
there is no transluminal signal propagation. This is clearly not the case if one tries to eliminate
the relaxation time by taking it to vanish.
6.6 The non-hydrodynamic sector as a regulator
The presence of transient modes is essential for the consistency of the hydrodynamic description
in the relativistic case. The success of relativistic hydrodynamics in describing the dynamics
of QGP can be ascribed to the exponential decay of these modes, which leads to the fast
emergence of quasiuniversal, attractor behaviour of this system [20,144]. This will be discussed
in detail in Sec. 7.4; here we wish to focus on another aspect: the inequality (6.25) suggests that
the non-hydrodynamic sector of relativistic hydrodynamics may be thought of as a regulator,
ensuring that the speed of propagation does not exceed the speed of light.
This regulator cannot be removed, but its effects may or may not be practically significant in
the regime of interest. It is important to understand when these effects may be ignored, otherwise
one may be studying the physics of the regulator rather than universal hydrodynamic behaviour.
This is certainly the case at very early times. It will also be an issue in the case of small
systems [145,146], where it may happen that the non-hydrodynamic modes do not have time to
decay and hydrodynamic simulations become sensitive to the choice of the non-hydrodynamic
sector – that is, to the choice of regulator.14
One can try to make this a little more quantitative by writing down explicitly the condition for
14One can think of the regulator sector as an analogue of the notion of a “UV-completion”, which arose in the
context of effective field theories.
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the non-hydrodynamic mode to be subdominant using Eq. (6.21). This leads to the condition [146]
RT > 2pi
√
2(Tτpi)(η/S) . (6.26)
where R is the spatial extent of the system. The violation of this bound, crude as it is, is
an indication that the regulator sector cannot be ignored. The interesting point is that for
reasonable values of the parameters this bound translates into a rather weak condition on the
final charged particle multiplicity (
dN
dY
)
MIN
≈ 3 . (6.27)
which is consistent with another (but related) line of reasoning developed in Ref. [145]. This
conclusion makes it less surprising that relativistic hydrodynamics is successful not only in
describing heavy ion collisions, but also for the case of pA, or even pp collisions.
If the bound (6.26) is violated, it may be necessary to compare different regulators. Examples
of hydrodynamic theories with a qualitatively different non-hydrodynamic sector were discussed
in Ref. [21] and will be reviewed in Sec. 7.5 below.
7 Hydrodynamics as an effective theory – insights from holography
As stressed in Sec. 6.1, once dissipative effects are incorporated within a hydrodynamic framework,
one loses the universality of perfect fluid theory, and many different sets of hydrodynamic
equations are possible. This raises the question of how they are to be compared, and how they
can be reconciled with computations carried out directly in the microscopic theory. In this section
we argue that a useful way to proceed is to compare the gradient expansion of a microscopic
theory with the gradient expansion generated from hydrodynamic models. This way one can try
to mimic the hydrodynamic behaviour of the microscopic theory in a systematic, quantitative way.
Throughout this section we assume conformal invariance, apart from Sec. 7.3. The reasons for
this are twofold. From the point of view of holography this allows us to focus on its most complete
and best understood instance. The second reason is simplicity: the assumption of conformality
restricts the number of terms appearing in hydrodynamic equations in a significant way.
7.1 The gradient expansion as an infinite series
We have seen is Sec. 6 that causal theories of relativistic hydrodynamics are constructed in such
a way as to reproduce at late times the approach to equilibrium captured by the Navier-Stokes
terms. Indeed, solving Eq. (6.20) by iteration, starting from the Navier-Stokes term, one obtains
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a formal solution in the form of an infinite series graded by the numer of spacetime gradients
piµν = −ησµν + τpiUα∂α (ησµν) + . . . (7.1)
For the case of BRSSS theory this expansion will be discussed at length in Sec. 7.4. The point
we wish to make here is that the gradient expansion of the energy-momentum tensor in causal
theories of hydrodynamics contains an infinite number of terms. These expansions arise as a
generic late-time solution. Given the set of evolution equations for the shear stress tensor, we can
always find such a solution explicitly by writing down the most general gradient series consistent
with Lorentz symmetry (and any other constraints, such as perhaps conformal invariance), and
determine the scalar coefficient functions by using the evolution equation order by order in
gradients. This leads to a formal, infinite series expansion in powers of gradients of the fluid
variables T (x) and Uµ(x):
T µν = T µνeq + powers of gradients of T and U
µ. (7.2)
By comparing such formal solutions, one may quantify differences between different hydrodynamic
theories [147]. It is important to note at this point, that at each order in the number of gradients
there is a finite number of terms which can appear in Eq. (7.2). These terms are of course subject
to the constraints of Lorentz covariance, and possibly other symmetries, such as conformal
symmetry. The terms which can appear in Eq. (7.2) have been classified up to second [11,128]
and third [148] orders.
Crucially, an infinite expansion of the form of Eq. (7.2) also arises in microscopic theories.
We have already seen this implicitly in Sec. 5 for the special case of Bjorken flow, where we in
fact referred to the large-w expansion as the gradient expansion. We can now fully justify using
this term: once we recognize that for Bjorken flow, see e.g. Eq. (D.1),
√
σµν σµν ∼ 1
τ
we can see that w is the only dimensionless quantity of order one in the gradient expansion
which is consistent with boost invariance:
1
T
√
σµν σµν ∼ 1
w
.
This shows that the large-w expansion is in fact precisely the gradient expansion for the special
case when boost-invariance is imposed. Furthermore, we also see that the gradient expansion is
a partial resummation of the large proper-time expansion of Bjorken flow.
This example demonstrates explicitly that the gradient expansion of the energy-momentum
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tensor expectation value in a microscopic theory contains an infinite series of terms. Comparing
such a microscopic calculation to the gradient solution of a given hydrodynamic model provides
a definite and unique way to relate the parameters of the hydrodynamic description to those of
an underlying theory. From this perspective we might say that phenomenological theories of
hydrodynamics can be viewed as theoretical devices constructed in such a way as to reproduce
the gradient expansion of a given microscopic theory to some order in gradients.
7.2 Matching MIS to holography and BRSSS theory
A beautiful illustration of these ideas is fluid-gravity duality [110]: the relationship between
the near-equilibrium behaviour of hCFT plasma, or more generally hQFT plasma, and a
generalisation of MIS theory. This is in fact a direct extension of the large proper-time expansion
to general flows. The basic insight appears already in Ref. [102], where it was observed that
the leading hydrodynamic effect corresponds to a “slow” dependence of the black-brane horizon
on the proper time see also Sec. 9.2.1. In a general setting this suggests looking for solutions
in which the horizon position in the bulk of spacetime is allowed to depend on the boundary
spacetime position x. The key insight of Ref. [110] was to consider a boost and dilation of the
black brane solution given by Eq. (4.9) and to allow the boost and dilation parameters to depend
on x in a smooth way. This naturally leads to a solution of the Einstein equations which takes
the form of an expansion in the gradients of the x-dependent parameters T, Uµ, up to first order
in gradients given by
ds2 =
L2
u2
{
2Uµdx
µ [du+Aνdxν ] + [Pµν −
(
1− pi4T 4u4)UµUν ]dxµdxν + F (piTu)
piT
σµνdx
µdxν
}
, (7.3)
where Aν is defined in Eq. (E.2) and
F (x) = arctan(x) + log(1 + x) +
1
2
log(1 + x2). (7.4)
Remarkably, at each order of this gradient expansion, the constraint equations among Einstein’s
equations (4.5) take the form of conservation laws for the boundary energy-momentum tensor,
which has the form of a gradient expansion in the boost and dilation parameters. The holographic
dictionary, see Eq (4.6), therefore leads to a form of the expectation value of the energy-
momentum tensor in a hCFT which has the form of a gradient expansion in local temperature
(the dilation parameter) and 4-velocity (the boost parameters).
The result of this holographic calculation extended to second order in gradients [110] is
consistent with what one a priori could have expected based only on the symmetries of the
problem. Indeed, all the terms which can appear in such calculations in relativistic conformal
hydrodynamics have been classified [11]. Allowing for a fixed, but not necessarily flat, background
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metric one has
piµν = −ησµν + ητpiDσµν + κ
(
R〈µν〉 − 2UαRα〈µν〉βUβ
)
+ λ1σ
〈µ
λσ
ν〉λ + λ2σ〈µλΩν〉λ + λ3Ω〈µλΩν〉λ + . . . , (7.5)
where
Dσµν = 〈Dσµν 〉 + 1
3
σµν(∂α U
α) (7.6)
and
Ωµν =
1
2
∆µα∆νβ (∇αUβ −∇βUα) , (7.7)
while ∇α is the covariant derivative and Rµνρσ and Rµν(R) denote the Riemann tensor and
Ricci tensor (scalar). The coefficients η, τpi, κ, λ1, λ2 and λ3 are scalar functions of the effective
temperature. The ellipsis in (7.5) denotes terms with 3 and more derivatives of fluid veloc-
ity, temperature and background metric. The angular brackets denote taking the symmetric,
orthogonal and traceless part of a tensor, namely
〈Aµν〉 ≡ A〈µν〉 = 1
2
∆µα∆νβ (Aαβ + Aβα)− 1
3
∆µν∆αβAαβ. (7.8)
The form of Eq. (7.5) is a consequence of Lorentz and conformal symmetries, as well as a choice
of integration constants which is equivalent to a choice of frame in hydrodynamics (see e.g.
Ref. [149]).
In conformal theories, the only equilibrium scale is set by the temperature and the non-trivial
theory-dependent content of thermodynamic quantities and transport coefficients η, τpi, κ, λ1, λ2
and λ3 sits in their dimensionless combinations with appropriate powers of the local temperature
(or, equivalently, the entropy density s):
η = Cη S, τpi = Cτpi
T
, κ = Cκ
η
T
λ1 = Cλ1
η
T
, λ2 = Cλ2
η
T
, λ3 = Cλ3
η
T
. (7.9)
The relevant dimensionless constants for N = 4 SYM in the holographic regime read [110]:
Cη =
1
4pi
, Cκ =
1
pi
, Cτpi =
2− log(2)
2pi
,
Cλ1 =
1
2pi
, Cλ2 = −
ln 2
pi
, Cλ3 = 0. (7.10)
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Assuming that one wants to model the late-time dynamics of, say N = 4 SYM, using the
conformal MIS equation, it would be natural to match the gradient expansion of the latter with
Eq. (7.5) to a desired order in derivatives, e.g. to second order. However, the gradient expansion
of the conformal MIS equation (6.19) reads (up to second order in gradients)
piµν = −ησµν + η τpi Dσµν . (7.11)
Comparing the above to Eq. (7.5), we thus see that the expression (7.11) is not complete
at second order, since it does not allow to account for all possible gradient structures which
can appear. Indeed, as seen in Eq. (7.5), one cannot reproduce the result of the holographic
calculation of Ref. [110] at second order in gradients by using MIS theory. The solution is to
include more terms on the RHS of Eq. (6.19). The point made in Ref. [11] was that one needs to
modify the MIS relaxation equation (6.19) in such a way that it generates all second order terms
admitted by symmetries with tunable coefficients. If that is ensured, then one is guaranteed to
match any microscopic calculation up to second order.
Specifically, Baier et al. noted [11] that if one replaces σµν by −piµν/η in some terms of
Eq. (7.5), one can rewrite that relation in a form which resembles Eq. (6.19):
(τpiU
αDα + 1) piµν = −ησµν + κ
(
R〈µν〉 − 2UαRα〈µν〉βUβ
)
+
+ λ1pi
〈µ
λpi
ν〉λ + λ2pi〈µλΩν〉λ + λ3Ω〈µλΩν〉λ (7.12)
The replacement of σµν by −piµν/η which leads to Eq. (7.12) is allowed at first order in gradients
due to Eq. (6.13). The resulting equation clearly generates the desired expansion (7.5) plus an
infinite number of higher order terms with coefficients expressed in terms of the scalar functions
already present in Eq. (7.5) and their spacetime derivatives. This particular way of turning the
gradient expansion result of a microscopic calculation into an effective hydrodynamic evolution
equation is not unique, but it guarantees matching up to second order in the gradient expansion.
Other possibilities exist which coincide with the above up to second order, but differ at higher
orders. At the level of the gradient expansion this may not be a significant issue, but the
properties of the differential equations will be different and some may be more suitable than
others for numerical evaluation and phenomenological applications.
Finally, let us comment briefly on the physics of shear viscosity in hQFTs. It has been
understood very early on, see Ref. [150], that whenever the gravitational action does not contain
terms of second or higher order in curvature, the ratio of shear viscosity to entropy density takes
the universal value given in Eq. (7.10). This occurs for conformal and non-conformal hQFTs in
any spacetime dimension, also when on the gravity side fields other than the bulk metric are
nonzero. This observation, together with other indications, has led to the famous conjecture that
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1/4pi is the lowest value of the shear viscosity to entropy density ratio permitted in physics [51].
We know now due to Refs. [83, 85] that this conjectured KSS bound is certainly violated in
certain hCFTs whose gravity dual contains the Gauss-Bonnet term (4.7). In these cases, the
shear viscosity is given by the exact15 expression [84]
η
S =
1
4pi
(1− 4λGB) , (7.13)
and Ref. [85] found a very specific class of hCFTs for which gravity duals are consistent and
characterized by a very small positive λGB. The emerging picture is that viscosity in consistent
holographic QFTs is very close to the famous result, but can be a tiny bit lower. How much
lower than 1/4pi η/S can get in a controllable setting and if any viscosity to entropy density
bound actually exists do not really seem to be clear at the moment of writing this review.
7.3 Hydrodynamics without conformal symmetry
The point of departure for the arguments leading to the BRSSS evolution equation (7.12)
was the observation expressed in Eq. (7.5), which encapsulates the information about the
symmetries of the underlying microscopic theory, specifically Lorentz and conformal invariance.
Conformal invariance offers significant constraints which greatly reduce the number of terms
which can appear in Eq. (7.5) if only Lorentz covariance is imposed. Furthermore, for QGP
the assumption of conformal symmetry is a reasonable one at temperatures above the chiral
transition. However, this symmetry is an approximation which clearly has to be abandoned
at lower temperatures, and Eq. (7.5) has to be replaced by a more general expansion. The
terms which can appear after imposing Lorentz covariance alone have been classified Ref. [128].
Since there is a significant number of allowed terms (2 at first order and 15 at second order –
compared to 1 and 5 respectively in the conformal case), it is hard, and probably impractical
to try to include them all in a generalized MIS relaxation equation. The approach which has
been adopted in practice has been to include only a subset of the terms allowed by symmetries.
Indeed, in various practical applications of MIS theory to relativistic heavy-ion collisions no
single form of the relaxation equations has universally been adopted, with different authors
using different sets of terms. The choice of this subset is sometimes motivated by consistency
with microscopic models, especially in the framework of kinetic theory. Indeed, as reviewed in
some detail in Sec. 8, there are rather sophisticated methods of motivating particular forms of
the relaxation equations.
The hydrodynamic evolution equations may be viewed as a parametrisation of a stage of
non-equilibrium dynamics which encapsulates conservation laws and the constraints of Lorentz
15Since viscosity cannot get negative (otherwise one has an instability in the system), Eq. (7.13) explains why
one should certainly not consider λGB >
1
4 , see also the discussion below Eq. (4.7).
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symmetry. They are valid under very general conditions, regardless of whether quasiparticle
excitations are present. In their general form they guarantee matching the gradient expansion
of any microscopic theory. At the same time, they can be used in a purely phenomenological
manner, allowing a description of a rich spectrum of behaviours in terms of a finite number of
transport coefficients. Since calculations of the transport coefficients in the regimes of interest
directly from QCD are not available, practitioners often resort to intuitive choices of the possible
terms on the RHS of the shear stress tensor relaxation equation. One of the most popular
versions of the MIS approach, which has been used frequently in phenomenological applications
and is sometimes identified with the Israel-Stewart approach, is a system of two equations for
the shear stress tensor and the bulk pressure [151–155],
Dpi〈µν〉 +
piµν
τpi
= −βpiσµν − βpiT
2
piµν ∂λ
(
Uλ
βpiT
)
, (7.14)
DΠ +
Π
τΠ
= −βΠθ − βΠ
2
Π ∂λ
(
Uλ
βΠT
)
, (7.15)
The shear viscosity of the system, η, is given by the product of the shear relaxation time, τpi,
and the coefficient βpi, η = τpiβpi. Similarly, for the bulk viscosity we have ζ = τpiβΠ.
Even though one may justify the specific form of hydrodynamic equations such as (7.14)–(7.15)
on the basis of a microscopic model, they may be (and often are) used on their own terms, with
values of the transport coefficients determined by other considerations. For example, a popular
choice at the moment is to use the value of η/S suggested by holography, η/S = 1/(4pi), or
its multiple. Similarly, the equation of state is not necessarily taken as that of an ideal gas as
in all CFTs but may follow from other calculations. In this case, one usually uses the QCD
equation of state obtained from the lattice simulations [47] (for systems at zero baryon chemical
potential). Recently, several attempts have been made to consistently include the QCD equation
of state in kinetic theory by using an effective, temperature dependent mass and introducing
mean fields [156,157]. Needless to say, Eqs. (7.14)– (7.15) with some parameterisation of the
transport coefficients can be used in order to determine them from the experiment [158,159].
7.4 Bjorken flow in BRSSS theory
It is very instructive to consider a restriction of the BRSSS equation Eq. (7.12) to Bjorken
flow. The reason for this is that while the resulting equations are relatively simple, they provide
a very explicit model where higher orders of the gradient expansion may be easily calculated
and their significance can be directly explored. It can also usefully be regarded as a model of
full, nonlinear dynamics where the interplay between hydrodynamic and non-hydrodynamic
modes is in full view [20,160]. This attitude is natural if one views theories of MIS type as “UV
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completions” of a purely hydrodynamic theory such as Navier-Stokes.
In the case of Bjorken flow described in Sec. 5.1, the BRSSS equations (7.12) reduce to the
following, simple form
τ E˙ = −4
3
E + φ ,
τpiφ˙ =
4 η
3 τ
− λ1 φ
2
2 η2
− 4 τpi φ
3τ
− φ , (7.16)
where the dot denotes a proper time derivative and φ ≡ −piyy , is the single independent component
of the shear stress tensor [11].
Combining Eq. (7.16) with Eq. (7.9) one can derive a single second order equation for the
energy density, or equivalently the temperature [20]:
Cτpiτ T¨ +
3
2
τ
(
Cλ1τ
Cη
+
2Cτpi
T
)
T˙ 2 +
(
τ(Cη + Cλ1)T
Cη
+
11Cτpi
3
)
T˙
+
(2Cη + Cλ1)T
2
6Cη
− 4(Cη − Cτpi)T
9
= 0. (7.17)
To proceed further it is convenient to rewrite Eq. (7.17) in first order form. Introducing the
dimensionless clock variable w as in Eq. (5.8), and using Eq. (5.9), the evolution equation
Eq. (7.17) can be expressed as an evolution equation for the pressure anisotropy A:
Cτpi w (1 +
1
12
A)A′ +
(
1
3
Cτpi +
1
8
Cλ1
Cη
w
)
A2 + 3
2
wA− 12Cη = 0, (7.18)
where the prime denotes a derivative with respect to w. Equations (5.8), (5.9) and (7.18) are
equivalent to Eq. (7.17) as long as the function w(τ) is invertible.
At large values of w (late times) we expect universal hydrodynamic behaviour. Eq. (7.18)
indeed possesses a unique stable solution which can be presented as a series in powers of 1/w
A(w) = 8Cη 1
w
+
16
3
Cη (Cτpi − Cλ1)
1
w2
+O
(
1
w3
)
. (7.19)
This is precisely of the form of the gradient expansion Eq. (5.10) discussed earlier at the
microscopic level in Sec. 5.
It is easy to see that linear perturbations around this formal solution decay at late times
exponentially on a time scale set by τpi:
δA(w) ∼ e− 32Cτpi ww
Cη−2Cλ1
Cτpi
{
1 +O
(
1
w
)}
. (7.20)
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This is in fact the short-lived (nonhydrodynamic) mode introduced by the MIS prescription. In
the language of the gravity dual to N = 4 SYM, see Sec. 4.3, this would be an analogue of a
transient QNM whose frequency is purely imaginary [19,21]. The additional factor 3/2 in the
frequency (decay rate) when the mode is considered on expanding background is attributed to
the fact that the frequency at every instant of proper time τ depends on the local temperature
at that instant, see Refs. [19, 21, 161] for an extensive discussion of this point. The integral∫ τ
τ0
dτ ′ T (τ ′) evaluated for the leading late time term from Eq. (5.7) gives 3/2w, which explains
the exponent in Eq. (7.20). Extending this analysis to the first subleading term explains the
possibility of power-law modification. The logic presented here applies to all conformal models
and will become particularly important in Sec. 9.
These observations show that the term τpi Dpiµν from which the Cτpi coefficient originates
plays simultaneously two a priori different roles in the BRSSS and related frameworks:
• it captures the purely hydrodynamic effect described by the second-order term τpi Dσµν ;
• it controls the decay rate of a purely imaginary transient mode.
If the microscopic theory contains such a purely decaying excitation as the least damped non-
hydrodynamic effect, this provides us with two (in general incompatible) possibilities: matching
Cτpi to the second order hydrodynamic transport coefficient or relating it to the decay rate of a
transient mode. If the least damped non-hydrodynamic mode in the microscopic theory is not
purely decaying, then MIS theory can only be useful once the effects of the transient mode dies
away – its role is purely to act as a regulator ensuring causality.
The presence of the exponentially decaying mode (7.20) suggests that at least for sufficiently
large values of w Eq. (7.18) possesses an attractor solution which the gradient expansion is
trying to approximate. As we will see in Sec. 9 the gradient expansion has to be interpreted
appropriately for this to be successful.
The existence of the hydrodynamic attractor in Eq. (7.18) is supported by examining the
behaviour of generic numerical solutions of Eq. (3.6), with initial conditions set at various values
of w. Examining the behaviour of A for w close to zero analytically, one finds two solutions, one
of which is stable
A(w) = 6
√
Cη
Cτpi
+O(w). (7.21)
By setting the initial value of A at small w close to the value in Eq. (7.21), the attractor can be
determined numerically with the result shown in Fig. 8.
Note also, that one can determine the attractor by using a scheme similar to the slow-roll
expansion used in inflationary cosmology, see e.g. Ref. [162], in which case one at first solves
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Figure 8: Numerical solutions of Eq. (7.18) for various initial conditions are represented by the
blue curves. They asymptote to the numerically determined attractor solution shown as the
red line. The magenta, dashed and green, dotted curves are approximations to the attractor
given by the hydrodynamic gradient expansion truncated at first and second order in derivatives
respectively. The upper plot was made using parameter values appropriate for N = 4 SYM,
while the lower plot has the relaxation time increased by a factor of 3.
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Eq. (7.18) by neglecting the A′ term and then one accounts for it iteratively [20]. At leading
order this gives
R (w) =
6Cη
(√
64CηCτpi + 24Cλ1w + 9w
2 − 3w)
8CηCτpi + 3Cλ1w
. (7.22)
The resulting series provides then an alternative to the standard hydrodynamic gradient expan-
sion, in particular it does not break down at w = 0.
As seen in Fig. 8, a generic solution rapidly decays to the attractor. Furthermore, the attractor
appears to persist even at very small values of w, where the truncated gradient expansion cannot
be reliable (but the slow-roll approach works quite well). Unsurprisingly, truncating Eq. (7.19)
at first or second order gives results distinctly different from the attractor at very small w, but
the difference becomes negligible at larger values of w. The magnitude of the difference depends
on the values of the transport coefficients. Assuming N = 4 SYM parameter values, we see
that adopting just the viscous hydrodynamics constitutive relations provides a remarkably good
approximation to the attractor for a wide range of w. In particular, this holds with an error
smaller than 10% for w > 0.5.
It is tempting to propose that the hydrodynamic attractor constitutes the definition of
hydrodynamic behaviour: it is the universal solution to which the system tends as transient
non-hydrodynamic modes decay. Recent results indicate the presence of an attractor solution
also at the microscopic level: for boost-invariant expansion in the RTA kinetic theory [144] and
in N = 4 SYM [144,163], which significantly strengthens the case for this idea. At the moment
of writing this review, it remains to be seen how this putative attractor would manifest itself
when the conformal symmetry is broken or for more complicated flows (but see Sec. 10). .
7.5 Beyond BRSSS: HJSW and transient oscillatory behaviour
BRSSS theory includes the minimal regulator sector necessary to ensure causality. However,
given some information about the non-hydrodynamic sector of a specific microscopic theory or
model one may try to mimic it at the level of an effective hydrodynamic description. Heuristic
arguments given in Ref. [21], and earlier in Ref. [18, 164], suggest modifying the dynamics of
the shear-stress tensor, which in MIS theory and similar frameworks is governed by relaxation
equations such as Eq. (6.19). This is of interest if one aims to account for phenomena where the
non-hydrodynamic sector is not subdominant, such as for example early time dynamics or the
behaviour of small systems. One may hope that by including a more faithful representation of
the non-hydrodynamic sector at least some transient effects of non-hydrodynamic modes can be
captured. For some observables (such as the final multiplicities) this may not be quantitatively
important. However for observables sensitive to the pre-equilibrium stages of evolution (such
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as photon [165,166] or dilepton emission [167,168]) capturing the early time dynamics may be
valuable.
The goal of this section is to review an attempt to capture the dynamics of the least damped
non-hydrodynamic modes of N = 4 SYM plasma based on studies of AdS Schwarzschild black-
brane QNMs and to incorporate them in an extension of the hydrodynamic framework. The basic
observation is that in N = 4 SYM and most other holographic strongly-coupled QFTs the least
damped transient modes are oscillatory. The idea is then to generalize the BRSSS framework to
try to capture not only the effects of viscosity, but also some of the effects of the least-damped
oscillatory transient excitation. It is not obvious that this idea can be successful: for instance, in
theories where the least damped non-hydrodynamic modes are not clearly separated, one has to
accept that the hydrodynamic description can only be useful after the non-hydrodynamic sector
has decayed.
The simplest way to incorporate additional non-equilibrium degrees of freedom into a causal
(and hyperbolic) theory is to set
piµν = piµνMIS + p˜i
µν
with piµνMIS satisfying Eq. (6.20) and p˜i
µν obeying a second order equation designed to reproduce
the damped-oscillatory behaviour of transient QNMs:
(
1
T
D)2 p˜iµν + 2 ΩI 1
T
D p˜iµν + |Ω|2 p˜iµν = 0, (7.23)
where |Ω|2 ≡ Ω2I + Ω2R. This is formally the equation of motion of a damped harmonic oscillator.
To match the least-damped QNMs of N = 4 SYM plasma one needs to choose the parameter Ω
appropriately. For example, in the case of interest, i.e. the energy-momentum tensor operator,
at vanishing momentum k one has in all channels the following leading transient QNMs
frequency [56,169]:
1
T
ω
∣∣∣
k=0
= ±ΩR − iΩI ≈ ±9.800− i 8.629. (7.24)
Although the frequency of this mode (as that of any other mode) depends on the momentum k,
as explicit results discussed in Sec. 4.3 and displayed in Fig. 4, this dependence is weak
for a whole range of momenta around zero. Neglecting this dependence is thus a justified
approximation. Furthermore, the use of Weyl-covariant derivatives here ensures that the evolved
shear-stress tensor remains transverse and traceless. These two traceless and transverse quantities,
ΠµνMIS and Π˜
µν , are coupled together by the conservation law of the energy-momentum tensor.
The resulting theory satisfies the same causality and stability properties as the MIS theory.
At the linearized level, in addition to the standard hydrodynamic modes it contains damped
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modes which resemble the transient QNMs seen in holography. However, in addition we still
have the purely decaying MIS mode, which is spurious from the perspective of reproducing the
pattern seen in holographic plasma.
An alternative which disposes of the MIS mode altogether is to abandon the relaxation
equation such as Eq. (6.19) entirely and adopt the following second order equation for the
shear-stress tensor:{(
1
T
D
)2
+ 2 ΩI
1
T
D + |Ω|2
}
piµν = −η |Ω|2 σµν − cσ 1
T
D (η σµν) + . . . (7.25)
where the ellipsis denotes contributions of second and higher order in gradients. Of all possible
second order terms only one term has been kept, with a coefficient cσ. We will refer to the model
based on Eq. (7.25) as the HJSW model. The appearance of the second derivative in Eq. (7.25)
leads to non-hydrodynamic modes which are not purely decaying, in contrast with what we saw
in MIS (or BRSSS) theory. Indeed, the linearization of equations (6.12) and (7.25) around flat
space reveals a pair of non-hydrodynamic modes with complex frequencies Ω and Ω¯.
The key property of Eq. (7.25) is that linearization around an equilibrium background
leads to a system of partial differential equations which is hyperbolic and causal in a region of
parameter space. Choosing values of η/S and ΩR,I characteristic of N = 4 SYM we find that
causality requires −pi ≤ cσ ≤ 2pi. Requiring stability at the linearized level imposes further
conditions which cannot be met. While these unstable modes appear far outside the range of
applicability of the long wavelength description, for numerical calculations this is an issue. This
means that one cannot insist on N = 4 SYM parameter values, unless a symmetry (such as
boost invariance) is imposed which eliminates unstable modes – this is discussed further below.
Both schemes discussed above make no attempt to match the gradient expansion to second
order: they only ensure that the first order matches. The rationale for this is that while viscosity
is a critically important physical effect seen in QGP dynamics, the second order terms appearing
in MIS theory and its generalizations such as BRSSS are more important for consistency and
less for modeling actual physical processes.
Regardless of which of the two alternative dynamical descriptions one chooses, for practical
applications to QGP dynamics one needs to develop an effective heuristic for setting initial
conditions for the non-hydrodynamic modes. One of the possible approaches might be to extract
these initial conditions from the early post-collision state following from the numerical simulations
of [170] or [171].
As in the case of BRSSS it is very interesting to study Bjorken flow in this theory. Imposing
boost-invariance, the hydrodynamic equations reduce to a third order ordinary differential
equation for the temperature. Introducing new variables as in Eqs. (5.8) and (5.9) one can
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Figure 9: Numerical solutions of Eq. (7.26) are shown in blue; they converge (non-monotonically)
to the numerically determined attractor (red). The dashed magenta curve is the first order
truncation of the gradient expansion.
rewrite it as a second order differential equation for the function A(w):
α1A′′ + α2A′2 + α3A′ + 12A3 + α4A2 + α5A+ α6 = 0, (7.26)
where
α1 = w
2 (A+ 12)2,
α2 = w
2 (A+ 12),
α3 = 12w (A+ 12) (A+ 3wΩI),
α4 = 48 (3wΩI − 1),
α5 = 108
(−4Cη Cσ + 3w2 Ω2) ,
α6 = −864Cη
(−2Cσ + 3wΩ2) . (7.27)
This is the analog of Eq. (6.19) of MIS theory. At large w, the corresponding hydrodynamic
gradient expansion takes the form
A(w) = 8Cη 1
w
+
16Cη (−Cσ + 2 ΩI)
3 |Ω|2
1
w2
+ . . . (7.28)
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Figure 10: Comparing BRSSS ans HJSW: the dotted grey curves are solutions of BRSSS
theory while the dot-dashed red curves are solutions of the HJSW equations. The blue curves
represent numerical solutions obtained using holography. For reference, the prediction of first
order hydrodynamics is displayed as the dashed magenta curve. The plots show the results of
setting initial conditions at τ T = 0.4 (left), 0.5 (right). We see that the HJSW curve captures
the oscillation missed by BRSSS.
As expected, the first term, which encodes the shear viscosity, coincides with what one obtains
in BRSSS theory, see Eq. (7.19), whereas the higher order terms are necessarily different.
At early times one finds a unique real power series solution of the form
A(w) = 4 + 54Cη |Ω|
2 − 48 ΩI
20− 9Cη Cσ w + . . . (7.29)
By examining numerical solutions of Eq. (7.26) it is clear that (similarly to the case of MIS
theory) this is the small w behaviour of an attractor solution valid in the entire range of w.
Since Eq. (7.26) is of second order, one must specify both A and A′ at the initial value of w.
As seen in Fig. 9, setting initial conditions at various values of w shows that the numerical
solutions converge to the attractor. However, unlike in the MIS case, the numerical solutions do
not decay monotonically, but oscillate around the attractor. Note that because the phase space
is three-dimensional, a plot like Fig. 9 is a two-dimensional section of a proper phase-space
picture.
An important check of the theories reviewed in this section is to compare the evolution of A
as governed by them with the microscopic computation of Bjorken flow using AdS/CFT. This
requires setting the parameters to values appropriate for N = 4 SYM, i.e. η/S = 1/4pi and
ΩR,I as in Eq. (7.24). These calculations also assumed cσ = 2pi (the largest value allowed by
causality). 16 A sample comparison is presented in Fig. 10, which shows that the MIS approach
16Since boost invariance does not allow for instabilities, this causes no problems, and the results are in fact
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captures the late time tail very well, as do the second order equations reviewed here. However,
at earlier times evolution based on Eq. (7.26) provides a much more accurate picture.
8 Hydrodynamics as an effective theory – insights
from kinetic theory
The approach embodied in the BRSSS formulation of relativistic hydrodynamics is elegant
from the theoretical perspective and completely general. Given a specific microscopic model it
may however be possible to find a non-generic hydrodynamic description, which is crafted to
reproduce that particular theory. A significant body of work exists whose goal was to find such
hydrodynamic descriptions of kinetic theory models. From the perspective of heavy-ion collisions
such an approach is limited by our insufficient knowledge of an appropriate collision kernel
for QCD and non-perturbative phenomena, but nevertheless this approach is an invaluable
theoretical laboratory for studying relativistic hydrodynamics.
8.1 The gradient expansion in kinetic theory
In full analogy with the cases discussed in Secs. 7.2 and 7.3, the connection between kinetic
theory models and effective hydrodynamic descriptions can be made by comparing gradient
expansions. Indeed, the Boltzmann equation can be solved iteratively in a gradient expansion in
a way similar to what was discussed in Sec. 5.3.1. The infinite series obtained this way is called
the Chapman-Enskog expansion. 17 Depending on the collision kernel, the generated series will
contain a subset (not necessarily proper) of all possible Lorentz covariant terms with specific
coefficients. This can then be used to match generalised MIS equations such as Eq. (7.14) or
Eq. (7.15). This matching determines the hydrodynamic transport coefficients much in the same
way as in the case of holography in Sec. 7.2. If this is done for Eq. (3.20), one finds at first
order that the shear viscosity coefficient η is connected with the relaxation time and entropy
density S. For classical statistics, one finds [70,173]
τrel =
5η
TS . (8.1)
Equation (8.1) connects the relaxation time with the ratio η/S. Thus, in this case, larger values
of η/S lead to larger values of the relaxation time and, consequently, longer timescales for the
essentially indistinguishable from simulations using Eq. (7.23).
17Strictly speaking, the Chapman-Enskog method is introduced formally as an expansion in the Knudsen
number, which is the ratio of the characteristic microscopic and macroscopic scales describing the system — see
Ref. [140] where the case of a general collision term is discussed in this context. For the RTA kinetic equation, a
Chapman-Enskog-like expansion has been introduced in Refs. [125,172], which is based directly on the gradient
expansion.
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decay of non-hydrodynamic modes (delayed hydrodynamization). This relation is a consequence
of there being only a single parameter in the RTA collision kernel. We note however that results
quantitatively consistent with Eq. (8.1) have been recently obtained in Ref. [65] in the context
of scalar φ4 theory.
Thus, starting from the gradient expansion of kinetic theory we can determine the transport
coefficients appearing in the hydrodynamic equations, i.e., their dependence on temperature,
chemical potential and the particle mass. In addition, the equation of state which follows from
kinetic theory is known and corresponds typically to a gas of weakly interacting particles.
It is worth stressing – and is the subject of this section – that the approach outlined above is
not the one most often used in practice in the context of kinetic theory. The standard approach is
to write down a set of moments of the distribution function and impose an additional constraint
in such a way as to obtain a closed differential equation of the MIS form. Various ways of
carrying this out in practice are described below.
8.2 DNMR
The approach by Denicol, Niemi, Molnar and Rischke (DNMR) represents a general derivation of
relativistic fluid dynamics from the underlying Boltzmann equation, with an arbitrary collision
kernel, using the method of moments [138,140,174]. The authors derive first a general expansion
of the distribution function δf = f − feq in terms of its irreducible moments. Then, the exact
equations of motion for these moments are derived. It turns out, that there is an infinite number
of such equations and, in general, one has to solve this infinite set of coupled differential equations
in order to determine the time evolution of the system. The reduction of the number of equations
is possible, however, if the terms are classified according to a systematic power-counting scheme
in the Knudsen and inverse Reynolds numbers. As long as one keeps terms of second order
(in both parameters) the equations of motion can be closed and expressed in terms of only 14
dynamical variables.
The simultaneous expansion in the Knudsen and inverse Reynolds numbers can be treated
as a kind of hydrodynamic expansion that allows for a systematic derivation of hydrodynamic
equations from the underlying kinetic theory. We wish to stress, however, the need to make a
clear distinction between the gradient expansion discussed in this review and the hydrodynamic
expansions treated as a means of deriving hydrodynamic equations. As we have showed so far,
various methods exist for writing down hydrodynamic equations; once some set of hydrodynamic
equations is found, one can look for their formal solutions in the form of a gradient expansion
of the energy-momentum tensor as in Eq. (7.2). In particular, the gradient expansion can be
applied to both the underlying microscopic theory and the hydrodynamic model that serves
as its approximation, in order to check the overall consistency between the two approaches,
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Figure 11: Schematic view of the hydrodynamics expansion that serves to obtain the hydrody-
namic equations from the underlying kinetic theory by simultaneous expansion in the Knudsen
and inverse Reynolds numbers. At the same time the gradient expansion can be used to check
the agreement of the two approaches for close-to-equilibrium dynamics.
see Fig. 11.
For the case of the RTA kinetic equation, the DNMR formalism yields the following two
equations for the bulk pressure and shear stress tensor
Dpi<µν> +
piµν
τpi
= −βpiσµν − 2pi<µγ ων>γ − δpipipiµνθ +
1
2
τpipipi
<µ
γ σ
ν>γ +
1
2
λpiΠΠσ
µν (8.2)
and
DΠ +
Π
τΠ
= −βΠθ − δΠΠΠθ − 1
2
λΠpipi
µνσµν , (8.3)
where ωµν = (1/2)(∇µ⊥Uν − ∇ν⊥Uµ) is the vorticity tensor (∇µ⊥ = ∆µν∂ν). In the conformal
limit the second equation is automatically fulfilled, while the coefficients appearing in the first
equation are: δpipi = 4/3 and τpipi = 10/7. In the general, non-conformal case, it is interesting to
observe that Eqs. (8.2) and (8.3) are directly coupled through the last terms appearing on their
right-hand sides. The importance of such a shear-bulk coupling has been emphasised in [175].
8.3 Jaiswal’s third order theory
In the case where the collision term in the kinetic equation is given by the relaxation-time form,
see Eq. (3.20), the second and third order theory of viscous hydrodynamics has been worked
recently out by Jaiswal, using the Chapman-Enskog-like expansion for the distribution function
close to equilibrium [172,176]. Separating the space-time gradient appearing in (3.20) into the
longitudinal and transverse part
∂µ = gµν∂
ν = (∆µν − UµUν) ∂ν = ∇⊥µ − UµD, (8.4)
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we can write
Dδf = − δf
τrel
−Dfeq + 1
p · U p
µ∇⊥µ f, (8.5)
where δf = f − feq is the difference between the non-equilibrium distribution function and the
reference equilibrium one. Similarly as in Eq. (5.20) we write δf = f0 + f1 + f2 + · · · , where the
leading term f0 is identified with the equilibrium distribution, f0 = feq, and the next terms are
obtained by consecutive differentiations of the previous terms, namely
f1 =
τrel
p · U p
µ∂µf0, f2 =
τrel
p · U p
µ∂µf1, . . . . (8.6)
As first shown in Ref. [174], the formula (8.5) can be used to find the exact equations satisfied
by the shear and bulk pressures. For the shear sector in RTA one finds
Dpi<µν> +
piµν
τrel
= −∆µναβ
∫
dP pαpβ
(
Df0 − 1
p · U p
µ∇⊥µ f
)
. (8.7)
In order that Eq. (8.7) is second-order in gradients, the distribution function on the right-hand
side of (8.7) should be computed only up to the first-order in gradients, f = f0 + f1. In this
way, for massless particles one derives the equation
Dpi<µν> +
piµν
τrel
= −βpiσµν − 2pi<µγ ων>γ +
5
7
pi<µγ σ
ν>γ − 4
3
piµνθ. (8.8)
In the transition from (8.7) to (8.8) one uses the first order relation piµν = −ησµν in order to
remove the relaxation times on the right-hand side of (8.8). It is interesting to compare this to
the equation which follows from Eq. (7.14) in the case of conformal systems, where the bulk
pressure and the bulk viscosity vanish, and βpi =
4
5
P and E = 3P . This leads to
Dpi〈µν〉 +
piµν
τpi
= −βpiσµν − 4
3
piµνθ. (8.9)
which misses two terms present in Eq. (8.8).
The strategy to find the third order equation is similar. In this case, the right-hand side
of (8.7) is computed including the second-order terms, f = f0 + f1 + f2, and Eq. (8.8) is
used to replace σµν . For details of this procedure we refer to [172, 177]. It is worth noting,
that comparing the gradient expansion generated by these third-order equations [147] with the
gradient expansion obtained directly from kinetic theory in the RTA [126] one finds, as expected,
that the third order contributions indeed match (see also Sec. 8.6).
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8.4 Anisotropic hydrodynamics
As we have discussed above, in the context of kinetic theory standard viscous hydrodynamics
can be constructed as an expansion in the Knudsen and inverse Reynolds numbers around
the local equilibrium state [140]. This type of expansion may be questioned in the situation
where space-time gradients and/or deviations from the local equilibrium are large. The goal
of the anisotropic hydrodynamics (AHYDRO) program [141–143] is to create a framework of
dissipative hydrodynamics that is better suited to deal with such cases and accurately describes
several features such as: the early time dynamics of the QGP created in heavy-ion collisions,
dynamics near the transverse edges of the nuclear overlap region, and temperature-dependent
and possibly large shear viscosity to entropy density ratio.
8.4.1 Reorganized hydrodynamic expansion
In the standard approach to viscous hydrodynamics, the energy-momentum tensor components
T µν may be treated as functions of T , Uµ, piµν , and Π, which we write schematically as
T µν = T µν (T, Uµ, piµν ,Π)
= T µνeq (T, U) + pi
µν + Π∆µν
≡ T µνeq + δT µν . (8.10)
The hydrodynamic equations that determine the dynamics of T µν contain various terms that
may be characterised by the power of space-time gradients and/or the power of the dissipative
terms (strictly speaking one considers the powers of the ratios
√
piµνpiµν/P and Π/P which are
known as the inverse Reynolds numbers). For example, at first order (viscous hydrodynamics)
one deals with piµν and Π and also with the gradients of T and Uµ, see Eqs. (6.13). At second
order, the products of piµν and Π appear, as well as the gradients of piµν and Π. Such approach
may be continued to higher orders but, in practical applications, one stops at the third order
(see our discussion in Sec. 8.3).
Anisotropic hydrodynamics can be treated as a method to reorganize this kind of expansion
within the framework of the kinetic theory. One uses the classical concept of the phase space
distribution function f(x, p) and expresses different physical quantities as the moments of f(x, p)
(in the three-momentum space).
Within AHYDRO one separates the description of dissipative effects into two parts. The first part
is characterised by new fluid variables ξµν and φ, see Refs. [178–183]. They may account for possibly
large values of the shear stress tensor and bulk viscosity and should be treated in a non-perturbative
manner, similarly to T and Uµ. The second part is characterised by the tensors p˜iµν and Π˜ that are
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treated similarly as piµν and Π in the standard case [184–187]. Thus, we write
Tµν = Tµν
(
T,Uµ, ξµν , φ, p˜iµν , Π˜
)
= Tµνa (T,U
µ, ξµν , φ) + p˜iµν + Π˜∆µν
≡ Tµνa + δT˜µν . (8.11)
At this point it is important to emphasize several issues:
• Introducing the fluid variables ξµν and φ simultaneously with p˜iµν and Π˜ implies that the
“dissipative”degrees of freedom are“doubled”and we need more than the typical ten hydrodynamic
equations to determine the dynamics of Tµν . This can easily be accomplished within kinetic
theory approach by including, for example, a corresponding number of moments of the kinetic
equation. The choice of moments is, however, not well defined. One takes into account usually
the lowest possible moments [184], since they are most sensitive to the low momentum sector
which is expected to be well described by in the language of hydrodynamics. We come back to
the discussion of this ambiguity below.
• The anisotropy tensor ξµν has analogous geometric properties as the shear stress tensor piµν , i.e.,
it is symmetric, transverse to Uµ and traceless [181–183]. This means that it has in general five
independent components. However, in practical applications one often uses simplified versions
of ξµν that contain one or two independent fluid variables. In such cases only these degrees
of freedom may be “doubled”. We note that the use of simplified forms of ξµν is very often
a consequence of symmetries such as boost invariance, homogeneity in the transverse plane
or cylindrical symmetry. The tensor p˜iµν is also symmetric, transverse to Uµ and traceless.
Consequently, using the Landau frame, one can determine the effective temperature of the system
T and the flow Uµ by the equation
Tµνa (x)Uν(x) = −EEQ(T (x))Uµ(x). (8.12)
Since a substantial part of the viscous effects is included through the use of ξµν and φ, one expects
that the terms p˜iµν and Π˜ are small compared to the equilibrium pressure P. The expansion in
the ratios
√
p˜iµν p˜iµν/P and Π˜/P is discussed in this context as an expansion in the modified
inverse Reynolds numbers [184–187].
• Using the kinetic theory approach, Eq. (8.11) is reproduced with the distribution function that
has a structure
f(x, p) = fa(x, p) + δf˜(x, p). (8.13)
Here fa(x, p) is the anisotropic distribution function in momentum space. It can be regarded as an
extension of the equilibrium distribution feq(x, p), which depends not only on T and U
µ but also
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on ξµν and φ. In the limit ξµν → 0, φ→ 0 one finds that fa(x, p)→ feq(x, p). Several special forms
of fa(x, p) will be discussed below. In the leading order of anisotropic hydrodynamics, we neglect
the corrections δT˜µν in (8.11) and δf˜(x, p) in (8.13). Then, the complete energy-momentum
tensor is given by the formula
Tµν = Tµνa = k
∫
dP pµpνfa(x, p), (8.14)
where we have added a degeneracy factor k to account for internal degrees of freedom. In this
case, the components of Tµνa depend, in general, on ten independent fluid variables contained in
the set: T , Uµ, ξµν and φ. The equations of anisotropic hydrodynamics specify the dynamics of
Tµνa . They include four equations that follow directly from the energy-momentum conservation
law and additional six equations that should be derived from kinetic theory.
• The doubling of dissipative degrees of freedom can be avoided if the use of a certain fluid variables
in the set (ξµν , φ) is accompanied with the elimination of some variables in the set (p˜iµν , Π˜). For
example, using the bulk field φ we may assume that Π˜ = 0. The extreme strategy in this context
is to assume that the variables ξµν and φ are chosen in such a way that
Tµν = Tµνa . (8.15)
This formula represents the anisotropic matching principle introduced by Tinti [183]. We note
that (8.15) looks exactly like (8.14), however, these two equations are obtained with different
assumptions: instead of neglecting the term δf˜(x, p) in (8.13) one assumes that δf˜(x, p) might
be finite but it does not contribute to Tµν .
We can now define the gradient expansion for the leading-order anisotropic hydrodynamics. Given
T (x) and Uµ(x) we construct feq(x, p) and T
µν
eq and write
Tµν = Tµνeq + δT
µν = Tµνeq +
(
Tµνa − Tµνeq
)
. (8.16)
This formula suggests to use the gradient expansion of anisotropic hydrodynamics in the form
Tµν = Tµνeq + powers of gradients of T,U
µ, ξµνand φ. (8.17)
Compared to (7.2), the expansion (8.17) includes in addition the gradients of ξµν and φ. On the other
hand, similarly to (7.2), the expansion (8.17) should be done around the perfect-fluid solution that is
determined solely by the conservation law.
8.4.2 Phenomenological vs. kinetic-theory formulation
The original concepts of anisotropic hydrodynamics were introduced in Refs. [141,142], see also [188,189].
The approach of Ref. [141] was based on the energy-momentum conservation law and used an ansatz for
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the entropy source term which defined the off-equilibrium dynamics. On the other hand, the approach
of Ref. [142] was based on the kinetic theory, and employed the zeroth and first moments of the RTA
Boltzmann kinetic equation [69]. It was demonstrated in [190] that these two approaches are equivalent
as the first moment of the Boltzmann equation yields the energy-momentum conservation law, while
the zeroth moment can be interpreted as a special form of the entropy source.
The two original approaches describe boost invariant, transversally homogeneous systems and refer
to the (quasi)particle picture, where the phase-space distribution function is given by the Romatschke-
Strickland (RS) form [191]. In the covariant formulation, the latter takes the form
fRS =
1
(2pi)3
exp
(
− 1
Λ
√
(p · U)2 + ξ (p · Z)2
)
, (8.18)
where Λ is the transverse-momentum scale variable, ξ is the anisotropy variable, while U and Z
are the two four-vectors that define a simple boost-invariant geometry, U = (t/τ, 0, 0, z/τ) and
Z = (z/τ, 0, 0, t/τ) with τ =
√
t2 − z2 being the longitudinal proper time. The distribution function
(8.18) leads to the following form of the energy-momentum tensor
Tµν = EUµUν + PT ∆µν + (PL − PT )ZµZν . (8.19)
Within the kinetic-theory formulation, if we restrict ourselves to conformal, boost-invariant and
cylindrically symmetric systems, the form of the hydrodynamic flow is fixed and the AHYDRO
equations are reduced to two coupled ordinary differential equations for the anisotropy fluid variable ξ
and the transverse-momentum scale variable Λ [142]. They read
1
1 + ξ
dξ
dτ
=
2
τ
− 4 ΓR(ξ) R
3/4(ξ)
√
1 + ξ − 1
2R(ξ) + 3(1 + ξ)R′(ξ) , (8.20)
1
1 + ξ
1
Λ
dΛ
dτ
= ΓR′(ξ) R
3/4(ξ)
√
1 + ξ − 1
2R(ξ) + 3(1 + ξ)R′(ξ) . (8.21)
Here the parameter Γ is proportional to the inverse relaxation time and R′(ξ) = dR(ξ)/dξ. If we
demand that Eqs. (8.20) and (8.21) describe the system with the same shear viscosity as that obtained
directly from the RTA kinetic theory based on Eq. (5.17) we should use the relation [124]
1
Γ
=
τrel
2
. (8.22)
The function R(ξ), appearing in Eqs. (8.20) and (8.21), is defined as [142]
R(ξ) = 1
2
(
1
1 + ξ
+
arctan
√
ξ√
ξ
)
. (8.23)
In the analogous way we introduce
RT (ξ) = 3
2ξ
(
1 + (ξ2 − 1)R(ξ)
ξ + 1
)
(8.24)
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and
RL(ξ) = 3
ξ
(
(ξ + 1)R(ξ)− 1
ξ + 1
)
. (8.25)
The functions R(ξ), RT (ξ), and RL(ξ) are used to relate the non-equilibrium energy density and
the two pressures, depending on ξ and Λ, to the equilibrium (isotropic) quantities computed at the
temperature Λ, namely
E(ξ,Λ) = R(ξ)Eiso(Λ), (8.26)
PT (ξ,Λ) = RT (ξ)Piso(Λ), (8.27)
PL(ξ,Λ) = RL(ξ)Piso(Λ). (8.28)
If the anisotropy variable ξ vanishes, the scale variable Λ coincides with the effective temperature
T , while the two pressures become identical and equal to one third of the energy density. Since
3R− 2RT −RL = 0 and Eiso = 3Piso, we also find E − 2PT −PL = 0, as required for conformal systems.
8.4.3 Perturbative vs. non-perturbative approach
Subsequent developments of anisotropic hydrodynamics were based exclusively on the kinetic theory
and they may be classified either as perturbative or as non-perturbative schemes.
• In the perturbative approach [184,186,187] one assumes that the distribution function has the
form f = fRS + δf , where fRS is the leading order described by the RS form, which accounts for
the difference between the longitudinal and transverse pressures, while δf describes a correction.
In this case, advanced methods of traditional viscous hydrodynamics are used to restrict the
form of δf and to derive hydrodynamic equations. In this way non-trivial dynamics may be
included in the transverse plane and, more generally, in the full (3+1)D case.
• In the non-perturbative approach one starts with the decomposition f = fa + δf , where fa is
the leading order distribution function given by the generalised RS form. In this case, all effects
due to anisotropy are included in the leading order, while the correction term δf is typically
neglected. The generalised RS form includes more variables than the original RS ansatz, namely
one uses the expression
fa = fiso
(√
pµΞµνpν
λ
)
, (8.29)
where λ is the transverse momentum scale, Ξµν is the anisotropy tensor defined below and
fiso denotes the isotropic distribution (in practice the equilibrium Boltzmann, Bose-Einstein or
Fermi-Dirac distribution).
The structure of the generalised RS distribution together with the corresponding hydrodynamic
equations have been gradually worked out for: (1+1)D conformal case [179] (with two independent
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anisotropy fluid variables), (1+1)D non-conformal case [180] (with two anisotropy variables and one
bulk variable), and full (3+1)D case [181,182] (five anisotropy variables included in the tensor ξµν and
one bulk variable φ). In the latter case, one uses the following parameterisation
Ξµν = UµUν + ξµν + ∆µνφ,
Uµξ
µν = 0, ξµµ = 0. (8.30)
The second line in (8.30) indicates that the symmetric tensor ξµν is orthogonal to Uµ and traceless,
thus has indeed five independent variables. These properties are similar to those characterising the
shear stress tensor piµν commonly used in the formalism of the standard dissipative hydrodynamics. As
a matter of fact, piµν becomes proportional to ξµν for systems approaching local equilibrium. Similarly,
in this case the variable φ becomes proportional to the bulk viscous pressure Π.
8.4.4 Anisotropic matching principle
To derive the hydrodynamic equations obeyed by the fluid variables ξµν and φ one most often uses the
moments of the RTA kinetic equation. The number of included moments is equal to the number of
variables to be determined. An alternative to this approach is the procedure where one first derives,
directly from the RTA Boltzmann equation, the equations for the pressure corrections piµν and Π, and
expresses them in terms of the function fa. This is the latest development for the leading order, known
as the anisotropic matching principle [183], that may be supplemented by next-to-leading terms in a
perturbative approach [184,186].
For conformal, boost-invariant, and transversally homogeneous systems the bulk variable φ can be
set equal to zero, while the tensor ξµν has the structure
ξµν = ξT (X
µXν + Y µY ν) + ξLZ
µZν , (8.31)
where Xµ = (0, 1, 0, 0) and Zµ = (0, 0, 1, 0). Then, the distribution function can be written as
fa = exp
(
−E
λ
)
, (8.32)
where
E2 = (1 + ξX)(p ·X)2 + (1 + ξY )(p · Y )2 + (1 + ξZ)(p · Z)2 (8.33)
with ξX = ξY = ξT and ξZ = ξL. We note that Eqs. (8.32) and (8.33) with ξX 6= ξZ represent a
generalized ellipsoidal parameterization of the anisotropic distribution function proposed first in [179].
The symmetries of ξµν imply that the anisotropy variables ξI introduced in (8.33) satisfy the condition
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[179] ∑
I
ξI = ξX + ξY + ξZ = 0 . (8.34)
Consequently, the parameterizations (8.18) and (8.32) are connected through the following set of simple
transformations
ξX = ξY = ξT = − ξ/3
1 + ξ/3
,
ξZ = ξL =
2 ξ/3
1 + ξ/3
,
λ = Λ(1 + ξ/3)−1/2. (8.35)
Using the anisotropic matching principle introduced above, one obtains two coupled ordinary
differential equations for the effective temperature T and the anisotropy variable ξ,
4
R(ξ)
T
dT
dτ
= −1
τ
(
R(ξ) + RL(ξ)
3
)
(8.36)
and
d∆P
dτ
= −T ∆P
c
− F
τ
, (8.37)
Here ∆P is the difference of the longitudinal and transverse pressures. Using definitions given in [183]
one finds that ∆P can be expressed as
∆P = −6kpiΛ
4
ξ
(
ξ + 3
ξ + 1
+
(ξ − 3) arctan√ξ√
ξ
)
.
(8.38)
Similarly, one finds the form of the function F appearing on the right-hand side of (8.37), namely
F = −2(1 + ξ)∂∆P
∂ξ
.
(8.39)
8.5 Comparisons with exact solutions of the RTA kinetic equation
Anisotropic hydrodynamics and viscous hydrodynamics predictions have been checked against exact
solutions available for the RTA kinetic equation [122, 192]. Such studies have been done for the
one-dimensional Bjorken geometry [123,124,193] and for the Gubser flow which includes transverse
expansion [194,195]. The results of those studies show that AHYDRO in general better reproduces the
results of the underlying kinetic theory than the standard viscous hydrodynamics.
In Fig. 12 we show the results for the proper-time dependence of the energy density (first column),
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Figure 12: Time dependence of the energy density (first column), longitudinal pressure (second
column) and the transverse pressure (third column) for three values of the shear viscosity:
4piη/S = 1 (first row), 4piη/S = 3 (second row), and 4piη/S = 10 (third row). The solid black,
dashed red, dashed-dotted blue and dotted brown curves describe the results obtained with:
RTA kinetic theory, AHYDRO, MIS, and DNMR.
longitudinal pressure (second column) and the transverse pressure (third column). All these quantities
are normalised in such a way as to have the same late-time asymptotics. The results presented in the
three rows (from up to down) correspond to three values of the shear viscosity: 4piη/S = 1, 4piη/S = 3,
and 4piη/S = 10. The solid black curves show the results obtained by solving the RTA kinetic equations.
They are compared with the results obtained within the framework of AHYDRO (dashed red curves),
the MIS hydrodynamics (dashed-dotted blue lines), and the DNMR hydrodynamics (dotted brown
curves). The AHYDRO approach is defined in this case by Eqs. (8.20) and (8.21).
All these results describe a one-dimensional, boost-invariant expansion with the initialization
time τ0 = 0.25 fm/c, the initial anisotropy variable ξ0 = 10, and the initial effective temperature
T0 = 600 MeV. One observes that the AHYDRO results follow most closely the exact kinetic-theory
results. This is most clearly seen in the case of the longitudinal pressure and large viscosity. For
4piη/S = 10 the longitudinal pressure calculated in the MIS approach becomes negative, which is not
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n RTA BRSSS DNMR MIS AHYDRO
0 2/3 2/3 2/3 2/3 2/3
1 4/45 4/45 4/45 4/45 4/45
2 16/945 16/945 16/945 8/135 16/945
3 −208/4725 −1712/99225 -304/33075 112/2025 -176/6615
Table 1: Leading coefficients of gradient expansions for RTA, BRSSS, DNMR, MIS, and AHYDRO
[147].
allowed in the kinetic-theory framework. Although such large values of the QGP shear viscosity are
excluded by the recent phenomenological models of heavy-ion collisions, one may find such values at
the edges of the system where hadronic gas is present. Therefore, the use of the MIS approach should
be avoided in such regions. Interestingly, the more complete DNMR approach reproduces the exact
result much better.
8.6 Consistency with the gradient expansion
Recently, the gradient expansion has been studied for anisotropic hydrodynamics (in the formulation
based on the anisotropic matching principle), its underlying kinetic theory in the relaxation time
approximation, and for different formulation of standard viscous hydrodynamics [147]. The first four
coefficients of the gradients expansion generated for these theories are shown in Table 1. One finds that
the formulation of anisotropic hydrodynamics based on the anisotropic matching principle [183] yields
the first three terms of the gradient expansion in agreement with those obtained for the RTA kinetic
theory [126], see the second and the last columns. This finding gives further support for this particular
hydrodynamic model as a good approximation of the kinetic-theory framework.
Leading coefficients of the gradient expansion have also been calculated for other versions of the
hydrodynamic evolution equations. The results for BRSSS, DNMR and MIS are shown in the third,
fourth and fifth column of Table 1, respectively. We find that both BRSSS and DNMR agree up to
terms of second order in gradients (n = 2). It is important to stress, however, that there are different
reasons for this agreement in the two cases. For BRSSS one fixes the free parameters (transport
coefficients) in such a way as to get the agreement up to second order (and since MIS has fewer
transport coefficients to adjust, it does not reproduce the second order exactly). In contrast, in the
DNMR and AHYDRO constructions the values of the transport coefficients are obtained directly from
the RTA kinetic equation (without any adjustment). Recall finally, that the third order theory due to
Jaiswal [176] (see Sec. 8.3) matches the first three orders, as guaranteed by its construction.
We note at this point that in a recent work [196], the off-equilibrium behaviour described by different
hydrodynamic models has been analysed and compared in numerical simulations of non-boost invariant
expansion. It was found that the results of anisotropic hydrodynamics and viscous hydrodynamics
agree for the central close-to-equilibrium part of the system, however they differ at the edges where the
approach of anisotropic hydrodynamics helps to control the undesirable growth of viscous corrections
80
observed in standard frameworks.
9 Asymptotic nature of the late proper time expansion
Much of this review has been devoted to showing how the gradient expansion truncated at low orders
provides an effective way to quantify the approach to equilibrium and at the same time provides a way
of matching calculations in microscopic models with effective descriptions in terms of hydrodynamics.
In the present section we review recent progress in understanding large order behaviour of gradient
expansions, which has led to the discovery of their asymptotic character both at the microscopic
level [19] and in hydrodynamics [20]. It is important to realize that the divergence of the gradient
expansion is connected to the phenomenon of hydrodynamization, reviewed in Sec. 5, which is the
statement that hydrodynamics works even when leading order corrections to the perfect fluid limit are
very large.
These ideas were partly motivated by the early papers of Lublinsky and Shuryak [17,197], which
were later developed in the context of linearized solutions of gravitational equations in Refs. [198–200].
The main difference with the works extensively discussed in this section is the linearized character
of problems studied in these papers. As advocated in Ref. [201] there is a way to understand the
asymptotic character of the hydrodynamic gradient expansion at the level of linear response theory
and we refer interested readers to this reference.
It has been observed long ago that divergent series can be meaningful, see e.g. Ref. [202]. Indeed, a
useful way to think about such series is not as prescriptions to add up all the contributions in a naive
manner, but rather as a formal method of presenting an ordered sequence of numbers which encodes
some information. We cannot attempt to review this subject here, but we will summarize and briefly
explain the basic methods which have been used in the literature to deal with the divergent series
arising in the context of boost-invariant conformal hydrodynamics.
The main message is that the pattern of divergence conveys information about the transient
dynamics of effective hydrodynamic models as well as of microscopic theories. In the former case, as
reviewed in Sec. 6, hydrodynamic modes are augmented with a non-hydrodynamic sector which acts
as a regulator to maintain causality. It is most straightforward to begin with this setting, because
here one has much better access to the full dynamics which generates the gradient expansion, so
the connection between the pattern of divergence and the non-hydrodynamic sector can be made
completely explicit. This will be the subject of Sec. 9.1, where we will address BRSSS theory as well
as anisotropic hydrodynamics and the HJSW theory reviewed in Secs. 8.4 and 7.5. Building intuition
on these examples, we will review microscopic calculations in holography, which initiated this line of
research, and the most recent analysis of these issues performed within RTA kinetic theory.
9.1 Large order gradient expansion in hydrodynamics
A very fruitful point of view is to think of the gradient expansion calculated in a hydrodynamic theory,
such as MIS or any of the other models reviewed here, precisely in the same way as if it had been
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obtained from a fundamental theory. This is useful, because both at the microscopic level and the level
of hydrodynamics the hydrodynamic modes dominate at late times, the difference lying only in the
spectrum of transient modes. We can then study it in hydrodynamic theories where it is simple and
where we have reliable information about it (from linearized analysis, for example). This leads to a
very detailed understanding of the interplay between the structure of the non-hydrodynamic sector
and large-order behaviour of the gradient expansion.
9.1.1 BRSSS theory
The simplest hydrodynamic theory to consider is MIS theory, but in this section, following Refs. [20,
160,203], we will instead deal with BRSSS theory since it captures more physics than MIS, yet is not
much more difficult to analyse.
The gradient expansion of the pressure anisotropy A(w),
A(w) =
∞∑
n=1
an
wn
, (9.1)
can in this case be calculated analytically directly from the differential equation Eq. (7.18). The leading
terms of this expansion were already presented in Eq. (7.19). It is straightforward to calculate the
expansion coefficients to very high order. In our presentation, following Ref. [20], we will adopt the
N = 4 SYM values of the transport coefficients. The basic feature of the resulting series is that at large
order the expansion coefficients exhibit factorial growth. More precisely, one can check that at large n
these coefficients grow with n in a way consistent with the Lipatov form [204]
an ∼ Γ[n+ β]
An
, (9.2)
where A and β are real parameters. Given the series coefficients an, one can easily check whether
Eq. (9.2) applies by examining the ratios of neighbouring coefficients. Specifically, if Eq. (9.2) describes
the large order behaviour, then one should find asymptotically linear behaviour:
an+1
an
∼ 1
A
n+
β
A
. (9.3)
For the case of the gradient series in BRSSS hydrodynamics, this linear behaviour can be seen in
Fig. 13. It is worth noting that by fitting a straight line to the ratio (9.3) one can determine the
parameters A ≈ 7.21 and β ≈ −1.15, which have a clear physical interpretation, described later on in
this section.
The standard tool in dealing with factorially divergent series is the (generalized) Borel transform,
see e.g. Ref. [202], which amounts to removing the leading order factorial growth of the series coefficients:
BA(ξ) =
∞∑
n=1
an
Γ(n+ β)
ξn. (9.4)
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Figure 13: The large order behaviour of the hydrodynamic gradient series for BRSSS hydrody-
namics. The linear behaviour of an+1/an at large n determines A and β through Eq. (9.3).
This series will possess a non-vanishing radius of convergence, and will define an analytic function
within the disc of radius A around the origin in the complex ξ plane. The inverse transform is given by
the (generalized) Borel summation formula
Aresummed(w) = wβ
∫
C
dξ e−wξ ξβ−1 B˜A(ξ), (9.5)
where B˜R is the analytic continuation of the Borel transform Eq. (9.4) and C is the contour connect-
ing 0 and ∞. The analytic continuation of BA(ξ) necessarily contains singularities that are responsible
for the vanishing radius of convergence of the original series.
In practice, the analytic continuation of the Borel transform is typically performed using Pade´
approximants. A Pade´ approximant is a rational function
B˜A(ξ) = Pm(ξ)
Qn(ξ)
, (9.6)
where Pm(ξ) and Qn(ξ) are polynomials of order m and n respectively, with the constant term in
Qn scaled to unity and the remaining coefficients chosen so as to match a given polynomial of order
m+ n+ 1 – in our case the truncated Borel transform of the gradient series.
The singularities of the Pade´ approximants are poles, but it is known that functions possessing
branch point singularities result in Pade´ approximants featuring dense sequences of poles originating at
the locations of the branch points, see e.g. Ref. [205]. For the case of the gradient expansion of BRSSS
theory one finds a branch cut starting at ξ ≈ 7.2118; this is shown in Fig. 14. The location of the
branch point is numerically very close to the value of the parameter A ≈ 7.2117 fitted using Eq. (9.2).
In fact, the origin of the cut is consistent with the supposition that the analytically continued Borel
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Figure 14: Poles of the symmetric Pade´ approximant to the Borel transform of the gradient series
for BRSSS hydrodynamics truncated at 600 derivatives. The leading singularity is a branch
point at ξ = A with a cut starting there and running to infinity along the real axis. An in-depth
analysis in Refs. [20,160,203] revealed that this singularity hides further branch points located
at positive integer multiples of A as expected from the theory of resurgence (see also Fig. 16).
transform contains a singular piece of the form
B˜A(ξ) ∼ log (A− ξ) (9.7)
where the parameter A describing the location of the branch point is the same as the one which appears
in Eq. (9.3). One can convince oneself of this claim by calculating Pade´ approximants for Eq. (9.7) and
studying the pattern of singularities.
The key observation is that the presence of a branch point singularity on the real axis introduces
complex ambiguities in the Borel summation, given by the difference in the values obtained for Eq. (9.5)
by integrating above and below the cut. For large values of w the ambiguity is proportional to
AMB = e−wAwβ, (9.8)
where we have neglected subleading corrections in the large-w expansion. This ambiguity is a critically
important feature of the hydrodynamic series in BRSSS theory and its presence is an indication of
physics encoded in its large-order behaviour.
The form Eq. (9.8) implies that to cancel the ambiguity one needs exponential corrections to the
gradient series. One can easily see that such corrections are in fact required by the differential equation
which we are solving, Eq. (7.18). Indeed, we have already seen in Sec. 7 that there are non-analytic,
exponentially suppressed corrections to the hydrodynamic series following from the presence of the
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non-hydrodynamic MIS mode, given in Eq. (7.20), which we display here again for convenience:
δA(w) ∼ e−
3
2Cτpi
w
w
Cη−2Cλ1
Cτpi
{
1 +O
(
1
w
)}
. (9.9)
These have precisely the correct structure to eliminate the ambiguity in inverting the Borel trans-
form (9.8) and suggests that one should make the following identifications:
A =
3
2Cτpi
and β =
Cη − 2Cλ1
Cτpi
. (9.10)
Evaluating these combinations with parameter values appropriate for N = 4 SYM (which were used to
generate the gradient expansion under discussion) gives excellent agreement with the values obtained
by fitting A and β using Eq. (9.2). Both Eq. (9.8) and (9.9) receive corrections in 1/w which one also
expects to match. One therefore sees that the branch-cut in the Borel plane represents the transient
excitation of BRSSS theory evaluated at vanishing momentum, see Eq. (6.23). The fact that the
exponential decay receives an infinite series of corrections in powers 1/w can be interpreted by saying
that the transient excitation seen earlier in the linearized analysis described in Sec. 6.5 becomes
“dressed” by the hydrodynamic flow. This issue was addressed for the first time in the AdS/CFT-based
calculations of Ref. [161].
The exponential correction Eq. (9.9) is in fact just the leading term in an infinite set of exponentially
suppressed contributions which need to be added to the original asymptotic series Eq. (5.10). This
naturally follows from the nonlinear nature of the BRSSS evolution equation, which in our variables is
given by Eq. (7.18). The resulting expression for the pressure anisotropy takes the form of a transseries:
A(w) =
∞∑
m=0
σm e−mAw Φm(w), (9.11)
where m labels the different transseries sectors and σ is a so-called transseries parameter, which is
complex, see e.g. Refs. [206,207]. In each sector we have a divergent series of the form
Φm(w) = w
mβ
∞∑
n=0
a
(m)
n
wn
, (9.12)
whose resummation involves an exponentially-suppressed ambiguity at large values of w, as in Eq. (9.8).
The sector with m = 0 is the original gradient expansion Eq. (9.1), so that a
(0)
n ≡ an. The m = 1 sector
corresponds to the only transient excitation that is present in the BRSSS theory, and the higher order
sectors follow from the presence of nonlinear effects in Eq. (7.18).
This transseries structure is well known in physics due to its appearance in studies of large-order
behaviour of perturbation theory in quantum mechanics. For this reason one sometimes speaks of Φ0
as being the “perturbative” sector, and the Φm with m > 0 as the “instanton” sectors. In the same
spirit, the parameter A in Eq. (9.2) is sometimes referred to as an “action”. As we shall see below, one
often has many such “actions”.
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Figure 15: The hydrodynamic attractor (solid red), compared with the resummation result (cyan,
dot-dashed) and the gradient expansion truncated at first (magenta, dashed) and second (green,
dotted) orders. Quite curiously, the comparison required fitting <(σ) ≈ 0.875 in Eq. (9.11).
To make sense of the transseries expansion Eq. (9.11) one proceeds by performing a Borel summation
in each sector. The basic idea is that the complex parameter σ carries physical information about
the initial state. Eq. (7.18) requires specifying an initial condition to determine its solution: one real
number, the value of A at some value of w. This provides one constraint on σ. To fully determine σ one
has to impose the cancellation of the ambiguity in the choice of contour C when performing the integral
in the inverse Borel transform for the perturbative series Φ0. The resurgent structure of the transseries
then guarantees that there is a choice of integration contours when resumming the m = 1, 2, . . . sectors
in Eq. (9.11) such that the answer, A(w), is real and unambiguous up to the physical choice of the
initial condition.
The ideas reviewed above in the context of BRSSS theory carry over to more complicated cases
in spirit, but need to be suitably adapted and generalized. Before we move on to this subject, let us
remark that it is possible to explicitly carry out the Borel summation procedure, as outlined in this
section. This was done for the first three transseries sectors (m = 0, 1, 2) in Ref. [20]. It is interesting to
note that in order to match this expression with the special attractor solution discussed in Sec. 7.4, one
is required to set <(σ) ≈ 0.875, while naively one might expect that the attractor should correspond to
omitting the exponential terms. In consequence, instead of thinking about non-hydrodynamic modes in
terms of perturbations about the gradient expansion one should perhaps think of them as perturbations
around the hydrodynamic attractor. The presence of such attractor solutions in other models, see
Ref. [144], certainly strengthens this idea.
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9.1.2 Anisotropic hydrodynamics
The large order behaviour of the gradient expansion of the pressure anisotropy in boost-invariant
anisotropic hydrodynamics for a conformal fluid was calculated in Ref. [147]. The calculation proceeds a
little differently there, since it does not seem to be possible to write down a single differential equation
for A(w). Instead, one has to solve equations (8.36) and (8.37) as series in the proper-time τ and
then use the result to find the coefficients an appearing in the expansion of A(w). The analysis of this
series then proceeds as in the case of BRSSS theory and leads to the same conclusion, namely that
anisotropic hydrodynamics contains a single purely decaying non-hydrodynamic mode with the decay
rate set by the relaxation time. This is the outcome expected on the grounds that the order of the
boost-invariant evolution equations is the same as in the case of BRSSS (unlike the HJSW theory
discussed in the following section).
9.1.3 HJSW theory
It is interesting to consider the large order behaviour of the gradient expansion of the simplest
hydrodynamic theory which avoids acausality by extending Navier-Stokes theory not by a single, purely
decaying mode (as MIS, BRSSS and AHYDRO do), but by a pair of conjugate modes. The second of the
models described in Sec. 7.5 is an example of such a theory. When restricted to boost-invariant flows one
arrives at Eq. (7.26). It is easy to calculate higher order terms in the gradient series (7.28) numerically
and as one would expect, this series diverges. If we use a transseries Ansatz of the type (9.11) we find
two complex conjugate values for the “action”:
A± =
3
2
(ΩI ± iΩR) .
We then have two types of “non-perturbative” contributions and thus, following Ref. [208], we find that
we need a two-parameter transseries to fully describe solutions of this equation:
A (w) =
∞∑
n±=0
σ
n+
+ σ
n−
− e
−(n+ A++n− A−)w wn+ β++n−β− Φ(n+|n−) (w) . (9.13)
In the expression above Φ(n+|n−)(w) are series expansions in w
−1 in each sector; the “perturbative”
sector is given by taking n+ = n− = 0. The coefficients of these expansions were studied in Ref. [160]
and found to satisfy very nontrivial relations following from the theory of resurgence, similarly to the
BRSSS case.
The presence of two transseries parameters is, of course, related to the fact that now the evolution
equation for A(w) is second order and requires specifying two initial conditions. This structure can
be viewed as a model for the nonhydrodynamic sector found previously in the holographic study of
hydrodynamic gradient expansion at strong coupling [19], which is the subject of Sec. 9.2.1.
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Figure 16: The plot shows singularities of the approximate analytic continuation of the Borel
transform of hydrodynamic gradient expansion in the HJSW theory truncated at 600 derivatives.
One can clearly see that the two leading singularities match 3/2 i frequency of the lowest
non-hydrodynamic excitation in the model at vanishing momentum k and unit temperature
T (solid red dots). The new clearly visible feature as compared to the BRSSS case depicted
in Fig. 14 is the presence of additional singularities starting at positive integer multiples of
the leading branch points (empty red dots denoting the first two multiples). They necessarily
follow from the nonlinear nature of the underlying equation and are reflected in the structure of
transseries ansatz. Following this logic, they also exist in the BRSSS theory, but are impossible
to locate in Fig. 14 since the relevant branch-cuts partially overlap.
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9.2 Large order gradient expansion from microscopic models
9.2.1 Holographic CFTs
The holographic dual to the hydrodynamic gradient expansion for Bjorken flow is a special case of
fluid-gravity duality [110] in which T becomes a function of τ only and symmetry dictates uµ ∂µ = ∂τ .
This finding leads to the following metric ansatz for its gravity dual [108,209,210]
ds2 =
L2
u2
{
−2dτdu− q dτ2 + (τ + u)2e 23d−2b dY 2 + e 23d−b
((
dx1
)2
+
(
dx2
)2)}
,
where the off-diagonal bulk metric element implies the choice of the so-called generalized ingoing
Eddington-Finkelstein coordinates18 and the metric components q, b and d are functions of τ and u.
As opposed to the original work [19], and in the spirit of the fluid-gravity duality, we will repackage
this dependence as a dependence on τ T (τ) and uT (τ) with T (τ) being the effective temperature
from Eq. (5.5). The former is the familiar w-variable encountered in Sect. 5 which casts the hydrodynamic
gradient expansion as the Taylor series around w =∞. The latter quantity, uT (τ) ≡ ρ, roughly measures
the radial energy scale u in the units of local temperature T (τ). One can superficially understand
this parametrisation as a statement that in the hydrodynamic regime we measure all dimensionful
parameters with respect to the energy density or, equivalently, effective temperature.
The key idea is to seek for the bulk metric in the gradient-expanded form
q(w, ρ) = q0(ρ) +
1
w
q1(ρ) +
1
w2
q2(ρ) + . . .
where the ellipsis denotes further terms with three or more derivatives. Analogous expressions hold
also for b and d. As shown originally in Ref. [19], it is possible to solve Einstein’s equations (4.5)
in a semi-analytic manner up to a very high order in this large-w expansion and infer from it the
large order behaviour of the hydrodynamic derivative expansion of the normalised pressure anisotropy
A(w) of strongly coupled expanding plasma19. We will not discuss here the detailed procedure and its
implementation, but, instead, we want to indicate the following crucial ideas behind it. The starting
point for the whole analysis is the metric describing the Bjorken perfect fluid solution:
q0(ρ) = 1− pi4 ρ4 and b0(ρ) = d0(ρ) = 0. (9.14)
This solution has a horizon at ρ = 1pi . Higher order corrections can now be calculated by solving at
each order in the large-w expansion three linear second-order ordinary differential equations outside
the horizon. The remaining two Einstein’s equations turn out to be trivially obeyed. Lower order
solutions (e.g. zeroth order when solving for the first order solution) appear in the source terms and as
18As a result, the bulk coordinates are distinct from the ones used in Eq. (4.2) despite being denoted by the
same symbols.
19Ref. [19] parametrizes the problem differently, which, at least superficially, appears to lead to a more efficient
algorithm for solving the relevant equations. The implementation presented here, which we introduce especially
for the needs of the present review, is conceptually nicer, but most likely computationally slower.
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a result the solution at a given order is determined by boundary conditions at ρ = 0 and ρ = 1pi . As
discussed in Sec. 4, the physical solution should not blow up outside the horizon, which can be taken
care of by representing functions by sums of orthonormal polynomials bounded on this domain, see e.g.
Refs. [112,211] for reviews of these methods in the context of general relativity.
All the physical boundary conditions can be specified at ρ = 0 using Eq. (4.6). First, we wish to
impose that the plasma evolves in flat Minkowski space. Second, the leading order expression given by
Eq. (9.14) through the definition of ρ and Eq. (4.6) already accounts for the full dependence of the
energy density on the effective temperature T (τ). As a result, when calculating higher order corrections,
we need to ensure, through the use of Eq. (4.6), that this result remains intact. This corresponds to the
Landau matching condition in relativistic hydrodynamics. Let us point out, as it will become apparent
to the reader after reading the next section, that the above way of phrasing the gradient expansion on
the gravity side can be very closely mimicked within kinetic theory. This allows us to build up a very
close parallel between these two a priori very distinct languages of describing collective systems.
The outcome of analogous calculations in Ref. [19], using a faster numerical implementation, is the
form of the normalized pressure anisotropy A(w) for strongly-coupled plasma up to terms having 240
derivatives of the fluid variables. The coefficients, again, exhibit factorial growth and, as can be seen in
Fig. 17, they give rise to very intricate singularity structure in the Borel plane. The new feature, as
compared with hydrodynamic theories reviewed to date, is the presence of multiple non-hydrodynamic
excitations (see also Ref. [212] for a sharp manifestation of their presence). By inverting the Borel
transform along two inequivalent contours one obtains the following large-w contribution associated
with the two leading singularities:
δA ∼ e−A(1)± w wβ(1)± ,
where A(1) = −14.7003± 12.9435 i and β(1) = 0.6867± 0.7799 i. In the original Ref. [19] these values
were matched to the behaviour of the lowest transient QNM evaluated in the Bjorken background, in
complete agreement with the overall picture advocated in this review. The presence of other transient
QNMs suggests the following form of the transseries [201]
A (w) =
∞∑
n
(1)
± ,n
(2)
± ,...=0
Φ(
n
(1)
+ |n(1)− |n(2)+ |n(2)− |...
) (w)×
×
∞∏
j=1
(
σ
(j)
+
)n(j)+ (
σ
(j)
−
)n(j)−
e
−
(
n
(j)
+ A
(j)
+ +n
(j)
− A
(j)
−
)
w
wn
(j)
+ β
(j)
+ +n
(j)
− β
(j)
− , (9.15)
which generalizes Eq. (9.13) to a case in which infinitely many independent modes are present. Again,
the “perturbative” series considered in Ref. [19] is represented by Φ(0|0|0|0|...) and “actions”A
(j)
± represent
frequencies of subsequent QNMs at vanishing momentum k, as in Eq. (9.13). Different products
present in Eq. (9.15) correspond to interactions between modes triggered by nonlinearities of Einstein’s
equations (4.5).
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Figure 17: In this plot, grey dots denote singularities of the approximate analytic continuation of
the Borel transform, given by Eq. (9.4) with β = 1, of the hydrodynamic gradient expansion in a
hCFT such as N = 4 SYM truncated at 240 derivatives obtained in Ref. [19]. Big red dot, pale
blue square and green triangle correspond to 3/2 i times ω/T for the three least damped transient
QNMs at vanishing momentum k, see Sec. 4.3. Corresponding empty shapes denote integer
multiples of relevant frequencies. One can clearly see that the position of the leading singularity
– a pair of branch points – coincides with what would be given by the lowest non-hydrodynamic
mode frequency, as in the studies of hydrodynamic theories. Quite remarkably, one also sees
singularities lying very close to the positions corresponding to frequencies of the second transient
mode and the doubled frequency of the first transient mode. One expects that upon increasing
the number of orders and accuracy of the calculation, one would see the associated branch cuts,
as well as signatures of higher QNMs. This points, quite emphatically, to a transseries structure.
Note that some of the poles in the plot do not correspond to physical singularities and are
artefacts of the approximate analytic continuation. Note also that one should see interference
effects between different modes, a feature absent in the HJSW theory, but we believe that the
accuracy of the analytic continuation is not high enough for them to appear.
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Figure 18: The left plot shows the attractor of N = 4 SYM plasma obtained by Borel summation
(the red curve), along with results of numerical simulations using AdS/CFT (blue curves);
the dashed magenta curve represents the hydrodynamic gradient expansion truncated at first
order. The right plot shows the attractor in HJSW theory, calculated numerically from the
hydrodynamic equations (red curve), compared with the results of Borel summation (gray dots).
One can intuitively understand the proposal in Eq. (9.15) in the following way. BRSSS and
AHYDRO theories give rise to first order ODEs for A(w), which require providing one real number as
an initial condition. They also have one transient mode and, through the transseries, there is a relation
between the transseries parameter σ and a relevant initial condition. This is illustrated in Fig. 15 in
the context of the attractor solution of BRSSS theory. The HJSW theory gives rise to a second order
ODE for A(w), which requires providing two real numbers as an initial condition, and there is one
pair of oscillatory transient modes. This leads to a resurgent transseries which has two parameters. In
holography, Einstein’s equations (4.5) for the bulk metric Ansatz (9.14) are second order PDEs in the
ρ and w variables and require specifying a function of ρ (or, in practical calculations, a function of u)
in order to solve the initial value problem [12,111,115,116]. Such a function contains infinitely many
real parameters. At the level of the energy-momentum tensor of the hCFT this freedom manifests
itself in its early time dynamics through Eq. (5.14), since the En from this equation are in one-to-one
correspondence with the form of the near-boundary expansion of the initial condition [116]. In the
late-time dynamics, the same feature manifests itself through the presence of infinitely many modes
in equilibrium, see Sec. 4.3. At least superficially, one can therefore think of Einstein’s equations as
equivalent to some tentative ODE of infinite order for A(w). It remains to be seen if this perspective
will bring further insights.
Despite the complex situation created by the infinite sequence of QNMs it is interesting to explicitly
perform the Borel summation of the hydrodynamic gradient series of N = 4 SYM and compare it
to numerical solutions of actual flows obtained using AdS/CFT [163]. The result of the summation
is shown in Fig. 18 (left). Note that it acts as an attractor for the numerically calculated histories,
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which clearly decay to it, rather than to the truncated gradient expansion. This behavior is very similar
to the attractor found in BRSSS hydrodynamics (see Sec. 7.4). One’s confidence in this procedure
is strengthened by the analogous exercise in HJSW theory, where (as shown on the right plot in
Fig. 18) the result of the Borel summation matches the numerically determined attractor rather well
for w > 0.3 [163]. This is encouraging, because the leading singularities on the Borel plane are the same
in both cases.
9.2.2 RTA kinetic theory
At the moment of writing this review, the latest developments on the large-order behaviour of the
hydrodynamic gradient expansion concern the RTA kinetic theory. We will review here the conformally-
invariant case analysed in Ref. [126] with the aim to draw parallels with holography and present the
Borel plane analysis of the gradient expansion as a novel tool in diagnosing excitations of time-dependent
systems. It should be stressed that the asymptotic character of the gradient expansion in the RTA
kinetic theory has been also observed in Ref. [213] in a non-conformal model with a constant relaxation
time τrel. See also Ref. [214] in this context.
To obtain the solution of the RTA Boltzmann equation (5.17) at high orders of the gradient
expansion it is far more efficient to proceed with the wisdom of hindsight and calculate the anisotropy
directly as a function of the dimensionless evolution parameter (5.8), rather than as it was presented in
Sec. 5.3.1 or in the original article [126]. It is convenient to view the distribution function as dependent
on the boost-invariant dimensionless variable w, as well as on
υ ≡ U · p
T
and ψ ≡
(
p0
)2 − (p3)2
T 2
,
i.e. to consider f(w, υ, ψ). To derive the requisite form of the Boltzmann equation we start with
Eq. (3.20) with the relaxation time set as in Eq. (3.22). One has to view the new variables w, υ and ψ
as functions of the boost-invariant combination
√
(x0)2 − (x3)2 of Cartesian coordinates x0 and x3.
After the differentiation is carried out we can, appealing to boost-invariance [122], set x3 = 0 and t = τ
to obtain(
2
3
+
1
18
A
)
∂wf +
(
1
w
ψ
υ
−
(
2
3
+
1
18
A
)
υ
w
)
∂υf +
(
2
3
− 1
9
A
)
ψ
w
∂ψf =
e−υ − f
γ
, (9.16)
where derivatives of the temperature T have been eliminated in favour of the pressure anisotropy A
defined in Eq. (5.4). The key idea now is to look for A(w) and f(w, υ, ψ) in the gradient-expanded
form, i.e. use the ansatz for A(w) given by Eq. (5.10) and the following one for f(w, υ, ψ):
f(w, υ, ψ) = f0(υ, ψ) +
1
w
f1(υ, ψ) +
1
w2
f2(υ, ψ) + . . . (9.17)
The leading term in the above equation is the equilibrium distribution function, which in this parametri-
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sation reads simply
f0(υ, ψ) = e
−υ.
As it turns out, one can now iteratively solve the RTA Boltzmann equation (9.16) which at each order
n gives a linear algebraic relation for fn(υ, ψ) with the result depending on an. Imposing now the
Landau matching condition, i.e. demanding that a given fn(υ, ψ) does not contribute to the local
energy density of plasma for n > 0 fixes the corresponding contribution an to the gradient expansion of
the pressure anisotropy A(w). In Ref. [126] an analysis of this type has been performed up to terms
having 200 derivatives revealing vanishing radius of convergence.
Let us now point out a nice analogy between the distribution function in kinetic theory and bulk
metric in holography that can be seen here in the context of the boost-invariant flow. In both cases
the microscopic dynamics is captured by equations of motion in higher number of dimensions, albeit
of a very different mathematical nature. In the context of holography, the additional variable has an
interpretation of the energy scale in a hQFT, see Sec. 4. In the context of kinetic theory, there are three
additional variables that represent on-shell particle momenta, see Sec. 3.3. Both in the holographic
approach considered in the previous section and in the kinetic theory approach of this section we
measure these additional variables in units of the effective temperature, which sets the characteristic
near-equilibrium scale in conformal theories. After discarding singular solutions in holography, which
in Sec. 9.2.1 was achieved by using an appropriate numerical representation of bulk metric components,
similarly to kinetic theory setup the Landau matching condition fixes the transport coefficients. This
analogy, very much inspired by the fluid-gravity duality [110] discussed in Sec. 7.2, should naturally
extend to general hydrodynamic flows.
Applying the Borel transform technique and appropriate analytic continuation to the large-order
gradient series in the conformal RTA theory reveals the structure of singularities displayed in Fig. 19. One
can see there a branch point singularity located at 3/2 γ−1, where γ is the dimensionless proportionality
constant setting the scaling of the relaxation time τrel with temperature in conformal RTA, see Eq. (3.22).
Following the intuition gained from the analysis of hydrodynamic theories reviewed earlier in this
section, one should seek the origin of this singularity in terms of the single non-hydrodynamic mode
present in the RTA kinetic theory. One subtlety that needs to be stressed is that in contrast with all
the other known models, this mode is a pole only at vanishing k = 0. Otherwise, it is represented
in the retarded two-point function of the energy-momentum tensor as a branch-cut singularity, see
Sec. 3.3.4. The consequence of this difference is not understood at the moment of writing the present
review. An even more surprising outcome of the analysis in Ref. [126] is the presence of two symmetric
singularities lying off the real axis on the Borel plane, see Fig. 19. Following the intuition developed in
other studies, one would be tempted to interpret them as a signature of oscillatory modes present in
the expanding plasma of the conformal RTA kinetic theory. The puzzle comes from the fact that no
obvious equilibrium mode can be matched to this singularity and, perhaps, it is an excitation that
originates from the underlying expansion of the system. Somewhat similar in spirit “emergent” modes
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Figure 19: The plot shows singularities of the approximate analytic continuation of the Borel
transform of hydrodynamic gradient expansion in the conformal RTA kinetic theory. The
beginning of the leading singularity lying on the real axis is in an excellent agreement with 3/2 i
times the frequency of the transient excitation at vanishing momentum. The major puzzle at
the moment of writing this review is the presence of other singularities lying off real axis and
beginning at γ A± ≈ 2.25± 1.3 i, since they cannot be matched in a straightforward way with
equilibrium modes of the model, c.f. Sec. 3.3.4.
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were discussed earlier in Ref. [215] in the context of kinetic theory with a different, more complicated
collisional kernel.
Finally, the last point we wish to bring to the readers’ attention is the question of initial conditions
for the kinetic theory and the number of singularities in the Borel plane. In the hydrodynamic theories
reviewed earlier in this section, a one-to-one correspondence was found between the number of initial
conditions for A(w) and the number of singularities in the Borel plane. The latter was found to match
the number of nonhydrodynamic modes in the system. In the present case, somewhat analogously
to holography, the initial state in kinetic theory is encoded in the initial distribution function which
contains infinitely many parameters. The universal hydrodynamic gradient expansion does not know
about them and one should expect this information to enter through “non-perturbative” transient
effects associated with infinitely many singularities on the Borel plane. This puzzling issue is currently
under investigation [216].
9.2.3 Significance of the asymptotic character of hydrodynamic gradient expansion
The results reviewed in this section in the context of one-dimensionally expanding systems in diverse
models and theories point unequivocally to the asymptotic character of hydrodynamic gradient expansion
for generic flows as well as other models (not necessarily conformally-invariant). The phenomenological
relevance of this finding stems from the fact that it makes the phenomenon of hydrodynamization,
reviewed in Sec. 5, mathematically less surprising. Since the gradient series is not convergent anyway,
smallness of subsequent terms is not a criterion for the applicability of hydrodynamics, which is rather
determined by the separation of the nonhydrodynamic modes whose presence is – as we have seen –
intimately connected with the divergence of the gradient series.
10 Summary and Outlook
10.1 Key lessons
The overarching theme of our review is broadly-understood hydrodynamic model building given
insights from ab initio studies of time-dependent processes in microscopic frameworks: holography and
relativistic kinetic theory. The first key notion here is the idea of modes of equilibrium plasma reviewed
in Secs. 3 and 4.3. There are two kinds of modes: transient ones and the ones which can be made
long-lived by lowering their spatial variations. The latter are called hydrodynamic.
The second fundamental idea for our presentation is the notion of universal dynamics at late times
described in Sec. 5. This universality lies in our ability to parametrize the dynamics by a smaller
number of functions than the number of independent components of the expectation value of the
energy-momentum tensor. The key to doing this is the gradient expansion. Bringing in the mode
picture, the gradient expansion corresponds to a “condensation” of hydrodynamic modes and this why
it is called the hydrodynamic gradient expansion (see Sec. 6).
A very surprising feature which becomes apparent when comparing ab initio solutions for the
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expectation value of the energy-momentum tensor with its predicted form within the hydrodynamic
gradient expansion is that the latter, when truncated keeping only the first few orders, can perform
very well despite the fact that the leading corrections are very large. As reviewed in Sec. 5, this gives
rise to the phenomenon of hydrodynamization: the violation of approximate local thermal equilibrium
in the hydrodynamic regime. This means that the solutions of hydrodynamic equations can often be
trusted even if they describe highly nonequilibrium states. The phenomenological relevance of this
finding lies in providing an explanation for the success of hydrodynamic modelling in ultrarelativistic
heavy-ion collisions at RHIC and LHC where spatiotemporal variations and momentum anisotropies
are very large initially [143] and, even more so, in the context of small systems (proton-nuclei and
high-multiplicity proton-proton collisions) [145,217].
The fourth key idea (covered in Sections 7 and 8) is to focus on dissipative hydrodynamic theories
with a well-posed initial value problem, which are or can be used in modeling a part of the evolution
of nuclear matter at RHIC and LHC. The feature that we wish to emphasize is that each of these
models necessarily comes with a set of transient modes which act as a regulator ensuring causality [146].
Depending on the microscopic dynamics and phenomenological context one can construct effective
theories of hydrodynamics which try to match the truncated gradient expansion of an underlying
theory, but one may also try to capture some features of the non-hydrodynamic sector.
Finally, in Sec. 9 we reviewed recent developments demonstrating the asymptotic character of the
hydrodynamic gradient expansion and the subtle interplay between the long-lived and the transient
modes. This finding can be seen as a mathematical reason behind hydrodynamization.
10.2 Open directions
The developments presented here are very recent and open many promising directions for future
research. Below we mention four among the ones that we find particularly exciting.
The fundamental notion advocated in this review are the modes of equilibrium systems (see Secs. 3
and 4.3). Whereas hydrodynamic modelling in the context of ultrarelativistic heavy-ion collisions
provides us with access to some information about the hydrodynamic sector, one can safely say that
nothing is known about the transient modes. It would be very interesting to investigate them in detail,
also in the context of other systems. One should mention here a recent effort in this direction using
data describing damped oscillations of trapped unitary Fermi gases [218].
On a more theoretical side, it would be very illuminating to understand more comprehensively the
properties of modes in relativistic kinetic theory, since the only study available to date and reviewed
in Sec. 3.3.4 concerns perhaps the simplest available collisional kernel. Related to this are studies of
higher curvature corrections in holography and their influence on the spectrum of quasinormal modes,
see Sec. 4.3. These developments fall into a broader class of efforts to bridge strong and weak-coupling
results in QFTs, see e.g. Refs. [68,126,219].
Another promising avenue of research has to do with the breaking of conformal symmetry. For
example, in the context of hydrodynamization, it has been observed that the bulk viscous term can
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give a very large contribution to the energy-momentum tensor [30]20. It would be interesting to
investigate it more comprehensively, also in the context of second order transport which is very diverse
in non-conformal systems. Furthermore, in our analysis of systems expanding along one dimension
(reviewed in Sec. 5) a lot of mileage was gained by considering the pressure anisotropy A as a function
of the clock variable w. In particular, it is this parametrization that allows one to see the attractor
solution. Trying to understand if a similar construction can be found when conformal symmetry is
broken is certainly a very tempting question to ask.
In this review we pursued the perspective of attractor solutions for conformal boost-invariant flow
seen in various theories or microscopic models as a notion of hydrodynamics beyond the gradient
expansion [20,144,163]. If this set of ideas is to develop, such attractor solutions should be found in the
absence of conformal symmetry and for less symmetric flows than the Bjorken expansion – the slow roll
method applied in the context of hydrodynamics in Ref. [20] and in kinetic theory in Ref. [144] may be
a good starting point. It may be that attractor behaviour has already been observed in holographic
studies of planar shockwave collisions [39,112]. For such non-boost-invariant expanding plasma systems
it has been found that at late times the local velocity profile approaches that of Bjorken flow, and the
local energy density profile tends to a universal form. Finally, it is clearly important to understand
the phenomenological utility of attractors far from local equilibrium keeping in mind that they are
different in different theories.
10.3 Closing words
The past 15 years, the golden age of relativistic hydrodynamics, brought numerous insights on how the
hydrodynamic regime emerges from microscopic theories, many of which this review covered in detail.
This set of developments now constitutes a mature discipline, but one cannot escape the impression that
our understanding is very much model-based and will be superseded by a more comprehensive picture
in the future. We hope that our review will help to inspire fellow researchers to further contribute to
understanding non-equilibrium QFTs in general and QCD in particular.
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Appendix A Acronyms
RHIC Relativistic Heavy-Ion Collider at Brookhaven National Laboratory
LHC Large Hadron Collider at CERN
QCD quantum chromodynamics
YM Yang-Mills
SYM supersymmetric Yang-Mills
QGP quark-gluon plasma
EOS equation of state
CGC color glass condensate
(h)QFT (holographic) quantum field theory
(h)CFT (holographic) conformal field theory
AdS anti-de Sitter (spacetime)
AdS/CFT anti-de Sitter/conformal field theory (correspondence)
QNM quasinormal mode
NS Navier-Stokes (hydrodynamic equations)
MIS Mu¨ller-Israel-Stewart (hydrodynamics)
BRSSS Baier-Romatschke-Son-Starinets-Stephanov (hydrodynamics)
DNMR Denicol-Molnar-Niemi-Rischke (hydrodynamics)
HJSW Heller-Janik-Spalinski-Witaszczyk (hydrodynamics)
AHYDRO anisotropic hydrodynamics
KT, EKT kinetic theory, effective kinetic theory
RTA relaxation time approximation (for kinetic theory)
RS Romatschke-Strickland (ansatz for the distribution function)
RQMD relativistic quantum molecular dynamics
ODE ordinary differential equation
PDE partial differential equation
Table 2: List of acronyms
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Appendix B Notation
EOS equation of state
EQ label specifying global thermal equilibrium
eq label specifying local thermal equilibrium
T µν energy-momentum tensor
T effective temperature
Uµ flow vector defining the Landau hydrodynamic frame
∆µν operator projecting on the space orthogonal to Uµ
piµν shear stress tensor
σµν shear flow tensor
Π bulk pressure
E energy density
P(E) equilibrium pressure corresponding to the energy density E
(functional form P(E) follows form the equation of state)
η shear viscosity
ζ bulk viscosity
Table 3: Symbols denoting physical concepts and variables (part 1)
T µνa leading-order energy-momentum tensor of anisotropic hydrodynamics
ξµν anisotropy tensor
φ bulk variable
p˜iµν modified shear stress tensor
Π˜ modified bulk pressure
Table 4: Symbols and concepts used in AHYDRO
Appendix C Conventions
Throughout the paper we use the natural system of units with c = ~ = kB = 1, except for few places
where we use explicit notation to demonstrate the dependence of physical quantities on physical con-
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stants. Three-vectors are denoted by the bold font, four-vectors are in the standard font, the dot denotes
the scalar product of three- or four-vectors. The Minkowski metric is ηµν = diag(−1,+1,+1,+1).
We use the standard parameterizations of the on-mass-shell four-momentum and spacetime coordi-
nates of a particle,
pµ =
(
E, p1, p2, pL
)
= (E,p) =
(
m⊥ cosh y, p1, p2,m⊥ sinh y
)
,
xµ =
(
x0, x1, x2, x3
)
=
(
t, x1, x2, z
)
= (t,x) =
(
τ coshY, x1, x2, τ sinhY
)
. (C.1)
Here mT =
√
m2 + p2T =
√
m2 + (p1)2 + (p2)2 is the transverse mass, τ =
√
(x0)2 − (x3)2 is the
(longitudinal) proper time, y is the rapidity
y =
1
2
ln
E + pL
E − pL , (C.2)
and Y is the spacetime rapidity,
Y =
1
2
ln
x0 + x3
x0 − x3 . (C.3)
The flow of matter is described by the four-vector
Uµ = γ(1, v1, v2, v3) , γ = (1− v2)−1 , U · U = −1. (C.4)
We note that, due to the form of the metric used, the energy of a particle in the frame connected with
the fluid element moving with the four-velocity Uµ is −p · U . Most of other symbols and acronyms are
listed in Tables 2–4.
Appendix D Boost invariant hydrodynamics
For scalar functions of the space-time coordinates (such as the energy density E(x), entropy density
S(x), pressure P(x), or temperature T (x)) the boost invariance and transverse homogeneity imply
that they depend on the longitudinal proper time τ =
√
(x0)2 − (x3)2 only. For vector fields (such as
the flow four-vector field Uµ(x)) the situation is a bit more complicated. Combining the rule for the
longitudinal Lorentz transformation of a four-vector, U ′µ(x′) = LµνUν(x), with the condition of boost
invariance, U ′µ(x′) = Uµ(x′), we find that the boost-invariant flow vector has the form
Uµ(x) =
(
x0/τ, 0, 0, x3/τ
)
. (D.1)
The form (D.1) has been specified also by the condition that Uµ is timelike and its spatial part
vanishes at x3 = 0 (in order to describe the flow in the center-of-mass reference frame). Note also that
proper time τ - spacetime rapidity Y coordinates are curvilinear and lead to the following form of the
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Minkowski metric line element:
ds2 = −dτ2 + τ2dY 2 + (dx1)2 + (dx2)2 .
For not dissipative systems, the entropy current is conserved. If such systems are boost invariant
and transversally homogenous, this property can be expressed by the equation
∂µ(SUµ) = dS(τ)
dτ
+
S(τ)
τ
= 0, (D.2)
which has a scaling solution
S(τ) = S0τ0
τ
. (D.3)
Here S0 is the entropy density at the initial proper time τ0. Equations (D.1)–(D.3) form the foundation
of the renowned Bjorken hydrodynamic model of heavy-ion collisions [53]. As we have just seen, they
can be introduced as a consequence of boost-invariance and lack of dissipation.
For conformal systems in equilibrium, the entropy density scales with the third power of temperature,
S(τ) ∼ T 3(τ), hence, we find
T (τ) = T0
(τ0
τ
)1/3
. (D.4)
Similar expressions can be found for the energy density and pressure,
E(τ) = E0
(τ0
τ
)4/3
, P(τ) = P0
(τ0
τ
)4/3
. (D.5)
Appendix E Conformal invariance
Conformal symmetry a theory is covariance of its equations of motion under Weyl scaling of the metric:
gµν → e−2φgµν , uµ → eφuµ, T → eφT, (E.1)
where φ depends on the coordinates xµ [11,220,221]. A quantity which transforms homogeneously with
a factor of es φ is said to transform with Weyl weight s.
A beautiful formalism allowing for manifest Weyl covariance in conformal hydrodynamics was
introduced by Ref. [220] and applied to fluid-gravity duality in Ref. [221]. The basic tool is the Weyl-
covariant derivative Dµ, which preserves the Weyl weight of the differentiated tensor. It is constructed
using the vector field Aν defined by [220]
Aν ≡ Uλ∂λUν − ∂λU
λ
3
Uν . (E.2)
This quantity is of order one in the gradient expansion and transforms as a connection under Weyl-
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transformations
Aν → Aν + ∂νφ . (E.3)
Due to this property it can be used to compensate for derivatives of the Weyl factor when differentiating
a Weyl-covariant tensor. For instance, one has
DµT = ∂µT −AµT. (E.4)
By adding suitable correction terms one can construct a Weyl-covariant derivative of any tensor which
transforms homogeneously under Weyl scaling. The case of most interest in the context of this review
is the Weyl-covariant derivative of piµν , which reads
D piµν = Uλ(∂λ + 4Aλ)piµν − 2AλU(µpiν)λ.
The same formula applies also to 1TD piµν , which provides therefore a recipe for decoding Eqs. (7.23) and (7.25).
For further details the reader is referred to the original literature cited above.
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