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Abstract
We show that the flow of marginal distributions of a discontinuous
semimartingale X can be matched by a Markov process whose infinitesi-
mal generator is expressed in terms of the local characteristics of X. The
conditions under which such Markovian projections exist are shown to
hold for a large class of stochastic processes used in applications. Our
results extend a “mimicking theorem” of Gyo¨ngy (1986) to discontinuous
semimartingales. We use this result to derive a partial integro-differential
equation for the one-dimensional distributions of a semimartingale, ex-
tending the Kolmogorov forward equation to a non-Markovian setting.
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1 Introduction
Stochastic processes with path-dependent, non-Markovian dynamics are used
in various fields such as physics and mathematical finance present challenges
for computation, simulation and estimation. In some applications where one is
interested in the marginal distributions of such processes, such as option pricing
or Monte Carlo simulation of densities, the complexity of the model can be
greatly reduced by considering a low-dimensional Markovian model with the
same marginal distributions. Given a process ξ, a Markov process X is said to
mimick ξ on the time interval [0, T ], T > 0, if ξ and X have the same marginal
distributions:
∀t ∈ [0, T ], ξt
d
=Xt. (1)
X is called a Markovian projection of ξ. The construction of Markovian projec-
tions was first suggested by Bre´maud [4] in the context of queues. Construction
of mimicking processes of ’Markovian’ type has been explored for Ito processes
[13] and marked point processes [7]. A notable application is the derivation of
forward equations for option pricing [3, 9].
We propose in this paper a systematic construction of such Markovian pro-
jections for (possibly discontinuous) semimartingales. Given a semimartingale ξ,
we give conditions under which there exists a Markov process X whose marginal
distributions are identical to those of ξ, and give an explicit construction of
the Markov process X as the solution of a martingale problem for an integro-
differential operator [2, 20, 23, 24].
In the martingale case, the Markovian projection problem is related to the
problem of constructing martingales with a given flow of marginals, which dates
back to Kellerer [19] and has been recently explored by Yor and coauthors
[1, 15, 21] using a variety of techniques. The construction proposed in this pa-
per is different from the others since it does not rely on the martingale property
of ξ. We shall see nevertheless that our construction preserves the (local) mar-
tingale property. Also, whereas the approaches described in [1, 15, 21] use as
a starting point the marginal distributions of ξ, our construction describes the
mimicking Markov process X in terms of the local characteristics [17] of the
semimartingale ξ. Our construction thus applies more readily to solutions of
stochastic differential equations where the local characteristics are known but
not the marginal distributions.
Section 2 presents a Markovian projection result for a Rd-valued semimartin-
gale given by its local characteristics. We use these results in section 2.4 to derive
a partial integro-differential equation for the one-dimensional distributions of a
discontinuous semimartingale, thus extending the Kolmogorov forward equation
to a non-Markovian setting. Section 3 shows how this result may be applied
to processes whose jumps are represented as the integral of a predictable jump
amplitude with respect to a Poisson random measure, a representation often
used in stochastic differential equations with jumps. In Section 4 we show that
our construction applies to a large class of semimartingales, including smooth
functions of a Markov process (Section 4.1), and time-changed Le´vy processes
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(Section 4.2).
2 A mimicking theorem for discontinuous semi-
martingales
Consider, on a filtered probability space (Ω,F , (Ft)t≥0,P), an Ito semimartin-
gale, on the time interval [0, T ], T > 0, given by the decomposition
ξt = ξ0+
∫ t
0
βs ds+
∫ t
0
δs dWs +
∫ t
0
∫
‖y‖≤1
y M˜(ds dy)+
∫ t
0
∫
‖y‖>1
yM(ds dy),
(2)
where ξ0 is in R
d, W is a standard Rn-valued Wiener process, M is an integer-
valued random measure on [0, T ]× Rd with compensator measure µ and M˜ =
M − µ is the compensated measure [17, Ch.II,Sec.1], β (resp. δ) is an adapted
process with values in Rd (resp. Md×n(R)).
Our goal is to construct a Markov process, on some filtered probability space
(Ω0,B, (Bt)t≥0,Q) such that X and ξ have the same marginal distributions on
[0, T ], i.e. the law of Xt under Q coincides with the law of ξt under P. We
will construct X as the solution to a martingale problem [11, 23, 25, 22] on the
canonical space Ω0 = D([0, T ],R
d).
2.1 Martingale problems for integro-differential operators
Let Ω0 = D([0, T ],R
d) be the Skorokhod space of right-continuous functions
with left limits. Denote by Xt(ω) = ω(t) the canonical process on Ω0, B
0
t its
natural filtration and Bt ≡ B
0
t+.
Our goal is to construct a probability measure Q on Ω0 such that X is a
Markov process under Q and ξ and X have the same one-dimensional distribu-
tions:
∀t ∈ [0, T ], ξt
d
= Xt.
In order to do this, we shall characterize Q as the solution of a martingale
problem for an appropriately chosen integro-differential operator L.
Let C0b (R
d) denote the set of bounded and continuous functions on Rd,
C∞0 (R
d) the set of infinitely differentiable functions with compact support on
Rd and C0(R
d) the set of continuous functions defined on Rd and vanishing at
infinity for the supremum norm. Let R(Rd − {0}) denote the space of Le´vy
measures on Rd i.e. the set of non-negative σ-finite measures ν on Rd − {0}
such that ∫
Rd−{0}
ν(dy)
(
1 ∧ ‖y‖2
)
<∞.
R(Rd−{0}) is endowed with the structure of a measurable space, such that for
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each ν ∈ R(Rd − {0}), the map
C0b (R
d) 7→ R,
ϕ 7→
∫
Rd−{0}
ν(dy)
‖y‖2
1 + ‖y‖2
ϕ(y)
is measurable.
Consider a time-dependent integro-differential operator L = (Lt)t∈[0,T ] de-
fined, for f ∈ C∞0 (R
d), by
Ltf(x) = b(t, x).∇f(x) +
d∑
i,j=1
aij(t, x)
2
∂2f
∂xi∂xj
(x)
+
∫
Rd
[f(x+ y)− f(x)− 1{‖y‖≤1} y.∇f(x)]n(t, dy, x),
(3)
where a : [0, T ]× Rd 7→Md×d(R), b : [0, T ]× R
d 7→ Rd and
n : [0, T ]× Rd 7→ R(Rd − {0}) are measurable functions.
For (t0, x0) ∈ [0, T ] × R
d, we recall that a probability measure Qt0,x0 on
(Ω0,BT ) is a solution to the martingale problem for (L, C
∞
0 (R
d)) on [0, T ] if
Q (Xu = x0, 0 ≤ u ≤ t0) = 1 and for any f ∈ C
∞
0 (R
d), the process
f(Xt)− f(x0)−
∫ t
t0
Lsf(Xs) ds
is a (Qt0,x0 , (Bt))-martingale on [0, T ]. Existence, uniqueness and regularity
of solutions to martingale problems for integro-differential operators have been
studied under various conditions on the coefficients [25, 16, 11, 20, 22, 12].
We make the following assumptions on the coefficients:
Assumption 1 (Boundedness of coefficients).
(i) ∃K1 > 0, ∀(t, z) ∈ [0, T ]× R
d, ‖b(t, z)‖+ ‖a(t, z)‖+
∫ (
1 ∧ ‖y‖2
)
n(t, dy, z) ≤ K1
(ii) lim
R→∞
∫ T
0
sup
z∈Rd
n (t, {‖y‖ ≥ R}, z) dt = 0.
where ‖.‖ denotes the Euclidean norm.
Assumption 2 (Continuity).
(i) For t ∈ [0, T ] and B ∈ B(Rd−{0}), b(t, .), a(t, .) and n(t, B, .) are continuous
on Rd, uniformly in t ∈ [0, T ].
(ii) For all z ∈ Rd, b(., z), a(., z) and n(., B, z) are right-continuous on [0, T [,
uniformly in z ∈ Rd.
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Assumption 3 (Non-degeneracy).
Either ∀R > 0 ∀t ∈ [0, T ] inf
‖z‖≤R
inf
x∈Rd, ‖x‖=1
tx.a(t, z).x > 0
or a ≡ 0 and there exists β ∈]0, 2[, C > 0, and a family nβ(t, dy, z)
of positive measures such that
∀(t, z) ∈ [0, T ]× Rd n(t, dy, z) = nβ(t, dy, z) +
C
‖y‖d+β
dy,
∫ (
1 ∧ ‖y‖β
)
nβ(t, dy, z) ≤ K2, lim
ǫ→0
sup
z∈Rd
∫
‖y‖≤ǫ
‖y‖β nβ(t, dy, z) = 0.
Mikulevicius and Pragarauskas [22] show that if L satisfies Assumptions 1,2
and 3 ( which corresponds to a “non-degenerate Le´vy operator” in the termi-
nology of [22]) the martingale problem for (L, C∞0 (R
d) ) has a unique solution
Qt0,x0 for every initial condition (t0, x0) ∈ [0, T ]× R
d:
Proposition 1. Under Assumptions 1, 2 and 3 the martingale problem for
((Lt)t∈[0,T ], C
∞
0 (R
d)) on [0, T ] is well-posed : for any x0 ∈ R
d, t0 ∈ [0, T ], there
exists a unique probability measure Qt0,x0 on (Ω0,BT ) such that Q (Xu = x0, 0 ≤ u ≤ t0) =
1 and for any f ∈ C∞0 (R
d),
f(Xt)− f(x0)−
∫ t
t0
Lsf(Xs) ds
is a (Qt0,x0 , (Bt)t≥0)-martingale on [0, T ]. Under Qt0,x0 , (Xt) is a Markov pro-
cess and the evolution operator (Qt0,t)t∈[t0,T ] defined by
∀f ∈ C0b (R
d), Qt0,tf(x0) = E
Qt0,x0 [f(Xt)] (4)
verifies the following continuity property:
∀f ∈ C∞0 (R
d), lim
t↓t0
Qt0,tf(x0) = f(x0). (5)
In particular, denoting qt0,t(x0, dy) the marginal distribution of Xt, the map
t ∈ [t0, T [ 7→
∫
Rd
qt0,t(x0, dy)f(y) (6)
is right-continuous, for any f ∈ C∞0 (R
d).
Proof. By a result of Mikulevicius and Pragarauskas [22, Theorem 5], the mar-
tingale problem is well-posed. We only need to prove that the continuity prop-
erty (5) holds on [t0, T [ for any x0 ∈ R
d. For f ∈ C∞0 (R
d),
Qt0,tf(x0) = E
Qt0 ,x0 [f(Xt)]
= f(x0) + E
Qt0,x0
[∫ t
t0
Lsf(Xs) ds
]
.
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Given Assumption 1, t ∈ [t0, T ] 7→
∫ t
0
Lsf(Xs) ds is uniformly bounded on
[t0, T ]. By Assumption 2, since X is right continuous, s ∈ [t0, T [ 7→ Lsf(Xs) is
right-continuous up to a Qt0,x0-null set and
lim
t↓t0
∫ t
t0
Lsf(Xs) ds = 0 a.s.
Applying the dominated convergence theorem yields,
lim
t↓t0
EQt0,x0
[∫ t
t0
Lsf(Xs) ds
]
= 0,
that is
lim
t↓t0
Qt0,tf(x0) = f(x0),
implying that t ∈ [t0, T [ 7→ Qt0,tf(x0) is right-continuous at t0.
2.2 A uniqueness result for the Kolmogorov forward equa-
tion
An important property of continuous-time Markov processes is their link with
partial (integro-)differential equation (PIDE) which allows to use analytical
tools for studying their probabilistic properties. In particular the transition
density of a Markov process solves the forward Kolmogorov equation (or Fokker-
Planck equation) [24]. The following result shows that under Assumptions 1, 2
and 3 the forward equation corresponding to L has a unique solution:
Theorem 1 (Kolmogorov Forward equation). Under Assumptions 1, 2 and 3,
for each (t0, x0) ∈ [0, T ]×R
d, there exists a unique family (pt0,t(x0, dy), t ∈ [t0, T ])
of bounded measures on Rd such that pt0,t0(x0, .) = ǫx0 , the point mass at x0
and
∀t ∈ [t0, T ], ∀g ∈ C
∞
0 (R
d),
∫
Rd
g(y)
dpt0,t
dt
(x0, dy) =
∫
Rd
pt0,t(x0, dy)Ltg(y).
(7)
pt0,t(x0, .) is the conditional distribution of Xt given Xt0 = x0, where (X,Qt0,x0)
is the unique solution of the martingale problem for (L, C∞0 (R
d) ) starting from
(t0, x0).
Proof. 1. Under Assumptions 1, 2 and 3, Proposition 1 implies that the
martingale problem for L on the domain C∞0 (R
d) is well-posed. Denote
(X,Qt0,x0) the unique solution of the martingale problem for L with initial
condition x0 ∈ R
d at t0, and define
∀t ≥ t0, ∀g ∈ C
0
b (R
d), Qt0,tg(x0) = E
Qt0,x0 [g(Xt)] . (8)
By [22, Theorem 5], (Qs,t, 0 ≤ s ≤ t) is then a (time-inhomogeneous)
semigroup, satisfying the continuity property (5) on [t0, T [.
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If qt0,t(x0, dy) denotes the law of Xt under Qt0,x0 , the martingale property
implies that qt0,t(x0, dy) satisfies
∀g ∈ C∞0 (R
d),
∫
Rd
qt0,t(x0, dy)g(y) = g(x0)+
∫ t
t0
∫
Rd
qt0,s(x0, dy)Lsg(y) ds.
(9)
Proposition 1 provides the right-continuity of
t ∈ [t0, T [ 7→
∫
Rd
qt0,t(x0, dy)g(y) for any g in C
∞
0 (R
d). Given Assumption
2, qt0,t is a solution of (7) with initial condition qt0,t0(dy) = ǫx0 . This
solution of (7) is in particular positive with mass 1.
To show uniqueness of solutions of (7), we will rewrite (7) as the for-
ward Kolmogorov equation associated with a homogeneous operator on
space-time domain and use uniqueness results for the corresponding ho-
mogeneous equation.
2. Let D0 ≡ C1([0, T ]) ⊗ C∞0 (R
d) be the tensor product of C1([0, T ]) and
C∞0 (R
d). Define the operator A on D0 by
∀f ∈ C∞0 (R
d), ∀γ ∈ C1([0, T ]), A(fγ)(t, x) = γ(t)Ltf(x) + f(x)γ
′(t).
(10)
[11, Theorem 7.1, Chapter 4] implies that for any x0 ∈ R
d, if (X,Qt0,x0)
is a solution of the martingale problem for L, then the law of ηt = (t,Xt)
under Qt0,x0 is a solution of the martingale problem for A: in particular
for any f ∈ C∞0 (R
d) and γ ∈ C1([0, T ]),
∫
qt(x0, dy)f(y)γ(t) = f(x0)γ(0) +
∫ t
0
∫
qs(x0, dy)A(fγ)(s, y) ds. (11)
[11, Theorem 7.1, Chapter 4] implies also that if the law of ηt = (t,Xt)
is a solution of the martingale problem for A then the law of X is also a
solution of the martingale problem for L, namely: uniqueness holds for the
martingale problem associated to the operator L on C∞0 (R
d) if and only if
uniqueness holds for the martingale problem associated to the martingale
problem for A on D0.
Define, for t ∈ [0, T ] and h ∈ C0b ([0, T ]× R
d),
∀(s, x) ∈ [0, T ]× Rd, Uth(s, x) = Qs,s+t (h(t+ s, .)) (x). (12)
The properties of Qs,t then imply that (Ut, t ≥ 0) is a family of linear
operators on C0b ([0, T ]×R
d) satisfying UtUr = Ut+r on C
0
b ([0, T ]×R
d) and
Uth→ h in as t ↓ 0 on D
0. (Ut, t ≥ 0) is thus a semigroup on C
0
b ([0, T ]×R
d)
satisfying the continuity property of the form (5) on D0.
One observes that, for h ∈ D0,
Uth(s, x) = Qs,s+t (h(t+ s, .)) (x) =
∫
Rd
qs,s+t(x, dy)h(t+ s, y).
7
Without loss of generality, let us put t0 = 0 in the sequel. Since the mar-
tingale problem holds for ηt = (t,Xt), then for all h ∈ D
0, the martingale
property yields,
∀t ∈ [0, T ], ∀(s, x) ∈ [0, T ]× Rd
Uth(s, x) = U0h(s, x) +
∫ t
0
UuAh(s, x) du.
(13)
Considering again this equality for 0 ≤ ǫ < t,
Uth− Uǫh =
∫ t
ǫ
UuAhdu. (14)
Denoting C0([0, T ]×R
d) the set of continuous functions defined on [0, T ]×
Rd and vanishing at infinity for the supremum norm, we intend to apply
[11, Theorem 2.2, Chapter 4] to prove that (Ut, t ≥ 0) generates a strongly
continuous contraction on C0([0, T ]×R
d) with infinitesimal generator given
by the closure A. First, one shall simply observe that D0 is dense in
C0([0, T ]× R
d) implying that the domain of A is dense in C0([0, T ]× R
d)
too. The well-posedness of the martingale problem for A implies that A
satisfies the maximum principle. To conclude, it is sufficient to prove that
Im(λ − A) is dense in C0([0, T ]× R
d) for some λ or even better that D0
is included in Im(λ−A). We recall that Im(λ−A) denotes the image of
the domain of A under the map (λ−A).
3. Consider 0 ≤ ǫ < T , (14) yields for h ∈ D0,
∫ T
ǫ
e−tUth dt =
∫ T
ǫ
e−tUǫh dt+
∫ T
ǫ
e−t
∫ t
ǫ
UsAhds dt
= Uǫh
[
e−ǫ − e−T
]
+
∫ T
ǫ
ds
(∫ T
s
e−t dt
)
UsAh
= Uǫh
[
e−ǫ − e−T
]
+
∫ T
ǫ
ds
[
e−s − e−T
]
UsAh
= e−ǫ Uǫh− e
−T
[
Uǫh+
∫ T
ǫ
UsAhds
]
+
∫ T
ǫ
ds e−s UsAh.
Using (13) and gathering all the terms together yields,
∫ T
ǫ
e−tUth dt = e
−ǫ Uǫh− e
−TUTh
+
∫ T
ǫ
ds e−s UsAh.
(15)
8
Let us focus on the quantity
∫ T
ǫ
ds e−s UsAh.
Observing that,
1
ǫ
[Ut+ǫh− Uth] =
1
ǫ
[Uǫ − I]Uth = Ut
1
ǫ
[Uǫ − I]h,
taking ǫ→ 0 yields
Ut
1
ǫ
[Uǫ − I]h→ UtAh
Hence, the limit when ǫ→ 0 of
1
ǫ
[Uǫ − I]Uth
exists, implying that Uth belongs to the domain of A for any h ∈ D
0.
Thus, ∫ T
ǫ
ds e−s Ush
belongs to the domain of A and
∫ T
ǫ
ds e−s UsAh = A
∫ T
ǫ
ds e−s Ush.
Since U is a contraction semigroup, thus a contraction, and given the
right-continuity property of Ut on the space D
0, one may take ǫ→ 0 and
T →∞ in (15), leading to∫ ∞
0
e−tUth dt = U0h(0, x0) +A
∫ ∞
0
ds e−s Ush.
Thus, (
I −A
) ∫ ∞
0
ds e−s Ush(0, x0) = U0h = h,
yielding h ∈ Im(I − A). We have shown that (Ut, t ≥ 0) generates a
strongly continuous contraction on C0([0, T ]× R
d) with infinitesimal gen-
erator A (see [11, Theorem 2.2, Chapter 4]).
4. The Hille-Yosida theorem (see [11, Proposition 2.6, Chapter 1]) then im-
plies that for all λ > 0
Im(λ−A) = C0([0, T ]× R
d).
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5. Now consider for t ≥ 0, h ∈ C0b ([0, T ]× R
d),
Qth(x0) =
∫
Rd
qt(x0, dy)h(t, y) = (Uth) (0, x0). (16)
Using (9), we have, for ǫ > 0,
∀(f, γ) ∈ C1([0, T ])× C∞0 (R
d), Qt(fγ)(x0)−Qǫ(fγ)(x0) =∫ t
ǫ
∫
Rd
qu(x0, dy)A(fγ)(u, y) du =
∫ t
ǫ
Qu(A(fγ))(x0) du. (17)
By linearity, for any h ∈ D0 we have
Qth(x0)−Qǫh(x0) =
∫ t
ǫ
∫
Rd
qu(x0, dy)Ah(u, y) du =
∫ t
ǫ
QuAh(x0) du,
(18)
Now let pt(x0, dy) be another solution of (7) such that p0(x0, dy) = ǫx0(dy).
Then pt is also a solution of (9). An integration by parts implies that, for
(f, γ) ∈ C1([0, T ])× C∞0 (R
d),∫
Rd
pt(x0, dy)f(y)γ(t) = f(x0)γ(0) +
∫ t
0
∫
Rd
ps(x0, dy)A(fγ)(s, y) ds.
(19)
Define, for h ∈ C0b ([0, T ]× R
d),
∀(t, x0) ∈ [0, T ]× R
d, Pth(x0) =
∫
Rd
pt(x0, dy)h(t, y).
Using (19) we have, for (f, γ) ∈ C1([0, T ])× C∞0 (R
d),
∀ǫ > 0 Pt(fγ)−Pǫ(fγ) =
∫ t
ǫ
∫
Rd
pu(dy)A(fγ)(u, y) du =
∫ t
ǫ
Pu(A(fγ)) du.
(20)
which is identical to (17). Multiplying by e−λt and integrating with respect
to t we obtain that, for λ > 0,
λ
∫ ∞
0
e−λt Pt(fγ)(x0) dt = f(x0)γ(0) + λ
∫ ∞
0
e−λt
∫ t
0
Pu(A(fγ))(x0) du dt
= f(x0)γ(0) + λ
∫ ∞
0
(∫ ∞
u
e−λtdt
)
Pu(A(fγ))(x0) du
= f(x0)γ(0) +
∫ ∞
0
e−λu Pu(A(fγ))(x0) du.
Similarly, from (17) we obtain for any λ > 0,
λ
∫ ∞
0
e−λtQt(fγ)(x0) dt = f(x0)γ(0) +
∫ ∞
0
e−λuQu(A(fγ))(x0) du.
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Hence for (f, γ) ∈ C1([0, T ])× C∞0 (R
d) we have∫ ∞
0
e−λtQt(λ−A)(fγ)(x0) dt = f(x0)γ(0) =
∫ ∞
0
e−λt Pt(λ−A)(fγ) dt.
(21)
By linearity, for any h ∈ D0 we have∫ ∞
0
e−λtQt(λ−A)h(x0) dt = h(0, x0) =
∫ ∞
0
e−λt Pt(λ−A)h(x0) dt (22)
Using the density of D0 in C0([0, T ] × R
d), we conclude that, for h ∈
C0([0, T ]× R
d)∫ ∞
0
e−λtQt(λ−A)h(x0) dt =
∫ ∞
0
e−λt Pt(λ−A)h(x0) dt (23)
Finally, using the fact that
Im(λ−A) = C0([0, T ]× R
d),
we conclude that
∀h ∈ C0([0, T ]× R
d),
∫ ∞
0
e−λtQth (x0) dt =
∫ ∞
0
e−λt Pth(x0) dt, (24)
so the Laplace transform of t 7→ Pth (x0) is uniquely determined.
Using (20),
∀ǫ > 0, ∀h ∈ D0,
Pth− Pǫh =
∫ t
ǫ
∫
Rd
pu(dy)Ah(u, y) du =
∫ t
ǫ
Pu(Ah) du (25)
by linearity, which allows to show that, for any h ∈ D0, t 7→ Pth(x0) is
right-continuous:
∀h ∈ D0, lim
t′↓t
Pt′h(x0) = Pth(x0).
An identical argument using (20) shows that t 7→ Qth(x0) is right-continuous.
These two right-continuous functions have the same Laplace transform by
(24), so they are equal. Thus we have shown that
∀h ∈ D0,
∫
h(t, y)qt(x0, dy) =
∫
h(t, y)pt(x0, dy). (26)
Since D0 is dense in C0([0, T ]×R
d) for the supremum norm, (26) also holds
for h ∈ C0([0, T ]×R
d). By [11, Proposition 4.4, Chapter 3], C0([0, T ]×R
d)
is convergence determining, hence separating, allowing us to conclude that
pt(x0, dy) = qt(x0, dy).
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Remark 2.1. Assumptions 1, 2 and 3 are sufficient but not necessary for the
well-posedness of the martingale problem. For example, the boundedness As-
sumption 1 may be relaxed to local boundedness, using localization techniques
developed in [23, 25]. Such extensions are not trivial and, in the unbounded
case, additional conditions are needed to ensure that X does not explode (see
[25, Chapter 10]).
2.3 Markovian projection of a semimartingale
The following assumptions on the local characteristics of the semimartingale ξ
are almost-sure analogs of Assumptions 1, 2 and 3:
Assumption 4. β, δ are bounded on [0, T ]:
∃K1 > 0, ∀t ∈ [0, T ], ‖βt‖ ≤ K1, ‖δt‖ ≤ K1 a.s.
Assumption 5. The jump compensator µ has a density m(ω, t, dy) with respect
to the Lebesgue measure on [0, T ] which satisfies
(i) ∃K2 > 0, ∀t ∈ [0, T ]
∫
Rd
(
1 ∧ ‖y‖2
)
m(., t, dy) ≤ K2 <∞ a.s.
(ii) and lim
R→∞
∫ T
0
m (., t, {‖y‖ ≥ R}) dt = 0 a.s.
Assumption 6.
Either (i) ∃ǫ > 0, ∀t ∈ [0, T [ tδtδt ≥ ǫ Id a.s.
or (ii) δ ≡ 0 and there existsβ ∈]0, 2[, c,K3 > 0, and a familym
β(t, dy)
of positive measures such that
∀t ∈ [0, T [ m(t, dy) = mβ(t, dy) +
c
‖y‖d+β
dy a.s.,
∫ (
1 ∧ ‖y‖β
)
mβ(t, dy) ≤ K3, and lim
ǫ→0
∫
‖y‖≤ǫ
‖y‖βmβ(t, dy) = 0 a.s.
Note that Assumption 5 is only slightly stronger than stating that m is a
Le´vy kernel since in that case we already have
∫ (
1 ∧ ‖y‖2
)
m(., t, dy) < ∞.
Assumption 6 extends the “ellipticity” assumption to the case of pure-jump
semimartingales and holds for a large class of semimartingales driven by stable
or tempered stable processes.
Theorem 2 (Markovian projection). Assume there exists measurable functions
a : [0, T ]× Rd 7→Md×d(R), b : [0, T ]× R
d 7→ Rd and
n : [0, T ]×Rd 7→ R(Rd−{0}) satisfying Assumption 2 such that for all t ∈ [0, T ]
and B ∈ B(Rd − {0}),
E [βt|ξt− ] = b(t, ξt−) a.s,
E
[
tδtδt|ξt−
]
= a(t, ξt−) a.s,
E [m(., t, B)|ξt− ] = n(t, B, ξt−) a.s.
(27)
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If (β, δ,m) satisfies Assumptions 4, 5, 6, then there exists a Markov process
((Xt)t∈[0,T ],Qξ0), with infinitesimal generator L defined by (3), whose marginal
distributions mimick those of ξ:
∀t ∈ [0, T ], Xt
d
= ξt.
X is the weak solution of the stochastic differential equation
Xt = ξ0 +
∫ t
0
b(u,Xu) du+
∫ t
0
Σ(u,Xu) dBu
+
∫ t
0
∫
‖y‖≤1
y N˜(du dy) +
∫ t
0
∫
‖y‖>1
y N(du dy),
(28)
where (Bt) is an n-dimensional Brownian motion, N is an integer-valued ran-
dom measure on [0, T ]× Rd with compensator n(t, dy,Xt−) dt, N˜ = N − n the
associated compensated random measure and Σ ∈ C0([0, T ]×Rd,Md×n(R)) such
that tΣ(t, z)Σ(t, z) = a(t, z).
We will call (X,Qξ0) the Markovian projection of ξ.
Proof. First, we observe that n is a Le´vy kernel : for any (t, z) ∈ [0, T ]× Rd∫
Rd
(
1 ∧ ‖y‖2
)
n(t, dy, z) = E
[∫
Rd
(
1 ∧ ‖y‖2
)
m(t, dy)|ξt− = z
]
<∞ a.s.,
using Fubini’s theorem and Assumption 5. Consider now the case of a pure
jump semimartingale verifying (ii) and define, for B ∈ B(Rd − {0}),
∀z ∈ Rd nβ(t, B, z) = E
[∫
B
m(t, dy, ω)−
c dy
‖y‖d+β
|ξt− = z
]
.
As argued above, nβ is a Le´vy kernel on Rd. Assumptions 4 and 5 imply that
(b, a, n) satisfies Assumption 1. Furthermore, under assumptions either (i) or
(ii) for (δ,m), Assumption 3 holds for (b, a, n). Together with Assumption 2
yields that L is a non-degenerate operator and Proposition 1 implies that the
martingale problem for (Lt)t∈[0,T ] on the domain C
∞
0 (R
d) is well-posed. Denote
((Xt)t∈[0,T ],Qξ0) its unique solution starting from ξ0 and qt(ξ0, dy) the marginal
distribution of Xt.
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Let f ∈ C∞0 (R
d). Itoˆ’s formula yields
f(ξt) = f(ξ0) +
d∑
i=1
∫ t
0
d∑
i=1
∂f
∂xi
(ξs− ) dξ
i
s +
1
2
∫ t
0
tr
[
∇2f(ξs−)
tδsδs
]
ds
+
∑
s≤t
[
f(ξs− +∆ξs)− f(ξs−)−
d∑
i=1
∂f
∂xi
(ξs−)∆ξ
i
s
]
= f(ξ0) +
∫ t
0
∇f(ξs−).βs ds+
∫ t
0
∇f(ξs−).δsdWs
+
1
2
∫ t
0
tr
[
∇2f(ξs−)
tδsδs
]
ds+
∫ t
0
∫
‖y‖≤1
∇f(ξs−).y M˜(ds dy)
+
∫ t
0
∫
Rd
(
f(ξs− + y)− f(ξs−)− 1{‖y‖≤1} y.∇f(ξs−)
)
M(ds dy).
We note that
• since ‖∇f‖ is bounded
∫ t
0
∫
‖y‖≤1
∇f(ξs−).y M˜(ds dy) is a square-integrable
martingale.
•
∫ t
0
∫
‖y‖>1
∇f(ξs−).y M(ds dy) <∞ a.s. since ‖∇f‖ is bounded.
• since ∇f(ξs−) and δs are uniformly bounded on [0, T ],
∫ t
0
∇f(ξs−).δsdWs
is a martingale.
Hence, taking expectations, we obtain:
EP [f(ξt)] = E
P [f(ξ0)] + E
P
[∫ t
0
∇f(ξs−).βs ds
]
+ EP
[
1
2
∫ t
0
tr
[
∇2f(ξs−)
tδsδs
]
ds
]
+ EP
[∫ t
0
∫
Rd
(
f(ξs− + y)− f(ξs−)− 1{‖y‖≤1} y.∇f(ξs−)
)
M(ds dy)
]
= EP [f(ξ0)] + E
P
[∫ t
0
∇f(ξs−).βs ds
]
+ EP
[
1
2
∫ t
0
tr
[
∇2f(ξs−)
tδsδs
]
ds
]
+ EP
[∫ t
0
∫
Rd
(
f(ξs− + y)− f(ξs−)− 1{‖y‖≤1} y.∇f(ξs−)
)
m(s, dy) ds
]
.
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Observing that:
EP
[∫ t
0
∇f(ξs−).βs ds
]
≤ ‖∇f‖EP
[∫ t
0
‖βs‖ ds
]
<∞,
EP
[
1
2
∫ t
0
tr
[
∇2f(ξs−)
tδsδs
]]
≤ ‖∇2f‖EP
[∫ t
0
‖δs‖
2 ds
]
<∞,
EP
[∫ t
0
∫
Rd
∥∥f(ξs− + y)− f(ξs−)− 1{‖y‖≤1} y.∇f(ξs−)∥∥ m(s, dy) ds
]
≤
‖∇2f‖
2
EP
[∫ t
0
∫
‖y‖≤1
‖y‖2m(s, dy) ds
]
+ 2‖f‖EP
[∫ t
0
∫
‖y‖>1
m(s, dy) ds
]
< +∞,
we may apply Fubini’s theorem to obtain
EP [f(ξt)] = E
P [f(ξ0)] +
∫ t
0
EP [∇f(ξs−).βs] ds+
1
2
∫ t
0
EP
[
tr
[
∇2f(ξs−)
tδsδs
]]
ds
+
∫ t
0
EP
[∫
Rd
(
f(ξs− + y)− f(ξs−)− 1{‖y‖≤1} y.∇f(ξs−)
)
m(s, dy)
]
ds.
Conditioning on ξt− and using the iterated expectation property,
EP [f(ξt)] = E
P [f(ξ0)] +
∫ t
0
EP
[
∇f(ξs−).E
P [βs|ξs−]
]
ds
+
1
2
∫ t
0
EP
[
tr
[
∇2f(ξs−)E
P
[
tδsδs|ξs−
]]
]
]
ds
+
∫ t
0
EP
[
EP
[∫
Rd
(
f(ξs− + y)− f(ξs−)− 1{‖y‖≤1} y.∇f(ξs−)
)
m(s, dy)|ξs−
]]
ds
= EP [f(ξ0)] +
∫ t
0
EP [∇f(ξs−).b(s, ξs−)] ds+
1
2
∫ t
0
EP
[
tr
[
∇2f(ξs−) a(s, ξs−)
]]
ds
+
∫ t
0
∫
Rd
EP
[(
f(ξs− + y)− f(ξs−)− 1{‖y‖≤1} y.∇f(ξs−)
)
n(s, dy, ξs−)
]
ds.
Hence
EP [f(ξt)] = E
P [f(ξ0)] + E
P
[∫ t
0
Lsf(ξs−) ds
]
. (29)
Let pt(dy) denote the law of (ξt) under P, (29) writes:∫
Rd
pt(dy)f(y) =
∫
Rd
p0(dy)f(y) +
∫ t
0
∫
Rd
ps(dy)Lsf(y) ds. (30)
Hence pt(dy) satisfies the Kolmogorov forward equation (7) for the operator
L with the initial condition p0(dy) = µ0(dy) where µ0 denotes the law of ξ0.
Applying Theorem 1, the flows qt(ξ0, dy) of Xt and pt(dy) of ξt are the same on
[0, T ]. This ends the proof.
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Remark 2.2 (Mimicking conditional distributions). The construction in The-
orem 2 may also be carried out using
E [βt|ξt− , F0] = b0(t, ξt−) a.s,
E
[
tδtδt|ξt− , F0
]
= a0(t, ξt−) a.s,
E [m(., t, B)|ξt− , F0] = n0(t, B, ξt−) a.s,
instead of (b, a, n) in (41). If (b0, a0, n0) satisfies Assumption (3), then fol-
lowing the same procedure we can construct a Markov process (X,Q0ξ0) whose
infinitesimal generator has coefficients (b0, a0, n0) such that
∀f ∈ C0b (R
d), ∀t ∈ [0, T ] EP [f(ξt)|F0] = E
Q0ξ0 [f(Xt)] ,
i.e. the marginal distribution of Xt matches the conditional distribution of ξt
given F0.
Remark 2.3. For Ito processes (i.e. continuous semimartingales of the form
(2) with µ = 0), Gyo¨ngy [13, Theorem 4.6] gives a “mimicking theorem” under
the non-degeneracy condition tδt.δt ≥ ǫId which corresponds to our Assumption
6, but without requiring the continuity condition (Assumption 2) on (b, a, n).
Brunick & Shreve [5] extend this result by relaxing the ellipticity condition of
[13]. In both cases, the mimicking process X is constructed as a weak solution
to the SDE (28) (without the jump term), but this weak solution does not in
general have the Markov property: indeed, it need not even be unique under the
assumptions used in [13, 5]. In particular, in the setting used in [13, 5], the law
of X is not uniquely determined by its ’infinitesimal generator’ L. This makes
it difficult to ‘compute’ quantities involving X, either through simulation or by
solving a partial differential equation.
By contrast, under the additional continuity condition 2 on the projected
coefficients, X is a Markov process whose law is uniquely determined by its in-
finitesimal generator L and whose marginals are the unique solution of the Kol-
mogorov forward equation (7). This makes it possible to compute the marginals
of X by simulating the SDE (28) or by solving a forward PIDE.
It remains to be seen whether the additional Assumption 2 is verified in most
examples of interest. We will show in Section 4 that this is indeed the case.
Remark 2.4 (Markovian projection of a Markov process). The term Marko-
vian projection is justified by the following remark: if the semimartingale ξ is
already a Markov process and satisfies the assumption of Theorem 2, then the
uniqueness in law of the solution to the martingale problem for L implies that
the Markovian projection (X,Qξ0) of ξ has the same law as (ξ,Pξ0). So the map
which associates (the law Qξ0 of) X to ξ may indeed be viewed as a projection;
in particular it is involutive.
This property contrasts with other constructions of mimicking processes [1,
7, 13, 14, 21] which fail to be involutive. A striking example is the construction,
by Hamza & Klebaner [14], of discontinuous martingales whose marginals match
those of a Gaussian Markov process.
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2.4 Forward equations for semimartingales
Theorem 1 and Theorem 2 allow us to obtain a forward PIDE which extends the
Kolmogorov forward equation to semimartingales which verify the Assumptions
of Theorem 2:
Theorem 3. Let ξ be a semimartingale given by (2) satisfying the assumptions
of Theorem 2. Denote pt(dx) the law of ξt on R
d. The (pt)t∈[0,T ] is the unique
solution, in the sense of distributions, of the forward equation
∀t ∈ [0, T ],
∂pt
∂t
= L⋆t . pt, (31)
with initial condition p0 = µ0, where µ0 denotes the law of ξ0,
where L⋆ is the adjoint of L, defined by
∀g ∈ C∞0 (R
d,R),
L⋆t g(x) = −∇ [b(t, x)g(x)] +∇
2
[
a(t, x)
2
g(x)
]
(32)
+
∫
Rd
[
g(x− z)n(t, z, x− z)− g(x)n(t, z, x)− 1‖z‖≤1z.∇ [g(x)n(t, dz, x)]
]
,
where the coefficients b, a, n are defined as in (41).
Proof. The existence and uniqueness is a direct consequence of Theorem 1 and
Theorem 2. To finish the proof, let compute L⋆t . Viewing pt as an element of
the dual of C∞0 (R
d), (7) rewrites : for f ∈ C∞0 (R
d,R)
∀f ∈ C∞0 (R
d,R),
∫
f(y)
dp
dt
(dy) =
∫
pt(dy)Ltf(y).
We have
∀f ∈ C∞0 (R
d), ∀t ≤ t′ < T <
pt′ − pt
t′ − t
, f >
t′→t
→ < pt,Ltf >=< L
∗
t pt, f >,
where < ., . > is the duality product.
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For z ∈ Rd, define the translation operator τz by τzf(x) = f(x+ z). Then∫
pt(dx)Ltf(x)
=
∫
pt(dx)
[
b(t, x)∇f(x) +
1
2
tr
[
∇2f(x) a(t, x)
]
+
∫
|z|>1
(τzf(x)− f(x))n(t, dz, x)
+
∫
|z|≤1
(τzf(x)− f(x)− z.∇f(x))n(t, dz, x)
]
=
∫ [
− f(x)
∂
∂x
[b(t, x)pt(dx)] + f(x)
∂2
∂x2
[
a(t, x)
2
pt(dx)]
+
∫
|z|>1
f(x)(τ−z(pt(dx)n(t, dz, x)) − pt(dx)n(t, dz, x))
+
∫
|z|≤1
f(x)(τ−z(pt(dx)n(t, dz, x)) − pt(dx)n(t, dz, x))
−z
∂
∂x
(pt(dx)n(t, dz, x))
]
,
allowing to identify L⋆.
2.5 Martingale-preserving property
An important property of the construction of ξ in Theorem 2 is that it preserves
the (local) martingale property: if ξ is a local martingale, so is X :
Proposition 2 (Martingale preserving property).
1. If ξ is a local martingale which satisfies the assumptions of Theorem 2,
then its Markovian projection (Xt)t∈[0,T ] is a local martingale on (Ω0,Bt,Qξ0).
2. If furthermore
EP
[∫ T
0
∫
Rd
‖y‖2m(t, dy)dt
]
<∞,
then (Xt)t∈[0,T ] is a square-integrable martingale.
Proof. 1) If ξ is a local martingale then the uniqueness of its semimartingale
decomposition entails that
βt +
∫
‖y‖≥1
ym(t, dy) = 0 dt× P− a.e.
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hence Qξ0
(
∀t ∈ [0, T ],
∫ t
0
ds
[
b(s,Xs−) +
∫
‖y‖≥1
y n(s, dy,Xs−)
]
= 0
)
= 1.
The assumptions on m, δ then entail that X , as a sum of an Ito integral and a
compensated Poisson integral, is a local martingale.
2) If EP
[∫
‖y‖2µ(dt dy)
]
<∞ then
EQξ0
[∫
‖y‖2n(t, dy,Xt−)
]
<∞,
and the compensated Poisson integral in X is a square-integrable martingale.
3 Mimicking a semimartingale driven by a Pois-
son random measure
The representation (2) is not the most commonly used in applications, where a
process is constructed as the solution to a stochastic differential equation driven
by a Brownian motion and a Poisson random measure
ζt = ζ0 +
∫ t
0
βs ds+
∫ t
0
δs dWs +
∫ t
0
∫
ψs(y) N˜(ds dy), (33)
where ξ0 ∈ R
d, W is a standard Rn-valued Wiener process, β and δ are non-
anticipative ca`dla`g processes, N is a Poisson random measure on [0, T ] × Rd
with intensity ν(dy) dt where∫
Rd
(
1 ∧ ‖y‖2
)
ν(dy) <∞, N˜ = N − ν(dy)dt, (34)
and the random jump amplitude ψ : [0, T ] × Ω × Rd 7→ Rd is P ⊗ B(Rd)-
measurable, where P is the predictable σ-algebra on [0, T ]×Ω. In this section,
we shall assume that
∀t ∈ [0, T ], ψt(ω, 0) = 0 and E
[∫ t
0
∫
Rd
(
1 ∧ ‖ψs(., y)‖
2
)
ν(dy) ds
]
<∞.
The difference between this representation and (2) is the presence of a random
jump amplitude ψt(ω, .) in (33). The relation between these two representations
for semimartingales has been discussed in great generality in [10, 18]. Here we
give a less general result which suffices for our purpose. The following result
expresses ζ in the form (2) suitable for applying Theorem 2.
Lemma 1 (Absorbing the jump amplitude in the compensator).
ζt = ζ0 +
∫ t
0
βs ds+
∫ t
0
δs dWs +
∫ t
0
∫
ψs(z) N˜(ds dz)
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can be also represented as
ζt = ζ0 +
∫ t
0
βs ds+
∫ t
0
δs dWs +
∫ t
0
∫
y M˜(ds dy), (35)
where M is an integer-valued random measure on [0, T ]×Rd with compensator
µ(ω, dt, dy) given by
∀A ∈ B(Rd − {0}), µ(ω, dt, A) = ν(ψ−1t (ω,A)) dt,
where ψ−1t (ω,A) = {z ∈ R
d, ψt(ω, z) ∈ A} denotes the inverse image of A under
the partial map ψt.
Proof. The result can be deduced from [10, The´ore`me 12] but we sketch here
the proof for completeness. A Poisson random measure N on [0, T ] × Rd can
be represented as a counting measure for some random sequence (Tn, Un) with
values in [0, T ]× Rd
N =
∑
n≥1
1{Tn,Un}. (36)
Let M be the integer-valued random measure defined by:
M =
∑
n≥1
1{Tn,ψTn(.,Un)}. (37)
µ, the predictable compensator of M is characterized by the following property
[17, Thm 1.8.]: for any positive P⊗B(Rd)-measurable map χ : [0, T ]×Ω×Rd →
R+ and any A ∈ B(Rd − {0}),
E
[∫ t
0
∫
A
χ(s, y)M(ds dy)
]
= E
[∫ t
0
∫
A
χ(s, y)µ(ds dy)
]
. (38)
Similarly, for B ∈ B(Rd − {0})
E
[∫ t
0
∫
B
χ(s, y)N(ds dy)
]
= E
[∫ t
0
∫
B
χ(s, y) ν(dy) ds
]
.
Using formulae (36) and (37):
E
[∫ t
0
∫
A
χ(s, y)M(ds dy)
]
= E

∑
n≥1
χ(Tn, ψTn(., Un))


= E
[∫ t
0
∫
ψ−1s (.,A)
χ(s, ψs(., z))N(ds dz)
]
= E
[∫ t
0
∫
ψ−1s (.,A)
χ(s, ψs(., z)) ν(dz) ds
]
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Formula (38) and the above equalities lead to:
E
[∫ t
0
∫
A
χ(s, y)µ(ds dy)
]
= E
[∫ t
0
∫
ψ−1s (.,A)
χ(s, ψs(., z)) ν(dz) ds
]
.
Since ψ is a predictable random function, the uniqueness of the predictable
compensator µ (take φ ≡ Id in [17, Thm 1.8.]) entails
µ(ω, dt, A) = ν(ψ−1t (ω,A)) dt. (39)
Formula (39) defines a random measure µ which is a Le´vy kernel∫ t
0
∫ (
1 ∧ ‖y‖2
)
µ(dy ds) =
∫ t
0
∫ (
1 ∧ ‖ψs(., y)‖
2
)
ν(dy) ds <∞.
In the case where ψt(ω, .) : R
d 7→ Rd is invertible and differentiable, we can
characterize the density of the compensator µ as follows:
Lemma 2 (Differentiable case). If the Le´vy measure ν(dz) has a density ν(z)
and if ψt(ω, .) : R
d 7→ Rd is a C1(Rd,Rd)-diffeomorphism, then ζ, given in (33),
has the representation
ζt = ζ0 +
∫ t
0
βs ds+
∫ t
0
δs dWs +
∫ t
0
∫
y M˜(ds dy),
where M is an integer-valued random measure with compensator
m(ω; t, y) dt dy = 1ψt(ω,Rd)(y) |det∇yψt|
−1
(ω, ψ−1t (ω, y)) ν(ψ
−1
t (ω, y)) dt dy,
where ∇yψt denotes the Jacobian matrix of ψt(ω, .).
Proof. We recall from the proof of Lemma 1:
E
[∫ t
0
∫
A
χ(s, y)µ(ds dy)
]
= E
[∫ t
0
∫
ψ−1s (.,A)
χ(s, ψs(., z)) ν(z) ds dz
]
.
Proceeding to the change of variable ψs(., z) = y:
E
[∫ t
0
∫
ψ−1s (.,A)
χ(s, ψs(., z)) ν(z) ds dz
]
= E
[∫ t
0
∫
A
1{ψs(Rd)}(y)χ(s, y) |det∇ψs|
−1
(., ψ−1s (., y)) ν(ψ
−1
s (., y))ds dy
]
.
The density appearing in the right hand side is predictable since ψ is a pre-
dictable random function. The uniqueness of the predictable compensator µ
yields the result.
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Let us combine Lemma 2 and Theorem 2. To proceed, we make a further
assumption.
Assumption 7. The Le´vy measure ν admits a density ν(y) with respect to the
Lebesgue measure on Rd and:
∀t ∈ [0, T ] ∃K2 > 0
∫ t
0
∫
‖y‖>1
(
1 ∧ ‖ψs(., y)‖
2
)
ν(y) dy ds < K2 a.s.
and
lim
R→∞
∫ T
0
ν (ψt ({‖y‖ ≥ R})) dt = 0 a.s.
Theorem 4. Let (ζt) be an Ito semimartingale defined on [0, T ] by the given
the decomposition
ζt = ζ0 +
∫ t
0
βs ds+
∫ t
0
δs dWs +
∫ t
0
∫
ψs(y) N˜(ds dy),
where ψt(ω, .) : R
d 7→ Rd is invertible and differentiable with inverse φt(ω, .).
Define
m(t, y) = 1{y∈ψt(Rd)} |det∇ψt|
−1
(ψ−1t (y)) ν(ψ
−1
t (y)). (40)
Assume there exists measurable functions a : [0, T ]×Rd 7→Md×d(R), b : [0, T ]×
Rd 7→ Rd and j : (t, x) ∈ [0, T ]× Rd) → R(Rd − {0}) satisfying Assumption 2
such that for (t, z) ∈ [0, T ]× Rd, B ∈ B(Rd − {0}),
E [βt|ζt− ] = b(t, ζt−) a.s,
E
[
tδtδt|ζt−
]
= a(t, ζt−) a.s,
E [m(., t, B)|ζt− ] = j(t, B, ζt−) a.s.
(41)
If β and δ satisfy Assumption 4, ν Assumption 7, (δ,m) satisfy Assumptions
5-6, then the stochastic differential equation
Xt = ζ0 +
∫ t
0
b(u,Xu) du +
∫ t
0
Σ(u,Xu) dBu +
∫ t
0
∫
y J˜(du dy), (42)
where (Bt) is an n-dimensional Brownian motion, J is an integer valued ran-
dom measure on [0, T ] × Rd with compensator j(t, dy,Xt−) dt, J˜ = J − j and
Σ : [0, T ]× Rd 7→Md×n(R) is a continuous function such that
tΣ(t, z)Σ(t, z) =
a(t, z), admits a unique weak solution ((Xt)t∈[0,T ],Qζ0) whose marginal distri-
butions mimick those of ζ:
∀t ∈ [0, T ] Xt
d
= ζt.
Under Qζ0 , X is a Markov process with infinitesimal generator L given by (3).
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Proof. We first use Lemma 2 to obtain the representation (35) of ζ:
ζt = ζ0 +
∫ t
0
βs ds+
∫ t
0
δs dWs +
∫ t
0
∫
y M˜(ds dy)
Then, we observe that∫ t
0
∫
y M˜(ds dy) =
∫ t
0
∫
‖y‖≤1
y M˜(ds dy) +
∫ t
0
∫
‖y‖>1
y [M(ds dy)− µ(ds dy)]
=
∫ t
0
∫
‖y‖≤1
y M˜(ds dy) +
∫ t
0
∫
‖y‖>1
yM(ds dy)−
∫ t
0
∫
‖y‖>1
y µ(ds dy),
where the terms above are well-defined thanks to Assumption 7. Lemma 2 leads
to: ∫ t
0
∫
‖y‖>1
y µ(ds dy) =
∫ t
0
∫
‖ψs(y)‖>1
‖ψs(., y)‖
2 ν(y) dy ds.
Hence:
ζt = ζ0 +
[∫ t
0
βs ds−
∫ t
0
∫
‖ψs(y)‖>1
‖ψs(., y)‖
2 ν(y) dy ds
]
+
∫ t
0
δs dWs
+
∫ t
0
∫
‖y‖≤1
y M˜(ds dy) +
∫ t
0
∫
‖y‖>1
yM(ds dy).
This representation has the form (2) and Assumptions 4 and 7 guarantee that
the local characteristics of ζ satisfy the assumptions of Theorem 2. Applying
Theorem 2 yields the result.
4 Examples
We now give some examples of stochastic models used in applications, where
Markovian projections can be characterized in a more explicit manner than
in the general results above. These examples also serve to illustrate that the
continuity assumption (Assumption 2) on the projected coefficients (b, a, n) in
(41) can be verified in many useful settings.
4.1 Semimartingales driven by a Markov process
In many examples in stochastic modeling, a quantity Z is expressed as a smooth
function f : Rd → R of a d-dimensional Markov process Z:
ξt = f(Zt) with f : R
d → R
We will show that in this situation our assumptions will hold for ξ as soon as Z
has an infinitesimal generator whose coefficients satisfy Assumptions 1, 2 and
3, allowing us to construct the Markovian Projection of ξt.
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Consider a time-dependent integro-differential operator L = (Lt)t∈[0,T ] de-
fined, for g ∈ C∞0 (R
d), by
Ltg(z) = bZ(t, z).∇g(z) +
d∑
i,j=1
(aZ)ij(t, x)
2
∂2g
∂xi∂xj
(x)
+
∫
Rd
[g(z + ψZ(t, z, y)− g(z)− ψZ(t, y, z).∇g(z)]νZ(y)dy,
(43)
where bZ : [0, T ]×R
d 7→ Rd, aZ : [0, T ]×R
d 7→Md×d(R), and ψZ : [0, T ]×R
d×
Rd are measurable functions and νZ is a Le´vy density.
If one assume that
ψZ(., ., 0) = 0 ψZ(t, z, .) is a C
1(Rd,Rd)− diffeomorphism,
∀t ∈ [0, T ] ∀z ∈ Rd E
[∫ t
0
∫
{‖y‖≥1}
(
1 ∧ ‖ψZ(s, z, y)‖
2
)
νZ(y) dy ds
]
<∞,
(44)
then applying Lemma 2, (43) rewrites, for g ∈ C∞0 (R
d):
Ltg(x) = bZ(t, x).∇g(x) +
d∑
i,j=1
(aZ)ij(t, x)
2
∂2g
∂xi∂xj
(x)
+
∫
Rd
[g(x+ y)− g(x)− y.∇g(x)]mZ(t, y, x) dy,
(45)
where
mZ(t, y, x) = 1{y∈ψZ(t,Rd,x)} |det∇ψZ |
−1 (t, x, ψ−1Z (t, x, y)) νZ(ψ
−1
Z (t, x, y)).
(46)
Throughout this section we shall assume that (bZ , aZ ,mZ) satisfy Assumptions
1, 2 and 3. Proposition 1 then implies that for any Z0 ∈ R
d, the SDE,
∀t ∈ [0, T ] Zt = Z0 +
∫ t
0
bZ(u, Zu−) du+
∫ t
0
aZ(u, Zu−) dWu
+
∫ t
0
∫
ψZ(u, Zu−, y) N˜(du dy),
(47)
admits a weak solution ((Zt)t∈[0,T ],QZ0), unique in law, with (Wt) an n-dimensional
Brownian motion, N a Poisson random measure on [0, T ]×Rd with compensator
νZ(y) dy dt, N˜ the associated compensated random measure. Under QZ0 , Z is
a Markov process with infinitesimal generator L.
Consider now the process
ξt = f(Zt). (48)
The aim of this section is to build in an explicit manner the Markovian Projec-
tion of ξt for a sufficiently large class of functions f .
Let us first rewrite ξt in the form (2):
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Proposition 3. Let f ∈ C2(Rd,R) with bounded derivatives such that,
∀(z1, · · · , zd−1) ∈ R
d−1, u 7→ f(z1, . . . , zd−1, u) is a C
1(R,R)−diffeomorphism.
Assume that (aZ ,mZ) satisfy Assumption 3, then ξt = f(Zt) admits the follow-
ing semimartingale decomposition:
ξt = ξ0 +
∫ t
0
βs ds+
∫ t
0
δs dBs +
∫ t
0
∫
u K˜(ds du),
where

βt = ∇f(Zt−).bZ(t, Zt−) +
1
2 tr
[
∇2f(Zt−)
taZ(t, Zt−)aZ(t, Zt−)
]
+
∫
Rd
(f(Zt− + ψZ(t, Zt−, y))− f(Zt−)− ψZ(t, Zt−, y).∇f(Zt−)) νZ(y) dy,
δt = ‖∇f(Zt−)aZ(t, Zt−)‖,
(49)
B is a real valued Brownian motion and K is an integer-valued random measure
on [0, T j]×R with compensator k(t, Zt−, u) du dt defined for all z ∈ R
d and for
any u > 0 (and analogously for u < 0) via:
k(t, z, [u,∞[) =
∫
Rd
1{f(z+ψZ(t,z,y))−f(z)≥u} νZ(y) dy. (50)
and K˜ its compensated random measure.
Proof. Applying Itoˆ’s formula to ξt = f(Zt) yields
ξt = ξ0 +
∫ t
0
∇f(Zs−).bZ(s, Zs−) ds+
∫ t
0
∇f(Zs−).aZ(s, Zs−)dWs
+
1
2
∫ t
0
tr
[
∇2f(Zs−)
taZ(s, Zs−)aZ(s, Zs−)
]
ds+
∫ t
0
∇f(Zs−).ψZ(s, Zs−, y) N˜(ds dy)
+
∫ t
0
∫
Rd
(f(Zs− + ψZ(s, Zs−, y))− f(Zs−)− ψZ(s, Zs−, y).∇f(Zs−)) N(ds dy)
= ξ0 +
∫ t
0
[
∇f(Zs−).bZ(s, Zs−) +
1
2
tr
[
∇2f(Zs−)
taZ(s, Zs−)aZ(s, Zs−)
]
+
∫
Rd
(f(Zs− + ψZ(s, Zs−, y))− f(Zs−)− ψZ(s, Zs−, y).∇f(Zs−)) νZ(y) dy
]
ds
+
∫ t
0
∇f(Zs−).aZ(s, Zs−)dWs +
∫ t
0
∫
Rd
(f(Zs− + ψZ(s, Zs−, y))− f(Zs−)) N˜(ds dy).
Given Assumption 3, either
∀R > 0 ∀t ∈ [0, T ] inf
‖z‖≤R
inf
x∈Rd, ‖x‖=1
tx.aZ(t, z).x > 0, (51)
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then (Bt)t∈[0,T ] defined by
dBt =
∇f(Zt−).aZ(t, Zt−)Wt
‖∇f(Zt−)aZ(t, Zt−)‖
,
is a continuous local martingale with [B]t = t thus a Brownian motion, or
aZ ≡ 0, then ξ is a pure-jump semimartingale. Define Kt
Kt =
∫ t
0
∫
ΨZ(s, Zs−, y) N˜(ds dy),
with ΨZ(t, z, y) = ψZ(t, z, κz(y)) where
κz(y) : R
d → Rd
y → (y1, · · · , yd−1, f(z + y)− f(z)).
Since for any z ∈ Rd, |det∇yκz| (y) =
∣∣∣ ∂∂yd f(z + y)
∣∣∣ > 0, one can define
κ−1z (y) = (y1, · · · , yd−1, Fz(y)) Fz(y) : R
d → R f(z+(y1, · · · , yd−1, Fz(y)))−f(z) = yd.
Considering φ the inverse of ψ that is φ(t, ψZ(t, z, y), z) = y, define
Φ(t, z, y) = φ(t, z, κ−1z (y)).
Φ corresponds to the inverse of ΨZ and Φ is differentiable on R
d with image Rd.
Now, define
m(t, z, y) = |det∇yΦ(t, z, y)| νZ(Φ(t, z, y))
=
∣∣det∇yφ(t, z, κ−1z (y))∣∣
∣∣∣∣ ∂f∂yd (z + κ−1z (y))
∣∣∣∣
−1
νZ(φ(t, z, κ
−1
z (y))).
One observes that∫ t
0
∫
‖y‖>1
(
1 ∧ ‖ΨZ(s, z, y)‖
2
)
νZ(y) dy ds =
∫ t
0
∫
‖y‖>1
(
1 ∧
(
ψ1(s, z, y)2 + · · ·+ ψd−1(s, z, y)2 + (f(z + ψZ(s, z, y))− f(z))
2
))
νZ(y) dy ds
≤
∫ t
0
∫
‖y‖>1
(
1 ∧
(
ψ1(s, z, y)2 + · · ·+ ψd−1(s, z, y)2 + ‖∇f‖2‖ψZ(s, z, y)‖
2
))
νZ(y) dy ds
≤
∫ t
0
∫
‖y‖>1
(
1 ∧ (2 ∨ ‖∇f‖2)‖ψZ(s, z, y)‖
2
)
νZ(y) dy ds.
Given the condition (44), one may apply Lemma 2 and express Kt as Kt =∫ t
0
∫
yM˜(ds dy) where M˜ is a compensated integer-valued random measure on
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[0, T ]× Rd with compensator m(t, Zt−, y) dy dt.
Extracting the d-th component of Kt, one obtains the semimartingale decom-
position of ξt on [0, T ]
ξt = ξ0 +
∫ t
0
βs ds+
∫ t
0
δs dBs +
∫ t
0
∫
u K˜(ds du),
where

βt = ∇f(Zt−).bZ(t, Zt−) +
1
2 tr
[
∇2f(Zt−)
taZ(t, Zt−)aZ(t, Zt−)
]
+
∫
Rd
(f(Zt− + ψZ(t, Zt−, y))− f(Zt−)− ψZ(t, Zt−, y).∇f(Zt−)) νZ(y) dy,
δt = ‖∇f(Zt−)aZ(t, Zt−)‖,
and K is an integer-valued random measure on [0, T ] × R with compensator
k(t, Zt−, u) du dt defined for all z ∈ R
d via
k(t, z, u) =
∫
Rd−1
m(t, (y1, · · · , yd−1, u), z) dy1 · · · dyd−1
=
∫
Rd−1
|det∇yΦ(t, z, (y1, · · · , yd−1, u))| νZ(Φ(t, z, (y1, · · · , yd−1, u))) dy1 · · · dyd−1,
and K˜ its compensated random measure. In particular for any u > 0 (and
analogously for u < 0),
k(t, z, [u,∞[) =
∫
Rd
1{f(z+ψZ(t,z,y))−f(z)≥u} νZ(y) dy.
Given the semimartingale decomposition of ξt in the form (2), we may now
construct the Markovian projection of ξ as follows.
Theorem 5. Assume that
• the coefficients (bZ , aZ ,mZ) satisfy Assumptions 1, 2 and 3,
• the Markov process Z has a transition density qt(.) which is continuous
on Rd uniformly in t ∈ [0, T ], and t 7→ qt(z) is right-continuous on [0, T [,
uniformly in z ∈ Rd.
• f ∈ C2b (R
d,R) such that
∀(z1, · · · , zd−1) ∈ R
d−1, u 7→ f(z1, . . . , zd−1, u) is aC
1(R,R)−diffeomorphism.
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Define, for w ∈ R, t ∈ [0, T ],
b(t, w) =
1
c(w)
∫
Rd−1
[
∇f(.).bZ(t, .) +
1
2
tr
[
∇2f(.)taZ(t, .)aZ(t, .)
]
+
∫
Rd
(f(.+ ψZ(t, ., y))− f(.)− ψZ(t, ., y).∇f(.)) νZ(y) dy,
]
(z1, · · · , zd−1, w)
×
qt(z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ∂f∂zd
∣∣∣ (z1, · · · , zd−1, F (z1, · · · , zd−1, w)) ,
σ(t, w) =
1√
c(w)
[ ∫
Rd−1
‖∇f(.)aZ(t, .)‖
2(z1, · · · , zd−1, w)
×
qt(z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ∂f∂zd
∣∣∣ (z1, · · · , zd−1, F (z1, · · · , zd−1, w))
]1/2
,
j(t, [u,∞[, w) =
1
c(w)
∫
Rd−1
(∫
Rd
1{f(.+ψZ(t,.,y))−f(.)≥u}(z1, · · · , zd−1, w) νZ(y) dy
)
×
qt(z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ∂f∂zd (z1, · · · , zd−1, F (z1, · · · , zd−1, w))
∣∣∣ ,
(52)
for u > 0 (and analogously for u < 0), with
c(w) =
∫
Rd−1
dz1...dzd−1
qt(z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ∂f∂zd (z1, · · · , zd−1, F (z1, · · · , zd−1, w))
∣∣∣ .
Then the stochastic differential equation
Xt = ξ0 +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dBs
+
∫ t
0
∫
‖y‖≤1
y J˜(ds dy) +
∫ t
0
∫
‖y‖>1
y J(ds dy),
(53)
where (Bt) is a Brownian motion, J is an integer-valued random measure on
[0, T ]× R with compensator j(t, du,Xt−) dt, J˜ = J − j, admits a weak solution
((Xt)t∈[0,T ],Qξ0), unique in law, whose marginal distributions mimick those of
ξ:
∀t ∈ [0, T ], Xt
d
= ξt.
Under Qξ0 , X is a Markov process with infinitesimal generator L given by
∀g ∈ C∞0 (R) Ltg(w) = b(t, w)g
′(w) +
σ2(t, w)
2
g′′(w)
+
∫
Rd
[g(w + u)− g(w) − ug′(w)]j(t, du, w).
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Before proving Theorem 5, we start with an useful Lemma, which will be of
importance.
Lemma 3. Let Z be a Rd-valued random variable with density q(z) and f ∈
C1(Rd,R) such that
∀(z1, · · · , zd−1) ∈ R
d−1, u 7→ f(z1, . . . , zd−1, u) is a C
1(R,R)−diffeomorphism.
Define the function F : Rd → R such that f(z1, · · · , zd−1, F (z)) = zd. Then for
any measurable function g : Rd → R such that E [|g(Z)|] <∞ and any w ∈ R,
E [g(Z)|f(Z) = w]
=
1
c(w)
∫
Rd−1
dz1...dzd−1g(z1, · · · , zd−1, w)
q(z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ∂f∂zd (z1, · · · , zd−1, F (z1, · · · , zd−1, w))
∣∣∣ ,
with
c(w) =
∫
Rd−1
dz1...dzd−1
q(z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ∂f∂zd (z1, · · · , zd−1, F (z1, · · · , zd−1, w))
∣∣∣ .
Proof. Consider the d-dimensional random variable κ(Z), where κ : Rd 7→ Rd
is given by
κ(z) = (z1, · · · , zd−1, f(z)) .
(∇zκ) =


1 0 0 0
...
. . .
...
...
0 · · · 1 0
∂f
∂z1
· · · ∂f∂zd−1
∂f
∂zd

 ,
so t |det(∇zκ)|(z) =
∣∣∣ ∂f∂zd (z)
∣∣∣ > 0. Hence κ is a C1(Rd,Rd)-diffeomorphism with
inverse κ−1.
κ(κ−1(z)) = (κ−11 (z), · · · , κ
−1
d−1(z), f(κ
−1
1 (z), · · · , κ
−1
d (z)) = z.
For 1 ≤ i ≤ d−1, κ−1i (z) = zi and f(z1, · · · , zd−1, κ
−1
d (z)) = zd that is κ
−1
d (z) =
F (z). Hence
κ−1(z1, · · · , zd) = (z1, · · · , zd−1, F (z)).
Define qκ(z) dz the inverse image of the measure q(z) dz under the partial map
κ by
qκ(z) = 1{κ(Rd)}(z) |det(∇zκ
−1)|(z) q(κ−1(z))
= 1{κ(Rd)}(z)
∣∣∣∣ ∂f∂zd
∣∣∣∣
−1
(z1, · · · , zd−1, F (z)) q(z1, · · · , zd−1, F (z)).
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qκ(z) is the density of κ(Z). So, for any w ∈ f(R
d) = R,
E [g(Z)|f(Z) = w]
=
∫
Rd−1
E [g(Z)|κ(Z) = (z1, · · · , zd−1, w)] dz1, · · · , dzd−1
=
1
c(w)
∫
Rd−1
dz1...dzd−1g(z1, · · · , zd−1, w)
q(z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ∂f∂zd
∣∣∣ (z1, · · · , zd−1, F (z1, · · · , zd−1, w)) ,
with
c(w) =
∫
Rd−1
dz1...dzd−1
q(z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ∂f∂zd (z1, · · · , zd−1, F (z1, · · · , zd−1, w))
∣∣∣ .
Proof of Theorem 5. Let us show that if (bZ , aZ ,mZ) satisfy Assumptions 1, 2
and 3 then the triplet (δt, βt, k(t, Zt−, u)) satisfies the assumptions of Theorem
2. Then given Proposition 3, one may build in an explicit manner the Markovian
Projection of ξt.
First, note that βt and δt satisfy Assumption 4 since bZ(t, z) and aZ(t, z)
satisfy Assumption 1 and ∇f and ∇2f are bounded.
One observes that if mZ satisfies Assumption 1, then the equality (46) im-
plies that ψZ and νZ satisfies:
∃K2 > 0 ∀t ∈ [0, T ] ∀z ∈ R
d
∫ t
0
∫
{‖y‖≥1}
(
1 ∧ ‖ψZ(s, z, y)‖
2
)
νZ(y) dy ds < K2.
(54)
Hence,∫ t
0
∫ (
1 ∧ ‖u‖2
)
k(s, Zs−, u) du ds =
∫ t
0
∫ (
1 ∧ |f(Zs− + ψZ(s, Zs−, y))− f(Zs−)|
2
)
νZ(y) dy ds
≤
∫ t
0
∫ (
1 ∧ ‖∇f‖2‖ψZ(s, Zs−, u)‖
2
)
νZ(y) dy ds,
is bounded and k satisfies Assumption 5.
As argued before, one sees that if aZ is non-degenerate then δt is. In the case
δt ≡ 0, for t ∈ [0, T [, R > 0, z ∈ B(0, R) and g ∈ C
0
0(R) ≥ 0, denoting C and
30
KT > 0 the constants in Assumption 3,
k(t, z, u)
=
∫
Rd−1
|det∇yΦ(t, z, (y1, · · · , yd−1, u))| νZ(Φ(t, z, (y1, · · · , yd−1, u))) dy1 · · · dyd−1
=
∫
Rd−1
∣∣det∇yφ(t, z, κ−1z (y1, · · · , yd−1, u))∣∣
∣∣∣∣ ∂f∂yd (z + κ−1z (y1, · · · , yd−1, u))
∣∣∣∣
−1
νZ(φ(t, z, κ
−1
z (y1, · · · , yd, u))) dy1 · · · dyd−1
≥
∫
Rd−1
∣∣∣∣ ∂f∂yd (z + κ−1z (y1, · · · , yd−1, u))
∣∣∣∣
−1
C
‖κ−1z (y1, · · · , yd−1, u)‖d+β
dy1 · · · dyd−1
=
∫
Rd−1
C
‖(y1, · · · , yd−1, u)‖d+β
dy1 · · · dyd−1
=
1
|u|d+β
∫
Rd−1
C
‖(y1/u, · · · , yd−1/u, 1)‖d+β
dy1 · · · dyd−1 = C
′ 1
|u|1+β
,
with C′ =
∫
Rd−1
C ‖(w1, · · · , wd−1, 1)‖
−1 dw1 · · · dwd−1.
Similarly∫ (
1 ∧ |u|β
) (
k(t, z, u)−
C′
|u|1+β
)
du
=
∫ (
1 ∧ |u|β
) ∫
Rd−1
∣∣∣∣ ∂f∂yd (z + κ−1z (y1, · · · , yd−1, u))
∣∣∣∣
−1
[ ∣∣det∇yφ(t, z, κ−1z (y1, · · · , yd−1, u))∣∣ νZ(φ(t, z, κ−1z (y1, · · · , yd−1, u)))
−
C
‖κ−1z (y1, · · · , yd−1, u)‖d+β
]
dy1 · · · dyd−1 du
=
∫
Rd
(
1 ∧ |f(z + (y1, · · · , yd−1, u))− f(z)|
β
)
(
|det∇yφ(t, z, (y1, · · · , yd−1, u))| νZ(φ(t, z, (y1, · · · , yd−1, u)))
−
C
‖(y1, · · · , yd−1, u)‖d+β
)
dy1 · · · dyd−1 du
≤
∫
Rd
(
1 ∧ ‖∇f‖‖(y1, · · · , yd−1, u)‖
β
)
(
|det∇yφ(t, z, (y1, · · · , yd−1, u))| νZ(φ(t, z, (y1, · · · , yd−1, u)))
−
C
‖(y1, · · · , yd−1, u)‖d+β
)
dy1 · · · dyd−1 du
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is also bounded. Similar arguments would show that
lim
ǫ→0
∫
|u|≤ǫ
|u|β
(
k(t, Zt−, u)−
C
|u|1+β
)
du = 0 a.s.
and lim
R→∞
∫ T
0
k (t, Zt−, {|u| ≥ R}) dt = 0 a.s.,
since this essentially hinges on the fact that f has bounded derivatives.
Applying Lemma 3, one can compute explicitly the conditional expectations
in (41). For example,
b(t, w) = E[βt|ξt− = w] =
∫
Rd−1
[
∇f(.).bZ(t, .) +
1
2
tr
[
∇2f(.)taZ(t, .)aZ(t, .)
]
+
∫
Rd
(f(.+ ψZ(t, ., y))− f(.)− ψZ(t, ., y).∇f(.)) νZ(y) dy,
]
(z1, · · · , zd−1, w)
×
qt(z1, · · · , zd−1, F (z1, · · · , zd−1, w))
| ∂f∂zd (z1, · · · , zd−1, F (z1, · · · , zd−1, w))|
.
with F : Rd → R defined by f(z1, · · · , zd−1, F (z)) = zd. Furthermore, f is C
2
with bounded derivatives, (bZ , aZ , νZ) satisfy Assumption 1. Since z ∈ R
d →
qt(z) is continuous in z uniformly in t ∈ [0, T ] and t ∈ [0, T [→ qt(z) is right-
continuous in t uniformly in z ∈ Rd, the same properties hold for b. Proceeding
similarly, one can show that that Assumption 2 holds for σ and j so Theorem
2 may be applied to yield the result.
4.2 Time changed Le´vy processes
Models based on time–changed Le´vy processes have been the focus of much
recent work, especially in mathematical finance [6]. Let Lt be a Le´vy process,
(b, σ2, ν) be its characteristic triplet on (Ω, (Ft)t≥0,P), N the Poisson random
measure representing the jumps of L and (θt)t≥0 a locally bounded, strictly
positive Ft-adapted cadlag process. The process
ξt = ξ0 + LΘt Θt =
∫ t
0
θsds.
is called a time-changed Le´vy process where θt is interpreted as the rate of time
change.
Theorem 6 (Markovian projection of time-changed Le´vy processes). Assume
that (θt)t≥0 is bounded from above and away from zero:
∃K, ǫ > 0, ∀t ∈ [0, T ], K ≥ θt ≥ ǫ a.s. (55)
and that there exists α : [0, T ]× R 7→ R such that
∀t ∈ [0, T ], ∀z ∈ R, α(t, z) = E[θt|ξt− = z],
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where α(t, .) is continuous on R, uniformly in t ∈ [0, T ] and, for all z in R,
α(., z) is right-continuous in t on [0, T [.
If either (i) σ > 0
or (ii) σ ≡ 0 and ∃β ∈]0, 2[, c,K ′ > 0, and ameasure
νβ(dy) such that ν(dy) = νβ(dy) +
c
|y|1+β
dy,
∫ (
1 ∧ |y|β
)
νβ(dy) ≤ K ′, lim
ǫ→0
∫
|y|≤ǫ
|y|β νβ(dy) = 0,
then
• (ξt) has the same marginals as (Xt) on [0, T ], defined as the weak solution
of
Xt = ξ0 +
∫ t
0
σ
√
α(s,Xs−)dBs +
∫ t
0
bα(s,Xs−)ds
+
∫ t
0
∫
|z|≤1
zJ˜(ds dz) +
∫ t
0
∫
|z|>1
zJ(ds dz),
where Bt is a real-valued brownian motion, J is an integer-valued random
measure on [0, T ]× R with compensator α(t,Xt−) ν(dy) dt.
• The marginal distribution pt of ξt is the unique solution of the forward
equation:
∂pt
∂t
= L⋆t . pt,
where, L∗t is given by
L⋆t g(x) = −b
∂
∂x
[α(t, x)g(x)] +
σ2
2
∂2
∂x2
[α2(t, x)g(x)]
+
∫
Rd
ν(dz)
[
g(x− z)α(t, x− z)− g(x)α(t, x) − 1‖z‖≤1z.
∂
∂x
[g(x)α(t, x)]
]
,
with the given initial condition p0(dy) = µ0(dy) where µ0 denotes the law
of ξ0.
Proof. Consider the Le´vy-Ito decomposition of L:
Lt = bt+ σWt +
∫ t
0
∫
|z|≤1
zN˜(dsdz) +
∫ t
0
∫
|z|>1
zN(dsdz).
Then ξ rewrites
ξt = ξ0 + σW (Θt) + bΘt
+
∫ Θt
0
∫
|z|≤1
zN˜(ds dz) +
∫ θt
0
∫
|z|>1
zN(ds dz).
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W (Θt) is a continuous martingale starting from 0, with quadratic variation
Θt =
∫ t
0
θsds. Hence, there exists Zt a Brownian motion, such that
W (Θt)
d
=
∫ t
0
√
θsdZs.
Hence ξt is the weak solution of :
ξt = ξ0 +
∫ t
0
σ
√
θs dZs +
∫ t
0
bθs ds
+
∫ t
0
∫
|z|≤1
zθs N˜(ds dz) +
∫ t
0
∫
|z|>1
zθsN(ds dz).
Using the notations of Theorem 2,
βt = b θt, δt = σ
√
θt, m(t, dy) = θt ν(dy).
Given the conditions (55), one simply observes that
∀(t, z) ∈ [0, T ]× R, ǫ ≤ α(t, z) ≤ K.
Hence Assumptions 4, 5 and 6 hold for (β, δ,m). Furthermore,
b(t, .) = E [βt|ξt− = .] = b α(t, .),
σ(t, .) = E
[
δ2t |ξt− = .
]1/2
= σ
√
α(t, .),
n(t, B, .) = E [m(t, B)|ξt− = .] = α(t, .)ν(B),
are all continuous on R uniformly in t on [0, T ] and for all z ∈ R, α(., z) is
right-continuous on [0, T [. One may apply Theorem 2 yielding the result.
The impact of the random time change on the marginals can be captured
by making the characteristics state dependent
( bα(t,Xt−), σ
2α(t,Xt−), α(t,Xt−)ν )
by introducing the same adjustment factor α(t,Xt−) to the drift, diffusion co-
efficient and Le´vy measure. In particular if α(t, x) is affine in x we get an affine
process [8] where the affine dependence of the characteristics with respect to the
state are restricted to be colinear, which is rather restrictive. This remark shows
that time-changed Le´vy processes, which in principle allow for a wide variety of
choices for θ and L, may not be as flexible as apparently simpler affine models
when it comes to reproducing marginal distributions.
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