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RESUMO
PIEROBOM, Jean L. OTIMIZAC¸A˜O POR NUVEM DE PARTI´CULAS APLICADA AO PRO-
BLEMA DE ATRIBUIC¸A˜O DE TAREFAS DINAˆMICO. 84 f. Dissertac¸a˜o – Programa de Po´s-
graduac¸a˜o em Computac¸a˜o Aplicada, Universidade Tecnolo´gica Federal do Parana´. Curitiba,
2012.
A Inteligeˆncia de Enxame (Swarm Intelligence) e´ uma a´rea de estudos que busca soluc¸o˜es para
problemas de otimizac¸a˜o utilizando-se de te´cnicas computacionais inpiradas no comportamento
social emergente encontrado na biologia. A metaheurı´stica Particle Swarm Optimization (PSO)
e´ relativamente nova e foi inspirada no comportamento social de bandos de pa´ssaros. PSO
tem apresentado bons resultados em alguns trabalhos recentes de otimizac¸a˜o discreta, apesar
de ter sido concebido originalmente para a otimizac¸a˜o de problemas contı´nuos. Este trabalho
trata o Problema de Atribuic¸a˜o de Tarefas - Task Assignment Problem (TAP), e apresenta uma
aplicac¸a˜o: o problema de alocac¸a˜o de ta´xis e clientes, cujo objetivo da otimizac¸a˜o esta´ em mi-
nimizar a distaˆncia percorrida pela frota. Primeiramente, o problema e´ resolvido em um cena´rio
esta´tico, com duas verso˜es do PSO discreto: a primeira abordagem e´ baseada em codificac¸a˜o
bina´ria e a segunda utiliza permutac¸o˜es para codificar as soluc¸o˜es. Os resultados obtidos mos-
tram que a segunda abordagem e´ superior a` primeira em termos de qualidade das soluc¸o˜es e
tempo computacional, e e´ capaz de encontrar as soluc¸o˜es o´timas para o problema nas instaˆncias
para as quais os valores o´timos sa˜o conhecidos. A partir disto, o algoritmo e´ adaptado para a
otimizac¸a˜o do problema em um ambiente dinaˆmico, com a aplicac¸a˜o de diferentes estrate´gias
de resposta a`s mudanc¸as. Os novos resultados mostram que a combinac¸a˜o de algumas abor-
dagens habilita o algoritmo PSO a obter boas soluc¸o˜es ao longo da ocorreˆncia de mudanc¸as
nas varia´veis de decisa˜o problema, em todas as instaˆncias testadas, com diferentes tamanhos e
escalas de mudanc¸a.
Palavras-chave: Inteligeˆncia de Enxame, Otimizac¸a˜o por Nuvem de Partı´culas, Otimizac¸a˜o
Combinato´ria, Otimizac¸a˜o Dinaˆmica, Problema de Atribuic¸a˜o de Tarefas
ABSTRACT
PIEROBOM, Jean L. PARTICLE SWARM OPTIMIZATION APPLIED TO THE DYNAMIC
TASK ASSIGNMENT PROBLEM. 84 f. Dissertac¸a˜o – Programa de Po´s-graduac¸a˜o em
Computac¸a˜o Aplicada, Universidade Tecnolo´gica Federal do Parana´. Curitiba, 2012.
Swarm Intelligence searches for solutions to optimization problems using computational tech-
niques inspired in the emerging social behavior found in biology. The metaheuristic Particle
Swarm Optimization (PSO) is relatively new and can be considered a metaphor of bird flocks.
PSO has shown good results in some recent works of discrete optimization, despite it has been
originally designed for continuous optimization problems. This paper deals with the Task As-
signment Problem (TAP), and presents an application: the optimization problem of allocation of
taxis and customers, whose goal is to minimize the distance traveled by the fleet. The problem
is solved in a static scenario with two versions of the discrete PSO: the first approach that is ba-
sed on a binary codification and the second one which uses permutations to encode the solution.
The obtained results show that the second approach is superior than the first one in terms of qua-
lity of the solutions and computational time, and it is capable of achieving the known optimal
values in the tested instances of the problem. From this, the algorithm is adapted for the opti-
mization of the problem in a dynamic environment, with the application of different strategies
to respond to changes. The new results show that some combination of approaches enables the
PSO algorithm to achieve good solutions along the occurrence of changes in decision variables
problem, in all instances tested, with different sizes and scales of change.
Keywords: Swarm Intelligence, Particle Swarm Optimization, Combinatorial Optimization,
Dynamic Optimization, Task Assignment Problem
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1 INTRODUC¸A˜O
A tarefa de otimizac¸a˜o consiste em buscar soluc¸o˜es para um problema que conduzam
a valores extremos de sua func¸a˜o objetivo em um determinado intervalo. A func¸a˜o objetivo
e´ a definic¸a˜o de um crite´rio de desempenho de soluc¸o˜es para o problema que esta´ sendo oti-
mizado, podendo ser de maximizac¸a˜o ou minimizac¸a˜o. No caso dos problemas de otimizac¸a˜o
combinato´ria, geralmente estas soluc¸o˜es sa˜o obtidas quando se identifica a combinac¸a˜o mais
apropriada para as varia´veis de decisa˜o do problema. Considerando que, tipicamente, em pro-
blemas de otimizac¸a˜o combinato´ria o domı´nio de soluc¸o˜es e´ finito, uma alternativa possı´vel para
isto seria enumerar todas as soluc¸o˜es factı´veis e enta˜o identificar qual e´ a melhor delas. Entre-
tanto, esta abordagem pode se tornar invia´vel computacionalmente dependendo do tamanho do
espac¸o de busca, considerando que o nu´mero de soluc¸o˜es factı´veis cresce exponencialmente
conforme aumentam as opc¸o˜es de valores para as varia´veis de decisa˜o. Assim, a utilizac¸a˜o de
metaheurı´sticas se apresenta como uma boa opc¸a˜o para a resoluc¸a˜o de problemas de otimizac¸a˜o
discreta.
Dentre os mais conhecidos problemas da a´rea de Otimizac¸a˜o Combinato´ria (OC), o
Problema de Atribuic¸a˜o de Tarefas - Task Assignment Problem (TAP) pode servir de modelo
para va´rias aplicac¸o˜es pra´ticas, como por exemplo: programac¸a˜o de disciplinas em cursos
universita´rios (SHIAU, 2011), alocac¸a˜o de espac¸o de armazenamento (DIAZ; FERNANDEZ,
2001), carregamento de caminho˜es (PIGATTI et al., 2005), entre outros. Segundo Salman
(2002), na˜o existe um algoritmo capaz de encontrar uma soluc¸a˜o o´tima em tempo polinomial
para o TAP, portanto, e´ necessa´rio que sejam desenvolvidos me´todos de busca heurı´stica para
soluciona´-lo. Neste trabalho sera´ formalizado o Problema de Atribuic¸a˜o de Tarefas, bem como
apresentada uma aplicac¸a˜o pra´tica do problema envolvendo soluc¸o˜es para ambientes esta´ticos
e dinaˆmicos.
O Problema pra´tico considerado neste trabalho sera´ o de Alocac¸a˜o Ta´xi-Cliente (PATC),
que pode ser categorizado como um Problema de Atribuic¸a˜o de Tarefas. O PATC/TAP consiste
em alocar N ta´xis (agentes de oferta de servic¸o) para o atendimento de N clientes (agentes de
demanda de servic¸o), de modo que a distaˆncia total percorrida no trajeto dos ta´xis ate´ os clientes
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seja mı´nima.
Este trabalho foca o desenvolvimento e a aplicac¸a˜o do algoritmo de Otimizac¸a˜o por
Nuvem de Partı´culas - Particle Swarm Optimization (PSO) na resoluc¸a˜o do Problema de
Atribuic¸a˜o de Tarefas. PSO e´ uma te´cnica de otimizac¸a˜o metaheurı´stica desenvolvida em 1995
por Kennedy e Eberhart, com base na ana´lise do comportamento inteligente de revoadas de
pa´ssaros. O algoritmo PSO faz parte de uma a´rea de estudos denominada Inteligeˆncia de En-
xame, que contempla uma se´rie de algoritmos que simulam o comportamento social encontrado
na natureza e objetiva otimizar problemas computacionais utilizando estas te´cnicas.
Nesta dissertac¸a˜o, o PSO e´ empregado para a resoluc¸a˜o do problema em um expe-
rimento que aplica duas verso˜es discretas do algoritmo: a primeira abordagem e´ baseada em
codificac¸a˜o bina´ria, e a segunda utiliza permutac¸o˜es de sequeˆncias de posic¸o˜es. Alguns ex-
perimentos sa˜o conduzidos para comparar as abordagens em uma simulac¸a˜o do problema em
ambiente esta´tico. Os resultados obtidos com ambas as verso˜es do PSO sa˜o comparados com o
valor o´timo encontrado com uma busca exaustiva, em algumas instaˆncias do problema em que
isso e´ computacionalmente possı´vel. No caso das outras instaˆncias, onde a aplicac¸a˜o da busca
exaustiva e´ invia´vel, os resultados sa˜o comparados com as soluc¸o˜es de refereˆncia obtidas com
um PSO robusto.
O melhor destes dois algoritmos e´ enta˜o adaptado para a resoluc¸a˜o do problema em am-
biente dinaˆmico. Novos experimentos sa˜o conduzidos para simular mudanc¸as nas varia´veis de
decisa˜o do problema, de modo a criar um ambiente dinaˆmico de otimizac¸a˜o. Nestes experimen-
tos, algumas abordagens de resposta a`s mudanc¸as sa˜o combinadas entre si, e um comparativo e´
realizado para identificar as combinac¸o˜es que apresentam melhor desempenho.
1.1 MOTIVAC¸A˜O
A organizac¸a˜o e o planejamento de sistemas de transporte sa˜o questo˜es fundamentais
para o funcionamento de grandes cidades, e tambe´m para o sucesso de eventos como a Copa do
Mundo de Futebol e as Olimpı´adas (COSTA; COSTA, 2010), eventos cujas pro´ximas edic¸o˜es
sera˜o sediadas no Brasil em 2014 e 2016, respectivamente. Os ta´xis representam um importante
meio de transporte urbano e a alocac¸a˜o de ta´xis para clientes de maneira otimizada pode trazer
benefı´cios em termos da melhoria da mobilidade urbana e da reduc¸a˜o das taxas de emissa˜o de
gases de efeito estufa, como uma consequeˆncia da diminuic¸a˜o do nu´mero de ta´xis por habitante.
Ale´m disso, os Problemas de Otimizac¸a˜o Combinato´ria - Combinatorial Optimization
Problems (COP) possuem grande aplicabilidade pra´tica e sa˜o dos mais conhecidos dentre os
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problemas de otimizac¸a˜o. Entretanto, ainda na˜o e´ significativo o nu´mero de aplicac¸o˜es do PSO
na resoluc¸a˜o de problemas desta categoria. Segundo Poli (2008), apenas 3,5% das publicac¸o˜es
sobre PSO encontradas no IEEE Xplore Database no perı´odo de 1995 a` 2006 lidam com pro-
blemas de otimizac¸a˜o combinato´ria. Isto se deve ao fato de que o PSO foi originalmente desen-
volvido para problemas contı´nuos, e na˜o discretos como e´ o caso dos problemas de Otimizac¸a˜o
Combinato´ria.
Desde a primeira versa˜o do PSO para problemas discretos, desenvolvida por Kennedy
e Eberhart (1997), outros trabalhos de otimizac¸a˜o combinato´ria que utilizam o PSO foram ela-
borados. Em boa parte destes trabalhos, o PSO apresentou melhores resultados quando com-
parado com outros me´todos de otimizac¸a˜o bio-inspirados como Algoritmos Gene´ticos (AG’s)
(SALMAN, 2002; HU et al., 2003; SHA; HSU, 2006; LIAO et al., 2007; SHA; HSU, 2008;
KUO et al., 2009; ROSENDO; POZO, 2010; SHA; LIN, 2010; LIU et al., 2011) e Otimizac¸a˜o
por Coloˆnia de Formigas, do ingleˆs Ant Colony Optimization (ACO) (JARBOUI et al., 2008;
SHA; HSU, 2008), ale´m de algumas outras metaheurı´sticas conhecidas, como Busca Tabu (BT)
(SHA; HSU, 2006) e Teˆmpera Simuada (TS) (FANG et al., 2007). O PSO tem sido pouco utili-
zado na otimizac¸a˜o de problemas de OC, apesar de os resultados se mostrarem promissores nos
trabalhos onde isto foi realizado. O estado da arte da aplicac¸a˜o do PSO em COP e´ detalhado no
Capı´tulo 4.
Ale´m das questo˜es relacionadas com OC, a investigac¸a˜o do problema motiva
a realizac¸a˜o de um comparativo das diferentes abordagens propostas para a utilizac¸a˜o do PSO
na otimizac¸a˜o de problemas dinaˆmicos. Os trabalhos de Eberhart e Shi (2001), Hu e Eberhart
(2002) e Esquivel e Coello (2004) propo˜em estrate´gias para adicionar ao PSO as habilidades
necessa´rias para que o algoritmo seja capaz de reagir a`s mudanc¸as ocorridas em ambientes
dinaˆmicos de otimizac¸a˜o. Os experimentos realizados nesta dissertac¸a˜o mostram que, em al-
gumas situac¸o˜es, a combinac¸a˜o destas abordagens pode apresentar resultados melhores do que
aqueles obtidos com a sua utilizac¸a˜o individual.
Espera-se que este trabalho possa contribuir com a investigac¸a˜o do problema sob a
perspectiva de uma aplicac¸a˜o pra´tica, e com a proposta de uma abordagem eficiente baseada no
algoritmo PSO para a sua resoluc¸a˜o.
1.2 OBJETIVO GERAL
Este trabalho tem por objetivo solucionar um tipo especı´fico de Problema de Atribuic¸a˜o
de Tarefas dinaˆmico, no caso, o Problema de Alocac¸a˜o Ta´xi-Cliente, utilizando a metaheurı´stica
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PSO.
1.3 OBJETIVOS ESPECI´FICOS
Dentre os principais objetivos especı´ficos, destacam-se:
• Propor um me´todo de otimizac¸a˜o para o problema, adaptando um PSO desenvolvido para
otimizac¸a˜o contı´nua para o problema considerado que e´ discreto;
• Propor uma estrate´gia de resposta a`s mudanc¸as do problema apresentado, considerando
os seus aspectos dinaˆmicos;
• Comparar os resultados obtidos com as diferentes verso˜es do PSO discreto em ambiente
esta´tico;
• Comparar os resultados obtidos com as diferentes estrate´gias de resposta a`s mudanc¸as do
problema em ambiente dinaˆmico;
• Mostrar as vantagens e limitac¸o˜es do me´todo proposto.
1.4 CONTRIBUIC¸O˜ES DO TRABALHO
O presente trabalho apresenta contribuic¸o˜es relacionadas aos seguintes aspectos prin-
cipais:
• O desenvolvimento do algoritmo PSO para a otimizac¸a˜o de problemas dinaˆmicos de
otimizac¸a˜o combinato´ria, sendo que os resultados obtidos nesta dissertac¸a˜o caracterizam
avanc¸os em pesquisa sobre a aplicac¸a˜o do PSO em problemas desta natureza: em alguns
casos, a combinac¸a˜o de abordagens conhecidas se mostrou mais eficiente do que estas
mesmas abordagens utilizadas individualmente;
• A explorac¸a˜o de uma aplicac¸a˜o do problema que apresenta relevaˆncia pra´tica, tendo como
resultado um software piloto que pode ser utilizado futuramente por empresas deste ramo
de nego´cios.
Os resultados obtidos na primeira parte dos experimentos foram publicados na forma
de um artigo cientı´fico (PIEROBOM et al., 2011), o qual mostra um comparativo de duas
verso˜es do PSO discreto aplicadas ao problema em questa˜o. Tais comparativos tambe´m sa˜o
incluı´dos nesta dissertac¸a˜o de mestrado.
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1.5 ESTRUTURA DO TRABALHO
O Capı´tulo 2 descreve e formaliza o problema abordado neste trabalho, apresentando
uma aplicac¸a˜o pra´tica. Sa˜o descritos ainda os eventos que caracterizam o problema como
dinaˆmico.
No Capı´tulo 3 sa˜o apresentados conceitos sobre Inteligeˆncia de Enxame, juntamente
com uma revisa˜o do algoritmo de Otimizac¸a˜o por Nuvem de Partı´culas na sua versa˜o original,
voltada para a otimizac¸a˜o de problemas contı´nuos.
O Capı´tulo 4 apresenta uma revisa˜o bibliogra´fica sobre Otimizac¸a˜o Combinato´ria, in-
cluindo a descric¸a˜o de algumas categorias de problemas desta natureza e, ainda, as adaptac¸o˜es
que se fazem necessa´rias para a aplicac¸a˜o do PSO em problemas discretos.
O Capı´tulo 5 traz uma revisa˜o sobre Otimizac¸a˜o de Problemas Dinaˆmicos, onde sa˜o
apresentadas as te´cnicas utilizadas para a detecc¸a˜o de mudanc¸as, as estrate´gias de resposta a`s
mudanc¸as, e as me´tricas de avaliac¸a˜o de desempenho para algoritmos aplicados em problemas
dinaˆmicos.
O Capı´tulo 6 aborda a metodologia adotada, e as etapas de desenvolvimento deste
trabalho. Sa˜o apresentados os algoritmos candidatos para otimizac¸a˜o do problema proposto,
que incluem: PSO discreto com representac¸a˜o bina´ria de partı´culas e matriz de probabilidades
de movimentac¸a˜o sobre o espac¸o de busca; e PSO discreto com representac¸a˜o de partı´culas
como sequeˆncias de posic¸o˜es e movimentac¸a˜o com operac¸o˜es de troca de posic¸o˜es. A melhor
das duas abordagens testadas e´ enta˜o empregada na otimizac¸a˜o do problema em um ambiente
dinaˆmico, com a combinac¸a˜o de algumas conhecidas estrate´gias de resposta a`s mudanc¸as.
Os experimentos realizados neste trabalho sa˜o detalhados no Capı´tulo 7, juntamente
com os resultados obtidos. Este capı´tulo descreve um processo de busca exaustiva por
enumerac¸a˜o, o qual possibilita encontrar a soluc¸a˜o o´tima do problema e avaliar a qualidade das
soluc¸o˜es encontradas com os dois algoritmos para instaˆncias de tamanho reduzido. Ale´m disso,
neste capı´tulo e´ descrito um PSO robusto, o qual e´ empregado na identificac¸a˜o de soluc¸o˜es de
refereˆncia de instaˆncias do problema que na˜o permitem o emprego da busca exaustiva.
Finalmente, as concluso˜es finais sa˜o apresentadas no Capı´tulo 8.
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2 PROBLEMA DE ATRIBUIC¸A˜O DE TAREFAS
O Problema de Atribuic¸a˜o de Tarefas - Task Assignment Problem (TAP) foi proposto
inicialmente por Tank e Hopfield (1987) para ilustrar o uso das redes de Hopfield na otimizac¸a˜o
de problemas combinato´rios. No TAP, existem N tarefas que precisam ser executadas por um
conjunto de M agentes, sendo que cada agente tem um desempenho melhor quando lida com
certas tarefas, e desempenho pior quando lida com outras. O objetivo e´ alocar um (e somente
um) agente para cada tarefa, de modo que o custo total de execuc¸a˜o das tarefas seja o menor
possı´vel. Dado um conjunto A de agentes e um conjunto T de tarefas, o problema pode ser
formalizado matematicamente como:
Minimizar∑
i∈A
∑
j∈T
xi jci j
sujeito a∑
j∈T
xi j = 1, i ∈ A
∑
i∈A
xi j = 1, j ∈ T
xi j ∈ {0,1}, i, j ∈ A,T,
onde a varia´vel xi j representa a atribuic¸a˜o da tarefa j ao agente i, tomando o valor 1 caso a
atribuic¸a˜o seja realizada, e 0 caso contra´rio; e a varia´vel ci j representa o custo de execuc¸a˜o
da tarefa j pelo agente i. Quando o problema e´ resolvido com o mesmo nu´mero N de agen-
tes e tarefas, cada conjunto de atribuic¸o˜es e´ uma permutac¸a˜o de um conjunto de N inteiros.
Assim, existem N! maneiras distintas em que as tarefas podem ser atribuı´das aos agentes, e
para grandes valores de N as tentativas de examinar todas as possı´veis permutac¸o˜es utilizando
enumerac¸a˜o tornam-se invia´veis, ja´ que o espac¸o de busca do problema aumenta exponencial-
mente conforme aumenta o nu´mero de tarefas e agentes. Por exemplo, para atribuir 10 tarefas
a 10 agentes seria necessa´rio avaliar um total de 10! (ou 3.628.800) permutac¸o˜es diferentes.
No caso com 13 tarefas e 13 agentes, seria necessa´ria a avaliac¸a˜o de 13! (ou 6.227.020.800)
permutac¸o˜es. Assim, se faz necessa´rio empregar algoritmos que aproximam a soluc¸a˜o o´tima do
problema e que sejam via´veis em termos de tempo de processamento.
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Outros problemas de Otimizac¸a˜o Combinato´ria sa˜o descritos no Capı´tulo 4, e a aplicac¸a˜o
pra´tica do TAP considerada neste trabalho e´ apresentada nas pro´ximas sec¸o˜es do presente
capı´tulo.
2.1 APLICAC¸A˜O DO TAP: PROBLEMA DE ALOCAC¸A˜O TA´XI-CLIENTE
O Problema de Alocac¸a˜o Ta´xi-Cliente (PATC), categorizado neste trabalho como um
Problema de Atribuic¸a˜o de Tarefas, consiste em alocar N ta´xis (agentes de oferta de servic¸o)
para o atendimento de N clientes (agentes de demanda de servic¸o), de modo que a distaˆncia
total percorrida no trajeto dos ta´xis ate´ os clientes seja mı´nima. O espac¸o de busca S para este
problema e´ o conjunto de diferentes combinac¸o˜es de alocac¸a˜o que podem ser formadas, com
tamanho |S| = N!. Como no exemplo previamente apresentado, a avaliac¸a˜o de cada uma das
soluc¸o˜es por enumerac¸a˜o e´ invia´vel para grandes valores de N, ja´ que o espac¸o de busca do
problema aumenta exponencialmente.
O PATC/TAP pode ser formalizado da seguinte maneira: seja A uma func¸a˜o de alocac¸a˜o
que mapeia o conjunto de agentes de oferta V para o conjunto de agentes de demanda P, definida
da seguinte forma:
A : V → P, (1)
onde A(i) = j se o agente de oferta i estiver alocado ao agente de demanda j; neste trabalho
esta´ sendo considerado o caso onde |V | = |P| = N. Seja C(A) uma func¸a˜o que calcula o custo
de uma soluc¸a˜o A:
C(A) =
N
∑
i=1
distaˆncia(i,A(i)), (2)
onde distaˆncia(i, j) e´ a func¸a˜o que calcula o custo do caminho mı´nimo entre dois pontos na
cidade, medido em quiloˆmetros; neste caso, a distaˆncia entre os agentes i e j, e j = A(i). Neste
trabalho, o caminho mı´nimo e´ identificado com a aplicac¸a˜o do algoritmo de Dijkstra (DIJKS-
TRA, 1959) implementado no mecanismo de roteamento OSM2PO (MOELLER, 2011), e re-
presenta a rota com menor distaˆncia a ser percorrida por um ta´xi (agente de oferta de servic¸o)
para atender a um cliente (agente de demanda de servic¸o). O objetivo e´ encontrar uma soluc¸a˜o
Ao com custo mı´nimo no conjunto de soluc¸o˜es S, ou seja:
Ao = argmin C(A) ∀A ∈ S (3)
Em outras palavras, o objetivo e´ encontrar a soluc¸a˜o de alocac¸a˜o que apresente a menor
distaˆncia total a ser percorrida pelos ta´xis da frota, no trajeto ate´ onde encontram-se os clientes
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que esta˜o aguardando. A Figura 1 ilustra uma instaˆncia do problema com valor de N = 13, ou
seja, uma instaˆncia do problema com 13 ta´xis disponı´veis para o atendimento de 13 clientes.
Figura 1: Instaˆncia do PATC/TAP com valor de N = 13
Fonte: Autoria pro´pria com base em Google e Open Street Map
Ainda sobre a avaliac¸a˜o de custo das soluc¸o˜es: conforme e´ mostrado no Anexo B,
o tempo me´dio para o ca´lculo da distaˆncia de uma u´nica rota e´ de 130 milissegundos, em
um computador com processador Intel Core 2 Duo 2.40GHz e 3GB de memo´ria RAM. Para
a composic¸a˜o da matriz de custo das soluc¸o˜es em uma instaˆncia do problema com tamanho
N = 13, e´ necessa´rio calcular a distaˆncia de N2 = 169 rotas possı´veis. No caso de instaˆncias
com tamanho N = 100, este nu´mero aumenta para N2 = 10.000. Isto acaba elevando o tempo
de execuc¸a˜o da func¸a˜o distaˆncia. Embora o custo de cada rota seja calculado apenas uma vez,
e esta informac¸a˜o seja reutilizada para compor o custo das soluc¸o˜es que possuam a mesma
alocac¸a˜o, o tempo computacional da func¸a˜o distaˆncia representa mais de 99% do tempo total
de execuc¸a˜o do algoritmo de melhor desempenho testado neste trabalho, como mostram os
experimentos apresentados no Capı´tulo 7.
2.2 PROBLEMA DINAˆMICO DE ALOCAC¸A˜O TA´XI-CLIENTE
Ate´ aqui, o PATC/TAP foi descrito como um problema esta´tico. Mas em um cena´rio
real, algumas mudanc¸as ocorrem e precisam ser consideradas (Figuras 2, 3, 4 e 5):
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Figura 2: Mudanc¸a (a) - surgimento de um
novo cliente
Figura 3: Mudanc¸a (b) - deslocamento do
ta´xi
Figura 4: Mudanc¸a (c) - ta´xi chega ate´ o cli-
ente
Figura 5: Mudanc¸a (d) - ta´xi fica livre nova-
mente
• (a) um novo cliente surge (o cliente fica “aguardando”);
• (b) a posic¸a˜o do ta´xi muda devido ao seu deslocamento na direc¸a˜o do cliente para o qual
foi alocado, podendo no caminho ficar mais pro´ximo de outros clientes;
• (c) quando o ta´xi chega ate´ a posic¸a˜o do cliente formando um par (ta´xi, cliente), e estes
elementos precisam ser removidos do cena´rio de otimizac¸a˜o (o ta´xi esta´ “ocupado”);
• (d) quando o par (ta´xi, cliente) chega ao destino, o servic¸o termina, e um novo agente de
oferta de servic¸o aparece no cena´rio (o ta´xi fica “livre”).
Estas mudanc¸as caracterizam o PATC/TAP como um problema dinaˆmico de otimizac¸a˜o,
cujas avaliac¸o˜es de aptida˜o das soluc¸o˜es sa˜o sujeitas a variac¸a˜o temporal. Na otimizac¸a˜o de pro-
blemas dinaˆmicos o objetivo deixa de ser apenas encontrar a soluc¸a˜o o´tima em um determinado
instante. E´ preciso que o algoritmo empregado na resoluc¸a˜o do problema seja capaz de rastrear
a soluc¸a˜o o´tima enquanto ocorrem as mudanc¸as, e para isto, e´ necessa´rio que sejam adotadas
estrate´gias de detecc¸a˜o e resposta para estas mudanc¸as. No caso do problema em questa˜o, a
func¸a˜o de fitness na˜o e´ exatamente dependente do tempo como define a Equac¸a˜o 10, mas sim,
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as varia´veis de decisa˜o do problema ficam sujeitas a mudanc¸as durante a otimizac¸a˜o, fazendo
com que o valor de fitness das soluc¸o˜es mude. Diagramas de Estado dos agentes de oferta e
demanda sa˜o ilustrados nas Figuras 6 e 7, respectivamente.
Figura 6: Diagrama de estados - agente de oferta de servic¸o
Fonte: Autoria pro´pria
Figura 7: Diagrama de estados - agente de demanda de servic¸o
Fonte: Autoria pro´pria
A dinaˆmica da PATC/TAP pode ser descrita da seguinte maneira: os agentes de oferta
sa˜o incluı´dos no cena´rio do problema em um estado chamado “livre”. Da mesma forma, o
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estado inicial dos agentes de demanda e´ “aguardando”. A partir do momento que ocorre a
alocac¸a˜o, o estado do agente de oferta se torna “indo ate´ o cliente”, sendo que neste momento
se inicia o deslocamento geogra´fico do agente de oferta na direc¸a˜o da localizac¸a˜o do agente de
demanda. A alocac¸a˜o na˜o elimina os agentes do cena´rio de otimizac¸a˜o do problema, sendo que
a alocac¸a˜o pode ser desfeita quando uma soluc¸a˜o melhor for obtida pelo algoritmo.
Quando o agente de oferta chega ate´ a mesma posic¸a˜o geogra´fica do agente de de-
manda, formando um par (ta´xi, cliente), o estado de ambos e´ modificado para “com o cliente
embarcado, indo ao destino” e “embarcado no ta´xi, indo ate´ o destino”, respectivamente, e am-
bos ficam indisponı´veis no cena´rio de otimizac¸a˜o, de modo que a alocac¸a˜o na˜o seja desfeita.
Cada agente de demanda possui um destino que e´ indicado por um segundo ponto geogra´fico,
na direc¸a˜o do qual se inicia um novo deslocamento do par (ta´xi, cliente). O estado do agente de
demanda e´ atualizado para “atendido” no momento em que o destino e´ alcanc¸ado, e o agente de
oferta retorna para o estado “livre”.
Novamente, neste trabalho esta´ sendo considerado o caso onde |V |= |P|= N, o que e´
viabilizado atrave´s da utilizac¸a˜o de filas. Os novos agentes incluı´dos no cena´rio do problema
sa˜o armazenados em filas que operam de forma tradicional FIFO (First In First Out), sendo
uma fila O para os agentes de oferta e uma fila D para os agentes de demanda. Esta abordagem
foi adotada para priorizar os agentes de oferta e demanda que esta˜o aguardando alocac¸a˜o por
mais tempo. Ale´m disso, um cliente muito distante da frota de ta´xis poderia levar muito tempo
para ser atendido (ou sequer ser atendido), ja´ que grandes distaˆncias diminuiriam a qualidade da
soluc¸a˜o. Esta estrate´gia tambe´m permite que o trabalho seja distribuı´do entre os ta´xis de uma
forma mais justa, fazendo com que todos tenham clientes para atender.
Dado que os agentes de oferta podem atender apenas um agente de demanda por vez, e
um agente de demanda deve ser atendido por um (e apenas um) agente de oferta, uma quantidade
N destes agentes e´ calculada (Equac¸a˜o 4), apo´s a identificac¸a˜o de cada mudanc¸a ocorrida.
N = min{|Ot |, |Dt |} (4)
Assim, em um dado momento t sa˜o selecionados os primeiros N agentes de oferta
(Equac¸a˜o 5) e N agentes de demanda (Equac¸a˜o 6) conforme a ordem de inclusa˜o nas respectivas
filas, sendo que as soluc¸o˜es iniciais para o problema sa˜o criadas aleatoriamente a partir destes
agentes. Desta forma, no contexto da otimizac¸a˜o sempre existem tantos ta´xis quanto clientes.
Vt = O
N primeiros
t (5)
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Pt = D
N primeiros
t (6)
E´ importante destacar que os diagramas de estado apresentados nas Figuras 6 e 7 sa˜o
considerados apenas na etapa de simulac¸a˜o do problema, na˜o sendo considerados na etapa de
otimizac¸a˜o.
No Capı´tulo 7 sa˜o descritos alguns experimentos que mostram mais detalhes sobre a
dinaˆmica do problema, como a demonstrac¸a˜o das escalas de mudanc¸a e a distaˆncia entre as
soluc¸o˜es o´timas globais apo´s mudanc¸as no PATC/TAP dinaˆmico.
23
3 INTELIGEˆNCIA DE ENXAMES
Com a busca por modelos inteligentes inspirados em processos da natureza, constatou-
se que va´rias espe´cies se beneficiam da sociabilidade. Por mais que os indivı´duos destas
espe´cies na˜o possuam inteligeˆncia individual, eles sa˜o capazes de executar tarefas complexas de
maneira inteligente quando trabalham em grupo. A inspirac¸a˜o no comportamento social emer-
gente encontrado na biologia levou a criac¸a˜o de uma a´rea de estudos chamada Inteligeˆncia de
Enxame.
Johnson (2002) define emergeˆncia como a criac¸a˜o de uma organizac¸a˜o de alto nı´vel em
um grupo social, mesmo que na˜o exista um controle centralizado, onde cada membro do grupo
agindo individualmente acaba determinando o comportamento coletivo. O autor cita os exem-
plos das coloˆnias de formigas, que lidam com o complexo gerenciamento de tarefas sem que
exista uma formiga no comando; e dos bairros, que se formam de maneira organizada mesmo
sem a existeˆncia de um planejador urbano. A emergeˆncia pode surgir em sistemas compostos
de partes simples em termos cerebrais, quando estas partes interagem entre si fazendo com que
seja criada uma estrutura maior (ou mais inteligente). Diante disso, a emergeˆncia e´ aquilo que
ocorre quando o todo e´ mais inteligente do que a soma de suas partes.
Alguns modelos computacionais foram inspirados nestes processos naturais para se
beneficiarem da inteligeˆncia coletiva. Por exemplo, as formigas agindo coletivamente sa˜o capa-
zes de explorar o ambiente e encontrar o menor caminho entre o ninho e a fonte de alimentos.
Os estudos das suas habilidades resultaram na criac¸a˜o do algoritmo de Otimizac¸a˜o por Coloˆnia
de Formigas, que veˆm sendo amplamente aplicado em problemas de otimizac¸a˜o (ENGELBRE-
CHT, 2007). Outra te´cnica que se beneficia da inteligeˆncia coletiva e´ a Otimizac¸a˜o por Nuvem
de Partı´culas, criada a partir dos estudos da coreografia graciosa e imprevisı´vel dos bandos de
pa´ssaros.
Segundo Zuben e Attux (2008), a Inteligeˆncia de Enxame emerge de um sistema re-
sultante das seguintes propriedades:
• Proximidade: os agentes devem ser capazes de interagir;
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• Qualidade: os agentes devem ser capazes de avaliar seus comportamentos;
• Diversidade: permite ao sistema reagir diante de situac¸o˜es inesperadas;
• Estabilidade: nem todas as variac¸o˜es ambientais devem afetar o comportamento de um
agente;
• Adaptabilidade: capacidade de adequac¸a˜o a variac¸o˜es no ambiente.
3.1 OTIMIZAC¸A˜O POR NUVEM DE PARTI´CULAS
O algoritmo Particle Swarm Optimization, proposto por Kennedy e Eberhart em 1995,
foi inspirado no comportamento social encontrado nos bandos de pa´ssaros. A populac¸a˜o no
PSO, denominada nuvem (ou enxame), e´ composta por partı´culas que sa˜o soluc¸o˜es candidatas
para o problema. Analogamente aos bandos de pa´ssaros, cada partı´cula age como se fosse uma
ave do bando em busca de comida, utilizando as informac¸o˜es das melhores posic¸o˜es encontradas
no espac¸o do problema, por ela mesma e pelas demais partı´culas da nuvem.
Reeves (1983) ja´ utilizava um sistema de partı´culas em seus trabalhos de animac¸a˜o
gra´fica na Lucasfilm. Ele criou um sistema estoca´stico que movia uma se´rie de pontos para
formar objetos difusos como exploso˜es e nuvens. Posteriormente, Reynolds (1987) modificou
o componente de movimentac¸a˜o das partı´culas adicionando orientac¸a˜o e comunicac¸a˜o entre os
objetos do sistema. No trabalho que originou o PSO, Kennedy e Eberhart (1995) estenderam o
modelo de Reynolds para incorporar comportamento social ao sistema.
Um sistema de nuvem de partı´culas inicia o processo de otimizac¸a˜o com uma populac¸a˜o
de soluc¸o˜es aleato´rias, e busca pela soluc¸a˜o o´tima atualizando as potenciais soluc¸o˜es atrave´s de
iterac¸o˜es, assim como acontece com os Algoritmos Gene´ticos (EBERHART; SHI, 1998). En-
tretanto, o PSO na˜o apresenta os operadores de mutac¸a˜o e crossover como em AG. Ao inve´s
disso, as partı´culas “voam” sobre o espac¸o de busca procurando por melhores soluc¸o˜es (HU et
al., 2003). Diferentemente dos Algoritmos Gene´ticos, cujas soluc¸o˜es atuam de maneira com-
petitiva para perpetuarem suas caracterı´sticas para a pro´xima gerac¸a˜o, no PSO as soluc¸o˜es co-
laboram entre si em busca da soluc¸a˜o o´tima (BANKS et al., 2007).
PSO ganhou interesse mundial recentemente (LIU et al., 2011), e um dos motivos que
atraem a sua utilizac¸a˜o e´ o pequeno esforc¸o demandado para parametrizac¸a˜o, ja´ que uma versa˜o
do algoritmo com poucos ajustes pode apresentar uma larga variedade de aplicac¸o˜es (HU et al.,
2003).
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3.1.1 TERMINOLOGIA
A seguir sa˜o listados os principais termos encontrados na literatura sobre Otimizac¸a˜o
por Nuvem de Partı´culas:
• Nuvem: e´ a populac¸a˜o de soluc¸o˜es do algoritmo;
• Func¸a˜o de fitness: e´ a func¸a˜o que avalia a adequac¸a˜o das soluc¸o˜es do problema, dadas
as suas posic¸o˜es no espac¸o de busca;
• Partı´cula: e´ um membro individual da nuvem que representa uma soluc¸a˜o potencial para
o problema que esta´ sendo otimizado. O que diferencia as partı´culas umas das outras e´ a
sua posic¸a˜o sobre o espac¸o de busca, e consequentemente o valor calculado pela func¸a˜o
de fitness sobre esta posic¸a˜o;
• Topologia de vizinhanc¸a: determina o conjunto de partı´culas que sera´ utilizado como
vizinhanc¸a de uma determinada partı´cula (COELLO; REYES-SIERRA, 2006);
• Lı´deres: sa˜o as melhores partı´culas da populac¸a˜o dada uma determinada topologia de
vizinhanc¸a (COELLO; REYES-SIERRA, 2006);
• Velocidade: determina a direc¸a˜o e a intensidade da movimentac¸a˜o da partı´cula sobre
o espac¸o de busca, com o objetivo de melhorar a sua posic¸a˜o atual. A velocidade e´
atualizada durante as iterac¸o˜es, e esta atualizac¸a˜o depende da estrate´gia que esta´ sendo
utilizada (COELLO; REYES-SIERRA, 2006);
• Ine´rcia (w): faz com que a partı´cula continue se movendo na mesma direc¸a˜o das iterac¸o˜es
anteriores. Quanto mais alto o valor da ine´rcia, mais improva´vel sera´ a situac¸a˜o em que a
partı´cula percorre posic¸o˜es ja´ visitadas anteriormente, ou seja, o fator de ine´rcia previne
que a partı´cula se mova novamente para a posic¸a˜o atual (SHA; HSU, 2006). O fator de
ine´rcia permite que a velocidade da partı´cula seja reduzida dinamicamente, propiciando
um melhor aproveitamento da regia˜o atualmente sendo explorada (BANKS et al., 2007);
• Fator cognitivo individual (c1): determina qual a influeˆncia da autoconfianc¸a da partı´cula
no ca´lculo da velocidade, e consequente movimentac¸a˜o sobre o espac¸o de busca (BANKS
et al., 2007);
• Fator social (c2): determina a influeˆncia da experieˆncia do grupo na movimentac¸a˜o da
partı´cula (BANKS et al., 2007). E´ importante ressaltar que no enfoque do algoritmo, os
termos “cognitivo” e “social” implicam apenas meta´foras, o que e´ diferente da modela-
gem formal de tais conceitos;
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• pbest: e´ a melhor posic¸a˜o do espac¸o de busca por onde ja´ passou uma determinada
partı´cula;
• gbest: e´ a melhor posic¸a˜o do espac¸o de busca por onde ja´ passou qualquer partı´cula
considerando toda a populac¸a˜o.
3.1.2 O ALGORITMO PSO
Conforme e´ possı´vel observar no Algoritmo 1, a nuvem e´ inicializada atrave´s da
distribuic¸a˜o aleato´ria das partı´culas dentro do espac¸o de busca. Em seguida, inicia-se um pro-
cesso iterativo onde a posic¸a˜o de cada partı´cula e´ alterada adicionando-se uma velocidade a
sua posic¸a˜o corrente, fazendo com que a partı´cula se movimente sobre o espac¸o em busca de
melhores soluc¸o˜es.
Algoritmo 1 Pseudo-co´digo do algoritmo PSO para um problema de maximizac¸a˜o
1: t = 1
2: for k = 1 to NParti´culas do
3: x1k ← uma soluc¸a˜o aleato´ria
4: v1k ← uma velocidade aleato´ria ∈ [VMIN ,VMAX ]
5: pbestk← x1k
6: end for
7: gbest← a melhor soluc¸a˜o ∈ [x1,xNParti´culas]
8: while na˜o atingir condic¸a˜o de parada do
9: for k = 1 to NParti´culas do
10: if f itness(xtk)> f itness(pbestk) then
11: pbestk← xtk
12: end if
13: if f itness(xtk) > f itness(gbest) then
14: gbest← xtk
15: end if
16: vtk = wv
t−1
k + c1r1(pbestk−xt−1k )+ c2r2(gbest−xt−1k )
17: vtk ∈ [VMIN ,VMAX ]
18: xtk← xt−1k +vtk
19: end for
20: t = t+1
21: end while
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Uma func¸a˜o de avaliac¸a˜o (fitness) mede a qualidade de cada posic¸a˜o ocupada pela
partı´cula sobre o espac¸o de busca. Esta func¸a˜o indica o qua˜o boa e´ a posic¸a˜o em que a partı´cula
se encontra em uma determinada iterac¸a˜o. Cada partı´cula k armazena na memo´ria a sua melhor
posic¸a˜o ja´ alcanc¸ada (pbestk) e a melhor posic¸a˜o ja´ alcanc¸ada entre todas as partı´culas da nu-
vem (gbest). Estes dois componentes em adic¸a˜o ao fator de ine´rcia resultam na velocidade de
movimentac¸a˜o (e direc¸a˜o) da partı´cula, como definido pela Equac¸a˜o 7:
vtk = w.v
t−1
k + c1.r1(pbestk−xt−1k )+ c2.r2(gbest−xt−1k ), (7)
onde w e´ o fator de ine´rcia que forc¸a a partı´cula a mover-se na mesma direc¸a˜o da iterac¸a˜o
anterior, c1 e´ o fator cognitivo que indica a autoconfianc¸a da partı´cula, c2 e´ o fator social
que forc¸a a partı´cula a seguir na direc¸a˜o da melhor partı´cula da nuvem, r1 e r2 sa˜o nu´meros
aleato´rios entre [0,1] que ajudam a evitar que a nuvem fique presa a uma regia˜o de o´timo local,
pbestk e´ a posic¸a˜o com melhor fitness encontrado pela partı´cula k, e gbest e´ a posic¸a˜o do
espac¸o de busca onde foi encontrado o melhor fitness entre todas as partı´culas da populac¸a˜o.
E´ importante observar que a posic¸a˜o e a velocidade da partı´cula sa˜o consideradas quantidades
vetoriais no espac¸o de busca S.
Para evitar que a partı´cula se disperse demasiadamente do restante da nuvem, e´ possı´vel
aplicar um limitador para a velocidade, como mostra a Equac¸a˜o 8:
vtk ∈ [VMIN ,VMAX ], (8)
onde VMIN e VMAX sa˜o paraˆmetros do sistema.
A atualizac¸a˜o da posic¸a˜o da partı´cula e´ definida pela Equac¸a˜o 9:
xtk = x
t−1
k +v
t
k, (9)
sendo que a movimentac¸a˜o da partı´cula consiste simplesmente em adicionar a velocidade a sua
posic¸a˜o atual.
O processo e´ repetido ate´ que uma condic¸a˜o de parada seja satisfeita, que pode ser
encontrar um valor aceita´vel para a soluc¸a˜o o´tima, ou executar um nu´mero ma´ximo de iterac¸o˜es.
Uma revisa˜o geral do PSO pode ser encontrada nos trabalhos de BANKS et al. (BANKS
et al., 2007, 2008), os quais reunem os conceitos desta metaheurı´stica e as suas possı´veis
aplicac¸o˜es.
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4 OTIMIZAC¸A˜O COMBINATO´RIA
Os problemas de otimizac¸a˜o podem ser categorizados entre os que codificam as suas
soluc¸o˜es com varia´veis contı´nuas (otimizac¸a˜o contı´nua), e os que o fazem com varia´veis dis-
cretas (otimizac¸a˜o combinato´ria) (PAPADIMITRIOU; STEIGLEITZ, 1982). Em problemas de
otimizac¸a˜o combinato´ria, os valores que podem ser assumidos pelas varia´veis que compo˜em a
soluc¸a˜o sa˜o obtidos atrave´s de um conjunto finito (ou infinito enumera´vel).
A seguir sa˜o descritos alguns problemas de Otimizac¸a˜o Combinato´ria que foram ata-
cados por meio de te´cnicas de PSO pela comunidade da a´rea, como apresentado na sequeˆncia.
4.1 PROBLEMAS DE OTIMIZAC¸A˜O COMBINATO´RIA
O trabalho de Blum e Roli (2003) define um problema de Otimizac¸a˜o Combinato´ria
P = (S, f ) como:
• Um conjunto de varia´veis discretas, X = {x1, ...,xn}, e os domı´nios das varia´veis D1, ...,Dn;
• Restric¸o˜es entre as varia´veis;
• Uma func¸a˜o objetivo f a ser maximizada (ou minimizada), onde f : D1×·· ·×Dn→R+;
O conjunto das soluc¸o˜es via´veis e´ definido por: S = {s = {(x1,v1), ...,(xn,vn)}|vi ∈
Di}, em que s e´ uma soluc¸a˜o candidata e satisfaz todas as restric¸o˜es do problema. Dado um
COP, o objetivo e´ encontrar uma soluc¸a˜o o´tima s∗ ∈ S, cujo valor da func¸a˜o objetivo seja o
maior possı´vel (em um problema de maximizac¸a˜o), ou seja, f (s∗)≥ f (s)∀s∈ S (BLUM; ROLI,
2003).
O aumento no tamanho da dimensa˜o deste tipo de problema pode gerar uma explosa˜o
combinato´ria, uma vez que a sua complexidade aumenta exponencialmente. Na˜o existem algo-
ritmos capazes de encontrar uma soluc¸a˜o exata para problemas de OC em tempo polinomial,
desta forma o desafio de desenvolver algoritmos de otimizac¸a˜o para COP, aliada a sua grande
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aplicabilidade pra´tica, atraiu a atenc¸a˜o de pesquisadores para o tema nos u´ltimos anos (BLUM;
ROLI, 2003).
Nas pro´ximas sec¸o˜es sa˜o apresentados alguns dos mais conhecidos problemas com-
binato´rios existentes na literatura. Como acontece com o TAP, estes problemas tambe´m teˆm
sido frequentemente investigados em trabalhos que propo˜em diferentes abordagens baseadas
no PSO para a resoluc¸a˜o de problemas combinato´rios.
4.1.1 PROBLEMAS DE PROGRAMAC¸A˜O E AGENDAMENTO
A programac¸a˜o de processos produtivos e´ fundamental para manter empresas com
alta competitividade no mercado, o que fez com que os Problemas de Programac¸a˜o de Tarefas
tenham sido largamente estudados em trabalhos recentes da a´rea, em busca do desenvolvimento
de tecnologias e abordagens de programac¸a˜o avanc¸adas para tal finalidade (LIU et al., 2008).
Problemas deste tipo consistem em programar a execuc¸a˜o de N tarefas para serem processadas
em M ma´quinas.
Os Problemas de Programac¸a˜o de Tarefas geralmente sa˜o classificados conforme o
fluxo de operac¸a˜o das tarefas nas ma´quinas. Segundo Nagano et al. (2004), as classificac¸o˜es
mais difundidas sa˜o:
• Openshop Scheduling Problem (OSP): Na˜o existem restric¸o˜es de ordenac¸a˜o para o pro-
cessamento das tarefas nas ma´quinas;
• Jobshop Scheduling Problem (JSP): Existe uma sequeˆncia pre´-definida para o processa-
mento de cada tarefa nas ma´quinas;
• Flowshop Scheduling Problem (FSP): Cada tarefa tem exatamente uma operac¸a˜o, em
cada ma´quina. As tarefas seguem a mesma sequeˆncia de processamento nas ma´quinas.
O trabalho de (LIU et al., 2011) define o FSP da seguinte forma:
Ci, j =

pi, j i = j = 1
pi, j +Ci−1, j j = 1, i > 1
pi, j +Ci, j−1 j > 1, i = 1
pi, j +max{Ci−1, j,Ci, j−1} i > 1, j > 1
Cmax =CM,N ,
sendo que pi, j e Ci, j representam o tempo de processamento e o tempo de conclusa˜o da tarefa
j processando na ma´quina i, respectivamente, e Cmax e´ o tempo de fluxo do sequenciamento
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de tarefas. O objetivo ao se resolver este problema e´ encontrar o sequenciamento das tarefas
que resulte no menor tempo de fluxo (LIU et al., 2011). Entre os problemas de programac¸a˜o
e agendamento, o FSP e´ o que apresenta maior similaridade com o problema tratado neste
trabalho, por este motivo foi apresentada a sua formalizac¸a˜o nesta sec¸a˜o.
4.1.2 PROBLEMA DA MOCHILA
O Problema da Mochila - Knapsack Problem (KP) pode ser definido da seguinte ma-
neira: existem N objetos, com diferentes pesos e valores, os quais se deseja armazenar em uma
mochila. O objetivo e´ armazenar o maior valor de itens, de modo que a soma dos respectivos pe-
sos na˜o exceda a capacidade de armazenamento W da mochila. Matematicamente, o problema
e´ formalizado por:
Maximizar ∑
i∈N
xivi
sujeito a ∑
i∈N
xiwi ≤W,
xi ∈ {0,1}, i = 1,2, ...,N,
onde vi e´ o valor do item i, wi e´ o peso do item i, e a varia´vel xi toma o valor 1 caso o item i seja
colocado na mochila, e 0 caso contra´rio.
4.1.3 PROBLEMA DAS N-RAINHAS
O Problema das N-Rainhas - N-Queens Problem (NQP), e´ um cla´ssico de satisfac¸a˜o de
restric¸o˜es, que consiste em colocar N rainhas sobre um tabuleiro de xadrez de modo que uma
rainha na˜o possa ser atacada por outra, ou seja, em cada linha, coluna ou diagonal, deve existir
apenas uma rainha (HU et al., 2003). Uma soluc¸a˜o va´lida para o NQP e´ ilustrada na Figura 8.
Figura 8: Soluc¸a˜o va´lida para o NQP
Fonte: Autoria pro´pria
Dado um tabuleiro de xadrez de tamanho N, o problema pode ser formalizado da se-
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guinte maneira:
Maximizar
N
∑
i=1
N
∑
j=1
di j
sujeito a
N
∑
i=1
di j ≤ 1, j = 1, ...,N
N
∑
j=1
di j ≤ 1, i = 1, ...,N
N
∑
i=1
N
∑
j=1i+ j=k
di j ≤ 1,k = 2, ...,2N
N
∑
i=1
N
∑
j=1i− j=k
di j ≤ 1,k = 1−N, ...,N−1
di j ∈ {0,1}, i, j = 1, ...,N,
onde di j = 1 se uma rainha estiver ocupando a posic¸a˜o (i, j); e caso contra´rio di j = 0.
4.1.4 PROBLEMA DO CAIXEIRO VIAJANTE
Certamente, o mais famoso e mais estudado problema de OC e´ o Problema do Caixeiro
Viajante - Traveling Salesman Problem (TSP). Neste problema, uma se´rie de cidades deve ser
visitada pelo caixeiro viajante, e este deve procurar o caminho mais curto para visitar todas
as cidades uma u´nica vez e retornar a` cidade inicial (VOUDOURIS, 1999). Embora o TSP
ja´ tenha sido objeto de estudo para o desenvolvimento de muitos algoritmos, este problema
continua atraindo a atenc¸a˜o de pesquisadores devido a sua facilidade em representar outros
problemas para os quas na˜o existem algoritmos de tempo polinomial.
Christofides et al. (1979) formulam o TSP como um problema de programac¸a˜o 0-1
sobre um grafo G = (N,A) onde N e´ o conjunto de no´s (cidades que devem ser visitadas) e A e´
o conjunto de arcos (caminhos entre as cidades), como se segue:
Minimizar
N
∑
i=1
N
∑
j=1
ci jxi j
sujeito a
N
∑
i=1
xi j = 1, j = 1, ...,N
N
∑
j=1
xi j = 1, i = 1, ...,N
xi j ∈ {0,1}, i, j = 1, ...,N,
onde a varia´vel ci j indica o custo do deslocamento da cidade i ate´ a cidade j. Se o arco (i, j)∈ A
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for escolhido para compor a soluc¸a˜o, enta˜o xi j = 1 , e caso contra´rio xi j = 0. .
4.2 APLICAC¸A˜O DO PSO EM PROBLEMAS COMBINATO´RIOS
Originalmente, o PSO foi concebido para ser aplicado em problemas de natureza
contı´nua, com espac¸o de busca dado por nu´meros reais. Entretanto, muitos problemas pra´ticos
tratados na atualidade podem ser representados por problemas de otimizac¸a˜o combinato´ria e
suas varia´veis de decisa˜o precisam ser codificadas de maneira discreta. A primeira versa˜o do
PSO para problemas discretos foi desenvolvida no trabalho de Kennedy e Eberhart (1997).
Desde enta˜o, outros trabalhos foram publicados com propostas de algoritmos baseados no PSO
para a otimizac¸a˜o de problemas combinato´rios. Para que esta te´cnica possa ser aplicada em
um COP, a sua abordagem cla´ssica precisa passar por algumas adaptac¸o˜es, como redefinir a
representac¸a˜o da partı´cula para um modelo discreto, e adaptar os operadores de velocidade
(LIU et al., 2011). As equac¸o˜es originais do PSO previamente apresentadas sa˜o mantidas em
alguns dos algoritmos propostos nestes trabalhos, mas isto na˜o e´ uma regra geral.
Poli (2008) realizou um levantamento sobre os trabalhos de aplicac¸a˜o do PSO, conside-
rando os artigos que foram publicados no IEEE Xplore Database entre os anos de 1995 e 2006.
Este levantamento mostra que houve uma evoluc¸a˜o considera´vel na quantidade de publicac¸o˜es.
Entretanto, foi evidenciada a escassez de trabalhos que aplicam o PSO especificamente em pro-
blemas combinato´rios, ja´ que apenas 24 dos quase 650 artigos selecionados para citac¸a˜o sa˜o
relacionados a CO. Dentre estes artigos, encontram-se trabalhos de otimizac¸a˜o de problemas
como o TSP, KP, NQP, entre outros.
No primeiro trabalho que propoˆs uma versa˜o discreta do algoritmo, Kennedy e Eberhart
(1997) codificaram a partı´cula k como uma matriz de valores bina´rios Xk =(xk,11,xk,12, ...,xk,nn),
xk,i j ∈ {0,1}, e as velocidades e trajeto´rias das partı´culas foram definidas como uma matriz
Vk = (vk,11,vk,12, ...,vk,nn),vk,i j ∈ R de probabilidades de esses valores bina´rios mudarem de 0
para 1. No espac¸o de busca bina´rio, o deslocamento da partı´cula pode ser visto como a quanti-
dade de bits alterados de uma iterac¸a˜o para outra. Uma partı´cula na˜o se move quando nenhum
bit da matriz e´ modificado, e se move o mais distante possı´vel quando todos os seus bits sa˜o
invertidos. A movimentac¸a˜o da partı´cula foi definida como a variac¸a˜o da probabilidade de uma
posic¸a˜o tomar um estado ou outro, sendo que este espac¸o de estados e´ restrito ao intervalo [0,1]
com a aplicac¸a˜o da func¸a˜o sigmo´ide S(vk,i j). Conforme o exemplo do autor, se vk,i j = 0,20,
enta˜o as chances de o bit xk,i j se tornar 1 sa˜o de 20%, e 80% de se tornar 0. A Equac¸a˜o 7
da versa˜o original do PSO para problemas contı´nuos e´ mantida. O PSO discreto com matriz
bina´ria de representac¸a˜o das partı´culas e´ detalhado no Capı´tulo 6, onde e´ utilizado como base
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em um dos algoritmos implementados neste trabalho para a otimizac¸a˜o do PATC/TAP.
O trabalho de Liao et al. (2007) utilizou a mesma abordagem de codificac¸a˜o das
partı´culas com matriz bina´ria, adaptando o algoritmo para a otimizac¸a˜o do FSP. Os experimen-
tos realizados mostraram desempenho superior do PSO quando comparado com AG, inclusive
na otimizac¸a˜o do FSP com mu´ltiplos objetivos.
Hu et al. (2003) desenvolveram um PSO discreto que codifica as partı´culas como
sequeˆncias nume´ricas de posic¸o˜es, e define a movimentac¸a˜o das partı´culas como permutac¸o˜es
nestas sequeˆncias das posic¸o˜es. O autor realizou um estudo de caso do Problema das N-Rainhas.
No contexto da otimizac¸a˜o combinato´ria, a velocidade das partı´culas foi definida como a chance
de ocorrerem alterac¸o˜es na sequeˆncia nume´rica de posic¸o˜es. A Equac¸a˜o (7) do PSO cla´ssico
foi preservada neste algoritmo, entretanto, a velocidade e´ normalizada para o intervalo [0,1]
apo´s o ca´lculo. A cada iterac¸a˜o do processo de busca heurı´stica, as partı´culas sofrem trocas de
posic¸o˜es de acordo com a probabilidade determinada pela velocidade. Se a troca de posic¸o˜es for
determinada, a posic¸a˜o atual e´ trocada com a posic¸a˜o que armazena o mesmo valor em gbest. A
equac¸a˜o de atualizac¸a˜o da velocidade da partı´cula (7) faz com que a movimentac¸a˜o ocorra inde-
pendentemente nos treˆs componentes de movimentac¸a˜o, permitindo que duas ou mais posic¸o˜es
obtenham o mesmo valor apo´s a atualizac¸a˜o da posic¸a˜o e assim gerando soluc¸o˜es inva´lidas para
o problema, entretanto, o uso de permutac¸o˜es faz com que estes conflitos sejam eliminados. O
algoritmo proposto por Hu et al. (2003) se mostrou competitivo conforme as comparac¸o˜es reali-
zadas com AG, e tambe´m foi utilizado como base para a otimizac¸a˜o do PATC/TAP no presente
trabalho, sendo detalhado no Capı´tulo 6.
O trabalho de Liu et al. (2008) propo˜e um algoritmo hı´brido baseado no PSO para
otimizar o problema FSP. Neste trabalho, a discretizac¸a˜o da partı´cula ocorre com a aplicac¸a˜o
de uma regra de classificac¸a˜o de valores sobre a partı´cula Xi = [xi1,xi2, ...,xin] representada
no espac¸o contı´nuo, para a obtenc¸a˜o da permutac¸a˜o pi = [pi(1),pi(2), ...,pi(n)]. Com esta re-
gra de classificac¸a˜o, o ı´ndice 1 e´ atribuı´do a posic¸a˜o de menor valor, o ı´ndice 2 e´ atribuı´do
a segunda posic¸a˜o de menor valor, e assim por diante. Como no exemplo dos autores, dada
uma partı´cula Xi = [0.06,2.99,1.86,3.73,2.13,0.67] poderia ser obtida a permutac¸a˜o de tarefas
pi = [1,5,3,6,4,2].
No trabalho de Sha e Hsu (2006), o problema JSP e´ otimizado com uma nova versa˜o
do PSO para problemas combinato´rios. A partı´cula e´ representada por uma matriz bina´ria XMN
de M ma´quinas por N tarefas e a sua discretizac¸a˜o e´ realizada utilizando a heurı´stica de Gif-
fler e Thompson, em um processo de decodificac¸a˜o da posic¸a˜o no espac¸o contı´nuo para uma
programac¸a˜o de tarefas. Assim como no trabalho de Kennedy e Eberhart (1997), xi j = 1 indica
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que a tarefa j sera´ processada pela ma´quina i. A movimentac¸a˜o da partı´cula utiliza operac¸a˜o
de troca de posic¸o˜es (swap), da seguinte maneira: quando vi j = 1, a tarefa j de xi sera´ movida
para a respectiva posic¸a˜o de pbesti com uma probabilidade c1, e sera´ movida para a respec-
tiva posic¸a˜o de gbest com uma probabilidade c2. O trabalho propo˜e ainda uma estrate´gia de
diversificac¸a˜o da nuvem para que o processo de otimizac¸a˜o consiga escapar de o´timos locais.
O algoritmo proposto difere do algoritmo PSO original no sentido de que pbest e gbest na˜o ar-
mazenam as melhores soluc¸o˜es obtidas, mas sim, as melhores programac¸o˜es de tarefas geradas
pelo algoritmo Giffler e Thompson. Sha e Hsu (2006) mostraram que o algoritmo proposto foi
melhor que as heurı´sticas de Shifting e Bottleneck e AG em um comparativo realizado sobre
uma base de testes de problemas TAP.
A otimizac¸a˜o do problema de programac¸a˜o de disciplinas em cursos universita´rios
utilizando PSO foi proposta por Shiau (2011). Neste trabalho, o problema foi modelado com
algumas restric¸o˜es flexı´veis, de modo que as prefereˆncias dos professores e alunos na criac¸a˜o
das grades de hora´rios pudessem ser consideradas. O autor mostrou que o PSO gerou um
nu´mero menor de soluc¸o˜es inva´lidas para o problema quando comparado com AG, entretanto,
um processo de reparac¸a˜o precisou ser incluı´do. PSO gerou melhores resultados na comparac¸a˜o
com o AG para instaˆncias pequenas e me´dias do problema. Em grandes instaˆncias, AG se
mostrou mais eficiente.
O trabalho de Rosendo e Pozo (2010) contribuiu com a criac¸a˜o de um meta-modelo
baseado no PSO para a otimizac¸a˜o de diferentes problemas discretos, como o TSP e o KP.
Os autores mantiveram a equac¸a˜o cla´ssica do PSO para ca´lculo da velocidade, e enfatizaram a
utilizac¸a˜o de busca local e path relinking com o objetivo de evitar a estagnac¸a˜o das soluc¸o˜es
em regio˜es de o´timo local do espac¸o de busca. Goldbarg et al. (2006) otimizaram o TSP com
uma versa˜o do PSO com busca local e path relinking que aplica apenas um dos treˆs operadores
de movimentac¸a˜o da partı´cula por iterac¸a˜o, dada uma determinada probabilidade para cada
componente. Ainda com o objetivo de evitar a convergeˆncia prematura da nuvem de partı´culas,
Tang e Zhao (2010) implementaram busca local adaptativa com a inclusa˜o de operadores de
mutac¸a˜o ao algoritmo PSO.
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5 OTIMIZAC¸A˜O DE PROBLEMAS DINAˆMICOS
Neste capı´tulo sa˜o apresentadas informac¸o˜es a respeito das principais caracterı´sticas
presentes em problemas dinaˆmicos, as te´cnicas comumente utilizadas para a detecc¸a˜o das
mudanc¸as, as estrate´gias de resposta a`s mudanc¸as em implementac¸o˜es do PSO, e as me´tricas
que podem ser utilizadas para avaliar o desempenho de um algoritmo que se propo˜e a otimizar
um problema dinaˆmico.
5.1 PROBLEMAS DINAˆMICOS
Em muitos problemas de otimizac¸a˜o do mundo real, uma ampla variedade de incerte-
zas precisa ser considerada. Estas incertezas podem ser ocasionadas por mudanc¸as nos objetivos
do problema, nas prioridades e/ou na disponibilidade dos recursos. Existem diferentes manei-
ras em que os sistemas podem mudar ao longo do tempo: pode mudar a posic¸a˜o do valor o´timo
no espac¸o de busca do problema; pode mudar o pro´prio valor o´timo do problema sem que a
respectiva posic¸a˜o tenha sido alterada (EBERHART; SHI, 2001). Exemplificando no contexto
do PATC/TAP: no primeiro caso, a alocac¸a˜o o´tima pi = [1,3,2,4] muda, resultando na soluc¸a˜o
pi = [3,1,2,4]; no segundo caso, a permutac¸a˜o pi = [1,3,2,4] permanece inalterada (nenhuma
posic¸a˜o e´ trocada), mas pelo fato de o ta´xi 4 ter se deslocado geograficamente, por exemplo, o
custo da soluc¸a˜o muda. Em ambos os casos muda o fitness o´timo, para melhor ou para pior.
Jin e Branke (2005) categorizaram em quatro classes as incertezas encontradas em
problemas de otimizac¸a˜o: ruı´do, aproximac¸a˜o de fitness, avaliac¸a˜o de fitness com variac¸a˜o tem-
poral, e robustez das soluc¸o˜es obtidas. Estas duas u´ltimas incertezas aparecem principalmente
em problemas dinaˆmicos, e por isso sa˜o descritas a seguir:
• Avaliac¸a˜o de fitness com variac¸a˜o temporal: esta incerteza ocorre quando a func¸a˜o de
fitness e´ dependente do tempo, mesmo sendo determinı´stica em qualquer ponto do tempo
(Equac¸a˜o 10).
F(x) = f (x, t) (10)
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Em problemas deste tipo, o algoritmo aplicado precisa ser capaz de acompanhar o valor
o´timo que e´ modificado continuamente, ao inve´s de tratar cada “fotografia” do problema
como uma nova instaˆncia e repetidamente reiniciar o processo de otimizac¸a˜o. Isto re-
quer que as informac¸o˜es de cena´rios anteriores do problema sejam reutilizadas apo´s a
ocorreˆncia de mudanc¸as.
• Robustez: a incerteza sobre a robustez das soluc¸o˜es acontece quando as varia´veis de
decisa˜o do problema esta˜o sujeitas a` perturbac¸o˜es ou modificac¸o˜es ocorridas apo´s ter
sido determinada a soluc¸a˜o o´tima. Para que uma soluc¸a˜o seja considerada robusta, ela
deve ser satisfato´ria para o problema mesmo quando as varia´veis de decisa˜o passam por
ligeiras modificac¸o˜es. A Equac¸a˜o 11 considera os distu´rbios δ nas varia´veis de decisa˜o
de uma soluc¸a˜o x.
F(x) = f (x+δ ) (11)
Enquanto o ruı´do esta´ presente nos valores de fitness, a incerteza sobre a robustez das
soluc¸o˜es esta´ relacionada com as varia´veis de decisa˜o do problema. O fitness esperado
tambe´m e´ uma me´dia de um conjunto de amostras (Equac¸a˜o 12):
F ′(x) =
1
N
N
∑
i=1
f (x+δi), (12)
onde N e´ o nu´mero de amostras, e F ′(x) e´ uma estimativa de F(x) = f (x).
5.2 DETECC¸A˜O DE MUDANC¸AS
O objetivo da otimizac¸a˜o de problemas dinaˆmicos na˜o e´ somente encontrar a soluc¸a˜o
o´tima dado um determinado nu´mero de iterac¸o˜es do algoritmo, mas sim possibilitar o rastrea-
mento da soluc¸a˜o o´tima do problema enquanto ocorrem mudanc¸as nas suas varia´veis de decisa˜o
(WEICKER, 2002). Em problemas reais, pode na˜o existir uma maneira pra´tica de determi-
nar que o problema foi modificado, ou mesmo, os algoritmos podem ser incapazes de detec-
tar as mudanc¸as automaticamente. Portanto, para que o sistema de otimizac¸a˜o possa reagir
a`s alterac¸o˜es, primeiro e´ necessa´rio que seja adotada uma te´cnica de detecc¸a˜o automa´tica de
mudanc¸as.
Hu e Eberhart (2001) propuseram um me´todo chamado “changed-gbest-value” para a
detecc¸a˜o de mudanc¸as em problemas de otimizac¸a˜o. O me´todo consiste em reavaliar a soluc¸a˜o
gbest a cada iterac¸a˜o do algoritmo. Se houver alguma mudanc¸a no valor de fitness retornado
pela func¸a˜o sem que a localizac¸a˜o da soluc¸a˜o o´tima tenha sida alterada, significa que o problema
foi alterado. Esta conclusa˜o e´ decorrente da suposic¸a˜o de que para uma mesma localizac¸a˜o de
37
uma soluc¸a˜o no espac¸o de busca, o valor de fitness na˜o muda. Com base nisto, Carlisle e Dozier
(2000) desenvolveram um me´todo parecido, que monitora uma posic¸a˜o do espac¸o de busca
escolhida de maneira aleato´ria para determinar a ocorreˆncia de mudanc¸as com base no valor
retornado pela func¸a˜o de fitness sobre esta posic¸a˜o.
Em um algoritmo de otimizac¸a˜o que na˜o e´ capaz de acompanhar um sistema dinaˆmico,
geralmente a soluc¸a˜o gbest fica presa na regia˜o o´tima anterior a` ocorreˆncia de uma mudanc¸a. A
partir disto, Hu e Eberhart (2002) desenvolveram posteriormente o me´todo “fixed-gbest-value”,
que monitora o valor de gbest durante um determinado nu´mero de iterac¸o˜es. Se a soluc¸a˜o gbest
na˜o for modificada durante estas iterac¸o˜es, possivelmente a soluc¸a˜o o´tima do problema mudou.
Para aumentar a acuracidade do me´todo, e´ monitorado ainda um segundo melhor gbest. Um
nu´mero de iterac¸o˜es muito pequeno permite que falsos alarmes sejam emitidos, e um nu´mero
muito alto faz com o me´todo identifique as mudanc¸as com um certo atraso, logo, este nu´mero
fixo de iterac¸o˜es e´ um paraˆmetro que deve ser ajustado empiricamente. Obviamente que o gbest
tambe´m na˜o muda quando o algoritmo converge para a soluc¸a˜o o´tima do problema, portanto,
isto deve ser considerando quando da utilizac¸a˜o do me´todo proposto.
5.3 ESTRATE´GIAS DE RESPOSTAS A`S MUDANC¸AS
Um algoritmo capaz de otimizar problemas dinaˆmicos precisa fazer com que a nuvem
busque pela nova soluc¸a˜o o´tima sempre que houver mudanc¸as no problema, ja´ que as posic¸o˜es
e velocidades das partı´culas da nuvem presumivelmente teriam convergido para a soluc¸a˜o o´tima
anterior (Figuras 9 e 10). Dependendo da complexidade da mudanc¸a, as partı´culas tera˜o difi-
culdades para explorar outras regio˜es e assim identificar a nova soluc¸a˜o o´tima. Desta forma, e´
possı´vel afirmar que o algoritmo PSO precisa ser adaptado para a sua aplicac¸a˜o em problemas
dinaˆmicos.
Eberhart e Shi (2001) deram um primeiro passo na utilizac¸a˜o do algoritmo PSO para
o rastreamento de soluc¸o˜es o´timas em problemas dinaˆmicos, propondo a reinicializac¸a˜o da
memo´ria das partı´culas como uma forma de reiniciar a busca pela nova regia˜o o´tima. Segundo
o autor, esta abordagem e´ adequada quando o problema passa por modificac¸o˜es suaves, sendo
que diante de alterac¸o˜es maiores o tratamento adequado seria reiniciar completamente a nuvem,
de maneira aleato´ria. E uma terceira abordagem e´ a combinac¸a˜o das duas primeiras, ou seja,
inicializar a nova populac¸a˜o com metade dos membros da populac¸a˜o anterior, e a outra metade
da populac¸a˜o sendo posicionada aleatoriamente sobre o espac¸o de busca do problema. Outras
variac¸o˜es podem ser obtidas ao se decidir por preservar ou reinicializar gbest.
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Figura 9: Antes de uma perturbac¸a˜o no pro-
blema: o enxame converge para a regia˜o da
soluc¸a˜o o´tima no espac¸o de busca
Fonte: Autoria pro´pria
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Figura 10: Apo´s uma perturbac¸a˜o no pro-
blema: a soluc¸a˜o o´tima e´ alterada e a con-
vergeˆncia do enxame na˜o acompanha isto
Fonte: Autoria pro´pria
O trabalho de Hu e Eberhart (2002) propo˜e uma nova estrate´gia de resposta a`s mudanc¸as,
ja´ que reiniciar a memo´ria das partı´culas (EBERHART; SHI, 2001) pode na˜o funcionar quando
a populac¸a˜o inteira tiver convergido para uma pequena a´rea do espac¸o de busca, tornando im-
possı´vel para o algoritmo escapar desta a´rea para acompanhar as mudanc¸as. O autor explica
que se as mudanc¸as ocorridas fizerem com que o novo o´timo do problema ainda se encontre na
pequena a´rea de busca para onde convergiu a nuvem, o PSO ira´ detectar a nova soluc¸a˜o o´tima
automaticamente, sem nenhuma modificac¸a˜o no algoritmo. Para as demais situac¸o˜es, e´ utili-
zado um me´todo de realocac¸a˜o aleato´ria das partı´culas apo´s a detecc¸a˜o de mudanc¸as, sendo que
entre as estrate´gias testadas, a melhor delas foi a de diversificar 10% da nuvem.
Esquivel e Coello (2004) introduziram um operador de mutac¸a˜o no algoritmo PSO,
com o objetivo de manter a diversidade na nuvem de partı´culas. As taxas de probabilidade
do operador de mutac¸a˜o utilizadas nos experimentos deste trabalho foram altas, o que foi ne-
cessa´rio para manter uma diversidade mı´nima na nuvem. Esta mutac¸a˜o na˜o interrompe o pro-
cesso de busca grac¸as ao uso de uma memo´ria adicional que armazena as melhores soluc¸o˜es
obtidas e na˜o e´ destruı´da quando da ocorreˆncia de mudanc¸as. Esta memo´ria so´ e´ atualizada
quando uma partı´cula obte´m um fitness melhor do que aquele armazenado em sua memo´ria.
Yang et al. (2007) propuseram uma versa˜o modificada do PSO, para promover a
adaptac¸a˜o dinaˆmica do algoritmo e assim possibilitar respostas a`s situac¸o˜es de mudanc¸a ocor-
ridas no ambiente de otimizac¸a˜o. Neste algoritmo, e´ utilizada uma fo´rmula modificada para a
atualizac¸a˜o da velocidade das partı´culas, onde a aleatoriedade (componentes r1 e r2) e´ relativa-
mente reduzida e a ine´rcia de cada partı´cula e´ diferente. Ale´m disso, o algoritmo introduz dois
paraˆmetros que descrevem o estado evolutivo do processo de otimizac¸a˜o: o fator velocidade de
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evoluc¸a˜o e o fator grau de agregac¸a˜o. A ine´rcia e´ ajustada dinamicamente baseada na ana´lise
destes dois fatores. Segundo o autor, o algoritmo melhora a habilidade do PSO em fugir de
regio˜es de o´timo local.
Kamosi et al. (2010) propuseram um algoritmo que utiliza mu´ltiplas nuvens para abor-
dar a manutenc¸a˜o da diversidade das partı´culas. Este algoritmo utiliza dois tipos de nuvem:
uma nuvem “ma˜e” que explora o espac¸o de busca para encontrar regio˜es promissoras; e algu-
mas nuvens “filhas” que realizam busca local nestas a´reas encontradas pela nuvem “ma˜e”. O
algoritmo trata a sobreposic¸a˜o das nuvens, removendo a pior delas quando isto acontece. Para
responder a`s mudanc¸as, as partı´culas da nuvem “filha” realizam uma busca local em torno da
melhor posic¸a˜o da sua pro´pria nuvem sempre que uma mudanc¸a e´ detectada. Os resultados
deste trabalho mostraram que o algoritmo e´ capaz de acompanhar a soluc¸a˜o o´tima mesmo apo´s
a ocorreˆncia de mudanc¸as no meio. Um trabalho parecido ja´ havia sido proposto por Li e Yang
(2008), que compartilha a ide´ia de utilizar uma nuvem “ma˜e” e nuvens “filhas”.
5.4 AVALIAC¸A˜O DE DESEMPENHO
Um me´todo de avaliac¸a˜o de desempenho deve possibilitar a comparac¸a˜o de resulta-
dos com significaˆncia estatı´stica. Para que existam avanc¸os em pesquisa, e´ necessa´rio que os
experimentos sejam repetı´veis e que os resultados dos experimentos sejam relatados de ma-
neira a facilitar a comparac¸a˜o de resultados. Em trabalhos de pesquisa sobre otimizac¸a˜o de
problemas dinaˆmicos, isto significa que ale´m das extenso˜es e modificac¸o˜es dos algoritmos, e´
necessa´rio que sejam descritos o problema e o me´todo de medic¸a˜o de desempenho que esta´
sendo empregado. Apesar de existir grande interesse em algoritmos para a otimizac¸a˜o de pro-
blemas dinaˆmicos, na˜o ha´ um acordo uniforme sobre o que constitui bom desempenho para
estes algoritmos (MORRISON, 2003).
Para comparar diferentes abordagens em um ambiente dinaˆmico, na˜o e´ suficiente a
comparac¸a˜o da melhor soluc¸a˜o encontrada ao final da execuc¸a˜o do algoritmo, ja´ que a soluc¸a˜o
o´tima esta´ constantemente sendo substituı´da por outra soluc¸a˜o em decorreˆncia das alterac¸o˜es
do ambiente. Por isto, outros indicadores de desempenho tem sido sugeridos: segundo Weic-
ker (2002), um algoritmo candidato a otimizac¸a˜o de um problema dinaˆmico deve ser preciso,
esta´vel, e com grande capacidade de reac¸a˜o a`s mudanc¸as. Estes e outros indicadores frequente-
mente utilizados em otimizac¸a˜o de problemas dinaˆmicos sa˜o detalhados a seguir.
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5.4.1 DESEMPENHO OFFLINE
A medida de desempenho offline e´ a me´dia do valor de fitness das melhores soluc¸o˜es
encontradas. Mais precisamente, o desempenho offline Fo f f line e´ definido de seguinte forma:
Fo f f line =
1
T
T
∑
t=1
F(bestt), (13)
onde T e´ o nu´mero de avaliac¸o˜es total, e F(bestt) e´ o fitness da melhor soluc¸a˜o encontrada desde
a u´ltima mudanc¸a ocorrida no ambiente de otimizac¸a˜o (JIN; BRANKE, 2005). Este indicador
na˜o requer o conhecimento pre´vio da soluc¸a˜o o´tima global do problema.
5.4.2 ME´DIA DE ERRO OFFLINE
Este indicador representa o erro da melhor soluc¸a˜o encontrada pelo algoritmo apo´s a
u´ltima mudanc¸a ocorrida no ambiente de otimizac¸a˜o, comparada com a soluc¸a˜o o´tima global
do problema apo´s esta mudanc¸a (BLACKWELL, 2007). Uma me´dia de erro offline igual a zero
indica um rastreamento perfeito da soluc¸a˜o o´tima. O indicador Eo f f line e´ definido a seguir:
Eo f f line =
1
T
T
∑
t=1
(F(bestt)−F(best∗t )), (14)
onde T e´ o nu´mero de avaliac¸o˜es total, F(bestt) e´ o fitness da melhor soluc¸a˜o encontrada no
instante t, e F(best∗t ) e´ o fitness da soluc¸a˜o o´tima global para o problema no mesmo instante.
Esta me´trica requer conhecimento pre´vio da soluc¸a˜o o´tima para o problema em cada instante
do tempo, o que pode inviabilizar a sua utilizac¸a˜o em muitos problemas pra´ticos.
5.4.3 PRECISA˜O
Weicker (2002) definiu a precisa˜o de um algoritmo de otimizac¸a˜o para problemas
dinaˆmicos da seguinte forma:
precisa˜o =
1
T
T
∑
t=1
F(bestt)−F(worstt)
F(best∗t )−F(worstt)
, (15)
onde, no momento t, F(bestt) e´ o fitness da melhor soluc¸a˜o da populac¸a˜o, F(best∗t ) e´ o fitness
da soluc¸a˜o o´tima global, e F(worstt) e´ o fitness da pior soluc¸a˜o encontrada no espac¸o de busca.
Os valores possı´veis para este indicador variam entre o intervalo [0,1], sendo que a precisa˜o 1 e´
a melhor possı´vel. Assim como no caso da me´dia de erro offline, o ca´lculo da precisa˜o requer o
conhecimento pre´vio da soluc¸a˜o o´tima, bem como da pior soluc¸a˜o do espac¸o de busca.
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5.4.4 ESTABILIDADE
Um algoritmo pode ser considerado esta´vel se as mudanc¸as no meio na˜o afetam dema-
siadamente a precisa˜o da otimizac¸a˜o. Weicker (2002) definiu a estabilidade do algoritmo, em
um momento t, da seguinte forma:
estabilidade =
1
T
T
∑
t=1
max{0, precisa˜ot−1− precisa˜ot}, (16)
sendo que os possı´veis valores deste indicador esta˜o restritos ao intervalo [0,1]. Um valor
pro´ximo de 0 demonstra alto ı´ndice de estabilidade. Na˜o e´ recomendada a utilizac¸a˜o do in-
dicador de estabilidade como o u´nica medida de avaliac¸a˜o, ja´ que ele na˜o representa o nı´vel
de precisa˜o do algoritmo, mas sim deve ser utilizado adicionalmente para determinar o qua˜o
afetado e´ o algoritmo em decorreˆncia das mudanc¸as do problema.
5.4.5 REATIVIDADE
Weicker (2002) definiu ainda uma fo´rmula de ca´lculo da habilidade do algoritmo para
reagir a`s mudanc¸as. A reatividade reatividadet,ε e´ definida em um momento t da seguinte
forma:
reatividadet,ε = min{{t ′− t|t<t ′ ≤ maxgen, t ′ ∈ N, precisa˜ot ′precisa˜ot ≥ (1− ε)}∪{maxgen− t}},
(17)
onde ε e´ a precisa˜o mı´nima que deve ser atingida apo´s uma mudanc¸a no meio, para que seja
possı´vel considerar que o algoritmo reagiu, e maxgen e´ o nu´mero ma´ximo de iterac¸o˜es. O
indicador avalia quanto tempo leva o algoritmo para atingir um limiar de precisa˜o desejada, e
quanto menor for o valor da reatividadet,ε , maior e´ o poder de reatividade do algoritmo.
Finalizada a revisa˜o bibliogra´fica e o estado da arte, no pro´ximo capı´tulo e´ apresentada
a metodologia que sera´ seguida no trabalho.
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6 PROPOSTA DE APLICAC¸A˜O DE PSO DISCRETO AO PROBLEMA PATC/TAP
DINAˆMICO
Conforme foi apresentado no Capı´tulo 4, e´ possı´vel observar que existem diferentes
implementac¸o˜es e adaptac¸o˜es do PSO para a otimizac¸a˜o de problemas cujo espac¸o de busca e´
discreto. Nota-se nestes trabalhos que sa˜o duas as abordagens mais comuns para a codificac¸a˜o
das partı´culas:
• Codificac¸a˜o bina´ria (KENNEDY; EBERHART, 1997; SHA; HSU, 2006; LIAO et al.,
2007);
• Codificac¸a˜o com sequeˆncias de posic¸o˜es (HU et al., 2003; GOLDBARG et al., 2006; LIU
et al., 2008; SHA; HSU, 2008; ROSENDO; POZO, 2010; LIU et al., 2011).
Nesta dissertac¸a˜o, dois destes trabalhos foram selecionados para servirem de base na
implementac¸a˜o de dois algoritmos discretos baseados no PSO. As duas implementac¸o˜es seguem
o algoritmo original do PSO (Algoritmo 1), sendo que a diferenc¸a entre elas esta´ na estrate´gia
de codificac¸a˜o das partı´culas. Neste trabalho, e´ realizado um comparativo conceitual e da quali-
dade das soluc¸o˜es obtidas com cada um dos algoritmos nos experimentos realizados. O objetivo
da realizac¸a˜o deste comparativo e´ auxiliar na escolha de uma abordagem eficiente que possa ser
empregada na otimizac¸a˜o do problema formulado.
6.1 PSO COM CODIFICAC¸A˜O BINA´RIA
A primeira versa˜o do PSO abordada neste trabalho e´ baseada no algoritmo proposto
por Kennedy e Eberhart (1997). Historicamente, o trabalho citado descreve a primeira aplicac¸a˜o
do PSO em problemas de OC. O algoritmo utiliza codificac¸a˜o bina´ria para a representac¸a˜o das
partı´culas da nuvem no espac¸o de busca discreto, e sera´ chamado PSO com Codificac¸a˜o Bina´ria
(PSO-B) neste trabalho.
Considerando que o espac¸o de busca do problema e´ discreto, a partı´cula foi definida
como uma matriz bi-dimensional de valores bina´rios, como mostra a Tabela 1. Uma das di-
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menso˜es da matriz representa os agentes de oferta de servic¸o e a outra dimensa˜o representa os
agentes de demanda de servic¸o.
Tabela 1: Representac¸a˜o da partı´cula bina´ria (4x4)
Agente de Demanda ( j = A(i))
Agente de Oferta (i) 1 2 3 4
1 0 0 1 0
2 1 0 0 0
3 0 1 0 0
4 0 0 0 1
A Equac¸a˜o 18 define X tk como uma partı´cula composta por n
2 bits, a qual e´ considerada
uma potencial soluc¸a˜o para o problema na iterac¸a˜o t, onde k identifica a partı´cula na nuvem.
Quando xk,i j = 1, o i-e´simo agente de oferta sera´ alocado ao j-e´simo agente de demanda. Caso
contra´rio, xk,i j = 0.
X tk =

xtk,11 x
t
k,12 . . . x
t
k,1n
xtk,21 x
t
k,22 . . . x
t
k,2n
. . .
xtk,n1 x
t
k,n2 . . . x
t
k,nn
 (18)
Considerando a aplicac¸a˜o do algoritmo ao PATC/TAP, e conforme definido pela Equac¸a˜o
2, o fitness f de uma partı´cula X tk e´ calculado somando-se o custo do caminho mı´nimo entre os
pares (ta´xi, cliente) alocados. A Equac¸a˜o 19 ajusta o ca´lculo do fitness para a codificac¸a˜o
bina´ria.
f (X tk) = 1/∑
i
distaˆncia(i,A(i)) (19)
A velocidade da partı´cula, calculada com a Equac¸a˜o 7, e´ representada na forma de pro-
babilidades (Tabela 2) de uma posic¸a˜o (i j) da matriz assumir o valor 1 nas pro´ximas iterac¸o˜es.
Quanto maior for a velocidade, maior sera´ a probabilidade de que seja atribuı´do o valor 1 a
varia´vel bina´ria. E´ importante destacar que os nu´meros aleato´rios r1 e r2 podem ser diferentes
para cada posic¸a˜o (i j) em pbestk e gbest, respectivamente.
Tabela 2: Velocidade da partı´cula bina´ria (4x4)
Agente de Demanda ( j = A(i))
Agente de Oferta (i) 1 2 3 4
1 0.10 0.20 0.50 0.73
2 0.99 0.13 0.67 0.41
3 0.72 0.99 0.12 0.55
4 0.13 0.02 0.83 0.17
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Conforme proposto por Kennedy e Eberhart (1997), a Equac¸a˜o 20 e´ utilizada para
normalizar a velocidade da partı´cula, mantendo-a limitada no intervalo [0,1].
N(vtk) =
1
1+ exp(−vtk)
(20)
Enta˜o, a posic¸a˜o da partı´cula e´ atualizada pela Equac¸a˜o 21, adicionando-se a veloci-
dade normalizada a posic¸a˜o ocupada pela partı´cula na iterac¸a˜o anterior.
xtk = x
t−1
k +N(v
t
k) (21)
Neste trabalho, cada partı´cula constro´i a sua matriz de alocac¸a˜o com base em suas
probabilidades de troca de posic¸o˜es. A cada iterac¸a˜o do algoritmo, uma partı´cula xtk inicia com
uma matriz preenchida com o valor 0 em todas as posic¸o˜es, e atribui o valor 1 aplicando as
probabilidades a`s posic¸o˜es escolhidas em sorteio. Quanto maior for a velocidade relacionada a
uma posic¸a˜o (i, j), maior e´ a probabilidade de a troca ocorrer em xtk,i j. As posic¸o˜es da matriz
sa˜o escolhidas aleatoriamente para a realizac¸a˜o do sorteio; e no caso de nenhuma posic¸a˜o de
uma linha ou coluna ter assumido o valor 1, o sorteio recomec¸a nesta linha/coluna.
A matriz bina´ria deve possuir apenas um valor 1 por linha e por coluna devido a uma
restric¸a˜o imposta pela codificac¸a˜o bina´ria, logo, um cuidado especial e´ requerido: as linhas e
colunas devem ser candidatas ao sorteio enquanto na˜o possuam um valor 1. Isto e´ necessa´rio
para impedir a criac¸a˜o de soluc¸o˜es infactı´veis para o problema, e por isso, um me´todo inspirado
em busca tabu e´ utilizado para armazenar os “estados tabu”, ou seja, o me´todo utiliza uma lista
tabu que armazena as linhas e colunas que ja´ foram “visitadas” em sorteios anteriores (posic¸o˜es
que tiveram o seu valor alterado de 0 para 1). A construc¸a˜o da partı´cula e´ completada quando
todas as linhas e colunas da matriz possuem uma (e somente uma) posic¸a˜o com valor 1. O
processo e´ executado ate´ que um determinado nu´mero de iterac¸o˜es seja alcanc¸ado.
6.2 PSO COM CODIFICAC¸A˜O DE SEQUEˆNCIAS DE POSIC¸O˜ES
A segunda versa˜o do PSO discreto abordada neste trabalho utiliza representac¸a˜o das
partı´culas como sequeˆncias de posic¸o˜es, e foi baseada na proposta de Hu et al. (2003). Nesta
implementac¸a˜o do PSO com Codificac¸a˜o de Sequeˆncias de Posic¸o˜es (PSO-P), a posic¸a˜o da
partı´cula e´ representada por um vetor xtk = (x1,x2, ...xn) de nu´meros inteiros cujos ı´ndices iden-
tificam os agentes de oferta de servic¸o e os valores representam os agentes de demanda de
servic¸o.
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Uma partı´cula cuja posic¸a˜o i do vetor de posic¸o˜es xk armazena o valor j, indica que
o i-e´simo agente de oferta sera´ alocado para o atendimento do j-e´simo agente de demanda. No
exemplo da Tabela 3, o agente de oferta 1 seria alocado para o agente de demanda 4, o agente
de oferta 2 seria alocado para o agente de demanda 3, e assim por diante.
Tabela 3: Representac¸a˜o da partı´cula como sequeˆncias de posic¸o˜es
Agente de Oferta (i) 1 2 3 4 5 ...
Agente de Demanda ( j = xk,i) 4 3 7 9 2 ...
Assim como no PSO-B, o fitness f da partı´cula xtk e´ calculado somando-se o custo do
caminho mı´nimo entre os agentes de oferta e demanda (Equac¸a˜o 22).
f (xtk) = 1/∑
i
distaˆncia(i,xtk,i) (22)
A velocidade das partı´culas tambe´m e´ calculada com a Equac¸a˜o 7, e assim como no
PSO-B, os nu´meros aleato´rios r1 e r2 sa˜o diferentes para cada posic¸a˜o i dos vetores de alocac¸a˜o
de pbestk e gbest, respectivamente. O vetor de velocidade e´ enta˜o normalizado, dividindo-se os
valores de todas as posic¸o˜es pelo maior valor deste vetor; assim, as velocidades das partı´culas
sa˜o mantidas entre o intervalo [0,1]. A movimentac¸a˜o das partı´culas ocorre com a troca de
posic¸o˜es dos valores do vetor xtk, considerando que a velocidade indica a probabilidade de que
a operac¸a˜o de “swap” ocorra em cada posic¸a˜o de xtk. O sorteio ocorre de maneira independente
em cada posic¸a˜o do vetor, e se for definido que a operac¸a˜o de troca deve ocorrer em uma
determinada posic¸a˜o i de xtk, esta posic¸a˜o sera´ trocada com o valor da posic¸a˜o que armazena o
valor correspondente em gbest. O processo e´ ilustrado na Figura 11.
H
vtk ... 0.15 0.22 0.63 0.94 0.51 ...
H
gbest ... 7 2 3 1 8 ...
H H
xtk ... 8 1 3 4 2 ...
xt+1k = x
t
k +v
t
k ... 2 1 3 4 8 ...
Figura 11: Movimentac¸a˜o da partı´cula codificada como sequeˆncias de posic¸o˜es
Conforme ilustrado na Figura 11, o componente pbest na˜o e´ utilizado na movimentac¸a˜o
da partı´cula, sendo utilizado apenas no ca´lculo da velocidade.
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Diferentemente do PSO-B, no PSO-P na˜o existe um processo de prevenc¸a˜o ou reparac¸a˜o
de soluc¸o˜es infactı´veis para o problema. Por si so´, a movimentac¸a˜o das partı´culas com permutac¸o˜es
de posic¸o˜es previne que um agente de oferta seja alocado para mais de um agente de demanda,
ou o inverso.
Da mesma forma, o crite´rio de parada do algoritmo e´ a execuc¸a˜o de um nu´mero T de
iterac¸o˜es.
6.3 AJUSTE DA INE´RCIA NOS ALGORITMOS PSO-B E PSO-P
O paraˆmetro VMAX na˜o e´ utilizado nos algoritmos PSO-B e PSO-P. Para compensar a
sua auseˆncia, o fator de ine´rcia diminui gradativamente a cada iterac¸a˜o t do algoritmo (SHI;
EBERHART, 1998). O decaimento da ine´rcia e´ definido pela Equac¸a˜o 23:
w =
(T − t)∗ (w f inal−winicial)
T
+winicial, t = 1,2, ...,T, (23)
onde w e´ o fator de ine´rcia utilizado pelo algoritmo em cada iterac¸a˜o, T e´ o nu´mero ma´ximo de
iterac¸o˜es do algoritmo, e winicial e w f inal sa˜o paraˆmetros que definem os limites inicial e final de
decaimento da ine´rcia, respectivamente.
A utilizac¸a˜o desta equac¸a˜o de ajuste se justifica pelo fato de que um peso de ine´rcia
maior no inı´cio da busca facilita a localizac¸a˜o de boas regio˜es, as quais podem ser melhor
aproveitadas com peso de ine´rcia menor.
6.4 SOFTWARE PARA SIMULAC¸A˜O DO PATC/TAP
Para possibilitar a criac¸a˜o de instaˆncias do PATC/TAP e simular o problema em ambi-
ente dinaˆmico, foi desenvolvido um software que dispo˜e agentes de oferta e demanda em pontos
geogra´ficos gerados aleatoriamente dentro de uma a´rea central da Cidade de Curitiba/PR. As
ilustrac¸o˜es de mapas e instaˆncias do problema apresentadas neste trabalho foram capturadas
a partir deste software, que foi construı´do com o objetivo de viabilizar a realizac¸a˜o dos ex-
perimentos desta dissertac¸a˜o, com a aplicac¸a˜o dos algoritmos implementados e a coleta dos
resultados para a realizac¸a˜o de comparativos.
Duas soluc¸o˜es va´lidas para uma instaˆncia do problema com tamanho N = 13 sa˜o apre-
sentadas nas Listagens 6.1 e 6.2, conforme o log extraı´do do ambiente de simulac¸a˜o.
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Listagem 6.1: Log do ambiente de simulac¸a˜o - partı´cula com sequeˆncia de posic¸o˜es
1 02:12:33 [PSO-P] Otimizac¸a˜o por Nuvem de Partı´culas - Sequeˆncias de Posic¸o˜es
2 02:12:33 [PSO-P] Swarm inicializado com 100 partı´culas.
3 02:12:33 [PSO-P] Executar 100 iterac¸o˜es.
4 02:12:33 [PSO-P] Melhor fitness (gBest): 0,02181
5 Melhor alocac¸a˜o encontrada:
6 |9|6|10|3|4|13|11|7|12|5|8|2|1|
7 02:12:33 [PSO-P] Tempo de execuc¸a˜o: 7288 milissegundos.
Listagem 6.2: Log do ambiente de simulac¸a˜o - partı´cula bina´ria
1 22:12:52 [PSO-B] Otimizac¸a˜o por Nuvem de Partı´culas - Codificac¸a˜o Bina´ria
2 22:12:52 [PSO-B] Swarm inicializado com 100 partı´culas.
3 22:12:52 [PSO-B] Executar 100 iterac¸o˜es.
4 22:12:55 [PSO-B] Melhor fitness (gBest): 0,02003
5 Melhor alocac¸a˜o encontrada:
6 |0|0|0|0|0|0|0|0|1|0|0|0|0|
7 |0|0|0|0|0|0|0|0|0|0|0|1|0|
8 |0|0|1|0|0|0|0|0|0|0|0|0|0|
9 |0|0|0|0|0|1|0|0|0|0|0|0|0|
10 |1|0|0|0|0|0|0|0|0|0|0|0|0|
11 |0|0|0|0|0|0|0|0|0|0|1|0|0|
12 |0|0|0|0|0|0|0|0|0|0|0|0|1|
13 |0|0|0|0|0|0|0|1|0|0|0|0|0|
14 |0|1|0|0|0|0|0|0|0|0|0|0|0|
15 |0|0|0|0|1|0|0|0|0|0|0|0|0|
16 |0|0|0|1|0|0|0|0|0|0|0|0|0|
17 |0|0|0|0|0|0|1|0|0|0|0|0|0|
18 |0|0|0|0|0|0|0|0|0|1|0|0|0|
19 22:12:55 [PSO-B] Tempo de execuc¸a˜o: 8538 milissegundos.
O mapa utilizado neste trabalho e´ o Open Street Map (OSM, 2011), cujos dados to-
polo´gicos foram obtidos e transformados para uma estrutura de dados que viabiliza as operac¸o˜es
de roteamento e identificac¸a˜o de caminho mı´nimo entre diferentes locais da cidade. Mais
informac¸o˜es sobre o OSM sa˜o descritas no Anexo A. A conversa˜o dos dados do mapa e a
aplicac¸a˜o do algoritmo de roteamento se deu com o auxı´lio do software OSM2PO (Anexo B).
Adicionalmente, foi desenvolvido um software para ser utilizado como um dispositivo
de rastreamento e propiciar um ambiente de otimizac¸a˜o com ta´xis e clientes reais. Este software
pode ser instalado em telefones celulares com algum dispositivo GPS conectado para coletar e
enviar as informac¸o˜es de geoposicionamento atrave´s de webservices para o website que publica
o mapa e aplica o algoritmo de otimizac¸a˜o.
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6.5 ALGORITMO DPSO-P PROPOSTO PARA O PATC/TAP DINAˆMICO
Nesta sec¸a˜o, e´ descrita a proposta do algoritmo PSO Dinaˆmico com Codificac¸a˜o de
Sequeˆncias de Posic¸o˜es (DPSO-P), o qual e´ baseado no PSO-P, para a otimizac¸a˜o do pro-
blema PATC/TAP dinaˆmico. O algoritmo DPSO-P utiliza o mesmo esquema de codificac¸a˜o
de partı´culas do PSO-P, e trata a dinaˆmica do problema com te´cnicas voltadas para a detecc¸a˜o e
a resposta a`s mudanc¸as do ambiente dinaˆmico (Algoritmo 2).
A condic¸a˜o de parada do algoritmo PSO-P precisou ser substituı´da, considerando que
o objetivo da otimizac¸a˜o de um problema dinaˆmico na˜o e´ apenas encontrar a soluc¸a˜o o´tima
dado um determinado nu´mero de iterac¸o˜es, mas sim acompanhar a soluc¸a˜o o´tima enquanto as
varia´veis de decisa˜o do problema passam por modificac¸o˜es. No algoritmo DPSO-P, a condic¸a˜o
de parada e´ o tempo total de simulac¸a˜o do problema.
O me´todo utilizado para detectar as mudanc¸as foi aquele sugerido por Carlisle e Do-
zier (2000), onde e´ escolhida uma posic¸a˜o aleato´ria do espac¸o de busca e a cada iterac¸a˜o do
algoritmo e´ verificado se houve mudanc¸a no valor retornado pela func¸a˜o de fitness sobre esta
posic¸a˜o. Constatou-se empiricamente que este me´todo e´ capaz de detectar todas as mudanc¸as
modeladas para o problema em questa˜o, mesmo aquelas consideradas suaves.
As abordagens utilizadas para prover resposta a`s mudanc¸as sa˜o :
• Abordagem A: reiniciar aleatoriamente uma porc¸a˜o de partı´culas da nuvem, sempre que
for detectada uma mudanc¸a (EBERHART; SHI, 2001; HU; EBERHART, 2002). As
partı´culas escolhidas para serem reiniciadas sa˜o aquelas que apresentam o pior valor de
fitness. Foram testadas diferentes taxas de reinicializac¸a˜o da nuvem, as quais sa˜o descritas
no proximo capı´tulo;
• Abordagem B: reiniciar a memo´ria pbest de todas as partı´culas da nuvem, sempre que
for detectada uma mudanc¸a (EBERHART; SHI, 2001);
• Abordagem C: utilizar um operador de perturbac¸a˜o sobre a posic¸a˜o das partı´culas, com o
objetivo de manter diversidade na nuvem (ESQUIVEL; COELLO, 2004). A cada iterac¸a˜o
do algoritmo, existe uma chance de cada partı´cula sofrer uma perturbac¸a˜o. Foram testadas
diferentes taxas de perturbac¸a˜o, as quais tambe´m sa˜o descritas no pro´ximo capı´tulo.
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Algoritmo 2 Pseudo-co´digo do algoritmo DPSO-P para um problema de maximizac¸a˜o
1: for k = 1 to NParti´culas do
2: x1k ← uma soluc¸a˜o aleato´ria
3: v1k ← uma velocidade aleato´ria
4: pbestk← x1k
5: end for
6: gbest← a melhor soluc¸a˜o ∈ [x1,xNParti´culas]
7: particulaMonitorada← uma soluc¸a˜o aleato´ria /∈ [x1,xNParti´culas]
8: f itnessMonitorado← f itness(particulaMonitorada)
9: while na˜o atingir tempo de simulac¸a˜o do
10: if f itness(particulaMonitorada)<> f itnessMonitorado then
11: f itnessMonitorado← f itness(particulaMonitorada)
12: t = 1
13: if abordagem A then
14: reiniciarPioresParticulas(xt)
15: end if
16: if abordagem B then
17: reiniciarMemoriaParticulas(pbestk)
18: end if
19: end if
20: for k = 1 to NParti´culas do
21: if f itness(xtk)> f itness(pbestk) then
22: pbestk← xtk
23: end if
24: if f itness(xtk)> f itness(gbest) then
25: gbest← xtk
26: end if
27: w = (T−t)∗(w f inal−winicial)T +winicial
28: vtk = wv
t−1
k + c1r1(pbestk−xt−1k )+ c2r2(gbest−xt−1k )
29: xtk← xt−1k +N(vtk)
30: if abordagem C then
31: xtk← perturbac¸a˜o(xtk)
32: end if
33: end for
34: t = t+1
35: end while
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6.5.1 AJUSTE DA INE´RCIA NO ALGORITMO DPSO-P
No algoritmo DPSO-P a ine´rcia tambe´m sofre um decaimento, seguindo o que e´ de-
finido pela Equac¸a˜o 23. Entretanto, a diferenc¸a do caso esta´tico para o caso dinaˆmico esta´ na
definic¸a˜o de T : se no caso esta´tico T representa o nu´mero ma´ximo de iterac¸o˜es do algoritmo,
no caso dinaˆmico T representa o nu´mero de iterac¸o˜es do algoritmo ate´ que seja detectada uma
mudanc¸a, fazendo com que o decaimento da ine´rcia seja formado por janelas temporais. O
nu´mero me´dio de iterac¸o˜es do algoritmo entre a ocorreˆncia de mudanc¸as foi definido empirica-
mente.
No pro´ximo capı´tulo sa˜o descritos os experimentos realizados neste trabalho para com-
parar o desempenho das implementac¸o˜es do PSO discreto na resoluc¸a˜o do PATC/TAP. Ale´m
disso, sa˜o comparadas as abordagens que adicionam ao PSO a habilidade de lidar com cena´rios
dinaˆmicos de otimizac¸a˜o. Algumas estrate´gias de resposta a`s mudanc¸as sa˜o testadas simultane-
amente, com o objetivo de definir empiricamente uma combinac¸a˜o de abordagens que apresente
os melhores resultados, de acordo com o tamanho das instaˆncias do problema e com a escala de
mudanc¸as.
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7 EXPERIMENTOS E RESULTADOS
O primeiro experimento realizado neste trabalho consiste na comparac¸a˜o das duas
implementac¸o˜es do PSO discreto que foram apresentadas no capı´tulo anterior. Ambos algo-
ritmos sa˜o empregados na resoluc¸a˜o do problema de otimizac¸a˜o PATC/TAP esta´tico, sobre de-
terminadas instaˆncias do problema com diferentes tamanhos. Adicionalmente, a busca exaus-
tiva e´ empregada para identificar as soluc¸o˜es o´timas destas instaˆncias do problema, e assim
possibilitar uma avaliac¸a˜o de desempenho dos algoritmos.
Em seguida, o melhor dos algoritmos identificados no primeiro experimento e´ empre-
gado na resoluc¸a˜o do problema de otimizac¸a˜o PATC/TAP dinaˆmico, com a adic¸a˜o e a combinac¸a˜o
de algumas abordagens de resposta a`s mudanc¸as em problemas dinaˆmicos.
A tı´tulo de refereˆncia, o programa utilizado nos experimentos foi codificado em lin-
guagem Java e executado em um computador com processador Intel Core 2 Duo 2.40GHz e
3GB de memo´ria RAM.
7.1 PARAˆMETROS DO ALGORITMO PSO
Os mesmos paraˆmetros de algoritmo foram utilizados nos experimentos do PSO-B
(codificac¸a˜o bina´ria) e PSO-P (codificac¸a˜o com permutac¸o˜es). Alguns destes paraˆmetros fo-
ram definidos empiricamente, e outros foram escolhidos com base em estudos especı´ficos.
Por exemplo, os fatores cognitivo c1 e social c2 foram definidos com o valor 1.49445, con-
forme proposto por Eberhart e Shi (2000). Este valor foi obtido pelo autor como resultado da
multiplicac¸a˜o de 0.729 (um valor de ine´rcia que apresentou bons resultados) por 2.05 (aproxi-
madamente o dobro da ine´rcia). Esta abordagem tem sido amplamente utilizada em trabalhos
recentes de aplicac¸a˜o do PSO em problemas combinato´rios.
De modo a possibilitar futuros comparativos, estes paraˆmetros sa˜o descritos na Tabela
4.
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Tabela 4: Paraˆmetros do algoritmo PSO utilizados nos experimentos
Paraˆmetro Valor (Problema Esta´tico) Valor (Problema Dinaˆmico) Justificativa
NParti´culas 100 100 Definido empiricamente
T 100 Proporcional ao tempo de simulac¸a˜o Definido empiricamente
VMIN Na˜o utilizado Na˜o utilizado (SHI; EBERHART, 1998)
VMAX Na˜o utilizado Na˜o utilizado (SHI; EBERHART, 1998)
w Equac¸a˜o 23 Equac¸a˜o 23 (SHI; EBERHART, 1998)
T = nu´mero ma´ximo de iterac¸o˜es T = nu´mero de janelas temporais
winicial 0.9 0.9 (EBERHART; SHI, 2000)
w f inal 0.4 0.4 (EBERHART; SHI, 2000)
c1 1.49445 1.49445 (EBERHART; SHI, 2000)
c2 1.49445 1.49445 (EBERHART; SHI, 2000)
N {10, 11, 12, 13, ... , 20, 25, 30, ... , 100} {10, 100} (EBERHART; SHI, 2000)
Abordagem A Na˜o se aplica {10%, 50%, 100%} Valores extremos
Abordagem B Na˜o se aplica {Sim, Na˜o} Valores extremos
Abordagem C Na˜o se aplica {10%, 50%, 100%} Valores extremos
7.2 BUSCA EXAUSTIVA
Um processo de Busca Exaustiva (BE) tambe´m foi implementado, com o objetivo de
identificar a soluc¸a˜o o´tima de algumas instaˆncias do problema e assim permitir uma avaliac¸a˜o
qualitativa das soluc¸o˜es obtidas pelas implementac¸o˜es do PSO. A BE foi implementada utili-
zando um algoritmo de backtracking, que obte´m todas as possı´veis soluc¸o˜es para o problema,
e as avalia com a mesma func¸a˜o “distaˆncia” utilizada nos algoritmos PSO para medir o fitness
das soluc¸o˜es.
O fato da BE avaliar todas as soluc¸o˜es via´veis do problema faz com que o seu tempo
de processamento seja relativamente alto, principalmente se comparado com o tempo de pro-
cessamento dos algoritmos de busca heurı´stica. Desta forma, apesar de ser possı´vel a avaliac¸a˜o
da viabilidade computacional da BE por meio do ca´lculo do tempo de processamento efetivo, o
objetivo principal e´ obter as soluc¸o˜es o´timas das instaˆncias do problema em que isto e´ possı´vel,
para que possam ser utilizadas como uma abordagem de comparac¸a˜o.
A Figura 12 ilustra a soluc¸a˜o o´tima encontrada pela Busca Exaustiva para uma de-
terminada instaˆncia do problema com tamanho N = 13. As linhas desenhadas sobre o mapa
conectam os agentes de oferta aos agentes de demanda, simbolizando o caminho mı´nimo das
alocac¸o˜es. As cores das linhas na˜o tem significado especial.
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Figura 12: Soluc¸a˜o o´tima obtida com a busca exaustiva para uma instaˆncia com valor de N = 13
Fonte: Autoria pro´pria com base em Google e Open Street Map
7.3 PSO ROBUSTO
No caso das instaˆncias do problema em que na˜o e´ possı´vel empregar a BE (devido ao
seu alto custo computacional), foi utilizado um PSO robusto para identificar uma soluc¸a˜o de
refereˆncia de cada instaˆncia testada. Esta soluc¸a˜o de refereˆncia pode ser utilizada na avaliac¸a˜o
da qualidade das soluc¸o˜es obtidas com os algoritmos testados neste trabalho, quando executados
sobre estas mesmas instaˆncias.
O PSO robusto se diferencia do PSO tradicional por ter uma nuvem de partı´culas maior
do que normalmente e´ utilizado, ale´m de executar durante um elevado nu´mero de iterac¸o˜es. O
aumento no tamanho da nuvem indica que existem mais partı´culas procurando por soluc¸o˜es no
espac¸o de busca, e assim a qualidade das soluc¸o˜es tende a melhorar conforme o tamanho da
nuvem aumenta. Isto implica, pore´m, em um tempo de execuc¸a˜o mais elevado devido ao maior
nu´mero de avaliac¸o˜es necessa´rias na func¸a˜o de fitness. Desta forma, o PSO robusto e´ capaz de
obter soluc¸o˜es melhores do que o PSO tradicional, embora apresente tempos de execuc¸a˜o mais
elevados.
Neste trabalho, o PSO robusto segue o mesmo esquema de codificac¸a˜o de partı´culas do
algoritmo PSO-P, contudo, e´ executado durante 10.000 iterac¸o˜es e possui uma nuvem composta
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por 10.000 partı´culas (nu´meros que representam 100 vezes os respectivos valores de paraˆmetros
utilizados na execuc¸a˜o do PSO-P), o que possibilita uma melhor explorac¸a˜o do espac¸o de busca
do problema.
7.4 COMPARATIVO DAS ABORDAGENS DE CA´LCULO DA DISTAˆNCIA ENTRE AGEN-
TES DE OFERTA E DEMANDA
Nesta sec¸a˜o e´ realizado um breve comparativo das duas abordagens testadas no ca´lculo
da distaˆncia entre os agentes de oferta e demanda. Foram avaliadas a distaˆncia do caminho
mı´nimo identificado com o algoritmo de Dijkstra, e a distaˆncia euclidiana entre os pontos
geogra´ficos. A Tabela 5 mostra o fitness das melhores soluc¸o˜es obtidas, bem como o tempo de
execuc¸a˜o do algoritmo PSO-P e da busca exaustiva. Foram testada treˆs instaˆncias do problema:
uma instaˆncia pequena, uma me´dia, e uma grande.
Tabela 5: Comparativo das abordagens de ca´lculo da distaˆncia entre agentes de oferta e demanda
N PSO-P (Dijkstra) PSO-P (Euclidiana) BE (Dijkstra) BE (Euclidiana)
Fitness Tempo Fitness Tempo Fitness Tempo Fitness Tempo
10 0,03003 11,510 0,04184 7,205 0,03003 11,873 0,04184 6,626
50 0,00840 174,782 0,01240 35,570 - - - -
100 0,00346 634,270 0,00488 80,022 - - - -
Nota-se que o fitness obtido utilizando a distaˆncia euclidiana e´ superior (melhor) ao
fitness obtido com o caminho mı´nimo de Dijkstra. Isto acontece porque calcular a distaˆncia
geogra´fica entre dois pontos utilizando a primeira abordagem sempre resultara´ em um valor
menor do que no caso da segunda abordagem, sobre os mesmos dois pontos, ja´ que a abordagem
da distaˆncia euclidiana e´ mais otimista.
Apesar de o tempo de execuc¸a˜o do algoritmo e da busca exaustiva serem maiores utili-
zando o algoritmo de Dijkstra, esta abordagem foi escolhida para ser empregada neste trabalho
por se mostrar mais aproximada do problema pra´tico, ja´ que considera as ruas no ca´lculo da
distaˆncia, possibilitando que o sistema oferte a rota ao motorista.
7.5 RESOLUC¸A˜O DO PATC/TAP EM AMBIENTE ESTA´TICO
As duas implementac¸o˜es do PSO discreto foram testadas, em um ambiente de simulac¸a˜o
que engloba uma se´rie de ta´xis e clientes distribuı´dos aleatoriamente no mapa da Cidade de
Curitiba/PR. Os algoritmos foram executados 30 vezes, conforme proposto por Shi e Eberhart
(1998), sobre as mesmas instaˆncias do problema - com os mesmos agentes de oferta e demanda,
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posicionados nas mesmas localizac¸o˜es geogra´ficas - e em cada rodada uma semente diferente
foi usada para a gerac¸a˜o da populac¸a˜o inicial.
Neste experimento, a busca exaustiva e´ executada sobre as instaˆncias do problema onde
10≤N ≤ 13, pois os tempos de execuc¸a˜o sa˜o excessivamente altos para instaˆncias do problema
com tamanhos maiores. No caso das instaˆncias onde N > 13, foi empregado o PSO robusto
para ser utilizado como abordagem de comparac¸a˜o.
Os resultados obtidos neste experimento sa˜o apresentados na pro´xima sec¸a˜o.
7.5.1 RESULTADOS
A Tabela 6 mostra os resultados obtidos nos experimentos realizados com o PSO-B e
PSO-P, ale´m da soluc¸a˜o o´tima para o PATC/TAP obtida com a BE e a soluc¸a˜o de refereˆncia
obtida com o PSO robusto. A tabela apresenta o fitness da melhor soluc¸a˜o encontrada dentre as
30 execuc¸o˜es, e a me´dia do fitness obtido nas 30 execuc¸o˜es.
Tabela 6: Resultados da otimizac¸a˜o do PATC/TAP em ambiente esta´tico
N PSO-B PSO-P BE PSO Robusto
Melhor Fitness Fitness Me´dio Melhor Fitness Fitness Me´dio O´timo Refereˆncia
10 0,02643 0,02574 0,03003 0,02937 0,03003 -
11 0,02259 0,02232 0,02314 0,02308 0,02314 -
12 0,02079 0,02038 0,02215 0,02212 0,02215 -
13 0,02003 0,01847 0,02181 0,02152 0,02181 -
15 0,02814 0,02513 0,04069 0,03921 - 0,04069
20 0,01842 0,01615 0,02258 0,02190 - 0,02284
25 0,01236 0,01214 0,02221 0,02061 - 0,02430
30 0,00938 0,00914 0,01421 0,01383 - 0,01584
35 0,00794 0,00779 0,01708 0,01587 - 0,02059
40 0,00548 0,00532 0,00920 0,00858 - 0,00975
45 0,00364 0,00343 0,00560 0,00520 - 0,00600
50 0,00442 0,00430 0,00765 0,00724 - 0,00949
55 0,00349 0,00337 0,00519 0,00498 - 0,00591
60 0,00388 0,00373 0,00580 0,00551 - 0,00653
65 0,00282 0,00270 0,00442 0,00416 - 0,00521
70 0,00357 0,00324 0,00678 0,00603 - 0,00758
75 0,00279 0,00273 0,00511 0,00456 - 0,00709
80 0,00262 0,00255 0,00451 0,00426 - 0,00524
85 0,00251 0,00243 0,00474 0,00444 - 0,00646
90 0,00216 0,00205 0,00337 0,00322 - 0,00432
95 0,00228 0,00223 0,00438 0,00395 - 0,00509
100 0,00222 0,00216 0,00431 0,00398 - 0,00525
Obviamente, a busca exaustiva encontra a soluc¸a˜o o´tima para o problema ja´ que ela
avalia todas as soluc¸o˜es via´veis. Entretanto, a sua aplicabilidade se torna invia´vel conforme o
tamanho do problema aumenta, devido ao tempo de processamento; por este motivo, os experi-
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mentos com BE so´ puderam ser realizados nos casos onde N ≤ 13.
Os resultados apresentados mostram que o algoritmo PSO-P otimizou o problema em
todas as instaˆncias para as quais o valor o´timo e´ conhecido, e encontrou boas soluc¸o˜es diante de
instaˆncias maiores (comparac¸a˜o com as soluc¸o˜es de refereˆncia). O fitness me´dio das soluc¸o˜es
obtidas nas 30 execuc¸o˜es se manteve pro´ximo da melhor soluc¸a˜o para todos os valores de N
experimentados neste trabalho. Ja´ o algoritmo PSO-B apresentou soluc¸o˜es relativamente boas
nas instaˆncias do problema com N ≤ 13. Mas em instaˆncias maiores, a melhor soluc¸a˜o de
PSO-B se distancia da melhor soluc¸a˜o obtida com o algoritmo PSO-P.
Alguns comparativos tambe´m sa˜o ilustrados na forma de gra´ficos. A Figura 13 mostra
um comparativo do fitness obtido em cada algoritmo com o aumento do tamanho do problema,
e a soluc¸a˜o o´tima ou de refereˆncia do problema.
Figura 13: Evoluc¸a˜o do fitness de acordo com o tamanho do problema
Fonte: Autoria pro´pria
Adicionalmente, o gra´fico ilustrado na Figura 14 mostra o fitness normalizado de
acordo com o tamanho do problema.
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Figura 14: Evoluc¸a˜o do fitness normalizado de acordo com o tamanho do problema
Fonte: Autoria pro´pria
A Tabela 7 mostra a me´dia do tempo total “Total (TT)” de execuc¸a˜o de cada algo-
ritmo nas 30 execuc¸o˜es, a me´dia do tempo de execuc¸a˜o da func¸a˜o distaˆncia “F. Distaˆncia (TD)”
utilizada na avaliac¸a˜o de fitness das soluc¸o˜es, e a diferenc¸a entre “TT” e “TD”. O tempo com-
putacional da BE foi obtido em uma u´nica execuc¸a˜o, uma vez que a busca e´ determinı´stica. O
tempo computacional do PSO robusto tambe´m foi obtido em uma u´nica execuc¸a˜o, visto que o
objetivo maior do experimento e´ apenas obter as soluc¸o˜es de refereˆncia que sa˜o utilizadas como
abordagem de comparac¸a˜o em instaˆncias maiores do problema.
Tabela 7: Tempo de execuc¸a˜o dos algoritmos PSO-B, PSO-P, BE e PSO Robusto, em segundos
N Tempo de Execuc¸a˜o do PSO-B (Me´dia) Tempo de Execuc¸a˜o do PSO-P (Me´dia) BE PSO
Total (TT) F. Distaˆncia (TD) TT - TD Total (TT) F. Distaˆncia (TD) TT - TD Robusto
10 6,567 6,478 0,089 5,506 5,464 0,042 10,894 -
11 6,773 5,826 0,947 5,867 5,825 0,042 71,308 -
12 8,180 6,827 1,353 6,542 6,494 0,048 932,185 -
13 8,538 7,238 1,300 7,288 7,242 0,046 7.879,010 -
15 11,242 9,481 1,761 9,560 9,497 0,063 - 456,847
20 22,690 19,357 3,333 18,813 18,736 0,077 - 606,794
25 34,424 29,872 4,552 29,268 29,178 0,090 - 705,098
30 49,562 43,128 6,434 42,976 42,855 0,121 - 854,067
35 64,321 55,675 8,646 56,269 56,137 0,132 - 1.018,043
40 87,076 75,887 11,189 75,701 75,566 0,135 - 1.172,091
45 109,197 95,269 13,928 96,088 95,922 0,166 - 1.273,447
50 136,223 119,223 17,000 118,741 118,559 0,182 - 1.421,351
55 159,793 141,090 18,703 140,149 139,968 0,181 - 1.502,387
60 171,481 150,269 21,212 155,532 155,319 0,213 - 1.766,560
65 200,345 175,527 24,818 173,899 173,689 0,210 - 1.978,001
70 233,087 204,419 28,668 203,651 203,406 0,245 - 2.116,502
75 283,085 246,693 36,392 245,399 245,151 0,248 - 2.322,118
80 316,996 277,802 39,194 275,167 274,907 0,260 - 2.573,457
85 358,940 313,708 45,232 309,192 308,911 0,281 - 2.605,556
90 423,236 371,150 52,086 347,792 347,479 0,313 - 2.943,059
95 481,492 421,519 59,973 414,600 414,268 0,332 - 3.137,764
100 509,231 458,350 63,881 454,602 454,243 0,359 - 3.567,112
E´ possı´vel observar que o tempo de execuc¸a˜o dos algoritmos aumenta conforme o ta-
58
manho do problema: quanto maior e´ o tamanho da instaˆncia, mais operac¸o˜es de movimentac¸a˜o
sa˜o necessa´rias para realizar o deslocamento das partı´culas sobre o espac¸o de busca. Entretanto,
o principal fator que eleva o tempo de execuc¸a˜o e´ o tempo computacional da func¸a˜o “distaˆncia”,
ja´ que quanto maior o tamanho do problema, mais rotas de caminho mı´nimo precisam ser iden-
tificadas, elevando assim o tempo total de execuc¸a˜o dos algoritmos. O tempo de execuc¸a˜o da
func¸a˜o “distaˆncia” e´ praticamente o mesmo para os algoritmos PSO-B e PSO-P. Mesmo assim,
a diferenc¸a entre os tempos de execuc¸a˜o total de PSO-B e PSO-P segue aumentando conside-
ravelmente conforme aumenta o valor de N (Figura 15). Enquanto o tempo total de execuc¸a˜o
do algoritmo PSO-P aumenta linearmente, o tempo total de execuc¸a˜o PSO-B tem crescimento
quadra´tico.
Figura 15: Tempo total de execuc¸a˜o dos algoritmos
Fonte: Autoria pro´pria
O PSO robusto apresenta tempos de execuc¸a˜o mais elevados que os tempos dos algo-
ritmos PSO-B e PSO-P, ja´ que possui uma nuvem de partı´culas maior e e´ executado por mais
iterac¸o˜es. Ainda assim, o PSO robusto e´ mais ra´pido que a busca exaustiva, e a sua execuc¸a˜o
sobre as maiores instaˆncias testadas neste trabalho e´ via´vel para a obtenc¸a˜o de soluc¸o˜es de
refereˆncia.
A Figura 16 mostra um comparativo da diferenc¸a entre o tempo total de execuc¸a˜o dos
algoritmos e o tempo de execuc¸a˜o da func¸a˜o “distaˆncia”. No caso do algoritmo PSO-P, percebe-
se que este tempo se mante´m abaixo de um segundo em todos os casos testados, diferentemente
do PSO-B, que apresenta tempos mais elevados, principalmete devido as operac¸o˜es adicionais
relacionadas com o processo de reparac¸a˜o que se faz necessa´rio para evitar a criac¸a˜o de soluc¸o˜es
infactı´veis para o problema.
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Figura 16: Diferenc¸a entre o tempo total de execuc¸a˜o e o tempo da func¸a˜o distaˆncia
Fonte: Autoria pro´pria
Diante dos resultados apresentados, o algoritmo PSO-P pode ser considerado melhor
que o PSO-B, ja´ que obte´m soluc¸o˜es melhores em menos tempo de processamento. Sendo as-
sim, na pro´xima sec¸a˜o o PSO-P e´ empregado em novos experimentos que abordam o PATC/TAP
em um ambiente dinaˆmico de otimizac¸a˜o.
7.6 RESOLUC¸A˜O DO PATC/TAP EM AMBIENTE DINAˆMICO
Este experimento tem o objetivo de simular a dinaˆmica do PATC/TAP, e obter resulta-
dos da otimizac¸a˜o realizada com o algoritmo DPSO-P neste ambiente dinaˆmico. A simulac¸a˜o
ocorre com uma transic¸a˜o de episo´dios do problema, sendo que cada episo´dio do problema
apresenta mudanc¸as em relac¸a˜o ao episo´dio anterior.
7.6.1 CONJUNTOS DE TESTE DO PROBLEMA
Uma base de conjuntos de teste do problema (Tabela 8) foi criada atrave´s da aplicac¸a˜o
de mudanc¸as sucessivas, geradas artificalmente, sobre uma instaˆncia inicial. As mudanc¸as apli-
cadas sa˜o aquelas ilustradas na Figuras 2, 3, 4 e 5 que constam no Capı´tulo 2.
Os conjuntos de teste criados possibilitam a ana´lise da aplicac¸a˜o do algoritmo de
otimizac¸a˜o em diferentes situac¸o˜es, e se diferenciam entre si em termos de: tamanho N das
instaˆncias; nu´mero de episo´dios sucessı´veis da simulac¸a˜o; e escala M de mudanc¸as ocorridas a
cada transic¸a˜o.
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Tabela 8: Conjuntos de teste do PATC/TAP dinaˆmico
Conjunto de N Episo´dios Escala de Distaˆncia Me´dia (de Hamming)
Teste Sucessı´veis Mudanc¸a (M) entre Soluc¸o˜es O´timas / de Refereˆncia
N10M1 10 100 1 3,0594
N10M3 10 100 3 4,5351
N10M5 10 100 5 6,0099
N100M10 100 10 10 -
N100M50 100 10 50 -
Neste experimento, foram testadas instaˆncias do problema com dois tamanhos: 10 e
100. Nos conjuntos de teste que possuem as instaˆncias menores (N = 10), foi criada uma se´rie
de 100 episo´dios do problema, e a soluc¸a˜o o´tima para cada episo´dio foi identificada previamente
com a BE. Nos conjuntos maiores (N = 100) foi criada uma se´rie de 10 episo´dios, e a soluc¸a˜o
de refereˆncia para cada episo´dio foi identificada com o PSO robusto; nestes casos a BE na˜o foi
empregada em decorreˆncia do seu alto custo computacional.
A escala de mudanc¸a do problema foi definida neste trabalho como a quantidade de
eventos de mudanc¸a que ocorrem em cada episo´dio de simulac¸a˜o, e influencia na distaˆncia de
movimentac¸a˜o da soluc¸a˜o o´tima no espac¸o de busca. A tendeˆncia e´ que quanto maior seja a
escala de mudanc¸a, para mais longe se mude a nova soluc¸a˜o o´tima. A Tabela 8 mostra ainda a
distaˆncia me´dia (de Hamming) entre as soluc¸o˜es o´timas / de refereˆncia do problema codificadas
como sequeˆncias de posic¸o˜es, apo´s a ocorreˆncia de mudanc¸as.
Ale´m disso, foram testadas diferentes escalas de mudanc¸a do problema, o que permite
que a habilidade de cada estrate´gia de resposta a`s mudanc¸as seja observada de acordo com
diferentes escalas de mudanc¸a.
7.6.2 SIMULAC¸A˜O DO PROBLEMA
O simulador desenvolvido aplica as mudanc¸as a` instaˆncia inicial de cada conjunto de
teste do problema, enquanto o algoritmo DPSO-P e´ executado em segundo plano para reagir
a`s mudanc¸as e acompanhar as soluc¸o˜es o´timas. Considerando que a condic¸a˜o de parada do
DPSO-P e´ o tempo total de simulac¸a˜o do problema, o algoritmo e´ executado durante a transic¸a˜o
de toda a se´rie de episo´dios de cada conjunto de testes.
E´ importante ressaltar que as mudanc¸as sa˜o geradas artificialmente pelo simulador,
sendo que as alocac¸o˜es de pares ta´xi-cliente resultantes do processo de otimizac¸a˜o acabam
produzindo novas mudanc¸as. Ale´m disso, e´ simulado o deslocamento geogra´fico dos ta´xis na
direc¸a˜o dos clientes para os quais foram alocados. As operac¸o˜es de inclusa˜o e remoc¸a˜o de
agentes de oferta e demanda sa˜o realizadas conforme as respectivas filas, como definido no
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Capı´tulo 2.
O tempo computacional necessa´rio para a convergeˆncia da nuvem de partı´culas e´ con-
siderado neste experimento, para determinar o intervalo entre a transic¸a˜o dos episo´dios de
simulac¸a˜o. O experimento anterior (Sec¸a˜o 7.5) mostrou que o algoritmo PSO-P apresenta um
tempo me´dio de execuc¸a˜o total de 5,506 segundos, no caso N = 10. Diante disso, a simulac¸a˜o
ocorre com um intervalo de 5,506 segundos entre os eventos de mudanc¸a aplicados pelo simu-
lador. No caso N = 100, o intervalo entre mudanc¸as e´ de 454,602 segundos. Apesar de este
intervalo de tempo ser suficiente para a convergeˆncia da nuvem de partı´culas, o que aparente-
mente reduz a relevaˆncia do experimento em questa˜o, o objetivo e´ avaliar o comportamento do
algoritmo na busca por uma nova soluc¸a˜o o´tima diante de situac¸o˜es onde a nuvem de partı´culas
ja´ convergiu para uma soluc¸a˜o anterior.
Os experimentos de simulac¸a˜o do problema tambe´m sa˜o realizados com intervalo de
mudanc¸a inferior (70%) ao tempo me´dio de convergeˆncia da nuvem de partı´culas no algo-
ritmo PSO-P, com o objetivo de avaliar a aplicac¸a˜o do algoritmo em ambientes que apresentem
mudanc¸as mais frequentes. Nestes casos, as varia´veis de decisa˜o mudam antes mesmo de a nu-
vem de partı´culas convergir para a soluc¸a˜o o´tima, fazendo com que o algoritmo precise mudar
a busca para a nova soluc¸a˜o o´tima.
Os paraˆmetros utilizados no experimento anterior sa˜o mantidos (Sec¸a˜o 7.5), salvo o
nu´mero de iterac¸o˜es que deixou de ser uma condic¸a˜o de parada do algoritmo. Ale´m disso, a
equac¸a˜o da ine´rcia foi modificada para que o decaimento seja reiniciado sempre que for de-
tectada uma mudanc¸a, e para que a taxa de decaimento seja ajustada de acordo com o nu´mero
me´dio de iterac¸o˜es entre a ocorreˆncia de mudanc¸as.
7.6.3 AVALIAC¸A˜O DE DESEMPENHO
Neste trabalho sa˜o utilizados os seguintes indicadores de desempenho, na simulac¸a˜o
realizada com aqueles conjuntos de teste cuja soluc¸a˜o o´tima global e´ conhecida:
• Reac¸o˜es com sucesso (%): indica o percentual de sucesso obtido na tentativa de acom-
panhar o valor o´timo durante a ocorreˆncia de mudanc¸as. E´ considerada uma reac¸a˜o de
“sucesso” aquela em que o algoritmo consegue encontrar a soluc¸a˜o o´tima (conhecida pre-
viamente), apo´s a ocorreˆncia de uma mudanc¸a. Este indicador esta´ sendo proposto neste
trabalho para complementar os comparativos das abordagens testadas;
• Erro pre´vio de fitness: indica a diferenc¸a me´dia entre o fitness da melhor soluc¸a˜o obtida
no momento imediatamente anterior a` mudanc¸a, e o valor o´timo previamente conhecido;
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• Precisa˜o me´dia: representa a precisa˜o me´dia do algoritmo, considerando as amostras da
precisa˜o obtidas nos momentos imediatamente anteriores a`s mudanc¸as;
• Estabilidade me´dia: indica a estabilidade me´dia do algoritmo, considerando os momentos
de ocorreˆncia de mudanc¸as.
Diante das instaˆncias para as quais na˜o se conhece a soluc¸a˜o o´tima, e´ utilizada uma
soluc¸a˜o de refereˆncia para calcular os indicadores apresentados.
7.6.4 RESULTADOS
As Tabelas 9 e 10 mostram os resultados obtidos no experimento realizado com o al-
goritmo DPSO-P, considerando-se os conjuntos de teste criados para a simulac¸a˜o do PATC/TAP
em ambiente dinaˆmico. O algoritmo foi executado sobre os conjuntos de teste descritos na Ta-
bela 8, uma vez para cada abordagem testada. Embora seja apenas uma execuc¸a˜o, o algoritmo
e´ executado durante o tempo de transic¸a˜o de um nu´mero considera´vel de episo´dios sucessı´veis,
e cada indicador de desempenho utilizado nos comparativos das abordagens representa uma
me´dia do seu respectivo valor, obtido em cada transic¸a˜o.
Nos conjuntos de teste das instaˆncias menores (N = 10), os indicadores foram calcu-
lados em relac¸a˜o a soluc¸a˜o o´tima, ja´ que a informac¸a˜o da soluc¸a˜o o´tima de cada episo´dio do
problema foi obtida previamente com a busca exaustiva. E nos conjuntos de teste das instaˆncias
maiores (N = 100), a soluc¸a˜o de refereˆncia , obtida com o PSO robusto, foi utilizada como
refereˆncia no ca´lculo destes indicadores.
A abordagem F2 apresentou os melhores resultados nos testes realizados diante dos
conjuntos de teste com N = 10, quando o intervalo de mudanc¸as foi igual ao tempo me´dio
necessa´rio para a convergeˆncia do algoritmo. Independente da escala de mudanc¸a, com esta
abordagem o algoritmo foi capaz de acompanhar a soluc¸a˜o o´tima do problema em todas as
transic¸o˜es, e assim apresentar uma me´dia de erro igual a 0. Ainda com intervalo de mudanc¸as
igual a 100% do tempo de convergeˆncia do algoritmo, mas agora diante das instaˆncias maiores
(N = 100), a abordagem C1 apresentou os melhores resultados diante das mudanc¸as suaves, e a
abordagem H1 se mostrou melhor diante das mudanc¸as abruptas.
Ale´m disso, o DPSO-P foi testado em uma simulac¸a˜o que realiza a transic¸a˜o dos
episo´dios sucessivos do problema com intervalo de 70% do tempo me´dio de convergeˆncia do
algoritmo, ou seja, as mudanc¸as ocorrem em um intervalo inferior ao tempo necessa´rio para
a convergeˆncia da nuvem de partı´culas. O objetivo e´ verificar a qualidade das soluc¸o˜es obti-
das diante de situac¸o˜es com maior frequeˆncia de mudanc¸as. Diante dos conjuntos de testes com
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instaˆncias menores, a abordagem C1 apresentou os melhores resultados, independente de escala
de mudanc¸a. No caso das instaˆncias maiores, a abordagem D1 apresentou os melhores resul-
tados diante de mudanc¸as suaves, e a abordagem H1 se mostrou melhor diante de mudanc¸as
abruptas.
Nesta sec¸a˜o foram apresentados apenas os resultados das melhores combinac¸o˜es de
abordagens. Os resultados completos, obtidos com as demais combinac¸o˜es de abordagens, sa˜o
apresentados no Apeˆndice A (Tabelas 11, 12, 13, 14 e 15).
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Tabela 9: Resumo dos resultados da otimizac¸a˜o do PATC/TAP dinaˆmico (N = 10)
Abordagem Conjunto N10M1 - intervalo: 5,506 seg (100%) intervalo: 3,854 seg (70%)
Sucesso (%) Erro Precisa˜o Estabilidade Erro Precisa˜o Estabilidade
A1 Diversificar 10% da nuvem 3 0,00319 0,80608 0,05043 0,00712 0,56372 0,10910
A2 Diversificar 50% da nuvem 28 0,00134 0,91918 0,04403 0,00771 0,53510 0,07480
A3 Diversificar 100% da nuvem 22 0,00132 0,92475 0,03978 0,00791 0,53964 0,06537
B Reinicializar memo´ria das partı´culas 1 0,01127 0,77870 0,05412 0,01227 0,45231 0,10732
C1 Perturbac¸a˜o com chance de 10% 84 0,00010 0,99432 0,00374 0,00367 0,77010 0,06032
C2 Perturbac¸a˜o com chance de 50% 98 0,00000 0,99984 0,00016 0,00725 0,55851 0,08455
C3 Perturbac¸a˜o com chance de 100% 88 0,00005 0,99738 0,00215 0,00633 0,57071 0,08849
F1 A2 + C1 85 0,00010 0,99350 0,00213 0,00802 0,52094 0,08658
F2 A2 + C2 100 0,00000 1,00000 0,00000 0,00785 0,53981 0,05730
F3 A2 + C3 90 0,00011 0,99555 0,00433 0,00799 0,51934 0,09785
Abordagem Conjunto N10M3 - intervalo: 5,506 seg (100%) intervalo: 3,854 seg (70%)
Sucesso (%) Erro Precisa˜o Estabilidade Erro Precisa˜o Estabilidade
A1 Diversificar 10% da nuvem 1 0,00306 0,79607 0,05337 0,00638 0,59544 0,10368
A2 Diversificar 50% da nuvem 20 0,00097 0,93707 0,02984 0,00663 0,58931 0,11675
A3 Diversificar 100% da nuvem 22 0,00156 0,89654 0,04906 0,00728 0,49814 0,08866
B Reinicializar memo´ria das partı´culas 0 0,01066 0,75215 0,05543 0,01082 0,47054 0,10519
C1 Perturbac¸a˜o com chance de 10% 65 0,00026 0,98481 0,00854 0,00600 0,62262 0,10085
C2 Perturbac¸a˜o com chance de 50% 82 0,00014 0,98710 0,00709 0,00741 0,52390 0,09280
C3 Perturbac¸a˜o com chance de 100% 68 0,00016 0,98913 0,00815 0,00691 0,53423 0,08025
F1 A2 + C1 71 0,00074 0,95054 0,03670 0,00653 0,60068 0,09349
F2 A2 + C2 100 0,00000 1,00000 0,00000 0,00689 0,55714 0,10197
F3 A2 + C3 77 0,00014 0,99088 0,00826 0,00723 0,55217 0,11190
Abordagem Conjunto N10M5 - intervalo: 5,506 seg (100%) intervalo: 3,854 seg (70%)
Sucesso (%) Erro Precisa˜o Estabilidade Erro Precisa˜o Estabilidade
A1 Diversificar 10% da nuvem 3 0,00525 0,72710 0,08115 0,00998 0,51012 0,10057
A2 Diversificar 50% da nuvem 16 0,00235 0,88884 0,05603 0,00951 0,54057 0,10802
A3 Diversificar 100% da nuvem 17 0,00163 0,91721 0,04109 0,00986 0,51560 0,09484
B Reinicializar memo´ria das partı´culas 0 0,01547 0,65214 0,06298 0,01524 0,48719 0,10129
C1 Perturbac¸a˜o com chance de 10% 61 0,00042 0,97924 0,01430 0,00888 0,57282 0,09117
C2 Perturbac¸a˜o com chance de 50% 92 0,00006 0,99724 0,00260 0,00969 0,50859 0,10851
C3 Perturbac¸a˜o com chance de 100% 62 0,00031 0,98494 0,01163 0,00944 0,50865 0,11535
F1 A2 + C1 79 0,00012 0,99417 0,00484 0,00960 0,53096 0,10220
F2 A2 + C2 100 0,00000 1,00000 0,00000 0,00941 0,53975 0,11746
F3 A2 + C3 65 0,00161 0,92545 0,04667 0,00998 0,51500 0,09581
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Tabela 10: Resumo dos resultados da otimizac¸a˜o do PATC/TAP dinaˆmico (N = 100)
Abordagem Conjunto N100M10 - intervalo: 454,602 seg (100%) intervalo: 318,221 seg (70%)
Erro Precisa˜o Estabilidade Erro Precisa˜o Estabilidade
A1 Diversificar 10% da nuvem 0,00126 0,68396 0,37312 0,00955 0,42405 0,45591
A2 Diversificar 50% da nuvem 0,00115 0,71115 0,18243 0,00936 0,49433 0,47544
A3 Diversificar 100% da nuvem 0,00065 0,93601 0,12365 0,00917 0,58320 0,49686
B Reinicializar memo´ria das partı´culas 0,00146 0,67901 0,28780 0,00947 0,04381 0,48915
C1 Perturbac¸a˜o com chance de 10% 0,00028 0,98554 0,06810 0,00931 0,53724 0,45251
C2 Perturbac¸a˜o com chance de 50% 0,00063 0,72849 0,23962 0,00965 0,52166 0,27481
C3 Perturbac¸a˜o com chance de 100% 0,00041 0,98301 0,32591 0,00903 0,51432 0,36410
D1 A1 + C1 0,00047 0,98212 0,23212 0,00887 0,59836 0,33503
D2 A1 + C2 0,00030 0,98419 0,39136 0,00935 0,55025 0,28785
D3 A1 + C3 0,00069 0,93011 0,27521 0,00968 0,50056 0,20476
Abordagem Conjunto N100M50 - intervalo: 454,602 seg (100%) intervalo: 318,221 seg (70%)
Erro Precisa˜o Estabilidade Erro Precisa˜o Estabilidade
A1 Diversificar 10% da nuvem 0,00575 0,60718 0,57115 0,01522 0,46178 0,45762
A2 Diversificar 50% da nuvem 0,00506 0,76669 0,25571 0,01454 0,43445 0,42733
A3 Diversificar 100% da nuvem 0,00503 0,74323 0,40578 0,01721 0,41174 0,51451
B Reinicializar memo´ria das partı´culas 0,00704 0,48768 0,33978 0,01751 0,41223 0,69811
C1 Perturbac¸a˜o com chance de 10% 0,00431 0,96192 0,48399 0,01498 0,40900 0,49084
C2 Perturbac¸a˜o com chance de 50% 0,00504 0,67075 0,45440 0,01633 0,46625 0,41418
C3 Perturbac¸a˜o com chance de 100% 0,00591 0,87476 0,35422 0,01576 0,41212 0,45112
H1 A3 + C1 0,00312 0,87650 0,23011 0,00945 0,56644 0,47991
H2 A3 + C2 0,00481 0,71443 0,65983 0,01561 0,49887 0,49031
H3 A3 + C3 0,00412 0,78191 0,56731 0,01512 0,48455 0,51345
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8 CONCLUSO˜ES E PERSPECTIVAS
Neste trabalho foi proposta a utilizac¸a˜o do algoritmo PSO discreto para a otimizac¸a˜o do
Problema de Atribuic¸a˜o de Tarefas, em uma aplicac¸a˜o do Problema de Alocac¸a˜o Ta´xi-Cliente.
Duas verso˜es do PSO discreto foram consideradas: a primeira utiliza codificac¸a˜o bina´ria e a
segunda emprega permutac¸a˜o de sequeˆncias de posic¸o˜es. Os resultados obtidos por estes dois
algoritmos foram comparados com a soluc¸a˜o o´tima obtida por um me´todo de busca exaus-
tiva, com o objetivo de avaliar qualidade e desempenho; as soluc¸o˜es o´timas foram obtidas em
instaˆncias do problema com tamanho N ∈ {10,11,12,13}.
Para N > 13 na˜o foi possı´vel identificar o valor o´timo, devido ao custo computacional
da busca exaustiva (por exemplo: para N = 13, o tempo computacional foi superior a treˆs horas,
e este tempo aumenta exponencialmente conforme aumenta o tamanho do problema). Desta
forma, as soluc¸o˜es encontradas pela BE sa˜o importantes para medir a qualidade das soluc¸o˜es
obtidas com os algoritmos de busca heurı´stica, embora o seu tempo de execuc¸a˜o na˜o possa ser
tomado como refereˆncia em qualquer comparac¸a˜o.
No caso das instaˆncias maiores, com tamanho N ∈ {15,20,25, ...,100}, as soluc¸o˜es
obtidas pelos algoritmos desenvolvidos foram comparadas com soluc¸o˜es de refereˆncia do pro-
blema, obtidas com um PSO robusto que utiliza uma nuvem maior e e´ executado sobre um
elevado nu´mero de iterac¸o˜es.
O algoritmo PSO-P foi capaz de otimizar o PATC/TAP em todas as instaˆncias do
problema cujo valor o´timo era conhecido. Por outro lado, o PSO-B apenas se aproximou
das soluc¸o˜es o´timas nas instaˆncias menores. Para ilustrar esta afirmac¸a˜o, o algoritmo PSO-
B alcanc¸ou um fitness me´dio 14,10% pior que o PSO-P quando N = 10, e chegou a ser 37,10%
pior no caso N = 100.
O algoritmo PSO-P apresentou menor custo computacional, o que se explica pela
auseˆncia de restric¸o˜es na movimentac¸a˜o das partı´culas sobre o espac¸o de busca. O processo
de prevenc¸a˜o de soluc¸o˜es inva´lidas no PSO-B acaba elevando o tempo computacional do algo-
ritmo. Foi observado que a maior parte do custo computacional dos algoritmos PSO-B e PSO-P
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e´ atribuı´da ao emprego da func¸a˜o “distaˆncia”, que utiliza o algoritmo de Dijkstra sobre os da-
dos topolo´gicos do Open Street Map para encontrar as rotas mais curtas e calcular o custo das
soluc¸o˜es.
Diante do exposto, os resultados obtidos com PSO-P sa˜o promissores: o algoritmo e´
capaz de encontrar as soluc¸o˜es o´timas em menor tempo, tornando-se um candidato para ser
utilizado em aplicac¸o˜es online. Cabe observar que esta proposta pode ser aplicada em um
sistema de alocac¸a˜o real, onde a posic¸a˜o dos agentes (ta´xi e cliente) poderia ser sinalizada
para uma estac¸a˜o de controle central em tempo real atrave´s de dispositivos mo´veis, utilizando
coordenadas do Sistema de Posicionamento Global - Global Positioning System (GPS).
Alguns dos aspectos dinaˆmicos do problema foram considerados, com a proposta do
algoritmo DPSO-P, o qual utiliza o mesmo esquema de codificac¸a˜o de partı´culas do PSO-P e
implementa algumas abordagens de resposta a`s mudanc¸as em problema dinaˆmicos, a saber: (a)
reinicializac¸a˜o de uma porc¸a˜o da nuvem quando detectada uma mudanc¸a nas varia´veis de de-
cisa˜o do problema; (b) reinicializac¸a˜o da memo´ria de todas as partı´culas da nuvem quando
detectada uma mudanc¸a; e (c) utilizac¸a˜o de um operador de perturbac¸a˜o aplicado sobre as
partı´culas a cada iterac¸a˜o, com uma certa probabilidade.
Os resultados obtidos permitem concluir que, no caso de instaˆncias menores, e´ eficiente
a reinicializac¸a˜o de metade da nuvem de partı´culas como uma resposta a`s mudanc¸as, sejam elas
mudanc¸as suaves ou abruptas. O operador de perturbac¸a˜o com chance de 50% se mostrou
preponderante para a manutenc¸a˜o da diversidade necessa´ria na nuvem. A combinac¸a˜o destas
abordagens resultou no rastreamento adequado da soluc¸a˜o o´tima do PATC/TAP dinaˆmico, em
todos os conjuntos testados onde a soluc¸a˜o o´tima era conhecida e o intervalo de mudanc¸as era
igual ao tempo de convergeˆncia do algoritmo. Nos casos em que o intervalo de mudanc¸as era
inferior, a abordagem de perturbac¸a˜o com chance de 10% se mostrou mais eficiente.
No caso das instaˆncias maiores e´ preferı´vel utilizar uma probabilidade menor para o
operador de perturbac¸a˜o, independente da escala de mudanc¸as, sendo que diante de mudanc¸as
abruptas tambe´m foi necessa´ria a reinicializac¸a˜o completa da nuvem apo´s a identificac¸a˜o de
mudanc¸as nas varia´veis de decisa˜o do problema.
Ainda que no caso pra´tico do problema de alocac¸a˜o de ta´xis as mudanc¸as ocorram em
intervalos de tempo maiores do que os tempos de convergeˆncia apresentados pelo algoritmo,
esta e´ uma questa˜o que merece maior investigac¸a˜o, ate´ mesmo para viabilizar a utilizac¸a˜o do
algoritmo nas aplicac¸o˜es onde o tempo de processamento e´ crı´tico. A func¸a˜o “distaˆncia” atu-
almente e´ responsa´vel por elevar o custo computacional do algoritmo, representando mais de
99% do tempo total de processamento.
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Em trabalhos futuros, os algoritmos e experimentos podem ser ampliados considerando
o caso |V | 6= |P| (nu´mero diferente de agentes de oferta e demanda). Esta extensa˜o pode ser
tratada internamente, deixando de utilizar matrizes quadradas.
Os resultados apresentados anteriormente no trabalho de Pierobom et al. (2011) mos-
tram que o algoritmo PSO-P apresenta tempo de execuc¸a˜o total inferior a` 1 segundo, quando
utilizando uma func¸a˜o de avaliac¸a˜o que calcula a distaˆncia Euclidiana entre dois pontos no
mapa, sem considerar questo˜es relacionadas com roteamento sobre as vias existentes. Sendo
assim, fica evidente a necessidade de alternativas para a reduc¸a˜o do custo computacional da
func¸a˜o “distaˆncia”, o que podera´ viabilizar a obtenc¸a˜o das soluc¸o˜es o´timas do problema em
ambientes de otimizac¸a˜o que apresentem intervalos de mudanc¸a reduzidos. Uma abordagem
possı´vel e´ a de dividir o mapa em quadros e calcular a distaˆncia entre estes quadros; e num
segundo passo, calcular a distaˆncia entre os agentes. Esta abordagem reduziria o nu´mero de
execuc¸o˜es da func¸a˜o “distaˆncia”, reduzindo o custo de execuc¸a˜o do algoritmo.
Para todos os tamanhos de instaˆncias do problema que foram testadas neste trabalho,
foi utilizado um mesmo nu´mero de partı´culas na nuvem do PSO. E´ interessante que o algoritmo
seja modificado no sentido de aumentar o nu´mero de partı´culas conforme aumenta o tamanho
das instaˆncias, ja´ que o espac¸o de busca tambe´m aumenta.
Acerca do desenvolvimento do algoritmo, em trabalhos futuros e´ interessante que seja
analisada a sua sensibilidade de acordo com os paraˆmetros do sistema, como o fator de ine´rcia
e os fatores de influeˆncia do grupo e autoconfianc¸a da partı´cula no ca´lculo da velocidade.
Os resultados apresentados tambe´m encorajam a otimizac¸a˜o multiobjetivo do pro-
blema (minimizar o tempo de espera dos agentes de oferta, minimizar o tempo de espera dos
agentes de demanda), ale´m da explorac¸a˜o das demais questo˜es sobre tra´fego urbano, como a
previsa˜o de congestionamento em vias.
Outras aplicac¸o˜es similares podem ser tratadas da mesma maneira, como por exemplo:
otimizac¸a˜o de tempos de oˆnibus e metroˆs; alocac¸a˜o de viaturas policiais para o atendimento de
ocorreˆncias; alocac¸a˜o de te´cnicos de campo para o atendimento de chamados.
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APEˆNDICE A -- RESULTADOS COMPLETOS
A.1 TABELAS COMPLETAS
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Tabela 11: Resultados completos da otimizac¸a˜o do PATC/TAP dinaˆmico (N10M1)
Abordagem Conjunto N10M1 - intervalo: 5,506 seg (100%) intervalo: 3,854 seg (70%)
Sucesso (%) Erro Precisa˜o Estabilidade Erro Precisa˜o Estabilidade
A1 Diversificar 10% da nuvem 3 0,00319 0,80608 0,05043 0,00712 0,56372 0,10910
A2 Diversificar 50% da nuvem 28 0,00134 0,91918 0,04403 0,00771 0,53510 0,07480
A3 Diversificar 100% da nuvem 22 0,00132 0,92475 0,03978 0,00791 0,53964 0,06537
B Reinicializar memo´ria das partı´culas 1 0,01127 0,77870 0,05412 0,01227 0,45231 0,10732
C1 Perturbac¸a˜o com chance de 10% 84 0,00010 0,99432 0,00374 0,00367 0,77010 0,06032
C2 Perturbac¸a˜o com chance de 50% 98 0,00000 0,99984 0,00016 0,00725 0,55851 0,08455
C3 Perturbac¸a˜o com chance de 100% 88 0,00005 0,99738 0,00215 0,00633 0,57071 0,08849
D1 A1 + C1 89 0,00012 0,99503 0,00473 0,00743 0,54155 0,09737
D2 A1 + C2 98 0,00001 0,99976 0,00024 0,00800 0,51014 0,08336
D3 A1 + C3 91 0,00003 0,99834 0,00109 0,00656 0,59211 0,13381
E1 A1 + B + C1 83 0,00020 0,98963 0,00874 0,00646 0,59422 0,11812
E2 A1 + B + C2 100 0,00000 0,99993 0,00007 0,00754 0,54262 0,08063
E3 A1 + B + C3 81 0,00009 0,99425 0,00324 0,00665 0,57976 0,10280
F1 A2 + C1 85 0,00010 0,99350 0,00213 0,00802 0,52094 0,08658
F2 A2 + C2 100 0,00000 1,00000 0,00000 0,00785 0,53981 0,05730
F3 A2 + C3 90 0,00011 0,99555 0,00433 0,00799 0,51934 0,09785
G1 A2 + B + C1 83 0,00011 0,99282 0,00235 0,00731 0,56876 0,07779
G2 A2 + B + C2 99 0,00001 0,99987 0,00013 0,00790 0,52324 0,06109
G3 A2 + B + C3 81 0,00008 0,99536 0,00333 0,00783 0,53924 0,09628
H1 A3 + C1 79 0,00012 0,99269 0,00568 0,00852 0,49530 0,05917
H2 A3 + C2 97 0,00001 0,99965 0,00035 0,00834 0,51332 0,06301
H3 A3 + C3 80 0,00016 0,99052 0,00784 0,00800 0,52828 0,10041
I1 A3 + B + C1 79 0,00016 0,99073 0,00768 0,00772 0,54442 0,05902
I2 A3 + B + C2 99 0,00001 0,99983 0,00017 0,00702 0,59735 0,08244
I3 A3 + B + C3 73 0,00020 0,98865 0,00902 0,00772 0,55231 0,09974
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Tabela 12: Resultados completos da otimizac¸a˜o do PATC/TAP dinaˆmico (N10M3)
Abordagem Conjunto N10M3 - intervalo: 5,506 seg (100%) intervalo: 3,854 seg (70%)
Sucesso (%) Erro Precisa˜o Estabilidade Erro Precisa˜o Estabilidade
A1 Diversificar 10% da nuvem 1 0,00306 0,79607 0,05337 0,00638 0,59544 0,10368
A2 Diversificar 50% da nuvem 20 0,00097 0,93707 0,02984 0,00663 0,58931 0,11675
A3 Diversificar 100% da nuvem 22 0,00156 0,89654 0,04906 0,00728 0,49814 0,08866
B Reinicializar memo´ria das partı´culas 0 0,01066 0,75215 0,05543 0,01082 0,47054 0,10519
C1 Perturbac¸a˜o com chance de 10% 65 0,00026 0,98481 0,00854 0,00600 0,62262 0,10085
C2 Perturbac¸a˜o com chance de 50% 82 0,00014 0,98710 0,00709 0,00741 0,52390 0,09280
C3 Perturbac¸a˜o com chance de 100% 68 0,00016 0,98913 0,00815 0,00691 0,53423 0,08025
D1 A1 + C1 76 0,00033 0,98497 0,00971 0,00724 0,50409 0,11254
D2 A1 + C2 92 0,00002 0,99824 0,00173 0,00645 0,59700 0,10996
D3 A1 + C3 77 0,00022 0,98988 0,00646 0,00693 0,56139 0,10976
E1 A1 + B + C1 60 0,00043 0,97669 0,01483 0,00666 0,57097 0,10277
E2 A1 + B + C2 89 0,00006 0,99632 0,00335 0,00649 0,59038 0,11845
E3 A1 + B + C3 56 0,00058 0,96886 0,01552 0,00664 0,58474 0,09407
F1 A2 + C1 71 0,00074 0,95054 0,03670 0,00653 0,60068 0,09349
F2 A2 + C2 100 0,00000 1,00000 0,00000 0,00689 0,55714 0,10197
F3 A2 + C3 77 0,00014 0,99088 0,00826 0,00723 0,55217 0,11190
G1 A2 + B + C1 62 0,00025 0,98592 0,01150 0,00648 0,60128 0,09700
G2 A2 + B + C2 91 0,00003 0,99791 0,00206 0,00692 0,54764 0,09086
G3 A2 + B + C3 68 0,00031 0,98441 0,00960 0,00652 0,60055 0,12320
H1 A3 + C1 68 0,00034 0,98102 0,01574 0,00672 0,58147 0,08547
H2 A3 + C2 91 0,00009 0,99549 0,00451 0,00636 0,60914 0,09994
H3 A3 + C3 70 0,00021 0,98808 0,00886 0,00658 0,58262 0,09111
I1 A3 + B + C1 60 0,00032 0,98008 0,01383 0,00657 0,57567 0,08856
I2 A3 + B + C2 82 0,00112 0,94836 0,02609 0,00685 0,56814 0,07674
I3 A3 + B + C3 57 0,00101 0,94466 0,02948 0,00635 0,61796 0,13009
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Tabela 13: Resultados completos da otimizac¸a˜o do PATC/TAP dinaˆmico (N10M5)
Abordagem Conjunto N10M5 - intervalo: 5,506 seg (100%) intervalo: 3,854 seg (70%)
Sucesso (%) Erro Precisa˜o Estabilidade Erro Precisa˜o Estabilidade
A1 Diversificar 10% da nuvem 3 0,00525 0,72710 0,08115 0,00998 0,51012 0,10057
A2 Diversificar 50% da nuvem 16 0,00235 0,88884 0,05603 0,00951 0,54057 0,10802
A3 Diversificar 100% da nuvem 17 0,00163 0,91721 0,04109 0,00986 0,51560 0,09484
B Reinicializar memo´ria das partı´culas 0 0,01547 0,65214 0,06298 0,01524 0,48719 0,10129
C1 Perturbac¸a˜o com chance de 10% 61 0,00042 0,97924 0,01430 0,00888 0,57282 0,09117
C2 Perturbac¸a˜o com chance de 50% 92 0,00006 0,99724 0,00260 0,00969 0,50859 0,10851
C3 Perturbac¸a˜o com chance de 100% 62 0,00031 0,98494 0,01163 0,00944 0,50865 0,11535
D1 A1 + C1 84 0,00021 0,99063 0,00813 0,01053 0,46910 0,10874
D2 A1 + C2 95 0,00004 0,99810 0,00190 0,00923 0,54766 0,11718
D3 A1 + C3 79 0,00016 0,99221 0,00662 0,00997 0,48684 0,09217
E1 A1 + B + C1 57 0,00046 0,97590 0,02057 0,00959 0,52219 0,11919
E2 A1 + B + C2 91 0,00007 0,99633 0,00359 0,00996 0,51370 0,12042
E3 A1 + B + C3 64 0,00043 0,97819 0,01745 0,00991 0,50303 0,10141
F1 A2 + C1 79 0,00012 0,99417 0,00484 0,00960 0,53096 0,10220
F2 A2 + C2 100 0,00000 1,00000 0,00000 0,00941 0,53975 0,11746
F3 A2 + C3 65 0,00161 0,92545 0,04667 0,00998 0,51500 0,09581
G1 A2 + B + C1 72 0,00030 0,98596 0,01248 0,01002 0,50609 0,09995
G2 A2 + B + C2 89 0,00055 0,97438 0,02217 0,00983 0,50123 0,08057
G3 A2 + B + C3 70 0,00061 0,96695 0,02233 0,00896 0,56055 0,09344
H1 A3 + C1 67 0,00049 0,97748 0,01903 0,00937 0,51308 0,11349
H2 A3 + C2 93 0,00003 0,99851 0,00149 0,00901 0,55958 0,10397
H3 A3 + C3 66 0,00036 0,98187 0,01453 0,01017 0,50264 0,09311
I1 A3 + B + C1 72 0,00027 0,98734 0,00938 0,01017 0,50264 0,09311
I2 A3 + B + C2 91 0,00008 0,99589 0,00361 0,00931 0,53723 0,09004
I3 A3 + B + C3 79 0,00016 0,99185 0,00638 0,00970 0,51380 0,09870
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Tabela 14: Resultados completos da otimizac¸a˜o do PATC/TAP dinaˆmico (N100M10)
Abordagem Conjunto N100M10 - intervalo: 454,602 seg (100%) intervalo: 318,221 seg (70%)
Erro Precisa˜o Estabilidade Erro Precisa˜o Estabilidade
A1 Diversificar 10% da nuvem 0,00126 0,68396 0,37312 0,00955 0,42405 0,45591
A2 Diversificar 50% da nuvem 0,00115 0,71115 0,18243 0,00936 0,49433 0,47544
A3 Diversificar 100% da nuvem 0,00065 0,93601 0,12365 0,00917 0,58320 0,49686
B Reinicializar memo´ria das partı´culas 0,00146 0,67901 0,28780 0,00947 0,04381 0,48915
C1 Perturbac¸a˜o com chance de 10% 0,00028 0,98554 0,06810 0,00931 0,53724 0,45251
C2 Perturbac¸a˜o com chance de 50% 0,00063 0,72849 0,23962 0,00965 0,52166 0,27481
C3 Perturbac¸a˜o com chance de 100% 0,00041 0,98301 0,32591 0,00903 0,51432 0,36410
D1 A1 + C1 0,00047 0,98212 0,23212 0,00887 0,59836 0,33503
D2 A1 + C2 0,00030 0,98419 0,39136 0,00935 0,55025 0,28785
D3 A1 + C3 0,00069 0,93011 0,27521 0,00968 0,50056 0,20476
E1 A1 + B + C1 0,00090 0,89115 0,22222 0,00992 0,40868 0,41498
E2 A1 + B + C2 0,00047 0,87658 0,16243 0,00913 0,56003 0,30474
E3 A1 + B + C3 0,00093 0,91030 0,24026 0,00982 0,46434 0,25863
F1 A2 + C1 0,00084 0,87247 0,34358 0,00990 0,50006 0,33542
F2 A2 + C2 0,00041 0,74696 0,29780 0,00916 0,53228 0,22331
F3 A2 + C3 0,00071 0,81239 0,14058 0,00982 0,56535 0,23576
G1 A2 + B + C1 0,00092 0,70673 0,26102 0,00986 0,58180 0,37591
G2 A2 + B + C2 0,00040 0,98414 0,25713 0,00912 0,45542 0,42131
G3 A2 + B + C3 0,00060 0,86768 0,22932 0,00960 0,56768 0,22938
H1 A3 + C1 0,00081 0,76341 0,36731 0,00933 0,54874 0,63877
H2 A3 + C2 0,00035 0,91317 0,21101 0,00927 0,58645 0,35948
H3 A3 + C3 0,00073 0,86124 0,32317 0,00934 0,55269 0,41377
I1 A3 + B + C1 0,00059 0,70981 0,33331 0,00928 0,52572 0,36533
I2 A3 + B + C2 0,00037 0,99021 0,17345 0,00927 0,58547 0,35299
I3 A3 + B + C3 0,00049 0,88936 0,29809 0,00931 0,56101 0,39188
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Tabela 15: Resultados completos da otimizac¸a˜o do PATC/TAP dinaˆmico (N100M50)
Abordagem Conjunto N100M50 - intervalo: 454,602 seg (100%) intervalo: 318,221 seg (70%)
Erro Precisa˜o Estabilidade Erro Precisa˜o Estabilidade
A1 Diversificar 10% da nuvem 0,00575 0,60718 0,57115 0,01522 0,46178 0,45762
A2 Diversificar 50% da nuvem 0,00506 0,76669 0,25571 0,01454 0,43445 0,42733
A3 Diversificar 100% da nuvem 0,00503 0,74323 0,40578 0,01721 0,41174 0,51451
B Reinicializar memo´ria das partı´culas 0,00704 0,48768 0,33978 0,01751 0,41223 0,69811
C1 Perturbac¸a˜o com chance de 10% 0,00431 0,96192 0,48399 0,01498 0,40900 0,49084
C2 Perturbac¸a˜o com chance de 50% 0,00504 0,67075 0,45440 0,01633 0,46625 0,41418
C3 Perturbac¸a˜o com chance de 100% 0,00591 0,87476 0,35422 0,01576 0,41212 0,45112
D1 A1 + C1 0,00355 0,78590 0,58117 0,01609 0,40212 0,39011
D2 A1 + C2 0,00582 0,81087 0,42054 0,01578 0,49887 0,40892
D3 A1 + C3 0,00378 0,78168 0,45743 0,01565 0,56122 0,45437
E1 A1 + B + C1 0,00398 0,70469 0,88072 0,01477 0,47863 0,42472
E2 A1 + B + C2 0,00422 0,67298 0,51410 0,01576 0,47761 0,42681
E3 A1 + B + C3 0,00391 0,78211 0,79292 0,01501 0,48122 0,52119
F1 A2 + C1 0,00418 0,70728 0,60091 0,01633 0,47656 0,49800
F2 A2 + C2 0,00466 0,74923 0,57340 0,01554 0,45509 0,48221
F3 A2 + C3 0,00378 0,68629 0,64649 0,01671 0,44388 0,50911
G1 A2 + B + C1 0,00364 0,71428 0,62702 0,01590 0,48988 0,48902
G2 A2 + B + C2 0,00501 0,64633 0,33825 0,01621 0,42234 0,49556
G3 A2 + B + C3 0,00399 0,70864 0,51068 0,01588 0,40090 0,51549
H1 A3 + C1 0,00312 0,87650 0,23011 0,00945 0,56644 0,47991
H2 A3 + C2 0,00481 0,71443 0,65983 0,01561 0,49887 0,49031
H3 A3 + C3 0,00412 0,78191 0,56731 0,01512 0,48455 0,51345
I1 A3 + B + C1 0,00512 0,67325 0,47592 0,01610 0,50773 0,46882
I2 A3 + B + C2 0,00517 0,71342 0,56291 0,01569 0,51909 0,52015
I3 A3 + B + C3 0,00509 0,68987 0,49817 0,01592 0,49166 0,48986
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ANEXO A -- OPEN STREET MAP
Open Street Map e´ um projeto que tem como objetivo a criac¸a˜o e disponibilizac¸a˜o de
dados espaciais livres. OSM e´ baseado em uma filosofia de co´digo aberto e segue o modelo que
criou a Wikipedia, permitindo que usua´rios criem, editem, obtenham e usem os dados espaciais
livremente em suas aplicac¸o˜es.
A Figura 17 mostra a pa´gina inicial do sı´tio do OSM.
Figura 17: Pa´gina inicial do sı´tio do Open Street Map
Fonte: http://www.openstreetmap.org
O projeto foi fundado no ano de 2004 na University College London (UCL), e em Maio
de 2008 ja´ contava mais de 33.000 usua´rios registrados, sendo que destes, mais de 3.500 con-
tribuem regularmente editando os dados geoespaciais de maneira colaborativa, com a utilizac¸a˜o
da infraestrutura te´cnica do OSM. Ao mesmo tempo, cerca de 40 volunta´rios dedicam o seu
tempo para criar e melhorar a infraestrutura do OSM, o que inclui: manter o servidor, desen-
volver o software que trata as requisic¸o˜es feitas para o servidor e responde com saı´das de dados
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cartogra´ficos em diferentes formatos. Ha´ tambe´m uma crescente comunidade de desenvolve-
dores de software que criam aplicac¸o˜es para tornar os dados do OSM disponı´veis para uso em
novos domı´nios de aplicac¸a˜o, plataformas de software, e dispositivos de hardware (HAKLAY;
WEBER, 2008).
O OSM pode ser integrado com outras aplicac¸o˜es atrave´s da Google Maps Javascript
API (GOOGLE, 2011). Outra possibilidade e´ a utilizac¸a˜o da OpenLayers JavaScript API
(OPENLAYERS, 2011). Ale´m disso, os dados topolo´gicos do OSM tambe´m podem ser ob-
tidos para a manipulac¸a˜o local e importac¸a˜o para um sistema gerenciador de bancos de dados
geogra´ficos, como o PostGIS (POSTGIS, 2011).
82
ANEXO B -- OSM2PO
O projeto OSM2PO foi criado por Moeller (2011), com o objetivo inicial de fazer um
algoritmo de roteamento para o Open Street Map. A Figura 18 mostra a pa´gina inicial do sı´tio
do OSM2PO, onde pode ser visualizado um diagrama da sua arquitetura.
Figura 18: Pa´gina inicial do sı´tio do OSM2PO
Fonte: http://osm2po.de/
Desenvolvido em Java, o OSM2PO e´ disponibilizado gratuitamente, e pode ser utili-
zado de duas maneiras:
•Software de conversa˜o: pode ser utilizado para converter dados do OSM, sendo capaz de
gerar scripts SQL para a criac¸a˜o de bases de dados PostGIS, com estrutura compatı´vel
com o pacote de roteamento pgRouting (PGROUTING, 2011);
•Biblioteca de programac¸a˜o: pode ser integrado em outras aplicac¸o˜es atrave´s de uma bi-
blioteca de algoritmos de roteamento.
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Nesta dissertac¸a˜o, foi utilizada a biblioteca de programac¸a˜o do OSM2PO na construc¸a˜o
do software de simulac¸a˜o do PATC/TAP. Experimentos realizados para medir o desempenho do
algoritmo de roteamento, em um computador com processador Intel Core 2 Duo 2.40GHZ e
3GB de memo´ria RAM, indicam que o tempo me´dio de processamento para a identificac¸a˜o de
uma rota entre pontos do centro da Cidade de Curitiba/PR, e´ de 130 milissegundos. A Listagem
B.1 apresenta os segmentos do trajeto mais curto da empresa CELEPAR (Latitude: -25.394459
e Longitude: -49.272766) ate´ a UTFPR (Latitude: -25.432827 e Longitude: -49.272835).
Listagem B.1: Segmentos da rota mais curta, partindo da CELEPAR ate´ a UTFPR
1 INFO Loading Graph from D:\Software\osm2po−4.2.11\hh
2 INFO Loading Vertices from gv fwd.2po − 719.663 Vertices loaded . − 249.914k
3 INFO Loading Coordinates from gc all .2po − 719.663 Coords loaded. − 244.480k
4 INFO Loading Edges from ge fwd.2po − 2.063.974 Edges loaded . − 202.118k
5 INFO Graph is in memory − 202.264k free
6
7 Rota de CELEPAR {−25.394459, −49.272766} ate´ UTFPR {−25.432827, −49.272835}
8 Segmento 0 − Distaˆncia (KM): 0,319370 − Seguir por Rua Mateus Leme
9 Segmento 1 − Distaˆncia (KM): 0,117987 − Seguir por Rua Mateus Leme
10 Segmento 2 − Distaˆncia (KM): 0,044159 − Seguir por Rua Mateus Leme
11 Segmento 3 − Distaˆncia (KM): 0,076819 − Seguir por Rua Mateus Leme
12 Segmento 4 − Distaˆncia (KM): 0,050496 − Seguir por Rua Mateus Leme
13 Segmento 5 − Distaˆncia (KM): 0,015367 − Seguir por Rua Mateus Leme
14 Segmento 6 − Distaˆncia (KM): 0,196643 − Seguir por Rua Mateus Leme
15 Segmento 7 − Distaˆncia (KM): 0,146026 − Seguir por Rua Mateus Leme
16 Segmento 8 − Distaˆncia (KM): 0,163022 − Seguir por Rua Mateus Leme
17 Segmento 9 − Distaˆncia (KM): 0,119717 − Seguir por Rua Mateus Leme
18 Segmento 10 − Distaˆncia (KM): 0,168912 − Seguir por Rua Mateus Leme
19 Segmento 11 − Distaˆncia (KM): 0,067810 − Seguir por Rua Mateus Leme
20 Segmento 12 − Distaˆncia (KM): 0,231479 − Seguir por Rua Mateus Leme
21 Segmento 13 − Distaˆncia (KM): 0,185171 − Seguir por Rua Mateus Leme
22 Segmento 14 − Distaˆncia (KM): 0,189318 − Seguir por Rua Mateus Leme
23 Segmento 15 − Distaˆncia (KM): 0,256175 − Seguir por Rua Mateus Leme
24 Segmento 16 − Distaˆncia (KM): 0,173997 − Seguir por Rua Mateus Leme
25 Segmento 17 − Distaˆncia (KM): 0,118420 − Seguir por Rua Mateus Leme
26 Segmento 18 − Distaˆncia (KM): 0,078969 − Seguir por Rua Doutor Roberto Barroso
27 Segmento 19 − Distaˆncia (KM): 0,083641 − Seguir por Rua Aristides Teixeira
28 Segmento 20 − Distaˆncia (KM): 0,096504 − Seguir por Rua Aristides Teixeira
29 Segmento 21 − Distaˆncia (KM): 0,174711 − Seguir por Avenida Candido de Abreu
30 Segmento 22 − Distaˆncia (KM): 0,146681 − Seguir por Avenida Candido de Abreu
31 Segmento 23 − Distaˆncia (KM): 0,111193 − Seguir por Avenida Candido de Abreu
32 Segmento 24 − Distaˆncia (KM): 0,184707 − Seguir por Avenida Candido de Abreu
33 Segmento 25 − Distaˆncia (KM): 0,009900 − Seguir por Avenida Candido de Abreu
34 Segmento 26 − Distaˆncia (KM): 0,122996 − Seguir por Rua Bara˜o do Serro Azul
35 Segmento 27 − Distaˆncia (KM): 0,072028 − Seguir por Rua Bara˜o do Serro Azul
36 Segmento 28 − Distaˆncia (KM): 0,105470 − Seguir por Rua Bara˜o do Serro Azul
37 Segmento 29 − Distaˆncia (KM): 0,087520 − Seguir por Rua Bara˜o do Serro Azul
38 Segmento 30 − Distaˆncia (KM): 0,035044 − Seguir por Travessa Nestor de Castro
39 Segmento 31 − Distaˆncia (KM): 0,201240 − Seguir por Travessa Nestor de Castro
40 Segmento 32 − Distaˆncia (KM): 0,007254 − Seguir por Travessa Nestor de Castro
41 Segmento 33 − Distaˆncia (KM): 0,095710 − Seguir por Travessa Nestor de Castro
42 Segmento 34 − Distaˆncia (KM): 0,059374 − Seguir por Alameda Doutor Muricy
43 Segmento 35 − Distaˆncia (KM): 0,054104 − Seguir por Alameda Doutor Muricy
44 Segmento 36 − Distaˆncia (KM): 0,094667 − Seguir por Alameda Doutor Muricy
45 Segmento 37 − Distaˆncia (KM): 0,059458 − Seguir por Alameda Doutor Muricy
46 Segmento 38 − Distaˆncia (KM): 0,172791 − Seguir por Alameda Doutor Muricy
47 Segmento 39 − Distaˆncia (KM): 0,075129 − Seguir por Rua Emiliano Perneta
48 Segmento 40 − Distaˆncia (KM): 0,213148 − Seguir por Rua Desembargador Westphalen
49 Segmento 41 − Distaˆncia (KM): 0,154848 − Seguir por Rua Desembargador Westphalen
50 Segmento 42 − Distaˆncia (KM): 0,198116 − Seguir por Rua Desembargador Westphalen
51 Segmento 43 − Distaˆncia (KM): 0,012396 − Seguir por Rua Desembargador Westphalen
52 Segmento 44 − Distaˆncia (KM): 0,142486 − Seguir por Rua Desembargador Westphalen
53 Segmento 45 − Distaˆncia (KM): 0,023449 − Seguir por Rua Desembargador Westphalen
54 Distaˆncia da Rota (KM): 5,514422
55 Tempo de Processamento: 134 milissegundos
