The main objective of this paper is to compare the classification accuracy provided large, comprehensive collections of patterns (rules) derived from archives of past observations, with that provided by small, comprehensible collections of patterns. This comparison is carried out here on the basis of an empirical study, using several publicly available datasets. The results of this study show that the use of comprehensive collections allows a slight increase of classification accuracy, and that the "cost of comprehensibility" is small.
Introduction
The extraction of knowledge hidden in records of past observations is a common problem in practically every area of science, engineering and business, and is the central object of study of classical disciplines, like statistics, and newer ones, like machine learning and data mining. Numerous methods have been developed to address this type of problems, and substantial success with their use is reported in the literature.
The Logical Analysis of Data (LAD), introduced in [8] , [9] , is a combinatorial approach to the analysis of datasets consisting of "positive" and "negative" observations, each of which is represented as a vector of n (usually real) attribute values. It has been established in previous studies ( [7] ) that LAD provides a competitive classification tool comparable in efficiency with the best classification techniques available. Additionally, through the systematic use of the concept of pattern, LAD has the advantage of offering clear explanations for which a particular new observation is classified as positive or as negative.
The basic approach of LAD is to derive from the set of past observations a large collection of patterns, some being characteristic for the observations having a positive classification, and the other ones being characteristic for the observations with a negative classification. Such a large collection of patterns is then "filtered" by the LAD procedure, in order to arrive at a much smaller, irredundant collection of patterns, which provides the same as the initial, large collection. The reasons for LAD to reduce (by filtering) the large, comprehensive collection of patterns to a small one, include its objective of providing comprehensible explanations for each classification. While the explanatory power of LAD is due to the comprehensibility of each individual pattern, this capacity can be obscured by the consideration of an excessive number of patterns.
It is interesting to note that none of the previous LAD studies has examined the effects of pattern filtering on the classification accuracy of LAD procedures, when applied to "new" observations, i.e., observations not contained in the original dataset. A systematic evaluation of the relative advantages and disadvantages of the large, comprehensive pattern sets, in contrast with small, comprehensible ones, is the main object of this paper. The comparison of the role of comprehensiveness versus comprehensibility is focused on the two types of patterns ("strong prime" and "strong spanned"), which had been shown in [10] to be of central importance in knowledge extraction.
After introducing some basic concepts of LAD, we describe two algorithms for generating comprehensive collections of strong prime and strong spanned patterns. We present after that the results of a computational study, carried out on four publicly available datasets, and consisting in the evaluation of the accuracy of various comprehensive and comprehensible LAD classifiers. Our results show on the one hand that comprehensive collections of patterns do provide somewhat higher classification accuracy, and on the other hand that the loss of classification accuracy due to the use of a comprehensible collection of patterns, seems to be relatively small.
Basic Concepts
We shall assume in this paper that the dataset Ω appears in the form of two disjoint sets Ω + and Ω --of positive and negative observations, represented as points in R m . A transformation, called binarization, mapping every point of Ω + and Ω --into a point of {0,1} n , for an appropriately chosen n, will be described below. The set of binary images of Ω + in this transformation, will be called the set T of true points, while the set of binary images of Ω --in this transformation, will be called the set F of false points. Following [6] , let us introduce for every real variable X j , a set of cutpoints . The binarization is called proper if the binary image of any positive observation is different from the binary image of any negative observation. Obviously, if we disregard the total number of binary variables introduced, it is extremely easy to find a proper binarization, e.g., by simply subdividing for every j the interval ] max , min [
, into a sufficiently large number of equal size subintervals; here z j represents the j th coordinate of every vector Z in Ω. It was shown in [6] that finding a proper binarization using a minimum number of binary variables is NP-hard. In order to avoid the difficulties of finding an minimum size system of cutpoints, in the computational experiments of this paper, the systems of cutpoints, are consistently based on the same simple heuristic procedure.
We shall briefly describe below several basic concepts in Boolean logic. A partially-defined Boolean function (T,F) consists of two disjoints sets of Boolean vectors T and F, called the true and the false vectors, respectively; if T∪F = {0,1}
n , the pair (T,F) defines a Boolean function. To every Boolean variable u we shall associate its negation u u − = 1 , and shall refer to both u and u as the literals. A term is a conjunction (product) of distinct literals, which does not contain both a variable and its negation. The degree of a term is the number of literals in it. A term of degree n will be called a minterm. Note that minterms are in one-to-one correspondence with Boolean vectors. Terms can be interpreted geometrically as subcubes of the n-dimensional cube {0,1}
n . Whenever it does not cause a confusion, we may refer interchangeably to terms or to the corresponding subcubes.
We shall say that a term C covers a point Z if and only if C(Z) = 1. The Boolean subcube of {0,1} n , not necessarily included in T ∪ F, corresponding to the points covered by a term C will be denoted by S(C), while S(C) ∩ (T ∪ F) will be called the coverage of C, and denoted by COV(C). Let us further introduce the concepts of positive, respectively negative, coverage of a term C defined by COV + (C) = COV (C) ∩ T, and COV --(C) = COV(C) ∩ F, respectively. The relative positive (respectively, negative) coverage of a term C is defined as
LAD was built around two central concepts: (positive or negative) patterns and (positive or negative) theories. Following the terminology of [8] , for any number χ ∈ (0,1], a term C will be called a positive χ-pattern of (T,F) if
and χ will be called the homogeneity of C. Note that condition 1 is equivalent to the condition that C(Z) = 1 for at least one vector Z ∈ T. It should be remarked that in most practical situations, the value of χ is "close" to 1. A negative χ-pattern is defined in a similar way, by replacing condition 2 with the condition that |COV --(C)|≥ χ|COV (C)|. It is frequently of interest to use different χ values for the definition of positive and of the negative χ-patterns, e.g., positive 0.9 -patterns and negative 0.75 -patterns can be produced.
Since the properties of positive and negative patterns are completely symmetric, without loss of generality we shall limit some of the discussions in this paper to the case of positive patterns, and shall frequently refer to positive patterns simply as patterns, whenever this cannot lead to any ambiguity.
Given a set of properties Π, we define a Π-pattern as a term which satisfies all the properties Π. Clearly, a χ-pattern is a special case of a Π-pattern, corresponding to the case when Π consists of the two conditions 1 and 2 above. Usually, in addition to conditions 1 and 2 above, Π may also include constraints on the term C, such as a lower bound on |COV(C)|, and /or an upper bound on |Lit(C)|, where Lit(C) is the set of literals of C.
Notice that in the special case of Boolean functions (in contrast with the case of partially defined Boolean functions), condition 1 is superfluous. In that case, a term which satisfies condition 2 for χ = 1 is called a positive (negative) implicant of that Boolean function. Clearly, in the case of Boolean functions the concept of a positive 1-pattern reduces to that of an implicant.
We model the suitability of various types of patterns in LAD, by introducing partial preorders defined on the set of patterns. A pattern P is called Pareto-optimal with respect to a partial preorder ρ defined on the set of patterns, if there is no distinct pattern P' such that P' > ρ P. It has been shown that the most relevant preorder on the set of patterns is defined by the so-called evidential preference ( [10] ), which states that a pattern P is evidentially-preferred to a pattern P' if and only if COV(P) ⊇ COV(P'). Patterns which are evidentially Pareto-optimal are called strong patterns.
It can happen that the same subset of positive observations is covered by several distinct strong positive patterns. It is therefore important to consider two opposite refinements of the evidential preference. In a loose sense, in the conservative case, preference is given to the "longest" pattern having the same positive coverage, while in the aggressive case, preference is given to an irreducible pattern having the same positive coverage. More formally, the secondary preference is defined on the basis of the set of literals of a pattern. The simplicity preference ( [10] ) states that a pattern P is preferred to a pattern P' if Lit(P) ⊆ Lit(P'). On the other hand, the specificity preference ( [10] ) states that a pattern P is preferred to a pattern P' if Lit(P) ⊇ Lit(P'). Those patterns which are Pareto-optimal with respect to evidence refined by specificity are called strong spanned, while those patterns which are Pareto-optimal with respect to evidence refined by simplicity are called strong prime patterns.
For a given type of Pareto-optimality, the set of all Pareto-optimal positive (negative) Π-patterns is called the positive (negative) Π-compendium, and their union is called the Π-pandect. In this paper, we shall focus our attention on the strong spanned and the strong prime Π-compendia and Π-pandect.
Theories, Models, Compendia, Pandects and Discriminants
Similarly to the concept of theories defined in LAD, given a positive Π-compendium of a partially-defined Boolean function (T,F), we shall define a positive Π-theory % as a minimal subset of the compendium {P 1 , … , P k } with the property that for every Z ∈ % which is covered by at least one of the patterns in the compendium, there exists a P i ∈ % such that P i (Z) = 1. A theory % is associated with the Boolean function represented by the disjunction of terms (DNF)
∨ . The value of this Boolean function at a Boolean vector Z, where Z∉ T ∪ F, can be used to predict whether Z is true or false. Similarly, a positive Π-compendium can also be used to predict whether Z is true or false. Note that if a positive theory predicts that Z is true, then the corresponding positive compendium will also predict that Z is true, but the reverse inequality does not necessarily hold.
A negative Π-theory can be defined similarly. Obviously, one can use a negative theory and a negative compendium to predict whether a Boolean vector Z∉ T ∪ F is true or false. In this case, if a negative theory predicts that Z is false, then the corresponding negative compendium will also predict that Z is false, but not necessarily vice versa.
A pair consisting of a positive and a negative Π-theory will be called a Π-model. It has been remarked above that a positive Π-theory, as well as a negative Π-theory taken separately, can be considered as a "classifier". This use of theories as classifiers is easy to justify; indeed, it is true that every Boolean vector Z ∈ T ∪ F is true (false) if it satisfies some positive (negative) pattern of the positive (negative) χ-theory for χ = 1, and it is false (true) if it does not satisfy any of them. The basic assumption of LAD is that the above implications hold not only for a Boolean vector Z ∈ T ∪ F, but for many Boolean vectors.
When considering a model, a Boolean vector Z can be in four situations: Case 1. Z satisfies a pattern in the positive theory, and none in the negative theory. Case 2. Z satisfies a pattern in the negative theory, and none in the positive theory. A model can be also used as a classifier, by considering a point as being true if it is in case 1 described above, false in case 2, and "unclassified" in cases 3 and 4. It is interesting to note that if models use 1-theories, because of the definition of the concept of 1-patterns, then every Boolean vector in T or F belongs to one of the first two cases described above.
The role of the pandect in classification is entirely analogous of that of a model; the corresponding classification is defined as above by replacing in each of the four classes listed above the words "theory" and "model" by the words "compendium" and "pandect", respectively.
Notice that cases 3 and 4 listed above are quite different. Indeed, in case 4 none of the patterns which are taken into consideration provides any information, while in case 3 conflicting information is available. The contradictory information in case 3 may not necessarily be in "balance", since one of the two pieces of information may be "dominating" the other. For example, if a Boolean vector Z∉ T ∪ F satisfies an "important" group of positive patterns, and a "negligible" group of negative patterns, it is reasonable to assume that it is a true vector.
In order to give a precise meaning to the words 'important" and "negligible" we shall introduce the concept of discriminant. Given a model or pandect consisting of the positive patterns P i , (i∈I), and negative patterns N j (j∈J ), a pseudo-Boolean function
will be called a discriminant, having given positive "weights" α i and β j . The sign of the discriminant is used to classify observations in case 3 above: if 0
the observation is classified as false, and if 0 ) ( = ∆ Z the observation is unclassified.
In previous LAD studies, various choices of the weights α i and β j have been considered. In [11] and [3] , such a discriminant --having all positive (respectively, negative) weights --was used to distinguish high-and low-risk among cardiac patients. This particular discriminant, called prognostic index, or LAD score, was proved to have a theoretical connection with the correlation coefficient between the current observation and an "ideal" one, and to be very reliable for classification. Consequently, in the computational experiments reported in this paper, all the α i 's (as well as the β j 's) were considered to be equal, and to add up to 1.
Pattern Generation Algorithms

1 Strong Prime Π Π -Patterns
Prime patterns, and in particular those of small degree, play an important role in LADbased classification, both because of their explanatory power, and because of the availability of efficient algorithms for their generation.
In this section, we propose an efficient algorithm ("almost" linear in the number of all possible conjunctions) for the generation of all strong prime Π-patterns. For the sake of simplicity, the presentation below will be confined to the case of datasets with two numerical attributes; the details of the general case appear in [4] .
Let us consider a proper binarization of two numerical variables X and Y, resulting in two sets of binary variables which are associated to the two sets of real-valued "cutpoints" c 1 < c 2 < … < c p , and d 1 < d 2 < … < d q , by the relations:
It is obvious that, for any i' < i'', the corresponding binary variables must satisfy the relations x i' ≥ x i" and " ' i i x x ≤ ; a similar remark holds for the y's. In view of this fact, it is clear that the longest conjunctions in the binarized space will be of degree four, having the form
Clearly, the set of all those points in R 2 , which have the property that the conjunction C takes the value 1 in all the binarized points associated to it, form an interval (c i ,
, while if C is a lower degree conjunction, i.e., one in which some of the four literals
are missing, then the corresponding interval will be unbounded. As soon as the matrix R (p,q) is computed, the algorithm proceeds by recursion to the next basis in the Gray sequence. Denoting the current basis by (k, l) the next basis is chosen from the set: { (k+1, l), (k-1, l), (k, l+1), (k, l-1) }. Since the four cases are treated in essentially similar ways, we present here only the case when the new basis is (k, l-1). In this case: For the computational experiments reported in this paper, we have generated the complete collections of strong prime patterns of limited degree d, for several datasets. In order to obtain these collections, we have generated all the subsets of cardinality at most d in the sets of numerical attributes of the given datasets. After binarization we have applied the algorithm described above to evaluate |COV + (C)| and |COV --(C)| for every possible conjunction C, involving binary variables associates to the numerical variables in each selected subset. Each pattern produced in the list was checked, and only those satisfying all conditions in properties Π were retained.
2. Strong Spanned Π Π -Patterns
Spanned patterns are more "conservative" than the prime ones, having usually higher degrees. They "explain" a new observation only if it is contained in the "interval hull" of the observations covered by the pattern. It was shown in [2] that classification based on models using spanned patterns, are more "robust", having usually fewer errors, at the cost of leaving somewhat larger numbers of observations unclassified.
We present below a consensus-type algorithm for the generation of all spanned patterns, along with an implementation of it, which runs in incremental polynomial time. The method is similar to the well-known consensus method of Blake ([5] ) and Quine ([12] ) for finding prime implicants of a Boolean function. Malgrange ( [13] ) used a consensus-type approach to find all the maximal submatrices consisting of ones of a 0-1 matrix. Also, a consensus-type algorithm for finding all maximal bicliques of a graph is presented in [1] . An important feature of this consensus-type algorithm for generation of all spanned-patterns is the fact that its complexity does not depend on the number of cutpoints used for binarization.
Consensus-type methods enumerate the family of all maximal objects of a certain collection, by starting from a sufficiently large set of objects, and systematically completing it by the application of two simple operations. The operation of consensus adjunction associates to a pair of objects in the given collection one or more new objects, and adds them to the collection. The operation of absorption removes from the collection those objects which are ''dominated'' by other objects in the collection. The two operations are repeated as many times as possible, leading eventually to a collection consisting exactly of all the maximal objects.
We shall briefly present here a particular variant of the consensus method, which produces the complete collection of all its spanned positive patterns of a dataset Ω. For simplicity, we shall restrict only to χ-patterns, for χ = 1, which are usually called pure patterns. 
' is a positive 1-pattern, then it is called the consensus of the 1-patterns P and P'. Clearly, a pair of positive spanned 1-patterns can have at most one consensus, which is the 1-pattern spanned by the observations in COV(P) ∪ COV(P'). We say that the positive spanned 1-pattern P absorbs the positive spanned 1-pattern P' if P = P'.
The proposed algorithm SPIC, which generates all positive spanned 1-patterns in incremental polynomial time, runs as follows:
Algorithm SPIC Let C 0 be the collection of patterns spanned by each individual observation in Ω + .
1. Initiate C: = C 0 .
2. Repeat the following operation until the collection C cannot be furthermore enlarged:
For every pair of patterns P 0 in C 0 and P in C, if their consensus P' exists and it is not already contained in C, then add it to C. • The input collection C 0 is {P 1 
Example. Let us illustrate algorithm
• Perform consensus adjunction for the pair of patterns P 1 in C 0 and P 3 in C: the candidate for consensus is
⊆ Ω + ; since P 1,3 is not contained in C, it is added to C.
• Perform consensus adjunction for the pair of patterns P 1 in C 0 and P 4 in C: the candidate for consensus is
is not contained in C, it is added to C.
• Perform consensus adjunction for the pair of patterns P 3 in C 0 and P 4 in C: the candidate for consensus is
, having COV(P 3,4 ) = {v 3 , v 4 } ⊆ Ω + ; since P 3,4 is not contained in C, it is added to C.
The consensus of any other pair of patterns from C and C 0 is contained in C. The algorithm stops and outputs the family of all positive spanned patterns C = {P 1 , P 3 , P 4 , P 1,3 , P 1,4 , P 3,4 }.
The proof of correctness of algorithm SPIC (i.e. of the fact that it stops after a finite number of steps, producing at termination the list containing all the pure positive 1-patterns spanned by subsets of observations in the dataset), as well as its worst-case complexity, are presented in [2] .
The algorithm SPIC runs in incremental polynomial time, the total running time of it being
, where β is the number of spanned patterns, n is the number of attributes, m is the number of observations, and m + is the number of positive observations in the dataset.
In all real-life applications encountered, the number of spanned patterns was extremely high. In view of this situation, it was important to apply various filtering mechanisms to restrict the number of 1-patterns produced, and to keep in this way both time and memory requirements at an acceptable level. The final list of spanned 1-patterns is obtained from the list C, based on several selection criteria, which include restrictions on the number of 1-patterns produced, total time allocation, and the characteristic parameters of the retained 1-patterns.
The implemented version of the algorithm includes several accelerating heuristics. One of the important procedures used for this purpose, partitions the original dataset into several subsets, applies the input-consensus algorithm separately to the subsets, and after eliminating redundancies in the union of these subsets, creates a final list of spanned patterns. Another heuristic included in the current implementation of the algorithm applies a pre-selection mechanism along the process, eliminating from consideration those patterns whose parameters (prevalence, homogeneity, etc) are not sufficiently high.
The list L of all strong positive spanned patterns can be easily obtained from the output collection C, by selecting from C the maximal elements with respect to set inclusion. The list L can be also be produced and updated gradually, during the consensus-type procedure: L is initialized with the empty set, and whenever a consensus candidate, say P, is added to C, it is checked whether P is already contained in a pattern in L. If the test fails, then P is added to L, and all patterns in L which are contained in P are deleted from L. The selection of all strong pure spanned patterns can be performed in an additional time of order O(β 2 ); however, we are not able to guarantee yet a total polynomial-time for producing all strong spanned patterns. In fact, the dualization problem of a monotone non-decreasing Boolean function can be reduced in quadratic time to the problem of generating all strong spanned patterns of a certain dataset (see [12] ). Thus, the existence of a total polynomial-time algorithm for generating all strong spanned patterns would imply the existence of a total polynomial-time algorithm for the dualization problem mentioned above; until now, the best known algorithms are pseudopolynomial.
Evaluation Methodology
A comparative study of the suitability of different types of patterns for classification, carried out in [10] , has established the fact that the strong prime and the strong spanned patterns are the two most suitable ones to be used for this purpose. In view of this fact, in the present study the comparison of compendia, pandects, theories and models is done for both strong prime and strong spanned patterns.
The accuracy of LAD classifications was evaluated using cross-validation. In each experiment, LAD was run on the training set and the classification accuracy was evaluated on the test set using the following measure of accuracy: 
Predictions
Note that a+b+c = d+e+f = 100. When the LAD classification is obtained using a theory or a compendium, then c = f = 0, and therefore, the expression for accuracy will be reduced to 2 e a ACC + = . However, if the LAD classification is obtained using a model or a pandect, then c and f are not neccesarily 0 anymore, showing that that the expression of ACC is based on the idea that one unclassified observation can be expected to account for 0.5 errors.
Since different datasets may exhibit different properties in classification problems, this comparative study was carried out on four datasets, publicly available from the UC Irvine repository (http://www.ics.uci.edu/~mlearn/MLRepository.html). These four datasets are the following:
• Wisconsin breast cancer (bcw). In this dataset 683 observations (obtained after the removal of 16 instances which contain missing attributes) represent malignant or benign breast tissues, each observation being represented by nine numerical attributes.
• BUPA liver disorders (bld). In this dataset 345 observations represent male patients some of whom had a liver disorder, each patient being represented by 6 numerical attributes corresponding to blood tests and alcohol consumption.
• StatLog heart disease (hea). This dataset contains the records of 270 patients, indicating for each of them the presence or absence of heart disease, together with the numerical results of seven medical tests, and six binary ones.
• Congressional voting records (vot). This dataset contains the voting records of the 435 members of the U. S. House of Representatives of the 98 th Congress, each being classified as a Democrat or a Republican. The 16 attributes represent the votes of the representatives on 16 issues, encoded as 1, 0 and 0.5, the latter corresponding to the absence of vote.
The choice of parameter values in the set of properties Π which define the Π-patterns, affects the performance of LAD classification. It is known from previous LAD studies ( [7] ) that the two most critical parameters influencing the effectiveness of LAD are the relative coverage and the homogeneity of patterns, and that the optimal choice of parameter values is dataset dependent.
The first stage of this experimental study consisted in identifying for every dataset a "good" choice of parameter values. The homogeneity parameter χ was varied from 0.7 to 1.0, in steps of 0.05, and the relative coverage of the positive (respectively, negative) patterns, was varied from 0.1 to 0.5, in steps of 0.1. In the generation of strong prime patterns, their degree was limited to 3. The aim of a first set of experiments was to determine the best parameter values for relative coverage and homogeneity for every dataset, and for each of the two types of patterns (strong prime and strong spanned). These values were used then consistently in the second (main) set of experiments aimed at estimating the relative accuracy of LAD classifications based on theories, models, compendia and pandects.
The first set of experiments consisted of three independent runs of twofold crossvalidations for every combination of the parameter values. The preliminary estimate of LAD classification accuracy was determined as the average accuracy of the (3×2=) 6 experiments. For each of these experiments six LAD classifications were evaluated, based on the positive and negative theories and compendia, as well as on the corresponding model and pandect. These estimates of the six LAD classifications were again averaged, and used for selecting that combination of the two parameter values for which the highest average accuracy was achieved.
The second set of experiments consisted of ten independent runs of 2-fold cross validations for the chosen combination of parameter values. The average accuracy was determined separately for each of the six LAD classifications mentioned above. Then the six sequences of 10 numbers (corresponding to the 2-foldings) were used to compare the relative accuracies of LAD classifications based on positive and negative theories and compendia, as well as on the models and the pandects. This comparison was done on the basis of the paired two-tail t-test. All experiments were carried out separately for strong prime and strong spanned patterns.
Empirical Results
The specific combinations of the parameter values for each of the datasets and for both pattern-types, which were obtained in the first set of experiments, are reported in Table 1 . For example, the best parameter value combination when using strong prime positive patterns for the hea dataset was that consisting of the requirement that (i) the patterns should cover at least 50% of the true observations in the training set, and (ii) to have homogeneity of at least 0.9 (i.e., that the number of false observations covered by the pattern should be at most 10% of its coverage). Table 1 The 12 LAD-based classifiers used in this study (compendia, pandects, theories and models, based either on strong prime or on strong spanned patterns), are listed in Table 2 , and denoted as C1, C2, ... , C12. In all these definitions we have called "true" the smaller of the two given sets of observations T and F, and called "false" the other one. Table 2 .
We report in Table 3 the average accuracies of LAD-based classifiers, as obtained in the second series of experiments. The rows of the table correspond to the four datasets considered, while the columns correspond to the 12 classifiers, and to the ratio and the difference of the maximum and minimum accuracies. Table 3 .
We report in Table 4 the critical confidence levels corresponding to the values of the t-statistic in the paired two-tail t-tests comparing the accuracy of the 12 LAD-based classifications for every dataset. A positive (negative) sign indicates that the accuracy corresponding to the row was higher (lower) than that corresponding to the column. C2  C3  C4  C5  C6  C7  C8  C9  C10  C11 C12 C1 -100.00% -100.00% -100.00% -100.00% -100.00% -100.00% -100.00% -100.00% -99.99% -100.00% -100.00% Table 4 d.
t-test
In Table 5 , we present the relative rankings of the average accuracies of the 12 LAD-based classifiers for each of the four datasets. The columns correspond to the datasets, and the rows correspond to the ranks. The entry in a cell (i, j) represents the classifier having rank i for dataset j. Table 5 .
Conclusions
The main objective of this paper was to evaluate the comparative advantages and disadvantages of basing LAD classification on theories and models, or on compendia and pandects. In the initial LAD studies, classification was based on theories. In later developments, instead of just using a positive or a negative theory for classification, the use of models and discriminants associated to them became the norm. Although LAD algorithms did generate compendia and pandects, these were only viewed as intermediate collections from which theories and models had to be extracted.
The obvious appeal of theories and models consists in the fact that they contain much fewer patterns than compendia and pandects, and are therefore much easier to comprehend, manipulate, and use. However, it was natural to question the possible loss of classification robustness resulting from the reduction of a large collection of patterns to a minimal subset. It was important therefore to examine empirically whether such a reduction of compendia and pandects to theories and models is indeed beneficial. Such a comparative study was carried out in this paper.
The results of extensive computational experiments which were carried out in this investigation, including the 1,840 runs of LAD-based classification tests, and those of a series of comparative studies for the evaluation of the relative performances of the 12 classification systems examined, lead to a number of conclusions.
First, the optimal parameter values, the type of patterns (strong prime or strong spanned), the best types of the LAD-based classifiers are all heavily dataset-dependent, and many of them have high accuracies on some of the datasets. Therefore, when deciding on an optimal classifier for a new dataset, it is essential to evaluate all these choices.
Second, it is clear from the last two columns of Table 3 that the choice of a classifier which performs well on a specific dataset is essential, since a non-optimal choice of the classifier may result in significantly lower accuracy. Substantial research is needed to determine the essential features of datasets, on which the optimal choice of classifiers should be based.
Third, it can be seen from Table 5 that in all of the four datasets examined, classifiers using pandects seemed to dominate the others. More precisely, in each of these datasets the accuracy of one of the two pandect-based classifiers (strong prime or strong spanned) was always statistically one of the best. Actually, in three of the datasets, one of the two pandect-based classifiers was better than all the others, on the average. Even in the remaining dataset (vot), the accuracy of a pandect-based classifier, although ranked second on the average, was statistically indistinguishable from the accuracy of the classifier ranked first.
In spite of the fact that the pandect-based classifiers seem to offer a somewhat increased accuracy, theory and model-based classifiers should not be ruled out. The advantage of the theories and models, which usually consist of few patterns, resides in their "explanatory power" due to the ability of the human mind to comprehend them.
In order to evaluate the loss of accuracy when going from compendium-or pandect-based classifiers to theory-or model-based ones, we present in Table 6 for each of the datasets (i) the accuracy of the best classifier based on a pandect or a compendium, (ii) the accuracy of the best classifier based on a theory or a model, as well as (iii) their ratio and (iv) their difference; the figures in this table are based on the results given in Table 3 . The table shows that the trade-off of performance for comprehensibility seems to be small, and hence acceptable. Table 6 .
In conclusion, it is reasonable to suggest that in the case when accuracy is the overriding consideration, a classifier based on one of the two pandects is perhaps advisable. However, when the overriding consideration is the comprehensibility of classification, then theory-and model-based classifiers should be viewed as a viable choice.
