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1.引言
随着数字成像技术和设备的广泛应用 , 每天都产生大量的图像数
据 , 如数字照片 , 医学图像 , 卫星图像等 , 对这些图像进行自动分析已
获取大量有用知识的需求日益增加 , 图像挖掘技术是在图像数据中抽
取隐含的、先前未知的、潜在有用的知识。图像特征包括文字和视觉




用整个形状区域。本文的目的主要用 K- means 和 FCM 聚类的方法对
街区卫星图像分析及公路网络提取 , 来实现数字图像中的挖掘。
2.系统实现思想
数字图像处理是一门新兴学科 , 除在遥感中应用外 , 主要用于空
间探测、生物医学、人工智能及工业检测等领域。该学科发展初期 , 由
于计算机水平的限制 , 主要是学术上的理论研究 , 其理论基础的核心
是 FOURIER 变换。自卫星遥感发展后 , 由于实际应用的需要 , 使该学
科有了长足发展 , 例如几何纠正 , 从几何纠正模型到影像取样理论都
得到了发展和完善。在影像增强、信息融合等方法上有了重要发展 , 例
如 K- L 变换 , RGB 与 HSI 间的色度变换等。在边缘信息提取方面 , 尽






一步完善和发展 , 例如 , 最大似然法的实用化算法 , 神经元网络在分类
中的应用 , 在聚类分析中的 ISO 法 , 利用辅助数据提高分类精度的各
种方法 , 都给模式识别的发展提供了新的活力。
2.1 聚类 聚类就是按 照 事 物 间 的 相 似 性 进 行 区 分 和 分 类 的 过





(1)系统聚类法 先将 n 个样品看成 n 个类 , 没类有一个样品。然
后将特性最接近的二类归并为一个新的类 , 这样就有了 n- 1 个类。再
从 n- 1 个类中找出特性最相近的 , 二类又归并为一类 , 这样就有了 n-
2 类⋯⋯ , 如此下去进行归类 , 最后所有样品归为一类。
(2)动态聚类法 开始将 n 个样品粗糙地分成指定地若干类。然后






(4)加入法 将样品一个一个依次序输入 , 每次输入的样品相应地
归入当前聚类图中应有的位置上 , 样品全部输入后 , 即得到聚类图。
在普通聚类分析中 , 类别之间是清晰的 , 分类集合中的任意二个




基础是模糊集理论。模糊集理论是 1965 年由美国学者 L.A.Zadeh 所创
立。
由于模糊聚类得到了样本属于各个类别的不确定性程度 , 表达了












(3)通过把样本分配到离聚类中心最近的类 , 产生新的 k 类分法;
(4)重复第 2, 3 步直到类里面所属成员在一定的范围内不再改变。
该方法与初始化的分类有关 , 初始分类不同 , 最终的聚类结果也
可能不同 , 因为该算法在优化目标函数的过程中 , 可能会落在局部最
优点 , 而误当作全局最优。
基于这样的思想 , 有如下具体的 K- Means 聚类算法:
K- Means 聚类算法 , 又称 ISODATA 算法 ( Iterative Self Organizing
Data) 。
普通 ISODATA 算法( 硬划分) :
假设把 n 个样本分成 k 类( 2≤k"n, 事先给定) , 用一个 k×n 的矩
阵 U 表示
uij=





















其中 d2A(xj, ci)= xj- ci 2A=(xj- ci)TA(xj- ci), · 表示 Rm 空间中的
任一种范数 , A 为正定矩阵 , 若 A 为单位阵 , 则 d2A(xj, ci)为样本 xj 与聚
类中心 ci 的距离平方。给定聚类数 k, 终止条件 δ>0( δ一般在 0.001 和
0.01 之间) , 随机初始化 U(0),
迭代运算优化目标函数的过程如下:





























(l) "δ, 则停止迭代 , 否则 l=l+1,转 1。
用 该 算 法 得 到 的 ( U, C) 是 相 对 于 分 类 数 k, 初 值 U(0),矩 阵 范 数
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摘要 : 文章首先阐述了图像 K- L 变换的基本原理 , 然后再对处理后的图像应用 ISODATA,FCM 等方法进行图像分割 , 最后运用 FCM 算法
的思想 , 改进方案 , 将聚类与传统图像处理方法相结合 , 对街区卫星图像进行分析,实验结果表明 , 改进的方案明显提高了卫星地图图像的分割
速度和精度。
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· 和 δ来讲的局部优化解。U 是在该条件下的局部优化普通分类 ,
C 中的元素正是这 k 个类单元的聚类中心。但此方法 U 是在离散空间
中 , 故迭代的收敛性是不加定义的概念。为克服上述的缺点 , 引入了在
连续空间中进行迭代的模糊 ISODATA 算法。
模糊 ISODATA 算法( FCM 聚类算法) :
(为以后讨论的方便 , 现将 k 换成 c, 即现将样本分成 c 类)










"(uij)wd2A(xj, ci), 其 中 d2A(xj, ci)同 前 面 定
义 , w 是用来决定聚类结果模糊度的权重指数。当 w→1, 该聚类变成
了前面所述的硬划分 ; 当 w→∞, 有 uij→1/c。在实际应用中 , w 通常取
w=1.25 或 w=2。
给定聚类数 c, 终止条件 δ> 0( δ一般在 0.001 和 0.01 之间) , 取定
w( 1≤w%∞) , 随机初始化 U(0)( 在连续空间中) , 选择某种范数
迭代运算优化目标函数 的过程如下:






































































(l) %! , 则停止迭代 , 否则 l=l+1,转 1。
用这个算法得到的 ( U,C) 是相对于分类数 c, 初值 U(0), Rm 中的范
数及矩阵范数 · , ! 以及参数 w 的优化解。
3.实现方案:
系统方案的实现思路是这样的 : 首先将输入图像转化为灰图图
像。观察该图象可知 , 公路区域灰度值较小 , 且比较均匀 ; 而其他部分
则灰度值较大 , 纹理杂乱。由此 , 可将灰度值和灰度均值作为属性特征
( 图像的灰度和纹理特征) 的对图像进行聚类 , 得到公路网络和其他部
分的大致分类 , 再通过传统图像处理的方法对结果进行优化。系统流
程图如下:
步 骤 一 : 将 原 始 图 像 转
化为灰度图。
步 骤 二 : 将 灰 度 图 像 划
分 为 x*x 的 小 窗 口 , 计 算 各
小 窗 口 的 灰 度 均 值 和 标 准
差。对所有的小窗口, 按灰度
均值和标准差进行聚类 ( K-
means 算法 , 给定初始聚类中
心 , 聚为两类 : 灰度均值较大
而标准差较小的为 “公路区
域”类 ( 图 4 中的红色部分和
图 5) ; 灰度均值较小而标准
差较大的为“其他区域”类 ) 。
聚类分别用 K- means 和 FCM
算法实现。
步 骤 三 : 对 步 骤 二 的 结
果中“公路区域”类的小窗口
按连通性再次聚类 ( K- means) , 保留成员最多的若干连通 类 ( 图 6 中
的黄色部分) 。
步骤四: 对步骤三的结果进行后处理 , 包括按小窗口平滑、按像素
平滑等。
4.各步骤结果及分析
各个步骤的实验结果 如 下 图 所 示 , 将 图 4 和 图 5 的 比 较 来 看 ,
FCM 效果并不理想 , 不会比用 K- Mean 算法(聚类结果见图 4)的效果
好。后续的步骤都是基于图 4 的结果。
图 2 卫星照片原图 图 3 步骤一处理结果
图 4 步骤二处理结果( K- means ) 图 5 步骤三处理结果(FCM)
图 6 步骤三处理结果 图 7 步骤四处理结果
5.结论
现行方案的结果图 7 并不完美 , 公路周围的房屋等仍有小部分粘
连残留; 周边还存在较多毛刺; 少量地方还存在公路缺损。需要进一步
后处理 , 尽可能补充公路缺损 , 并去除公路周边的毛刺和粘连的噪声
块。另外 , 聚类个数和聚类中心初始值及窗口大小等参数均须由人工
设定 , 方案通用性较差。
改进设想: 增加预处理步骤 , 如图像增强、锐化边缘等 ; 用 FCM 算
法代替 K- means 算法进行聚类 ; 进行进一步后处理 , 尽可能补充公路
缺损 , 并去除公路周边的毛刺和粘连的噪声块。
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图 1 处理流程图
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