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Abstract
The D0L and DT0L power series are generalizations of D0L and DT0L languages. We con-
tinue the study of these series by investigating various decidability questions concerning the
images of D0L and DT0L power series. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
The D0L and DT0L systems constitute a natural framework for studying free monoid
morphisms and their iterations. A more general approach results by replacing the
D0L and DT0L systems by D0L and DT0L power series. The basic idea is as fol-
lows. Suppose A is a commutative semiring and  is a 7nite alphabet. Denote the
set of formal polynomials with noncommuting variables in  and coe8cients in A by
A〈∗〉. Instead of the free monoid morphisms consider the monomial morphisms of
the semialgebra A〈∗〉 mapping each letter of  to a nonzero monomial in A〈∗〉.
If h1; : : : ; hm :A〈∗〉→A〈∗〉 are such monomial morphisms and w∈∗ consider the
series
r =
∑
hi1hi2 : : : hik (w);
where the sum is taken over all sequences (i1; : : : ; ik), where k¿0 and 16i6m for
166k. (Here, some additional conditions discussed below are needed to guarantee
that the sum is well de7ned.) The series obtained in this way are called DT0L power
series (resp. D0L power series if m=1). They are natural generalizations of D0L and
DT0L languages.
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In this paper we study the images of D0L and DT0L power series. This is closely
related to the classical study of the growth range equivalence problem for D0L systems
[1]. We will discuss the decidability of the membership, equivalence, 7niteness and
recognizability problems. Also many open problems are pointed out.
We assume that the reader is familiar with the basics concerning L systems, and
formal power series (see [2,13,14,17,18,20]). For earlier results concerning D0L
and DT0L power series we refer to [5,6,7,8,9,10].
2. Denitions and earlier results
We use standard language-theoretic notation and terminology. In particular, |w|
denotes the length of a word w and |w| the number of occurrences of the letter
 in w.
Suppose A is a commutative semiring and  is a 7nite alphabet. The set of for-
mal power series with noncommuting variables in  and coe8cients in A is denoted
by A〈〈∗〉〉. The subset of A〈〈∗〉〉 consisting of polynomials is denoted by A〈∗〉. If
r ∈A〈〈∗〉〉 and w∈∗, the coe8cient of w in r will be denoted by r(w). (The cus-
tomary notation for r(w) is (r; w). Here, we prefer the notation r(w) to increase the
readability of the subsequent formulas.) If r ∈A〈〈∗〉〉, the image Im(r) of r is given
by
Im(r) = {r(w) |w ∈ ∗}:
Similarly, if c :∗→A is a mapping, the image Im(c) of c is given by
Im(c) = {c(w) |w ∈ ∗}:
A semialgebra morphism h :A〈∗〉→A〈∗〉 is called a monomial morphism if for
each ∈ there exist a nonzero a∈A and w∈∗ such that h()= aw. In the sequel
N; Z and Q stand for the semirings of nonnegative integers, all integers and rational
numbers, respectively.
A DT0L system with multiplicities in A is a construct G=(; h1; : : : ; hm; v) where m
is a positive integer,  is a 7nite alphabet, hi :A〈∗〉→A〈∗〉 are monomial morphisms
for 16i6m, and v∈A〈∗〉 is a nonzero monomial. If G=(; h1; : : : ; hm; v) is a DT0L
system with multiplicities in A and X = {x1; : : : ; xm} is an alphabet with m letters, the
mapping S(G) :X ∗→A〈∗〉 is de7ned by
S(G)(u) = hi1hi2 : : : hik (v);
where u= xi1xi2 : : : xik and the xi ’s belong to X . The mapping S(G) is called the DT0L
sequence with multiplicities generated by G. If G is understood, S(G) is denoted simply
by S. If the family {S(u)}u∈X ∗ is locally 7nite (see [4]), G generates the series
r(G) =
∑
u∈X ∗
S(u):
A series r ∈A〈〈∗〉〉 is called a DT0L power series over A if there exists a DT0L
system G with multiplicities in A such that r= r(G).
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If S is the sequence generated by G=(; h1; : : : ; hm; v) there exist two mappings
c :X ∗→A and s :X ∗→∗ given by
S(u)= c(u)s(u) (1)
for u∈X ∗. The mapping c is called the DT0L multiplicity sequence de7ned by G.
A mapping c :X ∗→A is called a DT0L multiplicity sequence over A if there exists a
DT0L sequence S with multiplicities in A such that (1) holds for all u∈X ∗.
If A=B where B= {0; 1} is the Boolean semiring, we get the classical notion of a
DT0L system (see [17]).
If m=1 in the above de7nitions, we obtain the notions of D0L power series and
D0L multiplicity sequences. If r is the D0L power series generated by G=(; h; v),
we denote
r =
∞∑
n=0
hn(v) =
∞∑
n=0
cnsn;
where hn(v)= cnsn, cn ∈A and sn ∈∗ for n¿0. Note that if r=
∑∞
n= 0 cnsn is a D0L
power series and c=(cn)n¿0 is the corresponding D0L multiplicity sequence, we have
Im(r)= Im(c)∪{0}. Hence, there is no essential diIerence between the images of D0L
power series and D0L multiplicity sequences. Below we will see that this is not true
for DT0L power series and DT0L multiplicity sequences.
The following theorem proved in [6] characterizes DT0L multiplicity sequences
over Q.
Theorem 1. Suppose X = {x1; : : : ; xm} is an alphabet with m letters. A mapping c :X ∗
→Q is a DT0L multiplicity sequence over Q if and only if there exist a positive
integer k, positive primes p1; : : : ; pk and Z-rational series a0; a1; : : : ; ak ∈Z〈〈X ∗〉〉 such
that
c(u) = (−1)a0(u)
k∏
i=1
pai(u)i
for all u∈X ∗.
Theorem 1 implies the characterization of D0L multiplicity sequences over Q.
Theorem 2. A sequence (cn)n¿0 of rational numbers is a D0L multiplicity sequence
over Q if and only if there exist a positive integer k, positive primes p1; : : : ; pk ,
an ultimately periodic sequence (a0(n))n¿0 consisting of 0s and 1s, and Z-rational
sequences (ai(n))n¿0 for 16i6k such that
cn = (−1)a0(n)
k∏
i=1
pai(n)i
for all n¿0.
We will also need the characterization of D0L multiplicity sequences over Z, [10].
A sequence (a(n))n¿0 is called a PD0L length sequence with initial zeros if there is a
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nonnegative integer t such that a0 = · · · = at−1 = 0 and (a(n+ t))n¿0 is a PD0L length
sequence. (For the de7nition of a PD0L length sequence see [17].)
Theorem 3. A sequence (cn)n¿0 of integers is a D0L multiplicity sequence over Z if
and only if there exist a positive integer k, positive primes p1; : : : ; pk , an ultimately
periodic sequence (a0(n))n¿0 consisting of 0s and 1s, and PD0L length sequences
(ai(n))n¿0 with initial zeros for 16i6k such that
cn = (−1)a0(n)
k∏
i=1
pai(n)i
for all n¿0.
The following lemma shows an important connection between the images of DT0L
power series and DT0L multiplicity sequences.
Lemma 4. Suppose c is a DT0L multiplicity sequence over a commutative semiring
A. Then there exists a DT0L power series r over A such that
Im(c) ∪ {0} = Im(r):
Proof. Let G=(; h1; : : : ; hm; v) be a DT0L system with multiplicities in A such that
S(G)(u) = c(u)s(u)
for all u∈X ∗ where X = {x1; : : : ; xm}. Let $; $1; : : : ; $m be new letters and extend hi by
hi($) = $$i ; hi($j) = $j
for 16i; j6m. Denote G1 = ( ∪ {$; $1; : : : ; $m}; h1; : : : ; hm; v$). Then
S(G1)(xi1 : : : xit ) = S(G)(xi1 : : : xit )$$i1 : : : $it
if xi1 : : : xit ∈X ∗ where xi ∈X for 166t. Hence, r(G1) exists and
Im(c) ∪ {0} = Im(r(G1)):
Example 1. Suppose K is a DT0L length set. By Theorem 1, the set
B = {2k | k ∈ K}
is the image of a DT0L multiplicity sequence overQ. By Lemma 4, the set B∪{0} is also
the image of a DT0L power series over Q. If K is a D0L length set, B ∪ {0} is the
image of a D0L power series over Q.
The images of DT0L power series are not necessarily images of DT0L multiplicity
sequences.
J. Honkala / Theoretical Computer Science 290 (2003) 1869–1882 1873
Example 2. Let = {$; a; b; c; d; e; f} and de7ne the monomial morphisms h1; h2 :
N〈∗〉→N〈∗〉 by
h1($) = b; h1(a) = a2; h1(b) = 2a2b;
h1(c) = c2; h1(d) = c2d; h1(e) = h1(f) = f2
and
h2($) = d; h2(a) = h2(c) = e2; h2(b) = h2(d) = e4; h2(e) = h2(f) = f2:
Consider the DT0L system G=(; h1; h2; $) with multiplicities in N. Denote X =
{x1; x2} and
rn =
∑
u∈X ∗ ; |u|=n
S(G)(u)
for n¿0. It is not di8cult to see that
rn = 2n−1a2
n−2b+ c2
n−2d+ (2n−2 + 1)e2
n
+ rn(f)
for n¿2 where rn(f)∈N〈f∗〉 and each term of rn(f) has degree greater than n. Hence
r= r(G) exists and
{2n + 1 | n¿ 0} ⊆ Im(r):
We claim that there does not exist a DT0L multiplicity sequence c :X ∗→Q such that
Im(r) = Im(c) ∪ {0}:
By Theorem 1 it su8ces to show that the numbers 22
m
+1 and 22
n
+1 do not have a
common prime factor if m¡n. Suppose on the contrary that there is a prime p which
divides both 22
m
+ 1 and 22
n
+1 for some m¡n. Because 22
m
+1 divides 22
n − 1, p
divides also 2=22
n
+ 1− (22n−1) which is not possible.
3. The membership problem
Let X be an alphabet containing at least two letters. Then, it is undecidable whether
or not a given series r ∈Zrat〈〈X ∗〉〉 has a zero coe8cient (see [20]). This implies our
7rst result.
Theorem 5. It is undecidable whether or not
1 ∈ Im(c)
if c is a DT0L multiplicity sequence over Q.
Proof. Suppose r ∈Zrat〈〈X ∗〉〉 where X has at least two letters. By Theorem 1 the
mapping c :X ∗→Q de7ned by
c(u) = 2r(u); u ∈ X ∗
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is a DT0L multiplicity sequence over Q. The claim follows because 1∈ Im(c) if and
only if r has a zero coe8cient.
A similar result holds for DT0L power series.
Theorem 6. It is undecidable whether or not
1 ∈ Im(r)
if r is a DT0L power series over Q.
Proof. The claim follows by Lemma 4 and Theorem 5.
Next we show that it is not possible to decide whether the coe8cients of a given
DT0L power series over Q are integers.
Theorem 7. It is undecidable whether or not
Im(c) ⊆ Z
if c is a DT0L multiplicity sequence over Q.
Proof. Let c be the mapping constructed in the proof of Theorem 5. Then Im(c)⊆Z
if and only if r(u)¿0 for all u∈X ∗. This implies the claim because nonnegativeness
is undecidable for Z-rational series (see [20]).
Lemma 4 and Theorem 7 imply the following result:
Theorem 8. It is undecidable whether or not
Im(r) ⊆ Z
if r is a DT0L power series over Q.
For D0L power series the questions considered in this section are open. A method
to decide whether 1∈ Im(r) holds for a given D0L power series r over Q would yield
a decision method for Skolem’s problem asking whether or not a given Z-rational
sequence contains a zero. On the other hand, the membership problem turns out to be
easier for series over Z.
Theorem 9. It is decidable whether or not
a ∈ Im(c)
if a is an integer and c :X ∗→Z is a DT0L multiplicity sequence over Z.
Proof. Suppose G=(; h1; : : : ; hm; v) is a DT0L system with multiplicities in Z such
that
S(G)(u) = c(u)s(u)
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for all u∈X ∗ where X = {x1; : : : ; xm}. By Lemma 4 we may assume that s :X ∗→∗
is injective. Without restriction we assume also that v∈∗. Let K= {[i; ] | 16i6m;
∈} be a new alphabet and denote !=∪ K. De7ne the monomial morphisms
gi :Z〈!∗〉→Z〈!∗〉 by
gi() = hi()[i; ]; gi([j; ]) = [j; ];
where 16i; j6m, ∈. Consider the system KG=(!; g1; : : : ; gm; v). Denote
S( KG)(u) = Kc(u) Ks(u)
for u∈X ∗. De7ne the morphism  :!∗→Z〈∗〉 as follows. If ∈, then ()= . If
16i6m and ∈, then ([i; ]) equals y” where y is the coe8cient of hi(). Then,
we have
( Ks(u)) = c(u)s(u)
for all u∈X ∗. Now, let R be the language consisting of the words w∈!∗ for which
the coe8cient of (w) equals the given integer a. Hence, a∈ Im(c) if and only if there
is a word u∈X ∗ such that Ks(u)∈R. Now the claim follows because R is a regular
language and it is decidable whether or not the intersection of a DT0L language and
a regular language is empty (see [17]).
It is an open problem whether Theorem 9 holds also for DT0L power series over Z.
4. The equivalence problem
The 7rst result in this section applies the algorithm of Berstel and Nielsen [1] for
the D0L growth range equivalence problem.
Theorem 10. The image equivalence is decidable for D0L power series over Z.
Proof. Suppose
r =
∞∑
n=0
cnun
and
s =
∞∑
n=0
dnvn
are D0L power series over Z where cn; dn ∈Z and un; vn ∈∗ for n¿0. By Theorem 3
there exist a positive integer k, positive primes p1; : : : ; pk , ultimately periodic sequences
(a0(n))n¿0, (b0(n))n¿0 consisting of 0s and 1s and PD0L length sequences (ai(n))n¿0,
(bi(n))n¿0 with initial zeros for 16i6k such that
cn = (−1)a0(n)
k∏
i=1
pai(n)i
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and
dn = (−1)b0(n)
k∏
i=1
pbi(n)i
for all n¿0.
Next, let J (z1; : : : ; zk) be a polynomial with nonnegative integer coe8cients such that
the mapping J :Nk →N is injective. De7ne two functions Gj :N→N; j=1; 2, by
G1(n) = 1 + a0(n) + 4J (a1(n); : : : ; ak(n))
and
G2(n) = 1 + b0(n) + 4J (b1(n); : : : ; bk(n))
for n¿0. Because the set of D0L length sequences is closed with respect to sum
and product and contains ultimately periodic sequences consisting of positive integers,
G1 and G2 are D0L growth functions if the sequences (ai(n))n¿0 and (bi(n))n¿0 for
16i6k are PD0L length sequences. Because D0L growth functions are also closed un-
der shift the same is true also if (ai(n))n¿0 and (bi(n))n¿0 have initial zeros. Therefore,
by the method of Berstel and Nielsen [1] we can decide whether or not
{G1(n) | n¿0}= {G2(n) | n¿0}: (2)
To conclude it su8ces to show that (2) holds if and only if Im(r)= Im(s).
Suppose 7rst that (2) holds and n¿0. Then there exists m¿0 such that G1(n)=G2(m)
or, equivalently,
1 + a0(n) + 4J (a1(n); : : : ; ak(n)) = 1 + b0(m) + 4J (b1(m); : : : ; bk(m)):
Therefore, a0(n)= b0(m) and J (a1(n); : : : ; ak(n))= J (b1(m); : : : ; bk(m)) which implies
that ai(n)= bi(m) for all 06i6k. Hence cn=dm. We have seen that if n¿0 there is
m¿0 such that cn=dm. This shows that Im(r)⊆ Im(s). A similar argument gives the
reverse inclusion Im(s)⊆ Im(r).
Suppose then that Im(r)= Im(s). Then for any n¿0 there is m¿0 such that cn=dm.
Hence, G1(n)=G2(m) implying that {G1(n) | n¿0}⊆{G2(n) | n¿0}. Again the re-
verse inclusion follows similarly.
The image equivalence problem remains open for D0L power series over Q.
Next, we study the image equivalence problem for DT0L power series over N.
Suppose X = {x1; : : : ; xk}. Then a function f :X ∗→N is a DT0L (resp. PDT0L)
growth function if there is a DT0L (resp. PDT0L) system G=(; g1; : : : ; gk ; v) such
that
f(xi1 : : : xit ) = |git : : : gi1 (v)|;
whenever t¿0 and xi ∈X for 166t. Hence, a function f :X ∗→N is a DT0L
growth function if and only if there is a positive integer m, a row vector (∈N1×m
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and square matrices M1; : : : ; Mk ∈Nm×m such that for any word u= xi1 : : : xit ∈X ∗ we
have
f(u)= (Mi1 : : : Mit *; (3)
where *=(1; : : : ; 1)T. Similarly, a function f :X ∗→N is a PDT0L growth function if
and only if there exist ( and M1; : : : ; Mk as above such that (3) holds and, furthermore,
for every 16j6k, every row of Mj contains a nonzero element. (For the theory of
DT0L growth functions see [17].)
The following lemma establishes a connection between the images of DT0L multi-
plicity sequences over N and PDT0L length sets.
Lemma 11. Suppose B⊆N is a PDT0L length set. Then there exists a DT0L mul-
tiplicity sequence c over N such that
Im(c) = {2b | b ∈ B}:
Proof. Suppose G=(; g1; : : : ; gk ; v) is a PDT0L system. Let X = {x1; : : : ; xk}. De7ne
the monomial morphisms hi :N〈∗〉→N〈∗〉 by
hi() = 2|gi()|−1gi()
for ∈, 16i6k. This is possible because G is a PDT0L system. Consider the
system H =(; h1; : : : ; hk ; 2|v|v). Denote S(H)(u)= c(u)s(u) for u∈X ∗ where c(u)∈N
and s(u)∈X ∗. Then we have s(u)= S(G)(u) for all u∈X ∗. We claim that
c(u)= 2|s(u)| (4)
for all u∈X ∗. This clearly implies the claim. First, if u is the empty word, (4) follows
by the de7nition of H . Then, if (4) holds for u∈X ∗ and 16i6k, we have
S(H)(xiu) = hi(S(H)(u)) = hi(c(u)s(u)) = 2|s(u)|hi(s(u))
= 2|s(u)| · 2|gi(s(u))|−|s(u)|gi(s(u)) = 2|s(xiu)|gi(s(u)):
Hence (4) holds for all u∈X ∗.
In [19] Ruohonen shows that equivalence is not decidable for DT0L length sets. For
our undecidability results, we 7rst strengthen the result of Ruohonen for PDT0L length
sets. We use ideas from KarhumMaki [12] and Ruohonen [19].
Lemma 12. For any PD0L growth functions f1; : : : ; fk , a PDT0L system G with k
tables can be constructed such that the associated growth function f :X ∗→N satis9es
f(u)=f1(|u|x1 ) : : : fk(|u|xk ) (5)
for all u∈X ∗. (Here X = {x1; : : : ; xk}.)
Proof. Assume that Hi is the growth matrix of a PD0L system having the growth
function fi; 16i6k. Let G be a DT0L system with k tables having the
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growth matrices
M1 = H1  I  : : : I
M2 = I  H2  : : : I
: : :
Mk = I  I  : : : Hk:
Here,  denotes the Kronecker product of matrices and each I is an identity matrix of
the appropriate size. Because the matrices M1; : : : ; Mk are PDT0L growth matrices, G
is actually a PDT0L system. Now (5) follows easily (see Theorem IV.5.3 in [17]).
Lemma 13. For any polynomial P(y1; : : : ; yk) with nonnegative integer coe:cients
satisfying P(0; : : : ; 0)¿0, the set
{P(n1; : : : ; nk) | n1; : : : ; nk¿0}
is a PDT0L length set.
Proof. Functions of the form h(n)= (n+1)t where t ∈N are PD0L growth functions.
Because the set of PDT0L growth functions is closed under 7nite sum, this implies by
Lemma 12 that the function g : {x1; : : : ; xk}∗→N de7ned by
g(u) = P(|u|x1 + 1; : : : ; |u|xk + 1)
for u∈{x1; : : : ; xk}∗, is a PDT0L growth function. Now the claim follows by proceeding
as in the proof of Theorem IV.5.8 in [17].
Lemma 14. The equivalence problem for PDT0L length sets is undecidable.
Proof. Let k be a positive integer and let P1(x1; : : : ; xk) and P2(x1; : : : ; xk) be any
polynomials with nonnegative integer coe8cients. Denote r(x; y)= (x + y)2 + 3x + y.
It is well known that r is injective on N2. By Lemma 13 the sets
A1 = {r(n+ m+ 1; m) | n; m¿0};
A2 = {r(m; n+ m+ 1) | n; m¿0}
and
A3 = {r(1 + P1(n1; : : : ; nk); 1 + P2(n1; : : : ; nk)) | ni ¿ 0 for 16 i 6 k}
are PDT0L length sets. Because PDT0L length sets are closed under union (provided
none of them equals {0}), also
B1 = A1 ∪ A2 ∪ A3
and
B2 = A1 ∪ A2
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are PDT0L length sets. Now
B1 = B2
if and only if there does not exist nonnegative integers n1; : : : ; nk such that
P1(n1; : : : ; nk) = P2(n1; : : : ; nk):
Hence, the claim follows by the undecidability of Hilbert’s tenth problem.
Theorem 15. The equivalence problem for the images of DT0L multiplicity sequences
over N is undecidable.
Proof. The claim follows by Lemmas 11 and 14.
Theorem 16. The equivalence problem for the images of DT0L power series over N
is undecidable.
Proof. The claim is a consequence of Lemma 4 and Theorem 15.
5. The niteness problem
By the theorem of Jacob it is decidable whether or not a Q-rational series s∈Q〈〈X ∗〉〉
has a 7nite image, [11]. This result is applicable for the images of DT0L multiplicity
sequences.
Theorem 17. It is decidable whether or not Im(c) is 9nite if c is a given DT0L
multiplicity sequence over Q.
Proof. Suppose c :X ∗→Q is a DT0L multiplicity sequence over Q. By Theorem
1 there exist a positive integer k, positive primes p1; : : : ; pk and Z-rational series
a0; a1; : : : ; ak ∈Z〈〈X ∗〉〉 such that
c(u) = (−1)a0(u)
k∏
i=1
pai(u)i
for all u∈X ∗. Therefore, Im(c) is a 7nite set if and only if the Z-rational series
a1; : : : ; ak have 7nite images. Hence, the claim follows by Jacob’s theorem quoted
above.
By Theorem 17 7niteness is decidable for the images of D0L power series over Q.
For DT0L power series over Q the question remains open.
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6. The recognizability problem
Suppose q¿2 is an integer. Denote Kq= {0; 1; : : : ; q− 1} and regard Kq as an alphabet
having q letters. De7ne the mapping 0q : Kq∗→N by
0q(x0x1 : : : xt) =
t∑
i=0
xiqt−i ;
where x0; x1; : : : ; xt ∈ Kq. A set K ⊆N is called q-recognizable if there exists a regular
language L⊆ Kq∗ such that
K = 0q(L):
For the basic properties of q-recognizable sets we refer to [3,4,16].
To study the recognizability of Im(r) for a D0L power series r we need the following
lemma. By de7nition, two integers q1; q2¿2 are multiplicatively dependent if there are
positive integers j1; j2 such that
qj11 = q
j2
2 :
Lemma 18. Suppose
B =
k⋃
i=1
{yizni | n¿ 0};
where yi¿1 and zi¿2 are integers for 16i6k. Then, there exists a positive integer
q¿2 such that B is q-recognizable if and only if for each pair (i1; i2), 16i1¡i26k,
the numbers zi1 and zi2 are multiplicatively dependent.
Proof. Suppose 7rst that for each pair (i1; i2), 16i1¡i26k, the numbers zi1 and zi2
are multiplicatively dependent. Then there exists an integer q¿2 such that each zi is
a power of q. This implies that B is q-recognizable (see [3]).
Suppose then that 0q(L)=B where q¿2 is an integer and L⊆ Kq∗ is a regular lan-
guage. Without restriction we assume that no word of L begins with the letter 0.
Then L is slender. (For slender languages we refer to [15]). Hence, there exist words
u; v; w ∈ Kq∗ for 166j such that
L =
j⋃
=1
uv∗w:
Now, consider the numbers y1zn1 , n¿0. There exists s¿1 such that for in7nitely
many values of n, the integers y1zn1 and y1z
n+s
1 have representations belonging to the
same loop of L. Consequently, there exist integers m; n; m1; n1; t; ¿1 such that m¿n,
y1zm1 = 0q(uv
m1
 w); y1z
m+s
1 = 0q(uv
m1+t
 w)
and
y1zn1 = 0q(uv
n1
 w); y1z
n+s
1 = 0q(uv
n1+t
 w):
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Then
zm−n1 =
y1zm+s1 − y1zm1
y1zn+s1 − y1zn1
=
(0q(uvt)− 0q(u))qm1|v|+|w|
(0q(uvt)− 0q(u))qn1|v|+|w|
= q(m1−n1)|v|:
Therefore, z1 and q are multiplicatively dependent. It is seen similarly that zi and q
are multiplicatively dependent for 26i6k. This implies the claim.
Theorem 19. It is decidable whether or not there exists a positive integer q¿2 such
that Im(r) is q-recognizable if r is a D0L power series over N.
Proof. Suppose r is a D0L power series over N. Let (cn)n¿0 be the corresponding D0L
multiplicity sequence. By Theorem 3 there exist a positive integer k, positive primes
p1; : : : ; pk , and PD0L length sequences (ai(n))n¿0 with initial zeros for 16i6k such
that
cn =
k∏
i=1
pai(n)i
for all n¿0. Clearly, cn+1¿cn for all n¿0. Therefore, if Im(r) is q-recognizable for
some q¿2, there is a positive integer M such that
cn+1
cn
6M
for all n¿0. Hence, the sequence (ai(n))n¿0 grows at most linearly for all 16i6k.
This implies the existence of nonnegative integers m1¿1, m2; Aij; Bij, 16i6k, 06j
¡m1 such that
ai(m1n+ m2 + j) = Aijn+ Bij
for all n¿0; 16i6k; 06j¡m1. Therefore,
Im(r) = {0} ∪ {cn | 06n¡m2} ∪
m1−1⋃
j=0
{(
k∏
i=1
pBiji
)(
k∏
i=1
pAiji
)n
| n¿0
}
:
Now the claim follows by Lemma 18.
For DT0L multiplicity sequences and power series over N, the recognizability prob-
lem is open.
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