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In present work, we explore and experiment an alternative approach of studying resonance prop-
erties in finite volume. By analytic continuing finite lattice size L into complex plane, the oscillating
behavior of finite volume Green’s function is mapped into infinite volume Green’s function cor-
rected by exponentially decaying finite volume effect. The analytic continuation technique thus can
be applied to study resonance properties directly in finite volume dynamical equations.
I. INTRODUCTION
The Dalitz plot is a powerful tool in particle physics
to extract information from processes involving three-
particle final states. For instance, the u- and d-quark
mass difference can be extracted by the Dalitz analysis
of η → 3pi [1–7]. Since many resonances emerge in few-
hadron systems, the Dalitz plot also plays an important
role in the study of resonance dynamics from experimen-
tal data, e.g. coupled-channel analysis of ρ and K∗ res-
onances dynamics in [8, 9].
On the theory side, lattice Quantum Chromodynamics
(LQCD) has been one of the promising ab-initio meth-
ods to provide understanding of few-hadron dynamics
from the Standard Model. In past few years, many pro-
gresses have been made in LQCD calculations towards
understanding multi-hadron systems [10–21]. However,
LQCD normally puts out discrete energy spectra of few-
hadron systems, because of the finite volume inherent
to the method, rather than reaction amplitudes which
are needed to generate the Dalitz plot. Lattice QCD
calculations are usually performed with spatial periodic
boundary condition. In the two-body sector, connections
between infinite-volume reaction amplitudes and energy
levels in a cubic box under periodic boundary condition
can be constructed in a compact and elegant equation,
normally referred as the Lu¨scher formula [22], and it has
since been extended to cases including moving frames
and coupled channels [23–32].
Various approaches on finite-volume three-particle dy-
namics exist [33–62], such as the relativistic all-orders
perturbation theory [38–42], effective theory based ap-
proach [33–35, 43, 44], and Faddeev type equation based
variational approach [58–62]. As pointed out in Ref. [63],
though the quantization conditions are formulated in dif-
ferent ways depending on a specific approach, all ap-
proaches share the same strategy and similar features.
The infinite-volume reaction amplitudes are in fact not
directly extracted from lattice data. Only subprocess
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interactions or associated subprocess amplitudes are ob-
tained from quantization condition, and total infinite vol-
ume reaction amplitudes have to be computed in a sepa-
rate step. Two-step procedures seems like a compromised
solution, and one may hope to have ultimate formalism
that grant user direct access to infinite-volume reaction
amplitudes from the LQCD energy levels, independently
of inter-hadron interaction models. But deriving such re-
lations beyond two-body systems poses great challenges.
With two-step procedures, the finite-volume and infinite-
volume physics can be dealt separately, eventually linked
by inter-hadron interactions at one’s proposal. There-
fore, the quantization condition is free of infinite-volume
reaction amplitudes and it is more straightforward to im-
plement in practical data analysis of LQCD results. The
model dependence of the inter-hadron potential can be
assessed by how well it fits to the LQCD energy levels.
However,scattering observables, such as the Dalitz plot,
must be computed in a separate step.
In present work, we aim to explore and experiment an
alternative approach by fully taking advantage of Fad-
deev type integral equations in finite volume. By analytic
continuation of box size L into complex plane, the map-
ping relation of finite volume Green’s function in different
energy domains can be established as the consequence of
global spatial symmetry. Therefore, in finite volume, L
may be used as a tunable parameter to turn an oscillat-
ing finite volume Green’s function into the infinite volume
Green’s function with some exponentially decaying finite
volume corrections. Hence, the resonance show up as a
peak as well in finite volume scattering amplitudes even
for small L values.
The paper is organized as follows. The analytic contin-
uation technique is explained and demonstrated in Sec.II
with the one-dimension case. We summarize the findings
in Sec. III.
II. ANALYTIC CONTINUATION OF FINITE
VOLUME AMPLITUDES
The finite-volume Green’s function is qualitatively dif-
ferent from its infinite-volume counterpart in that one
has poles in the complex energy plane corresponding to
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2discrete levels, and the other has branch cuts correspond-
ing to continuous spectrum. So a very large cubic box
must be used if one would like to approximate scatter-
ing states in finite volume. However, as we will show in
this section, if L is analytically continued to its complex
plane, finite-volume amplitudes can resemble quite well
actual reaction amplitudes even for relatively small val-
ues of L. To keep the technical discussion at a manage-
able level, our presentation in follows will be only limited
to non-relativistic few-body system in one-dimensional
space. The physical application of such a technique, such
as the Dalitz plot of η, η′ → 3pi, will be presented in a
separate work.
A. Finite volume amplitude and Lu¨scher formula
Let us start the discussion with two-body interactions
in finite volume. One of major tasks of investigating
finite-volume dynamics is to look for the discrete eigen-
energies of few-body systems in a periodic box. These
energy eigen-states are stationary and are described by a
homogeneous LS equation in the two-body case:
φL(E) = GL(E)V φL(E), (1)
where GL and φL stand for the finite volume Green’s
function and wave function respectively, and V denotes
the interaction potential of particles. Equivalently, the
homogeneous LS equation can be rewritten as
tL(E) = V GL(E)tL(E), (2)
where
tL(E) = −V φL(E).
The energies of stationary states are those letting the
following determinant vanish,
det [I − V GL(E)] = 0, E ∈ {E1, · · · , En, · · · }. (3)
It is useful to introduce an operator τL(E) that satisfies
the inhomogeneous LS equation,
τL(E) = −V + V GL(E)τL(E) . (4)
The solution of Eq.(4) is symbolically given by
τL(E) = − 11
V −GL(E)
, (5)
which will be used in the three-body finite-volume LS
equations. The poles of τL(E) amplitude also yield
eigenenergy solutions of stationary state of the few-body
finite volume system, which is consistent with the quan-
tization condition given by Eq.(3).
The matrix element of τL(E) between two plane waves
defines the finite-volume transition amplitude, which
could be on-shell or off-shell. Using 1D as the exam-
ple, the off-shell finite-volume amplitude in plane wave
basis is given by
τL(k;E; k
′) = 〈k|τL(E)|k′〉 , (6)
where
(k, k′) ∈ 2pin
L
, and n ∈ Z. (7)
Eq.(4) thus yields
τL(k;E; k
′) = −V˜ (k − k′)
+
∑
p
V˜ (k − p)G˜L(p;E)τL(p;E; k′), (8)
where the two-body finite-volume Green’s function in the
CM frame is given by
G˜L(p;E) =
1
L
1
mE − p2 . (9)
Equation (8) resembles the LS equation in infinite vol-
ume for scattering states, hence discrete (k′, k) 6= √mE
may be interpreted as off-shell incoming and outgoing
momenta respectively.
Considering short-range interaction approximation,
V˜ (k − k′) ' V˜ (0) = V , the solution to Eq.(8) is thus
dominated primarily by diagonal terms of off-shell am-
plitudes, τL(k;E; k) ' τL(E), which is normally also
referred as on-shell approximation, see Refs. [25, 64].
Hence, Eq.(8) is reduced to a algebra equation, and the
solution is given by
τL(E) = − 11
V −GL(0, E)
, (10)
where
GL(0, E) =
1
L
∑
p= 2pinL ,n∈Z
1
mE − p2 =
cot
√
mE
2 L
2
√
mE
. (11)
The potential term 1V is related to scattering phase-shift
and infinite volume Green’s function,
1
V
= − 1
2
√
mE
[cot δ(E)− i] +G∞(0, E), (12)
where
G∞(0, E) =
∫
dp
2pi
1
mE − p2 = −
i
2
√
mE
. (13)
Thus, Eq.(10) can be rewritten in the form that is asso-
ciated to Lu¨scher formula,
τL(E) =
1
2
√
mE
1
cot δ(E)−ML(E) , (14)
3where ML(E) is Lu¨scher’s zeta function,
ML(E) = i+ 2
√
mE [G∞(0, E)−GL(0, E)] . (15)
The pole of τL(E) yields Lu¨scher formula
cot δ(E)−ML(E) = 0. (16)
Although the expression of τL(E) in Eq.(10) has sim-
ilar structure as its infinite volume counterpart, the on-
shell two-body scattering amplitude,
τ∞(E) = − 11
V −G∞(0, E)
=
1
2
√
mE
1
cot δ(E)− i , (17)
τL(E) and τ∞(E) behave significantly different due to
superficially divergent analytic appearance of finite vol-
ume and infinite volume Green’s functions. In finite vol-
ume, GL(0, E) is a periodic oscillating real function, com-
pared with infinite volume counterpartG∞(0, E) which is
purely imaginary. The difference between GL(0, E) and
G∞(0, E) may be understood from analytic properties of
Green’s functions, in infinite volume, Green’s function is
determined by the branch cut lying on positive real axis,
G∞(0, E) =
1
2pi
∫ ∞
0
ds′
√
1
s′
mE − s′ . (18)
For the values of mE taking slightly above real axis
by mE + i, principle part of above interaction van-
ishes, only absorptive part survives that yields imagi-
nary part − i
2
√
mE
. However, in finite volume, the branch
cut dissolve into discrete poles lying on real axis, there-
fore, for the values of mE not overlapping with pole po-
sitions, only principle part contributes. It is also in-
teresting to see that for finite i, both GL(0, E) and
G∞(0, E) becomes complex, and sharp oscillating behav-
ior of GL(0, E) is smoothed out and start matching with
G∞(0, E) when L  1/
√
, see Fig. 1 as a example. In
other words, as → 0, τL(E) and τ∞(E) indeed behaves
significantly different for finite L, and τL(E) → τ∞(E)
only when L → ∞. Therefore, τL(E) for finite L nor-
mally are not considered as a useful tool for the identifi-
cation of a sharp resonance that on the contrary appear
as a peak in τ∞(E).
Next, we will explain how analytic continuation tech-
nique may allow one to have finite volume amplitude that
resemble the behavior of infinite volume amplitude for
even finite L and real mE values with  → 0. It turns
out that analytic continuation technique is the direct con-
sequence of global symmetry of Green’s function in com-
plex space.
B. Global symmetry and analytic continuation of
Green’s function
Using again 1D non-relativistic few-body system as ex-
ample, in infinite volume, two-body Green’s function sat-
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FIG. 1: The comparison of GL(0, E) and G∞(0, E) with
complex argument mE + i, where  = 0.1 and L = 10
(blue), 100 (black) and ∞ (red).
isfies (
mE +
d2
dx2
)
G∞(x,E) = δ(x), (19)
where the physical value of position x is defined on real
axis. Now, let’s extend x to complex plane by multiplying
a phase factor eiθ,
x→ xeiθ,
where θ ∈ [0, pi]. In complex space, Eq.(19) yields(
mEei2θ +
d2
dx2
)[
e−iθG∞(xeiθ, E)
]
= δ(x). (20)
One can conclude that Green’s function equation is in-
variant under global rotation of space in complex plane,
and e−iθG∞(xeiθ, E) is related to the solution of Eq.(19)
on real axis with eigenenergy of mEei2θ, hence
G∞(xeiθ, E) = eiθG∞(x,Eei2θ). (21)
For θ = pi2 , thus
G∞(0, E) = iG∞(0,−E), (22)
this is indeed consistent with analytic expression in
Eq.(13). That is to say that the Green’s function in
4physical region (E > 0) is mirrored to unphysical re-
gion (E < 0) by Eq.(22) as the consequence of global
spatial symmetry. In infinite volume, E is only tunable
parameter in G∞(0, E) that can be used to cross from
physical region to unphysical region or vice versa.
The finite volume two-body Green’s function is given
by (
mE +
d2
dx2
)
GL(x,E) =
∑
n∈Z
δ(x+ nL). (23)
Similarly, we want to extend finite system to complex
plane by a global spatial rotation, x → xeiθ and also
L→ Leiθ, thus we find(
mEei2θ +
d2
dx2
)[
e−iθGLeiθ (xe
iθ, E)
]
=
∑
n∈Z
δ(x+nL).
(24)
Eq.(24) yields a useful relation
GLeiθ (0, E) = e
iθGL(0, Ee
i2θ). (25)
A key observation is that because of extra tunable pa-
rameter L in finite volume, now, Eq.(25) allow one to
navigate freely between physical and unphysical regions
of finite volume Green’s function with a fixed value of E.
It is also worth noticing that though GL(0, E) and
G∞(0, E) are significant different for E > 0 with finite
L, below physical threshold (E < 0),
GL(0, E < 0) = −
coth
√
|mE|L
2
2
√|mE| (26)
quickly approaches its infinite volume counterpart
G∞(0, E < 0) = − 1
2
√
|mE| as increasing L, due to the
fact that
coth
√
mE
2
L = 1 + 2e−
√
mEL + 2e−2
√
mEL + · · · L→∞→ 1.
(27)
Now, using relation in Eq.(25), simply rotating L→ iL,
we find
GiL(0, E) = −i
coth
√
mE
2 L
2
√
mE
= G∞(0, E) coth
√
mE
2
L.
(28)
Therefore, in physical region E > 0, GiL(0, E) behaves
just as G∞(0, E) with exponential decaying corrections
due to finite volume effect, see Fig.2.
C. Resonance in iL space
With continuation L → iL, the finite-volume on-shell
amplitude
τiL(E) =
1
2
√
mE
1
cot δ(E)−MiL(E) (29)
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FIG. 2: Plot of ReGL(0, E) (black solid) and
ImGiL(0, E) (red solid) with L = 10 vs. ImG∞(0, E)
(dashed green) and ReG∞(0, E) (dashed magenta).
approximates very well τ∞(E) in the physical region of
E, differing only by powers of e−
√
mEL:
MiL(E) = i
(
1 + 2e−
√
mEL + 2e−2
√
mEL + · · ·
)
L→∞→ i.
(30)
We will illustrate how this helps identify resonances as a
peak of τiL(E), just as in the infinite-volume case.
We propose a resonance model by replacing V by
mV0 +
gρ
m(E −mρ) ,
where gρ and mρ) are the coupling constant and mass
of the resonance respectively, and mV0 can be used to
parameterize the background contribution. The infinite-
volume scattering amplitude is thus given by
τ (res)∞ (E) = −
1
1
mV0+
gρ
m(E−mρ)
+ i
2
√
mE
, (31)
to be compared with the analytically continued finite-
volume amplitude:
τ
(res)
iL (E) = −
1
1
mV0+
gρ
m(E−mρ)
+ i
2
√
mE
coth
√
mE
2 L
. (32)
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FIG. 3: The comparison of τ
(res,0)
iL (0, E) (solid black)
and τ
(res,0)
∞ (0, E) (dashed red) with L = 10, mV0 = 0,
gρ = 0.04 and mmρ = 0.3.
The comparison of τ
(res)
∞ (E) and τ
(res)
iL (E) for a reso-
nance model is plotted in Fig. 3.
In infinite volume, the resonance pole position is given
by
1
mV0 +
gρ
m(E−mρ)
+
i
2
√
mE
= 0, (33)
and in finite volume, the pole position of τ
(res,0)
iL (E) is
shifted:
1
mV0 +
gρ
m(E−mρ)
+ i
coth
√
mE
2 L
2
√
mE
= 0. (34)
Figure 4 depicts the the resonance pole of τ
(res,0)
iL (E) for
various values of L and the pole of τ
(res)
∞ (E). It shows
clearly how rapidly the finite-volume pole approaches its
infinite-volume limit.
D. Inhomogeneous three-particle Faddeev type
equation in finite volume
The idea presented in previous sections can now be ap-
plied into three-body systems. In finite volume, the sta-
tionary solutions of three-body system may be described
by an homogeneous Schro¨dinger equation,
ΦL = GL(E)(V12 + V23 + V31)ΦL, (35)
where the subscript of Vαβ is used to describe the interac-
tion among different pairs. The Eq.(35) can be converted
into homogeneous Faddeev type coupled dynamical equa-
tions, see [59–62]. In a simple case with three identical
particles interacting through only pair-wise interaction,
only one dynamical equation is required, symbolically, it
is given by
TL(E) =
2
1
V −GL(E)
GL(E)TL(E), (36)
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FIG. 4: The trajectory of resonance pole position as the
function of L with parameters of resonance model:
mV0 = 0, gρ = 0.04 and mmρ = 0.3. Arrow indicates
increasing L direction.
where TL(E) = −V ΦL(E) stands for finite volume Fad-
deev three-body amplitude. Homogeneous Eq.(36) or
Eq.(35) thus yield quantization condition
det
[
I − 21
V −GL(E)
GL(E)
]
= 0, (37)
which determines discrete eigenenergy of stationary solu-
tions that satisfies periodic boundary condition in finite
volume. In addition to establishing quantization condi-
tion and obtaining eigenenergies, the finite volume wave
function may also be computed from dynamical equa-
tions, Eq.(36) and Eq.(35), the technical details of ex-
tracting few-body finite volume wave function is pre-
sented in Appendix A.
To compare with infinite volume scattering ampli-
tudes, let’s introduce three-body operator TL(E) that
satisfies inhomogeneous three-body equation,
TL(E) = − 11
V −GL(E)
+
2
1
V −GL(E)
GL(E)TL(E),
(38)
the poles of TL(E) correspond to the stationary solu-
tions that are also described by homogeneous equation,
Eq.(36). The off-shell finite volume amplitude in plane
wave basis that resembles scattering amplitude in infinite
volume may be introduced by
TL(k1, k2;E; k′1, k′2) = 〈k1, k2|TL(E)|k′1k′2〉L, (39)
where (k1, k2) and (k
′
1, k
′
2) ∈ 2piL n, n ∈ Z represent out-
going and incoming two independent momenta of parti-
cles. While considering only pair-wise contact interac-
tion, TL(k1, k2;E; k′1, k′2) depends only on a single outgo-
6ing momentum, e.g. in (13) channel,
TL(k1, k2;E; k′1, k′2) = −
∫
L
dr13dr23e
−ik1r13e−ik2r23
×mV0δ(r13)φL(r13, r23; k′1, k′2) = TL(k2;E; k′1, k′2).
(40)
The off-shell inhomogeneous three-body LS equation for
pair-wise contact interaction is thus given in a compact
form,
TL(k;E; k′1, k′2) = τ (k)L (E)〈k|k′1k′2〉L
− 2τ (k)L (E)
∑
p= 2pinL ,n∈Z
LG˜L(k, p;E)TL(p;E; k′1, k′2),
(41)
where
〈k|k′1k′2〉L = L
[
δk,k′2 + δk,k′1 + δk,k′3
]
. (42)
Three-body finite volume Green’s function is given by
G˜L(p1, p2;E) =
2
L2
1
2mE −∑3i=1 p2i , (43)
and two-body amplitude τ
(k)
L (E) in a moving frame is
defined by
τ
(k)
L (E) = −
1
1
mV0
−∑p LG˜L(k, p;E)
= − 1
1
mV0
− cot
√
mE− 3
4
k2− k
2
2 L+cot
√
mE− 3
4
k2+ k
2
2 L
4
√
mE− 34k2
. (44)
The k and
√
mE − 34k2 in τ (k)L (E) represent the total and
the relative momenta of two-particle pair respectively.
Instead of solving off-shell LS equation, Eq.(41), it may
be more convenient to introduce a half-off-shell amplitude
that only depends on outgoing momenta of particles by
sum over all the initial momenta (k′1, k
′
2),
TL(k;E) = 1∑
k′1,k
′
2
〈k|k′1k′2〉L
∑
k′1,k
′
2
TL(k;E; k′1, k′2), (45)
thus, Eq.(41) is converted into
TL(k;E) = τ (k)L (E)
− 2τ (k)L (E)
∑
p= 2pinL ,n∈Z
LG˜L(k, p;E)TL(p;E). (46)
TL(k;E) amplitude may be used to describe the decay
process. Eq.(46) thus resemble isobar model in disper-
sion approach [1, 3, 5, 6, 65], where τ
(k)
L (E) may be in-
terpreted as naive isobar pair term, and second term in
Eq.(46) thus corresponds to the isobar corrections due to
rescattering effect among different isobar pairs. Just as
two-body finite volume amplitude, for finite value of L
and real E, TL(k;E) is real and oscillating function that
may not be the suitable form for the task of identification
of resonance.
E. Analytic continuation of three-particle Faddeev
type equation in finite volume and solutions in
iL-space
Inhomogeneous three-body dynamical equation,
Eq.(46), can be analytic continued into iL space as well,
TiL(k;E) = τ (k)iL (E)
− 2τ (k)iL (E)
∑
p= 2piniL ,n∈Z
(iL)G˜iL(k, p;E)TiL(p;E), (47)
where
G˜iL(p1, p2;E) =
2
(iL)2
1
2mE −∑3i=1 p2i , (48)
and
τ
(k)
iL (E) = −
1
1
mV0
+ i
coth
√
mE− 3
4
k2− k
2
2 L+coth
√
mE− 3
4
k2+ k
2
2 L
4
√
mE− 34k2
.
(49)
Now, it will be illustrated in follows that the solution of
Eq.(47), TiL(k;E), will behave similar to its counterpart
in infinite volume, T∞(k;E), which is given by
T∞(k;E) = τ (k)∞ (E)
− 2τ (k)∞ (E)
∫
dp(2pi)G˜∞(k, p;E)T∞(p;E), (50)
where
G˜∞(p1, p2;E) =
2
(2pi)2
1
2mE −∑3i=1 p2i , (51)
and
τ (k)∞ (E) = −
1
1
mV0
+ i
2
√
mE− 34k2
. (52)
In addition to finding solutions of Eq.(47) in iL space for
discrete momenta values, Eq.(47) also allow us to analytic
continue argument k in TiL(k;E) into real continuous
values that can be used to compute Dalitz plot etc.
First of all, Eq.(47) can be solved for k ∈ 2piniL , n ∈ Z
by matrix inversion,
TiL(p;E) =
∑
k
[D−1iL (E)]p,k τ (k)iL (E), (53)
where (k, p) ∈ 2piniL , n ∈ Z, and DiL(E) matrix is given
by
[DiL(E)]p,k = δp,k + 2τ (k)iL (E)(iL)G˜iL(k, p;E). (54)
Next, plugging Eq.(53) into Eq.(47), therefore, the
TiL(k;E) with real continuous k argument is now ob-
tained by
TiL(k;E) = τ (k)iL (E)giL(k;E), (55)
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FIG. 5: The comparison of TiL(k;E) (solid black),
τ
(res,k)
iL (E) (solid blue) and T∞(k;E) with fixed
mE = 0.8, L = 10, mV0 = 0, gρ = 0.04 and mρ = 0.3.
where
giL(k;E) = 1
− 2
∑
(p,p′)= 2piniL ,n∈Z
(iL)G˜iL(k, p;E)
[D−1iL (E)]p,p′ τ (p′)iL (E).
(56)
The second term in giL function describes the correction
to isobar model from crossed channels due to rescattering
effect.
Again, with a simple resonance model of two-body am-
plitude by replacement mV0 → mV0+ gρmE− 34k2−mmρ , and
τ (k)(E)→ τ (res,k)(E) in both finite and infinite volumes,
for instance[
τ
(res,k)
iL (E)
]−1
= − 1
mV0 +
gρ
mE− 34k2−mmρ
− icoth
√
mE− 34k2− k2
2 L+ coth
√
mE− 34k2+ k2
2 L
4
√
mE − 34k2
, (57)
thus the comparison of numerical solutions of TiL(k;E)
given by Eq.(55) and its counterpart in infinite volume,
T∞(k;E), given by Eq.(50) is shown in Fig. 5.
We remark that the cusp effect in TiL(k;E) for real k
is pure finite volume artifact, also see Fig. 6, 7 and 8 for
the plot of TiL(k;E) with multiple L’s and mE’s. The
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FIG. 6: The comparison of TiL(k;E) and T∞(k;E)
(blue) with multiple L’s: L = 5 (pink), 10 (black), 20
(green), 40 (magenta). Model parameters are fixed with
mE = 0.6, mV0 = 0, gρ = 0.04 and mρ = 0.3.
finite volume cusp originates from analytic continuation
of the finite volume three-body Green’s function with real
arguments,∑
p= 2piniL ,n∈Z
(iL)G˜iL(k, p;E) =
1
iL
1
mE − k2
+
1
iL
∑
p= 2piniL ,n6=0
1
mE − p2 − pk − k2 . (58)
Now, we can clearly see the pole term in finite volume
Green’s function, 1mE−k2 , which appears to cause trouble
for the real k values near ±√mE. In fact, this singular
term shows up in giL(k;E) defined in Eq.(56) as pole
singularity, however it also shows up in
τ
(k)
iL (E) = −
1
1
mV0
−∑n∈Zp= 2piniL (iL)G˜iL(k, p;E) ∝ (mE−k2)
as zero, see red dashed curves in Fig. 5. There-
fore, finite volume three-body amplitude TiL(k;E) =
τ
(k)
iL (E)giL(k;E) is free of singularity in the end. Al-
though the singularity is canceled out, the finite volume
effect still shows up as a cusp which is absent in infinite
volume amplitudes. We also notice that the finite volume
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FIG. 7: The comparison of TiL(k;E) and T∞(k;E)
(blue) with a fixed mE = 0.8 and multiple L’s: L = 5
(pink), 10 (black), 20 (green), 40 (magenta).
cusp is located at k ∼ ±√mE while the location of two-
body resonance is around mE − 34k2 ∼ mmρ. Hence the
cusp may start interfering with the shape of resonance
when E ∼ 4mρ, see Fig. 6, 7 and 8 as an example.
III. SUMMARY AND DISCUSSION
In summary, we explore and experiment an alternative
approach of studying resonance properties in finite vol-
ume. As the consequence of global symmetry of Green’s
function in complex spatial plane, by analytic continu-
ation of L into iL, the oscillating behavior of finite vol-
ume Green’s function can be mapped into infinite volume
Green’s function with corrections of exponentially decay-
ing finite volume effect. Using finite volume size L as a
tuning knob, thus the finite volume scattering amplitude
may behave similarly to infinite volume amplitude in iL
space. A cusp in three-body finite volume amplitude due
to finite volume effect is also observed, it may start inter-
fering with and distorting the shape of resonance while
total energy E is in certain range. Nevertheless the res-
onance peak is still clearly visible even in a small box.
Hence, the resonance properties may be computed di-
rectly from finite volume dynamical equations.
The analytical continuation technique presented in the
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FIG. 8: The comparison of TiL(k;E) and T∞(k;E)
(blue) with a fixed mE = 0.8 and multiple L’s: L = 5
(pink), 10 (black), 20 (green), 40 (magenta).
paper may be useful in visualizing resonances from finite
volume dynamical equations, in processes such as η, η′ →
3pi. In order to describe three-particle resonance, three-
body short-range interaction must be included as well. a
simple model that may be used to describe three-particle
resonance is sketched in Appendix B.
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9Appendix A: Multiparticle wave function in finite
volume
The total multiparticle wave function is related to the
total finite volume amplitude by
ΦL = −GL(E)T totL (E). (A1)
The total amplitude T totL (E) is usually given by the sum
of multiple terms, for instance, in three-body interaction
with only pair-wise interaction, thus
T totL (E) =
3∑
γ=1
T
(αβ)
L (E), α 6= β 6= γ, (A2)
where T
(αβ)
L (E) satisfies coupled homogeneous equations,
such as
T
(12)
L (E) =
1
1
V12
−GL(E)
GL(E)
[
T
(23)
L (E) + T
(31)
L (E)
]
.
(A3)
For three identical particles, thus coupled homogeneous
equations are reduced to Eq.(36) and T
(αβ)
L (E) = TL(E).
Therefore, finding eigensolutions of finite volume Fad-
deev amplitude becomes a key step for computing wave
function.
In general, the dynamical equations of finite volume
Faddeev amplitudes may be casted as a matrix equation
in a linear form,
Ti(E) =
∑
j
Ki,j(E)Tj(E), (A4)
where the vector T (E) stands for the energy dependent
amplitude that also depends on the discrete momenta,
the matrix K(E) represents the energy dependent kernel
function. In finite volume, due to the periodic bound-
ary condition, the Eq.(A4) can be satisfied only for some
discrete energies, {E1, · · · , En, · · · }. Eq.(A4) has non-
trivial solutions only if
det [I −K(E)] = 0, E ∈ {En}. (A5)
In order to find eigenvector solution of Eq.(A4), let’s con-
sider the subtracted equation of Eq.(A4),
Ti(E) = Ti0(E) +
∑
j
[Ki,j(E)−Ki0,j(E)]Tj(E), (A6)
where Ti0(E) stands for the i0-th element of T (E) vector
we choice for the subtraction. Ti0(E) may also be used
as normalization factor and is a constant value for fixed
E. Hence, the solution of subtracted Eq.(A6) is obtained
by matrix inversion,
T (E) =
1
I −K(E) +K0(E)T0(E), (A7)
where T0(E) = Ti0(E) vector is a constant for a fixed E,
and [K0]i,j(E) = Ki0,j(E). The expression in Eq.(A7)
is indeed the eigenvector solution of Eq.(A4) when E ∈
{En}, since T (En) = K(En)T (En) and so is T0(En) =
K0(En)T (En). The subtracted homogeneous dynamical
equations hence can be used to find eigenvector solutions
of finite volume Faddeev type equations.
Next, we will just use a simple example to illustrate
above described approach. Let’s consider three non-
relativistic identical bosons interacting with contact in-
teractions in 1D. The wave function is given in terms of
finite volume Faddeev amplitude by
φL(r13, r23) = −
∑
p1,p2
eip1r13eip2r23G˜L(p1, p2;E)
× [TL(p1;E) + TL(p2;E) + TL(p3;E)] , (A8)
where (p1, p2) ∈ 2piL n, n ∈ Z, and p3 = −p1 − p2. rij are
relative coordinates between i-th and j-th particles. The
TL(E) satisfies integral equation,
TL(k;E) = −2τ (k)L (E)
∑
p
LG˜L(k, p;E)TL(p;E), (A9)
where (k, p) ∈ 2piL n, n ∈ Z. The eigenenergies are ob-
tained by quantization condition
det [δk,p −K(k, p;E)] = 0, (A10)
where kernel function is
K(k, p;E) = −2τ (k)L (E)LG˜L(k, p;E). (A11)
Once eigenenergies are determined, the eigenvector can
be found by matrix inversion of subtracted Eq.(A9),∑
p
[δk,p −K(k, p;E) +K(k0, p;E)]TL(p;E) = TL(k0;E),
(A12)
where k0 is the subtraction point and can be chosen ar-
bitrarily, and TL(k0) may be treated as normalization
factor.
1. Multiparticle energy spectrum of a resonance
model
To make it more interesting, let’s propose a resonance
model with following replacement in contact interaction,
mV0 → mV0 + gρ
mE − 34k2 −mmρ
, (A13)
where (gρ,mρ) stand for the coupling constant and mass
of resonance respectively. Therefore, the two- and three-
particle energy spectrum in CM frame are determined by
two-body quantization condition
1
mV0 +
gρ
m(E−mρ)
− cot
√
mE
2 L
2
√
mE
= 0 (A14)
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FIG. 9: The CM frame two particles energy spectrum
(solid red) for a resonance model with parameters:
mV0 = 0, gρ = 0.04 and mmρ = 0.3. The free particles
energy spectrum (dashed blue) are also plotted as
reference with mE
(free)
2b = (
2pin
L )
2, n ∈ Z.
and three-body quantization condition
det
[
δk,p +
1
L
2τ
(res,k)
L (E)
mE − k2 − kp− p2
]
= 0 (A15)
respectively, where[
τ
(res,k)
L (E)
]−1
= − 1
mV0 +
gρ
mE− 34k2−mmρ
− icoth
√
mE− 34k2− k2
2 L+ coth
√
mE− 34k2+ k2
2 L
4
√
mE − 34k2
. (A16)
The two- and three-particle energy spectra are shown in
Fig. 9 and Fig. 10 respectively. The resonance shows
up at mE2b = 0.3 location and flatten up the curves
of two-body energy spectrum as the function of L near
mE2b = 0.3. Similar pattern is observed in three-body
energy spectrum, however, the situation in three-body
sector is slightly more sophisticated. The energy spec-
trum of free particles shows the degeneracy for some lev-
els, such as blue curve in the middle has double degen-
eracy for (p1, p2) =
2pi
L (1, 1) and (p1, p2) =
2pi
L (2,−1),
hence, three blue free three-body energy spectrum curves
in fact represent four energy levels. The degeneracy in
second and third levels in the middle is removed by inter-
action, see the splitting in two red curves in the middle
in Fig. 10.
2. Three particles wave function of a resonance
model
With the resonance model proposed in Sec.A 1, we can
thus apply the technique described previously to compute
10 15 20 25 30
0.0
0.1
0.2
0.3
0.4
0.5
L
mE
E3 b
(p1,p2)= 2 πL (1,0)
(p1,p2)= 2 πL {(1,1),(2,-1)}
(p1,p2)= 2 πL (2,0)
FIG. 10: The CM frame three particles energy
spectrum (solid red) for a resonance model with
parameters: mV0 = 0, gρ = 0.04 and mmρ = 0.3. The
free particles energy spectrum (dashed blue) are also
plotted as reference with mE
(free)
3b = p
2
1 + p1p2 + p
2
2,
(p1, p2) ∈ 2pinL , n ∈ Z.
FIG. 11: Three-body wave function |φL(r13, r23)|2 for a
resonance model with parameters: mV0 = 0, gρ = 0.04
and mmρ = 0.3, and L = 16 and
mE3b = 0.3046 ∼ mmρ.
three particles wave function. The three-body finite vol-
ume TL amplitude is solved by matrix inversion and is
given by
TL(p;E) =
∑
k
[
D−1(k0, E)
]
p,k
TL(k0;E), (A17)
where k0 is arbitrary subtraction point, and D matrix is
given by
Dk,p(k0;E) = δk,p −K(k, p;E) +K(k0, p;E). (A18)
Using TL(p;E) as input, thus the three-body wave func-
tion can be computed by Eq.(A8), see Fig. 11 as a exam-
ple with mE3b near resonance mass.
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Appendix B: Three-particle resonance model
In order to describe three-particle resonance decay or
scattering process, the three-body short-range interac-
tion must be included. In this section, we present a sim-
ple three-body contact interaction model that may be
useful to describe process such as η → 3pi. When three-
body short-range interaction is included, all the discus-
sion in presented in Sec.II D must be extended by in-
cluding a three-body amplitude T (3b). Thus Eq.(38) is
replaced by coupled equations
TL(E) = τL(E)− τL(E)GL(E)
[
2TL(E) + T (3b)L (E)
]
,
(B1)
and
T (3b)L (E) = τ (3b)L (E)− τ (3b)L (E)GL(E)3TL(E), (B2)
where τ
(3b)
L is related to three-body interaction V123 by
τ
(3b)
L (E) = −
1
1
V123
−GL(E)
. (B3)
With the same convention, τL is related to two-body pair-
wise interaction V by
τL(E) = − 11
V −GL(E)
. (B4)
Eliminating T (3b)L in Eq.(B1), we thus find
TL(E) = τL(E)
[
1−GL(E)τ (3b)L (E)
]
− τL(E)GL(E)
[
2− 3τ (3b)L (E)GL(E)
]
TL(E). (B5)
The quantization condition Eq.(37) is thus replaced by
det
[
I + τL(E)GL(E)
(
2− 3τ (3b)L (E)GL(E)
)]
= 0,
(B6)
where three-body term τ
(3b)
L (E) may be modeled to de-
scribe the impact of three-body resonance to the spec-
trum of three-body system.
In momentum basis with a short-range three-body in-
teraction, Eq.(B5) is thus given by
TL(k;E) = τ (k)L (E)
1− (∑
p′
LG˜L(k, p
′;E)
)
τ
(3b)
L (E)

− τ (k)L (E)
∑
p
2LG˜L(k, p;E)− 3(∑
p′
LG˜L(k, p
′;E)
)
× τ (3b)L (E)
(∑
p′′
LG˜L(p
′′, p;E)
) TL(p;E),
(B7)
where
τ
(3b)
L (E) = −
1
1
mV123
−∑k,p G˜L(k, p;E) . (B8)
The three-particle resonance may be modeled by replac-
ing V123 by
mV123 +
g123
m(E −m123)
where g123 and m123 represent the coupling strength and
mass of three-body resonance.
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