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1. Introduction
Gibbs point processes are widely used in spatial statistics as models for finite point pat-
terns. Such patterns may be roughly dichotomised as ‘clustered’ or ‘regular’ [6] depending
on whether the presence of a point at a certain spatial location attracts or repels incidence of
further points nearby. For regular patterns, the family of Markov pairwise interaction models
[17, 21] is particularly appealing. Members of this class are defined by a Radon–Nikodym
density with respect to a Poisson process that can be written as a product over point pairs of
some interaction function, typically specified in terms of the distance between the two points.
For clustered patterns, on the other hand, Neyman–Scott or Cox models [5, 19] – although
not necessarily Gibbsian – are natural candidates.
In recent years, inspired by the Widom–Rowlinson model [29, 23] for liquid-vapour equilib-
rium, families of point process distributions were designed that can be used both for moderate
clustering and regularity depending on the value of a parameter [1, 9, 10, 16, 18]. In the classic
formulation, the Widom–Rowlinson mixture model [29] simply forbids molecules in different
phases to penetrate each other’s influence zones. The marginal distribution of a single phase
is known as an attractive area-interaction model, which is a two-parameter exponential family
with as sufficient statistics the number of molecules and the volume of the union of influ-
ence zones. It has interactions between clusters of arbitrarily many mutually penetrating
molecules. From an intuitive point of view, it is plausible that as the intensity of both types
of molecules increases, one of them tends to dominate. This phenomenon known as phase
transition was proved by Ruelle [25] and further investigated in [4, 12].
Various generalisations are possible. For example, the general area-interaction model [1]
allows different intensities for the two phases, spatial variability in the influence zones, and
repulsion as well as attraction between molecules. A characterisation theorem for area-
interaction can be found in [12] whereas limit theorems are proved in [14], its deviation from
Poisson processes is studied in [26], and sampling issues are dealt with in [8, 12, 15, 28].
2Related models where volume is replaced by other functionals from convex geometry such as
the Euler-Poincare´ characteristic are introduced in [16].
In contrast to distance based pairwise interaction functions, the Widom–Rowlinson style
models described above focus on the influence of points or molecules on their environment.
The same principle underlies the shot noise weighted point process models of [18]. Briefly,
given a non-negative influence function, the sum of influences over all points in a pattern
is filtered by means of an interaction potential to yield the sufficient statistic of an expo-
nential family. It is the object of this paper to relate bivariate pairwise interaction and
shot noise weighted point process models, thus generalising the mixture formulae for the
Widom–Rowlinson model. Although we focus on probabilistic aspects, it should be noted
that statistical inference for finite point processes defined by a parametric density is moder-
ately well-developed and relies heavily on Monte Carlo methods [11]. A review on parameter
estimation and goodness of fit testing can be found in [9], for non-parametric inference on
the influence or interaction function, see e.g. [3, 7, 13, 2].
The plan of this paper is as follows. In Section 2, we review pairwise interaction and shot
noise weighted point processes and fix notation. Sections 3 and 4 present the main results on
the marginal distributions of multi-type pairwise interaction and bivariate shot noise weighted
point processes, which are summarised in Section 5.
2. Finite point processes
Let W be a compact set in Rd of positive volume |W | > 0. In this paper, we shall consider
point processes X on W defined by their density p(·) with respect to a unit rate Poisson
process on W . Realisations of X are finite point configurations x = {x1, . . . , xn} ⊆ W , where
n = n(x) ∈ N0 denotes the cardinality of x. Note that almost surely all points are different.
2.1 Pairwise interaction point processes
A widely used class of models for random configurations in which the points tend to repel each
other is that of the ‘pairwise interaction point processes’ (see e.g. [20, 27] or the monographs
[17, 21] and the references therein). Such models have a density of the form
p(x) = αβn(x)
∏
1≤i<j≤n(x)
ϕ(xi, xj) (2.1)
for some symmetric Borel measurable interaction function ϕ with values in [0, 1]. The in-
tensity parameter β is strictly positive, and α ∈ (0,∞) is the normalising constant (i.e.
α−1 = E1
[
βn(X)
∏
i<j ϕ(Xi, Xj)
]
where E1 denotes the expectation with respect to the ref-
erence unit rate Poisson process).
Example 1. The ‘Strauss’ or ‘soft core’ model has interaction function [27]
ϕ(x, y) =
{
δ if ||x− y|| ≤ r
1 otherwise
(2.2)
for some δ ∈ (0, 1) and r > 0. Here, and in the sequel, we use the notation ||x− y|| for the
Euclidean distance between x and y. For δ = 1, (2.1) defines a Poisson process with rate β.
If δ = 0, (2.2) is the so-called ‘hard core’ interaction function; it enforces that almost surely
all points are separated by a distance larger than r.
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2.2 Shot noise weighted point processes
‘Shot noise weighted point processes’ [18] have a density that is defined in terms of functionals
of shot noise. More precisely, let κ : W ×W → [0,∞) be a Borel function and f a real-valued
Borel function with f(0) = 0. Then set
p(x) = αβn(x) exp
[
− log γ
∫
W
f
(∑
x∈x
κ(a, x)
)
da
]
. (2.3)
For each a, b ∈ W , the term κ(a, b) measures the influence of a point b felt at the location
a, and the function f (called the ‘potential function’) acts as a filter on the total influence∑
x∈x κ(a, x) of the configuration x at a. The model parameters are β > 0 and γ > 0. As
in Section 2.1, we write α for the normalising constant. In order to ensure that α ∈ (0,∞),
some conditions need to be imposed. For example the Ruelle criterion [24]∣∣∣∣∣f
(∑
x∈x
κ(a, x)
)∣∣∣∣∣ ≤ C n(x) (2.4)
for some C > 0 is sufficient for integrability of (2.3). Further constraints serve to avoid
the ambiguity in scale between f and γ. For instance, under the assumption that f(·) is
absolutely integrable, one might require that f integrates to unity [18].
The main influence function considered in [18] is the coverage function
κ(a, x) = 1{a ∈ B(x, r)} = 1{||a− x|| ≤ r} (2.5)
where B(x, r) is the ball of radius r > 0 centered at x. Clearly, the choice of alternatives
is huge. In many situations in practice, it is natural to assume that the influence function
is isotropic and decreasing in the distance between its arguments. In such a case, κ(a, x) =
κ(||a− x||) with slight abuse of notation. Examples include, for r, σ > 0,
κ(t) =


exp
[−(t/σ)2] 1{t ≤ 2σ} bell
1/
(
1 + (t/σ)2
)2 1{t ≤ 3σ} Cauchy(
1− (t/σ)2)2 1{t ≤ σ} quadratic
which all have compact support and are normalised so that κ(0) = 1. As in [1, 16, 18],
inhomogeneity in the interaction range may be modelled by taking κ(a, x) = 1{a ∈ Z(x)},
where Z(x) is a compact set related to x, whereas replacing the constant β by a function
β(a), a ∈ W , results in first order spatial heterogeneity.
In contrast to pairwise interaction models, shot noise weighted point processes can exhibit
a wide range of interaction structures.
Example 2. The ‘area-interaction’ point process [1] is the special case of (2.3) with the
coverage function for κ, and potential function f(t) = 1{t ≥ 1}. Its density can be written as
p(x) = αβn(x) γ−|Ur(x)| (2.6)
where Ur(x) = ∪x∈xB(x, r) ∩W is the union of balls in W with radius r > 0 centered at the
points x of the configuration x. Note that for γ > 1, realisations tend to be clustered to cover
a minimum of space, whereas for γ < 1, repulsive configurations are more likely to occur. If
γ = 1, (2.6) reduces to the density of a Poisson process with rate β.
43. Bivariate mixture models
The area-interaction model (2.6) is intimately connected with the Widom–Rowlinson two-
type mixture model [29]. Indeed, consider two independent Poisson processes, say X and Y ,
and impose the condition that the shortest distance d(X,Y ) between a point in X and one
in Y is larger than r. Then the joint density with respect to the product measure of two
independent unit rate Poisson processes is given by
p(x,y) = αβn(x)1 β
n(y)
2 1{d(x,y) > r} (3.1)
where β1, β2 > 0 are the intensities of the component Poisson processes. It can be shown
that the marginal distribution of X is that of an area-interaction point process (2.6) with
interaction parameter γ = eβ2 [29, 12].
The Widom–Rowlinson mixture model (3.1) is an example of a bivariate pairwise cross
interaction point process. Such a process Z = (X,Y ) has a density of the type [17, Ch. 2]
p(x,y) = αβn(x)1 β
n(y)
2
∏
1≤i≤n(x)
1≤j≤n(y)
ϕ(xi, yj) (3.2)
with respect to the product measure of unit rate Poisson processes on W . Here ϕ is a [0, 1]-
valued Borel measurable interaction function that describes the cross interaction between the
two types of points. For the Widom–Rowlinson mixture model, ϕ(x, y) = 1{||x− y|| > r}.
Theorem 1. Suppose Z = (X,Y ) is a bivariate point process with density (3.2) for some
β1, β2 > 0, and (jointly) measurable, [0, 1]-valued interaction function ϕ. Then the marginal
distribution of X is a shot noise weighted point process with intensity parameter β1, inter-
action parameter eβ2 , potential function f(t) = 1 − e−t (t ≥ 0), and influence function
κ(a, x) = − logϕ(x, a) (a, x ∈ W ) under the conventions log 0 = −∞ and e−∞ = 0.
Proof: By integration over the second component,
p(x) ∝ βn(x)1 Eβ2

 ∏
x∈x,y∈Y
ϕ(x, y)

 .
Since by assumption 0 ≤ ϕ(·, ·) ≤ 1, the expectation with respect to a Poisson process with
intensity β2 on the right hand side of the above expression is the generating functional G(h)
evaluated for h(y) =
∏
x∈x ϕ(x, y). Using the fact that for a Poisson process logG(h) =
−β2
∫
W (1− h(a))da (see e.g. [5, p. 225]), one obtains
p(x) ∝ βn(x)1 exp
[
−β2|W |+ β2
∫
W
∏
x∈x
ϕ(x, a) da
]
= βn(x)1 exp
[
− log γ
∫
W
(
1−
∏
x∈x
ϕ(x, a)
)
da
]
if γ := eβ2 . Since
∏
x∈x ϕ(x, a) = exp
[∑
x∈x logϕ(x, a)
]
under the usual convention for ze-
roes of ϕ, the claim follows. 
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Clearly, the marginal potential function is increasing. Hence, as the interaction parame-
ter γ > 1, the marginal density of X favours configurations that exert little influence. In
other words, the repulsion between points of different type leads to clustered components.
The strength of the influence depends logarithmically on the cross-interaction function. In
particular, if ϕ is isotropic and increasing in the distance between its arguments, then κ is a
decreasing function of the distance. Regarding the range of influence, if ϕ(x, a) ≡ 1 whenever
||x− a|| > r, the marginal distributions of the components are Markov at range 2r, that is,
the Papangelou conditional intensity
λ(ξ;x) :=
p(x ∪ {ξ})
p(x)
= β1 exp
[
−β2
∫
W
∏
x∈x
ϕ(x, a)(1− ϕ(ξ, a)) da
]
is a function of ξ and those points in x that are within range 2r of ξ. More generally, define
the influence zone of a point u ∈ W to be the subset Z(u) = {a ∈ W : ϕ(u, a) < 1} of W .
Then, it is easily seen that λ(ξ;x) depends only on those x ∈ x for which Z(x) ∩ Z(ξ) = ∅
(cf. [18, Thm. 3.3]). Moreover, the conditional intensity at a fixed point ξ ∈ W is increasing
with respect to set inclusion in its second argument, confirming the clustered nature of the
component distribution.
Example 3. The analytic expression of the integrals involved in Theorem 1 is tedious even
in simple cases. For example, the marginal distribution of the first component of a bivariate
Strauss density (3.2) with interaction function given by (2.2) for some δ ∈ (0, 1) and r > 0
has density p(x) ∝ βn(x)1 exp
[
log γ
∫
W δ
n({x∈x: ||x−a||≤r}) da
]
, where γ = eβ2, which can be
rewritten as
p(x) ∝ βn(x)1 exp

log γ

|W \ Ur(x)|+ n(x)∑
k=1
δk|Ukr (x)|




with
Ukr (x) =
⋃
1≤i1<···
···<ik≤n(x)
k⋂
j=1
B(xij , r)
the union of pieces of k-overlapping balls in W . Note that for the hard core choice δ = 0, one
returns to the Widom–Rowlinson set-up.
4. Shot noise mixture models
In this section, we consider bivariate mixture models in which points of the first component
exert an influence on points of the second component. More specifically, assume that f is a
real-valued, measurable function with f(0) = 0, and κ : W ×W → [0,∞) a Borel measurable
influence function such that (2.4) holds. Set
p(x,y) = αβn(x)1 β
n(y)
2 exp
[
− log γ
∑
y∈y
f
(∑
x∈x
κ(y, x)
)]
(4.1)
6where as before α ∈ (0,∞) is the normalising constant, β1 and β2 > 0 are intensity parame-
ters, and γ > 0 is the cross-interaction parameter. The sum
∑
x∈x κ(y, x) expresses the total
influence of the pattern x on y ∈ y.
Theorem 2. Suppose Z = (X,Y ) is a bivariate point process with density (4.1) for some
β1, β2 > 0, γ > 0, potential function f , and (jointly) measurable, non-negative influence
function κ. Then the marginal distribution of X is a shot noise weighted point process with
intensity parameter β1, interaction parameter eβ2 , potential function 1− γ−f(t) (t ≥ 0), and
influence function κ.
Proof: Consider a finite configuration x in W . Without loss of generality (rescaling log γ by
C n(x) otherwise), |f(∑x∈x κ(y, x))| ≤ 1 uniformly in y ∈ W . If we write δ = max{γ, 1/γ} ≥
1, it follows by integration over the second component that
p(x) ∝ βn(x)1 Eβ2δ

∏
y∈Y
δ−1γ−f(
∑
x∈x κ(y,x))

 .
Note that 0 ≤ δ−1γ−f(
∑
x∈x κ(y,x)) ≤ 1, hence the expectation on the right hand side is the
generating functional G(h) for h(y) = δ−1γ−f(
∑
x∈x κ(y,x)) of a Poisson process with intensity
β2 δ. Hence
p(x) ∝ βn(x)1 exp
[
−β2δ|W |+ β2
∫
W
γ−f(
∑
x∈x κ(a,x))da
]
.
We conclude that X is distributed as a shot noise weighted point process with the desired
parameters, potential and influence functions. 
The marginal potential function fX(t) = 1 − γ−f(t) depends on the cross potential and
the interaction parameter; its derivative is given by f ′X(t) = γ
−f(t)f ′(t) log γ. Thus, if f
is increasing (respectively decreasing), fX is increasing (decreasing) if log γ is positive and
decreasing (increasing) otherwise. Thus, the strength and type of interaction depend on f
and γ. To determine the range of interaction, define the influence zone Zκ(u) = {a ∈ W :
κ(a, u) > 0} of u as that subset of W on which u exerts a non-vanishing influence. Then,
by arguments similar to those employed in Section 3, it can be shown that the conditional
intensity depends only on those x ∈ x for which Zκ(x)∩Zκ(ξ) = ∅. In particular, if κ(a, x) = 0
whenever ||a− x|| > r, then X is Markov at range 2r.
Example 4. For f(t) = 1{t ≥ 1} and κ given by (2.5), the coverage function, (4.1) reduces
to
p(x,y) = αβn(x)1 β
n(y)
2 exp [− log γ n(y ∩ Ur(x))]
which has marginal density
p(x) ∝ βn(x)1 exp
[
β2
∫
W
(
γ−1{a∈Ur(x)} − 1
)
da
]
= βn(x)1 exp
[
β2
∫
W
1− γ
γ
1{a ∈ Ur(x)}
]
= βn(x)1 exp
[
β2
1− γ
γ
|Ur(x)|
]
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for the first component, that is, an area-interaction point process (2.6) with interaction pa-
rameter exp[β2(1 − 1/γ)]. Note that for γ > 1, since there is repulsion between points of
different types, the points in the first component tend to cluster in the holes left by the second
one. Similarly, if γ < 1, the attraction in the bivariate density results in repulsion in the
marginal distribution of X. For γ = 1, p(·, ·) defines the distribution of a random vector
consisting of two independent Poisson processes, the marginal distributions of which are also
Poisson.
Theorem 2 remains valid if the total influence of the configuration felt at a ∈ W is computed
in other ways than summation. For instance, let
κp(y,x) =
{
(
∑
x∈x κ(y, x)
p)1/p p ∈ N
maxx∈x κ(y, x) p = ∞
with p = 1 corresponding to the classic choice. Only for p = ∞, however, a genuinely new
family of models is obtained, as only then the influence and potential functions cannot be
simply transformed to obtain a shot noise weighted density.
Note that for κ∞, the Ruelle condition (2.4) is satisfied if either f is bounded or κ is
bounded in W ×W by some s > 0 and f is bounded on [0, s]. Alternatively, one may assume
that |f(·)| is dominated by a linear function, and that the supx∈W
∫
W κ(a, x) da is finite.
Some models, for instance (2.6), may be written in both L1 and L∞ terms. Indeed,
|Ur(x)| =
∫
W
f1(κ1(a,x)) da =
∫
W
f2(κ∞(a,x)) da
where, of course, the underlying κ is the coverage function, f1(t) = 1{t ≥ 1} as before, and
f2(t) = t for t ≥ 0. The family of models with potential f2, the supremum norm and general
influence function κ may be dubbed generalised area-interaction. For γ > 1, such models
are attractive, for γ < 1 repulsive (in terms of a conditional intensity that is increasing or
decreasing with respect to set inclusion).
Remark 1. Suppose the influence function κ is binary, i.e. takes values in {0, 1}. Then
the model based on κ∞ may still be rewritten in terms of a shot noise weighted point process
with the modified potential function f˜(t) := f(1)1{t ≥ 1}. The reverse statement is not true,
hence classical shot noise weighting is more flexible than κ∞ weighting for binary influence
functions.
5. Summary
In this paper, we presented links between two popular classes of models in stochastic geometry,
namely those whose density is defined in terms of repulsion between pairs of points, and those
whose density is defined in terms of geometric characteristics such as set coverage. We proved
that the components of any bivariate pairwise cross interaction point process form a shot
noise weighted point process, thus extending results for the well-known Widom–Rowlinson
penetrable spheres model. We also showed that the first component of a bivariate shot noise
weighted point process, with influence from points of the first component on those of the
second one, is distributed as a shot noise weighted point process with the same influence
function but a different potential. We noted that the latter theorem remains true for a wider
class of models.
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