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Dynamical Systems with a Cyclic Sign Variation
Diminishing Property
Tsuff Ben Avraham, Guy Sharon, Yoram Zarai and Michael Margaliot
Abstract
Several studies analyzed certain nonlinear dynamical systems by showing that the cyclic number of sign
variations in the vector of derivatives is an integer-valued Lyapunov function. These results are based on direct
analysis of the dynamical equation satisfied by the vector of derivatives, i.e. the variational system. However, it
is natural to assume that they follow from the fact that the transition matrix in the variational system satisfies a
variation diminishing property (VDP) with respect to the cyclic number of sign variations in a vector. Motivated
by this, we develop the theoretical framework of linear time-varying systems whose solution satisfies a VDP with
respect to the cyclic number of sign variations. This provides an analogue of the work of Schwarz on totally positive
differential systems, i.e. linear time-varying systems whose solution satisfies a VDP with respect to the standard
(non-cyclic) number of sign variations.
Index Terms
Totally positive matrices, totally positive differential systems, minor, compound matrices, cooperative dynamical
systems, cyclic sign variation diminishing property, stability analysis.
I. INTRODUCTION
Let M+ ⊂ Rn×n [M ⊂ Rn×n] denote the subset of n×n real matrices that are tridiagonal with positive
[nonnegative] entries on the super- and sub-diagonals. In an interesting paper, Smillie [24] considered the
nonlinear system
y˙ = f(y), (1)
with y(t) ∈ Rn, satisfying that its Jacobian J(y) := ∂f
∂y
(y) ∈ M+ for all y. He showed that every trajectory
of such a system either leaves any compact set or converges to an equilibrium. This result has found many
applications as well as several interesting generalizations (see, e.g. [16], [2], [3], [26], [5]). Smillie’s
analysis is based on showing that the number of sign variations in the vector of derivatives z(t) := y˙(t)
can only decrease with time. This was done by direct analysis of the differential equation for z(t),
namely, z˙ = J(y)z.
Recently, it has been shown [17] that Smillie’s results are intimately related to the pioneering, yet
forgotten, work of Schwarz [23] on linear totally positive differential systems (TPDSs).1 Recall that a
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1We use here a slightly different notion than in [23] that agrees with more modern terminology in the field of totally positive and totally
nonnegative matrices.
2matrix is called totally positive (TP) [totally nonnegative (TN)] if all its minors are positive [nonegative].
These matrices enjoy a rich and beautiful theory [4], [20]. In particular, multiplying a vector by a TP
matrix can only decrease the number of sign variations in the vector.
Schwarz considered the linear time-varying system
x˙(t) = A(t)x(t), (2)
with A(t) a continuous matrix function of t. He called this system a TPDS on a time interval (a, b) if its
transition matrix Φ(t, t0) is totally positive for any pair (t0, t) with a < t0 < t < b. Here the transition
matrix is the matrix satisfying x(t) = Φ(t, t0)x(t0). In particular, Φ(t0, t0) = I . In the special case
where A(t) is a constant matrix, i.e. A(t) ≡ A then Φ(t, t0) = exp((t − t0)A). Of course, the transition
matrix is real, square, and nonsingular.
Schwarz showed that if A(t) is a continuous matrix function of t then a necessary and sufficient
condition for TPDS is that A(t) ∈ M for all t ∈ (a, b), and every entry on the sub- or super-diagonal
of A(t) is not zero on a time interval. In the particular case of a constant matrix A(t) ≡ A this means
that x˙(t) = Ax(t) is TPDS if and only if (iff) A ∈M+.
Schwarz [23] also showed that if (2) is TPDS then the number of sign changes in x(t) can only decrease
with time. To explain this, we recall three definitions for the number of sign variations in a vector. For
a vector y ∈ Rn with no zero entries, let σ(y) denote the number of indexes k ∈ {1, . . . , n − 1} such
that ykyk+1 < 0. By continuity, it is possible to extend the domain of definition of σ to the set
V := {y ∈ Rn|y1 6= 0, yn 6= 0, (3)
if yi = 0 for some 2 ≤ i ≤ n− 1 then yi−1yi+1 < 0}.
For example y :=
[
1 ε −1
]′
∈ V and σ(y) = 1 for all ε ∈ R (including ε = 0). Two more definitions
for the number of sign variations in a vector, that are well-defined for any y ∈ Rn, are
s−(y) := σ(y¯),
where y¯ is the vector obtained from y by deleting all zero entries, and
s+(y) := max
z∈P (y)
{σ(z)},
where P (y) is the set of vectors obtained by replacing each zero entry in y by either 1 or−1. Clearly, s−(y) ≤
s+(y) for all y. For example, for y =
[
0 1 −2
]′
, s−(y) = 1 and s+(y) = 2. Let
W := {y ∈ Rn|s−(y) = s+(y)}.
It is straightforward to show that W = V .
A classical and important result from the theory of TP matrices [4] states that if A is TP then
s+(Ax) ≤ s−(x), for all x 6= 0.
At this point we can already see the connection between this sign variation diminishing property (VDP)
3of TP matrices and the work of Smillie. Indeed, recall that z := y˙ = f(y), and thus,
z˙ =
∂f
∂y
(y)y˙ = J(y)z. (4)
This is the variational system associated with (1). The assumptions of Smillie on the structure of J imply
that (4) is a TPDS and thus for any t > t0,
s+(z(t)) = s+(Φ(t, t0)z(t0))
≤ s−(z(t0)).
From this it follows that σ(z(t)) ∈ V for all t, except perhaps for up to n− 1 time points ti, and that
at these points
σ(z(t+i )) < σ(z(t
−
i )),
see e.g. [23], [17].
As briefly mentioned in [17], several papers analyzed various properties of nonlinear dynamical systems
by showing that the number of cyclic sign variations in the vector of derivatives z(t) is nonincreasing
with time (see, e.g., [7], [25], [15]). These results were proven directly, but it is natural to speculate that
they are related to the fact that the transition matrix of the variational system satisfies a cyclic variation
diminishing property (CVDP). In this paper, we develop the theoretical framework of such systems. We
say that the linear time-varying system x˙(t) = A(t)x(t) is a cyclic variation diminishing differential
system (CVDDS) if its transition matrix cannot increase the number of cyclic sign variations. This is the
“cyclic analogue” of a TPDS.
The first step is to address the following question: when does multiplication by a matrix A cannot
increase the cyclic number of sign variations in a vector? Schoenberg and Whitney [22] already addressed
this question and subsequent work of Karlin [12, Ch. 5] includes important characterizations of such
matrices (and, more generally, kernels). However, the emphasis is on matrices A ∈ Rn×m, with n > m,
whereas for the case of dynamical systems the relevant case is square and nonsingular transition matrices.
We provide a simple necessary and sufficient condition for a nonsingular square matrix A to satisfy
a CVDP (see Thm. 2 below).
The next step is to consider the matrix differential equation Φ˙(t) = A(t)Φ(t). For a constant matrix A,
we provide a necessary and sufficient condition for the transition matrix exp((t − t0)A), with t > t0,
to satisfy a CVDP (Thm. 5). We then extend this to the case where A(t) is continuous in t (Thm. 6).
In the more general case where t → A(t) is measurable (but not necessarily continuous) we provide a
sufficient condition for the transition matrix to satisfy a CVDP (Thm. 7). We also describe the implications
of CVDDS to the solution of the vector equation x˙ = Ax (Thm. 4).
The remainder of this paper is organized as follows. The next section reviews known definitions and
results from the theory of TP matrices that will be used later on. Section III describes our main results.
We demonstrate one application of these results to a nonlinear model called the ribosome flow model on
a ring. Section IV concludes and discusses directions for future research.
We use standard notation. Vectors [matrices] are denoted by small [capital] letters. Rn is the set of
vectors with n real coordinates. For a (column) vector x ∈ Rn, xi is the ith entry of x, and x′
4transpose of x. For a matrix A, tr(A) denotes the trace of A. A square matrix B is called Metzler if every
off-diagonal entry of B is nonnegative. The square identity matrix is denoted by I , with dimension that
should be clear from context.
II. PRELIMINARIES
We briefly review known definitions and results from the rich and beautiful theory of totally nonnegative
and totally positive matrices that will be used later on. For more information and proofs we refer to the
excellent monographs [4], [20], [8]. Unfortunately, this field suffers from nonuniform terminology. We
follow the more modern terminology as in [4].
We begin with some notation for the minors of a matrix A ∈ Rn×m. Pick r ∈ {1, . . . ,min{n,m}},
and let α [β] denote a set of r integers 1 ≤ i1 < · · · < ir ≤ n [1 ≤ j1 < · · · < jr ≤ m]. Then the minor
of A corresponding to the rows indexed by α and columns indexed by β is denoted A(α|β). For example,
for A =

1 2 34 5 6
7 8 9

, α = {1, 3} and β = {1, 2}, A(α|β) = det(
[
1 2
7 8
]
) = −6.
Pick A ∈ Rn×m, B ∈ Rm×p, and let C := AB. The Cauchy-Binet formula [4, Ch. 1] asserts that for
any two sets α ⊆ {1, . . . , n}, β ⊆ {1, . . . , p} with the same cardinality k ∈ {1, . . . ,min{n,m, p}},
C(α|β) =
∑
|γ|=k
A(α|γ)B(γ|β). (5)
Here the sum is over all γ = {i1, . . . , ik}, with 1 ≤ i1 < · · · < ik ≤ m. Thus, every minor of AB is
the sum of products of minors of A and B. For example, for n = m = p and k = n Eq. (5) gives the
well-known formula det(AB) = det(A) det(B).
We now turn to review the VDPs of TP matrices or, more generally, of sign-regular matrices.
Definition 1. A matrix A ∈ Rn×m is called sign-regular of order k (denoted SRk) if all minors of order k
have the same non-strict sign. It is called strictly sign-regular of order k (SSRk) if all its minors of
order k are non-zero and have the same sign. It is called strictly sign-regular (SSR) if it is SSRk for
all k ∈ {1, . . . ,min{n,m}}, that is, all its minors of a given size are non-zero and share a common sign
(that may vary from size to size).
For example, the matrix
[
1 2
0 0
]
is SR1 and SR2, and
[
1 2
3 1
]
is SSR.
Clearly, a TP matrix is SSR. A classical result (see, e.g. [8, Ch. V]) states that a matrix A ∈ Rn×m,
with n > m, is SSR iff it satisfies the strong sign variation diminishing property (SVDP):
s+(Ax) ≤ s−(x), for all x ∈ Rm \ {0}.
Similarly, a square and nonsingular matrix A ∈ Rn×n is SSR iff it satisfies the SVDP. Note that this
is not true for singular matrices. For example, it is straightforward to verify that A =
[
2 2
1 1
]
satisfies
the SVDP, but it is not SSR.
When using sign-regular matrices to study dynamical systems, it is important to bear in mind that in
general the signs of minors are not invariant under similarity transformations. An important exception
5is positive diagonal scaling. Indeed, if D is a diagonal matrix with positive entries on the diagonal
then multiplying a matrix A by D either on the left or right changes the sign of no minor of A, so in
particular DAD−1 is SR [SSR] if and only if A is SR [SSR].
Our first goal is to characterize square and nonsingular matrices that satisfy an SVDP with respect to
the cyclic number of sign variations.
A. Cyclic number of sign variations
For y ∈ Rn, let
s−c (y) := max
i∈{1,...,n}
s−(
[
yi . . . yn y1 . . . yi
]′
), (6)
This can be explained as follows: place the entries of y along a circular ring so that yn is followed by y1,
then count s− starting from any entry along the ring, and find the maximal value.
For example, for y =
[
0 1 0 −3
]′
, s−c (y) = s
−(
[
1 0 −3 0 1
]′
) = 2. Similarly,
s+c (y) := max
i∈{1,...,n}
s+(
[
yi . . . yn y1 . . . yi
]′
),
but here if yi = 0 then in the calculation of s
+(
[
yi . . . yn y1 . . . yi
]′
) both yis are replaced by
either 1 or −1. For example, for y =
[
0 1 0 −3
]′
, s+c (y) = s
+(
[
1 0 −3 0 1
]′
) = 2. Note
that s−c (y) ≤ s+c (y) for all y ∈ Rn, and that both s−c (y), s+c (y) are invariant under cyclic shifts of the
vector y.
There is a simple and useful relation between the non-cyclic and cyclic number of sign variations of a
vector.
Lemma 1. For any vector x,
s−c (x) =

s
−(x), if s−(x) is even,
s−(x) + 1, if s−(x) is odd,
and, similarly,
s+c (x) =

s
+(x), if s+(x) is even,
s+(x) + 1, if s+(x) is odd.
For the sake of completeness, we include a proof of this result.
Proof of Lemma 1. Pick x ∈ Rn. If x = 0 then clearly s−(x) = s−c (x) = 0, and s+(x) = n − 1,
furthermore, if n is even then s+c (x) = n, and if n is odd then s
+
c (x) = n−1. Thus, in this case Lemma 1
holds.
Now consider the case where x ∈ Rn\{0}. Let p := s−(x). We may assume that the first non-zero entry
of x is positive. Then the entries of x can be divided into p+1 groups: (x1, . . . , xv1), (xv1+1, xv1+2, . . . , xv2),
. . . , (xvp+1, xvp+2, . . . , xvp+1), where x1, . . . , xv1 ≥ 0 (with at least one of these entries positive), xv1+1 < 0,
xv1+2, . . . , xv2 ≤ 0, xv2+1 > 0, and so on. If p is even then xvp+1 > 0 and xvp+2, . . . , xvp+1 ≥ 0. Thus,
6the signs of the first and last group agree and (6) yields s−c (x) = s
−(x). If p is odd then xvp+1 < 0
and xvp+2, . . . , xvp+1 ≤ 0, so s−c (x) = s−(x) + 1. The proof for s+c (x) is similar. 
Note that Lemma 1 implies in particular that s−c (x), s
+
c (x) is always an even number. Furthermore,
for x ∈ Rn, s−(x), s+(x) take values in {0, 1, . . . , n− 1}, so we conclude that
s−c (x), s
+
c (x) ∈

{0, 2, 4, . . . , n}, if n is even,{0, 2, 4, . . . , n− 1}, if n is odd. (7)
We now consider the relation between non-cyclic and cyclic VDPs. Suppose that A ∈ Rn×m and x ∈ Rm
satisfy
s+(Ax) ≤ s−(x). (8)
If s+(Ax) is even then s+c (Ax) = s
+(Ax) ≤ s−(x) ≤ s−c (x). If s+(Ax) is odd and s−(x) is odd
then s+c (Ax) = s
+(Ax) + 1 ≤ s−(x) + 1 = s−c (x). If s+(Ax) is odd and s−(x) is even then (8)
gives s+(Ax) + 1 ≤ s−(x), so s+c (Ax) = s+(Ax) + 1 ≤ s−(x) = s−c (x). In all cases we see that (8)
implies that
s+c (Ax) ≤ s−c (x).
We conclude that if A satisfies a VDP with respect to (w.r.t.) a non-cyclic number of sign variations it
also satisfies the same VDP w.r.t. the cyclic number.
However, it turns out that a weaker property is enough. To show this consider a matrix A ∈ Rn×n that
is SSR. Then s+(Ax) ≤ s−(x) for all x ∈ Rn \{0}, i.e. A satisfies the SVDP. As noted above, this means
that A also satisfies the strong cyclic VDP (SCVDP):
s+c (Ax) ≤ s−c (x), for all x ∈ Rn \ {0}.
Let P1, P2 ∈ Rn×n be cyclic permutation matrices. Since s+c (x), s−c (x) are invariant under cyclic permu-
tations of x, we have that for all z ∈ Rn \ {0},
s+c (P1AP
−1
2 P2z) = s
+
c (Az)
≤ s−c (z)
= s−c (P2z).
Thus, we conclude that B := P1AP
−1
2 also satisfies the SCVDP, but B does not necessarily satisfy
the SVDP. The next example demonstrates this.
Example 1. For n = 3, consider the matrix A :=

5 4 14 6 4
1 4 5

 . This matrix is TP and thus satisfies both
the SVDP and the SCVDP. Let P1 :=

0 1 00 0 1
1 0 0

 and P2 := I . Then B := P1AP−12 =

4 6 41 4 5
5 4 1

. This
matrix satisfies the SCVDP. However, B is not SSR (it has both positive and negative minors of order 2),
and thus it does not satisfy the SVDP. 
7Before ending this section, we state a well-known and important result that will be used later on.
Proposition 1. Consider a set of m vectors u1, . . . , um ∈ Rn, with m < n. Define the matrix U ∈ Rn×m
by
U :=
[
u1 u2 . . . um
]
.
The following two conditions are equivalent:
(1) For any c1, . . . , cm ∈ R, that are not all zero,
s+(
m∑
k=1
ciu
i) ≤ m− 1. (9)
(2) The matrix U is SSRm.
For a proof, see e.g., [17].
Remark 1. Note that the assumption that m < n cannot be dropped. For example, if m = n then
condition (1) always holds, whereas condition (2) holds iff U is nonsingular.
III. MAIN RESULTS
Our first goal is to provide a necessary and sufficient condition for a square nonsingular matrix to
satisfy the SCVDP. We begin by stating an auxiliary result that will be used later on.
A. Non-standard VDP
We derive a necessary and sufficient condition for a square and nonsingular matrix to satisfy a non-
standard VDP. This result seems to be new and may be of independent interest, as it gives for any value r
a clear interpretation of the SSRr property in terms of this non-standard VDP.
Theorem 1. Let A ∈ Rn×n be a nonsingular matrix. Pick p ∈ {0, . . . , n − 1}. Then the following two
conditions are equivalent:
(1) For any vector c ∈ Rn \ {0} with s−(c) ≤ p,
s+(Ac) ≤ p. (10)
(2) A is SSRp+1.
Example 2. Consider the case p = 0. If c ∈ Rn \ {0} satisfies s−(c) ≤ 0, i.e. s−(c) = 0 then we may
assume that every entry of c is nonnegative, and at least one entry is positive (as c 6= 0). Then Ac is
a nonnegative combination of the columns of A with at least one column taken with a positive weight.
Also, Ac 6= 0, as A is nonsingular.
If condition (2) holds i.e. A is SSR1 then we may assume that all entries of A are positive. Thus, every
entry of Ac is positive, so s+(Ac) = 0 and condition (1) holds.
Suppose that condition (1) holds. Taking c = ek, where ek is the kth canonical vector in Rn, we get
that s+(Aek) = 0, i.e. all the entries in column k of A have the same strict sign. Let εk ∈ {−1, 1}
denote this sign. Seeking a contradiction, assume that there exist i, j such that εi = 1 and εj = −1. Then
8we can find di, dj > 0 such that for c = die
i + dje
j the vector Ac = diAe
i + djAe
j includes a zero
entry, so s+(Ac) > 0. This contradicts condition (1), so we conclude that all the εks are identical, i.e. A
is SSR1.

Example 3. Consider the matrix
A =


1 2 0 0
0 1 1 0
0 0 2 1
1 0 0 2

 . (11)
It is straightforward to verify that this matrix is nonsingular and SSR3, i.e. Condition (2) holds for p = 2.
We will show that Condition (1) holds for this value of p. Pick a vector c ∈ R4 \ {0} with s−(c) ≤ 2.
Note that
Ac =
[
c1 + 2c2 c2 + c3 2c3 + c4 c1 + 2c4
]′
.
Seeking a contradiction, assume that s+(Ac) > 2, i.e. s+(Ac) = 3. Then without loss of generality we
can assume that
c1 + 2c2 ≥ 0,
c2 + c3 ≤ 0, (12)
2c3 + c4 ≥ 0,
c1 + 2c4 ≤ 0.
We consider three cases.
Case 1. Suppose that c1 < 0. Then the first equation in (12) yields c2 > 0, the second equation gives c3 < 0,
and the third yields c4 > 0. But this means that s
−(c) = 3 and this is a contradiction.
Case 2. Suppose that c1 = 0. Then the first three equations in (12) yield c2 ≥ 0, c3 ≤ 0, and c4 ≥ 0.
Now the fourth equation gives c4 = 0. Substituting this in the third equation gives c3 = 0, and the second
equation gives c2 = 0. We conclude that c = 0, which is a contradiction.
Case 3. Suppose that c1 > 0. Then the fourth equation in (12) yields c4 < 0, the third gives c3 > 0, and
the second gives c2 < 0. This means that s
−(c) = 3, which is a contradiction.
Summarizing, in each case we obtained a contradiction to s+(Ac) = 3, so s+(Ac) ≤ 2. 
We emphasize that condition (1) in Thm. 1 does not assert that s−(c) ≤ p implies that s+(Ac) ≤ s−(c),
but only that s+(Ac) ≤ p. For example, for the matrix A in (11) and the vector c =
[
0 0 0 −1
]′
we
have s−(c) = 0 ≤ 2, and s+(Ac) = s+(
[
0 0 −1 −2
]′
) = 2.
Proof of Thm. 1. First note that for p = n−1 both conditions (1) and (2) in Thm. 1 hold, as s+(z) ≤ n−1
for all z ∈ Rn, and A is nonsingular and thus SSRn. Also, we already proved Thm. 1 when p = 0. Thus,
we need to prove the result for any p ∈ {1, . . . , n− 2}.
Assume that condition (1) holds for some value p in the range {1, . . . , n − 2}. We will show that all
minors of order p + 1 of A are non-zero and have the same sign. Pick a set of p + 2 indices 1 ≤ k1 <
9k2 < · · · < kp+2 ≤ n. For any c ∈ Rn \ {0} with s−(c) ≤ p define c¯ ∈ Rn by:
c¯i :=

ci, if i ∈ {k1, . . . , kp+1},0, otherwise.
Then s−(c¯) ≤ p, as c¯ has no more than p+ 1 non-zero entries. Let ai ∈ Rn denote the ith column of A.
Then Ac¯ =
∑n
i=1 c¯ia
i =
∑p+1
j=1 ckja
kj . Applying condition (1) implies that for any c¯ 6= 0, s+(Ac¯) ≤ p.
This means that the set {ak1 , . . . , akp+1} satisfies condition (1) in Prop. 1 (note that n > p+ 1). Thus, all
minors of the form
A(i1 . . . ip+1|k1 . . . kp+1), (13)
with 1 ≤ i1 < i2 < · · · < ip+1 ≤ n, are non-zero and have the same sign. Denote this sign by ε(k1, . . . , kp+1) ∈
{−1, 1}. It remains to show that this sign depends on the value p, but not on the particular choice
of k1, . . . , kp+1. Pick v ∈ {1, . . . , p+ 1}. We will show that
ε(k1, . . . , kv−1, kv+1, . . . , kp+2)
= ε(k1, . . . , kv, kv+2, . . . , kp+2). (14)
To do this, define p+ 1 vectors {a¯k1 , . . . , a¯kv , a¯kv+2, . . . , a¯kp+2} by
a¯ki :=

a
ki, i 6= v,
dva
kv + dv+1a
kv+1 , i = v,
where dv, dv+1 > 0. Pick scalars c¯1, . . . , c¯v, c¯v+2, . . . , c¯p+2, that are not all zero, and let
a :=
p+2∑
i=1
i6=v+1
c¯ia¯
ki. (15)
Then
a =
p+2∑
i=1
gka
ki , (16)
with gv := c¯vdv, gv+1 := c¯vdv+1, and gi = c¯i for all other i. Let g :=
[
g1 . . . gp+2
]′
. Note that g 6= 0,
and that since gvgv+1 = (c¯v)
2dvdv+1 ≥ 0, s−(g) ≤ p. Applying condition (1) to (16) yields s+(a) ≤ p,
that is, s+(
∑p+2
i=1
i6=v+1
c¯ia¯
ki) ≤ p. Let A¯ ∈ Rn×(p+1) be the matrix
A¯ : =
[
a¯k1 . . . a¯kv−1 a¯kv a¯kv+2 . . . a¯kp+2
]
.
Applying Prop. 1 to the set of p+1 vectors a¯k1 , . . . , a¯kv , a¯kv+2, . . . , a¯kp+2 ∈ Rn we conclude that all minors
A¯(i1, . . . , ip+1|k1, . . . , kv, kv+2, . . . , kp+2)
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are non-zero. Thus, all minors of the form
dvA(i1, . . . , ip+1|k1, . . . , kv, kv+2, . . . , kp+2)
+ dv+1A(i1, . . . , ip+1|k1, . . . , kv−1, kv+1, . . . , kp+2) (17)
are non-zero. This holds for all dv, dv+1 > 0, so the two minors in (17) have the same sign. Since this is
true for all v ∈ {1, . . . , p + 1}, we conclude that the sign ε(k1, . . . , kp+1) does not change if we change
any one of the indices ki, and thus it is independent of the choice of k1, . . . , kp+1. This completes the
proof that condition (1) implies condition (2).
To prove the converse implication, assume that A =
[
a1 . . . an
]
is SSRp+1 for some p ∈ {1, . . . , n−
2}. Pick c ∈ Rn \ {0} such that s−(c) ≤ p. Let k := s−(c). We may assume that the first non-zero entry
of c is positive. Then we can decompose c into k + 1 groups:
(c1, c2, . . . , cv1), (cv1+1, cv1+2, . . . , cv2), . . . ,
(cvk+1, cvk+2, . . . , cvk+1), (18)
where c1, . . . , cv1 ≥ 0 (with at least one of these entries positive); cv1+1 < 0, cv1+2, . . . , cv2 ≤ 0, cv2+1 > 0,
and so on. Define vectors u1, . . . , uk+1 ∈ Rn by
u1 :=
v1∑
j=1
|cj|aj, u2 :=
v2∑
j=v1+1
|cj|aj, . . . .
Then
Ac =
n∑
j=1
cja
j
= u1 − u2 + u3 − · · ·+ (−1)kuk+1. (19)
Note that every ui is a non-negative and non-trivial sum of a consecutive set of aks. We now consider
two cases.
Case 1. Suppose that k = p. Let U :=
[
u1 . . . uk+1
]
. Note that the dimensions of U are n× (p + 1)
with n > p+1. Since A is SSRp+1, all the minors of order (p+1) of U are non-zero and have the same
sign. Applying Prop. 1 to (19) yields s+(Ac) ≤ p.
Case 2. Suppose that k < p. We then split the k+1 groups in (18) and generate p+1 vectors w1, . . . , wp+1
by modifying u1, . . . , uk+1 as follows. Suppose for concreteness that the first group in (18) contains more
than one element and that c1 > 0. If c2 > 0 we replace u
1 by two vectors w1 := |c1|a1 and w2 :=∑v1
j=2 |cj |aj , and let w3 := u2, w4 := u3, . . . , wk+2 := uk+1. Note that Ac = (w1 +w2)−w3 +w4−w5−
· · ·+ (−1)kwk+2. If c2 = 0 we replace u1 by two vectors w1 := |c1|a1 and w2 := a2, and let w3 := u2,
w4 := u3, . . . , wk+2 := uk+1. Note that Ac = (w1 + 0 ∗ w2)− w3 + w4 − w5 − · · ·+ (−1)kwk+2. We can
continue this decomposition, if necessary, using the entry c3, etc. If the first group in (18) contains only
one element then we can follow the same idea using any entry in any group that contains more than a
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single element. In this way we can generate a set w1, . . . , wp+1 such that
Ac =
p+1∑
j=1
diw
i, (20)
where the dis are not all zero, and the matrix W :=
[
w1 . . . wp+1
]
∈ Rn×(p+1) is SSRp+1 because A
is SSRp+1. Applying Prop. 1 to (20) yields s
+(Ac) ≤ p.
Summarizing we showed in both cases that condition (2) implies that condition (1) holds. This completes
the proof of Thm. 1. 
B. Conditions for cyclic VDP
The main result in this subsection provides a necessary and sufficient condition for a square and
nonsingular matrix to satisfy the SCVDP.
Theorem 2. Let A ∈ Rn×n be a nonsingular matrix. The following two conditions are equivalent:
(1) For any vector x ∈ Rn \ {0},
s+c (Ax) ≤ s−c (x). (21)
(2) The matrix A is SSRr for all odd r in the range r ∈ {1, . . . , n}.
Example 4. Suppose that A ∈ R3×3 is nonsingular. Then A is SSR3. Thm. 2 asserts that A satisfies
the SCVDP if and only if all the entries of A are either all positive or all negative. Note that this agrees
with the results in Example 1. 
Proof of Theorem 2. Suppose that condition (2) holds. Pick x ∈ Rn\{0}. Let k be such that s−c (x) = 2k
(recall that s−c and s
+
c are always even). If 2k = n then clearly (21) holds, so we may assume that 2k ≤
n−1.. Since s−c (x) = 2k, s−(x) ≤ 2k. Condition (2) implies in particular that A is SSR2k+1, and Thm. 1
yields s+(Ax) ≤ 2k. Hence s+c (Ax) ≤ 2k = s−c (x). This shows that condition (2) implies condition (1).
To prove the converse implication assume that condition (1) holds. Pick an even number p ∈ {0, . . . , n−
1}, and a vector x ∈ Rn \ {0} such that s−(x) ≤ p. Condition (1) yields s+c (Ax) ≤ p, so s+(Ax) ≤ p.
Thm. 1 implies that A is SSRp+1. Since p is an arbitrary even number in {0, . . . , n − 1}, we conclude
that condition (2) holds. 
Using a standard continuity argument yields the following condition for weak cyclic VDP.
Theorem 3. Let A ∈ Rn×n be a nonsingular matrix. The following two conditions are equivalent:
(1) For any vector x ∈ Rn \ {0},
s−c (Ax) ≤ s−c (x). (22)
(2) The matrix A is SRr for all odd r in the range r ∈ {1, . . . , n}.
Proof of Thm. 3. Suppose that condition (2) holds. For y ∈ R, let F (y) denote the n × n matrix
whose i, j entry is exp(−(i− j)2y). For example, for n = 3,
F (y) =

 1 exp(−y) exp(−4y)exp(−y) 1 exp(−y)
exp(−4y) exp(−y) 1

 .
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It is well-known that F (y) is TP for all y > 0 [8, Ch. II], and limy→∞ F (y) = I . Fix y > 0 and
let F := F (y), B := FA. Pick an odd index r ∈ {1, . . . , n}, and let α, β denote two sets of r integers 1 ≤
i1 < · · · < ir ≤ n and 1 ≤ j1 < · · · < jr ≤ n, respectively. The Cauchy-Binet formula yields
B(α|β) =
∑
γ
F (α|γ)A(γ|β),
where the sum is over all γ = {k1, . . . , kr}, with 1 ≤ k1 < · · · < kr ≤ n. Using the fact that F is TP, all
minors of order r of A have the same non-strict sign and they are not all zero (as A is nonsingular), we
conclude that B is SSRr. Now Thm. 2 implies that for any x ∈ Rn \ {0}, s+c (F (y)Ax) ≤ s−c (x), so
s−c (F (y)Ax) ≤ s−c (x).
Taking y →∞ yields (22). Thus, condition (2) implies condition (1).
To prove the converse implication, assume that condition (1) holds. Pick y > 0. Then F (y) is TP and
thus satisfies the SVDP and thus the SCVDP, so for any x ∈ Rn \ {0},
s+c (F (y)Ax) ≤ s−c (Ax).
Combining this with (22) yields
s+c (F (y)Ax) ≤ s−c (x).
Now Thm. 2 implies that F (y)A is SSRr for all odd r. Taking y →∞ we conclude that A is SRr for
all odd r. 
Example 5. Consider the case A ∈ R2×2. In this case, condition (2) in Thm. 3 holds iff A is SR1 i.e. iff
all the entries in A have the same non-strict sign. We will show directly that in this case condition (1) in
Thm. 3 also holds. Pick x ∈ R2 \ {0}. We consider two cases (recall that s−c (x) is always even).
Case 1. If s−c (x) = 2 then clearly (22) holds.
Case 2. Suppose that s−c (x) = 0. This means that x1, x2 have the same non-strict sign. We may assume
that x1, x2 ≥ 0. Then both entries of Ax =
[
a11x1 + a12x2
a21x1 + a22x2
]
have the same non-strict sign, so s−c (Ax) = 0
and again (22) holds. 
We now proceed to defining the analogue of a TPDS for the case of the cyclic number of sign variations.
C. Dynamical systems satisfying a cyclic VDP
Consider the linear time-varying system (2). The associated matrix differential equation is
Φ˙(t) = A(t)Φ(t). (23)
Let Φ(t, t0) denote the solution of this equation satisfying Φ(t0, t0) = I .
Definition 2. We say that (2) (and also (23)) is a cyclic variation diminishing differential system (CVDDS)
on a time interval (a, b) if Φ(t, t0) satisfies the SCVDP for any pair (t0, t) with a < t0 < t < b.
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Example 6. Consider the fixed matrix A =
[
a11 a12
a21 a22
]
. Then
Φ(t, t0) = exp((t− t0)A)
=
[
1 + a11d+ o(d) a12d+ o(d)
a21d+ o(d) 1 + a22d+ o(d)
]
,
where d := t − t0. This implies that the following three statements are equivalent: (1) a12, a21 > 0;
(2) there exists ε > 0 such that exp((t− t0)A) is SSR1 for all (t− t0) ∈ (0, ε]; and (3) exp((t− t0)A)
is SSR1 for all t > t0.
Combining this with Thm. 2, we conclude that the system x˙ = Ax, with A ∈ R2×2, is CVDDS on any
time interval iff a12, a21 > 0. 
The next result describes one implication of CVDDS. Let
Vc := {x ∈ Rn : s−c (x) = s+c (x)}. (24)
Theorem 4. Suppose that (2) is CVDDS on (a, b). If x(t) is not the trivial solution x(t) ≡ 0 then:
(1) s−c (x(t)), s
+
c (x(t)) are non-increasing functions of time on (a, b);
(2) x(t) ∈ Vc for all t ∈ (a, b), except perhaps for up to ⌊n/2⌋ discrete values of t;
(3) there exists a time T ≥ 0 such that
s−c (x(τ)) = s
+
c (x(τ)), for all τ ≥ T,
and for all such τ no two consecutive entries (in the cyclic order) of x satisfy
xi(τ) = xi+1(τ) = 0.
Proof of Thm. 4. For any a < t0 < t < b, we have x(t) = Φ(t, t0)x(t0). Since x(t0) 6= 0 and Φ(t, t0)
satisfies the SCVDP,
s+c (x(t)) ≤ s−c (x(t0)). (25)
Thus, s−c (x(t)) ≤ s+c (x(t)) ≤ s−c (x(t0)). If x(t0) ∈ Vc then s−c (x(t0)) = s+c (x(t0)), so (25) yields
s+c (x(t)) ≤ s+c (x(t0)).
If x(t0) 6∈ Vc then s−c (x(t0)) < s+c (x(t0)), so
s+c (x(t)) < s
+
c (x(t0)). (26)
Thus, s+c (x(t)) never increases, and it strictly decreases as x(t) goes through a point that is not in Vc.
Since s+c (x(t)) is even the decrease is by at least two. Since s
+
c takes values in {0, 1, . . . , n} [{0, 1, . . . , n−
1}] when n is even [odd], this implies that x(t) ∈ Vc for all t, except perhaps for up to ⌊n/2⌋ discrete
points. This proves the first two assertions in the theorem. The third assertion follows immediately from
the second and the fact that if y has two consecutive (in the cyclic order) zeros then s−c (y) < s
+
c (y). 
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The proof of Thm. 4 shows that we may view s−(x(t)), s+(x(t)) as integer-valued Lyapunov functions
of the time-varying linear system (2).
Using Thm. 2 yields a converse for Thm. 4.
Corollary 1. Suppose that the solution of (2) satisfies (25) for all a < t0 < t < b and all x(t0) ∈ Rn\{0}.
Then for all (t0, t) with a < t0 < t < b all the odd minors of the transition matrix Φ(t, t0) are positive.
Proof of Corollary 1. Pick an odd r ∈ {1, . . . , n}. The matrix Φ(t0, t0) = I has a minor of order r that
is one. By Thm. 2, all minors of order r of Φ(t, t0), with t > t0, are non-zero and have the same sign.
By continuity, this implies that all minors of order r of Φ(t, t0), with t > t0, are positive. Since r is an
arbitrary odd number, this completes the proof. 
The next natural question is what conditions on A(t) guarantee that (2) is CVDDS. The next subsection
answers this question for the case where A(t) ≡ A.
D. The case A constant
Definition 3. Let Q+ ⊂ Rn×n denote the set of n×n matrices that are Metzler, irreducible, and can have
non-zero entries only on the main diagonal, super- and sub-diagonals and entries (1, n) and (n, 1).
For example, for n = 4 the matrices:

∗ + 0 0
0 ∗ + 0
0 0 ∗ +
+ 0 0 ∗

 ,


∗ + 0 0
+ ∗ + 0
0 + ∗ +
0 0 + ∗

 ,
where ∗ denotes some value and + denotes a positive value, are in Q+.
Note that if A ∈ Q+ then A′ ∈ Q+, and that if A,B ∈ Q+ then A+B ∈ Q+.
Theorem 5. Fix a time interval (a, b). Let A be a constant n× n matrix. The system x˙ = Ax is CVDDS
on (a, b) iff A ∈ Q+.
Example 7. Consider the case n = 2. In Example 6 we saw that the system x˙ = Ax, with A ∈ R2×2,
is CVDDS on any time interval iff a12, a21 > 0. On the other-hand, the definition of Q
+ shows that A ∈ Q+
iff a12, a21 > 0. 
Proving Theorem 5 requires introducing more notation. Before that we make several comments. First,
it follows from the definition of Q+ that if A ∈ M+ then A ∈ Q+. This also makes sense, as A ∈ M+
implies that x˙ = Ax is TPDS and thus it is also CVDDS. If A ∈ (Q+ \M+) then the system is not TPDS
and thus exp(At) does not satisfy the SVDP. However, the next remark shows that any possible violation
of the SVDP has a particular structure.
Remark 2. Pick A ∈ (Q+ \M+). Then x˙ = Ax is CVDDS, but not TPDS. Suppose that at some time τ
there is an increase in s−(x(t)) (the analysis for s+(x) is similar), say,
s−(x(τ−)) = k and s−(x(τ+)) > k. (27)
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Fig. 1: s−c (x(t)) (left) and s
−(x(t)) (right) as a function of t ∈ [0, 1] for the system in Example 8.
Assume that k is even. Then Lemma 1 yields
s−c (x(τ
−)) = k and s−c (x(τ
+)) > k,
but this is impossible as the system is CVDDS. We conclude that if (27) holds at some time τ then k is
odd, and by Lemma 1, s−c (x(τ
−)) = k+1. Since the system is CVDDS, we must have s−c (x(τ
+)) ≤ k+1.
Lemma 1 now implies that s−(x(τ+)) = k+1. Summarizing, if there is an increase in s−(x(t)) at time τ
then we must have
s−(x(τ−)) = 2i+ 1, s−(x(τ+)) = 2i+ 2,
s−c (x(τ
−)) = 2i+ 2, s−c (x(τ
+)) = 2i+ 2, (28)
for some i. In particular, if for some time T we have s−c (x(t)) = s
+
c (x(t)) = 0 for all t ≥ T then s−(x(t)) =
s+(x(t)) = 0 for all t ≥ T .
Example 8. Consider the system x˙ = Ax, with
A =


−4 1 0 0 0
2 −4 4 0 0
0 7/2 −4 5/2 0
0 0 0 −4 1
5/4 0 0 3/2 −4


.
Note that A ∈ (Q+\M+), thus the system is CVDDS but not TPDS. Fig. 1 depicts s−c (x(t)) and s−(x(t)) as
a function of t ∈ [0, 1] for the initial condition x(0) =
[
−0.6407 1.8089 −1.0799 0.1992 −1.5210
]′
.
It may be noticed that s−c (x(t)) is piecewise-constant and that at any point where its value changes it
decreases by two. On the other-hand s−(x(t)) both decreases and increases (as the system is not TPDS),
and the increase agrees with the structure described in Remark 2. 
The proof of Thm.. 5 is based on analyzing the dynamics of all the odd minors of Φ(t, t0). To do that,
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we briefly review multiplicative and additive compound matrices (see, e.g., [19], [17]). Given A ∈ Rn×n
and p ∈ {1, . . . , n}, consider the (n
p
)2
minors of A of size p× p. Recall that each such minor is defined
by a set of row indexes 1 ≤ i1 < i2 < · · · < ip ≤ n and column indexes 1 ≤ j1 < j2 < · · · < jp ≤ n, and
is denoted by A(α|β), where α := {i1, . . . , ip} and β := {j1, . . . , jp}. The pth multiplicative compound
matrix A(p) is the
(
n
p
)× (n
p
)
matrix that includes all these minors ordered lexicographically. The Cauchy-
Binet formula yields
(AB)(p) = A(p)B(p), (29)
justifying the term multiplicative compound.
The pth additive compound matrix of A is defined by
A[p] :=
d
dh
(I + hA)(p)|h=0. (30)
In other words, A[p] is the the term that multiplies h in the Taylor series expansion of (I + hA)(p).
Using (30) and (29) gives (A+B)[p] = A[p] +B[p], justifying the term additive compound.
It can be shown [23] that if Φ satisfies (23) then for any p ∈ {1, . . . , n},
d
dt
Φ(p) = A[p]Φ(p). (31)
Thus, the dynamics of Φ(p), i.e. the dynamics of the minors of order p of Φ, is also a linear system with
the matrix A[p].
The matrix A[p] can be determined explicitly. The entry of A[p] corresponding to (α|β) = (i1, . . . , ip|j1, . . . , jp)
is: 

∑p
k=1 aikik , if |α ∩ β| = p,
(−1)ℓ+maiℓjm, if |α ∩ β| = p− 1 and iℓ 6= jm,
0, otherwise.
(32)
The first line in (32) corresponds to the case where ik = jk for all k = 1, . . . , p, i.e. to the diagonal entries
of A[p]. The second line describes the case where all the indexes in α and β coincide, except for a single
index iℓ 6= jm. Eq. (32) is usually proven by manipulating determinants [23] or using exterior powers [6].
For example, consider the case A = {aij}4i,j=1. Then (32) yields A[1] = A,
A[2] =


a11 + a22 a23 a24 −a13 −a14 0
a32 a11 + a33 a34 a12 0 −a14
a42 a43 a11 + a44 0 a12 a13
−a31 a21 0 a22 + a33 a34 −a24
−a41 0 a21 a43 a22 + a44 a23
0 −a41 a31 −a42 a32 a33 + a44


, (33)
A[3] =


a11 + a22 + a33 a34 −a24 a14
a43 a11 + a22 + a44 a23 −a13
−a42 a32 a11 + a33 + a44 a12
a41 −a31 a21 a22 + a33 + a44

 , (34)
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and A[4] = tr(A).
Proof of Thm. 5. Suppose that
A ∈ Q+. (35)
We will show that for any odd p the matrix A[p] is Metzler and irreducible. For p = 1 this is immediate,
as A[1] = A.
Pick an odd p ∈ {3, . . . , n}. By (32), every off-diagonal entry of A[p] is either zero or has the
form (−1)ℓ+maiℓjm . Since A ∈ Q+, A[p] can have a non-zero off-diagonal entry only in the following
three cases.
Case 1. The entry aiℓjm is on the super- or sub-diagonal of A. Then {iℓ, jm} = {k, k + 1} for some k ∈
{1, . . . , n− 1}. This means that α and β share p− 1 common indexes, and one of {k, k+1} is in α (and
not in β) and the other in β (and not in α). This implies that ℓ = m, and thus (−1)ℓ+maiℓjm = (−1)2ℓaiℓjℓ .
Since iℓ 6= jℓ and A is Metzler, we conclude that (−1)ℓ+maiℓjm ≥ 0.
Case 2. The entry aiℓjm is entry (1, n) in A. This means that ℓ = 1, m = p, so (−1)ℓ+maiℓjm =
(−1)p+1a1n ≥ 0, as p is odd.
Case 3. The entry aiℓjm is entry (n, 1) in A. Then ℓ = p, m = 1, so (−1)ℓ+maiℓjm = (−1)1+pan1 ≥ 0.
We conclude that A[p] is Metzler. We now show that (35) implies that A[p] is irreducible. We introduce
some notation. Let G[p] denote the adjacency graph associated with the matrix A[p]. Every node in this
graph corresponds to a set of p indexes 1 ≤ i1 < i2 < · · · < ip ≤ n, and there are
(
n
p
)
nodes. There is a
directed edge from node α = {i1, . . . , ip} to β = {j1, . . . , jp} if exactly p−1 entries of α and β coincide,
the two remaining indexes are iℓ 6= jm, and aiℓjm 6= 0. We write α ≤ β if ik ≤ jk for all k ∈ {1, . . . , p}.
We write α β if there is a path in G[p] starting at α and ending at β.
We consider two cases.
Case 1. Suppose that all the entries on the sub- and super-diagonals of A are positive. It follows from the
results of Schwarz [23], that considered the case A ∈M+, that in this case G[k] is strongly connected for
all k, so A[k] is irreducible for all k. In particular, A[p] is irreducible.
Case 2. Suppose that A ∈ Q+, but there exist i, j, with |i − j| = 1 such that aij = 0. We may assume
that for some i ∈ {2, . . . , n} entry (i, i− 1) of A is zero. We know that A is irreducible, and using the
structure of Q+ this implies that
a12 > 0, a23 > 0, . . . , an−1n > 0, an1 > 0. (36)
Let
γ := {1, 2, . . . , p},
γ¯ := {n− p+ 1, n− p+ 2, . . . , n− 1, n},
i.e. the lowest and highest nodes in the lexicographic ordering, respectively. It follows from (32) and (36)
that for any two nodes α 6= β satisfying α ≤ β, we have α β. In particular, there is a path from γ to
any node, and there is a path from any node to γ¯.
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Since an1 > 0, the edges
{i1, i2, . . . , ip−1, n} → {1, i1, i2, . . . , ip−1},
with 2 ≤ i1 < i2 < · · · < ip−1 < n are included in G[p]. In particular, this includes the edges γ¯ → δ :=
{1, n− p+ 1, n− p+ 2, . . . , n− 2, n− 1}, and ζ := {2, 3, . . . , p, n} → γ.
Now pick two distinct nodes α, β. We will show that α β. If
p ≥ n− 2
then δ ≤ ζ , so G[p] includes the path:
α γ¯ → δ  ζ → γ  β.
If
p ≥ n− 3
then {1, 2, n− p+ 1, n− p+ 2, . . . , n− 2} ≤ ζ , so G[p] includes the path:
α γ¯ → δ  {2, n− p+ 1, n− p+ 2, . . . , n− 2, n}
→ {1, 2, n− p+ 1, n− p+ 2, . . . , n− 2} ζ  γ  β.
Proceeding in this fashion we see that there is always a path from α to β. Thus, G[p] is strongly connected,
so A[p] is irreducible.
Summarizing, for any odd p we have that A ∈ Q+ implies that A[p] is Metzler and irreducible. This
means that (31) is a strongly cooperative dynamical system [27], and since Φ(p)(t0, t0) = I , we conclude
that Φ(p)(t, t0) is componentwise positive for all t > t0. In other words, all minors of order p are positive
for all t > t0, so the system is CVDDS.
To prove the converse implication, assume that A 6∈ Q+. Then one of the following three cases holds.
Case 1. The matrix A is not Metzler. Then aij < 0 for some i 6= j. Since Φ(t0) = I and
Φ˙(t0) = AΦ(t0) = A, (37)
it follows that entry (i, j) of Φ(t0 + ε) is negative for all ε > 0 sufficiently small. Thus, the system is
not CVDDS.
Case 2. The matrix A is Metzler, but not irreducible. In this case, it is straightforward to show that
there exists an entry of Φ(t) that is zero for all d := t − t0 > 0 sufficiently small. Thus, the system is
not CVDDS.
Case 3. The matrix A is Metzler, irreducible, but there exist indices w, q ∈ {1, . . . , n} such that awq 6= 0
with
1 < |w − q| and |w − q| < n− 1. (38)
The first inequality here means that awq is not on the main, super- or sub-diagonal. The second inequality
implies that awq is not entry (1, n) nor (n, 1). We will show that there exists an odd p such A
[P ] is not
Metzler. If awq < 0 then A
[1] = A is not Metzler. Thus, it is enough to consider the case awq > 0. Assume,
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Fig. 2: Flowchart for checking if x˙(t) = Ax(t) is CVDDS and/or TPDS.
without loss of generality, that w < q (the analysis in the case w > q is similar). It follows from (38) that
there exists k ∈ {2, . . . , n− 1} such that w < k < q. We consider two cases.
Case 1. Suppose that q 6= n. Let α := {w, k, n} and β := {k, q, n}. Then |α∩β| = 2, and i1 = w 6= j2 = q.
Thus, the entry in A[3] corresponding to (α, β) is (−1)ℓ+maiℓjm = (−1)1+2awq < 0, so A[3] is not Metzler.
Case 2. Suppose that q = n. Note that since q−w < n− 1, w > 1. Let α := {1, w, k} and β := {1, k, q}.
Then |α ∩ β| = 2, and i2 = w 6= j3 = q = n. Thus, the entry in A[3] corresponding to (α, β) is
(−1)ℓ+maiℓjm = (−1)2+3awn < 0, so again A[3] is not Metzler.
We conclude that if A /∈ Q+ then at least one of the matrices A[1], A[3] is either not Metzler or reducible.
Since Φ(t0) = I , Φ
(p)(t0) = I for all p. If A
[p] is not Metzler then there exist i, j, with i 6= j, such that
entry (i, j) of A[p] is negative. Since Φ˙(p)(t0) = A
[p]Φ(p)(t0) = A
[p], it follows that entry (i, j) of Φ˙(p)(t0)
is negative and thus entry (i, j) of Φ(p)(t0+ε) is negative for all ε > 0 sufficiently small. Thus, the system
is not CVDDS. This completes the proof of Thm. 5. 
Remark 3. Thm. 5 implies in particular that if A ∈M+ then x˙ = Ax is CVDDS. In fact in this case the
system is also TPDS, so its transition matrix satisfies the SVDP and thus it satisfies the SCVDP. In this
respect, TPDS is a special case of CVDDS.
Remark 4. The proof of Thm. 5 shows that if A ∈ Q+ then the system is CVDDS and if A 6∈ Q+ then
at least one of A[1] = A, A[3] is not Metzler or irreducible. Thus, for any dimension n it is sufficient to
verify that A and A[3] are Metzler and irreducible in order to establish CVDDS.
Combining Remark 4 with the results in [17] yields a simple flowchart for establishing if a system x˙(t) =
Ax(t) is CVDDS and/or TPDS. This is depicted in Fig. 2.
Example 9. Consider the case A = {aij}4i,j=1. In this case the matrices A[2], A[3] are given in (33)
and (34) and A[4] = tr(A). To guarantee that A[1] = A is Metzler, aij must be nonnegative for all i 6= j.
Now (34) shows that to guarantee that A[3] is Metzler, we must have a13 = a31 = a24 = a42 = 0,
so A ∈ Q+. 
if x˙ = Ax is CVDDS then we know from Thm. 4 that for any initial condition x(0) 6= 0 there exists a
time T ≥ 0 such that s−c (x(t)) = s+c (x(t)) for all t ≥ T . However, it is important to note that this does
not necessarily imply that after some finite time the state-variables do not change their sign anymore. The
next example demonstrates this.
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Example 10. Consider x˙ = Ax with n = 3 and A =

0 0 11 0 0
0 1 0

. This is CVDDS as A ∈ Q+. The
solution for x(0) =
[
1 −2 1
]′
is
x(t) = exp(−t/2)

cos(pt/2) + p sin(pt/2)−2 cos(pt/2)
cos(pt/2)− p sin(pt/2)

 ,
where p :=
√
3. This means that every xi(t) changes sign an unbounded number of times. Note that
here s−c (x(t)) = s
+
c (x(t)) = 2 for all t ≥ 0. 
We now turn to consider (2) (and (23)) with A(t) time-varying.
E. The case A(t) continuous
Suppose that t→ A(t) is a continuous matrix function on a time interval (a, b). To derive a necessary
and sufficient condition for CVDDS, we first introduce more notation. For a matrix Q we write Q ≥ 0
[Q≫ 0] if every entry of Q is nonnegative [positive]. The next result provides a necessary and sufficient
condition for the solution of a linear matrix differential equation to be componentwise positive for all
time.
Proposition 2. Let A(·) : (a, b)→ Rn×n be a continuous matrix function, and assume that A(τ) is Metzler
for all τ ∈ (a, b). Then the following two conditions are equivalent.
(1) for any interval [p, q], with a < p < q < b, there exists t∗ ∈ [p, q] such that A(t∗) is irreducible;
(2) for any pair (t0, t) with a < t0 < t < b the solution of Φ˙(τ) = A(τ)Φ(τ), Φ(t0) = I , satisfies Φ(t)≫
0.
Proof of Proposition 2. Throughout we will use the well-known graph-theoretic interpretation of ir-
reducibility, namely, that a matrix B ∈ Rn×n+ (and thus also a Metzler matrix B) is irreducible iff its
associated adjacency graph is strictly connected [10, Chapter 6]. This immediately implies that if A(τ)
is irreducible and A(·) is continuous then there exists a time interval containing τ such that A(s) is
irreducible for all s in this time interval.
For s ∈ (a, b), let E+(s) denote the edges in the adjacency matrix with positive weights at time s
(corresponding to positive off-diagonal entries of A(s)), and let E0(s) denote the edges in the adjacency
matrix with zero weights at time s (corresponding to zero off-diagonal entries of A(s)).
Suppose that condition (1) in Proposition 2 holds. Fix t0, t with a < t0 < t < b. By condition (1), there
exists t∗ ∈ [t0, t] such that A(t∗) is irreducible. By continuity, there exists a time interval L ⊆ [t0, t] such
that A(s) is irreducible for all s ∈ L and, furthermore, the matrix
A := min
s∈L
A(s)
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is Metzler and irreducible. For any τ ∈ (a, b), let
B(τ) :=

A, τ ∈ L,A(τ), otherwise,
and let Ω denote the solution of Ω˙ = BΩ, with Ω(t0) = I . By known results on strongly cooperative
dynamical systems (see, e.g. [17]), Ω(t)≫ 0. Let ∆ := Φ− Ω. Then
∆˙ = B∆+ (A− B)Φ,
and this implies that ∆(t) ≥ 0, so Φ(t) ≥ Ω(t)≫ 0.
To prove the converse implication, assume that condition (1) does not hold. Thus, there exist p, q,
with a < p < q < b, such that A(τ) is reducible for all τ ∈ [p, q]. By continuity, there exists ε > 0
sufficiently small such that the edges in E+(p) belong to E+(s) for all s ∈ [p, p + ε]. Since A(τ) is
reducible for all τ ∈ [p, p+ε], there exists a non empty set of edges that are zero for all τ ∈ [p, p+ε] and
when these edges are zero the associated graph is not strictly connected. Hence, there exists a permutation
matrix P ∈ {0, 1}n×n such that
PA(s)P ′ =
[
B(s) C(s)
0 D(s)
]
, for all s ∈ [p, p+ ε],
where the 0 denotes an (n− r)× r zero matrix, with 1 ≤ r ≤ n− 1. This implies that condition (2) does
not hold for t0 = p and any t ∈ (p, p+ ε]. This completes the proof. 
We can now state the main result in this subsection. Let Q ⊂ Rn×n denote the set of n × n matrices
that are Metzler and can have non-zero entries only on the main diagonal, super- and sub-diagonals and
entries (1, n) and (n, 1). For example, for n = 4 any matrix in the form:

∗ + 0 0
0 ∗ 0 0
0 0 ∗ +
+ 0 0 ∗

 ,
where ∗ denotes some value and + denotes a positive value, is in Q.
Theorem 6. Suppose that A(·) is a continuous matrix function on (a, b). Then the following conditions
are equivalent:
(1) A(s) ∈ Q for all s ∈ (a, b), and for any interval [p, q], with a < p < q < b, there exists t∗ ∈ [p, q]
such that A(t∗) is irreducible;
(2) the system (23) is CVDDS.
Note that this generalizes Theorem 5. Indeed, if A is a constant matrix then condition (1) means
that A ∈ Q and A is irreducible, so A ∈ Q+.
Proof of Theorem 6. If A(s) 6∈ Q for some s ∈ (a, b) then using continuity implies that A(·) 6∈ Q on a
time interval that includes s and arguing as in the proof of Theorem 5 implies that (23) is not CVDDS.
If A(·) is reducible on some time interval [p, q] then it follows from Proposition 2 that (23) is not CVDDS.
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To prove the converse implication, assume that condition (1) holds. Pick (t0, t) such that a < t0 < t < b,
and an odd integer p. Arguing as in the proof of Theorem 5 shows that A[p] is also Metzler and furthermore
that there exists t∗ ∈ [t0, t] such that A[p](t∗) is irreducible. Using Proposition 2 implies that the solution
of Φ˙(p) = A[p]Φ(p), with Φ(p)(t0) = I , satisfies Φ
(p)(t)≫ 0, i.e. all minors of order p are positive at time t.
Since this holds for any odd p, this completes the proof. 
F. The case A(t) measurable
In this subsection, we assume that
A : (a, b)→ Rn×n is a matrix of locally (essentially)
bounded measurable functions. (39)
This general case is important in the context of control systems. Indeed, consider x˙ = f(x, u), with u a
control input. The associated variational equation is z˙ = J(x, u)z, where J = ∂f
∂x
is the Jacobian of f .
In many cases, for example when considering optimal controls, one must allow measurable controls (see,
e.g. [14]) and thus t→ J(t) is typically a measurable, but not necessarily continuous, matrix function.
It is well-known that (39) implies that (23) admits a unique, locally absolutely continuous, nonsingular
solution for all t ∈ (a, b) (see, e.g., [28, Appendix C]). The next result provides a sufficient condition
for (2) to be CVDDS.
Theorem 7. Suppose that (39) holds with A(t) ∈ Q+ for almost all t ∈ (a, b). Furthermore, suppose that
there exists δ > 0 such that all the non-zero entries of A(t) are larger or equal to δ for almost all t.
Then (23) is CVDDS.
Proof of Thm. 7. Pick an odd p ∈ {1, . . . , n}. Consider the dynamics Φ˙(p)(t) = A[p](t)Φ(p)(t). We know
from the analysis in the proof of Thm. 5 that every off diagonal entry of A[p](t) is either zero or equal
or larger than δ for almost all t ∈ (a, b). To analyze Φ(p)(t), pick an arbitrary 1 ≤ k ≤ (n
p
)
, and let u(t)
denote the kth column of Φ(p)(t). Then u˙(t) = A[p](t)u(t), with u(t0) = e
k, where ek is the kth canonical
vector in R(
n
p). For any j ∈ {1, . . . , (n
p
)} the linear equation for u˙j(t) implies that there exists cj ∈ R such
that uj(t) ≥ exp(cj(t− t0))uj(t0) for all t ≥ t0. In particular, if uj(τ) > 0 at some time τ then uj(t) > 0
for all t ≥ τ . Thus, uk(t) > 0 for all t ≥ t0. Pick a time τ ≥ t0, and let w ≥ 1 denote the number of
entries j such that uj(τ) > 0. Without loss of generality, assume that these entries are j = 1, 2, . . . , w.
Write u˙ = A[p]u as
u˙ =
[
∗ ∗
G ∗
]
u1
...
uw
0

 ,
where the 0 denotes a vector of s :=
(
n
p
) − w zeros, and G(t) ∈ Rs×w. Since A[p](t) is irreducible for
almost all t, G(t) has a non-zero entry that is larger or equal to δ for almost all t. This implies that at
least w + 1 entries in uj(t) are positive for all t > τ . Our assumption on A(t) implies that we can now
use an inductive argument to conclude that all the entries of u(t) are positive for all t > t0. Since this
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holds for any odd p and any index k, we conclude that every odd minor of Φ(t) is positive for all t > t0.
This completes the proof of Thm. 7. 
In the remainder of this section, we demonstrate how Theorem 6 can be used to show that the variational
equation associated with a nonlinear dynamical model, called the ribosome flow model on a ring (RFMR),
is CVDDS.
There is considerable recent interest in understanding the dynamics of mRNA translation. This is due
to: (1) the introduction of several novel methods allowing to track mRNA translation in the cell [31],
[11]; and (2) a growing understanding that regulation of mRNA translation plays an important role in the
precise tuning of the expression of each gene in the genome, and that this is critical for many aspects of
cell function [13], [18], [1].
The RFMR has been used to study the flow of ribosomes along a circular mRNA during the process
of translation [21], [30], [29]. This model includes n consecutive sites located along a circular ring. The
normalized occupancy level (or density) of site i at time t is described by a state variable xi(t) : R+ →
[0, 1], i = 1, . . . , n, where xi(t) = 0 [xi(t) = 1] means that site i is completely free [full]. The transition
between sites i and site i+ 1 is regulated by a parameter λi > 0.
From here on we interpret all indexes modulo n, i.e. x0 = xn and xn+1 = x1. The dynamics of
the RFMR is given by n nonlinear first-order ordinary differential equations:
x˙i = λi−1xi−1(1− xi)− λixi(1− xi+1), i = 1, . . . , n. (40)
This can be explained as follows. The flow of particles from site i to site i + 1 is λixi(t)(1 − xi+1(t)).
This flow is proportional to xi(t), i.e. it increases with the occupancy level at site i, and to (1− xi+1(t)),
i.e. it decreases as site i+ 1 becomes fuller. Note that the maximal possible flow from site i to site i+ 1
is the transition rate λi. Eq. (40) thus states that the change in the state-variable xi as a function of time
equals the flow entering site i from site i− 1, minus the flow exiting site i to site i+ 1.
It is not difficult to show that [0, 1]n is an invariant set for the RFMR. It is easy to verify that 1n and 0n
are equilibrium points of the RFMR (corresponding to the case where all sites are completely full and
completely empty, respectively), so from here on we consider initial conditions
x(0) ∈ [0, 1]n \ {0n, 1n}. (41)
An important property of the RFMR is that if xi+1(t) ≈ 1. i.e. site i+ 1 is “quite full” then
x˙i ≈ λi−1xi−1(1− xi) ≥ 0,
so the density at site i increases. Thus, “traffic jams” may gradually evolve behind a full site.
A calculation shows that the Jacobian J(x) of the RFMR satisfies J = M−D, where D := diag(λnxn+
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λ1(1− x2), λ1x1 + λ2(1− x3), . . . , λn−1xn−1 + λn(1− x1)), and
M :=


0 λ1x1 0 0 . . . λn(1− x1)
λ1(1− x2) 0 λ2x2 0 . . . 0
0 λ2(1− x3) 0 . . . . . . 0
. . .
0 . . . 0 λn−2(1− xn−1) 0 λn−1xn−1
λnxn . . . 0 0 λn−1(1− xn) 0


. (42)
It is straightforward to verify that if for some index i we have xi(t) ≡ 0 [xi(t) ≡ 1] on a time interval
then x(t) ≡ 0n [x(t) ≡ 1n] on a time interval. Since we consider initial conditions as described in (41),
we conclude that M(x(t)) (and thus J(x(t))) is irreducible, except perhaps at isolated points of time.
Now Theorem 6 implies that the variational system z˙(t) = J(x(t))z(t) is CVDDS.
IV. CONCLUSIONS
Several interesting studies (see e.g. [7], [25], [15]) analyzed certain types of nonlinear time-varying
systems in the form y˙ = f(t, y) by showing that the number of cyclic sign variations in the vector
solution z(t) of the variational system z˙(t) = J(t, y(t))z(t) can only decrease with time. This was proved
by direct analysis of the variational system.
Here, we developed the theoretical framework of such systems by introducing the notion of a CVDDS
and analyzing its properties. A CVDDS is a linear time-varying system whose transition matrix satisfies
the strong cyclic variation diminishing property. We proved that the number of cyclic sign variations in the
vector solution of such a system can only decrease with time. We also derived a necessary and sufficient
condition for a system to be CVDDS. This generalizes the notion of TPDS analyzed in [23], [17].
Our results suggest several interesting directions for further research. First, we believe that the systematic
analysis of CVDDSs presented here can assist in developing a better understanding of what CVDDS of the
variational system implies for the original nonlinear system. When the variational system z˙ = Jz is TPDS
then there exists a time T ≥ 0 such that z(t) ∈ V for all t ≥ T (where V is the set defined in (3)).
This means in particular that either z1(t) > 0 for all t ≥ T or z1(t) < 0 for all t ≥ T . Since z1 = x˙1,
we conclude that either x1(t) is unbounded or it converges to a limit. Building on this, Smillie [24] and
Smith [26] proved powerful stability results for time-invariant and time-varying and periodic nonlinear
systems whose variational system is TPDS. However, Example 10 shows that when the variational system
is CVDDS every zi(t) may have an unbounded number of sign variations, and thus the approach used in
the TPDS case cannot be applied.
Nevertheless, the fact that s−c (and s
+
c ) is a discrete-valued Lyapunov function certainly constraints the
dynamics. For example, for a system with a compact state-space it implies that the state-space admits a
Morse decomposition (see e.g. [9]). Also, there are certainly special cases where more can be said. For
example, Remark 2 shows that if s+c (z(t)) = s
−
c (z(t)) = 0 for all t ≥ T then necessarily s+(z(t)) =
s−(z(t)) = 0, so z(t) ∈ V for all t ≥ T and then we can apply the same ideas as in the TPDS case.
These issues are currently under study.
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Other possible topics for further research include analyzing the spectral properties of matrices in Q+
(see e.g. [7] for some results on this topic), and studying the properties of the nonlinear T -periodic
system y˙ = f(t, y) satisfying J(t, y) ∈ Q+ for all t.
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