Let G be an Eulerian digraph with all in-and out-degrees equal to 2, and let π be an Euler trail in G. We consider an intersection matrix L(π) with the property that the determinant of L(π) + I is equal to the number of Euler trails in G; I denotes the identity matrix. We show that if the inverse of L(π) exists, then L −1 (π) = L(σ ) for a certain Euler trail σ in G. Furthermore, we use properties of the intersection matrix to prove some results about how to divide the set of Euler trails in a digraph into smaller sets of the same size.
Introduction
The aim of this article is to study enumerative properties of Euler trails in digraphs (or, more precisely, directed multigraphs with loops permitted). A digraph G = (V , A, t, h) consists of a set V = V G of vertices, a set A = A G of arcs, and two functions t, h : A G → V G ; t (a) = t G (a) is the tail of the arc a and h(a) = h G (a) is the head of a. Intuitively speaking, an arc is an arrow pointing from its tail to its head.
Let S A be the symmetric group of permutations of A with multiplication defined as π In Section 3, we consider a 2-regular Eulerian digraph G with vertex set [n] := {1, . . . , n} and with arc set {+1, . . . , +n, −1, . . . , −n}, where the head of ±k is k. Let π be an Euler trail in G. Say that the vertices j and k intersect if π • (+j, −j)(+k, −k) is an Euler trail and j = k. Cohn and Lempel [4] defined an n × n intersection matrix L(π ) = (l jk ) j,k∈ [n] of π by letting l jk be 1 if j and k intersect in π and 0 otherwise. They showed for any J ⊆ [n] that the nullity of L J (π ) = (l jk ) j,k∈J over GF (2) is equal to the number of cycles minus one in the G-permutation σ = π • j ∈J (+j, −j). Beck [2] generalized this result for not necessarily disjoint transpositions.
σ (a) = π(σ (a)). A permutation π ∈ S A is a G-permutation if h(a) = t (π(a)
Macris & Pulé [11] and [12] demonstrated how to give the elements in L(π ) signs so that det L J (π ) ∈ {0, 1} over Z; det L J (π ) = 1 if and only if π • j ∈J (+j, −j) is an Euler trail. Actually, they proved that det(L(π ) + I) is equal to the number of Euler trails in G, where I is the identity matrix (Theorem 3.1). Lauri [10] carried out the details (Theorem 3.2) using methods similar to those used by Cohn & Lempel in [4] .
One of our own contributions in Section 3 is the following result (Theorem 3. 
J (π ).
In [8] , we generalize the intersection matrix to arbitrary Eulerian digraphs.
In Section 4, we consider a (not necessarily 2-regular) Eulerian digraph G in which the vertices can be divided into sets U 1 , . . . , U ϕ and into sets W 1 , . . . , W ϕ such that if a is an arc with its tail in U k , then the head of a is in W k . Another way of expressing this is that t −1 (U k ) = h −1 (W k ) for every k.
Let π be a fixed Euler trail in G, and let σ be another Euler trail in G. Then σ −1 π is a permutation of the arcs such that the set A k of arcs with heads in W k is mapped onto itself for all k. In particular, σ −1 π can be restricted to A k . Let s k be the sign of this restricted permutation. We obtain a sequence (s 1 , . . . , s ϕ−1 ) of signs associated to the Euler trail σ ; we omit the ϕth sign, since it is uniquely determined by (and equal to)
We prove that the number of Euler trails with a given sequence of signs is independent of the sequence, that is, the number is the same for all 2 ϕ−1 possible sequences (Theorem 4.2). Suppose in addition that G is 2-regular, and let v and w be vertices such that there is an arc from v to w. Then the number of Euler trails with a given sequence of signs and with v and w intersecting is again constant (Theorem 4.3).
In Section 5, the article is concluded with a discussion about arc digraphs. In an arc digraph, there are sets U 1 , . . . , U ϕ , W 1 , . . . , W ϕ with the property that for each k ∈ [ϕ], u ∈ U k , and w ∈ W k , there is exactly one arc with tail u and head w. The most famous Eulerian arc digraphs are perhaps the 2-regular de Bruijn digraphs, in which Euler trails can be identified with binary de Bruijn sequences. For details, consider Subsection 5.2, where we apply Theorem 4.2 to de Bruijn sequences.
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Some group theory
To obtain decent formulations and proofs of our results, some group theory will be useful. Namely, there is an obvious group-theoretic interpretation of G-permutations as follows.
Let G be an Eulerian digraph. For each vertex v ∈ V , note that h −1 (v) is the set of arcs with head v. Let T G be the subgroup of S A consisting of all permutations σ such that σ (h
Clearly T G is a group of the form v∈V S h −1 (v) . Let π be a fixed G-permutation; we claim that πT G is the set of G-permutations. Namely, for any τ ∈ T G , πτ is also
Conversely, every left coset πT of a permutation group of the form T = v∈V S A(v) , where the sets A(v) are disjoint, can be interpreted as the set of G-
for arbitrarily chosen σ ∈ πT . This is well defined since, with σ = πτ , we obtain that
We say that G is the digraph induced by πT . For a permutation π ∈ S A , let c(π ) denote the number of cycles minus one in π; hence π is a cyclic permutation if and only if c(π ) = 0. Frequently, we will consider restrictions of a permutation to smaller sets. In those cases we will find it necessary to write c A (π ) instead of c(π ). Namely, if B is a subset of A such that π(B) = B, then both c A (π ) and c B (π ) are defined since π can be restricted to a permutation in S B .
Let B ⊂ A, where A is a finite set. We may consider S B as a subgroup of S A by defining π(a) = a for all π ∈ S B and a ∈ A \ B. The following construction will be used frequently throughout this article. For π ∈ S A , let π B ∈ S B be the permutation obtained from π by "removing" all elements not in B from the cycle decomposition of π. More precisely, for each b ∈ B, set
where k is the smallest positive number j such that
B is the restriction of π to the set B. Note that σ B is the restriction of σ to B.
where the right-hand expression is restricted to B. To prove this, first assume that
The same is true for σ ; hence
To prove (2) for general B, use induction over |A \ B| (|J | is the number of elements in the set J ).
For more information about permutation groups, see [5] .
The intersection matrix
The aim of this section is to describe the intersection matrix of an Euler trail in a 2-regular digraph. Some small modifications compared to [10] - [12] are made to make it possible to compare the intersection matrices for different Euler trails.
Definition and known results
Let n > 0 be an integer; let G be a 2-regular Eulerian digraph with vertex set In particular, l jj = 0. Note that l jk is nonzero if and only if j and k intersect in the sense described in the introduction.
, then we may define the k × k matrix L(π ) in exactly the same manner with rows and columns corresponding to j 1 , . . . , j k instead of 1, . . . , n.
One easily checks that our definition of L(π ) is the same as the corresponding definitions in [12] and [10] . See Subsection 3.3 for another equivalent definition.
First, we state a few known results about the intersection matrix. For any set J ⊆ [n], put τ J = j ∈J (+j, −j); this notation will be used throughout Section 3. Since T G is the abelian group generated by the transpositions (+1, −1), . . . , (+n, −n), it is clear that πτ J is a G-permutation whenever π is a G-permutation. Moreover, c(π τ J ) is even if and only if |J | is even. In particular, if πτ J is an Euler trail, then |J | is even. Put 
On the inverse of the intersection matrix
The results of this subsection will not be used in later sections. We will prove a result that requires our definition of the intersection matrix. Namely, to construct the intersection matrix, one must give the arcs signs. In this paper these signs are fixed from the beginning, while in [10] the signs are not necessarily the same in different Euler trails. 
We will in fact prove more than Theorem 3.4:
. With notations and assumptions as in Theorem 3.4, suppose that
where
, and put
Proof. First consider J = {1, 2}. We have to show that (4) holds. However, note that l ij (π τ J ) only depends on 1, 2, i, and j . Thus it suffices to consider n = 4; in particular, there is only a finite number of cases, and these are easily checked. As in [10] , we let the reader do this. Using the row vectors R i introduced later in Subsection 3.3, one may carry out a rigorous (but cumbersome) proof.
Induction over m is used to prove (3); suppose that m > 1. There exist distinct numbers i, j ≤ 2m such that π 1 = πτ J \{i,j } is a cyclic permutation. Namely, otherwise L J (π τ J ) would be the zero matrix. Assuming (without loss of generality) that i = 1 and j = 2, we may write
; the other matrices are defined in the obvious manner. By induction,
and
This implies that
Some easy computations yield that
which is exactly what we need to prove (3) and (4).
Remark 3.6. One may note that the lower right block in (4) does not have the same shape in [10] . This depends on the fact that Lauri defines the matrix corresponding to πτ J in a slightly different way. However, the fact that Lauri considers τ J π instead of πτ J only affects the signs in the lower left and upper right blocks. By the way, (4) is the resulting matrix after the first step in a two-step method of computing the inverse of L(π ) (if the inverse exists); see for example [6] , pp. 161-163.
Remark 3.7. In [8] , we investigate the matrices L(π ) and M(π, J ) further. We will show that the rows in L(π ) can be interpreted as the vectors in a basis for a certain "cycle space". The matrix M(π, J ) is the transformation matrix between two sets of bases corresponding to the Euler trails π and πτ J .
An application of the intersection matrix
We proceed by giving an alternative way of defining the intersection matrix of an Euler trail. Using this new definition, we prove a result that will be used and generalized in Section 4.
As usual we consider a 2-regular digraph G with vertex set [n] and with
The validity of the following statement is easily checked.
Proposition 3.8.
is the intersection matrix of π . We obtain the following table. 
Moreover, if U and W are disjoint, then the number of Euler trails
is odd is equal to the number of Euler trails σ such Proof. With customary choices of numbers µ i , ν i ∈ {−1, 1},
Summing the left-hand sides, we obtain
Summing the right-hand sides, we obtain −2 k i=1 µ i e u i , which implies the first part of Lemma 3.10.
To prove the second part, let K be the matrix with the property that
The first part of Lemma 3.10 implies that det K = 0 (here we need the fact that U and W are disjoint). Expand det K:
By Theorem 3.2, det L J = 1 if πτ J is an Euler trail and 0 otherwise. Note that
Hence (6) implies the last part of Lemma 3.10.
Lemma 3.10 is in fact a special case of Theorem 4.1, a result that will be stated and proved in the next section. It will appear that the last statement in Lemma 3.10 remains true with the weaker assumption that U = W .
Partitioning Euler trails into sets of the same size
We prove some results about how to divide the set of Euler trails in a digraph into smaller sets of the same size.
Main results

Let
( denotes disjoint union) and
, that is, all arcs starting in U k have their heads in W k (we do not require that U k and W k are disjoint). Another way of describing the situation is as follows. Let π be any G-permutation, and put 
Proof of Theorem 4.1
We recall that Theorem 4.1 considers a partition A = ϕ j =1 A j satisfying (8) and a set A − = k∈K A k , where K [ϕ] is nonempty. Put A + = A \ A − , and let π be a fixed G-permutation; we may without loss of generality assume that π is an Euler trail. Our first goal is to show how the problem can be reduced to the case π( 
Namely, since π is a cyclic permutation, equality would imply that A − = A. In particular, B + and B − are nonempty.
Consider a G-permutation σ , and recall the construction of σ B from (1).
for some σ 1 , . . . , σ m ∈ E G ; E A (M) is the set of cyclic permutations in M ⊆ S A . Thus it suffices to show that 
T B ⊂ S B (see Section 2). This means that T G i = T B (restricted to S B ) and that σ B i is an Euler trail in G i . An important observation is that ρ ∈ σ i T B is an Euler trail in G if and only if ρ
B is an Euler trail in G i . Namely, if ρ B happens to be an Euler trail in G i without ρ being an Euler trail in G, then ρ contains some cycle with arcs exclusively from A \ B. However, since ρ −1 σ i leaves all elements in A \ B fixed, the very same cycle will occur in σ i , which is a contradiction to the fact that σ i is an Euler trail. Thus
Here, the first identity is justified by the fact that all permutations are restrictions to A − , while the second identity follows from the fact that the restriction of ρ −1 σ i to A − \ B − is the identity permutation. The conclusion is that (9) is equivalent to (10) 
Note that the conditions in ) for some w 2 ). Continue in this zig-zag manner until for the first time u k+1 = u j +1 or w k = w j for some j, k, k > j. There is no loss of generality assuming that j = 0. In Figure 2 , the case w 3 = w 0 is illustrated. The reader may note the similarities between this figure and Figure 1 in Subsection 3.3. 
For the Euler trail σ , put 
Proof of Theorem 4.2
To prove Theorem 4.2, we need some names on the 2 ϕ−1 different cosets in T G given by T 0 . First we fix a G-permutation π. For a vector y = (y 1 , . . . , y ϕ−1 ) of elements from {0, 1}, let E(y) be the set of Euler trails σ such that the sign of the permutation (σ
. We want to prove that |E(y)| is the same for all vectors y. Therefore Obviously, the coefficient in front of |E(y)| in (12) is equal to 2 ϕ−2 , while the coefficient of |E(y )| is equal to −2 ϕ−2 . Now, let z be a vector such that z = y, y . The coefficient of |E(z)| is computed as follows. Since z−y and y −y are linearly independent over GF (2) , there is a vector x such that (z−y)·x ≡ 1 (mod 2) and (y − y) · x ≡ 0 (mod 2). Note that x → (x + x ) mod 2 is a permutation of the set consisting of vectors x such that x · (y − y) ≡ 1 (mod 
Proof of Theorem 4.3
By assumption there is an arc, say +w, with tail u and head w. Say that the tail of the second arc −w with head w is u , and let a be the second arc with tail u; say that the head of a is w . If u = w, then there is nothing to prove, since in this case π • (+u, −u)(+w, −w) = π for all Euler trails π . If u = u then there are two arcs from u to w, and it is obvious that u and w intersect in all Euler trails. If instead u = w or u = w, then there will be a loop at u or w, which means that u and w never intersect in any Euler trail. Thus assume that u, w, u , w are all different. Let H be the 2-regular Eulerian digraph obtained from G as follows: We remove the vertex w and the arcs +w, −w from G. Moreover, the arcs with tail w in G will have u as their tail in H . Finally, the arc a, whose tail is u in G, will have u as its tail in H . The situation is illustrated in Figure 3 . (7); recall that
Construct the setsÛ k by first removing u and w and then adding u toÛ j , where U j is the set containing w. One readily verifies from this construction that (7) is satisfied for these sets in H . PutÂ
LetT 0 be the subgroup T H consisting of all permutations τ ∈ SÂ such that the restriction of τ toÂ k is an even permutation for every k ∈ [ϕ − 1]. By Theorem 4.2 we have for any H -permutationsπ andσ that
Fix an Euler trail π in G where u and w do not intersect; π corresponds to the permutationπ in the manner described above. For a vector y = (y 1 , . . . , y ϕ−1 ) of elements from {0, 1}, letÊ(y) be the set of Euler trailsσ in H such that the sign of the permutation (σ
. Let E * (y) be the set of Euler trails σ in G where u and w do not intersect such that the sign of the permutation (σ
. Finally, let E(y) be as in the proof of Theorem 4.2.
Suppose that u ∈ W i and w ∈ W j ; i and j might be equal.
To prove Theorem 4.3, it suffices to prove that
for every y, y ∈ {0, 1} ϕ−1 , where the vector sums are computed modulo 2. Namely, there is an obvious bijection between E(y) \ E * (y) and E(y + z) \ E * (y+z) given by π → π •(+u, −u)(+w, −w). Hence (15) and Theorem 4.2 imply Theorem 4.3.
Consider an Euler trail σ in G where u and w do not intersect. The sign of (σ where the second equality follows from (14). Theorem 4.3 is proved.
2-regular arc digraphs
We consider arc digraphs and give interpretations of Theorems 4.2 and 4.3; we will concentrate on 2-regular digraphs. The section is concluded with an application of the results to de Bruijn sequences.
Interpretations of Theorem 4.2
The arc digraph
That is, the arcs in G are the vertices in K(G) and there is an arc from a to b in K(G) if and only if the head of a is equal to the tail of b in G.
We obtain in a natural way sets A 1 , . . . , A ϕ in K(G) satisfying (8), where ϕ is the number of vertices in G. Namely, for each k ∈ V G , we put
that is, A k consists of all arcs (a, b) in K(G) such that the head of a and the tail of b in G is k.
we may notice the similarity between (16) and (7). The local shape of a 2-regular arc digraph is illustrated in Figure 4 . From our point of view, the most interesting result about 2-regular arc digraphs and Euler trails is the following striking correspondence between the numbers of Euler trails in a digraph and its arc digraph.
Theorem 5.1 (de Bruijn [3] ; see [7] ). If G is a 2-regular Eulerian digraph, then
where ϕ is the number of vertices in G.
Theorem 5.1 can be proved by using the BEST Theorem ( [1] ), which relates the number of Euler trails and oriented subtrees in a digraph; see also [9] . 
Proof. By Theorem 4.2,
hence Theorem 5.2 is a consequence of Theorem 5.1.
The interpretation of Theorem 4.3 is somewhat more delicate. Example 5.4. Let G and K be the digraphs in Figure 6 ; K is isomorphic to the arc digraph K(G) of G. The vertex set of K is V = [8] and the arc set is A = ± [8] . Note that T K is the subgroup of S A generated by (+k, −k), 1 ≤ k ≤ 8 and that h K (±k) = k. For a vector y = (y 1 , y 2 , y 3 ) ∈ {0, 1} 3 , let E(y) be the set of Euler trails
. We obtain the following table, showing for each y = (y 1 , y 2 , y 3 ) all sets J such that πτ J ∈ E(y).
As Theorem 5.2 states, the number of sets in each row is equal to |E G | = 4. The last column of sets corresponds to the set of Euler trails where 1 and 6 do not intersect, while the bold sets correspond to Euler trails where 1 and 2 intersect. Note that the underlying digraph G contains four Euler trails, namely (1, 6, 5, 8, 7, 2, 3, 4) , (1, 2, 3, 4, 5, 8, 7, 6) , (1, 2, 7, 6, 5, 8, 3, 4) , (1, 2, 3, 8, 7, 6, 5, 4) .
1 is followed by 6 in one trail and by 2 in the other trails. Thus we have verified Theorem 5.3 for K when u = 1 and w = 2, 6.
de Bruijn digraphs
As an application of Theorem 5.2, we conclude this article with a short discussion about de Bruijn digraphs, named after the Dutch mathematician N.G. . . . , x a , p, y 1 , . . . , y b ) = (x 1 , . . . , x a , p 1 , . . . , p k , y 1 , . . . , y b ) .
One realizes that the sets 
