Lateral spreading is one of the most significant destructive and catastrophic phenomena associated with liquefaction caused by earthquake and can impose very serious damages to structures and engineering facilities. The aim of this study is to evaluate liquefaction induced lateral spreading and finding new relations using gene expression programming (GEP) that is a new and developed generation of genetic algorithms approaches. Since there are complicated, nonlinear and higher order relationships between many factors affecting the lateral spreading, GEP is assumed to be capable of finding complex and accurate relationships between these factors. This study includes three main stages: (i) compilation of available database (484 data),
Introduction
Liquefaction is one of the most interesting and sophisticated seismic geotechnical issues. The liquefaction phenomenon and various kinds of failure related to it (such as flow liquefaction and lateral spreading) can impose tremendous damages and losses to infrastructures, buildings and structures, lifelines and buried structures. In general, liquefaction is considered as one of the major causes of ground movement due to an earthquake, and occurs as a result of rapid loss of shear strength of the soil due to increasing pore water pressure in saturated soils subjected to static or dynamic loads. Lateral spreading is the most common type of liquefaction-induced ground failure. During this phenomenon, blocks of intact surficial soil displace along a shear zone that has formed within the liquefied layer. Due to earthquake and gravitational forces, the surficial blocks are transported downslope or in the direction of a free face upon reaching mobilization. Lateral spread can cause horizontal ground displacement from a few centimeters to several meters [1] . This phenomenon can be observed in the fields with gentle slopes ranging from 0.3 to 5 percent and in fields with free face like stream channels and trenches. Lateral spreading depends on several factors, including physical and mechanical properties of the soil layers, depth of groundwater, intensity and duration of ground shaking, distance from source of seismic energy, and seismic attenuation properties of in situ soil. Due to the participation of a large number of parameters affecting this phenomenon, estimating the liquefaction-induced lateral spreading is one of the most complicated issues in geotechnical engineering [2] .
Estimating the deformations and displacements caused by liquefaction is a part of the soil liquefaction engineering. Unlike the phenomenon of liquefaction, no specific mechanism is recognized in liquefactioninduced lateral spreading. Several factors including seismic characteristics, soil specification and geology, topographical characteristics etc. are involved in occurrence of lateral spreading. Generally, various methods that have been used to predict the amount of liquefaction-induced lateral spreading, can be divided into 4 categories as shown in Table 1 .
In methods based on Newmark's sliding block [3] [4] [5] [6] , according to the simplifications made in modeling of the behavior of liquefied soil, and considering soil as a rigid body, the obtained equations do not have a high accuracy in predicting lateral displacement. In models based on minimum potential energy [7, 8] , the liquefied soil is assumed to behave as liquid, and these models have received less attention in comparison with the sliding block methods.
In order to model all the details of liquefaction-induced lateral spreading, numerical models [9-16] should be able to simulate seismic excitation, softening of the soil due to increase in pore water pressure, rapid decrease in shear strength, displacement continuation of soil after loading and reconsolidation due to the drainage of additional pore water pressure [17] . Due to the nonlinear behavior of soil and nonlinear relationships between participating parameters, the application of finite element method in modeling this phenomenon is very complicated [18] .
Methods based on experimental results [12, [14] [15] [16] 19, 20] also require a large number of data obtained from tests. In these methods, the preparation of high quality specimens and simulation of shear strains is of utmost importance, and in practice, it is difficult to provide all the in-situ conditions in the laboratory.
According to large number of parameters including seismological, topographical, and geotechnical parameters and nonlinear relationships between them, empirical and parametric methods have been used vastly by researchers. Empirical methods [1, 21, [30] [31] [32] [33] [22] [23] [24] [25] [26] [27] [28] [29] are based on the collected data after earthquakes and because of their simplicity, are widely used in predicting the lateral spreading. Most of these relations have been obtained using multiple linear regression method (MLR) and usually offer separate relations for gentle slope and free face ground conditions [17] .
In complex problems where the relationship between variables is unknown, optimization algorithms such as machine learning-based methods are very powerful predictive tools for solving the problems as long as they can simulate the very nature of the problem. Lateral spreading is one of the complex issues in engineering problems, and large number of parameters are involved in its occurrence. Therefore, artificial neural networks [18, [34] [35] [36] , genetic programming [2, 37, 38] and other machine learning techniques, can be of great helpful and powerful tools in solving these problems. Table 2 lists a number of relationships obtained from empirical and machine learning based methods.
Due to ability of finding complex relationships in multivariate problems, gene expression programming (GEP) can be a useful tool in geotechnical issues. Johari et al. [39] used GEP in predicting effective stress parameter in unsaturated soils. Keshavarz and Mehramiri [40] utilized GEP to model the normalized shear modulus and damping ratio of sands. This method has also been used to predict the maximum lateral displacement of retaining wall [41] and soil-water characteristic curve [42] .
In this paper, a new approach is presented to evaluate the liquefaction-induced lateral spreading using GEP.
Modeling liquefaction-induced lateral displacement by GEP method is carried out using a set of 484 data compiled by Youd et al. [27] for gentle slope, free face and general ground conditions and for each of these different ground conditions, a single mathematical expression is established. The results of the suggested relations have been compared with the relationships obtained by MLR and other methods and the benefits of the proposed method have been discussed in details.
Gene expression programming (GEP)
GEP was invented by Ferreira [43] . GEP is a type of evolutionary algorithms inspired by biological systems.
Like genetic algorithms (GAs) and genetic programming (GP), using population of individuals, selecting them according to fitness, and using genetic operators creates new offspring in search space and moves toward points with better fitness values [43] . Compared with GAs and GP, individuals in GEP are more developed.
GAs individuals are composed of linear strings with fixed lengths (chromosomes). Despite GAs, individuals (chromosomes) in GP are more complex and nonlinear entities and have different shapes and sizes (parse trees) [43] . Entities in GAs and GP work both as genotype and phenotype simultaneously. GEP combines simple linear chromosomes with fixed-lengths, like entities used in GAs and branched structures (expression trees (ETs)) with different shapes and sizes like GP, parse trees together to create a more complete program with more similarity to natural biological systems and better performance. Chromosomes and ETs are the main actors in GEP. Expression trees function as phenotype, and are encoded in fixed-length linear chromosomes (genotype). Selection is based on fitness of expression trees. According to fitness of ETs, chromosomes will be selected to create new offspring using genetic modifications. Although selection of individuals is based on fitness of ETs, it is the chromosomes not ETs that are reproduced [43] .
Information is encoded in linear entities with fixed-length (chromosomes) and is decoded to ETs due to translation process. Genetic codes in chromosomes are composed of members of functions and terminals sets.
Each symbol in the chromosome (genetic code) forms a part of spatial organization of corresponding ETs due to translation process [44] . GEP chromosomes are usually composed of multiple gene of equal length. Each gene forms a sub-ET and the sub-ETs with each other forming a more complex multi subunit ET.
Understanding the structural organization of GEP genes requires being familiar with open reading frames (ORFs). An algebraic or mathematical expression (Fig. 1a) can be expressed in the form of an expression tree (Fig. 1b) . As mentioned, ET is in fact the phenotype of GEP individuals and by straightforward reading of the ET levels from left to right and from top to bottom the open reading frame (genotype) can be inferred easily (Fig. 1c) . Expression presented in (c) is an ORF, starting at "Q" and terminating at "d". An ORF in GEP language named K-expression [43] . Expressing an ORF into an ET is also very simple and straightforward. To express an ORF to an ET, the rules governing the spatial distribution of functions and terminals is ruling.
Consider Fig. 1 in reverse order; the start position of the ORF (Fig. 1c) forms the root of the ET at the first line of the ET. As a rule, depending on the number of arguments of each element in a line (functions have different number of arguments, while terminals have no arguments), nodes will be formed in the next lines and by reading ORF from left to right, the new nodes are filled consecutively with the elements of the ORF. This process will be terminated when a line containing only terminals is formed (Fig. 1b) [44] .
GEP chromosomes are usually composed of more than one gene of equal length. Each gene codes for a sub-ET and the sub-ETs interact with one another forming a more complex multisubunit-ET (Fig. 2) [43] . It should be noted that genes in a chromosome have equal length, but multigenic chromosomes have different ORFs compared with each other. The chromosomes of GEP contain several ORFs, and each ORF coding for a structurally and functionally unique sub-ET [44] . The complete expression of the genetic information requires the interaction of these sub-ETs with one another. One of the simplest interactions is the linking of sub-ETs by a particular function. In GEP, linking functions include addition (+) and multiplication (*) for algebraic expressions and If and OR for Boolean expressions [43] .
GEP uses mutation, transposition and recombination (crossover) to create variation in individuals and finding the solutions. Due to the unconstrained genotype/phenotype mapping of GEP, several genetic operators can be easily implemented and Ferreira [43] uses seven: mutation, three kinds of transposition (Insertion Sequence, IS; Root Insertion Sequence, RIS; and gene transposition), and three kinds of recombination (one-point, twopoint and gene recombination).
Ferreira [45] investigated the genetic operators, and found that by far mutation has the greatest impact among other genetic operators and RIS, IS, two-point recombination, one-point recombination and gene recombination have the highest impact on the performance of chromosomes, respectively.
Data collection
Finding an empirical or semi-empirical model, requires the compilation of valid and high-quality data.
Concerning liquefaction-induced lateral spreading, various data and parameters have been used by researchers, and the most reliable and frequently used of them are the data sets compiled by Youd et al. [27] . Bartlett and Youd [1] compiled case histories of lateral spreads consisting of data obtained from different earthquakes.
Based on standard penetration test (SPT) and using MLR, they provide a relatively good relationship compared to existing relationships. Youd et al. [27] compiled a dataset consisting of 484 data from 11 different earthquakes by revising the previous dataset. Using this collection, they improved their previous equations.
In this study, the dataset and variables compiled by Youd et al. [27] have been used to estimate the liquefaction-induced lateral spreading. Statistical characteristics of variables (such as minimum, maximum and average values) have been used for data evaluation. Fig. 4 shows the distribution graph of variables. As seen, in most cases, lateral spreading has been occurred by earthquakes of moment magnitude ranging from 6.5 to 7.5 and at a distance less than 25 km away from the source of seismic energy. It is shown that most of the lateral spreading events have occurred in a slope less than 3% and a free face ratio less than 10%. Also, the measured ground displacements (D hc ) for most of the case histories are below 2 meters. The average value of each variable is written in the corresponding chart and dominant cases in each chart imply that most of the observed displacements have such specifications. Since searching for solutions is carried out in the spaces of greater abundance of a specification and since the aim of this study is to find a proper relationship between D hc and other independent variables, we can expect that obtained results be more accurate and reliable at the regions with those dominant specifications.
In machine learning techniques, the available data is divided into two categories of training dataset and testing dataset. The training dataset is used as the selection environment and using this set of data, the algorithm will try to get familiar with the problem environment, learn and discover the relationships between variables. This dataset should be chosen in such a way that it can be representative of the whole problem space. Obviously, the more the number of members of training dataset, and the less dispersal of the data contained in training dataset, the better relationships identified by the algorithm can be. The testing dataset is also used for validation of the relations obtained by training dataset. In this study, as indicated in Table 3 , the data have been separated for three different kinds of ground conditions, including: the gentle slope grounds, the grounds with free face and the grounds with a general state.
The values of the minimum (Min), average (Avg), standard deviation (SD) and the maximum (Max) of all independent and dependent variables in both of the training and testing sets are shown in Table 4, Table 5 and Table 6 for the general, free face and gentle slope ground conditions, respectively. The comparison shows the fact that the values of these statistical parameters are close in both training and testing datasets.
Modeling using GEP
The aim of modeling in GEP is to find and build different relationships between variables. Necessary parameters for modeling can be divided into three categories as follows:
-Population parameters including: the number of individuals (chromosomes) in population and the characteristics of chromosomes (number of genes of each chromosome, the size of the head of genes, the gene's linking function, the number of numerical constants of each gene).
-Control parameters including: termination criterion of the program, appropriate fitness function.
-Operating parameters including: the rate of genetic operators, mathematical, logical functions etc. to create function set.
Conceptually, modeling can be divided into two parts: genetic modeling and mathematical modeling. Genetic modeling is that part of the modeling carried out by the user. Mathematical modeling is the result of genetic modeling, and the function of each genetic model is evaluated on the basis of its mathematical model. In GEP, mathematical models are built based on input data and according to the values determined for genetic parameters. The function of GEP in dealing with a problem depends on genetic model and the values selected for genetic parameters. Therefore, selecting the most appropriate and optimal values for genetic parameters is the main issue that we are dealing with in GEP modeling; because the program may not reach the desired result with a set of these values, or it may take much longer for the process of the program to bear fruit. The best model in GEP is obtained by comparing different built mathematical models and a model with lower error rate and higher fitness is considered as the better model. Therefore, having the best genetic model (the most optimal parameter values), the mathematical relationship between the variables is determined.
As previously mentioned, modeling involves determination of the optimal values of genetic parameters, and using these parameters the program moves forward in an evolutionary process. Then, the generated genetic models are expressed in mathematical terms, and fitness of each model is evaluated on the basis of generated mathematical relations. In other words, modeling can be introduced as an attempt to find the best values of genetic parameters in a step by step process.
In this research, the modeling of lateral spreading has been carried out using GEP in three separate phases.
There are different steps in each phase, and each step involves determining the optimal value of one of the genetic parameters. Thus, in each step, the value of one of the parameters is considered as a variable, and by changing the value of that variable, different models are built, and finally, by the comparison of fitness and statistical errors of the models together, the best model of that step and thus, the most optimal value of that variable would be identified. Evolutionary algorithms have a random-evolutionary nature; and a program may not evolve appropriately over certain generations. To avoid this situation, the chosen model of each step is executed 5 times again, and the average value of fitness and its error are calculated. In the next step, these mean values are compared with the previous built models again, and the models with the values close to the mean values are also executed 5 times again and then, the average values of the models are compared. The aim of following this trend is to reduce the impact of random-evolutionary nature of algorithm on the results. By determining the value of a variable at each step, the process enters into the next step for determining the optimum value of the next variable and therefore, at the end of each phase, the optimum values of all variables and thereby, the optimized model are identified using the stepwise method. At the end of each phase, the variables with no effect on the results would be removed from the list of variables of the next phase. It should be noted that the model chosen in every step is considered as a prototype for the next step and also, the final model of each phase is sent to the next phase as a prototype. More information about how to model and find the optimal values of population, control and operating parameters and how they will affect the results is available in [43, 44] .
Based on provided explanations, genetic modeling has been carried out for three different kinds of ground conditions, considering root mean square error (RMSE) as the fitness function. Number of generations is a termination criterion that allows populations to be built and evolved due to a certain number of generations. It is obvious that more generations provide more opportunity to evolve for individuals, but due to time problems, it is set to 100000 in this study.
Modeling in the first phase is composed of 8 steps which includes determining the number of population's individuals (chromosomes), the number of genes of each chromosome, the head size of each gene, the mutation operator rate, the rate of the root insertion sequence (RIS) operator, the rate of the two-points recombination operator, the rate of the insertion sequence of elements (IS) operator, and the rate of the gene recombination operator respectively. By removing the step associated with determining the rate of IS operator, the second phase is reduced to 7 steps. Also, by eliminating the steps involved in determining the rate of two-point recombination and gene recombination operators, the third phase is also performed in 5 steps. Thus, at the end of the modeling process in the third phase, the genetic characteristics of the chosen models related to each of different ground conditions are in accordance with Table 7 . According to these genetic characteristics for each of the different ground conditions, a final model is identified.
Results
To avoid lengthy built relationships, the simple and concise form of the variables has been used in relations as shown in Table 8 . The performance and efficiency of the obtained relations have been compared with other equations using correlation coefficient (R 2 ) criteria, root mean square error (RMSE) and the mean absolute error (MAE) that are defined as follows:
In these equations, i index represents the program number for which the fitness and errors are evaluated; P ij is the value predicted by the individual program i for fitness case j (out of n fitness cases); and T j is the target value for fitness case j.
Grounds with free face
As already noted, in grounds with free face, there are 229 data obtained from standard penetration test, and in this set, 82.97% of the data set (190 data) and 17.03% of the data (39 data) are considered as training and testing data, respectively. After spending too much time for modeling and comparison of developed models based on the fitness values, complexity and length of equations, the following equation has been selected as the ultimate model for the grounds with free face: [27] and GEP method of this study. The obtained value of R 2 in training data is equal to 90.3% and 84.1% in GEP and MLR methods, respectively, which reflects the higher accuracy of the equation developed by GEP. [37] and Javadi et al. [2] . Referring to Table 9 and checking other statistical criteria indicate the higher accuracy of the equation obtained from GEP method compared with other methods.
As is clear from Fig. 5 , the GEP results have a significantly higher accuracy for the data up to 5 meters, especially for the data up to 2 meters; and as previously noted, this result was predictable according to the frequency of the data collected in the mentioned range.
It should be noted that GEP managed to develop a model with much higher accuracy (R 2 = 92.2%) in the training data. However, due to the high complexity of the obtained equation compared to existing equation, it is not cited here. Furthermore, in this study, only about 80% of the data have been used to create the model and the other data were used for validation; whereas in MLR method, all data have been used to create the model, and validation was not performed using the other data set.
Grounds with gentle slope
Of 255 data included in this category, 77.65% of the data set (198 data) and 22.35% (57 data) have been considered as training and testing data, respectively. After comparison of models developed based on fitness values, complexity and length of equations, the following equation has been presented as the final model for the gentle slope ground conditions:
Variables used in this equation have been introduced in Table 8 . The comparison between this equation and the equation obtained from MLR method of Youd et al. [27] has been carried out in Fig. 7 . In training data set, GEP method has created an equation with a correlation coefficient of 88.7%; while the correlation coefficient of the MLR equation is 83.7%. Also, the correlation coefficient in validation data set for both GEP and MLR equations are 79.02% and 79.3%, respectively. In Fig. 8 , the results of the model developed by GEP are shown along with the models developed by Rezania et al. [37] and Javadi et al. [2] for all the data in gentle slope ground conditions. The results presented in Table 9 also indicate the better accuracy of the equation obtained by GEP method compared to the other methods.
In this case of ground conditions, GEP has managed to develop a model with a correlation coefficient of 90.16% in training data and due to the more complexity and length of the equation, it is not cited here.
General condition
Another option examined in this study is lateral spreading in grounds with both gentle slope and free face condition. Therefore, all available data (484 data) have been used to present a general equation that can be used both in gentle slopes and free faces. In this case of ground conditions that is called general condition, 388
(80.17% of) data have been used as the training data and the other data (96 (19.83% of) data) have been used for validation. Thus, with a trend similar to that was carried out for the grounds with free face and gentle slope, the equation identified for this state of the ground is as follows; the parameters used in the following equation are described in Table 8 .
log D hc = -7.541+ tan tan tan 0.0102 tan F -R -5.089 ( ) + 2F (6) Since no equation has been presented by MLR for this state of the ground condition, only the results of GEP are shown in Fig. 9 . In Table 9 , the equation developed for this case has been compared to the equation developed by artificial neural network (ANN) approach, and despite the lower value of R 2 , it can be seen that in other comparative criteria (RMSE, MAE), the equation obtained from GEP method has provided much better results compared to ANN.
Discussion and review
The aim of this study is providing a new method based on machine learning techniques to predict the extent of liquefaction-induced lateral spreading. The methodology used in this study is a subcategory of genetic algorithm that using the laws of evolution and Darwinian survival, searches within the solution space. In this method that is a more complete and more advanced generation of genetic algorithms compared to the previous ones, attempts have been made to simulate the natural evolution and what occurs in natural systems, more effectively.
Thus, for datasets and the three different states of the ground conditions, some models were developed using GEP. This method has a great ability to develop high-precision models and identify the complex relationships between variables, and unlike many of the artificial intelligence methods, can offer the equations in a closed form. Referring to Fig. 5, Fig. 7 and Fig. 9 and comparison of predicted values of GEP and MLR methods, this claim is investigable with the real data.
Although the equations obtained using GEP method are more complex than those obtained by the traditional methods, but since the nature of these problems is complicated, it is necessary to use the methods that can simulate the complexity of these problems. Therefore, in practical problems, GEP can analyze the problems more accurately and provide more accurate solutions.
Looking back to Fig. 4 , it is observed that the data are more abundant in certain domains of geotechnical, topographical and seismological characteristics, and given the nature of genetic algorithms, the developed equations are more reliable within these domains. Therefore, in order to obtain a general relationship that can be used in different situations of the ground conditions and in its different regions, it is necessary to compile more collections of data that can cover a wider range of specifications. By achieving this data set and using GEP, more accurate equations can be developed.
Conclusions
Lateral spreading is a kind of ground failures caused by liquefaction due to earthquakes, and unlike the liquefaction phenomenon, no clear mechanism has been characterized for that. This phenomenon includes fracture of the surface layer on the liquefied soil and the movement of these pieces toward the downstream slope or the free face. Because this phenomenon has the possibility of occurrence in grounds with free face, grounds with gentle slopes and a combination of both ground conditions, all the three different ground states have been studied in this research.
In order to study the phenomenon of lateral spreading, a dataset consisting of 484 data, compiled by Youd et al. [27] and have a very good reputation among the researchers in this field, was used. In all artificial intelligence methods, the data should be categorized into two categories of training and testing data; the first category of the data is used for learning and developing equations, and the second category is used for verification of the developed equations. Therefore, in this research, for each of the different ground conditions, about 80% and 20% of the data have been used as training data and testing data, respectively.
In this study, gene expression programming (GEP) method has been used to evaluate the liquefaction-induced lateral spreading. As one of the methods in machine learning techniques, GEP is a new generation of genetic algorithms, and it is used as an optimization tool that using the laws of Darwinian evolution, survival and reproduction, searches in solution space to find the most optimal one.
Comparative criteria of R 2 , RMSE and MAE and also the length of equations have been used for choosing the best model, and all developed models were evaluated using these criteria. Eq. (4) is the best relationship obtained for the grounds with a free face that has produced the correlation coefficients of 90.3% and 79.9% for training and testing data sets, respectively. Also, in grounds with a gentle slope, the best developed equation is Eq. (5) with a correlation coefficient of 88.7% and 79.02% in training and testing data sets, respectively. Also, the best general equation is Eq. (6) with correlation coefficients of 89.4% in training data and 77.6% in testing data. As previously mentioned, equations with higher accuracy are also made by GEP method. However, due to their level of complexity and lower length, these equations have been offered as final equations. In Table 9 , equations obtained by GEP have been compared with other equations developed by other methods through statistical criteria, and the results indicate the higher accuracy of developed equations compared to other equations. Furthermore, the comparison shows the very great ability of GEP in diagnosis of relationships and building appropriate models. Table 2 Proposed equations to predict liquefaction-induced lateral spreading. 4 Table 3 Classification of training and testing data in different ground conditions. 5 Table 4 Comparison of statistical parameters for training and testing data sets in general ground 6 conditions. 7 Table 5 Comparison of statistical parameters of training and testing data sets in grounds with free face 8 conditions. 9 Table 6 Comparison of statistical parameters of training and testing data sets in grounds with gentle slope 10 conditions. 11 Table 7 The values of genetic parameters of selected models. 12 Table 8 The simplified form of the variables used in evaluation of liquefaction-induced lateral spreading. 13 Table 9 Statistical comparison of different models results. 14 [37] , and (c) model developed by Javadi et al. [2] . 31 
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