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High-temperature Aharonov-Bohm-Casher interferometer
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We study theoretically the combined effect of the spin-orbit and Zeeman interactions on the
tunneling electron transport through a single-channel quantum ring threaded by magnetic flux.
We focus on the high temperature case (temperature is much higher than the level spacing in
the ring) and demonstrate that spin-interference effects are not suppressed by thermal averaging.
In the absence of the Zeeman coupling the high-temperature tunneling conductance of the ring
exhibits two types of oscillations: Aharonov-Bohm oscillations with magnetic flux and Aharonov-
Casher oscillations with the strength of the spin-orbit interaction. For weak tunneling coupling both
oscillations have the form of sharp periodic antiresonances. In the vicinity of the antiresonances
the tunneling electrons acquire spin polarization, so that the ring serves as a spin polarizer. We
also demonstrate that the Zeeman coupling leads to appearance of two additional peaks both in the
tunneling conductance and in the spin polarization.
PACS numbers: 05.60.+w, 73.40.-c, 73.43.Qt, 73.50.Jt
I. INTRODUCTION
Quantum interferometers based on low-
dimensional electronic nanosystems proved to be
very powerful tools in studying coherent meso-
scopic phenomena1–4. The simplest example of
such an interferometer is a single-channel bal-
listic quantum ring tunnel-coupled to leads and
threaded by the magnetic flux Φ (see Fig. 1).
The dependence of the conductance of this setup
G on Φ encodes important information about
the phase coherence of the tunneling electrons.
In particular, the interference of electron waves,
propagating in the ring clockwise and counter-
clockwise, results in the Aharonov-Bohm (AB)
oscillations5,6 of G with Φ. The oscillation pe-
riod is given by the flux quantum Φ0 = hc/e. The
FIG. 1: The ring threaded by magnetic flux Φ.
shape and amplitude of the AB oscillations de-
pend essentially on the strength of the tunneling
coupling and on the relation between the tem-
perature T and the level spacing in the ring ∆.
For T ≪ ∆ and weak tunneling coupling there
are narrow resonant peaks in the dependence
G(Φ).7 The positions of the peaks depend on the
electron Fermi energy7 and the strength of the
electron-electron interaction.8 Remarkably, the
interference effects are not entirely suppressed
by thermal averaging, and the resonant behavior
of G(Φ) survives for the case T ≫ ∆. Specifi-
cally, the high-temperature conductance of the
noninteracting ring with weak tunnel coupling
to the contacts exhibits sharp antiresonances at
φ = 1/2 +N, where φ = Φ/Φ0 is the dimension-
less flux and N is an arbitrary integer number
(see Fig.2).9,10 The electron-electron interaction
leads to appearance of a fine structure of the an-
tiresonances: each antiresonance splits into a se-
ries of narrow peaks, whose widths are governed
by dephasing.10
The question which we address in this paper is
the role of the spin-orbit (SO) and Zeeman inter-
action in the high-temperature tunneling trans-
port through the ballistic single-channel ring
with noninteracting electrons.
The effect of the SO interaction on the prop-
erties of one-dimensional (1D) and quasi one-
dimensional systems, in particular 1D quan-
tum wires and rings, has attracted much
attention.11–35 It is known that in a 1D nonin-
teracting wire with an arbitrary spatial depen-
dence of the spin-orbit coupling, the spin de-
gree of freedom may be excluded by a unitary
transformation.18 However, this is not the case
for a multiply-connected 1D system such as a
single-channel quantum ring. Though such a
ring is actually a 1D system, the interference be-
tween spin parts of two counter-propagating elec-
tron waves makes the problem less trivial. In-
deed, the rotation of electron spin in the built-in
SO magnetic field results in a spin phase shift
between clockwise and counterclockwise waves,
which is a manifestation of the Aharonov-Casher
(AC) effect.37,38 The AC phase is the spin ana-
log of the orbital AB phase. More precisely, the
AC phase is additional with respect to AB phase
and exists even at zero external magnetic field
(Φ = 0). An important consequence is the exis-
tence of the AC oscillations of zero-field conduc-
tance G(0) with the strength of the SO coupling.
The AC oscillations were intensively discussed
theoretically12–17,21,24–27,29–33,35 and their sig-
natures were observed experimentally.22,23 An-
other consequence, especially important from
the point of view of possible applications, is
that the unpolarized incoming electron beam
acquires polarization after passing through the
ring, so that the ring may serve as a spin po-
larizer. The latter effect was recently discussed
in a number of publications15–17,24,26,27,29,32,33
mostly concerned with the study of the zero-
temperature case. The finite temperature ef-
fects were also analyzed on the basis of numerical
simulations.17,26,32
Here, we develop an analytical theory of
the spin-dependent transport through a ballistic
single-channel ring with two symmetric contacts
focusing on the high temperature case, T ≫ ∆.
It will be shown that the spin-selective properties
of the discussed setup survive thermal averaging.
We will see that the SO interaction (in the ab-
sence of the Zeeman coupling) leads to the split-
ting of the high-temperature conductance an-
tiresonances (Fig. 2) into two dips (Fig. 4a), the
distance between dips being proportional to the
AC phase. In the vicinities of the dips the tun-
neling electrons acquire polarization P(φ) [see
Fig. 4b, Eqs. (33) and (42)]. The vector P(φ)
lies in the (x, z) plane formed by two axes: the
axis x, which connects contacts a and b and the
axial symmetry axis of the ring (z axis perpen-
dicular to the ring’s plane). At zero external field
(φ = 0) the conductance G(0) exhibits series of
sharp AC antiresonances [see Eq. (44)]. We also
demonstrate that taking into account the Zeeman
interaction leads to two effects (see Fig. 5): (i)
emergence of additional antiresonances in T (φ)
and P(φ); (ii) appearance of nonzero polariza-
tion in y direction.
II. RING WITH SPINLESS ELECTRONS
We start with a brief discussion (see also
Ref. 10) of the high-temperature conductance of
the ring with spinless electrons. The purpose of
this section is to introduce methods, which will
be later generalized for the spinful case.
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FIG. 2: Dependence of the high-temperature trans-
mission coefficient on the magnetic flux in the spin-
less case for a ring with weak tunneling coupling to
the leads.
The conductance is calculated using the Lan-
dauer formula
G(φ) =
e2
2pi~
T0(φ), (1)
where
T0(φ) = 〈T0(φ,E)〉E = −
∫
T0(φ,E) ∂f
∂E
dE,
(2)
is the energy-averaged value of the transmission
coefficient T0(φ,E) and f(E) is the Fermi-Dirac
function.
We consider both contacts to be identical and
describe them with the following S−matrix:
S =

tr tout toutt tb tin
t tin tb

 , (3)
which relates the amplitudes of three outgoing
waves in the channels (1′, 2′, 3′) to the ones in
the three incoming channels (1, 2, 3) (see Fig. 3).
In the simplest case of a point tunneling con-
tact one can express all the elements of the S
matrix in terms of single real parameter γ:7
tin =
1
1 + γ
, tb = − γ
1 + γ
,
t = tout =
√
2γ
1 + γ
, tr = −1− γ
1 + γ
. (4)
FIG. 3: The scattering on contacts: the amplitude t
corresponds to processes 1→ 2′ and 1→ 3′, tout - to
2→ 1′ and 3→ 1′, tr - to 1→ 1
′, tin - to 2→ 3
′ and
3→ 2′, tb - to 2→ 2
′ and 3→ 3′.
The case of weak tunneling coupling corresponds
to γ ≪ 1. The point metallic-like contact is de-
scribed by γ ∼ 1.
To find the transmission coefficient we calcu-
late the sum of the amplitudes of all the trajecto-
ries that correspond to electron passing through
the ring from contact a to contact b. The summa-
tion of the amplitudes will be performed in the
following way. Each of the trajectories consists
of the odd number 2n+1 of semicircles connect-
ing the contacts. The length of the trajectory is
given by Ln = piR(2n + 1), where R is the ra-
dius of the ring. Let us denote the sum of the
amplitudes of all trajectories with a given length
Ln (including trajectories with different number
of backscatterings by contacts) as βn exp(ikLn),
where k =
√
2mE/~ is the electron wave vector.
The total transmission amplitude reads
t0(φ,E) =
∞∑
n=0
βn exp(ikLn), (5)
so that the transmission coefficient is given by
T0(φ,E) = |t0(φ,E)|2 =
∞∑
n=0
∞∑
m=0
βnβ
∗
me
ik(Ln−Lm).
(6)
We notice now that due to the condition T ≫
∆ the terms in Eq. (6) corresponding to n 6=
m vanish after the averaging over E within the
temperature window. Hence, the expression for
the averaged transmission coefficient becomes
T0(φ) =
∞∑
n=0
|βn|2. (7)
Next, we write βn = β
+
n + β
−
n , where β
+
n (β
−
n )
corresponds to trajectories ending with lower
(upper) semicircle. It is easy to write the re-
currence equations for β+n and β
−
n :[
β+n+1
β−n+1
]
= Aˆ0
[
β+n
β−n
]
, (8)
where the matrix Aˆ0 = Aˆ0(φ) is given by
Aˆ0 =
[
t2ine
−2piiφ + t2b tbtin(e
−2piiφ + 1)
tbtin(e
2piiφ + 1) t2ine
2piiφ + t2b
]
. (9)
Physically, the elements of matrix Aˆ0 are the am-
plitudes of four different trajectories of length
2piR, starting and ending on the contact b.
From Eqs. (7) and (8) we find
T0(φ) =
∞∑
n=0
∣∣∣∣∣
[
1
1
]†
Aˆn0
[
β+0
β−0
]∣∣∣∣∣
2
(10)
=
([
1
1
]
⊗
[
β+0
β−0
])†
1
1− Aˆ0 ⊗ Aˆ†0
[
β+0
β−0
]
⊗
[
1
1
]
,
where ⊗ denotes the direct (Kronecker) product
of matrices and
β+0 = ttoute
−ipiφ, β−0 = ttoute
ipiφ (11)
represent the amplitudes of shortest counter-
clockwise and clockwise trajectories, respectively.
Using Eqs. (4), (9), (10), and (11) after some
algebra we get the following expression for the
transmission coefficient:10
T0(φ) = 2γ cos
2 piφ
γ2 + cos2 piφ
. (12)
In the almost closed ring with weak tunnel-
ing coupling, γ ≪ 1, Eq. (12) can be well-
approximated with the function
T0(φ) = 2γpi
2(φ− 1/2)2
γ2 + pi2(φ− 1/2)2 (13)
[Eq.(13) is valid for 0 < φ < 1]. This depen-
dence is shown in Fig. 2. We see that there is a
sharp antiresonance at φ = 1/2 and T0(1/2) = 0.
The physics behind this behavior can be ex-
plained as follows.7 For each trajectory there ex-
ists a corresponding mirrored (with respect to
the x-axis) trajectory. The sum of the ampli-
tudes of these two trajectories is proportional to
eikLn(ei(2|m|+1)piφ + e−i(2|m|+1)piφ), where m is a
difference between the number of full clockwise
and counterclockwise revolutions, |m| ≤ n. At
φ = 1/2 this sum turns to zero for any k. Thus,
the destructive interference at φ = 1/2 survives
the thermal averaging.
III. RING WITH SPINFUL ELECTRONS
In the spinful case the Hamiltonian is given by
Hˆ = Hˆkin + HˆZ + HˆSO, (14)
where
Hˆkin = − ~
2
2mR2
D2ϕ, (15)
is the kinetic energy, Dϕ = ∂/∂ϕ+ iφ,
HˆZ =
1
2
~ωZ σˆz , (16)
is the Zeeman term, ~ωZ is the Zeeman splitting
energy in the external field B parallel to z axis,
and HˆSO corresponds to the SO coupling.
We assume that the SO interaction is described
by the Rashba Hamiltonian, which for the case of
a straight wire looks HˆSO = α[n×σˆ]p. Here n is
the unit vector parallel to built-in electric field, σˆ
is the vector of the Pauli matrices, α is the con-
stant of the SO interaction, and p is the electron
momentum. In a curved wire, n depends on the
coordinate, and the Hamiltonian becomes13,14,18
HˆSO = (α/2){[n× σˆ],p}, (17)
where {. . .} stands for the anticommutator. For
a ring with axially symmetric built-in field,
n = (cosϕ cos θ, sinϕ cos θ, sin θ), we find from
Eq. (17)
HˆSO = −iξ ~
2
2mR2
{[− cos θ sin θe−iϕ
sin θeiϕ cos θ
]
, Dϕ
}
.
(18)
Here ϕ is the angle coordinate of the electron
in the ring, θ is the angle between effective SO-
induced magnetic field Beff (this field is propor-
tional to α[p×n]) and the z axis. The coefficient
ξ = αmR/~ entering Eq. (18) is the dimension-
less parameter characterizing the strength of SO
interaction. Physically, ξ is the angle of spin ro-
tation in the local field Beff during the time on
the order of R/vF , where vF is the Fermi veloc-
ity. In the simplest case θ = 0, ξ is proportional
to the angle of the spin rotation after passing
around the ring [see Eqs.(29) and (33)].
We study the problem quasiclassically assum-
ing that kFR ≫ 1 and α≪ vF (or, equivalently,
ξ ≪ kFR). Within this approximation the com-
bined effect of the SO and Zeeman interaction
is fully described by the rotation of the electron
spin in the field B+Beff , which varies along the
electron trajectory.13,14 Using Eqs. (14)-(18) we
find (see Appendix A) the matrices of the spin
rotation
Mˆ±a→b = cospiδ±e
iϑ±σˆy ± i sinpiδ±σˆz, (19)
Mˆ±b→a = (Mˆ
±
a→b)
T .
Here Mˆ+i→j(Mˆ
−
i→j) describes spin rotation for an
electron passing a semicircle from contact i to
contact j with zero winding number in counter-
clockwise (clockwise) directions, MˆT denotes the
transpose of a matrix Mˆ, and
δ± = |κ±| − 1
2
, eiϑ± =
κ±
|κ±| , (20)
κ± =
1
2
+ ξeiθ ∓ ΩZ .
The strength of the Zeeman coupling is char-
acterized by dimensionless parameter ΩZ =
ωZR/2vF .
36
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FIG. 4: Transmission coefficient (a) and the spin po-
larization of the transmitted electrons (b) in the di-
rection of vector ρ for the ring with the SO interac-
tion (γ = 0.02, ξ = 0.2, θ = pi/4, ΩZ = 0).
The sum of the amplitudes of the trajectories
having length Ln, initial spin state |χi〉, and final
spin state |χf 〉 is given by 〈χf |βˆn|χi〉, where βˆn
are now 2× 2 matrices. The amplitude of trans-
mission through the ring with spin state changing
from |χi〉 to |χf 〉 is given by 〈χi|tˆ|χf 〉, where
tˆ(φ,E) =
∞∑
n=0
βˆn exp(ikLn). (21)
The transmission coefficient reads
T = 1
2
〈
Tr tˆ tˆ†
〉
E
=
1
2
Tr Tˆ , (22)
where
Tˆ =
∞∑
n=0
βˆnβˆ
†
n. (23)
The electrons passing through the ring acquire
spin polarization. For the case of unpolarized
incoming electron beam the spin polarization is
calculated as
P =
〈
Tr σˆtˆtˆ†
〉
E
2T =
Tr σˆTˆ
2T , (24)
and, therefore, is also expressed in terms of βˆn.
To find βˆn we separate trajectories into two
groups (just as in the previous section), writing
βˆn = βˆ
+
n + βˆ
−
n , where βˆ
+
n and βˆ
−
n satisfy the
recurrence equations, analogous to Eq.(8):
[
βˆ+n+1
βˆ−n+1
]
= Aˆ
[
βˆ+n
βˆ−n
]
. (25)
The block matrix Aˆ is given by
Aˆ=
[
e−2piiφt2inMˆ+ + t
2
bKˆ tbtin(e
−2piiφMˆ+ +Kˆ)
tbtin(e
2piiφMˆ− + Kˆ
′) e2piiφt2inMˆ− + t
2
bKˆ
′
]
.
Here Mˆ+ = Mˆ
+
a→bMˆ
+
b→a, Mˆ− = Mˆ
−
a→bMˆ
−
b→a,
Kˆ = Mˆ+a→bMˆ
−
b→a, Kˆ
′ = Mˆ−a→bMˆ
+
b→a. The ma-
trix Mˆ+ (Mˆ−) describes spin rotation after pass-
ing a full circle starting from contact b and propa-
gating in counterclockwise (clockwise) direction.
The matrix Kˆ (Kˆ ′) is the spin rotation matrix
for an electron, which starts from the contact b,
then propagates along the lower (upper) shoulder
of the interferometer and returns back to the con-
tact b after single backscattering on the contact
a.
For the shortest trajectories we have
βˆ+0 = ttoute
−ipiφMˆ+a→b, (26)
βˆ−0 = ttoute
ipiφMˆ−a→b.
The matrix elements of matrix Tˆ can be written
in a form, analogous to Eq.(10):
〈χf |Tˆ |χi〉 =
∑
n,k
〈χf |βˆn|χk〉〈χk|βˆ†n|χi〉 (27)
=
∑
k
[
χf
χf
]†
⊗
[
βˆ+0 χk
βˆ−0 χk
]†
1
1−Aˆ⊗ Aˆ†
[
βˆ+0 χk
βˆ−0 χk
]
⊗
[
χi
χi
]
.
In the following sections we will use Eqs. (19)-
(27) to calculate the full transmission coefficient
and the spin polarization for a ring with the SO
and Zeeman interactions.
A. Ring with SO interaction (zero Zeeman
coupling)
In the absence of the Zeeman coupling (ΩZ =
0) we find from Eq. (20)
δ+ = δ− = δ, ϑ+ = ϑ− = ϑ. (28)
Here
δ =
√
1
4
+ ξ cos θ + ξ2 − 1
2
, (29)
tanϑ =
ξ sin θ
1/2 + ξ cos θ
. (30)
Now we will make use of the important feature
of SO interaction: if the electron travels along a
certain trajectory and then returns to the initial
point along the same trajectory moving in the
opposite direction, its spin returns to the original
state. This implies that
Kˆ = Kˆ ′ = 1, Mˆ+ = Mˆ
−1
− = Mˆ (31)
[one can easily check Eq. (31) using Eqs. (19)
and (28)]. These properties essentially simplify
further calculations. The block matrix Aˆ is now
fully expressed in terms of matrix Mˆ
Aˆ =
[
t2ine
−2piiφMˆ + t2b tbtin(e
−2piiφMˆ + 1)
tbtin(e
2piiφMˆ−1 + 1) t2ine
2piiφMˆ−1 + t2b
]
.
Next, we write
Mˆ = exp(−iρσˆ/2), (32)
where ρ is the vector of spin rotation for counter-
clockwise propagation around the ring (starting
from contact b). From Eqs. (19), (28), (29), and
(30) we find
ρ = 4piδ(ex sinϑ− ez cosϑ). (33)
The eigenvectors of Mˆ are the spinors χ↑ and
χ↓ corresponding to spin orientation along ρ and
−ρ :
Mˆχ↑ = exp(−i2pi|δ|)χ↑, (34)
Mˆχ↓ = exp(i2pi|δ|)χ↓. (35)
As follows from Eqs. (34) and (35), 2pi|δ| is the
Aharonov-Casher (AC) phase37,38 induced by the
SO interaction. Using Eq. (29) we find that δ lies
in the interval between
√
ξ2 + 1/4 − 1/2 and ξ.
These limiting values are realized, respectively,
for θ = pi/2 (Beff is parallel to the ring plane)
and θ = 0 (Beff is parallel to the z axis).
For ξ ≫ 1, the frequency of spin precession
in the field Beff is much larger than the orbital
frequency vF /R and the direction of the spin fol-
lows adiabatically the direction of Beff . In this
case Eq. (29) simplifies
2piδ = 2piξ − pi(1 − cos θ), for ξ ≫ 1. (36)
Thus, in the adiabatic limit the AC phase sep-
arates into two parts:13 dynamical contribution
2piξ and geometrical SO Berry phase39 pi(1 −
cos θ) which is the half of the solid angle sub-
tended by Beff when electron passes the full
circle.40
In order to find the recurrence equations
for βˆ±n we now introduce the spinors χ˜
↑↓ =
exp(∓ipi|δ|)(Mˆ+a→b)−1χ↑↓, which are transformed
to χ↑↓ when the electron propagates from contact
a to contact b [the phase multiplier exp(∓ipi|δ|)
is added for convenience]. Using Eq.(25) we get
〈χ↓|βˆn|χ˜↑〉 = 〈χ↑|βˆn|χ˜↓〉 = 0, so that βˆn can be
written as
βˆn = β
↑
n|χ↑〉〈χ˜↑|+ β↓n|χ↓〉〈χ˜↓|. (37)
For β↑n = 〈χ↑|βˆn|χ˜↑〉 we get the recurrence equa-
tions [
β↑+n+1
β↑−n+1
]
= Aˆ0(φ + |δ|)
[
β↑+n
β↑−n
]
, (38)
Here Aˆ0(φ) is given by Eq. (9) and[
β↑+0
β↑−0
]
=
[
e−ipi(φ+|δ|)
eipi(φ+|δ|)
]
. (39)
We see that the quantities β↑±n satisfy the same
recurrence equations as the ones in the spin-
less case [see Eq. (8)] with the replacement φ
with φ + |δ|. One can easily show that the re-
currence equations for β↓n = 〈χ↓|βˆn|χ˜↓〉 are given
by Eqs. (38) and (39) with the replacement φ+|δ|
with φ− |δ|. As a result, we find
Tˆ (φ) = T0(φ− |δ|)|χ↑〉〈χ↑|+ T0(φ+ |δ|)|χ↓〉〈χ↓|,
(40)
where T0 is the transmission coefficient of the
spinless electrons given by Eq.(9). The expres-
sions for the full transmission coefficient and the
spin polarization become
T (φ) = T0(φ+ δ) + T0(φ − δ)
2
, (41)
P(φ) = P (φ)
ρ
ρ
, (42)
where
P (φ) =
T0(φ+ |δ|)− T0(φ− |δ|)
T0(φ+ |δ|) + T0(φ− |δ|) . (43)
It is worth noting that Eq. (41) is in agreement
with the general theorem, relating any trans-
port property of 1D system with the SO inter-
action with the same property without the SO
interaction.11
The dependencies of the conductance and the
spin polarization on magnetic flux are schemati-
cally depicted in Fig.4. As seen, there are two
dips (per period) in the function T (φ), corre-
sponding to φ = 1/2±δ+N. At these two points
the incoming electrons with spin states described,
respectively, by χ˜↓ and χ˜↑ are totally blocked by
the destructive interference. Therefore, the tun-
neling current becomes fully polarized in the di-
rection of ρ for φ = 1/2± δ +N.
We see that SO-induced splitting of the res-
onances is proportional to the AC phase 2piδ.
Eqs. (41) and (43) reveal coexisting of two types
of oscillations: the AB oscillations with φ and
AC oscillations with δ. Importantly, AC oscilla-
tions of tunneling conductance exist even in the
case of zero external field. Indeed, for φ = 0, we
have
T = T0(δ), P = 0. (44)
Here we took into account that T0(δ) is an even
function. Thus, transmission coefficient exhibits
the AC oscillations with the period δ = 1. For the
case of almost closed ring, γ ≪ 1, the oscillations
have the form of sharp antiresonances periodic in
δ.
In conclusion of this section, we note that
Eqs. (41), (43), and (44) are valid for T ≫ ∆ and
arbitrary strength of tunneling coupling (0 < γ <
∞). They represent a generalization of the ana-
lytical results obtained previously15,17,21,24,26 for
T = 0 and strong tunneling coupling (metallic-
like contacts, γ ≃ 1).
B. Interplay of spin-orbit and Zeeman
interactions
Next we discuss the role of the Zeeman inter-
action. Taking this interaction into account re-
quires much more tricky calculations. The point
is that the properties (31) are no longer valid
when the time reversal symmetry is broken. Con-
sequently, the elements of block matrix Aˆ can not
be expressed in terms of a single rotation matrix.
In principle, the expressions for T and P can be
derived from (27), where both averaging over the
temperature window and summation over wind-
ing number n are already done. This equation,
indeed, turns out to be very useful for numeri-
cal simulations. However, the analytical expres-
sions obtained with the use of (27) for the case
of arbitrary γ turn out to be very cumbersome
and we do not present them here. We restrict
ourselves with the analytical study of the almost
closed ring, γ ≪ 1. For this case, the calculations
presented in the Appendix B yield
T (φ) = c
2
− [T0 (φ+ δ) + T0 (φ− δ)] + s2− [T0 (φ+ δ′) + T0 (φ− δ′)]
2
, (45)
Px(φ) =
s+c− [T0 (φ+ δ)− T0 (φ− δ)] + s−c+ [T0 (φ+ δ′)− T0 (φ− δ′)]
2T (φ) , (46)
Py(φ) =
s−c− [T ′0 (φ+ δ′) + T ′0 (φ− δ′)− T ′0 (φ+ δ)− T ′0 (φ− δ)]
2T (φ) , (47)
Pz(φ) =
c+c− [T0 (φ− δ)− T0 (φ+ δ)] + s+s− [T0 (φ+ δ′)− T0 (φ− δ′)]
2T (φ) , (48)
where
δ =
δ+ + δ−
2
, δ′ =
δ+ − δ−
2
+
1
2
, (49)
s± = sin
(
ϑ+ ± ϑ−
2
)
, (50)
c± = cos
(
ϑ+ ± ϑ−
2
)
, (51)
and
T ′0 (φ) =
2piγ2(φ− 1/2)
γ2 + pi2(φ− 1/2)2 . (52)
These results are shown in Fig. 5. We see that
in the presence of the Zeeman interaction in-
stead of the two antiresonances there are four
ones (per period) corresponding to the flux val-
ues 1/2± δ+N and 1/2± δ′+N. In the vicinity
of each antiresonance the outgoing electrons are
polarized. Importantly, the Zeeman coupling in-
duces nonzero polarization in y direction. One
may notice that the dependence Py(φ) is qual-
itatively different from dependencies Px(φ) and
Pz(φ). First of all, the peaks in Py(φ) are asym-
metric [see Eq. (52)] in contrast to the peaks in
Px(φ) and Pz(φ). Secondly, all four resonances in
Py(φ) have the same amplitudes.
Next, we consider some limiting cases. For
weak Zeeman coupling, |ΩZ | ≪ max{1, |ξ|}, one
finds
δ ≈ ξ cos θ + ξ
2√
1/4 + ξ cos θ + ξ2 + 1/2
, δ′ ≈ 1/2− ΩZ ,
c− ≈ 1, s− ≈ ΩZξ sin θ
1/4 + ξ cos θ + ξ2
, (53)
c+ ≈ 1/2 + ξ cos θ√
1/4 + ξ cos θ + ξ2
,
s+ ≈ ξ sin θ√
1/4 + ξ cos θ + ξ2
.
In the strong Zeeman coupling limit, |ΩZ | ≫
max{1, |ξ|}, we obtain
δ ≈ 1/2− ΩZ , δ′ ≈ ξ cos θ,
c− ≈ ξ sin θ|ΩZ | , s− ≈ sign ΩZ , (54)
c+ ≈
ξ sin θ
(
1
2 + ξ cos θ
)
Ω2Z
, s+ ≈ 1.
We see that in both limiting cases there are two
deep antiresonances, the positions of which are
controlled by the strength of the SO interaction,
and two small ones with the positions controlled
by the Zeeman coupling.
The competition between spin-orbit and Zee-
man coupling is clearly seen in the case ξ ≫
1, ΩZ ≫ 1, and arbitrary relation between ξ
and ΩZ . In particular, the amplitudes of peaks
0 0,5 1
1
FIG. 5: Transmission coefficient through the ring
with the SO and Zeeman interactions (a) and spin
polarization of the transmitted electrons in the x, y
and z directions (b), (c) and (d), respectively (γ =
0.02, ξ = 1.9, θ = pi/4, ΩZ = 1).
in T (φ) are given by
s2−
2
≈ 1
2

1 + Ω2Z − ξ2√
(Ω2Z − ξ2)2 + 4Ω2Zξ2 sin2 θ

 ,
c2−
2
≈ 1
2

1− Ω2Z − ξ2√
(Ω2Z − ξ2)2 + 4Ω2Zξ2 sin2 θ

 .
As follows from these equations, for ξ ≈ ΩZ all
four antiresonances have the same amplitudes.
The dependencies of the positions of four an-
tiresonances on ΩZ with fixed ξ is shown in
Fig. 6. It is noteworthy that in the special case
θ = pi/2, the distance between the deep antires-
onances tends to zero when the strength of the
Zeeman coupling increases, so that T (φ)→ T0(φ)
when ΩZ → ∞. This is also illustrated in Fig. 7
where T (φ) is plotted for θ = pi/4 and θ = pi/2.
FIG. 6: Positions of antiresonances in the region 0 <
φ < 1 as functions of ΩZ for ξ = 0.2 and different
values of θ: θ = pi/4 (a) and θ = pi/2 (b). Solid and
dashed lines correspond to 1/2±δ+N and 1/2±δ′+
N, respectively.
At the end of this section we note that the
Zeeman interaction may also lead to inhomoge-
neous broadening of the antiresonances. Indeed,
in the above calculations we replaced in the di-
mensionless parameter ΩZ the energy-dependent
electron velocity v with vF . In fact, the posi-
tions of antiresonances [see Eq. (49)] depend on
v, so that one should average Eqs (45)-(48) over
the temperature fluctuations of ΩZ . Having in
FIG. 7: Transmission coefficient for the strong Zee-
man splitting: ξ = 1.6, ΩZ = 5, θ = pi/4 (a),
ξ = 1.6, ΩZ = 8, θ = pi/2 (b). For θ = pi/2 the
effect of the SO coupling is suppressed with increas-
ing the Zeeman coupling (b).
mind that such fluctuations are on the order of
ΩZT/EF , one can conclude that the inhomoge-
neous broadening should be taken into account
when ΩZT/EF becomes larger than γ.
IV. SUMMARY
In this paper we calculated the high-
temperature transmission coefficient T (φ) and
the spin polarization P(φ) of the electrons tun-
neling through a single-channel ring with the
Rashba SO interaction threaded by magnetic
flux. We obtained analytical expressions for T (φ)
and P(φ) valid for arbitrary strength of the tun-
neling coupling. Both T (φ) and P(φ) reveal co-
existence of two types of periodic oscillations: the
Aharonov-Bohm oscillations with magnetic flux
and the Aharonov-Casher oscillations with the
strength of SO interaction. For weak tunneling
coupling, the oscillations have the form of the
sharp antiresonances periodic in φ and δ. Specifi-
cally, in the absence of the Zeeman coupling there
are two antiresonances (per period) in the depen-
dence T (φ) (instead of one antiresonance in the
spinless case). In the vicinity of each antires-
onance, the electron beam passing through the
ring acquires strong spin polarization directed in
the (x, z) plane formed by axial symmetry axis
of the ring (z axis) and the line connecting two
contacts. We also discussed the influence of the
Zeeman interaction on the interference picture
and showed that two additional antiresonances
appear both in T (φ) and P(φ). Also, the Zeeman
coupling leads to appearance of nonzero spin po-
larization in y direction.
Let us finally briefly discuss some unsolved
problems. In the above calculations we assumed
that electrons are noninteracting. The detailed
analysis of the effects caused by electron-electron
interaction is out of scope of the current paper.
Here we restrict ourselves to a very brief quali-
tative discussion (for the case T ≪ ∆, the role
of the electron-electron interaction in a ring with
SO interaction was discussed in Refs. 25). First
of all, the interaction leads to a renormalization
of the tunneling rate due to Luttinger-liquid cor-
relations specific for purely 1D systems. This
implies that in all equations derived above one
should replace γ by renormalized tunneling rate γ˜
(for discussion of renormalization of 3× 3 matrix
of the tunneling contact in the spinless case see
Refs. 42–46). This does not change our results
much, since γ is a phenomenological parameter
of the model. What is more important is that the
interaction suppresses the interference between
clockwise and counterclockwise propagating elec-
tron waves, thus leading to a broadening of the
resonances. It is expected47 that this broadening
is negligible when interaction is so weak that
γ˜∆≫ Γ0ϕ, (55)
where Γ0ϕ ≃ gT is the electron-electron scat-
tering rate in the infinite single-channel wire48
(here g is dimensionless constant characterizing
the strength of the electron-electron interaction)
Equations derived in the previous sections are
valid (with the replacement of γ with γ˜) provided
that inequality (55) is satisfied. In the opposite
limiting case γ˜∆ ≪ Γ0ϕ, the interaction should
modify the structure of the resonant peaks in
T (φ) and P (φ). One may expect two effects,
predicted previously for the spinless case:10 (i)
all the resonances would acquire fine structure,
splitting into a series of narrow peaks separated
by distance g (ii) each of the peaks of the split
structure would broaden within a width Γϕ/∆,
where Γϕ is the phase breaking rate, which is
expected to be much smaller than the bulk de-
phasing rate (Γϕ ≪ Γ0ϕ ) because of the charge
and size quantization in the almost closed ring.
More detailed analysis including rigorous calcu-
lation of Γϕ will be presented elsewhere.
47
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Appendix A
In this appendix we discuss the derivation of
the spin rotation matrices (19). Let us denote
as M(ϕ0, ϕ) the spin rotation matrix, which cor-
responds to the counterclockwise trajectory with
zero winding number going from ϕ0 to ϕ. To find
this matrix we write
Mˆ(ϕ0, ϕ+ δϕ) = δMˆ(ϕ)Mˆ (ϕ0, ϕ), (A1)
where δMˆ(ϕ) = Mˆ(ϕ, ϕ+ δϕ) describes the spin
rotation along trajectory with an infinitesimally
short length.
In the quasiclassical approximation an electron
spin state χ obeys the following equation13,14
i~
∂χ
∂ϕ
vF
R
= Hˆ ′χ, (A2)
where Hˆ ′ is the Hamiltonian given by the sum
of Eqs. (14) and (17), with the operator −i∂/∂ϕ
in HˆSO replaced with kFR (for ϕ > ϕ0) or with
−kFR (for ϕ < ϕ0). From Eq. (A2) one can
easily conclude that δMˆ(ϕ) = 1 − iRδϕHˆ ′/~vF .
As a result, we find that the matrix Mˆ(ϕ0, ϕ)
obeys the following differential equation
∂Mˆ(ϕ0, ϕ)
∂ϕ
= i
[
lz −l⊥e−iϕ
−l⊥eiϕ −lz
]
Mˆ(ϕ0, ϕ)
(A3)
with initial condition Mˆ(ϕ0, ϕ0) = 1. Here lz =
ξ cos θ − ΩZ and l⊥ = ξ sin θ. The substitution
Mˆ = Mˆ ′
[
e−iϕ/2 0
0 eiϕ/2
]
yields
∂Mˆ ′
∂ϕ
= i
[
lz +
1
2 −l⊥−l⊥ −lz − 12
]
Mˆ ′. (A4)
Solving (A4) we find
Mˆ =
[
M11 M12
M21 M22
]
, (A5)
where
M11 = e
iδ+(ϕ−ϕ0) cos2
ϑ+
2
+ ei(1+δ+)(ϕ0−ϕ) sin2
ϑ+
2
,
M12 = −i sinϑ+ sin[|κ+|(ϕ− ϕ0)]e−i
ϕ+ϕ0
2 ,
M21 = −M∗12, M22 =M∗11.
Here δ+, ϑ+ and κ+ are given by Eq. (20).
The case ϕ < ϕ0 is considered in an analogous
way, leading to the matrix, given by Eq. (A5),
with the replacements δ+ → δ−, ϑ+ → ϑ− and
κ+ → κ−. One can check that the matrices
Mˆ±a→b = Mˆ(∓pi, 0) are given by Eq.(19) and that
Mˆ±b→a = Mˆ(0,±pi) = (Mˆ±a→b)T .
Appendix B
In this appendix we derive Eqs.(45)-(48) for
the transmission coefficient and spin polarization
of the electrons, passing through the ring with
the Rashba and Zeeman interactions in the limit
of weak coupling to the contacts (γ ≪ 1).
For the purpose of this appendix it is con-
venient to introduce the probability Wχiχf =〈|〈χf |tˆ|χi〉|2〉E for an electron, which approached
the contact a in the spin state |χi〉, to exit the
ring from the contact b in the spin state |χf 〉.
The transmission coefficient and spin polariza-
tion are expressed in terms of Wχiχf as follows:
T =
Wχ↑i χ
↑
f
+Wχ↓i χ
↑
f
+Wχ↑i χ
↓
f
+Wχ↓i χ
↓
f
2
, (B1)
Pn =
Wχ↑i χ
↑
n
+Wχ↓i χ
↑
n
−Wχ↑i χ↓n −Wχ↓i χ↓n
2T ,(B2)
where χ↑↓i and χ
↑↓
f are two arbitrary bases, χ
↑↓
n
are the eigenstates of the operator σˆn (σˆnχ↑↓
n
=
±χ↑↓
n
) and n is a unit vector in arbitrary direc-
tion.
The probability Wχiχf can be found as
Wχiχf =
∞∑
n=0
|〈χf |βˆn|χi〉|2
=
∞∑
n=0
∣∣∣∣∣
[
χf
χf
]†
Aˆn
[
βˆ+0 χi
βˆ−0 χi
]∣∣∣∣∣
2
. (B3)
It can also be written in a form, analogous to
Eq. (10):
Wχiχf = (B4)([
χf
χf
]
⊗
[
βˆ+0 χi
βˆ−0 χi
])†
1
1− Aˆ⊗ Aˆ†
[
βˆ+0 χi
βˆ−0 χi
]
⊗
[
χf
χf
]
.
Though Eq. (B4) is very useful for numerical
analysis it yields very cumbersome analytical ex-
pressions for T andP. For the case γ ≪ 1 it turns
out more convenient to use Eq. (B3) for deriving
Eqs. (45)-(48). To this end, we first make a uni-
tary transformation of the matrix Aˆ :
Aˆ′ = ΛˆAˆΛˆ−1, (B5)
described by the block matrix
Λˆ =
[
Λˆ+ 0
0 Λˆ−
]
, (B6)
where Λˆ± are 2×2 matrices which correspond to
two unitary transformations diagonalizing matri-
ces Mˆ+ and Mˆ−, respectively (the transforma-
tion, described by Eqs. (B5), (B6), exactly diag-
onalizes the matrix Aˆ in the case tb = 0, when
Aˆ is a block matrix with blocks e−2piiφMˆ+ and
e2piiφMˆ−). For weak tunneling coupling, γ ≪ 1,
and tb 6= 0, the matrix Aˆ′ reads
Aˆ′ =
1
(1 + γ)2


λ2+ 0 −γc−λ+(λ+ + λ−) γs−λ+(λ+ − λ¯−)
0 λ¯2+ −γs−λ¯+(λ¯+ − λ−) −γc−λ¯+(λ¯+ + λ¯−)
−γc−λ−(λ− + λ+) −γs−λ−(λ− − λ¯+) λ2− 0
γs−λ¯−(λ¯− − λ+) −γc−λ¯−(λ¯− + λ¯+) 0 λ¯2−

 ,
(B7)
where λ± = e
∓ipi(φ−δ±), and λ¯± = e
∓ipi(φ+δ±). After the unitary transformation, Eq. (B3) is rewritten
as follows:
Wχiχf ≈ 4γ2
∞∑
n=0
∣∣∣∣∣∣∣∣


〈χf |χ1+〉
〈χf |χ2+〉
〈χf |χ1−〉
〈χf |χ2−〉


†
(Aˆ′)n


〈χ˜1+|χi〉λ+
〈χ˜2+|χi〉λ¯+
〈χ˜1−|χi〉λ−
〈χ˜2−|χi〉λ¯−


∣∣∣∣∣∣∣∣
2
. (B8)
Here
χ1± =
[
cosϑ±/2
− sinϑ±/2
]
, χ2± =
[
sinϑ±/2
cosϑ±/2
]
. (B9)
are the eigenstates of the spin rotation matrices
Mˆ+ and Mˆ−, respectively, and
χ˜1± =
[
cosϑ±/2
sinϑ±/2
]
, χ˜2± =
[− sinϑ±/2
cosϑ±/2
]
. (B10)
The spinors (B9) and (B10) obey (µ = 1, 2)
Mˆ±χ
1
± = e
±2piiδ±χ1±,
Mˆ±χ
2
± = e
∓2piiδ±χ2±, (B11)
Mˆ±a→bχ˜
µ
± = e
∓(−1)µpiiδ±χµ±,
Mˆ±b→aχ
µ
± = e
∓(−1)µpiiδ± χ˜µ±.
Since γ ≪ 1, the off-diagonal elements A′ij are
small and should be taken into account only when
they become comparable with the differences of
corresponding diagonal elements: |A′ij/(A′ii −
A′jj)| & 1. Thus we can neglect the backscatter-
ing for all φ, with the exception of the vicinities
of the points, where λ+ = λ−, λ¯+ = λ¯−, λ+ =
−λ¯− or λ¯+ = −λ−. These equations corre-
spond to the magnetic fluxes ±(δ+ + δ−)/2 and
±(δ+ − δ−)/2+ 1/2. Hence, the calculations can
be performed in two steps. First, we solve the
problem neglecting the backscattering. The ob-
tained solution is valid everywhere except the
vicinities of points defined above. Next, we as-
sume that the flux is close to one of these points
and take into account backscattering.
The calculation ofWχiχf for tb = 0 is straight-
forward, since A′ is diagonal, and leads to the
results, given by Eqs. (45)-(48) with the substi-
tutions T0(φ) → ReF (φ) and T ′0 (φ) → ImF (φ),
where
F (x) =
8γ2e−2piix
1− e−4piix(1 + γ)−4 + 2γ (B12)
Both real and imaginary parts of this function
have sharp peaks at x = 0 and at x = 1/2
with the width on the order of γ. We see
that in this approximation T (φ) and P(φ) have
eight resonances per each period, correspond-
ing to fluxes ±(δ+ + δ−)/2, ±(δ+ + δ−)/2+ 1/2,
±(δ+ − δ−)/2, and ±(δ+ − δ−)/2+1/2. Next we
will show that the peaks at φ = ±(δ+ + δ−)/2
and φ = ±(δ+ − δ−)/2 + 1/2 [which correspond
to the peak in F (x) at x = 0], disappear, when
we take the backscattering into account, so only
four resonances in T (φ) and P(φ) remain. It is
worth noting that the latter statement is true
only for the interferometer with equal arms (see
Ref. 10 for the discussion of the spinless case with
unequal arms).
Let us consider, for example, the point φ =
(δ1 + δ2)/2. In the vicinity of this point we can
neglect all off-diagonal elements of the matrix
Aˆ′ except the elements −γcλ+(λ+ + λ−) and
−γcλ−(λ− + λ+), so that the matrix Aˆ′ turns
into a block matrix with two 1 × 1 blocks and a
2×2 block49. We can also neglect the interference
of the contributions of different blocks when cal-
culating the modulus squared in Eq. (B8), since
these interference terms are roughly proportional
to
∑
n(1+γ)
−4n exp(in∆φ) with ∆φ≫ γ,49 and
therefore are small. The points φ = −(δ1+ δ2)/2
and φ = ±(δ+ − δ−)/2 + 1/2 are treated in an
analogous way. For each of these points we need
to calculate the expression of the following form:
∞∑
n=0
∣∣∣∣∣
[
ζ1
ζ2
]†
A˜n(φ′; η)
[
ζ3e
−ipiφ′
ζ4e
ipiφ′
]∣∣∣∣∣
2
, (B13)
where A˜ is the 2× 2 block of the matrix Aˆ′:
A˜(φ; η)
=
1
(1 + γ)2
[
e−2piiφ −γη(e−2piiφ + 1)
−γη(e2piiφ + 1) e2piiφ
]
.
For example, for the point φ = (δ1+δ2)/2, the pa-
rameters entering Eq. (B13) are as follows: φ′ =
φ− (δ1 + δ2)/2, ζ1 = 〈χf |χ1+〉, ζ2 = 〈χf |χ1−〉, ζ3 =
〈χ˜1+|χi〉λ+eipiφ
′
, ζ4 = 〈χ˜1−|χi〉λ−e−ipiφ
′
, η = c−
(note that ζ3 and ζ4 do not depend on φ).
A convenient way of calculating the expression
(B13) is to rewrite it as an integral
2pi∫
0
∣∣∣∣∣
[
ζ1
ζ2
]†
(1− eikA˜)−1
[
ζ3e
−ipiφ′
ζ4e
ipiφ′
]∣∣∣∣∣
2
dk
2pi
,
make a substitution z = eik and use the identity
(z − A˜)−1 = z − TrA˜+ A˜
det(z − A˜) , (B14)
which is valid for any 2 × 2 matrix. For φ′ ≪ 1,
the calculation yields
1
8γ
(
|k1|2 + pi
2(φ′)2|k3|2 + γ|ηk2 − k1|2
pi2(φ′)2 + γ(1− η2)
)
,
(B15)
where
k1 = ζ
∗
1 ζ3 + ζ
∗
2 ζ4
k2 = ζ
∗
1 ζ4 + ζ
∗
2 ζ3
k3 = ζ
∗
1 ζ3 − ζ∗2 ζ4 (B16)
Using this expression, we find Wχiχf and get
the following simple result for the full transmis-
sion coefficient and spin polarization in the vicini-
ties of φ = ±(δ1+δ2)/2 and φ = ±(δ+ − δ−)/2+
1/2:
T = 2γ, Px = Py = Pz = 0. (B17)
Thus the backscattering processes destroy the
resonances at these points. To write the correct
answer, one should replace the function F (x),
given by Eq. (B12), with the one that coincides
with F (x) for γ ≪ x ≪ 1 − γ, and is constant
in vicinity of x = 0 and x = 1. Eqs. (13) and
(52) represent, respectively, the real and imagi-
nary parts of such a function.
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