We study a nonlinear ltering problem in which the signal to be estimated is conditioned by the Wiener process in the observation equation. The main results establish pathwise uniqueness for the unnormalized lter equation and uniqueness in law for the normalized and unnormalized lter equations.
Introduction
An early work on uniqueness for the stochastic di erential equations of nonlinear ltering is that of Szpirglas 13] . The basic viewpoint adopted in 13] is to regard the measure-valued stochastic di erential equations of nonlinear ltering as entities quite separate from the original nonlinear ltering problem, for which one can formulate the notions of solution (or weak solution), pathwise uniqueness and uniqueness in law, by essentially adapting these concepts from the theory of Itô stochastic di erential equations (for which see Section IV.1 of Ikeda and Watanabe 5] or Section IX.1 of Revuz and Yor 9] ). With these notions at hand, it is then established in 13] that pathwise uniqueness and uniqueness in law hold for both the normalized (FujisakiKallianpur-Kunita) and unnormalized (Duncan-Mortensen-Zakai) lter equations, in the case of a nonlinear ltering problem where the signal is a Markov process which is independent of the Wiener process in the observation equation, and the sensor function in the observation equation is uniformly bounded.
Our goal is to look at uniqueness for the stochastic di erential equations of nonlinear ltering from a point of view very similar to that of Szpirglas 13] , but for a nonlinear ltering problem in which there is dependence of the signal on the Wiener process of the observation equation. In fact, we shall look at the speci c nonlinear ltering problem where the signal fX t g is an R d -valued process solving an equation of the form dX t = b(X t ) dt + B(X t ) dW t + c(X t ) dV t ; (1.1) the R d 1 -valued observation process fY t g is de ned by Y t = W t + Z t 0 h(X s ) ds; (1.2) and f(W t ; V t )g is a standard R d 1 +d 2 -valued Wiener process (precise conditions on the mappings b( ), B( ), c( ) and h( ) will be stated in Section 2). The pair (1.1) and (1.2) represents a simple model of a signal and observation in which the signal fX t g depends on the Wiener process fW t g of the observation equation.
Motivated by Szpirglas 13] , we shall regard the normalized and unnormalized lter equations for this nonlinear ltering problem as measure-valued stochastic di erential equations, de ned quite independently of the ltering problem, and will formulate the notions of weak solution, pathwise uniqueness, and uniqueness in law for the lter equations. Our main result (see Theorem 2.21 to follow) establishes pathwise uniqueness for the unnormalized lter equation, together with uniqueness in law for the unnormalized and normalized lter equations, subject to reasonably general conditions on the mappings b( ), B( ), and c( ) in the signal equation (1.1), and a uniform boundedness condition on the sensor function h( ) in the observation equation (1.2). As will be seen from the discussion of Section 2 (see Remark 2.22) the elegant semigroup ideas used in Szpirglas 13 ] to establish pathwise uniqueness do not seem to extend to the ltering problem represented by (1.1) and (1.2) , where the signal fX t g depends on the observation Wiener process fW t g, and our approach necessarily involves a di erent method of proof.
In Section 2 we review the normalized and unnormalized lter equations for the nonlinear ltering problem given by (1.1) and (1.2), de ne weak solutions, pathwise uniqueness, and uniqueness in law for the lter equations, and state the main result, namely Theorem 2.21. We also discuss the relationship of this result with other works on uniqueness for the nonlinear lter equations in Remarks 2.22 and 2.23. Section 3 is devoted to the proof of the main result, while the proofs of various technical facts and lemmas needed in Section 3 are relegated to Section 4 and Section 5.
Stochastic Di erential Equations of Nonlinear Filtering
Remark 2.1. For easy access we rst summarize most of the basic notation which will be used in the sequel:
(i) For a metric space E, let B(E) denote the Borel -algebra on E, let B(E) denote the set of all real-valued uniformly-bounded Borel measurable mappings on E, and, for 2 B(E), de ne the supremum norm by k k := sup x2E j (x)j. Likewise, write C(E) for the set of all real-valued continuous mappings on E, and write C(E) for the collection of all members of C(E) which are uniformly bounded.
(ii) For a complete separable metric space E, let M + (E) denote the space of all positive bounded measures on the measurable space (E; B(E)), with the usual topology of weak (or narrow) convergence. Then M + (E) is separable and metrically topologically complete, and Exercise 9.5.6 of Ethier and Kurtz 4] shows that a simple variant of the Prohorov metric turns the topological space M + (E) into a complete separable metric space. Also, let P(E) denote the collection of all members of M + (E) which are probability measures. For 2 M + (E) and a B(E)-measurable and -integrable mapping from E into R, write ( ) or for the integral R E d .
(iii) For a vector x in a nite-dimensional Euclidean space R n , write x k for the k-th scalar entry of x, 8 k = 1; : : : ; n, and write jxj for the Euclidean norm of x, namely jxj 2 := P n k=1 (x k ) 2 . Also, let C 1 (R n ) denote the set of all in nitely smooth real-valued mappings on R n , and let C 1 c (R n ) be the collection of all members of C 1 (R n ) with compact support. Finally, letĈ(R n ) denote the collection of all members of C(R n ) which vanish at in nity. Now consider a nonlinear ltering problem made up of the following basic elements: E.1 A xed interval of interest 0; T], with T 2 (0; 1). E.2 A complete probability space ( ; F; P) carrying a ltration fF t ; t 2 0; T]g such that F 0 includes all null events of ( ; F; P). Remark 2.8. For the next de nition we shall need the following notation: if is a measurable mapping from some probability space (~ ;F;P) into a separable metric space E, then LP( ) is the probability measure on the Borel -algebra B(E) de ned by LP ( )(?) :=P f 2 ?g for each ? 2 B(E). De nition 2.9. The normalized lter equation has the property of uniqueness in joint law when the following holds: If f(~ ;F; fF t g;P); (~ t ;Ĩ t )g and f( ; F; f F t g; P); ( t ; I t )g are weak solutions of the normalized lter equation such that LP (~ 0 ) = L P ( 0 ), then the processes f(~ t ;Ĩ t ); t 2 0; T]g and f( t ; I t ); t 2 0; T]g have the same nite-dimensional distributions. Remark 2.10. Under certain conditions one can associate a simpler unnormalized lter equation with the normalized lter equation. For this purpose the following additional notation is useful: If (~ ;F; fF t g;P) is a complete ltered probability space, fM t g is a continuous fF t gsemimartingale, and f~ t g is a locally bounded fF t g-progressively measurable process, then~ M denotes the stochastic integral of~ with respect toM. Also, put E(M) t := exp M t ? 1 To check C2, de ne L := spanf1;Ĉ(R 2d )g, and observe that L, equipped with the supremum norm, is homeomorphic to the separable space C(R 2d ) where R 2d denotes the one-point compacti cation of R 2d ], and is therefore separable. Therefore, the graph of L is separable (as a subset of the separable space L L), and C2 follows (c.f. Remark 2.5 of Kurtz 7] ).
To check C3, observe from ( 
