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Abstract
A large Time Projection Chamber (TPC) is foreseen as central tracking device of the International
Large Detector (ILD), as it provides a large number of measured track points simultaneously with a
minimum of material budget. Many modern TPCs rely on micro-pattern gaseous detectors (MPGDs)
as amplification stage and a readout based on pads or strips. The performance can be further improved
with a pixelized readout structure, as the size of the amplification stage is matched by the granularity of
the readout.
A pixelized readout can be realized with pixel chips with an integrated Micromegas structure which is
added to the chips by techniques of industrial post-processing. The holes of the grid are perfectly aligned
to the pixels, i.e. there is only one hole above each pixel. Due to the alignment, the gas amplification
takes place directly above a single pixel and the created charge is mostly collected by this pixel. This
way, even single electrons of the primary ionization can be separated.
To apply this kind of readout in large experiments, such as the TPC of the ILD, the technology has to
be available in large quantities, as several square meters of readout area have to be covered. To this end,
the original production process is transferred to the production on 8 ′′-wafers. Post-processed chips from
this new production process are tested in terms of energy resolution, occupancy, detection efficiency and
discharge stability. The results are compared with those obtained with devices of the original method of
fabrication.
For the application in a TPC for the ILD it has to be ensured that pixelized readouts are capable of
dealing with backgrounds present in the detector. Hence, the two main backgrounds, γγ → hadrons and
e+e−-pairs are simulated with the required precision and the performance of an integrated pixel readout
is examined, especially with the respect to the momentum resolution required at the ILD.
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Chapter 1
Introduction
It is the endeavor of particle physics to fathom the natural order of things by describing the elementary
constituents of matter and their fundamental interactions. To this end, the Standard Model (SM) has
been established. Since its development, it provides the most accurate description of elementary par-
ticles and their complex dynamics. It includes three of the four fundamental forces and explains their
interactions with the known particles by the mediation of gauge particles.1 The SM has been very suc-
cessful in explaining many phenomena and predicting new particles, an effort which has been crowned
by the recent discovery of the Higgs boson. Still, it has some shortcomings and fails to explain some
experimental observations. Consequently, further development of the current model is required.
The search for new physics beyond the SM is one of the main motivations for the design of new
particle accelerators with ever higher collision energies. The past has proven that the interplay of lepton
and hadron colliders combines great discovery power with high precision measurements. The Large
Hadron Collider and its planned leptonic successor, the International Linear Collider (ILC) are thereby
the latest iteration of this strategy.
To fully exploit the potential offered by a new collider, detectors are tailored for the operation in its
particular environment. This requires the development of new technologies and the continuous improve-
ment of existing ones, to keep up with ever more demanding experimental requirements. An example
for this is the time projection chamber (TPC), which is foreseen as main tracking device by one de-
tector concept for the ILC. Since their invention in the 1970’s they have improved a lot. Especially,
amplification stage and readout have evolved from multi-wire setups to modern techniques relying on
micro-pattern gaseous detectors and a segmented readout plane.
This thesis is part of the effort to develop a TPC which satisfies the requirement of an ILC tracking
detector. To this end, a novel technology is investigated which combines multi-pattern gaseous detectors
with the high granularity of pixels chips. The thesis investigates two facets of the topic. First, a techno-
logical aspect is addressed, dealing with the production and characterization of these readout devices.
Second, the performance of this approach, applied to a TPC at the ILC, is investigated in the presence
of detector backgrounds typical to the ILC environment.
1.1 Outline of the thesis
The International Linear Collider is discussed in Chapter 2 of this thesis. A brief motivation for its
construction leads to the reasons for the requirement of a detector with unprecedented resolution and
1 Gravity is at currently accessible energies too weak to play a role in the interactions of elementary particles.
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precision. Such a detector, the International Large Detector (ILD) is described in the second part of the
chapter. To reach the required level of accuracy, it is very important to have a thorough understanding
of the backgrounds present in the detector. Hence, the origin of detector backgrounds, as well as their
influence on the detector performance are addressed.
Chapter 3 deals with gaseous detectors in general and time projection chambers (TPCs) in particular.
A detailed discussion of the fundamental processes in gaseous detectors, like ionization, drift and gas
amplificaton provides the basis for the description of a time projection chamber. Since the performance
of a TPC as main tracker of the ILD is a central topic of this thesis, its operation is described in depth.
This includes readout schemes like integrated pixel readouts and the application of an ion gate.
In Chapter 4 the production and performance of pixel readouts with integrated amplification stage is
discussed. This includes the original method which yields up to nine devices as well as the novel wafer-
scale production process by which a whole wafer of pixel chips is processed. Devices fabricated by the
wafer-scale process are tested in terms of energy resolution, gas amplification and discharge stability
and the results of these tests are presented.
Chapter 5 provides on overview of the tools and methods required for a detailed simulation of a TPC
at the ILD relying on pixel chips with integrated amplification stage for its readout. A full detector sim-
ulation is required to take background processes into account. The data obtained from these simulations
can be used for the calculation of field distortions in the TPC volume. The calculation methods are
briefly summarized before a detailed TPC simulation is introduced, focusing in particular on the parts
required for the simulation of a pixelized readout.
The application of the simulation methods to a pixelized ILD TPC in the presence of detector back-
grounds is presented in Chapter 6. Charge depositons in the TPC volume are discussed as well as their
impact on the occupancy of the readout. Backgrounds are not only the main contributors to the occu-
pancy but also the source for distortions of the electric drift field which is consequently addressed as
well as the deviation of the electron drift paths caused by them. The deviation of the electrons from
their regular paths impacts the track reconstruction and as a result the obtainable momentum resolution.
This phenomen, as well as its dependence on the gas amplification, ion gate and particle momentum are
finally discussed in the last part of the chapter.
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ILD - A detector for the Inernational Linear
Collider
Particle accelerators have played a key role throughout the history of high energy physics. Especially the
interplay of lepton and hadron colliders has been beneficial for continuous progress. For the discovery
of new physics at the high energy frontier higher and higher energies are required, as demanded by
Einstein’s mass energy relation E = mc2. For this reason, the development of increasingly powerful
colliders, leptonic as well as hadronic ones, is a main priority of particle physics.
Most modern particle accelerators are storage rings, i.e. circular accelerators. The advantage of this
concept is that particles can traverse the acceleration range many times until they reach their designed
collision energy. Another advantage is the possibility to create interaction points at several positions
in the storage ring. Thus, it is possible to operate several experiments in parallel. The circular shape
of storage rings has disadvantages too. Charged particles moving on curved tracks emit synchrotron
radiation resulting in an energy loss, which has to be compensated for by the accelerator. The energy
loss of the particle is proportional to the fourth power of its energy divided by its mass and inversely
proportional to the curvature radius of the particle track. Thus, the emitted energy depends strongly on
the mass of the particle, so that the energy loss becomes a problem for lepton colliders at much lower
energies than for their hadronic counterparts. While larger curvature radii of the accelerating structures
can reduce the occurrence of synchrotron radiation, this approach is limited by the practicability of
building ever larger acceleration structures.
As favorable hadron colliders behave in terms of synchrotron radiation, they also suffer from the fact
that hadrons are no elementary particles. Hadrons consist of quarks and qluons, each carrying part of
the total momentum. This circumstance complicates the determination of center-of-mass energy and
momentum of the colliding particles. The large amount of involved constituent particles is a constant
source of background, from which the events under study have to be distinguished. Lepton colliders are
not affected by these problems. As leptons are elementary particles, their initial states are well defined
and the produced background is near to negligible.
As already mentioned above, the complementary use of lepton and hadron colliders has been a recipe
for success in the history of particle physics. Hadron colliders can reach highest center-of-mass energies,
providing a great discovery potential. Lepton colliders are well suited for high precision measurements
of newly discovered particles. The collider with the currently highest center-of-mass energy is the
Large Hadron Collider (LHC) [1–3] near Geneva, Switzerland. It is designed to operate at center-of-
mass energies of up to 14 TeV. The operation of the LHC has been very successful so far and was
3
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crowned with the discovery of a new particle [4, 5], which is widely believed to be the long searched for
Higgs boson [6–8]. Especially in the light of this new discovery, the design of a complementary leptonic
machine is an enterprise of highest importance.
This chapter presents the design of the International Linear Collider. After a short motivation, the
general layout of the collider is described in Section 2.1. A strong focus is put on the structure of
the beam and its implications for machine induced backgrounds. The International Large Detector, a
detector designed to be operated at the ILC, is presented in Section 2.2. After a general description of
the detector and its components, machine induced backgrounds are discussed before the whole chapter
is concluded.
2.1 The International Linear Collider
The ILC is planned to be the next major project of particle physics. Nearly twenty years of research and
development lead to its current design. Thus, the ILC has evolved to be the most advanced concept for
high energy electron positron collisions which is currently available. Other concepts, like e.g. CLIC[9],
have been proposed and their prospects are promising in many regards, but none of them reach the
maturity of ILC. Therefore, the ILC is an obvious choice to complement the LHC at CERN1 with high
precision measurements of e+e−-collisions.
2.1.1 Motivation
The ILC is designed to be a precision tool, capable to measure not only newly discovered particles
with unprecedented accuracy. Most considerations of a physics program for the ILC have assumed the
discovery of new physics at the terascale by the LHC, but even without such discoveries the ILC remains
the obvious continuation of research in high energy physics.
The Standard Model (SM) of particle physics has been thoroughly tested at leptonic colliders like
SLC [10] and LEP [11] as well as hadronic ones like the Tevatron [12] and most recently the LHC [1–
3]. Although, these measurements have confirmed, that strong and electroweak interactions are correctly
described by the SM many important aspects need further investigation.
Measuring the interactions among gauge bosons with a much higher precision than it was possible
at LEP, the Tevatron and at the LHC is a very important task, for which the ILC is well suited. The
ILC will be capable to access masses, widths and couplings of the W and Z bosons at a new level of
precision. To this end, the pair production of electroweak gauge bosons, e+e− → W+W− and e+e− →
ZZ, are important processes to be studied. The mass of the W-boson, for instance, can be measured
at a very high precision by performing a threshold scan at the production threshold of W-pairs [13].
As the beams of the ILC can be polarized (cf. Section 2.1.2), the production of the W-pairs can be
enhanced or suppressed, because of the V−A nature of the interactions. This can be exploited to estimate
backgrounds by switching polarization states and contributes to the accuracy of the measurement.
Since the discovery of the top quark [14, 15], the ILC will be the first e+e−-collider capable of provid-
ing a center-of-mass energy above the production threshold for direct tt¯-production at about 350 GeV.
As the SM’s heaviest particle, the top quark is more strongly coupled to the electroweak symmetry
breaking sector than any other fermion. Hence, it is expected to play an important role in its dynamics.
The couplings of the top quark to the gauge bosons can be measured in a model independent way. This
is particularly interesting, because many models expect these couplings to be very sensitive to non-SM
physics. At the ILC, many properties of the top quark can be determined at an unprecedented level of
1 CERN - European organization for nuclear research.
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Figure 2.1: Feynman graphs of the three main production processes of the Higgs-boson at the ILC, which are
Higgs-strahlung (a), WW-fusion (b) and ZZ-fusion (c).
accuracy. It is expected that the mass of the top can be measured by threshold scans with an uncertainty
of ∆mt = 34 MeV and its total decay width, with an accuracy of about 2.4 % [16].
Higgs physics at the ILC
A major motivation for the construction of the ILC is the Higgs boson. As the Higgs field couples to
every kind of massive particle it is likely to play a key role in answering the open questions of particle
physics. Owing to its very recent discovery [4, 5], many of its properties are sill unknown and measuring
them is of utmost importance. The ILC is perfectly suited for this task, as it provides a well-controlled
environment to precisely measure mass, quantum numbers, and couplings of this new particle. Only if
all these properties are known the question of whether the new particle is indeed the SM Higgs boson
can be answered.
The main production mechanisms for a SM Higgs boson at e+e−-colliders are Higgs-strahlung, WW-
fusion and ZZ-fusion processes, whose Feynman-diagrams are depicted in Figure 2.1. The Higgs-
strahlung process is the dominant production process for center-of-mass energies of up to
√
s ≈ 450 GeV2
where the WW-fusion process becomes dominant. The production cross section of ZZ-fusion is one
magnitude smaller than the cross section for WW-fusion, as the neutral couplings to the Higgs are much
smaller than the charged current couplings.
In its initial phase, the ILC will focus on a center-of-mass energy of 250 GeV, to obtain the highest
cross section for the Higgs-strahlung process. At this center-of-mass energy, only an integrated lumi-
nosity of 250 fb−1 is required to collect approximately 8.0 × 104 events containing a Higgs, thereby it is
assumed that the polarization has been chosen to enhance the production rate.
A precision measurement of its mass is a good starting point for a detailed investigation of the Higgs
boson. The mass can be cleanly determined with the help of the Higgs-strahlung process and its further
decay products,
e+e− → Zh and Z →
µ+µ−,e+e−.
For this processes the Higgs-mass, mh, can be determined in a model independent way from the recon-
structed recoil mass. The measurement can be performed with a precision of 40 MeV and 80 MeV for
the decay in µ+µ−-pairs and e+e−-pairs, respectively [17, 18], yielding an uncertainty of 32 MeV for
both channels combined [18]. A huge advantage of this kind of measurement is that it relies only on
2√s =√(p1 + p2)2 is a common abbreviation for the center-of-mass energy of two particles with four momenta p1 and p2.
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Parameter Accuracy ∆X/X
√
s Remarks
mH 0.03% 250 GeV ∆mH =35 MeV
ΓH 1.60%

250 GeV and 500 GeV
g(hWW) 0.25%
g(hZZ) 0.25%
g(hb ¯bar) 0.25%
g(hcc¯) 0.25%
g(hgg) 0.25%
g(hτ+τ−) 0.25%
BR(h→ invisible) < 0.30% at 95 % confidence level
g(htt¯) 3.70%
 1 TeVg(hhh) 26.00%g(hµ+µ−) 16.00%
Table 2.1: Overview of possible measurements of the Higgs boson at the ILC [16].
the leptonic decay products of the Z and therefore is completely independent of the decay mode of the
Higgs. Hence, the measurement can also be performed if the Higgs decays invisibly and is therefore
completely independent of any model assumption.
While the mass measurement of the Higgs is best performed at a center-of-mass energy of
√
s =
250 GeV, other studies can profit from higher energies. One would be a measurement of the top Yukawa
coupling at tree level via the process e+e− → tt¯h [19, 20], which becomes accessible at a center-of-mass
energy of
√
s = 500 GeV [21]. As the top quark is the heaviest particle of the SM, such a measurement
would contribute greatly to the understanding of the mechanism for the mass generation of fermions.
One of the most important measurements concerning the Higgs at the ILC is its self-coupling, which
is a cornerstone of the Higgs potential. As this, its measurement is of utmost importance for a deeper
understanding of the electroweak symmetry breaking. The self-coupling can be probed by measuring
the process e+e− → Zhh, to which the triple Higgs couplings contribute at tree level. A simulation
study, using h → bb¯ as secondary decay has shown that a cross section measurement of ∆σ/σ = 0.27
is possible [13]. The self coupling, λ, can only be determined with an error of ∆λ/λ = 0.44 because
of contributions from background diagrams. This result can be improved by the development of more
sophisticated jet clustering algorithms.
The sketched measurements of the Higgs boson and its properties are just a small example of what
is possible at the ILC. See [13] for more details on the processes described above and further possible
measurements. An overview of some of these measurements together with their expected accuracies are
listed in Table 2.1.
2.1.2 Accelerator design
According to its baseline design, the ILC covers the energy range from 200 GeV up to 500 GeV con-
tinuously and may deliver an integrated luminosity of 500 fb−1 within the first four years of operation.
The ILC is about 31 km long and can be upgraded to a center-of-mass energy of 1 TeV by increasing the
range. Further upgrade options include the possibility of e−e−, γe− or γγ collisions if required by new
physics.
To allow for two detectors, a so-called push-pull system is foreseen so that the detectors can be placed
at the interaction point alternately. A schematic layout of the whole accelerator is depicted in Figure 2.2.
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Figure 2.2: A schematic layout of the ILC [16].
At the ILC, an electron and a positron beam are brought to collision. Both beams are polarized.
The electron beam is generated from a polarized source and reaches a polarization of at least 80%. It is
generated in a DC gun by laser illumination of a photocathode. The beam is bunched and pre-accelerated
to 76 MeV before it enters the superconducting booster linac which accelerates it to 5 GeV for the
injection into the damping ring. Polarization, charge and lifetime requirements are well known demands
which have already been met by the polarized electron source of the SLC [22], leaving the length of the
bunch trains as the main challenge. The lenght of nearly 1 ms demands conducting structures which
can deal with high power levels in the radio frequency regime. Furthermore, a laser system is required,
which is more powerful than those at any previous accelerators.
The creation of the positron beam is more complicated. After the electron beam has been accelerated
to 150 GeV in the main linac, part of it is diverted into an undulator of 150 m length and then returned
into the main linac. The electrons, traversing the periodic magnetic field of the helical undulator, emit
photons of about 10 MeV. These photons are directed at a rotating target made of a titanium alloy,
creating an electron-positron beam with some remaining photons. The beam is captured by an optical
matching device and then focused by a cavity operating in the L-band. Electrons and photons are filtered
out before the beam is injected into the damping ring in the same way as for the electron beam.
After leaving the booster linacs, the beams are injected into two damping rings of 6.7 km length.
Despite their name, the damping structures are not circular but divided into six arcs and as many straight
sections. Operating at an energy of 5 GeV, they perform the critical task of transforming the incoming
beams into highly stable beams of low emittance, as they are required for high luminosity production.
A constraint of their configuration is the timing scheme of the main linacs. Therefore, the rings have
to store a full bunch train. This way it is ensured that feed-forward systems can compensate for pulse-
to-pulse variations like the differences in the bunch charge. Furthermore, the damping rings reduce
the emittance of the incoming beams to the required level in a time span smaller than the interval
between two bunch trains, which is about 200 ms. Further mandatory requirements are the injection
and extraction of individual bunches, because of the bunch separation, which is much smaller within
the damping rings than within the main linacs. These injections and extractions have to occur without
altering the emittance or stability of the remaining bunches. This can only be done if the kicker fields
are negligible for the bunches next to the injected/extracted bunch.
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Partial penetration
(a) Without crab crossing.
Full penetration
Sideways kick in 
crab cavity
(b) With crab crossing.
Figure 2.3: Sketch of the crab crossing scheme. The oblong shape of the bunches is understated, while the crossing
angle is exaggerated.
From the damping rings the beams are transported to the main linacs where they are accelerated
to their designated center-of-mass energy. The acceleration capabilities are based on superconducting
cavities, which operate at a radio-frequency of 1.3 GHz. A single cavity has a length of about 1 m and
has to be operated at a temperature of 2 K, which is achieved by liquid argon cooling. Nine or ten cavities
are usually assembled together and placed into a common cryostat. To reach a center-of-mass energy of
500 GeV, a field gradient of 31.5 MV/m is required throughout the main linacs. Although gradients of
over 50 MV/m have been achieved in single-cell cavities [23], the required value is still a challenge for
the mass production, as about 17 000 nine-cell cavities are required for the whole acceleration range.
The efforts are currently focusing on the optimization of the production yield, so that even gradients of
36 MV/m can be achieved, as they are required for the 1 TeV upgrade.
After their final acceleration the beams reach the beam delivery system, which is responsible for the
final focusing, the collision at the interaction point and the disposal of the spent beams. The beam
delivery system foresees a single interaction point where the beams are brought to collision under a
crossing angle of 14 mrad, even though head-on collisions would be the best choice concerning physics.
This choice has been made, because it is difficult to separate the incoming from the outgoing beam in
case of head-on collisions. The presence of a crossing angle can result in a decrease of luminosity if
the bunches possess a non-circular shape. In case of the ILC, the bunches have a very elongated shape,
which results in a very poor mutual penetration of the colliding bunches and an effective reduction
of the luminosity by more than a factor of three [24]. The reasons for the highly non-uniform bunch
shape is that such shapes are well suited to suppress the occurrence of beamstrahlung, a topic which is
addressed below. It is possible to compensate this effect by rotating the bunches in the horizontal plane
just before the collision. This way, the spatial overlap can be restored and the luminosity can be almost
fully retained. A sketch of the partial penetration in case of elongated bunches is shown in Figure 2.3,
as well as the effect of a rotation of the bunches. The technique of rotating the bunches is commonly
referred to as crab crossing, as the rotated bunches seem to move sideways, similar to a crab.
2.1.3 Beam parameters
The most important figures of merit of any collider are its center-of-mass energy,
√
s , and the instanta-
neous luminosity L which it can deliver. While the center-of-mass energy defines the amount of energy
available for the production of new particles, the luminosity is an important measure for the rate, R, at
which these particles are created. For particles with production cross section, σ, the production rate, R,
is given by
R = L · σ. (2.1)
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Enlarged view
Enlarged view
Figure 2.4: Beam structure of the ILC for the nominal 500 GeV beam.
As new accelerators like the ILC are intended to study rare phenomena, it is desirable to create as high
as possible event rates, thus, the luminosity should be maximal. For head-on collisions it is given by
L = N−N+
4piσxσy
frepnbHD, (2.2)
with electron and positron bunch population N− and N+, horizontal and vertical beam sizes σx and σy,
collision rate frep, number of bunches nb and beam enhancement factor HD. Practical values of these
parameters are given along other beam defining parameters in Table 2.2. Listed are three sets of param-
eters for different center-of-mass energies, as they are planned for the ILC [16]. From Equation (2.2)
it is evident that in order to maximize the luminosity the beam should be focused as much as possible,
i.e. σx and σy should be as small as possible. While the size of the beam should be chosen as small
as possible, the number of particles in each bunch should be large, creating very high charge densities
within the bunches.
The beams of the ILC are not continuous. This means that the bunches are organized in so called
bunch trains. For a center-of-mass energy of
√
s =500 GeV such a train contains 1312 bunches. After
all the bunches in the train have been brought to collision with their counterparts in the bunch train of the
oncoming beam, there is a break of about 199 ms before the next train arrives. Given the bunch spacing
of 554 ns, this results in a frequency of five bunch trains per second. Figure 2.4 depicts a schematic
overview on the beam structure at a nominal center-of-mass energy of
√
s = 500 GeV.
The structure of the beam has a major impact on the design of the detectors. For example the long
break between two bunch trains allows for a pulsed readout of some subdetectors in between two trains.
This results in a reduced power consumption. More details on so-called power-pulsed readout schemes
are given in Section 2.2.
Beamstrahlung
Beamstrahlung [26] is a type of bremsstrahlung that is caused by the electric field of the beams. In order
to reach the high luminosities planned at the ILC, the bunches of the beams have to be tightly focused,
resulting in a very high charge density. The electrical field caused by this charge density is high enough
to be seen by the oncoming bunch, focusing that bunch even more with the beneficial side effect of an
increase in luminosity, known as pinch effect. This enhancement of the luminosity is described by the
parameter HD in Equation (2.2).
Besides the increase in luminosity, the deflection of particles in bunches is accompanied by the emis-
sion of photons by the accelerated charged particle. The deflected particles lose some of their initial
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Parameter Symbol 250 GeV 500 GeV 1 TeV (B1bws) Unit
Beam energy Ebeam 125 250 500 GeV
Collision rate frep 5 5 4 Hz
Number of bunches nb 1312 1312 2450 #
Bunch separation ∆tb 554 554 366 ns
Electron bunch population N− 2.0 2.0 1.74 ×1010
Positron bunch population N+ 2.0 2.0 1.74 ×1010
Horizontal emittance γx 10 10 10 µm
Vertical emittance γy 35 35 30 µm
IP horizontal beta function βx 13.9 11.0 11.0 mm
IP vertical beta function βy 0.41 0.48 0.23 mm
IP RMS horizontal beam size σx 729 474 335 nm
IP RMS vertical beam size σy 7.7 5.9 2.7 nm
RMS bunch length σz 0.3 0.3 0.225 mm
Beam enhancement factor HD 1.8 2.0 1.6
Luminosity L 0.75 1.8 4.9 ×1034 cm−2s−1
Table 2.2: Beam parameters at the ILC for several center-of-mass energies [25].
energy which is not available for hard collisions anymore, consequently resulting in a spread of the
beam’s energy spectrum. The average energy loss, δ, of an individual particle is described by [27]
δ ∝ γ
Ebeamσz
(
N±
σx + σy
)2
, (2.3)
with Lorentz-factor γ, beam energy Ebeam, number of particles per bunch N± and the beam size at
the interaction point σx,σy and σz in the respective directions. The losses of individual particles in a
bunch accumulate quite an amount of energy with an average of about 108 TeV being carried away in a
single bunch crossing. As illustrated by Equation (2.3), the energy strongly depends on the size of the
beam and can be reduced by increasing the beam size. In transverse direction, this is always a trade off
between energy loss and luminosity, as the transverse beam size is directly correlated to the luminosity
as shown in Equation (2.2). A good compromise is to choose a rather large beam size in one transverse
direction and a shorter one in the other direction. This works because the luminosity depends on the
product of both sizes and the energy loss on the sum. Another possibility is to increase the beam size in
longitudinal direction, but this is limited due to the hourglass effect [28].
In addition to these undesirable influences on the beam properties, the emitted beamstrahlung photons
may interact and become a source of background. Beamstrahlung is expected to be the main source of
detector backgrounds at the ILC. More details on beam induced backgrounds are given in Section 2.2.2.
2.2 ILD - The International Large Detector
As outlined in the previous section, the ILC is designed to offer a clean experimental environment for
high precision measurements at an energy scale which up to now has been only accessible at hadron
colliders. The construction of a detector that fully exploits this setup is an obvious requirement.
The International Large Detector (ILD) originates from two different detector concepts, which have
evolved independently. The Large Detector Concept (LDC) was mainly a European design effort, while
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(a) Full detector view. (b) Enlarged view of the tracking systems.
Figure 2.5: An artistic view of the ILD [29]. The whole detector (a) and an enlarged view of the inner detector
components with focus on vertex detector, beam calorimeters and central tracker (b).
the Global Large Detector (GLD) was a concept originating from Asia. Both concepts were very similar
in their general layout and choice of technology, but differed in the dimensions of individual compo-
nents. Consequently, they have been merged into a joined and global design effort.
The ILD is a detector designed to meet all requirements for an experiment at the ILC, which tries
to measure particle collisions with unprecedented precision and accuracy. The conceptual approach
is the particle flow paradigm which aims at the individual reconstruction of all particles and a strict
separation of charged and neutral particles, even within jets. To achieve this, all detector systems have
to be designed with a strong emphasis on spatial resolution. In addition, an extremely high momentum
resolution for charged particles as well as a very good secondary vertex reconstruction are important
requirements. These necessities are reflected in the design of the individual subdetectors.
Although the ILD has been designed with an application at the ILC in mind, it could also be used
at other accelerators. Subsystems developed for the ILD are under investigation as future upgrades of
already operating detectors like T2K, ATLAS, Belle II and others. Moreover, the whole detector layout
might be used at different colliders. The detector concept has already been adopted by the Compact
Linear Collider (CLIC) community, which is investigating its applicability at center-of-energies up to
3 TeV.
2.2.1 Detector layout
In its general design, the ILD is typical multi-purpose detector as employed in many collider experiments
of high energy physics. A high precision vertex detector at its center is surrounded by a hybrid tracking
system, featuring a combination of silicon tracking devices and a time projection chamber, followed by
highly segmented calorimeter systems. Tracking and calorimeter systems are located within a solonoid
providing an axial magnetic field of 3.5 T, whose iron return yoke is instrumented with a muon detector.
No final decision has been made on the choice of technology for the individual subsystems. Thus,
several options are discussed and investigated for each detector component, in order to stay as flexible as
possible. Therefore, the following subsections describe the general layout of the individual subdetectors
and the different technologies which are considered, whereby one should be aware of the fact that even
these technologies may be exchanged in the future.
11
Chapter 2 ILD - A detector for the Inernational Linear Collider
Vertex detector
The vertex detector is the innermost part of the tracking system and by this the central part of the
whole detector. In its baseline design, it consists of three nearly cylindrical layers, which are equipped
on both sides with pixel sensors [30]. The innermost layer is positioned at a radius of 15 mm from
the beam line and the outermost at 60 mm. To reduce the occupancy resulting from background hits,
the innermost layer is only half as long as the outer two. By this design the detector provides six
precision measurements for charged particles traversing the detector, which should be sufficient to reach
the performance goal of a track impact parameter resolution better than σb < 5⊕ 10/p sin(θ) 32 µm. This
goal is quite ambitious and can only be met if the six track points are measured with a spatial resolution
of less than 3 µm. Other important requirements are the very low material budget of less than 0.15 X0
per layer and the capability to withstand the radiation arising from the particle interactions.
Three sensor technologies have come close to the detector requirements and are developed in par-
allel until a final decision has been made. Each of them offers different advantages and opportunities.
Therefore, it may well be that a technology different from the three baseline options described below is
chosen for the final application.
The first option is a detector based on CMOS3 pixel sensors (CPS) [31]. For this sensor concept a thin
(10 µm to 20 µm) epitaxial layer of high resistivity is placed on the low resistive substrate of an industrial
CMOS chip. The layer incorporates a high density lattice of sensing nodes, which offer a high spatial
resolution. An advantage of this technology is to integrate the signal processing circuitry completely
into the same substrate as the sensitive volume. This makes such detectors very flexible concerning their
readout, for which a power-pulsed scheme is under investigation. The technology is very mature and it
has already been shown that single, full scale devices, which meet all of the above requirements, can be
fabricated industrially. In these devices the two sensors of the innermost layer have been equipped with
two different type of sensors. The sensor on the inner side of the first layer features pixels with a pitch
of ≈17 µm and reaches a spatial resolution of less than 3 µm. The frame readout time of 50 µs can lead
to a high occupancy if the estimation of the beam related backgrounds are too low. On the other side of
the layer is another type of CPS sensor, optimized for a high time resolution. Because of its rectangular
pixels with a size of 17 × 85 µm2 there are five times less pixels in a column which results in a five times
faster readout time of 10 µs but a worse spatial resolution of about 6 µm. The sensors of the outer layer
cover a much larger area but have to deal with considerably less occupancy. The pixels have a pitch of
34 µm, which translates into a spatial resolution of about 4 µm at a readout time of 100 µs.
Another technology option is the DEPFET4 [32] active pixel detector concept, which relies on field
effect transistors in each pixel of the sensor. To detect charged particles a voltage is applied, depleting
the sensor of free charge carriers. This ensures a fast collection of the charges, which modulate the
source-drain current and results in a first amplification signal, already in the pixel. By this process the
excellent signal-to-noise ratio of the detector is achieved. As in the case of CPSs, a power-pulsed readout
scheme is studied for DEPFET based detectors. But unlike for CPS sensors, the signal processing units
are not incorporated into the sensor itself, so that dedicated ASICs5 have to be used for this [33]. They
perform the readout in a rolling shutter mode, so that there is at any given time only one active row
of pixels. This readout scheme ensures, that the power consumption remains within the ILD budget.
Readout times of 80 ns have been reached for single rows which translates into readout times of 100 µs
for the inner and 200 µs for the outer layers. Current R&D goals foresee half of these values. Further
improvements are possible by reading out more than two rows in parallel and/or increasing the length
3 Complementary metal–oxide–semiconductor (CMOS) is a technology for the production of integrated circuits.
4 DEPFET - Depleted p-channel field-effect transistor.
5 ASIC - Application-specific integrated circuit.
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of the pixels for the sensors of the outer layers.
Sensors based on fine pixel CCDs (FPCCD) [34] are a third technology option under investigation.
They allow for an extremely high granularity with a pixel pitch of about 5 µm. This can be exploited
to obtain a spatial resolution below one micron and an excellent two-track separation. To limit the
occupancy, the sensitive volume, an epitaxial layer of 15 µm thickness, is fully depleted, limiting the
charge spread. A low occupancy is of particular importance, as the large number of pixels demands for
a slow readout scheme, i.e. the detector is read out in between two bunch trains at a very low frequency
to reduce the power consumption. Similar to the CPS and DEPFET sensors a FPCCD based detector
would employ smaller pixel sizes on the innermost layer than on the outer layers to limit the occupancy
because of beam induced backgrounds. The pixel pitch would be 5 µm for the inner two sensors and
10 µm for the outer four sensors. This setup leads to a significant improvement on the impact parameter
resolution compared to the baseline design if a spatial resolution of pixel size divided by
√
12 is assumed
for the individual layers.
Tracking system
The ILD features a hybrid tracking system that consists of silicon detectors in combination with a large
time projection chamber as central tracking device. As this thesis focuses on developments in the context
of a TPC for the ILD its discussion is postponed to Chapter 3 where the detection processes as well as
the ILD specific demands are addressed in detail. An artistic view of the tracking system is depicted in
Figure 2.5b.
The silicon tracking system of the ILD consists of four subdetectors, which form the so-called silicon
envelope. The silicon inner tracker (SIT) and silicon external tracker (SET) are located at the inner and
outer field cage of the TPC respectively. Together with the end-cap tracking detector (ETD), which
is installed in the gaps between the end-caps of the TPC, they enclose the TPC completely. The last
component of the silicon tracking system is the forward tracking detector (FTD), which enables high
precision measurements of tracks which are emitted under angles too small to be measured with the
TPC.
The main purpose of the silicon envelope is to link the vertex detector, the TPC and the calorimeter
system together to provide high precision measurements of single track points. Together with the high
time resolution of the system these precision measurements can time stamp tracks and associate them to
individual bunches. The silicon detectors can be very helpful for the alignment of the TPC, as SIT and
SET provide an independent set of measurements.
All components of the silicon envelope are based on the same technology, i.e. the same type of
sensors, whereby the overall complexity of the system is greatly reduced. The detectors are composed
of single layers, each featuring two single-sided strips. The strips are tilted by a small angle with
respect to each other to allow for two-dimensional measurements, a technique also known as “false”
double-sided layers. Two of such “false” double-sided layers are included into the SIT and another
one in the SET, complementing the tracking information from TPC and vertex detector by three high
precision measurements. The EDT also incorporates one such layer, guaranteeing three high precision
measurements, even for tracks which pass through the end-cap.
The microstrips used as sensor feature an active area of 10 × 10 cm2 with a pitch of 50 µm. The sensor
material has a thickness of 200 µm and is implemented with only a few 10 µm of non-active material at
the edges. These kind of sensors permit the design of detectors without any overlapping sensors which
leads to a reduction of the used material.
The forward silicon tracking detector consists of seven disks located between the inner field cage of
the TPC and the beam pipe. The forward tracking systems face a very particular set of challenges. The
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first problem is that particles emitted under a low angle to the beam line are not bend much, so that
a precise measurement of their momentum is difficult. Another problem is the high occupancy in this
region. The occupancy results from forward jets, which are not opened up as much as in the barrel region
and from backgrounds originating from the interaction region nearby. Because of this, it is foreseen to
realize the first two disks as pixel detectors, while for the remaining five disks strip detectors should be
sufficient.
The same technologies under investigation for the vertex detector are considered for the pixel disks.
The concepts have been adapted to the special needs of the FTD. In case of CPSs the pixel size, i.e. the
length of the pixel would increase with the radius, resulting, in a spatial resolution of 6 µm to 9 µm. The
concept relying on DEPFET sensors has chosen a similar approach, also with radially increasing pixel
lengths. The sensors have been optimized to yield a very high spatial resolution in the rϕ-plane which
is in the range of 3 µm to 5 µm. The FPCCD approach again relies on a very high granularity to cope
with the occupancy, which is realized with a pixel pitch of 10 µm. This pixel size results in an expected
spatial resolution of 3 µm. Similar to their counterparts for the vertex detector CPS and DEPFET make
use of a power pulsing scheme to limit the power consumption, while the FPCCD has to be read out
between the bunch trains.
Because of the low occupancy compared to the first two disks, the remaining five disks can be realized
as strip detectors. The strips are installed on both sides of the disk with a stereo angle between them to
allow for two dimensional measurements of the impact parameter.
Calorimetry
The calorimeter system of the ILD is designed for particle flow and, therefore, faces a unique set of
challenges. The particle flow paradigm demands the individual reconstruction of each particle in the
detector. For this to work, the calorimeter systems are required to possess an unprecedented granularity,
emphasizing imaging capabilities over intrinsic energy resolution. At the same time full hermeticity has
to be ensured to limit energy leakage.
Calorimeter systems are usually divided into an electromagnetic (ECAL) and a hadronic component
(HCAL). It consists of a huge barrel which is terminated on each end by large end-caps. The whole
system is completed by three specialized calorimeters in the very forward region which are dedicated
to luminosity (LumiCal) and beamstrahlung (BeamCal) monitoring as well as low angle coverage for
neutral hadrons (LHCAL).
The main challenge in the design of the hadronic and electromagnetic calorimeters is their granularity.
It has been shown by detailed simulation that the granularity has to be of the same size as a radiation
length, in all spatial directions. This can be achieved by choosing a sampling calorimeter for both
systems. The high granularity also implies a vast number of readout channels on the order of O(108) for
the whole system. Dealing with that many channels is very complicated, especially if hermeticity and a
compact design have to be preserved. Therefore, the sensitive layers have to incorporate as much of the
readout systems as possible without compromising the power pulsing scheme of the detector.
For the realization of the particle flow paradigm, the ECAL has to be able to effectively separate
overlapping showers from each other and photons from nearby particles. A further requirement is the
identification of hadronic showers starting in the electromagnetic part of the calorimeter. The baseline
design of the ECAL relies on silicon pin diodes with a pixel size of 5 × 5 mm2 in combination with tung-
sten as radiating material. Tungsten is a good choice for the radiator, as it is a dense material providing a
high ratio of interaction length to radiation length. The current design foresees 30 readout layers which
correspond to a thickness of 24 X0. This is a good compromise between cost and performance, given
the fact that the whole calorimeter system has to be placed within the solonoid.
14
2.2 ILD - The International Large Detector
The role of the HCAL is to distinguish charged and neutral hadrons and measure the energy of the
latter as precisely as possible. A difficult task given the much higher abundance of charged hadrons. For
the fulfillment of this task the HCAL has been designed as sampling calorimeter with steel as absorbing
material. Because of the high rigidity of steel, it is possible to realize a self-supporting structure, that
minimizes dead regions since no auxiliary supports are required. Another benefit of the material choice
is the moderate ratio of the hadronic interaction length to the electromagnetic radiation length. It permits
a fine sampling in longitudinal direction even with comparatively few layers.
Two options are considered for the active medium, the analog option based on scintillating tiles and
a semi-digital one using gaseous devices. The scintillating tiles are based on silicon photo-multipliers.
This is a rather novel but very promising technology. The tiles can be realized with a thickness of 3 mm
and allow, therefore, for a very compact design with a transverse cell size of 3 × 3 cm2. The technology
has been successfully realized within the AHCAL prototype of the CALICE collaboration [35], which
has already encouraged other experiments to use this technology in future upgrades.
The second candidate for the active medium are gaseous detectors, which are known to offer a very
high efficiency. The baseline technology for this approach are glass resistive plate chambers (GRPC).
They are proposed to cover an area of 1 cm × 1 cm in transverse direction at a thickness of 3 mm. Indeed,
this technology allows for the realization of an even higher granularity, which is basically limited only
by the size of the readout electronics.
With LumiCal and BeamCal the ILD possesses two small, but specialized calorimeter systems in the
very forward region. The LumiCal is intended to monitor the luminosity delivered by the accelerator
with a precision better than 10−3 at a center-of-mass energy of 500 GeV. It has already been stated in
Section 2.1.3 that the luminosity is a defining property of each accelerator, which makes the LumiCal
a very important system. It is located within the ECAL end-cap next to the beam pipe. It consists of
a sandwich structure of finely segmented silicon comprising an absorber disk made of tungsten [36].
The actual measurement is done by detecting and counting the outgoing particles of Bhabha scattering
processes. This process has been chosen as precise calculations of its cross section are available [37].
The luminosity, L, is then given by L = NB/σB, with NB being the counted occurrence of the process
and σB the differential cross section integrated over the angular coverage of the LumiCal.
The main purpose of the BeamCal is to monitor the amount of beamstrahlung, which has already been
treated in Section 2.1.3 and is the main source of background at the ILC. This stresses the importance of
the BeamCal as key component for background estimates. It is similar to that of the LumiCal but makes
use of gallium arsenide (GaAs) instead of silicon.
Solonoid and muon systems
The tracking systems of the ILD are designed to operate at a magnetic field of 3.5 T, which is provided
by a solenoid. An anti detector integrated dipole (anti-DID) is required to suppress the background from
incoherent e+e−-pairs (see Section 2.2.2). Both fields have to be mapped with a very high precision to
ensure the tracking performance of the TPC [38]. The layout of the magnet has been adapted from the
CMS detector [39], with altered geometrical dimension and the addition of the anti-DID. It consists of
three parts, which are the solenoid coil, the already mentioned anti-DID and the return yoke [40].
The solenoid is built from three modules, each 2.45 m long, resulting an overall length of 7.35 m. It
is positioned at a radius of 3.615 m, enclosing the calorimeter systems. The modules have four layers,
each layer incorporates 105 turns of superconducting cable. By employing the inner winding technique
the coil is wound inside of the mandrel. The mandrel is made of an aluminum alloy and has a cylindrical
form with a radius of about 25 mm. This mandrel is an essential part in the design of the coil. It acts as
mechanical mandrel, takes part in the cooling of the coil and is used as a quench back tube.
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The anti-DID is located at the outer radius of the main solenoid at a radial distance of 4.19 m to the
beam axis. It provides the magnetic field of a dipole with inverted polarity, thus the term anti-DID.
Its purpose is to suppress backgrounds in the detector by steering background particles towards the
outgoing beam pipes. Up to now there is no final decision on the form the field should take or on
its technological realization. It is commonly accepted, that the magnetic field of the anti-DID should
have a maximum field value of Bx = 0.035 T at a distance of z = 3 m to the interaction point. The
form of the field around the interaction point is still under discussion and further iterations, magnet
design simulations, and physics/background studies are required to find a technically feasible solution
with acceptable background rates. In any case, the field has to be precisely mapped to maintain a high
performance of the tracking detectors.
The iron yoke is another detector component with several functions. Apart from returning the mag-
netic flux of the solenoidal field it also acts as the main mechanical structure of the ILD. Additionally, it
is instrumented with detectors, which are not only responsible for the efficient detection of muons, but
also for measuring energy leaking out of the calorimeters. To cope with both requirements the sensitive
layers of the system are not evenly spaced. The ten inner layers of the system, which complement the
calorimeter system, are closely spaced. The minimal distance between these layers is constrained by
mechanical robustness of the yoke to 10 cm. Two outer layers in the endcap region and three in the bar-
rel region of the detector act solely as muon detectors, allowing for a larger distance of 60 cm between
them.
2.2.2 Detector backgrounds
A main advantage of lepton colliders is their clean experimental environment. Even though the back-
ground is very low compared to hadron colliders, there is still a considerable contribution of back-
grounds to any signal measured.
In the case of the ILC, the event rate is very low. Less than one electroweak interaction per sec-
ond is expected at a center-of-mass energy of
√
s = 500 GeV and a nominal luminosity of L =
1.8 × 1034 cm−2 s−1. This leaves machine induced backgrounds as the main source of undesirable inter-
actions within the detector. The term machine induced background most commonly refers to interactions
that occur because of the operation of the collider and its dedicated detectors.
Background at the ILC is mainly caused by beamstrahlung, which has been described in Section 2.1.3.
Beamstrahlung photons are focused in the very forward direction and most of them leave the detector
through the beampipe. Those photons which do not leave the active volume may either interact with
detector material or with other photons, provoking particle interactions capable of interfering with actual
measurements.
Electron-positron pairs
The dominant background source at the ILC are electron-positron pairs which result from scattering
processes of beamstrahlung photons. If these particles carry a sufficiently large transverse momentum
they do not exit the beam pipe through the exhaust port and enter the detector. There are two modes of
production, coherent (CPC) and incoherent (IPC) pair creation.
In the coherent process a beamstrahlung photon is turned into an electron-positron pair by the inter-
action with the collective field of the oncoming beam, similar to pair conversion in the electric fields
of atomic nuclei. The structure of the beam at the ILC is chosen to suppress coherent pair creation
completely, even at center-of-mass energies of 1 TeV.
The incoherent production takes place by the interaction of two photons, whereby it should be noted
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Figure 2.6: Feynman graphs of the three processes responsible for incoherent pair creation at the ILC.
that these photons may be real or virtual. Three combinations of virtual and real photons are possible.
Their Feynman graphs are depicted in Figure 2.6. The interaction of a real and a virtual photon is
denoted as the Bethe-Heitler process. The Landau-Lifshitz process describes the interaction of two
virtual photons. They dominate by an approximate ratio of 2 : 1 compared to the Breit-Wheeler
process of two real photons [27].
If the polar angle, under which the e+e−-pairs are emitted is large enough, they have a sufficiently
high transverse momentum to traverse several layers of the vertex detectors, leaving a charge signal in
the process. Although the fraction of particles which reach the vertex detectors is very small, these back-
ground particles are the dominant contribution to the occupancy of the vertex detector. The BeamCal is
hit by a much larger fraction of e+e−-pairs, because of its polar angle coverage from 5 mrad to 50 mrad.
This puts constraints on the design of the BeamCal, which has to be very radiation hard in order to
withstand the constant flux of particles. The e+e−-pairs hitting the BeamCal can induce electromag-
netic showers. This is a further source of background, as secondary electrons, positrons and photons
are back-scattered into the inner parts of the detector. Most of the charged particles resulting from these
interactions are confined to the inner regions of the detector due to the presence of the magnetic field.
Therefore, they are unable to reach the central tracker or main calorimeters, but can reach the vertex
detector and contribute to its occupancy. In contrast, photons are not affected by the magnetic field and
are capable to reach the central tracker where they produce hits by the photoelectric effect or Compton
scattering. Furthermore, electromagnetic showers can produce neutrons by photonuclear interactions.
Neutrons can traverse the detector almost unhindered, being only reflected on some surfaces.
Hadronic background
Electron-positron pairs from beamstrahlung interactions are not the only source of detector backgrounds.
Interactions of photons can also result in the production of hadronic jets. These photons may either re-
sult from the already discussed beamstrahlung or from processes treated by the Weizsa¨cker-Williams
approximation [41, 42], which describes the main features of radiation by relativistic electrons. The
occurrence of such hadronic background events is less frequent than for e+e−-pair background. Similar
to e+e−-pairs the hadrons are tightly focused in the very forward direction. Their transverse momentum
distribution has a tail towards high values, allowing these hadrons to directly produce hits in the central
detector. Another effect is the production of neutral particles, like pi0 or K0 which are not collimated
into the forward direction by the magnetic field and therefore might enter the detector at rather low
transverse momenta.
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2.3 Summary
The measurements of currently running hadron colliders like LHC and Tevatron have to complemented
by a lepton collider. The ILC is well suited for this task. It provides a clean experimental environment
with well defined initial states allowing for high precision measurements, especially with regard to the
discovery of the Higgs boson at the LHC.
To exploit the full potential of a precision machine like the ILC, a high-performance detector is
required. The ILD is designed to perform measurements of the highest precision, surpassing all its pre-
decessors at former collider experiments. Several options are developed for the different subdetectors,
each of them capable of providing the required performance. Although the ILC can be considered a
clean experimental environment, backgrounds from beamstrahlung processes can not be avoided. This
fact is reflected in the design of the detector and has to be taken into account in analyses of physics
events.
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Photon detection and particle tracking with
gaseous detectors
Particles are always measured by their interaction with the material of the detector. Gaseous detectors
have a long tradition in both, the detection of photons and the measurement of the trajectories of charged
particles. In any case, the detection principle of gaseous detectors relies on the ionization of the gas of
the detector by the measured particle. The products of these ionization processes are drifted to an
electrode. The electrons are amplified and eventually transformed into an electric signal which is read
out. A detailed knowledge of all these processes is crucial for the development of high-performance
detectors.
This chapter discusses the individual processes taking place in gaseous detectors. These are ioniza-
tion in Section 3.1, drift and diffusion of electrons and ions in Sections 3.2 and 3.3, and eventually
signal creation by gas amplification in Section 3.4. The readout of gaseous detectors is addressed in
Section 3.5, including the conventional readout via pads as well as the novel technique of integrated
pixel readouts. With the knowledge of these processes at hand a special kind of gaseous tracking detec-
tor, the time projection chamber, is introduced in Section 3.6 and discussed in detail, also with respect
to its application in the context of the ILD.
3.1 Ionization and energy loss
The detection principle of any gaseous detector relies on the fact that charged particles traversing
the detector leave and ionization trace and that photons are absorbed in the gas. Any interaction
of the measured particle and gas results in an energy transfer towards the shell electrons of the gas
atoms/molecules. Depending on the amount of transferred energy this leads to excitation or ionization
of the gas particles. The details of these interactions differ for charged particles and photons. Photons
are either absorbed by the medium, i.e. they transfer all their energy to the gas, or escape detection.
Charged particles can also loose all their kinetic energy and are stopped by the gas, it is much more
likely that they transfer only part of it, leaving a trail of ionization in the gas.
3.1.1 Energy loss of charged particles
Charged particles traversing matter interact with the atomic shells of the medium via their electric
charge. These interactions result in a loss of kinetic energy, which is dominated by ionization and
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excitation. Other processes like Cherenkov radiation, transition radiation or bremsstrahlung become
non negligible at very high energies. Usually the energy loss is small and occurs in single collisions,
with energy transfers of less than 100 eV. The occurrence of these collisions is randomly distributed
and is expressed by the mean free path, λ, between two collisions, which is determined by the electron
density of the medium, ne, and σI , its ionization cross section
λ =
1
σIne
. (3.1)
From (3.1) it is evident, that the number of collisions along a track of length L has to follow a Poissonian
distribution around a mean value, L/λ. However, σI and thereby λ depend on the charge, mass and
kinetic energy of the incident particle.
In collisions of the fast charged particle (e.g. pions pi±), with a gas particle, A, several processes can
lead to ionization. If enough energy is transferred, the gas particle can be ionized directly, freeing one
or more electrons
pi±A→ pi±A+e−, pi±A++e−e−, pi±A+++e−e−e−... (3.2)
This processes are usually referred to as primary ionization, as the ionization is caused directly by the
collision of the incident particle with the atoms or molecules of the medium. Because of their small
momentum compared to the incident particle, primary electrons are usually emitted perpendicular to
the track, losing their kinetic energy in collisions with particles of the gas. If their initial energy is high
enough they are able to cause ionization themselves, a process which is known as secondary ionization:
e−A→ e−A+e−, e−A++e−e−, ... (3.3)
Indeed, most ions along the paths of charged particles result from secondary ionization. Besides the
primary and secondary ionization processes, there is also an indirect way for gas particles to be ionized.
This process is only possible in mixtures of several gas components. In this case, a gas particle of
species A is not ionized by primary or secondary processes but is excited into a higher energy level
pi±A→ pi±A∗. (3.4)
If the gas mixture contains a second species of particles B, with an ionization threshold below the
excitation energy of species A, B can be ionized by collisions with A∗
A∗B→ AB+e−, (3.5)
a process known as Penning effect. This effect results in a decrease of the mean energy required to cause
ionization in a gas mixture.
In some cases, primary electrons, so called δ-electrons, possess enough energy to form small, but
observable tracks. The maximum amount of kinetic energy, Tmax, which can be transferred from the
incident particle to a gas atom in one collision can be calculated from its mass m0 and momentum
p = mv = γm0βc [43]
Tmax =
2mec2β2γ2
1 + 2γmem0 +
(
me
m0
)2 , (3.6)
where, me is the electron mass, γ the Lorentz factor and β = v/c the velocity in units of the speed of
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light, c.
For the discussion of the mean energy loss of the incident particle, it is convenient to distinguish
between electrons and heavier particles (m0 > me). For heavier particles equation (3.6) can be written
as
Tmax =
E2
E +
m20c
2
2me
, (3.7)
wherein E = γm0c2 denotes the total kinetic energy of the charged particle. The mean energy loss of
fast charged particles traversing matter, not only gas, can be expressed with the help of the Bethe-Bloch
formula [44]
−
〈
dE
dx
〉
= 4piNAr2emec
2Z
2
A
1
β2
z2
(
1
2
ln
(
2mec2β2γ2Tmax
I2
)
− β2 − δ(βγ)
2
)
, (3.8)
with
NA Avogadro’s number NA =6.022 × 10−23 mol−1,
re classical electron radius re = e2/4pi0mec2 =2.82 fm,
Z, A atomic number and atomic mass of the absorbing material,
z charge of the incident particle in units of e,
I mean excitation energy, approximately I ≈ 16 · Z0.9eV for Z > 1 [43] and
δ(βγ) relativistic density correction factor.
The Bethe-Bloch formula as given in (3.8), validly describes the mean rate of energy loss in the range
of materials with intermediate Z values and particles with βγ values in the range 0.1 . βγ . 1000.
Slow particles, i.e. particles which have a velocities comparable to those of atomic electrons, are not
described by (3.8) as they can also lose energy by being deflected by the electric fields of the nuclei.
Starting at its lower limit of βγ ≈ 0.1 the energy loss declines as a function of 1/β2 until reaching a
broad minimum at approximately βγ ≈ 4 which corresponds to an energy loss of
−
〈
dE
dx
〉 ∣∣∣∣∣∣
βγ≈4
≈ 1.5 MeV/(g/cm2). (3.9)
Particles residing in this energy regime are called minimum ionizing particles (MIPS). For values of
βγ & 4 large energy transfers towards few, even single electrons become more likely which can result
in the creation of the already mentioned δ-electrons. The energy loss in this regime shows a logarithmic
increase. The logarithmic rise is reduced by density corrections, represented by the term δ(βγ). These
correction are especially important for highly relativistic particles, as in this case the atoms surrounding
the projectile particle are polarized, screening the charge of the particle. The strength of this effect
depends strongly on the density of the medium, hence its name. It is mostly important for very dense
materials and can be neglected in most gases. At particle energies corresponding to values of βγ & 1000
equation (3.8) stops to be valid description, as these particles are highly relativistic and radiative losses
become dominant over interactions with the medium. The “Bethe-Bloch” region of Figure 3.1a shows
the course of function (3.8) for positive muons in copper, as well as the influence of radiative losses at
higher values of βγ.
The mean energy loss is a value difficult to access. It is described by so called straggling functions,
which depend on the energy of the incident particle and properties of the absorbing material, especially
21
Chapter 3 Photon detection and particle tracking with gaseous detectors
-<
dE
/d
x>
 [M
eV
 c
m
²/g
]
Without δ
Radiative
lossesLi
nd
ha
rd
-
S
ch
ar
ff
Bethe-Bloch Radiative
Minimum
ionization
Radiative
effects reach 1%
Anderson-
Ziegler
Nuclear losses
(a) Stopping power of copper
500 MeV pions in silicon:
w
f(∆
E
/x
)
∆p/x
Mean energy
loss rate
(b) Energy loss distributions of silicon
Figure 3.1: Stopping power (i.e. − < dE/dx >) of copper for positive muons as function of βγ (a) and normalized
straggling functions for 500 MeV pions in silicon (b). Both figures are adapted from [44].
its thickness. These straggling functions describe the probability of a certain amount of energy deposi-
tion to occur. The mean of the energy deposition is weighted by rare events depositing large amounts
of energy in a detector. This is in particular true for detectors of moderate or very low thickness, where
all gaseous detectors can be considered to fall into this category. At moderate detector thicknesses the
probability distribution of energy loss is best described by a Landau distribution [45]. In this case the
most probable value ∆p can be calculated from [46]
∆p = ξ
(
ln
(
2m0c2β2γ2
I
)
+ ln
(
ξ
I
)
+ j − β2 − δ (βγ)
)
with ξ =
4piNAr2em
2
ec
2
2
〈Z
A
〉 x
β2
, (3.10)
detector thickness, x, in g cm−2 and the free parameter j = 0.2 [46]. For very thick absorbers the
distribution evolves accordingly to the central limit theorem into a distribution resembling a Gaussian
distribution. Here, mean and most probable value are equal, even though the distribution remains a little
bit skewed. Although often used to describe the energy loss in gaseous detectors, the Landau distribution
is not suitable for the application in very thin detectors such as silicon detectors [46] and gaseous cells
of time projection chambers [47]. For very thin absorbers the mean energy loss is still described by
equation (3.10), but the straggling function has a much larger width than a Landau distribution, where
the width is given by w = 4ξ. Figure 3.1b depicts four straggling functions describing the energy
deposition of 500 MeV pions in silicon of variable width. It is apparent, that for thinner absorbers the
distributions widen up and possess a more distinct falling edge towards higher energies than for thick
absorbers.
The description of energy loss as presented above is valid for heavy charged particles. Electrons as
incident particles have to be treated differently. One reason for this is the occurrence of bremsstrahlung
processes, which can not be neglected even at low energies. Another, even more important, reason is
that the masses of incident particle and target electrons are the same. Therefore, it is impossible to
distinguish between them after a collision and the energy loss probability has to be interpreted in a
different way. In principle it is possible for the incident electron to transfer all of its kinetic energy to its
collision partner, i.e.
Tmax = E − mec2. (3.11)
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From an outside point of view this looks like no collision has occurred at all, as the scattered and incident
particle just swap their roles. Therefore, it is sufficient to consider only energy transfers up to half of
the maximal possible value to cover all cases. This can be used to derive a formula [48] for projectile
electrons analog to (3.8)
−
〈
dE
dx
〉
= 4piNAr2emec
2 Z
A
1
β2
ln γmec2β√γ − 1√
2 I
 + 1 − β22 − 2γ − 12γ2 ln (2) + 116
(
γ − 1
γ
)2 , (3.12)
which includes screening effects and the kinematics of electron-electron collisions.
3.1.2 Ionization by photons
While traversing matter, be it all-solid, liquid or gaseous, a photon can participate in three different types
of interactions. Depending on its energy the photon may be completely absorbed or scatter under a large
angle. The three effects are:
• The photoelectric effect (Eγ < 200 keV),
• Compton scattering and (200 keV < Eγ < 5 MeV)
• Pair production (Eγ > 5 MeV).
Each effect dominates in a regime depending mainly on the energy of the photon, Eγ, but also on the
atomic number, Z, of the absorbing material.
Photoelectric effect
A photon can be absorbed completely by an electron of the atomic shell in the medium. The whole
energy of the photon is absorbed, which is not possible for free electrons because of energy and mo-
mentum conservation. The process requires a third collision partner, in this case the atomic nucleus,
which absorbs the recoil of the scattered electron.
γ + A→ e− + A+ (3.13)
The atom is ionized in the process and the ejected electron carries away a fraction of the photon’s energy
as kinetic energy. The amount of energy transferred depends on the ionization energy of the medium.
Electrons emitted in such a way are usually referred to as photoelectrons.
The cross section for absorption of a photon of energy Eγ is largest for electrons in the innermost
shell, the K-shell, accounting for about 80 % of the total cross section. For K-shell absorption the total
cross section σKPhoton described by the non-relativistic Born approximation
σKPhoto =
√
32
(
mec2
Eγ
)3.5
α4 Z5 σThomson, (3.14)
containing the finestructure constant, α, and Thomson cross section, σThomson, for elastic scattering of
photons off electrons. From equation (3.14), it is obvious, that the process is dominant only for low
photon energies (Eγ ≤ 5 MeV) and high atomic numbers, Z.
Besides the emission of electrons of significant energy, the photoeffect may be accompanied by sec-
ondary effects. If an electron of an inner shell, e.g. the K-shell is freed by the photoelectric effect,
the free state left behind may be filled with an electron from the outer shells. The difference in energy
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Figure 3.2: Photoelectric effect. (a) Definition of the scattering angles θ and ϕ. (b) The differential cross section as
a function of the scattering angle θ, for three values of ϕ. The kinetic energy of the electron is set to Ee ≈ 5.89 keV,
corresponding to a value of β = 0.152.
between the two shells is then emitted in the form of a X-ray photon which is according to Moseley’s
law
E = Ry (Z − 1)2
(
1
n2
− 1
m2
)
, (3.15)
where Ry (= 13.6 eV) is Rydbergs constant, and n and m are the principal quantum numbers of the
participating atomic shells. Instead of being emitted as X-ray photon, the energy can also be transferred
to another electron in one of the outer shells. In case of an energy difference surpassing the binding
energy of that shell, a further electron is freed. Such electrons are known as Auger electrons and have
usually a very low kinetic energy.
The direction of the emitted photoelectrons strongly depends on the direction of the initial photon.
The differential cross section is given by [49]
dσKPhoto
dΩ
∝ sin
2 (θ) cos2 (ϕ)
(1 − β cos (θ))4 , (3.16)
with θ being the angle between the initial photon and the photoelectron, ϕ representing the angle between
the photoelectron and the polarization vector of the initial photon, and β being the photoelectron’s speed
in units of the speed of light. An illustration of the angles is shown in Figure 3.2a. As indicated by the
differential cross section, emission of the photoelectron in directions perpendicular to the initial photon
direction are preferred, as depicted in Figure 3.2b.
Compton scattering
The inelastic scattering of a photon by free, or quasi-free electrons is called Compton scattering, in
which the binding energy of the electron, if any, is neglected. The photon is deflected in the process and
transfers part of it’s energy to the electron
γ + e− → γ + e−. (3.17)
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The atomic number, Z, of the material has only to be taken into account when determining the atomic
cross section, σACompton, which is Z times larger than the single electron cross section, σ
e
Compton. The
reason for this is, that there are exactly Z electrons available in the atomic shell to act as scattering
partners. The total ross section for a single electron is given by [50]
σeCompton = 2pir
2
e
((
1 + 
2
) (
2 (1 + )
1 + 2
− 1

ln (1 + 2)
)
+
1
2
ln (1 + 2) − 1 + 3
(1 + 2)2
)
, (3.18)
with  = Eγmec2 . The energy dependence of Compton scattering for high energetic photons is described by
σeCompton ∝
ln ()

. (3.19)
From (3.19) it is apparent, that the total cross section decreases for further increasing energies of the
incident photon. The energy of the photon after the scattering process Eγ depends on the initial energy
of the photon and the scattering angle θ. It is calculation is straight forward from four momentum
conservation and yields
E′γ
Eγ
=
1
1 + 
(
1 − cos(θγ)
) . (3.20)
From equation (3.20) it becomes apparent, that the energy transfer to the electron becomes largest in
case of backscattering, i.e. θγ = pi. The scattering angle θe of the electron can be calculated from
cot (θe) = (1 + ) tan
(
θγ
2
)
. (3.21)
It can not exceed a value of pi/2 for reasons of momentum conservation.
Pair production
In this process the incident photon is transformed into an electron-positron pair in the presence of an
atomic nucleus N.
γ + N → e+ + e− + N (3.22)
The energy of the photon has to exceed the invariant masses, me, of the two particles plus the energy
absorbed by the recoil of the atomic nucleus. Thereby, the threshold energy, Eγ, can calculated via
Eγ ≥ 2mec2 + 2 m
2
e
mNucleus
c2. (3.23)
As the mass of the nucleus, mNucleus, is usually much larger than the electron/positron mass i.e. mNucleus >>
me, the second term in (3.23) can be neglected and the threshold energy only has to surpass twice the
invariant mass of an electron,
Eγ ≥ 2mec2 ≈ 1 MeV/c2. (3.24)
This is only true for the conversion of a photon in the Coulomb field of an atomic nucleus. This is the
usual case, as the conversion process in the field of an electron is strongly suppressed.
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Furthermore, the cross section of the production depends on the photon energy and whether the
nucleus is screened by its atomic shell. If the photon comes very close to the nucleus, i.e. sees its
unscreened field the cross section for pair production is described by
σPair = 4αr2eZ
2
(
7
9
ln
(
Eγ
2mec2
)
− 109
54
)
. (3.25)
In this case pair production can happen even for low energetic photons. In contrast, if the nucleus is
screened by its atomic shell, the cross section changes to
σPair = 4αr2eZ
2
(
7
9
ln
(
183
Z1/3
)
− 1
54
)
. (3.26)
Although, not dependent on the photon energy, it is only valid for high energetic photons. The largest
cross sections for pair production are obtained in the case of high energy photons traversing through a
medium with a high atomic number.
Energy spectrum of 55Fe in argon-based gas mixtures
Its common practice to use radioactive isotopes for the creation of photons with fixed energies. This is
especially useful for the testing and calibration of detectors. Radioactive iron, namely the isotope 55Fe
is such a source. It decays with a half-life of 2.737 y [51] via electron capture in the K-shell into an
excited state of 55Mn. The deexcitation of the manganese is accompanied by the emission of photons in
the keV range
55Fe→55 Mn∗ →55 Mn + γ. (3.27)
Measuring these photons yields the characteristic spectrum of 55Fe. The spectrum is dominated by the
Kα and Kβ emission lines with energies of 5.899 keV and 6.490 keV respectively [52].
The detection of these photons exploits their conversion in the detector medium. With energies of
roughly 6 keV, pair production is excluded. Due to the low energy of the photons the photo effect is
much more likely to occur than Compton scattering.
For detectors not capable of separating these two lines it is helpful to suppress the Kβ line by shielding
the source with a thin foil of chromium, which has a Compton edge at 5.989 keV. As a consequence,
when using a foil of 10 µm thickness the Kβ line is suppressed to 15 % of its original occurrence, while
the transmission of Kα line remains at 80 % [53]. This results in a more precise measurement of the
energy resolution for the Kα line which is not additionally broadened by the Kβ line in this case.
3.2 Drift
Ions and electrons originating from the ionization processes move for two different reasons. First, they
move according to their charge in opposite directions as a result of the presence of electric and magnetic
fields. Second, they already have a velocity because of their thermal energy. This velocity is subject
to random changes due to collisions with the gas atoms, or molecules, respectively. Electrons and ions
show greatly differing behaviors in this process, which is not surprising given the mass differences of
O(103).
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Figure 3.3: The electron drift velocities for several gas mixtures are shown in (a), while (b) depicts a comparison
of drift velocities in the T2K gas mixture and its component gases, as simulated with Magboltz [54]. The
compositions of the T2K mixture and TDR mixture are given in the text.
3.2.1 Drift of electrons
Electrons are accelerated in an external electric field ~E until they collide with a particle of the gas. These
collisions are isotropic as the electron mass, me, is very low compared to the masses of the gas particles.
Therefore, electrons lose any preference in direction. After such a collision electrons are accelerated
again in the direction of the field lines of the electric field until their next collision. The mean velocity,
~ve, picked up by the electrons is then given by the acceleration, due to the electric field, multiplied with
the mean time, τ, between two collisions
~ve =
e
me
τ~E = µe ~E. (3.28)
The electron mobility, µe, is given by the specific mass of the electron, eme , times the characteristic time,
τ. Equation (3.28) provides a good description of the electron drift velocity as measured macroscopi-
cally, i.e. on time scales large compared to the characteristic time, i.e. for times with t >> τ and in the
absence of a magnetic field ~B. It is a mean value and much lower than the actual electron velocity, vi,
between two collisions.
The characteristic time, τ, can be calculated from the particle density n = NV , i.e. the number of
particles per volume, the instantaneous electron velocity, 〈vi〉, and the scattering cross section σ via
τ = (n · σ · 〈ve〉)−1. (3.29)
The characteristic time is inverse proportional to the collision cross section of electrons. For de-Broglie
wavelengths of the electrons of the same size as the radii of the gas particles, the cross section reaches
a minimum. This behavior, known as the Ramsauer effect [55], causes the electron drift velocity to
become maximal. Figure 3.3 shows the drift velocity for various gas mixtures, as well as for the single
components of the T2K mixture [56]. Large differences are observed between the different mixtures,
which is because of the different collision cross sections. The T2K mixture consists of 95% argon, 3%
tetrafluoromethane and 2% isobutane and is a rather fast gas, allowing for electron drift velocities of
nearly 80 mm/µs. The TDR mixture, as proposed in the context of the Tesla project [57], is composed
of 93% argon, 5% methane and 2% carbon dioxide. For this mixture, the maximum velocity is only
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about 45 mm/µs, which is rather slow compared to the T2K mixture.
The characteristic time, described by equation (3.29), can be related to temperature, T , and pressure,
P, with the help of the equation of state for the ideal gas
P · V = N · kB · T or n = NV =
P
kBT
, (3.30)
respectively, with Boltzmann constant kB. Inserting (3.30) into (3.29) yields a temperature and pressure
dependent expression for the macroscopic drift velocity
ve =
e
me
kBT
σviP
~E. (3.31)
From equation (3.31), it is immediately evident, that the drift velocity of electrons increases proportion-
ally to the temperature and decreases anti proportionally to the pressure of the gas.
3.2.2 Drift of ions
The drift ions is much different from the drift of electrons, due to their much higher masses. The energy
ions obtain between two collisions is mostly lost in their next collision, as their mass is comparable to
the mass of their collision partner. For this reason, their direction of motion is not randomized as much
as in the case of electrons. The kinetic energy ions obtain from the electric field is in the same range as
their thermal energy. As a consequence, their mobility, µI , is independent of the electric field and their
drift velocity is proportional to the electric field, ~E,
~vI = µI ~E. (3.32)
The ion drift velocity is lower by several orders of magnitude, O(10−3 − 10−4), than the velocity of
drifting electrons in the same field and gas.
Upon collision with a gas particle with ionization threshold below the kinetic energy of the incoming
ion, a charge exchange may occur. In this process the ion becomes electrically neutral and its collision
partner is ionized. In gas mixtures ions with very different mobilities can be created in this manner.
3.2.3 Drift in electric and magnetic fields
Often, a magnetic field, ~B, is applied in addition to an electric field ~E. Charged particles moving within
electric and magnetic fields are subject to Lorentz forces, which have a huge impact on the drift of
charged particles. This can be described by the Langevin equation
m
d~v
dt
= q~E
(
~x
)
+ q
[
~v × ~B (~x)] − K~v, (3.33)
an equation of motion for particles of charge, q, in the presence of electromagnetic fields, extended by
a friction term. The friction constant is given by
K =
m
τ
and depends only on the mean time between collisions, τ, and the mass of the particle, m. For times, t,
much larger than the characteristic time, i.e. t >> τ, the solution for the steady state ( d|~v|dt = 0) is given
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by the expression
~v =
q
m
|~E| τ
1 + ω2τ2
(
Eˆ + ωτ
[
Eˆ × Bˆ
]
+ ω2τ2
(
Eˆ · Bˆ
)
Bˆ
)
. (3.34)
This relies on the unit vectors along the electric Eˆ and magnetic Bˆ field and the electron cyclotron
frequency ω, defined by ω2 = ω2x + ω
2
y + ω
2
z = (
e
m )
2B2. The direction of the drift is mainly determined
by the dimensionless term ωτ. For small values of ωτ the drift occurs predominantly along the lines of
the electric field while particles with a large ωτ drift mainly in the direction of the magnetic field.
The last term in (3.34) vanishes for electric and magnetic fields perpendicular to each other. Thus, the
drift direction is mainly determined by the Eˆ × Bˆ term, at least for large magnetic fields. In some drift
chambers, like e.g. the time projection chambers, both fields are aligned in parallel, so that the Eˆ × Bˆ
becomes zero and the drift occurs along the field lines.
In the absence of a magnetic field, the cyclotron frequency ω vanishes and the drift can again be
described by (3.28) and (3.32) for electrons and ions respectively.
The presence of a magnetic field affects not only the direction of the drift but also the magnitude of
the drift velocity. With the help of the Langevin equation (3.34) an expression for the ratio of the drift
velocity with and without magnetic field can be derived to be
|~v (ω) |2
|~v (0) |2 =
1 + ω2τ2 cos (φ)
1 + ω2τ2
, (3.35)
wherein φ denotes the angle between electric and magnetic fields, φ = ∠
(
~E, ~B
)
. While the magnitude
of the drift velocity does not change if both fields are parallel to each other, the presence of a magnetic
field has a large effect if this is not case. The result is an increase of the angle φ. Thus, in the worst case
scenario of perpendicular fields ~E⊥~B the drift velocity can be described by
|~v (ω) | = µ|~E|√
(1 + ω2τ2
=
µ|~E|√
1 + tan2 (ψ)
, (3.36)
with the Lorentz angle ψ.
3.3 Diffusion
A cloud of free charge carriers in a gas expands by the process of thermalization. Either the charge
carriers recombine with particles of opposite charge, or they diffuse within the gas, colliding with other
particles. In case of diffusing electrons, it can be assumed that these collisions are isotropic as the gas
particles are much heavier and their time dependent density distribution can be expressed by a three
dimensional Gaussian distribution
ρe =
(
1√
4piD′t
)3
exp
( −r2
4D′t
)
. (3.37)
Thereby, r2 = x2 + y2 + (z− vDri f tt)2 is the distance to the center of the charge cloud and D′ the diffusion
constant. Here, the origin of the coordinate system lies in the center of the original cloud. Hence, the
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Figure 3.4: Influence of magnetic fields in the transverse diffusion of the T2K gas mixture (a) and the comparison
of diffusion values of several gas mixtures (b), as simulated with Magboltz[54].
width of the distribution in each direction is given by
σ =
√
2D′t =
√
2D′L
µ|~E|
. (3.38)
Here, the second equality relies on the drift distance, L, which in many cases is more convenient than the
dependence on the drift time, t, into which it can be transformed using the relation t = L/(µ|~E|). The drift
velocity vDri f t = µ|~E| in (3.38) becomes zero in the absence of an electric field. The diffusion constant,
which is mainly responsible for the width of the distribution, is related to the particles’ mobility, µ, and
their mean energy, , via
D′ =
2
3
µ
e
. (3.39)
This equation transforms to the Nernst-Townsend or Einstein formula [58]
D′
µ
=
kT
e
, (3.40)
for particles with purely thermal energies  = 32kt. It defines the diffusion constant’s lower limit. The
collision cross section of electrons depends strongly on the electron energy and thereby on the direction
of the electric field, as already mentioned in Section 3.2.1. This is of consequence for the diffusion.
Hence, the diffusion is usually accounted for in transverse, D′T , and longitudinal, D
′
L, direction, i.e. in
the directions perpendicular and parallel to the electric field. Values for transverse and longitudinal
diffusion are different [59], which is a consequence of the energy dependence of the cross section for
elastic scattering. The result is an energy dependence of the electron mobility and, hence, a dependence
of the electron mobilities on their position in a drifting electron cloud. This leads to
ρe =
1√
4piD′Lt
 1√4piD′T t
2 exp
− x2 + y24D′T t −
(
z − vDri f tt
)2
4D′Lt
 (3.41)
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as an expression for the diffusion, in which DT and DL have different values, but are of the same order
of magnitude. Equation (3.41) depends on the diffusion coefficients D′T,L which is difficult to access
experimentally. For this reason, the diffusion constant DT,L is used commonly. Both values are related
to each other by
D′T,L =
vDri f t
2
D2T,L and DT,L =
√
2D′T,L
vDri f t
. (3.42)
The diffusion is influenced by the presence of a magnetic field. In this case, the diffusion movement
of the particle curls up in the plane perpendicular to the field. If magnetic and electric field are parallel
to each other, the trajectory of the particle becomes a helix, effectively decreasing the movement in
the transverse direction. The diffusion, in dependence of the magnetic field strength can be calculated
from the diffusion without field, DT (0), the cyclotron frequency, ω, and the mean free time between two
collisions, τ, by
DT (ω) =
1
1 + ω2τ2
DT (0) . (3.43)
The longitudinal diffusion remains unaffected by a magnetic field. The effect of diminished diffusion
values is illustrated in Figure 3.4a, showing the diffusion of the T2K gas mixture at several values of the
magnetic field.
Tracking applications usually profit from small diffusion values, as this improves the spatial resolu-
tion. This is a beneficial circumstance, given the fact that most tracking detectors use a magnetic field
to bend the trajectories of charged particles and allow for momentum measurements. As advantageous
small diffusion values may be in tracking application, other applications, like X-ray detectors can profit
from large diffusion values. In this case, the diffusion causes the primary charge cloud to drift apart,
so that all its primary electrons can be detected separately, allowing for precise energy measurements.
Therefore, gases have to be chosen according to the requirements of the application in question. Dif-
fusion values for several gas mixtures are plotted in Figure 3.4b, including the already mentioned T2K
and TDR gas mixtures.
3.4 Gas amplification
The amount of charge created in the primary ionization processes is too small to create electronically
detectable signals. Consequently, the charges have to be multiplied, which is done by the process of gas
amplification.
The multiplication of electrons happens in strong electric fields. If the field strength is high enough,
electrons can pick up enough energy between two collisions to ionize a gas particle by inelastic scatter-
ing. In sufficiently high electric fields, a new electron-ion pair is produced in each inelastic collision.
This leads to an electron avalanche, as the electrons freed in a collision immediately pick up enough
energy to ionize the gas, too. This process takes place only for electrons. For ions it is inhibited by
their much larger mass. Gains reached in this fashion typically range from 103 to 105. The size of the
electric field and, therefore, the gain is limited by the occurrence of discharges, which prevent a stable
operation of the amplification stage. Which gain can be achieved by gas amplification strongly depends
on the amplification structure, the carrier gas and the rate at which the amplification is triggered.
The multiplication of the electrons is described by the Townsend coefficient, α(), which depends on
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the energy of the electrons, , and can be expressed by
α() = nσI(), (3.44)
with the number density of the gas particles n and the ionization cross section, σI(). The Townsend
coefficient is also influenced by many other factors, like pressure, temperature, recombination and the
Penning transfers [60]. For practical applications it is more feasible to use an expression for α depend-
ing on the strength of the electric field ~E instead of the electron energy . Even though both values
are strongly correlated it is not trivial to transform one into the other. In particular, α(|~E|) cannot be
calculated analytically for field strengths usually employed in the amplification stage. Therefore, one
has to rely on measurements and simulations to obtain values for α(|~E|).
Given values for α(|~E|) it is possible to derive the number of electron-ion pairs, N(x), which are
created on a path of length x, by
dN (x) = N (x)α
(
|~E (x) |
)
dx. (3.45)
Integrating (3.45), over the length of the amplification region, i.e. from the starting point, x1, to the
endpoint, x2, yields the total number of electrons created in the avalanche. Thereby, it is possible to
calculate the gain G, defined as the number of electrons after the amplification divided by the initial
number N0, by
G =
N (x)
N0
= exp
(∫ x2
x1
α (x) dx
)
. (3.46)
The amplification process, or more specifically the development of the avalanche, is a statistical process
which fluctuates. Therefore, the gas gain, as calculated in equation (3.46), is merely an expected mean
value. A distribution function is required that fully describes the multiplication of electrons in the
amplification stage. A commonly employed distribution for this purpose is the Polya distribution. A
suitable parametrization, as found in [60], is denoted by
P (N) =
1
N¯
(θ + 1)θ+1
Γ (θ + 1)
(N
N¯
)θ
exp
(
− (θ + 1) N
N¯
)
, (3.47)
with mean value N¯ and the parameter θ, which is connected to the width, σ, of the distribution by
σ2 =
N¯2
θ + 1
. (3.48)
Although, the Polya distribution is only motivated for the description of avalanche fluctuations in in-
homogeneous fields, it is also frequently used in case of homogeneous field configurations. While this
approach has been debated [61, 62], recent results, like those presented in [53, 63] show that Polya
distributions may indeed be a valid description.
In addition to electrons colliding with the gas particles, photons in the UV regime may contribute to
the amplification process. The photons originate from excitation processes of the gas molecules, which
can be either caused by the recombination of ion and electron pairs, or by their collisions. When these
photons are absorbed they can ionize the gas. If the absorption occurs in the amplification region, it
may create a secondary avalanche which can be displaced from the primary one. If the photons are
not absorbed they can reach some of the surrounding material, like metal surfaces of the electrodes,
and free electrons by the photoelectric effect. Both origins of the secondary avalanches, ionization or
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photoelectric effect, can create signals, which are difficult to be distinguished from signals of primary
electrons. For this reason, UV photons have to be prevented from creating fake signals and small
fractions of quencher gases are added to the carrier gas. The role of these quencher gases is to absorb
photons without being ionized. Gases chosen as quenchers are usually molecular gases, like CO2,
CF4 iC4H10, which have many absorption lines in the UV regime. With their high absorption cross
sections they have a high probability of stopping the photons before they can ionize the carrier gas. The
deexcitation happens through multiple vibration states accompanied by the emittance of photons of the
infrared regime.
In addition to statistical fluctuations the gas gain is also dependent on environmental variables like
temperature and pressure. The influence of pressure variations, dp, follows a proportional law [60]
dG
G
∝ dp
p
. (3.49)
In practice gain fluctuations resulting from pressure variations can be corrected for as the gas pressure
can be usually monitored very precisely.
3.4.1 Micropattern-gaseous detectors
Many gaseous detectors have relied on proportional wires for gas amplification. Here, the high field
strengths required for gas amplification are created by the application of a high voltage to the wires.
The wires have a very small radius, usually in the range of 25 µm to 100 µm. Because of the small radii,
the field lines become very dense in the vicinity of the wires and its amplitude is anti-proportional to the
distance, r, to the wire. Electrons in the drift field approach the wires on these field lines undergo gas
amplification as they approach them. By connecting suitable readout electronics to the wires, they can
be used for the readout of the drifting electrons as well.
In particular in tracking applications, the use of wires is subject to certain limitations. To cover large
areas, many wires have to be mounted in parallel at distances of a few mm to each other. Besides
the difficulties of clamping the wires with enough tension to keep them at their nominal position the
achievable spatial resolution is strongly limited by the minimal distance between the wires, which is
about 1 mm. Additionally, ~E × ~B effects can further reduce the spatial resolution. This happens as the
electric field lines are radially bent towards the wires and hence, not parallel to the lines of the drift
field anymore. Given the presence of a magnetic field parallel to the drift field, e.g. to reduce transverse
diffusion and allow for momentum measurements, a Lorentz angle appears which further decreases the
resolution of the readout. These are some of the reasons which led to the development of new concepts.
The invention of micropattern gaseous detectors (MPGD) was the result of research aimed at over-
coming the limitations of proportional wires. MPGDs have very granular amplification structures and
are therefore well suited for setups requiring a very high spatial resolution. Several different concepts
have emerged in the last decades, of which gas electron multipliers and micro-mesh gaseous detectors
are the most popular ones. Today MPGDs play an important role and are employed in all kinds of
gaseous detectors.
GEMs
Gas electron multipliers (GEMs) [66] are thin foils used for gas amplification. They consist of a thin
insulating foil, coated on both sides with a metal layer. The insulating material is usually made of
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(a) (b)
Figure 3.5: Electron microscope pictures of a GEM [64], showing the dimensions of the holes (a). Working
principle of a GEM [65] in four stages (b).
Kapton®1 and the metal layers are in most cases made of copper. Small holes are etched into the
sandwich structure, forming a regular hexagonal pattern. Figure 3.5a shows an electron microscope
picture of a GEM with annotations denoting the dimensions of the layers and holes of typical GEMs as
they are produced at CERN.
To perform gas amplification with a GEM, voltages are applied to both metal layers, creating a strong
electric field within the holes of the GEM. This field is strong enough for gas amplification. The field
configuration of a GEM and the individual steps of the amplification process are illustrated in Figure
3.5b. The amplification process starts with an electron in the drift region being collected in a GEM
hole. The field lines in this region are focused into the GEM holes, thus providing a high electron
transparency. In the high field within the hole, the electron obtains enough energy to initiate an electron
avalanche with possible gains of up to O(103) for a single foil. The freed electrons leave the GEM,
drifting either to another amplification stage or to the readout area. The signal formed by GEMs is
formed directly by the electrons and is thereby much faster than slow ion signals [67]. Furthermore,
GEMs are operated independently of the readout scheme below them, hence, offer a high flexibility in
the design of detectors.
To obtain a higher operational stability, it has proven useful to cascade multiple GEMs. In this
manner, the amplification is distributed upon several stages, thus, reducing the required field strength
per GEM. Moreover, the charge from the amplification processes is spread over a large readout area,
because of the high fields usually applied in and between the GEMs . This allows for very precise
position measurements, as described in Section 3.5. Apart from the increase in high voltage stability
and precision measurements, such setups can be exploited to limit the amount of ions entering the active
region of the detector [68].
The concept of GEMs is very successful. Popular examples for detectors relying on GEMs can
be found at the COMPASS[69], LHCb[70] and TOTEM[71] experiments at CERN and several more
planned experiments are considering their usage. The general layout of GEMs leaves room for cus-
1 Kapton is a polyimide material known for its very high insulating capabilities. It is a registered trademark of the DuPont
company.
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Figure 3.6: Schematic view of the functional principle of a Micromegas detector (not to scale).
tomization, as size, pitch and shape of the holes, as well as thickness of the insulator and used materials
can be adapted to meet the requirements of an experiment, which makes GEMs a very versatilely appli-
cable technology.
Micromegas
Micro-mesh gaseous detectors (Micromegas) [72] are another widely used detector concept. They con-
sist of a very fine mesh, which separates the gas volume into a drift and an amplification region. The
mesh is supported by small insulating pillars and resides at a small distance in the range of 50 µm to
100 µm above the drift anode of the detector which also acts as readout. By applying a high voltage of
about 400 V with respect to the anode to the mesh, a field strong enough for gas amplification is created
in this region. By this design the amplification structure remains independent of the underlying readout
scheme and can be used with unsegmented anodes, pads strips or even pixels. A sketch of the functional
principle of a Micromegas detector with pad readout is shown in Figure 3.6. Micromegas detectors
possess many advantageous properties. The development of the signal is very fast and happens in about
1 ns, hence, allowing these detectors to be used in environments requiring a very high readout rate. They
have proven to be radiation hard, i.e. resistant to even large doses of radiation, and can be easily built to
cover large areas. Additionally, Micromegas can be tuned to minimize the amount of back drifting ions
[73]. Micromegas detectors possess an excellent energy [74] and spatial resolution [75].
Several techniques of production and variations of the original concept have been developed. Bulk
Micromegas [76] are one such variation. In this case, the micro-mesh is not electroformed2, like for
standard Micromegas, but made of a woven wire mesh. It is laminated upon a photoresistive film
which is placed on the readout plane. The pillars are then washed out from the photoresistive film by
a photolithographic method. By this process it is possible to construct a Micromeags detector covering
the whole readout area in one process. This technique has proven to be very reliable and allows even
to equip curved readout areas (e.g. [77]). Another variation are Microbulk Micromegas [78], which
take the concept of Bulk Micromegas even further. In this concept, the Micromegas are not only built
as one object but also by a single production process. This is realized by constructing the readout area
as well as the amplification structure from Kapton® foils, which are coated on both sides with copper.
The readout, except for the electronics, is patterned into the copper in the same way as the holes into
the mesh by photolithographic processing. This results in very flexible structures which can easily be
2 Electroforming is a process to fabricate thin metal parts by depositing thin layers of metal onto a base part which is removed
after the process.
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adapted to different environments.
Since the introduction of the concept in 1996, Micromegas detectors have been successfully employed
in a huge variety of experiments. The time projection chamber of the T2K experiment [79], is just one
example for the operation of Bulk Micromegas as large area readout, while CAST [80] and n-TOF [81]
are prominent examples for the application of Microbulk Micromegas. Given their success, it is not
surprising that this technology is also under investigation for the readout of the time projection chamber
at the ILC [30].
3.5 Readout
Modern gaseous detectors usually rely on a segmented readout area for the detection of charge signals
from the amplification processes. The charge is transformed into an electrical signal by induction. Any
charge q close to an electrode induces a mirror charge −q in that electrode, which is according to Gauss’
law independent of its distance to the electrode. In case of a segmented electrode the charge, qn, induced
on segment, n, depends on the position, ~x(t), of the charge, q, relative to the segment, while the sum of
all induced charges QInd.Total remains unchanged and matches the original charge
QInd.Total =
∑
n
qn = −q. (3.50)
As the charge q moves the induced charges, qn, changes as well, resulting in a currents IInd.n (t) in the
segments. Obviously, the intensity of the induced currents depends on the velocity v = d~x(t)dt of the
moving charge
IInd.n (t) = −
dqn(~x(t))
dt
= −~∇qn(~x(t)) · d~x(t)dt . (3.51)
This means that the total amount of charge QInd.n induced on a segment of the electrode at time T can be
calculated by integrating the current on the segment
QInd.n (T ) =
∫ T
0
In(t)dt. (3.52)
From Equation (3.52), it is apparent, that the amount of induced charge is subject to change until the
movement of the original charge has stopped. Moreover, the movement of the charge will only stop
when the charge is absorbed on the electrode. At that time, the amount of charge on the collecting
segment has to be as high as the original charge, while the integral over the induced charges on all other
segments vanishes.
Although the description above is accurate, it is usually very difficult to calculate the signal caused by
moving charges for realistic, i.e. more complex geometries. A simpler method to obtain these signals is
given by the Shockley-Ramo theorem [82, 83], which can be expressed by
QInd.Total = −qΦw
(
~x (t)
)
and IInd. = −dQ
dt
= −q~Ew (~x (t)) · d~x (t)dt , (3.53)
with weighting potential Φw(~x(t)) and weighting field ~Ew(~x(t)). Equation (3.53), allows the calculation
of the induced charge for an arbitrary configuration of electrode segments. This is done by setting
the potential of the segment of interest to unity, while the potential of all the other segments is set to
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Figure 3.7: Benefits of charge sharing. Position measurements by the means of the center of gravity method (a)
and by detection on a single segment (b).
zero. Solving the Laplace equation for the resulting configuration, yields the weighting potential, from
which the weighting field can be obtained via ~Ew,n(~x(t)) = −~∇Φw,n(~x(t)) as usual. A formal proof of the
theorem can be found in [84]. From (3.53) it is apparent that the induced charge depends only on the
endpoints of the moving charge’s trajectory because of the conservative nature of the weighting potential
Φw(~x(t)). As a consequence, the total amount of charge induced on an electrode segment is equal to the
charge collected by it.
The resolution at which the position of a detected charge deposition can be measured strongly depends
on the granularity of the readout area. Finer segmentation usually leads to a better resolution. This is
obviously true as long as all the charge from a single amplification process is collected on only one
segment of the readout. If the readout segments are smaller, charge may be spread out over several
segments. This is beneficial as the amount of charge measured on the individual segments can be used
to determine the center of gravity of the charge distribution, as depicted in Figure 3.7. This method
yields more precise results than charge measurements on single segments, which is constrained to the
hodoscope limit. This is taken advantage of by many detector setups. In detectors based on GEMs and
pads the charge from the amplification process is usually distributed over several pads, allowing for a
very precise determination of the original charge position. Micromegas detectors usually have a too low
diffusion to spread the amplified charge over multiple pads or strips. In this case a thin resistive layer
placed upon the readout electrode can be used to expand the charge spread and exploit the center of
gravity effect.
Most modern gaseous detectors possess a readout based on pads or strips. For pad readouts the anode
is segmented in two dimensions and the signal development occurs just as described above. Typical sizes
of readout pads are several square mm. Strip detectors are not fundamentally different, but the readout is
just segmented in one dimension and, therefore, provides just a position measurement in this direction.
By using multiple layers of strips oriented in different directions precise position measurements in two
dimensions are possible. Strips with a width as small as some ten µm are known.
3.5.1 Integrated pixel readout
As pointed out in the previous sections of this chapter MPGDs provide amplification stages of very high
granularity, providing gas amplification with a resolution in the µm regime. Conventional readouts like
pads ore strips fail to take full advantage of this, as they have typical sizes of O(mm2). An improvement
37
Chapter 3 Photon detection and particle tracking with gaseous detectors
(a) InGrid (b) GEMGrid
Figure 3.8: Scanning electron microscope pictures of integrated pixel readouts. (a) An InGrid on a pixel chip.
Some of the grid has been peeled off. (b) A GEMGrid on bare substrate. Some of the structure has been damaged
to expose walls supporting the grid.
in the obtained resolution may therefore be obtained by matching the size of the readout with the size
of the amplification stage. This approach is taken by pixelized readouts. Here, the bump-bond pads of
a pixel chip are used for the charge collection in the same way as pads in the case of a conventional
readout. As the pixel pitch of these chips is usually of O(10 µm to 100 µm), they provide a very high
segmentation, matching those of MPGDs. The feasibility of this approach has been demonstrated for
GEMs [85] and Micromegas [86] as amplification structures.
Integrated pixel readouts are a novel technique for the readout of gaseous detectors which take this
approach a step further. Similar to the already described Microbulk Micromegas detectors, they com-
bine the gas amplification stage and readout in a single device. The amplification structure is placed
directly on top of the pixel chip by means of industrial post processing. Consequently, the electron
multiplication takes place above individual pixels allowing to separate even primary electrons. Obvi-
ously, the higher granularity of this approach also results in a lower fraction of readout channels being
occupied. Furthermore, all the electronics, like preamplifier, discriminator and digitization, are already
included in the chip, eliminating the need to connect and operate dedicated electronic devices.
The original approach to create chips with an integrated amplification stage was to modify pixel chips
with the standard Micromegas production process [86, 87]. Although that approach was in general
successful and yielded functional devices, some drawbacks became apparent during the first tests. Even
if the holes in the mesh are nearly of the same size as the pitch of the pixels beneath, a misalignment
of both structures is almost unavoidable. This results in the appearance of a Moire´ pattern, i.e. an
interference pattern of the micromesh and the underlying pixels. Another problems is the appearance
of dead areas on the pixel chip, due to the pillars supporting the mesh. Each pillar covers some pixels,
preventing any charge carries from being collected by them. An obvious improvement of this situation
is the usage of smaller pillars, which are placed between the pixels, an approach which requires a very
precise alignment of both structures.
To achieve the precise alignment of the amplification structure and the pixel chip, the production pro-
cess was transferred to photolithographic post processing [88, 89]. This kind of production results in
an integrated device, housing both, readout and amplification stage. The mesh of such devices usually
consists of aluminum with holes etched into it and is therefore usually referred to as “grid“. The produc-
tion process is precise enough to align each hole in the grid to a single pixel of the underlying chip. A
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detailed discussion of the production process is postponed to Chapter 4, where the efforts of fabricating
such structures in large quantities and the characteristics of the resulting devices are discussed.
So far, two types of integrated pixel readouts have been developed. The first one is the integrated
grid readout (InGrid) [89], which is the precisely aligned micromegas-like structure described above. A
second version are the GEMGrids [90], which got there name from there resemblance to GEMs glued on
top of a pixel chip. GEMGrids rely on the same principle for gas amplification as InGrids, but the grid
is supported by a solid layer of insulating material instead of pillars. The solid layer contains cylindrical
holes above pixels, where gas amplification can take place. With this design, it is impossible for charges
to be spread over several pixels. Additionally, the structure has a higher mechanical stability due to the
increase of the supporting surface.
3.6 Time projection chambers
The concept of the time projection chamber has first been introduced in Reference [91] and has since
been employed in a variety of experiments. TPCs are drift chambers with an uniform electric field
between drift cathode and the readout plane, which acts as an anode. Charged particles traversing the
drift volume ionize the gas along the trajectory as described in the previous sections. Electrons and ions
are separated by the electric field and drift in different directions. As the readout plane is segmented,
their detection provides a projection of the incident particles trajectory. The third coordinate is obtained
by measuring the drift time, t, of the arriving electrons, i.e. the time between the moment the incident
particle traverses the detector, t0, and the detection of the electrons, t1. If the electron drift velocity, ve,
in the gas is known, the z coordinate can be calculated from
z = (t1 − t0) ve. (3.54)
For this to work, the crossing of the incident particle at t0 has to be measured by an external trigger
system. In this manner, a TPC is capable of measuring the tracks of charged particles in all three
directions in space. At collider experiments, the TPC is usually built around the beam pipe, with a
common central cathode at the position of the interaction point and two dedicated readout areas. The
functional principle of such a TPC is sketched in Figure 3.9.
One of the main advantages of TPCs is the large number of track points they provide. Basically, each
primary ionization process creates a measurable signal, provided that amplification stage and readout
are sensitive to single electrons. Even TPCs with conventional pad readouts and low single electron
efficiency can easily provide O(102) track points (e.g. about 150 track points for particles completely
traversing the TPC at the ALICE experiment [92]). At this point it should be noted, that in the context of
drift chambers usually a somewhat different naming convention is used than for ionization in general. In
the jargon of drift chambers each ionization process in the sensitive volume of the detector is considered
as “primary ionization”, while the ionization processes in the amplification region are referred to as
“secondary ionization”. This definition is contrary to the wording used in the previous sections for the
discussion of ionization by charged particles. In the following, the drift chamber definition is used, with
“primary ionization” referring to all ionization processes in the sensitive volume of the detector.
The drift field of TPCs is usually chosen to obtain the maximum drift velocity. This reduces the impact
of field strength fluctuations, which have close to the field strength of maximum drift velocity only a
minor impact on the drift velocity (compare Figure 3.3). In addition, this minimizes the readout time
of the detector, which is given by the time required by electrons to reach the anode. This is particularly
important, as typical readout times of some 10 µs for large drift distances make the TPC a comparatively
slow detector. In any case, the direction of the drift field should be as homogeneous as possible, which
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Figure 3.9: Schematic view of the functional principle of a TPC for collider experiments (adapted from [93]).
is usually ensured by the presence of a field cage, which consists of conducting strips placed along the
boundary of the gas volume between anode and cathode. These strips are set to a potential according to
the nominal potential in the detector volume. This ensures a homogeneous drift field even close to the
boundaries of the gas volume.
Electrons reaching the anode have to be amplified in order to create a detectable signal. Several
mechanisms of amplification have already been described in Section 3.4. In the past most experiments
relied on proportional wires for amplification and they are still applied in modern detectors. A TPC can
greatly profit from the higher granularity offered by MPGDs.
Especially for tracking applications at collider experiments, TPCs are usually operated in a magnetic
field parallel to the drift field. The magnetic field, ~B, exerts a Lorentz force on charged particles bending
their trajectories in a direction perpendicular to both fields. By accurately measuring the curvature of
the trajectory, ω, the transverse momentum, pT, of a particle with charge q can be calculated via
pT =
q · |~B|
ω
. (3.55)
This is not the only effect of the magnetic field. As becomes apparent from Equation (3.43)), the
transverse diffusion is reduced by the magnetic field, thus, the spatial resolution is greatly increased.
A further measurement TPCs are capable of, is the determination of dE/dx. The amount of charge
detected on the readout is a direct measure for the energy deposited in the detector, provided, that
the amplification stage has been properly calibrated. Recent studies (e.g. [94, 95]) conclude that the
resolution of dE/dx can even be improved by not measuring the amplified charge on the readout, but
by counting the number of primary ionization clusters. This approach can particularly benefit from the
use of integrated pixel readouts, as these have a very high single electron efficiency. Under perfect
conditions, i.e. for 100 % detection efficiency, this could push the dE/dx resolution to below 2 % and
improve the particle separation power [94].
Since their invention TPCs have been used in a large variety of experiments. Prominent examples for
their successful application in experiments of modern particle physics are the ALICE [92] and T2K [56]
experiments.
3.6.1 Ion back drift
It has already been pointed out that a homogenoues drift field is essential for precise measurements with
TPCs. Distortions of the electric field can alter the path of drifting electrons which results in a decreased
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performance of the detector.
A frequent problem in terms of field homogeneity is the occurrence of space charges within the
active volume of the TPC. Space charges create an electric field which distorts the actual drift field by
superposition. They either originate from the primary ionization during the crossing of charged particles
or from gas amplification. Primary ions are unavoidable, as the detection principle of the detector relies
on their creation. They are few in numbers compared to the ions created in the amplification stage
and usually of no concern for the homogeneity of the drift field. In contrast, secondary ions, i.e. ions
originating from gas amplification are created in the same amount as electrons for signal creation. Since
ions have opposite charge than electrons, they slowly drift (compare Section 3.2.2) towards the cathode.
Hence, secondary ions have to traverse the whole drift volume, before they are absorbed at the cathode.
This effect is known as ion back drift.
Ion back drift, IB, is defined as the ratio of the number of ions being absorbed on the cathode to the
amount of detected electrons on the anode
IB =
# of ions on cathode
# of electrons on anode
. (3.56)
The number of ions reaching the cathode is experimentally difficult to access. The same is true for
electrons arriving at the anode, even though they are amplified for signal creation. Easier to access are
the currents induced by the arriving charges. A measurement of the currents yields the same ratio as a
measurement of the charge carriers, so that equation (3.56) is still applicable.
Some amplification structures intrinsically suppress the occurrence of back drifting ions. In Mi-
cromegas detectors most field lines of the amplification region end on the micro-mesh, so that most
secondary ions are neutralized on the mesh. For higher field strengths more field lines end up on the
mesh, effectively reducing the fraction of ions capable of entering the sensitive volume. Especially if
the ratio of drift field to amplification field is properly tuned, ion back drift values in the range of 2 to
3 % are possible [73].
The intrinsic ion back drift suppression of GEMs is also very good. Studies on the minimization of
back drifting ions in TPCs relying on a triple GEM stack for gas amplification [68] have shown that it is
possible to greatly reduce the amount of back drifting ions by applying a certain potential configuration
in the GEM stack. Such configurations allow to reduce the ion back drift to become smaller than
2 % [68].
In general, it is assumed that influence of back-drifting ions is of no concern if the amount of back-
drifting ions is in the same order of magnitude as the amount of ions created by primary ionization.
However, this should always be checked, as even comparable small space charges can considerably
distort the drift field if they are confined to a very small volume. Therefore, a precise mapping of
back-drifting ions and the resulting field distortions is of importance, as this allows to correct for them.
Methods for the calculation of field distortions due to space charge effects in a collider TPC and their
application to the situation at the ILD are discussed in Chapters 5 and 6.
Ion gating
Ion gates are one possibility to limit the influence of back-drifting ions. In the past such gates have been
realized by implementing an additional layer of wires. The wires are located close to the amplification
stage in the gas volume. If the gate is open, all the wires are set to the potential corresponding to their
position in the drift field. This way the wires scarcely interfere with the electric field and electrons from
the primary ionization processes in the sensitive volume can pass the gate and reach the amplification
stage. If the gate is closed the wires are set alternately to a slightly higher respectively lower potential
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Figure 3.10: Operation of a gating grid [96], in closed (left) and open (right) state. This configuration contains
also a zero field grid, responsible for straightening the field lines of the drift field when the gate is open.
than in the opened state. In this way a field is created between the wires, altering the field in the drift
region as well as the field in the amplification region. The field lines of the drift field are bend towards
the wires set to the higher potential, while the field lines of from the amplification region now end on the
wires set to a lower potential. The resulting field configuration prevents ions and electrons alike from
passing the gate. The principle of a wire based ion gate in a TPC relying on wires for gas amplification
is demonstrated in Figure 3.10, including the field configuration in closed (left) and open (right) state.
Opening and closing of the ion gate has to happen according to the beam structure of the collider. To
prevent the loss of sensitive volume due to operation of the ion gate, it is opened just before a bunch
crossing and in the absence of a trigger signal closed again. If a trigger signal arrives the gate stays
open for the maximum possible drift time of an electron. This mode of operation prevents events which
create no trigger, e.g. cosmic muons, from creating any back-drifting ions, as the primary electrons end
up on the gate wires instead of entering the amplification stage. The time required by ions to reach the
gate is much larger than the maximum drift time of electrons and in many cases even larger than the
time between two bunch crossings, so that ions may stay for several bunch crossings between gate and
amplification structure before they are neutralized at the gate.
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Parameter Value Remarks
Material budget ≈ 0.05X0 in r direction, including the outer field cage
< 0.25X0 in z direction, including the readout
Point resolution (transverse σrϕ) 60 µm for zero drift
< 100 µm overall
Point resolution (longitudinal σrz) 0.4 mm for zero drift
< 1.4 mm for full drift
Double hit resolution ≈ 2 mm in transverse direction
≈ 6 mm in longitudinal direction
Energy resolution (dE/dx) ≈ 5 %
Momentum resolution σ(1/pT) ≈ 10−4 cGeV at |~B| =3.5 T, TPC only
Table 3.1: Performance requirements for a TPC at the ILD [30].
3.6.2 A TPC for the ILD
In Chapter 2 it has already been pointed out that the ILD foresees a large TPC as central tracking
detector. The decision has been made in favor of a silicon tracker because of the large number of track
points providing continuous tracking with a minimum amount of material [30]. Thereby, the large
number of three-dimensional space points compensates for the moderate point resolution and double hit
resolution compared to silicon trackers. The low material budget is in many regards beneficial. It limits
the influence of beamstrahlung photons traversing the barrel region [97] and helps to achieve the highest
calorimeter performance. The main design goals for the TPC are summarized in Table 3.1.
The TPC is designed as a large cylindrical volume surrounding the beam pipe. It contains a central
cathode at the position of the interaction point, dividing the sensitive volume into two halves each with
a length of 2225 mm. Inner and outer radius of the active region is 384 mm respectively 1718 mm.
The inner and outer field cages are made of lightweight composite materials [98]. They consist of
a sandwich structure of honeycomb, covered on both sides with reinforced epoxy. The field shaping
electrodes are mounted on the inner and outer cylinder, facing the gas volume. They are made of
metallized Kapton® foils, so that a good insulation of the cylinder walls is guaranteed. A resistive
divider inside of the gas volume defines the potential of the field forming strips. An additional layer of
field strips on the backside of the Kapton® foils shields the outside of the TPC from the drift field. The
conceptual design has been tested with a prototype TPC [98], proving the feasibility of this approach.
Based on the results from the large prototype, material budgets as low as 1 % X0 and 3 % X0 for inner
respectively outer field cage seem to be within reach.
The drift volume is on both ends terminated by an endplate, wich contains the readout of the TPC. The
readout is realized by 240 independent modules which are placed concentrically on each endplate. The
endplate has to be as lightweight as possible to ensure a high particle flow performance [99]. A material
budget of no more than 25 % X0, including the readout modules, is foreseen for the whole endplate.
This should be sufficient to satisfy the demands of particle flow while retaining the mechanical stability
required to house the modules [100].
No final decision on the gas to be used has been made yet. The gas employed in the TPC of the T2K
experiment [101] is a promising candidate. It is a mixture of 95 % argon, 3 % tetrafluoromethane and
2 % isobutane. This mixture allows for a fast electron drift and small diffusion at the same time.
The readout of the TPC is foreseen to be modular and consists of self-contained modules. Each
module incorporates its own gas amplification stage, readout electronics, supply voltages and cooling
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(a) TPC endplate [30]. (b) Large scale InGrid module [105]
Figure 3.11: Schematic view of the endplate of the TPC (a) and a large scale InGrid (prototype) module with 96
InGrid detectors (b).
mechanism [100]. A schematic layout of the supporting structure with on closeup of a single module
housing is depicted in Figure 3.11a.
No final decision has been made yet on the technology to be used for gas amplification and readout.
While the use of proportional wires has been ruled out [102], GEMs or Micromegas in combination
with a conventional pad based readout system are currently the most mature options [99]. Yet, pixelized
readouts are a promising alternative regarding energy resolution, background identification and spatial
resolution. Prove of concept has already been delivered by the successful operation of modules with
multiple chips. Modules with eight InGrid detectors [103], as well as a module with pixel chips and a
triple GEM stack for amplification [104] have been successfully operated in testbeam campaigns. The
applicability on even larger areas has just been demonstrated by the successful operation of a module
equipped with O(100) InGrid detectors (see Figure 3.11b) and a new large scale readout system [105].
The overall design of the TPC has to be studied in detail, to ensure the performance goals as listed in
Table 3.1 are met. The main distortions of electron drift paths are assumed to be caused by the magnetic
field. The reason for this is the presence of the anti-DID, which is required to suppress beamstrahlung
background to acceptable levels (see. Chapter 2.2.2). The field of the anti-DID overlays with the
magnetic field of the coil resulting in the total magnetic field not being parallel to the electric drift field
anymore. The field of the anti-DID is constant in time, so that a precise mapping will allow to correct
for its influence [38].
Besides the nonuniform magnetic fields, space charges accumulating in the gas volume are another
source of deviations. The requirement of continuous readout and the small distance of 554 ns between
two bunch crossings make an active gating during the course of a bunch train impossible. The particular
structure of the ILC beam has also an impact on the structure of the back-drifting ions. Ions which are
produced during a bunch train accumulate in a thin disc before the amplification stage. This is because
of the small length of bunch train of just 727 µs. In this small period of time, ions drift only for a very
short distance of O(mm). Hence, they stay close to the readout and form a thin disc. After the bunch
train, it takes about 199 ms until the next bunch train arrives. During this interval no further secondary
ions are created, as no beam interactions take place. The ion disc slowly drifts towards the cathode. It
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Figure 3.12: Schematic view of the effect of ion discs on the drift of electrons (not to scale). The distances given
are for the T2K gas mixture (see text).
takes the discs several bunch trains to finally reach the cathode. This way it is possible for several discs
to be in the volume, each separated by the distance an ion disc drifts between two bunch trains. The
number of discs in the sensitive volume is determined by the ion drift velocity in the chamber gas. For
gases currently considered for the ILD TPC up to three discs are possible. A schematic view of ion discs
and their impact on the drifting electrons is sketched in Figure 3.12. The main contribution to the ion
discs results not from physics events, but from beam induced backgrounds as described in Section 2.2.2.
While active gating during a bunch train is not possible, the drifting discs can well be gated. For
this the ion gate is opened shortly before the arrival of a bunch train and closed after it. With such a
gating scheme the build up of a ion disc can not be avoided, but the disc is prevented from drifting
into the sensitive area. Two options for an ion gate are under consideration [106]. In any case an ion
gate will be realized on a per module base and not for the whole detector. The first option follows the
conventional approach by employing wire gates. Although this technology is well known because of
its successful application in the past, it has to be reviewed with focus on the high magnetic field and
extreme spatial resolution requirements. The second option is the use of GEMs as gating device, which
is the purpose for which they have originally been proposed [107]. This approach seems to be well
suited for the modular readout structure but it is difficult to operate the GEM in a way retaining a high
electron transmission.
3.7 Summary
The time projection chamber is a powerful detector concept for the tracking of charged particles, as
well as for the measurement of photon energies. To exploit its full potential a detailed knowledge of
the single processes in a TPC is required, which are primary ionization, drift of electron and ions and
gas amplification. MPGDs are the only amplification stage capable of providing the high resolution
required for the ILD. Thus, its TPC will feature either Micromegas or GEMs in combination with pads
or pixels. The novel technology of integrated pixel readouts is thereby the most recent readout scheme.
Even though it is currently not as mature as options relying on conventional pad readouts, it offers many
advantages which make it a promising option for a TPC in the environment of a future linear collider.
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InGrid - Pixel readout with integrated
amplification stage
As already explained in Chapters 2 and 3 traditional amplification and readout schemes, as for example
wires, do not meet the requirements of a tracking TPC in the environment of the ILC [102]. To reach
goals for spatial, and even more important momentum resolution new readout strategies are required.
Only the resolution offered by the granularity of MPGDs seems to be high enough to be adequate in
such a detector. If MPGDs are employed, conventional readouts like pads or strips do not match the
high granularity of the gas amplification stage, and hence, may be seen as a waste of potential. Matching
the size of the readout structures to the size of the amplification stage is an obvious approach to solve
this problem. As this requires a readout with the granularity in the micrometer regime pads or strips with
an increased segmentation are not an option anymore, as it is virtually impossible to provide a proper
routing to the readout electronics for such small pads.
The above considerations lead to the idea of combining MPGDs with a pixelized readout. The idea
behind this approach is to use a chip designed for the operation with semiconductor detectors for the
readout of gaseous detectors. Instead of connecting a chip to the semiconductor it is placed directly
behind the amplification stage, so that its bare bump-bond pads act as charge collecting pixels, thus,
providing an extremely high segmentation. The gas amplification is either performed by a GEM-stack
or an integrated amplification structure on top of the chip (cf. Section 3.5.1). Efforts to realize such
readouts schemes have shown great potential for both approaches [86, 108]. Key features of this readout
scheme are the ability of resolving individual primary electrons and a spatial resolution very close to the
diffusion limit [109, 110], which could be observed for both amplification technologies. Although not
as mature as conventional pad based readout schemes, the results of pixelized readouts are promising
enough to be considered for the readout of the time projection chamber of the ILD (cf. Section 3.6.2). To
be used in such large scale experiments a production process is required, which is capable of providing
these devices in sufficient large numbers.
This chapter deals with pixel readouts with integrated gas amplification stage and in particular with
the effort to develop a fabrication process capable of providing a large number of devices per production
cycle. As a basis a short overview on the used pixel chip and its properties is given in Section 4.1.
Section 4.2 addresses the development of integrated pixel readouts. Starting with a description of the
original single device production through to a detailed description of the large scale production on
wafers. In Section 4.3 devices produced by the new fabrication method are characterized and their
properties presented before the chapter is finally concluded.
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(a) Bonded Timepix chip.
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Figure 4.1: The Timepix chip. Timepix mounted on a carrier board is shown in (a). The wirebonds are protected
with a layer of glob-top to increase their mechanical stability and protect them from discharges. In (b) a schematic
view of the analog pixel circuitry is depicted.
4.1 The Timepix chip
The chip used to provide proof of principle of the pixelized readout approach was the Medipix-2 [111].
It is not suited very well for the use in gaseous detectors, as it lacks the capability for charge as well as
time measurements. To compensate for these shortcomings the Timepix chip [112], a direct descendant
of the Medipix-2, has been developed. Like its predecessor, the Timepix is fabricated in 0.25 µm CMOS
technology. It features an active area of 14 × 14 mm2, divided in 256 × 256 pixels with a pitch of
55 µm × 55 µm each. With dimensions of 16 × 14 mm2 the chip is slightly larger than its active area
alone, which is due to the space required for some peripheral electronics and to place bond pads for a
connection of the chip to its carrier board. The chip can not be read out continuously, instead it is only
active as long as a shutter signal is applied. The length of the shutter signal defines the time interval for
which the pixels are active. It is synchronized to the clock in each pixel to avoid glitches and can be
either set by the readout system, or injected by an external trigger system. The clock for the chip has to
be supplied externally. Frequencies in the range of 10 MHz to 150 MHz are possible.
Figure 4.1a shows a photograph of the a Timepix chip mounted on a carrier board. The bond wires are
protected with a layer of glob-top to protect them from discharges and provide additional mechanical
stability. During operation the power consumption and dissipated heat of the chip is less than 1 W. The
pixels are equipped with charge sensitive amplifier, discriminator and a 14-bit counting logic each and
are capable of detecting either positive or negative charges. A sketch of the analog part incorporated
in each pixel is depicted in Figure 4.1b and a detailed discussion of the pixel circuitry can be found in
Reference [113]. The pixels can be set individually to one of four modes:
• Time over threshold (ToT ): A pixel in this mode measures the amount of charge induced on
it. When a charge signal above the threshold is detected the pixel starts counting. Its counter
is incremented with each clock cycle. The counting stops as soon as the signal drops below the
threshold. The number of counted clock cycles is related to the amount of charge gathered and can
be translated into charge value if a calibration of the ToT -values has been performed, as described
in Section 4.1.1. In case of several charge depositions being detected during a single shutter period
the resulting charges are added up, as the chip can not distinguish between consecutive hits.
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Class Properties Color
A No dead columns
B One dead column
C Two dead columns
D More than two dead columns
E Broken DACs
F Bad digital test
- Not functional
Figure 4.2 & Table 4.1: Probing results of a Timepix wafer. The chips are categorized according to their function-
ality as listed in the table.
• Time of arrival (ToA): As implied by its name this mode is intended for drift time measurements.
Counting starts on the detection of an input signal. The counter is increased on each clock cycle
until the shutter is closed. As clock frequency and shutter length are known the drift time of the
detected charge can be calculated from the counted clock cycles by the relation
ToA = tShutter − nfClock , (4.1)
with the length of the shutter signal, tShutter, the number of counted clock cycles, n, and the clock
frequency, fClock.
• Medipix: In this mode the counter is incremented each time a charge surpassing the threshold is
detected while the shutter is open. This mode is called Medipix mode, because this is the main
mode of operation of the Medipix and Medipix-2 chips in photon counting applications. It is the
only mode capable of detecting multiple hits during a single shutter period.
• One hit: This mode is mainly useful for testing applications. It measures whether a pixel has
detected charge or not. While the chip is active the counter is set to one, once a charge signal
above the threshold is detected. Further signals are ignored.
Obviously, the mode of a pixel has to be chosen according to the chip’s application. Medipix-mode
and one-hit-mode are usually of no interest for the application in drift detectors. For photon detection it
is most advisable to put all pixels into the ToT -mode, while an alternating pattern of ToT and ToA has
been proven to be a good setup if the chip is used as readout in a GEM TPC [110]. If InGrids are used
for the readout all pixels should be set to ToA-mode in order to measure the arrival times of the detected
electrons.
Timepix chips are produced on 8 ′′-wafers, with each wafer yielding 107 chips. After the production
they are probed and tested for some basic functionality, like their controlling DACs (Digital to Analog
Converter) and the digital part of the pixels. Based on the results of the probing they are classified into
categories ranging from A to F. Table 4.1 gives an overview on what is expected to work for chips from
the different quality classes. Figure 4.2 depicts the probing results for a Timepix wafer. Each chip can
be identified by its column letter and row number.
49
Chapter 4 InGrid - Pixel readout with integrated amplification stage
4.1.1 Calibration
For an optimal performance the Timepix chip has to be calibrated. To this end, three calibration methods
are available, each of them optimizing different properties of the chip. The main calibration procedures
are:
• Threshold equalization,
• Charge calibration, and
• Time walk compensation.
Although the threshold equalization is actually no calibration, but an adjustment procedure. For the
testing of InGrids produced on wafer scale only threshold equalization and charge calibration are of
relevance, as no time measurements are performed (see. Section 4.3). For this reason, only those two
methods are summarized in this section. A detailed description of the time walk compensation is given
in Reference [114].
Threshold equalization
The threshold which has to be exceeded for a pixel to be activated has to be set globally for the whole
chip. Due to variations of the production process the individual pixels do not respond homogeneously
throughout the chip. That means that the effective threshold differs from pixel to pixel for the same
threshold value, a phenomenon known as threshold dispersion. This has been accommodated for in the
design of the chip by implementing an adjustment mechanism.
A so called pixel configuration register (PCR), is included in the digital part of each pixel. Four bits
of this register are reserved to store threshold equalization values. To determine these adjustment values
a reference signal of constant height is required. In addition to the possibility to inject such a signal
via the test pulse capacity with an external pulse generator, the noise threshold can be used. At first the
adjustment bits of each pixel are set to zero and the threshold value is gradually lowered. The threshold
value at which a pixel is activated is registered and the pixel is masked for the remaining steps. This
is done until all pixels have been activated, whereby the number of pixels firing at a threshold value
is filled into a histogram which yields a Gaussian distribution. The whole process is repeated with the
adjustment bits set to their maximum value of 15.
The width of the two distributions corresponds to the threshold dispersion on the chip without equal-
ization. To improve on that the total threshold for the whole chip is chosen to be in the middle between
the mean values of the two distributions. Each pixel is then adjusted to this value, by linearly interpo-
lating between the minimum value and the maximum value obtained from the previous measurements,
so that it is as close as possible to the total threshold.
The results of the equalization procedure can be seen in Figure 4.3a. The green distribution shows the
threshold dispersion for all adjustment bits set to 0 and the red one for all bits set to 15. The dispersion
after equalization, as shown by the red distribution, is much reduced.
Charge calibration
As explained above the ToT -mode is used for charge measurements. A calibration of the used chip is
required to relate the measured ToT -values with a physical charge value. The charge calibration of a
Timepix is described in References [115, 116].
To calibrate the ToT -response of a Timepix chip, negative charge is injected into the pixels. This
can be done by a dedicated test capacity CTest of 8 fF, incorporated in each pixel (cf. Figure 4.1b). By
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Figure 4.3: Calibration of the Timepix. Threshold equalization (a) and charge calibration (b) as they have been
performed for the chip G02-W0056.
applying a voltage step, U, to the test capacity a well defined amount of charge, qInj, is injected into the
pixel, which can be described by the equation
qInj = CTest · U. (4.2)
A positive gradient of the voltage step results in the injection of a positive charge while a negative
gradient injects a negative charge. To guarantee a maximum of accuracy rising edge and falling edge of
the voltage step should be as short as possible, i.e. smaller than the 150 ns peaking time of the charge
sensitive amplifier of the pixel.
For the calibration a test-pulse with a very slow rise of 1.5 µs and steep falling edge of 5 ns is applied
in order to inject a negative amount of charge. By averaging over multiple charge injections the influence
of electronic noise can be reduced significantly. Figure 4.3b depict this relation for several input voltages
in the range from 20 mV to 500 mV. The dependency of the measured ToT -counts on the injected charge
is not linear for small input values. The surrogate function
ToT (U) = a · U + b − c
U − t , (4.3)
in which a, b, c and t act as free parameters describes the relation between charge and ToT -counts well.
An example of (4.3) is depicted in Figure 4.3b. Inserting (4.2) and solving for qInj yields
qInj (ToT ) = CTest · (ToT + ta − b) ±
√
(ta + b − ToT )2 + 4ac
2a
, (4.4)
which is used for data calibration, whereby the second solution, (−√(. . . ) ), is discarded for not being
physical.
The uncertainty on the determination of the free parameters in Equation (4.3) are rather large, so
that the conversion of ToT -values into physical amounts of charges is not very precise and yields only
the correct order of magnitude. This is in particular true for the determination of the detection thresh-
old, which can be determined with a much higher precision by a so-called S-curve measurements as
elaborated in Reference [117].
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4.1.2 Outlook: Timepix-3
The Timepix chip has been designed to be applicable as readout for semiconductor detectors and gas-
filled detectors. It cannot measure time and charge simultaneously in one pixel which is serious con-
straint, especially regarding the use in a tracking detector. But there is more room for improvement.
The readout of an event requires the readout of the whole chip regardless of how many pixels have been
activated. This introduces a considerable amount of dead time. To improve on this, a successor has been
developed. The Timepix-3 overcomes these shortcomings and provides some additional functionality
[118, 119].
Similar to its predecessor, the Timepix-3 features a 256 × 256 pixel matrix, with a pitch of 55 µm.
The pixels can be arranged in so-called super pixels composed of 4 × 2 normal pixels. The pixels are
designed to provide high resolution time measurements by a dedicated fast clock of 640 MHz per super
pixel. Further features are the capability of a continuous and triggerless readout, the low threshold
(about 500 electrons) and the possibility of measuring positive and negative charges. However, one of
its most important improvement with respect to its predecessor is its ability to measure charge and time
in each pixel at the same time.
The design phase of the Timepix-3 has just been finished and sample chips are currently tested and
characterized, so that larger quantities will be available soon.
4.2 InGrid production on 8 ′′-Timepix wafers
The concept of integrated pixel readouts has already been introduced in Section 3.5.1. A disadvantage
of pixel chips is that a single chip covers only a small area. In case of the Timepix chip the active area
is 1.4 × 1.4 cm2. This means that for the application in large experiments many chips are required. The
readout area of the ILD-TPC is of a size of nearly 9 m2 which would require about 45 000 chips for a
total coverage with InGrid devices.
The original production procedure takes a lot of time and is therefore not applicable for the fabri-
cation of large quantities as they are required for their application in large experiments. Although not
suitable for mass production, the original single chip production process acts as starting point for the
development of a large scale process. Therefore, the single device process is briefly summarized below,
before the production process on 8 ′′-wafers is introduced.
4.2.1 Single device production
Since their invention the production process for single devices has been optimized and applied to the
simultaneous production of up to nine chips [63, 120–122]. This effort led to a process which contin-
uously yielded functional devices of very high quality. The general production process can be divided
into seven individual steps which are sketched in Figure 4.4.
1. The process begins with a bare Timepix chip. The chip is covered by a passivation layer in which
the pixels appear as hexagonal openings. The first step is to clean the chip. This is done to remove
any impurities resulting from packaging, storage or transportation of the wafer.
2. To shield the chip from discharges a protection layer of silicon nitride (SixNy) is added on top
of the chip. The thickness of this layer can vary, where values from 4 µm to 8 µm seem to be
sufficient to quench most sparks [123]. The technology typically employed for the deposition of
SixNy is low pressure chemical vapor deposition (LPVD) which creates low stress layers with very
good film qualities at temperatures in the range of 700 ◦C to 900 ◦C. For the post-processing of
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Timepix chips this method is not an option, as the chips can not withstand such high temperatures.
An alternative process relies on plasma enhanced chemical vapor deposition (PECVD) which
allows the deposition at much lower temperatures and is therefore compatible with CMOS post-
processing. With PECVD it is possible to create low stress layers at temperatures as low as
300 ◦C [124]. The deposition is done in multiple steps. This limits the time interval for which the
chips are exposed to high temperatures and prevent them from overheating. One such run takes
approximately 30 min during which 2 µm of material is deposited. Hence, the procedure has to be
repeated 2 to 4 times to create protection layers with a total thickness of 4 µm to 8 µm.
3. In this step spin coating is used to apply a 50 µm thin layer of SU-8, a negative photoresist, onto
the chip. This is the layer from which the grid supporting pillars will be formed. Spin coating
is a standard technique for planar structuring. It is very precise and allows to deposit SU-8 at
thicknesses in the range of 1 µm to 200 µm with a precision of up to 1 %. After the spin coating,
the wafer is baked at a moderate temperature to evaporate excessive material.
The deposition of a metal on top of unexposed SU-8 can cause the top layer of the resist to cross-
link. Therefore, an additional 2 µm thick layer of a positive resist (OiR 907-17) is added. The
purpose of this layer is to absorb most of the energy set free during the deposition of the aluminum
and, thus, prevents the SU-8 from cross-linking. Even exposed OiR 907-17 can be easily removed
by standard cleaners like acetone and isopropanol.
4. Now the pillars are structured. As the SU-8 is a negative photoresist, only the parts exposed to
ultraviolet light become insoluble. This way, well defined pillars remain after the development and
cleaning of the resist. These pillars typically have a diameter of 30 µm and are located between
the pixels with a pitch of 110 µm, which is between every second pixel. Thus, no dead areas are
created. In addition to the formation of the pillars this step is also used to form supporting dikes
at the edges of the active area.
Being a positive tone, the OiR 907-17 can be exposed together with the SU-8. Developing the
positive resist afterwards leaves just the area above the unexposed SU-8 covered.
5. A layer of aluminum is sputtered onto the undeveloped SU-8. This layer is intended to form the
amplification grid once it has been patterned. The deposition is performed in several runs to avoid
an overheating of the underlying photoresists and prevent cross-linking. A layer 100 nm is added
per run until the final thickness of 1 µm has been reached.
6. To be capable of acting as amplification grid the aluminum has to have holes through which the
drifting electrons can enter the amplification region. These holes are patterned into the aluminum,
by wet etching. For the etching a solution phosphoric acid is used. It has been found that diameters
of 30 µm to 40 µm are a good choice for the size of the holes [63].
7. The last step is the development of the SU-8. For this purpose the device is bathed several times
in a solution of acetone and water. The fraction of acetone is gradually increased for each bath.
Afterwards the dissolved SU-8 is rinsed out of the grid holes with isopropanol and acetone.
The production process is very complex and the steps described above are only a summary of the most
important processing steps of the fabrication. More details on the used photolithographic processes can
be found in [125, 126]. This fabrication process works reliable for the production of single chips and
has been successfully applied to the simultaneous production of up to nine chips. For several reasons
the process does not scale very well and has to be modified to be applicable on wafers.
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Figure 4.4: Scheme of the fabrication of InGrids on a Timepix chip by means of photolithographic wafer post-
processing.
4.2.2 Wafer-scale production
To obtain a fabrication process which yields a large number of devices the single device process is
transferred to the production on 8 ′′-wafers. While similar to the production of single devices, the larger
scale of the fabrication introduces new challenges which have to be dealt with.
Preparation of the wafer
The first step for the production of InGrids on wafers is the probing of the chips. This is done to assess
the quality of the chips. This allows to determine whether the chips are damaged by the post-processing
of the wafer, as probing results form before and after the post-processing can be compared with each
other. In addition to the probing the wafer is visually inspected and a detailed map of all the surface
defects is created. Afterwards, the wafer is cleaned by bathing it in acetone and isopropanol. If the level
of impurities attached to the wafer is high, it is additionally cleaned with a high pressure water jet.
Silicon nitride deposition
The formation of a protection layer is a particular challenge when transferring the production from a
single chips to a whole wafer. A major problem when adding the layer is to apply it to selected areas of
the wafer surface only. SixNy is no photolithographic material which makes it hard to apply it selectively.
Especially the bond pads, by which a connection from the chip to its carrier board is made, have to stay
free of silicon nitride. Otherwise wire bonding becomes impossible as the SixNy is impenetrable for the
wires and too hard and robust to scratch it off effectively. Thus, it is important to have a method to mask
the bond pads, so that they remain free of material.
The process for single device production relies on metal masks to keep the bond pads free of SixNy.
Up to nine chips are fixed in a metal frame, covering their inactive area as depicted in Figure 4.5a.
The same approach has been tried for the large scale production (cf. Figure 4.5b) but without success.
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Chip surfaces
Frame
Metal mask
(a) 3 × 3 Metal mask
Wafer surface
Frame
Metal mask
(b) Metal mask
Wafer surface
Frame
Polyimide mask
(c) Polyimide mask
Figure 4.5: Different masks for the protection of the bond pads during the SixNy-deposition. The 3 × 3 is used in
the original production process to protect up to nine chips. The metal mask (b) and polyimide mask (c) have been
tested for the application on a 8 ′′-wafer. The sketches are not to scale.
The SixNy deposition is done by PECVD, a technique which has to be performed at temperatures of
about 300 ◦C. While this is of no concern on small scales, larger metal masks are more sensitive to high
temperature. Metal has a larger coefficient of thermal expansion than silicon (16.5 × 10−6 K for copper
in contrast to 2.6 × 10−6 K for silicon). Thus, the expansion of the metal mask and the expansion of the
silicon wafer due to thermal induced stress are very different. Consequently, the stripes of the mask are
bend more and part of the underlying bond pads are revealed and consequently coated by SixNy. It is
also next to impossible predict the thermal deformation as the head development due to the PECVD is
not equally distributed across the wafer. Moreover, the situation is aggravated by alignment problems
which always apply for rigid masks. For this reasons, metal masks are not an option.
A silicon mask made from a plane silicon wafer, was another option considered. The idea behind
this approach was to use a mask made of the same material as the wafer. In this case, mask and wafer
have the same coefficient of thermal expansion and should expand similarly when heated. Tests with
a mask cut from a bare silicon wafer have shown that such masks are very brittle which makes their
handling very difficult. The long strips, which cover the bond pads, are easily twisted during the cutting
of the mask. This results in a poor coverage of the bond pads and may result in the overdeposition of
the SixNy.
The effects of overdeposition are illustrated in Figure 4.6a which depicts a microscope photograph
of bond pads covered with SixNy. The pads on the right hand side of the picture look golden, as the
uncovered aluminum pads reflect the light of the microscope. This means that the masking has worked
for them and they are free of SixNy. In contrast, the pads on the bottom row of the chip are completely
covered which is indicated by their brown color.
The tests with shadow masks made of aluminum or silicon finally led to the conclusion that the
usage of a rigid mask should be abandoned in favor of a photolithographic approach. The final solution
is the usage of a polyimide material (HD-4100 by HD MicroSystems™). The used polyimide is a
photodefinable negative tone, which is applied in an approximately 25 µm thick layer by the means of
spin coating. After a short period of soft baking in order to evaporate any residual solvent, the polyimide
is briefly exposed to UV-light and baked. Time and temperature of the post-exposure baking are chosen
in such a way that only a fraction of the exposed material polymerizes. Developing the unexposed
polyimide afterwards yields a mask which only covers the insensitive areas of the chip, as sketched in
Figure 4.5c. With the mask in place the SixNy is deposited by PECVD, coating the whole surface of
the wafer. Thereby, the temperature is controlled to not exceed 300 K to prevent further cross-linking
of the polyimide mask. Thus, the deposition is performed in multiple steps similar to the single device
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(a) Covered bond pads. (b) Clean bond pads.
Figure 4.6: Masking of the bond pads. The two microscope pictures show the bond pads of Timepix ship. In (a)
most of the pads are covered by SixNy, while the pads in (b) are free of any coating.
production. The next step is the removal of the polyimide mask. Uncovering the protected areas is
difficult, as polymerized polyimide is not supposed to be removable. But if the polyimide is not fully
cross-linked it can be activated and dissolved. For this reason it is so important to keep the temperature
below 300 K during the post-exposure baking and the deposition of the SixNy. For the activation fuming
nitrogen acid is used, in which the wafer is bathed for about 10 h. After its activation the polyimide can
be removed like the unexposed material. Figure 4.6b shows a photograph of bond pads which have been
protected by a polyimide mask during the SixNy deposition. It can be seen that the pads are completely
free of any coating. The scratch marks on the pads are not caused by the removal of the polyimide but
result from the probing before the post-processing of the wafer.
Deposition of the SU-8 and creation of the aluminum grid
With the protection layer in place the next step is the deposition of the SU-8, which will later form the
grid supporting pillars. The deposition is done in the same way as in the production of single devices.
By spin coating a layer with a thickness of 50 µm is deposited. After a short period of soft-baking, which
removes any residual material, the SU-8 is exposed through a mask to ultraviolet light. Where exposed,
the SU-8 cross-links, and thereby forms the pillars. An additional layer of OiR 907-17 is thereby added
in the same way as in the original production process.
After the SU-8 layer has been deposited the grid is created. The aluminum layer is added by the
means of sputtering. The process has to be repeated several times until the total thickness of about
800 nm is reached. In each run a layer of 40 nm thickness is deposited, before a cooling interval. The
whole procedure takes about 1 h in modern machines. For older models the procedure is much more
time consuming, as the wafer has to be manually removed after each run.
After the aluminum has been deposited, holes are added above the pixels by wet-etching, just as for
the single device production.
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(a) Dicing lines on a Timepix wafer. (b) Final development of multiple devices.
Figure 4.7: Dicing and final development. A sketch of the dicing lines on a Timepix wafer (a) and a photograph
of the simultaneous development of 29 devices in a common bath (b).
Wafer dicing and final development
The dicing of the wafer is the next processing step to be performed. The wafer is divided into single
chips by saw dicing. This method induces a considerable amount tensile force in the wafer. Furthermore,
the dicing saw has to be cooled with a water jet. For this reasons, the dicing has to be performed before
the final development of the SU-8. Otherwise, the dicing would easily destroy the fragile amplification
structure as the dicing lines run closely along the edges of the chips (cf. Figure 4.7a). Before the
development the grid still rests on a solid layer of SU-8 which provides sufficient mechanical stability
to withstand the forces exerted by the dicing saw and the water jet.
The final development and rinsing of the SU-8 can be done for multiple devices in parallel as it is
mainly done by bathing the devices in different solvents. For this it is not necessary to have the devices
in any way aligned. A photograph of the cleaning of several Timepix InGrids is shown in Figure 4.7b.
The devices are bathed in solvents made from acetone, isopropanol and water, whereby the admixture
of water is gradually decreased. A remover, Microstrip 6001, is used afterwards to cleanse the device of
any residuals of partially cross-linked SU-8. After last baths in pure isopropanol and acetone the InGrids
are dried in the clean air of a clean room. Finally, oxygen plasma cleaning is applied to remove the last
residuals and impurities on the grid. The final development may even be performed a long time after
the dicing. This is of advantage, as it allows to store the devices in a mechanical robust state until they
are put to use. The success of this process is crucial for the quality of the produced devices. Unexposed
SU-8 which has not been removed from under grid can introduce dead or unresponsive areas on the
chip. The remaining material can prevent electrons from reaching the pixels underneath. Therefore, this
issue is addressed in Section 4.3.3 where occupancy and active area are examined.
4.3 Characteristics of InGrids produced on wafer scale
Transferring the fabrication of single devices to wafer scale production can only be regarded as success
if devices created by the latter process are of the same quality as devices from the original one. Thus, the
performance of devices from both processes have to be compared with each other. For the application in
a time projection chamber at the ILC it would be best to do this by comparing track measurements. With
testbeam measurements this takes a lot of time even for a single InGrid chip. Nevertheless a comparison
57
Chapter 4 InGrid - Pixel readout with integrated amplification stage
Measurements
Chip Class
Prod.
Geometry
Active
Efficiency
Energy
Gain Resistivity
cycle area resolution
F11-W0011 A 1 x - - - - -
K07-W0057 A 2 x x - x - -
J07-W0057 A 2 x - - - - -
G02-W0056 B 3 - x x x x x
F02-W0056 B 3 x x x x x x
H04-W0056 C 3 x x x x x x
L04-W0056 C 3 - x - - - x
G06-W0056 D 3 x - - - - -
Table 4.2: Overview of the performed measurements.
of the devices can also be done by comparing the experimental data of X-ray measurements. A source
indicating the performance of InGrids in this kind of measurements is Reference [127], which presents
an application in the environment of the CAST1 experiment. If the performance in X-ray measurements
is the similar for InGrids from both production processes, there is no reason for their tracking capabilities
to be different.
Several runs of production on full 8 ′′-wafers have been performed. For this thesis Timepix-InGrids
from the first three production cycles are examined. The performed tests include an optical inspection
of the devices and measurements with a radioactive source. The optical inspection is discussed first.
After this, the experimental setup used for the measurements is described, before energy resolution,
detection efficiency, amplification properties, active region and discharge resistivity of the devices are
discussed. An overview of the measurements conducted for the individual chips originating from the
three production cycles is given in Table 4.2.
As indicated in the Table 4.2, the performed measurements differ for the three production cycles. Only
geometric parameters are examined for the first run. This is for two reasons. First, most chips have at
least part of their bond pads covered with SixNy, as a shadow mask made of copper has been used to
keep them free (cf. Section 4.2.2). This resulted in most of the chips being not bondable. Second, the
solvent used to rinse the SU-8 reacted with the protection layer. This caused a irregular swelling of this
layer, deforming the whole amplification structure. The deformations make a controlled, homogeneous
gas amplification impossible. The second and third runs of fabrication yielded functional devices, whose
geometry, active region, detection efficiency, energy resolution and amplification behavior, have been
studied. Tests of spark resistivity have been added to the measurement program for the third production
cycle, as devices from the second run have been found to be very vulnerable to discharges.
The experimental setup used for all X-ray measurements is described in Section 4.3.2. The measure-
ments were performed with 55Fe as radioactive source at various grid voltages. The voltage has been
raised from 310 V to 390 V in steps of 10 V. 10 000 to 15 000 events have been measured for each grid
voltage. An additional data set of roughly 1 500 000 events has been measured with G02-W0056 from
the third production cycle at a grid voltage of UGrid = 345 V to study the homogeneity of the gas gain
and peak energy resolution.
1 CAST - CERN Axion Solar Telescope. See [128] for further information.
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(a) First run. (b) Second run. (c) Third run.
Figure 4.8: A comparison of the grid qualities of InGrids made in the first (a), the second (b) and the third (c)
production cycle.
4.3.1 Optical inspection
Uniform grids with a homogeneous surface and constant distance to the underlying pixels are required to
realize a uniform gas gain throughout the active area of the chip. A first assessment of the homogeneity
of the grid surface is done by optical inspection with a microscope. Figure 4.8 depicts exemplary
microscope images of devices from the three production cycles. The images have been taken with the
same amplification. Grid holes as well as position and diameter of the pillars are clearly visible, yet the
grids look very different for each production cycle.
The grid of device F11-W0011, from the first production cycle is depicted in (a). As mentioned above,
this cycle was a failure because of the swelling of the protection layer. The deformation causes the grid
to bend. In the microscope image the bend regions appear as dark shadows as the light is reflected away
from the lens of the microscope. The bending is particularly strong close to the corners of the device.
In areas which do not suffer from the swelling of the SU-8, as seen in the lower right area of the image,
the surface of the grid is flat and homogeneous. Still, the bend regions prevent a stable operation with a
uniform amplification behavior.
The InGrid (K07-W0057) shown in (b) comes from the second production run. Grid holes and pillars
form a regular pattern and no inhomogenieties are observed. In contrast to this, the grid of a device
(F02-W0056) from the third run looks less uniform. Even though the holes and pillars are at their design
position, the pattern of the surface is less regular than for the devices made in previous production cycles.
At close inspection it can be seen that the pillars form a regular pattern and that the areas close to them
are clearly visible. But the areas between the pillars, where the grid is not supported directly appears
to be darker and out of focus. This hints at the grid in these areas being at a lower height than the grid
in the vicinity of pillars. While the highly uniform grids from the second run demonstrate the ability
to manufacture high quality grids also by the wafer-based production process, technical problems with
the aluminum sputtering machine prevented this for devices from the third run [129]. Still, they can be
operated reliably as will be shown in the following sections.
Size and geometry
The size and pitch of the holes in the amplification grid are further properties of InGrids which can be
observed with an optical microscope. An image of the grid of an InGrid (F02-W0056) made in the third
production cycle is shown in Figure 4.9a. The holes are well defined, appear to be perfectly circular
and at a constant pixel pitch. The outline of pillars under the grid can be seen. This is because of the
layer of OiR 907-17 which is added on top of the unexposed SU-8 to prevent it from cross-linking (cf.
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(a) Close-up of the grid surface. (b) Fallen SU-8 pillar.
Figure 4.9: Microscope images of an InGrid (F02-W0056) fabricated in the third wafer scale production run.
Section 4.2). This layer adds about 2 µm of additional height to the unexposed part of the SU-8. The
difference in height is partly compensated for as exposed SU-8 expands, still the top of the pillars and
the surface of the OiR 907-17 layer are not on the same level. Therefore, the pillars appear as circular
dips on surface of the aluminum grid. In Figure 4.9b a close up of a lying SU-8-pillar is shown. For
images like this the grid has to be damaged. This reveals the pillars beneath the grid and causes some of
them to fall over. The image already hints at the height of the pillar, even without a direct measurement.
The octagonal patterns in the image are outlines of the bumpbond pads of the Timepix chip. They have
a pitch of exactly 55 µm (cf. Section 4.1), making it clearly visible that the height of the pillar is larger
than its design value of 50 µm. Attempts to measure the height of the grid by nondestructive means, like
focusing the microscope on the grid and afterwards on a pixel under a hole have a too large margin of
error to be of any use [130].
The dimension of InGrids from all three wafer-based production cycles are measured with an optical
microscope. The measurement system has a precision of 0.1 µm. The main difficulty is to measure along
the correct axis. For the pillars this is along the cylinder axis. A small angle between both axis results
in too large measurements. Another problem is apparent in Figure 4.9b. Due to its cylindrical shape,
it is difficult to focus on the ends of the pillar. For the measurements of the hole and pillar diameters
the situation is different. In this case, it is important to have the line of measurement aligned along a
diameter of the hole/pillar, i.e. the line of measurement has run through the central point. Otherwise,
the obtained values are too small. To avoid a bias by these kind of errors, the measurement are repeated
several times. This means, that diameters are measured along horizontal and vertical axis independently.
The measurements of the pillar height are performed from left to right (or bottom to top) and afterwards
repeated from right to left (top to bottom). In each case, ten pillars/holes are measured. The final value
is then given by mean value and its error by its standard deviation.
The results of these measurements are summarized in Table 4.3. Values for the pillar pitch and hole
pitch are not listed as they are at their design values of 110 µm and 55 µm respectively within the limits
of accuracy of the measurements. The large difference in the diameter of the holes results from a change
of the design value. The intended value was 30 µm for the first two production cycle and was increased
to 40 µm for the third production run. From the second run on, the measured diameters are in very
good agreement with their design values. Like for the holes, the diameter of the SU-8-pillars is for all
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Chip Wafer ID Prod. cycle Hole diameter Pillar height Pillar diameter
F10-W0011 ATFWTLX 1 27.24 ± 1.47 µm 69.92 ± 2.12 µm 18.16 ± 1.14 µm
K07-W0057 EL5MX3X 2 30.37 ± 1.38 µm 69.95 ± 2.59 µm 19.58 ± 1.17 µm
F02-W0056 E85MXGX 3 40.85 ± 2.04 µm 70.07 ± 2.60 µm 20.28 ± 1.12 µm
H04-W0056 E85MXGX 3 39.86 ± 1.97 µm 70.69 ± 2.48 µm 20.31 ± 1.36 µm
G06-W0056 E85MXGX 3 39.44 ± 2.37 µm 70.74 ± 2.88 µm 20.10 ± 1.40 µm
Table 4.3: Dimensions of InGrids fabricated in different production cycles as measured with a high-resolution
optical microscope. Values for pillar pitch and hole pitch are not listed, as they are in good agreement with their
design values of 110 µm and 55 µm respectively.
production cycles very close to its design value of 20 µm. Given that these diameters are created using
standard photolithographic techniques it is not surprising that they match their designated values. In
contrast, the height of the pillars shows a larger deviation from its design value of 50 µm. This applies
for all measured devices, i.e. all three production cycles. The size of the deviation is nearly the same
for all devices resulting in a total pillar height of about 70 µm, which is by 40 % more than the target
value. The reason for this is aged SU-8 [129]. If SU-8 is stored too long it becomes more viscous.
This impacts the deposition process and results in a thicker layer if the remaining parameters are left
unchanged during the spin coating.
4.3.2 Experimental setup
Starting with the second production cycle the fabrication on wafer scale yields functional InGrid devices.
To test them they have been operated in a detector which is a further development of the prototype
detectors described in Reference [127] and Reference [131], which have been designed for the use at
the CAST experiment. It is a small drift chamber which is mostly made of acrylic glass.
On the cathode side the active volume is limited by the cathode plate which is made of copper. On the
outside the copper is enclosed by a cover made of acrylic glass. The reason for this cover is to insulate
the cathode to the outside, allowing for a safe handling of the detector. Furthermore, the cathode plate
contains a small hole which acts as entry point for the decay products of radiative sources, which can
be mounted on the outside. A collimator with a hole radius of 1 mm is used to focus the X-rays on
the central region of the chip. To ensure gas tightness, the hole is covered with a thin Kapton-foil.
Figure 4.10a depicts the cathode side of the detector with a source of 55Fe mounted on it.
The active volume of the detector consists of a cylindrical volume with a diameter of 82 mm. The
maximum drift length is defined by the height of the acrylic ring limiting the volume in the direction
perpendicular to the drift field. Thus, the length of the drift field can be adjusted by exchanging the
ring. The ring includes no field cage, so that the drift field is only homogeneous in central region
between anode and cathode, while large field distortions are expected near to the ring. For all performed
measurements presented in this thesis a ring with a height of 2 cm has been used.
The anode side of the detector is more complex than the cathode side. The gas volume of the detector
is terminated by a printed circuit board. This board contains all the electronics and connectors for the
connection of the chip to the readout and for the high voltage supplies of the grid and the drift field.
The chip is mounted on a dedicated carrier board which is placed directly on top of the circuit board,
supported by frame of acrylic glass and held in place by a plug connection (see Figure 4.10c). The top
of the grid of the InGrid defines the anode plane. To increase the homogeneity of the drift field, a copper
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(a) Cathode side of the detector. (b) Readout side of the detector.
(c) Mounted Timepix chip without anode plate. (d) Mounted Timepix chip with anode plate.
Figure 4.10: Experimental setup. Cathode side (a) and readout side (b) of the detector used for the testing of
the Timepix-InGrids fabricated with the wafer scale production process. The mounted Timepix InGrid is shown
without (c) and with (d) the surrounding anode plate in place.
coated PCB2 is used as anode plate. This anode board contains a cutout for the InGrid, so that the top
of the grid is on the same level as the surrounding copper surface, as depicted in Figure 4.10d. The rear
side of the detector is shown on Figure 4.10b. The connectors on the left hand side are for high voltage
supplies of the drift field and amplification grid while the broad connector is used for the readout of the
Timepix chip.
The gas volume of the detector is constantly flushed with a gas mixture of 95 % argon and 5 %
isobutane at flow rate of approximately 2 l/h. Drift velocity and transverse diffusion as a function of the
electric field are shown in Figure 3.3a and Figure 3.4b respectively. The setup is not pressure stabilized
which means that the pressure depends on the barometric pressure. The above flow rate ensures together
2 PCB - Printed circuit board.
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(a) Double photon event
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(b) Background event
Figure 4.11: X-ray events detected with the experimental setup. A two photon event (a) and a background event
(b). Each dot in the event displays represents one activated pixel.
with a 3 m exhaust pipe an overpressure of a few millibar. The temperature of the gas is determined by
the environmental temperature. It is controlled for the whole laboratory and can therefore be considered
to be constant in the range of ±1 K.
The drift field of the detector is set to ED = 225 V/cm, which is approximately the maximum drift
velocity of 41.15 mm/µs for the used gas mixture (cf. Figure 3.3a). The transverse and longitudinal
diffusion at this field strength are DT = 475.05 µm/
√
cm and DL = 281.92 µm/
√
cm respectively.
Timepix readout
The readout of the Timepix chip is performed by the Medipix reusable readout system (MUROS) [132],
version 2.1 which is connected to the chip by a low voltage differential signal (LVDS) line. The data
transmission is controlled by a FPGA3 on the board, which incorporates all the logic required to control
the chip. Using the serial data interface of the chip this kind of connection requires 917 768 clock cycles
for a complete readout of the pixel matrix and allows for a daisy-chained readout of up to eight chips.
Communication with a PC4 for data acquisition is achieved by a commercially available general-purpose
interface card, allowing for full control of the chip by software.
The software for configuration and readout of the chip is Pixelman [133, 134]. The software is
available in Java and C++ and thereby usable on multiple operating systems. It incorporates all the
functionality required for data taking and can be extended by user provided plugins. A plugin shipped
with the software allows for an automatic threshold equalization in the same way as described above.
For the X-ray measurements presented below, a random shutter has been used. This means, a shutter
window of fixed length is opened, as soon as the chip is ready. All the pixels are set to the ToT -mode
and counting is possible for the whole shutter length. For this reason, the length of the shutter signal has
to be chosen carefully, as a too long shutter window results in many events containing multiple X-ray
hits, while a too short window creates a lot of dead time and a considerable amount of empty data.
3 FPGA - Field programmable gate array, an integrated circuit which is configurable after its production.
4 PC - Personal computer
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In the presented setup a 55Fe source has been used for whose activity a shutter length of 0.075 s has
been found to be a good compromise between the number of empty frames and two-photon events. This
resulted in a mean detection rate of one X-ray event per 15 frames. Example events measured with
the presented setup are illustrated in Figure 4.11. An event with two X-ray photons (a) as well as a
background event (b) are shown.
Event reconstruction
The reconstruction of the X-ray events is done with the help of the MarlinTPC package, which intro-
duced in detail in Section 5. The heuristic is a modified version of the clustering technique used for
cluster finding of tracks in a TPC with GEMs and a Timepix readout [110]. The new heuristic does not
only look for adjacent pixels to assemble cluster, but in an adjustable square around each pixel. This
way also electrons which have diffused apart by more than one pixel can be assigned to the same cluster.
If the size of the square has been chosen carefully, this allows to reconstruct even multiple X-ray hits
per event, provided the distance between the hits is large enough. A more detailed description of the
reconstruction method can be found in Reference [127].
The characteristics of the reconstructed data samples can be improved by applying selected cuts to
remove background events and reject events of poor quality [127, 135]. The only selection applied for
the analyses in the following is a cut on the center of the reconstructed X-ray objects. If the central
position of an reconstructed X-ray object is more than 2 mm away from the center of the pixel area it is
rejected. This is done to ensure that all electrons resulting from a X-ray event are collected on the active
area of the chip. Without the cut, electrons created by X-rays close to the chip edges might drift to the
anode plate surrounding the chip or to insensitive areas of the dykes and thus, escape detection. Such
events can bias the number of reconstructed pixels towards lower values and are therefore excluded from
further analysis.
4.3.3 Active region and occupancy
An important characteristic of InGrid detectors is their active region. The more of the pixel area is
sensitive to the detection of charge carriers the better. This active area of InGrids is already reduced
as some pixels are covered by grid supporting dykes. The dykes are made of undeveloped SU-8 and
positioned at the borders of the pixel area. They have a width of about 500 µm and provide additional
support and thereby mechanical stability for the grid. The drawback is that a considerable amount
of pixels is covered by solid SU-8 and therefore insensitive to arriving charge carriers. For future
production cycles an improved layout is proposed which provides a considerable increase of the active
area by moving the dykes partly out of the pixel area [129, 130].
Besides the insensitive areas introduced for technical reasons, it is of importance to avoid any addi-
tional dead spots. To examine to what extent the pixel area of the chip is sensitive to arriving charge
carriers the occupancy of the devices is studied. To this end a two-dimensional histogram is created,
resembling the pixel chip as each pixel of the chip is matched with a pixel in the histogram. Each pixel
in the histogram are then filled with the number of times its equivalent on the chip has been activated.
The occupancy histograms obtained with a 55Fe source at a grid voltage of 350 V are shown in Fig-
ure 4.12 for two devices from the second production cycle (a,b) and for four devices from the third run
(c-f). Broken columns are masked and show therefore no entries.
The general structure of the observed occupancy is very similar for all tested devices. The position
of the source above the InGrids is marked by the area of high occupancy near to the center of the chips.
Towards the edges of the chip the number of hits decreases. Nearly no hits are observed close to the
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(a) K07-W0057 (b) J07-W0057
(c) G02-W0056 (d) F02-W0056
(e) H04-W0056 (f) L04-W0056
Figure 4.12: Occupancy plots from InGrids produced on 8 ′′-wafers. The devices in (a) and (b) are from the
second production run, while those in (c) to (f) were fabricated in the third run.
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(a) Clean (b) Residuals
Figure 4.13: Microscope image of grid holes of the chip K07-W0057. In (a) an area with normal sensitivity is
shown, while (b) depicts an area with reduced sensitivity.
dykes. This is caused by the detector setup. The InGrid is separated from the anode plate by a gap with
the size of O(mm) (see. Figure 4.10d). The gap is at a much lower potential than grid and anode plate,
causing the field lines of the drift field to bend towards it. Electrons following these field lines end up
in the gap instead of being detected close to the dykes in the outer regions of the pixel area.
Apart from this general agreement with the expectation, small areas with a reduced number of hits
are observed. This is in particular conspicuous for device K07-W0057 from the second production
cycle. Small spots with less occupancy than in their close proximity are present in the region of high
occupancy. Additionally, a larger area where nearly no hits are detected is present in upper central
region of the device. Although less distinct, the same observation can be made for all presented devices.
The affected areas are much smaller for devices from the third production cycle with only single pixels
being affected in some cases.
The reason for the less sensitive and unresponsive areas respectively are residuals from the final
development and cleaning of the SU-8-layer (cf. Section 4.2.2). Leftovers from this last production
steps can attach to the grid and influence the amplification in two different ways. The first one is
apparent from Figure 5.7 which shows a cutout of the amplification grid free of any residuals (a) and
one (b) with most holes completely covered by residuals. Closed grid holes can not collect electrons,
which are accordingly not amplified and escape detection. This is the more severe impact leftovers can
have. In the other case, pixels are not completely blocked but are less often activated than pixels in their
neighborhood. This also caused by residuals attached to the amplification grid, but they do not cover or
close any grid holes. Thus, it is still possible for electrons to enter the amplification region in that area.
The effect of the residuals is a decreased electric field in the amplification stage. This is due to a higher
relative permittivity, r, of the leftover material compared to the gas of the detector (r =3.2 to 4.1 for
SU-8 compared to r = 1.0 for argon). The reduced electric field results in a smaller detection efficiency
due to a lower gas gain (cf. Equation 4.5 in Section 4.3.5). Hence, less hits are counted on these pixels.
The effect can be verified by considering occupancy diagrams at increasing grid voltages as presented in
Figure 4.14. Small spots of reduced efficiency are distributed all over the pixel area at a grid voltage of
UGrid = 310 V. The situation improves a lot for UGrid = 340 V and even more at UGrid = 370 V. Thus,
it can be concluded that the unresponsive spots are indeed caused by local reductions of the electric
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Figure 4.14: Occupancy of the chip F02-W0056 at three different grid voltages.
field in the amplification gap. To some extent the effect can be observed for all devices from the third
production cycle. Graphs corresponding to Figure 4.14 can be found for G02-W0056 and H04-W0056
in Appendix A.2 (cf. Figure A.2 and Figure A.3 respectively).
As a consequence, the procedure for the final cleaning of InGrids fabricated on 8 ′′-Timepix wafer has
been extended by an additional cleaning procedure. The step of oxygen-plasma cleaning has been added
and will be applied in future production runs (it is already included in the description of the cleaning
procedure in Section 4.2.2).
4.3.4 Energy resolution
A key-figure in the context of X-ray measurements is the energy resolution. In case of an InGrid-based
readout their are several possibilities of determining the energy resolution. One way is to use the number
of pixels activated. This is possible as the number of electrons created by a X-ray photon is given by the
energy deposited in the detector divided by the mean ionization energy in the gas. If the electrons diffuse
apart and are detected on a single pixel each, counting their number is thereby equivalent to an energy
measurement. Fitting a Gaussian, with width σ and central value µ, the energy resolution is given by
the ratio, σ/µ. A second method uses the amount of charge detected on the pixel chip. In general this
method works similar to the one relying on pixel counting, but the energy resolution is obtained from
the charge spectrum. The obtainable resolution is thereby slightly worse than that of the pixel spectrum,
as it is also affected by fluctuations of the amplification processes. Another method is to measure the
charge signal at the amplification grid. When primary electrons are amplified in the amplification gap,
the moving charge carriers induce a on the grid. This signal manifests in short pulse which can be
decoupled from the otherwise constant potential of the grid with the help of a capacitor and a charge
sensitive amplifier.
The first two methods are used to obtain the energy resolution for three Timepix InGrids from the
third production cycle and for one from the second cycle. The resulting spectra are illustrated together
in Figure 4.15a and Figure 4.15b for the pixel and charge method respectively. Device K07-W0057
from the second production run is not included in Figure 4.15b, as no ToT -calibration exists for it. The
energy resolutions obtained with both methods are listed in Table 4.4 along with the charge thresholds5
of the pixel chips.
5 The threshold values have been calculated via Equation (4.4). The according calibration parameters can be found in Ap-
pendix A.1 (cf. Figure A.1).
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Figure 4.15: Comparison of pixel spectra (a) and charge spectra (b) measured with different InGrids at a grid
voltage of 350 V. Device K07-W0057 is missing in (b), as no charge calibration exists for it.
Chip Wafer ID
Production
Threshold
Energy resolution
cycle by pixels by charge
K07-W0057 EL5MX3X 2 − 6.13 % ± 0.11 % (6.87 % ± 0.10 %)
G02-W0056 E85MXGX 3 ≈ 952.34 e 5.32 % ± 0.08 % 7.21 % ± 0.07 %
F02-W0056 E85MXGX 3 ≈ 922.22 e 6.13 % ± 0.07 % 8.54 % ± 0.12 %
H04-W0056 E85MXGX 3 ≈ 1455.22 e 6.67 % ± 0.15 % 10.9 % ± 0.21 %
Table 4.4: Energy resolution and charge threshold as obtained for several Timepix InGrids produced in the second
and third production cycle. All measurements have been performed at a grid voltage of UGrid = 350 V.
For the pixel spectra it can be observed that the position of the photopeak for the 5.7 keV line is located
at about 230 pixels for devices G02-W0056 and F02-W0056 from the third production cycle. The peak
measured with the devices K07-W0057 and H04-W0056 is located at smaller values of 216 and 202
respectively. For H04-W0056 this can be explained with a roughly 1.5 times higher threshold value
which reduces the detection efficiency (see. Section 4.3.5 for more details on the detection efficiency
of devices from the third production cycle). For K07-W0057 it is also assumed that the smaller value
of the peak position is caused by a higher charge threshold without a charge calibration this can not
be conclusively confirmed. The measured resolutions are very close to each other. The best and worst
result are separated by 1.35 %. The worst energy resolution is obtained for H04-W0056. It is slightly
higher than that of the other devices. This is according to expectation, given the high charge threshold.
The high threshold results in systematically less pixels being activated and consequently in a smaller
denominator when the resolution is calculated.
The charge spectra of three InGrids form the third production run are plotted in Figure 4.15b. The
peaks are not centered around a common value, although the same grid voltage of UGrid = 350 V has
been applied in each case. For device H04-W0056 this is explained by the higher threshold. This can be
confirmed by comparing the mean charge per pixel for both devices, i.e. the mean value of the charge
peak (the photopeak in the charge spectrum) divided by the mean value of the pixel peak. This computes
to 5148 and 5261 for H04-W0056 and G02-W0056 respectively (cf. Figure A.4 and Figure A.5). From
the agreement between both values it can be concluded that the different position of the charge peaks are
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Figure 4.16: Energy resolution of a chip (G02-W0056) fabricated by the wafer scale production process. Pixel
spectrum (a) and charge spectrum (b), as measured with a 55Fe source at a grid voltage of UGrid = 345 V.
indeed caused by different threshold values. The same argument can not be used to explain the position
of the charge peak for F02-W0056, as it has approximately the same charge threshold as G02-W0056.
This hints at a higher gas amplification and is further addressed in Section 4.3.6.
A last observation is that the energy resolution obtained with G02-W0056 is for both methods sig-
nificantly better than for F02-W0056 and H04-W0056 which also originate from the third production
cycle. A possible explanation are the pixels/spots of reduced sensitivity discussed in Section 4.3.3.
Pixels with a reduced detection efficiency will broaden the pixel spectrum and bias it towards lower
values. As already discussed, the effect decreases for higher grid voltages. This means, that for a grid
voltage of UGrid = 350 V the effect is already small. Still, the gas amplification is reduced for these
pixels which results in an additional broadening of the charge distributions. By comparing Figure 4.14
in Section 4.3.3 with Figures A.3 and A.2 in Appendix A.2 it becomes apparent that G02-W0056 is less
affected than F02-W0056 and H04-W0056 which explains the higher energy resolution obtained with
this device.
Peak performance
The values in Table 4.4 have been obtained from spectra of reconstructed X-ray events. As explained
in Section 4.3.2 the only cut applied is on the position of the reconstructed photon on the pixel area. To
determined the best obtainable energy resolution further event selection is required. To this end a cuts
on root mean square deviation in transverse direction is applied in addition to the position cut. Only
reconstructed photons with a transverse RMS between 0.5 mm and 0.8 mm are used. This ensures that
only events are used for the spectra in which the electrons have diffused widely apart. This minimizes
the probability of having two (or more electrons) ending up on the same pixel.
The resulting distributions measured with the Timepix InGrid G02-W0056 at a grid voltage of 345 V
are depicted in Figure 4.16. Due to the much higher statistics compared to the measurements presented
in Figure 4.15 the features of the distributions become much more apparent. Photopeak (PP) and escape
peak (EP) are clearly distinguishable. Furthermore, a small accumulation of events at roughly twice
the amount of pixels/charge in the photopeak is observed which result from double photon events. The
energy resolution is determined for photopeak and escape peak which represent energies of 5.9 keV and
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2.7 eV respectively. The values compute to(
σ
µ
)
PP
= 4.97 % ± 0.3 % and
(
σ
µ
)
EP
= 8.03 % ± 0.12 %
for the peaks in the pixel spectrum and to(
σ
µ
)
PP
= 6.88 % ± 0.03 % and
(
σ
µ
)
EP
= 10.16 % ± 0.16 %
for the charge spectrum. The obtained values are for both methods compatible for what has been mea-
sured with a device from the original production run (cf. Reference [136]). Hence, at least single
devices made by the new production process are capable of achieving a performance similar to the one
of devices created by the old method. Confirmation that the improvement is indeed the result of the cuts
can be found in Appendix A.6, where the corresponding values are presented for the same conditions as
used for the measurements summarized in Table 4.4.
4.3.5 Detection efficiency
The single electron detection efficiency, D, is another important figure of merit for InGrid detectors.
If an InGrid is fully efficient at detecting single electrons, each electron arriving at its amplification
grid is collected in a grid hole where it is sufficiently multiplied to exceed the charge threshold of the
underlying pixel. Thus, the detection efficiency strongly depends on the threshold of the pixels and the
charge distribution of the amplification process. For a charge threshold t it can be calculated from the
normalized gain distribution, p(N), by
D =
∫ ∞
t
p (N) dN. (4.5)
This yields the fraction of charge distribution for which the number of electrons exceeds the threshold
of the pixel. In case of InGrid detectors the charge distribution is given by Polya distribution (cf.
Section 3.4), so that Equation (4.5) becomes
D =
∫ ∞
t
1
N¯
(θ + 1)θ+1
Γ(θ + 1)
(N
N¯
)θ
exp
(
−(θ + 1)N
N¯
)
dN (4.6)
where N¯ is the mean gain, i.e. N¯ = G. Solving the integral yields
D =
Γ
(
θ + 1, (θ+1)tN¯
)
Γ (θ + 1)
, (4.7)
where Γ(a, z) denotes the incomplete gamma function6. Equation (4.7) depends only on the width pa-
rameter, the mean amplification and the threshold. The efficiency is plotted in Figure 4.17 as a function
of the grid voltage for different values of θ (a) and for a different gas gains as a function of θ in (b). The
efficiency increases for higer grid voltages, i.e. higher gains, and with higher values of the Polya width
parameter θ.
The detection efficiency can be studied by comparing the number of activated pixels, NPixel, with the
number of primary electrons, Ne. For measurements with a 55Fe source, the latter can be calculated
6 Incomplete gamma function: Γ(a, z) =
∫ ∞
z
ta−1e−tdt
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Figure 4.17: Theoretical detection efficiency for a charge threshold of t = 1000 electrons as a function of the grid
voltage (a) and as a function of θ (b).
from the energy of the photoelectron (5.9 keV) and the mean ionization energy of the gas mixture,
w95/5 = 26 eV [44], via
Ne =
5.9 keV
26 eV
≈ 227. (4.8)
The above number should be considered as a lower limit of the total number of electrons, as the used
gas mixture of argon and isobutane (95/5) is a Penning gas for which the ionization yield is increased
because of the Penning effect. The naive expectation is thereby given by the product of D and Ne.
The number of pixels is obtained by fitting a Gaussian to the photopeak. It is plotted in Figures 4.18a
to 4.18c as a function of the applied grid voltage for three Timepix InGrids of the third production
cycle. The expected efficiency is added for better comparison (red broken line). It is calculated from
the threshold values of the individual chips (cf. Figure A.1) and the gain curves obtained from charge-
per-pixel spectra of isolated pixels only (cf. Section 4.3.6). As the width parameter of the used pixel
spectra is given in ToT -counts (cf. Figure 4.20) it can not be expressed electrons and thus, not be
used in the efficiency calculation. For this reason, a value of θ = 1 is assumed, so that the calculated
efficiency represents a lower limit of the expectation (cf. Figure 4.17a). The number of pixels, as
indicated by the black squares, shows for all devices a very poor agreement with the expected behavior.
NPixel rises continuously with increasing voltage. While it is too small for low grid voltages, it reaches
the expectation value at approximately 350 V. From this point on it continues to rise in a roughly
exponential manner, exceeding the expectation value by far. The reason for the large number of activated
pixels at high voltages is that at high gas gains the charge from the amplification process of a single
electron can be spread over multiple pixels due to the presence of the protection layer. If the amount
of charge spread onto a neighboring pixel is large enough to exceed the charge threshold of that pixel,
two pixels are activated instead of only one [123]. This phenomenon is more likely to occur at higher
gas gains where more charge is created in the amplification processes. To correct for this, the charge
asymmetry,
A = 1 − qLow/qHigh, (4.9)
is calculated from the high, qHigh, and low, qLow charge values of each pair of adjacent pixels, as plotted
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Figure 4.18: Number of pixels as a function of the grid voltage for three Timepix InGrids from the third production
cycle (a) to (c). The charge asymmetry, A, as function of the higher charge value, qHigh, (d).
in Figure 4.18d as a function of qHigh. Pairs with an asymmetry of at least 0.7, i.e. above the magenta
line, are combined to one charge deposition located at the position of qHigh. The result of the procedure
is depicted in Figures 4.18a to 4.18c by the green triangles. The rise for large voltages is decreased
significantly, even though an excess can still be observed for very high voltages. This may result from an
increasing number of isolated pixels with very low charge depositions, as observed in Reference [136].
Even more striking is the fact, that the number of pixels is much lower than the expected value
for low grid voltages. Systematic effects, like attachment of primary electrons in the drift volume or
a reduced collection efficiency cannot be the reason for this. Attachment would result in a constant
offset independent of the grid voltage. The observed deviation is larger for UGrid = 310 V than for
UGrid = 350 V. A reduced collection efficiency, C , can be ruled out with a similar argument. C
describes the probability of electron in the drift volume to reach a grid hole instead of ending up on the
grid. It depends on the ratio of the amplification field and the drift field, FR. For the used grid geometry
it reaches a maximum at FR ≈ 20 and remains nearly constant for larger values [63]. For the conducted
measurements, the field ratios vary from 198 to 248 and fall thereby into range of constant C .
An explanation for the observed behavior are local variations of the gas gain. The detection efficiency
is a function of the mean gas gain and its fluctuations. Thus, deviations from the gain distribution can
have a severe impact it. Such deviations have been observed in the previous section as result of the
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Figure 4.19: Gain determination with charge-per-pixel spectra for the Timepix InGrid G02-W0056.
production process. These deviations apply only locally to single/few pixels and are not represented
in Equation 3.47. Hence, these deviations are not taken into account in the calculation of the expected
efficiency by Equation 4.6, which results in too high values. Form Figure 4.14 (and Figures A.2 and
A.3) it is apparent that this effect is less important at higher grid voltages. This agrees very well with the
expectation, as depicted in Figure 4.17. For values of θ in the range of 2 to 3, full detection efficiency
is expected at a grid voltage of approximately 350 V. For higher grid voltages moderate fluctuations are
of no concern, as the detection efficiency has reached a saturation value. For low voltages a fluctuation
of 5 % has an considerably impact. At UGrid = 320 V, for instance, a reduction of the electric field by
5 % already results in reduction of the efficiency by 10 %.
4.3.6 Gas amplification
The mean gas amplification of an InGrid detector can be determined in three different ways. Two of them
are discussed below. The third method requires the decoupling of charge signals from the amplification
grid. The general procedure for this is described in Section 4.3.7 where it is used to identify sparks. It
has not been used for measurements of the gas gain and is therefore not considered in its discussion.
For both discussed methods the gas gain is measured for three devices from the third production cycle
at several grid voltages. Starting at a grid voltage of 310 V it is increased in steps of 10 V up to a value
of 390 V. From the 5000 to 10 000 events obtained at each voltage the gain is determined and plotted
as function of the voltage. As elaborated in Section 3.4, the mean gas gain is expected to show an
exponential dependence on the applied grid voltage. Thus, an exponential function of the form
A · eλ·U, (4.10)
where A and λ are free parameters, is fitted to the data points. The curves obtained in that way are used
to compare the gain of the tested devices.
Gain by charge per pixel
A method of measuring the amplification relies on the charge-per-pixel spectrum. Assuming that each
electron is detected on a single pixel, the charge measured on a pixel represents a direct measurement
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(a) Charge per pixel at UGrid = 310 V.
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(b) Charge per isolated pixel at UGrid = 310 V.
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(c) Charge per pixel at UGrid = 350 V.
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(d) Charge per isolated pixel at UGrid = 350 V.
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(e) Charge per pixel at UGrid = 390 V.
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(f) Charge per isolated pixel at UGrid = 390 V.
Figure 4.20: Charge per pixel spectra for a Timepix InGrid of the third production cycle. Compared are the spectra
for all pixels (a,c,e) and isolated pixels only (b,d,f) at grid voltages of 310 V, 350 V and 390 V.
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of the gas amplification. For InGrids, the gas gain can be described by a Polya distribution [63]. Thus,
the mean of Function (3.47), fitted to the charge-per-pixel distribution yields the mean gas gain. It
is difficult to determine the gain from distributions scaled in electrons. The reason for this can be
seen Figure 4.19a which depicts the charge-per-pixel spectrum for the device G02-W0056 and a grid
voltage of 350 V. The distribution is governed by extreme fluctuations which are strongest for small
amplification values. These are caused by the non-linear relation of charge in electrons and ToT -counts
(cf. Section 4.1.1) in contrast to the linear binning of the histogram. To avoid this problem, charge-per-
pixel spectra scaled in ToT -values are used for the fitting of the Polya distribution. The mean value of
the fit result is then converted into electrons via Equation 4.4 and considered as the mean gas gain for
the following discussion.
The method is prone to being biased by charge depositions of two (or more) electrons entering the
same grid hole. This is of particular importance given the small drift distance of the detector (dmax =
2 cm). Assuming that all the electrons from the photon conversion are created at the maximum possible
drift length and at the same position, 95 % of the electrons end up in an area covered by approximately
1875 pixels (for a transverse diffusion of DT = 475.05 µm/
√
cm ). From this naive estimation it can be
concluded that the probability that at least one pixel detects two electrons is larger than 10 %. Hence,
their influence is non negligible. As charge depositions resulting from two (or more) electrons are
much larger than for single electrons, they are much more likely to activate a adjacent pixel by charge
sharing. Consequently, taking only isolated pixels, i.e. pixels without activated neighboring pixels, into
account reduces the effect. The gain plotted in Figure 4.19b as a function of the grid voltage for the two
cases of “all pixels included” and “isolated pixels only”. According to expectations it is in both cases
well described by an exponential. Additionally, the slope is steeper if all pixels are considered which
is attributed to exclusion of charge depositions from multiple electrons. Exemplary charge-per-pixel
distributions used to determine the gas gains in Figure 4.19b are shown in Figure 4.20 for grid voltages
of 310 V, 350 V and 390 V. At UGrid = 310 V the distributions look very similar. This is due to the
fact that for a low gas gains even charge depositions caused by two electrons may be not sufficient to
exceed the charge threshold of two pixels. The distributions start to diverge at higher voltages until
two distinctive peaks have appeared on the left edge of the distribution for all pixels at UGrid = 390 V.
The distributions obtained from isolated pixels alone shows for the same grid voltage a much better
agreement with a Polya distribution. The peaks on the rising edge are still present, even though they are
strongly suppressed. From this it can be concluded that they do not result from charge sharing alone.
It should be mentioned, that taking only isolated pixels pushes the gain towards lower values. Charge
sharing is not only caused by multiple electrons entering the same grid hole. It can also occur at the
amplification of single electrons, especially, if high grid voltages are applied. Thus, the slope of the
actual gain curve should be between the slopes of the two methods presented above. Given the high
probability of electrons ending up in the same grid hole the actual gain should be closer to the gain
obtained from isolated pixels than to the gain obtained from all pixels. However, up to now there is
no scheme to differentiate between charge sharing induced by amplification of multiple electrons and
charge sharing due to high gain.
Gain by charge per event
The gain can also be determined from the amount of charge and number of pixels observed in the
photopeak of the measured 55Fe spectra. Their ratio is a measurement of the mean gas gain, i.e.
G =
q [e]
Ne
, (4.11)
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Figure 4.21: Gain determination with the charge in the photopeak. Comparison for corrected and uncorrected
number of pixels (a) and comparison with charge-per-pixel method (b).
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Figure 4.22: Comparison of the gas gain for three different chips of the third production cycle for the charge-per-
pixel method (a) and the charge-per-photopeak method (b).
where Ne is the number of detected electrons from the primary ionization processes. This method does
not allow to measure fluctuations of gas gain, as it measures the mean of Ne processes. For an InGrid
detector Ne is ideally identical to the number of activated NPixel. As already discussed, NPixel may be
larger than Ne, thus, the same correction as presented Section 4.3.5 can be applied.
Gain as function of the grid voltage is depicted in Figure 4.21a for the corrected (red line) and uncor-
rected (blue line) case. In both cases, the gain shows an exponential behavior. The gain is steeper if a
correction is applied, as NPixel is reduced while the amount of charge is left unchanged. By comparison
with the gain obtained from the charge-per-pixel spectra it can be determined that the gain rises too fast
in the corrected case. As can be seen in Figure 4.21b, the gain obtained with uncorrected values of
NPixel (blue line) agrees very well with the gain obtained from charge-per-pixel spectra (green line), if
all pixels are included in the analysis. In both cases, pixels with small charge depositions which result
from charge sharing, are taken into account.
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(a) Charge-per-pixel spectra.
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Figure 4.23: Comparison of charge-per-pixel spectra for different devices from the third production cycle, mea-
sured at a grid voltage of 350 V.
Gain for different chips
The gain curves obtained for three chips from the third production cycle (G02-W0056, F02-W0056
and H04-W0056) is depicted in Figure 4.22a for the charge-per-pixel method and in Figure 4.22b for
the charge-per-photopeak method. In both cases the observed gain curves are for all three devices
compatible with the assumption of an exponential rise as presented by Equation 3.46.
Nearly identical slopes are obtained for the gain curves determined by charge-per-pixel method. Small
deviations are observed at grid voltages of 350 V/cm and 360 V/cm for the device with chip ID F02-
W0056. This is in agreement with the observations made in Section 4.15b for the charge spectrum of
the device (cf. Figure 4.15). To further examine these deviations the charge-per-pixel spectra and fitted
Polya functions are depicted for all three devices in Figure 4.23 for a grid voltage of 350 V. The spectra
show a poor agreement with each other. For device H04-W0056 this is attributed to the very different
calibration parameters which also causes the much higher threshold. For G02-W0056 and F02-W0056
the calibration curves are very similar, hence, the charge-per-pixel spectra should be similar too. This
is indeed the case for the rising edge of the distribution. The falling edge in contrast, is for F02-W0056
shifted to higher values. This is reflected in the parameters of the fit functions. While the mean values
(in electrons) of H04-W0056 and G02-W0056 differ by just 1.5 % the difference between F02-W0056
and G02-W0056 is approximately 15 %.
The gain curves obtained by the charge-per-photopeak method show larger differences between the
three devices. Furthermore, a larger deviation of single data points to the fitted gain curve is observed for
devices H04-W0056 and F02-W0056. This is in particular notable for small amplification voltages. The
general trend already observed for the charge-per-pixel method can be confirmed. The gain is largest
for F02-W0056 and smallest for H04-W0056.
Changes in the environmental conditions, in particular in the barometric pressure are only of small
consequence to the observed gain, as elaborated in Appendix A.5.
Gain homogeneity
To further assess the homogeneity of the amplification process it is examined for one device (G02-
W0056) in detail. To this end the amplification of a large data set (roughly 1 600 000 events) recorded
at a grid voltage of 345 V is studied for each pixel. Only a cutout of the central 100 × 100 pixels is
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(a) Charge per pixel for the central chip area.
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(b) Charge per pixel for a single pixel (x = 79, y = 116).
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Figure 4.24: Gain per pixel for a cutout of the central 100 × 100 pixels area of the chip.
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Figure 4.25: Comparison of occupancy (a) and mean amplification (b) for the same 20 × 20 pixels cutout of the
Timepix InGrid H04-W0056.
considered. This way, regions of low occupancy, and hence, low statistics are excluded. From the
distribution shown in Figure 4.24a it is apparent, that the charge-per-pixel distribution in the selected
area is very similar to those of the whole chip area and its mean amplification value of N¯ ≈ 4900
matches the expectation obtained from the fitted gain in Figure 4.19b (which computes to 4887).
A charge-per-pixel spectrum is created for each individual pixel and a Polya is fitted to it. An exem-
plary result is depicted in Figure 4.24b. The mean values, N¯, are depicted in Figure 4.24c according to
their position on the chip. The resulting distribution is not very homogeneous. Especially in the upper
corners a much higher amplification is observed than in the central region. The distribution of the mean
values (Figure 4.24d) further supports this observation. The distribution can be approximated with a
Gaussian which is in agreement with the central limit theorem. The center of the Gaussian is roughly
at the position of the mean gas gain and it possesses a tail towards higher amplification values. The
width of σ = 464 electrons is comparatively high, which means that the amplification shows significant
fluctuations over the chip area. This is further backed up by the root mean square deviations. These
are depicted for each pixel in Figure 4.24e and their distribution is given Figure 4.24f. The distribution
of the RMS values per pixel follows basically that of the Polya mean values. However, the peak value
of the RMS distribution is roughly located at 1750 electrons, which is considerable and implies large
deviations of the gas gain.
As the occupancy is mainly determined by the position of the radioactive source (cf. Figure 4.12),
there is no absolute measure for the occupancy of an arbitrary pixel. A relative measure can be obtained
by comparing the occupancy of a pixel with the occupancy of its direct neighbors. This is done in Fig-
ure 4.25a for a 20 × 20 pixels cutout of the chip H04-W0056. The transition from reddish colors in the
left and central part of the cutout to yellowish colors in the right part is caused by occupancy differences
due to the position of the source. Besides this color gradient, there are individual blueish/greenish pixels
which stick out. They are activated significantly less often than their neighbors. The same pattern is
observed in Figure 4.25b which depicts the mean gain per pixel for the same cutout area. Most pixels
show a mean gas gain roughly in the range of 55 to 72 ADC counts. Only the pixels for which a reduced
occupancy is observed show considerably reduced gain. This confirms the assumption of a correlation
between reduced gain and reduced occupancy for single pixels.
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4.3.7 Spark protection
An important property of pixel chips with an integrated amplification stage is their ability to withstand
discharges. As the amplification process fluctuates statistically, discharges may occur even at moderate
voltages. Without a sufficient protection the charge induced by such sparks is likely to destroy the
electronics of the pixel chip. This is in particular a problem if the chip is used in an environment where
huge localized charge depositions are possible which make discharges even more likely to occur.
When a discharge occurs a substantial amount of charge can be deposited onto the pixel chip. The
spark can cause a high temperature plasma and locally melt the area around the hit pixel [123]. In
addition, the pixel electronics may cease to work because of getting overcharged. This can affect large
areas of the chip, as a failing pixel can create a short circuit between electric lines and many pixels share
the same electric interconnections. Consequently, even a single spark is capable of destroying a pixel
chip.
To prevent InGrids from being destroyed by discharges they have to be safeguarded. One way to
achieve this is to cover the sensitive area of the chip with a thin but highly resistive layer which added
directly on top of the pixel matrix of the chip. This concept has been first described in [137] and is
inspired by resistive plate chambers (RPCs) [138]. For charges originating in the amplification processes
the protection layer acts like a resistor, creating potential difference across the layer which results in a
locally decreased electric field. This means that charge accumulating on the resistive layer is drained
much slower than it is deposited by the discharge. Therefore, a space charge builds up and the field in
amplification gap is reduced, quenching the discharge.
The fabrication process of such a layer is described in Section 4.2. It can be characterized by its
virtual capacitance7, CProt, and its resistance, RProt, which are given by
CProt =
Ar0
d
and RProt =
ρd
A
(4.12)
respectively. Thereby, denotes d the thickness of the SixNy-layer, A the area it covers and 0 the vacuum
permittivity. Typical values for the relative permittivity, r, are in the range of 6.5 to 8.7 [124], while the
specific resistance, ρ, is typically about 1013 Ω cm [123].
The protection layer has to be of high quality to quench sparks effectively. It has been observed [131]
for InGrids from the second production cycle that chips covered by layers with imperfections and defects
are not sufficiently protected. They are destroyed even at moderate voltages as soon as discharges occur.
An explanation for this can be illustrated with the help of Figure 4.26. The figure shows the cross section
of the protection layer taken with a focused ion beam (FIB). The left picture depicts a device from the
second production run. While the layer is in general very homogeneous, thin cracks can be observed.
They run from the top of the SixNy-layer down to the pixel. It is possible for charge carriers to follow
these cracks and thereby pass the protection layer unhindered. This effectively degrades the protection
offered by the layer to a point where the chip is nearly as easily destroyed as without it. The cracks
were caused by a malfunction of the deposition machine. The result of the deposition procedure with a
functional machine can be seen in the right hand side FIB image of Figure 4.26, which shows an InGrid
from the third production cycle. The protection layer is very uniform and shows no hint of any cracks.
The inhomogeneities in the picture result from the polishing required for FIB imaging and are no reason
of concern.
7 The capacitance is considered virtual because of the missing electrode on top of the layer which allows the charge carriers
to move freely.
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(a) Second production run [131]. (b) Third production run.
Figure 4.26: Focused ion beam pictures of the cross section of the SixNy protection layer of InGrids produced on
wafers. In (a) a device from the second production run is shown. Cracks run from the top of the layer down to
the pixel. (b) shows a device from the third production run. The inhomogeneities result from the polishing for the
picture creation. Otherwise, no cracks are visible.
Measurements
To verify the functioning of the protection layer dedicated tests have been performed. For this, the de-
tector setup is used as described in Section 4.3.2. A 55Fe source is employed to induce discharges by
applying very high voltages to grid, i.e voltages in the range of 405 V to 450 V. Two event display of
such a discharges are presented in Figure 4.27, for an event with one (a) and two (b) discharges respec-
tively. The position of the discharge is clearly visible by the circular area of high charge deposition.
The spark affects not only the pixels which are directly hit but causes also the columns containing these
pixels to count large charge values. This can be explained by the fact that all pixels in one column are
interconnected. Furthermore, the areas near to edges of the chip, parallel to the columns count large
amounts of charges. The reason for this is, still under investigation. Another observation that can be
made from Figure 4.27, is that in both events single hits are present, which seem not to be connected
with the discharge. Indeed this behavior can be observed in many events at high grid voltages, even if
no discharge occurs. These hits have already been observed in Reference [136] and a contribute to the
phenomenon of hits exceeding the expected saturation limit at high charges (cf. Section 4.3.6). The
origin of these additional hits is still unclear and needs further investigation.
Events like those depicted in Figure 4.27 indicate, that the InGrids from the third production cycle
are capable of surviving single discharges. To further assess the quality of the protection layer of chips
from the third production cycle, a more thorough testing is required. To this end, the experimental setup
(cf. Section 4.3.2) is extended to measure signals on the amplification grid. This is possible, as electrons
and ions created in the amplification process heed towards the pixel readout and grid respectively. The
movement of the charges induces a current on the grid, which is compensated for by the high voltage
supply. This manifests as a pulse on the high voltage line, which can be decoupled by a properly chosen
capacitor. The detection of discharges follows the same measurement principle. The required circuitry
is sketched in Figure 4.28a.
To decouple a signal from the grid two capacitors of 47 pF are connected to it. The two resistors
RHV and R1 of 12 MΩ each prevent the signal from being drained by the high voltage supply and
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(a) (b)
Figure 4.27: Discharges as recorded by a chip (G02-W0056) from the third production cycle. The position is of
the discharges are marked by the circular areas of high charge values.
ground respectively. The test input VTest and the connected capacitor CTest = 4.7 pF allow for a charge
calibration of the setup (cf. Appendix A.8).
The capacitors act as input for two channels of a charge sensitive amplifier (CSA), which amplifies
the signals to an extent where they can be readout with a fast digital to analog converter (FADC) or
further processed with a NEMbox8 logic unit. The CSA has formerly been used in the TPC of the
ALEPH experiment [140] and is well suited to the task. It comes with 16 channels and a linear range
of about 1 V at an equivalent noise charge (ENC) of 600 [141]. The final shaping of the CSA output is
done by a filter which shapes the signal into a bipolar pulse with a constant rise time, tR, of about 200 ns.
Signals recorded in the above way and digitized with a FADC at a sampling frequency of fS = 1 GHz are
depicted in Figure 4.28b. The green curve originates from a 5.9 keV X-ray photon, measured at a grid
voltage of 410 V while the black curve represents a discharge, recorded at the same grid voltage. The
different pulse heights of X-ray events and discharges makes it easy to distinguish the two cases. Thus,
discharges can be detected by using a sufficient high trigger threshold, for which a value of 500 mV has
been chosen. At higher grid voltages, starting at about 415 V, event displays suggest that no typical
X-ray events can be recorded anymore, but each photon causes a discharge, so that the choice of the
threshold becomes less important.
The counting of the discharges is performed by the NEMbox. The programmed counting logic does
not only detect and count discharges, but makes also sure that the chip is still working. To this end
the shutter signal (cf. Section 4.1) from the Timepix chip is also fed into the NEMbox and used for
the creation of a gating signal. This means that the absence of the shutter is used to signal that the
chip has stopped working. The shutter is not generated by the chip but by the readout. Thus it can be
sent even if the chip is not working anymore. Additionally, if the chip is broken, the MUROS will not
be able to communicate with it and abort data taking. Hence, no further shutter signals are sent. In
this case the programmed logic takes care of a safe ramp down of the supply voltage of the grid and
stops counting. The length of the gating signal has to be properly chosen to ensure continuous counting
8 NEMbox - Nuclear Electronics Miniature Box, a standalone data acquisition module, which can be graphically programmed
by the user to implement custom logic and data acquisition schemes [139].
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Figure 4.28: Spark counting. The circuitry for decoupling signals from the amplification grid (a) produces pulses
(b), which greatly differ in size for discharges and regular signals.
without unnecessary ramp downs of the high voltage. The time required for the readout of the Timepix
is not constant. Therefore, a gating signal with a length of 625 ms has been chosen, which is about five
times the mean time required for the data acquisition and the subsequent readout of the chip. This way
it is ensured that the setup stays active even if the time between two shutter signals takes much longer
than usual. The gate is restarted each time a shutter is detected, yielding a gating scheme which is at
most active for the fivefold time of an acquisition cycle after the chip is broken. Due to the long duration
of the discharge measurements (O(103 s)) the maximum number of sparks counted after the breaking of
a chip is negligible.
Four InGrids from the third production cycle have been tested for the ability to withstand discharges.
Starting with 400 V, the grid voltage has been increased in steps of 5 V and the occurring discharges
have been counted. The results of these measurements are summarized in Table 4.5. The functional
range stated is the voltage range, for which the chip has been tested without any observed discharges,
while the breaking voltage denotes the voltage applied when the chip died. Two chips from the second
production cycle are listed for better comparison, even though no discharge counting has been performed
on them. Each tested InGrids from the third run performed well for grid voltages in the range 300 V
to 390 V while devices from the second run already ceased to work at voltage of 370 V to 380 V. For
InGrids from the third run, discharges started to occur at about 400 V. Three of for tested chips were
capable of withstanding O(104) discharges. Up to a grid voltage of 445 V. Thus, it can be concluded,
that InGrids from the third production cycles are much more resistant to occurring sparks than their
predecessors from the second run. The refined procedure for the deposition of the SixNy results in
a protection layer of higher quality, which is in most cases capable of withstanding a large number of
discharges. Moreover, the destruction of one chip, F02-W0056, at a moderate voltage of 400 V indicates,
that individual devices still suffer from limited protection. For the readout of a TPC the protection seems
to be already sufficient. For the used gas mixture of Ar:iC4H10 (95:5), typical voltages for the operation
of an InGrid are in the range of 340 V to 360 V, for which all tested devices showed a good and very
stable performance.
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Chip Prod. cycle Functional range Recorded discharges Breaking voltage
K07-W0057 2 300 V to 370 V 0 380 V
J07-W0057 2 300 V to 360 V 0 370 V
G02-W0056 3 280 V to 400 V 17 401 >450 V
F02-W0056 3 280 V to 390 V 14 400 V
H04-W0056 3 280 V to 400 V 10 854 450 V
L04-W0056 3 300 V to 390 V 12 987 >450 V
Table 4.5: Observed discharges for InGrids from the second and third production run. Dedicated measurements
for the counting of discharges have only been performed for devices from the third run.
4.4 Summary
InGrids are a promising option for the readout of a TPC at the ILC, in particular due to their ability of
detecting single primary electrons, their high spatial resolution and their integrated readout circuitry. To
be applicable in such large experiments a large scale fabrication process is required. Such a process has
been developed by transferring the original process to the production on 8 ′′-wafers.
Devices from the first three production cycles of the new fabrication process have been tested. Energy
resolutions of approximately 5 % and 7 % for pixel and charge spectrum respectively could be observed
in measurements of the 5.9 keV line of a 55Fe source which is comparable to values obtained with de-
vices from the original production process. These values represent an upper limit for the performance
of devices created by the new process so far. An analysis of the active region has shown that all devices
suffer to some extent from contamination by residuals of the production process. These residuals cause
local reductions of the gas amplification which results in a decrease of the detection efficiency. Due
to these gain variations the distribution of the mean gas gain is additionally broadened which impacts
charge based measurements. As a consequence, the production process has been extended. An addi-
tional step of oxygen-plasma cleaning is added to the development and cleaning procedure of the SU-8
to reduce the occurrence of residuals in future production cycles.
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Simulation of a pixelized TPC at the ILD
As presented in the previous chapter, it is possible to produce large amounts of InGrid detectors in one
production cycle, making the technology available in large quantities. Thus, a central requirement for
their application in large experiments like the ILD can be considered as fullfilled. Without building a
large area prototype, the prospects of such an approach can only be assessed by detector simulations.
Especially, when it comes to pixelized readouts the level of detail of the simulation has to be sufficiently
high. As already mentioned in Section 3.5.1, a TPC readout consisting of InGrids is capable of resolving
single electrons. This is one of the key features of a pixelized readout. To reflect this, the simulation
of such a readout has to track individual primary electrons as well. This applies for all the major steps,
starting with primary ionization over drift through to gas amplification and readout.
The level of detail is not the only matter to deal with when simulating a pixelized TPC for the ILD.
As described in Chapter 3 the working principle of a TPC demands a homogeneous electric field to
reach the highest possible resolution. Distortions of the drift field seem to be unavoidable. The problem
of back-drifting ions has already been described in Section 3.6.1. But back drifting ions are not the
only cause of field distortions. Ions originating from the primary ionization processes stay in the active
TPC volume and distort the drift field in the same way as the ions originating from the amplification
processes. The influence of field distortions is no problem specific to InGrid-based TPCs it has to be
taken into account for a realistic description.
This chapter provides on overview on the tools and methods used to simulate an InGrid-based TPC as
main tracking device of the ILD. In Section 5.1, the tools and methods are discussed, which are required,
to simulate the backgrounds occurring in the TPC of the ILD. In Section 5.2 techniques for calculating
the electric field caused by the background charges in the TPC are introduced. Putting these pieces
together, Section 5.3 addresses the detailed simulation of muon tracks in the presence of backgrounds,
as well as their reconstruction. Afterwards, in Section 5.4, the chapter is summarized and concluded.
5.1 Simulation of detector backgrounds at the ILD
Although, the ILC can be considered as a clean experimental environment, especially compared to
hadronic colliders, backgrounds can not be avoided. The main origin of these backgrounds is beam-
strahlung, as described in Section 2.1.3, which creates electron-positron pairs as well as hadronic show-
ers (cf. Section 2.2.2). The impact of these backgrounds on the performance of a certain subsystem can
not be assessed isolated from the other subsystem but has to be derived from the backgrounds’ interac-
tion with the full detector. This is due to the fact that background particles may cross a certain subsystem
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Figure 5.1: Row based hit placement in Mokka. The charge detected on the colored pads is summarized by a
single hit per pad row.
unhindered, only to be scattered back from another detector component and eventually interact with the
first subsystem. Another example are particle showers created by a background particle in one subde-
tector being detected in another detector system. Therefore, a full detector simulation is required to get
a complete and realistic picture of the impact of background on individual detector systems.
The simulation program Mokka[142] has been developed to provide full detector simulations of the
ILD. It is based on the Geant4 framework[143] and capable of simulating several versions of the ILD
as they have been defined so far as part of its optimization process. All models are accessible from a
database, to which new versions can be easily added. This mechanism allows for fast and simple com-
parison of technology options and different version, thus, simplifying the optimization of the detector
layout.
For the simulation of the e+e−-pair background, Mokka takes its input from Guinea-Pig[144, 145],
a simulation tool for beam-beam interactions at e+e−-colliders. Guinea-Pig uses a so-called macropar-
ticle approach in which the particles of a bunch are grouped together and filled into the bins of a spatial
grid, from where they are tracked through the collision. Different models are used to describe the pro-
cesses contributing to the incoherent pair production (cf. Section 2.2.2). The Breit-Wheeler process
in which two real photons are involved is modeled from calculations of the leading order cross sec-
tion. In contrast, the Bethe-Heitler process and the Landau-Lifshitz process, which involve virtual
photons, are calculated by the means of the equivalent photon approximation (EPA) [146]. In the EPA
virtual photons are replaced by an equivalent spectrum of real photons if their virtuality is not too large.
Guinea-Pig generates output in its own ASCII1 based format which can be read by Mokka without
further conversions.
Furthermore, Mokka can take established generator file formats like StdHep[147] as input, allowing
to use it in combination with typical physics event generators. This method is applied for the simulation
of the backgrounds from γγ →hadrons, which are provided by event generator Whizard[148].
Designed as a full detector simulation, Mokka incorporates many different subdetectors. As for most
full detector simulations, this means that a trade-off between the level of detail and the required com-
puting time has to be made. Being the main simulation tool for any benchmarking studies performed
for the ILD, it has to be applicable in the mass production of physics events. For the simulation of the
TPC, some level of detail in the placing of the hits has been sacrificed in favor of computing time. In
radial direction, the energy depositions from the primary ionization processes are placed in the middle
of each pad row, at the same position the reconstruction algorithms for a real TPC would reconstruct
1 ASCII - American Standard Code for Information Interchange.
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(a) xy-projection. (b) zr-projection.
Figure 5.2: Overlay of 100 bunch crossings of the primary ionization of the e+e−-pair background at a center-of-
mass energy of 500 GeV. Depicted are projections into the xy-plane (a) and into the zr-plane (b).
them. In the following step, during the digitization of the hit with MarlinReco[149], a smearing of the
size of the assumed detector resolution is applied. After this, any hits which are close to each other than
the assumed double hit resolution are merged. This method is fast and simple, thus, it is well suited for
producing a large number of events. It even yields the correct values for the covariance matrix when
fitting tracks, since the errors applied to the hits are known.
For the simulation of a pixelized TPC, the above described method is not precise enough. Current
detector models by default assume pads with a width of 1 mm in azimuthal direction and 6 mm in radial
direction. Thus, each hit is separated by at least 6 mm, even if the track it belongs to runs radially from
the beam pipe to the calorimeter. Pixels are much smaller. For this reason, not every row of pixels is
hit and the simplified method of placing the energy depositions on the readout plane can not be applied.
Another problem of the simplified method is that it is difficult to accurately determine the spread of
the charge in the rϕ-plane. This is in particular difficult for tracks with a low angle to the pad row, i.e.
large angles to the pad axis, as indicated in Figure 5.1. However, a precise assessment of the number of
activated readout channels is very important for any occupancy study.
The TPC simulation within Mokka can be put into a more detailed mode to avoid the above prob-
lems. In this mode the hit placement is not based on pad rows, but a fixed upper limit is applied to the
simulation step length. This mode has originally been implemented for very low energetic particles.
Particles with an extreme small transverse momentum curl with a small radius, not exceeding the height
of a pad row. In the row based mode, it is possible that such particles never cross the center of a pad in
radial direction. Thus, no charge deposition is created. Te detailed mode is applied to all particles of an
energy below a user defined threshold. By setting this threshold to a value above the energy available
for created particles, the step limit is applied to all particles in the TPC and not only to those with a
very low transverse momentum. In Reference [150] it has been shown that the step limit is also working
reliably when applied to particles with a high energy.
Figure 5.2 shows a practical example of background simulations performed with Mokka and a limited
step length of 50 µm. Illustrated are 100 overlayed events of pair background projected into the xy-
plane and zr-plane respectively. What appears in the xy-plane to be small and very localized charge
depositions can be identified as microcurlers in the zr-plane. Moreover, individual tracks forming a
helix around the inner beam pipe can be easily identified.
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As part of the ILCSoft package Mokka stores its output in the linear collider I/O (LCIO) format, which
represents a persistency framework and event data model [151]. This data model has in particular been
developed to bridge the gap between simulation and reconstruction and represents the de-facto standard
data format for software developments in the context of the ILC.
5.2 Calculation of field distortions
To evaluate the field distortions caused by space charges in a TPC it is necessary to determine potential
and derived electric field at any point in the sensitive area of the TPC. As known from electrostatics
the electric field ~E
(
~x
)
originating from an arbitrary charge distribution can be calculated by solving
Poisson’s equation:
∆φ
(
~x
)
= −ρ
(
~x
)
r0
, (5.1)
with electrostatic potential φ
(
~x
)
, vacuum permittivity 0, relative permittivity r and the charge density
function ρ
(
~x
)
. The difficulty to find a solution strongly depends on the complexity of the charge den-
sity function and the presence of boundary conditions. Even if no analytical expression is available to
describe the charge density function, the potential can be calculated by superimposing the potentials
caused by individual charge depositions of the charge distribution, at least if their exact positions are
known, which reduces the problem to finding an appropriate potential to satisfy any boundary condi-
tions. In the case of a TPC the imposed boundary conditions are given by the surfaces, ∂V , surrounding
the gas volume, V , which can be considered to be infinitely conductive. Therefore, a vanishing potential
is enforced on these surfaces. Or in other terms: ϕ
(
~x
)
= 0 for all ~x ∈ ∂V .
The geometry of a TPC in the environment of a collider, is described in Section 3.6.2. It can be
approximately described by a coaxial cavity. A detailed modeling of the field cage is not necessary and
surfaces surrounding the sensitive volume can be approximated by two concentric cylinders with radii
r = a and r = b with a < b. The structure is closed by two areas which connect the inner and outer
cylinder at z = 0 and z = L. A popular ansatz to satisfy boundary conditions like this is to construct an
appropriate Green function, G
(
~x, ~x′
)
.
The construction of such a Green function yields an infinite series of particular solutions of Equation
(5.1), which can be found by the method of separation. However, there a several ways of finding the par-
ticular solutions, leading to different representations of the Green’s function, each of them with different
properties. This is a fortunate circumstance, as this can be exploited to avoid bad behavior of individual
representations in certain cases. While one series may perform poorly under certain conditions another
might work just fine, making adequate solutions available at any location by choosing the appropriate
Green’s function.
The following subsections illustrate three different representations of Green’s functions solving Equa-
tion (5.1) for the boundary conditions imposed by the presence of a TPCs field cage. Whenever actual
values for the dimensions of the TPC are required, they can be assumed to be a = 0.354 m for the
inner radius, b = 1.748 m for the outer radius and L = 2.225 m for the drift length. Each of the pre-
sented Green’s functions is suitable to derive the electric field in a different spatial direction. The three
representations are summarized from Ref. [152] and Ref. [153] which can be consulted for a detailed
derivation and further reading.
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5.2.1 Electric field in radial (r) direction
Since the present problem comes with a cylindrical symmetry, it is not surprising for solutions to rely
on Bessel functions. For the calculation of the electric field in radial direction it is most convenient to
choose a Green function represented by modified Bessel functions:
G
(
r, ϕ, z; r′, ϕ′, z′
)
=
1
piL
∞∑
m=0
∞∑
n=1
(2 − δm0) cos (m (ϕ − ϕ′)) sin (βnz) sin (βnz′) Rmn 1 (r<)Rmn 2 (r>)Im (βna)Km (βnb) − Im (βnb)Km (βna) ,
(5.2)
with βn = npi/L. The r-dependence in (5.2) is expressed by the product of
Rmn 1 (r) = Km (βna) Im (βnr) − Im (βna)Km (βnr)
and
Rmn 2 (r) = Km (βnb) Im (βnr) − Im (βnb)Km (βnr) ,
with r< and r> being a shorthand notation for
Rmn 1 (r<)Rmn 2 (r>) =
Rmn 1 (r)Rmn 2 (r′) , for a ≤ r < r′ ≤ b,Rmn 1 (r′)Rmn 2 (r) , for a ≤ r′ < r ≤ b. (5.3)
The electric field in radial direction is obtained by differentiating (5.2) with respect to the radius. The
derivatives in azimuthal and longitudinal direction yield divergent expressions, so that other representa-
tions have to be chosen to get the electric field in these directions. Differentiating (5.2) with respect to
r yields the expression
∂
∂r
G
(
r, ϕ, z; r′, ϕ′, z′
)
=
1
piL
∞∑
m=0
∞∑
n=1
cos
(
m
(
ϕ − ϕ′)) sin (βnz) sin (βnz′) ∂
∂r
(
Rmn 1 (r<)Rmn 2 (r>)
Im (βna)Km (βnb) − Im (βnb)Km (βna)
)
,
(5.4)
wherein only the r-dependent part, given by (5.3), has to be differentiated
∂
∂r
(Rmn 1 (r<)Rmn 2 (r>)) =
R′mn (a, r)Rmn 2 (r′) , for a ≤ r < r′ ≤ b,Rmn 1 (r′)R′mn (b, r) , for a ≤ r′ < r ≤ b.
The term depends on the size of the radius with respect to the radial position of the charge deposition
and on R′mn (s, t), which is given by
R′mn (s, t) =
βn
2
(Km (βns) (Im−1 (βnt) + Im+1 (βnt)) + Im (βns) (Km−1 (βnt) + Km+1 (βnt))) . (5.5)
Charge distributions in TPCs at colliders can often be assumed to be symmetric in azimuthal direction.
Here, any terms depending on ϕ or ϕ′ have to disappear. This can be achieved by skipping the summation
over m and setting m to m = 0 in (5.2) and (5.4) respectively. Thus, the cosine term vanishes and (5.5)
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can be written as
R′0n (s, t) = βn (K0 (βns) I1 (βnt) + I0 (βns)K1 (βnt)) , (5.6)
which simpliefies any calculation of the electric field in radial direction significantly.
5.2.2 Electric field in azimuthal (ϕ) direction
This innovative representation of the Green’s function has been introduced in Ref. [152] and makes use
of modified Bessel functions with real arguments but imaginary order,
G
(
r, pi, z; r′, ϕ′, z′
)
=
1
L
∞∑
k=1
∞∑
n=1
sin (βnz) sin
(
βnz′
) cosh (µnk (pi − |ϕ − ϕ′|))
µnk sinh (piµnk)
Rnk (r)Rnk (r′)
N2nk
, (5.7)
wherein the function Rnk (r), which is used to formulate the radial dependence, is given by
Rnk (r, µ) = Liµ (βna)Kiµ (βnr) − Kiµ (βna) Liµ (βnr) , (5.8)
and makes use of the abbrevating term
Liµ =
1
2
(
I−iµ (βnr) + Iiµ (βnr)
)
. (5.9)
Of major importance in Equations (5.7) to (5.9) is the imaginary order µnk of the modified Bessel func-
tions. These coefficients have to be chosen carefully to ensure the boundary conditions of a vanishing
potential at the radii of the inner and outer field cages. While this is enforced by the construction of (5.8)
for the inner radius a, only certain values of µnk guarantee the same for the outer radius b. These values
of µnk can be calculated by finding the first zeros of function (5.8), where the k-th zero for a chosen
order n corresponds to µnk. Function (5.8) for r = b and continuous µ is shown in figure 5.3a, displaying
its oscillatory behavior and the first 17 zeros. Figure 5.3b shows function (5.8) for order n = 1 and
values of k from one to three, which is equivalent to the first three zeros depicted in Figure 5.3a. As
depicted, the function satisfies the boundary condition at inner (r = a) and outer (r = b) radius for all
three values of µnk. Calculating the correct values for the coefficients µnk is only part of the problem,
as the even with this values the product Rnk(r) and Rnk(r′) yields unscaled values which still have to be
normalized. This can be done via the relation∫ b
a
Rnk (r)Rns (r)
dr
r
= δksN2nk, (5.10)
which determines the normalization constant, Nnk. It is most convenient to calculate concrete values of
Nnk by the means of numerical integration, even though an analytical expression for its calculation has
been derived in Ref. [152]. It is not an option, due to the big computational demand of this approach.
At this point all the terms in (5.7) are known, hence, the azimuthal field component can be determined
by taking the partial derivative with respect to ϕ, which can be formulated as
∂
∂ϕ
G
(
r, ϕ, z; r′, ϕ′, z′
)
=
1
L
∞∑
k=1
∞∑
n=1
sin (βnz) sin
(
βnz′
) Rnk (r)Rnk (r′)
N2nk
∂
∂ϕ
(
cosh (µnk (pi − |ϕ − ϕ′|))
µnk sinh (piµnk)
)
.
(5.11)
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Figure 5.3: Calculation of the coefficients µnk of the representation by Bessel functions of imaginary order and
real argument.
Again, only the term actually depending on the ϕ-coordinate has to be differentiated, which resolves to
the following solutions
∂
∂ϕ
(
cosh
(
µnk
(
pi − ∣∣∣ϕ − ϕ′∣∣∣))) = −µnk sinh (µnk (pi − (ϕ − ϕ′))) , for 0 ≤ ϕ′ < ϕ ≤ 2pi,µnk sinh (µnk (pi − (ϕ′ − ϕ))) , for 0 ≤ ϕ < ϕ′ ≤ 2pi.
5.2.3 Electric field in longitudinal (z) direction
Differentiating Green’s functions (5.2) and (5.7) with respect to z leads to diverging expressions. Hence,
another representation is necessary, one with a convergent derivative in longitudinal direction. Such a
representation can be constructed with the help of ordinary Bessel function and is given by
G
(
r, ϕ, z; r′, ϕ′, z′
)
=
1
2pi
∞∑
m=0
∞∑
n=1
(2 − δm0) cos (m (ϕ − ϕ′)) Rmn (r)Rmn (r′)
N¯2mn
sinh (βmnz<) sinh (βmn (L − z>))
βmn sinh (βmnL)
.
(5.12)
In the above function the complete radial dependence is expressed with the help of the function Rmn(s),
similar to cases of Green’s functions suitable for radial and azimuthal direction. In this case the function
is given by
Rmn (r) = Ym (βmna) Jm (βmnr) − Jm (βmna)Ym (βmnr) (5.13)
and has similar responsibilities as function (5.8) in the azimuthal case. While (5.13) guarantees a van-
ishing potential at the inner field cage, φ(r = a) = 0, for arbitrarily chosen βmn these coefficients have
to be selected carefully to satisfy the boundary condition at the outer field cage simultaneously, i.e.
Φ(r = b) = 0. To determine appropriate coefficients an approach similar to the azimuthal case can be
used and the coefficients are obtained by calculating the zeros of
Jm (x)Ym (lx) − Jm (lx)Ym (x) , with l = ab . (5.14)
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With xmn denoting the n-th zero of (5.14), the coefficients βmn are given by the relation xmn = βmnb. The
normalization N¯2mn depends on these values and can be expressed as
N¯2mn =
2
pi2β2mn
(
J2mn (βmna)
J2mn (βmnb)
− 1
)
. (5.15)
The electric field in longitudinal direction results from the partial derivative of that variable. As for the
representations given by (5.4) and (5.11) the derivative along the other two spatial directions results in
a diverging expression. Only the hyperbolic functions in (5.12) depend on the z-coordinate, so that its
derivative can be written as
∂
∂z
G
(
r, ϕ, r′, ϕ′, z′
)
=
1
2pi
∞∑
m=0
∞∑
n=1
(2 − δm0) cos (m (ϕ − ϕ′)) Rmn (r)Rmn (r′)
N¯2mn
∂
∂z
(
sinh (βmnz<) sinh (βmn (L − z>))
βmn sinh (βmnL)
)
,
(5.16)
with
∂
∂z
(sinh (βmnz<) sinh (βmn (L − z>))) =
βmn cosh (βmnz) sinh (βmn (L − z′)) , for 0 ≤ z < z′ ≤ L,−βmn cosh (βmn (L − z)) sinh (βmnz′) , for 0 ≤ z′ < z ≤ L.
5.2.4 Implementation
To make use of the calculation methods presented above, they have been implemented in a dedicated
software tool. This tools allows to calculate the electric field resulting from arbitrary space charges at
any given point in the volume of a TPC. The tool is not implemented into the Marlin framework [154] or
based on it like most software packages for the ILC. The main reason for this is the required computing
time. This applies in particular for the calculation of field values near to the source charge. To obtain
these values with a high precision, the summations over the involved series has to be performed up to
high orders. This makes these calculations very demanding in terms of computing time and therefore,
they should be avoided in the per event simulation of the TPC.
The electric field is calculated in a more general way, to retain a decent computational effort when it
is used in the simulation. Computing the field from the exact positions for all charge carriers in the TPC
volume is not feasible. Therefore, the charge distribution in the active volume is discretized by dividing
the TPC into small voxels. A field map is created for each of these voxels. Each field map consists of
discrete set of field values. The steps between the individual values are of the same size as the voxels
used for the binning of the charge. To this end, the charge of the voxel in question is set to unity and for
all the remaining voxels to zero. This yields a generic set of field maps which can be used to model the
electric fields caused by arbitrary charge distributions. This is done by scaling the individual field maps
with the appropriate charge values and superimposing them.
In many cases, the distribution of the space charges in a TPC is symmetric in the azimuthal direction.
The electric field caused by such distributions is also symmetric in this direction, i.e. its ϕ-component
is zero. In this case, a two-dimensional field map is sufficient and volume of the TPC is only divided
in radial and longitudinal direction. An example of the electric field caused by a positive sample charge
symmetrically distributed in azimuthal direction is depicted Figure 5.4. The field in radial direction (a)
is negative in the lower part of the chamber and positive in the upper part. Even though only the absolute
values are shown, the transition from negative to positive field values is clearly visible. The difference
in sign is caused by the mirror charges influenced on the inner field and outer field cages. The field lines
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Figure 5.4: Electric field caused by sample charge symmetrically distributed in azimuthal direction. The absolute
value of the electric field in radial direction, Er (a) and the field magnitude |~E| (b) as a function of the position z, r.
run from the charge deposition towards the field cages which act as drain of the potential. The field is
largest close to the space charge and drops towards the boundaries. The decrease is larger towards the
endplates where the radial component of the field has to vanish. The distribution of the absolute field
values (b) resembles an ellipse. The absolute field values are higher in direction of the field cages, than
in direction of the endplates. The field values are smallest where the field cages meet the endplates.
This is according the expectations, since both field values have to be zero at the interconnection of both
surfaces.
The calculated field maps are stored in generic data class of the LCIO data model. This way they are
compatible with other software packages developed in the context of the ILC.
5.3 Simulation and reconstruction of tracks in an InGrid-based TPC
As discussed in Section 5.1, Mokka does not provide a very detailed simulation of the processes specific
to TPCs. More specifically, it performs only the simulation, but not the digitization. The former refers
to the interaction of primary particles with the detector, i.e. the generation of energy depositions in the
detector. Digitization, in contrast, is refers to the simulation of the detector response to the primary
interactions up to a ADC response, i.e. the resulting signal. Mokka is a tool for the simulation part only
and the remaining steps have to be performed by other tools. For the mass production of events at the
ILC this is done by MarlinReco, as already indicated in Section 5.1. To get a deeper understanding
of the processes taking place in a TPC the digitization has to be performed with more detail. Even
though there exists a difference between simulation and digitization in particle physics, both terms are
summarized as simulation for the remainder of this work.
A very detailed simulation is available as part of the MarlinTPC framework [155]. MarlinTPC is
developed as a collection of tools for the simulation, reconstruction, and analysis of TPC data in the
context of detector developments for the ILC. It is a modular toolkit tailored to work with the event
data model implemented by LCIO. The modular structure provides an uncomplicated mechanism for
the comparison of different heuristics and algorithms, since modules, so-called processors, can be easily
exchanged. Furthermore, the usage of LCIO as I/O model allows to import data from other ILC software
packages, like Mokka, without conversion.
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5.3.1 Detailed TPC simulation
To investigate the potential of a pixelized readout, which is capable of resolving single primary elec-
trons, an equally detailed detector simulation is required. This means, the simulation has to capable of
describing the processes taking place in TPC (see. Chapter 3) at the level of single electrons. MarlinTPC
incorporates three different simulation chains, i.e. sequences of simulation modules, each with a dif-
ferent level of detail. For the simulation of a pixelized readout, the most detailed simulation chain is
required. Its general setup is extensively described in Ref. [156] and Ref. [157], and, therefore only
briefly summarized.
The primary ionization is simulated using a parametrization obtained from HEED[158]. Electron clus-
ters are placed along an ionization track according to this parametrization. The processor allows for
the simulation of curved tracks, due to the presence of a magnetic field. It furthermore includes the
simulation of δ-electrons, if their range is larger than 100 µm.
The drift of primary electrons is simulated by a stepping algorithm based on a Runge-Kutta method
of forth order. This allows to simulate the drift even in the presence of highly inhomogeneous electric
and magnetic fields. No assumptions like constant drift velocity in longitudinal direction or constant ωτ
(cf. Section 3.2.3) are made, but the drift is determined by solving Equation (3.33) in each step. Since
the stepping method also incorporates a self adjusting step size mechanism an optimal performance is
obtained for arbitrary field configurations. Displacement from diffusion is applied in each step according
to the size of the step to avoid any bias. Figure 5.5a depicts the total transverse diffusion values of drifted
single electrons. The distribution is well described by a two-dimensional Gaussian whose width in both
direction matches the expectation of σx,y = 551 µm2.
The simulation of the gas gain has to be done according to the technology used for the gas amplifica-
tion. For the simulation of a triple GEM stack a parametrization obtained from dedicated measurements
is available [68]. The gain is determined for each of the GEMs, taking collection and extraction efficien-
cies, as well as gain fluctuations into account. The resulting charges are distributed to the underlying
pads according to a two dimensional Gaussian distribution as exemplary depicted in Figure 5.5b. For
each pad an electronic response is simulated according to the amount of charge it received. Properties
of the readout electronics, like sampling frequency, rise time, and dynamic range can be controlled by
the user.
Simulation of a pixelized TPC readout
Pixelized TPC readouts are very different from pad based readouts. In case of InGrids, the charges
created in the amplification stage are not distributed on multiple channels, but mostly collected on a
single pixel. Thus, no detailed simulation of the charge distribution is required. The amount of charge is
determined from random values of a Polya distribution (cf. Equation (3.47)). The mean amplification,
N¯, can be defined by the user, as well as the parameter controlling the width of the distribution, θ.
The electronic response of the charge collecting pixels is also different from pads. For pads, the
pulses created by a CSA are measured with an ADC and sampled according to the readout frequency.
This allows for a good multiple hit resolution, as hits can be separated by analyzing their pulse shapes.
For the simulation of tracks in the TPC of the ILD, the same signal shaping is applied for pixels as
pads. This can be considered an idealized pixel chip, since it has unlimited multi-hit capability and an
extremely good signal separation due to the faster shaping. Even though an ASIC like this can not be
built, it is sufficient for an general assessment of the tracking capabilities in a large TPC. As long as
no signal splitting is required in longitudinal direction, i.e. only one track is simulated per event this
2 Calculated via σx.y = DT [µm/
√
cm ] ·√∆z [cm] with drift length ∆z and transverse diffusion constant DT .
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(a) Stepwise applied transverse diffusion.
x [mm]
-40 -30 -20 -10 0 10 20 30 40
y 
[m
m
]
520
530
540
550
560
570
580
q 
[e
]
0
500
1000
1500
2000
2500
3000
3500
4000
4500
(b) Charge depositions of a triple GEM stack.
Figure 5.5: Detailed TPC simulation muons emitted perpendicular to the beam pipe. The electrons have drifted
an approximate distance of 2150 mm in T2K gas and a drift field of 280 V/cm. (a) Distribution of transverse
diffusion values for single electrons and stepwise applied diffusion. (b) Charge depositions on a 100 µm × 100 µm
pixel endplate with GEMs as amplification stage.
represents a valid approximation for the electronics of a pixel chip. Moreover, it allows for an easy
comparison of different sizes of pads and pixels respectively.
If the length of the signal pulses is of importance the above signal shaping can not be applied anymore
and has to be exchanged in favor of a more accurate method. Pixel chips, like the Timepix chip (cf.
Section 4.1), measure charges usually by discharging a capacity fed by the CSA. The number of clock
cycles required for this is proportional to the detected charge, as the discharging of the capacitor is
mostly linear in time. The same scheme is also implemented in the readout chip of the next generation,
the Timepix-3 [119]. Thus, pixel chips only return two values per detected signal, the total deposited
charge, as measured in clock cycles, and the arrival time of the detected signal. To reproduce this values
in a realistic way, a more detailed pulse shaping has been implemented, which determines the length
of a signal pulse from a Timepix parametrization curve as described by Equation (4.3) and depicted in
Figure 4.3b. This results in a gain dependent distribution of the pulse length. Such distributions are
illustrated in Figure 5.6a for several mean values of the gas amplification. The distributions resemble
Polya distributions. This is due to the fact, the relation between detected charge and counted clock cycles
(cf. ToT -value in Section 4.1), is mostly linear. The non-linear part of the relation can be observed on
the left edge of the distribution which does not drop as quickly as a real Polya distribution would. It can
be observed that the distributions have an non zero intercept. This is caused by the charge threshold,
that has to be exceeded to detect a signal.
The size of the pixels can be chosen by the user by setting their pitch. Thus, the pixels are always
assumed to be quadratic in size. The active readout area of the TPC is represented by one large circular
chip, with a circular cutout for the inner beam pipe. This is in analogy to the pad layout used in
simulations, which is not divided into the actual readout modules too. The pixels are arranged in a
square pattern with an edge length of two times the outer radius of the TPC. Afterwards, all pixels
whose center is outside of the outer radius or inside the inner radius of the TPC are removed. This
results in some pixels protruding into area defined as insensitive. The effect of these pixels is very
small, as the pixel pitch, p, is typically well below 1 mm. The maximum distance a single pixel can
protrude into the insensitive area is given by d = p√
2
. Assuming nominal values for the inner and outer
radius of a = 384 mm and b = 1718 mm respectively and a pixel pitch of p = 1 mm, the increase of
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(a) Pulse length distributions for θ = 2.0. (b) Pixel layout at the inner field cage.
Figure 5.6: Pulse length distribution for different gas gains (a) and schematic of the pixel placing at the inner field
cage of the TPC (b). The pixel layout is not to scale.
the sensitive area can be calculated to be well below 0.15 %. The placing of the pixels is sketched in
Figure 5.6b. The broken line marks the inner radius of the sensitive volume. Pixels outlined in green
are added to the readout, while red pixels are removed from the layout.
5.3.2 Track reconstruction
The reconstruction of the tracks is done just as the simulation with MarlinTPC. There exists a detailed
reconstruction chain for the reconstruction of tracks in a GEM-based TPC with a pad readout. It covers
the whole range from pulse and hit finding over the search for track candidates to the fitting of tracks.
There exists flexibility in the choice of the heuristics, for instance, several methods for the finding of
hits are available. The existing methods cover test beam data as well as the output of full detector
simulations.
Compared to pad case, the existing reconstruction methods for tracks measured in an InGrid-based
TPC are very limited. The existing reconstruction method has been developed for the use with prototype
data. Therefore, it is only capable of dealing with a small amount of chips, i.e. a small sensitive readout
area, and lacks some requirements for method applicable on large scales. For this reason a simplified
method is employed. The hit finding is emulated by associating all activated pixels in an event to one
track candidate. This can be done only in a background free environment, where each event contains
only one single track. Thus, this fake hit finding is only applicable for simulated data, for which the
occurrence of backgrounds and the number of tracks can be controlled. For the determination of the
track parameters a helix is fitted to the track candidates. No charge information is used for the weighting
of the hits. An iterative procedure of cutting and refitting is used for the reaction of outlying hits and δ-
electrons. After the fitting, any hit with a residual larger than 2.5 times the root mean square of the tracks
residual distribution is removed from the track. Afterwards, the track is refit. The procedure is repeated
until the fit converges and shows no further improvement. This method provides a very basic kind of
pattern recognition, which works well enough for the fitting of single tracks. The effect it has on the
residuals of a track is illustrated by Figure 5.7, showing the residual distribution of a fitted track before
(a) and after (b) the iterative refitting. δ-electrons cause long tails in the distributions, as they create a
lot of charge when moving away from the track. The mechanism is illustrated in (c), where an example
track is shown. The enhanced cutout depicts in blue the charge depositions included in the track fit,
while the hits removed from the track are marked in orange. Excluding these hits improves the result of
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(b) xy-residuals after cuts and refitting.
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(c) Example track with outlier rejection.
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Figure 5.7: Track fitting by iterative outlier rejection and refitting. Residuals for a fitted track, before (a) and after
(b) the iterative cutting of the tracker hits. The removed hits (in this case resulting from δ-electron) are shown in
(c). The distribution of the reconstructed momenta of 2 GeV muons (d).
the final track fit significantly, allowing for a very precise reconstruction of the transverse momentum.
The reconstructed momenta of 2500 muons emitted under an angle of θ = 90° to the beampipe are
shown in (d). The reconstructed values agree very well with particle momementa of 2 GeV.
A large scale reconstruction scheme applicable to real data has yet to be developed. It requires a full-
fledged pattern recognition, capable of identifying and removing δ-electrons as well as the identification
of background. The track finding/fitting methods must be tailored to the use with pixel readouts as well.
Due to the ability of resolving single primary electrons a very large number of track points is generated
for each track. The track finding/fitting method has to work reliably even for such large numbers of
hits. This is not the case for many methods developed for a pad based readout. For example, the Hough
transformation as implemented in MarlinTPC performs well for pads and even for setups with a few
pixel chips [110]. On larger scales it is not an option anymore, as the computational effort becomes too
large. For this reason, dedicated reconstruction methods are currently under development [159].
5.3.3 Coordinate system
The coordinate system and the parameters used to describe tracks at the ILD is sketched in Figure 5.8.
As elaborated in the Section 3.6.2, the TPC at the ILD consists of a large volume, bisected at height of
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Figure 5.8: The coordinate system in the TPC of the ILD along with the parametrization of a track.
the interaction point (i.e. z = 0 mm) by a common cathode. Both volumes can be distinguished from
each other by the sign of the z-coordinate whereby by convention z > 0 denotes the side of the electron
beam. Hence, the two readout areas are located at z = ±2225 mm.
Two importan variables to parametrize tracks are d0 and z0 which denote the distance of the point of
closest approach (PCA) of the track to the z-axis and readout plane, respectively.
5.4 Summary
The combination of several software tools allow for a detailed simulation of a pixelized TPC at the ILD,
as illustrated in Figure 5.9, which shows whole simulation chain.
Guinea-Pig / Whizard
Generator level
Mokka
Full detector simulation
MarlinTPC
TPC Simulation / 
reconstruction / analysis
Field calculations
Look-up tables
Beam-beam interactions 
and background particles Space charge distributions Field distortions
Figure 5.9: Simulation chain for the detailed simulation of the TPC at the ILD, including backgrounds and their
impact on the electric drift field.
For the simulation of backgrounds, like γγ → hadrons and e+e−-pairs background, a full detector
simulation is required. Only this way, all interactions and their influence on the TPC are taken into
account. By employing a step size limit, Mokka can be tuned to simulate TPC backgrounds with a
level of detail sufficiently high for a pixelized readout. Space charge distributions obtained from these
simulations yield the input for the calculation of field distortions caused by them. Methods, like those
summarized in Section 5.2 permit the exact calculation of electric fields resulting from arbitrary space
charge distributions in a collider TPC. As the computational effort of these calculations is substantial, a
fast method relying on look-up tables has been developed which allows for fast and easy incorporation
of field maps caused by very complex space charge distributions. This way, they can be used in a
sophisticated simulation which models all the processes in a TPC to a very high level, starting from
primary ionization over electron drift through to a pixelized readout with integrated amplification stage.
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Prospects of a pixelized TPC in the
presence of beam induced backgrounds
It has already been stressed in the previous chapters, that a very high momentum resolution is a key
requirement for any ILC detector and in particular for its tracking systems. The TPC of the ILD has
been designed to meet this requirement, but it has to be guaranteed, that it will do so even in the presence
of backgrounds. This applies also to a pixelized TPC. Sources of background have been discussed in
Section 2.2.2. They are basically beam induced and rather low compared to hadron colliders. They still
affect the operation of a detector. Hence, they have to be included in performance studies.
For TPCs backgrounds typically manifest in the form of charge depositions, in the sensitive volume.
More specifically, background processes produce electron-ion pairs in the same way as photons and
charged particles (cf. Section 3.1). The resulting electrons may interfere with the reconstruction of
physics events and are the major contribution to the occupancy of the readout channels. The ions, in
contrast, need a long time to drift to the cathode where they are finally absorbed. Thus, a considerable
amount of quasi-stationary ions can accumulate in the volume of the TPC and distort the drift field, as
discussed in Section 3.6.1. These backgrounds have to be taken into account in a detailed simulation of
a TPC for the ILD. The methods and tools introduced in Chapter 5, allow to simulate an InGrid-based
ILD-TPC including backgrounds effects, such simulations have been performed for two center-of-mass
energies of the ILC. The value of
√
s = 500 GeV represents the maximum energy foreseen by the
baseline design, while the higher energy of
√
s = 1 TeV will be only accessible after an upgrade of the
collider (cf. Chapter 2).
The simulation of space charges resulting from the two main backgrounds and their spatial distribu-
tion is discussed in Section 6.1 of this chapter. Next, the influence of the detector backgrounds on the
occupancy of readout channels is addressed in Section 6.2. The field distortions in caused by charge
depositions due to detector backgrounds and their influence on drifting electrons is discussed in Sec-
tion 6.3. Subsequently, the pieces are put together and the impact of field distortions on the momentum
resolution of a pixelized TPC is examined in detail (Section 6.4). Consequently, the chapter is briefly
summarized in Section 6.5.
6.1 Space charges from beam induced backgrounds
To include charge depositions resulting from background processes in the simulation of a pixelized TPC
for the ILD, the main background processes (cf. Section 2.2.2) are simulated with Mokka as described
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e−−beam e+−beam σ [pb] N/BX
B B 230 318.0 0.63
B W 152 207.0 0.42
W B 152 174.0 0.42
W W 98 525.1 0.27
Total 633 224.1 1.74
(a)
√
s =500 GeV
e−−beam e+−beam σ [pb] N/BX
B B 273 742.0 1.37
B W 210 364.0 1.05
W B 210 415.0 1.05
W W 124 809.0 0.62
Total 819 330.0 4.10
(b)
√
s =1 TeV
Table 6.1: Cross sections for the γγ → hadrons background processes and the corresponding occurrences per
bunch crossing. B and W indicate beamstrahlung and Weizsa¨cker-Williams photons respectively [160].
in Section 5.1 of the previous chapter. A comprehensive list of the simulation parameters is given in
Table B.3 which can be found in Appendix B.
The simulation of the e+e−-pair backgrounds is straight forward. The output of Guinea-Pig yields
one event of e+e−-pairs induced from beamstrahlung per bunch crossing. Hence, the simulation of 1312
and 2625 events for center-of-mass energies of 500 GeV and 1 TeV respectively yields the total occur-
rence of e+e−-pairs during a bunch train. The corresponding beam parameters are listed in Table 2.2
where the ILC and the structure of its beams are discussed.
In the case of γγ → hadrons the situation is different. The occurrence of this background process is
determined by its cross section, σ, and the luminosity per bunch crossing, LBX . The number of events
per bunch crossing, NBX , can by calculated from these parameters via
NBX = L · σ with LBX = Lfrep · nb (6.1)
where frep is the number bunch trains per second and nb the number of bunches per train. The pro-
cess γγ → hadrons can be can be divided into four subprocesses depending on the contribution from
beamstrahlung photons and Weizsa¨cker-Williams photons. The numbers calculated for the four sub-
processes and both center-of-mass energies are listed in Table 6.1. The total number of γγ → hadrons
events per bunch crossing computes to 1.74 and 4.10 for
√
s = 500 GeV and
√
s = 1 TeV respectively.
The simulation of these backgrounds yields energy depositions in the TPC volume, which relate to
the number of electron-ion pairs by the ratio of the deposited energy, ED, and the average ionization
potential, wI = 26 eV [44], of the gas. The amount of charge deposited per bunch crossing in the
sensitive volume of the TPC is depicted in Figure 6.1. The charge depositions from e+e−-pairs follow
Gaussian distributions with mean value, µ, and width, σ. At
√
s = 500 GeV, as shown in (a), mean
value and width are given by
µ500 GeV = 2.19 × 105 e ± 1.54 × 103 e and σ500 GeV = 4.40 × 104 e ± 1.33 × 103 e,
respectively. For a center-of-mass energy of 1 TeV, as depicted in (c), these values come out as
µ1 TeV = 6.83 × 105 e ± 1.85 × 103 e and σ1 TeV = 7.84 × 104 e ± 1.54 × 103 e.
From these numbers it can be concluded that the charge deposition per bunch crossing rises approx-
imately by a factor of three when the center-of-mass energy is upgraded to 1 TeV. Thus, the total
charge deposition due to e+e−-pairs can be expected to be approximately six times higher than for
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Figure 6.1: Charge deposition per bunch crossing due to background processes. In (a) and (b) the charge depo-
sitions from e+e−-pairs and γγ → hadrons respectively are shown for a center-of-mass energy of 500 GeV. In
(c) and (d) the same distributions are shown for a center-of-mass energy of 1 TeV. The amount of charge for the
hadronic backgrounds is shown in logarithmic scale.
√
s = 500 GeV, as the upgrade also includes an increase of the number of bunches per train by a factor
of approximately two (cf. Table 2.2).
The case of γγ → hadrons backgrounds behaves very differently from the case of e+e−-pairs. As de-
picted in (b) and (d), the distributions do not resemble a Gaussian. The amount of charges deposited by
hadrons roughly follows an exponential distribution. Only the largest charge depositions are compatible
in size to the average amount deposited by e+e−-pairs. Still the amount of charge is considerable and
cannot be neglected when backgrounds are discussed.
6.1.1 Space charge distributions
Concerning charge depositions in a TPC, not only the amount of charge is of importance, but also its
spatial distribution. The radial behavior of the charge depositions caused by e+e−-pairs is shown in
Figure 6.2a for
√
s = 500 GeV and in Figure 6.2b for
√
s = 1 TeV. Plotted is in each case the charge
density, ρ, as a function of the radius, r. The charge density is given by the amount of charge in a unit
volume. Thus, it takes into account that a step in the radial direction can represent different volumes,
depending on the absolute value of the radius. The charge densities show a strong dependence on the
radius which can be described by a quadratic decrease towards higher radii.
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Figure 6.2: Spatial distribution of space charges caused by e+e−-pairs. The distributions as a function of the
azimuthal angle (c,d) are averaged over r and z. The distributions as a function of the z-coordinate (e,f) are
averaged over ϕ and z.
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Figure 6.3: Spatial distribution of space charges caused by γγ → hadrons. The charge distributions as a function
of the z-coordinate (a,b) are scaled to unit volume, while the distributions as function of the azimuthual angle, ϕ,
(c,d) and z-coordinate (e,f) are averaged over r, z and r, ϕ, respectively.
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The charge distributions for e+e−-pairs in azimuthal direction are shown in Figure 6.2c and Fig-
ure 6.2d. The charge is plotted as a function of the azimuthal angle ϕ. In this case it is not necessary
to use the charge densities, as equidistant steps in ϕ-direction represent volumes of the same size. The
distributions show for both center-of-mass energies some fluctuations around their mean values, but no
general dependency on the ϕ-coordinate is observed.
The charge distribution in longitudinal, z, direction is shown for e+e−-pairs in Figure 6.2e and Figure
6.2f. The amount of charge deposited in TPC decreases rapidly with increasing distance to the interac-
tion point, i.e. increasing values of the z-coordinate. The behavior can be described by an exponential
function as indicated in the two figures.
The space charges resulting from γγ → hadrons processes are plotted in the same way as function of
the spatial coordinates as for the charges deposited by e+e−-pairs. Figure 6.3a and Figure 6.3b depict the
charge density, ρ, as function of the radius, r, for both center-of-mass energies. Similar to the e+e−-pairs
case, the charge density strongly depends on the radius. It highest close to the inner beam pipe and
drops even more rapidly for increasing radii than for e+e−-pairs. The decrease can be described by a
combination of two exponential functions for both center-of-mass energies.
The dependency on the azimuthal angle ϕ, is depicted in Figure 6.3c for
√
s = 500 GeV and in
Figure 6.3d for
√
s = 1 TeV. The distributions show some statistical fluctuations around an average value
of. In contrast to the case of e+e−-pairs both distributions show a few spikes indicating large localized
charge depositions. In general the distributions show no systematic dependency on the azimuthal angle.
The charge distribution in longitudinal direction from e+e−-pairs and γγ → hadrons are very different
from each other. For the hadronic background the distributions are depicted in Figure 6.3e for a center-
of-mass energy of 500 GeV and in Figure 6.3f for the 1 TeV case. In contrast to the distributions from
e+e−-pair backgrounds discussed above, no systematic dependency on the z-coordinate is observed. The
amount of charge fluctuates around an average value, similar to the distributions for azimuthal angle.
Moreover, isolated spikes, representing large localized charge depositions. Apart from these spikes, the
charge depositions can be regarded as equally distributed along the z-coordinate.
Some general conclusions can be draw from the charge distributions, as they have been described
above. The deposited charge strongly depends on the radius. This is the consistent with the expectation
of both backgrounds being focused in the very forward direction (cf. Section 2.2.2). The same applies
for the missing azimuthal dependency. For the γγ → hadrons backgrounds, spikes indicating large
localized charge depositions are observed. These result from single events creating large amounts of
charge in the TPC. From Figure 6.1 it is evident that these events are rare. The spikes in the distributions
are much more prominent for
√
s = 500 GeV, than for
√
s = 1 TeV. This indicates, that these events
perish for
√
s = 1 TeV in the much higher statistics.
6.2 Occupancy
With the distribution of background charge depositions at hand, the occupancy can be determined. The
occupancy in a TPC depends on several factors, like the granularity of the readout, electronics shaping
of the detected signals. Pixelized readouts offer a much higher segmentation of the readouts area, hence,
a much lower occupancy of the readout channels is expected.
The pixel/pad occupancy is a measure for the amount of pixels/pads detecting a signal during the
course of a bunch train. To assess it, all electrons created by background processes are used as input
for the detailed TPC simulation as described in Section 5.3.1. The electrons are drifted in T2K gas with
a drift field of 280 V/cm (corresponding to a drift velocity of vdri f t = 78.87 mm/µs) to the anode.
The simulation is performed with a readout frequency of f = 40 MHz for various segmentations of the
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Figure 6.4: Pixel/pad occupancy for various pixel/pad sizes at a center-of-mass energy of 500 GeV (a) and at a
center-of-mass energy of 1 TeV (b).
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Figure 6.5: Number of hits per pixel for four pixel sizes. Illustrated are values for a center-of-mass energy of
500 GeV (a) and 1 TeV (b).
readout area. While the gas gain is always fixed to 5000, GEMs are used for the amplification in case of
a pad-based readout and InGrids in case of a pixelized readout.
Pad sizes of 1 × 6 mm2, 1 × 4 mm2 and 1 × 1 mm2 have been examined. The results are depicted as
a function of the radius in Figure 6.4 for backgrounds at
√
s = 500 GeV in (a) and
√
s = 1 TeV in (b)
respectively. At a center-of-mass energy of 500 GeV basically all pads up to a radius of approximately
900 mm receive a charge signal at some point of the bunch train. This value decreases for higher radii,
but is still in the range of 20 % to 50 %, depending on the pad size, at the outer radius of the TPC.
For a center-of-mass energy of 1 TeV the amount of occupied pads is much higher. For pad sizes of
1 × 4 mm2 and 1 × 6 mm2 the fraction of pads detecting a signal barely decreases at all. For a pad size
of 1 × 1 mm2 the pad occupancy drops to about 80 %. Pads that small are already at the limit of the
technically feasible, as the routing of their connections to the readout electronics is virtually impossible
for so many pads.
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Pixels with a pitch of 400 µm, 200 µm, 100 µm and 55 µm are simulated and compared with the pad
occupancies. In this case, the amount of pixels receiving a charge signal during a bunch train is much
smaller than for pads. The pixel occupancy for large pixels, i.e. pixels with a pitch of 200 µm and
400 µm, comes close to a value 100 % near to the inner beam pipe. For smaller pixels, i.e. pixels with
a pitch of 100 µm and 55 µm, the occupancy is much lower. In any case, the pixel occupancy drops
rapidly with a growing distance to the inner beam pipe. At a center-of-mass energy of 1 TeV, the pixel
occupancy rises to 100 % for all but the smallest considered pixel size. Still, it decreases quickly towards
larger radii and is much smaller than the observed pad occupancy. Given the high occupancy at small
radii the readout ASIC should have the ability to detect multiple hits during a bunch train combined
with a sufficiently short shaping time to resolve these hits in z-direction.
As the stated values for the pixel occupancy arise from background only, it can be concluded that
any chip used for a pixelized readout requires the capability to detect multiple hits during a bunch train.
The number of hits per pixel is illustrated in Figure 6.5, assuming a readout frequency of 40 MHz. The
size of the pixels has a strong influence on the number of hits per pixel. At a center-of-mass energy of
500 GeV approximately 80 % of all activated pixels with a pitch of 55 µm detect only one signal during
the course of a bunch train. For larger pixel sizes, the amount of pixels receiving a single hit lies between
71 % (100 µm pixel pitch) and 55 % (400 µm pixel pitch) for
√
s = 500 GeV. At the higher center-of-
mass energy of 1 TeV the situation is different. For the smallest pixel size of 55 × 55 µm2, nearly no
change can be observed and the amount of pixels detecting one hit and less than five hits is 80 % and
99 %. Also the maximum number of signals per pixels remains at 25 hits, with just some few outliers
at higher values. For larger pixel sizes, the number of pixels detecting one hit drops by approximately
20 %. A difference can be observed for the amount of pixels detecting less than five hits which is given
by 92 %, 83 % and 74 % for pixels with a pitch of 100 µm, 200 µm and 400 µm respectively.
It is apparent from the above values that with a pixel size of 100 × 100 µm2 the ratio of pixels detecting
less than five hits during the course of a bunch train is above 90 % for both center-of-mass energies.
This indicates that it should be possible to detect more than 90 % of the electrons arriving at the readout
individually if the readout ASIC features multi-hit capability of Nmaxhits ≥ 5, provided that the electrons
are sufficiently separated in z-direction. This is of particular importance if the time required to measure
a charge deposition on a pixel is high. The number of clock cycles (i.e. time bins) required for the
readout of a complete bunch train is given by
treadout = nb · ∆tb + l · f
vdri f t
(6.2)
where the first term with number of bunch crossings, nb, and bunch separation, ∆tb, describes the length
of a bunch train and the second term the time required for the readout of one TPC volume. For values
of nb and ∆tb as stated in Table 2.2, a chamber length of 2225 µm and frequency and drift velocity as
stated above, treadout computes to 1855 µs and 2025 µs for center-of-mass energies of 500 GeV and 1 TeV
respectively. Comparing these numbers with the mean pulse length of 72 clock cycles (cf. Figure B.2
in Appendix B.2) it can be concluded that the probability for pulses resulting from two electrons being
merged together is rather low.
If each single electron is detected on a single pixel it can be argued whether it is necessary to mea-
sure the charge at all, as this only provides a measurement of the fluctuations of the gas gain. The
simultaneous measurement of charge and time is for Timepix basically eligible for two reasons. First,
charge measurements allow to correct time measurements for the timewalk effect (cf. Reference [114]).
Second, the amount of charge detected on a pixel can indicate whether the charge deposition results
from one or two primary electrons. If timewalk effects are of no concern, charge measurements could
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Figure 6.6: Voxel occupancy caused by backgrounds at a center-of-mass energy of 500 GeV (a) and 1 TeV (b) for
for four different pixel sizes and readout frequency of 40 MHz.
be exchanged for threshold measurements. Multiple threshold levels, as implemented for example in
the Medipix-3 [161] could be used to check for the number of electrons causing the deposition and thus,
replace a detailed charge measurement. Such circuitry can be implemented to be much faster than the
discharging of a capacitor and can reduce the deadtime significantly.
6.2.1 Voxel occupancy
The average1 three-dimensional occupancy, or voxel occupancy, is the ratio of three-dimensional cells
(voxels) receiving a signal and the total number of voxels. The size of a voxel is given in rϕ-direction
by the segmentation of the readout, which is the pixel size, and in z-direction by the length of a time
sample multiplied with the drift velocity. For the above values of drift field and sampling frequency the
length of a voxel computes to ∆zvoxel ≈ 2 mm.
The voxel occupancy for four pixels sizes is depicted in Figure 6.6 as a function of the radius for both
center-of-mass energies. It allows to check for the above conclusions on the single electron detection
efficiency. In case of each single electron being individually detected by a single pixel in a single time
bin a scaling effect should be visible. The that if full efficiency is reached at a given pixel size the three-
dimensional occupancy should drop for smaller pixels according to the difference in size of the pixels.
This means n times smaller pixels yield a n times smaller occupancy as the amount of activated pixels
remains constant while their total number is increased. In Figure 6.6 this effect can be seen for both
center-of-mass energies when comparing the occupancies for a pixels with a size of 100 × 100 µm2 and
50 × 50 µm2. The agreement is not perfect which indicates that full single electron efficiency is reached
at a pixel size slightly smaller than 100 × 100 µm2.
Nevertheless, the largest amount of occupied voxels is roughly 1.2 % and 2.1 % for
√
s = 500 GeV
and
√
s = 1 TeV respectively, which demonstrates the extremely low occupancy even for the largest
pixel pitch of 400 µm and the comparatively long pulses.
1 Averaged over ϕ and z.
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6.3 Distortions of the electric field
Methods for calculating the electric field caused by a space charges in a collider TPC have been dis-
cussed in Section 5.2. These methods can be used to determine the total field distortions caused by the
backgrounds from e+e−-pairs and γγ → hadrons. In general, the cause of the field distortions can be
divided into primary and secondary ions as discussed in Section 3.6.1. They are treated differently at
the calculation of the electric field as elaborated below.
6.3.1 Distortions caused by primary ionization
As previously discussed, the electric field is computed from precalculated field maps which have been
scaled with the appropriate amount of charge. Each of these field maps results from the charge of a single
voxel. The amount of charge in this voxel is determined by numerical integration of the space charge
distributions discussed in Section 6.1.1 over the volume of the voxel. Since the charge distributions
can be assumed to be symmetric in azimuthal direction, a two-dimensional field map is sufficient. The
charge values are most easily obtained by integration of the charge density functions in radial direction.
These functions are scaled to unit volume, thus, the integration in longitudinal direction has to take this
into account. This is done by scaling the integral of the longitudinal distribution to unity.
The charge density functions presented in Figure 6.2 and Figure 6.3 are averaged over the whole
length of the TPC volume. Using them to determine the amount of charge at any given z-position is
only valid, if they are constant in longitudinal direction. This is examined with the help of Figure 6.7. It
depicts two kinds of graphs for the considered background processes and center-of-mass energies. For
the graphs on the left hand side, the TPC volume is divided into slices of 25 mm along the z-axis. For
each of this slices, the charge distribution is obtained as function of the radius. These charge distributions
are scaled to unity and plotted into a common graph. This way, the deviation from the mean value can
be determined for each z-slice and for each bin in radial direction. The histogram of these deviations
yields the distributions on the right hand side. The x-axis indicates the percentaged deviation and the
y-axis the occurrences. The distributions can be described by Gaussian functions for all considered
background processes and center-of-mass energies. The distributions of the e+e−-pair backgrounds are
more narrow than those of the γγ → hadrons backgrounds. At a center-of-mass energy of 500 GeV it
is approximately σ = 0.10 for the e+e−-pairs and σ = 0.17 for the γγ → hadrons background. For
the higher center-of-mass energy of 1 TeV these values change to σ = 0.06 and σ = 0.09 respectively.
Furthermore, it can be observed that the distributions for the γγ → hadrons background have small tail
towards higher values. The tails have the same origin as the spikes in the spatial charge distributions
mentioned in Section 6.1.1. They are caused by individual γγ → hadrons events depositing large
amounts of charge in the sensitive volume.
The following conclusions can be drawn. The deviation of the radial charge distribution in depen-
dence of the z-position deviates according to a Gaussian distribution around its mean value. Hence, the
mean value plus a safity margin of 2.5σ provides an upper limit for the radial distribution which can be
applied at all z-positions.
The primary ions present in the sensitive volume of a TPC are not only caused by backgrounds from
one bunch train, but from three different bunch trains. They drift towards the cathode in the same
way as explained for secondary ions in Section 3.6.2. The phenomenon is illustrated in Figure 6.8
for the γγ → hadrons background at a center-of-mass energies of 500 GeV and 1 TeV in (a) and (b)
respectively. The charge distribution in radial direction remains unchanged during the drift. Thus, the
primary ionization can be determined by applying proper scalings and superposition.
The resulting field distortions for both backgrounds combined are depicted in Figure 6.9 for both
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Figure 6.7: Dependence of the radial charge distribution on the z-position.
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Figure 6.8: Overlay of primary ionization due to γγ → hadrons background from three bunch trains. The indicated
drift distances refer to the T2K gas mixture (cf. Section 3.6.2).
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Figure 6.9: Field distortions caused by primary ions resulting from background processes (e+e−-pairs and γγ →
hadrons combined ) at
√
s = 500 GeV (a) and
√
s = 1 TeV (b).
.
center-of-mass energies. The general behavior is in both cases very similar and agree with the course
of the primary ionization, i.e. the distortions are highest close to the inner field cage and to the cathode
plane. The overall scale of the distortions is for
√
s = 1 TeV roughly six times higher than for
√
s =
500 GeV which is in good agreement to the amount of charge deposited in the chamber as discussed in
Section 6.1.
6.3.2 Distortions caused by secondary ionization
No dependency on the z-position has to be taken into account for the calculation of the field distortions
caused by secondary ionization, i.e. ion discs (cf. Section 3.6.2). The radial distribution of the ion discs
results from the distribution of the primary electrons. In longitudinal direction the discs are very thin.
Assuming a mobility of 1.535 cm2/V s [162] and an electric field strength of 280 V/cm, the maximum
drift distance of an ion during the course of a bunch train computes to 3.1 mm. This also defines the
maximum thickness of an ion disc, since it determines the distance between secondary ions created in
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Figure 6.10: Electric field of an ion disc for IBF = 1 and a center-of-mass energy of
√
s = 500 GeV. Field
components in radial (a) and longitudinal (b) direction as a function of the z-position at several radii. The position
of the disc is indicated by the red line. The magnitude of the field distortions in the zr-plane (c), position of the
disc is indicated by the dotted line. Field values in radial direction as a function the z-position of the disc (d).
first and in last bunch crossings of a bunch train. The ions can be assumed to be equally distributed over
this small range. Consequently, the radial distribution of the charge carriers in a disc is given by the
charge density functions.
The charge density functions presented in Figure 6.2 and Figure 6.3 only include charge depositions
from primary ionization processes. While the course of these functions describes the course of the
charge distributions in the ion disc, the amount of charge is mainly determined by the gas amplification
stage. The problem of ion back drift in a TPC has already been discussed in Section 3.6.1. It is the
amount of back drifting ions, which provides the main contribution to the charge in an ion disc. It is
determined by the product of the ion back drift as defined by Equation (3.56) and the gas gain, G,
IBF = IB ·G. (6.3)
This variable allows to study and compare different settings of any amplification stage without any
further assumptions on the correlation of gain and ion back drift. Any combination of ion back drift and
gas amplification can be modeled by applying an appropriate scaling factor to the ion disc.
Figure 6.10a and Figure 6.10b depict the field values in radial and longitudinal direction respectively.
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The field values have been calculated from charge density functions for a center-of-mass energy of
500 GeV and IBF = 1. They are plotted for various radii as a function of the longitudinal position. The
field values are largest close to the inner beam pipe. The magnitude of the field distortions drops rapidly
with increasing radius. At a distance of 350 mm to the inner beam pipe, it is only one fifth of the size of
the field close to the beam pipe. Furthermore, it can be observed, that the radial field distortions change
their sign. For small radii the sign is negative.
This is caused by the center of gravity of the charge distribution in radial direction. As the background
processes deposit much more charge (per unit volume) at small radii, the center of gravity is also located
at small radii. Hence, the field lines run towards the inner field cage for small radii and start to bend
outwards with increasing radius, until they point completely in positive direction for large radii. The
field distortions in longitudinal direction are much smaller than in radial direction. They also show a
dependency on the radius. The observed behavior is similar to that of the field in radial direction. The
maximum distortions are largest close to the beam pipe and decrease towards larger radii. For small
radii their course is very narrow and they drop rapidly with increasing distance to the disc. For larger
radii the maximum values are smaller, but the distortions drop not as fast. The change of the sign is
expected for the longitudinal field, as the distortions are caused by positive ions. The disc acts as source
of the field which has to point away from it. The field is for both components sharply peaked around the
position of the disc. It decreases rapidly with growing distance to the disc. This can also be observed
in Figure 6.10c, which shows the magnitude of the electric field as a function of the two-dimensional
position in the TPC volume. The field distortions exceed 1 V/m at very small radii and close to the disc.
The electric field caused by an ion disc shows a strong dependency on the position of the disc. This is
illustrated in Figure 6.10d. It shows the maximum field distortions in radial direction as a function of the
disc’s position. The field distortions are largest if the disc is located in the central region of the detector.
There they assume a nearly constant value. Towards the end plates, however, the distortions decrease.
This is due to the boundary conditions the endplates impose on the electric field which suppress space
charge effects in their vicinity.
6.3.3 Deviations of the electron drift paths
The maximum field distortions observed in Figure 6.10 are rather low compared to the nominal drift field
of 280 V/cm. Nevertheless, they have an impact on the drift of electrons. This influence can be studied
with the help of test charges at predefined positions. Starting from these positions, the electrons are
drifted to the readout. No diffusion is applied during the drift. Thus, the deviation from the undisturbed
drift path due to the field distortions can be determined by comparing the electron position in the rϕ-
plane before and after drift. In the absence of diffusion, field distortions are the sole reason for the
displacement of the drifting electrons.
The displacement of electrons due to field distortions caused by secondary ionization is illustrated in
Figure 6.11 for a center-of-mass energy of 500 GeV and IBF = 1. The influence of γγ → hadrons and
e+e−-pairs is shown separately. The graphs show the deviation from the drift path as a function of the
drift length for several initial radii. The deviations increase greatly if the drifting electrons have to pass
through an ion disc. For these electrons, the deviations are smallest if their start point is close to the
disc. The deviations increase with growing distance to the disc until they reach a level of saturation. For
electrons starting behind the disc, i.e. between the disc and the readout, the behavior is different. In this
case, the influence of the disc is strongest for electrons starting close to the disc. The closer the starting
point of the electrons to the readout, the smaller the deviations. Furthermore, it can be observed that
the deviations are strongest close to the beam pipe and decrease rapidly for increasing radii. In this they
follow the charge distribution in the ion disc. The z-coordinate of the ion disc has also a large impact
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Figure 6.11: Displacement of electron end points caused by ion discs at different z-positions. The position of
the discs has been calculated for the T2K gas mixture and a drift field of 280 V/cm. Shown are the effects of
backgrounds from γγ → hadrons (a,c,e,g) and e+e−-pairs (b,d,f,h) for a center-of-mass energy of 500 GeV. The
red lines indicate the position of the ion discs.
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on the deviation of the drift paths. The displacement of the electrons is smaller for ion discs close to an
endplate, than for discs near to the chamber. This is caused by the decrease in the field strength for ion
discs close to an endplate, as discussed above.
The deviations caused by γγ → hadrons are smaller than those caused by e+e−-pairs. This is ac-
cording to expectations, as the latter process deposits much more charge in the volume in the TPC. The
maximum deviation from three ion discs of γγ → hadrons background alone is approximately 34 µm.
In the case of e+e−-pairs, the maximum displacement of 65 µm is nearly twice as large. At this point it
should be stressed, that the simulations presented in Figure 6.11 have been performed for an ion back
drift ratio of IBF = 1. This represents a rather optimistic setting, since a gas gain of 3500 combined
with an ion back drift of IB = 1 % already yields a value of IBF = 3.5. This is of particular importance
for a center-of-mass energy of 1 TeV. While the general course of the displacement is the same as for√
s = 500 GeV, the absolute values are much higher. This is according to the expectations because of
the larger amount of charge deposited in the detector (cf. Figure B.1).
Estimation of the impact on the momentum resolution
It can be difficult to obtain the momentum resolution without already possessing a precise knowledge
of the momentum of the measured particle. During the prototyping phase of a detector system, this
knowledge is typically provided by dedicated external measurement systems. For the final detector
system this measurements are usually not available. For this reason, approximation methods have been
developed to circumvent this problem. A frequently encountered approach for estimating the momentum
resolution is the Gluckstern formula [163]
σpT
p2T
=
√
720
N + 4
· σrϕ
0.3 · L2B . (6.4)
It allows to calculate the momentum resolution, σpT/p
2
T, from the number of track points, N, which have
been measured with precisionσrϕ on a track of length L in a magnetic field of magnitude B. The formula
assumes the precision of the single point measurements to be the same for all track points. It is in general
only valid for a large number of track points, i.e. N ≥ 10. In a pixelized TPC, this condition is easily
fulfilled. Since single primary electrons can be resolved, the expected number of hits expected in a large
ILD-TPC is O(104). Formula (6.4) takes only measurement errors into account which are statistically
distributed with a width of σrϕ around a mean value. For this reason it is in general not possible to
apply Equation (6.4) to determine the impact of field distortions on the momentum resolution, as these
distortion represent a systematic effect. Thus, it should be stressed that the following derivation can just
serve as a very rough estimate.
To estimate the impact of field distortions values for the measurement precision, number of track
points and the track length have to be obtained. The track length can be estimated by the distance be-
tween the inner and outer field cage of the TPC which computes to L = router − rinner = 1334 mm. The
number of track points can be estimated from the number of electrons-ion pairs produced by a charged
particle traversing the active volume from the inner to the outer field cage, i.e. on a distance of 1334 mm.
Heed simulations yield a most probable value of approximately 11 000 electron-ion pairs for such track
in the T2K gas mixture (see. Figure B.4). Assuming a detection efficiency of 90 % to 95 % [63] and
approximately 10 % of losses of active area in radial direction (e.g. due to module borders and gaps be-
tween individual chips) this yields roughly 9000 measured track points. To determine the measurement
precision a grid of equally spaced test charges is created in the (r, ϕ)-plane of the detector. The grid has
a spacing of 5.75 mm and 5 mm in radial and longitudinal respectively. This results in 232 × 445 test
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(a) Ion gate, IBF = 1 (b) No ion gate, IBF = 1
(c) Ion gate, IBF = 10 (d) No ion gate, IBF = 10
(e) Ion gate, IBF = 100 (f) No ion gate, IBF = 100
Figure 6.12: Drift deviations in a TPC with T2K gas w/o ion gate, for several ion back drift ratios. Both back-
grounds are considered for a center-of-mass energy of 500 GeV. The deviations are plotted against the initial
positions of the electrons, for the whole rϕ-plane. In the ungated case (a,c,e) only one disc is present in the TPC
in contrast to three discs for the gated (b,d,f) case. The dotted lines indicate the positions of the ion discs.
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IBF
With ion gate Without ion gate
Max. deviation Momentum resolution Max. deviation Momentum resolution
1 66.0 µm 8.55 × 10−5 c/GeV 134.3 µm 8.73 × 10−5 c/GeV
5 73.1 µm 8.56 × 10−5 c/GeV 414.8 µm 1.06 × 10−4 c/GeV
10 82.1 µm 8.58 × 10−5 c/GeV 766.6 µm 1.44 × 10−4 c/GeV
50 153.5 µm 8.80 × 10−5 c/GeV 3490.0 µm 5.35 × 10−4 c/GeV
100 243.0 µm 9.25 × 10−5 c/GeV 6893.1 µm 1.05 × 10−3 c/GeV
(a)
√
s = 500 GeV
IBF
With ion gate Without ion gate
Max. deviation Momentum resolution Max. deviation Momentum resolution
1 406.1 µm 1.05 × 10−4 c/GeV 827.4 µm 1.51 × 10−4 c/GeV
5 449.7 µm 1.09 × 10−4 c/GeV 2526.5 µm 3.92 × 10−4 c/GeV
10 504.4 µm 1.14 × 10−4 c/GeV 4620.4 µm 7.05 × 10−4 c/GeV
50 942.8 µm 1.66 × 10−4 c/GeV 19 911.6 µm 3.02 × 10−3 c/GeV
100 1428.1 µm 2.32 × 10−4 c/GeV 36 720.0 µm 5.27 × 10−3 c/GeV
(b)
√
s = 1 TeV
Table 6.2: Momentum resolution as predicted by the Gluckstern formula based on the highest observed deviation
for center-of-mass energies of 500 GeV (a) and 1 TeV (b).
charges. The displacement of the drift test charges due to space charge effects is determined in the same
way as discussed in Section 6.3.3. The results of these simulations are depicted in Figure 6.12 for a TPC
with and without ion gate and for five values of IBF. The field distortions result from primary as well
as secondary ionization due to backgrounds at a center-of-mass energy of 500 GeV (the corresponding
results for the case of
√
s = 1 TeV is depicted in Figure B.2). The measurement error is computed for
the maximal deviation, σmax, observed for the different cases via
σr,ϕ =
√
σ2max + σ
2
di f f with σdi f f = DT [µm/
√
cm ] ·
√
∆z [cm] (6.5)
where DT = 37.59 µm/
√
cm is the transverse diffusion constant for T2K (at |~B| = 3.5 T) and ∆z =
222.5 cm the largest possible drift length.
The momentum resolutions obtained by the above procedure are summarized in Table 6.2a and Ta-
ble 6.2b for center-of-mass energies of 500 GeV and 1 TeV respectively. The influence of the field dis-
tortions can be estimated by comparing these values with the undistorted case which can be computed
by setting σrϕ = σdi f f . This yields a value of σpT/p
2
T = 8.05 × 10−5 c/GeVfor the obtainable momen-
tum resolution. The results can be summarized as follows. Field distortions caused by backgrounds
at
√
s = 500 GeV are of no concern if an ion gate is operated. The required momentum resolution of
10−4 c/GeV is obtained even for values of IBF as high as IBF = 100. Without gate it is very important
to limit the amount of back drifting ions. For values of IBF ≤ 5 the target value is still reached while the
distortions become too large at higher values. For the
√
s = 1 TeV case the situation changes because of
the much larger distortions. Even with an ion gate it is important to control back drifting ions to values
of IBF ≤ 5 in order to retain the required resolution.
It has to be considered that the large flexibility in the choice of IBF is a result of the large segmenta-
tion provided by a pixelized readout. Due to this high granularity the amount of measured track points
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Parameter Value
Inner radius of the gas volume 354 mm
Outer radius of the gas volume 1748 mm
Maximum drift length 2225 mm
Gas T2K
Nominal drift field 280 V/cm
Magnetic field 3.5 T
(a) TPC parameters
Parameter Value
Inner radius of the active area 384 mm
Outer radius of the active area 1718 mm
Gain 5000
Pixel size 100 × 100 µm2
Number of readout channels 880 839 520
Readout frequency 40 MHz
(b) Readout parameters
Table 6.3: Parameters used in the detailed TPC simulation.
is one to two orders of magnitude higher than for pad based readouts. The number of track points (in
radial direction) is given for pad based readouts by the number of pad rows, since each row provides
one measurement (cf. Figure 5.1 in Section 5.1). Pad readouts for an ILD-TPC currently foresee 220
pad rows. Comparing this value with N ≈ 9000 for a pixelized readout yields that the required mea-
surement precision can be
√
Npixel+4
Npads+4
≈ 6.3 times lower for a pixelized readout than for a pad based
readout. This applies as long, as σrϕ remains unchanged. However, for pads the fact has to be taken into
account that each reconstructed hit is caused by multiple electrons, which alters the calculation of σrϕ
significantly [164].
The considerations above are based on a simplified model in which the highest observed deviations
are used as a constant measurement precision. In doing so the fact is ignored that field distortions
are a vector quantity. Indeed, a change in sign is observed with increasing radii (cf. Figure 5.4 in
Section 5.2.4). This may impact the momentum resolution in a way not accounted for. To examine such
effects a full track simulation is required, which is discussed in the next section.
6.4 Tracking with a pixelized readout
The discussion of the field distortions in the previous section has been rather generic. The results can
applied to all kinds of readouts and amplification stages, since only the deviations of the electron drift
paths are studied. To assess the impact on a pixelized readout based on InGrids for gas amplification
a full detector simulation is required. Thus, a series of simulations has been performed, using the
simulation methods and tools discussed in Section 5.3.1.
The parameters used for the description of the TPC volume and its readout are listed in Table 6.3.
The geometric parameters match those used in the simulation of the backgrounds (cf. Table B.2).
The drift field of 280 V/cm corresponds to the maximum drift velocity for the T2K gas mixture of
vD = 78.78 mm/µs (cf. Figure 3.3) and diffusion values of 37.59 µm/
√
cm and 205.34 µm/
√
cm for
transverse and longitudinal diffusion (with a 3.5 T magnetic field in transverse direction) respectively.
Taking the findings of Section 6.2 into account, a pixel size of 100 × 100 µm2 is chosen for the
readout, as for this size nearly all primary electrons are detected on separate pixels. The gas gain of
5000 in combination with a readout frequency of 40 MHz results in a mean pulse length of 72 clock
cycles (cf. Figure B.3). This corresponds to a pulse length of 1.8 µs which is rather long, especially
given the fact that overlapping pulses can not be resolved. The large length is still of no concern as due
to the lack of an advanced reconstruction scheme for large scale pixel readouts only events containing
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Figure 6.13: Sketch of a muon track in the TPC of the ILD, in the rϕ-plane (a) and the zr-plane (b). The blue line
in (a) indicates the primary ionization trail and the red line the expected track measurement.
single tracks are simulated.
Field distortions resulting from backgrounds for center-of-mass energies of 500 GeV and 1 TeV are
used in the simulations and examined separately. Values of IBF in the range of 1 to 100 are applied to
study the influence of ion-back-drift suppression on the momentum resolution. The dependence on the
particle momentum and the impact impact of gating are only investigated for values of IBF of 10 and
100. With the chosen gas gain of G = 5000 this corresponds to an ion back drift of IB = 2 % and
IB = 2% respectively. The lower value is an ambitious, yet achievable goal for the ion-back-drift
suppression as discussed in Reference [63], while the larger value represents a less constrained setting.
Since the TPC for the ILD foresees an ion gate, only one disc directly in front of the readout is used.
Nevertheless, the impact of an ion gate is addressed in Section 6.4.4 where the effect of field distortions
resulting from three discs in the active volume is investigated for the ion-back-drift values of IBF = 10
and IBF = 100.
Muons are used as test particles. Data samples of 1250 muons are used to study the effects caused
by backgrounds in the volume of the TPC. The muons are created with an emission angle of θ = 85° to
the beam pipe at a position of ~x0 = (0, 0, 5) mm which prevents primary electrons from being created
beyond the cathode plane and results in an average drift distance of 2162 mm for the primary electrons.
In most cases, muons with a momentum of 2 GeV are used, as the impact of field distortions is expected
to be largest for tracks with a high curvature.
A sketch of the trajectory of a 2 GeV with respect to the detector geometry is depicted in Figure 6.13
for the rϕ-plane (a) and the zr-plane (b), respectively. The effect of the field distortions on the measured
particle track is sketched as well. For small radii, the field distortions point radially to the inner field
cage, while they are directed to the outer field cage for larger radii. According to the second term in
Equation (3.34), this results in a deviation of the electron drift paths in azimuthal direction. The sign
of the deviations is determined by the direction of the magnetic field. The direction of the deviations
are sketched in Figure 6.13a for the positive TPC volume (i.e. z > 0) along with the expectation for the
measurement of the distorted track. The deviations of the electron drift paths result in straightening of
the measured particle track and, hence, in a shift of the momentum resolution towards higher values.
According to this, the momenta of muons with a positive charge are expected to be shifted towards
lower values, since their curvature is reversed with respect to their negative counterparts. In addition to
a shifted momentum, a difference for the reconstructed point of closest approach (cf. Section 5.3.3) is
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Figure 6.14: Comparison of two methods of obtaining the momentum resultion.
expected due to the shift in the reconstructed trajectory.
6.4.1 Momentum resolution
The momentum resolution is determined by the width of a Gaussian fitted either to the (∆pT/p2T,Truth)-
distribution or the (1/pT − 1/pT,Truth)-distribution of reconstructed particles. Muons with an energy of
2 GeV have been simulated in order to compare both methods. The resulting distributions are shown in
Figure 6.14. In both cases momentum resolution of
σ = 7.01 × 10−5 ± 1.66 × 10−6c/GeV
is obtained which is well below the resolution goal of 10−4 c/GeV for the central tracking device. Both
distributions are well centered around zero from which it can be concluded that there is no system-
atic error on the reconstructed momentum. Moreover, a good agreement between both distributions is
observed which indicates that they are compatible. For this reason, it is not necessary to apply both
methods in a study of the field distortions. Thus, in the following, momentum resolution refers to the
width of the (∆pT/p2T,Truth)-distribution.
6.4.2 General influence of field distortions
The general influence of field distortions is depicted in Figure 6.15. Shown are the distributions obtained
for muons (µ−) and anti-muons (µ+) in the presence of magnetic fields of |~B| = 3.5 T and |~B| = −3.5 T,
respectively. In this, positive field values denote a field parallel to the electric drift field and a negative
value the anti-parallel case. In order to make the differences between the four combinations of magnetic
field and (anti-) particle clearly apparent, a setup with a high ion-back-flow value, IBF = 100, is chosen
for the1 TeV environment.
As shown in the figure, muons in a positive field follow the same distribution as anti muons in a
negative field. The same is true for the opposite cases. All distributions are equidistant to zero. The
mean values and widths of Gaussian functions fitted to the distributions are summarized in Table 6.4.
They agree within their margin of error with each other. This further confirms the assumption that the
four cases behave identical concerning the impact on the width of the distribution. There is only a
difference in the sign for the shift of the distributions away from zero. For this reason, further on only
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Figure 6.15 & Table 6.4: General influence of field distortions for muons (µ−) and anti-muons (µ+) in the presence
of magnetic fields of |~B| = 3.5 T and |~B| = −3.5 T.
muons (µ−) in the presence of a positive magnetic field are regarded.
6.4.3 Influence of primary ionization
As discussed in Section 3.6.2 and Section 6.3, there are three different cases for charge depositions
resulting from primary ionization due to background processes. The first case considers only primary
ions from the current bunch train. In the second case, ions from the current bunch train and the previous
bunch train, which have partially left the chamber, are taken into account. The third case, finally,
represents the typical situation in the ILD-TPC. Ions from the current bunch train are present in the
chamber of the TPC together with remaining parts of the previous two bunch trains which have not yet
left the chamber.
A data sample of muons with a momentum of 2 GeV is used to study the influence of field distortions
caused by primary ionization. Ions resulting from e+e−-pairs and γγ → hadrons are taken into account.
The momentum resolutions obtained for all three cases are depicted in Figure 6.16 for both center-of-
mass energies. The obtained distributions are similar to the undisturbed case (see. Figure 6.14) and
are well described by Gaussian functions. The distributions are broadened and their central values
are shifted towards higher values, i.e. the reconstructed momenta are too large. The observed effect
increases with the number of bunch trains taken into account, due to the stronger distortions at small
z-positions.
In general, it can be summarized that for both center-of-mass energies the obtainable momentum
resolution in the presence of primary ions alone is
σ500 GeV = 7.33 × 10−5 ± 1.63 × 10−6c/GeV
for
√
s = 500 GeV and
σ1 TeV = 8.36 × 10−5 ± 2.30 × 10−6c/GeV
for
√
s = 1 TeV respectively. Both values are well below the target value of 10−4 c/GeV for a TPC at the
ILD. Stronger than the effect on the width of the distribution is the shift in the reconstructed momenta,
which is given by the central value, µ. With charge depositions from three bunch trains in the active
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Figure 6.16: Influence of the primary ionization on the momentum resolution for both backgrounds combined.
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volume of the TPC, the central values are given by
µ500 GeV = 8.80 × 10−5 ± 2.28 × 10−6c/GeV and µ1 TeV = 5.41 × 10−4 ± 2.72 × 10−6c/GeV
for the two center-of-mass energies of
√
s = 500 GeV and
√
s = 1 TeV respectively.
6.4.4 Influence of secondary ionization
The TPC of the ILD foresees an ion gate to prevent ions created in the gas amplification stage from
entering the active volume (cf. Section 3.6.2). This means that only one disc of secondary ions is present
in the TPC. This disc is located directly in front of the readout. Its influence on drifting electrons and,
hence, on the obtainable momentum resolution strongly depends on IBF, as this value determines the
amount of charge in the disc.
The momentum resolution obtained for several values of IBF are depicted in Figure 6.17 and Fig-
ure 6.18 for center-of-mass energies of
√
s = 500 GeV and
√
s = 1 TeV respectively. γγ → hadrons and
e+e−-pair backgrounds are taken into account, as well as the contributions from primary ionization.
The following observations are made. The obtainable momentum resolution at a center-of-mass en-
ergy of 500 GeV and for small values of IBF, i.e. IBF ≤ 10, is mainly determined by the effects of
primary ionization. The width of the fitted distributions remains basically unchanged and not before
values of IBF ≥ 50 a significantly reduced resolution is observed which is still below the resolution
goal of 10−4 c/GeV for the central tracking device of the ILD . At a center-of-mass energy of 1 TeV the
influence of the ion disc is stronger and the broadening of the distributions becomes already significant
at small values of IBF. In all cases but for IBF = 100 at
√
s = 1 TeV the obtained resolution is still
well below the target value and even for this sole exception the value is missed by just 10 %. The shift
of the central value of the distributions is a linear function of IBF with slope m and intercept b which
computes to
µ (IBF) = 1.05 × 10−6 ± 2.75 × 10−8c/GeV × IBF + 8.52 × 10−4 ± 1.34 × 10−6c/GeV
for a center-of-mass energy of 500 GeV and
µ (IBF) = 6.22 × 10−6 ± 2.84 × 10−7c/GeV · IBF + 5.48 × 10−4 ± 9.01 × 10−6c/GeV
for a center-of-mass energy of 1 TeV respectively. The slope obtained for the higher center-of-mass en-
ergy of
√
s = 1 TeV is roughly six times higher than that for a center-of-mass energy of
√
s = 500 GeV.
The difference in the slopes is caused by the different amounts of charge deposited in the active volume
during the course of a bunch train. It is the bigger amount of charge in the
√
s = 1 TeV case, which
make this setting more sensitive to the gain and ion-back-drift suppression of the amplification stage.
The dominance of effects resulting from primary ionization over those caused by secondary ionization
can be further confirmed by studying the impact of field distortions which result only from secondary
ionization. The momentum resolution obtained for a single ion disc with values of IBF = 10 and
IBF = 100 without effects of primary ionization is depicted in Figure 6.19 for center-of-mass energies
of 500 GeV (a,b) and 1 TeV (c,d) respectively. It is clearly apparent, that the influence of the ion disc
is small compared to that of primary ions. The observed momentum resolution at IBF = 10 is for
both center-of-mass energies better than for the case of primary ionization (from three bunch trains)
as depicted in Figure 6.17f and Figure 6.18f. Furthermore, the shift of the distribution towards higher
momenta is also smaller than the one observed for primary ions alone. In case of IBF = 100, the
momentum resolution approximates for both center-of-mass energies the one obtained with primary
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Figure 6.17: Dependence of the momentum resolution on IBF for combined backgrounds at a center-of-mass
energy of
√
s = 500 GeV.
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Figure 6.18: Dependence of the momentum resolution on IBF for combined backgrounds at a center-of-mass
energy of
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Figure 6.19: Momentum resolution influenced by field distortions resulting from secondary ionization (without
primary ions) for center-of-mass energies of 500 GeV (a,b) and 1 TeV (c,d).
ions alone, while the shift of the central value of the distribution is already slightly larger than that
observed for primary ions. Still, the measured resolution does not exceed the resolution goal. From
these findings it can be concluded that values of IBF in the range of 10 to 100 the effect of a single ion
disc on the obtainable momentum resolution is approximately of the same size as the effect of primary
ions.
Influence of an ion gate
The presence of an ion gate has been assumed in the above discussion of the impact of secondary ions
on the momentum resolution . Such a gate does not prevent the build-up of an ion disc during the
course of a bunch train but prevents it from drifting further into the active volume of the detector in the
time between two trains. The gating procedure for an ILD-TPC is described in Section 3.6.2, as is the
phenomenon of multiple discs in the drift volume.
To study the effect of an ion gate, field distortions caused by three discs in the active volume (plus
primary ionization) are applied in the simulation of muon tracks. Examined are values of IBF = 10 and
IBF = 100. The results are depicted in Figure 6.20 for both center-of-mass energies. Compared to the
gated case all distributions are considerably broadened. For IBF = 10 and a center-of-mass energy of
500 GeV the distribution has already a larger width than for the gated case at IBF = 100. The same is
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Figure 6.20: Momentum resolution without ion gate for center-of-mass energies of 500 GeV and 1 TeV and values
of IBF of 10 and 100.
true for distortions caused by backgrounds at
√
s = 1 TeV. The distributions show at IBF = 100 for
both center-of-mass energies some deviations from the Gaussian shape observed for the gated case, a
phenomenon which is in particular distinct at a center-of-mass energy of 1 TeV. The obtained resolutions
exceed in any case the target value for an ILD-TPC, even though the excess for IBF = 10 is
√
s = 10 is
just 10 % and may be correctable as the shape of the distribution is preserved. For larger values of IBF
and especially for backgrounds at
√
s = 1 TeV gating seems to be advisable as the target resolution is
missed by at least a factor of two and the deviations from a Gaussian shape become more severe.
The general finding of a significantly decreased momentum resolution is according to expectations,
even though a very small impact of a single disc (without primary ionization) close to the readout
has been observed in Figure 6.19. Three discs are present in the drift volume if no gate is operated.
According to Figure 6.10d, the magnitude of the field distortions caused by an ion disc increases with
growing distance to the endplates. Hence, discs which have drifted further into the TPC volume have a
stronger influence on the drifting electrons than a disc positioned directly in front of the readout.
6.5 Summary
Backgrounds resulting from e+e−-pairs as well as γγ → hadrons have been simulated for center-of-mass
energies of 500 GeV and 1 TeV with a sufficient level of detail required for a pixelized TPC readout.
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The occupancy obtained for various pixel sizes has been investigated and a significant reduction of
the occupied readout channels with respect to a pad based readouts has been observed, despite the long
pulse lengths of pixel readouts. Moreover, nearly full single electron detection efficiency is observed for
both center-of-mass energies at a pixel pitch of 100 µm.
Primary and secondary ionization have a significant impact on the homogeneity of the drift field.
While the absolute distortions resulting from primary ions are small with respect to the magnitude of
the drift field, i.e. 1 % and 5 % for
√
s = 500 GeV and 1 TeV respectively, they have a considerable
impact on the electron drift paths. This results in a lowered momentum resolution which is indicated
by a increase of the root mean square deviation by roughly by a factor of 1.5 and 7.3 for center-of-mass
energies of 500 GeV and 1 TeV respectively. The influence of field distortions caused by secondary
ionization depends strongly on the size of IBF whereby the displacement of the momentum-resolution
distribution is related to IBF. If an ion gate is operated and IBF is small, the influence of the distortions
is small compared to the effect of primary ions. In any case, the field distortions and their impact the
track reconstruction is largest close to the beam pipe. Even simple correction methods, as excluding the
innermost hits from the track fit, already result in a significant improvement of the obtained momentum
resolution.
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Summary
The International Large Detector as presented in the first chapter of this thesis is powerful general
purpose detector well suited for measuring the interactions of the ILC with unprecedented precision and
accuracy. In its current design it features multiple design and technology options for certain subsystems.
The final decision on the single options and technology choices is yet to be made, whereat performance,
costs, and applicability have to be weighed up carefully.
Integrated pixel readouts are a promising technology for the readout of Time Projection Chambers
in general and for the central tracking TPC of the ILD in particular. Devices from a novel production
process, which transfers the production of single (few) devices to the production on 8 ′′-wafers have
been examined and compared with each other. Single devices manufactured in the novel process reach
an energy resolution of(
σ
µ
)
PP
= 4.93 % ± 0.3% and
(
σ
µ
)
EP
= 8.03 % ± 0.12%
for the peaks of a 55Fe-spectrum, which is compatible with the values obtained with devices from the
original process. This shows that the new process is approaching a level of maturity in which the appli-
cation of GridPix detectors in large scale experiments is finally within reach. Even though, the devices
from the investigated production runs still lack the high overall uniformity of the original production
process.
The applicability of integrated pixel readouts in the presence of beam induced backgrounds has been
examined by detailed simulations of the processes from γγ → hadrons and e+e−-pairs creation at center-
of-mass energies of
√
s = 500 GeV and
√
s = 1 TeV, respectively. It could be shown that a pixel size of
100 × 100 µm2 is sufficient to reach full single electron detection efficiency at both investigated center-
of-mass energies. The impact of the beam induced backgrounds on the electric drift field and electron
drift have been simulated by employing numerical methods which allow for a precise calculation of the
size of these distortions.
The magnitude of the field distortions and consequently the distortions of the electron drift paths are
mainly determined by the amount secondary ions in the active region of the detector, wile the impact
of primary ionization is rather low. Considering only field distortions resulting from primary ions,
momentum resolutions of
σ500 GeV = 7.33 × 10−5 ± 1.63 × 10−6c/GeV and σ1 TeV = 8.36 × 10−5 ± 2.30 × 10−6c/GeV
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are obtained for the two examined center-of-mass energies. Both values are still well below the target
resolution of the ILD tracker.
If ions created in the amplification processes are taken into account as well, the momentum resolution
depends on the value of IBF and the center-of-mass energy. The obtainable momentum resolution at
a center-of-mass energy of
√
s = 500 GeV remains well below the resolution goal up to values of
IBF = 100. For the higher center-of-mass energy of
√
s = 1 TeV this limit is roughly met up to
IBF = 50. The situation changes quite dramatically if no ion gate is operated. The two additional ion
discs in the active region cause huge distortions of the electron drift paths, in especially if the electrons
have to pass through the discs. In this case the momentum resolution meets the ILD requirements not
even for value of IBF = 10 at the lower center-of-mass energy of
√
s = 500 GeV.
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Appendix A
InGrids produced on 8 ′′ wafers
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Figure A.1: Calibration curves for all tested chips of the third production cycle.
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A.2 Active region
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Figure A.2: Occupancy of G02-W0056 at grid voltages of 310 V, 340 V and 370 V.
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Figure A.3: Occupancy of H04-W0056 at grid voltages of 310 V, 340 V and 370 V.
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Figure A.4: Pixel spectra of various InGrids fabricated by the wafer scale production process. All measurements
have been performed at a grid voltage of UGrid = 350 V. The stated values have been used to determine the energy
resolution for the pixel method in Table 4.4.
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A.4 Energy resolution by charge spectra
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Figure A.5: Charge spectra of various InGrids fabricated by the wafer scale production process, (a) to (d). All
measurements have been performed at a grid voltage of UGrid = 350 V. The stated values have been used to
determine the energy resolution for the charge method in Table 4.4.
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A.5 Dependence on the barometric pressure
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(d) Comparison for various devices.
Figure A.6: Progression of the barometric pressure during the measurements depicted in Figure A.5. (a) to (c)
show the course of the pressure for measurements with InGrids from the third production cycle. A comparison of
these curves, together with course for a device of the second run is depicted in (d).
The progression of the barometric pressure during the measurements presented in Figure A.5 is de-
picted in Figure A.6 for three devices from the third run (see (a) to (c)) and in comparison for all four
tested devices in (d). The data have been taken from a webservice of the Meteorological Institute of the
University of Bonn which provides a measuring point for every minute [165]. Each curve shows the
barometric pressure for a period of six hours which is roughly the time required to gather the amount of
presented data even though the exact durations may differ.
The individual curves for the three InGrids are subject to some fluctuations during the course of the
measurements. By comparison with each other, as shown in (d), it becomes apparent that these fluctu-
ations are small compared to the overall differences between the curves. For this reason, a simplified
approach is chosen to compare the influence of the barometric pressure on the measurements. The mean
pressure, p¯, and its deviations, ∆ p¯, are calculated via
p¯ =
1
N
N∑
i=1
pi and ∆ p¯ =
√√
1
N
N∑
i=1
(pi − p¯)2 . (A.1)
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Technically speaking, these formulas only apply for statistically accessible quantities. Even though this
is not the case, they can be used for obtaining a measure of the size of the deviations around a common
mean value. Applying Equation (A.1) to the measurements of the barometric pressure yields
pH04-W0056 = 995.95 hPa ± 0.36 hPa,
pG02-W0056 = 1001.77 hPa ± 0.47 hPa
and
pF02-W0056 = 1005.16 hPa ± 0.59 hPa
for the three tested devices of the third production cycle.
The dependence of the gas gain, G, on the gas density, ρ, is usually expressed by [60]:
dG
G
= − λ ln2
∆V 2pi0
dρ
ρ
(A.2)
with voltage difference ∆ V, charge per unit length λ and vacuum permittivity 0. With the relation
ρ ∝ P/T between density on the one side and pressure, P, and temperature, T , on the other side the
above equation can be used to deal with pressure and temperature fluctuations, respectively. The gain
decreases with increasing density/pressure, as higher values result in a decreased mean free path between
two collisions of electrons and gas molecules.
From the above considerations it becomes apparent, that the measured differences in the barometric
pressure can not explain the gain differences observed for the three devices of the third production cycle.
If pressure/density fluctuations were the cause the device with the highest mean pressure would show
the lowest gain. But this device (F02-W0056) is indeed the one with the largest gain. Furthermore, the
difference in pressure between G02-W0056 and H04-W0056 is nearly of the same size as the pressure
difference between F02-W0056 and G02-W0056.
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(a) Pixel spectrum.
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Figure A.7: Uncut spectra for G02-W0056 and UGrid = 345 V.
Figure A.7 illustrates the spectra obtained with device G02-W0056 at a grid voltage of 345 V. The
same binning is used as for the spectra in Figure A.4 and Figure A.5. If no cuts are applied except on
the position of the reconstructed photon (cf. Section 4.3.2), the energy resolution computes to(
σ
µ
)
PP
= 5.34 % ± 0.02 % and
(
σ
µ
)
EP
= 8.20 % ± 0.13 %
for the pixel spectrum and to(
σ
µ
)
PP
= 7.27 % ± 0.03 % and
(
σ
µ
)
EP
= 10.23 % ± 0.13 %
for the charge spectrum. These values are compatible with those in Table 4.4 which have also been
obtained without quality cuts.
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A.7 Gas amplification
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(a) Charge per pixel at UGrid = 320 V
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(b) Charge per pixel at UGrid = 330 V
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(c) Charge per pixel at UGrid = 340 V
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(d) Charge per pixel at UGrid = 360 V
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(e) Charge per pixel at UGrid = 370 V
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Figure A.8: Charge-per-pixel distributions of G02-W0056 with all pixels considered.
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(a) Charge per pixel at UGrid = 320 V
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(b) Charge per pixel at UGrid = 330 V
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(c) Charge per pixel at UGrid = 340 V
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(d) Charge per pixel at UGrid = 360 V
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(e) Charge per pixel at UGrid = 370 V
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Figure A.9: Charge-per-pixel distributions of G02-W0056 with only isolated pixels considered.
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(a) Charge per pixel at UGrid = 310 V
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(b) Charge per pixel at UGrid = 320 V
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(c) Charge per pixel at UGrid = 330 V
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(d) Charge per pixel at UGrid = 340 V
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(e) Charge per pixel at UGrid = 350 V
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(f) Charge per pixel at UGrid = 360 V
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(g) Charge per pixel at UGrid = 370 V
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(h) Charge per pixel at UGrid = 380 V
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Figure A.10: Charge-per-pixel distributions of F02-W0056 with only isolated pixels considered.
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(a) Charge per pixel at UGrid = 310 V
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(b) Charge per pixel at UGrid = 320 V
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(c) Charge per pixel at UGrid = 330 V
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(d) Charge per pixel at UGrid = 340 V
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(e) Charge per pixel at UGrid = 350 V
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(f) Charge per pixel at UGrid = 360 V
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(g) Charge per pixel at UGrid = 370 V
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Figure A.11: Charge-per-pixel distributions of H04-W0056 with only isolated pixels considered.
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Figure A.12: Calibration curves of the two channels from the charge sensitive amplifier.
A charge calibration of the CSA output for the circuitry depicted in Figure 4.28a in Section 4.3.7 can
be done by applying a voltage step ∆V at the input VTest. This yields a defined charge quantity qInj via
the relation
qIn j = ∆V
CTestCGrid
CTest + CGrid
≈ ∆VCTest, (A.3)
where CGrid is the capacity of the amplification grid. The approximation is only valid if the input
capacity CTest is small compared to the capacity of the grid, CGrid. This requirement is well met for
typical grid capacities in the range of 60 pF to 100 pF and an input capacity of CTest = 4.7 pF.
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Appendix B
Simulation of drift deviations in an ILD-TPC
Parameter Value Description
Detector model ILD_o1_v05 Analog HCal
Lorentz transformation angle 7 mrad Half beam crossing angle
Magnetic field map fieldX03 1000 More detailed field map including the anti-DID.
TPCLowPtStepLimit true Use a step size limit.
TPCLowPtCut 3 TeV Step size limit is applied for all particles with
pT ≤ 3 TeV, i.e. for all particles.
TPCLowPtMaxStepLength 0.2 mm Maximum step size.
TPCLowPtMaxHitSeparation 0.1 mm
TPCCut 0 MeV
rangeCut 0.005 mm
Physics list QGSP_BERT_HP More detailed physics list.
Table B.1: Simulation parameters as used for the simulation of beam induced backgrounds with Mokka .
Parameter Value Remarks
Maximum drift length 2225 mm
Inner radius TPC 329 mm
Inner wall thickness 25 mm
Inner radius gas volume 354 mm Inner radius plus inner wall thickness.
Inner radius active area 384 mm
Outer radius TPC 1808
Outer wall thickness 60 mm
Outer radius gas volume 1748 mm Outer radius minus outer wall thickness.
Outer radius active area 1718 mm
Table B.2: Geometric parameters of the TPC in the ILD_o1_v05 detector model of Mokka.
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B.1 Deviations for backgrounds at
√
s = 1 TeV
z [mm]∆
0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200
m
]
µ
 
[
ϕr∆
-6
-5
-4
-3
-2
-1
0
1
r=0.385 m
r=0.400 m
r=0.425 m
r=0.450 m
r=0.550 m
r=1.717 m
(a) γγ → hadrons
z [mm]∆
0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200
m
]
µ
 
[
ϕr∆
-10
-8
-6
-4
-2
0
r=0.385 m
r=0.400 m
r=0.425 m
r=0.450 m
r=0.475 m
r=1.717 m
(b) e+e−-pairs
z [mm]∆
0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200
m
]
µ
 
[
ϕr∆
-100
-80
-60
-40
-20
0
r=0.385 m
r=0.400 m
r=0.425 m
r=0.450 m
r=0.475 m
r=0.500 m
r=0.550 m
r=0.600 m
r=1.717 m
 = 855 mmT2K1 BTz∆
(c) γγ → hadrons
z [mm]∆
0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200
m
]
µ
 
[
ϕr∆
-200
-150
-100
-50
0
50
r=0.385 m
r=0.400 m
r=0.425 m
r=0.450 m
r=0.475 m
r=0.500 m
r=0.550 m
r=0.600 m
r=0.700 m
r=1.717 m
 = 855 mmT2K1 BTz∆
(d) e+e−-pairs
z [mm]∆
0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200
m
]
µ
 
[
ϕr∆
-100
-80
-60
-40
-20
0
20
r=0.385 m
r=0.400 m
r=0.425 m
r=0.450 m
r=0.475 m
r=0.500 m
r=0.550 m
r=0.600 m
r=1.717 m
 = 1710 mmT2K2 BTsz∆
(e) γγ → hadrons
z [mm]∆
0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200
m
]
µ
 
[
ϕr∆
-200
-150
-100
-50
0
r=0.385 m
r=0.400 m
r=0.425 m
r=0.450 m
r=0.475 m
r=0.500 m
r=0.550 m
r=0.600 m
r=0.700 m
r=1.717 m
 = 1710 mmT2K2 BTsz∆
(f) e+e−-pairs
z [mm]∆
0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200
m
]
µ
 
[
ϕr∆
-200
-150
-100
-50
0
r=0.385 m
r=0.400 m
r=0.425 m
r=0.450 m
r=0.475 m
r=0.500 m
r=0.550 m
r=0.600 m
r=1.717 m
 = 1710 mmT2K2 BTsz∆
 = 855 mmT2K1 BTz∆
(g) γγ → hadrons
z [mm]∆
0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200
m
]
µ
 
[
ϕr∆
-400
-350
-300
-250
-200
-150
-100
-50
0
50
r=0.385 m
r=0.400 m
r=0.425 m
r=0.450 m
r=0.475 m
r=0.500 m
r=0.550 m
r=0.600 m
r=0.700 m
r=0.800 m
r=1.717 m
 = 1710 mmT2K2 BTsz∆
 = 855 mmT2K1 BTz∆
(h) e+e−-pairs
Figure B.1: Displacement of electron end points caused by ion discs at different z-positions. The position of the
discs has been calculated for the T2K gas mixture and a drift field 280 V/cm. Shown are the effects of backgrounds
from γγ → hadrons (a,c,e,g) and e+e−-pairs (b,d,f,h) for a center-of-mass energy of 1 TeV. The red lines indicate
the position of the ion discs.
144
B.1 Deviations for backgrounds at
√
s = 1 TeV
(a) Ion gate, IBF = 1 (b) No ion gate, IBF = 1
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Figure B.2: Drift deviations in a TPC with T2K gas w/o ion gate, for several ion back drift ratios. Both back-
grounds are considered for a center-of-mass energy of 1 GeV. The deviations are plotted against the initial posi-
tions of the electrons, for the whole rϕ-plane. In the ungated case (a,c,e) only one disc is present in the TPC in
contrast to three discs for the gated (b,d,f) case. The dotted lines indicate the positions of the ion discs.
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B.2 Additions to the TPC simulation
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Figure B.3: Pulse length distribution for a mean gas gain of 5000.
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Figure B.4: Number of electron-ion pairs created by 2 GeV muons along a track of 1334 mm length in T2K gas.
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Glossary
A
ADC Analog to Digital Converter.
ALICE A Large Ion Collider Experiment.
ASCII American Standard Code for Information Interchange.
ASIC Application-Specific Integrated Circuit.
ATLAS A Toroidal LHC Apparatus.
C
CALICE Calorimeter for Linear Collider Experiment.
CAST CERN Axion Solar Telescope.
CCD Charge-Coupled Device.
CERN European Organization for Nuclear Research.
CLIC Compact Linear Collider.
CMOS Complementary Metal-Oxide Semiconductor.
CMS Compact Muon Solonoid.
COMPASS Common Muon and Proton Apparatus for Structure and Spectroscopy.
CPS CMOS Pixel Sensor.
CSA Charge Sensitive Amplifier.
D
DAC Digital to Analog Converter.
DEPFET Depleted P-Channel Field-Effect Transistor.
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Glossary
E
ECAL Electromagnetic Calorimeter.
ENC Equivalent Noise Charge.
EP Escape Peak.
EPA Equivalent Photon Approximation.
ETD End-Cap Tracking Detector.
F
FADC Fast Analog to Digital Converter.
FIB Focused Ion Beam.
FPCCD Fine Pixel CCD.
FTD Forward Tracking Detector.
G
GEM Gas Electron Multiplier.
GLD Global Large Detector.
H
HCAL Hadronic Calorimeter.
I
ILC International Linear Collider.
ILD International Large Detector.
InGrid Integrated Grid.
L
LCIO Linear Collider I/O.
LDC Large Detector Concept.
LEP Large Electron-Positron Collider.
LHC Large Hadron Collider.
LPVD Low Pressure Vapor Deposition.
M
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Glossary
Marlin Modular Analysis and Reconstruction for the Linear Collider.
Micromegas Micro-Mesh Gaseous Detector.
MIP Mimimum Ionizing Particle.
MPGD Micro-pattern gaseous detector.
MUROS Medipix Universal Read-Out System.
P
PCB Printed Circuit Board.
PCR Pixel Configuration Register.
PECVD Plasma Enhanced Chemical Vapor Deposition.
PP Photo Peak.
R
RMS Root Mean Square.
RPC Resistive Plate Chamber.
S
SET Silicon External Tracker.
SIT Silicon Inner Tracker.
SLC Stanford Linear Collider.
SM Standard Model.
T
T2K Tokai to Kamioka.
TDR Technical Design Report.
ToA Time of Arrival.
ToT Time Over Threshold.
TOTEM Total Elastic and Diffractive Cross Section Measurement.
TPC Time Projection Chamber.
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