results provide a network of homogeneously observed standards, and establish reference stars for the MKO system, in these bands. They also extend the available standards to magnitudes which should be faint enough to be accessible for observations with modern detectors on large and very large telescopes.
PbS cells, the long-wave sensitivity limits of which defined the edge of the band, and at M much less sensitive, broadband, bolometers or PbSe cells were used. Early infrared filters were often single remnants of manufacturers' batches and hence systems were not reproducible. In addition, early infrared filter bandpasses were not well matched to the atmospheric windows, and many absorption features, especially of water, were included. As a consequence the exact bandpass applicable to any given observation depended on the atmospheric water content, and observations were not consistent between different sites or, indeed, at the same site at different times.
The introduction of InSb detector technology made it possible to establish a new band, centred at 3.8µm -somewhat redwards of the L band -which offered a much better match to the transmission of the terrestrial atmospheric window. This has became known as the L ′ band, and has effectively replaced the L band, which is no longer commonly used. An excellent review of the status of the LL ′ M passbands and existing systems, as it was in the late 1980s, is given by Bessell & Brett (1988) .
In the mid-1980s, as infrared detector sensitivities continued to increase, many observatories found that the high thermal background admitted by the broadband M filter saturated the new detectors. Filters with narrower bandpasses were introduced; these were commonly referred to as M ′ . Although the same labels, L ′ and M ′ , were employed at various observatories, there were often significant differences between the particular filter bandpasses employed and hence between their resulting photometric systems.
In the late 1990s standardization of the near-infrared filter set was proposed by groups at the Gemini Observatories and the University of Hawaii (Simons & Tokunaga, 2002; Tokunaga, Simons & Vacca, 2002) . This has been largely achieved by the design of bandpasses which are much less sensitive to varying water vapour conditions, and the organization of a large consortium purchase of these filters. These filters are now known as the Mauna Kea
Observatories near-infrared (MKO-NIR) filter set. Note, however, that they are specifically designed to allow accurate photometry to be performed, and intercompared, at a range of altitudes, and are not simply optimised for the Mauna Kea site.
As telescope and detector technology has continued to improve, and fainter and cooler objects are discovered, observations in the thermal infrared have become ever more desirable astronomically. However, standard stars for the L ′ and M or M ′ bands are still sparse and the available set inhomogeneous. Over the last two years staff at the 3.8m UK Infrared Telescope (UKIRT) have therefore undertaken an observing programme to establish an enlarged and L ′ and M ′ standard stars 3 homogeneous set of photometric standards, observed with improved accuracy through the MKO-NIR L ′ and M ′ filters, and extending to magnitudes faint enough to be accessible to modern ("small-well") detectors used on 8-10-m telescopes. This paper describes that work.
A history of the L and M filter bandpasses, and of the standard stars employed at UKIRT, is given in §2; the observational technique in §3; the results in §4; a discussion in §5; and our conclusions in §6.
UKIRT L AND M BANDPASSES AND STANDARD STARS
The list of standard stars in the L, L ′ and M bandpasses used by observers at UKIRT dates from 1992 and is in-house only, having never been formally published (although at the time of writing it is available on the observatory web pages). Magnitudes were derived from Elias et al. (1982) and Sinton & Tittemore (1984) From the 1990s on, use of the L and the broadband M filters ceased at UKIRT; these were replaced by L ′ and a narrower-band M ′ filter. Observers simply adopted the broad-band M magnitudes to calibrate their narrower-band M ′ data, since tests at the telescope had shown that there was no colour dependency between the filters, at least for spectral types earlier than K (Geballe, 1991) ; the presence of photospheric CO absorption was expected to lead to differences between M and M ′ of a few percent for later type stars. This is discussed further in §4.
UKIRT's 1-5µm imager IRCAM has a 256×256 InSb detector array. In 1999 IRCAM was equipped with new optics, giving a smaller pixel field-of-view of 0. ′′ 08. At the same time it was equipped with the MKO-NIR L ′ and M ′ filters (Simon & Tokonaga, 2002; Tokunaga et al., 2002) . Figure 1 compares the previously used "UKIRT" system L ′ bandpass with the MKO-NIR filter, and also plots transmission profiles for the old broadband M compared with the new MKO-NIR M ′ .
The filter cold transmission profiles are given in Table 1 , together with the profile convolved with dry and wet atmospheric conditions as shown in Figure 1 . The atmospheric transmission spectra were obtained from the Gemini Observatory web pages and were calculated by Lord (1992) . The MKO-NIR filters were designed to match the atmospheric windows and to maximise throughput while providing better photometric performance. Simons & Tokunaga (2002) calculate the theoretical photometric error due to non-linear extinction to be 1.4 and 5.9 millimags for the L ′ and M ′ filters, respectively, for the Mauna Kea site.
These errors increase to 3.7 and 8.1 millimags at L ′ and M ′ for a 2 km site.
To investigate the effect of changing water vapour content, we have synthesised magnitudes for the wet and dry conditions of Table 1 for G5V and M7V stars. Stellar theoretical infrared spectra were obtained from Cohen (2003, private communication) and Hauschildt, Allard & Baron (1999) . These calculations showed that the effect of variable water content is small: ≤3 millimags at L ′ and ≤5 millimags at M ′ .
The filter profiles shown in Figure 1 and listed in Table 1 do not include other transmission effects due to telescope and instrument optics and the detector. The telescope mirrors are aluminised and light is reflected to the instrument from a silver-dielectric coated dichroic tertiary mirror. The camera has an uncoated calcium fluoride window and contains have a very small change in reflectivity increasing from 98.0% at 3µm to 98.4% at 5µm; the transmission of the barium fluoride lens decreases from 95.6% at 3µm to 94.4% at 5µm; and the array quantum efficiency (QE) varies between 87.4% and 90.0%. Calculations of synthetic magnitudes for a G5V and an M7V star show that these optical elements effect the derived magnitudes by less than 1 millimag. To summarise, the previous UKIRT system magnitudes, and those published here, are effectively defined by the filter bandpasses and the atmospheric transmission.
We note that the newer generation InSb arrays, the 1024×1024 Aladdin arrays, have an anti-reflection coating with a more structured wavelength response. Our current thermal imager uses an Aladdin detector and also contains barium fluoride lenses whose coating has a 5%-deep feature around 3µm. The net change to the photometric system is calculated to be ≤1 millimag except for late-type stars at L ′ where the difference is ∼3 millimag. July. Towards the end of this period, once most of the stars were well established, we used calibration data from visiting observers' runs to supplement our own measurements.
Primary standard stars were selected from the final UKIRT Bright Standards list. To avoid saturation, the stars were chosen from amongst the fainter objects on the list, with Overheads are about a factor of two due to the extremely short integrations.
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A flatfield was created by median filtering the set of four or eight normalised and cleaned observations. The cleaning removed blemishes on scales smaller than 1 arcsec, achieved by smoothing with a box filter and iteratively rejecting pixels more than two standard deviations from the neighbourhood mean. It was not necessary to mask objects when creating the flatfield because of the extremely high sky counts in every image.
The flatfielded subtracted images were registered using the telescope offsets -accurate to better than 0.5 arcsec -converted to integer numbers of pixels to avoid resampling.
Mosaics of the shifted images were formed using the mean at each pixel, thus preserving flux. Counts on and off target were dominated in all cases by the high sky background and as the stars were reduced in a relative sense (described below), applying a correction for non-linearity was not necessary.
Photometry was carried out on both the positive and negative images of the source in the individual sky-subtracted and flatfielded frames as well as in the final flatfielded mosaic. The photometry aperture was automatically positioned by the software at the source centroid; the source aperture size used was 5. ′′ 0. Although the background counts were close to zero, since consecutive frames had been subtracted from one another, a concentric "sky" aperture was used with inner and outer radii at 6. ′′ 5 and 10. ′′ 0. The sky value was an iteratively clipped mean, emulating the mode.
Errors were estimated in the usual way using the variance of the pixel-to-pixel signals in the star and background apertures. The resulting error estimates were consistent with the difference in the photometry between the positive and negative image of the source, and with the scatter of the results about the observed extinction curves (see below). As a further check, for a single night's observations, data variances were created using the read noise and
Poisson statistics, and propagated through the processing steps. The photometric errors calculated using the data variance, yielded values some 20 percent larger for the mosaics than the error estimates used in this paper.
Typically two to four stars were observed repeatedly (4 to 7 times) during the night to determine the atmospheric extinction; these stars were brighter stars chosen for their location in the sky. These extinction stars were observed at airmasses as high as 2.0, typically other stars were observed at an airmass less than 1.6. The extinction was determined by a linear fit to the observed instrumental magnitude as a function of airmass. The stars not used for extinction were observed once or twice a night. Each night's data was reduced in a relative sense: after using the extinction stars to define a mean extinction value, the primary targets were used to define a mean zeropoint at an airmass of unity. The fainter secondary standards were calibrated using these values for zeropoint and extinction.
As each night's data were reduced, the deviation from the ensemble mean zeropoint for that night of the individual zeropoints from each primary standard was derived. This was applied as a correction to the catalogue magnitudes for these stars, producing an evolving working catalogue to replace the original. The evolving value was used in deriving the ensemble zeropoint, and individual deviations, on the next night, and the process repeated. Table 2 gives our L ′ results for the stars from the UKIRT Bright Standards list. Spectral types for these stars were found from the SIMBAD database. The number of measurements is the number of nights on which the star was observed, i.e. if the star was observed more than once on a given night the mean result is counted as a single independent observation.
RESULTS
Results were weighted according to the measurement error for each night. Table 3 gives the L ′ results for the fainter stars from the UKIRT Faint Standards of Hawarden et al. (2001) , whence the spectral types are taken. Table 4 gives the M ′ results, where, again, the number of measurements are the number of nights observed and spectral types are from SIMBAD.
For all of Tables 2 through 4, the value of σ given in the sixth column is the value of the standard error of the mean over all the nights included in the measurements; accordingly, standards and for the M ′ standards. This is only slightly worse than the average calculated error of an individual measurement, based on signal-to-noise statistics. Accordingly, if the star was observed on N nights then our adopted uncertainty in Table 5 is the larger of 0.02[3]/ (N − 1) or the internal standard deviation of the mean given in Tables 1-3 .
The number of observations in Table 5 is the number of nights on which the star was observed in each filter. A combination of lack of photometric weather and the replacement of IRCAM by another instrument necessitated the termination of this programme when some stars had fewer than three observations. These stars, and those with estimated error larger than 0. m 03, should be treated with appropriate caution, as perhaps should the two B supergiants mentioned above. Table 2 ). There is no evidence of a colour term; instead the stars with the largest deviations from the previously tabulated value are fainter, suggesting larger errors in the original measurements. The latest spectral type in this sample is M5.5. It is known that for ultracool objects, of spectral type L5 and later, there will be a difference in magnitude measured with the previous UKIRT L ′ and the current MKO-NIR L ′ filter. This is due to the onset of methane absorption at the blue edge of the MKO-NIR bandpass (Leggett et al., 2002 Cohen et al. (1999) for the latter) and found the difference to be only 0. m 005, presumably because both filters include the CO band. In any case, as broadband M is no longer used this is not an issue for modern work.
DISCUSSION

CONCLUSIONS
We have presented new L ′ observations, using the MKO-NIR filter, of 25 stars with L ′ ∼ 7.
The average internal standard error of the mean result for each star is 0. We also present M ′ observations, using the MKO-NIR filter, of 31 stars with M ′ ∼ 
