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Tratamiento lingüístico de las preguntas en español
en los sistemas de búsqueda de respuestas
Por María-Dolores Olvera-Lobo y Nicolás Robinson-García
Resumen: Se propone un procedimiento para el tratamiento 
lingüístico de las preguntas en español como paso previo a su 
clasificación en los sistemas de búsqueda de respuestas. Se 
mencionan los principales tipos de sistemas de búsqueda de 
respuestas y su arquitectura básica. Se revisan las principales 
taxonomías utilizadas hasta el momento para la clasificación 
de preguntas y las distintas perspectivas desde las que se en-
focan. Finalmente, se presentan las etapas de análisis lingüís-
tico a las que ha de someterse el texto de las preguntas en 
estos sistemas para facilitar la localización de las respuestas 
adecuadas.
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that the text of questions in question answering systems should be subject to in order to facilitate the location of appro-
priate answers.
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Introducción
A lo largo de la última década se ha realizado una 
serie de esfuerzos por desarrollar la que se ha bauti-
zado como Web semántica (Berners-Lee et al., 2001). 
Desde el punto de vista de la recuperación de la infor-
mación, el acceso a los contenidos de la Web semántica 
puede favorecerse con el uso del lenguaje natural, ya 
que a los usuarios les resulta más cómodo y ágil usar 
su forma habitual de expresión (Vállez, 2007). La dis-
ciplina denominada procesamiento del lenguaje natu-
ral (PLN) resulta especialmente útil en este contexto 
puesto que se encarga de estudiar los problemas de la 
generación y la comprensión automática del lenguaje 
natural. El PLN también se centra en diseñar sistemas 
y mecanismos eficaces que permitan la comunicación 
entre personas y máquinas.
En el acceso a la información en internet ya no se 
trata únicamente de recuperar documentos, sino de ex-
traer conocimiento de los mismos y de elaborar res-
puestas que satisfagan las necesidades de los usuarios. 
Para ello es necesaria la implementación de sistemas 
de recuperación de información capaces de procesar el 
lenguaje natural y de “comprender” tanto las consultas 
que plantea el usuario como la información almacena-
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da en su base de datos. Entre los muchos tipos de siste-
mas que responden a esta filosofía podemos citar los de 
búsqueda de respuestas (en inglés, question answering 
systems o QA systems).
El principal objetivo de este trabajo es plantear 
una propuesta para la adaptación de las clásicas eta-
pas de análisis lingüístico (fonético, morfológico, léxi-
co, sintáctico, semántico, discursivo y pragmático) al 
tratamiento de las preguntas en español con el fin de 
facilitar la clasificación de las mismas en los sistemas 
de búsqueda de respuestas. Se describe la arquitectura 
y funcionamiento general de estos sistemas y se hace 
hincapié en las etapas del análisis y clasificación de las 
preguntas de usuario. A continuación, se revisan las 
principales taxonomías que se han sugerido para la cla-
sificación de las preguntas, las diferentes perspectivas 
empleadas, y la utilidad que se les ha proporcionado 
hasta el momento. Por último, se detallan las etapas del 
tratamiento lingüístico de las preguntas con el objeto 
de establecer un punto de partida para futuras investi-
gaciones en este ámbito.
“Se trata de extraer conocimiento y 
elaborar respuestas a lo que piden los 
usuarios”
Tipos de sistemas de búsqueda 
de respuestas
Estos sistemas persiguen ofrecer una solución a 
preguntas concretas de los usuarios formuladas en len-
guaje natural. Las preguntas que principalmente ges-
tionan estos sistemas son de tipo factual (en las que 
se solicitan datos referidos a: persona, tiempo, locali-
zación, organización, medida, recuento, objeto, entre 
otros). Aplican técnicas cada vez más sofisticadas para 
extraer respuestas a partir del conjunto de documentos 
que constituye su base de datos. Un ejemplo, de entre 
los pocos disponibles en la Web, es Start, realizado por 
el Massachusetts Institute of Technology (MIT).
http://start.csail.mit.edu/
Las técnicas utilizadas son muy variadas y, según el 
enfoque adoptado por los diseñadores del sistema, van 
desde las estadísticas hasta el procesamiento del lengua-
je natural –si bien suele ser ésta última la más frecuen-
te–. Los diferentes criterios y decisiones que pueden 
tomarse en el diseño y elaboración de la arquitectura 
de un sistema de búsqueda de respuestas dan lugar a 
una heterogénea tipología de los mismos según sean las 
lenguas de trabajo, el contenido temático de los docu-
mentos de la base de datos, el nivel de organización de 
la información (estructurada o no) o el grado de interac-
tividad con el usuario, entre otros aspectos. A continua-
ción se indican los más frecuentemente identificados.
Idioma
El criterio de la lengua es muy popular en un gran 
número de las clasificaciones propuestas (Adiwibowo; 
Adriani, 2007; Izquierdo et al., 2007; Roger et al., 
2007; Solorio et al., 2005). Se distingue entre sistemas 
monolingües y multilingües, aunque en algunos casos 
se consideran como un tercer tipo los multilingües que 
utilizan el inglés como idioma pivote (García-Cum-
breras et al., 2006).
Tema
La cobertura temática de los documentos de la 
base de datos es tenida en cuenta por Harabagiu et 
al., 2000; Magnini et al., 2001; Moldovan et al., 2003; 
Roger et al., 2007. Así, mientras que unos son de domi-
nio abierto, es decir, de tema general o multidisciplinar, 
no restringido, otros cuentan con una colección espe-
cializada en un tema. Como es de esperar, éstos son los 
que mejores resultados obtienen (Wedgwood, 2005).
Organización
El nivel de organización de la información conteni-
da en los documentos indizados origina 3 tipos: los que 
trabajan con información estructurada, los que lo hacen 
con documentos semiestructurados (Katz et al., 2007) 
y los que gestionan una colección no estructurada (Cu-
cerzan; Agichtein, 2005).
Interacción
La capacidad de interacción con el usuario es un as-
pecto que cobra aún mayor relevancia. Aunque es nota-
ble el interés creciente por los sistemas de búsqueda de 
respuestas capaces de mantener un diálogo continuado 
con los usuarios –y a éstos, a su vez, les resultan mu-
cho más atractivos– la mayor parte de los sistemas aún 
no alcanzan un grado de comunicación conversacional. 
La ventaja de los sistemas plenamente interactivos es 
que utilizan cada nuevo input para conseguir cierta re-
troalimentación y afinar en la búsqueda de la respuesta 
más adecuada. Por ejemplo, están más preparados para 
resolver con éxito las preguntas enlazadas, que inclu-
yen referencias a preguntas o a respuestas anteriores 
(¿quién descubrió la penicilina?, ¿dónde nació?). Los 
sistemas interactivos de búsqueda de respuestas enca-
jan perfectamente con el enfoque de los tradicionales 
servicios de referencia. Las aplicaciones en este ámbito 
(Pomerantz, 2005) parten de la premisa de que la con-
sulta primera del usuario suele ser errónea, ya que éste 
puede tener cierta dificultad para expresar su necesidad 
de información. Se cuestiona la validez de la pregunta 
inicial y se busca una reformulación más exacta ofre-
ciendo mayor orientación durante la consulta. Por el 
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contrario, los sistemas de búsqueda de respuestas que 
no cuentan con la perspectiva del servicio de referencia, 
es decir, la inmensa mayoría, consideran que el usuario 
formula correctamente su pregunta. Establecen que hay 
una única respuesta posible –que puede estar contenida 
o no en el corpus de documentos– de modo que, dispo-
niendo de la base de conocimientos adecuada, siempre 
se podrá satisfacer la necesidad de información.
Existen sistemas de búsqueda de respuestas que 
usan reconocimiento de voz para su implementación 
en dispositivos móviles (Izquierdo et al., 2007).
Arquitecturas
Un sistema de búsqueda de respuestas está consti-
tuido por módulos, cada uno de los cuales lleva a cabo 
una serie de tareas dentro de la arquitectura global del 
sistema. El número de ellos y las funciones que desem-
peñan varía según el enfoque desde el que se aborda el 
problema. Pérez-Coutiño et al. (2004) proponen cua-
tro módulos –uno para el procesamiento de la pregunta, 
otro de indexación, el de búsqueda y el dedicado a la 
selección de la respuesta–, mientras que otros autores 
consideran necesarios únicamente tres módulos –el 
destinado al análisis de la pregunta, el de recuperación 
de pasajes (los párrafos de los documentos donde se 
encuentra la respuesta) y el dedicado a la extracción de 
la respuesta propiamente dicha– (Vicedo et al., 2003).
“Los criterios y decisiones que se toman 
en el diseño de un sistema de búsqueda 
de respuestas dan lugar a tipos variados”
Lo más frecuente es establecer cuatro, que se im-
plementan prácticamente del mismo modo en todos 
los sistemas (Ittycheriah et al., 2000; Ko et al., 2007). 
Estos módulos, que han de ser capaces de procesar el 
lenguaje natural de manera efectiva, corresponden a los 
cuatro procesos que lleva a cabo el sistema de búsqueda 
para la obtención de una respuesta: 
– Análisis y clasificación del tipo de preguntas/
respuestas. La primera tarea que realiza el sistema es 
identificar el tipo de pregunta planteada por el usuario. 
Su análisis implica su tratamiento lingüístico, y su cla-
sificación se hace en función del tipo de respuesta que 
se espera obtener. La elaboración de un buen sistema 
de análisis y clasificación de las preguntas será clave 
para el éxito o fracaso del sistema.
– Recuperación de la información/expansión de la 
consulta. El procesamiento de la pregunta en la etapa 
anterior constituye el input para el motor de búsqueda, 
el cual devuelve documentos –o partes de documen-
tos– relevantes de la base de datos.
– Reconocimiento de entidades nombradas. Ahora 
los documentos son divididos en pasajes –si bien esto 
puede hacerse en la fase anterior de recuperación– y se 
analizan mediante reconocedores de entidades con el 
fin de identificar los pasajes susceptibles de contener la 
respuesta (Clarke et al., 2000).
– Selección de la respuesta. Se selecciona de 
acuerdo con la clasificación de tipos de preguntas que 
se ha realizado y se identifica el pasaje que contiene la 
respuesta.
La clasificación de las preguntas es uno de los as-
pectos que más atención requieren, ya que un tercio de 
los errores se producen en esa etapa (Moldovan et al., 
2003). En este sentido, el proceso de clasificación de 
las preguntas tiene dos objetivos (Li; Roth, 2004): por 
un lado, se reducen los tipos de respuestas esperadas. 
Por otro, se identifica el enfoque, estableciendo el tipo 
de pregunta en función del tipo de información que 
debe contener la respuesta esperada. Así por ejemplo, 
ante la pregunta “¿cuánto mide el monte Everest?”, dis-
tinguiremos entre “monte Everest” (el objeto sobre el 
cual se solicita una información) y la altura del mismo 
(el enfoque desde el cual se solicita la información). 
Identificar tanto el objeto de la pregunta como el en-
foque de la misma resulta una importante ayuda para 
localizar la respuesta adecuada.
Taxonomías para clasificar preguntas
La creación de un módulo para clasificar preguntas 
pasa por dos etapas fundamentales: 1) establecer la taxo-
nomía de tipos de preguntas a las que, potencialmente, 
tendrá que enfrentarse el sistema y 2) diseñar el módulo 
clasificador para que identifique, etiquete y categorice 
cada pregunta del input en función de esa clasificación.
“Muchas de las herramientas y métodos 
existentes para tratar y clasificar las 
preguntas son para la lengua inglesa”
La taxonomía que se utilizará puede estar determi-
nada por expertos o bien automáticamente (Hacioglu; 
Ward, 2003). Algunas propuestas para la clasificación 
de preguntas son fruto de una taxonomía elaborada ma-
nualmente a partir de una colección de preguntas y, al ser 
elaboradas por expertos suelen dar unos resultados muy 
positivos para colecciones ad hoc, si bien rara vez estos 
resultados son extrapolables al utilizar otra colección de 
preguntas y de documentos. Estas clasificaciones son te-
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diosas de realizar y carecen de la flexibilidad necesaria 
para adaptarse a nuevos tipos de preguntas que puedan 
plantearse en el sistema. Por el contrario, las taxonomías 
elaboradas automáticamente surgen a partir de un con-
junto lo suficientemente amplio de preguntas, aplicando 
diferentes tipos de técnicas. Independientemente de la 
técnica (manual o automática) elegida para desarrollar 
la taxonomía de tipos de preguntas, el siguiente paso 
consiste en preparar el módulo para que la utilice en la 
clasificación de las preguntas del usuario.
Las principales taxonomías que se han empleado 
para la clasificación de preguntas (Pomerantz, 2005) 
son las basadas en:
– “Wh-words”. Se refiere a who, what, when, whe-
re, why y how. En español corresponden a las pregun-
tas que comienzan por pronombres o adverbios interro-
gativos: quién, qué, cuándo, dónde, por qué y cómo. 
Es una taxonomía muy usada debido a su simplicidad 
(Hovy et al., 2001; Moldovan et al., 1999). Sin em-
bargo no es muy efectiva para su uso en los sistemas 
de búsqueda de respuestas ya que no engloba todos los 
posibles tipos de preguntas, como por ejemplo “¿cuál 
es el principal producto de Microsoft?”.
– Temas de preguntas. Sigue la filosofía bibliote-
caria de organización por materias mediante el uso de 
herramientas como tesauros, encabezamientos de ma-
terias, etc. Puede resultar una clasificación más efectiva 
por la información que aporta a la pregunta, pero re-
quiere el uso de fuentes externas o del reconocimien-
to de entidades nombradas, y supone una inversión de 
tiempo que la hace inviable. Por esta razón no se utiliza 
como método para la clasificación de tipos de preguntas 
en sistemas de búsqueda de respuestas sino en el proce-
so de desambiguación de la pregunta, de ser necesario.
– Funciones de las respuestas esperadas. Según 
este criterio, la clasificación de las preguntas se hace 
teniendo en cuenta la función de la respuesta que se 
espera obtener. Es un método muy recomendable, pues 
añade información adicional al sistema. De este modo, 
a la pregunta “¿cuánto mide Pau Gasol?”, el sistema 
buscaría un valor numérico y excluiría como respuestas 
candidatas a todas las que no incluyeran cifras, aumen-
tando así la precisión de la consulta.
– Formas de las respuestas esperadas. Se trata de 
una taxonomía enfocada específicamente a los servi-
cios de referencia y no es extensible a los sistemas de 
búsqueda de respuestas. Permite clasificar las pregun-
tas en dos tipos principales: transacciones referenciales 
y transacciones direccionales. Así, por ejemplo, en una 
biblioteca, si el primer tipo se refiere a consultas que 
requieren la búsqueda de conocimiento (preguntas so-
bre un objeto, concepto, lugar, persona, entre otros), la 
consulta de fuentes y el análisis e interpretación de la 
pregunta, el segundo tipo engloba las preguntas rela-
cionadas con los servicios bibliotecarios, como hora-
rios de consulta, período de tiempo en préstamo, etc.
– Tipos de fuentes según el tipo de respuesta que se 
espera. El enfoque para la clasificación de las preguntas 
recae sobre la función de la respuesta pero en este caso 
se trata de identificar la fuente de información en la que 
habría que lanzar la búsqueda. De tratarse de un hecho 
histórico, por ejemplo, el sistema habría de extraer la 
respuesta de una enciclopedia; si fuera una pregunta de 
definición, iría directamente a un diccionario, y de tra-
tarse de una pregunta sobre un suceso reciente lanzaría 
la consulta en periódicos y agencias de noticias. Esta 
taxonomía podría utilizarse de apoyo, de cara a la des-
ambigüación o la expansión de la consulta.
“Un tercio de los errores se producen 
en la etapa de clasificación de las 
preguntas”
Esos criterios de clasificación no son excluyen-
tes sino que pueden combinarse para lograr un mejor 
procesamiento de las preguntas. De hecho, lo más ha-
bitual es que se combinen los tres primeros criterios 
(Pomerantz, 2005) de manera secuencial, por lo que 
progresivamente el sistema va especificando el tipo de 
pregunta formulada. De este modo un primer filtrado 
correspondería a la utilización de la taxonomía “wh-
words”. Si se formula una pregunta como “¿quién es 
el primer ministro del Reino Unido?”, rápidamente se 
detectaría el tipo de información que se solicita (una 
persona) y mediante un reconocedor de entidades nom-
bradas se podría localizar la respuesta. No obstante, ha-
bría una gran cantidad de preguntas que se escaparían 
a esta primera taxonomía, incluso preguntas que aun 
perteneciendo a alguna de sus categorías hayan sido 
reformuladas y no utilicen las partículas interrogativas 
que definen el tipo de pregunta. Por ejemplo, la pregun-
ta “¿a qué partido político pertenece Gordon Brown?” 
no tendría cabida. Sin embargo, aplicando la taxono-
mía desarrollada a partir del criterio temático de cla-
sificación de preguntas, el sistema sí podría identificar 
la respuesta correcta. Combinando ambos criterios se 
habría resuelto la clasificación de una gran cantidad de 
tipos de preguntas, pero el margen de error sería, aún 
así, demasiado amplio. Por ello, se podría hacer una 
tercera y definitiva aproximación según las funciones 
de las respuestas esperadas. Así se conseguiría más pre-
cisión en preguntas como “¿en qué año fue nombrado 
Gordon Brown primer ministro del Reino Unido?”, ya 
que se evitarían posibles respuestas erróneas o se res-
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tringiría la longitud de la respuesta al valor numérico 
correspondiente al año.
Por último mencionamos una de las propuestas de 
más éxito, la taxonomía de Li y Roth (2004), la cual 
presenta una estructura jerárquica de hasta 50 catego-
rías diferentes, englobadas en seis clases principales:
– Abreviatura:
Abreviatura, abreviatura expandida.
– Entidad:
Acontecimiento, animal, color, creativa, cuerpo, 
comida, deporte, enfermedad, idioma, instrumento, 
moneda, otros, palabra, planta, producto, religión, sím-
bolo, sustancia, técnica, término, vehículo.
– Descripción:
Definición, clase, descripción, manera, razón.
– Humano:
Grupo, individuo, título, descripción.
– Localización:
Ciudad, montaña, otros, país, estado.
– Numérico:
Código, cuenta, fecha, distancia, dinero, orden, 
otros, período, porcentaje, velocidad, tiempo, tamaño, 
peso.
“Las preguntas se analizan a varios 
niveles lingüísticos para eliminar las 
ambigüedades”
Tratamiento lingüístico de las preguntas
Uno de los principales inconvenientes que presen-
tan estos sistemas es que están ostensiblemente limita-
dos por el idioma para el que fueron diseñados. A pesar 
de que se está investigando en la búsqueda de méto-
dos independientes de la lengua (Solorio et al., 2004; 
Whittaker; Furui, 2006), en la práctica se sigue traba-
jando en los de una sola. Es en las conferencias CLEF 
(Cross-language evaluation forum) donde se dedica es-
pecial atención a los sistemas multilingües de búsqueda 
de respuestas, y desde 2003 disponen de una sección 
dedicada exclusivamente a esta tarea (Braschler; Pe-
ters, 2004).
Como se muestra en la figura 1, antes de proceder 
a la clasificación de las preguntas el sistema las ten-
drá que someter a un proceso de análisis y tratamiento 
con el fin de eliminar las posibles ambigüedades que 
puedan presentar y prepararlas para su categorización. 
Al igual que para los demás aspectos, muchas de las 
herramientas y de las metodologías desarrolladas para 
llevar a cabo el tratamiento de las preguntas y su clasi-
ficación, se centran en la lengua inglesa (Solorio et al., 
2004) por lo que cuando quieren utilizarse en sistemas 
que trabajan con la lengua española es necesario adap-
tarlas o bien crear otras nuevas que se adecuen a las 
singularidades del español.
Liddy (1998, 2003) señala siete niveles lingüísti-
cos en los que se ha de trabajar en el PLN: fonético, 
morfológico, léxico, sintáctico, semántico, discursivo 
y pragmático. 
Este planteamiento es igualmente aplicable al tra-
tamiento de las preguntas que constituyen el input en 
los sistemas de búsqueda de respuestas, si bien de-
pendiendo de las características del sistema se deberá 
incidir especialmente en unos niveles o en otros. En 
este sentido, Pomerantz (2005) indica que el análisis 
lingüístico debe centrarse en los cuatro niveles superio-
res –sintáctico, semántico, discursivo y pragmático–. 
Podemos añadir el análisis fonético para los sistemas 
que trabajen con voz. En cada caso habría que aplicar 
diferentes técnicas y herramientas de procesamiento de 
lenguaje natural.
A continuación se indican cuáles son las distintas 
etapas de análisis a las que ha de someterse el texto de 
las preguntas en los sistemas de búsqueda de respues-
tas. Como no siempre resulta posible implantar solu-
ciones ad hoc, y a modo de orientación, mencionamos 
algunas herramientas disponibles que pueden ayudar 
en ciertas tareas.
– Análisis fonético. Es el nivel de análisis lingüís-
tico más básico. Pretende interpretar los sonidos y ha-
cerlos inteligibles para el sistema. Se usa en sistemas 
que aplican reconocimiento y procesamiento del habla, 
como el anteriormente mencionado.
– Análisis morfológico. En esta etapa se analizan 
los componentes que conforman cada palabra. Se ex-
traen los prefijos, sufijos, rasgos flexivos y raíces, entre 
otros elementos. Aquí se incluye, por ejemplo, la apli-
cación de las técnicas de stemming (o reducción de una 
palabra a su raíz) que facilitan el tratamiento del texto 
de la pregunta y permiten la expansión de la consulta. 
Para el stemming podría utilizarse una versión del algo-
ritmo de Porter (Porter, 1980) adaptado al español, tal 
como Snowball1 que resolverían algunos problemas de 
ambigüedad. El análisis morfológico se hace necesario 
ya que, a pesar de encontrarnos aún en una de las pri-
meras etapas de aproximación lingüística al texto del 
input, conviene tratarlo adecuadamente para facilitar la 
extracción del significado de las palabras y el significa-
do de la pregunta en las etapas posteriores.
http://snowball.tartarus.org/
185
Tratamiento	lingüístico	de	las	preguntas	en	español	en	los	sistemas	de	búsqueda	de	respuestas
El profesional de la información, v.18, n. 2, marzo-abril 2009
– Análisis léxico. Se realiza un análisis de las 
palabras desde una perspectiva intralingüística para 
desentrañar el significado léxico, es decir, se definen 
y delimitan las unidades léxicas que componen la pre-
gunta, pudiéndose hacer uso de un analizador léxico. 
Con ayuda del mismo se filtran los elementos que no 
aportan significado a la pregunta como, por ejemplo, 
las palabras vacías y los signos ortográficos y de pun-
tuación. De este modo nos quedamos únicamente con 
las palabras realmente relevantes.
– Análisis sintáctico. En este caso la unidad de es-
tudio no es la palabra sino la frase completa, analizan-
do su estructura gramatical y determinando la informa-
ción significativa para la selección de la respuesta. Por 
ejemplo, ante una pregunta del tipo “¿dónde vive José 
Luís Rodríguez Zapatero?”, se deberá identificar José 
Luís Rodríguez Zapatero como la entidad sobre la que 
se demanda información, cosa que se hace analizando 
sintácticamente cuál es el sujeto de la oración. Ante la 
pregunta “¿en qué posición juega Sergio Ramos en el 
Real Madrid?”, vemos que nos encontramos ante dos 
entidades nominativas: el jugador Sergio Ramos y el 
equipo de fútbol Real Madrid. No obstante, la pregun-
ta se centra exclusivamente en el jugador y no en el 
equipo. De hecho Real Madrid sería una información 
irrelevante que podría confundir al sistema al tratarse 
de una entidad fácilmente reconocible; sin embargo, 
al ser reconocida como un complemento, quedaría en 
un segundo plano. Hay varios analizadores sintácticos 
desarrollados para el español (Bick, 2006; Carreras et 
al., 2004) y muchos de ellos están disponibles en inter-
net de forma gratuita2.
– Análisis semántico. En este nivel de análisis lin-
güístico se barajan los posibles significados de cada 
Figura 1. Funcionamiento de un sistema de búsqueda de respuestas basado en el PLN
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frase y se busca desambiguar la acepción de las pala-
bras por el contexto. Será especialmente relevante el 
tratamiento del lenguaje para las palabras polisémicas, 
en cuyo caso se deberá intentar identificar el signifi-
cado correcto a través del contexto en el que esté la 
palabra. 
Sin embargo, las preguntas factuales planteadas por 
los usuarios en los sistemas de búsqueda de respuestas 
generalmente carecen de contexto, por lo que enton-
ces la desambiguación de las palabras puede resolver-
se mediante el uso de fuentes externas, como la Web 
(Adiwibowo; Adriani, 2007). Esta solución tiene sus 
inconvenientes, pero ayuda a analizar semánticamente 
la pregunta para desambiguarla. Y, por supuesto, su-
pone proporcionar un valor añadido a la pregunta del 
usuario que, como texto aislado y breve que es, resulta 
bastante difícil contextualizar.
Otra forma de aportar información a las preguntas 
es mediante el uso de reconocedores de entidades nom-
bradas (REN), los cuales favorecen la identificación de 
ciertos objetos en los textos. Por entidades nombradas 
se entienden los nombres de personas, organizaciones, 
localizaciones, fechas o cantidades (Balbontín; Sán-
chez, 2004). Un REN es una herramienta capaz de 
identificarlos, favoreciendo de este modo la compren-
sión del sistema de cara al análisis y tratamiento de las 
preguntas.
– Análisis discursivo. Está enfocado al discurso, 
e interpreta la estructura y el significado de los textos 
compuestos por más de una frase, siendo adecuado 
para aplicar técnicas de PLN a textos largos. Como las 
preguntas en los sistemas de búsqueda de respuestas 
suelen ser oraciones breves, no es necesario aplicarlo 
aquí.
– Análisis pragmático. En este nivel de análisis lin-
güístico se pretende entender el propósito de la lengua 
en situaciones concretas, particularmente los aspectos 
del lenguaje que requieren de un conocimiento general. 
Se pretende desambiguar los elementos de la pregunta 
que, aun habiendo identificado claramente su significa-
do semántico, no acaban de ser bien interpretados por 
el sistema al ser necesario un cierto acervo de conoci-
mientos para poder ser entendidos completamente. La 
pregunta “¿cuál fue el primer disco de los cuatro de 
Liverpool?” como podemos suponer, se refiere a Los 
Beatles y a priori debería ser relativamente fácil iden-
tificar la respuesta. Pero el hecho de utilizar un apodo 
para referirse al grupo musical complica la capacidad 
del sistema. Esta circunstancia podría subsanarse, al 
menos en parte, con el uso de fuentes externas: enciclo-
pedias como Wikipedia o de buscadores como Google, 
que permiten discernir personajes y sucesos que son 
de conocimiento general y despejar rápidamente esas 
lagunas.
Conclusiones y líneas futuras
A pesar de su corta trayectoria, los sistemas de bús-
queda de respuestas constituyen una interesante opción 
de cara a la recuperación de información y a la satisfac-
ción de las necesidades de los usuarios. Permiten una 
mayor usabilidad y una mayor interacción con el usua-
rio mejorando su experiencia a la hora de enfrentarse a 
la búsqueda de información. No obstante, son muchos 
los obstáculos que se presentan en la actualidad, sobre 
todo aquellos relacionados con el procesamiento del 
lenguaje natural. Iniciativas como las de las conferen-
cias TREC y CLEF intentan aunar esfuerzos y consti-
tuirse en referentes para los investigadores que trabajan 
en estos temas.
Los futuros estudios que pretendan contribuir a re-
solver algunos de los muchos problemas que estos sis-
temas aún presentan, deberían centrarse en los siguien-
tes aspectos (Burger et al., 2001):
– taxonomías de tipos de preguntas;
– procesamiento de las preguntas;
– establecer el contexto de las preguntas;
– fuentes de información;
– extracción de las respuestas;
– formulación de la respuesta;
– respuesta en tiempo real;
– sistemas multilingües;
– sistemas interactivos;
– razonamiento avanzado;
– captación de tipos de usuarios; y
– sistemas colaborativos.
Como se puede comprobar, se abordan tanto temas 
de procesos que deben llevar a cabo estos sistemas, 
como tipos de sistemas y distintos enfoques para im-
plementarlos. Es importante destacar la necesidad de 
trabajar en sistemas multilingües y en sistemas mono-
lingües que hagan uso del español.
Notas
1. Snowball tiene versiones de hasta 15 idiomas.
http://snowball.tartarus.org/
2. VISL es un analizador sintáctico disponible para varios idiomas. Su ver-
Niveles lingüísticos
-    fonético
Profundidad de aná-
lisis
   morfológico
   léxico
   sintáctico
   semántico
   discursivo
+    pragmático
Figura 2. Profundidad del análisis para el PLN en función de los 
niveles lingüísticos (Liddy, 1998, 2003)
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sión en español se llama Hispal. FreeLing es un analizador sintáctico open 
source de descarga gratuita. Stilus se puede probar por internet.
http://beta.visl.sdu.dk/
http://garraf.epsevg.upc.es/freeling/
http://www.connexor.eu/
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