Abstract: a one-dimensional mathematical and numerical model for the flow in a LOX
For the design of a rocket engine, the first step is concerned about modelling the combustion gases flow. Although two and three-dimensional models are commonly used, one-dimensional models are still employed in rocket engines projects, being corrected by empirical coefficients (Fröhlich et al., 1993; Sutton and Biblarz, 2001) . Studies involving one-dimensional codes are, because of this, still useful.
The complete problem involving the combustion gases flow and the regenerative cooling system may be divided up into three sub-problems, namely: (1) the reactive combustion gases flow through the rocket engine; (2) the heat conduction from hot gases to the coolant, through the wall structure; and (3) the turbulent coolant flow, in the regenerative cooling system. In this work, only the first sub-problem, namely the reactive combustion gases flow, is studied.
For this study, however, different physical and chemical schemes are used. Five physical models are compared: one-species gas with constant or with variable properties; frozen, equilibrium and non-equilibrium flows. Otherwise, for these three last models, which include multi-species flows, chemical schemes are also considered.
Results are compared with those obtained from CEA code, from NASA (GRS, 2005) , and the analytical solution for quasi-one-dimensional isentropic flow. Differently from commonly used, the energy equation is based on temperature, and not on enthalpy nor internal energy (Barros, 1993; Dunn and Coats, 1997; Laroca, 2000) ; the velocity is obtained for the whole flow (from subsonic to supersonic regimes) and not only for supersonic flow (Barros, 1993; Dunn and Coats, 1997; Smith et al., 1987) . And for all the analyses, numerical error estimates, based on GCI estimator (Roache, 1994) , are also presented.
Mathematical model
The basic principles of rocketry are essentially those of mechanics, thermodynamics and chemistry (Sutton and Biblarz, 2001) . In this way, the mathematical formulation for a single-species/multi-species flow through the nozzle engine is based only on four equations: conservation of mass, conservation of momentum, conservation of energy and state (the perfect gases law), given in the sequence:
( )
where: ρ, u, P and T are four dependent variables, related to density, velocity, pressure and temperature (in this order); x is the axial coordinate; S is the cross-section area; R is the gas/mixture of gases constant; (c p ) f is the frozen specific heat at constant pressure; and S eq/ne is a source term taken only into account for equilibrium or non-equilibrium flows and is evaluated by:
for local equilibrium flow; As can be seen above, the conservation of energy, Eq. (3), has the temperature as unknown and not the enthalpy nor the internal energy, as normally used (Barros, 1993; Dunn and Coats, 1997; Laroca, 2000) . The major advantage of such variation is on the temperature determination, which is obtained directly from the numerical model, not depending on the enthalpy (or internal energy) values.
Equations (1) to (4) are enough for the mathematical formulation of one-species, frozen and equilibrium flows. For non-equilibrium model, however, associated to these four equations must be taken into account the continuity equation for species i:
which corresponds to the conservation of mass for each species separately. The mass generation rate of species, , depends on the forward reaction constants, mass concentration of species and efficiencies of 3 i w & rd body species (on a given reaction).
Chemical equilibrium composition, for frozen and local equilibrium flows, is obtained by equilibrium constants, as explained at (Kuo, 1986) . On the other hand, non-equilibrium chemical composition is obtained using the methodology of (Anderson, 1990; Barros et al., 1990; Kee et al., 1996) . Some attention must be taken, otherwise, for the evaluation of the frozen specific heat at constant pressure and the ratio of specific heats (for equilibrium flow), which can be estimated by:
where: is the specific heat at constant pressure for each chemical species i in the control volume; M is the molecular weight for the gases mixture; X i p c ) ( i is the molar fraction; M i is the molecular weight for the chemical species i; and R i refers to gas constant for each single-species i.
Nine different chemical reaction schemes for frozen and equilibrium flows are presented, including from 3 to 8 chemical species and from 0 to 18 chemical reaction equations. Despite of this, a one-single-species gas flow is also studied, for constant and variable properties. For non-equilibrium flow, only six and eight-species models are studied, totalling six chemical reaction schemes. Table 1 shows a summary of the chemical reaction models implemented, in which L represents the number of chemical reaction equations. Even if two models have the same number of reactions and species, they differ at least for one chemical reaction. For non-equilibrium studies, model 3 was split up into two different non-equilibrium models, which differ from each other about the mass generation rates. Kee et al. (1990) 
Numerical model
The mathematical model for combustion gases flow in the nozzle structure is discretized using a finite volume method. The domain is divided into Nvol control volumes, in which the differential equations are integrated: Eqs.
(1) to (3), (5) and (6). A co-located grid arrangement, appropriated for all speed flows is used (Marchi and Maliska, 1994) , associated with a second-order discretization scheme (CDS), with deferred correction (Ferziger and Peric, 2001) . The system of algebraic equations obtained is solved by TDMA method (Ferziger and Peric, 2001 ).
Pressure and velocity are coupled by SIMPLEC algorithm (Van Doormaal and Raithby, 1984) , in order to convert the mass equation in a pressure-correction one. So, the mass conservation equation, Eq. (1) (Barros, 1993; Dunn and Coats, 1997; Smith et al., 1987) .
A basic algorithm for one-dimensional combustion gases flow is shown in the following.
Algorithm:
1. Definition of data (T, P, ρ, u) in an instant t, using the analytical solution for one-dimensional isentropic flow. 2. Estimation of all variables in an instant t+∆t (the integration of all the equations is based on a completely implicit formulation; time, however, is used only as a relaxation parameter, once this work is taken for steady state flow). 3. Definition of thermophysical properties (such as the c p , γ and R). 4. Estimation of the inlet pressure and the inlet velocity. 5. Coefficients calculation for the algebraic system (by discretization) of the momentum equation and solution of this system by TDMA for u. 6. Calculation of SIMPLEC coefficients. 7. Estimation of face velocities. 8. Estimation of the inlet temperature at the nozzle engine. 9. Coefficients calculation for the algebraic system (by discretization) of the energy equation and solution by TDMA for T. 10. Calculation of density (both, inside the control volumes and at their faces). 11. Coefficients calculation for the algebraic system (by discretization) of the mass equation and solution by TDMA for ' P . 12. Correction of nodal pressures, face and nodal densities and face and nodal velocities by ' P .
13. Return to item 2, until the achievement of the desired number of iterations. 14. Post-processing.
Over this basic algorithm, some modifications are necessary, depending on the physical model. For isentropic one-species gas with constant properties, for example, item 3 is unnecessary because all the thermochemical properties must be supplied as initial data. For a frozen flow, however, item 3 includes chemical composition determination for the first control volume (and the same chemical composition is maintained for all other volumes); in this case, also, the thermoproperties must be re-evaluated for every single control volume.
When the equilibrium flow model is studied, item 3 includes the chemical composition determination for all control volumes and, also here, the determination of thermoproperties must be done for every single control volume. And for non-equilibrium flow, this same item includes the mass generation rate determination and the use of Eq. (6), in order to estimate the chemical composition.
The boundary conditions adopted for the combustion gases flow are:
• Inlet conditions: temperature (T) and pressure (P) are functions of stagnation conditions; the chemical mixture composition, given by mass fractions (Y i ), is obtained from local data (temperature and pressure); this is not necessary for one-species models. The inlet velocity (u) is obtained from a linear extrapolation from internal control volumes.
•
Nozzle walls: adiabatic.
Exit conditions: for supersonic flows in nozzles, no exit boundary conditions are required. For the implementation of a numerical model, however, exit boundary conditions are needed. Because of this, temperature (T), velocity (u), pressure (P) and mass fractions (Y i ) are obtained by linear extrapolation from internal control volumes.
Definition of the problem
The rocket engine geometry used in this work is the same one presented in (Marchi et al., 2000 and 2004) , which consists on a cylindrical section, called combustion chamber (with radius r in and length Lc) assembled to a nozzle device, whose longitudinal section is defined by a cosine curve (with throat nozzle radius r g and length Ln). The radius r, for x > Lc, is evaluated by the following equation:
where x corresponds to the position where the radius is evaluated. Despite the cylindrical section is called combustion chamber, it does not correspond to a real combustion chamber; the effects of fuel and oxidant injection, mixture and burning are not considered. Fig. 1 shows all geometrical parameters of the nozzle studied in this work. Some parameters of interest taken into account in this work are the nozzle discharge coefficient and the nondimensional momentum thrust. Both of them are global parameters and evaluate how much the experimental values (laboratorial or numerical ones) are distant from theoretical values (obtained from one-dimensional isentropic flow analysis). In this work, however, the experimental values are always related to numerical results and theoretical ones are obtained from quasi-one-dimensional analytical solution.
The nozzle discharge coefficient (C d ) is defined as the ratio between experimental mass flow rate and the theoretical one, given by
where m corresponds to the mass flow rate. &
Another parameter of interest is the non-dimensional momentum thrust (F*), which is defined by the ratio between experimental and theoretical thrusts, given by
where F corresponds to the thrust values and, for ideal cases (in which the exit and ambient pressures are equal) can be obtained by the following relation, where u ex is the exit velocity:
For this work, the combustion chamber total length (L T ) is equal to 0.5 m, in which 0.1 m is related to combustion chamber length (Lc) and the nozzle length (Ln) is 0.4 m. The nozzle entrance radius (r in ) is 0.3 m, while the nozzle throat radius (r g ) is 0.1 m. Stagnation temperature is taken as 3420.33 K, while stagnation pressure is equal to 2.0 Mpa. The ratio between specific heats (γ) is 1.1956, the gas constant (R) is 526.97 J/kg x K and the oxidant/fuel ratio is taken as the stoichoimetric one (OF = 7.936682739).
Numerical results and discussion
Five different physical models (isentropic one-species flow with constant properties; isentropic one-species flow with variable properties; frozen flow; local equilibrium flow; and non-equilibrium flow), associated to six (for non-equilibrium flow) or nine chemical reaction schemes (for frozen and local equilibrium flows) were implemented in Mach1D code, using FORTRAN 95 language and Compaq 6.6 compiler. For all the analyses, a PC, with Pentium IV 2.4 GHz processor, 1 GB RAM was used; exception was made for local equilibrium and non-equilibrium flow analyses, for which a PC, with Pentium IV 3.4 GHz processor, 4 GB RAM was employed.
Numerical error: GCI estimator
For one-species models and the frozen flow one, the simulations were made for 11 different grids, to allow the determination of apparent and effective convergence orders (Marchi and Silva, 2002) . Numerical error estimates, also, based on GCI estimator (Roache, 1994) , were taken for all the physical and chemical models. Some pieces of information about numerical errors and error estimators can be found in (Tannehill et al., 1997; Marchi, 2001; Ferziger and Peric, 2001) . Error estimates are very important for evaluating if two different physical (or chemical) models have the same results or the differences can be assigned to numerical errors.
The GCI estimator is evaluated by 1) -r (
where: ϕ 1 and ϕ 2 are, respectively, the numerical solutions for the fine (h 1 ) and coarse (h 2 ) grids; r is the grid refinement ratio ( ); h is the grid spacing or distance between two successive grid points; and p is related to the asymptotic (p 
where ϕ 3 corresponds to the numerical solution for a supercoarse grid.
CPU time
In a numerical study, both results and CPU time consumption are of great importance. In all analyses, the number of iterations was high enough for achieving the round-off error and the tolerance of for chemical composition determination from 5.0x10 12 10 − 3 up to 1.2x10 9 outer iterations were necessary, depending on the grid refinement and/or the physical and chemical models. This was necessary to minimize other types of numerical errors than discretization ones and, in this way, to guarantee that numerical errors are made, essentially, of discretization ones.
Taking constant or variable properties influences the CPU time, especially for refined grids. Comparing the CPU time for 2560 control volumes, both with 80,000 iterations, the time spent for variable properties model is about 50% greater than for constant properties: 3.0 min against 2.1 min. For the frozen flow model, with 80 control volumes, all the chemical reaction models show similar time requirements, with CPU time between 0.92 s (models 1 and 9) and 0.98 s (models 0 and 2). For the local equilibrium flow, otherwise, for the same grid, simulations can take less than 3 s (models 0, 1 and 2), between 1.5 and 3 min (models 3, 4 and 10) or hours (models 5, 9 and 7), depending on the chosen chemical scheme. Similar behaviour is seen for non-equilibrium flow. Only one study could not be finished, by time restrictions: the model 9 for non-equilibrium flow, after running five days (and 1.2x10 9 iterations), achieved only one significant figure.
Even chemical reaction schemes that present exactly the same chemical species have unequal CPU time performances. While equilibrium flow simulations using models 3 and 4 (both with four chemical reaction equations) take less than 3 minutes, for 80 control volumes, the same simulations with models 5 and 7 (both with eight equations) take more than 4 hours, at least 120 times more. Besides, models 3 and 4 have higher performances for local equilibrium models and they also present a greater quantity of significant figures (about 11), when compared to models 5 and 7 (which present about 8). The same phenomenon takes place to chemical models 9 (18 reaction equations) and 10 (6 equations) and for non-equilibrium models. A possible explanation for this event takes into account the number of chemical reaction equations: the larger the amount of equations, the greater the time necessary for convergence (and also, because of the larger amount of iterations needed, the truncations errors become greater and the quantity of significant figures decreases). Table 2 contain information about the mixture of the combustion gases (H 2 O, O 2 and H 2 mass fractions) at the nozzle exit, for frozen, local equilibrium and non-equilibrium flows (respectively). It can be noted that, for each physical model, six and eight-species models have the closest results to CEA (which takes into account nine species, the same eight from models 9 and 10, including also ozone, O 3 ).
Chemical composition
For frozen flow, the chemical composition is kept the same over all the flow. However, for local equilibrium flow, the composition must be recalculated at each control volume. Because of this, each chemical reaction scheme presents a different mass fraction profile. Figure 2 shows the H 2 O mass fraction profile for different chemical schemes implemented at Mach1D code. Again, the chemical reaction schemes that have better results are the six-species and eight-species models. Otherwise, not only for H 2 O mass fraction profile, but also for other species are the results obtained from Mach1D close to those ones from CEA. 1.00000 0.00000 7x10 Tables 3 and 4 supply numerical results for all the analyses made, including numerical error estimates by GCI estimator, for 80 control volumes. Taking into account the numerical error estimates, it can be seen that both sixspecies and eight-species models present the same numerical results and also, include CEA results, for frozen flow model. Similar results were obtained for local equilibrium flow; the six-species and eight-species Mach1D results, however, do not include CEA ones for all the variables, although they are close to each other (the differences are below 3%). Based on this, both six and eight-species models seem to be the most adequate ones for studies involving frozen and/or local equilibrium flow. 1.013 ± 5x10 Frozen Flow -mod. 3, 4, 5 and 7 1606 ± 9 3312 ± 7 3.24 ± 1x10 -2
Parameters of interest
Frozen Flow -mod. 9 and 10 1606 ± 9 3312 ± 7 3.24 ± 1x10 Tables 5 and 6 supply numerical results for all the analyses made, including numerical error estimates by GCI estimator, for 2560 control volumes. These tables do not include results for non-equilibrium models 5, 7 and 10 (as well as equilibrium models 5, 7 and 9), due to time restrictions. As expected, the grid refinement provides better numerical results; exception is made for equilibrium temperature, for which with 80 control volumes present results closer to CEA than the ones obtained for 2560 control volumes. The differences between Mach1D and CEA results are, at maximum, of 0.28% for frozen flow and 2.5% for equilibrium flow, considering exit Mach number, using 80 control volumes; when 2560 control volumes are used, these differences drop to 0.08% for frozen flow and 2.4% for equilibrium flow. This reduction, however, is quite small, when compared to the larger CPU time consumption demanded by the grid refinement. Taking into account the numerical error estimates, both six-species and eight-species models present the same results or, at least, the values belong to the same numerical range for frozen and local equilibrium flows. The unique exception is made for local equilibrium exit temperature for which both chemical schemes present only one common value over their result ranges. Based on this, at least for the temperature and pressure ranges found in this work, the effect of using chemical reaction schemes with more than six species is nearly null, having influence only on computational efforts (and CPU time requirements). From Tables 3 to 6 , it is seen that non-equilibrium results, as expected, are always between frozen and local equilibrium ones. When the behaviour of thermochemical properties is observed along the whole nozzle structure (Figs. 3 and 4) , otherwise, a H 2 O mass fraction decrease is observed associated to a temperature drop at the beginning of the flow. It must be noted, nevertheless, that there are significant negative mass generation rates for H 2 O, especially for high values of pressure and temperature (it is between -3.6x10 5 and -4.4x10 5 for 3000 K and 2.0 MPa, depending on the chemical model used). Because of this negative mass generation rate, in order to maintain atomic mass conservation, new species must be formed such as O, H and OH. For these new species formation, however, endothermic reactions take place and, therefore, diminish the temperature of the whole gases mixture, as well as the H 2 O mass fraction at the beginning of the nozzle structure. It also can be seen that the numerical results of the five chemical schemes present the same numerical results (including the errors estimates) for both C d and F*, for 80 control volumes. Because of this, for this grid, any of these chemical schemes can be used. 
Grid considerations
A last observation is about the grids used in this work: most of the tables and figures show results for 80 control volumes. Even though more refined grids were employed (at maximum, with 10240 control volumes), the 80 control volumes results were preferred. This is because the estimated numerical errors are about the same magnitude of the experimental errors (Marchi et al., 2004) . Besides, the CPU time requirement for 80 control volumes is much lower than that for 10240 control volumes (or even a 2560 one). The CPU time consumption for 80 control volumes is at least 40 times lower than that for 2560 control volumes, for isentropic, one-species flow with constant properties (3.1 s against 2.1 min); for equilibrium flow, however, the difference is even greater: it achieves more than 1200 times (2.3 min against 2 days). For non-equilibrium flow, on the other hand, the differences in CPU time are reduced to about only 6 times (17 min against 1.7 h, for model 31; and 27 min against 2.6 h, for model 32). This reduction in CPU time differences are explained by the reduction in the number of iterations needed for convergence: it was observed that, until the 160 control volumes, for numerical convergence, the number of iterations increase with the grid refinement (as occurred for other physical models); for more refined grids, however, this number of iterations has begun to decrease with grid refinement. Because of this, while for 80 control volumes 5.0x10 6 iterations were needed (for model 31), for 2560 control volumes, only 1.0x10 6 iterations were enough for convergence. Similar behaviour was seen for model 32, in which, for 80 control volumes 1.5x10 7 iterations were used and, for 2560 control volumes, only 1.5x10 6 iterations were necessary.
Conclusion
Differently as usually found in literature, the energy equation has the temperature as unknown and not the enthalpy nor the internal energy, as commonly used. Also, the velocity determination is done through the entire engine, covering all the velocity regimes (subsonic, transonic and supersonic ones), and not only the supersonic flow, as commonly done.
Non-equilibrium results, for exit parameters, were always between frozen and local equilibrium ones. However, when the thermochemical profiles along the nozzle structure were studied, a decrease on H 2 O mass fraction associated to a temperature drop was verified. A possible explanation for this phenomenon is based on the high negative mass generation rates at conditions of high pressure and high temperature, which allows the appearance of new chemical species, by endothermic chemical reactions, what reduces the gases mixture temperature.
Six and eight-species models have shown the same numerical results for nearly all thermoproperties. Because of this, at least for the temperature and pressure conditions found in this work (until 3400 K and 2.0 MPa), the effect of using chemical reaction schemes with more than six species is nearly null, having influence only on computational efforts. The CPU time requirements present a high variation, especially for local equilibrium flows. The best chemical schemes seemed to be those with lower number of chemical reaction equations. Based on this, models 3 and 4 (six-species models, with four chemical equations) are the most recommendable ones, at least, for preliminary tests.
Most of the results were shown for 80 control volumes, because for this grid the magnitude of estimated numerical errors is equal to experimental ones. Otherwise, the CPU time consumption for 80 control volumes is at least 6 times lower than for 2560 control volumes, achieving a maximum of 1200 times.
