In this paper we present new analytical results concerning long-term staffing problem in high-level telecommunication service systems. We assume that a service system can be modelled either by a classic M t /M t /S queue, or M t /M t /S queue with batch service or M t /M t /S with catastrophes and batch arrivals when empty. The question under consideration is: how many servers guarantee that in the long run the probability of zero delay in a queue is higher than the target probability at all times? Here the methodology is presented, which allows one to construct uniform in time upper bound for the value of S in each of the three cases and does not require the calculation of the limiting distribution. These upper bounds can be easily computed and are accurate enough whenever the arrival intensity is low, but become rougher as the arrival intensity is further increased. In the numerical section one compares the accuracy of the obtained bounds with the exact vales of S , obtained by direct numerical computation of the limiting distribution.
INTRODUCTION
In this paper consideration is given to three classes of continuous-time Markov chains, which describe the behaviour of multi-server queueing systems of type M t /M t /S with a single queue of infinite capacity. Specifically our attention is paid to a classic M t /M t /S queue, M t /M t /S queue with batch service, and M t /M t /S with catastrophes and batch arrivals when empty. The problem under consideration can be formulated as follows: determine the number of servers S , which guarantees that in the long run the probability of zero waiting time in a queue is higher than the target probability at all times 1 . One can think of two common approaches to the problem. The first one is the numerical. It requires the calculation of the limiting system's state probability distribution (which still depends on time t due to inhomogeneity), by truncating the countable state space of the Markov chain. The truncation must be wise in the sense that the calculation errors must be kept low. Having obtained the limiting probabilities one can find the appropriate value for S by exhaustive search. The second approach is the construction of bounds for the value of S without the calculation of the limiting distribution but by using general inequalities known for some classes of continuous-time Markov chains. The bounds obtained in such a way are not sharp, but do not require the solution of the system of ordinary differential equations. Due to the simplicity of their calculation in some cases (for example, when one needs to know only the order of magnitude of S ) they still can be valuable. Moreover even crude bounds facilitate the search of exact values of S , especially when the traffic intensity is high.
In this paper we dwell on the second approach and provide the new methodology which allows one to compute bounds for S in case of three different classes of continuous-time Markov chains introduced above. This methodology heavily relies on the results of Zeifman and Sipin et al. (2015) and thus here one will omit most of the intermediate calculations. It is also worth noticing that the study of qualitative and quantitative properties of inhomogeneous continuous-time Markov chains has received considerable attention since 1980's (one can refer to papers Di Crescenzo et al. (2008 )-Zeifman (1995 , Zeifman and Korotysheva et al. (2012)-Margoulis (2013) and references therein). Other interesting results related to this paper can be found in Zeifman and Satin et al. (2009) and .
The result, which seems to be the most useful for the computation of the bounds for S , can be found in Zeifman and Sipin et al. (2015) . According to it, the limiting state probabilities of an inhomogeneous Markov chain {X(t), t ≥ 0} defined on non-negative integers which described the behaviour of one of the three queueing systems mentioned at the beginning of the Section, satisfy the inequality lim sup
where K is some constant and {d i }, i = 0, 1, 2, . . . is an increasing sequence of positive numbers, with d 0 = 1. As the inequality (1) implies that
then the solution of the considered problem can be found from the condition:
for sufficiently large t. In the rest of the paper we show how one can obtain in a unified way the values for constants in (2) for each of the chains, mentioned at the beginning of the Section. In order to illustrate the accuracy of the obtained bounds for S we present the comparison of their values with the exact 2 values of S obtained by applying the first approach (i.e. by truncation of the state space and direct calculation of the limiting probabilities). The details of the direct calculation are omitted and can be found in . From the examples one can see, that the bounds are good as long as the arrival intensity is not too high. As the arrival intensity grows, the bounds become crude.
The problem considered in the paper is closely related to the staffing problem in service systems (such as telephone call centers), in which there is an objective of immediately serving all incoming requests. Specifically, the question is: if one needs to keep, say, more than X% of incoming requests to be served without waiting, what is the number of service units which allows the system to achieve this goal? There is a big number of research papers devoted to stochastic modelling of service systems in various settings (see, for example, Whitt (2002) , Whitt (2002) and references therein) and specifically to the latter question (see, for example, Whitt (2002) , Whitt and Song-Hee (2014) , Whitt and Liu (2012) , Engblom 2 In fact they are approximate too, but sharper.
and Pender (2014) and references therein). But in case when the intensities of all the processes (arrivals, services, breakdowns, etc.) vary periodically over time, this question to our knowledge remains open and challenging. The results presented in this paper may give insights into the influence of periodicities on the management of the service system in case when it is possible to model it as M t /M t /S queue with possible group services, breakdowns and group arrivals after recovery.
The paper is organized as follows. In the next section description of the general inhomogeneous Markov chain under consideration is given. In Section 3 we show how one can construct the bounds for the value of S for three particular cases of the chain. In the numerical section one demonstrates the accuracy of the obtained results.
DESCRIPTION OF THE MODEL
Let {X(t), t ≥ 0} be an inhomogeneous continuous-time Markov chain describing the evolution of the number of customers in the system which is of M t /M t /S type. Denote the state space of {X(t), t ≥ 0} by E = {0, 1, 2, . . . }. Throughout the paper we assume that for the transition probabilities it holds that
Additionally we assume that all intensity functions are linear combinations of a finite number of locally integrable on [0, ∞) non-negative functions. Let intensity matrix of the chain be
. According to our approach from Zeifman (1995) ; Zeifman and Leorato et al. (2006) we assume that the intensity matrix is essentially bounded, i. e.
Denote by p i j (s, t) = Pr {X(t) = j |X(s) = i }, i, j ≥ 0, 0 ≤ s ≤ t the transition probability functions of the chain {X(t), t ≥ 0} and by p i (t) = Pr {X(t) = i} -the state probabilities. By p(t) = (p 0 (t), p 1 (t), . . . ) T , t ≥ 0, denote the column vector of state probabilities.
Probabilistic dynamics of the considered chain {X(t), t ≥ 0} is given by the forward Kolmogorov system dp
where A (t) = Q T (t) is the transposed intensity matrix of the chain. Throughout the paper by ∥ · ∥ we denote the l 1 -norm, i. e., ∥x∥ = ∑ i |x i |, and ∥B∥ = sup j
. Let Ω be the set all stochastic vectors, i. e. l 1 -vectors with nonnegative coordinates and unit norm. Then we have ∥A (t) ∥ = 2 sup k |a kk (t)| ≤ 2L for almost all t ≥ 0. Hence, the operator function A (t) from l 1 into itself is bounded for almost all t ≥ 0 and locally integrable on [0; ∞). Therefore, we can consider (3) as a differential equation in the space l 1 with bounded operator.
It is well known (see Dalecki and Krein (1974) ) that the Cauchy problem for differential equation (3) has a unique solution for arbitrary initial condition, and
, where p * (t) and p * * (t) are the corresponding solutions of (3). chain X (t) has the limiting mean
The inhomogeneous continuous-time Markov chain {X(t), t ≥ 0} describing the behaviour of the ordinary M t /M t /S system is of birth-and-death type. Its birth and death intensities are equal to q n,n+1 (t) = λ n (t) = λ(t) and q n,n−1 (t) = µ n (t) = min (n, S ) µ(t), respectively.
Consider an increasing sequence of positive numbers {d i }, i = 1, 2, . . . , d 1 = 1, and the corresponding triangular matrix D:
Let l 1D be the space of sequences:
Consider the following expressions:
and
The property p(t) ∈ Ω for any t ≥ 0 allows one to use the normalization condition and write p 0 (t) = 1 − ∑ i≥1 p i (t). Then from (3) we obtain the following system of differential equations for the considered chain {X(t), t ≥ 0} :
where
This is a system of linear non-homogeneous differential equations which solution can be written in the form
is the Cauchy operator of (6). Consider equation (6) in the space l 1D . We have
Note that f(t) and B(t) are bounded and locally integrable on [0, ∞) as being a vector function and an operator function in l 1D respectively. Now, taking into consideration (5), we have the following bound for the logarithmic norm γ (B(t)) in l 1D :
and therefore
for any t ≥ s ≥ 0 and any initial conditions p * (s), p * * (s). Moreover, inequality ∥p
implies the following bound:
Assume that the following bounds hold
for almost all t ≥ 0. Then we obtain the following inequality
On the other hand, because all p i (t) are non-negative, we have
for any N and any t ≥ 0, and we obtain the following theorem.
Theorem 1 Assume that the arrival and service intensities λ(t) and µ(t) for M t /M t /S system are known and satisfy (8) . Then the chain {X(t), t ≥ 0}, describing the number of customers in the system at time t, is exponentially weakly ergodic, and the following bound holds for any N:
From the previous theorem is follows that the inequality (3) for the M t /M t /S system has the form lim sup
M t /M t /S system with group services
The inhomogeneous continuous-time Markov chain {X(t), t ≥ 0} describing the behaviour of the ordinary M t /M t /S system has non-zero arrival intensities q n,n+1 (t) = λ(t), and non-zero service intensities
i for group of i customers, 1 ≤ i ≤ S . The chain {X(t), t ≥ 0} is a SZK chain described in detail in Satin and Zeifman et al. (2013) ; Zeifman and Satin et al. (2013) ; .
The analysis of the limiting behaviour for this chain can be carried out in the same way as it was done in the previous subsection. We have
instead of (4) and (5), where λ 1 (t) = λ(t), λ k (t) ≡ 0 for k ≥ 1, and (7) we obtain
Hence the following theorem holds.
Theorem 2 Assume that the arrival and service intensities λ(t) and µ(t) for M t /M t /S system with group services are known and assume that (8), (9), (10) hold. Then the chain {X(t), t ≥ 0}, describing the number of customers in the system at time t, is exponentially weakly ergodic, and the following bound holds for any N:
From the previous theorem is follows that the inequality (3) for the M t /M t /S system with group services has the form lim sup
M t /M t /S system with catastrophes and batch arrivals when empty
Assume that the inhomogeneous continuous-time Markov chain {X(t), t ≥ 0} describing the behaviour of the ordinary M t /M t /S system with catastrophes and batch arrivals when empty has the following intensity matrix: 
For the detailed description of the system one can refer to Zeifman, Korotysheva and Satin et al. (2015) ; Zeifman and Satin et al. (2016) and references therein. We will apply the approach from Zeifman, Korotysheva and Satin et al. (2015) or study of ergodic properties and for the construction of bounds for {X(t), t ≥ 0}.
Put
and rewrite the forward Kolmogorov equation (3) as
Let now D be a diagonal matrix
with elements satisfying the inequalities 1
Consider the corresponding space of sequences
) .
Then one can obtain the following estimate for the logarithmic norm of the operator function A * (t) in the l 1D -norm:
Assume now that the following bounds hold:
for almost all 0 ≤ τ ≤ t. Then one can bound the solution of the system (11) in the following way:
On the other hand,
and hence
for any N and any t ≥ 0. Thus the following theorem holds.
Theorem 3 Assume that the intensities λ i (t), µ i (t), β i (t) and r i (t) for M t /M t /S with catastrophes and batch arrivals when empty are known. Assume that (12) and (13) hold. Then the chain {X(t), t ≥ 0}, describing the number of customers in the system at time t, is exponentially weakly ergodic, and the following bound holds for any N:
From the previous theorem is follows that the inequality (3) for the M t /M t /S system with catastrophes and batch arrivals when empty has the form lim sup
NUMERICAL EXAMPLES
In this section we will consider six different examples of inhomogeneous Markov chains describing the behaviour of M t /M t /S queues. For each example we give two values of the required number of servers S . One of the values is obtained using theorems from the previous section, and the other value is obtained by direct numerical computation of the limiting probabilities (for more details how the limiting probabilities are found one can refer to Zeifman, Korotysheva and Satin et al. (2015) ; ). As one will see the accuracy of bounds greatly depends on the arrival intensity and drops significantly as it grows.
Example 1
Consider the classic M t /M t /S queue with arrival intensity λ(t) = 1 + sin 2πt and service intensity µ(t) = 3 + cos 2πt. Put d n+1 = 2 n , n ≥ 1. Then using results from the subsection 3.1 we have that g k = 2 k − 1 and α k (t) ≥ µ(t) − λ(t) for any k ≥ 1, S and t ≥ 0. From (5) it follows that α(t) ≥ 2+cos 2πt −sin 2πt. Notice that the inequality (8) holds for α * = 2, M * = 2 and Λ = 2. Hence the Theorem 1 gives us the following bound for the value of S :
One can see that S = 4 guarantees that more than 90% of incoming requests will be served without waiting. On the other hand, if one directly computes the limiting probabilities (by truncation of the state space of the chain), then one can find that in fact S = 2 guarantees that 90% of requests have zero waiting time. The behaviour of the probabilities of zero waiting time for S = 1 and S = 2 is depicted in Fig. 1 and 2.
Figure 1: Probability of immediately serving of 80% incoming requests Pr (X(t) < 1) on [9, 10], with error less then 10 −6 , one can choose n = 100.
Figure 2: Probability of immediately serving of 90% incoming requests Pr (X(t) < 2) on [9, 10] , with error less then 10 −6 , one can choose n = 100.
Example 2
Consider the M t /M t /S queue with group services with the arrival intensity λ(t) = 1+sin 2πt and service intensity µ(t) = 3+cos 2πt. This is the same example as in Zeifman and Satin et al. (2013) . Put d n+1 = 2 n , n ≥ 1. Then using results from the subsection 3.2 we have that g k = 2 k − 1 and α k (t) ≥ µ(t) − λ(t), for any k ≥ 1, S and t ≥ 0. Therefore from (10) it follows that α(t) ≥ 2 + cos 2πt − sin 2πt, and the inequality (8) holds for α * = 2, M * = 2 and Λ = 2. Hence the Theorem 2 gives us the following bound for the value of S :
It can be seen that even with group services, four servers (S = 4) guarantee that more than 90% of incoming requests will be served without waiting. But by numerical computation of the limiting probabilities, one can find that in fact S = 3 guarantees that 90% of requests have zero waiting time. The behaviour of the probabilities of zero waiting time for S = 2 and S = 3 is depicted in Fig.  3 and 4.
Figure 3: Probability of immediately serving of 87% incoming requests Pr (X(t) < 2) on [9, 10] , with error less then 10 −6 , one can choose n = 100.
Figure 4: Probability of immediately serving of 90% incoming requests Pr (X(t) < 3) on [9, 10] , with error less then 10 −6 , one can choose n = 100.
Example 3
Consider the classic M t /M t /S queue service intensity µ(t) = 4 + cos 2πt but with very high arrival intensity λ(t) = 100 + 5 sin 2πt. In order to choose the sequence of positive numbers {d i } (see subsection 3.1) we initially suppose that S ≥ 60. The if one puts d k+1 = 1.02 k for k ≥ 1 then using results from the subsection 3.1 we have that g k > 1.02 k , k ≥ 2. After little algebra one can find that the inequality (8) 
Here S ≥ 450 guarantees that more than 90% of incoming requests will be served without waiting. On the other hand, if one directly computes the limiting probabilities, then one can find that the true value is S = 37. The behaviour of the probabilities of zero waiting time for S = 36 and S = 37 is depicted in Fig. 5 and 6.
Figure 5: Probability of immediately serving of 85% incoming requests Pr (X(t) < 36) on [9, 10] , with error less then 10 −6 , one can choose n = 600.
Figure 6: Probability of immediately serving of 90% incoming requests Pr (X(t) < 37) on [9, 10] , with error less then 10 −6 , one can choose n = 600.
Example 4
Consider the M t /M t /S queue with group services with the service intensity µ(t) = 3 + cos 2πt and high arrival intensity λ(t) = 1 + sin 2πt. Again in order to choose the sequence of positive numbers {d i } (see subsection 3.2) we initially suppose that S ≥ 60. The if one puts d k+1 = 1.02 k for k ≥ 1 then using results from subsection 3.2 we have that g k > 1.02 k , k ≥ 2 and the inequality (8) is satisfied for α * = 2, M * ≤ e 2 and Λ ≈ 100. Hence the Theorem 2 gives us the following bound for the value of S :
Surprisingly, as in Example 3, here S ≥ 450 guarantees that more than 90% of incoming requests will be served without waiting. But the true value is S = 53. The behaviour of the probabilities of zero waiting time for S = 52 and S = 53 is depicted in Fig. 7 and 8.
Example 5
Consider the M t /M t /S queue with breakdowns and batch arrivals when empty. Let the arrival and service rates be as in Examples 1,2. Assume that the breakdown and batch arrival intensities are state-dependent and equal to β n (t) = 2 + cos 2πt + 1 n and r n (t) = 1−sin 2πt 4 n , n ≥ 1, Figure 7 : Probability of immediately serving of 88% incoming requests Pr (X(t) < 52) on [9, 10] , with error less then 10 −6 , one can choose n = 600.
Figure 8: Probability of immediately serving of 90% incoming requests Pr (X(t) < 53) on [9, 10] , with error less then 10 −6 , one can choose n = 600.
respectively. Notice that breakdowns may happen only when system is not empty.
Put β * (t) = 1 and d k = (
) k for k ≥ 1. Then using results from the subsection 3.3 we have that β * * (t) ≥ 
One can see that S ≥ 12 guarantees that more than 90% of incoming requests will be served without waiting. It turns out that this bound is very crude. Indeed from the direct computation of the limiting distribution it follows that in fact already one server (S = 1) is enough to guarantee 90% of no-wait. (see Fig. 9 ).
Example 6
Consider again the M t /M t /S queue with breakdowns and batch arrivals when empty but with arrival and service intensities as in Example 3. Assume that the intensities of breakdowns and batch arrivals are β n (t) = 2 + cos 2πt + 1 n and r n (t) = 1−sin 2πt 4 n , n ≥ 1, respectively. Again breakdowns may happen only when system is not empty.
Put β * (t) = 1, and d k = (
One can see that S ≥ 650 guarantees more than 90% of incoming requests will be served without waiting. But from numerical computation of limiting probabilities it follows that in fact S = 13 is enough (see Fig. 10 and 11).
Figure 10: Probability of immediately serving of 88% incoming requests Pr (X(t) < 12) on [9, 10] , with error less then 10 −6 , one can choose n = 600.
Figure 11: Probability of immediately serving of 90% incoming requests Pr (X(t) < 13) on [9, 10] , with error less then 10 −6 , one can choose n = 600.
CONCLUSION
As one can see from the examples the (upper) bounds given by the theorems remain good as long as the arrival intensity is low. As the latter grows the bounds become very inaccurate and additional analysis is needed. Clearly two directions of further research are visible: elaboration of similar bounds for more complex systems and the development of methodology for the estimation of bounds for probabilities given by (3) in cases when the arrival rates are high.
