High-throughput techniques allow for massive screening of drug combinations. To find combinations that exhibit an interaction effect, one filters for promising compound combinations by comparing to a response without interaction. A common principle for no interaction is Loewe Additivity which is based on the assumption that no compound interacts with itself and that doses of both compounds for a given effect are equivalent. For the model to be consistent, the doses of both compounds have to be proportional. We call this restriction the Loewe Additivity Consistency Condition (LACC). We derive explicit and implicit null reference models from the Loewe Additivity principle that are equivalent when the LACC holds. Of these two formulations, the implicit formulation is the known General Isobole Equation [1] , whereas the explicit one is the novel contribution. The LACC is violated in a significant number of cases. In this scenario the models make different predictions. We analyze two data sets of drug screening that are non-interactive [2, 3] and show that the LACC is mostly violated and Loewe Additivity not defined. Further, we compare the measurements of the non-interactive cases of both data sets to the theoretical null reference models in terms of bias and mean squared error. We demonstrate that the explicit formulation of the null reference model leads to smaller mean squared errors than the implicit one and is much faster to compute.
The basic understanding of synergy is any effect 10 greater than the expected effect with no interaction 11 assumed. This expected effect without interaction is 12 specified with a so-called null reference model. There-13 fore, synergy depends highly on such a reference model 14 of a non-interactive scenario. The central problem of 15 defining such null reference models is the prediction 16 of a response surface from the conditional responses. 17 Conditional responses are the responses to a single com-18 pound, that is, conditional on the concentration of the 19 log(x) section III. We study Loewe Additivity's consistency 70 condition and its consequences. Further, we introduce 71 an explicit null reference model derived from the Loewe 72 Additivity principle, which describes the same null refer-73 ence model as the General Isobole Equation, when the 74 Loewe Additivity consistency condition is met. As this 75 consistency condition is often violated by experimental 76 data [6, 13] we investigate in section IV the consequences 77 of these violations and provide solutions to the arising 78 issues, which we evaluate in section V. 79 
II. Conditional Dose Response Curves 80
A common approach for modeling monotonic dose-81 response curves f j with j ∈ {1, 2} is the Hill curve [14] , 82 also referred to as sigmoid function. The Hill model is, 83 due to its good fit to many sources of data, the most 84 widely applied model for fitting compound responses [15] . 85 It has a sigmoidal shape with little change for small doses 86 but with a rapid decline in response once a certain thresh-87 old is met. For even larger doses the effect asymptotes 88 to a constant maximal effect. Two exemplary Hill curves 89 are depicted in Fig. 1 . There are several parameteriza-90 tions of the Hill curve. We use the following throughout 91
an effect of y = 0.3, as depicted in Fig. 1 with the lower 138 dashed horizontal line. An effect of y = 0.3 denotes 139 therefore the survival of 30% of the cell culture. We 140 denote x y=0.3 1 to be the dose of compound 1 that reaches 141 an effect of y = 0.3 and x y=0.3 2 the dose of compound 142 2 to reach an effect of y = 0.3. In Fig. 1 , these are 143 depicted on the x-axis where the two most right vertical 144 dashed lines intersect, which are descending from the 145 y = 0.3 effect that is reached by the red and blue curve, 146 respectively. 147 When visualizing the null response surface that is 148 spanned between the two Hill curves the doses of the 149 two compounds are mapped onto the x-and y-axis of a 150 Cartesian coordinate system and the response surface 151 can be represented in form of a contour plot, yielding 152 a 2D representation, see Fig. 2 . Also here, one can 153 indicate the doses x y=0.3 1 on the x-and x y=0.3 2 on the 154 y-axis. Loewe argues that any compound combination 155 that lies on the straight line drawn between these two 156 points on the axes should also yield an effect of y = 0. 3. 157 Mathematically, this corresponds to any set of dose pairs 158 (x 1 , x 2 ) of the two compounds, which, divided each by 159 the doses that reach an effect of y = 0.3 individually, 160 sum up to one: 161 x 1 x y=0. 3 1 +
x 2 x y=0.3 2 = 1.
(2) 162
This idea can be generalized from y = 0.3 to any effect 163 y, which follows a continuous response curve f j (x j ) with 164 j ∈ {1, 2} for each compound: 
This defines a response surface as depicted in Fig. 2 as a 176 contour plot. Different isoboles, also known as iso-effect 177 curves for response surfaces, are depicted for different 178 effects y and labeled in the plot.
179
For specific forms of f , the General Isobole Equa-180 tion model f GI (x 1 , x 2 ) can be computed analytically. 
195
The construction of response equivalent doses is illus-196 trated in Fig. 1 for response levels y = 0.9 and y = 0.3.
197
With these equivalent doses one can construct two re-198 sponse surfaces. To do so, we add to the concentration 199 x 1 of compound 1 its equivalent dose x equiv 1 (x 2 ) and the 200 same mutatis mutandis for x 2 and compute their effect:
203 where effect f j→k stands for converting the dose of com- on the x-and y-axis, respectively. Note that the re-209 sponse surfaces from Eq. 8 and Eq. 9 are identical to 210 the surface from Eq. 5. We will expand on this finding 211 later.
212
The two formulas in Eq. 8 and Eq. 9 must be equivalent 213 as both span the surface by expressing the concentra-214 tion of one compound in terms of the other compound 215 yielding the same effect. Thus we introduce the Loewe 216 Additivity Consistency Condition, abbreviated as LACC, 217 namely that both equations, Eq. 8 and Eq. 9, must be 218 equivalent:
To our knowledge, we are the first to explicitly state this 221 consistency condition in a general mathematical form. 222 Surprisingly and often ignored in literature (e.g. [2, 5]), 223 the two formulas in Eq. 8 and Eq. 9 do not always yield 224 the same surface which leads to violations of the LACC. 225 In Theorem 1 we show that, in order for these two 226 equations to be equal, the dose and its effect equivalent 227 dose have to be proportional to each other:
for a constant c > 0. The violation of the consistency 231 condition in Eq. 10 by violating the condition in Eq. 11 232 and 12 has been commented upon before by Tallarida 233 and Geary [6, 13] , but no general proof has been pro-234 posed.
235
Theorem 1. If and only if a dose and its equivalent are 236 proportional to each other (Eq. 11 and 12) the Loewe 237 Additivity Consistency Condition in Eq. 10 holds.
238
The proof can be found in Appendix A. Note that in 239 the proof, the important implicit assumption is made, 240 that both response curves yield the same maximal effect 241 y ∞,1 = y ∞.2 . In further discussion of the LACC we 242 assume this equality. In section IV, we investigate the 243 consequences if the condition is not met.
244
Therefore, the principle of Loewe Additivity only 245 makes a consistent prediction for the response to a 246 mixture of compounds when the trade-off between the 247 compounds is linear. Put another way, the LACC is 248 only fulfilled when the dose-response curves are shifted 249 copies of each other on the logarithmic dose axis since 250 log x equiv 1 (x 2 ) = log (c) + log (x 2 ). This shift is de-251 picted in Fig. 1 immediately clear that in all scenarios there is no pro-300 portional relationship between the two curves. In Fig. 4 301 the three null reference models f GI (x 1 , x 2 ), f 2→1 (x 1 , x 2 ) 302 and f 1→2 (x 1 , x 2 ) are depicted with the conditional re-303 sponses following the Hill curves as depicted in Fig. 3 . 304 The f GI (x 1 , x 2 ) model is depicted in Fig. 4a , while the 305 two explicit models, f 2→1 (x 1 , x 2 ) and f 1→2 (x 1 , x 2 ) from 306 Eq. 8 and Eq. 9, are depicted in Fig. 4b and Fig. 4c , 307 respectively. In each column, the three cases of LACC 308 violation are depicted.
309
Let us first investigate in detail the first case of vi-310 olation, assuming different slope parameters for the 311 conditional responses, as depicted in the left column 312 of Fig. 4 . The f GI (x 1 , x 2 ) displays straight isoboles, 313 which are not parallel as they are in Fig. 2 . The straight-314 ness is due to Berenbaum's definition of the General 315 Isobole Equation and becomes obvious by inspection of 316 Eq. 5, which is symmetric in the fractional terms. This 317 is one of the reasons why this model has been popular. 318 The two explicit models in the left panel of Fig. 4b and 319 Fig. 4c display a concave or convex curvature to the 320 point of zero dose concentration.
321
Taking into consideration the common violation of 322 the LACC, as we show in section V, and the resulting 323 difference in response surfaces spanned by the three null 324 reference models, as depicted in the left column of Fig. 4 , 325 we additionally define a new null reference model, that is 326 equivalent to the General Isobole Equation model under 327 the LACC, as a linear combination of the two explicit 328 formulations. Further, even under the violation of the 329 LACC in case of different slopes this combination gives 330 almost straight isoboles in the response surface: Since 331 the General Isobole Equation is clearly symmetric, we 332 take a weighted mean of the two explicit formulations 333 f 2→1 (x 1 , x 2 ) and f 1→2 (x 1 , x 2 ) given in Eq. 8 and Eq. 9: 334
339
We show in Appendix D that equal weights are most 340 insensitive to a violation of the LACC by differing slopes: 341
In the following, we will refer to Eq. 14 as the Explicit 346 Mean Equation, or mathematically, as f mean (x 1 , x 2 ). 347 A visualization of f mean (x 1 , x 2 ) is given in Fig. 2 of the LACC will be discussed below.
361
Above we mentioned that the slopes often differ, and 362 it turns out that the same holds for the maximal effect 363 values. In case one dose reaches an effect that cannot be 364 reached by the other, there is no equivalence relationship 365 between the two doses and therefore Loewe Additivity 366 is not defined. Assume that dose x 1 reaches a stronger 367 effect that cannot be reached by compound 2:
369
For that effect y = f 1 (x 1 ), the inverse of the Hill curve of
model, di Veroli [10] suggests that one would need an 372 infinite dose of x 2 to reach that effect y, resulting in
As the second fraction in the sum on the left-hand side 377 vanishes, the expected response of the f GI (x 1 , x 2 ) model 378 for that dose combination, is the effect that is reached 379 by compound 1 alone: y = f 1 (x 1 ).
380
The inverse of the Hill curves of compound 2 is not 381 defined for any effect y greater than the maximal effect 382 y ∞,2 . This has as consequence for the explicit models 383 that f 1→2 (x 1 , x 2 ) is not defined. Following a similar 384 line of thought as di Veroli [10] :
Therefore, we suggest for f mean (x 1 , x 2 ) to compute the 390 effect that is reached by the mean of f 2→1 (x 1 , x 2 ) and 391 
447
In a synergy modeling study, Yadav et al.
[2] catego-448 rized each record of the Mathews Griner data into three 449 interaction classes after visual inspection of its dose-450 response matrix: synergy, no interaction, antagonism. 451 We only use the 252 dose response matrices classified as 452 non-interactive.
453
The other data set used in this study with a labeling of 454 the records is the anti fungal cell growth experiment on 455 the yeast S.cerevisiae by Cokol et al. [3] and from here on 456 referred to as the Cokol data set. In this study 200 dif-457 ferent drug-drug-cell combinations were conducted with 458 33 different compounds and growth inhibition was mea-459 sured. An 8×8 factorial design is used with doses linearly 460 increasing from 0 up to a dose close to the individually 461 measured maximal effect dose of the compound under 462 investigation. those of f mean (x 1 , x 2 ). This holds for both data sets. 517 For positive bias values, this gives a smaller bias for 518 f mean (x 1 , x 2 ) and for negative bias values, a smaller 519 bias in absolute terms for f GI (x 1 , x 2 ). As the bias is 520 the mean of differences of estimated data points to the 521 measured ones, we look in detail into those differences 522 for each record. For all records of the Mathews Griner 523 and most records for the Cokol data set, we find that 524 the individual error values of each data point are larger 525 for the f GI (x 1 , x 2 ) model. We suspect this to be due 526 to the definition of the explicit models, as, by taking 527 into consideration the effect of the other compound as 528 well, the spanned surfaces are steeper decreasing if the 529 LACC is violated. This becomes clear by inspecting 530 the right panel of Fig. 5 , for which the contour lines 531 of the f mean (x 1 , x 2 ) model are depicted in white with 532 the contour lines of the f GI (x 1 , x 2 ) model depicted in 533 gray: due to the white contour being more contracted 534 to the origin than the gray ones, the response surface 535 of the explicit f mean (x 1 , x 2 ) model has a steeper de-536 crease than the implicit f GI (x 1 , x 2 ) model. This is also 537 in line with the negative bias values, which are larger 538 for the f mean (x 1 , x 2 ) model in absolute terms. If the 539 f GI (x 1 , x 2 ) model spans a surface below the measured 540 data, the f mean (x 1 , x 2 ) model then definitely spans a 541 surface below the f GI (x 1 , x 2 ) model and therefore below 542 the measured data.
543
Additionally, we compare the mean squared error 544 values to the f GI (x 1 , x 2 ) model and the f mean (x 1 , x 2 ) 545 model. We do so using the Wilcoxon signed-rank test parameters of the record that results in an mean squared 574 error value above 0.04 for the f mean (x 1 , x 2 ) model are 575 s 1 = 1.2 and s 2 = 9.6. The f 1→2 (x 1 , x 2 ) model gives 576 an almost ten times higher error, which is caused by 577 the surface being strongly contracted to the origin. The 578 majority of errors scatter in the range of [0, 0.01] and 579 are slightly above the diagonal. In the scatter plot on 580 the left-hand side of Fig. 7 , there is a clear tendency 581 of records to scatter in the upper triangle, supporting 582 the Wilcoxon signed-rank test result of the f GI (x 1 , x 2 ) 583 model resulting in larger error values.
584
To further investigate the difference between the 585 implicit and explicit formulation derived from the 586 Loewe Additivity principle, we conduct a small bench-587 marking test. We compare the computation time 588 of the null reference models f GI (x 1 , x 2 ) (Eq. 5) and 589 f mean (x 1 , x 2 ) (Eq. 14). For this, we use the data set 590 from a study conducted by Yonetani and Theorell [19] 591 which is believed to have no synergistic or antagonistic 592 effect [20] . The data represents the inhibition of horse 593 liver alcohol dehydrogenase by two inhibitors, ADP ri-594 bose and ADP. The data was used in an analysis of Chou 595 and Talalay [9] . We fit the conditional parameters as 596 described in Appendix E. For benchmarking, we use the 597 microbenchmark package [21] . It runs each calculation 598 per default 100 times. The median time to compute the 599 explicit formulation of Loewe Additivity is 280 times 600 faster than the implicit one (comparing to f GI (x 1 , x 2 )) 601 despite the double computing effort created by the Ex-602 plicit Mean Equation model. Both, f 2→1 (x 1 , x 2 , y) and 603 f 1→2 (x 1 , x 2 , y), have to be computed. Further results 604 for the benchmark test on the null reference models are 605 shown in Fig. 8 in Appendix F.
606

VI. Discussion
607
With the rise of high-throughput methods, there is a 608 huge opportunity to investigate compound combinations 609 for synergistic effects. Especially with a first success in 610 a synergy study in vivo mice [22] , there is an urge to 611 develop reliable methods to screen for promising com-612 binations. Loewe Additivity is one of the most popular 613 principles to investigate synergistic effects in compound 614 combination studies. With the mathematical formula-615 tion in the first part of this study we are to our knowledge 616 the first to have developed the theoretical background 617 and the consistency condition of Loewe Additivity. Fur-618 ther, this mathematical derivation led to an explicit 619 formulation of Loewe Additivity which underlines the 620 arbitrariness of models derived from the Loewe Addi-621 we showed in two data sets that the LACC is often introduction with R. Biometrics, 62 (4) 
778
" =⇒ " We first provide a proof for the LACC to hold if 779 the equivalent doses are proportional, meaning
781 and thus 782
x equiv
783
We therefore have, by rewriting Eq. 21, As h (x 1 , x 2 ) is constant for all x 1 , x 2 , its first derivative 794 has to be zero:
To further exclude that the inverse of g on x 1 is always 797 equal to zero, we take the derivative with respect to x 1 , 798 which yields
800 801 from which one can deduct that g g −1 (x 1 ) + x 2 has 802 to be zero for all x 1 , x 2 . This implies that g (x 2 ) is linear 803 in x 2 . Thus: 804 g (x 2 ) = constant ⇒ g(x 2 ) = c 0 + cx 2 805 and since g(0) = 0, one obtains c 0 = 0. Substituting 806 this result in Eq. 6, one gets:
which shows equivalent doses to be proportional.
809
B. General Isobole Equation under
Corollary 1. If the Loewe Additivity Consistency Con-812 dition in Eq. 10 holds,
x 2 ) and (2) the isoboles are parallel. 11 and 12) . The isobole for effect y * is given by Eq. 5, assuming f is a continuous and monotonic re-824 sponse:
825 
where x * 1 = f −1 1 (y * ). Therefore, x 2 is linearly dependent 837 with a fixed slope parameter c > 0. This results in an 838 isobole with slope −c for any effect y * that is reached 839 by x * 1 , and therefore the isoboles are parallel. Corollary 3. If the Loewe Additivity Consistency Con-843 dition in Eq. 10 holds with f 1 and f 2 taking the form of 844 two Hill curves, then the slopes and effect ranges y 0 and 845 y ∞ of the Hill curves must be the same. Further, the 846 proportionality factor c takes the form of a fraction of 847 the EC50 value of the drug to be expressed in terms of 848 the other divided by the EC50 value of this other drug, 849 resulting in x equiv
For the Loewe Additivity Consistency Condition, 851
x equiv Hence, in order for x equiv 1 (x 2 ) to be constant y ∞,1 = 866 y ∞,2 , which gives: When the LACC applies, the General Isobole Equation, 883 f GI (x 1 , x 2 ), and both explicit solutions, f 2→1 (x 1 , x 2 ) 884 and f 1→2 (x 1 , x 2 ), are equivalent. When the LACC fails, 885 one may wonder how to combine the two explicit so-886 lutions such that they are still close to the solution of 887 the General Isobole Equation Eq. 5. Since the solution 888 of the General Isobole Equation Eq. 5 is symmetric, it 889 makes sense to take the (weighted) mean of the two 890 solutions f 2→1 (x 1 , x 2 ) and f 1→2 (x 1 , x 2 ). Therefore, we 891 define x equiv
where we take to be small so that we can ignore all 911 second and higher order terms in . Note the different 912 dependence on c in the two quadratic terms. These are 913 necessary for the consistency condition to hold. Our 914 goal is now to find β(x 1 , x 2 ) such that under LACC-915 we still have f mean (x 1 , x 2 ) = f GI (x 1 , x 2 ), or, to put 916 it differently, such that f mean (x 1 , x 2 ) still satisfies the 917 General Isobole Equation.
918 Theorem 2. Under LACC-, the simple arithmetic 919 mean f mean (x 1 , x 2 ) with β(x 1 , x 2 ) = 1/2 satisfies the 920 General Isobole Equation.
921
Proof. As an intermediate step, we note that we can rewrite f 2 into f 1 and vice versa through
and 932
where, here and in the following, we ignore second and 937 higher order terms in .
938
For f mean (x 1 , x 2 ) to satisfy the General Isobole Equa-939 tion, we need 940
Luckily, using the above expressions, we have two ways 942 to rewrite f mean (x 1 , x 2 ): in terms of f 1 ,
and in terms of f 2 ,
where the last step follows from the observation that, Plugging these two formulations at the obvious places 959 in the General Isobole Equation, we obtain
Further expansion in yields
So, for the first order term in to cancel, we must have 969 Figure 8 : Benchmarking times on a log-scale for the four models fGI (x1, x2) (Eq. 5), the explicit formulation (Eq. 8 and Eq. 9), and its mean formulation fmean (x1, x2) (Eq. 14).
A visualization of the runtime is depicted in Fig. 8 1025 The explicit formulations are clearly faster in computing 1026 time than the implicit ones. Cokol Figure 10 : Mean squared error between the measured and the expected responses of the fgeometric (x1, x2) and fGI (x1, x2) model. To better qualify the differences in mean squared error, the diagonal is depicted. The distribution of the models' mean squared error is given in histograms plotted on the axes.
G. Geometric Mean Model
Analogously to Fig. 5 , the Explicit Geometric Mean 1065 Equation model takes different shapes for the different 1066 violations of LACC, as depicted in Fig. 3 . They are 1067 depicted in Fig. 9 1068
We compute the mean squared error values of each 1069 non-interactive record and compare them with the mean 1070 squared errors of the f GI (x 1 , x 2 ) model. The scatter 1071 plots for the two data sets are depicted in Fig. 10 . A 1072 Wilcoxon signed-rank on both error value sets for the 1073 f GI (x 1 , x 2 ) and the f geometric (x 1 , x 2 ) model, with the al-1074 ternative hypothesis being that the errors of f GI (x 1 , x 2 ) 1075 are larger, give the following p-values: for the Mathews 1076 Griner data set: 6.38 × 10 −6 and for Cokol 7. x 1 f geom.mean (x 1 ,x 2 ) with s 1 ≠ s 2 , y ∞,1 ≠ y ∞,2 Figure 9 : Contour lines of the fmean (x1, x2) model for three different scenarios, where the LACC is violated: from left to right: the slopes are different, s1 = s2, here depicted with s1 = 1, s2 = 2, y∞ = 0, or the maximal effect values differ, y∞,1 = y∞,2, here shown with s = 1, y∞,1 = 0.3, y∞,2 = 0 or both are different, here shown with s1 = 1, s2 = 2, y∞,1 = 0.3, y∞,2 = 0. The remaining two parameters of the Hill curve are set equally for all figures to y0 = 1 and e = 1 are equal.
