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แบบแถบความถี่กวาง หรือที่รูจกัในชื่อ  WiMAX ในโครงการนีจ้ึงไดศึกษา และจาํลองการทํางานของ
เทคโนโลย ี WiMAX ดวยโปรแกรม MATLAB โดยมุงเนนที่จะวิเคราะหเทคนิคการมอดูเลตแบบ
ปรับตวั ซ่ึงจะสามารถพฒันาสมรรถนะของระบบไดในที่สุด  
 




คุณภาพของสญัญาณทีไ่ดในสภาพแวดลอมตางๆ  รวมทั่งแบบอตัราสงขอมูลความเร็วสูง ดังนั้น




คาท่ีไดจากโปรแกรมใหผลใกลเคยีงกับผลจากการวัดจริงมาก เนื่องจากโปรแกรม MatLab มีในสวน
2 
 
ของโปรกรม Simulink อยู  และโปรแกรม Simulink นีม้ีฟงกชันการหาคาที่เหมาะสมซึ่งทําใหสามารถ
ออกแบบอุปกรณที่ซับซอนได ดังนั้นผูจัดทําโครงงานจงึนําโปรแกรมนี้มาศึกษาการใชงาน และรวมไป
ถึงนํามาออกแบบเพื่อสรางเปนอุปกรณจรงิดวย 
                  
 เทคนิคการมอดูเลต Orthogonal Frequency Division Multiplex(OFDM) เปนเทคนิคการมอดู
เลตแบบหลายคลื่นพาห (Multiple Carrier Modulation) ซึ่งเปนรูปแบบของการสื่อสารแบบขนาน
น่ันเอง เนื่องจากการสื่อสารแบบไรสายมักจะประสบกับปญหาการจางหายของสัญญาณ (Fading) อันมี
สาเหตุมาจากการแพรกระจายคลื่นสัญญาณเปนหลายวิถี (Multipath propagation) นอกจากนั้นคลื่น
หลายวิถียังทําใหเกิดการรบกวนแบบแทรกสอดระหวางสัญลักษณ (Inter Symbol Interference) หรือ 
ISI ของสัญญาณขอมูลขึ้นที่เครื่องรับอีกดวย ซึ่งถาเปนระบบการมอดูเลตและสงสัญญาณแบบเกาๆ 
(การสงขอมูลแบบอนุกรม) จะแกไขปญหาเหลานี้ไดคอนขางยาก โดยเฉพาะเมื่อเปนการสื่อสารที่มี
อัตราการสงขอมูลสูงๆ แตสําหรับ OFDM แลวปญหาเหลานี้สามารถแกไขไดงายกวาและยังสามารถสง
ขอมูลท่ีมีอัตราสูงๆ ไดอยางสบาย เนื่องจากในระบบ OFDM ขอมูลท่ีเปนอนุกรมความเร็วสูงจะถูก
















1.  เพ่ือศึกษาการใชงานของโปรแกรม Simulink 
2.  เพ่ือศึกษาและจําลองแบบตามในมาตรฐาน WiMAX 
3.  เพ่ือศึกษารปูแบบการสงสัญญาณแบบ Orthogonal Frequency Division Multiplex(OFDM) 






1. ศึกษาและออกแบบจําลองระบบ WiMAX ดวยโปรแกรม Simulink 
2. ออกแบบเทคนิคมอดูเลตแบบปรับตวัสําหรับระบบ WiMAX 
3. พัฒนาและวิเคราะหระบบ WiMAX เมือ่ใชและไมใชเทคนิคการมอดูเลตแบบปรบัตัว 















 4. ระยะเวลาการดําเนินงาน                                                                                                       
 








































   










1.อุปกรณที่ใชในการสราง                                    5500   บาท 
2.คาใชจายอ่ืนๆ                                                       500   บาท 
                                                      รวม                6000   บาท 
6.ผลท่ีคาดวาจะไดรับ 
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หัวขอ          หนา
บทคัดยอ           ก 
กิตติกรรมประกาศ          ข 
สารบัญ            ค 
สารบัญรูปภาพ           จ 
บทท่ี 1 บทนํา            
 1.1 ความเปนมา          1 
 1.2 วัตถุประสงค          2 
 1.3 ขอบเขตการทํางาน         2 
 1.4 ขั้นตอนการดําเนินงาน        2 
 1.5 ผลที่คาดวาจะไดรับ         3 
บทท่ี 2 ทฤษฎี  
 2.1 การเขารหัสชองสัญญาณ         4 
 2.2 Physical  Layer(PHY)        5 
 2.3  FDD (Frequency Division Duplex)      21 
 2.4  การมอดเูลต(Modulation       22 
บทท่ี 3 การใชงานโปรแกรม Simulink 
 3.1 ที่มาของโปรแกรม Simulink       34 
 3.2 แหลงจาย         35 
 3.3 ภาคการเขารหัส        36 
 3.4 ภาคการถอดรหัส        47 
 3.5 ภาคสง         51 
 3.6 ภาครับ         60 
 3.7 ภาคการปรับตวั        66  
 3.8 ภาคการแสดงผล        70 
บทท่ี 4 ผลการทดลอง 
 4.1 ผลการทดลองการวดั Bit Error Rate กบั SNR     73 






หัวขอ          หนา 
4.3 ผลการทดลองการวดั Bit Error Rate กบั SNRของแบบจําลองที่มีการ  77 
     ปรับตัวที่เปาหมายของจํานวนบิตทีผ่ดิพลาดที่ 10-2และแบบจําลองที่ 
     ไมมีการปรบัตัว 
 4.4 ผลการทดลองการวดัจํานวนขอมลูที่สงออกของแบบจําลองที่มีการ  78 
     ปรับตัวและไมมีการปรับตัว 
บทท่ี 5 สรุปผลการทดลอง 
 สรุปผลการทดลอง        80 
ประวัติผูเขียน          82 









เนื้อหา                                                                                                                                        หนา 
รูปที่ 1.1 ไดอะแกรมแสดงการทํางานอยางงายของแบบจาํลอง WiMAX                                 3 
รูปที่ 2.1  แผนภาพการทํางานมาตรฐาน IEEE 802.16a หรือ WiMAX                                        4 
รูปที่ 2.2  โครงสราง PHY Layer และ MAC Layer ของ 802.16e                                           5 
รูปที่ 2.3 โครงสราง PHY Layer                                                                                         6 
รูปที่ 2.4  Reed-Solomon Codes         7 
รูปที่ 2.5 การเขารหัสแบบ Convolution code  K=3       9 
รูปที่ 2.6 State Diagram         12 
รูปที่ 2.7 Tree Diagram         13 
รูปที่ 2.8 Trellis Diagram         14 
รูปที่ 2.9 การใชงาน Trellis Diagram       15 
รูปที่ 2.10 การถอดรหัสแบบViterbi Decoding (1)      18 
รูปที่ 2.11 การถอดรหัสแบบ Viterbi Decoding (2)      18 
รูปที่ 2.12 การถอดรหัสแบบ Viterbi Decoding (3)      19 
รูปที่ 2.13 การถอดรหัสแบบ Viterbi Decoding (4)      20 
รูปที่ 2.14 แสดงการสงขอมูลขาขึ้น(Uplink) และขาลง (Downlink)โดยใช FDD  21 
รูปที่ 2.15 แสดงเฟรมยอยของ FDD ในขอมูลขาลง (Down link)    22 
รูปที่ 2.16 แสดงการแปลงฟเูรียรอยางรวดเร็วของสัญญาณที่ทําการมอดูเลตกับสัญญาณ 25 
พาหะยอย(หนังสือ OFDM เทคโนโลยีการมัลติเพล็กในระบบสื่อสารยุคใหม) 
รูปที่ 2.17 แสดงการมัลติเพล็กซอนุกรมของสัญญาณบนแกนความถี ่    25 
รูปที่ 2.18 แสดงบล็อกไดอะแกรมตวัสง OFDM      27 
รูปที่ 2.19  แสดงบล็อกไดอะแกรมรับ OFDM              27 
รูปที่ 2.20 แสดงการเสริมสรางไซคลิก       28 
รูปที่ 2.21  Constellation Diagram ของ 4-QAM (ซาย) และ 8-QAM (ขวา)   30 
                ความแตกตางของ Phase จะมากกวา Amplitude 
รูปที่ 2.22 การผสมสัญญาณของขอมูลจํานวน 24 บิต ดวยวิธีการ QAM    31 
               ในกรณีนี้ Bit Rate มีคาเปน 3 เทาของ Baud Rate 





เนื้อหา                                                                                                                                          หนา 
รูปที่3.1 บล็อกไดอะแกรม Bernoulli Binary Generrator     35 
รูปที่3.2การตั้งคาบล็อกไดอะแกรม Bernoulli Binary Generrator      35 
รูปที่3.3แสดงแผนภาพไดอะแกรมการเขารหัส(Encode)     37 
รูปที่3.4แสดงแผนภาพไดอะแกรมการเขารหัสReed-Solomon    38 
รูปที่3.5 บล็อกไดอะแกรม Bit to integer Converter      39 
รูปที่3.6การตั้งคาบล็อกไดอะแกรม Bit to integer Converter-block    39 
รูปที่3.7 บล็อกไดอะแกรม Zero  Pad         40 
รูปที่3.8การตั้งคาบล็อกไดอะแกรม       40 
รูปที่3.9 บล็อกไดอะแกรม Reed –Solomon encode      41 
รูปที่3.10การตั้งคาบล็อกไดอะแกรม Reed –Solomon encode    41 
รูปที่3.11 บล็อกไดอะแกรม Selectrows       42 
รูปที่3.12การตั้งคาบล็อกไดอะแกรม Selectrows      42 
รูปที่3.13 บล็อกไดอะแกรม Integer to bit Converter     43 
รูปที่3.14การตั้งคาบล็อกไดอะแกรม       43 
รูปที่3.15การทํางานของ Convolution encode      44 
รูปที่3.16 บล็อกไดอะแกรม Convolution encode      44 
รูปที่3.17การตั้งคาบล็อกไดอะแกรม Convolution encode     44 
รูปที่3.18 บล็อกไดอะแกรมPuncture       45 
รูปที่3.19การตั้งคาบล็อกไดอะแกรมPuncture      45 
รูปที่3.20 บล็อกไดอะแกรม Matrix Interleaver      46 
รูปที่3.21การตั้งคาบล็อกไดอะแกรม Matrix Interleaver     46 
รูปที่ 3.22แสดงขั้นตอนการถอดรหัส       47 
รูปที่3.23บล็อกไดอะแกรม Deinterleaving       47 
รูปที่3.24การตั้งคาบล็อกไดอะแกรม Deinterleaving     47 
รูปที่3.25 บล็อกไดอะแกรม Inserting zero       48 
รูปที่3.26การตั้งคาบล็อกไดอะแกรม Inserting zero      48 
รูปที่3.27 บล็อกไดอะแกรม Viterbi decoder      49 





เนื้อหา                                                                                                                                          หนา 
รูปที่ 3.29 แสดงขันตอนการถอดรหัสของ Reed-Solomon decoder    50 
รูปที่ 3.30 บล็อกไดอะแกรม Modulator       51 
รูปที่ 3.31 บล็อกไดอะแกรม PAM-Modulator      51 
รูปที่ 3.32 บล็อกไดอะแกรม QAM-Modulator(QPSK)     52 
รูปที่ 3.33 บล็อกไดอะแกรม QAM-Modulator      52 
รูปที่ 3.34 บล็อกไดอะแกรม PAM-Modulator      53 
รูปที่ 3.35 บล็อกไดอะแกรม OFDM Transmitter      53 
รูปที่ 3.36 บล็อกไดอะแกรม Multiport selector      54 
รูปที่ 3.37 บล็อกไดอะแกรม Generator polynomial      54 
รูปที่ 3.38 บล็อกไดอะแกรม PN sequence generator     55 
รูปที่ 3.39 บล็อกไดอะแกรม Unipolar to Bipolar converter     55 
รูปที่ 3.40 บล็อกไดอะแกรม Dc carrier       56 
รูปที่ 3.41 บล็อกไดอะแกรม Matrix concatenation      56 
รูปที่ 3.42 บล็อกไดอะแกรม Zero pad(1)       57 
รูปที่ 3.43 บล็อกไดอะแกรม Zero pad(2)       57 
รูปที่ 3.44 บล็อกไดอะแกรม Selector       57 
รูปที่ 3.45 บล็อกไดอะแกรม IFFT        58 
รูปที่ 3.46 บล็อกได Add cyclic prefix       59 
รูปที่ 3.47 บล็อกไดอะแกรม AWGN       59 
รูปที่ 3.48 บล็อกไดอะแกรม OFDM Receiver      60 
รูปที่ 3.49 บล็อกไดอะแกรม Remove cyclic      60 
รูปที่ 3.50 บล็อกไดอะแกรม FFT        61 
รูปที่ 3.51 บล็อกไดอะแกรม Frame Status Conversion     61 
รูปที่ 3.52 บล็อกไดอะแกรม Remove Zero pad      62 
รูปที่ 3.53 บล็อกไดอะแกรม Multiport selector      62 
รูปที่ 3.54 บล็อกไดอะแกรม Demodulator       63 
รูปที่ 3.55 บล็อกไดอะแกรม PAM-Demodulator      63 







เนื้อหา                                                                                                                                          หนา 
รูปที่ 3.57 บล็อกไดอะแกรม QAM-Demodulator(1)     65 
รูปที่ 3.58 บล็อกไดอะแกรม QAM-Demodulator(2)     65 
รูปที่ 3.59 บล็อกไดอะแกรม Constant       66 
รูปที่ 3.60 บล็อกไดอะแกรม AMC       67 
รูปที่ 3.61 บล็อกไดอะแกรม Adapt       67 
รูปที่ 3.62 บล็อกไดอะแกรม Inverse dB       68 
รูปที่ 3.63 บล็อกไดอะแกรม Gain        68 
รูปที่ 3.64 บล็อกไดอะแกรม Math       69 
รูปที่ 3.65 บล็อกไดอะแกรม Error rate calculation       70 
รูปที่ 3.66 บล็อกไดอะแกรม Discrete-Time Scatter Plot Scope(1)    70 
รูปที่ 3.67 บล็อกไดอะแกรม Discrete-Time Scatter Plot Scope(2)    70 
รูปที่ 3.68 บล็อกไดอะแกรม Spectrum Scope(1)      71 
รูปที่ 3.69 บล็อกไดอะแกรม Spectrum Scope(2)      71 
รูปที่ 4.1 แบบจําลอง WiMAX จากการใชโปรแกรม Simulink    72 
รูปที่ 4.2 กราฟแสดงความสัมพันธระหวาง SNR กับ Bit Error Rate     73 
รูปที่ 4.3 กราฟแสดงความสัมพันธระหวาง SNR กับ BER ของการกําหนดเปาหมายที่ 10-2  74 
รูปที่ 4.4 กราฟแสดงความสัมพันธระหวาง SNR กับ BER ของการกําหนดเปาหมายที่ 10-1  75 
รูปที่ 4.5 กราฟแสดงความสัมพันธระหวาง SNR กับ BER ของการกําหนดเปาหมายเฉลี่ย  76 
              ระหวาง      10-1 และ 10-2 
รูปที่ 4.6 กราฟแสดงความสัมพันธระหวาง SNR กับ Bit Error Rate ของแบบจําลองที่มี              77                  
การปรับตัวที่เปาหมายของจาํนวนบิตที่ผิดพลาดที่ 10-2และแบบจําลองที่ไมมี 
               การปรับตัว 
รูปที่ 4.7 กราฟแสดงความสัมพันธระหวาง SNR กับ throughputเมื่อจาํนวนบิตเทากนั    78 
รูปที่ 4.8 กราฟแสดงความสัมพันธระหวาง SNR กับ throughputเมื่อคิดเปนเปอรเซน็ต    79 









เทคโนโลยีดานระบบไรสายแบบแถบความถี่กวาง หรือที่รูจักในชื่อ WiMAX เปนชื่อเรียก
เทคโนโลยีไรสายรุนใหมลาสุดที่คาดหมายกันวา จะถูกนํามาใชงานในอนาคตอันใกลนี้ โดย 
WiMAX เปนชื่อยอของ Worldwide Interoperability for Microwave Access ซ่ึงเปนเทคโนโลยีบ
รอดแบนดไรสายความเร็วสูงรุนใหมที่ถูกพัฒนาขึ้นมาบนมาตรฐาน IEEE 802.16 ซ่ึงมาก็ไดพัฒนา
มาตรฐาน IEEE 802.16a ขึ้น โดยไดการอนุมัติออกมาเมื่อเดือนมกราคม 2004 โดยสถาบัน
วิศวกรรมไฟฟาและอิเล็กทรอนิกส หรือ IEEE (Institute of Electrical and Electronics Engineers) 
WiMAX จะเปลี่ยนโฉมหนาของการติดตอส่ือสาร Wimax ตอบสนองความตองการของ
การเชื่อมตอเครือขายอินเทอรเน็ตใหกับพื้นที่ที่หาง ไกล ที่สายเคเบิ้ลไมสามารถลากไปไมถึงไดเปน
อยางดี ตลอดจนเพิ่มความสะดวกสบาย และประหยัดสําหรับการขยายเครือขายในเมืองที่มีอยูแลว
ได เนื่องจากไมตองลงทุน ขุดถนนเพื่อวางสายเคเบิลใยแกวใหม นอกจากนั้น WiMAX หรือบรอด
แบนดไรสาย มาตรฐาน IEEE 802.16a ยังไดรับการปรับปรุงประสิทธิภาพของคุณภาพในการให 
 บริการ (QoS) ซ่ึงสามารถรองรับการใช การใชงานภาพ (video) หรือการใชงานเสียง (voice) ซ่ึงไม
จําเปนตองใชทรัพยากรของเครือขายมากอยางเกา (low-latency network) อีกทั้งในเรื่องของความ
ปลอดภัยยังไดเพิ่มคุณสมบัติของความเปนสวนตัว (privacy) 
  WiMAX ในโครงการนี้จึงไดศึกษา และจําลองการทํางานของเทคโนโลยี WiMAX ดวย










1.  เพื่อศึกษาการใชงานของโปรแกรม Simulink 
2.  เพื่อศึกษาและจําลองแบบตามในมาตรฐาน WiMAX 
3.  เพื่อศึกษารูปแบบการเขารหัสสัญาญาณแบบ รหัสแบบรีด - โซโลมอน (Reed Solomon    
     Encoder)และการเขารหัสแบบ คอนลูโวช่ัน (Convolution) 
4.  เพื่อพัฒนาเทคนิคการมอดูเลตแบบปรบัตัว สําหรับ WiMAX 
 
1.3 ขอบเขตงาน 
1. ศึกษาและออกแบบจําลองระบบ WiMAX ดวยโปรแกรม Simulink 
2. ออกแบบเทคนิคมอดูเลตแบบปรับตัวสําหรับระบบ WiMAX 
3. พัฒนาและวิเคราะหระบบ WiMAX เมือ่ใชและไมใชเทคนิคการมอดูเลตแบบปรบัตัว 
4. เปรียบเทียบผลที่ไดกับทางทฤษฏี  
 
1.4  ขั้นตอนการดําเนินงาน 
       1. ศึกษาการใชโปรแกรม  Simulink  
 2. ศึกษาเทคนคิการมอดูเลตของ  WiMAX 
 3. ออกแบบวงจรแบบจําลอง  WiMAX  ขั้นตน 
 4. ศึกษารูปแบบไดอะแกรมตางๆในการใชงาน 
 5. นําไดอะแกรมมาตอเปนระบบการสงสัญญาณอยางงาย 
 6. ตอไดอะแกรมแบบการมอดูเลตสัญญาณตางๆที่เกีย่วของกับ  WiMAX 
 7. นําไดอะแกรมของการมอดูเลตแบบ  OFDM  มาใชในการพัฒนา  
 8. ทําการวัดผลจากโปรแกรม Simulink 






















บทที่ 2 ทฤษฏี 
โดยมาตรฐาน IEEE 802.16a  หรือWiMAX โดยสถาบันวิศวกรรมไฟฟาและ
อิเล็กทรอนิกส หรือ IEEE (Institute of Electrical and Electronics Engineers) โดยมาตรฐาน IEEE 
802.16a หรือ WiMAX มีความสามารถในการสงกระจายสัญญาณในลักษณะจากจุดเดียวไปยัง
หลายจุด (Point-to-multipoint) ไดพรอมๆ กัน โดยมีความสามารถรองรับการทํางานในแบบ Non-







รูปที่ 2.1  แผนภาพการทํางานมาตรฐาน IEEE 802.16a หรือ WiMAX 
2.1. การเขารหัสชองสัญญาณ(Channel Coding ) 
 จากพัฒนาการของ IEEE 802.16 จนกระทั่งมาถึง 802.16e ดังที่ไดกลาวถึงไปแลวนั้น 
โปรโตคอล 802.16 ไดถูกพัฒนาขึ้นมาดวยตามลําดับ  อยางไรก็ตามโปรโตคอลหลัก ๆ ที่ไดกําหนด
ไวใน IEEE 802.16 ก็ยังคงมีอยูเพียง 2 เลเยอร ก็คือ Physical Layer หรือที่นิยมเรียกกันสั้น ๆ วา 
PHY และ Media Access Control Layer หรือ MAC Layer เทานั้นทั้ง สองเลเยอรจะมีหนาที่ตางกัน
อยางที่เราก็พอจะทราบกันคราว ๆ นั่นคือ ช้ัน PHY จะเปนชั้นที่วาดวยรายละเอียดทางกายภาพ
ลักษณะการรับสงสัญญาณตาง ๆ ไมวาจะเปนเรื่องการควบคุมกําลังการรับสง การมอดูเลชั่น การ
ทํามัลติเพิลแอกเซสสําหรับหลายยูสเซอร การเขารหัสตาง ๆ ลักษณะของเสาอากาศที่ใช เปนตน
สวนขั้น MAC จะวาดวยเรื่องการเขาถึงระบบ การควบคุมรักษาและการตรวจสอบความปลอดภัย














รูปที่ 2.2  โครงสราง PHY Layer และ MAC Layer ของ 802.16e 
2.2  Physical  Layer(PHY)  
PHY เปนเลเยอรที่เทียบเทากับเลเยอร Physical ของ OSI โดยในมาตรฐานของ 802.16 
ทั้งหมดนี้จะมีการกําหนด PHY เลเยอรทั้งหมด 5 แบบดวยกันดังตอไปนี้ 
1) Wireless MAN SC จะเปนลักษณะของ Single Carrier ซ่ึงเปน 802.16 ตัวแรกสุดที่ได
กําหนดขึ้น ความถี่ที่ใชงานจะอยูในยางที่สูงกวา 11 GHz สามารถที่จะทํางานไดทั้งแบบ FDD หรือ 
TDD และไมมีการใชงาน OFDM   
2)Wireless MAN SCa ไดปรากฎอยูใน 802.16a เปนการใชงานแบบ Single Carrier 
เชนกัน จึงไมมีการใชงาน OFDM  โดยใชงานกับความถี่ 2-11 GHz ที่ใหบริการแบบ point to 
Multipoint และมีทั้งแบบ FDD และ TDD  นับเปนจุดเริ่มตนของการใชไวแมกซแบบ Last Mile 
เปนครั้บแรกเพื่อรองรับผูใชงานทั่วไป  
3) Wireless MAN OFDM เปนการเพิ่มความสามารถของ OFDM เขาไปใน 802.16a และ
ใชเปนรากฐานจนถึงปจจุบันที่เปน 802.16e โดยการใชงาน FFT ขนาด 256 เพื่อรองรับการใชงาน
แบบ NLOS และแบบ Point to Multipoint ที่ความถี่ 2-11 GHz  มันสามารถที่จะใชไดทั้ง FDD หรือ 
TDD และออกมาใชงานกันใน 802.16d เปนครั้งแรก จึงอาจจะเปนที่รูจักกันในชื่อ Fixed WiMAX 
เพราะ  802.16d ยังใหบริการแบบไมเคลื่อนที่อยูนั่นเอง แตจริง ๆ แลวมันก็สามารถที่จะใหบริการ
แบบเคลื่อนที่ได ดังจะพบใน 802.16e และรองรับการเชื่อมตอแบบ Meshไดอีกดวย  
4)Wireless MAN OFDMA เปนผลงานของ 802.16a อีกเชนกัน โดยจะมีขนาด FFT 
เทากับ 2048 ใชงานความถี่ 2-11 GHz รองรับไดทั้ง FDD และ TDD และรองรับการใชงานแบบ
Physical  Layer(PHY) 
Security Sublayer 
Common part  Sublayer(CPS) 




เคลื่อนที่ไดดวย  และในมาตรฐาน 802.16e ของป ค.ศ. 2005 นั้นก็ไดมีการปรับเปลี่ยนรูปแบบจาก 
OFDMA ปกติเปน SOFDMA นั่นคือ สามารถปรับเปลี่ยนขนาด FFT ไดตั้งแต 256, 512, 1024 ไป
จนถึง 2048 โดยการกําหนดชวงหางระหวาง subcarrier ไวใหคงที่นั่นเอง ซ่ึงจะทําใหมีความ
ยืดหยุนไปตามสภาพของระบบ แบนดวิดธที่มีให และสภาวะแวดลอมตาง ๆ ไดดีขึ้น เหมาะสมกับ
การใชงานแบบเคลื่อนที่ได และนั่นจึงทําให 802.16e ไดรับความสนใจเปนอยางสูงนั่นเอง  
5)  Wireless MAN Human เปนผลงานของ 802.16b ซ่ึงไมไดมีการใชงานในปจจุบัน มัน
ทํางานไดในแบบ TDD เทานั้น และใชงาน OFDM หรือ OFDMA ไดดวย 
โดยในการศึกษาครั้งนี้เราจะเนนไปที่ Wireless MAN OFDM เปนการเพิ่มความสามารถ
ของ OFDM เขาไปใน 802.16a โดยการใชงาน FFT ขนาด 256 โดยจะใช FDD เปนหลัก  










รูปที่ 2.3 โครงสราง PHY Layer 
 
 
MAC  Layer 
Data Randomization 
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1) Data Randomization 
ในสวน นี้จะเปรียบเสมือนเปนการเขารหัส( Encryption) ในระดับเลเยอรแรกของขอมูลทั้ง
ดาวนลิงค (จากสถานีฐานไปยังเครื่องลูกขาย) และอัพลิงค (จากเครื่องลูกขายไปที่สถานีฐาน) เพื่อ
สรางความปลอดภัยจากการดักฟงขอมูลตาง ๆ หลังจากไดขอมูลจากการ Randomization แลวก็จะ
สงตอไปยังสวนของ Channel Coding หรือ FEC 
2) FEC (Forward Error Coding) 
เพื่อ เปนการเพิ่มความนาเชื่อถือและประสิทธิภาพของการรับสงขอมูล จึงตองมีการเพิ่ม
ความสามารถที่จะตรวจจับปญหาหรือแกไขความผิดพลาดในการรับ สงขอมูล และใน 802.16e นั้น
ก็ไดใชการเขารหัสมาชวยเหลือในสวนนี้ ซ่ึงในสวนของ Channel Coding นั้นจะประกอบดวยการ
เขารหัสหลาย ๆ แบบที่มีวัตถุประสงคและการใชงานแตกตางกัน โดยการใชงานหลักคือ 
      2. 1 ) รหัสแบบรีด - โซโลมอน (Reed Solomon Encoder) 
         รหัสนี้เปนรหัสวนที่ไมเปนไบนารี(NonbinaryCyclicCodes)ในสวนสัญลักษณ (Symbols) ทําขึ้น 
บนลําดับ m-bit โดยที่ m เปนจํานวนเต็มบวกมีคามากกวา 2   รหัส R-S(n, k) กระทําบน
สัญลักษณ m-bit สําหรับทุก n และ k จะมีคา 0 < k < n <2m + 2   ท่ี k คือ จํานวนสัญลักษณของข
อมูลเร่ิมตนในการเขารหัส และ n คือ จํานวนรวมของสัญลักษณรหัสในบลอกการเขารหัส สําหรับ
รูปแบบการเขารหัส R-S(n, k) ที่ได เปน (n, k) = (2m -1 , 2m - 1 - 2t)   ที่ t คือ สัญลักษณความ
ผิดพลาดที่สามารถแกไขไดของรหัส และ  n k = 2t เปนจํานวนสัญลักษณของรหัสแกไข ( Parity )  
รูปที่ 2.4  Reed-Solomon Codes 
สําหรับรหัส R-S นี้มีระยะหาง (Distance) ระหวาง 2 Codeword จะกําหนดที่จํานวนสัญลักษณท่ี 
แตกตางในลําดับ จะไดระยะหางตางสุด (Minimum Distance)  เปน dmin = n - k + 1 รหัสเหมาะแก









d n kt − −⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦  
 
2.2)  Convolution Code 
การเขารหัสแบบ Convolution ไดรับการพัฒนาขึ้นเมื่อป 1955 โดย Elias ซ่ึงเปนวิธีการ    ป
องกันการผิดพลาดลวงหนา (Forward Error Correction : FEC) เปนเทคนิครูปแบบหนึ่งที่ใชแกไข




บล็อกกอน   จากนั้นจึงนําบิต ขอมูลของแตละบล็อกไปผานกระบวนการเขารหัสเพื่อใหไดเปนรหัส
ที่มีความยาวมากขึ้น โดยความยาวของรหัสที่ได  จะมีขนาดคงที่ ตายตัวเทากันหมดเชนกัน สวนเขา 
รหัสแบบ Convolution ไมจําเปน ตองมีการแบงบิตขอมูลเปนบล็อก แตอยางใด เราสามารถปอนชุด
บิตขอมูลขนาดความยาวเทาใดก็ไดเขาสูวงจรเขารหัสแบบ Convolution และผลลัพธที่ไดจากการ
เขารหัสจะเปนรหัสที่มีความยาวเปน จํานวนเทาของบิตขอมูลที่ปอนเขา 
สวนวิธีการถอดรหัส Convolution   มีอยูหลายแบบดวย   แตวิธีการถอดรหัสแบบ  Viterbi    
ซ่ึงเปนวิธีที่มีการนิยมใชงานมากทสุด  การถอดรหัสแบบ Viterbi คนพบโดย Viterbi ในป 1967 ซ่ึง
จะมีลักษณะ การทํางานของ Viterbi เปน แบบ Maximum-likelihood decoding algorithm ซ่ึง
หมายถึงในการทํางาน ของการถอดรหัสนั้น จะทําการคนหาเสนทางของขอมูลใน Trellis Diagram 
ที่มีลักษณะที่ใกลเคียงกับ ขอมูลที่สงมามากที่สุด 
การเขารหัสแบบ Convolution  และ การถอดรหัสแบบ Viterbi นี้ไดถูกนํามาใชงานใน
ระบบสื่อสารแบบดิจิตอลในปจจุบันอยางแพรหลาย   เชน ระบบสื่อสารดาวเทียม ระบบโทรศัพท-




2.2.1) การเขารหัสแบบ Convolution 
การเขารหัสขอมูลแบบ Convolution เปนการความสัมพนธระหวางขอมูลอินพุทเรียงลําดับ 
อยางตอเนื่อง โดยขอมูลเขามาผานตัว shift register(flip-flop) และ Modulo-2 adder (exclusive or ) 
การ หาเอาทพุทของภาคเขารหัสจะทําโดยนําขอมูลที่อยใน shift register บวกแบบ Modulo-2 adder 
ซ่ึงจะมีลักษณะของวงจรแสดงดังรูปที่ 2.5  จากวงจรเขารหัสจะมีอัตราการเขารหัส (Rate) เทากับ  
½  และคา  Constraint Length (K) เทากับ  3 โดยจะใช Generator polynomial เพื่อแสดงตําแหนงข
องใน shift - register ที่จะนํามาหาคาเอาทพุทโดยของการบวกแบบ Modulo-2 คือ go เทากับ 58 








รูปที่ 2.5 การเขารหัสแบบ Convolution code  K=3 
จากรูปที่ 2.5 จะเปนตัวอยางของวงจรเขารหัสขอมูลแบบ Convolution code โดยในการ
ทํางาน นั้นจะมีการดึงขอมูลที่จะทําการเขารหัสมาครั้งละ 1 บิต (k =1) เขามาภายในวงจร ซ่ึงจะทํา
ใหขอมูลที่ อยูในตําแหนงตางๆ ของ shift-register จากนั้นถูกเลื่อนไปอยูในตําแหนงถัดไป ตอจาก
นั้นจะมีการนํา ขอมูลทั้งหมดที่เก็บไวใน shift-register มาทําการคํานวณเพื่อหาเอาทพุทจํานวน 2 
บิต (n = 2) ซ่ึงอัตรา การเขารหัสเทากับ  ½   (Rate=k/n=1/2) ที่จะเปนผลลัพธสงออกไปจากภาคเข
ารหัสขอมูล สวนคา จํานวนของ shift register และอินพุทขอมูลที่นํามาบวกแบบ Modulo-2 เรียกว
าคา Constraint Length (K) โดย จะใช Generator polynomial เพื่อแสดงตําแหนงของใน shift 
register ที่จะนํามาหาคาเอาทพุทโดยการ บวกแบบ Modulo-2  ในการแสดงลักษณะของวงจรเข
ารหัส  โดยสําหรับกรณีของวงจรในรูปที่ 2.5 นั้น จะมี Constraint Length =3 และ Generator 





คร้ังละ 1 บิต จากนั้นจึงทําการคํานวณหาคาของ  Codeword  ที่จะถูกสงออกไปเปนผลลัพธของภาค  
เขารหัสจํานวน 2 บิต โดยที่ในการคํานวณหาคา Codeword ในแตละครั้งนั้นจะมีการนําขอมูลที่อยู
ใน shift register จํานวน 3 บิต (K) มาใชในการคํานวณ ซ่ึงในการวิเคราะหการทํางานของวงจรเขา 
รหัสนั้น จะมีการแทนการทํางานตางๆ ของวงจรดวยตัวแปรที่เรียกวา Generator polynomial ซ่ึง
จะเปนตัวแปรที่ใชแสดงถึงลักษณะของการคํานวณหาผลลัพธในการเขารหัสของ O/P แตละตัว  
โดยในกรณีของวงจรเขารหัสตัวอยางในรูปที่ 2.5 นั้น  จะสามารถแสดงการทํางานตางๆของวงจร
ไดดวย   Generator polynomial ตอไปนี้ 
 
g1 = [1 1 1 ]  
g2 = [1 0 1 ] 
 
ซ่ึงในการคํานวณหาคาของขอมูลที่ไดหลังจากการเขารหัสนั้น จะสามารถนําขอมูลที่ได
จาก  คาของ Generator polynomial มาทําการคํานวณหาคาของผลลัพธที่ไดจากการเขารหัส โดย
การนําขอมูลที่จะทําการเขารหัสมาทําการ Convolution กับคาของ Generator polynomial ดังสมการ 
       
       O/P   = [input]*gi 
 O/P1 = [1 0 0 1]*[1 0 1] = 1 0 0 1 0 0 
 O/P1 = [1 0 0 1]*[1 1 1] = 1 1 1 1 1 1 
 
ดังนั้นคาของ Codeword ที่ไดจากการเขารหัสขอมูลนั้น จะเกิดจากการขอมูลที่คํานวณได
จาก O/P1 และตามดวย O/P2 ซ่ึงจะมีคาเทากับ 11 01 01 11 01 01 ซ่ึงจากการที่การคํานวณตางๆใน
การหาผลลัพธของวงจรเขารหัสนั้น  สามารถที่จะคํานวณไดจากการหาคา Convolution ดังนั้นจึงมี
การเรียก รูปแบบในการเขารหัสขอมูลในลักษณะนี้วาเปนการเขารหัสแบบ Convolution Codes 












โดยในบางกรณีนั้น จะมีการแทนคาของ Generator polynomial ดวยตัวเลขฐาน 8 เพื่อ
แสดงถึง ขอมูลที่อยูใน Generator polynomial โดยในกรณีของวงจรตัวอยางนั้นจะมีการแทนคา 
ของ Generator polynomial ดวยตัวเลข 58 และ 78 และสําหรับขอมูลในการเขารหัสขอมูลนั้น จะมี
การแบงขอมูลที่จะทําการเขารหัสออกเปน n ชุด โดยที่แตละชุดนั้นมีขนาดเทากับ k0 บิต ซ่ึงในการ
ทํางานนั้นจะมีการดึง ขอมูลเขามาภายในวงจรในแตละครั้งนั้น จะมีการนําขอมูลจํานวน k0 บิตมา
ทําการประมวลผลเพื่อหา คา codeword  จํานวน n0  บิตเพื่อสงออกไปจากวงจร โดยที่จะมีการ
ทํางานในลักษณะนี้เร่ือยๆ จนกระทั่งขอมูลทุกบิตถูกนํามาเขารหัสทั้งหมดและผลลัพธที่ออกจาก
วงจรเขารหัสจะกลับเขาสูสภาวะ ขอมูลทั้งหมดเปน 0 จึงจะถือวาเปนการสิ้นสุดการเขารหัสขอมูล 




= + −  
 







ในการวิเคราะหการทํางานตางๆของวงจรเขารหัสแบบ Convolution นั้น นอกจากจะมีการ
ใชสมการของ Generator polynomial  ในการแสดงลักษณะของวงจรเขารหัสแลว จะมีวิธีการแสดง
การทํางานตาง ๆ ของวงจรเขารหัส โดยการใชรูปภาพแสดงความสัมพนธระหวางขอมูลที่ถูกเก็บไว
ในวงจรเขารหัสขอมูลที่ถูกปอนเขามา ณ เวลานั้น และ คาของ Codeword ที่จะถูกสงออกไป  เมื่อ
มีขอมูลในกรณีตาง ๆ ปอนเขามา ซ่ึงรูปแบบของภาพที่ใชแสดงการทํางานของวงจรเขารหัสนั้น จะ
12 
 
มีอยูดวยกัน  3  รูปแบบดวยกัน ไดแก State Diagram, Tree Diagram และ Trellis Diagram ซ่ึงจะมี
รายละเอียด ดังตอไปนี้ 
ก) State Diagram 
State Diagram จะแสดงคาของขอมูลใน shift register และเอาทพุทของตัวเขารหัส ซ่ึง
แสดงดัง รูปที่ 2.6 ตัวเลขที่อยูในวงกลมแตละวงนั้น จะหมายถึงสภาวะตางๆ ของขอมูลที่ถูกเก็บไว
ใน Shift register ซึ่งในกรณีของวงจรเขารหัสที่ใชเปนตัวอยางนั้น จํานวนสถานะ(State) ทั้งหมด
เทากับ  4  สถานะ และสําหรับลูกศรที่ถูกแสดงไวในรูปนั้นจะแสดงถึงลักษณะของการ
เปลี่ยนแปลงการทางานจากสถานะหนึ่งไปเปนอีกสถานะหนึ่ง ซ่ึงจะขึ้นอยูกับขอมูลที่ปอนเขามา 
ณ เวลานั้นๆ เชน กรณีทขอมูลที่เก็บไวมีคาเปน 00 เมื่อมีขอมูล 1 ปอนเขามาจะมีผลทําใหขอมูลที่
เก็บไวถูกเปลี่ยนไปเปน 10 และจะมีการสงคา 11 ออกไปจากวงจร (แทนดวยสัญลักษณ 1 / 11 ดัง
รูป) แตถาหากวามีการปอนขอมูล 0 เขามา วงจรก็จะยังคงมีสภาวะเปน 00 เหมือนเดิมและจะมี











รูปที่ 2.6 State Diagram 
ข) Tree Diagram 
 สําหรับ Tree Diagram นั้น จะเปนการพิจารณาถึงลักษณะของการทํางานของวงจรเขารหัส 
ขอมูลโดยที่จะมีการพิจารณาถึงคาของผลลัพธที่ไดหลังจากการปอนขอมูลตางๆเขาไปในวงจรเขา 

















รูปที่ 2.7 Tree Diagram 
 
สําหรับการแสดงการทางานของวงจรเขารหัสแบบ Convolution Codes โดยใชTree 
Diagram นั้นจะเปนการพิจารณาการทํางาน โดยการคํานึงถึงขอมูลที่ปอนเขามาและทจะถกูสงออก
ไปจากภาคเขารหัสเปนหลัก ซ่ึงในการพจิารณานั้น จะเริมตน ณ ตําแหนงรากของ Tree Diagram 
ซ่ึงในกรณีของรูปที่ 2.8 นัน้ จะอยูในตําแหนงซายมือสุดของรูป ซ่ึงจะมีการนําขอมูลที่ถูกปอนเขา
มาภายในวงจรเขรหัส เปนตัวกําหนดทศิทางการเดินทางของขอมูลใน Tree Diagram โดยในกรณี
ของ Tree Diagram ตัวอยางนั้น จะกําหนดใหมีการเลื่อนตําแหนงไปทางขางบนเมือ่มีการรบขอมูล 
0 เขา มาและจะเลือนตําแหนงลงลางเมื่อมีการรับขอมูล 1 เขามา ซ่ึงหลังจากที่มีการเลือ่นตําแหนงที่
ใชพิจารณาแลว จะมกีารพิจารณาถึง ขอมูลที่จะถูกสงออกไปจากภาคเขารหัส ณ เวลานั้นๆ จากข
อมูล ที่อยูเหนอืเสนทางในตาํแหนงที่มีการพิจารณา 
 
ค) Trellis Diagram 
การแสดงการทํางานของวงจรเขารหัสโดยใช  Trellis Diagram  นั้น จะเปนการแสดงการ
ทํางาน ของวงจรเขารหัสโดยใช  State Diagram  มาทําการเปลี่ยนแปลงรูปแบบใหอยูในอีกลักษณะ
หนึ่งที่แสดงถึงการเปลี่ยนแปลงของขอมูลตางๆ ภายในวงจรเขารหัส, ขอมูลที่ปอนเขามาและ 



















รูปที่ 2.8 Trellis Diagram 
จากรูปที่ 2.8 จะเปนการแสดงการทํางานของวงจรเขารหัสขอมลแบบ Convolution Codes 
ในรูปที่ 2.5  ที่มีการนําขอมูลในอดีตจํานวน 2 บิต มาทําการประมวลผลรวมกับขอมล ณ เวลานั้น 
(จํานวน state ทั้งหมดใน trellis diagram จะมีคาเทากับ 22 =4 state) และจะมีขอมูลปอนเขามา
ภายในวงจรครั้งละ 1 บิต (k0=1) ซ่ึงในกรณีนี้ จะมีขอมูลที่จะเขารหัสทั้งหมด 6 บิต ซ่ึงเสนทางตาง 
ๆ ที่อยูใน Trellis Diagram นั้น จะแสดงถึงลักษณะการเปลี่ยนแปลง สภาวะของวงจรและตัวเลข 
x/y ที่อยูเหนือทางเดิน ในแตละเสนทางนั้น จะแสดงถึงขอมูลที่ปอนเขามา และ Codeword ที่จะ
ถูกสงออกไปเมื่อมีการปอนขอมูลนั้นเขามา ซ่ึงเมือพิจารณาลักษณะของ Trellis Diagram แลว จะ
พบวารูปแบบของTrellis Diagram  ในแตละ State การทํางานนั้น จะมีลักษณะที่คลายกันแตจะมี
ความแตกตางกันเฉพาะสวนหัวและทาย ซ่ึงเปนผลมาจากขอมูลที่เก็บอยูในวงจรนั้นจะมีคาที่เริ่ม   
ตนจากสภาวะที่มีขอมูลเปน 0 ทั้งหมด และจะจบลงที่สภาวะขอมูลเปน 0 เชนกัน ดังนั้นเสนทาง
อ่ืนๆ ที่ไมผานจุดที่มีขอมูลเปน 0 ทั้งหมด ณ จุดเริ่มตนและจุดสุดทายนั้นจะไมถูกนํามาพิจารณา 
ดังนั้นขนาดของความยาวใน Trellis Diagram นั้น จึงขึ้นอยูกับขอมลที่ถูกนํามาเขารหัส ตัวอยางใน
การใชงาน Trellis Diagram เชน กรณีที่มีการปอน ขอมูล  0 1 1 0 0 0 0 0  เขามาภายในวงจร จะ












                                                        รูปที่ 2.9 การใชงาน Trellis Diagram 
 
ดังนั้นขอมูลที่ไดหลังจากการเขารหัสจะมคีาเทากับ 00 11 10 00 01 00 00 00 
2.2.2) การถอดรหัสแบบ Viterbi Decoder 
การถอดรหัส Convolution นั้นมีขั้นตอนที่ซับซอนกวาวิธีการเขารหัสมาก ซ่ึงการถอดรหัส
มีหลายวิธีแตการถอดรหัสดวย Viterbi Algorithm นั้นเปนวิธีที่ใหประสิทธิภาพสูง ซ่ึงลักษณะการ
ทํางานของ Viterbi Algorithm เปนแบบ Maximum Likelihood Decoding โดยผลลัพธที่ไดจากการ
ถอดรหัสจะ เปนเสนทางเพียงเสนทางเดียวที่มีความนาจะเปนสูงสุดจากเสนทางทั้งหมดใน Trellis 
Diagram ซ่ึงมีลักษณะเหมือนกับขอมูลที่ถูกสงมากที่สุด 
รูปแบบสําหรับการถอดรหัสแบบ Viterbi Decoder 
สําหรับการถอดรหัสแบบ Viterbi Decoding นั้น จะมีรูปแบบสําหรับการถอดรหัสที่ใชงาน 
อยู 2 ลักษณะดวยกัน ไดแก  แบบ Hard-Decision และ Soft-Decision 
  ก) Hard Decision สําหรับการทํางานของวงจรถอดรหัสที่ใชกระบวนการ
ตัดสินใจแบบ Hard Decision นั้น จะเปนการพิจารณาขอมูลที่รับเขามา โดยการพิจารณาวาขอมูลที่
รับเขามาในแตบิตนั้น มีคาของขอมูลเปน 0 หรือ 1 เทานั้น 
  ข) Soft Decision การถอดรหัสที่มีการใชกระบวนการตัดสินใจแบบ Soft 
Decision จะ   เปนการพิจารณาถึงขอมูลที่รับเขามาไดโดยการทําการตัดสินใจระดับของขอมูลที่รับ
เขามาไดโดยการแบง ระดับของสัญญาณที่ใชในการ คํานวณหาคา metric ที่มากกวา 2 ระดับ ซ่ึง
ผลลัพธทไดนั้น จะไดขอมูล รายละเอียดของขอมูลที่สงมาที่มากกวากรณีของ Hard-Decision ซ่ึงข
อมูลที่ไดจากการตัดสินใจ (softoutput) นั้น จะถูกนํามาใชในการคํานวณหาคา metrics เพื่อ
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เปรียบเทียบขอมูลที่รับ  เขามา ณ เวลานั้นๆ กับขอมูลที่อยูในเสนทางตางๆ ณ เวลานั้น ซ่ึงจะมี
รูปแบบที่ใชในการคํานวณที่แตกตางกันไป 
ค) Viterbi Algorithm โดยในการทํางานตางๆนั้นจะตองมีการคํานวณหาความ
แตกตาง ระหวางขอมูลที่รับเขามาและคาที่อยูในเสนทางตางๆ เพื่อใชในกระบวนการตัดสินใจ โดย
กระบวนการ ที่ใชในการทําการหาเสนทางที่ดีที่สุดนั้น จะใชวิธีการทํางานที่มีช่ือวา Viterbi 
Algorithm ซ่ึงจะเปน กระบวนการที่ใชในการคนหาเสนทางที่อยูใน Trellis Diagram ที่มีลักษณะที่
ใกลเคียงกับขอมูลที่รับ ไดมากที่สุดเพื่อที่จะนําขอมูลในเสนทางนั้นมาคํานวณหาคาของขอมูลที่
ถูกสงมา โดยที่ในกระบวนการคนหาเสนทางที่เหมาะสมที่สุดโดยใช Viterbi Algorithm นั้น จะมี
ขั้นตอนในการทํางานดังตอไปนี้ 
1) พิจารณาแบงขอมูลที่รับเขามาออกเปนขอมูลยอยๆ จํานวน m ชวง ซ่ึงแตละ
ชวงนั้นมีขนาด ของขอมูลเทากับ n 0 บิต 
2) ทําการวาด Trellis diagram ที่มีจํานวน state ในการทํางานเทากับ m state โดย
จะมีการพิจารณาเฉพาะเสนทางที่มีความเปนไปไดวาจะถูกสงมาเทานั้น โดยสําหรับที่ 
state ของTrellis diagram ตั้งแต L-1 ขึ้นไปนั้น ใหวาดเฉพาะเสนทางที่จะพุงเขาหาสภาวะ
ของวงจรที่มีขอมูลเปน 0 ทั้งหมด 
3) กําหนดคาตัวแปร l = 1 และทําการกําหนดคาเริ่มตนของตัวแปร metric ใน
สภาวะเริ่มตนที่มีขอมูลเปน 0 ทั้งหมด ใหมีคาของ metric เทากับ 0 
  4) ทําการคํานวณหาคาความแตกตางของขอมูล (distance) ระหวางขอมูลที่รับได
ชุดที่  l กับ ขอมูลในเสนทางในการเปลี่ยนแปลงสถานะใน Trellis diagram จาก state ที่ l 
ไปเปน l+1  
  5) นําคาที่คํานวณไดนั้นไปบวกกับคา metric สะสมของstate l เพื่อคํานวณหาคา 
ของ metric  สะสมใน state ที่ l+1 เพื่อใชในการตัดสินใจเลือกเสนทางที่เหมาะสมทีสุ่ด ใน
การเปลี่ยนแปลงขอมูลไปยัง state นั้นๆ โดยในแตละ stateนั้น จะมจีํานวนเสนทางทั้งหมด
จํานวน 2k0 เสนทางที่จะพงุเขา state เดียวกัน 
6) พิจารณา ณ ตําแหนงใน state ที่ l+1 ในแตละstateนั้น ทําการเลือกเสนทางที่มี  
คา metric สะสมที่มีคานอยที่สุดที่พุงเขาหาในแตละ state โดยที่เสนทางที่ถูกเลือกนั้น จะ
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ถูกเรียกวา ”Survivor” ซ่ึงจะเปนเสนทางที่ถูกเก็บไวทําการคํานวณใน state ตอไป และ
สําหรับเสนทางอื่นๆ ที่ไมไดถูกเลือกนั้น จะถูกเรียกวา “Forgetting “โดยจะถูกลบทิ้ง
ออกไปจากระบบการตัดสินใจ 
7) ถาหากวา  l  นั้นมีคาเทากับ m แลวใหทํางานในขั้นตอนตอไปได แตถายังมีคา 
นอยกวา จะมีตองมีการเพิ่มคา l ขึ้นอีก 1 จากนั้นจึงกลับไปทํางานที่ขั้นตอนที่ 4 ใหม 
8) เร่ิมตนพิจารณา ณ state ที่ m+1 ที่มีสภาวะของขอมูลสถานะเปน 0 ทั้งหมด ทํา
การเลือกเสนทางที่เปน “Survival” ซ่ึงเปนเสนทางที่ถูกเลือกที่เหลืออยูยอนกลับไป
จนกระทั่งถึงสภาวะเริ่มตน ของการทํางานที่มีสภาวะในการทางานเปน 0 ทั้งหมด ซ่ึงเสน 
ทางที่ไดนั้น จะเปนเสนทางที่มีลักษณะที่ ใกลเคียงกับขอมูลที่รับเขามามากที่สุด ซ่ึงจะถูก
นําไปใชในการคํานวณหาขอมูลขาวสารที่ถูกสงมา  โดยขอมูลขาวสารที่จะถูกสงออกไป
จากภาคถอดรหัสนั้น จะเปนการสงขอมูลทั้งหมดที่อยูในเสนทางสงออกไป ยกเวนขอมูล 
0  จํานวน k 0 (L-1) บิต ที่อยูทายสุดนั้น จะถูกตัดทิ้งไป 
 
ตัวอยางเชน ในกรณีของวงจรถอดรหัสสําหรบขอมูลที่ถูกเขารหัสดวยวงจรในรูปที่ 2.6 ซ่ึงมีการ   
ปอนขอมูลดิบจํานวน 6 บิตมีคาเทากับ  1 0 1 0 1 1  ซ่ึงเมื่อทําการเขารหัสแลวจะได Codeword มีคา 
เทากับ  1 1 0 1 1 0 0 1 1 0 1 0 0 0 0 1  จากนั้นพิจารณาในกรณีที่ขอมูลของ Codeword ที่รับไดที่
ปลายทางนั้นเกิดความผิดพลาดในการตีความขึ้นจํานวน 1 บิต จึงทําใหขอมูลที่รับไดมีคาเทากับ    
1 1 0 1 1 0 0 1 1 1 1 0 0 0 0 1 ดังนั้นในการถอดรหัสโดยใชวิธีการ Viterbi Decoding นั้นจะทํางาน
โดยเริ่มตนจากการนําขอมูลที่ ไดนั้นมาทําการแบงออกเปนชุดๆที่มีขนาดเทากับจํานวนของ 
Codeword ที่วงจรเขารหัสสงออกมาใน แตละชวงเวลาซึ่งในกรณีนี้มีคาเทากับ 2  ดังนั้นขอมูลตางๆ
จะถูกแบงออกเปนชุดดังนี้ 11 01 10 01 11 10 00 01 ซ่ึงในการทํางานนั้นจะมีการพิจารณาขอมูลที่















รูปที่ 2.10 การถอดรหัสแบบViterbi Decoding (1) 
 
ซ่ึงจะเปนการนําขอมูลที่รับไดในแตละชวงเวลามาทาการเปรียบเทียบกับขอมูลที่อยูในเสน 
ทางตางๆ โดยในชวงเวลาที่1 นั้น จะเปนการนําขอมูล 11 ที่รับไดมาทําการเปรียบเทียบเพื่อหา
จํานวนบิต ของขอมูลที่มีความแตกตางกัน โดยเมือเปรียบเทียบกับเสนทางที่ลากจาก Node เร่ิมตนที่
มีขอมูลเปน 0 ทั้งหมดมายัง Node ที่มีขอมูลเปน 00 ในชวงเวลาถัดไปซึ่งมีขอมูลในเสนทางเปน 
0/00 ซ่ึงจะพบวาจะมี คา Codeword ที่แตกตางกันจํานวน 2 บิต และเมื่อเปรียบเทียบกับเสน ทางที่
ลากไปยัง Node ที่มีขอมูลเปน 10 จะพบวามีความแตกตางเทากับ 0 บิต และใน ชวงเวลาที่ 2 จะเปน
การนําขอมูล 01 ที่รับได ณ เวลานั้นมาทําการเปรียบเทียบกับเสนทางตางๆทั้งหมด ณ เวลานั้นๆ 
และจะมีการคํานวณเชนนี้ไป เร่ือยๆจนครบทุกเสนทาง จากนั้นในการทํางานขั้นตอนตอไปจะเปน 









รูปที่ 2.11 การถอดรหัสแบบ Viterbi Decoding (2) 
 
 โดยในการทํางานนั้นจะเริ่มตนที่ Node 00 ที่อยูซายบนสุดของรูป ซ่ึงกําหนดใหมคา 
metric เปน 0  จากนั้นจึงพิจารณา Node ถัดไปที่เชื่อมตอกับ Node 00 ซ่ึงมี 2 Node ดวยกัน โดยจะ
ทําการนํา metric ที่อยูในเสนทางนั้นมาบวกกับ metric สะสมที่ถูกเก็บไวยัง Node ที่พิจารณา ซ่ึง ณ 
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เวลานี้คือ Node 00 ที่อยูซายบนสุด และผลลัพธที่ไดนั้นจะถูกเก็บไวใน Node ที่อยูปลายทางของ  
เสนทางนั้นๆ ซ่ึง จะมีการทํางานเชนนี้ไปเรื่อยๆจนกระทั่งมีการพบวา มีเสนทางมากกวา 1 เสนทาง
ที่พุงเขาหา Node เดียวกันดังเชนในชวงเวลาที่  3 จนถึงชวงเวลาที่ 8 ซึ่งเมือเกิดเหตุการณนี้ขึ้น    
จะตองมีกระบวนการ ตัดสินใจเพื่อเลือกเสนทางที่ใชในการคํานวณเฉพาะ เสนทางที่มีคา metric 












รูปที่ 2.12 การถอดรหัสแบบ Viterbi Decoding (3) 
โดยสําหรับการพิจารณาคา metric สะสมที่ Node 00 ในชวงเวลาที่ 3 นั้น จะเปนการ
ตัดสินใจ เลือกเสนทางระหวางเสนทางที่มาจาก Node 00 และ Node 01 ของชวงเวลาที่ 2 ซ่ึงจะทํา
การเลือกเสนทางที่มีคา metric สะสมที่นอยที่สุดเทานั้น โดยสําหรับเสนทางที่มาจาก Node 00 จะ
มีคา metric สะสมเทากับ 3+1 เทากับ 4 และเสนทางที่มาจาก Node 01 มีคาเทากับ 0+2 เทากับ 2 
ดังนั้นจึงเลือก เสนทางที่มาจาก Node 01 มาใชในการคํานวณ ซ่ึงจะมีการทํางานในลักษณะนี้เร่ือยๆ
จนกระทั่งคํานวณ metric สะสมครบทุกชวงเวลา จากนั้นจึงนําขอมูลที่ไดนั้นมาใชในการคนหาเสน 
ทางโดยการเริ่มตนที่  Node 00 ที่อยูขวาสุดของรูป จากนั้นจึงทําการมองยอนกลับใน Node ที่อยู    
ซายมือที่มีเสนทางตอกับ Node 00 โดยจะทําการเลือกเสนทางที่ตอกับ Node ที่มีคา metric สะสมที่
มีคานอยที่สุด เพื่อเลือกเปนเสนทางที่ใชงานจากนั้นจึงยายจุดที่พิจารณาไปยัง Node ถัดไปทางซาย 
มือที่อยูปลายทางของเสนทางที่เลือกไว ซ่ึงจะมีกระบวนการตัดสินใจเชนเดิมซ้ําอีกครั้ง โดยจะมี















รูปที่ 2.13 การถอดรหัสแบบ Viterbi Decoding (4) 
 
หลังจากนั้น จะเปนการนําขอมูลที่อยูในเสนทางที่ถูกเลือกมาใชในการหาขอมูลดิบที่สงมา โดยการ
พิจารณาถึงขอมูลที่อยูในเสนทางสวนตางๆ ซ่ึงจากรูปนั้นจะไดวาขอมูลดิบทถอดรหัสได จะมีคา 
เทากับ 1 0 1 0 1 1 0 0 โดยใน 2 บิตสุดทายจะไมถูกนํามาพิจารณาเนื่องจากเปนขอมูลที่ถูกปอนเขา 




ขอมูลแตอยางใด สําหรับไวแมกซหรือ 802.16e นั้นก็ไดใชวิธีนี้หลังการทํา Channel Coding ดวย
เพื่อประสิทธิภาพที่เพิ่มขึ้นดังกลาว  วิธีการใน 802.16e จะมีดวยกัน 2 ขั้นตอนดังตอไปนี้ 
3.1) ทําการสลับหรือยาย ตําแหนงบิตขอมูลที่ติดกันไปไวกับความถี่ subcarrier ที่ไมติดกัน
ของ OFDMA ที่ใชงานอยูเพื่อใหโอกาสที่จะถูกรบกวนจากความถี่รบกวนลดลง เปนการสราง 
Frequency Diversity ที่ดี เพิ่มประสิทธิภาพในการถอดรหัสใหมากขึ้น  
3.2) จากนั้นทําการยาย ตําแหนงบิตขอมูลที่ติดกันใหไปอยูบนบิตที่ significant ตางกันใน
การมอดูเลชั่นเพื่อใหกระจายความเสี่ยงที่จะเกิดจากการรบกวนสัญญาณ ที่ผานการมอดูเลต เพราะ
โอกาสที่จะเกิดความผิดพลาดในแตละบิตของ 16QAM และ 54QAM จะแตกตางกันออกไป บิตที่
เปน Most significant จะมีโอกาสเกิดความผิดพลาดไดนอยกวาบิตที่เปน Least significant นั่นเอง  
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4) Symbol Mapping  
กระบวน การนี้เปนกระบวนที่เชื่อมโยงขอมูลเขากับการมอดูเลชั่น โดยจะจับกลุมของไบ
นารีบิตของขอมูลเพื่อแสดงเปน symbol ที่เปนตัวแทนการมอดูเลชั่นคาใน QPSK, 16QAM และ 
64QAM 
 
2.3  FDD (Frequency Division Duplex) 
FDD (Frequency Division Duplex) การสงขอมูล uplink กับ downlink สงที่คนละความถี่ 
การสงขอมูล uplink กับ downlink จึงสามารถสงไดในเวลาเดียวกัน นอกจากนี ้FDD ยังรองรับ CPE 
ที่เปนแบบ Half-FDD คือ อุปกรณลูกขายจะทําการสงขอมูลและรับขอมูลคนละเวลากัน คือขณะที่
อุปกรณลูกขายกําลังสงขอมูล จะไมสามารถรับขอมูลได แตการสงและรับขอมูลยังใชคนละความถี ่
การใชรูปแบบ Half-FDD อุปกรณจะมีราคาที่ถูกกวา full FDD เพราะสวนประกอบภาครับสัญญาณ
กับภาคสงสัญญาณของอุปกรณสามารถใชชุดเดียวกนัรวมกันได 
 
รูปที่ 2.14 แสดงการสงขอมูล  ขาขึ้น  (Uplink)  และ  ขาลง (Downlink)  โดยใช FDD 
  
โดยในเทคโนโลยี WiMAX นั้นเราจะสามารถจําแนกในสวนการจดั Frame ของขอมูลขา



















รูปที่ 2.15 แสดงเฟรมยอยของ FDD ในขอมูลขาลง (Down link) 
ในขอมูลขาขึ้น(Up link) และขอมูลขาลง(Down link)  นั้นจะมีลักษณะการจัดเฟรมที่
เหมือนกัน ซ่ึงจะแตกตางกันเพียงความถี่ที่ใชงานเทานั้น 
 
2.4  การมอดูเลต(Modulation) 
2.4.1  เทคนิคการมอดูเลต Orthogonal Frequency Division Multiplex (OFDM) 
OFDM ยอมาจาก Orthogonal Frequency Division Multiplex เปนรูปแบบของ MCM 
สมัยใหมที่มกีารเพิ่มความหนาแนนของสัญญาณพาหะยอยและการซอนทับสัญญาณพาหะที่อยู
ติดกัน ซ่ึงเปนเทคนิคการมอดูเลชั่นแบบหลายคลื่นพาหะ (Multiple Carrier Modulation) และเปน
รูปแบบของการสื่อสารแบบขนาน แตกตางจากมาตรฐาน Spread Spectrum ทั่วไปทีใ่ชแถบความถี่
เดียวสําหรับรับสงขอมูลชองเดียว   
OFDM เปนเทคโนโลยีการเขารหัสในชั้น Physical Layer สําหรับถายทอด สัญญาณผาน
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มากกวา คล่ืนวิทยใุนความถีเ่ดียวกัน ซ่ึงโดยทั่วไปแลว OFDM ถูกใชอยูในคลื่น ความถี่ 2.4 GHz 
ISM ซ่ึงเปนคลื่นความถี่มาตรฐานสําหรับมาตรฐาน เครือขาย IEEE 802.11g ในขณะที่ IEEE 
802.11a ถูกเลือกใหคล่ืน ความถี่ที่ 5 GHz UNII (Unlicensed National Information Infrastructure)     
OFDM สรางขึ้นมาเพื่อใชงานสําหรับระบบสื่อสารไรสายแบบเคลื่อนที่แบนดกวาง (Broad 
band) มีอัตราการสงขอมูลสูงๆ เชน ระบบ LAN แบบไรสาย (Wireless LAN) ระบบอินเตอรเน็ต
ความเร็วสูงแบบไรสาย (Wireless high speed internet) ระบบกระจายเสียงแบบดิจติอล (Digital 
Audio Broadcasting) หรือ DAB และระบบกระจายสัญญาณโทรทัศนแบบดิจิตอล (Digital 
Television) หรือ DTV เปนตน 
 
2.4.2 ความตั้งฉากซึ่งกันและกัน ใน OFDM 
 ความตั้งฉากซึ่งกันและกัน (Orthogonality) คือ “การเกี่ยวของกันเปนมุมฉากหรือมี
สวนประกอบเปนมุมฉาก” ความตั้งฉากซึ่งกันและกันมีความสัมพันธกันของเวกเตอร 2 เสนใน
ชองวางอาจจะตัดกันเปนมุมฉากรูปเรขาคณิตกไ็ด ดังนั้นสัญญาณที่ตั้งฉากซึ่งกันและกันหมายความ
วาสถานะของสัญญาณเปนอิสระจากกัน ตัวอยางเชน การมอดูเลตสัญญาณทางความถี่ (FM) และ
ทางขนาด (AM) บนสัญญาณพาหะเดียวกัน (ในระบบ FM สเตอริโอ) สามารถแยกสัญญาณทั้งสอง
ออกจากกัน โดยปราศจากการรบกวนซึ่งกันและกัน ซ่ึงเราสามารถเรียกสัญญาณทั้งสองนี้วา “ความ
ตั้งฉากซึ่งกันและกัน” 
 สมมุติวาในระบบสื่อสารใชการมอดูเลตแบบเลื่อนความถี่ (FSK) โดยสัญญาณไบนารี่ 
กําหนดในบิต “0” แทนที่ดวยความถี่หนึ่งที่เลือนออกไป สัญญาณการมอดูเลตนี้สามารถแยกออก
จากกันดวยวงจร 
กรองความถี่ 2 ชุด ทีสามารถปรับเลือกความถี่ทั้งสองได วงจรกรองความถี่สําหรับบิต “1” จะไม
ตอบสนองกับสัญญาณบิต “0” และในทํานองเดียวกันในกรณีของวงจรกรองความถี่สําหรับบิต “0” 
เราเรียกวงจรเมดูเลตแบบเลือนความถี่วา การจัดการสัญญาณไบนารี่ใหตั้งฉากซึ่งกันและกัน 

























เรียร (FFT) จะทําใหการคํานวณการแปลงฟูเรียรและการแปลงกลับฟูเรียรของกลุมขอมูลทั้งคาจริง 
(Real) และคาเชิงซอน (complex) สามารถทําไดอยางรวดเร็ว 
 สัญญาณซายนที่มีชวงเวลาที่มีคาจํากัด (T) สามารถแปลงเปนสัญญาณสมมูลซิง (Sinc 











รูปที่ 2.16 แสดงการแปลงฟเูรียรอยางรวดเร็วของสัญญาณที่ทําการมอดูเลตกับสัญญาณพาหะยอย 
(หนังสือ OFDM เทคโนโลยีการมัลติเพล็กในระบบสื่อสารยุคใหม) 
ซ่ึงสัญญาณซิ้งจะมีจุดตัดแกน x ทุกๆ ชวงเวลา 1/T เมื่อ T เปนชวงเวลาชองจํานวน
สัญญาณบนแกนเวลา ดังนั้นถาสัญญาณพาหะยอยมีชวงหางซึ่งกันและกันเทากับ 1/T คาสูงสุดจะ












































2.4.4  หลักการทํางานของระบบ OFDM 
 โดยพื้นฐานแลว OFDM เปนเทคนิคการมัลติเพล็กซโดยการแบงความถี่ เมื่อชองความถี่ถูก














ปองกัน  (Guard Band) ระหวางแตละชองสื่อสารยอย ทําใหชองสื่อสารระหวางแตละสัญญาณ
พาหะยอยมีความแคบที่สุดเทาที่จะทําได ซ่ึงในระบบนี้จะใหประสิทธิภาพในการใชแถบความถี่
สูงสุด ความสัมพันธระหวางทุกสัญญาณพาหะยอยในระบบ OFDM จะตองถูกควบคุมอยาง
ระมัดระวังเพื่อรักษาใหมีลักษณะของความตั้งฉากซึ่งกันและกันการแปลงกลับฟาสทฟูเรียรเปนการ
แปลงที่มีประสิทธิภาพสูงมากและเปนวิธีการขั้นตนอยางงายๆ ที่สามารถทําใหเรามั่นใจไดวา
สัญญาณพาหะที่สรางขึ้นมามีความตั้งฉากซึ่งกันและกัน หลังจากการมอดูเลตแบบ OFDM จะมีการ
สอดแทรกชวงแถบปองกันแคบๆ เพื่อลดสัญญาณรบกวนระหวางสัญลักษณ (Inter symbol Inter-
ference : ISI) ที่เกิดจากสัญญาหลายเสนทาง  




























































































































2) เวกเตอรใน OFDM  
 สายอากาศแบบไดเวอซิตี้ ( diversity ) ถูกนํามาทดสอบสําหรับแกปญหาอันเนื่องมาจาก
ผลกระทบจากสัญญาณหลายเสนทาง ซ่ึงในระบบ OFDM จะใชสปาเชียล ( spatial ) ไดเวอซิตี้ซ่ึง
เรียกวา การมัลติเพล็กซโดยการแบงความถี่ที่สัญญาณพาหะตั้งฉากซึ่งกันและกันทางเวคเตอร ( 
Vector OFDM : VOFDM ) VOFDM ใชสายอากาศ สปาเชียลไดเวอซิตี้เพื่อนําประโยชนของการรับ
สัญญาณวิทยุหลายทิศทางที่มีเฟสและขนาดตางกันมาเปนขอดี โดยการรวมสัญญาณเหลานี้เขา
ดวยกันเพื่อเพิ่มความนาเชื่อถือในการรับสัญญาณแบบไมเปนเสนตรง  ( non-line-of-sight ) ที่
เครื่องรับจะมีสายอากาศ 2 ชุด ทําหนาที่รับสัญญาณจากเสนทางที่ตางกันและทําการรวมเขาดวยกัน
เพื่อใหไดอัตราสวนของสัญญาณตอสัญญาณรบกวนสูงที่สุดเทาที่จะเปนไปได 




3) การปรับแตงการมอดูเลตใน OFDM  
 เพื่อใหการทํางานงายขึ้นตอระบบ MCM สวนใหญจะใชเทคนิคการมอดูเลตแบบคงที่
สําหรับทุกสัญญาณพาหะยอย ในระบบที่ใชเทคนิคนี้จะตองเลือกประเภทของดิจิตอลมอดูเลต         
( digital modulation ) 
 สําหรับสัญญาณพาหะยอยที่ไดยอมรับอัตราการผิดพลาดของขอมูล (Bit error rate) ได 
ภายใตสภาวะของชองสื่อสารที่แยที่สุดโดยทั่วไปจะเลือกใช BPSK หรือ QPSK ที่ 1 หรือ 2 บิต/
วินาที/เฮิรตซตามลําดับ 
 ในการสงขอมูลจากแหลงขอมูลหนึ่งไปยังหลายๆ ปลายทางของระบบ OFDM อาจจะทํา
ไดโดยการเปลี่ยนแปลงเทคนิคทางมอดูเลต ทั้งนี้ขึ้นอยูกับคุณภาพของสัญญาณสามารถรับไดที่
ปลายทาง  ประเภทของการมอดูเลตที่นิยมใชประกอบดวย 
  1. Pulse Amplitude Modulation ( PAM )   การ Modulate ทางแอมปลิจูดของพัลส 
จะอาศัยหลักการ Sampling ของสัญญาณที่เปน Analog ตามชวงเวลา ทําใหสัญญาณนั้นขาดจากกัน
เปนพัลส ๆ โดยขนาด ของแตละพัลสจะเทากับขนาดของสัญญาณเดิมในชวงเวลา นั้น ๆ ซ่ึงจาก
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การ Sampling จะทําดวยอัตรา สองเทาของแบนดวิดทของ Analog เปนจํานวนครั้งตอวินาที 
(Sampling = 2 BW MHz) หมายความวา ถา Sampling ดวยอัตราที่นอยเทาใด ก็จะไดสัญญาณพัลส
ที่ใกลเคียงกับสัญญาณเดิม มากที่สุด แตถานอยเกินไปจะเปน Analog เหมือนเดิม 
  2. QAM Quadrature Amplitude Modulation (QAM) สําหรับแตละวิธีการผสม
สัญญาณตางก็มีขอเดน–ดอย แตกตางกันไป อาทิเชน ขอดอยของ PSK ไดแก การออกแบบอุปกรณ
ที่สามารถจําแนกความแตกตางของเฟสจํานวนมาก ทําไดลําบาก ดังนั้นจึงเปนการเหมาะสมที่จะมี
การเสนอใหใช วิธีการ Modulation หลายวิธีรวมกัน เพื่อประสิทธิภาพสูงสุด อยางไรก็ดี เนื่องจาก
เงื่อนไขขอจํากัดทาง Bandwidth จึงทําให FSK ไมสามารถใชรวมกับ Modulation วิธีอ่ืนได วิธีที่
เหมาะสม คือ การใช ASK ที่มีความแตกตาง x กรณี รวมกับ PSK ที่มีความแตกตาง y กรณี ดังนั้น 
ความแตกตางทั้งหมดที่เปนไปไดจึงเทากับ x คูณ y กรณี เรียกวิธีการ Modulation แบบนี้วา 
Quadrature Amplitude Modulation (QAM) ซ่ึงทําใหความแตกตางระหวาง Symbol มีมากที่สุด 
(ออกแบบอุปกรณแยกแยะไดงาย) ดังนั้นจํานวนบิตตอสัญลักษณที่เปนไปไดเทากับ log2 (x × y) 
บิต การรวม PSK กับ ASK ดวยวิธี QAM ทําไดหลายรูปแบบ แตวิธีที่นิยมใช ไดแก QAM ที่มี 
จํานวน Amplitude Shift นอยกวา Phase Shift เนื่องจาก Phase มีความตานทานตอสัญญาณรบกวน
มากกวา Amplitude ดังรูป 
 
 
รูปที่ 2.21  Constellation Diagram ของ 2-QAM(ซาย-บน)4-QAM (ซาย-ลาง) และ 16-QAM (ขวา) 






รูปที่ 2.22 การผสมสัญญาณของขอมูลจํานวน 24 บิต ดวยวิธีการ QAM  
ในกรณีนี้ Bit Rate มีคาเปน 3 เทาของ Baud Rate 
 
เนื่องจาก N – QAM กําหนดเพียงแคจํานวนของการรวมกันของ Amplitude (A) และ Phase (P) 
ดังนั้นการปรับโครงสรางของ A – P Shift เมื่อ N มีคาเทากัน สามารถทําไดตามความเหมาะสมกับ
การใชงานแตละประเภท ดังกรณี 16 – QAM สามารถจัดโครงสรางของ A – P Shift ไดหลาย
รูปแบบดังนี้ 
• 3A/12P ทนตอสัญญาณรบกวนมากที่สุด เพราะอัตราสวน P/A สูง (ITU-T) 
• 4A/ 8P จําแนกความแตกตางระหวางสัญญาณไดดี การออกแบบอุปกรณจึงสามารถทําได
งาย เนื่องจากแตละคา A มี P เพียง 4 รูปแบบ (OSI) 




รูปที่ 2.23 โครงสราง 16-QAM ที่แตกตางกนั  
แถบความที่ของ QAM เทากับ PSK และเทากับ ASK (เมื่อสงดวยอัตรา Baud เทากัน) ดังสมการ  
baudQAM NBW =  
 เพื่อใหระบบสามารถยอมรับอัตราการผิดพลาดของขอมูล เราสามารถจะเลือกเทคนิคการ




4) การเลื่อนหายของความถี่ท่ีเลือก (Frequency selective fading) 
 ในระบบแถบกวางเชน OFDM ผลกระทบจากการเคลื่อนที่หลายเสนทางของความถี่ที่
ตางกัน (หรือสัญญาณพาหะยอยใน OFDM) จะแตกตางกัน เพื่อใหเราเขาใจลักษณะการเลื่อนหาย
ของความถี่ที่เลือก เรามาลองพิจารณาสิ่งที่เกิดขึ้นกับความถี่ (สัญญาณพาหะยอย) 2 ความถี่บนแถบ
ความถี่ที่ใชนําขาวสารมาจากเครื่องสงไปยังเครื่องรับ ถาความถี่ทั้งสองอยูใกลซ่ึงกันและกัน ดังนั้น



































 MATLAB เปนซอฟทแวร(software)สําหรับการวิเคราะหเชิงตัวเลข (numerical analysis) 
เขียนขึ้นโดย Dr. Cleve Moler  ตั้งแค ค.ศ 1982  ในตอนแรกเปนการรวบรวมโปรแกรมการคํานวณ
เกี่ยวกับชุดขอมูลตาราง(matrices) ที่เขียนขึ้นโดยใชภาษาฟอรแทรน(FORTRAN) แลวเรียบเรียง
เปนหนังสือช่ือ  Demonstration  of Matrix  Library  โดย C.B Moler  ซ่ึงตอมามีการพัฒนาจน
กลายเปนโปรแกรมขนาดใหญ  ที่เขียนโดยใชภาษา ซี ( C ) และแอสเซมเบลอร  (assembler)  
 รากฐานของ MATLAB นั้น มาจากโครงการ  EISPACK (Eigen  System  Package) และ 
LINPACK (Linear System Package)  ณ Argonne National Laboratory  สหรัฐอเมริกา โดย  
EISPACK  เปน โปรแกรมยอยภาษาฟอรแทรน  (FORTRAN SUBROUTINES) ซ่ึงจะคํานวณ
eigen values และ eigen vectors สําหรับ matrices ประเภทตาง ๆ ซ่ึงจะอธิบายโดยละเอียดใน
หนังสือ  Matrix Eigen System Routines : EISPACK Guide โดย  Smith, Boyle,  Dongarra,  
Garbow, Ikebe, Klema และ Moler  ปจจุบันมีการใช  MATLAB ในการเรียนการสอน ทาง
วิศวกรรมศาสตรในมหาวิทยาลัยทั่วไปในสหรัฐอเมริกา ซอฟทแวรเปนลิขสิทธิ์ของThe 
MathWorks, Inc., 21 Eliot St., South Natick MA01760 
สําหรับดานการจําลองการทํางานดวยคอมพิวเตอร มีการใชโปรแกรม Simulink ซ่ึง
สามารถที่จะเขียนโปรแกรมในลักษณะเปนหนวย(unit)  ซ่ึงแทนดวยรูปภาพของกอนวัตถุ(block  
diagram) แลวนําขอมูลจากตัวแปรตาง ๆ ของ  MATLAB, built-in functions  และ M-files มาใชใน
ดานคํานวณไดหรือแสดงผลจาการออกแบบไดมีความใกลกับการทํางานของอุปกรณตางๆ 
 โปรแกรมประกอบไปดวย 5 สวน คือ  
  3.1ที่มาของโปรแกรมSimulink 
  3.2แหลงจาย(Source) 
3.3ภาคการเขารหัส (Encode)  
3.4ภาคการถอดรหัส (Decode)   









เฟรม แตละเฟรมจะรับขอมูลคร้ังละ 35 บิต เหตุที่เราจําเปนตองกําหนดขอมูลใหใช 35 บิตนี้ เพื่อที่
เราจะไดทําการเปรียบเทียบผลในการเขารหัสวามีคาbit error rate สูงกวากัน โดยบล็อกที่ใชใน
โปรแกรม simulink คือ 
 
รูปที่3.1 บล็อกไดอะแกรม Bernoulli Binary Generrator   
บล็อก Bernoulli Binary Generrator  บล็อกเครื่องกําเนิด  กอใหเกิดเลขบิตโดยการ
สุมจํานวนกําลังใชBernoulli การแบงสรร. Bernoulli การแบงสรรกับปจจัยกําหนดp ผลิต


















รูปที่3.2การตั้งคาบล็อกไดอะแกรม Bernoulli Binary Generrator   
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Probability of a zero:0.5 
ความนาจะเปนของโอกาสที่จะเกิดคาศูนยขึ้นในการสุม 
  Initial  seed:61 
แจกจายคาสําหรับจํานวนโดยการสุมเครือ่งกําเนิด ในความยาวของ





 ตัดสินใจไมวาที่ส่ิงที่ออกมาเปนframe-based หรือsample-based . หาก
กระตุนการใชงานจะทําการแปลปจจัยกําหนดเวกเตอรอยางที่1-D ไมได
รับการควบคุม 
Samples per frame 
 กําหนดจํานวนตัวอยางในแตละแถว เกี่ยวกับframe-based สัญญาณสิ่งที่
ออกมา เมื่อทําการกระตุนบลอ็ก Frame-based outputs  
Interpret vector parameters as 1-D 
 ถาเลือกบล็อกนี้ใหทํางาน,จะทําใหขอมูลที่ออกมาเปนone-dimensional 
สัญญาณ. มิฉะนั้น,ขอมูลที่ออกมาเปนtwo-dimensional สัญญาณ. เมื่อทํา






แบบแผน. ขอมูลผานในรูปแบบบล็อกผาน RS encodeจากนั้นแลว,มันไปขาม












AMC Modulation RS code 
 
CC 
1 2-PAM (12,12,0) 1/2 
2 4-QAM (32,24,4) 2/3 
3 4-QAM (40,36,2) 5/6 
4 16-QAM (64,48,4) 2/3 
5 16-QAM (80,72,4) 5/6 
6 64-QAM (108,96,6) 3/4 
7 64-QAM (120,108,6) 5/6 
ตารางที่3.1แสดงการเขารหัสในแบบตางๆ 
ชองทางซึ่งที่ติดตอกับสถานฐีาน(BS)และอัตราการเขารหัส,ยึดหลักรายงานนี,้การ





-Reed Solomon encode 
 โดยการเขารหสันี้จะไดผลการเขารหัสไมเปนไบนาร(ีnonbinary Cyclic Codes)ใน
สวนของสัญญาญลักษณ(Symbol) ทําขึ้นโดย m-bit โดยท่ี m เปนจํานวนเต็มบวกมีคา




n: คือ จํานวนรวมของสัญญาลักษณรหัสในบล็อกการเขารหัส 
k: คือจํานวนสัญญาลักษณของขอมูลเร่ิมตนในการเขารหัส 
t: คือสัญญาลักษณความผิดพลาดที่สามารถแกไขไดของรหัส 




ของRSตัวเขารหัสในรูปแมแบบ โดย”Bit to integer Converter-block” ตรงกันกับ
การคํานวนจากความยาวของแถวกอนการเขารหัส (k) ,และจะไดคา n-k = 2t (2t= 8) 
ตอไปที่บล็อก “Zero pad-block” ทําการเติมคาคงที่ใดๆลงไปดานหนาของแถวขอมูล
ที่ใหไดความยาวของ 239 ไบตสําหรับแตละ เมื่อขอมูลมาถึง จัดสรรเวกเตอรใหมโดย
ขอมูลที่ออกมาของตัวเขารหัสใน”Reed –solomon-block” จะมีขนาดขนาด 255xNRS 
ขั้นตอที่บล็อก “Selectrows-block” ไปเลือกชวงขอมูลถูกตองของไบตภายหลัง
กระบวนการการเขารหัส ดังนั้นชวงขอมูลที่เลือกนั้นเราจะเลือกเอาแคขอมูลจริงกับคา
2t = 8 ไบตของไบตโดยไมสนใจในสวนของการเติมศูนย ขั้นตอนสุดทาย" Integer to 
bit Converter-block "บล็อกนี้จะทําการเรียบเรียงขอมูลกับเขาไปใหมโดยจะใชคา 2t 
และพรอมสําหรับการสงตอเพื่อเขารหัสconvolutional ในลําดับตอไป  
 
  รูปที่3.4แสดงแผนภาพไดอะแกรมการเขารหัสReed-Solomon  
39 
 
3.3.1)Bit to integer Converter-block 
 
รูปที่3.5 บล็อกไดอะแกรม Bit to integer Converter 
 
 
รูปที่3.6การตั้งคาบล็อกไดอะแกรม Bit to integer Converter-block 
 
The Bit to Integer Converter block จะทําหนาที่เปลี่ยนแปลงจากจํานวนบิต
(Bit)เปลี่ยนแปลงเปนจํานวน Integer โดยจะใชคาในชวงจํานวนเต็ม(M)ระหวาง 0 
และ2M-1 อยางที่ผลลัพท,ความยาวเวกเตอรส่ิงที่ออกมาเปนความยาวเวกเตอร1/M  
จากการคํานวณตามสมการเมื่อ n = 255 , k = 239  จะไดวา  255-239 =8 bits  ดังนั้น
เราจึงแทนคา M =  8   
Number of bits per integer: 8  


























เทาใด โดยในขางตนเราทราบแลววาขอมูลทางดานขาออกของเราคือ 239 นั้นเอง Pad       
signal at: Beginning  
Pad along: Columns 
 Number of output rows: User-specified  
Specified number of output rows =239  
Action when truncation occurs: None 
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3.3.3)Reed –Solomon encode-block 




                                         รูปที่3.9 บล็อกไดอะแกรม Reed –Solomon encode 
 
รูปที่3.10การตั้งคาบล็อกไดอะแกรม Reed –Solomon encode 
     โดยการทํางานของInteger-Input บล็อกRSตัวเขารหัสสรางReed-
Solomon รหัสกับความยาวขาวสารK=239 และcodeword ความยาวN=255  
คุณระบุทั้งคูN และK เขาที่บล็อกโดยตรง. สัญลักษณสําหรับรหัสเปนจํานวน









รูปที่3.11 บล็อกไดอะแกรม Selectrows 
 
  รูปที่3.12การตั้งคาบล็อกไดอะแกรม Selectrows 
ทําหนาที่เลือกชวงของสิ่งที่เราตองการนําคามาใชคือชวงของขอมูลที่เรานําเขาไป
ดังตารางที่3.12 โดยไมสนใจการเติมศูนย และจะรับคาขอมูลในรูปเวกเตอร เมื่อขอมูล
ทั้งหมดในดานขาเขาขอมูลนี้คือ 255 จะไดดังนี ้
Input Type: vector 
Index mode: One-based 




Input port width: 255 
 





รูปที่3.13 บล็อกไดอะแกรม Integer to bit Converter 
 
รูปที่3.14การตั้งคาบล็อกไดอะแกรม 
Integer to bit Converter-block จะทําหนาที่เปลี่ยนแปลงจากจํานวน Integer 
เปลี่ยนแปลงเปนจํานวนบิต(Bit)โดยจะใชคาในชวงจํานวนเต็ม(M)ระหวาง 0 และ
2M-1 อยางที่ผลลัพท,ความยาวเวกเตอรส่ิงที่ออกมาเปนความยาวเวกเตอร1/M  จาก
การคํานวณตามสมการเมื่อ n = 255 , k = 239  จะไดวา  255-239 =8 bits  ดังนัน้เราจึง
แทนคา M =  8   
Number of bits per integer: 8  
จํานวนเต็มที่ใสในชองนี้ไดจะอยูในชวง 1-31  
 
3.3.6)Convolution encode 
หลังจากหลังจากการเขารหัสดวยกระบวนการR-S  ขอมูลที่เปนbits จะถูก
เขารหัสดวย Convolution encodeโดยมีอัตราเร็วของการเขารหัสธรรมเทากับ1/2 และความ
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ยาวเทากับ 7 generator polynomials ถูกใชเปนผลทําใหมีเอาพุทตออกทั้งแกน X และ
แกน Y ถูกระบุในการแสดงออกซึ่งตามมานี้ 
G1 = 171OCT for X 
                               G2 = 133OCT for Y 
 
                     รูปที่3.15การทํางานของ Convolution encode 
 
                                                  รูปที่3.16 บล็อกไดอะแกรม Convolution encode 
 
รูปที่3.17การตั้งคาบล็อกไดอะแกรม Convolution encode 
Convolutional Block ตัวเขารหัสเขารหัสผลที่ตามกันมาของเวกเตอรอินพุทเลขคู
เพื่อผลิตผลที่ตามกันมาของเวกเตอรส่ิงที่ออกมาเลขคู จะเปนดังนี ้
Trellis structure: poly2trellis(7, [171 133]) 






Rate Puncture vector  
1/2                                                        [1] 
2/3 [1 1 1 0] 
3/4 [1 1 0 1 1 0] 









interleaver จะมีวิธีการ 2ขั้นตอนคือ. ส่ิงแรกนําขอมูลผานเมทริกซ ทําการ
ปองกันรหัสโดยการกําหนดแถวเมทริกซ 192 จากนั้นก็ทําการปองกันรหัส
คอลัมน(Nc)โดยทั้งคอลัมนจะเปนไปตามขอมูลในดานอินพุทต 
Ninput = 192X Nc 




 AMC row column 
1 192 1 
2 192 1 
3 192 2 
4 192 4 
5 192 4 
6 192 6 
7 192 6 






รูปที่3.20 บล็อกไดอะแกรม Matrix Interleaver 
 






































โดยบล็อก Inserting zero นี้จะมีขั้นตอนการทํางานการยอนกลับกัน

















             รูปที่3.26การตั้งคาบล็อกไดอะแกรม Inserting zero 
 
3.4.3)Viterbi decoder 
โดยบล็อก Viterbi decoder นี้จะมีขัน้ตอนการทํางานการยอนกลับกัน
กับบล็อก  Convolution encode 
การถอดรหัส Convolutionนั้นมีขั้นตอนที่ซับซอนกวาวิธีการเขารหัส
มาก ซ่ึงการถอดรหัสมีหลายวิธีแตการถอดรหัสดวย Viterbi Algorithmนั้น
เปนวิธีที่ใหประสิทธิภาพสูง ซ่ึงลักษณะการทํางานของViterbi Algorithm 


























รูปที่3.28การตั้งคาบล็อกไดอะแกรม Viterbi decoder 
Trellis structure: poly2trellis(7, [171 133]) 
Decision type: Unquantized 
Traceback depth: 34 








 โดยบล็อก Reed-Solomon decoder นี้จะมีขั้นตอนการทํางาน
เพื่อที่จะถอดรหัสขอมูลออกจาก  Reed-Solomon encoder โดยจะใช





รูปที่ 3.29 แสดงขันตอนการถอดรหัสของ Reed-Solomon decoder 
ของตัวถอดรหัสในเมทริกซ โดย”Bit to integer Converter-block” 
ตรงกันกับการคํานวนจากความยาวของแถวกอนการเขารหัส (k) ,และจะ
ไดคา n-k = 2t (2t= 8) ตอไป“Select rows-block” ไปเลือกชวงขอมูล
ถูกตองของไบตที่ไดรับมาจากกระบวนการ Viterbi decoder ที่บล็อก 
“Zero pad-block” ทําการเติมคาคงที่ใดๆลงไปดานหนาของแถวขอมูลที่
ใหไดความยาวของ 239 ไบต และจะการเติมคาคงที่ใดๆลงไปอีกครั้งที่
แถวขอมูลที่ใหไดความยาวของ 255 ไบตแตคร้ังนี้เปนการเติมในดานหลัง
สําหรับแตละ เมื่อขอมูลมาถึง จัดสรรเวกเตอรใหมโดยขอมูลที่ออกมาของ
ตัวถอดรหัสใน”Reed –solomon-block” จะมีขนาดขนาด 255xNRS ขั้นตอ
ที่บล็อก “Select rows-block” ไปเลือกชวงขอมูลถูกตองของไบตภายหลัง
กระบวนการการถอดรหัสดวย ดังนั้นชวงขอมูลที่เลือกนั้นเราจะเลือกเอา
แคขอมูลจริงของไบตโดยไมสนใจในสวนของการเติมศูนย ขั้นตอน






3.5 ภาคสง (Transmitter) 
  
 
รูปที่ 3.30 บล็อกไดอะแกรม Modulator 
3.5.1  Modulator 




รูปที่ 3.31 บล็อกไดอะแกรม PAM-Modulator 
- BPSK  (Binary phase-shift keying)  มีการใชบล็อกไดอะแกรมของ PAM 
เพื่อสะดวกในการกําหนดคา Parameters ดังนี้    
  -  M-ary number : 2     
  -  Input type : Bit     
  -  Constellation Ordering : Gray    
  -  Normalization method : Average Power   
  -  Average power (watts) : 2    








รูปที่ 3.32 บล็อกไดอะแกรม QAM-Modulator(QPSK) 
- QPSK  (Quadrature phase-shift keying )  มีการใชบล็อกไดอะแกรมของ 
QAM  เพื่อสะดวกในการกําหนดคา Parameters ดังนี ้   
  -  M-ary number : 4     
  -  Input type : Bit     
  -  Constellation Ordering : Gray    
  -  Normalization method : Average Power   
  -  Average power (watts) : 1    
  -  Phase offset (rad) : 0     




รูปที่ 3.33 บล็อกไดอะแกรม QAM-Modulator 
- 16-QAM  (16-Quadrature amplitude modulation)  มีการใช
บล็อกไดอะแกรมของ QAM ในการกําหนดคา Parameters ดังนี ้   
  -  M-ary number : 16     
  -  Input type : Bit     
  -  Constellation Ordering : Gray    
  -  Normalization method : Average Power   
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  -  Average power (watts) : 1    
  -  Phase offset (rad) : 0     




รูปที่ 3.34 บล็อกไดอะแกรม PAM-Modulator 
        -   64-QAM  (64- Quadrature amplitude modulation)  มีการใช
บล็อกไดอะแกรมของ QAM ในการกําหนดคา Parameters ดังนี ้  
  -  M-ary number : 64     
  -  Input type : Bit     
  -  Constellation Ordering : Gray    
  -  Normalization method : Average Power   
  -  Average power (watts) : 1    
  -  Phase offset (rad) : 0     
  -  Sample per symbol : 6       
  
3.5.2   OFDM Transmitter 
 
 





       OFDM (Orthogonal Frequency Division Multiplex)   เปนเทคโนโลยีที่แบงชอง สัญ 
ญาณออกเปนหลายๆชองยอยตามความถี่เชนเดียวกับทีเ่ราแบงชองสัญญาณในเทคโนโลยี 
FDMA แตคณุสมบัติที่เหนือกวา คือ คล่ืนพาหจะ Orthogonal  กับคลื่นพาหของชอง      
สัญญาณอื่นๆที่เหลือทั้งหมด  ดังนั้นสัญญาณที่ไดจะเปนอิสระตอกนั  ไมมีการรบกวนกัน
ระหวางคลื่นพาหจะทําใหใชสเปกตรัมไดสูงสุด  ประกอบไปดวยบล็อกไดอะแกรม




รูปที่ 3.36 บล็อกไดอะแกรม Multiport selector 
- Multiport selector      
  ทําการแปลงขอมูลจากแนวนอนใหเปนแนวตั้งโดยแบงเปนแถว
ทั้งหมด 10 แถว โดยกําหนด Parameters ดังนี้    
  -  Select : Row      










- Generator polynomial      
 ทําการสรางคาที่เปน pilot เพื่อคั่นระหวางขอมูล  มีบล็อกไดอะแกรมดังนี้ 
 
 
รูปที่ 3.38 บล็อกไดอะแกรม PN sequence generator 
-  PN sequence generator (Pseudonoise) ทําการสรางขอมูล polynomial 8 
หลัก เพื่อใชเปนคา pilot โดยกําหนด Parameters ดังนี ้   
  -  Generator polynomial : [1 0 0 1 0 0 0 1]   
  -  Initial states : [1 1 1 1 1 1 1]    
  -  Shift (or mask) : 0     
  -  Sample time : inf 
 
 
      
รูปที่ 3.39 บล็อกไดอะแกรม Unipolar to Bipolar converter 
-  Unipolar to Bipolar converter ทําการแปลงเลขที่รับจาก PN sequence 
generator ใหเปน -1 และ 1 เพื่อปองกันการที่เลข 0 ติดกันยาวๆและสงไปทั้ง     
หมด 8 เสนโดยเสนที่ 8 มีการกําหนด Gain = -1   โดยกําหนด Parameter ดังนี ้
  -  M-ary number : 2     






รูปที่ 3.40 บล็อกไดอะแกรม Dc carrier 
-    Dc carrier  ทําการสงคา  real และ complex เพื่อให Matrix 
concatenation ทํางานได โดยกําหนด Parameters ดังนี ้   
  -  Main       
   -  Constant value : 0+0i    
   -  Sample mode : Discrete   
   -  Output : Sample-based    
   -  Sample time : inf    
  -  Data types      




รูปที่ 3.41 บล็อกไดอะแกรม Matrix concatenation 
-      Matrix concatenation     
  ทําการรวมสัญญาณที่ไดจาก Multiport selector, 
Generator polynomial, Dc carrier เพื่อสงขอมูลเพียงอันเดียวออกไป โดย
กําหนด Parameters ดังนี ้      
  -  Number of input : 19    
  -  Concatenation method : Vertical  





รูปที่ 3.42 บล็อกไดอะแกรม Zero pad(1) 
-     Zero pad       
  ทําการเพิ่มศูนยกอนทําการ IFFT มีบล็อกไดอะแกรมดังนี้   
 
รูปที่ 3.43 บล็อกไดอะแกรม Zero pad (2)  
-  Zero pad   ทําการเพิ่ม 0 กี่ตัวและเพิ่มสวนไหนของขอมูลโดย
กําหนด Parameters ดังนี ้      
  -  Pad signal at : End    
  -  Pad along : Columns    
  -  Number of output rows : User - Specified 
  -  Specified number of output rows : 256 
 
 
รูปที่ 3.44 บล็อกไดอะแกรม Selector 
-   Selector  ทําการเลือกสวนที่จะเพิ่มไวทีห่ัวหรือทายขอมูลและ
ถาเลือกทายขอมูลก็จะมีการสลับที่ของขอมูลเชนจากขอมูลชองที่ 1-100 
นําไปไวทายขอมูลและขอมูลชองที่ 101-256 สลับมาไวดานหนาโดย
กําหนด Parameters ดังนี ้      
  -  Input type : Vector    
  -  Index mode : One-based   
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  -  Source of element indices (E) : Internal  
  -  Elements (-1 for all elements) :  [101:256 1:100] 
  -  Input port width : 256 
 
 
รูปที่ 3.45 บล็อกไดอะแกรม IFFT 
-     IFFT   (Inverse Fast Fourier Transform )   
 ทําการแปลงสัญญาณที่อยูในแกนความถี่ใหเปนแกนเวลาโดย
กําหนด      Parameters ดังนี ้     
  -  Main      
   -  Twiddle  factor computation : Table lookup
   -  Optimize table for : Speed  
  -  Fixed-point     
   -  Fixed-point operational parameters 
   - Rounding mode : Floor   
   - Overflow mode : Wrap   
  -  Fixed-point data types    
   - Sine table : Specify word length  
   - Word  length : 16   
   - Product output : Same as input  
   - Accumulator : Same as input    







รูปที่ 3.46 บล็อก Add cyclic prefix 
-     Add cyclic prefix      
 ทําการปองกันการรบกวนกนัระหวางชองสัญญาณหลายเสนทาง
จึงเพิ่ม cyclic โดยมีอัตราการเพิ่มตาม sub carrier ดังนี้   1/4 , 1/8 , 1/16 , 
1/32 ของ sub carrier  โดยกําหนด Parameters ดังนี้  
  -  Input type : Vector    
  -  Index mode : One-based   
  -  Source of element indices (E) : Internal  
  -  Elements (-1 for all elements) :  [193:256 1:256] 




รูปที่ 3.47 บล็อกไดอะแกรม AWGN 
3.5.3   AWGN (  Add White Gaussian Noise )     
  ทําการกําหนดอัตราสวนระหวางกับสัญญาณรบกวน (SNR) ของโปรแกรมและมี
 การกําหนดใหสัญญาณรบกวนเปลี่ยนแปลงไดโดย กําหนด Parameters ดังนี ้  
    -  Initial seed : 1      




3.6 ภาครับ (Receiver) 
 3.6.1   OFDM Receiver 
 
 
รูปที่ 3.48 บล็อกไดอะแกรม OFDM Receiver 
ทําการแปลงคากลับเพื่อนําขอมูลมาประมวลผลที่ไดจากการสงสัญญาณประกอบ




รูปที่ 3.49 บล็อกไดอะแกรม Remove cyclic 
-      Remove cyclic     
 ทําการถอดตัวปองกันการรบกวนกันระหวางชองสัญญาณหลาย
เสนออกจากขอมูล โดยกําหนด Parameters ดังนี้   
  -  Input type : Vector    
  -  Index mode : One-based   
  -  Source of element indices (E) : Internal  
  -  Elements (-1 for all elements) :  [65:320] 







รูปที่ 3.50 บล็อกไดอะแกรม FFT 
-      FFT      
  ทําการแปลงคากลับเพื่อใหไดขอมูลดังเดิมกอนทําการ 
IFFT  โดยกําหนด Parameters ดังนี้      
  -  Main      
   -  Twiddle  factor computation : Table lookup
   -  Optimize table for : Speed  
  -  Fixed-point     
   -  Fixed-point operational parameters 
   -  Rounding mode : Floor  
   - Overflow mode : Wrap    
  -  Fixed-point data types    
   - Sine table : Specify word length  
   - Word  length : 16   
   - Product output : Same as input  
   - Accumulator : Same as input    




รูปที่ 3.51 บล็อกไดอะแกรม Frame Status Conversion 
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-       Frame Status Conversion    
  ทําการเปลี่ยนคาที่ไดใหเปนเฟรมเหมือนกอนทําการ 
IFFT กอนที่จะถอดขอมูลออกจาก Pilot โดยกําหนด Parameters ดังนี้
  -  Output signal  :  Frame-based  
 
 
    
รูปที่ 3.52 บล็อกไดอะแกรม Remove Zero pad 
-       Remove zero pad      
  เปนการนําเลข 0 ที่ตอทายออกโดยอาศยับล็อก selector 
โดยกําหนด Parameters ดังนี้     
  -  Input type : Vector    
  -  Index mode : One-based   
  -  Source of element indices (E) : Internal  
  -  Elements (-1 for all elements) :  [157:256 1:101] 









-       Multiport selector     
  เปนการนําขอมูลทั้งหมดแยกออกจาก Pilot  โดยมีการ
กําหนด Parameter ดังนี ้      
  -  Select : Rows     
               -  Indices to output: 
[1:21,23:41,43:61,63:81,83:101,103:121,123:141,143:161,163:181,183:





รูปที่ 3.54 บล็อกไดอะแกรม Demodulator 
3.6.2   Demodulator        




รูปที่ 3.55 บล็อกไดอะแกรม PAM-Demodulator 
-       BPSK  (Binary phase-shift keying)      
  มีการใชบล็อกไดอะแกรมของ PAM  เพื่อสะดวกในการ
กําหนดคา Parameters ดังนี้      
   -  M-ary number : 2    
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   -  Input type : Bit    
   -  Constellation Ordering : Gray   
   -  Normalization method : Average Power  
   -  Average power (watts) : 2   





รูปที่ 3.56 บล็อกไดอะแกรม QAM-Demodulator 
-        QPSK  (Quadrature phase-shift keying )     
  มีการใชบล็อกไดอะแกรม ของ QAM  เพื่อสะดวกในการ
กําหนดคา Parameters ดังนี้      
   -  M-ary number : 4    
   -  Input type : Bit    
   -  Constellation Ordering : Gray   
   -  Normalization method : Average Power  
   -  Average power (watts) : 1   
   -  Phase offset (rad) : 0    









รูปที่ 3.57 บล็อกไดอะแกรม QAM-Demodulator(1) 
-       16-QAM  (16-Quadrature amplitude modulation)    
  มีการใชบล็อกไดอะแกรม   ของ QAM ในการกําหนดคา 
Parameters ดังนี้         
   -  M-ary number : 16    
   -  Input type : Bit    
   -  Constellation Ordering : Gray   
   -  Normalization method : Average Power  
   -  Average power (watts) : 1   
   -  Phase offset (rad) : 0    





รูปที่ 3.58 บล็อกไดอะแกรม QAM-Demodulator(2) 
-       64-QAM  (64- Quadrature amplitude modulation)  มีการใช
บล็อกไดอะแกรม  ของ QAM ในการกําหนดคา Parameters ดังนี ้  
   -  M-ary number : 64    
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   -  Input type : Bit    
   -  Normalization method : Average Power  
   -  Average power (watts) : 1   
   -  Phase offset (rad) : 0    
   -  Sample per symbol : 6     
 
3.7 ภาคการปรับตัว  (Adaptive)                         
 ทําการควบคุมการเพิ่มหรือลดอัตราสวนระหวางสัญญาณตอสัญญาณรบกวน




รูปที่ 3.59 บล็อกไดอะแกรม Constant 
-       Constant        
 ทําการกําหนดคา snr วาจะใหเพิ่มขึ้นหรือลดลงโดยกําหนด Parameters 
ดังนี ้         
  -  Main       
   -  Constants value : [จํานวนจริง]   
   -  Sample time : inf    
  -  Signal data types     
    -  Output data type mode : Inherit from ‘Constants      
value’         
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รูปที่ 3.60 บล็อกไดอะแกรม AMC 
-       AMC       
  ทําการตัดสินใจวาเมื่อ snr เพิ่มขึ้นควรใชการมอดูเลตแบบใดและ
เมื่อ snr ลดลงควรใชการมอดูเลตแบบใดโดยสงคําสั่งไปที่บล็อกไดอะแกรม                           
Modulator   Demodulatorโดยการเขียนโปรแกรมควบคุม เชน  
   1<snr<5  ใชการมอดู เลตแบบ  BPSK
   5<snr<12  ใชการมอดู เลตแบบ  QPSK
   12<snr<16  ใชการมอดูเลตแบบ 16-QAM
   16<snr<25  ใชการมอดูเลตแบบ 64-QAM
         
 -       Adapt       
  เปนตัวสงคําสั่งไปที่บล็อก Modulator   Demodulator โดยที่ตัว  
Modulator   Demodulator ก็จะมีตัวรับคําสั่งเชนกัน    
         
      
รูปที่ 3.61 บล็อกไดอะแกรม Adapt   
 - ที่ตัวสงคําสั่งกําหนด Parameters ดังนี ้   
  -  Tag : Adap     
  -  Tag visibility : local    
  -  Icon display : Tag    
 -  ที่ตัวรับคําสัง่กําหนด Parameters ดังนี ้   
  -  Goto Tag : Adap    




รูปที่ 3.62 บล็อกไดอะแกรม Inverse dB 
-       Inverse dB       
  ทําการแปลงคาที่รับมาจากบล็อก constant เพื่อใชเปนคาสัญญาณ
รบกวน ที่สงไปใน AWGN   โดยกําหนด   Parameters   ดังนี ้
 
 
รูปที่ 3.63 บล็อกไดอะแกรม Gain 
- Gain        
 เปนการสงคาอัตราขยายเพื่อใชในการแปลงคามี Parameters ดังนี้
  -  Main      
   - Gain : -0.1    
   - Multiplication : Element-wise(K*u)  
   - Sample time (-1 for inherited) : -1 
  -  Signal data types    
   - Output data type mode : Same as input 
   - Round integer calculations toward : Floor
   - Tick on Saturate on integer overflow 
  -  Parameter data types    
   - Parameter data mode : Same as input 






รูปที่ 3.64 บล็อกไดอะแกรม Math 
-  Math        
 เปนการนําคาที่ไดมากลับสวนตามสมการในParameters ดังนี้
  -  Function : 10u     
  -  Output signal type : auto   
  -  Sample time (-1 for inherited) : -1    
 
  โปรแกรม AMC ท่ีใชในการตัดสินใจเลือกการมอดูเลต   
 โดยกําหนดชวงการมอดูเลต ดังนี ้       
   -  1<snr<5   ใชการมอดูเลตแบบ BPSK 
   -   5<snr<12               ใชการมอดูเลตแบบ QPSK  
   -  12<snr<16   ใชการมอดูเลตแบบ 16-QAM  
   -  16<snr<50   ใชการมอดูเลตแบบ 64-QAM    
  และกําหนดให  BPSK = 1 ,QPSK = 2 , 16-QAM = 3 ,64-QAM = 4 
   U = input (snr)    Y = output 
if (u >= 1) && (u < 5)     
u=1; 
elseif (u >= 5) && (u < 12) 
u=2; 
elseif (u >= 12) && (u < 16) 
    u=3; 
elseif (u >= 16) && (u <50) 
    u=4;  





3.8   ภาคการแสดงผล  
 
 
รูปที่ 3.65 บล็อกไดอะแกรม Error rate calculation   
- การวัด bit error rate       
 เปนการเปรียบเทียบความผิดพลาดในระบบ โดยเปนอัตราสวนระหวาง
จํานวนบิตผิดพลาดสวนดวยบิตทั้งหมดไดโดยใชบล็อกไดอะแกรม error rate 
calculation  และมีบล็อก display แสดงผลโดยกําหนด Parameters ดังนี้ 
  - Receive delay : 0     
  - Computation delay : 0     
  - Computation mode : Entire frame   
  - Output data : Port  
    
 
รูปที่ 3.66 บล็อกไดอะแกรม Discrete-Time Scatter Plot Scope       
- การวัดสัญญาณที่ภาคสง      
  เปนการแสดงรูป constellation ของการมอดูเลตที่ภาคสงโดยใช
บล็อกไดอะแกรม Discrete-Time Scatter Plot Scope    
   
 
รูปที่ 3.67 บล็อกไดอะแกรม Discrete-Time Scatter Plot Scope 
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-  การวัดสัญญาณที่ภาครับ      
 เปนการแสดงรูป constellation ของการมอดูเลตที่ภาครับโดยใช
บล็อกไดอะแกรม Discrete-Time Scatter Plot Scope   
    
 
 
รูปที่ 3.68 บล็อกไดอะแกรม Spectrum Scope(1)         
-  การวัดสเปกตรัม       
 เปนการวัดสเปกตรัมที่ผานชองสัญญาณมาถารูปรางคลายพัลสแสดงวา
สัญญาณที่สงมามีคุณภาพสูงแตถาสัญญาณที่สงมามีคุณภาพแยอาจจะดูไมออกเลย
วาเปนการวัดสเปกตรัม  โดยใชบล็อกไดอะแกรม Spectrum Scope  
   
 
รูปที่ 3.69 บล็อกไดอะแกรม Spectrum Scope(2) 
-  การเปรียบเทียบกําลังสงที่ภาคสงและภาครับ    
  เปนการวดักําลังงานวาที่ภาคสงและภาครบัมีความแตกตางกันเพยีงใด






จากการออกแบบจําลอง WiMAX จากการใชโปรแกรม Simulink จะมีหลักการ
ทํางานแบงออกเปน 3 สวนคือ อันดับแรกรับขอมูลเขา(input data)มาทําการเขารหัส(Encoder)และ
สงตอไปมอดูเลต(Modulation) โดยใชเทคนิคการมอดูเลต Orthogonal Frequency Division 
Multiplex (OFDM)ก็จะสิ้นสุดในภาคสง(Transmitter) โดยจะทําการสงผานทางชองสงสัญญาณ 
(Channel AWGN) เมื่อมาถึงในสวนของภาครับ (Receiver) จะทําการดีมอดูเลต(Demodulation)โดย
ใชเทคนิคการมอดูเลตแบบOFDM จากนั้นจึงทําการในสวนการถอดรหัสสัญญาณ(Decoder)และได
ขอมูลขาออก(output) โดยในสวนของภาคปรับตัวจะทํางานเชื่อมโยงกับสวนการมอดูเลต โดยจะ
รับคา SNR(Signal to noise ratio) มาจากชองสงสัญญาณ (Channel AWGN) นํามาประมวลผลและ
ส่ังใหภาคมอดูเลต(Modulation)ที่ภาคสง(Transmitter) และดีมอดูเลต(Demodulation)ในภาครับ 
(Receiver) ดังรูปที่ 4.1 
 




สัญญาณตอสัญญาณรบกวนโดย การวัดอัตราของบิตที่ผิดพลาด (BER) สามารถคํานวณไดจาก
จํานวนบิตที่ผิดพลาดสวนดวยจํานวนบิตทั้งหมด และ อัตราสวนสัญญาณตอสัญญาณรบกวน 
(SNR) สามารถคํานวณไดจากกําลังสงสัญญาณสวนดวยสัญญาณรบกวน  และมีการหาคาขอมูลที่
สงออก (Throughput)ไดโดยนําจํานวนบิตขอมูลที่สงทั้งหมดลบดวยจํานวนบิตที่ผิดพลาดก็จะได
ขอมูลที่สงออกซึ่งคาทั้งหมดที่ไดมาจากแบบจําลองที่แสดงผลโดยบล็อกไดอะแกรม Error rate 
calculation   
4.1 ผลการทดลองการวัด Bit Error Rate กับ SNR 



















รูปที่ 4.2 กราฟแสดงความสัมพันธระหวาง SNR กับ Bit Error Rate 
 จากการทดลองจะเห็นวากราฟมีแกน  X  เปนคาของ  SNR และแกน  Y เปนคาของ Bit 
Error Rate และเสนกราฟที่ไดมีลักษณะการลดลงของคา Bit Error Rate ตามคาของ SNR ที่เพิ่มขึ้น
โดยคาของ BPSK มีคา SNR ต่ําที่สุด นั่นคือ BPSK ใหประสิทธิภาพในการทนตอสัญญาณรบกวน




                                   
4.2 ผลการทดลองการกําหนดเปาหมายของจํานวนบติท่ีผิดพลาด 
 4.2.1 ผลการทดลองการกําหนดเปาหมายที่ 10-2 



















รูปที่ 4.3 กราฟแสดงความสัมพันธระหวาง SNR กับ BER ของ 
    การกําหนดเปาหมายที่ 10-2 
จากการทดลองจะเห็นวากราฟที่ไดมีลักษณะเพิ่มขึ้นลดลงไมคงที่เทาใดนักโดยแกน X เปน
คาของ SNR และแกน Y เปนคาของ Bit Error Rate โดยกราฟที่เพิ่มขึ้นหรือลดลงนั่นเปนผลมาก
จากการที่กําหนดชวงการมอดูเลตของ SNR และจะเห็นวาคาของ  Bit Error Rate สวนใหญจะมีคา
ไมเกิน 10-2 ที่เปนเปาหมายที่กําหนดไวโดยชวงที่กําหนดไดมาจากกราฟแสดงความสัมพันธ
ระหวาง SNR กับ BER เชน  
การมอดูเลตแบบ BPSK จะอยูในชวงของ SNR ระหวาง -5 ถึง 4 dB 
การมอดูเลตแบบ QPSK จะอยูในชวงของ SNR ระหวาง 4 ถึง 7 dB 
การมอดูเลตแบบ 16-QAM จะอยูในชวงของ SNR ระหวาง 7 ถึง 13 dB 




4.2.2 ผลการทดลองการกําหนดเปาหมายที่ 10-1 




















รูปที่ 4.4 กราฟแสดงความสัมพันธระหวาง SNR กับ BER  
       ของการกําหนดเปาหมายที่ 10-1 
จากการทดลองจะเห็นวากราฟที่ไดมีลักษณะเพิ่มขึ้นลดลงในระยะหนึ่งและหลังจากนั้น ก็
จะมีการลดลงเรื่อยๆไมมีการเพิ่มขึ้นเลยโดยแกน X เปนคาของ SNR และแกน Y เปนคาของ Bit 
Error Rate โดยกราฟที่เพิ่มขึ้นหรือลดลงนั่นเปนผลมากจากการที่กําหนดชวงการมอดูเลตของ SNR 
และจะเห็นวาคาของ  Bit Error Rate สวนใหญจะมีคาไมเกิน 10-1 ที่เปนเปาหมายที่กําหนดไวโดย
ชวงที่กําหนดไดมาจากกราฟแสดงความสัมพันธระหวาง SNR กับ BER เชน  
การมอดูเลตแบบ BPSK จะอยูในชวงของ SNR ระหวาง -5 ถึง 2 dB 
การมอดูเลตแบบ QPSK จะอยูในชวงของ SNR ระหวาง 2 ถึง 4 dB 
การมอดูเลตแบบ 16-QAM จะอยูในชวงของ SNR ระหวาง 4 ถึง 7 dB 
การมอดูเลตแบบ 64-QAM อยูระหวาง   7 < SNR dB 
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4.2.3 ผลการทดลองการกําหนดเปาหมายเฉลี่ยระหวาง 10-1 และ 10-2 












รูปที่ 4.5 กราฟแสดงความสัมพันธระหวาง SNR กับ BER ของ 
   การกําหนดเปาหมายเฉลี่ยระหวาง 10-1 และ 10-2 
 จากการทดลองที่มีการกําหนดเปาหมายที่ 10-1 และ 10-2 จะเห็นวา เมื่อมีการเปลี่ยน แปลง
การมอดูเลตคา Bit Error Rate ก็จะมีการเปลี่ยนแปลงทําใหไดกราฟเพิ่มขึ้นหรือลดลงอยูในชวง 
SNR ที่กําหนด โดยแกน X เปนคาของ SNR และแกน Y เปนคาของ Bit Error Rate โดยกราฟของ 
10-1 จะมีการเปลี่ยนแปลงในชวง 0 – 7 dB จากนั้นก็จะลดลงอยางคงที่ และ กราฟของ 10-2 จะมีการ







4.3 ผลการทดลองการวัด Bit Error Rate กับ SNR ของแบบจําลองทีมี่การปรับตัวท่ีเปาหมายของ
จํานวนบิตท่ีผดิพลาดที่ 10-2และแบบจําลองที่ไมมีการปรบัตัว 













   รูปที่ 4.6 กราฟแสดงความสัมพันธระหวาง SNR กับ Bit Error Rate ของแบบจําลองที่มี                      
การปรับตัวที่เปาหมายของจาํนวนบิตที่ผิดพลาดที่ 10-2และแบบจําลองที่ไมมีการปรับตัว 
 จากการทดลองจะเห็นวากราฟสองเสนมีการลดลงอยางคงที่ตามการเพิ่มขึ้นของคา SNR 
สวนอีกเสนหนึ่งมีการเพิ่มขึ้นและลดลงในชวงๆหนึ่งจากนั้นก็จะลดลงอยางคงที่ โดยแกน X เปน
คาของ SNR และแกน Y เปนคาของ Bit Error Rate โดย กราฟของแบบจําลองที่มีการปรับตัว  
( AMC) นั้นจะเริ่มเปลี่ยนแปลงตอนที่มีการเปลี่ยนการมอดูเลตตามชวง SNR ที่กําหนดไวโดย 
การปรับตัวนั้นจะเริ่มที่ SNR ตั้งแต 6 dB ถึง 14 dB โดยกอน 6 dBนั้นก็จะมีคา BER เทากับกราฟที่




























 รูปที่ 4.7 กราฟแสดงความสัมพันธระหวาง SNR กับ throughputเมื่อจาํนวนบิตเทากนั 
 จากการทดลองเมื่อมีการกําหนดบิตที่กันจะเห็นวากราฟที่มีการสงขอมูลออกไดมากที่สุด
คือ BPSK และ AMC เพราะวามีคา SNR ต่ําที่สุด โดย 64 – QAM สงขอมูลไดนอยสุด เพราะวาคา 
SNR มีคามากที่สุดโดยแกน X เปนคาของ SNR และแกน Y เปนคาของ Throughput โดยจากกราฟ
ไดกําหนดจํานวนบิตไวที่ 1 ลานบิต จะเห็นไดวาเสนแรกที่ถึง 1 ลานบิตกอน คือ BPSK ตอ มาเปน
QPSK และ 16- QAM และ 64-QAM ตามลําดับสวน AMC นั้นก็จะปรับไปเรื่อยๆตามคา SNR ที่



























               
รูปที่ 4.8 กราฟแสดงความสัมพันธระหวาง SNR กับ throughputเมื่อคิดเปนเปอรเซน็ต 
 จากการทดลองจะเห็นวาเมื่อเทียบเปนเปอรเซ็นตจะเห็นวากราฟที่ไดจะมีการสงขอมูล








 จากการทดลองผลที่ไดทําใหทราบวาระบบ WiMAX ใชการมอดูเลตที่ปรับตัวไดเพื่อการ
สงขอมูลที่ดีขึ้นและจํานวนขอมูลที่มากขึ้นตามคาการเพิ่มหรือลดลงของ SNR โดยการกําหนด 
SNR ก็จะมีเปาหมายที่ตองการวาจะกําหนดวาจํานวนบิตที่ผิดพลาดมีคาเทาไหรถึงยอมรับได
จากนั้นก็จะเปนการกําหนดวาคา SNR เทาไหรควรมีการมอดูเลตแบบใด เชน  
 ถากําหนดเปาหมายที่ 10-2 
การมอดูเลตแบบ BPSK อยูระหวาง   -5 < SNR < 4 
การมอดูเลตแบบ QPSK อยูระหวาง   4 < SNR < 7 
การมอดูเลตแบบ 16-QAM อยูระหวาง   7 < SNR < 13 
การมอดูเลตแบบ 64-QAM อยูระหวาง   13 < SNR  
  
ถากําหนดเปาหมายที่ 10-1 
การมอดูเลตแบบ BPSK อยูระหวาง   -5 < SNR < 2 
การมอดูเลตแบบ QPSK อยูระหวาง   2 < SNR < 4 
การมอดูเลตแบบ 16-QAM อยูระหวาง   4 < SNR < 7 
การมอดูเลตแบบ 64-QAM อยูระหวาง   7 < SNR  





 จากผลที่ไดทําใหทราบวาเมือ่มี AMC ทําให Throughput ที่ไดมีคามากขึ้นซึ่งมากกวาระบบ
ที่ไมมี AMC เมื่อเปรียบเทียบในชวงของ SNR เดียวกันโดยการมอดูเลตนั้นก็จะเปลีย่นแปลงตามคา 
SNR ที่กําหนดไวดังที่แสดงในรูป 5.1 
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