The recently developed Hierarchical Poincaré-Steklov (HPS) method is a highorder discretization technique that comes with a direct solver. Results from previous papers demonstrate the method's ability to solve Helmholtz problems to high accuracy without the so-called pollution effect. While the asymptotic scaling of the direct solver's computational cost is the same as the nested dissection method, serial implementations of the solution technique are not practical for large scale numerical simulations. This manuscript presents the first parallel implementation of the HPS method. Specifically, we introduce an approach for a shared memory implementation of the solution technique utilizing parallel linear algebra. This approach is the foundation for future large scale simulations on supercomputers and clusters with large memory nodes. Performance results on a desktop computer (resembling a large memory node) are presented.
Introduction
Consider the variable coefficient Helmholtz problem
where Ω is a rectangle in R 2 , κ is the wave number, ν is the outward facing normal on Γ, η ∈ C ( (η) = 0) and u(x) is the unknown solution. The functions s(x), t(x), and c(x) are assumed to be smooth. Solutions to this boundary value problem are oscillatory and the frequency at which the solutions oscillate is dictated by κ. In other words, as κ grows, the solution becomes more oscillatory. The task of creating high-order approximate solutions to boundary value problems of the form (1) , where the number of discretization points per wavelength is fixed has been a challenge for some time. The recently developed Hierarchical Poincaré-Steklov (HPS) method is a high-order discretization technique that comes with an efficient direct solver and does not, in numerical experiments, suffer from the so-called pollution effect [1] . For the HPS method to be useful for large scale computations, a high performance computing implementation of the method is necessary. This paper presents the first such implementation. The implementation is for a shared memory machine that is representative of the large memory nodes in upcoming supercomputers and clusters.
While this paper considers the Helmholtz impedance boundary value problem (1) for simplicity of presentation, the technique can be used to solve problems with other boundary conditions with minor modifications (see [1] ). Additionally, the parallelization technique can be applied directly to the variant of the HPS method for elliptic boundary value problems [2, 3] .
Overview of discretization technique
Roughly speaking, the discretization technique and construction of the direct solver can be broken into three steps:
Step 1: The geometry is partitioned into a collection of disjoint patches sized so that a boundary value problem on the patch can be solved to high accuracy via a classic spectral collocation method (e.g. [4] ).
Step 2: Each patch is discretized using a high order spectral collocation technique. Approximate boundary (Poincaré-Steklov) and solution operators are constructed.
Step 3: In a hierarchical fashion, the patches are "glued" together two at a time by enforcing continuity conditions on the solution via the Poincaré-Steklov operators on the boundaries of each patch. For each merged patch, corresponding boundary and solution operators are constructed. These three steps comprise the precomputation stage of the solution technique. Once the precomputation is complete, the task of finding the solution to (1) for any choice of body load s(x) and boundary data t(x) is simply a collection of small matrix vector multiplies involving the precomputed operators. This is called the solve stage.
The domain decomposing nature of the algorithm provides significant opportunities for parallelism. For two-dimensional problems, the required dense linear algebra involves matrices corresponding to operators that live on a line, which keeps the overall computational cost in FLOPs low. The distribution of the work while moving through the hierarchical tree in both stages of the algorithm are explored in this paper.
While the method can be employed with any Poincaré-Steklov operator, this paper uses the impedance-to-impedance (ItI) operator, which is ideal for Helmholtz problems. For general elliptic problems, the Dirichlet-to-Neumann operator is a suitable choice [5, 2, 3] .
Related to prior work
The original HPS method [2] was designed for elliptic partial differential equations and the local discretization utilized classic spectral collocation techniques, which involved points at the corners of leaf boxes. These corner discretization points were not ideal for the "gluing" procedure in Step 2. In [5, 3, 1] corner points were removed by using interpolation operators to represent the boundary operators only on edges of boxes. Most recently, in [6] , a new spectral collocation scheme is presented which does not place any discretization points the corners of boxes. The parallelization of this latest version of the method is presented in this paper.
The direct solver for the HPS discretization is related to the direct solvers for sparse systems arising from finite difference and finite element discretizations of elliptic PDEs, such as the classical nested dissection method of George [7] and the multifrontal methods by Duff et al. [8] . These methods can be viewed as a hierarchical version of the "static condensation" idea in finite element analysis [9] . High-order finite difference and finite element discretizations lead to large frontal matrices, and consequently very high cost of the LU-factorization (see, e.g., Table 2 in [5] ). It has been demonstrated that the dense matrices that arise in these solvers have internal structure that allows the direct solver to be accelerated to linear or close to linear complexity, see, e.g., [10, 11, 12, 13, 14] . The two-dimensional HPS solution technique has one dimensional "dividers" independent of order and thus the direct solver only pays (in terms of computational complexity) the price of the high-order discretization at the lowest level in the hierarchical tree. The same ideas that accelerate the nested dissection and multifrontal solvers can be applied Helmholtz problems, the scaling of these accelerated solvers deteriorates. It should be noted that the parallelization technique presented in this manuscript does not apply to the linear scaling direct solver version in [5] .
There are multiple widely-available libraries for high performance parallel implementations of direct factorization for sparse matrices, i.e. nested dissection and its variants. SuperLU [15, 16, 17] takes either a left-looking (shared memory) or right-looking (distributed memory) approach to factorization. To minimize idle time when the number of independent tasks is less than the number of available processors, SuperLU implements pipelining, where portions of dependent tasks are computed simultaneously and waiting only occurs when a task cannot continue without receiving necessary data from a related task. The multifrontal solvers in WSMP [18] and MUMPS [19, 20] both employ multiple strategies for parallelism based on the hierarchical nature of the multifrontal algorithm. First, there is parallelism from the natural independent calculation of subtrees that do not depend on each other. As the elimination continues and the number of independent calculations is greater than the number of processes, the processes share the calculations through parallel linear algebra. This split between types of parallelism is also employed for HSS matrices in STRUMPACK [21] . The tailoring of parallelism to the algorithm's tree structure is, in essence, our approach as well. Given the success of the approach in WSMP, MUMPS, and STRUMPACK and the similarity of the multifrontal or nested dissection algorithm to the build stage of the HPS algorithm, we should expect the concept to be successful in accelerating the HPS solver.
Outline
This paper begins with a description of the HPS method in Section 2. Techniques for finding the optimal shared-memory parallelization are presented in Section 3. Section 4 illustrates the results of the optimization procedure and the speedup obtained when the HPS method is implemented on a desktop computer. Finally, the paper closes with remarks and future directions in Section 5.
The HPS method
This section reviews the HPS method for solving the boundary value problem (1). The solution technique begins by partitioning the domain Ω into a collection of square (or possibly rectangular) boxes, called leaf boxes. Throughout this paper, we denote the parameter for the order of the discretization, corresponding to the number of points in each direction on a leaf, as n c . For a uniform discretization, the size of all leaf boxes is chosen so that any potential solution u of equation (1), as well as its first and second derivatives, can be accurately interpolated from their values at the local discretization points on any leaf box.
Next, a binary tree on the collection of leaf boxes is constructed by hierarchically merging them. All boxes on the same level of the tree are roughly of the same size, as shown in Figure 1 . The boxes should be ordered so that if τ is a parent of a box σ, then τ < σ. We also assume that the root of the tree (i.e. the full box Ω) has index τ = 1. We let Ω τ denote the domain associated with box τ . Let N boxes denote the number of boxes in the tree. For the tree in Figure 1 , N boxes = 31.
Recall, from Section 1.1, that the solution technique is comprised of a precomputation stage and a solve stage. The precomputation stage discretizes the partial differential equation and builds a direct solver. The solve stage uses the precomputed direct solver information applied to body load s(x) and boundary condition t(x) information to construct an approximate solution the partial differential equation. The two major computational components of these stages involve leaf and merging computations.
The key to merging boxes is a Poincaré-Steklov operator. For variable coefficient Helmholtz problems such as (1), the impedance-to-impedance (ItI) operator is used. The ItI operator is defined as follows:
Definition 1 (impedance-to-impedance map). Fix η ∈ C, and (η) = 0. Let
be Robin traces of u. We refer to f and g as the "incoming" and "outgoing" (respectively) impedance data. For any κ > 0, the ItI operator R :
for f and g the Robin traces of u the solution of (1), for all f ∈ L 2 (Γ).
Remark 1.
For the impedance boundary value problem, the parameter η in the definition of the ItI operator is the same as the η in equation (1) . For Dirichlet and Neumann boundary value problems, η = κ is typically chosen in practice.
When s(x) in (1) is nonzero, it is advantageous to write the solution u(x) as the superposition of the homogeneous solutionū and the particular solutionũ; i.e. u =ū +ũ whereũ is the solution of
andū is the solution of
The remainder of the section presents the technique for discretizing leaf boxes (Section 2.1) and merging neighboring boxes (Section 2.2) via this superposition form. Specifically, a collection of approximate solution, impedance, and ItI operators R are constructed for each box. An approximate solution can then be constructed for any body load s(x) and boundary condition t(x) by sweeping the tree twice. First, particular solution information is constructed, moving from the leaf boxes up the hierarchical tree. The approximate solution is then created by propagating homogeneous boundary information down the tree. Algorithm 2 presents the details of this procedure. When there is no body load (i.e. s(x) = 0), the solution procedure needs only the downward sweep of the tree. The homogeneous solver is the same algorithm as presented in [1] .
Leaf computation
This section presents a modified spectral collocation method for constructing the necessary operators for processing a leaf box τ . The modified spectral The square domain Ω is split into 4 × 4 leaf boxes. These are then gathered into a binary tree of successively larger boxes as described in Section 2. One possible enumeration of the boxes in the tree is shown, but note that the only restriction is that if box τ is the parent of box σ, then τ < σ.
collocation technique, first presented in [6] , is ideal for the HPS method because it does not involve corner discretization points, for which Poincaré-Steklov operators are not always well defined. The modified spectral collocation technique begins with the classic n c × n c product Chebychev grid and the corresponding standard spectral differential matrices D x and D y , as defined in [4] . Let I 
2 denote the length of I τ i . The number of discretization points on the leaf box τ is n τ = n b + n i . The discrete approximation of the differential operator on Ω τ using classic spectral collocation [4] is given bŷ
where C is the diagonal matrix with diagonal entries {κ
k=1 . Due to the tensor product basis, we know the entries of D x and D y corresponding to the interaction of the corner points with the points on the interior of Ω τ are zero. The directional basis functions for the other points on the boundary are not impacted by the removal of the corner points. Thus the differential operators from the classic pseudospectral discretization can be used to create the approximation of the local differential operator, the ItI operator, and all other necessary leaf operators.
This information allows for the approximation of the differential operator on Ω τ using the modified discretization to be constructed from the classic spectral collocation differential operator. Specifically, the approximate modified spectral collocation operator is the n τ × n τ matrix
where n τ = n 2 c − 4. Likewise, operators can be constructed to approximate impedance operators. Let N denote the n b × n τ matrix that takes normal derivatives of the basis functions. Then N is given by
The n b × n τ matrix for creating the incoming impedance data is
and the n b × n τ matrix for creating the outgoing impedance data is
is the identity matrix of size n 2 c .
Homogeneous solution operators
To construct the homogeneous solution operators, we consider the discretized differential equation defined on Ω τ . The discretized body-load problem, to find the approximation toū at the collocation points takes, the form
where B is an n τ ×n τ matrix,ū is the vector with the approximate homogeneous solution at the collocation points,
τ b ) is a matrix of size n i ×n b , and t is vector of length n b containing impedance boundary data.
The homogeneous solution operator Ψ τ is the n τ × n b matrix defined by solving
To construct the approximate ItI operator R τ (of size n b × n b ), we simply need to apply G to Ψ τ , that is
Particular solution operators
The particular solution operators are constructed in a similar manner. Specifically, the discretized version of (5) takes the form
where B is an n τ × n τ matrix, and s is a vector of length n i containing body load data.
The particular solution operator Y τ is an n τ × n i matrix which can be used to approximate the particular solutionũ on the leaf τ when applied to any body load vector s. It is the solution of
As with the homogeneous case, the operator constructing the approximation of the outgoing impedance data is constructed by applying the operator G to the particular solution operator Y τ . Let the n b × n i matrix
denote this particular solution outgoing impedance operator.
Remark 2. Once all the leaf operators are constructed for a box τ , the solution vector u τ is given by
where t is a vector whose entries are impedance boundary data at the boundary nodes on τ and s is a vector whose entries are the evaluation of the body load s(x) at the interior discretization points of τ . The outgoing impedance data is given by
where h τ is the particular solution outgoing impedance boundary data.
Merging two boxes
This section presents the technique for constructing the necessary operators for the union of two boxes for which outgoing particular solution information and ItI operators have already been constructed.
Let Ω τ denote a box with children Ω α and Ω β so that
For concreteness, but without loss of generality, assume that Ω α and Ω β share a vertical edge as shown in Figure 3 . We partition the points on ∂Ω α and ∂Ω β into three sets: 
Figure 3: Notation for the merge operation described in Section 2.2. The rectangular domain Ω is formed by two squares Ω α and Ω β . The sets I 1 (blue circles) and I 2 (blue diamonds) form the exterior nodes, while I 3 (red circles) consists of the interior nodes.
I 1
Boundary nodes of Ω α that are not boundary nodes of Ω β . I 2 Boundary nodes of Ω β that are not boundary nodes of Ω α . I 3 Boundary nodes of both Ω α and Ω β that are not boundary nodes of the union box Ω τ .
The indexing for the points on the interior and boundary of Ω τ are I For the box α, let t α denote the homogeneous solution incoming impedance boundary data, h α denote the particular solution outgoing impedance boundary data, and g α denote the total outgoing impedance boundary data. Define the vectors t β , h β , and g β similarly. Using the ItI operators R α and R β and ordering everything according to the boundary numbering in Figure 3 , the outgoing impedance data for boxes α and β are given by
Since the normal vectors are opposite in each box, we know t , where
, and
Substituting (13) and (14) into the top row equations of (11) and (12) 
, where
is the homogeneous ItI operator and
is the outgoing particular solution flux due to interior edge operator. The outgoing particular solution flux is
Remark 3. When τ = 1, the boundary data from equation (1) gets utilized in equation (15) at the t contributions. The h contributions is determined from α = 2 and β = 3 boxes.
Computational cost
The cost of constructing the discretization and direct solver is dominated by inverting the matrix W of size O(N 1/2 ) at the top level in the tree, where N is the number of discretization points. Thus the computational cost of the precomputation stage is O(N 3/2 ). At any level in the solve stage, the cost of applying all the operators is O(N ) and there are log N levels in a uniform tree. It follows that the total cost of the apply the solver is O(N log N ) with a small constant.
Operator storage
Most operators are explicitly computed during the build stage and stored. This allows for the solve stage to simply be a collection of matrix vector multiplies. Specifically, for each leaf box, the homogeneous and particular solution operators Ψ and Y, as well as the operator Γ for the outgoing impedance associated with the particular solution are stored. For boxes that are processed via the merge procedure, the build stage is more efficient if all the operators are not stored directly. The operators Φ α and Φ β for computing the homogeneous solution incoming impedance at the interface are computed and stored. However, rather than compute Υ α , Υ β , and Γ τ for each parent box, the set of matrices that capture the action of applying these operators (namely W 
Algorithm 1 (Precomputation stage)
This algorithm builds all the operator needed to construct an approximate solution to (1) for any choice of body load s(x) and incoming impedance boundary condition t(x). It is assumed that if node τ is a parent of node σ, then τ < σ. Let N boxes denote the number of boxes in the tree.
(1) for τ = N boxes , N boxes − 1, N boxes − 2, . . . , 1 (2) if (τ is a leaf) (3)
Construct R τ , Y τ , Ψ τ and Γ τ via the process described in Section 2.1. 
Delete R α and R β . (15) end if (16) end for
General thread optimization technique
This section presents the proposed optimization technique for shared-memory parallelism via OpenMP and the Intel MKL library. Recall from Section 2 that
Algorithm 2 (Solve stage)
This algorithm constructs an approximate solution u to (1) given the body load s(x) and incoming impedance boundary condition t(x). It is assumed that if node τ is a parent of node σ, then τ < σ. Let N boxes denote the number of boxes in the tree. All operators are assumed to be precomputed.
Upward pass (1) for τ = N boxes , N boxes − 1, N boxes − 2, . . . , 1 (2) if (τ is a leaf) (3) Computeũ τ = Y τ s and h τ = Γ τ s for the leaf. (4) else (5) Let α and β be the children of τ .
Compute h τ via (16) . (8) end if (9) end for Downward pass (10) for τ = 1, 2, 3, . . . , N boxes (11) if (τ is a leaf) (12) Let J τ denote the indices for the discretization points in τ .
Let α and β be the children of τ .
(17) end if (18) end for the bulk of the computational cost in both stages of the algorithm is associated with matrix inversion and matrix-matrix multiplication.
The linear algebra needed to process a given box is essentially sequential. For example, in order to construct any of the operators in the merge, the inverse of W must be formed. We construct this inverse using MKL, with the routine zgetrf computing an LU factorization of W and the triangular solve routine zgetri computing the inverse. The dominant computational costs of the rest of the merge process come from dense matrix multiplications, implemented with zgemm. The operators Φ α and Φ β are needed for the downward pass of the solve stage and also form part of the full ItI operator R τ (see section 2.2). (As stated in section 2.4, we do not form the particular solution operators explicitly for greater computational efficiency.) Since these operations build on each other and cannot be computed simultaneously, exploiting the parallel linear algebra capabilities of MKL is important for achieving parallelism within the merge procedure, especially at the top of the tree where the matrices are large.
The algorithm is domain decomposing, and all boxes on a given level in the tree are independent of each other. As a result, there are two types of parallelism that can be exploited: dividing boxes among threads and utilizing the multithreaded linear algebra in MKL. We propose a hybrid of these the approaches. In the bottom of the tree where the matrices involved are small, it is best to use a "divide-and-conquer" approach which distributes boxes among all available threads. At the top of the tree, it is most efficient to exploit black-box parallel linear algebra routines. The best distribution of work on the intermediate levels depends on the available computational resources and number of boxes on a given level. This section presents a technique for distributing work in the hybrid parallelism setting.
Let θ t denote the total number of available threads. For a level l in the tree, let θ Remark 4. If the grid was non-uniform, dynamic scheduling should be used, as the benefit from runtime load balancing would likely outweigh the additional overhead.
We chose the number of inner and outer threads on a level based on the most expensive operation in processing a box, called the representative action. In the build stage, the representative action is inverting a matrix. For leaf boxes, this corresponds to the inverting the approximate differential operator. For merging two boxes, the inverse of the matrix defined on the interface is the representative action. In the solve stage, the representative action in both sweeps of the hierarchical tree is matrix-vector multiplication (matvec). Table 1 details the matrix size of the representative action for each stage based on level in the tree. We call the time for computing the representative action on level l the representative time. Since this time depends on the number of threads given to parallel linear algebra, we denote the representative time for level l with j inner threads by r j l . Since the representative times are machine dependent and the order of discretization order n c can be fixed for a variety of problems, the representative times may often only need to be found once for a machine. The Construct R τ , Y τ , Ψ τ and Γ τ via the process described in Section 2.1.
(loop over levels) (9) Set outer threads to θ 
(loop upward through levels) (9) Set outer threads to θ
Set inner threads to θ l iu . (12) Let α and β be the children of τ .
Compute h τ via (16) . (15) end parfor (16)
(loop downward through levels) (22) Set outer threads to θ Let α and β be the children of τ . (26) t
(27) end parfor (28)
Let J τ denote the indices for the discretization points in τ . For the build stage, when N l boxes > 10, it is advantageous to let θ l i = 1 and to distribute the boxes among the threads. At the top several levels of the tree when the number of boxes on the level is less than or equal to 10, it is advantageous to assign each thread a box, i.e. θ l o = N l boxes , and divide the remaining threads evenly for parallel linear algebra. Linear algebra is not parallelized in the lower levels of the tree since the matrices are too small to benefit from it. A similar behavior is observed for the solve stage, though the parallel linear algebra is utilized earlier in the hierarchical tree, when there are approximately fewer than 15 boxes on a level. The HPS method was applied to (1) where Ω is the unit square, κ = 16, the coefficent function c(x) = exp{−8(x − 0.5) 2 + (y − 0.5) 2 } is a Gaussian centered in Ω and the exact solution is u(x) = u(x, y) = exp (i2πκx) exp (i2πκy). For all experiments, N denotes the number of discretization points where the solution is unknown.
Sections 4.1 and 4.2 report the performance of the parallel implementation with varying the discretization order (via n c ) and the number of available threads θ t , respectively. Section 4.3 reports the hardware efficiency of the parallel implementation.
Tests with varying n c
In this section, three choices of order of discretization are considered; n c = 6, 9, and 16. Let e ∞ = max j=1,...,N |u(x j ) − u(j)| where {x j } N j=1 are discretization points where the solution is not known and u is the N × 1 vector whose j th entry is the approximate solution at the discretization point x j . Figure 6 reports the error e ∞ versus N for each choice of n c . For similar number of unknowns N , n c = 16 achieves the best accuracy as N is increased beyond the point where the discretization can begin to fully resolve the solution. Figure 7 reports the execution time, in seconds, for the HPS method with the serial and 56-threaded parallel implementations. For a given problem size N , the parallel implementation nearly eliminates the additional cost in the build stage associated with higher n c . Thus, the parallel implementation allows the HPS method to achieve higher accuracy at a very small cost in terms of additional computation time, as seen in Figure 6 . This is because, in terms of N and the ability to distribute work, order only impacts the size of the matrices at the leaf level. Figure 8 reports the corresponding speedup gained by moving from the serial to parallel implementation of the algorithm. For the largest problem considered with over two million unknowns, the build stage of the algorithm takes roughly 10 minutes via the serial implementation while the parallel implementation takes 36 seconds, a parallel speedup of 17.5. The constant prefactor for the solve stage is small since it is a collection of BLAS3 matvec operations involving small matrices. These efficient operations are precisely why the expected speedup is small. In fact, only an approximate factor of two speedup is obtained for the largest tree. Figure 9 reports the speedup, split between the leaf and merge computations in the build stage of the algorithm. As expected, the bulk of the speed up is gained on the leaf level where the algorithm is perfectly parallelizable. The speedup of the merge computations is limited by the speedup of the parallel linear algebra inversion provided by MKL. 
Tests with varying θ t
This section investigates the performance of the parallel implementation for a varying number of total threads θ t . In these tests, n c is fixed at 16. Figure  10 reports the speedup in the build and solve stages for θ t = {1, 14, 28, 42, 56}. As expected, increasing the number of threads improves build stage speedup for large problems; i.e. N big. For small problems, there are limited speed up gains as there is not much work to distribute amongst the threads even from the divide-and-conquer strategy at the lower levels. At the upper levels in the tree, the matrices are modest sized and thus only experience modest speed up from threaded MKL linear algebra. For larger problems, there is plenty of work at all levels in the tree. There are performance gains from the divide-and-conquer parallelism strategy on the lower levels of the tree and the matrices at the upper levels are large enough to benefit from threaded MKL linear algebra. In the solve stage, a clear trend across the range of threads is less obvious, though the best performance for the largest problem tested is with just 14 threads. This is due to the diminishing returns from increasing the number of threads for matvecs of the sizes required by the algorithm. It is important to keep in mind that even the serial implementation of the solve stage takes less than a second of wall time for nearly all problem sizes tested. 
Hardware efficiency
The performance of the serial and parallel implementations compared to hardware capabilities are illustrated by the roofline plots [22, 23] in Figure 11 . The data was collected using Intel Advisor 2019 [24] for a tree with 15 levels and n c = 16. The data was then output using Advisor's report option and processed with Tuomas Koskela's pyAdvisor tool [25] . The code is still in the memory-bound region for both the serial and parallel implementation, but it is near the transition to compute-bound. The volume of data copying from children to parent operators required in the merge process limits the ability for an implementation to break out of the memory-bound regime. However, both our serial and parallel implementations are close to the roof. The serial performance indicates that our implementation is efficient with respect to the hardware's theoretical performance. 
Conclusions
This paper presented a simple technique for parallelizing the two dimensional HPS method for Helmholtz boundary value problems in a shared memory setting with access to parallel linear algebra. In the build stage, by far the most computationally expensive stage, we observe a 17.5 times speedup over a serial implementation on a desktop computer which is comparable to a modern super computing node. This corresponds to discretizing a problem with over 2 million unknowns and building the corresponding direct solver in approximately 30 seconds.
While the techniques presented are applied in a shared memory setting, they are the foundation for a parallel implementation of the HPS algorithm for the high-frequency Helmholtz equation parallelism on which will be appropriate for upcoming HPC clusters with large memory nodes. Fully exploiting these machines requires two level parallelism: using message-passing to divide the computational geometry among several large-memory nodes and shared-memory parallelism, using the techniques presented in this paper, inside the nodes.
The three-dimensional version of the HPS method has much larger matrices even close to the leaf level. Thus parallel linear algebra will be utilized earlier in the build stage and the solve stage will see more benefits (i.e. larger speedup) from having access to it, as well.
The parallelization technique presented in this manuscript can be applied to other tree-based solvers such as nested dissection and multifrontal methods. The matrices used to create the calibration data should be modified accordingly. For example, the nested dissection method would need to use sparse matrices at the leaf level in the build stage. For other tree-based solvers for dense matrices such as hierarchically semiseparable (HSS) [26, 27] , H-matrix [28, 29] , hierarchically block separable (HBS) [30] and hierarchical off-diagonal low rank (HODLR) [31] , it may be necessary to adjust the representative action for a given level in the tree.
