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Abstract. We study the asymptotic behaviour of solutions to Dirichlet problems in per-
forated domains for nonlinear elliptic equations associated with monotone operators. The
main difference with respect to the previous papers on this subject is that no uniformity
is assumed in the monotonicity condition. Under a very general hypothesis on the holes
of the domains, we construct a limit equation, which is satisfied by the weak limits of the
solutions. The additional term in the limit problem depends only on the local behaviour
of the holes, which can be expressed in terms of suitable nonlinear capacities associated
with the monotone operator.
Introduction
This paper continues previous investigations of the authors on nonlinear Dirichlet
problems in perforated domains of general structure.
Let Ω be any bounded domain in the n-dimensional Euclidean space Rn and let
Ωs ⊂ Ω, s = 1, 2, ... be a sequence of subdomains. In Ωs we consider a nonlinear
elliptic boundary value problems for s = 1, 2, ...
(0.1)
n∑
j=1
d
dxj
aj
(
x,
∂u
∂x
)
=
n∑
j=1
∂
∂xj
fj(x), x ∈ Ωs,
(0.2) u(x) = f(x), x ∈ ∂Ωs.
Our conditions on the data of problems (0.1), (0.2) provide the existence of a solution
us(x) ∈ W
1
m(Ωs) for every s and also the boundedness of the sequence us(x) in
W 1m(Ω).
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In the previous works on this subject [1-4, 6-10] (see also the References in [6])
the homogenization problems for nonlinear elliptic second order equations were studied
under strong monotonicity assumption for the equations. The following inequality
(0.3)
n∑
j=1
[aj(x, p)− aj(x, q)] (pj − qj) > ν |p− q|
m
was assumed for arbitrary p, q ∈ Rn, x ∈ Ω, with a positive constant ν.
In particular, inequality (0.3) guarantees in [6-10] the strong convergence to zero in
W 1m(Ω) of the remainder term of the asymptotic expansion and the strong convergence
of the gradients of solutions of the problems (0.1), (0.2) in W 1p (Ω) for p < m.
In this paper we assume only the following weak monotonicity condition: for arbitrary
points x ∈ Ω, p, q ∈ Rn the inequality
(0.4)
n∑
j=1
[aj(x, p)− aj(x, q)] (pj − qj) > 0
is satisfied. This weak condition does not allow us to apply the methods from [6-10],
which are based on the study of the behaviour of the asymptotic expansion of the
solutions. We develop a new approach by using monotonicity arguments. This allows
us to construct a boundary value problem (in a fixed domain), which is satisfied by the
weak limits of subsequences of us(x).
This approach is based on the construction of special test functions and on the
analysis of their behaviour. For this analysis we use precise pointwise and integral
estimates for the potential functions which are solutions of some auxiliary boundary
value problems in domains with holes of small diameter.
We call the attention of the reader to the main result of this paper, the Convergence
Theorem (Theorem 1.1), that is proved by using a new pointwise estimate (Lemma
2.3) of the potential functions. This theorem allows us to make the main modification
in the construction of the corrector, if assumption (0.3) is satisfied. Note that in the
previous papers [6-10] the definition of the subdivision of the domain, and consequently
the construction of the corrector, depended on sequence us(x). The subdivision and the
corrector we construct in the present paper, by using the Convergence Theorem, are
independent of us(x).
Our assumption on the perforated domains (see Condition B in Section 1) coincides
with the corresponding condition in [10]. We suppose that the Cm-capacity of the
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portion of the holes in any small cube is estimated from above by the Lebesgue measure
of the cube.
We construct the limit boundary value problem, and we describe the additional term
which appears in it by means of some quantitative capacitary properties of the holes.
1. Statement of the results
We assume that the functions aj(x, p), j = 1, ..., n , are defined for x ∈ R
n, p ∈ Rn,
and satisfy the following conditions:
Condition A.1. The functions aj(x, p) are continuous in p for all x ∈ R
n and
measurable in x for all p ∈ Rn.
Condition A.2. There exist two positive constants ν1, ν2 , and a constant m, with
2 6 m < n, such that
(1.1)
n∑
j=1
aj (x, p) pj > ν1 (1 + |p|)
m−2 · |p|2,
(1.2)
n∑
j=1
[
aj (x, p)− aj (x, q)
]
(pj − qj) > 0,
(1.3)
n∑
j=1
∣∣aj (x, p)− aj (x, q)∣∣ 6 ν2 (1 + |p|+ |q|)m−2 · |p− q|,
for every x ∈ Rn, p, q ∈ Rn .
Note that from (1.1) it follows that aj (x, 0) = 0 for every x ∈ R
n . Therefore (1.3)
implies that
(1.4) |aj (x, p)| 6 ν2 (1 + |p|)
m−2 |p|
for every x ∈ Rn, p ∈ Rn, j = 1, ..., n.
We assume that functions fj(x), j = 1, ..., n , and f(x) in (0.1), (0.2) are defined
in Rn and satisfy the conditions:
(1.5) fj(x) ∈ Lm′(R
n), f(x) ∈W 1m(R
n)
for j = 1, ..., n and m′ = m
m−1
.
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A solution of the boundary value problem (0.1), (0.2) is a function u(x) ∈ W 1m(Ωs),
satisfying u(x)− f(x) ∈
◦
W 1m(Ωs) , such that the integral identity
(1.6)
n∑
j=1
∫
Ωs
[
aj
(
x,
∂u
∂x
)
− fj(x)
]
∂ϕ(x)
∂xj
dx = 0
holds for an arbitrary function ϕ(x) ∈
◦
W 1m(Ωs).
Using methods of the theory of monotone operators it is easy to prove the existence of
a solution of problem (0.1), (0.2). For every s we denote by us(x) one of the possible
solution of the problem (0.1), (0.2) and extend us(x) on R
n by setting us(x) = f(x)
for x ∈ Rn \ Ωs. By condition A.2 and (1.5) the estimate
(1.7)
∫
Rn
{∣∣∂us(x)
∂x
∣∣m + |us(x)|m
}
dx 6 R
holds with a constant R independent of s .
By (1.7) the sequence us(x) contains a weakly convergent subsequence, therefore we
may assume that us(x) converges weakly in W
1
m(R
n) to some function u0(x).
We formulate now our assumptions on the sequence Ωs in terms of the m-capacity
Cm(F ). For every compact set F , its m-capacity Cm(F ) is defined by
(1.8) Cm(F ) = inf
∫
Rn
∣∣∂ϕ(x)
∂x
∣∣m dx ,
where the infimum is taken over all function ϕ(x) ∈ C∞0 (R
n) which satisfy the condition
ϕ(x) = 1 for x ∈ F .
For every x0 = (x
(0)
1 , ..., x
(0)
n ) ∈ Rn, r > 0, we set
(1.9) K(x0, r) = {x ∈ R
n : |xj − x
(0)
j | 6 r, j = 1, ..., n}.
Let us assume that the following condition is satisfied.
Condition B. There exist a positive number A and a sequence rs > 0, tending to
zero as s→∞, such that the inequality
(1.10) Cm(K(x, r) \ Ωs) 6 Ar
n
holds for every x ∈ Ω and for every r > rs with K(x, r+ rs) ⊂ Ω.
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Let us fix a bounded open set Ω0 ⊂ R
n such that ρ(∂Ω0,Ω) > 1, where ρ(∂Ω0,Ω) is
the distance from ∂Ω0 to Ω , and let ψ(x) be a function of class C
∞
0 (Ω0) equal to 1 on
Ω. For every compact set F contained in Ω and for every real number q we define the
auxiliary function v(x, F, q) as a solution of the boundary value problem
(1.11)
n∑
j=1
∂
∂xj
aj
(
x,
∂v
∂x
)
= 0, x ∈ Ω0 \ F ,
(1.12) v(x) = q ψ(x), x ∈ ∂(Ω0 \ F ) .
The solvability of problem (1.11), (1.12) follows easily from the theory of monotone
operators. In [5] it is proved that this problem admits a maximal solution, i.e., there
exists a solution v(x) of problem (1.11), (1.12) such that v(x) 6 v(x) for any solution
v(x) of the same problem. We denote this maximal solution by v(x, F, q), and extend
it to Rn by setting v(x, F, q) = q in F and v(x, F, q) = 0 outside Ω0.
In Section 3 we shall introduce a special decomposition of the domain Ω of the form
(1.13) Ω =
{
∪
α∈Is
K(x(s)α , λsρs)
}
∪ Us
where λs and ρs are sequences of positive real numbers such that λs → ∞, ρs → 0
and λsρs → 0 as s→∞, x
(s)
α = 2λsρsα, α = (α1, ..., αn) is a multi-index with integer
coordinates, Is is the set of all multi-indices α such that K(x
(s)
α , 2λsρs) ⊂ Ω, and Us
is the complement of ∪
α∈Is
K(x
(s)
α , 2λsρs) with respect to Ω.
We define v
(s)
α (x, q) = v(x, F, q) for F = K(x
(s)
α , (λs − 2)ρs) \ Ωs. Let qs(x) be an
arbitrary sequence that converges strongly in Lm(Ω) and let q
(s)
α be the mean value of
the function qs(x) in the cube K(x
(s)
α , λsρs).
In Section 3 we shall construct the following sequence, which is fundamental in our
analysis:
(1.14) rs(x) =
∑
α∈Is
v(s)α (x, q
(s)
α )ϕ
(s)
α (x) ,
where ϕ
(s)
α (x) is a special cut-off function, constructed by using v
(s)
α (x, q
(s)
α ) (see (3.6)),
which is equal to 1 for x ∈ K(x
(s)
α , (λs−2)ρs)\Ωs and equal to 0 outsite K(x
(s)
α , λsρs).
Remark that rs(x) is analogous with the corrector which was constructed in [6,9]. In
Section 3 we shall prove the following result.
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Theorem 1.1 (Convergence Theorem). Assume that conditions A.1, A.2, and
B are satisfied and let qs(x) be some sequence converging strongly in Lm(Ω). Let zs(x)
be an arbitrary sequence of functions such that zs(x) ∈
◦
W 1m(Ωs) and zs(x) converges
weakly to zero in W 1m(Ω). Then
(1.15) lim
s→∞
n∑
j=1
∫
Ω
aj
(
x,
∂rs(x)
∂x
) ∂zs(x)
∂xj
dx = 0.
In order to formulate a result about the boundary value problem for the function
u0(x) we introduce a capacity connected with the differential equation (0.1), defined for
every compact set F ⊂ Ω and for every real number q 6= 0 by the equality
(1.16) CA(F, q) =
n∑
j=1
1
q
∫
Ω
aj
(
x,
∂v(x, F, q)
∂x
) ∂
∂xj
v(x, F, q) dx ,
where v(x, F, q) is the maximal solution of the problem (1.11), (1.12), CA(F, 0) = 0.
For the main properties of this capacity, in particular the continuity with respect to q ,
we refer to [5].
We assume that the following condition is satisfied.
Condition C. There exists a function c(x, q), continuous in x, q ∈ Ω×R1, such that
for an arbitrary point x ∈ Ω and an arbitrary q ∈ R1 we have
(1.17) lim
r→0
{
lim
s→∞
1
measK(x, r)
CA
(
K(x, r) \ Ωs, q
)}
= c(x, q) ,
and the convergences to the limits in (1.17) are uniform with respect to q on any
bounded interval and with respect to x ∈ Ω.
The main result of the paper, proved in Section 5, is the following theorem.
Theorem 1.2. Assume that conditions A.1, A.2, B, C and (1.5) are satisfied. Let
us(x) be a sequence of solutions of the problem (0.1), (0.2) which converges weakly in
W 1m(Ω) to a function u0(x). Then the function u0(x) is a solution of the problem
(1.18)
n∑
j=1
∂
∂xj
aj
(
x,
∂u
∂x
)
+ c(x, f(x)− u(x)) =
n∑
j=1
∂
∂xj
fj(x), x ∈ Ω,
(1.19) u(x) = f(x), x ∈ ∂Ω,
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where c(x, q) is the function defined by (1.17).
Remark 1.3. It is possible to establish all results of this paper if one replaces
inequalities (1.1), (1.3) by the inequalities
(1.20)
n∑
j=1
aj(x, p)pj > ν1|p|
m,
(1.21)
n∑
j=1
|aj(x, p)− aj(x, q)| 6 ν2(|p|+ |q|)
m−2 · |p− q|.
Remark 1.4. If we assume that conditions A.1 and B hold, that inequalities (1.2),
(1.20), (1.21) are satisfied for all x ∈ Ω, p, q ∈ Rn, and that aj(x, p) are odd and
(m− 1)-homogeneous with respect to p, then the capacity defined by (1.16) satisfies
the following equality
(1.22) CA(F, λq) = |λ|
m−2λCA(F, q)
for every q, λ ∈ R1.
Under these assumptions we can formulate condition C in the following weak form.
Condition C′. There exists a measurable function c(x) such that for almost every
x ∈ Ω
(1.23)
lim
r→0
{
lim inf
s→∞
1
measK(x, r)
CA
(
K(x, r) \ Ωs, 1
)}
=
=lim
r→0
{
lim sup
s→∞
1
measK(x, r)
CA
(
K(x, r) \ Ωs, 1
)}
= c(x).
If all assumptions of this Remark are satisfied, it is still possible to prove the result
of the Theorem 1.2. For the changes in the proof we refer to the discussions of Section
6 in [6].
2. Estimates for potentials and averaging functions
In this section we establish some integral and pointwise estimates for the potential
functions v(x, F, q) introduced in Section 1 as solutions of problems (1.11), (1.12).
Throughout the paper we shall use the notation Cj , j = 1, 2, ... , to indicate a constant
which depends only on n,m, ν1, ν2, A, R, meas Ω (see (1.1), (1.3), (1.7), (1.10)).
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Let us fix a compact set F contained in Ω and let v(x, q) = v(x, F, q). For µ > 0 we
define the set
(2.1) E(µ) = {x ∈ Ω0 : |v(x, q)| 6 µ}.
Lemma 2.1. Assume that conditions A.1, A.2 are satisfied and that diam (F ) 6 r.
Then there exists a constant K1, depending only on ν1, ν2, n,m, such that the estimate
(2.2)
∫
E(µ)
(
1 +
∣∣∣∣∂v(x, q)∂x
∣∣∣∣
)m−2
·
∣∣∣∣∂v(x, q)∂x
∣∣∣∣
2
dx 6 K1µ|q|(|q|+ r)
m−2 Cm(F )
holds for every q ∈ R1 and for every µ > 0 .
Proof. See [6], Lemma 2.1.
It is easy to see that the inequality 0 6 1
q
v(x, q) 6 1 holds for every q 6= 0 and a.e.
x ∈ Ω0. So we obtain an estimate of the norm of the function v(x, q) in W
1
m(Ω0) if we
put µ = |q| in (2.2).
Theorem 2.2. Assume that conditions A.1, A.2 are satisfied, and that F is contained
in a cube K(x0, r). Then there exists a constant K2, depending only on ν1, ν2, n,m, such
that for every x ∈ K(x0, 3r) \K(x0, r) we have
(2.3) |v(x, q)| 6 K2|q| ·
[
r
ρ(x,K(x0, r))
]n−1
·
[
Cm(F )
rn−m
] 1
m−1
,
where ρ(x,K(x0, r)) is the distance from the point x to the cube K(x0, r).
Proof. See [10], Theorem 2.5.
Lemma 2.3. Assume that the conditions of Theorem 2.2 and the inequalities
(2.4) Cm(F ) 6 Ar
n, |q|m−1r 6 1
are satisfied. Then there exists a constant K3, depending only on ν1, ν2, n, m and A,
such that the estimate
(2.5) |v(x, q)| 6 K3|q|[|q|+ r]
m−2 · r2
holds for x ∈ K(x0, 2r) \K(x0,
3r
2
).
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Proof. We consider the case q > 0. For r2 < ρ < r we define two numerical sequences
ρ
(1)
j =
ρ
2
[1 + 2−j ], ρ
(2)
j =
ρ
2
[3− 2−j ], j = 1, 2, ... ,
and smooth functions ϕj(x), equal to one on the set Gj = K(x0, r+ρ
(2)
j )\K(x0, r+ρ
(1)
j ),
vanishing outside Gj+1, and such that 0 6 ϕj(x) 6 1,
∣∣∂ϕj(x)
∂x
∣∣ 6 2
ρ
j+3
.
Let us use the test function [v(x, q)]σ+1[ϕj(x)]
τ+m in the integral identity corre-
sponding to the boundary value problem (1.11), (1.12), where σ, τ are arbitrary num-
bers greater than one. Estimating by means of condition A.2 and Young’s inequality
we obtain
(2.6)
∫
Gj+1
[
1 +
∣∣∂v
∂x
∣∣]m−2 ∣∣∂v
∂x
∣∣2vσ ϕτ+mj dx 6
6 C1τ
m
∫
Gj+1
[
vσ+2
(2j
ρ
)2
ϕτ+m−2j + v
σ+m
(2j
ρ
)m
ϕτj
]
dx .
We can estimate v(x) on the set Gj+1 by using inequalities (2.3), (2.4) and we obtain
v(x, q) 6 C2ρ, which, together with (2.6), yields
(2.7)
∫
Gj+1
∣∣∂v
∂x
∣∣2vσ ϕτ+mj dx 6 C3τm 2jmr2
∫
Gj+1
vσ+2 · ϕτj dx .
Define
(2.8) mj = ess sup{v(x, q) : x ∈ Gj} .
From inequality (2.7) and Lemma 2.7 of [10] we obtain the following estimate
(2.9) m2j 6 C4
2
jmn
2
rn
∫
Gj+1
v2ϕ2jdx.
The integral in the right-hand side of the last inequality is estimated using Poincare´’s
inequality (see, e.g., [8], Chapter 8, Lemma 1.4) and (2.2):
(2.10)
∫
Gj+1
v2ϕ2jdx 6
∫
Gj+1
|min(v(x, q), mj+1)|
2dx 6
6 C5r
2
∫
E(mj+1)
∣∣∣∣∂v(x, q)∂x
∣∣∣∣
2
dx 6 C6mj+1q[q + r]
m−2 · r2+n.
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By virtue of inequalities (2.9), (2.10) we have the estimate
(2.11) m2j 6 C7 2
jmn
2 mj+1q[q + r]
m−2 · r2 for j = 1, 2, ... ,
whereby, using Lemma 2.9 of [10], it follows that
(2.12) m1 6 C8 q [q + r]
m−2 · r2.
In conclusion, we obtain estimate (2.5) from (2.8), (2.12) and the definition of G1. This
completes the proof of lemma.
We shall now state some properties of the averaging function uh(x) defined by
(2.13) uh(x) =
1
hn
∫
Rn
K
(
|x− y|
h
)
u(y) dy ,
where K(t) is an infinitely differentiable function, equal to zero for |t| > 1, such that∫
Rn
K(|x|) dx = 1
and 0 6 K(t) 6 c(n) for a suitable constant c(n) depending only on n.
For a given positive number h , let us consider the family of points xα = 2hα in R
n,
where α = (α1, ..., αn) is a multi-index with integer coordinates. Let I(h) be the set of
multi-indices α such that K(xα, 2h) ⊂ Ω and, for every integrable function u(x), let
u(α, h) =
1
[2h]n
∫
K(xα,h)
uh(x) dx
be the mean value of uh(x) in the cube K(xα, h), where uh(x) is defined by (2.13).
Lemma 2.4. Let θ be a constant with 1 6 θ 6 2 and let u(x), g(x) be functions from
the spaces W 1m(Ω), Lm(Ω) respectively. Assume that, for some positive constant Q, the
inequalities
(2.14)
∫
K(xα,θh)
|g(x)|m dx 6 Qhn, α ∈ I(h)
are satisfied. Then there exists a constant K4, depending only on n,m , such that
(2.15)
∑
α∈I(h)
∫
K(xα,θh)
|uh(x)− u(α, θh)|
m · |g(x)|m dx 6
6 K4Q · h
m
∫
Ω
∣∣∂u(x)
∂x
∣∣m dx .
Proof. See [6], Lemma 2.7.
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3. Proof of the Convergence Theorem
Let us define the sequences ρs, µs, λs, s = 1, 2, ... , by
(3.1) lim
s→∞
ρs = 0, ρs > rs, µs =
[
ln
1
ρs
]−1
, λs =
{
E
(
ln
1
ρs
)}2m
,
where rs is the number which appears in the condition B and E
(
ln 1
ρs
)
denotes the
integer part of the number ln 1
ρs
.
We consider the subdivision of the domain Ω introduced in (1.13) and we denote
(3.2) Ks(α) = K(x
(s)
α , λsρs), K
′
s(α) = K(x
(s)
α , (λs − 2)ρs).
Let qs(x) be an arbitrary sequence in Lm(Ω) that converges strongly in Lm(Ω) to some
function q0(x). We introduce the sets I
′
s, I
′′
s of multi-indices by
(3.3) I ′s = {α ∈ Is : |q
(s)
α | > 2µs}, I
′′
s = {α ∈ Is : |q
(s)
α | 6 2µs} ,
where q
(s)
α is the mean value of the function qs(x) in the cube Ks(α). Let us define the
functions w
(s)
α (x), α ∈ Is, by
(3.4) w(s)α (x) = v
(s)
α (x, q˜
(s)
α ),
where
(3.5) q˜(s)α = q
(s)
α for α ∈ I
′
s, q˜
(s)
α = 2µs for α ∈ I
′′
s .
For an arbitrary function g(x) we denote its positive part by [g(x)]+ = max{g(x), 0}.
We define the cut-off functions ϕ
(s)
α (x) by
(3.6) ϕ(s)α (x) =
2
µ
(s)
α
min
{[
|w(s)α (x)| −
µ
(s)
α
2
]
+
,
µ
(s)
α
2
}
,
where
(3.7) µ(s)α = µs ·max{1, |q
(s)
α |}.
Let G
(s)
α be the support of the function ϕ
(s)
α (x).
Lemma 3.1. Assume that conditions A.1, A.2, and B are satisfied. Then there
exists a number s1 such that the inclusions
(3.8) G(s)α ⊂ K(x
(s)
α , (λs − 1)ρs) for α ∈ Is
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hold for s > s1.
The proof is analogous with the proof of Lemma 4.1 in [10].
Lemma 3.2. Assume that conditions A.1, A.2, and B are satisfied. Then the
inequalities
(3.9) measG(s)α 6 K5[λsρs]
m+n · µ1−ms for α ∈ Is
hold with a constant K5 depending only on ν1, ν2, n,m,A.
The proof is analogous with the proof of Lemma 4.2 in [10].
Lemma 3.3. Assume that conditions A.1, A.2, and B are satisfied, and let qs(x)
be an arbitrary sequence converging strongly in Lm(Ω) as s → ∞. Then the sequence
rs(x) defined by (1.14) converges to zero weakly in W
1
m(Ω) and strongly in W
1
p (Ω) for
any p < m.
Proof. We can assume that s > s1 , where s1 is defined in Lemma 3.1. Then from
inclusions (3.8) we have
(3.10) G(s)α ∩G
(s)
β = Ø for α 6= β, α, β ∈ Is.
Let us estimate the norm of the gradient of rs(x) in Lm(Ω) for s large enough
such that
(3.11) 1 > 2µs > µs > λsρs.
We have
(3.12)
∥∥∥∥∂rs(x)∂x
∥∥∥∥
m
Lm(Ω)
6 C9 ·
∑
α∈Is
∫
G
(s)
α
∣∣∣∣∂v
(s)
α (x, q
(s)
α )
∂x
∣∣∣∣
m
dx +
+ C9 ·
∑
α∈Is
[
µ(s)α
]−m ∫
E˜
(s)
α
|v(s)α (x, q
(s)
α )|
m ·
∣∣∣∣∂v
(s)
α (x, q˜
(s)
α )
∂x
∣∣∣∣
m
dx ,
where E˜
(s)
α =
{
x ∈ Ω0 : µ
(s)
α /2 6 |v
(s)
α (x, q˜
(s)
α )| 6 µ
(s)
α
}
.
The first term in the right-hand side of (3.12) is estimated by using inequality (2.2)
and condition B:
(3.13)
∑
α∈Is
∫
G
(s)
α
∣∣∣∣∂v
(s)
α (x, q
(s)
α )
∂x
∣∣∣∣
m
dx 6 C10
∑
α∈Is
(
|q(s)α |
m + 1
)
[λsρs]
n.
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From Ho¨lder’s inequality we have
(3.14) |q(s)α | =
1
[2λsρs]n
∣∣∣∣
∫
Ks(α)
qs(x)dx
∣∣∣∣ 6 1[2λsρs] nm
{ ∫
Ks(α)
|qs(x)|
m dx
} 1
m
and we estimate the sum in the right-hand side of (3.13) by
∑
α∈Is
|q(s)α |
m [2λsρs]
n
6
∫
Ω
|qs(x)|
m dx,
∑
α∈Is
[2λsρs]
n
6 measΩ .
Recalling the inequality
(3.15) |v(s)α (x, q
(s)
α )| 6 µ
(s)
α for x ∈ E˜
(s)
α , α ∈ Is ,
we can estimate the second sum in the right-hand side of (3.12) as in (3.13) and we
obtain
(3.16)
∫
Ω
∣∣∣∣∂rs(x)∂x
∣∣∣∣
m
dx 6 C11
∫
Ω
(
|qs(x)|
m + 1
)
dx.
Since the function rs(x) vanishes outside ∪
α∈Is
G
(s)
α , applying Ho¨lder’s inequality we
deduce that, for 1 < p < m ,
∥∥∂rs(x)
∂x
∥∥
Lp(Ω)
6
∥∥∂rs(x)
∂x
∥∥
Lm(Ω)
·
{∑
α∈Is
measG(s)α
} 1
p
− 1
m .
The right-hand side of this inequality tends to zero by (3.1), (3.9), and (3.16).
Since, by (3.8), rs(x) has compact support in Ω for s > s1 , the conclusions of the
lemma follow from Poincare´’s inequality and Rellich’s compactness theorem.
Let ζs be an arbitrary sequence in R
1 such that
(3.17) lim
s→∞
ζs = 0.
Let us define the sets I ′1,s, I
′
2,s of multi-indices by
(3.18) I ′1,s =
{
α ∈ I ′s : ζs|q
(s)
α |
m−1
6 1
}
, I ′2,s =
{
α ∈ I ′s : ζs|q
(s)
α |
m−1 > 1
}
,
and denote
(3.19) r′i,s(x) =
∑
α∈I′i,s
v(s)α (x, q
(s)
α ) ϕ
(s)
α (x), i = 1, 2.
14 GIANNI DAL MASO, IGOR V. SKRYPNIK
Lemma 3.4. Assume that the conditions of Lemma 3.3 are satisfied and let ζs be an
arbitrary sequence in R1 satisfying (3.17). Then the sequence r′2,s(x) defined by (3.19)
converges strongly to zero in W 1m(Ω).
Proof. Define
(3.20) Qs =
⋃
α∈I′2,s
Ks(α) .
From (3.14) and from ζ
− m
m−1
s measQs 6 C12
∑
α∈I′2,s
|q(s)α |
m [λsρs]
n we get
(3.21) measQs 6 C12 ζ
m
m−1
s
∫
Ω
|qs(x)|
m dx.
As in the proof of inequality (3.16), we obtain
∫
Ω
∣∣∣∣∂r′2,s(x)∂x
∣∣∣∣
m
dx 6 C13
∫
Qs
(
|qs(x)|
m + 1
)
dx ,
and the convergence to zero of the right-hand side of the last inequality follows from
(3.17), (3.21), and the assumption on the sequence qs(x). The proof of the lemma is
complete.
Lemma 3.5. Assume that the conditions of Lemma 3.3 are satisfied. Then the
sequence
(3.22) r′′s (x) =
∑
α∈I′′s
v(s)α (x, q
(s)
α )ϕ
(s)
α (x)
converges strongly to zero in W 1m(Ω).
The proof follows immediately from the estimate
∫
Ω
∣∣∣∣∂r′′s (x)∂x
∣∣∣∣
m
dx 6 C14
∑
α∈I′′s
(
µms + [λsρs]
m
)
[λsρs]
n
6 C14
(
µms + [λsρs]
m
)
measΩ ,
that is obtained as in (3.13), using the definition of the set I ′′s in (3.3).
Proof of Theorem 1.1. Define the sequence ζs by
(3.23) ζs = max
{
||zs(x)||Lm(Ω), λsρs
}
,
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where zs(x) is the sequence introduced in the statement of Theorem 1.1. Then ζs tends
to zero as s→∞. Let r′1,s(x), r
′
2,s(x) be the sequences defined by (3.19) for this choice
of ζs.
Using condition A.2, Lemmas 3.3–3.5, and the assumptions on zs(x) we obtain
(3.24) lim
s→∞
n∑
j=1
∫
Ω
[
aj
(
x,
∂rs(x)
∂x
)
− aj
(
x,
∂r′1,s(x)
∂x
)] ∂zs(x)
∂xj
dx = 0 ,
and it is sufficient to study the behaviour of the term
(3.25) Js =
n∑
j=1
∫
Ω
aj
(
x,
∂r′1,s(x)
∂x
) ∂zs(x)
∂xj
dx.
Let η
(s)
α (x) be a function of class C∞0 (Ω0), which is equal to one on K
(
x
(s)
α ,
3λsρs
2
)
,
to zero outside K(x
(s)
α , 2λsρs), and such that
∣∣∣∣∂η(s)α (x)∂x
∣∣∣∣ 6 4λsρs . We rewrite Js in the
form
(3.26) Js =
3∑
j=1
J (i)s ,
where
(3.27)
J (1)s =
∑
α∈I′1,s
n∑
j=1
∫
K˜s(α)
[
aj
(
x,
∂
∂x
(v(s)α ϕ
(s)
α )
)
− aj
(
x,
∂v
(s)
α
∂x
)] ∂zs(x)
∂xj
dx,
J (2)s =
∑
α∈I′1,s
n∑
j=1
∫
K˜s(α)
aj
(
x,
∂v
(s)
α
∂x
) ∂
∂xj
[
η(s)α (x)zs(x)
]
dx,
J (3)s =
∑
α∈I′1,s
n∑
j=1
∫
K˜s(α)
aj
(
x,
∂v
(s)
α
∂x
) ∂
∂xj
[
(1− η(s)α (x))zs(x)
]
dx;
here v
(s)
α = v
(s)
α (x, q
(s)
α ) and K˜s(α) = K(x
(s)
α , 2λsρs).
Define E
(s)
α (µ) =
{
x ∈ K˜s(α) : |v
(s)
α (x, q
(s)
α )| 6 µ
}
. The function ϕ
(s)
α (x) is equal to
one if |v
(s)
α (x, q
(s)
α )| > µ
(s)
α , α ∈ I ′s, and using (1.3) and Ho¨lder’s inequality we obtain
the estimate
(3.28)
|J (1)s | 6 C15
{ ∑
α∈I′1,s
∫
E
(s)
α (µ
(s)
α )
[
1 +
∣∣ ∂
∂x
(v(s)α ϕ
(s)
α )
∣∣+ ∣∣∂v(s)α
∂x
∣∣]m dx}
m−2
m
·
·
{ ∑
α∈I′1,s
∫
E
(s)
α (µ
(s)
α )
∣∣ ∂
∂x
[
v(s)α (1− ϕ
(s)
α )
]∣∣m dx} 1m ·{∫
Ω
∣∣∂zs(x)
∂x
∣∣m dx} 1m .
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The first factor in the right-hand side of the last inequality can be estimated from
above by a constant independent of s. This can be obtained as in the proof of inequality
(3.16).
We assume now that s is large enough so that inequality (3.11) is satisfied. The second
factor in the right-hand side of (3.28) is estimated using inequalities (2.2), (3.14), and
condition B. We obtain
∑
α∈I′1,s
∫
E
(s)
α (µ
(s)
α )
∣∣ ∂
∂x
[
v(s)α (1− ϕ
(s)
α )
]∣∣m dx 6
6 C16 µs
∑
α∈I′1,s
|q(s)α |
m [λsρs]
n
6 C16 µs
∫
Ω
|qs(x)|
m dx ,
and the right-hand side of the last inequality tends to zero as s → ∞. Taking the
assumption on zs(x) into account we obtain
(3.29) lim
s→∞
J (1)s = 0.
The equality
(3.30) J (2)s = 0
follows from the definition of the functions v
(s)
α (x, q
(s)
α ) (see (1.11) and (1.12)) and from
the properties of η
(s)
α (x) and zs(x).
In order to estimate J
(3)
s we remark that the inequality
(3.31) |v(s)α (x, q
(s)
α )| 6 µ
(s)
α , µ
(s)
α = C17[λsρs]
2 |q(s)α |
m−1
holds for α ∈ I ′1,s and x ∈ K˜s(α)\K
(
x
(s)
α ,
3λsρs
2
)
. We obtain this estimate using Lemma
2.3 and (3.11), taking into account that |q
(s)
α |m−1 · λsρs 6 1 for α ∈ I
′
1,s, which implies
that the second condition in (2.4) is satisfied.
By condition A.2 and Ho¨lder’s inequality we obtain the estimate for J
(3)
s :
|J (3)s | 6 C18
1
λsρs
{ ∑
α∈I′1,s
∫
E
(s)
α (µ
(s)
α )
∣∣∂v(s)α
∂x
∣∣m dx}
m−1
m
·
{
[λsρs]
m
∫
Ω
∣∣∂zs
∂x
∣∣m dx+
(3.32) +
∫
Ω
|zs(x)|
m dx
} 1
m
+ C18
1
λsρs
{ ∑
α∈I′1,s
∫
E
(s)
α (µ
(s)
α )
∣∣∂v(s)α
∂x
∣∣2 dx} 12 ·
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·
{
[λsρs]
2
∫
Ω
∣∣∂zs
∂x
∣∣2 dx+ ∫
Ω
|zs(x)|
2 dx
} 1
2 ,
where v
(s)
α = v
(s)
α (x, q
(s)
α ) and µ
(s)
α is defined by (3.31). In the right-hand side of (3.22)
the factors containing zs(x) can be estimated from above by C19ζs, where ζs is defined
by (3.23).
In order to check the equality
(3.33) lim
s→∞
J (3)s = 0,
it is sufficient to establish the estimate
(3.34) J (4)s :=
∑
α∈I′1,s
∫
E
(s)
α (µ
(s)
α )
(∣∣∂v(s)α
∂x
∣∣2 + ∣∣∂v(s)α
∂x
∣∣m) dx 6 C20[λsρs]2 · ζ−m−2m−1s .
This inequality follows from (2.2), (3.11), (3.14), (3.18), (3.31), and condition B:
J (4)s 6 C21 [λsρs]
2
∑
α∈I′1,s
|q(s)α |
2m−2 [λsρs]
n
6
6 C22 [λsρs]
2 ζ
−m−2
m−1
s ·
∫
Ω
|qs(x)|
m dx.
This proves inequality (3.34) and concludes the proof of the Convergence Theorem.
4. Construction and properties of test functions
In this section we construct special functions which belong to the space
◦
W 1m(Ωs) and
which will be used later as test functions in the integral identity corresponding to the
boundary value problem (0.1), (0.2).
As in Section 3 we fix the sequences ρs, µs, λs introduced in (3.1), and the subdivision
of the domain Ω defined by (1.13). For s = 1, 2, ... and α ∈ Is we define Is(α) as the
set of all multi-indices with integer coordinates such that K(2ρsβ, ρs) ⊂ Ks(α)\
◦
K ′s(α),
where Ks(α), K
′
s(α) are the cubes defined in (3.2) and
◦
K ′s(α) is the interior of the cube
K ′s(α). For β ∈ Is(α) we set x
(s)
αβ = 2ρsβ and Ks(α, β) = K(x
(s)
αβ, ρs). Then we have
the following decomposition:
(4.1) Ks(α) \
◦
K ′s(α) =
⋃
β∈Is(α)
Ks(α, β).
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Let |Is|, |Is(α)| be the numbers of multi-indices belonging to the sets Is and Is(α)
respectively. It is easy to see that
(4.2) |Is| 6 C(Ω) [λsρs]
−n, |Is(α)| 6 2nλ
n−1
s ,
where the constant C(Ω) depends only on the measure of Ω.
Let g(x) be an arbitrary function of class C∞0 (Ω). Let us consider the sequence
(4.3) qs(x) = fs(x)− u
(s)
0 (x)− g(x),
where
fs(x) =
1
[λsρs]n
∫
Rn
K
(
|x− y|
λsρs
)
f(y) dy,
u
(s)
0 (x) =
1
[λsρs]n
∫
Rn
K
(
|x− y|
λsρs
)
u0(y) dy,
f(x) is the boundary function from (0.2), u0(x) is the weak limit of the sequence us(x),
solutions of the boundary value problem (0.1), (0.2), and the kernel K(t) is the same
as in (2.13).
We define new cut-off functions ϕ˜
(s)
α (x) by
(4.4) ϕ˜(s)α (x) =
2
µ
(s)
α
min
{[
v(s)α (x, 1)−
µ
(s)
α
2
]
+
,
µ
(s)
α
2
}
,
where v
(s)
α (x, 1) and µ
(s)
α are the same as in (3.4) and (3.7). In accordance with [10], we
can define two sequences of nonnegative functions χ
(s)
αβ(x), ψ
(s)
αβ (x), for α ∈ Is, β ∈ Is(α),
such that the following properties are satisfied:
1) there exists a number s2 such that the inclusions
(4.5) supp χ
(s)
αβ ⊂ K
(
x
(s)
αβ,
3ρs
2
)
for α ∈ Is, β ∈ Is(α)
holds for s > s2 where supp χ
(s)
αβ is the support of the function χ
(s)
αβ(x);
2) for every point x ∈ Rn in the sequence of numbers {χ
(s)
αβ(x) : α ∈ Is, β ∈ Is(α)}
no more that 2n numbers are non-zero and there exists a number K5 depending only
on m,n, ν1, ν2, A such that the inequalities
(4.6) χ
(s)
αβ(x) 6 K5,
∫
Rn
∣∣∣∣∂χ
(s)
αβ(x)
∂x
∣∣∣∣
m
dx 6 K5 µ
1−m
s · ρ
n
s
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holds for s = 1, 2, ..., α ∈ Is, β ∈ Is(α);
3) the functions ψ
(s)
αβ (x) are defined by the equality
(4.7) ψ
(s)
αβ (x) = χ
(s)
αβ(x)
{
1−
∑
γ∈Is
ϕ˜(s)γ (x)
}
, x ∈ Rn;
4) the following equalities hold:
(4.8)
∑
α∈Is
∑
β∈Is(α)
χ
(s)
αβ(x) = 1 for x ∈
⋃
α∈Is
⋃
β∈Is(α)
{Ks(α, β) \ Ωs} ,
(4.9)
∑
α∈Is
ϕ˜(s)α (x) +
∑
α∈Is
∑
β∈Is(α)
ψ
(s)
αβ(x) = 1 for x ∈
⋃
α∈Is
{Ks(α) \ Ωs} .
We shall assume later that
(4.10) s > max{s1, s2}.
Remark that from inclusions (3.8) and (4.5) we obtain that for every x ∈ Rn, α, γ ∈ Is,
β ∈ Is(α) we have
(4.11) χ
(s)
αβ(x) ϕ˜
(s)
γ (x) = 0 , χ
(s)
αβ(x) ϕ
(s)
γ (x) = 0 if α 6= γ.
Let us introduce the sequence
(4.12) hs(x) = f(x)− qs(x) + rs(x) +
3∑
i=1
r(i)s (x),
where
(4.13)
r(1)s (x) =
∑
α∈Is
[qs(x)− q
(s)
α ] ϕ˜
(s)
α (x),
r(2)s (x) = qs(x)
∑
α∈Is
∑
β∈Is(α)
ψ
(s)
αβ(x),
r(3)s (x) =
∑
α∈Is
∑
β∈Is(α)
[q(s)α ϕ˜
(s)
α (x)− v
(s)
α (x, q
(s)
α )ϕ
(s)
α (x)]χ
(s)
αβ(x),
and the sequences rs(x) and qs(x) are defined by (1.14) and (4.3). The sequences q
(s)
α
and ϕ
(s)
s (x) are the same as in Section 3, with qs(x) defined by (4.3).
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Lemma 4.1. Assume that conditions A.1 and A.2 are satisfied, and let g(x) be an
arbitrary function in the space C∞0 (Ω). Then there exists a number s3(g), depending on
g(x), such that the inclusion
(4.14) g(x)[us(x)− hs(x)] ∈
◦
W 1m(Ωs)
holds for s > max{s1, s2, s3(g)}.
Proof. By the definition of the functions v
(s)
α (x, q
(s)
α ), ϕ
(s)
α (x), Lemma 3.1, and
inclusion (4.8) we obtain that the function
(4.15) r(4)s (x) :=
∑
α∈Is
[v(s)α (x, q
(s)
α )ϕ
(s)
α (x)− q
(s)
α ϕ˜
(s)
α (x)] ·
{
1−
∑
γ∈Is
∑
δ∈Is(γ)
χ
(s)
γδ (x)
}
belongs to
◦
W 1m(Ω
′
s), where Ω
′
s = Ω \ {
⋃
α∈Is
[Ks(α) \ Ωs]}.
From (4.9) we obtain the inclusion
(4.16) r(5)s (x) := qs(x)
{
1−
∑
α∈Is
ϕ˜(s)α (x)−
∑
α∈Is
∑
β∈Is(α)
ψ
(s)
αβ (x)
}
∈
◦
W 1m(Ω
′
s).
Taking (4.11) into account we obtain
us(x)− hs(x) = us(x)− f(x)− r
(4)
s (x) + r
(5)
s (x) ∈
◦
W 1m(Ω
′
s).
Inclusion (4.14) follows now from the construction of the subdivision (1.13) of the
domain Ω and from the choice of the function g(x). The proof of lemma is complete.
Lemma 4.2. Assume that conditions A.1, A.2, and B are satisfied. Then the
sequences r
(i)
s (x), i = 1, 2, 3, defined by (4.13), converge strongly to zero in the space
W 1m(Ω) as s→∞.
Proof. Assume that s is large enough so that inequalities (3.11) and (4.10) are
satisfied. Using (2.2), (3.7), (4.4), and condition B we have the estimate
(4.17)
∥∥∥∥∥∂ϕ˜
(s)
α (x)
∂x
∥∥∥∥∥
m
Lm(Ω)
6 2m [µ(s)α ]
−m
∫
E
(s)
α
∣∣∣∣∣∂v
(s)
α (x, 1)
∂x
∣∣∣∣∣
m
dx 6 C23 µ
1−m
s [λsρs]
n,
where E
(s)
α =
{
x ∈ Ω0 : µ
(s)
α /2 6 v
(s)
α (x, 1) 6 µ
(s)
α
}
.
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Let us estimate the norm of the gradient of r
(1)
s (x) in Lm(Ω):
(4.18)
∥∥∥∥ ∂∂x r(1)s (x)
∥∥∥∥
m
Lm(Ω)
6 C24
∑
α∈Is
∫
G
(s)
α
∣∣∣∣∂qs(x)∂x
∣∣∣∣
m
dx+
+ C24
∑
α∈Is
∫
Ω
|g(x)− g(s)α |
m ·
∣∣∣∣∂ϕ˜
(s)
α (x)
∂x
∣∣∣∣
m
dx+
+ C24
∑
α∈Is
∫
Ω
{|fs(x)− f
(s)
α |
m + |u
(s)
0 (x)− u
(s)
α |
m}
∣∣∣∣∂ϕ˜
(s)
α (x)
∂x
∣∣∣∣
m
dx,
where f
(s)
α , u
(s)
α , g
(s)
α are the mean values of the functions fs(x), u
(s)
0 (x), g(x) in the cube
Ks(α). The first term in the right-hand side of (4.18) tends to zero as s→∞ by Lemma
3.2, the strong convergence of the sequence qs(x) inW
1
m(Ω), and the absolute continuity
of the integral. Since the function g(x) is smooth, the second term tends to zero by
(4.17) and (3.1).
Using (4.17) and Lemma 2.4, the third term in the right-hand side of (4.18) can be
estimated from above by
C25 µ
1−m
s [λsρs]
m
∫
Ω
[∣∣∣∣∂f(x)∂x
∣∣∣∣
m
+
∣∣∣∣∂u0(x)∂x
∣∣∣∣
m]
dx ,
which vanishes as s→∞ by (3.1). This completes the proof of the strong convergence
of r
(1)
s (x) to zero in W 1m(Ω).
Let D
(s)
αβ be the support of the function ψ
(s)
αβ (x). Then from (4.2), (4.5) and (4.7) we
have
(4.19)
∑
α∈Is
∑
β∈Is(α)
meas D
(s)
αβ 6 C26
1
λs
.
We will use also the estimate
(4.20)
∫
Ω
∣∣∣∣∣∂v
(s)
α (x, q)
∂x
∣∣∣∣∣
m
[χ
(s)
αβ(x)]
m dx 6 C27 [µ
1−m
s |q|
m + 1] ρns ,
which follows as in the proof of inequality (4.37) in [10]. From (4.7), (4.11) and from
inequalities (4.6), (4.20) we obtain the estimate
(4.21)
∫
Ω
∣∣∣∣∣∂ψ
(s)
αβ(x)
∂x
∣∣∣∣∣
m
dx 6 C28 µ
1−2m
s ρ
n
s .
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Let us estimate the norm of r
(2)
s (x) in W 1m(Ω). We rewrite r
(2)
s (x) in the form
r(2)s (x) =
∑
α∈Is
∑
β∈Is(α)
{
[qs(x)− q
(s)
α ] + q
(s)
α
}
ψ
(s)
αβ(x),
where q
(s)
α is the mean value of the function qs(x) in the cube K˜s(α) = K(x
(s)
α , 2λsρs).
Using (4.6), (4.7), and (4.21) we obtain the inequality
(4.22)
∫
Ω
∣∣∣∣∣∂r
(2)
s (x)
∂x
∣∣∣∣∣
m
dx 6 C29
∑
α∈Is
∑
β∈Is(α)
∫
D
(s)
αβ
∣∣∣∣∂qs(x)∂x
∣∣∣∣
m
dx +
+ C29 µ
1−2m
s
∑
α∈Is
∑
β∈Is(α)
∣∣∣q(s)α ∣∣∣m · ρns +
+ C29
∑
α∈Is
∫
K˜s(α)
∣∣∣qs(x)− q(s)α ∣∣∣m ∑
β∈Is(α)
∣∣∣∣∣∂ψ
(s)
αβ(x)
∂x
∣∣∣∣∣
m
dx.
The first term in the right-hand side of (4.22) tends to zero as s→∞ by (4.19) and
the strong convergence of the sequence qs(x) in W
1
m(Ω). Using (4.2) and (3.14), the
second term in the right-hand side of (4.22) is estimated from above by
C30 λ
−1
s µ
1−2m
s
∑
α∈Is
∣∣∣qs)α ∣∣∣m [λsρs]n 6 C31λ−1s µ1−2ms
∫
Ω
|qs(x)|
m
dx,
which tends to zero by the choice of µs, λs.
Using Lemma 2.4 and inequalities (4.2), (4.21), the third term in the right-hand side
of (4.22) is estimated from above by
C32 λ
−1
s µ
1−2m
s [λsρs]
m
{∫
Ω
[∣∣∣∣∂f(x)∂x
∣∣∣∣
m
+
∣∣∣∣∂u0(x)∂x
∣∣∣∣
m]
dx+
+max
x∈Ω
∣∣∣∣∂g(x)∂x
∣∣∣∣
m
· measΩ
}
,
which converges to zero by (3.1). This concludes the proof of the strong convergence to
zero of r
(2)
s (x) in W 1m(Ω).
The same property for r
(3)
s (x) follows from the inequality∫
Ω
∣∣∣∣∣∂r
(3)
s (x)
∂x
∣∣∣∣∣
m
dx 6 C33
∑
α∈Is
∑
β∈Is(α)
{
|q(s)α |
m µ1−2ms + 1
}
ρns 6
6 C34λ
−1
s
∫
Ω
{
µ1−2ms |qs(x)|
m + 1
}
dx ,
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which can be obtained by using (4.2), (4.6), (4.20), and (3.14). This completes the proof
of Lemma 4.2.
Let g(x) be the same function as before, and let g
(s)
α be its mean value in the cube
Ks(α). We introduce the sequence
(4.23) gs(x) = g(x) + ρs(x) +
3∑
i=1
ρ(i)s (x),
where
(4.24)
ρs(x) = −
∑
α∈Is
1
q˜
(s)
α
v(s)α (x, q˜
(s)
α )ϕ
(s)
α (x) g
(s)
α ,
ρ(1)s (x) =
∑
α∈Is
[g(s)α − g(x)] ϕ˜
(s)
α (x),
ρ(2)s (x) = −g(x)
∑
α∈Is
∑
β∈Is
ψ
(s)
αβ (x),
ρ(3)s (x) = −
∑
α∈Is
∑
β∈Is(α)
[
ϕ˜(s)α (x)−
1
q˜
(s)
α
v(s)α (x, q˜
(s)
α )ϕ
(s)
α (x)
]
g(s)α χ
(s)
αβ(x).
Here ϕ
(s)
α (x), ϕ˜
(s)
α (x), ψ
(s)
αβ(x), χ
(s)
αβ(x) are the same functions as in (4.13),
q˜(s)α = q
(s)
α for α ∈ I
′
s, q˜
(s)
α = 2µs for α ∈ I
′′
s ,
and q
(s)
α is the mean value in the cube Ks(α) of the function qs(x) defined by (4.3).
Lemma 4.3. Assume that conditions of Lemma 4.1 are satisfied. Then there exists
a number s4(g) depending on g(x) such that
(4.25) g(x) gs(x) ∈
◦
W 1m(Ωs)
for s > s4(g).
The proof is analogous with the proof of Lemma 4.1.
Lemma 4.4. Assume that conditions A.1, A.2, and B are satisfied. Then the
sequence ρs(x) is bounded in W
1
m(Ω) and converges to zero strongly in W
1
p (Ω) for
p < m.
The proof is analogous with the proof of Lemma 3.3.
Lemma 4.5. Assume that conditions A.1, A.2, and B are satisfied. Then the
sequences ρ
(i)
s (x), i = 1, 2, 3, converge strongly to zero in W 1m(Ω) as s→∞.
The proof is analogous with the proof of Lemma 4.2.
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5. Construction of the limit boundary value problem
Using condition C we can conclude that for an arbitrary positive number ε there exist
two positive numbers r(ε) and s(ε), and a sequence rs(ε) converging to zero as s→∞,
such that the inequality
(5.1)
∣∣∣∣ 1measK(x, r) CA(K(x, r) \ Ωs, q)− c(x, q)
∣∣∣∣ < ε
holds for s > s(ε), rs(ε) 6 r 6 r(ε), |q| 6
1
ε
, x ∈ Ω.
Lemma 5.1. Assume that conditions A.1, A.2, B, and C are satisfied. Then the
function c(x, q) defined by condition C satisfies the inequality
(5.2) |c(x, q)| 6 K6|q|
m−1
with a constant K6 depending only on n,m, ν1, ν2, A.
Proof. Inequality (5.2) follows immediately from definition of the function c(x, q)
and inequality (2.2).
Proof of Theorem 1.2. Let us fix a positive number ε and let ρs be the sequence
defined by
(5.3) ρs = rs + rs(ε).
Let µs and λs be the sequences defined by equalities (3.1) with this particular choice of
ρs.
We fix some function g(x) in the space C∞0 (Ω) and choose a nonnegative function
g(x) ∈ C∞0 (Ω) such that
(5.4) g(x) g(x) = g(x), |g(x)| 6 1, g(x) 6 1 for x ∈ Ω.
Using inequality (1.2) we get
(5.5) 0 6
n∑
j=1
∫
Ωs
[
aj
(
x,
∂us
∂x
)
− aj
(
x,
∂hs
∂x
)]
∂(us − hs)
∂xj
g(x) dx =
4∑
i=1
R(i)s ,
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where us(x) is the solution of problem (0.1), (0.2), hs(x) in the function introduced in
(4.12), and R
(i)
s are defined by equalities
(5.6)
R(1)s = −
n∑
j=1
∫
Ωs
[
aj
(
x,
∂us
∂x
)
− aj
(
x,
∂hs
∂x
)]
(us − hs + g)
∂g(x)
∂xj
dx,
R(2)s =
n∑
j=1
∫
Ωs
aj
(
x,
∂us
∂x
)
∂
∂xj
{g(x)[us(x)− hs(x)]} dx,
R(3)s = −
n∑
j=1
∫
Ωs
[
aj
(
x,
∂hs
∂x
)
− aj
(
x,
∂rs
∂x
)]
∂
∂xj
{g(x)[us(x)− hs(x)]} dx,
R(4)s = −
n∑
j=1
∫
Ωs
aj
(
x,
∂rs
∂x
)
∂
∂xj
{g(x)[us(x)− hs(x)]} dx.
By Lemmas 3.3 and 4.2 the sequence us(x)− hs(x)+ g(x) converges to zero strongly
in Lm(Ω) and then by the same Lemmas and (3.1) we obtain the equality
(5.7) lim
s→∞
R(1)s = 0.
Using the definition of us(x) and Lemmas 3.3, 4.1, 4.2 we get the equality
(5.8) lim
s→∞
R(2)s = −
n∑
j=1
∫
Ω
fj(x)
∂g(x)
∂xj
dx.
We check now that
(5.9) lim
s→∞
R(3)s =
n∑
j=1
∫
Ω
aj
(
x,
∂u0
∂x
+
∂g
∂x
)
∂g
∂x
dx.
By inequality (1.3) and Lemmas 3.3, 4.2 we obtain that the sequence
b
(s)
j (x) = aj
(
x,
∂hs(x)
∂x
)
− aj
(
x,
∂rs(x)
∂x
)
converges in measure to the function aj
(
x, ∂u0
∂x
+ ∂g
∂x
)
. To prove that this sequence
converges strongly in L m
m−1
(Ω), it is sufficient to establish that the integrals
(5.10)
∫
Ω
∣∣∣b(s)j (x)∣∣∣ mm−1 dx, s = 1, 2, ...
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satisfy the absolute continuity property uniformly with respect to s.
Using (1.3) and Ho¨lder’s inequality we obtain the estimate
∫
E
∣∣∣b(s)j (x)∣∣∣ mm−1 dx 6 C35


∫
E
[
1 +
∣∣∣∣∂hs(x)∂x
∣∣∣∣+
∣∣∣∣∂rs(x)∂x
∣∣∣∣
]m
dx


m−2
m−1
·
·


∫
E
∣∣∣∣∂hs(x)∂x − ∂rs(x)∂x
∣∣∣∣
m
dx


1
m−1
for an arbitrary subset E of the set Ω. The last inequality and Lemma 4.2 guarantee the
uniform absolute continuity for the sequence of integrals (5.10), and hence the strong
convergence of b
(s)
j (x) in L mm−1 (Ω). Using this property and Lemmas 3.3, 4.2 we obtain
equality (5.9).
We transform the term R
(4)
s in the following way:
(5.11) R(4)s =
9∑
i=5
R(i)s ,
where
R(5)s = −
n∑
j=1
∫
Ω
aj
(
x,
∂rs
∂x
)
∂
∂xj
{g(x)[us(x)− hs(x) + gs(x)]} dx,
R(6)s =
n∑
j=1
∫
Ω
aj
(
x,
∂rs
∂x
)
∂g(x)
∂xj
dx,
R(7)s =
n∑
j=1
∫
Ω
aj
(
x,
∂rs
∂x
)
∂g(x)
∂xj
· ρs(x) dx,
R(8)s =
n∑
j=1
∫
Ω
aj
(
x,
∂rs
∂x
)
∂ρs(x)
∂xj
· g(x) dx,
R(9)s =
3∑
i=1
n∑
j=1
∫
Ω
aj
(
x,
∂rs
∂x
)
∂
∂xj
[
g(x)ρ(i)s (x)
]
dx,
and the functions gs(x), ρs(x), ρ
(i)
s (x) are defined by (4.23), (4.24).
By virtue of Lemmas 3.3, 4.1–4.5 the sequence zs(x) = g(x)[us(x)−hs(x)+gs(x)] sat-
isfies the following conditions for s large enough: zs(x) ∈
◦
W 1m(Ωs) and zs(x) converges
to zero weakly in W 1m(Ω). Then by the Convergence Theorem 1.1 we obtain
(5.12) lim
s→∞
R(5)s = 0.
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Using (1.3) and Lemmas 3.3, 4.4. 4.5 we have
(5.13) lim
s→∞
R(6)s = lim
s→∞
R(7)s = lim
s→∞
R(9)s = 0.
It remains to study the behaviour of R
(8)
s . From the definitions of rs(x), ρs(x) we
obtain for s > s1:
(5.14) R(8)s = −
13∑
i=10
R(i)s ,
where
R(10)s =
∑
α∈Is
n∑
j=1
g
(s)
α
q˜
(s)
α
∫
Ω0
aj

x, ∂
(
v
(s)
α ϕ
(s)
α
)
∂x

 · ∂
∂xj
(
v˜(s)α ϕ
(s)
α
)
·
[
g(x)− g(s)α
]
dx,
R(11)s =
∑
α∈Is
n∑
j=1
g
(s)
α g
(s)
α
q˜
(s)
α
∫
Ω0
{
aj

x, ∂
(
v
(s)
α ϕ
(s)
α
)
∂x

 · ∂
∂xj
(
v˜(s)α ϕ
(s)
α
)
−
− aj
(
x,
∂v
(s)
α
∂x
)
∂v˜
(s)
α
∂xj
}
dx,
R(12)s =
∑
α∈I′s
n∑
j=1
g
(s)
α g
(s)
α
q
(s)
α
∫
Ω0
aj
(
x,
∂v
(s)
α
∂x
)
∂v
(s)
α
∂xj
dx,
R(13)s =
∑
α∈I′′s
n∑
j=1
g
(s)
α g
(s)
α
2µs
∫
Ω0
aj
(
x,
∂v
(s)
α
∂x
)
∂v˜
(s)
α
∂xj
dx;
here v
(s)
α = v
(s)
α (x, q
(s)
α ), v˜
(s)
α = v
(s)
α (x, q˜
(s)
α ), g
(s)
α is the mean value of the function g(x)
in the cube Ks(α), and the sets I
′
s, I
′′
s are defined by (3.3).
Using inequalities (1.3), (2.2), (3.14), (3.15), condition B, and the smoothness of the
function g(x), we obtain
(5.15) lim
s→∞
R(10)s = 0.
We check now that
(5.16) lim
s→∞
R(11)s = 0, lim
s→∞
R(13)s = 0.
The first equality in (5.16) is established as in the proof of equality (3.29). We only
need to observe that, by (2.2) and condition B, we have the estimate
∑
α∈Is
1
|q˜
(s)
α |m
∫
Ω0
{∣∣∣∣∣∂v
(s)
α (x, q
(s)
α )
∂x
∣∣∣∣∣
m
+
∣∣∣∣∣∂v
(s)
α (x, q˜
(s)
α )
∂x
∣∣∣∣∣
m}
dx 6 C36.
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The second equality in (5.16) follows immediately from estimate (2.2) and from the
definition of I ′′s .
In the rest of the paper we use the notation δi(t), γi(t), i = 1, 2, ... , to indicate
nonnegative functions on R1 satisfying the conditions
(5.17) lim
t→0
δi(t) = 0, lim
t→∞
γi(t) = 0.
Lemma 5.2. Assume that conditions A.1, A.2, B, and C are satisfied. Then there
exist functions δ1(t), γ1(t) satisfying conditions (5.17) such that
(5.18)
∣∣∣∣∑
α∈I′s
n∑
j=1
g
(s)
α g
(s)
α
q
(s)
α
∫
Ω0
aj
(
x,
∂v
(s)
α
∂x
)
∂v
(s)
α
∂xj
dx−
−
∫
Ω
c(x, q0(x)) g(x) dx
∣∣∣∣ 6 γ1(s) + δ1(ε) ,
where ε is the number fixed in the definition of ρs in (5.3), and q0(x) = f(x)− u0(x)−
g(x).
Proof. Define the sets of multi-indices
Is(ε) =
{
α ∈ I ′s : |q
(s)
α | 6
1
ε
}
, Js(ε) =
{
α ∈ I ′s : |q
(s)
α | >
1
ε
}
,
and let Qs(ε) be the union of all cubes Ks(α) with α ∈ Js(ε). As in (3.16) and (3.21)
we obtain the estimates
(5.19) measQs(ε) 6 C37 ε
m
∫
Ω
|qs(x)|
m dx,
(5.20)
∣∣∣∣∣∣
∑
α∈Js(ε)
n∑
j=1
g
(s)
α g
(s)
α
q
(s)
α
∫
Ω0
aj
(
x,
∂v
(s)
α
∂x
)
∂v
(s)
α
∂xj
dx
∣∣∣∣∣∣ 6
6 C38
∫
Qs(ε)
|q0(x)|
m−1 dx+ C38
∫
Ω
|qs(x)− q0(x)|
m−1 dx 6 δ2(ε) + γ2(s).
Using notation (1.16) and inequality (5.1) we have the estimate
(5.21)
∣∣∣∣ ∑
α∈Is(ε)
n∑
j=1
g
(s)
α g
(s)
α
q
(s)
α
∫
Ω0
aj
(
x,
∂v
(s)
α
∂x
)
∂v
(s)
α
∂xj
dx−
−
∑
α∈Is(ε)
g(s)α g
(s)
α c(x
(s)
α , q
(s)
α )measK
′
s(α)
∣∣∣∣ < ε measΩ ,
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provided s is so large that λsρs < r(ε).
In view of the continuity of the functions c(x, q), g(x), g(x) we obtain the inequality
(5.22)
∣∣∣∣ ∑
α∈Is(ε)
g(s)α g
(s)
α c(x
(s)
α , q
(s)
α )measK
′
s(α)−
∑
α∈Is(ε)
∫
K′s(α)
c(x, q(s)α )g(x)dx
∣∣∣∣ 6 γ3(s).
Using inequalities (5.2), (3.14), and (5.19) we have the following estimates
(5.23)
∣∣∣∣ ∑
α∈Js(ε)
∫
K′s(α)
c(x, q(s)α )g(x)dx
∣∣∣∣ 6 C39ε
∫
Ω
|qs(x)|
m
dx 6 δ3(ε),
(5.24)
∣∣∣∣∑
α∈I′′s
∫
K′s(α)
c(x, q(s)α )g(x)dx
∣∣∣∣ 6 C40 µm−1s measΩ 6 γ4(s).
From the last two estimates we obtain the inequality
(5.25)
∣∣∣∣ ∑
α∈Is(ε)
∫
K′s(α)
c(x, q(s)α ) g(x) dx−
∫
Ω
c (x, q′s(x)) g(x) dx
∣∣∣∣ 6 δ3(ε) + γ4(s) ,
where
(5.26) q′s(x) =
∑
α∈Is
q(s)α χ(K
′
s(α)) ,
and χ(K ′s(α)) is the characteristic function of the set K
′
s(α).
We check that the sequence q′s(x) defined by (5.26) converges to q0(x) strongly in
Lm(Ω). Using Poincare´’s inequality and (4.2) we have
(5.27)
∫
Ω
|q′s(x)− q0(x)|
m
dx 6 C41
{∫
Us
|q0(x)|
m dx+
+
∫
Ω
|qs(x)− q0(x)|
m dx+
∑
α∈Is
∫
Ks(α)\K′s(α)
|q0(x)|
m dx+
+ (λsρs)
m
∫
Ω
∣∣∣∣∂qs(x)∂x
∣∣∣∣
m
dx
}
6 γ5(s).
From (5.2), (5.27) and the continuity of the function c(x, q) we obtain the estimate
(5.28)
∣∣∣∣
∫
Ω
[c(x, q′s(x))− c(x, q0(x)] g(x) dx
∣∣∣∣ 6 γ6(s).
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Now inequality (5.18) follows from (5.20)–(5.22), (5.25), (5.28) and the proof of the
lemma is complete.
Inequality (5.5), together with (5.7)–(5.9), (5.11)–(5.16), and (5.18), implies
(5.29)
n∑
j=1
∫
Ω
[
aj
(
x,
∂u0
∂x
+
∂g
∂x
)
− fj(x)
]
∂g(x)
∂xj
dx−
−
∫
Ω
c(x, f(x)− u0(x)− g(x))g(x)dx 6 γ7(s) + δ4(ε).
In (5.29) the left-hand side is independent of s and ε while the right-hand side can
be made arbitrarily small for sufficiently large s and sufficiently small ε. Hence, we
obtain the inequality
(5.30)
n∑
j=1
∫
Ω
[
aj
(
x,
∂u0
∂x
+
∂g
∂x
)
− fj(x)
]
∂g(x)
∂xj
dx−
−
∫
Ω
c(x, f(x)− u0(x)− g(x))g(x)dx 6 0
for an arbitrary function g(x) ∈ C∞0 (Ω).
In (5.30) we can replace g(x) by λg(x), with λ > 0. Dividing both terms of (5.30) by
λ and passing to the limit as λ→ 0 we obtain
(5.31)
n∑
j=1
∫
Ω
[
aj
(
x,
∂u0
∂x
)
− fj(x)
]
∂g(x)
∂xj
dx−
∫
Ω
c(x, f(x)− u0(x))g(x)dx > 0.
This inequality is true for both functions g(x) and −g(x) and consequently the left-hand
side of (5.31) is equal zero for g(x) ∈ C∞0 (Ω). By an approximation argument we obtain
the equality
n∑
j=1
∫
Ω
[
aj
(
x,
∂u0
∂x
)
− fj(x)
]
∂g(x)
∂xj
dx−
∫
Ω
c(x, f(x)− u0(x))g(x)dx = 0
for an arbitrary function g(x) ∈
◦
W 1m(Ω). Thus we have established that u0(x) is a
solution of equation (1.18). The inclusion u0(x) ∈ f(x) +
◦
W 1m(Ω) follows immediately
from us(x) ∈ f(x) +
◦
W 1m(Ω). This completes the proof of Theorem 1.2.
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