Abstract. The Monte Carlo Parametric Expectation Maximization (MC-PEM) algorithm can approximate the true log-likelihood as precisely as needed and is efficiently parallelizable. Our objectives were to evaluate an importance sampling version of the MC-PEM algorithm for mechanistic models and to qualify the default estimation settings in SADAPT-TRAN. We assessed bias, imprecision and robustness of this algorithm in S-ADAPT for mechanistic models with up to 45 simultaneously estimated structural parameters, 14 differential equations, and 10 dependent variables (one drug concentration and nine pharmacodynamic effects). Simpler models comprising 15 parameters were estimated using three of the ten dependent variables. We set initial estimates to 0.1 or 10 times the true value and evaluated 30 bootstrap replicates with frequent or sparse sampling. Datasets comprised three dose levels with 16 subjects each. Parallelized estimation was 23-fold (6.9-fold) faster using 48 threads (eight threads) relative to one thread. The MC-PEM algorithm was robust and provided unbiased and adequately precise means and variances during simultaneous estimation of complex, mechanistic models in a 45 dimensional parameter space with rich or sparse data using poor initial estimates.
INTRODUCTION
Substantial progress in experimental disciplines over the last decades has enabled measurement of many biological variables to characterize the time-course of drug concentrations, drug effects, and disease states. Mathematical models to describe such datasets are often complex and may require many estimated model parameters. As almost every biological process contains true variability, nonlinear mixedeffects modeling that can estimate this variability became a method of choice for data analysis.
In the past, nonlinear mixed-effects modeling algorithms that approximate the equation for the true log-likelihood were commonly applied, since these methods are computationally fast. However, estimation times of these approximate methods such as the first-order conditional estimation (FOCE) method increase substantially with model complexity and with the number of dependent variables. The FOCE method employs a gradient search algorithm that may become notoriously unstable for estimation of complex mechanistic models with multiple dependent variables and many model parameters with biological variability.
Estimation of complex mechanistic models greatly benefits from robust algorithms that can handle many parameters with biological variability. Expectation maximization (EM) algorithms are robust, as they use integration instead of gradient search methods to optimize (update) parameter estimates. State-of-the-art EM algorithms (1) (2) (3) (4) (5) (6) provide the additional advantage that they can approximate the true log-likelihood as precisely as needed by increasing the number of Monte Carlo samples used to approximate the integrals for calculation of the true loglikelihood. Importantly, algorithms, such as the FOCE method, which calculate the exact solution of a formula that approximates the log-likelihood can only improve the quality of the approximation by changing the algorithm (i.e., by using a more complex formula that approximates the loglikelihood more closely). Such methods that are based on approximate formulas for the log-likelihood usually provide no estimate for the quality of the approximation.
Robust and powerful nonparametric algorithms for population modeling, such as the nonparametric expectation maximization (NPEM) and nonparametric adaptive grid (NPAG) algorithms, which calculate the true log-likelihood, formed the core of the MM-USCPACK since more than a decade (7) (8) (9) (10) (11) . The NPEM and the NPAG algorithm describe the betweensubject variability (BSV) by a nonparametric distribution that can take any shape. During the last 5-10 years, parametric EM algorithms became available in software packages such as S-ADAPT (12) , ADAPT V (13, 14) , Monolix (15) , and recently also in NONMEM® 7 (16) .
The original Monte Carlo Parametric Expectation Maximization (MC-PEM) algorithm employed direct sampling to approximate the multidimensional integrals (3, 17) . A large number of random model parameters requires integration in a high dimensional parameter space which makes direct sampling less efficient. Therefore, Bauer and Guzy (18) (19) (20) proposed and evaluated importance sampling versions of the MC-PEM algorithm (also called the importance sampling EM algorithm in ADAPT 5 and NONMEM® 7) that approximate the multidimensional integrals more efficiently than direct sampling by drawing Monte Carlo samples at more informative positions.
Importance sampling MC-PEM methods are now available in S-ADAPT (12) , ADAPT V (13, 14) , and NONMEM® 7 (16) . These methods provide a significant advantage when working with mechanistic models that may have 20 or more parameters to estimate along with their respective biological variability (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) (31) (32) (33) (34) (35) (36) (37) (38) and Landersdorfer et al. (Abstract at the American Conference on Pharmacometrics, Mashantucket, CT, USA, 2009). These problems present an at least 20-dimensional parameter space for integration. Given a hypothetical case with 20 parameters and a grid of 10 initial estimates for each parameter, this would lead to having to compute 10 20 grid points for every subject during the first iteration. Even if the number of initial values per parameter was reduced to three, there are still 3 20 (approximately 3.5× 10 9 ) grid points per subject. Since mechanistic models are typically specified as nonlinear differential equations, the "curse of dimensionality" prevents evaluation of so many grid points.
A comprehensive review of the MC-PEM algorithm as published by Schumitzky (2) and Bauer et al. (4) is beyond the scope of this paper. The MC-PEM algorithm and its implementation in S-ADAPT are described in detail in the S-ADAPT manuals (12, 19) . The MC-PEM algorithm is particularly amenable to efficient parallelization, since the expectation step (E-step) contains the multidimensional integration for each subject and requires the vast majority of computation time, especially for complex models. Therefore, EM algorithms are well suited to solve mechanistic models on parallelized computer clusters and super-computers. There are no literature reports of a systematic evaluation of the performance and robustness of parametric EM algorithms for large numbers of random model parameters.
The primary hypothesis is that the importance sampling version of the MC-PEM algorithm is robust and efficient for estimation of basic and complex mechanistic models. The first objective was to systematically evaluate bias, precision, and robustness of an importance sampling version of the MC-PEM algorithm. Secondly, we sought to qualify the default estimator settings implemented in the SADAPT-TRAN 1 preprocessing tool.
MATERIALS AND METHODS
The following features of the MC-PEM algorithm were systematically evaluated: (1) ability to optimize parameter estimates in an intermediate and high-dimensional parameter space, (2) robustness toward poor initial estimates, (3) performance for estimation of mechanistic models with rich or sparse data, and (4) parallelization efficiency for basic and complex models. These features were evaluated using basic and complex mechanistic models and the default estimation settings in SADAPT-TRAN (see companion paper for a description of SADAPT-TRAN).
Simulations. The time course of plasma concentrations and effect profiles were simulated for 1,000 patients each for three doses of 500, 2,000, or 8,000 mg given as a 30-min infusion at 0, 24, and 48 h (Figs. 1 and 2) using Berkeley Madonna (Version 8.3.14, University of California). All models were simulated using a major diagonal variancecovariance (var-cov) matrix. The pharmacokinetic (PK) model contained a parallel first-order and mixed-order elimination. The Beal M3 method (39) was implemented for PK and pharmacodynamic (PD) variables as described in the S-ADAPT manual (12) .
Effect profiles from eight indirect response models and one direct effect model (Table I, Fig. 1 ) were simulated. The full model contained 14 differential equations, 45 random (P type) parameters with a population mean and estimated BSV, and 20 residual error variances (V type parameters). To evaluate models with a high-dimensional parameter space, 30 raw datasets with frequent sampling were randomly created: blood samples were obtained at 0. 25 Then 30 datasets with randomly selected sparse samples were created. Each patient had a blood sample for PK measurements at 0.5 h and at six times randomly chosen from the following list: 1.5, 5, 12, 24, 48, 49, 60, 72, 84, or 96 h. For indirect response models 1-4 and the direct effect model, effects were observed at 0 h and at two randomly drawn time points for each patient. For precursor indirect response models, effects were observed at 0 h and at three randomly drawn time points for each patient. Sampling times for PD observations were randomly selected from the following list: 1.5, 5, 12, 24, 29, 48, 72, 96, 120, or 168 h.
Parameterization of Precursor Indirect Response Models. To make the precursor indirect response models with inhibition or stimulation of input of precursor uniquely identifiable (parts 7 and 9 in Table I ), we estimated the half-life of loss from the response compartment as well as the difference between halflife of loss from the precursor and half-life of loss from the response compartment. This choice of parameterization must be manually specified by the user in the SADAPT-TRAN model code (Fig. 3 , part $OUTPUT_GLB). Similar to a flip-flop situation for a linear one-compartment model with first order absorption, this parameterization guarantees that the half-life of loss from the response compartment is faster than the half-life of loss from the precursor compartment for every patient. This parameterization was employed both during simulation and estimation. This choice also tended to improve the estimability of IC50, SC50, Imax and Smax for the other two precursor indirect response models (parts 8 and 10 in Table I ).
Estimation. For the bootstrap analysis, all models were estimated using the true model structure, true parameter variability model with a major diagonal var-cov matrix, and true additive plus proportional residual error model for every dependent variable. In a side analysis, a model with a full varcov matrix was estimated to evaluate the increase in estimation time relative to a model with major diagonal var-cov matrix.
The importance sampling MC-PEM algorithm (pmethod= 4 in S-ADAPT) was employed. During each iteration, this method started with 100 random samples (NPOP=100 was chosen in S-ADAPT) to obtain initial estimates for a maximum a posteriori (MAP) Bayesian analysis for each subject. After the MAP Bayesian step, the envelope function was centered at the MAP Bayesian solution and 1,000 Monte Carlo samples (NPOPC=1,000, Table II) were randomly drawn to obtain each subject's conditional means and conditional var-cov matrix. A multivariate normal envelope function was used which is the default in S-ADAPT. While the MAP Bayesian step is not a part of the core EM algorithm, this step helps to place the envelope function at a good position for each subject.
The envelope function was allowed to cover an increased search area by setting gefficiency to 0.6 (Table II) to cover potentially more extreme parameter values. This setting causes S-ADAPT to "waste" approximately 40% of the Monte Carlo samples during each iteration. To efficiently adjust the search area covered by the envelope function, S-ADAPT was allowed to multiply the envelope function by up to a factor of 20 in either direction (gamma_min=0.05 and gamma_max=20 setting in S-ADAPT; Table II) .
The conditional means and conditional var-cov matrices were deleted after every 15th iteration (ndelpar=15 in S-ADAPT) to prevent S-ADAPT from getting stuck in local minima. Standard errors were computed using the default poperr_type=8 setting in S-ADAPT which uses the full second-order derivative matrix for error assessment (see S-ADAPT technical guide, appendix D, for details (19) ).
All estimation settings not described here were kept at the default values in S-ADAPT. The estimation settings described above present the default settings for SADAPT-TRAN that were to be qualified for estimation of mechanistic models in the present analysis. These settings are summarized under RUN_SETTINGS in Table II. All estimations were performed on six dual central processing unit (CPU) servers hosting a total of 12 Intel® Xeon® X5570 quad core CPUs connected by a standard 1 GBit Ethernet network. The hyper-threading functionality of these CPUs was used and all estimations were run in Table I ; doses were given at 0, 24, and 48 h) different worker nodes. As estimation times for computation on the master node were very consistent (within 3%), two independent replicates were run for cases (a) and (b). Estimation times for cases (c) and (d) are based on at least six independent analyses using different datasets, unless stated otherwise.
Calculation of Bias and Imprecision. The 30 bootstrap datasets yielded 30 estimates for each of the 45 structural model parameters and their BSV as well as for the 20 residual error parameters. The ratio of the individual parameter estimates to the true parameter value was calculated for each replicate and the bias was denoted as a deviation of the average ratio from the ideal value 1.0. Imprecision is described as the standard deviation of the 30 ratios for the estimated to true parameter value.
RESULTS
Bias and Precision of Population Means. The 30 bootstrap replicates of the full model with frequent sampling ("rich data") showed average ratios of estimated divided by true population means between 0.9 and 1.13 for 41 of 45 (91%) population means indicating a bias of 13% or less (Table III and its summary by parameter type in Table IV ). The standard deviation of this ratio was 0.25 or less for 43 of 45 (96%) population mean parameter estimates of the full model ( Fig. 1 ) suggesting good precision (Table III) . These results apply to an estimation scenario with initial estimates being set to 0.1 or 10 times the true values. Virtually identical (±1% for 43 of 45 population means) bias and precision were obtained for the full model with frequent sampling, if initial estimates were set to 0.5 or two times instead of 0.1 or 10 times the true values (results not shown). Therefore, initial estimates for all further testing were set to 0.1 or 10 times the true value.
Performance for Low-and High-Dimensional Parameter Spaces. The importance sampling MC-PEM algorithm for models with a lower dimensional parameter space was evaluated via estimation of models with 15 random parameters as opposed to 45 random parameters for the full model. Individual model parts are listed in Table I . The full estimation problem was split into five separate problems and the model parts were grouped as follows: (a) parts 1, 2, and 7, (b) parts 1, 3, and 8, (c) parts 1, 4, and 9, (d) parts 1, 5, and 10, or (e) parts 1 and 6.
Thirty bootstrap replicates with the same data as for the full model were estimated for the five sets of separate models (i.e., 150 bootstrap runs with 48 subjects each in total). Bias and precision (Table III) for all model parameters were very similar for estimation of the full model compared to estimation of the five separate models suggesting that the importance sampling MC-PEM algorithm performed similarly well in a 15-and 45-dimensional parameter space for datasets with frequent sampling.
When data with sparse sampling were used for estimation of the full model, average ratios of estimated divided by true parameter values ranged from 0.7 to 1.3 for 39 of 45 (87%) population means (Tables III and V) . The standard deviation of this ratio across 30 bootstrap replicates was 0.45 or less for 40 of 45 (89%) population means (Table III) . As expected, ratios of estimated to true parameter values were more variable for sparse compared to frequently sampled datasets.
Bias and Precision for Between Subject Variability and Residual Error. The average ratios of between-subject variance estimates for the scenarios with frequent sampling ranged from 0.75 to 1.25 for 35 of 45 (78%) parameters. As expected, the estimates for BSV were less precise for datasets with sparse sampling and 48 subjects.
Bias and precision for proportional residual error was reasonable and (slightly) better for models with frequent compared to sparse sampling (Table III) . As the true additive (Fig. 2) , it was expected that estimates for the additive residual error terms were less precise. Robust Choice of Initial Estimates. There was no termination of any run in this simulation-estimation study due to numerical instability or any other reason. Relative standard errors were successfully computed for all models by S-ADAPT using the default Poperr_type=8 option. The following choice for initial estimates was found robust for the MC-PEM algorithm. Elimination clearance was set to small values and volumes of distribution to large values to prevent negligible 
predicted concentrations during the first iteration(s). Distribution clearance was set to large values to preserve the beta half-life of the two-compartment model. For PD parameters, baselines, turnover half-lives, and concentrations associated with 50% of maximal effect were set to large values. Maximum extents of inhibition or of stimulation were set to small values. This choice assured that a stimulated rate constant of loss, for example, would not take very large values (e.g., rate constants in excess of 500 h
−1
). In our experience, this improved the numerical stability of the differential equation solver for estimation via the MC-PEM algorithm.
Variance Burn Phase. All variance terms (and residual error terms) were set to large initial estimates to cover a wide search space. A variance burn period (see companion manuscript for details) of 30 iterations with variances of 1 for lognormally distributed parameters and variances of 4 for logistically transformed parameters was used. The initial estimate for all logistically transformed parameters was set to a mean of 0.01 on transformed scale (equivalent to about 0.50 on untransformed scale). An initial variance of 4 on transformed scale assured that S-ADAPT searched virtually the entire range of possible values during the first 30 iterations for logistically transformed parameters such as Imax. The variance burn phase is primarily intended to obtain better initial estimates for the population means using a very wide search space for all or for selected model parameters. As the variance burn phase is switched off after a certain number of iterations, the MC-PEM algorithm can proceed as usual and provide maximum likelihood estimates.
This variance burn phase allows one to perform an initial search from an overview perspective and during this phase the algorithm can improve the initial population means. After iteration 30, the estimator can shrink the large initial variances as needed and focus on the specific portion of the parameter space that contains the maximum likelihood solution. To some degree, the variance burn phase is comparable to the burn-in phase of a full Bayesian analysis.
The present analysis contained a variance burn phase with 30 iterations. For datasets with frequent sampling, 150 iterations (in total) were used, and 200 iterations were used for datasets with sparse sampling. Visual inspection of convergence plots showed that this number of iterations yielded stable estimates for population means and for essentially all cases also for variances.
Shorter Estimation Time via Parallelization. Estimation of the full model with frequent sampling took approximately 129 h for estimation on a single CPU core (in hyper-threaded mode). Parallelized estimation on eight CPU threads in hyperthreaded mode on the same server took approximately 18.7 h. Therefore, parallelization accelerated the estimation 6.9-fold (18.7 vs. 129 h) for eight vs. one thread(s) (86% efficiency) without the limitation of data transfer through the network. External scripts like the commands in the finish.txt file can be included via a "?" sign PNAME parameter name, PMEAN initial mean, PCOV initial variance, PTYPE parameter type (P mean with variability, V residual error parameter), PBLOCK number of block in the variance covariance matrix, PTRANSF parameter transformation type (L log-normal, O logistic, N normal), PLOW lower bound of logistically transformed variable (default=0), upper bound of logistically transformed variable (default=1), VARINI initial variance during the variance burn phase, VARBURN number of iterations of the variance burn phase, COVARIATES none for this model, RUN_SETTINGS estimation settings that are called once at the beginning of the estimation (please see S-ADAPT manual for explanation of variables), RUN_COMMANDS sequence of commands to be executed by the S-ADAPT command window Parallelization over the network took 20.4 h on eight CPU threads. This yields a 6.3-fold acceleration for eight vs. one thread(s) (79% efficiency). Therefore, transfer of files through the network for each iteration slowed down the estimation by approximately 9% (20.4 vs. 18.7 h). For parallelization on 48 threads through the network, estimation took 5.5 h. This presents an approximately 23-fold acceleration for 48 vs. 1 thread(s) (49% efficiency). For this case, each thread had to calculate the expectation step of one subject in the 48 subject datasets. As the expectation step for one subject took roughly the same time as distributing 48 jobs through the network, parallelization on 48 threads was less efficient.
Estimation of a model with a full var-cov matrix took 7.2 h on 48 threads parallelized through the network (estimation time based on three replicates). This model contained 990 estimated covariances for the 45 random model parameters. Therefore, estimation of the full model with a full var-cov matrix increased estimation times by 30% (7.2 vs. 5.5 h) compared to a model with major diagonal var-cov matrix.
DISCUSSION
During the last 30 years, the field of PK/PD modeling has grown continuously and has become increasingly valuable to describe, predict and understand biological systems. The availability of more powerful estimation algorithms, software packages, and computers enabled scientists to incorporate more sophisticated mechanisms in PK/PD models for clinical and experimental studies (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) (31) (32) (33) (34) (35) (36) (37) (38) . Whenever true biological variability between individuals is present and significant, population PK/PD modeling is a powerful concept to describe and predict the behavior of such systems.
Several studies ( ) yielded valuable insights into the performance and robustness of various estimation algorithms for nonlinear mixed-effects modeling of common population PK or population PK/PD models. Most of these studies focused on models with up to moderate complexity, one or two dependent variables, and typically less than 10 structural model parameters with BSV. Therefore, these results may not be directly applicable to mechanistic modeling of complex models with multiple dependent variables, complex differential equations, and a high dimensional space of random model parameters.
Only a few studies (48, 49) evaluated the estimability of model parameters for mechanistic models by using a pooled fitting approach. As systematic simulation estimation studies Separate models "rich data"
Full model "sparse data" for mechanistic models using nonlinear mixed-effects modeling were not available in the literature, we systematically assessed the performance of population PK/PD modeling algorithms for models with increased complexity. Due to a lack of performance data on nonlinear mixedeffects modeling algorithms for complex mechanistic models, one may ask whether parameters for such complex systems can be estimated with small bias and good precision. The "curse of dimensionality" prevents the direct application of the NPEM algorithm, since computation of 10 45 or even 3 45 grid points per patient during the first iteration for a model with 45 random parameters is computationally not feasible. Mechanistic models usually need to be specified as a set of nonlinear differential equations which require long computation times. Therefore, a highly parallelizable importance sampling version of the MC-PEM algorithm was systematically evaluated for complex mechanistic models using the robust and efficient differential equation solver (50) implemented in the ADAPT/S-ADAPT package (12, 51) . The MC-PEM algorithm contains a parallelizable E-step that usually requires >99% of the computation time (<1% of time required for the maximization step). Gradient search algorithms such as the FOCE method can also be parallelized; however, to our knowledge the fraction of the computations of the FOCE method that can be parallelized (and therefore accelerated) is notably less than 99%. Among the parametric EM algorithms (1) (2) (3) (4) (5) (6) 13, 15, 19, 52, 53) , the MC-PEM method requires the fewest number of iterations (often 80-300, depending on the model complexity and data), since the MC-PEM algorithm spends most of its computation time on exploring potential parameter values for each subject per iteration. The MC-PEM algorithm typically uses 1,000-3,000 random samples per subject and iteration for the multidimensional integration to compute the conditional means and conditional var-cov matrices.
We sought to explore the applicability of the MC-PEM algorithm for mechanistic models up to a complexity that may become relevant in the not too distant future and evaluated both the MC-PEM algorithm in S-ADAPT and the standard settings of the SADAPT-TRAN package. A rather low number of 1,000 random samples per subject and iteration (NPOPC=1,000 in S-ADAPT) yielded unbiased and fairly precise estimates for population means and BSV for datasets with frequent sampling (Tables III and IV) despite integration in a 45-dimensional parameter space. Estimates were largely unbiased and reasonably precise for sparse data, but not as good as for frequent sampling (Tables III and V) . With only 48 subjects per dataset estimates for BSV terms were less precise but still reasonable for sparse sampling. Evaluation of the bias and precision for sparse data is useful for mechanistic modeling to solve biomedical problems.
For complex models, the importance sampling MC-PEM method with the MAP step during each iteration (pmethod=4 in S-ADAPT; method IMPMAP in NONMEM® 7) was more robust than the importance sampling MC-PEM method (pmethod=8 in S-ADAPT) which employs the MAP step only after the first iteration and then every 15th iteration (depending on the ndelpar setting), for example. Premature termination of estimation with the latter method occurred more often for real data and could not be addressed by increasing the number of Monte Carlo samples to 10,000 (NPOPC) for pmethod 8. In our experience, the MAP Bayesian step at the beginning of each iteration of pmethod 4 improves the robustness of this algorithm, since it assures that the envelope function used to calculate the conditional means and conditional var-cov matrix for every subject is placed at an informative position.
There is an interesting similarity between the importance sampling MC-PEM algorithm as applied here and the NPAG algorithm by Leary et al. rather coarse grid (depending on the model complexity) over the entire space of potential parameter values (10) . In subsequent iterations, the NPAG algorithm employs an adaptive grid strategy by randomly spreading out new daughter points located around the best support points from the previous iteration. The adaptive grid provides a refined resolution compared to the original grid and thus seeks to optimize the parameter values by sampling at more informative positions. This aspect of the NPAG algorithm shares notable similarity with the importance sampling MC-PEM method.
The NPEM and NPAG algorithm use discrete support points to characterize the BSV. Each support point is a set of model parameter values and an associated non-zero probability. The implementation of the NPEM and NPAG algorithm in the MM-USCPACK (7-10) assumes that the residual error is normally distributed for calculation of the loglikelihood. However, the distribution of support points can take any shape (i.e., the BSV is described by a nonparametric distribution). The NPAG algorithm can estimate the residual error variance in a separate step at the end of each iteration of the population analysis.
A potential limitation of the present bootstrap analysis is the relatively low number of 30 replicates per scenario. These replicates yielded very similar results for the means and medians for frequent sampling and reasonably consistent means and medians for sparse data. Only the standard deviation is reported as a measure of dispersion, as reporting of 90% confidence intervals would require several hundred bootstrap replicates. Nevertheless, it could be shown that computation of a complex mechanistic PK/PD model with 48 subjects, 10 dependent variables, 45 population means, 45 BSV terms, and 20 residual error parameters was robust and feasible. One benefit of EM algorithms is that estimation time and robustness is only slightly affected by the complexity of the var-cov matrix. Estimation of a model with full var-cov matrix including 990 covariances was only 30% slower than estimation of the final model with major diagonal var-cov matrix.
The MC-PEM algorithm always yielded standard errors and had no numerical problems for any estimation in this study. This makes the importance sampling MC-PEM method an ideal algorithm to efficiently obtain robust initial estimates for subsequent estimation of mechanistic models via other population methods such as NPAG, stochastic approximation expectation maximization, or a full Bayesian approach via Markov Chain Monte Carlo (4). We propose to derive an initial density matrix for the NPAG algorithm by the importance sampling MC-PEM method in order to support estimation of complex mechanistic models by nonparametric population algorithms.
CONCLUSION
The importance sampling version of the MC-PEM algorithm (pmethod=4 in S-ADAPT) yielded unbiased and adequately precise estimates for a complex mechanistic model with 10 dependent variables, 45 parameter means, and 45 BSV terms for datasets with frequent or sparse sampling despite poor initial estimates (0.1-or 10-fold the true value). One thousand Monte Carlo samples centered on the individual MAP estimates during each iteration yielded precise estimates despite integration in a 45-dimensional space of random parameters. This simulation estimation study qualified the default settings of the SADAPT-TRAN package for estimation of mechanistic models. The excellent robustness and efficient parallelizability suggest that mechanistic modeling of complex biological systems with variability is feasible and efficient via the importance sampling MC-PEM algorithm.
