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Abstract
In this paper we prove the Lp-boundedness of some Marcinkiewicz integral operators along surfaces of
revolution. Some size conditions implying the Lp(Rn+1) boundedness of these operators for some fixed
1 < p < ∞ are obtained.
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1. Introduction
Let Rn, n  2, be the n-dimensional Euclidean space and Sn−1 be the unit sphere in Rn
equipped with normalized Lebesgue measure dσ = dσ(·). Let Γφ = {(y,φ(|y|)): y ∈ Rn} be
the surface of revolution generated by a continuous function φ : [0,∞) → R. For nonzero points
x ∈ Rn, we denote x′ = x/|x|. Let Ω be a homogeneous function of degree zero on Rn and
satisfy Ω ∈ L1(Sn−1) and∫
Sn−1
Ω(x′) dσ (x′) = 0. (1.1)
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μΩ,φ(f )(x, xn+1) =
( ∞∫
0
∣∣Fφ,t (x, xn+1)∣∣2 dt
t3
)1/2
,
where
Fφ,t (x, xn+1) =
∫
|y|t
Ω(y′)
|y|n−1 f
(
x − y, xn+1 − φ(|y|)
)
dy, (1.2)
and (x, xn+1) ∈ Rn × R = Rn+1.
The study of the operators of this type was inspired by Stein and Wainger’s report (see [14] for
more background information). The corresponding singular integrals along surfaces of revolution
have been studied quite extensively (see [2,9–11], etc.). For Marcinkiewicz integral operator
μΩ,φ , Ding et al. [3] proved that μΩ,φ is bounded on Lp(Rn+1) provided that Ω ∈ H 1(Sn−1),
the Hardy space on the sphere, and the maximal operator along the curve s → (s,φ(s)),
Mφ(g)(u, v) = sup
k∈Z
2−k
2k+1∫
2k
∣∣g(u − s, v − φ(s)∣∣ds
is bounded on Lp(R2) for 1 < p < ∞. Subsequently, Fan and Sato [6] gave an improvement of
the above result.
The purpose of this paper is to investigate the Lp(Rn+1) boundedness of μΩ,φ provided
Ω ∈ Gα(Sn−1), α > 0. Here Gα(Sn−1) is the set of Ω in Sn−1 satisfying
sup
ξ ′∈Sn−1
∫
Sn−1
∣∣Ω(y′)∣∣(log 1|〈ξ ′, y′〉|
)α
dσ(y′) < ∞. (1.3)
Condition (1.3) for α > 1 was introduced by Grafakos and Stefanov [7] in the study of Lp
bounds for Calderón–Zygmund singular integral operator. Here we extend the range of α to the
case α > 0. Clearly, for α1 > α2 > 0, Gα1(Sn−1) ⊂ Gα2(Sn−1), which is a proper inclusion. And
the examples in [7] show that ⋃α>1 Gα(Sn−1) is not included in H 1(Sn−1) and the latter is not
included in
⋂
α>1 Gα(S
n−1). Recently, Ding and Pan [4] obtained the following two results.
Theorem A. Suppose that φ ∈ C1([0,∞)), φ′ is convex and increasing. If φ′(0) = 0 and Ω ∈
Gα(S
n−1) for some α > 1, then μΩ,φ is bounded on Lp(Rn+1) for 2α/(2α − 1) < p < 2α. And
when n = 2, the condition φ′(0) = 0 can be removed.
Theorem B. Suppose that φ is a polynomial and φ′(0) = 0. If Ω ∈ Gα(Sn−1) for some α > 1,
then μΩ,φ is bounded on Lp(Rn+1) for 2α/(2α − 1) < p < 2α. And when n = 2, the condition
φ′(0) = 0 can be removed. Moreover, the bounds on the operator norm are independent of the
coefficients of φ.
On the other hand, let
μ(f )(x) =
( ∞∫ ∣∣Ft(x)∣∣2t−3 dt)1/20
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Ft(x) =
∫
|y|t
|y|1−nΩ(y′)f (x − y)dy.
Then, using Plancherel’s theorem, one can obtain the following result.
Theorem 1. Suppose that Ω ∈ G1/2(Sn−1) and satisfies (1.1). Then μ is bounded on L2(Rn).
Although it is unknown to us whether Ω ∈ G1/2(Sn−1) implies Lp-boundedness of μ for
some p 	= 2, it is natural to ask whether the range of α in Theorems A and B can be extend.
Motivated by Hu et al. work [8] on the multiple Marcinkiewicz integral, we shall establish the
following main theorems.
Theorem 2. Suppose that φ ∈ C1([0,∞)), φ′ is convex and increasing. Assume also that Ω ∈
Gα(S
n−1) for some α > 1/2, and satisfies (1.1).
(i) If n = 2, then μΩ,φ is bounded on Lp(R3) for p ∈ (1 + 1/(2α),1 + 2α).
(ii) If n 3 and φ′(0) = 0, then μΩ,φ is bounded on Lp(Rn+1) for
p ∈ (1 + 1/(2α),1 + 2α).
Theorem 3. Suppose that φ(s) =∑ml=0 alsl is a real polynomial on R. Assume also that Ω ∈
Gα(S
n−1) for some α > 1/2, and satisfies (1.1).
(i) If n = 2, then μΩ,φ is bounded on Lp(R3) for p ∈ (1 + 1/(2α),1 + 2α).
(ii) If n 3 and φ′(0) = 0, then μΩ,φ is bounded on Lp(Rn+1) for
p ∈ (1 + 1/(2α),1 + 2α).
Moreover, in both (i) and (ii), the operator norm bounds are independent of the coefficients of φ.
Remark 1.1. Comparing with Theorems A and B, the range of α is extended to the case α > 1/2.
Since Gα1(Sn−1) ⊂ Gα2(Sn−1) (α1 > α2 > 0), which is a proper inclusion, our theorems essen-
tially improve the corresponding results in Theorems A and B. It should also be pointed out that
the range of p in our theorems for α > 1 is strictly wider than that in Theorems A and B.
This paper is organized as follows. In Section 2 we shall prove Theorem 1 and establish some
preliminary lemmas. The proofs of Theorems 2 and 3 will be given in Section 3. Finally, we shall
give an application of Theorems 2 and 3 in Section 4. We would like to remark that the main
method employed in this paper is a combination of ideas and arguments from [2,5,7,8], among
others. One of the main ingredients of our proofs is to give a Littlewood–Paley type dominated
operator of μΩ,φ together with two norm inequalities on the Littlewood–Paley type operator (see
μ˜Ω,φ and Proposition 3.1), which is the key leading to the improvement of the results in [4].
Throughout the rest of the paper, the letter C will stand for a positive constant not necessarily
the same one at each occurrence but is independent of the essential variables.
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Proof of Theorem 1. By Plancherel’s theorem and Fubini’s theorem, we have
‖μ‖22 =
∫
Rn
∞∫
0
∣∣Ft(x)∣∣2 dt
t3
dx =
∞∫
0
∫
Rn
∣∣t̂−1Ft(ξ)∣∣2 dξ dt
t
=
∞∫
0
∫
Rn
∣∣σˆt (ξ)∣∣2 dξ dt
t
=
∫
Rn
[ ∞∫
0
∣∣σˆt (ξ)∣∣2 dt
t
]∣∣fˆ (ξ)∣∣2 dξ,
where
σˆt (ξ) = 1
t
∫
|y|t
Ω(y′)
|y|n−1 e
−2πi〈ξ,y〉 dy.
Thus, to prove Theorem 1, it suffices to show that
∞∫
0
∣∣σˆt (ξ)∣∣2 dt
t
< ∞
holds uniformly for all ξ ∈ Rn.
Note that σˆt (ξ) = σˆ1(tξ), we can write
∞∫
0
∣∣σˆt (ξ)∣∣2 dt
t
=
∞∫
0
∣∣σˆ1(tξ)∣∣2 dt
t
=
∞∫
0
∣∣σˆ1(tξ ′)∣∣2 dt
t
=
1∫
0
∣∣σˆ1(tξ ′)∣∣2 dt
t
+
∞∫
1
∣∣σˆ1(tξ ′)∣∣2 dt
t
:= I1 + I2.
For I1, by the vanishing property (1.1), we have
I1 =
1∫
0
∣∣∣∣ ∫
|y|1
Ω(y′)
|y|n−1 e
−2πit〈ξ ′,y〉 dy
∣∣∣∣2 dtt
=
1∫
0
∣∣∣∣∣
1∫
0
∫
Sn−1
Ω(y′)
[
e−2πirt〈ξ ′,y′〉 − 1]dσ(y′) dr∣∣∣∣∣
2
dt
t
 C‖Ω‖L1(Sn−1),
where C is independent of ξ ∈ Rn.
To estimate I2, given t ∈ [0,1] and ξ ∈ Sn−1, we denote
E1 =
{
y′ ∈ Sn−1: ∣∣〈ξ ′, y′〉∣∣ t1/2}, E2 = {y′ ∈ Sn−1: ∣∣〈ξ ′, y′〉∣∣< t1/2}.
Then
I2 =
∞∫ ∣∣∣∣ ∫ Ω(y′)|y|n−1 e−2πit〈ξ,y〉 dy
∣∣∣∣2 dtt =
∞∫ ∣∣∣∣∣
1∫ ∫
n−1
Ω(y′)e−2πirt〈ξ ′,y′〉 dσ(y′) dr
∣∣∣∣∣
2
dt
t
1 |y|1 1 0 S
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∞∫
1
∣∣∣∣ ∫
E1
Ω(y′)J (ξ ′, y′, t) dσ (y′)
∣∣∣∣2 dtt +
∞∫
1
∣∣∣∣ ∫
E2
Ω(y′)J (ξ ′, y′, t) dσ (y′)
∣∣∣∣2 dtt
:= I21 + I22,
where J (ξ ′, y′, t) = ∫ 10 e−2πirt〈ξ ′,y′〉 dr .
By Minkowski’s inequality, we have
I21 =
∞∫
1
∣∣∣∣ ∫
Sn−1
∣∣Ω(y′)∣∣χE1(y′)J (ξ ′, y′, t) dσ (y′)∣∣∣∣2 dtt

{ ∫
Sn−1
∣∣Ω(y′)∣∣( ∞∫
1
χE1(y
′)
∣∣J (ξ ′, y′, t)∣∣2 dt
t
)1/2
dσ(y′)
}2

{ ∫
Sn−1
∣∣Ω(y′)∣∣(
∣∣ξ ′·y′∣∣−2∫
1
dt
t
)1/2
dσ(y′)
}2
= 2
{ ∫
Sn−1
∣∣Ω(y′)∣∣(log 1|〈ξ ′, y′〉|
)1/2
dσ(y′)
}2
 C.
For I22, notice that |J (ξ ′, y′, t)| C min{1, (t |〈ξ ′, y′〉|)−1}, we have∣∣J (ξ ′, y′, t)∣∣ C(t∣∣〈ξ ′, y′〉∣∣)−1/2.
Thus
I22 
∞∫
1
∣∣∣∣ ∫
Sn−1
Ω(y′)χE2(y′)J (ξ ′, y′, t) dσ (y′)
∣∣∣∣2 dtt
 C
{ ∫
Sn−1
∣∣Ω(y′)∣∣( ∞∫
1
χE2(y
′)
(
t
∣∣〈ξ ′, y′〉∣∣)−1/2 dt
t
)1/2
dσ(y′)
}2
 C
{ ∫
Sn−1
∣∣Ω(y′)∣∣( ∞∫
1
1
t3/2
dt
)1/2
dσ(y′)
}2
 C‖Ω‖2
L1(Sn−1).
This proves Theorem 1. 
Next let us give some notations and establish some preliminary lemmas. Given φ(r) and Ω ,
we define the measures {σj,t } and {λj,t } on Rn+1 by
σˆj,t (ξ, ξn+1) = 12j t
∫
2j−1t|y|<2j t
|y|1−nΩ(y′)e−i[〈y′,ξ〉+φ(|y|)ξn+1] dy,
λˆj,t (ξ, ξn+1) = 12j t
∫
j−1 j
|y|1−n∣∣Ω(y′)∣∣e−i[〈y′,ξ〉+φ(|y|)ξn+1] dy
2 t|y|<2 t
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σ ∗f (x) = sup
j∈Z
sup
t>0
∣∣λj,t ∗ f (x, xn+1)∣∣.
Then we have
t−1Fφ,t (x, xn+1) =
0∑
j=−∞
2j σj,t ∗ f (x, xn+1). (2.1)
It is easy to see that ‖σˆj,t‖∞  C uniformly for j and t .
Lemma 2.1. Let φ(r) be as in Theorem 2 or 3. Then for each y′ = (y′1, y′2, . . . , y′n) ∈ Sn−1, the
maximal operator
My′(f )(x, xn+1) = sup
r>0
r−1
r∫
0
∣∣f (x1 − sy′1, x2 − sy′2, . . . , xn − sy′n, xn+1 − φ(s))∣∣ds
is bounded on Lp(Rn+1) for 1 < p ∞ with a bound independent of y′, and, the latter, the
coefficients of φ.
The proof of Lemma 2.1 follows from [5, Corollary 5.3] if φ(r) is as in Theorem 2, or follows
from [12, Proposition 1, p. 477] if φ(r) is as in Theorem 3.
The following two lemmas are a consequence of Lemma 2.1.
Lemma 2.2. Let Ω ∈ L1(Sn−1) and φ be as in Theorem 2 or 3. Then the maximal operator
MΩ,φ(f )(x, xn+1) = sup
r>0
r−n
∫
|y|<r
∣∣Ω(y′)∣∣∣∣f (x − y, xn+1 − φ(|y|))∣∣dy
is bounded on Lp(Rn+1) for all 1 < p ∞. The bound is independent of the coefficients of φ
when φ is the latter.
Proof. Since
MΩ,φ(f )(x, xn+1)
= sup
r>0
r−n
r∫
0
∫
Sn−1
∣∣Ω(y′)∣∣∣∣f (x1 − sy′1, . . . , xn − sy′n, xn+1 − φ(s))∣∣dσ(y′)sn−1 ds

∫
Sn−1
∣∣Ω(y′)∣∣(sup
r>0
1
r
r∫
0
∣∣f (x1 − sy′1, . . . , xn − sy′n, xn+1 − φ(s))∣∣ds
)
dσ(y′)
=
∫
Sn−1
∣∣Ω(y′)∣∣My′(f )(x, xn+1) dσ (y′),
by Lemma 2.1, we get
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Sn−1
∥∥My′(f )∥∥Lp(Rn+1)∣∣Ω(y′)∣∣dσ(y′)
C‖Ω‖L1(Sn−1)‖f ‖Lp(Rn+1),
where C is independent the coefficients of φ when φ is a polynomial. This completes the proof
of Lemma 2.2. 
Lemma 2.3. Let φ be the same as in Theorem 2 or 3 and let 1 < p < ∞. If Ω ∈ L1(Sn−1), then∥∥σ ∗(f )∥∥
p
 C‖f ‖p for any f ∈ Lp
(
Rn+1
)
,
where C is independent of the coefficients of φ when φ is a polynomial.
The lemma follows by the arguments which are similar to those in the proof of Lemma 2.2,
we can prove this lemma. We omit the details.
Applying Lemma 2.3, we can obtain the following lemma.
Lemma 2.4. For t ∈ [1,2] and arbitrary functions {gj }j∈Z,∥∥∥∥(∑
j∈Z
|σj,t ∗ gj |2
)1/2∥∥∥∥
p0
 C
∥∥∥∥(∑
j∈Z
|gj |2
)1/2∥∥∥∥
p0
, 1 < p0 < ∞,
where C is independent of the coefficients of φ, provided φ is a polynomial.
The proof of Lemma 2.4 is a minor modification of [5, Lemma, p. 544]. Here the details are
omitted.
Lemma 2.5. [5] Let φ : [0,∞) → R be a C1 function such that φ′ is convex and increasing and
satisfies φ′(0) = 0. Then there exists a C > 0 such that∣∣∣∣∣
b∫
1
ei[2j ar+ηφ(2j r)] dr
∣∣∣∣∣ C∣∣2j a∣∣−1/2
holds for all b 1, a,η ∈ R, and j ∈ Z.
Lemma 2.6. Let t > 0, j ∈ Z, and φ be given as in Theorem 2. If Ω ∈ Gα(Sn−1) for α > 1/2,
and satisfies (1.1), then
(i) |σˆj,t (ξ, ξn+1)| C|2j tξ |, for all ξ ∈ Rn;
(ii) |σˆj,t (ξ, ξn+1)| C(log |2j tξ |)−α , if |2j tξ | > 22α .
Proof. (i) follows from (1.1). To prove (ii), we write
σˆj,t (ξ) =
∫
Sn−1
Ω(y′)
[ 2∫
1
e−i[2j tr|ξ |〈y′,ξ ′〉+φ(2j tr)ξn+1] dr
]
dσ(y′)
=
∫
n−1
Ω(y′)
[ 2∫
e−i[2j tr|ξ |(〈y′,ξ ′〉+φ′(0)ξn+1|ξ |−1)+(φ(2j tr)−φ′(0)2j tr)ξn+1] dr
]
dσ(y′).S 1
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C
(
2j t |ξ |∣∣〈ξ ′, y′〉 + φ′(0)|ξ |−1ξn+1∣∣)−1/2.
Let δ = min{|φ′(0)ξn+1||ξ |−1,2} sgn(φ′(0)ξn+1). By combining the preceding inequality with
the trivial estimate∣∣∣∣∣
2∫
1
e−i[2j tr|ξ |〈y′,ξ ′〉+φ(2j tr)ξn+1] dr
∣∣∣∣∣ 1,
we have∣∣∣∣∣
2∫
1
e−i[2j tr|ξ |〈y′,ξ ′〉+φ(2j tr)ξn+1] dr
∣∣∣∣∣ C min
{
1,
(
22α|〈ξ ′, y′〉 + δ|−1
|2j tξ |
)1/2}
.
Since t/ loga t is increasing in (2a,+∞) for any a > 0, we can deduce that for α > 1/2,∣∣∣∣∣
2∫
1
e−i[2j tr|ξ |〈y′,ξ ′〉+φ(2j tr)ξn+1] dr
∣∣∣∣∣ C logα(22α|〈ξ ′, y′〉 + δ|−1)logα |2j tξ | if ∣∣2j tξ ∣∣> 22α.
Therefore, when n 3, by the additional assumption φ′(0) = 0, we get
∣∣σˆj,t (ξ, ξn+1)∣∣ C(log∣∣2j tξ ∣∣)−α ∫
Sn−1
∣∣Ω(y′)∣∣(log 22α|〈ξ ′, y′〉|
)α
dσ(y′)
 C
(
log
∣∣2j tξ ∣∣)−α if ∣∣2j tξ ∣∣> 22α.
When n = 2, by the arguments similar to those in [2, pp. 167, 168], we may assume that δ > 0 and
set δ′ = min{δ,1}. Let θ = arcsin(δ′), and let e+, e− denote the vectors obtained by rotating ξ ′
by angles θ and −θ , respectively. Then there is a constant c0 ∈ (0,1) such that∣∣〈ξ ′, y′〉 + δ∣∣ c0 min{∣∣〈e+, y′〉∣∣2, ∣∣〈e−, y′〉∣∣2}
for y′ ∈ S1. Thus∣∣σˆj,t (ξ, ξn+1)∣∣ C(log∣∣2j tξ ∣∣)−α
also holds when n = 2 and |2j tξ | > 22α (without the additional assumption φ′(0) = 0). This
completes the proof of Lemma 2.6. 
Remark 2.1. In the proof of Lemma 2.6 and next Lemma 2.8, we do not use the condition
φ′(0) = 0 in the case n = 2. In this case (1.3) implies that
sup
ξ ′∈Sn−1,δ∈R
∫
Sn−1
∣∣Ω(y′)∣∣(log 1|〈ξ ′, y′〉 + δ|
)α
dσ(y′) < ∞.
However, this is no longer true when n 3 (see [2, p. 168] for the example).
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[0,1]n
eiu(y) dy
∣∣∣∣ Cd,n( ∑
0<|β|d
|bβ |
)−1/d
.
Moreover, Cd,1  Cd for an absolute constant C.
By Lemma 2.7 and the arguments similar to those in the proof of Lemma 2.6, we have
Lemma 2.8. Let j ∈ Z, and φ(s) =∑ml=0 alsl be the same as in Theorem 3. If Ω ∈ Gα(Sn−1),
α > 1/2, and satisfies (1.1), then
(i) |σˆj,t (ξ, ξn+1)| C|2j tξ |, for all ξ ∈ Rn;
(ii) |σˆj,t (ξ, ξn+1)| C log−α |2j tξ |, if |2j tξ | > 2mα .
Moreover, in both (i) and (ii), the constants C are independent of the coefficients of φ.
3. Proofs of main theorems
Let ψ ∈ C∞0 (Rn) such that 0ψ  1, supp(ψ) ⊆ (1/4,4), and
∞∑
j=−∞
[
ψ
(
2j r
)]≡ 1 (3.1)
for r > 0. For each k ∈ Z, define the multiplier operator Sk in Rn+1 by
Ŝkf (ξ, ξn+1) = ψk
(|ξ |)fˆ (ξ, ξn+1),
where ψk(r) = ψ(2kr).
At first, let us consider the mapping G defined by
G :{gt;j,k(x, xn+1)}j,k∈Z → {∑
k∈Z
(Sj−kgt;j,k)(x, xn+1)
}
j∈Z
. (3.2)
Then, we have the following proposition.
Proposition 3.1.
(i) For 1 < p < 2 and 1 < q < p,∥∥∥∥∥
(∑
j∈Z
2∫
1
∣∣∣∣∑
k∈Z
Sj−kgt;j,k(·,·)
∣∣∣∣2 dt
)1/2∥∥∥∥∥
q
p
 C
∑
k∈Z
∥∥∥∥∥
(∑
j∈Z
2∫
1
∣∣gt;j,k(·,·)∣∣2 dt
)1/2∥∥∥∥∥
q
p
,
(3.3)
that is, G is bounded from lq(Lp(Rn+1)(L2([1,2])(l2))) to Lp(Rn+1)(L2([1,2])(l2)).
(ii) For 2 < p < ∞ and 1 < q < p′ = p/(p − 1),
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(∑
j∈Z
2∫
1
∣∣∣∣∑
k∈Z
Sj−kgt;j,k(·,·)
∣∣∣∣2 dt
)1/2∥∥∥∥∥
q
p
 C
∑
k∈Z
( 2∫
1
∥∥∥∥(∑
j∈Z
∣∣gt;j,k(·,·)∣∣2)1/2∥∥∥∥2
p
dt
)q/2
, (3.4)
that is, G is bounded from lq(L2([1,2])(Lp(Rn+1)(l2))) to Lp(Rn+1)(L2([1,2])(l2)).
Proof. By Plancherel’s theorem, we have
∥∥∥∥∥
(∑
j∈Z
2∫
1
∣∣∣∣∑
k∈Z
Sj−kgt;j,k(·,·)
∣∣∣∣2 dt
)1/2∥∥∥∥∥
2
2
=
∑
j∈Z
2∫
1
∫
Rn+1
∑
k∈Z
Sj−kgt;j,k(x, xn+1)
∑
l∈Z
Sj−lgt;j,l(x, xn+1) dx dxn+1 dt
=
∑
j∈Z
∑
k,l∈Z
2∫
1
∫
Rn+1
ψj−k(ξ)gˆt;j,k(ξ, ξn+1)ψj−l (ξ )gˆt;j,l(ξ, ξn+1) dξ dξn+1 dt
=
∑
j∈Z
∑
k∈Z
∑
|k−l|2
2∫
1
∫
Rn+1
ψj−k(ξ)gˆt;j,k(ξ, ξn+1)ψj−l (ξ )gˆt;j,l(ξ, ξn+1) dξ dξn+1 dt.
And for each fixed j ∈ Z,
∣∣∣∣∣∑
k∈Z
∑
|k−l|2
2∫
1
∫
Rn+1
ψj−k(ξ)gˆt;j,k(ξ, ξn+1)ψj−l (ξ )gˆt;j,l(ξ, ξn+1) dξ dξn+1 dt
∣∣∣∣∣

∑
k∈Z
∑
|k−l|2
2∫
1
∫
Rn+1
∣∣gˆt;j,k(ξ, ξn+1)∣∣∣∣gˆt;j,l(ξ, ξn+1)∣∣dξ dξn+1 dt
 C
∑
k∈Z
2∫
1
∫
Rn+1
∣∣gˆt;j,k(ξ, ξn+1)∣∣2 dξ dξn+1 dt.
Hence,∥∥∥∥∥
(∑
j∈Z
2∫
1
∣∣∣∣∑
k∈Z
Sj−kgt;j,k(·,·)
∣∣∣∣2 dt
)1/2∥∥∥∥∥
2
2
 C
∑
k∈Z
∥∥∥∥∥
(∑
j∈Z
2∫
1
∣∣gt;j,k(·,·)∣∣2 dt
)1/2∥∥∥∥∥
2
2
. (3.5)
Also, by Minkowski’s inequality we have
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(∑
j∈Z
2∫
1
∣∣∣∣∑
k∈Z
Sj−kgt;j,k(·,·)
∣∣∣∣2 dt
)1/2∥∥∥∥∥
p
C
∑
k∈Z
∥∥∥∥∥
(∑
j∈Z
2∫
1
∣∣Sj−kgt;j,k(·,·)∣∣2 dt
)1/2∥∥∥∥∥
p
(3.6)
for 1 < p < ∞. Note that for each fixed k ∈ Z and any functions {ht;j }j∈Z,∥∥∥sup
j∈Z
sup
t∈[1,2]
∣∣Sj−kht;j (·,·)∣∣∥∥∥
p0

∥∥∥sup
j∈Z
sup
t∈[1,2]
∣∣ht;j (·,·)∣∣∥∥∥
p0
, 1 < p0 < ∞,
and ∥∥∥∥∥∑
j∈Z
2∫
1
∣∣Sj−kht;j (·,·)∣∣dt
∥∥∥∥∥
1
 C
∥∥∥∥∥∑
j∈Z
2∫
1
∣∣ht;j (·,·)∣∣dt
∥∥∥∥∥
1
.
Then for any p ∈ (1,2), chose p0 ∈ (1,∞) such that 1/p = 1/2 + 1/(2p0), a standard interpo-
lation argument yields∥∥∥∥∥
(∑
j∈Z
2∫
1
∣∣Sj−kht;j (·,·)∣∣2 dt
)1/2∥∥∥∥∥
p
C
∥∥∥∥∥
(∑
j∈Z
2∫
1
∣∣ht;j (·,·)∣∣2 dt
)1/2∥∥∥∥∥
p
, 1 < p < 2.
This together with the inequality (3.6) implies that, for 1 < p < 2,∥∥∥∥∥
(∑
j∈Z
2∫
1
∣∣∣∣∑
k∈Z
Sj−kgt;j,k(·,·)
∣∣∣∣2 dt
)1/2∥∥∥∥∥
p
 C
∑
k∈Z
∥∥∥∥∥
(∑
j∈Z
2∫
1
∣∣gt;j,k(·,·)∣∣2 dt
)1/2∥∥∥∥∥
p
. (3.7)
By interpolating between (3.5) and (3.7), we obtain (3.3). (i) is proved.
It remains to prove (ii). By Minkowski’s inequality and the Littlewood–Paley theory (see [13,
Chapter 4]), we have∥∥∥∥∥
(∑
j∈Z
2∫
1
∣∣Sj−kgt;j,k(·,·)∣∣2 dt
)1/2∥∥∥∥∥
2
p

2∫
1
∥∥∥∥(∑
j∈Z
∣∣Sj−kgt;j,k(·,·)∣∣2)1/2∥∥∥∥2
p
dt
 C
2∫
1
∥∥∥∥(∑
j∈Z
∣∣gt;j,k(·,·)∣∣2)1/2∥∥∥∥2
p
dt, 2 < p < ∞,
which via (3.6) implies that for 2 < p < ∞,∥∥∥∥∥
(∑
j∈Z
2∫
1
∣∣∣∣∑
k∈Z
Sj−kgt;j,k(·,·)
∣∣∣∣2 dt
)1/2∥∥∥∥∥
p
C
∑
k∈Z
( 2∫ ∥∥∥∥∥
(∑
j∈Z
∣∣gt;j,k(·,·)∣∣2)1/2
∥∥∥∥∥
2
p
dt
)1/2
. (3.8)1
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for 2 < p < ∞. Also, we know from (3.5) that G maps l2(L2([1,2])(L2(Rn+1)(l2))) into
L2(Rn+1)(L2([1,2])(l2)), i.e.,∥∥∥∥∥
(∑
j∈Z
2∫
1
∣∣∣∣∑
k∈Z
Sj−kgt;j,k(·,·)
∣∣∣∣2 dt
)1/2∥∥∥∥∥
2
2
 C
∑
k∈Z
2∫
1
∥∥∥∥(∑
j∈Z
∣∣gt;j,k(·,·)∣∣2)1/2∥∥∥∥2
2
dt. (3.9)
(3.4) is established by interpolating between (3.8) and (3.9). This completes the proof of the
proposition. 
Next we turn to prove our theorems. Let φ be as in Theorem 2 or 3. By (2.1) and Minkowski’s
inequality, we have
μΩ,φ(f )(x, xn+1) =
( ∞∫
0
∣∣∣∣∣
0∑
j=−∞
2j σj,t ∗ f (x, xn+1)
∣∣∣∣∣
2
dt
t
)1/2

0∑
j=−∞
2j
( ∞∫
0
∣∣σj,t ∗ f (x, xn+1)∣∣2 dt
t
)1/2
=
0∑
j=−∞
2j
( ∞∫
0
∣∣σ0,t ∗ f (x, xn+1)∣∣2 dt
t
)1/2
= 2
( 2∫
1
∑
j∈Z
∣∣σj,t ∗ f (x, xn+1)∣∣2 dt
t
)1/2
 2
( 2∫
1
∑
j∈Z
∣∣σj,t ∗ f (x, xn+1)∣∣2 dt)1/2.
Therefore, to prove our theorems, it suffices to consider the Lp(Rn+1) boundedness of the oper-
ator μ˜Ω,φ defined by
μ˜Ω,φ(f )(x, xn+1) =
( 2∫
1
∑
j∈Z
∣∣σj,t ∗ f (x, xn+1)∣∣2 dt)1/2.
By (3.1), we can write
μ˜Ω,φ(f )(x, xn+1) =
(∑
j∈Z
2∫
1
∣∣∣∣∑
k∈Z
Sj−k(σj,t ∗ Sj−kf )(x, xn+1)
∣∣∣∣2 dt
)1/2
.
Now we give the proofs of our theorems as follows.
Proof of Theorem 2. As we discussed above, to prove Theorem 2, it suffices to prove the
Lp(Rn+1) boundedness for μ˜Ω,φ . We consider the following two cases.
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∥∥μ˜Ω,φ(f )∥∥qp  C∑
k∈Z
∥∥∥∥∥
(∑
j∈Z
2∫
1
∣∣σj,t ∗ (Sj−kf )(·,·)∣∣2 dt)1/2
∥∥∥∥∥
q
p
, 1 < q < p.
For each fixed k ∈ Z, set
Ikf (x, xn+1) =
(∑
j∈Z
2∫
1
∣∣σj,t ∗ Sj−kf (x, xn+1)∣∣2 dt)1/2.
Then ∥∥μ˜Ω,φ(f )∥∥qp  C∑
k∈Z
‖Ikf ‖qp, 1 < q < p. (3.10)
By Lemma 2.2, it is easy to see that for any functions {hj (x, xn+1)}j∈Z,∥∥∥sup
j∈Z
sup
t∈[1,2]
∣∣σj,t ∗ hj (·,·)∣∣∥∥∥
p0
 C
∥∥∥MΩ,φ(sup
j∈Z
∣∣hj (·,·)∣∣)∥∥∥
p
 C
∥∥∥sup
j∈Z
∣∣hj (·,·)∣∣∥∥∥
p0
, 1 < p0 < ∞
and that∥∥∥∥∥
2∫
1
∑
j∈Z
∣∣σj,t ∗ hj (·,·)∣∣dt
∥∥∥∥∥
1
 C
∥∥∥∥∑
j∈Z
∣∣hj (·,·)∣∣∥∥∥∥
1
.
Thus by interpolation,∥∥∥∥∥
( 2∫
1
∑
j∈Z
∣∣σj,t ∗ hj (·,·)∣∣2 dt)1/2
∥∥∥∥∥
p
 C
∥∥∥∥(∑
j∈Z
∣∣hj (·,·)∣∣2)1/2∥∥∥∥
p
, 1 < p < 2. (3.11)
This inequality with the Littlewood–Paley theory implies
‖Ikf ‖p  C
∥∥∥∥(∑
j∈Z
|Sj−kf |2
)1/2∥∥∥∥
p
 C‖f ‖p, 1 < p < 2. (3.12)
On the other hand, by Plancherel’s theorem, we have
‖Ikf ‖22 =
2∫
1
∑
j∈Z
∫
Rn
∣∣fˆ (ξ, ξn+1)∣∣2∣∣ψj−k(ξ)∣∣2∣∣σˆj,t (ξ, ξn+1)∣∣2 dξ dξn+1 dt
 C
2∫
1
∑
j∈Z
∫
Ej−k
∣∣fˆ (ξ, ξn+1)∣∣2∣∣σˆj,t (ξ, ξn+1)∣∣2 dξ dξn+1 dt,
where Ej−k = {(ξ, ξn+1) ∈ Rn+1: 2k−j−2  |ξ | 2k−j+2, ξn+1 ∈ R}.
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‖Ikf ‖22  C
2∫
1
∑
j∈Z
∫
Ej−k
log−2α
∣∣2j tξ ∣∣∣∣fˆ (ξ, ξn+1)α∣∣2 dξ dξn+1 dt  Ck−2α‖f ‖22. (3.13)
Using interpolation between (3.12) and (3.13), it is easy to see that if 1 < p < 2, then there exists
ε ∈ (2/(2α + 1),1) such that
‖Ikf ‖p  Ck−εα‖f ‖p, k > 2(α + 1). (3.14)
Similarly, by using Lemma 2.6(i), we can get that, for 1 < p < 2 and k  0, there exists a
θ > 0 such that
‖Ikf ‖p  C2kθ‖f ‖p. (3.15)
And for fixed p, 1 + 1/(2α) < p < 2, we can choose 1 < q < p such that qεα > 1. Therefore,
taking into account inequalities (3.12), (3.14) and (3.15), we obtain∑
k∈Z
‖Ikf ‖qp  C
∑
k>2(α+1)
k−qεα‖f ‖qp + C
∑
1k2([α]+1)
‖f ‖qp + C
∑
k0
2qθk‖f ‖qp
 C‖f ‖qp,
which implies∥∥μ˜Ω,φ(f )∥∥p C‖f ‖p, 1 + 1/(2α) < p < 2.
Case 2. 2 < p < 1 + 2α. For each fixed k ∈ Z, let
Jt,kf (x, xn+1) =
(∑
j∈Z
∣∣σj,t ∗ (Sj−kf )(x, xn+1)∣∣2)1/2.
Then it follows from (3.4) that, for 2 < p < ∞ and any 1 < q < p′ = p/(p − 1),
‖μ˜Ω,φf ‖qp  C
∑
k∈Z
( 2∫
1
‖Jt,kf ‖2p dt
)q/2
. (3.16)
Invoking Lemma 2.4 and the Littlewood–Paley theory, we have
‖Jt,kf ‖p0  C
∥∥∥∥(∑
j∈Z
∣∣σj,t ∗ (Sj−kf )(·,·)∣∣2)1/2∥∥∥∥
p0
 C
∥∥∥∥(∑
j∈Z
∣∣Sj−kf (·,·)∣∣2)1/2∥∥∥∥
p0
 C‖f ‖p0, 1 < p0 < ∞. (3.17)
On the other hand, by Plancherel’s theorem it follows from Lemma 2.6 that, for t ∈ [1,2],
(i) if k  0, then
‖Jt,kf ‖2  C2k‖f ‖2; (3.18)
(ii) if k > 2(α + 1), then
‖Jt,kf ‖2  Ck−α‖f ‖2; (3.19)
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(3.17)–(3.19) show that for any 2 < p < ∞ and 2/(2α + 1) < ν < 1,
‖Jt,kf ‖p  C2νk‖f ‖p, if k  0; (3.20)
and
‖Jt,kf ‖p  Ck−να‖f ‖p, if k > 2(α + 1). (3.21)
For each fixed p ∈ (2,1 + 2α), we can choose q ∈ (1,p′) and ν ∈ (2/(2α + 1),1) such that
qνα > 1. Therefore, we obtain the desire estimate in the light of inequalities (3.16), (3.17),
(3.20) and (3.21). This completes the proof of Theorem 2. 
Proof of Theorem 3. Theorem 3 can be proved by using the arguments similar to those in
the proof of Theorem 2. Only one thing must be modified: one uses Lemma 2.8 instead of
Lemma 2.6. We omit the details. 
4. Additional results
As applications of Theorems 2 and 3, we shall establish a theorem on the Marcinkiewicz
integral operators related to the area integral and the Littlewood–Paley g∗λ-function in this section.
Let Fφ,t be as in (1.2). Write x¯ = (x, xn+1), u¯ = (u,un+1) ∈ Rn+1. We define the operators μφ,S
and μ∗φ,λ in Rn+1 by
μφ,S(f )(x¯) =
( ∫
Γ (x¯)
∣∣Fφ,t (u¯)∣∣2 1
tn+4
du¯ dt
)1/2
, (4.1)
where Γ (x¯) = {(u¯, t) ∈ Rn+1 × R+: |x¯ − u¯| < t}, and
μ∗φ,λ(f )(x¯) =
(∫ ∫
Rn+1×R+
(
t
t + |x¯ − u¯|
)(n+1)λ∣∣Fφ,t (u¯)∣∣2 1
tn+4
du¯ dt
)1/2
(4.2)
for λ > 1.
Our results can be formulated as follows.
Theorem 4. Let φ be the same as in Theorem 2 or 3. Then under the assumptions of Theorem 2
or 3, we have∥∥μ∗φ,λ(f )∥∥Lp(Rn+1)  C‖f ‖Lp(Rn+1) and ∥∥μφ,S(f )∥∥Lp(Rn+1) C‖f ‖Lp(Rn+1)
for 2 p < 1 + 2α. Here C are independent of the coefficients of φ when φ is a polynomial.
The proof of Theorem 4 is based on the fact that
μφ,S(f )(x¯) 2(n+1)λμ∗φ,λ(f )(x¯) (4.3)
and the following lemma.
826 H. Wu / J. Math. Anal. Appl. 321 (2006) 811–827Lemma 4.1. Let λ > 1. Then there is a constant Cλ,n > 0 such that for any nonnegative and
locally integrable function g,∫
Rn+1
(
μ∗φ,λ(f )(x¯)
)2
g(x¯) dx¯  Cλ,n
∫
Rn+1
(
μΩ,φ(f )(x¯)
)2
(Mg)(x¯) dx¯,
where M denotes the usual Hardy–Littlewood maximal operator on Rn+1.
Proof. By definition, we have∫
Rn+1
(
μ∗φ,λ(f )(x¯)
)2
g(x¯) dx¯
=
∫
Rn+1
[∫ ∫
Rn+1×R+
(
t
t + |x¯ − u¯|
)(n+1)λ∣∣Fφ,t (u¯)∣∣2 1
tn+4
du¯ dt
]
g(x¯) dx¯

∫
Rn+1
∞∫
0
∣∣Fφ,t (u¯)∣∣2[ sup
t>0
∫
Rn+1
(
t
t + |x¯ − u¯|
)(n+1)λ
g(x¯)
1
tn+1
dx¯
]
1
t3
dt du¯.
And
sup
t>0
∫
Rn+1
(
t
t + |x¯ − u¯|
)(n+1)λ
g(x¯)
1
tn+1
dx¯
= sup
t>0
{ ∫
|x¯−u¯|t
+
∞∑
j=1
∫
2j−1t<|x¯−u¯|2j t
}(
t
t + |x¯ − u¯|
)(n+1)λ
g(x¯)
1
tn+1
dx¯
 sup
t>0
1
tn+1
∫
|x¯−u¯|t
g(x¯) dx¯ + sup
t>0
∞∑
j=1
1
tn+1
∫
|x¯−u¯|2j t
1
2(j−1)(n+1)λ
g(x¯) dx¯
 (Mg)(u¯) +
∞∑
j=1
2(n+1)λ
2j (n+1)(λ−1)
sup
t>0
1
(2j t)n+1
∫
|x¯−u¯|2j t
g(x¯) dx¯
 Cλ,n(Mg)(u¯), λ > 1.
This implies Lemma 4.1. 
Proof of Theorem 4. For 2 p < 1 + 2α, by the duality we have∥∥μ∗φ,λ(f )∥∥2Lp(Rn+1) = [ ∫
Rn+1
(
μ∗φ,λ(f )(x¯)2
)p/2
dx¯
]2/p
= sup
g
∣∣∣∣ ∫
Rn+1
(
μ∗φ,λ(f )(x¯)
)2
g(x¯) dx¯
∣∣∣∣,
where the supremum is taken over all g(x¯) satisfying ‖g‖
L(p/2)′ (Rn+1)  1. Invoking Lemma 4.1,
Theorem 2 or 3, Hölder’s inequality, and the Lq (1 < q = (p/2)′ ∞) boundedness of M , we
get
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Lq (Rn+1)1
∫
Rn+1
(
μΩ,φ(f )(x¯)
)2
(Mg)(x¯) dx¯
 C
(
sup
‖g‖
Lq (Rn+1)1
∥∥(Mg)∥∥
Lq(Rn+1)
)∥∥μΩ,φ(f )∥∥2Lp(Rn+1)
 C‖f ‖2
Lp(Rn+1), 2 p < 1 + 2α.
This together with (4.3) leads to our desired estimates. Theorem 4 is proved. 
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