A convex combination of one-sample U-statistics was introduced by Toda and Yamato (2001) and its Edgeworth expansion was derived by Yamato et al. (2003) . We introduce a convex combination of two-sample U-statistics, which includes twosample U-statistic, V-statistic and limit of Bayes estimate. Its Edgeworth expansion is derived with remainder term o(N −1/2 ), under the condition that the kernel is nondegenerate. We give some examples of the expansion for three statistics, two-sample U-statistic, V-statistic and limit of Bayes estimate, based on some distributions.
Introduction
Let We assume that h(x 1 , . . . , x k 1 ; y 1 , . . . , y k 2 ) is symmetric with respect to x 1 , . . . , x k 1 and y 1 , . . . , y k 2 , respectively, and the integers k 1 and k 2 are the smallest integers satisfying (1.1). The function h is called the kernel of θ and (k 1 , k 2 ) is called the degree of h and/or θ.
Let X 1 , . . . , X n 1 and Y 1 , . . . , Y n 2 be two independent samples of sizes n 1 and n 2 from the distributions F and G, respectively. As estimators of θ, two-sample U-statistic and V-statistic are well-known. The two-sample U-statistic U n 1 ,n 2 is given by
where the summation (n 1 ,k 1 ) is taken over all possible i 1 , . . . , i k 1 satisfying 1 ≤ i 1 < · · · < i k 1 ≤ n 1 . The two-sample V-statistic V n 1 ,n 2 is given by
The followings are examples of θ(F, G): (i)
The kernel h(x, y) = x − y gives the parameter θ = E(X 1 ) − E(Y 1 ).
(ii) The kernel h(x, y) = 1 (x ≤ y) and = 0 (x > y) gives the parameter θ = P (X 1 ≤ Y 1 ). The corresponding U-statistic is related to the two-sample Wilcoxon (Mann-Whitney) rank sum statistic W by the relation W = n 1 n 2 U n 1 ,n 2 + n 2 (n 2 + 1)/2. (iii) The kernel h(x 1 , x 2 ; y 1 , y 2 ) = 1/3 (x 1 , x 2 < y 1 , y 2 or y 1 , y 2 < x 1 , x 2 ) and = −1/6 (otherwise) gives the parameter ∆ =
∞ −∞ [F (x) − G(x)] 2 d([F (x) + G(x)]/2), which is regarded as a distance between the two distributions F and G. (iv)
The kernel h(x 1 , x 2 ; y 1 , y 2 ) = 1 (|y 1 − y 2 | > |x 1 − x 2 |) and = 0 (otherwise) gives the parameter
The associated U-statistic appears in the testing problem of twosample scale by Lehmann (1951) . (v) The kernel h(x 1 , x 2 ; y 1 , y 2 ) = 1 (x 1 + x 2 < y 1 +y 2 ) and = 0 (otherwise) gives the parameter θ = P (X 1 +X 2 < Y 1 +Y 2 ), which is a measure of the difference in location considered by Hollander (1967) . (See, for example, Koroljuk and Borovskich (1994) , and Randles and Wolfe (1979) .) Yamato (1977) derives the Bayes estimate of θ using Dirichlet prior process of Ferguson (1973) , and gives the limit of Bayes estimate which is given by
where the summation
is taken over all nonnegative integers r 1 , . . . , r n 1 satisfying r 1 + · · · + r n 1 = k 1 . This statistic is abbreviated to LBstatistic.
All the above two-sample statistics U n 1 ,n 2 , V n 1 ,n 2 and B n 1 ,n 2 can be denoted by a convex combination of two-sample U-statistics. This convex combination Y n 1 ,n 2 is introduced in Section 2. In this paper, we put N = n 1 + n 2 and consider the asymptotic properties of statistics under the condition such that
where 0 < p < 1 is a constant. In Section 3, we give an asymptotic expansion of Y n 1 ,n 2 as N tends to ∞.
The two-sample U-statistic U n 1 ,n 2 has asymptotic normality (see, for example, Koroljuk and Borovskich (1994) , Lee (1990) , and Randles and Wolfe (1979) ). From this, it is shown that the two-sample Y-statistic Y n 1 ,n 2 has also the same asymptotic normality. To see the difference between asymptotic distributions of these two statistics, we need their Edgeworth expansion. The Edgeworth expansion of the two-sample U-statistic U n 1 ,n 2 was derived by Koroljuk and Borovskich (1994), and Maesono (1985) . We shall derive the Edgeworth expansion of Y n 1 ,n 2 in Section 4.
For the same parameter θ, Edgeworth expansion of Y n 1 ,n 2 depends on the weight function w. In Section 5, for 4 kernels we give examples of the expansion for the statistics V n 1 ,n 2 , S n 1 ,n 2 and B n 1 ,n 2 , based on some special distributions.
A convex combination of two-sample U-statistics
Let w(α 1 , . . . , α j ; k) be a nonnegative and symmetric function of positive integers α 1 , . . . , α j such that j = 1, . . . , k and α 1 + · · · + α j = k for a given integer k. We assume that at least one of w(α 1 , . . . , α j ; k)'s is positive. We put
where the summation + α 1 +···+α j =k is taken over all positive integers α 1 , . . . , α j satisfying α 1 + · · · + α j = k for j and k given.
For
. . , y j 2 ) be the kernel given by 
and
Definition 2.1. As an estimator of θ, a convex combination of twosample U-statistics is defined by
Since w's are nonnegative and at least one of them is positive, D(n, k) is positive.
If we choose the weight function w, the statistic Y n 1 ,n 2 is determined as an estimator of θ. For example, let w be the function given by
Let w be the function given by
is the Stirling number of the second kind. (For the Stirling numbers, see for example, Charalambides and Singh (1988) 
By the U-statistics U (j 1 ,j 2 ) n 1 ,n 2 associated with these kernels, the statistic Y n 1 ,n 2 is written as
which is equal to the two-sample V-statistic V n 1 ,n 2 given by (1.3) (see, Toda and Yamato (2001), p. 227-228) .
).
By the U-statistics U
n 1 ,n 2 associated with these kernels, the statistic Y n 1 ,n 2 is written as
which is equal to B n 1 ,n 2 given by (1.4) (see, Toda and Yamato (2001) , p. 227).
Let w be the function given by ).
(compare with Nomachi et al. (2002), p. 97-98) .
Asymptotic expansion of Y -statistic
If k 1 = 1 and k 2 = 1, then the statistic Y n 1 ,n 2 is equal to U n 1 ,n 2 . Therefore hereafter we assume that k 1 k 2 ≥ 2. We suppose d(k, k) > 0, which is equivalent to w(1, . . . , 1; k Nomachi et al. (2002) 
n 1 ,n 2 } 2 for j 1 = 1, . . . , k 1 and j 2 = 1, . . . , k 2 . Thus we have for
Then we have the following asymptotic expansion of the statistic Y n 1 ,n 2 . 
Proof. We note
and E[U
From (2.5), we can write
where
We evaluate I
(1)
n 1 ,n 2 , I
n 1 ,n 2 , b n 1 ,n 2 and R * n 1 ,n 2 as the followings (i), (ii), (iii) and (iv).
(i) From (3.1), we have
(ii) From (3.1) and (3.2), we have
By (3.5), we have
Similarly,
(iii) From (3.1) and (3.2), we have
Thus we get
Applying (3.9), (3.10), (3.11), (3.12) and (3.13) to (3.8), we get (3.6).
Edgeworth expansion
For the two-sample U-statistic U n 1 ,n 2 , √ N (U n 1 ,n 2 − θ) converges to Normal distribution N (0, σ 2 ) as N tends to ∞ (see, for example, Lee (1990), p. 141, and Randles and Wolfe (1979) , p. 92). Therefore by (3.6), √ N (Y n 1 ,n 2 − θ) converges to the same Normal distribution. To see the difference between asymptotic distributions of these two statistics, we shall derive the Edgeworth expansion of the statistic Y n 1 ,n 2 . We put as follows.
In this paper, we assume that δ 2 1,0 > 0 and δ 2 0,1 > 0. That is, we assume that the kernel h is non-degenerate. Next, we put
Then, we have the relation
Furthermore, we put
The right-hand side of η 2,N is due to Maesono (1985) . The last three expectations on the right-hand side are rewritten as follows:
We put
Let ϕ 1 and ϕ 2 be the characteristic functions of the random variables h (1,0) (X 1 ) and h (0,1) (Y 1 ), respectively. The following is the Edgeworth expansion of the two-sample U-statistic U n 1 ,n 2 by Koroljuk and Borovskich (1994) .
Lemma 4.1. (Koroljuk and Borovskich (1994) , Theorem 6.3.2) Suppose that the Cramer condition
and the moment condition
Before giving the Edgeworth expansion of the statistic Y n 1 ,n 2 , we show the relation between the two statistics U n 1 ,n 2 and Y n 1 ,n 2 . Proposition 4.2. Suppose that w(1, . . . , 1; k) > 0 and (3.4) is satisfied. Then
Proof. From (3.6), we have
where we use the relation
for any random variables W and ∆ (see Shorack (2000) , p. 261).
Since
using the relation (4.6), we have
we have
Thus by (4.5), (4.7) and (4.8), we get (4.4).
The Edgeworth expansion (4.3) of U n 1 ,n 2 is derived by standardising with its standard deviation σ N . Since σ N is not the standard deviation of the statistic Y n 1 ,n 2 , we shall standardise Y n 1 ,n 2 by using its asymptotic standard deviation σ * N and obtain the Edgeworth expansion of Y n 1 ,n 2 with the remainder term o(N −1/2 ) as follows. 
Thus by this relation and (4.4), we get
Thus by (4.11) and (4.12), we get (4.10).
Corollary 4.4. The difference between the Edgeworth expansions of the two-sample U-statistic U n 1 ,n 2 and the statistic Y n 1 ,n 2 is given by
Examples
The asymptotic expansion of (Y n 1 ,n 2 − θ)/σ N , Q * (x), depends on b (0) and η 2,N . For 4 kernels we shall give the values of b (0) and η 2,N about V n 1 ,n 2 , S n 1 ,n 2 and B n 1 ,n 2 , based on some special distributions.
(i) We consider the kernel
which gives the parameter θ = µ r − ν r , where µ = E(X 1 ) and ν = E(Y 1 ). We assume that X and Y are symmetric about µ and ν, respectively. Then we have
where δ r = r(r − 1)/2 for V n 1 ,n 2 and S n 1 ,n 2 , and δ r = r(r − 1) for B n 1 ,n 2 . Next we evaluate η 2,N . We have (ii) We consider the kernel given by h(x 1 , x 2 ; y 1 , y 2 ) = 1 (x 1 , x 2 < y 1 , y 2 or x 1 , x 2 > y 1 , y 2 ) 0 otherwise.
The corresponding parameter θ = Eh(X 1 , X 2 ; Y 1 , Y 2 ) is equal to 2∆ + 1/3, where ∆ is given by (iii) of Section 1. We consider the uniform distributions U (0, 1) and U (1/2, 3/2) as F and G, respectively. Then we have θ = 2 3 , θ (1,2) = 5 6 and θ (2,1) = 5 6 .
, where δ 2 = 1 for V n 1 ,n 2 and S n 1 ,n 2 , and δ 2 = 2 for B n 1 ,n 2 . For 0 < x 1 , x 2 < 1 and 1/2 < y 1 , y 2 < 3/2, we have 
