The main question of this paper is: What happens to sparse resultants under composition?
Introduction
Resultants are fundamental in solving systems of polynomial equations and thus have been extensively studied (cf. [Dix08] , [Mac16] , [Cay48] , [CKY89] , [Cha90] , [CMW95] , [GV91] , [Jou91] , [MC93] , [KS96] , [NW97] , [LS99] , [DD00] , [BEM00] ). Recently the research is focused on utilizing the sparsity structure of polynomials which are prevalent in almost all real life problems, yielding a generalized resultant, named the sparse resultant (cf. [PS93] , [EC95] , [GKZ94] , [CLO98] , [CDS98] , [Roj99a] ).
It turns out that in real life problems another structure occurs naturally, namely "composition". More precisely, the polynomials occurring in real life are often formed by composing many sparse polynomials iteratively. This is because large scale engineering systems are almost always designed by composing modular components hierarchically, naturally resulting in mathematical models involving composed polynomials. Thus we think that it is important to investigate how to utilize the inherent composition structure as well. In this regard a fundamental question is: What happens to sparse resultants under composition? That is, is the sparse resultant of composed polynomials in any way related to the (sparse) resultants of the component polynomials?
We give an answer for the case of homogeneous polynomials composed with unmixed homogeneous ‡ polynomials. In short, it states that the sparse resultant of composed polynomials is the product of certain powers of the (sparse) resultants of the component polynomials. This result can be viewed as a generalization of the work of Cheng, McKay and Wang (cf. [CMW95] ) where they answered the same question but for dense polynomials. This result can also be viewed as a generalization of the work of Gelfand, Kapranov and Zelevinsky (cf. Corollary 2.2 in Chapter 8 of [GKZ94] ) where they answered the same question but for linear polynomials composed with sparse polynomials.
Applying this result yields dramatic improvement in efficiency both in space and in time over computing without taking advantage of the composition structure (cf. Theorem 1).
The reader might wonder whether one can utilize composition structures for other fundamental operations. In fact, this has already been done for some operations. For examples, Gröbner bases, subresultants and Galois groups of certain ‡ One of the authors, Manfred Minimair, has investigated, as part of his PhD work, the same question but for a more general class of inputs, namely allowing mixed non homogeneous polynomials.
differential operators have been studied in [Hon97] , [Hon98] and [BS99] , resp., using various mathematical techniques. However, it seems that those techniques cannot be applied to the study of sparse resultants. Therefore in this paper we use mathematical methods that are essentially different from those.
We assume that the reader is familiar with the notions of dense (Macaulay) resultant of homogeneous polynomials, sparse resultant of inhomogeneous Laurent polynomials, mixed volume, normalized volume of Newton polytope. For their definitions see, for example, [CLO98] , [PS93] . There are different definitions of normalized volume in the literature. We follow the definition given in [PS93] . Further, we assume that the reader is familiar with the notions of arithmetic time and space complexity and Newton matrix. For their definitions see, for example, [vAHU83] and [EC95] . We also assume that the reader is familiar with the algorithms that are described in [EC95] and in [EP97] , for computing Newton matrices and sparse resultants.
Main result
Let f 1 , . . . , f n be homogeneous § sparse polynomials in the variables y 1 , . . . , y n with distinct symbolic coefficients of positive total degrees d 1 , . . . , d n and let g 1 , . . . , g n be homogeneous sparse Laurent polynomials in the variables x 1 , . . . , x n with distinct symbolic coefficients distinct from the coefficients of the f i 's.
¶ Let d max stand for the maximum of the d i 's.
We assume that the g j 's are unmixed, that is, all the g j 's have the same set B of supporting Laurent monomials. Let V Q stand for the volume of the Newton polytope Q of the g j 's and let Vol (Q) stand for the normalized volume of the Newton polytope Q, that is, Vol (Q) = V Q · (n − 1)!.
Further we assume that the dimension of the Newton polytope Q of the g j 's is n − 1 and that the exponents of the Laurent monomials of the g j 's affinely § In the literature sparse resultants and (normalized) volumes are defined for inhomogeneous (Laurent) polynomials. However, in this paper we will consider those for homogeneous (Laurent) polynomials, which are simply defined as those for (Laurent) polynomials dehomogenized with respect to some variable (compare Footnote † † in the proof of Lemma 16). It is easy to show that it does not matter with respect to which variable we dehomogenize. Hence they are well defined. We consider homogeneous (Laurent) polynomials because they allow us to formulate the main theorem in a very succinct way. With a little effort one can also derive a version of the main theorem for inhomogeneous (Laurent) polynomials. But the resulting expression is less elegant.
¶ In allowing the g j 's to be Laurent polynomials instead of polynomials (thus allowing negative exponents) we follow common practice. The purpose of this relaxation is mainly notational and does not essentially contribute to the problem.
We restrict the f i 's to be polynomials. This restrictions ensures that the f i • (g 1 , . . . , g n )'s are again Laurent polynomials.
For the sake of a simple presentation we also assume that all the (Laurent) polynomials have distinct symbolic coefficients. Obviously, the main result can be specialized to numeric coefficients after fixing appropriate sets of supporting monomials for all the (Laurent) polynomials involved.
span over Z the lattice of integer points of the hyperplane containing the Newton polytope Q. This is nothing but the homogenized version of the standard restrictions on sparse resultants (cf. [CLO98] ).
Let
. . , g n ) be the sparse homogeneous Laurent polynomial obtained from f i by replacing y j with g j and let C i denote its naturally induced support. Let Res d 1 ,...,dn (.) stand for dense (Macaulay) resultant, Res B (.) stand for unmixed sparse resultant and Res C 1 ,...,Cn (.) stand for mixed sparse resultant. Now we are ready to state the main theorem.
Theorem 1 (Main theorem): We have
Further, Table 1 shows by which factors the arithmetic complexities of the main tasks of sparse resultant computation (for details see Remark 2) are lower for the f i 's and for the g j 's than for the expanded composed Laurent polynomials
. . , g n ). 
Sparse resultant extraction: time space
Remark 2: In Table 1 we compare the arithmetic complexities of the main tasks, that is, "Newton matrix computation" and "sparse resultant extraction", for sparse resultant computation, as in [EP97] and [EP01] , for the f i 's, g j 's and the expanded composed Laurent polynomials f i • (g 1 , . . . , g n ). We chose the algorithms of [EP97] and [EP01] because they are efficient and their arithmetic complexities have been analyzed thoroughly. Next, we give brief descriptions of the algorithms of [EP97] and [EP01] and of certain assumptions used in the complexity analysis of Newton matrix computation. We start with Newton matrix computation. The algorithm for Newton matrix computation is a numeric algorithm. It has a subalgorithm that tests, up to a precision specified by the user, if certain matrices are invertible. Further, Emiris and Pan restrict the complexity analysis to certain families of systems of Laurent polynomials. In essence, they assume that the absolute value of the lowest and highest degree in each variable of these systems is dominated by the square of the number of columns of the Newton matrices generated by the algorithm. (It would be interesting to find out if the set of systems of equations can be partitioned into a finite number of families such that the systems in each family uniformly fulfill this assumption.) Obviously, we can add three systems of f i 's, g j 's and f i • (g 1 , . . . , g n )'s to any such family without violating this assumption. Further, Emiris and Pan conjecture in [EP97] and [EP01] that the number of rows of any Newton matrix generated by the algorithm is bounded by some constant multiple of the total degree of the corresponding sparse resultant. This assumption is used only in the analysis of the time complexity.
Next we consider sparse resultant extraction. The algorithm, a variant of the so-called division method, extracts the sparse resultant from a suitable (cf. [EP97] and [EP01] ) list of maximal minors of Newton matrices. It is a numeric Las Vegas algorithm (for details see [EP97] and [EP01] ). and similarly for C 2 and C 3 . The Newton polytope Q of the g j 's is shown in 
Further, the main theorem states the factors of Table 2 for the improved complexities of the main tasks of sparse resultant computation. Table 2 : Approximate factors by which the arithmetic complexities of main tasks of sparse resultant computation are lower for the f i 's and for the g j 's than for the
Newton matrix computation: time space
Even this simple example illustrates that the use of the main theorem provides a dramatic improvement of efficiency (see Table 2 ). If one tries to compute the sparse resultant of the composed Laurent polynomials without using the main theorem, then one will first have to expand the composed Laurent polynomials into distributive representation and then compute their sparse resultant. It is expected that computing the sparse resultant of the expanded Laurent polynomials takes a very long time. Moreover the output is expected to be enormous in size (see the huge exponents) and therefore it is expected that using the output in further computations will be difficult. However, using the main theorem we do not have to expand the composed input. We only need to compute the (sparse) resultants of the smaller component polynomials, which can be done much more efficiently (cf. Table 1 ), calculate the exponents and keep the final output in the compact factored form. Note that we do not have to compute the exponent Vol (Q) separately because current algorithms for sparse resultant computation would calculate the mixed volume of n−1 copies of Q, i.e. Vol (Q), along the way, i.e. we get Vol (Q) as a byproduct of the computation without additional effort. Further, note that Table 1 contains ratios of arithmetic complexities, which do not consider the coefficient blow up of computations in exact arithmetic. It is expected that, under consideration of the coefficient blow up, the decrease of complexity will be of much higher order than the decrease stated in Table 1 .
Remark 4: At first sight it may be surprising that the formula of Theorem 1 contains the dense resultant Res d 1 ,...,dn (f 1 , . . . , f n ) of the f i 's instead of their sparse resultant. The reader will find the detailed explanation for this phenomenon in the proof of Theorem 1. In short: The composed polynomial f i • (g 1 , . . . , g n ) has the same support as F i • (g 1 , . . . , g n ), where F i is a dense homogeneous polynomial of the same total degree as f i . Thus the f i 's must be viewed as dense which introduces the dense resultant in Theorem 1.
Proof of the main theorem
Before going into the details of the proof we describe its main structure. In the first four lemmas we will derive a "skeleton" of the main theorem, involving some unknown coefficients and exponents, when the f i 's are restricted to be dense. In the following three lemmas we will determine the unknown coefficients and exponents. Finally, we will allow the f i 's to be sparse, proving the main theorem. The dependency of all these lemmas is shown in Figure 2 .
Before listing the lemmas, we fix some notations.
Notation 5: Let h be a (sparse) homogeneous (Laurent) polynomial with distinct symbolic coefficients. Then H is the dense completion of h, that is, the dense homogeneous polynomial with the same total degree as h with distinct symbolic coefficients. Now, we fix how to denote certain leading forms of (Laurent) polynomials.
Notation 7: Let p be any (Laurent) polynomial in the variables x 1 , . . . , x n with numeric or symbolic coefficients, let ω be a vector in Z n and let E be a set of monomials in x 1 , . . . , x n . The leading form of p with respect to ω and E, written as p ω E , is the maximal part of p whose Newton polytope lies in the face, with ω being an inner normal vector, of the Newton polytope naturally generated by the exponents in E.
Example 8: Let
Figure 3 shows a triangle, the Newton polytope of p, inscribed into a rectangle, the Newton polytope generated by the exponents in E. Observe that the leading form of p with respect to ω and the support of p is 8 x 1 . However the leading form of p with respect to ω and E, written as p ω E , is 0.
Finally, we fix a notation for the support sets of the dense homogeneous polynomial F i , the dense completion of the sparse homogeneous polynomial f i , composed with the sparse homogeneous polynomials g j .
Notation 9: Let D i be the set of naturally induced supporting Laurent monomials of F i • (g 1 , . . . , g n ).
Now we are ready to state and prove lemmas. In essence the next lemma is the so-called "vanishing theorem for resultants" stated by Rojas in [Roj99a] A triangle, the Newton polytope of p, inscribed into a rectangle, the Newton polytope generated by exponents in E in different language. The vanishing theorem tells us when exactly the mixed sparse resultant vanishes (cf. also [CLO98] for unmixed sparse resultants). Rojas presents the theorem using the language of toric varieties (cf. [CLO98] ) and divisors (cf. [Ful98] ). However, for this paper a different presentation is more suitable. Thus we give a lemma expressed in a different formalism. Let h 1 , . . . , h n be homogeneous Laurent polynomials in the variables x 1 , . . . , x n with supports E 1 , . . . , E n and with distinct symbolic coefficients. Again we make the usual assumption ( [CLO98] ) that the dimension of the Newton polytopes of the h i 's is n − 1.
Lemma 10: For all specializations, with complex numbers, of the coefficients of the h j 's, we have Res E 1 ,...,En (h 1 , . . . , h n ) = 0 iff there is a vector ω such that the leading forms h
Proof: We assume that the reader is familiar with the notions of cycle (cf. [Ful98] ), glueing, scheme, spectrum and coordinate ring (cf. [Sha94a] , [Sha94b] ) and toric
n denote dehomogenizations of the unspecialized h 1 , . . . , h n , without loss of generality, with respect to x n with supports E d 1 , . . . , E d n . For the rest of the proof we specialize the coefficients of the h j 's with some arbitrary but fixed complex numbers. Note that for the proof it is crucial that we have fixed some specializations of the coefficients. The "vanishing theorem for resultants" ([Roj99a]) tells us that
. . , R n ) stands for the underlying scheme of a certain cycle (cf. [Roj99a] ) and R j stands for the Newton polytope naturally generated by E d j . For a precise definition of the operator D see [Roj99a] and [Roj99b] . Rojas represents the scheme Roj99a] , Lemma 5.1, and [Roj99b] , Lemma 3 ) by the standard glueing of certain affine schemes lying in the usual affine pieces (cf. [Ful93] ) that cover the toric variety constructed from the polytope R 1 + · · · + R n . Following Rojas and Fulton using slightly simplified notation, these affine pieces and affine schemes can be constructed as follows. Let v 1 , . . . , v l be the vertices of the polytope R 1 + · · · + R n and let σ ∨ i be σ i − v i , where σ i denotes the inner cone of the polytope R 1 + · · · + R n formed by the supporting hyperplanes of R 1 + · · · + R n that pass through v i . Then an affine piece U i of the toric variety is given as the points of the spectrum of the ring C [σ
. It can be shown (cf. [Ful93] ) that the toric variety constructed from the polytope R 1 + · · · + R n is isomorphic to an appropriate glueing of U 1 , . . . , U l . Further, let w (i) j denote the vertex of R j with the same inner normal vector as v i . Such vertices exist because the Minkowski sum R 1 +· · ·+R n is compatible with each R j (cf. [Roj99a] ). Then, according to [Roj99a] , Lemma 5.1, and [Roj99b] , Lemma 3, on U i the scheme
Now fix U i and let p ∈ U i be a point such that x −w
Then the coordinates of p and their power products (cf. [Ful93] , the proposition on p. 54) are x e = ξ e , for e ∈ (τ ∨ i ∩ Z n−1 ) \ {0} and for some ξ ∈ (C\ {0}) n−1 and x e = 0, for e / ∈ (τ
, . . . , x n−1 is replaced by ξ 1 , . . . , ξ n−1 .
Therefore and vice versa, the leading forms h
n−1 . It is easy to see that these leading forms can be obtained by dehomogenizing, with respect to x n , certain leading forms, with respect to the same vector, of h 1 , . . . , h n . Thus and vice versa, these appropriate leading forms of h 1 , . . . , h n have a common zero in (C\ {0})
n . 2
Rojas also shows how to canonically represent this scheme on the intersection of these affine pieces, but this is not needed in the proof.
Next we would like to understand how the leading forms of composed Laurent polynomials are related to the leading forms of the component (Laurent) polynomials. At first it seems that there is no meaningful relationship at all. In fact, it is well known that the shapes of Newton polytopes are very unstable under elementary operations like unions, Minkowski sums, etc. However it turns out that there is some relationship -a very natural one. Let's have a look at an example.
Example 11: Let p := y , for j = 1, 2, 3. The Newton polytope of the q j 's is a rhombus. Instead of drawing this rhombus we have arranged the monomials of the q j 's in a square which is supposed to represent the rhombus. The exponents of the edges and vertices of this square lie in the corresponding edges and vertices of the rhombus. The Newton polytope of p • (q 1 , q 2 , q 3 ) is also a rhombus. We represent p • (q 1 , q 2 , q 3 ) in the same manner as the q j 's, namely, x 3 is the first row of the q j 's, that is, the leading form of the q j 's with respect to ω and the Laurent monomials of the q j 's. In fact, similar statements are true for any other leading form of p • (q 1 , q 2 , q 3 ).
In order to state generally what we have observed in the above example, let F be a dense homogeneous polynomial in the variables y 1 , . . . , y n with distinct symbolic coefficients distinct from the symbolic coefficients of any other Laurent polynomial in this paper. We state the lemma only for (Laurent) polynomials with distinct symbolic coefficients because, for fixed support sets, it is trivial to specialize the lemma.
Lemma 12: We have * * (F • (g 1 , . . . , g n ))
) , * * We formulate the lemma for dense F 's because we only need it for such polynomials. It is easy to see that the lemma is also true for sparse polynomials.
where E is the set of Laurent monomials contained in F • (g 1 , . . . , g n ).
Proof: Since F • (g 1 , . . . , g n ) = α 1 +···+αn=d a α g α 1 1 · · · g αn n , for some symbolic coefficients a α and some d, we have (F • (g 1 , . . . , g n ))
We show that (g
Note that
for some fixed h 1 , . . . , h n whose Laurent monomials have exponents different from those in g 1 ω B , . . . , g n ω B . Let (l, .) be a linear form defined on Z n such that the Newton polytope of the g j 's is contained in the halfspace {e | (l, e) ≤ r}, for some r ∈ Z, and such that the hyperplane {e | (l, e) = r} contains the exponents of the g j ω B 's. By well known properties of the Newton polytope (cf. [CLO98] , Exercise 3, p. 318) and the Minkowski sum (cf. [CLO98] , Exercise 12, p. 325) we know that the supporting hyperplane of the exponents of the Laurent monomials that are contained in the leading form (g ω . Now, fix a tuple (β 1 , . . . , β n ) = 0. The exponents of the Laurent monomials in the h j 's are contained in the set {e | (l, e) < r} and thus the exponents of the Laurent monomials in (g
are not contained in the leading form (F • (g 1 , . . . , g n )) ω E . Now, since composition commutes with addition, it follows (F • (g 1 , . . . , g n ))
) .
2
Next we make the connection between the vanishing of the sparse resultant of composed Laurent polynomials and the vanishing of the (sparse) resultants of the components.
Lemma 13: For all specializations, with complex numbers, of the coefficients of the F i 's and of the g j 's, (F 1 • (g 1 , . . . , g n ), . . . , F n • (g 1 , . . . , g n )) = 0 implies Res B (g 1 , . . . , g n ) = 0 or Res d 1 ,...,dn (F 1 , . . . , F n ) = 0.
Proof: We would like to apply Lemma 10 to the sparse resultant of specializations of the F i • (g 1 , . . . , g n )'s, but first we have to show that the dimension of the Newton polytope of F i • (g 1 , . . . , g n ), i.e. the Newton polytope naturally generated by D i , is n − 1, which we will do now. Note that for this paragraph it is crucial that the F i 's and g j 's have distinct symbolic coefficients. We observe that F i • (g 1 , . . . , g n ) contains only summands of the form g (g 1 , . . . , g n ) is n − 1. Now, suppose
. . , g n )) = 0, for arbitrary but fixed specializations, with complex numbers, of the coefficients of the F i 's and of the g j 's. Note that for the rest of the proof it is crucial that we have fixed some specializations of the coefficients. Then by Lemma 10 and by Lemma 12, which can be trivially specialized, there are appropriate leading forms
n . This implies that either
where 0 = (υ 1 , . . . , υ n ) := (g 1 ω B (ξ 1 , . . . , ξ n ), . . . , g n ω B (ξ 1 , . . . , ξ n )). Therefore
Res B (g 1 , . . . , g n ) = 0 or Res d 1 ,...,dn (F 1 , . . . , F n ) = 0.
Lemma 15: We have
i.e. λ = 1.
Proof: In the equality of the previous lemma we specialize the F i to y (g 1 , . . . , g n ) ν .
Note that the set of Laurent monomials contained in the F i • (g 1 , . . . , g n ) is (g 1 , . . . , g n ) and thus its set of supporting Laurent monomials is We get
for some κ > 0. On the right hand side of this equality we have, by definition of dense (Macaulay) resultant,
The other factors in the equality are not zero. Therefore
The sparse resultant Res B (g 1 , . . . , g n ) is a non constant polynomial in the symbolic coefficients of g 1 , . . . , g n . Therefore κ − ν = 0 and thus λ = 1. 2
In order to determine the remaining unknowns µ and ν, we use the multihomogeneity of the (sparse) resultant (cf. [CLO98] , p. 343). First we derive the exponent µ.
Lemma 16: We have
i.e. µ = Vol (Q).
Proof: In the equality of the previous lemma, we specialize F 1 to c · F 1 , for some new constant c distinct from any other symbolic constant used until now, and get
By the multi-homogeneity of the dense (Macaulay) resultant we know that
where S denotes the (n − 1)-dimensional standard simplex and MV (.) denotes the usual (n − 1)-dimensional real mixed volume. Similarly, by the multi-homogeneity of the sparse resultant, we have
. . , g n dehomogenized w.r.t. any fixed variable x k . † † By comparing powers in the specialized equality
2
Finally we derive the exponent ν and obtain the formula of Theorem 1 restricted to sparse resultants of dense homogeneous polynomials composed with sparse homogeneous Laurent polynomials. † † It does not matter which variable x k we choose because MV Q d , . . . , Q d , which equals (n − 1)! times the (n−1)-dimensional volume of Q d , is invariant under the choice of dehomogenizing variable x k . This can be seen easily: Let Q d1 and Q d2 , resp., be the Newton polytopes of the g j 's dehomogenized, without loss of generality, with respect to x 1 and x 2 , resp. Equivalently,
. . , v n ), and
. . , v n ). We want to show that the (n − 1)-dimensional volumes of Q d1 and Q d2 are equal. Equivalently, we show that the (n − 1)-dimensional volumes of R 1 := Q d1 − e n (0, 1, 1, . . . , 1) and
(1, 0, 1, . . . , 1) are equal, where e is the total degree of the g j 's. Equivalently, we show that the (n − 1)-dimensional volumes of R 1 and T (R 2 ) are equal, where v 1 , v 3 , . . . , v n ). It is easy to see that T (R 2 ) = S (R 1 ), where
. . , v n ). Note that R 1 and S (R 1 ) are contained in the same (n − 1)-dimensional subspace defined by the equation v 1 = 0. Obviously S restricted to this subspace is an automorphism whose determinant is −1. Therefore the (n − 1)-dimensional volumes of R 1 and S (R 1 ) are equal. Thus we have shown that the (n − 1)-dimensional volumes of Q d1 and Q d2 are equal.
Lemma 17: We have
Proof: In the equality of the previous lemma, we specialize g j to c · g j , for j = 1, . . . , n, for some new constant c distinct from any other symbolic constant used until now, and get
By the multi-homogeneity of the sparse resultant, we have
Further, since F i is homogeneous of total degree d i , we have
. . , g n ) . Therefore, by the multi-homogeneity of the sparse resultant,
.
By comparing powers in the specialized equality,
Proof of theorem 1 (Main theorem):
Now we are ready to prove the main theorem, that is, we show the formula and we prove the complexities.
Formula:
We generalize the previous lemma in order to allow dense outer polynomials. We specialize the formula of Lemma 17 to
It is clear that we can specialize
to
In other words, is the set D i of Laurent monomials of F i • (g 1 , . . . , g n ) stable under a specialization of
The answer is yes and we will show it. We know that F i • (g 1 , . . . , g n ) consists of a positive number of summands of the form g α 1 1 · . . . · g αn n with distinct symbolic coefficients, where
. . , g n ) consists of a positive number of summands of the very same form. In the proof of Lemma 13 we have already seen that all such summands contain the same Laurent monomials. Therefore
Complexities: The complexity analysis is based on the algorithms in [EP97] and [EP01] . Let Q d denote the Newton polytope of the unspecialized dehomogenizations, w.l.o.g. with respect to x n , of the Laurent polynomials g j . From now on, we assume that all the (Laurent) polynomials f i and g j are specialized. We will compute orders of the arithmetic time and space complexities of Newton matrix computation as well as sparse resultant extraction for the f i 's, g j 's and
. . , g n )'s in terms of n, d max and V Q . Then we will compare the ratios of these complexities. For this complexity analysis, we apply the general sparse resultant algorithms even to the dense polynomials f i . However, in practice, for the dense polynomials f i , one might prefer to use more efficient algorithms that are designed only for dense (Macaulay) resultant computation.
Next we introduce some notation and make an important remark about the presentation of the results of [EP97] and [EP01] . Most of the complexities in [EP97] and [EP01] are given in terms of O * (χ), standing for O (χ log v χ), for some fixed constant v independent from χ. We have computed the relevant exponents v because we want to compare the complexities as explicitly as possible. Computing the relevant exponents v is easy and can be done by analyzing the proofs in [EP01] . Further, we want to follow [EP97] and [EP01] as closely as possible in presenting the complexities. Therefore we introduce a notation that is similar to [EP97] and [EP01] and that allows us to precisely specify the value of v as well. That is, we let O * v (χ) stand for O (χ log v χ). Further, we point out that we mean "O (.)" when writing "of order".
We start with Newton matrix computation. Under the assumptions of Theorem 6.2 and Corollary 6.4 of [EP97] (cf. also Remark 2 of the present paper) the arithmetic time and space complexities of an efficient algorithm for Newton matrix computation of some specialized Laurent polynomials h 1 , . . . , h n are O * 3 (c 2 n) and O * 2 (cn), resp., where c is the number of columns of the Newton matrix that is generated by the algorithm.
‡ ‡ As described in [EC95] , the number of columns are bounded, from above, by the sum, over k, of the number of integer points in the Minkowski sum of the Newton polytopes of h 1 , . . . , h k−1 , h k+1 , . . . , h n . First, we compute an order of this bound for the f i 's. Let S d i denote the standard ‡ ‡ In [EP97], Emiris and Pan give another algorithm with arithmetic time complexity O * (acn), where a is the number of rows of the Newton matrix. We don't use this algorithm because currently there seems to be no formula, in terms of the sparsity parameters, like mixed volumes of Newton polytopes, etc., for a tight bound of a available.
simplex of dimension n − 1 with edge length d i . The number of columns is bounded, from above, by the sum, over k, of the number of integer points in
Thus the number of columns is less than or equal to n times the number of integer points in (n − 1) S dmax . Now, by Theorem 5.1 and Corollary 5.2 of [Erh67] , n times the number of integer points in (n − 1) S dmax is of order d
max · n · (n − 1) n−1 . Second, we compute an order of the number of columns for the g j 's. The number of columns is bounded, from above, by the sum, over k, of the number of integer points
Thus the number of columns is less than or equal to n times the number of integer points in (n − 1) Q d . Similar to above, the number of integer points is of order n · (n − 1) n−1 · V Q . Third, we consider the number of columns for the f i • (g 1 , . . . , g n )'s. In the proof of Lemma 13 we have seen that the Newton polytope of f i • (g 1 , . . . , g n ) is d i Q. Similar to the f i 's, the number of columns of the Newton matrix is less than or equal to a bound of order d
Therefore the arithmetic time and space complexities of Newton matrix computation are as shown in Table 3 . Thus the , resp. Now we turn to sparse resultant extraction. Under the assumptions of Theorem 7.1 of [EP97] (cf. also Remark 2 of the present paper) the arithmetic time and space complexities of the division method for sparse resultant extraction of some specialized Laurent polynomials h 1 , . . . , h n are O * 2 (c 2 n 2 deg R) and O * 2 (cn), resp., where c is the number of columns of the Newton matrix and deg R is the total degree of the sparse resultant of h 1 , . . . , h n in the coefficients of the h i 's. Note that we utilize the division method and not the GCD method because the GCD method has a more restricted set of input Laurent polynomials (cf. [EP97] and [CE93] ) and we want to make a comparison of the complexities under as few restrictions as possible. For the order O * 2 (cn) of the space complexity, we have already computed the ratios for the composed Laurent polynomials and their components. It remains to compute an order of the total degree deg R and the ratios of the arithmetic time complexities O * 2 (c 2 n 2 deg R). First, we consider f 1 , . . . , f n . Since the dense (Macaulay) Similarly, the total degrees of the sparse resultants of the g j 's and the f i • (g 1 , . . . , g n )'s are less than or equal to n·(n − 1)! V Q and n·d n−1 max ·(n − 1)! V Q , resp. Therefore the arithmetic time and space complexities of sparse resultant extraction by the division method are as shown in Table 4 . Thus the ratios of the arith- , resp.
Thus we have shown the main theorem. 2
Conclusion
In this paper we studied sparse resultants of composed polynomials f 1 • (g 1 , . . . , g n ), . . . , f n • (g 1 , . . . , g n ),
where the g j 's are unmixed. We have essentially shown that the sparse resultant of the composed polynomials is the product of certain powers of the (sparse) resultants of the f i 's and of the g j 's. Applying this theorem in computing sparse resultants of composed polynomials is dramatically more efficient than computing the sparse resultant of the expanded polynomials without utilizing the composition structure.
