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Abstract—Sparse superposition codes were recently introduced
by Barron and Joseph for reliable communication over the
AWGN channel at rates approaching the channel capacity. The
codebook is defined in terms of a Gaussian design matrix,
and codewords are sparse linear combinations of columns of
the matrix. In this paper, we propose an approximate message
passing decoder for sparse superposition codes, whose decoding
complexity scales linearly with the size of the design matrix.
The performance of the decoder is rigorously analyzed and it
is shown to asymptotically achieve the AWGN capacity with an
appropriate power allocation. Simulation results are provided
to demonstrate the performance of the decoder at finite block-
lengths. We introduce a power allocation scheme to improve
the empirical performance, and demonstrate how the decoding
complexity can be significantly reduced by using Hadamard
design matrices.
Index Terms—Sparse regression codes, capacity-achieving
codes, AWGN channel, coded modulation, low-complexity decod-
ing, compressed sensing,
I. INTRODUCTION
THis paper considers the problem of constructing low-complexity, capacity-achieving codes for the memoryless
additive white Gaussian noise (AWGN) channel. The channel
generates output y from input x according to
y = x+ w; (1)
where the noise w is a Gaussian random variable with zero
mean and variance 2. There is an average power constraint
P on the input x: if x1; : : : ; xn are transmitted over n uses of
the channel, then we require that 1n
Pn
i=1 x
2
i  P . The signal-
to-noise ratio P2 is denoted by snr. The goal is to construct
codes with computationally efficient encoding and decoding,
whose rates approach the channel capacity given by
C := 12 log(1 + snr): (2)
Sparse superposition codes, also called Sparse Regression
Codes (SPARCs), were recently introduced by Barron and
Joseph [1], [2] for communication over the channel in (1).
They proposed an efficient decoding algorithm called ‘adaptive
successive decoding’, and showed that for any fixed rate
R < C, the probability of decoding error decays to zero
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exponentially in nlogn , where n is the block length of the
code. Despite the strong theoretical performance guarantees,
the rates achieved by this decoder for practical block lengths
are significantly less than C. Subsequently, a soft-decision
iterative decoder was proposed by Cho and Barron [3], [4],
with theoretical guarantees similar to the earlier decoder in [2]
but improved empirical performance for finite block lengths.
In this paper, we propose an approximate message passing
(AMP) decoder for SPARCs. We analyze its performance and
prove that the probability of decoding error goes to zero with
growing block length for all fixed rates R < C. The decoding
complexity is proportional to the size of the design matrix
defining the code, which is a low order polynomial in n.
A. Approximate Message Passing (AMP)
“Approximate message passing” refers to a class of algo-
rithms [5]–[12] that are Gaussian or quadratic approximations
of loopy belief propagation algorithms (e.g., min-sum, sum-
product) on dense factor graphs. AMP has proved particularly
effective for the problem of reconstructing sparse signals from
a small number of noisy linear measurements. This problem,
commonly referred to as compressed sensing [13], is described
by the measurement model
y = A + w: (3)
Here A is an n  N measurement matrix with n < N ,
 2 RN is a sparse vector to be estimated from the observed
vector y 2 Rn, and w 2 Rn is the measurement noise. One
popular class of algorithms to reconstruct  is `1-norm based
convex optimization, e.g. [14]–[16]. Though these algorithms
have strong theoretical guarantees and excellent empirical
performance, the computational cost makes it challenging to
implement the convex optimization procedures for problems
where N is large. A fast AMP reconstruction algorithm for the
model in (3) was proposed in [5]. Its empirical performance
(for a large class of measurement matrices) was found to be
similar to convex optimization based methods at significantly
lower computational cost.
The factor graph corresponding to the model in (3) is dense,
hence it is infeasible to implement message passing algorithms
in which the messages are complicated real-valued functions.
AMP circumvents this difficulty by passing only scalar pa-
rameters corresponding to these functions. For example, the
scalars could be the mean and the variance if the functions
are posterior distributions. The references [6], [8], [10], [11]
describe how various flavors of AMP for the model in (3) can
be obtained by approximating the standard message passing
2equations. These approximations reduce the message passing
equations to a set of simple rules for computing successive
estimates of .
In [5], it was demonstrated via numerical experiments that
the mean-squared reconstruction error of these estimates of 
could be tracked by a simple scalar iteration called state evolu-
tion. In [7], it was rigorously proved that the state evolution is
accurate in the large system limit1 for measurement matrices
A with i.i.d. Gaussian entries.
In addition to compressed sensing, AMP has also been
applied to a variety of related problems, e.g. [17]–[19]. We
will not attempt a complete survey of the growing literature
on AMP; the reader is referred to [11], [12] for comprehensive
lists of related work.
B. Contributions of the Paper
 We propose an AMP decoder for sparse regression codes,
which is derived via a first-order approximation of a min-
sum-like message passing algorithm.
 The main result of the paper is Theorem 1, in which we
rigorously show that the probability of decoding error
goes to zero as the block length tends to infinity, for all
rates R < C.
 The performance of the decoder for finite block lengths
is demonstrated via simulation results. We introduce a
power allocation scheme that significantly improves the
empirical performance for rates not close to C. We also
show how the decoding complexity can be reduced by
using Hadamard-based design matrices.
To prove our main result, we use the framework of Bayati
and Montanari [7], [9], who in turn built on techniques
introduced by Bolthausen [20]. However, we remark that the
analysis of the proposed algorithm does not follow directly
from the results in [7], [21]. The main reason for this is that
the undersampling ratio n=N in our setting goes to zero in the
large system limit, whereas previous rigorous analyses of AMP
consider the case where the undersampling ratio is a constant.
This point, as well as other differences from the analysis in
[7], [9], is discussed further in Section V-D.
C. Related work on communication with SPARCs
The adaptive successive decoder of Joseph-Barron [2] and
the iterative soft-decision decoder of Cho-Barron [3], [4] both
have probability of error that decays as n= log n for any fixed
rate R < C, but the latter has better empirical performance.
Theorem 1 shows that the probability of error for the AMP
decoder goes to zero for all R < C, but does not give a rate of
decay; hence we cannot theoretically compare its performance
with the Cho-Barron decoder in [4]. We can, however, compare
the two decoders qualitatively.
Both the AMP and the Cho-Barron decoder generate a
succession of estimates 1; 2; : : : for the message vector
 based on test statistics s0; s1; : : :, respectively. At step t,
the Barron-Cho decoder generates statistic st based on an
1The large system limit considered in [7] lets n;N !1 with n=N held
constant.
orthonormalization of the observed vector y and the previ-
ous ‘fits’ A1; : : : ; At. In contrast, the test statistic in the
AMP decoder is based on a modified version of the residual
(y   At). Despite being generated in very different ways,
the test statistics of the AMP and Cho-Barron decoders have
a similar structure: they are asymptotically equivalent to an
observation of  corrupted by additive Gaussian noise whose
variance decreases with t. However, the AMP statistic is faster
to compute in each step, which makes it feasible to implement
the decoder for larger block lengths.
An approximate message passing decoder for sparse super-
position codes was recently proposed by Barbier and Krzakala
in [22]. This decoder has different update rules from the AMP
proposed here. A replica-based analysis of the decoder in [22]
suggested it could not achieve rates beyond a threshold which
was strictly smaller than C. Subsequently, Barbier et al [23]
reported empirical results which show that the performance of
the decoder in [22] can be improved by using spatially coupled
Hadamard matrices to define the code.
Finally, we mention that bit-interleaved coded modulation
[24] is a technique widely used for communication over
AWGN channels. Some alternative approaches to designing
high-rate codes for the AWGN channel are low-density lattice
codes [25] and the recently proposed polar lattices [26].
D. Paper outline and Notation
The paper is organized as follows. The SPARC construction
is described in Section II. We describe the AMP channel
decoder in Section III, and provide some intuition about its
iterations. We also show how the decoder can be derived
as a first-order approximation to a min-sum-like message
passing algorithm. Section IV contains the main result, which
characterizes the performance of the AMP decoder for any
rate R < C in the large system limit. In Section IV-A, we
present simulation results to demonstrate the performance of
the decoder at finite block lengths. Section V contains the
proof of the main result, and the proof of a key technical
lemma is given in Section VI.
Notation: The `2-norm of vector x is denoted by kxk. The
transpose of a matrix B is denoted by B. The Gaussian
distribution with mean  and variance 2 is denoted by
N (; 2). For any positive integer m, [m] denotes the set
f1; : : : ;mg. The indicator function of an event A is denoted
by 1(A). f(x) = o(g(x)) means limx!1 f(x)=g(x) = 0;
f(x) = (g(x)) means f(x)=g(x) asymptotically lies in an
interval [1; 2] for some constants 1; 2 > 0. log and ln are
used to denote logarithms with base 2 and base e, respectively.
Rate is measured in bits.
II. THE SPARSE REGRESSION CODEBOOK
A sparse regression code is defined in terms of a dictionary
or design matrix A of dimension n  ML, whose entries
are i.i.d. N (0; 1n ). Here n is the block length, and M;L are
integers whose values are specified below in terms of n and the
rate R. As shown in Fig. 1, one can think of the matrix A being
composed of L sections withM columns each. Each codeword
is a linear combination of L columns, with one column from
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Fig. 1. A is an n ML matrix and  is a ML  1 vector. The
positions of the non-zeros in  correspond to the gray columns of A
which combine to form the codeword A.
each section. Formally, a codeword can be expressed as A,
where  is anML1 vector (1; : : : ; ML) with the following
property: there is exactly one non-zero j for 1  j  M ,
one non-zero j for M + 1  j  2M , and so forth. The
non-zero value of  in section ` 2 [L] is set to pnP`, where
the positive constants P` satisfy
PL
`=1 P` = P . Denote the set
of all ’s that satisfy this property by BM;L(P1; : : : ; PL).
Since each of the L sections contains M columns, the total
number of codewords is ML. To obtain a communication rate
of R bits/sample, we need
ML = 2nR or L logM = nR: (4)
There are several choices for the pair (M;L) which satisfy
(4). For example, L = 1 and M = 2nR recovers the Shannon-
style random codebook in which the number of columns in A
is 2nR. For our constructions, we will choose M equal to La,
for some constant a > 0. In this case, (4) becomes
aL logL = nR: (5)
Thus L = ( nlogn ), and the size of the design matrix A (given
by nML = n La+1) now grows as n2+a=(log n)a+1.
Encoding: The encoder splits its stream of input bits into
segments of logM bits each. A length ML message vector
0 is indexed by L such segments—the decimal equivalent of
segment ` determines the position of the non-zero coefficient
in section ` of 0. The input codeword is then computed as
x = A0; note that computing x simply involves adding L
columns of A, weighted by the appropriate coefficients.
Power Allocation: The power allocation fP`gL`=1, plays an
important role in determining the performance of the decoder.
We will consider allocations where P` = ( 1L ). Two examples
are:
 Flat power allocation across sections: P` = PL , ` 2 [L].
 Exponentially decaying power allocation: Fix parameter
 > 0. Then P` / 2 `=L; ` 2 [L].
We use the exponentially decaying allocation with  = 2C for
Theorem 1. In Section IV-A, we discuss other power alloca-
tions, and find that an appropriate combination of exponential
and flat allocations yields good decoding performance at finite
block lengths.
Both the design matrix A and the power allocation fP`g are
known to the encoder and the decoder before communication
begins.
Some more notation: In the analysis, we will treat the
message as a random vector , which is uniformly distributed
over BM;L(P1; : : : ; PL), the set of length ML vectors that
have a single non-zero entry
p
nP` in section `, for ` 2 [L].
We will denote the true message vector by 0; 0 should be
understood as a realization of the random vector .
We will use indices i; j to denote specific entries of , while
the index ` will be used to denote the entire section ` of .
Thus i; j are scalars, while ` is a length M vector. We
also set N = ML.
The performance of the SPARC decoder will be charac-
terized in the limit as the dictionary size goes to 1. We
write limx to denote the limit of the quantity x as the
SPARC parameters n;L;M ! 1 simultaneously, according
to M = La and aL logL = nR.
III. THE AMP CHANNEL DECODER
Given the received vector y = A0 +w, the AMP decoder
generates successive estimates of the message vector, denoted
by ftg, where t 2 RN for t = 1; 2; : : :. Set 0 = 0, the
all-zeros vector. For t = 0; 1; : : :, compute
zt = y  At + z
t 1
2t 1

P   k
tk2
n

; (6)
t+1i = 
t
i(
t +Azt); for i = 1; : : : ; N = ML; (7)
where quantities with negative indices are set equal to zero.
The constants ftg, and the estimation functions ti() are
defined as follows for t = 0; 1; : : :.
Define
20 = 
2 + P; 2t+1 = 
2 + P (1  xt+1); t  0; (8)
where
xt+1 =
LX
`=1
P`
P
E
264 e
p
nP`
t
(U`1+
p
nP`
t
)
e
p
nP`
t
(U`1+
p
nP`
t
) +
PM
j=2 e
p
nP`
t
U`j
375 :
(9)
In (9), fU `j g are i.i.d. N (0; 1) random variables for j 2
[M ]; ` 2 [L].
The notation j 2 sec(`) will be used as shorthand for “index
j in section `”, i.e., j 2 f(` 1)M+1; : : : ; `Mg where ` 2 [L].
For i 2 [N ] such that i 2 sec(`), define
ti(s) =
p
nP`
esi
p
nP`=
2
tP
j2sec(`) e
sj
p
nP`=2t
: (10)
Notice that ti(s) depends on all the components of s in the
section containing i. For brevity, the argument of ti in (7)
is written as Azt + t, with the understanding that only
the components in the section containing i play a role in
computing ti .
Before running the AMP decoder, the constants ftg must
be iteratively computed using (8) and (9). This is an offline
computation: for given values of M;L; n, the expectations
in (9) can be computed via Monte Carlo simulation. The
relation (8), which describes how t+1 is obtained from t,
4is called state evolution, following the terminology in [5],
[7]. In Section IV (Lemmas 1 and 2), we derive closed form
expressions for xt and 2t as n ! 1 for each t > 0, which
we denote by xt and 2t . In Section IV, it is shown that for
an appropriately chosen power allocation, xt strictly increases
with t until it reaches 1 in a finite number of steps T  for any
fixed R < C. (For the exponentially decaying allocation used
in Theorem 1, T  =
l
2C
log(C=R)
m
, as given in (33).)
The AMP decoder is run for T  steps, and iteratively
computes codeword estimates 1; : : : ; T

using (6) and (7).
Finally, in each section ` of T

, set the maximum value top
nP` and remaining entries to 0 to obtain the decoded mes-
sage ^. Our main theoretical result (Theorem 1) characterizes
the performance of the AMP decoder run for T  steps with
the asymptotic values f2t gt=0;:::;T
A. The Test Statistics t +Azt
To understand the decoder let us first focus on (7), in which
t+1 is generated from the test statistic
st := t +Azt: (11)
The AMP update step (7) is underpinned by the following key
property of the test statistic: st is asymptotically (as n!1)
distributed as  + tZ, where t is the limit of t, and Z is
an i.i.d. N (0; 1) random vector independent of the message
vector . This property, which is proved in Section V, is due
to the presence of the “Onsager” term
zt 1
2t 1

P   k
tk2
n

in the residual update step (6). The reader is referred to [7,
Section I-C] for intuition about role of the Onsager term in
the standard AMP algorithm.
In light of the above property, a natural way to generate
t+1 from st = s is
t+1(s) = E[ j + tZ = s]; (12)
i.e., t+1 is the Bayes optimal estimate of  given the
observation st =  + tZ. For i 2 sec(`), ` 2 [L], we have
t+1i (s) = E[i j  + tZ = s]
= E[i j fj + tZj = sjgj2sec(`)]
=
p
nP` P (i =
p
nP` j fj + tZj = sjgj2sec(`))
=
p
nP` f(fsjgj2sec(`) j i =
p
nP`)P (i =
p
nP`)P
k2sec(`) f(fsjgj2sec(`) j k =
p
nP`)P (k =
p
nP`)
(13)
where we have used Bayes’ theorem with f(jk =
p
nP`)
denoting the joint density of fj + tZjgj2sec(`) conditioned
on k being the non-zero entry in section `. Since  and Z
are independent with Z having i.i.d. N (0; 1) entries, for each
Fig. 2. Progression of ti`=
p
nP` with t for various sections `, where
i` is the correct term in section `. The SPARC parameters are L =
512;M = 1024; snr = 15; R = 0:7C; P` / 2 2R`=L. The figure
shows the progression for a ‘typical’ simulation run of the AMP
decoder, where there were no section errors after decoding. In 100
runs with the above SPARC parameters, a majority of runs resulted
in no section errors, and over 95% of the runs had fewer than five
section errors.
k 2 sec(`) we have
f(fj + tZj = sjgj2sec(`) j k =
p
nP`)
/ e (sk 
p
nP`)
2=22t
Y
j2sec(`);j 6=k
e s
2
j=2
2
t
= esk
p
nP`=
2
t e nP`=2
2
t
Y
j2sec(`)
e s
2
j=2
2
t :
(14)
Using (14) in (13), together with the fact that P (k =p
nP`) =
1
M for each k 2 sec(`), we obtain
t+1i (s) = E[i j+tZ = s] =
p
nP`
esi
p
nP`=
2
tP
j2sec(`) e
sj
p
nP`=2t
(15)
which is the expression in (10).
Thus, under the distributional assumption that st equals
 + tZ, t+1 is the estimate of the message vector  (based
on st) that minimizes the expected squared estimation error.
Further, for i 2 sec(`), t+1i =
p
nP` is the posterior probability
of i being the non-zero entry in section `, conditioned on the
observation st =  + tZ. Fig. 2 shows the progression of
ti`=
p
nP` with t for various sections `, where i` denotes the
index of the true non-zero entry in section `. We see that the
later sections (which are allocated less power) require a larger
number of iterations for the posterior probability of the correct
term in the section to transition to a value close to one. The
iteration at which this transition occurs is determined by the
state evolution equations (8) and (9), as discussed below.
B. State Evolution and its Consequences
We now discuss the role of the quantity xt+1 in the state
evolution equations (8) and (9).
5Proposition 1. Under the assumption that st = +tZ, where
Z is i.i.d.  N (0,1) and independent of , the quantity xt+1
defined in (9) satisfies
xt+1 =
1
nP
E[t+1]; 1  xt+1 = 1
nP
E[k   t+1k2];
(16)
and consequently, 2t+1 = 
2 + E[k 
t+1k2]
n .
Proof. For convenience of notation, we relabel the N i.i.d.
random variables fZkgk2[N ] as
fU `j gj2[M ];`2[L]. For any `, U ` denotes the length M vector
fU `j gj2[M ], and U is the length N vector fU `g`2[L]. We have
1
nP
E[t+1] =
1
nP
E[ t( + tU)]
(a)
=
1
nP
LX
`=1
E[
p
nP` 
t
sent(`)(` + tU
`)]
(b)
=
1
nP
LX
`=1
E
2664pnP` pnP`  e
p
nP`(
p
nP`+tU
`
1)=
2
t
e
p
nP`(
p
nP`+tU
`
1)
2t +
PM
j=2 e
p
nP`tU
`
j
2t
3775
=
LX
`=1
P`
P
E
264 e
p
nP`
t
(U`1+
p
nP`
t
)
e
p
nP`
t
(U`1+
p
nP`
t
) +
PM
j=2 e
p
nP`
t
U`j
375 = xt+1:
(17)
In (a) above, the index of the non-zero term in section ` is
denoted by sent(`). (b) is obtained by assuming that sent(`)
is the first entry in section `— this assumption is valid because
the prior on  is uniform over BM;L(P1; : : : ; PL).
Next, consider
1
nP
E[k   t+1k2] = 1 + E[k
t+1k2]  2E[t+1]
nP
: (18)
Under the assumption that st =  + tZ, recall from Section
III-A that t+1 can be expressed as t+1 = E[ j st]. We
therefore have
E[kt+1k2] = E[ kE[jst]k2 ] = E[ (E[jst]   + )E[jst]]
(a)
= E[E[jst] ] = E[t+1];
(19)
where step (a) follows because E[ (E[jst] )E[jst] ] = 0
due to the orthogonality principle. Substituting (19) in (18)
and using (17) yields
1
nP
E[k   t+1k2] = 1  E[
t+1 ]
nP
= 1  xt+1:
The last claim then follows from (8).
Hence xt+1 can be interpreted as the expectation of the
(power-weighted) fraction of correctly decoded sections in step
t + 1. We emphasize that this interpretation is accurate only
in the limit as n;M;L ! 1, when st is distributed as  +
tZ, with t := lim t. In Section V (Lemmas 1 and 2), we
derive a closed-form expression for xt+1 := limxt+1 under
an exponentially decaying power allocation of the form P` /
Fig. 3. Comparison of state evolution predictions with AMP perfor-
mance. The SPARC parameters are M = 512; L = 1024; snr =
15; R = 0:7C; P` / 2 2C`=L. The average of the 200 trials (green
curves) is the dashed red curve, which is almost indistinguishable
from the state evolution prediction (black curve).
2 2C`=L. We show that for rates R < C,
xt =
(1 + snr)  (1 + snr)1 t 1
snr
; 2t = 
2 + P (1  xt);
(20)
for t  0 where  1 = 0 and
t = min

1
2C log
 C
R

+ t 1

; 1

: (21)
A direct consequence of (20) and (21) is that xt strictly
increases with t until it reaches one, and the number of steps
T  until xT = 1 is T  =
l
2C
log(C=R)
m
.
The constants ftgt0 have a nice interpretation in the
large system limit: at the end of step t + 1, the first t
fraction of sections in t+1 will be correctly decodable with
high probability, i.e., the true non-zero entry in these sections
will have almost all the posterior probability mass. The other
(1   t) fraction of sections will not be correctly decodable
from t+1 as the power allocated to these sections is not large
enough. An additional 12C log
  C
R

fraction of sections become
correctly decodable in each step until T , when all the sections
are correctly decodable with high probability. Fig. 2 illustrates
when various sections of  become decodable for a finite-sized
SPARC with L = 512;M = 1024, and R = 0:7C.
As xt increases to 1, (20) implies that 2t , the variance of
the “noise” in the AMP test statistic, decreases monotonically
from 20 = 
2 + P down to 2T = 
2. In other words, the
initial observation y = A + w is effectively transformed by
the AMP decoder into a cleaner statistic sT

= +w0, where
w0 is Gaussian with the same variance as the measurement
noise w.
To summarize, for any fixed R < C, when the AMP decoder
is run for a finite number of steps T  =
l
2C
log(C=R)
m
, then in
the large system limit lim 1nEk   T
k2 equals zero.
For finite-sized dictionaries, the test statistic st will not be
precisely distributed as +tZ. Nevertheless, computing xt+1
6numerically via the state evolution equations (8) and (9) yields
an estimate for the expected weighted fraction of correctly
decoded sections after each step. Figure 3 shows the trajectory
of (1 xt) vs t for a SPARC with the parameters specified in
the figure. The empirical average of 1  (0t)=nP matches
almost exactly with 1  xt. The theoretical limit 1  xt given
in (20) is also shown in the figure.
C. Derivation of the AMP
We describe a min-sum-like message passing algorithm for
SPARC decoding from which the AMP decoder is obtained
as a first-order approximation. The aim is to highlight the
similarities and differences from the derivation of the AMP
in [7]. The derivation here is not required for the analysis in
the remainder of the paper.
Consider the factor graph for the model y = A + w,
where  2 BM;L(P1; : : : ; PL). Each row of A corresponds to
a constraint (factor) node, while each column corresponds to a
variable node. We use the indices a; b to denote factor nodes,
and indices i; j to denote variable nodes. The AMP updates
in (6)–(7) are obtained via a first-order approximation to the
following message passing algorithm that iteratively computes
estimates of  from y.
For i 2 [N ], a 2 [n], set 0j!a = 0, and compute the
following for t  0:
zta!i = ya  
X
j2[N ]ni
Aaj
t
j!a; (22)
t+1i!a = 
t
i (si!a) ; (23)
where ti() is the estimation function defined in (10), and for
i 2 sec(`), the entries of the test statistic si!a 2 RM are
defined as
(si!a)i =
X
b2[n]na
Abiz
t
b!i;
(si!a)j =
X
b2[n]
Abjz
t
b!j ; j 2 sec(`)ni:
(24)
It is useful to compare the -update in (23) to the message
passing algorithm from which the traditional AMP is derived
(cf. equation (1:2) in [7]). In [7], the vector x to be recovered
is assumed to be i.i.d. across entries; hence we have a single
estimating function t in this case, which for i 2 [N ], a 2 [n],
generates the message
xt+1i!a = 
t
 X
b2[n]na
Abiz
t
b!i
!
: (25)
In (25), each outgoing message from the ith variable node
depends only on its own incoming messages. In contrast, in
(23), each outgoing message from a variable node depends
on the incoming messages of all the other nodes in the same
section. This is due to the constraint that  has exactly one
non-zero entry in each section, which ensures that entries of
t within each section are dependent, while entries in different
sections are mutually independent.
The derivation of the AMP updates in (6)–(7) starting
from the messaging passing algorithm (22)–(23) is given in
Appendix A.
IV. PERFORMANCE OF THE AMP DECODER
Before giving the main result, we state two lemmas that
specify the limiting behaviour of the state evolution parameters
defined in (8), (9). Treating xt+1 in (9) as a function of  , we
can define
x() :=
LX
`=1
P`
P
E
24 epnP` (U`1+pnP` )
e
p
nP`
 (U
`
1+
p
nP`
 ) +
PM
j=2 e
p
nP`
 U
`
j
35 ;
(26)
where fU `j g are i.i.d.  N (0; 1) for j 2 [M ]; ` 2 [L].
Lemma 1. For any power allocation fP`g`=1;:::;L that is non-
increasing with `, we have
x() := limx() = lim
b()LcX
`=1
P`
P
; (27)
where () is the supremum of all  2 (0; 1] that satisfy
limLPbLc > 2(ln 2)R2:
If limLPbLc  2(ln 2)R2 for all  > 0, then x() = 0.
(The rate R is measured in bits.)
Proof. In Appendix B.
Since the entries of A are i.i.d., the assumption that fP`g is
non-decreasing with ` can be made without loss of generality.
Recalling that xt+1 is the expected power-weighted fraction
of correctly decoded sections after step (t+1), for any power
allocation fP`g, Lemma 1 may be interpreted as follows: in
the large system limit, sections ` such that `  b(t)Lc will
be correctly decoded in step (t + 1). All sections satisfying
this condition will be decodable in step (t+1) (i.e., will have
most of the posterior probability mass on the correct term);
conversely all sections whose power falls below the threshold
will not be decodable in this step.
The performance of the AMP decoder will be analyzed with
the following exponentially decaying power allocation:
P` = P  2
2C=L   1
1  2 2C  2
 2C`=L; ` 2 [L]: (28)
For the power allocation in (28), we have for  2 (0; 1]
limLPbLc = 2(1 + snr)1  ln(1 + snr): (29)
Lemma 2. For the power allocation fP`g given in (28), we
have for t = 0; 1; : : ::
xt := limxt =
(1 + snr)  (1 + snr)1 t 1
snr
; (30)
2t := lim 
2
t = 
2 + P (1  xt) = 2 (1 + snr)1 t 1 (31)
where  1 = 0, and for t  0,
t = min

1
2C log
 C
R

+ t 1

; 1

: (32)
7Proof. In Appendix C.
We observe from Lemma 2 that t increases in each step
by 12C log
  C
R

until it equals 1. Also note that 2t strictly
decreases with t until it reaches 2 (when t reaches 1), after
which it remains constant. Thus the number of steps until t
reaches one (i.e., 2t stops decreasing) equals
T  =

2C
log(C=R)

: (33)
Our main result is proved for the following AMP decoder,
which uses the asymptotic values f2t g defined in Lemma 2,
and runs for exactly T  steps. Set 0 = 0 and compute
zt = y  At + z
t 1
2t 1

P   k
tk2
n

; (34)
t+1i = 
t
i(
t +Azt); for i 2 [N ] (35)
where for i 2 sec(`); ` 2 [L],
ti(s) =
p
nP`
esi
p
nP`=
2
tP
j2sec(`) e
sj
p
nP`=2t
: (36)
The only difference from the earlier decoder described in (8)–
(10) is that we now use the limiting values f2t g from Lemma
2 instead of f2t g. The algorithm terminates after generating
T

, where T  is defined in (33). The decoded codeword ^ 2
BM;L(P1; : : : ; PL) is obtained by setting the maximum of T
in each section ` to
p
nP` and the remaining entries to 0.
The section error rate of a decoder for a SPARC S is
defined as
Esec(S) := 1
L
LX
`=1
1f^` 6= 0`g: (37)
Theorem 1. Fix any rate R < C, and a > 0. Consider a
sequence of rate R SPARCs fSng indexed by block length n,
with design matrix parameters L and M = La determined ac-
cording to (5), and an exponentially decaying power allocation
given by (28). Then the section error rate of the AMP decoder
(described in (34)–(36), and run for T  steps) converges to
zero almost surely, i.e., for any  > 0,
lim
n0!1
P (Esec(Sn) < ; 8n  n0) = 1: (38)
Remarks:
1) The probability measure in (38) is over the Gaussian de-
sign matrix A, the Gaussian channel noise w, and the the
message  distributed uniformly in BM;L(P1; : : : ; PL).
2) As in [2], we can construct a concatenated code with an
inner SPARC of rate R and an outer Reed-Solomon (RS)
code of rate (1  2). If M is a prime power, a RS code
defined over a finite field of order M defines a one-to-
one mapping between a symbol of the RS codeword and
a section of the SPARC. The concatenated code has rate
R(1 2), and decoding complexity that is polynomial in
n. The decoded message ^ equals  whenever the section
error rate of the SPARC is less than . Thus for any  > 0,
the theorem guarantees that the probability of message
decoding error for a sequence of rate R(1  2) SPARC-
RS concatenated codes will tend to zero, i.e., limP (^ 6=
) = 0.
The proof of Theorem 1 is given in Section V.
A. Empirical Performance at Finite Blocklengths
In this section, we make two modifications to the SPARC
construction used in Theorem 1 to improve the empirical per-
formance at finite block lengths. First, we introduce a power
allocation that yields several orders of magnitude improvement
in section error rate for rates R that are not very close to the
capacity C. Second, we use a Hadamard design matrix (instead
of Gaussian), which facilitates a decoder with O(N logN)
running time and a memory requirement of O(N). In com-
parsion, with a Gaussian design matrix the running time and
memory of the AMP decoder are both O(nN). We mention
that the recent work [23] considers an AMP decoder with a
spatially coupled Hadamard-based design matrix. In our case,
the Hadamard design matrix is not spatially coupled, rather it
is the modified power allocation that yields low section error
rates.
Modified Power Allocation: We define a power allocation
characterized by two parameters a; f . For f 2 [0; 1], let
P` =
(
  2 2aC`=L; 1  `  fL
  2 2aCf ; fL+ 1  `  L (39)
where
 =
P
 
22aC=L   1
1  2 2aCf  1  L(1  f)(22aC=L   1) :
The normalizing constant  ensures that the total power across
sections is P . For intuition, first assume that f = 1. Then (39)
implies that P` / 2 a2C`=L for ` 2 [L]. Setting a = 1 recovers
the original power allocation of (28), while a = 0 allocates PL
to each section. Increasing a increases the power allocated to
the initial sections which makes them more likely to decode
correctly, which in turn helps by decreasing the effective noise
variance 2t in subsequent AMP iterations. However, if a is too
large, the final sections may have too little power to decode
correctly.
Hence we want the parameter a to be large enough to
ensure that the AMP gets started on the right track, but not
much larger. This intuition can be made precise in the large
system limit using Lemma 1: recall that for a section ` to be
correctly decoded in step (t+1), the limit of LP` must exceed
a threshold proportional to R2t . For rates close to C, we need
a to be close to 1 for the initial sections to cross this threshold
and get decoding started correctly. On the other hand, for rates
such as R = 0:6C, a = 1 allocates more power than necessary
to the initial sections, leading to poor decoding performance
in the final sections.
In addition, we found that the section error rate can be
further improved by flattening the power allocation in the final
sections. For a given a, (39) has an exponential power allo-
cation until section fL, and constant power for the remaining
(1   f)L sections. The allocation in (39) is continuous, i.e.
each section in the flat part is allocated the same power as
8Fig. 4. Section error rate vs R=C at snr = 15; C = 2 bits. The top
solid curve shows the average section error rate of the AMP over
1000 trials with P` / 2 2C`=L. The solid curve in the middle shows
the section error rate using the power allocation in (39) with the
(a; f) values shown. The SPARC parameters for both these curves
are M = 512; L = 1024. The bottom solid curve shows the section
error rate with the same (a; f) values, but L = M = 4096. In all
cases, the dashed lines show the section error rate predicted by state
evolution (43). Missing points at R = 0:6C and 0:65C indicate no
errors observed over 1000 trials.
the final section in the exponential part. Flattening boosts the
power given to the final sections compared to an exponentially
decaying allocation. The two parameters (a; f) let us trade-off
between the conflicting objectives of assigning enough power
to the initial sections and ensuring that the final sections have
enough power to be decoded correctly.
The constants 2t and xt: Analogous to Lemma 2, the large
system limit values of the state evolution parameters for the
power allocation in (39) can be obtained from Lemma 1. Set
20 = 
2 + P , and for t  0 compute
t = min
n 1
2aC log
 aCP 22aCf
R2t [2
2aCf + (1  f)2aC ln 2  1]

;
1
o
; (40)
xt+1 =
1  2 2aCt
1 + 2 2aCf ((1  f)2aC ln 2  1) ; (41)
2t+1 = 
2 + P (1  xt+1): (42)
We note that setting a = f = 1 in (40)–(42) recovers the
limiting state evolution parameters for the exponential power
allocation, which were obtained in Lemma 2.
Experimental Results: Fig. 4 shows the performance of the
AMP at different rates. Given the values of M;L, the block
length n is determined by the rate R according to (4). For
example, with M = 512; L = 1024, we have n = 7680 for
R = 0:6C, and n = 5120 for R = 0:9C. The solid curve at
the top shows the average section error rate of the AMP (over
1000 runs) with an exponentially decaying power allocation
where P` / 2 2C`=L. The solid curve in the middle shows the
average section error rate with the power allocation in (39),
with values of (a; f) obtained via a rough optimization around
an initial guess of a = f = R=C. The solid curve at the bottom
shows the average section error rate with L = M = 4096, and
the power allocation in (39) with same (a; f) values as before.
In all cases, the decoder described in (34)–(36) was used.
The constants f2t g required by the decoder are specified by
Lemma 2 for the exponential allocation, and by (40)–(42) for
the modified allocation. The simulations for Fig. 4 were run
using Hadamard design matrices, which are described below.
Across trials, we observed good concentration around the
average section error rates. For example, with M = 512; L =
1024 and R = 0:75C, 958 of the 1000 trials had zero errors,
and the remaining 42 had only one section in error, for an
average section error rate of 4:10  10 5. Further, all the
section errors were in the flat part of the power allocation,
as expected. Increasing L tends to improve this concentration,
while increasing M reduces the average section error rate.
This improvement in the section error rate is illustrated by the
bottom curve in Fig. 4.
The dashed curves in Fig. 4 show the section error rate
predictions for the two power allocations obtained from state
evolution. Recall from Section III-B that xt+1 in (9) can
be interpreted as the expectation of the (power-weighted)
fraction of correctly decoded sections after step t + 1. Using
arguments similar to Proposition 1, we can show that under
the assumption that the test statistic st   + tZ, the non-
weighted expectation of the correctly decoded sections after
step (t+ 1) is given by
1
nP
LX
`=1
P=L
P`
E[` 
t+1
` ]
=
LX
`=1
1
L
E
264 e
p
nP`
t
(U`1+
p
nP`
t
)
e
p
nP`
t
(U`1+
p
nP`
t
) +
PM
j=2 e
p
nP`
t
U`j
375 := vt+1:
(43)
Thus vT is an estimate of the section error rate. We observe
that the empirical section error rate in Fig. 4 is close to the
vT , especially for the larger dictionary.
It is evident that judicious power allocation can yield signif-
icant improvements in section error rates. An interesting open
question is to find good rules of thumb for the power allocation
as a function of rate and snr. For any given allocation, one can
determine whether the section error rate goes to zero in the
large system limit. Indeed, using Lemma 1 with 20 = 
2+P ,
we see that those sections ` for which the indicator in (27) is
positive are decoded in the first step; this also gives the value
of x1. Then with 21 = 
2 + P (1   x1) we can determine
which sections are decoded in step 2, and so on. The section
error rate goes to zero if and only if xT = 1. The proof of
this is essentially identical to that of Theorem 1.
Thus Lemma 1 gives a straightforward way to check
whether a power allocation is good in the large system limit.
This can provide some guidance for the finite length case, but
the challenge is to choose between several power allocations
for which xT = 1. One way to compare these allocations
may be via the state evolution prediction vT from (43), but
this needs additional investigation.
9Reducing the decoding complexity using Hadamard Dic-
tionaries: The computational complexity of the decoder in
(34)–(36) is determined by the matrix-vector multiplications
At and Azt, whose running time is O(nN) if performed
in the straightforward way. The remaining operations are
O(N). As the number of iterations is finite, the decoding
complexity scales linearly with the size of the design matrix.
With a Gaussian design matrix, the memory requirement is
also proportional to nN as the entire matrix has to be stored.
This is the major bottleneck in scaling the AMP decoder to
work with large design matrices.
To reduce the decoding complexity and the required mem-
ory, we generate A from a Hadamard matrix as follows. Let
N = ML be a power of 2, and let m = log2N . With H0 = 1,
recursively define the 2m  2m matrix Hm as
Hm =

Hm 1 Hm 1
Hm 1  Hm 1

:
The design matrix A is generated by picking n rows
uniformly at random from Hm and scaling the resulting matrix
by 1p
n
so that each column has norm one.2 Thus the kth
element of the codeword is (A)k =
P
j2[N ]Akjj , where
Akj 2 f 1pn ;  1png for k 2 [n]; j 2 [N ].
For A generated as above, the matrix-vector multiplications
At and Azt can be performed efficiently using the fast
Walsh-Hadamard Transform (WHT) [27]. Let Sn denote the
set of n indices of the rows of Hm that constitute A. To
compute At, compute the length-N WHT of t and keep
only the elements indexed by Sn. To compute Azt, first
extend zt 2 Rn to a vector ~zt 2 RN by embedding zt in
the indices corresponding to Sn, and setting the remaining
entries to zero. Since Hm is symmetric, the length-N WHT
of ~zt equals Azt.
The fast WHT has O(N logN) running time. Further, we do
not need to store A; only the vectors t and zt need to be kept
in memory. Hence the running time and memory requirement
of the decoder are now O(N logN) and O(N), respectively.
These substantial improvements allow the use of much larger
dictionaries (e.g., M = L = 4096) for which AMP decoding
with Gaussian matrices is infeasible with standard computing
resources. For given values of n;M;L and power allocation
fP`g, we found the empirical performance with a Hadamard
dictionary to be very similar to the Gaussian case.
V. PROOF OF THEOREM 1
The main ingredients in the proof of Theorem 1 are two
technical lemmas (Lemma 4 and Lemma 5). We first lay down
the notation that will be used in the proof. We then state the
two lemmas and use them to prove Theorem 1.
A. Definitions and Notation for the Proof
For consistency and ease of comparison, we use notation
similar to [7]. Define the following column vectors recursively
2Strictly speaking, we generate A by uniformly sampling from all rows of
Hm except the first. This is because the first row is all ones, while the others
have an equal number of 1s and  1s.
for t  0, starting with 0 = 0 and z0 = y.
ht+1 := 0   (Azt + t); qt := t   0;
bt := w   zt; mt :=  zt: (44)
Recall that 0 is the message vector chosen by the transmitter.
Due to the symmetry of the code construction, we can assume
that the non-zeros of 0 are in the first entry of each section.
Define St1;t2 to be the sigma-algebra generated by
b0; :::; bt1 1;m0; :::;mt1 1; h1; :::; ht2 ; q0; :::; qt2 ; and 0; w:
Lemma 4 iteratively computes the conditional distributions
btjSt;t and ht+1jSt+1;t . Lemma 5 then uses this conditional
distributions to show the convergence of various inner products
involving ht+1; qt; bt, and mt to deterministic constants.
For t  1, let
t :=
 1
2t 1

P   k
tk2
n

: (45)
We then have
bt + tm
t 1 = Aqt; (46)
which follows from (6) and (44). We also have
ht+1 + qt = Amt: (47)
From (46) and (47), we have the matrix equations
Xt = A
Mt; Yt = AQt; (48)
where
Xt = [h
1 + q0 j h2 + q1 j : : : j ht + qt 1];
Yt = [b
0 j b1 + 1m0 j : : : j bt 1 + t 1mt 2];
Mt = [m
0 j : : : j mt 1];
Qt = [q
0 j : : : j qt 1]:
(49)
The notation [c1 j c2 j : : : j ck] is used to denote a matrix with
columns c1; : : : ; ck. Additionally define the matrices
Bt := [b
0j : : : jbt 1]; Ht = [h1j : : : jht];
t := diag(0; : : : ; t 1)
(50)
Note that M0; Q0; B0, H0, and 0 are all-zero vectors. Using
the above we see that
Yt = Bt + t[0jMt 1] and Xt = Ht +Qt: (51)
We use mtk and q
t
k to denote the projection of m
t and qt
onto the column space of Mt and Qt, respectively. Let ~t :=
(t0; : : : ; 
t
t 1) and ~t := (
t
0; : : : ; 
t
t 1) be the coefficient
vectors of these projections, i.e.,
mtk =
t 1X
i=0
tim
i; qtk =
t 1X
i=0
tiq
i: (52)
The projections ofmt and qt onto the orthogonal complements
of M t and Qt, respectively, are denoted by
mt? := m
t  mtk; qt? := qt   qtk (53)
With 2t and xt as defined in Lemma 2, for t  0 define
2t := 
2
t   2 = P (1  xt); (54)
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Let (?0 )
2 := 20 and (
?
0 )
2 := 20 , and for t > 0 define
(?t )
2 := 2t

1  
2
t
2t 1

; and (?t )
2 := 2t

1  
2
t
2t 1

:
(55)
Given two random vectors X;Y and a sigma-algebra S ,
XjS d= Y implies that the conditional distribution of X given
S equals the distribution of Y . For random variables X;Y ,
the notation X a:s:= Y means that X and Y are equal almost
surely. We use the notation ~ot(n ) to denote a vector in Rt
such that each of its coordinates is o(n ) (here t is fixed).
The identity matrix is denoted by I.
The notation ‘lim’ is used to denote the large system limit
as n;M;L ! 1; recall that the three quantities are related
as L logM = nR, with M = Lb. We keep in mind that
(given R and b) the block length n uniquely determines
the dimensions of all the quantities in the system including
A; 0; w; h
t+1; qt; bt;mt. Thus we have a sequence indexed
by n of each of these random quantities, associated with the
sequence of SPARCs fSng.
We next characterize (in Lemma 4) the conditional distri-
bution of the vectors ht+1 and bt given the matrices in (49)
as well as 0 and w. This shows that ht+1 and bt can each be
expressed as the sum of an i.i.d. Gaussian random vector and
a deviation term. Lemma 5 then shows that these deviation
terms are small, in the sense that their section-wise maximum
absolute value and norm converge to 0 almost surely. Lemma
5 also provides convergence results for various inner products
and functions involving fht+1; qt; bt;mtg. These will be used
to show that the performance of the AMP decoder in the large
system limit is accurately predicted by the state evolution
equations (30) and (31). In particular, it is shown that the
squared error 1nkt k2 converges almost surely to P (1 xt),
for 0  t  T .
B. Conditional Distribution Lemma
A key ingredient in the proof is the distribution of A
conditioned on the sigma algebra St1;t where t1 is either
t+ 1 or t. Observing that conditioning on St1;t is equivalent
to conditioning on the linear constraints3 AQt1 = Yt1 and
AMt = Xt, we have the following lemma.
Lemma 3. [7, Lemma 10, Lemma 12] For 0  t  T ,
the conditional distribution of the vectors in (46) and (47)
satisfies the following, provided n > t and Mt and Qt have
full column rank.
AmtjSt+1;t d= Xt(Mt Mt) 1Mt mtk
+ Qt+1(Q

t+1Qt+1)
 1Y t+1m
?
t + P
?
Qt+1
~Amt?;
AqtjSt;t d= Yt(QtQt) 1Qt qtk + Mt(Mt Mt) 1Xt q?t
+ P?MtA^q
t
?;
where mtk;m
?
t ; q
t
k; q
?
t are defined in (52) and (53). Here
~A; A^
d
= A are random matrices independent of St+1;t;St;t,
3While conditioning on the linear constraints, we emphasize that only A
is treated as random.
and P?Mt = I   PMt where PMt = Mt(Mt Mt) 1Mt
is the orthogonal projection matrix onto the column space
of Mt; similarly, P?Qt+1 = I   PQt+1 , where PQt+1 =
Qt+1(Q

t+1Qt+1)
 1Qt+1.
The distributional characterization of Amt and Aqt in
Lemma 3 together with (46) and (47) leads to the following
lemma.
Lemma 4 (Conditional Distribution Lemma). For the vectors
ht+1 and bt defined in (44), the following hold for 1  t  T ,
provided n > t and Mt and Qt have full column rank.
h1jS1;0 d= 0Z0 +1;0;
ht+1jSt+1;t d=
2t
2t 1
ht + ?t Zt +t+1;t;
(56)
b0jS0;0 d= 0Z 00; btjSt;t d=
2t
2t 1
bt 1 + ?t Z
0
t +t;t: (57)
where Z0; Zt 2 RN and Z 00; Z 0t 2 Rn are i.i.d. standard Gaus-
sian random vectors that are independent of the corresponding
conditioning sigma algebras. The deviation terms are
1;0 =
km0kp
n
  0

I  km
0k
n
Pq0

Z0
+ q0
kq0k2
n
 1
(b0)m0
n
  kq
0k2
n

;
(58)
and for t > 0,
t;t =
t 2X
r=0
trb
r +

tt 1  
2t
2t 1

bt 1
+
kqt?kp
n
  ?t

I  kq
t
?kp
n
PMt

Z 0t
+Mt
Mt Mt
n
 1

 
Ht q
t
?
n
  M

t
n
"
tm
t 1  
t 1X
r=1
r
t
rm
r 1
#!
;
(59)
t+1;t =
t 2X
r=0
trh
r+1 +

tt 1  
2t
2t 1

ht
+
kmt?kp
n
  ?t

I  km
t
?kp
n
PQt+1

Zt
+Qt+1

Qt+1Qt+1
n
 1

 
Bt+1m
?
t
n
  Q

t+1
n
"
qt  
t 1X
i=0
tiq
i
#!
:
(60)
Proof. We first demonstrate (57). By (44) it follows that
b0jS0;0=  A0 = Aq0 d=
kq0kp
n
Z 00;
where Z 00 2 Rn is an i.i.d. standard Gaussian random vector,
independent of S0;0. The result follows since kq0k = k0k =
11
p
nP =
p
n0:
For the case t  1, we use Lemma 3 to write
btjSt;t= (Aqt   tmt 1)jSt;t
d
= Yt(Q

tQt)
 1Qt q
t
k +Mt(M

t Mt)
 1Xt q
t
?
+ P?Mt ~Aq
t
?   tmt 1
= Bt(Q

tQt)
 1Qt q
t
k + [0jMt 1]t(QtQt) 1Qt qtk
+Mt(M

t Mt)
 1Ht q
t
? + P
?
Mt
~Aqt?   tmt 1:
The last equality above is obtained using (51). Noticing
that P?Mt
~Aqt? = (I   PMt) ~Aqt? and Bt(QtQt) 1Qt qtk =Pt 1
i=0 
t
ib
i, it follows that
btjSt;t
d
= (I  PkMt) ~Aqt? +
t 1X
i=0
tib
i + [0jMt 1]t(QtQt) 1Qt qtk
+Mt(M

t Mt)
 1Ht q
t
?   tmt 1
d
= (I  PkMt)
kqt?kp
n
Z 0t +
t 1X
i=0
tib
i +Mt(M

t Mt)
 1Ht q
t
?
+ [0jMt 1]t(QtQt) 1Qt qtk   tmt 1;
(61)
where Z 0t 2 Rn is an i.i.d. standard Gaussian random vector.
All the quantities in the RHS of (61) except Z 0t are in the
conditioning sigma-field. We can rewrite (61) as
btjSt;t d=
2t
2t 1
bt 1 + ?t Z
0
t +t;t;
where
t;t =
t 2X
r=0
trb
r +

tt 1  
2t
2t 1

bt 1
+
kqt?kp
n
  ?t

I  kq
t
?kp
n
PMt

Z 0t
+ [0jMt 1]t(QtQt) 1Qt qtk +Mt(Mt Mt) 1Ht qt?
  tmt 1:
The above definition of t;t equals that given in (59) since
Mt

Mt Mt
n
 1
Mt
n
 
tm
t 1  
t 2X
i=0
i+1
t
i+1m
i
!
+ [0jMt 1]t(QtQt) 1Qt qtk   tmt 1
= tm
t 1  
t 2X
i=0
i+1
t
i+1m
i +
t 2X
j=0
j+1
t
j+1m
j   tmt 1
= 0:
This completes the proof of (57). Result (56) can be shown
similarly.
The conditional distribution representation in Lemma 4
implies that for each t  0, ht+1 is the sum of an i.i.d.
N (0; 2t ) random vector plus a deviation term. Indeed, if we
assume that ht has the representation t 1 Zt 1 + t, then
Lemma 4 implies
ht+1jSt+1;t d=
2t
2t 1
ht + ?t Zt +t+1;t
d
=
2t
t 1
Zt 1 + ?t Zt +t +t+1;t
d
= t Zt:
(62)
To obtain the last equality, we combine the independent
Gaussians Zt 1 and Zt using the expression for ?t in (55). It
can be similarly seen that bt is the sum of an i.i.d. N (0; 2t )
random vector and a deviation term. The next lemma shows
that these deviation terms are o(n ) for some  > 0.
C. Main Convergence Lemma
Definition 1. A function  : Rm ! R is pseudo-Lipschitz of
order k (denoted by  2 PL(k)) if there exists a constant
C > 0 such that for all x; y 2 Rm,
j(x)  (y)j  C(1 + kxkk 1 + kykk 1)kx  yk: (63)
In the lemma below,  2 (0; 12 ) is a generic positive
number whose exact value is not required. The value of 
in each statement of the lemma may be different. We will say
that a sequence xn converges to a constant c at rate n  if
limn!1 n(xn   c) = 0.
Lemma 5. The following statements hold for 0  t  T ,
where T  =
l
2C
log(C=R)
m
.
(a) The following statements hold almost surely:
max
j2sec(`)
j[t+1;t]j j = o

n 
p
logM

;
max
j2sec(`)
jht+1j j  ct+1
p
logM for ` 2 [L];
(64)
lim
kt;tk2
n
= 0; (65)
where ct+1 > 0 is a constant not depending on N;n. The
convergence rate in (65) is n  .
(b) i) Consider the following functions defined on RMRM
RM ! R. For x; y; z 2 RM ,  1  r  s  t, and
` 2 [L], let
1;`(x; y; z) := x
y=M;
2;`(x; y; z) := kr` (z   x)k2= logM;
3;`(x; y; z) := [
r
` (z   x)  z][s` (z   y)  z]= logM;
4;`(x; y; z) := y
[ r` (z   x)  z]= logM;
(66)
where for r  0, r` () is the restriction of r to section
`, i.e., for x 2 RM ,
r`;i(x) :=
p
nP`
exp

xi
p
nP`
2r

PM
j=1 exp

xj
p
nP`
2r
 ; i = 1; : : : ;M:
(Also,  1`;i () := 0 for i 2 [M ].) Then, for k 2 f1; 2; 3; 4g
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and arbitrary constants (a0; : : : ; at; b0; : : : ; bt), we have
limn
 1L
LX
`=1
k;`
 tX
r=0
arh
r+1
` ;
tX
s=0
bsh
s+1
` ; 0`

  ck

(67)
almost surely equals 0, where
ck := lim
1
L
LX
`=1
E
"
k;`
 
tX
r=0
arr Zr` ;
tX
s=0
bss Zs` ; `
!#
Here Z0; :::; Zt are length-N Gaussian random vectors
independent of , and Zr` ; `; 0;`; h
r+1
` denote the `th
section of the respective vectors. For 0  s  t,
f Zsjgj2[N ] are i.i.d.  N (0; 1), and for each i 2 [N ],
( Z0i ; : : : ;
Zti) are jointly Gaussian with E[r Zri t Zti ] =
2t for 0  r  t. The limit defining ck exists and is finite
for each k;` in (66).
ii) For all pseudo-Lipschitz functions b : Rt+2 ! R of
order two, we have
limn
h 1
n
nX
i=1
b(b
0
i ; :::; b
t
i; wi)
  E[b( 0Z^0; :::; tZ^t; Zw)]
i
= 0 a:s:
(68)
The random variables (Z^0; :::; Z^t) are jointly Gaussian
with Z^s  N (0; 1) for 0  s  t and E[ sZ^s tZ^t] = 2t .
Further, (Z^0; :::; Z^t) are independent of Zw  N (0; 1).
(c)
lim
(ht+1)q0
n
a:s:
= 0; (69)
lim
(bt)w
n
a:s:
= 0: (70)
The convergence rate in both (69) and (70) is n  .
(d) For all 0  r  t,
lim
(hr+1)ht+1
N
a:s
= 2t ; (71)
lim
(br)bt
n
a:s:
= 2t ; (72)
where s is defined in (54). The convergence rate in both
(71) and (72) is n  .
(e) For all 0  r  t,
lim
(q0)qt+1
n
a:s:
= 2t+1; lim
(qr+1)qt+1
n
a:s:
= 2t+1;
(73)
lim
(mr)mt
n
a:s:
= 2t : (74)
The convergence rate in both (73) and (74) is n  .
(f) For all 0  r; s  t,
lim
(hs+1)qr+1
n
a:s
= limr+1 lim
(mr)ms
n
a:s:
=  
2r+1
2
max(r;s)
2r
; (75)
lim
(br)ms
n
a:s
= 2max(r;s): (76)
The convergence rate in both (75) and (76) is n  .
(g) The vectors (t+10 ; : : : ; 
t+1
t ) and (
t
0; : : : ; 
t
t 1) con-
verge entry-wise to the following limits at rate n  .
lim(t+10 ; : : : ; 
t+1
t 1 ; 
t+1
t )
a:s:
=

0; : : : ; 0;
2t+1
2t

; (77)
lim(t0; : : : ; 
t
t 2; 
t
t 1)
a:s:
=

0; : : : ; 0;
2t
2t 1

; t  1:
(78)
(h)
lim
kqt+1? k2
n
a:s:
= (?t+1)
2; (79)
lim
kmt?k2
n
a:s:
= (?t )
2; (80)
where ?t ; 
?
t , defined in (55), are strictly positive for
t  T . The convergence rate in both (79) and (80) is
n  .
The lemma is proved in Section VI.
D. Comments on Lemmas 4 and 5
To prove Theorem 1, the main result we need from Lemma
5 is that for each t > 0, kq
tk2
n =
kt 0k2
n converges to 
2
t
with probability 1. This result is used in Section V-E below to
prove Theorem 1. The convergence of kq
tk2
n is shown in part
(e) of Lemma 5 by appealing to part (b).i, which shows that
within the functions listed in (66), ht+1 = 0   (Azt + t)
(the difference between the true signal and the test statistic)
can be replaced by t Zt in the large system limit.
While the results in Lemmas 4 and 5 are similar to those
found in [7, Lemma 1], there are a few key differences.
 The functions listed in (66) all act section-wise on the
vectors fhtgt>0. Recall that the structure of 0 implies
that ht 2 RML are section-wise independent, where
the section size M = La = ((n= log n)a). This is in
contrast to the functions considered in [7], [9] (and in
part (b).ii), which act component-wise on vectors whose
components are i.i.d.
 To prove part (b).i of Lemma 5 for the section-wise
functions in (66), we first need to show that the deviation
terms t+1;t (defined in Lemma 4) can be neglected in
the large system limit. This is done by showing in part
(a) of Lemma 5 (see (64)) that
max
j2sec(`)
j[t+1;t]j j = o

n 
p
logM

:
To prove this, we require the inner product convergence
results given the other parts of the lemma to hold with a
convergence rate of n  for some  > 0. This is another
difference from [7, Lemma 1], where a minimum rate of
convergence was not needed. In our case, without an n 
convergence rate, we would only have that the deviation
terms satisfied maxj2sec(`)j[t+1;t]j j = o(
p
logM), and
we would not be able to neglect them.
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 Other differences between Lemmas 4,5 and [7, Lemma
1] include:
– Lemma 4 characterizes the the conditional distribution
of the vectors ht+1 and bt, given the matrices in (49) as
well as 0 and w, as the sum of an ideal distribution
and a deviation term. Lemma 4 should be compared
to [7, Lemma 1(a)], which is a similar distributional
characterization of ht+1 and bt, however it does not
use the ideal distribution. We found that working with
the ideal distribution throughout Lemma 5 simplified
our proof.
– Lemma 5 gives explicit values for the deterministic
limits in parts (c)–(h), which are required in other parts
of our proof.
E. Proof of Theorem 1
From the definition in (37), the event that the section error
rate is larger than  can be written as
fEsec(Sn) > g =
(
LX
`=1
1f^` 6= 0`g > L
)
: (81)
When a section ` is decoded in error, the correct non-zero
entry has no more than half the total mass of section ` at
the termination step T . That is, T

sent(`)  12
p
nP` where
sent(`) is the index of the non-zero entry in section ` of the
true message 0. Since 0sent(`) =
p
nP`, we therefore have
1f^` 6= 0`g ) kT

`   0`k2 
nP`
4
; ` 2 [L]: (82)
Hence when (81) holds, we have
kT   0k2 =
LX
`=1
kT`   0`k2
(a)

LX
`=1
1f^` 6= 0`g
nP`
4
(b)
 LnPL
4
(c)
 n  
2 ln(1 + snr)
4
;
(83)
where (a) follows from (82); (b) is obtained using (81), and
the fact that P` > PL for ` 2 [L   1] for the exponentially
decaying power allocation in (28); (c) is obtained using the
first-order Taylor series lower bound LPL  2 ln(1 + P2 ).
We therefore conclude that
fEsec(Sn) > g )
kT   0k2
n
  
2 ln(1 + snr)
4

:
(84)
Now, from (73) of Lemma 5(e), we know that
lim
kT   0k2
n
= lim
kqTk2
n
a:s:
= P (1  xT) (a)= 0; (85)
where (a) follows from Lemma 2, which implies that T 1 =
1 for T  =
l
2C
log(C=R)
m
, and hence xT = 1. Thus we have
shown in (85) that k
T 0k2
n converges almost surely to zero,
i.e.,
lim
n0!1
P
kT   0k2
n
< ; 8n  n0

= 1 (86)
for any  > 0. From (84), this implies that for 0 = 42 ln(1+snr) ,
lim
n0!1
P (Esec(Sn)  0; 8n  n0) = 1: (87)
VI. PROOF OF LEMMA 5
A. Useful Probability and Linear Algebra Results
We list some results that will be used in the proof of Lemma
5. Most of these can be found in [7, Section III.G], but we
summarize them here for completeness.
Fact 1. Let u 2 RN and v 2 Rn be deterministic vectors such
that limn!1kuk2=n and limn!1kvk2=n both exist and are
finite. Let ~A 2 RnN be a matrix with independent N (0; 1=n)
entries. Then:
(a)
~Au
d
=
kukp
n
Zu and ~Av
d
=
kvkp
n
Zv; (88)
where Zu 2 Rn and Zv 2 RN are each i.i.d. standard
Gaussian random vectors. Consequently,
lim
n!1
k ~Auk2
n
a:s:
= lim
n!1
kuk2
n
nX
i=1
Z2u;i
n
a:s:
= lim
n!1
kuk2
n
; (89)
lim
n!1
k ~Avk2
N
a:s:
= lim
n!1
kvk2
n
NX
j=1
Z2v;j
N
a:s:
= lim
n!1
kvk2
n
: (90)
(b) LetW be a d-dimensional subspace of Rn for d  n. Let
(w1; :::; wd) be an orthogonal basis of W with kwik2 = n for
i 2 [d], and let PW denote the orthogonal projection operator
onto W . Then for D = [w1 j : : : j wd], we have PW ~Au d=
kukp
n
PWZu
d
= kukp
n
Dx where x 2 Rd is a random vector with
i.i.d. N (0; 1=n) entries. Therefore limn!1 nkxk a:s:= 0 for
any constant  2 [0; 0:5). (The limit is taken with d fixed.)
Fact 2 (Strong Law for Triangular Arrays). Let fXn;i : i 2
[n]; n  1g be a triangular array of random variables such
that for each n (Xn;1; : : : ; Xn;n) are mutually independent,
have zero mean, and satisfy
1
n
nX
i=1
EjXn;ij2+  cn=2 for some  2 (0; 1) and c <1:
(91)
Then 1n
Pn
i=1Xn;i ! 0 almost surely as n!1.
Fact 3. Let v 2 Rn be a random vector with i.i.d. entries  pV
where the measure pV has bounded second moment. Then for
any function  that is pseudo-Lipschitz of order two:
lim
n!1
1
n
nX
i=1
 (vi)
a:s:
= EpV [ (V )] (92)
with convergence rate n  , for some  2 (0; 1=4).
Fact 4 (Stein’s lemma). For zero-mean jointly Gaussian
random variables Z1; Z2, and any function f : R ! R
for which E[Z1f(Z2)] and E[f 0(Z2)] both exist, we have
E[Z1f(Z2)] = E[Z1Z2]E[f 0(Z2)].
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Fact 5. Let v1; : : : ; vt be a sequence of vectors in Rn such
that for i 2 [t]
1
n
kvi   Pi 1(vi)k2  c;
where c is a positive constant and Pi 1 is the orthogonal
projection onto the span of v1; : : : ; vi 1.Then the matrix C 2
Rtt with Cij = vi vj=n has minimum eigenvalue min  c0,
where c0 is a strictly positive constant (depending only on c
and t).
Fact 6. Let fSngn1 be a sequence of t  t matrices such
that limn!1 Sn = S1 where the limit is element-wise. Then
if lim infn!1 min(Sn)  c for a positive constant c, then
min(S1)  c.
Fact 7. Let Z1; Z2; : : : be i.i.d. standard Gaussian random
variables. For any constant K > 1, with probability 1 we
have
max
j2[M ]
jZj j 
p
2K logM for all sufficiently large M:
Proof. For x > 0, we have P (maxj2[M ] Zj > x) =
1   (P (Z1  x))M = 1   (1   Q(x))M , where Q(x) =R1
x
1p
2
e u
2=2du. Using Q(x) < e x2=2 for x > 0 and
setting x =
p
2K lnM , we obtain
P (max
j2[M ]
Zj >
p
2K lnM)  1 

1  1
MK
M
 1
MK 1
;
where we have used (1   y)M  (1  My) for y 2 (0; 1).
Hence for K > 1, we have
1X
M=1
P (max
j2[M ]
Zj >
p
2K lnM) 
1X
M=1
1
MK 1
<1:
Therefore the Borel-Cantelli lemma implies that with prob-
ability 1, the event fmaxj2[M ] Z(M)j >
p
2K lnMg occurs
only for finitely many M . By a symmetrical argument, we
can show that with probability 1, the event fminj2[M ] Zj <
 p2K lnMg also occurs only for finitely many M .
B. Proof of Lemma 5
The proof proceeds by induction on t. We label as Ht+1 the
results (64), (67), (69), (71), (73), (75), (77), (79) and similarly
as Bt the results (65), (68), (70), (72), (74), (76), (78), (80).
The proof consists of four steps:
1) B0 holds.
2) H1 holds.
3) If Br;Hs holds for all r < t and s  t, then Bt holds.
4) if Br;Hs holds for all r  t and s  t, then Ht+1 holds.
1) Step 1: Showing B0 holds: We wish to show that (65),
(68), (70), (72), (74), (76), (78), and (80) hold when t = 0.
(a) 0;0 = 0 so there is nothing to prove.
(b) From Lemma 4 we note b0 d= 0Z where Z 2 Rn is
a standard Gaussian vector. We will first use Fact 2 to show
that
limn
"
1
n
nX
i=1
b(0Zi; wi)
  1
n
nX
i=1
EZ fb(0Zi; wi)g
#
= 0 a:s:;
(93)
Let ~Z be an independent copy of Z. To apply Fact 2, we need
to verify that
1
n
nX
i=1
Ejnb(0 ~Zi; wi) nEZ fb(0Zi; wi)g j2+ cn=2:
for some constants  2 (0; 1) and c > 0. Dropping the
subscript i on ~Z;Z for brevity, we have
E ~Z jb(0 ~Z;wi)  EZ fb(0Z;wi)gj2+
(a)
 E ~Z;Z
b(0 ~Z;wi)  b(0Z;wi)2+
(b)
 c0j0j2+ E ~Z;Z

j ~Z   Zj2+

1 + j0 ~Zj+ jwij+ j0Zj
2+
 c0j0j2+
h
E ~Z;Z
n
j ~Z   Zj2+

1 + j0 ~Zj2+ + j0Zj2+
o
+jwij2+E ~Z;Z
n
j ~Z   Zj2+
oi
(c)
 c1 + c2jwij2+;
(94)
where c0; c0; c1; c2 are positive constants. In the chain above,
(a) uses Jensen’s inequality, (b) holds because b 2 PL(2),
and (c) uses the fact that Z; ~Z are i.i.d. N (0; 1). Using (94),
we obtain
1
n
nX
i=1
Ejnb(0 ~Z;wi)  nEZ fb(0Z;wi)g j2+
 n
(+2)
n
nX
i=1
(c1 + c2jwij2+)  cn=2;
for  < =2+2 since the wi’s are i.i.d. N (0; 2). Thus (93)
holds.
Finally considering the expectation in (93), Fact 3 implies
1
n
nX
i=1
EZ fb(0Z;wi)g n!1 ! E
n
b(0Z^0; Zw)
o
a:s:;
(95)
at rate n  . Combining (93) and (95) yields the result.
(c) The function b(b0i ; wi) := b0iwi 2 PL(2). By B0(b),
lim (b
0)w
n
a:s:
= Ef0Z^0Zw)g = 0 and the convergence rate
is n  .
(d) The function b(b0i ; wi) := (b0i )2 2 PL(2). By B0(b),
lim kb
0k2
n
a:s:
= Ef(0Z^0)2g = 20 and the convergence rate is
n  .
(e) Recall m0 = b0   w. The function b(b0i ; wi) :=
(b0i   wi)2 2 PL(2). By B0(b), lim km
0k2
n
a:s:
= Ef(0Z^0  
Zw)
2g = 20 + 2 = 20 and the convergence rate is n  .
(f) The function b(b0i ; wi) := b0i (b0i   wi) 2 PL(2). By
B0(b), lim (b
0)m0
n
a:s:
= Ef0Z^0(0Z^0   Zw)g = 20 and the
convergence rate is n  .
(g) For t = 0, nothing to prove.
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(h) Since M0 is the empty matrix, m0? = m0, so the result
is already shown in B0(e).
2) Step 2: Showing H1 holds: We wish to show that (64),
(67), (69), (71), (73), (75), (77), and (79) hold when t = 0.
(a) From the definition of 1;0 in Lemma 4 (58), we have
1;0 =
km0kp
n
  0

I  km
0k
n
Pq0

Z0
+ q0
kq0k2
n
 1
(b0)m0
n
  kq
0k2
n

=
km0kp
n
  0

Z0   km
0kp
n
q0p
P
Zp
n
+
q0
P

(b0)m0
n
  P

;
(96)
where the second equality follows from Fact 1 with Z 2 R 
N (0; 1). It follows from (96) that
max
j2sec(`)
j[1;0]j j 
km0kpn   0
 maxj2sec(`)jZ0j j
+
km0kp
n
r
nP`
P
jZjp
n
+
p
nP`
P
 (b0)m0n   P
 : (97)
We show all terms on the RHS of the above are
o(n 
p
logM) almost surely. Recall
p
nP` = (
p
logM).
By B0(e), km0k2=n a:s:! 20 at rate n  . This along with the
Fact 7 implies that the first term is o(n 
p
logM) almost
surely. Similarly from B0(e) and the fact that jZj=
p
n is
almost surely o(n ) the second term is o(n 
p
logM);
finally by B0(f) the third term is also o(n 
p
logM) almost
surely. We have therefore shown that maxj2sec(`)j[1;0]j j a:s=
o
 
n 
p
logM

:
Next, from Lemma 4 (56) it follows,
max
j2sec(`)
jh1j j  j0j max
j2sec(`)
jZ0j j+ max
j2sec(`)
j1;0j j
a:s j0j
p
3 logM

+ o(n 
p
logM);
where we have used Fact 7 for the second inequality. This
completes the proof.
(b) The proof of this part involves several claims which are
fairly straightforward but tedious to verify, so we give only the
main steps, referring the reader to [28] for details. Throughout
we use generic k;`(x; y; z) since the steps are identical for
all k 2 f1; 2; 3; 4g. From Lemma 4 (56),
k;`(a0h
1
` ; b0h
1
` ; 0`)jS1;0
d
= k;` (a00Z0` + a0[1;0]`; b00Z0` + b0[1;0]`; 0`) :
By H1(a), maxj2sec(`)j[1;0]j j a:s:= o(n 0
p
logM) for each
` 2 [L] and some 0 > 0. In [28], the first step of the proof
uses this to show for each of the functions in (66),
1
L
LX
`=1
jk;` (a00Z0` + a0[1;0]`; b00Z0` + b0[1;0]`; 0`)
 k;` (a00Z0` ; b00Z0` ; 0`)j a:s:= o(n 
0
logM):
Choosing  2 (0; 0) ensures that we can drop the deviation
term 1;0.
The second step of the proof appeals to Fact 2 to show that
limn
"
1
L
LX
`=1
k;` (a00Z0` ; b00Z0` ; 0`)
  1
L
LX
`=1
EZ0 fk;` (a00Z0` ; b00Z0` ; 0`)g
#
a:s:
= 0:
Let ~Z0 be an independent copy of Z0. In order to use Fact
2 to get the above result we must prove the following for
each function in (66), for some 0    1, and c > 0 some
constant.
1
L
LX
`=1
E ~Z0;Z0
nk;` a00 ~Z0` ; b00 ~Z0` ; 0`
 nk;` (a00Z0` ; b00Z0` ; 0`)
2+  cL=2: (98)
Note that the exact condition required by Fact 2 follows from
(98) by an application of Jensen’s inequality. In [28], it is
shown that for each function in (66) and each ` 2 [L],
E ~Z0;Z0
k;` a00 ~Z0` ; b00 ~Z0` ; 0`
 k;` (a00Z0` ; b00Z0` ; 0`)j2+ a:s:= O((logM)2+):
(99)
Bound (99) implies (98) holds if (2 + ) is chosen to be
smaller than 12. (Recall L = (n= log n)).
The final step of the proof is to show that
limn
"
1
L
LX
`=1
EZ0 [k;` (a00Z0` ; b00Z0` ; 0`)]
  1
L
LX
`=1
E( Z0;)
h
k;`

a00 Z0` ; b00
Z0` ; `
i#
a:s:
= 0
But the above holds because the uniform distribution of the
non-zero entry in ` over the M possible locations and the
i.i.d. distribution of Z0 (and of Z0) together ensure that 80 2
BM;L, we have
EZ0 [k;` (a00Z0` ; b00Z0` ; 0`)]
= E( Z0;)
h
k;`

a00 Z0` ; b00
Z0` ; `
i
; 8 ` 2 [L]: (100)
The existence of the limit of
1
L
PL
`=1 E( Z0;)[k;`(a00
Z0` ; b00
Z0` ; `)] for k = 1
follows from the law of large numbers; for k = 2; 3; 4, the
limit follows from Appendix D.
(c) Using the fourth function in (66) with r =  1,
lim (h
1)q0
n
a:s:
= lim  1nEf0 Z0g = 0 by H1(b) and the
convergence rate is n  .
(d) Using the first function in (66), lim kh
1k2
N
a:s:
=
lim
20
N Ek Z0k2 = 20 by H1(b) and the convergence rate is
n  .
(e) Using the third function in (66), by H1(b) we have for
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r = 0 or r = 1:
lim
(qr)q1
n
a:s:
= lim
1
n
E[(r 1(   r 1 Zr 1)  )(0(   0 Z0)  )]
= 21 ;
and the convergence rate is n  . The last equality above is
shown in Appendix D.
(f) Using the fourth function in (66) with r = 0, by H1(b)
we have
limn

1
n
(h1)q1 
1
n
LX
`=1
Ef0 Z0` [0` (   0 Z0)  `]g
!
= 0 a:s:
(101)
Consider a single term in the expectation in (101), say ` = 1.
We have
Ef0 Z0(1) [0(1)(   0 Z0)  (1)]g
= 0
MX
i=1
Ef Z0i [0i (   0 Z0)  i]g
(102)
where (1) = (1; 2; : : : ; M ) and Z0(1) =
( Z01 ;
Z02 ; : : : ;
Z0M ): Note that for each i, the function
0i () depends on all the M indices in the section containing
i. For each i 2 [M ], we evaluate the expectation on the RHS
of (102) using the law of iterated expectations:
Ef Z0i [0i (   0 Z0)  i]g
= E
h
E
n
Z0i [0i(   0 Z0)  i] j (1); Z0(1)ni
oi (103)
where the inner expectation is over Z0i conditioned on
f(1); Z0(1)nig. Since Z0i is independent of f(1); Z0(1)nig,
the latter just act as constants in the inner expectation over
Z0i  N (0; 1). Applying Stein’s lemma (Fact 4) to the inner
expectation, we obtain
E
h
E
n
Z0i [
0
i (   0 Z0)  i] j (1); Z0(1)ni
oi
= E
"
E
(
@
@ Z0i
[0i (   0 Z0)  i] j (1); Z0(1)ni
)#
(a)
=   0
20
E
h
E
n
0i (   0 Z0)

p
nP1   0i (   0 Z0)
 (1); Z0(1)nioi
(b)
=   1
0
E
h
0i (   0 Z0)
p
nP1   0i (   0 Z0)
i
where (a) follows from the definition of ti in (10) which
implies @
t
i(s)
si
=
ti(s)
2t
 p
nP`   ti(s)

for i 2 sec(`), and
(b) from the law of iterated expectation. Using the above in
(103) and (102), we have
E
h
0 Z

0(1)
[0(1)(   0 Z0)  (1)]
i
=
MX
i=1
E
h
0i (   0 Z0)

0i (   0 Z0) 
p
nP1
i
:
(104)
The argument above can be repeated for each section ` 2 [L]
to obtain a relation analogous to (104). Using this for the
expectation in (101), we obtain
lim
1
n
(h1)q1 a:s:= lim

1
n
E
h
k0(   0 Z0)k2
i
  P

=  21 ;
with convergence rate n  . The last equality above follows
from Appendix D.
Finally, recall from B0(e) that km0k2=n a:s:! 20 at rate n  .
Further, from (45), we observe that
1 =
1
20
k1k2
n
  P

a:s:! lim 1
20
0@E
h
k0(   0 Z0)k2
i
n
  P
1A =  21
20
;
where the convergence at rate n  follows from H1(b) applied
to the second function in (66).
(g) Note that Q1Q1 is invertible since Q1Q1 = kq0k =
nP > 0
10 =

Q1Q1
n
 1
Q1q
0
n
=
(q0)q1
nP
a:s:! 
2
1
P
=
21
20
;
where the limit follows from H1(e).
(h) Let PQ1 = Q1(Q1Q1) 1Q1 be the projection matrix
onto the column space of Q1 = q0. Note that Q1Q1 is
invertible since Q1Q1 = nP > 0. Then,
kq1?k2
n
= kq1   PQ1q1k2
=
kq1k2
n
  (q
1)q0
n


(q0)q0
n
 1
 (q
0)q1
n
:
(105)
Using the representation in (105), it follows by H1(e) that
kq1?k2=n a:s:! 21   (41=20) = (?1 )2:
Finally note that 2r = 
2

(1 + snr)1 r 1   1

with r 1
defined in (32). The definition of r 1 implies that (?r )
2 is
strictly positive for r  T , where T  =
l
2C
log(C=R)
m
.
3) Step 3: Showing Bt holds: We wish to show that (65),
(68), (70), (72), (74), (76), (78), and (80) hold assuming
Br;Hs holds for all r < t and s  t.
(a) Let Mt :=
Mt Mt
n and v :=
Ht q
t
?
n  
Mt
n
 h
tm
t 1  Pt 1r=1 rtrmr 1i. From the definition of
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t;t in Lemma 4 (59), we have
t;t =
t 2X
r=0
trb
r +

tt 1  
2t
2t 1

bt 1 +
kqt?kp
n
  ?t

Z 0t
  kq
t
?kp
n
t 1X
s=0
~ms
Z 0tsp
n
+MtM 1t v;
(106)
where we have used Fact 1 to write
kqt?kp
n
PMtZ
0
t
d
=
kqt?k ~Mt Z 0t
n
=
kqt?kp
n
t 1X
s=0
~ms
Z 0tsp
n
:
The matrix ~Mt = [ ~m0j : : : j ~mt] 2 Rnt forms an orthogonal
basis for the column space of Mt such that k ~msk =
p
n, 8s,
and Z 0t 2 Rt is an independent i.i.d. N (0; 1) random vector.
Using MtM 1t v =
Pt 1
r=0m
r[M 1t v]r+1 and k ~msk2 = n in
(106), we obtain the bound
kt;tk2
n
 (3t+ 1)
"
t 2X
r=0
(tr)
2 kbrk2
n
+

tt 1  
2t
2t 1
2 kbt 1k2
n
+
kqt?kp
n
  ?t
2 kZ 0tk2
n
+
kqt?k2
n
k Z 0tk2
n
+
t 1X
r=0
kmrk2
n
 
[M 1t v]r+1
2#
:
(107)
We show that each term on the RHS of (107) is almost surely
o(n ). Note that by Ht(g), tj a:s:! 0 for 0  j  t   2
and tt 1
a:s:! 2tt 1 . By B0(d) – Bt 1(d), kbrk2=n
a:s:! 2r for
0  r  t   1. These imply that the first and second terms
in (107) are o(n ) almost surely. By Ht(h), kqt?k2=n a:s:!
(?t )
2; noting that kZ 0tk2 and k Z 0tk2 are 2t random variables,
it follows that the third and fourth terms are o(n ) almost
surely. Finally, by B0(e) – Bt 1(e), kmrk2=n a:s:! 2r for 0 
r  t  1. Therefore to prove convergence for the fifth term,
we will show that
 
[M 1t v]r+1
2 a:s:! 0 at rate n  . Note that
[M 1t v]r+1 =8>><>>:
r+1
t
r+1 +

Mt Mt
n
 1
Ht q
t
?
n

r+1
for 0  r  t  2;
 t +

Mt Mt
n
 1
Ht q
t
?
n

t
; for r = t  1:
(108)
We show that each of the above coefficients is o(n ). Indeed,
for 1  i  t,
Ht q
t
?
n

i
=
(hi)qt?
n
=
(hi)qt
n
 
t 1X
r=0
tr
(hi)qr
n
a:s:! lim
"
t
(mi 1)mt 1
n
 
t 1X
r=0
trr
(mi 1)mr 1
n
#
;
where the convergence (at rate n ) follows from Ht(f) and
Ht(g) (convergence of ~t to finite values). Therefore,
Ht q
t
?
n

a:s:! lim
"
t
(Mt)
mt 1
n
 
t 2X
r=0
tr+1r+1
(Mt)
mr
n
#
(109)
at rate n  . Using (109) in (108) we see that each coefficient
of (108) is o(n ), which completes the proof.
(b) Using the characterization for bt obtained in Lemma 4
(57), we have
b(b
0
i ; : : : ; b
t
i; wi)

St;t
d
= b

b0i ; : : : ; b
t 1
i ;
2t
2t 1
bt 1i + 
?
t Z
0
ti + [t;t]i ; wi

:
The deviation term t;t in the RHS of the above can be
dropped. Indeed, defining
ai =

b0i ; : : : ; b
t 1
i ;
2t
2t 1
bt 1i + 
?
t Z
0
ti + [t;t]i ; wi

;
ci =

b0i ; : : : ; b
t 1
i ;
2t
2t 1
bt 1i + 
?
t Z
0
ti ; wi

;
we can show that almost surely
1
n

nX
i=1
b (ai) 
nX
i=1
b (ci)
  1n
nX
i=1
jb (ai)  b (ci)j
(a)
 C
n
nX
i=1
(1 + kaik+ kcik)
[t;t]i
(b)
 C
vuut nX
i=1
(1 + kaik+ kcik)2
n

r
kt;tk2
n
(c)
= o(n 
0
):
(110)
In (110), (a) holds because b 2 PL(2); (b) is obtained using
Ho¨lder’s inequality, and (c) follows from Bt(a) if
Pn
i=1
kaik2
n
and
Pn
i=1
kcik2
n are bounded and finite. This holds almost
surely since
nX
i=1
kaik2
n
 C
"
nX
i=1
kcik2
n
+
kt;tk2
n
#
 C 0
"
t 1X
r=0
kbrk2
n
+

4t
4t 1
 kbt 1k2
n
+ (?t )
2 kZ 0tk2
n
+
kwk2
n
+
kt;tk2
n

:
The RHS above is finite almost surely by B0(d) – Bt 1(d),
Bt (a), and the Gaussianity of w and Z 0t. Thus by choosing
 < 0, we can work with ci instead of ai. Next, we use Fact
2 to show that
limn
"
1
n
nX
i=1
b(ci)  1
n
nX
i=1
EZ0t fb(ci)g
#
a:s:
= 0; (111)
To appeal to Fact 2, we need to verify that
1
n
nX
i=1
E
nb (ci)  EZ0t nb (ci)	2+  cn=2: (112)
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Let ~Z 0t be an independent copy of Z
0
t. In what follows we drop
i indices on Z 0t and ~Z
0
t for brevity and define ~ = +2. Using
steps similar to (94), we can show that
E
b (ci)  EZ0t fb (ci)g~
 0j?t j~E ~Z0t;Z0t
n
jZ 0t   ~Z 0tj~

1 + j?t Z 0tj~ + j?t ~Z 0tj~
o
+ 0
 
t 2X
r=0
jbri j~ +
1 + 2t2t 1
 jbt 1i j~ + jwij~
!
 j?t j~E ~Z0t;Z0t
n
j?t j~jZ 0t   ~Z 0tj~
o
(a)
 1 + 2
 
t 2X
r=0
jbri j~ +
1 + 2t2t 1
 jbt 1i j~ + jwij~
!
;
(113)
for some constants 0; 1; 2 > 0. In (113), (a) holds since
~Z 0t; Z
0
t are N (0; 1). Substituting (113) in the LHS of (112),
and applying induction hypotheses B0(d) – Bt 1(d) shows that
the condition (112) is satisfied if  < =2~ =
=2
+2 . Thus (111)
holds, and we now need to show that the limit of
n
n
nX
i=1

EZ0t

b

b0i ; : : : ; b
t 1
i ;
2t
2t 1
bt 1i + 
?
t Z
0
ti ; wi

 Efb(0Z^0; : : : ; tZ^t; Zw)g
i
is almost surely 0 with E[rZ^rtZ^t] = 2t for all 0  r  t.
Define the function
NEWb (b
0
i ; : : : ; b
t 1
i ; wi)
:= EZ0t

b

b0i ; : : : ; b
t 1
i ;
2t
2t 1
bt 1i + 
?
t Z
0
ti ; wi

:
It can be verified that NEWb 2 PL(2), and hence the
induction hypothesis Bt 1(b) implies that the limit of
n
"
1
n
nX
i=1
EZ0t
n
b(b
0
i ; :::; b
t 1
i ;
2t
2t 1
bt 1i + 
?
t Z
0
ti ; wi)
o
 
EEZ0t
n
b(0Z^0; :::; t 1Z^t 1;
2t
t 1
Z^t 1 + ?t Z
0
t; Zw)
o#
is almost surely 0.
The proof is completed by noting that

(2t =t 1)Z^t 1 +
?t Z
0
t

is a Gaussian random variable with variance
(2t =t 1)
2+(?t )
2 = 2t , where we have used the definition
of ?t from (55) and the fact that Z^t 1 and Z
0
t are independent.
Note also that for 0  r  t  1,
E

rZ^r(
2t
t 1
Z^t 1 + ?t Z
0
t)

(a)
=
2t
t 1
rE[Z^rZ^t 1]
(b)
= 2t ;
where (a) holds since Z^r, Z 0t are independent and (b) because
rt 1E
h
Z^rZ^t 1
i
= 2t 1.
(c) The function b(b0i ; : : : ; bti; wi) := btiwi 2 PL(2). By
B0(b), lim (b
t)w
n
a:s:
= EftZ^tZw)g = 0, and the convergence
rate is n  .
(d) The function b(b0i ; : : : ; bti; wi) := bri bti 2 PL(2) for
0  r  t. By B0(b), lim (b
r)bt
n
a:s:
= EfrZ^rtZ^tg = 2t and
the convergence rate is n  .
(e) Recall mr = br   w for 0  r  t. The function
b(b
0
i ; : : : ; b
t
i; wi) := (b
r
i   wi)(bti   wi) 2 PL(2). By
B0(b), lim (m
r)mt
n
a:s:
= Ef(rZ^r   Zw)(tZ^t   Zw)g =
Ef(rZ^rtZ^tg + 2 = 2t + 2 = 2t and the convergence
rate is n  .
(f) The function b(b0i ; : : : ; bti; wi) := bri (bsi  wi) 2 PL(2)
for 0  r; s  t. By B0(b), lim (b
r)ms
n
a:s:
= EfrZ^r(sZ^s  
Zw)g = 2max(r;s) and the convergence rate is n  .
(g) Note that ~t =

Mt Mt
n
 1
Mt m
t
n . We first show
that the matrix M

t Mt
n is invertible with a finite limit. From
the induction hypotheses B0(e)–Bt 1(e), lim 1n (mr)ms
a:s:
=
2max(r;s) at rate n
  for 0  r; s  (t   1): Further, B0(h)–
Bt 1(h) and Fact 5 together imply that the smallest eigenvalue
of the matrix M

t Mt
n is bounded from below by a positive
constant for all n; then Fact 6 implies that its inverse has a
finite limit. Further, the inverse converges to its limit at rate
n  as each entry in M

t Mt
n converges at this rate. Next, usingB0(e)–Bt 1(e),
lim ~t = lim

Mt Mt
n
 1
Mt m
t
n
(a)
= C 1et2t
(b)
=

0; : : : ; 0;
2t
2t 1

;
(114)
In step (a), the matrix C 2 Rtt has entries Ci;j =
2max(i 1;j 1) for 1  i; j  t and et 2 Rt denotes the all-ones
column vector. The equality (b) is obtained as follows: first,
note that C 1et is the solution to Cx = et. Next, since all the
entries in the last column of C are equal to 2t 1, by inspection
the solution to Cx = et is x = [0; : : : ; 0; (2t 1)
 1], which
yields (b) in (114).
(h) Let PMt = Mt(Mt Mt) 1Mt be the projection matrix
onto the column space of Mt. Note that Mt Mt is invertible
with a finite limit in Bt(g). Then,
kmt?k2
n
= k(I  PMt)mtk2
=
kmtk2
n
  (m
t)Mt
n


Mt Mt
n
 1
 M

t m
t
n
:
(115)
Using the representation in (115), it follows by B0(e) - Bt(e),
lim
kmt?k2
n
(a)
= 2t   2t etC 1et2t
(b)
= 2t  
4t
2t 1
= (?t )
2:
In step (a), the matrix C 2 Rtt has entries Ci;j =
2max(i 1;j 1) for 1  i; j  t and et 2 Rt denotes the all-
ones column vector. The equality (b) follows from the same
reasoning as in (114).
Finally since 2r = 
2 (1 + snr)1 r 1 for 0  r  t, the
definition of r 1 in (32) implies that (?t )
2 is strictly positive
for r  T , where T  =
l
2C
log(C=R)
m
.
4) Step 4:: Showing Ht+1 holds.
(a) Let Qt+1 :=
Qt+1Qt+1
n and v
0 := B

t+1m
?
t
n  
Qt+1
n
h
qt  Pt 1i=0 tiqii. From the definition of t+1;t in
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Lemma 4 (60), we have
t+1;t =
t 2X
r=0
trh
r+1 +

tt 1  
2t
2t 1

ht
+
kmt?kp
n
  ?t

Zt   km
t
?kp
n
tX
r0=0
~qr
0 Zt+1rp
n
+Qt+1Q 1t+1v
0;
(116)
where we have used Fact 1 to write
kmt?kp
n
PQt+1Zt
d
=
kmt?k ~Qt+1 Zt+1
n
=
kmt?kp
n
tX
s=0
~qs
Zt+1rp
n
:
The matrix ~Qt+1 = [~q0j : : : j~qt] forms an orthogonal basis for
the columns of Qt+1 such that k~qsk =
p
n and Zt+1 2 Rt+1
is an independent i.i.d. N (0; 1) random vector. It follows from
(116) that
max
j2sec(`)
jt+1;tj 
t 2X
r=0
jtrjmaxjhr+1j j
+
tt 1   2t2t 1
maxjhtj j+ kmt?kpn   ?t
maxjZtj j
+
kmt?kp
n
K
p
nP`
tX
r0=0
j Zt+1r0 jp
n
+K
p
nP`
tX
r=0
[Q 1t+1v0]r+1 :
(117)
In the above we have used Qt+1Q 1t+1v0 =Pt
r=0 q
r[Q 1t+1v0]r+1, and the fact that both maxjqrj j
and maxj~qrj j are bounded by K
p
nP` for some constant
K > 0.
We show that all terms on the RHS of (117) are
o(n 
p
logM) almost surely. This is true of the first two
terms by H1(a)–Ht(a), and Bt(g), which says that al-
most surely jtrj 2 o(n ) for 0  r  t   2 andtt 1   (2t =2t 1) 2 o(n ). By Fact 7 and Bt(h) the
third term is almost surely o(n 
p
logM). Considering the
fourth term, kmt?k=
p
n has a bounded limiting value by
Bt(h),
p
nP` = (
p
logM) and j Zt+1;r0 j=
p
n 2 o(n )
a.s. for 0  r0  t. Finally, the fifth term is almost surely
o(n 
p
logM) if we can show that
[Q 1t+1v0]r+1 2 o(n )
for each 0  r  t. We prove this in what follows.
Note that
[Q 1t+1v
0]r+1 =8>><>>:
tr+1 +

Qt+1Qt+1
n
 1 Bt+1mt?
n

r+1
for 0  r  t;
 1 +

Qt+1Qt+1
n
 1 Bt+1mt?
n

t
; for r = t:
(118)
We show that each of the above coefficients is o(n ). Indeed,
for 1  i  t+ 1,
Bt+1m
t
?
n

i
=
(bi 1)mt?
n
=
(bi 1)(mt  mtk)
n
=
(bi 1)mt
n
 
t 1X
r=0
tr
(bi 1)mr
n
a:s:! lim
"
(qi)qt
n
 
t 1X
r=0
tr
(qi)qr
n
#
;
where the convergence (at rate n ) follows from Bt(e), Bt(f),
and Bt(g) (convergence of ~t to finite values). Therefore, at
rate n  ,
Bt+1m
t
?
n

a:s:! lim
"
(Qt+1)
qt
n
 
t 1X
r=0
tr+1
(Qt+1)
qr
n
#
;
(119)
and substituting (119) in (118) we see that each coefficient
of (118) is o(n ). This completes the proof demonstrating
maxj2sec(`)j[t+1;t]j j a:s= 
 
n 
p
logM

.
Next, from Lemma 4 (56) it follows,
max
j2sec(`)
jht+1j j
 
2
t
2t 1
max
j2sec(`)
jhtj j+ j?t j max
j2sec(`)
jZtj j+ max
j2sec(`)
jt+1;tj j
a:s 
2
t
2t 1
ct
p
logM + j0j
p
logM

+

n 
p
logM

:
The second inequality above comes from Ht(a), Fact 7, and
the first result of Ht+1(a) proved above.
(b) As in the proof of H1(b), we provide the main steps of
the proof, referring the reader to [28] for details. Throughout
we use generic k;`(x; y; z) as the steps are identical for all
k 2 f1; 2; 3; 4g. From Lemma 4 (56),
k;`
 
tX
u=0
auh
u+1
` ;
tX
v=0
bvh
v+1
` ; 0`
!
St+1;t
d
= k;`
 
t 1X
u=0
a0uh
u+1
` + at
?
t Zt` + at[t+1;t]`;
t 1X
v=0
b0vh
v+1
` + bt
?
t Zt` + bt[t+1;t]`; 0`
!
;
where a0u = au and b
0
v = bv for 0  u; v  t   2 and
a0t 1 = at 1+at
2t
2t 1
and b0t 1 = bt 1+ bt
2t
2t 1
. By Ht+1(a),
maxj2sec(`)j[t+1;t]j j a:s:= o(n 0
p
logM) for each ` 2 [L]
and some 0 > 0. In [28], the first step of the proof uses this
to show for each of the functions in (66),
1
L
LX
`=1
k;`
 
t 1X
u=0
a0uh
u+1
` + at
?
t Zt` + at[t+1;t]`;
t 1X
v=0
b0vh
v+1
` + bt
?
t Zt` + bt[t+1;t]`; 0`
!
 
k;`
 
t 1X
u=0
a0uh
u+1
` + at
?
t Zt` ;
t 1X
v=0
b0vh
v+1
` + bt
?
t Zt` ; 0`
!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is almost surely o(n 
0
logM). Choosing  2 (0; 0) ensures
that we can drop the deviation terms t+1;t.
The second step of the proof appeals to Fact 2 to show that
the limit of the expression
n
L
LX
`=1
h
k;`
 t 1X
u=0
a0uh
u+1
` + at
?
t Zt` ;
t 1X
v=0
b0vh
v+1
` + bt
?
t Zt` ; 0`

  EZtk;`
 t 1X
u=0
a0uh
u+1
` + at
?
t Zt` ;
t 1X
v=0
b0vh
v+1
` + bt
?
t Zt` ; 0`
i
(120)
is almost surely 0. Let ~Zt be an independent copy of Zt.
Define the value diffk;` to be the following difference for each
` 2 [L] and each function in (66) with k = 1; 2; 3; 4,
diffk;` :=
k;`
 t 1X
u=0
a0uh
u+1
` + at
?
t
~Zt` ;
t 1X
v=0
b0vh
v+1
` + bt
?
t
~Zt` ; 0`

  k;`
 t 1X
u=0
a0uh
u+1
` + at
?
t Zt` ;
t 1X
v=0
b0vh
v+1
` + bt
?
t Zt` ; 0`

In order to use Fact 2 (conditionally on St+1;t) to get the
above result we must prove that
1
L
LX
`=1
E ~Zt;Zt
ndiffk;`2+  cL=2; (121)
for some constants 0    1 and c > 0. The exact condition
required by Fact 2 follows from (121) by an application of
Jensen’s inequality. In [28] it is shown that for each function
in (66) and each ` 2 [L],
E ~Zt;Zt jdiffk;`j
2+ a:s:
= O((logM)2+): (122)
Bound (122) implies (121) holds if  is chosen such that (2+
) < =2. Hence (120) holds.
Considering result (120), define new functions NEWk;` for
k 2 f1; 2; 3; 4g as
NEWk;`
 
t 1X
u=0
a0uh
u+1
` ;
t 1X
v=0
b0vh
v+1
` ; 0`
!
:=
EZtk;`
 t 1X
u=0
a0uh
u+1
` + at
?
t Zt` ;
t 1X
v=0
b0vh
v+1
` + bt
?
t Zt` ; 0`

:
Using Jensen’s inequality, it can be shown that the induction
hypothesis Ht(b) holds for the function NEWk;` whenever
Ht(b) holds for the function k;` inside the expectation. This
work can be found in [28]. Therefore, the limit of
n
L
LX
`=1
(
EZt
h
k;`
 t 1X
u=0
a0uh
u+1
` + at
?
t Zt` ;
t 1X
v=0
b0vh
v+1
` + bt
?
t Zt` ; 0`
i
  EEZt
h
k;`
 t 1X
u=0
a0uu Zu` + at
?
t Zt` ;
t 1X
v=0
b0vv Zv` + bt
?
t Zt` ; `
i)
is almost surely 0. To complete the proof we show that
EEZt
h
k;`
 t 1X
u=0
a0uu Zu + at
?
t Zt;
t 1X
v=0
b0vv Zv + bt
?
t Zt; `
i
= E
h
k;`
 tX
u=0
auu Zu;
tX
v=0
bvv Zv; `
i
:
Recall a0t 1 = at 1 + at(
2
t =
2
t 1) and b
0
t 1 = bt 1 +
bt(
2
t =
2
t 1). Then to prove the above, we will show that
(2t =t 1) Zt 1 + 
?
t Zt
d
= t Zt where rtE[ Zr Zt] = 2t for
0  r  t 1. Indeed,

(2t =t 1) Zt 1 + 
?
t Zt

is Gaussian
with variance equal to (2t =t 1)
2 + (?t )
2 = 2t , using the
definition of ?t in (55) and the independence of Zt 1 and
Zt. Further, for 0  r  t  1
E
h
r Zr

(2t =t 1) Zt 1 + 
?
t Zt
i
= (2t =
2
t 1)rt 1E[ Zr Zt 1] = 2t :
The existence of the limit of
Efk;`(
Pt
u=0 auu
Zu;
Pt
v=0 bvv
Zv; `)g for k = 1
follows from the law of large numbers; for k = 2; 3; 4, the
existence of the limit follows from Appendix D.
(c), (d), (e) These are shown by invoking Ht+1(b), and are
similar to the corresponding results for step H1.
(f) Using the fourth function in (66) for any 0  r; s  t
by Ht+1(b),
lim
(hs+1)qr+1
n
a:s:
= lim
1
n
LX
`=1
Efs Zs` [r` (  r Zr) `]g;
and the convergence is o(n ). Using arguments very similar
to those in H1(f) (iterated expectations and Stein’s lemma),
we obtain that
Efs Zs` [r` (   r Zr)  `]g
=
s
r
E[ Zs1 Zr1 ]

Ekr` (   r Zr)k2   nP`

=
2max(r;s)
2r

Ekr` (   r Zr)k2   nP`

; ` 2 [L]:
(123)
Here Zs1 ; Zr1 refer to the first entries of the vectors Zs; Zr,
respectively. Using (123) along with the fact that

P  
1
nE
kr(   rZr)k2	! 2r+1 (cf. Appendix D), (VI-B4)
becomes
lim
(hs+1)qr+1
n
a:s:
=  
2max(r;s)
2
r+1
2r
:
Next, from (45), we observe that
r+1 =
1
2r
kr+1k2
n
  P

a:s:! lim 1
2r
 
Ekr(   r Zr)k2
n
  P
!
=
 2r+1
2r
;
(124)
where the convergence at rate n  follows from Ht+1(b) ap-
plied to the second function in (66). The last equality in (124)
is from Appendix D. By Bt(e) lim (mr)ms=n a:s:= 2max(r;s),
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which along with (124) completes the proof.
(g) Note that ~t+1 =

Qt+1Qt+1
n
 1 Qt+1qt+1
n . Similarly to
the proof of step Bt(g), the matrix 1nQt+1Qt+1 can be shown
to be invertible with a finite limit using H1(e) – Ht(e), H1(h)
– Ht(h), Fact 5, and Fact 6. Then use H1(e) – Ht(e) to find
the value of the limit of ~t+1.
(h) This result follows similarly to Bt(h) but uses the
convergence results H1(e) – Ht+1(e).
APPENDIX
A. AMP Derivation
In (22), the dependence of zta!i on i is only due to the term
Aai
t
i!a being excluded from the sum. Similarly, in (23) the
dependence of ti!a on a is due to excluding the term Aaiz
t
a!i
from the argument. We begin by estimating the order of these
excluded terms.
Note that Aai = O(n 1=2), and ti!a = O(
p
log n).
The latter is true since for i in section `, i 
p
nP`,
where P` = O(1=L), and L = (n= log n). Therefore
Aai
t
i!a = O
p
log n=n

. In (23), the excluded term
Abiz
t
b!i is O(n
 1=2) because ztb!i = O(1). We set
zta!i = z
t
a+ z
t
a!i; and 
t+1
i!a = 
t+1
i + 
t+1
i!a: (125)
Comparing (125) with (22), we can write
zta = ya  
X
j2[N ]
Aaj
t
j!a; z
t
a!i = Aai
t
i!a: (126)
For i 2 [N ], let sec(i) denote the set of indices in the section
containing i. To determine ti!a, we expand 
t
i in (23) in a
Taylor series around the argument
nP
b2[n]Abjz
t
b!j
o
j2sec(i)
,
which does not depend on a. We thus obtain
t+1i!a  ti
 n X
b2[n]
Abjz
t
b!j
o
j2sec(i)
!
 Aaizta!i @iti
 n X
b2[n]
Abjz
t
b!j
o
j2sec(i)
!
;
(127)
where @iti(:) is the partial derivative of 
t
i with respect to the
component of the argument corresponding to index i. (Recall
from (10) that the argument is a length M vector.) From (10),
the partial derivative can be evaluated as
@i
t
i(s) = 
t
i(s) @i ln 
t
i(s)
= ti(s)
0B@pnP`
2t
 
p
nP`
2t
e
si
p
nP`
2tP
j2sec(i) e
sj
p
nP`
2t
1CA
=
ti(s)
2t
p
nP`   ti(s)

:
(128)
Using (128) in (127) yields
t+1i!a = 
t
i
 n X
b2[n]
Abjz
t
b!j
o
j2sec(i)
!
  Aaiz
t
a
2t
ti
 n X
b2[n]
Abjz
t
b!j
o
j2sec(i)
!

24pnP`   ti
 n X
b2[n]
Abjz
t
b!j
o
j2sec(i)
!35 :
(129)
Notice that we have replaced the stand-alone term Aaizta!i
in (127) with Aaizta because the difference Aaiz
t
a!i is
O(
p
log n=n), which can be ignored — we only keep terms
as small as O(n 1=2).
Since only the second term on the right-hand side of (129)
depends on a, we can write
t+1i = 
t
i
0@n X
b2[n]
Abj(z
t
b + z
t
b!j)
o
j2sec(i)
1A ; (130)
and
t+1i!a =  
Aaiz
t
a
2t
ti
0@n X
b2[n]
Abj(z
t
b + z
t
b!j)
o
j2sec(i)
1A

24pnP`   ti
0@n X
b2[n]
Abj(z
t
b + z
t
b!j)
o
j2sec(i)
1A35 :
(131)
We observe that ti!a = O(log n=
p
n). Hence, in (126), we
can write
zta!i = Aai
t
i (132)
because the difference Aaiti!a = O(log n=n). Substituting
(132) in (130), we see that
t+1i = 
t
i
 n X
b2[n]
Abjz
t
b +A
2
bj
t
j
o
j2sec(i)
!
(a)
= ti
n
(Azt + t)j
o
j2sec(i)

;
(133)
where (a) holds because
P
bA
2
bj ! 1 as n ! 1. Analo-
gously, using (132) in (131) gives
t+1i!a =
 Aaizta
2t
ti
 n X
b2[n]
(Azt + t)j
o
j2sec(i)
!

24pnP`   tin X
b2[n]
(Azt + t)j
o
j2sec(i)
35 :
(134)
Finally, we use (133) and (134) in (126) to obtain
zta = ya  
X
k2[N ]
Aak(
t
k + 
t
k!a)
= ya  
X
k2[N ]
Aak 
t 1
k
 
Azt 1 + t 1

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+
A2akz
t 1
a
2t 1
t 1k
 
Azt 1 + t 1


hq
nPsec(k)   t 1k
 
Azt 1 + t 1
i
(b)
= ya   (At)a + z
t 1
a
n2t 1
(nP   ktk2); (135)
where (b) is obtained as follows. First, we use A2ak  1n . Next,
(10) implies that for all s,X
k2[N ]
q
nPsec(k) 
t
k(s) =
LX
`=1
nP` = nP:
Finally, note from (133) that
P
k(
t 1
k
 
Azt 1 + t 1

)2 =P
k(
t
k)
2 = ktk2. The AMP update equations are thus given
by (135) and (133).
B. Proof of Lemma 1
From (26), x() can be written as
x() :=
LX
`=1
P`
P
E`(); (136)
where
E`() = E
24 epnP` U`1
e
p
nP`
 U
`
1 + e 
nP`
2
PM
j=2 e
p
nP`
 U
`
j
35 : (137)
The result needs to be proved only for  > 0. (For brevity, we
supress the dependence of  on  .) Since P` is non-increasing
with `, it is enough4 to prove that for  2 (0; 1],
lim EbLc() =

1; if  < ;
0; if  > : (138)
Using the relation nR = L lnM=ln 2, we can write
nPbLc
2
= bLc lnM; where bLc =
LPbLc
R2 ln 2
:
From the definition of  in the lemma statement and the
non-increasing power-allocation, we see that lim bLc > 2
for  < , and lim bLc < 2 for  > .
For brevity, in what follows we drop the superscripts on
U
bLc
j , and denote it by Uj for j 2 [M ]. From (137), EbLc()
can be written as
EbLc()
= E
24 epbLc lnM U1
e
p
bLc lnM U1 +M bLc
PM
j=2 e
p
bLc lnM Uj
35
= EE
24 epbLc lnM U1
e
p
bLc lnM U1 +M bLc
PM
j=2 e
p
bLc lnM Uj
U1
35 :
(139)
4We can also prove that lim EbLc = 12 , but we do not need this for the
exponentially decaying power allocation since it will only affect a vanishing
fraction of sections as L increases. Since E` 2 [0; 1], these sections do not
affect the value of limx() in (137).
The inner expectation in (139) is of the form
E
24 epbLc lnM U1
e
p
bLc lnM U1 +M bLc
PM
j=2 e
p
bLc lnM Uj
U1
35
= EX

c
c+X

;
(140)
where c = exp
 p
bLc lnM U1

is treated as a positive
constant, and the expectation is with respect to the random
variable
X := M bLc
MX
j=2
exp
q
bLc lnM Uj

: (141)
Case 1:  < . Here we have lim bLc > 2. Since cc+X is
a convex function of X , applying Jensen’s inequality we get
EX [ cc+X ]  cc+EX . The expectation of X is
EX = M bLc
MX
j=2
E
h
e
p
bLc lnM Uj
i
(a)
= M bLc(M   1)MbLc=2 M1 bLc=2;
with (a) is obtained from the moment generating function of
a Gaussian random variable. Therefore,
1  EX

c
c+X

 c
c+ EX
 c
c+M1 bLc=2
=
1
1 + c 1M1 bLc=2
:
(142)
Recalling that c = exp
 p
bLc lnM U1

, (142) implies that
EX
"
e
p
bLc lnM U1
e
p
bLc lnM U1 +X
 U1#
 1
1 +M1 bLc=2 e 
p
bLc lnM U1
:
(143)
When fU1 >  (lnM)1=4g, the RHS of (143) is at least [1 +
M1 bLc=2 exp

(lnM)3=4
p
bLc

] 1. Using this in (139),
we obtain that
1  EbLc()
 P (U1 >  (lnM)
1=4)
1 +M1 bLc=2 e(lnM)3=4
p
bLc
M!1 ! 1; (144)
since lim bLc > 2. Hence EbLc ! 1 when lim bLc > 2.
Case 2:  > . Here we have lim bLc < 2. The random
variable X in (141) can be bounded from below as follows.
X M bLc max
j2f2;:::;Mg
e
p
bLc lnM Uj
= M bLce[maxj2f2;:::;Mg Uj]
p
bLc lnM :
(145)
Using standard bounds for the standard normal distribution, it
can be shown that
P

max
j2f2;:::;Mg
Uj <
p
2 lnM(1  )

 e M(1 ) ; (146)
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for  = !
 
ln lnM
lnM

.5 Combining (146) and (145), we obtain
that
exp( M (1 ))  P

max
j2f2;:::;Mg
Uj <
p
2 lnM(1  )

 P

X < M bLce
p
2 lnM(1 )
p
bLc lnM

= P

X < M
p
2bLc(1 ) bLc

:
Since lim bLc < 2 and  > 0 can be an arbitrarily small
constant, there exists a strictly positive constant  such that
 <
p
2bLc(1   )   bLc for all sufficiently large L.
Therefore, for sufficiently large M , the expectation in (140)
can be bounded as
EX

c
c+X

 P (X < M )  1 + P (X M)  c
c+M
 e M(1 ) + 1  c
c+M
 2
1 + c 1M 
:
(147)
Recalling that c = exp
 p
bLc lnM U1

, and using the
bound of (147) in (139), we obtain
EbLc()  E
"
2
1 +Me 
p
bLc lnM U1
#
 P (U1 > (lnM)1=4)  2 + 2P (U1  (lnM)
1=4)
1 +Me 
p
bLc (lnM)3=4
(a)
 2e  12 (lnM)1=2 + 1  2
1 + e lnM 
p
bLc (lnM)3=4
(b) ! 0 as M !1:
(148)
In (148), (a) is obtained using the bound (x) < exp( x2=2)
for x  0, where () is the Gaussian cdf; (b) holds since 
and lim bLc are both positive constants.
This proves that EbLc() ! 0 when lim bLc < 2. The
proof of the lemma is complete since we have proved both
statements in (138).
C. Proof of Lemma 2
For brevity, let t := (t) for t  0, where () is defined
in Lemma 1. For t = 0, 20 = 
2 + P . Then, from Lemma 1
we obtain
x1 = lim
L!1
b0LcX
`=1
P`
P
;
where 0 is the supremum of all  2 (0; 1] that satisfy
lim
L!1
LPbLc = 2(1+snr)1  ln(1+snr) > 2R(2+P ) ln 2:
(149)
The first equality in (149) is due to (29). Simplifying (149)
yields the condition  < 12C log(C=R), from which it follows
that the supremum is 0 =
log(C=R)
2C .
5Recall that f(n) = !(g(n)) if for each k > 0, jf(n)j=jg(n)j  k for
all sufficiently large n.
Using the geometric series formula
Pk
`=1 P` = (P +
2)(1  2 2Ck=L), (149) becomes
x1 = lim
L!1
b0LcX
`=1
P`
P
=
P + 2
P
(1  2 2C0)
=
(1 + snr)  (1 + snr)1 0
snr
:
The expression for 21 is a straightforward simplification of
2 + P (1  x1).
Assume towards induction that (30) and (31) hold for xt; 2t .
For step (t+ 1), from Lemma 1,
xt+1 = lim
L!1
btLcX
`=1
P`
P
;
where t is the supremum of all  2 (0; 1] that satisfy
lim
L!1
LPbLc = 2(1 + snr)1  ln(1 + snr) > 2R2t ln 2:
(150)
Using the expression in (31) for 2t (due to the induction
hypothesis) and simplifying (150) yields the condition
 < t 1 +
1
2C log2
C
R
:
Hence the supremum is t = t 1 + 12C log2(C=R). It follows
that
xt+1 = lim
L!1
btLcX
`=1
P`
P
=
P + 2
P
(1  2 2Ct)
=
(1 + snr)  (1 + snr)1 t
snr
:
(151)
The proof is concluded by using (151) to compute 2t+1 =
P + 2(1  xt+1).
D. The limit of 1nEf[r(   r Zr)  ][s(   s Zs)  ]g
equals 2s+1 for  1  r  s  t.
Noting that kk2 = nP , we prove that the desired limit
lim

1
n
Ef[r(   r Zr)][s(   s Zs)]g
  1
n
Efr(   r Zr)g   1
n
Efs(   s Zs)g+ P

(152)
equals 2s+1 = 
2
 
(1 + snr)1 s   1. For the case r = s =
 1 the result holds since 20 = P , so assume s >  1. To
obtain the (152), we show the following: for 0  r  t,
lim
1
n
Efr(   r Zr)g = 20   2r+1; (153)
and for 0  r  s  t,
lim
1
n
Ef[r(  r Zr)][s(  s Zs)]g = 20   2r+1: (154)
The above results are all trivially true if r =  1.
We first show (153). Since  is distributed uniformly over
the set BM;L, the expectation in (153) can be computed by
24
assuming that  has a non-zero in the first entry of each
section. Thus
lim
1
n
Efr(   r Zr)g
= lim
LX
`=1
P` E
24 enP`2r epnP`r U1
e
nP`
2r e
p
nP`
r
U1 +
PM
j=2 e
p
nP`
r
Uj
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(a)
= lim
brLcX
`=1
P` = 
2
 
(1 + snr)  (1 + snr)1 r
(b)
= 20   2r+1: (155)
In (155), fU `j g with ` 2 [L]; j 2 [M ] is a relabeled version
of   Zr, and is thus i.i.d. N (0; 1). Equalities (a) and (b) are
obtained from Lemmas 1 and 2 (cf. (26), (27), and (31)).
Consider result (154). From the proof of Proposition 1,
(noting that r+1 = r(   r Zr) and cf. (18) and (19)),
it follows that
1
n
Ekr` (   r Zr)k2 =
1
n
Ef` r` (   r Zr)g; ` 2 [L];
(156)
which proves the result if r = s. For r < s, we obtain the
result by showing that
lim
1
n
Ef[r(   r Zr)][s(   s Zs)]g  lim
brLcX
`=1
P`;
(157)
lim
1
n
Ef[r(   r Zr)][s(   s Zs)]g  lim
brLcX
`=1
P`:
(158)
We then we get the desired result by observing that the limit
on the RHS above equals 20   2r+1, as in (155). From the
Cauchy-Schwarz inequality, we have
lim
1
n
Ef[r(   r Zr)][s(   s Zs)]g
= lim
1
n
LX
`=1
Ef[r` (   r Zr)][s` (   s Zs)]g
(a)
 lim 1
n
X
`
(Ekr` (   r Zr)k2)1=2(Eks` (   s Zs)k2)1=2
(b)
= lim
X
`
P` E`(2r ) E`(2s )
(c)
= lim
brLcX
`=1
P`;
(159)
where (a) is obtained using the Cauchy-Schwarz inequality;
(b) follows from (156), (155), and the definition of E`() in
(137); (c) is obtained as follows. Consider EbLc(2r ) and
EbLc(2s ) for some  2 (0; 1]. It follows from the proofs of
Lemmas 1 and 2 that,
lim EbLc(r) =

1; for  < r;
0; for  > r;
and
lim EbLc(s) =

1; for  < s;
0; for  > s;
where r; s are as defined in Lemma 2. Since r < s, we have
r  s, which yields (c) in (159).
For the lower bound (158), since  is distributed uniformly
over the set BM;L, the expectation in (154) can be computed
by assuming that  has a non-zero in the first entry of each
section:
1
n
Ef[r(   r Zr)][s(   s Zs)]g
=
1
n
X
`
Ef[r` (   r Zr)][s` (   s Zs)]g =
X
`
P` Ers;`
(160)
where
Ers;` =
E
eb
2
r`
+br`U
`
r1 eb
2
s`
+bs`U
`
s1 +
PM
i=2 e
br`U
`
ri ebs`U
`
si
(eb
2
r`
+br`U
`
r1 +
PM
j=2 e
br`U
`
rj )(eb
2
s`
+bs`U
`
s1 +
PM
j=2 e
bs`U
`
sj )
(161)
with b2r` := nP`=
2
r and b
2
s`
:= nP`=
2
s . In (161), the pairs
of random variables f(U `rj ; U `sj)g; j 2 [M ] are i.i.d. across
index j, and for each j, U `rj and U
`
sj are jointly Gaussian
with N (0; 1) marginals and covariance s=r.
Consider the expectation using just the first term in the
numerator on the right-hand side of (161). This can be written
as
E
"
E
" 
ebr`U
`
r1
ebr`U
`
r1 +
PM
j=2 e
br`U
`
rj b2r`
!

 
ebs`U
`
s1
ebs`U
`
s1 +
PM
j=2 e
bs`U
`
sj b2s`
! U `r1; U `s1
##
(a)
 E
" 
ebr`U
`
r1
ebr`U
`
r1 +Me 
1
2 b
2
r`
! 
ebs`U
`
s1
ebs`U
`
s1 +Me 
1
2 b
2
s`
!#
= E
"
1 +Me 
b2r`
2  br`U`r1
 1
1 +Me 
b2s`
2  bs`U`s1
 1#
 P

U `r1 >  b1=2r` ; U `s1 >  b1=2s`
 
1 +Me 
b2r`
2 +b
3=2
r`
! 1

 
1 +Me 
b2s`
2 +b
3=2
s`
! 1
(b) ! 1 as M !1 for 1  ` < brLc:
(162)
In (162), (a) is obtained as follows. The inner expectation
on the first line of the form EX;Y [f(X;Y )] with f(X;Y ) =
1
1+X
 22+Y , where 1; 2 are positive constants. Since
f is a convex function of (X;Y ), Jensen’s inequality im-
plies E[f(X;Y )]  f(EX;EY ), with E[exp(br`U `rj)] =
exp( 12b
2
r`
).
To obtain the convergence in step (b) of (162), note that for
25
` < brLc,
lim
b2r`
2 lnM
= lim
nP`
22r lnM
> lim
nPbrLc
22r lnM
= lim
LPbrLc
2R2r ln 2
= 1;
(163)
where we have used nR = L logM and the fact that r is the
supremum of  2 (0; 1] for which LPbrLc > 2R2r ln 2 (see
proof of Lemma 2).
Since Ers;` in (161) lies in [0; 1] for all `, (162) implies that
lim Ers;` = 1 for 1  ` < brLc. Using this in (160) gives the
lower bound (158). Together with the upper bound in (157),
this proves (154), and hence completes the proof.
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