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Resume { On considere le probleme d'inversion de systeme non lineaire, ou la structure du modele sous-jacent est inconnue.
Les modeles non lineaires classiques (Volterra et NARMAX) ont un grand nombre de parametres, lesquels sont diciles a estimer
a partir d'une courte sequence d'apprentissage. Il en est de me^me pour les methodes utilisant des reseaux de neurones. Nous
proposons dans cet article, l'utilisation d'une approche semi-parametrique appelee krigeage (kriging en anglais). Nous montrons
sur un exemple que de bonnes performances sont obtenues pour de courtes sequences d'apprentissage.
Abstract { We consider a problem of nonlinear system{inversion, with unknown underlying model structure. Classical para-
metric behavioural models (Volterra and NARMAX models) involve a lot of parameters, which are dicult to estimate from
short training sequences. A similar diculty is encountered when methods based on neural networks are used. We suggest in
this paper to use a semi{parametric approach called kriging. We show on an example that good performances are obtained for
short training sequences.
1 Introduction
Nous considerons un systeme constitue de deux emetteurs
x
1
et x
2
et de deux capteurs c
1
et c
2
. Sur le capteur c
2
on observe la somme de x
1
et x
2
apres ltrage et pas-
sage dans une non linearite instantanee (S). On suppose
que l'on est capable d'estimer x
1
et on desire retrouver
le signal x
2
. L'application envisagee correspond a l'ecoute
d'un signal x
2
de faible niveau en presence d'un signal de
brouillage x
1
de fort niveau.
An de presenter le krigeage, considerons d'une maniere
plus generale un systeme non-lineaire F ou les sequences
d'entree fx
k
g et de sortie fy
k
g sont observees sur un ho-
rizon n et ou la reponse du systeme doit e^tre predite pour
de nouveaux echantillons d'entree.
Traditionnellement, on construit un modele entree/sortie
pour F et on predit a partir de la reponse du modele
pour de nouvelles valeurs d'entree. Les modeles de Vol-
terra et de Wiener [7], ou NARMAX (Nonlinear AutoRe-
gressive Moving Average model with eXogenous inputs)
[6] sont des representations parametriques classiques pour
des systemes non-lineaires inconnus. Cependant, le choix
des caracteristiques de la structure (degre du polyno^me
D, longueur de la memoire m
x
et m
y
pour les sequences
d'entree et de sortie) est dicile. De plus, le nombre de
parametres du modele, determine a partir deD,m
x
etm
y
,
est generalement tres grand, ce qui rend leur estimation
dicile. Les reseaux neurones sont une autre approche
possible, mais dans ce cas l'apprentissage est lent, c'est a
dire necessite beaucoup de donnees.
On se propose ici d'utiliser un modele semi-parametrique
construit par krigeage. La prediction par krigeage est un
outil statistique qui permet de modeliser des observations
spatiales, avec ou sans erreurs d'observation, sans impo-
ser la structure d'un modele particulier [8]. La prediction
par krigeage a ete introduite en geostatistique [5, 3] mais
n'a pas ete utilisee, a notre connaissance, en traitement
du signal. Dans ce qui suit, nous presentons la prediction
par krigeage puis nous la comparons en simulation a celle
obtenue avec un reseau RBF (Radial Basis Function).
2 Modelisation semi{parametrique
par krigeage
Le modele construit peut e^tre appele semi-parametrique
car il contient une partie parametrique et une partie non-
parametrique consideree comme la realisation d'un proces-
sus aleatoire. Dans le cas ou l'on suppose que le processus
est gaussien, on peut estimer les parametres de sa matrice
de covariance par maximum de vraisemblance.
Par la suite, on notera S le systeme inconnu, y la sor-
tie et x le vecteur d'entree 2 IR
q
. A partir des sequences
d'apprentissage observees fx
k
g et fy
k
g, k = 1; : : : ; n,
on predit les valeurs de y pour de nouvelles valeurs de x
(x
n+1
;x
n+2
; : : : ) par interpolation des donnees precedentes.
2.1 Prediction sans erreurs sur les obser-
vations
On se place dans le cas ou il n'y pas d'erreurs sur les
observations, qui sont alors donnees par
y
k
= y(x
k
) = F (x
k
) ; (1)
avec F () une fonction non-lineaire inconnue. Ces obser-
vations sont modelisees par
y
k
= f
T
(x
k
) + Z(x
k
) ; (2)
ou le regresseur f(x
k
) est fonction de x
k
,  2 IR
p
est un
vecteur inconnu de parametres et Z(x
k
) est la realisation
d'un processus stochastique. En pratique, choisir f(x
k
) =
1 et  scalaire est generalement susant. Le processus
Z() est suppose e^tre de moyenne nulle et de covariance
EfZ(x)Z(x
0
)g = 
2
Z
R(x  x
0
)
avec
R(x  x
0
) = exp
 
q
X
i=1
 
i
jx
i
  x
0
i
j

i
!
: (3)
On restreint les valeurs des parametres 
i
a 
i
2 [1; 2],
i = 1;    ; q. Le choix de la forme de la matrice de co-
variance est important. Celui donne en (3) ore susam-
ment de exiblilite au travers des parametres de correlation

i
et des parametres de lissage 
i
(cf. [1],[2]).
On note y
n
le vecteur des observations de la sequence
d'apprentissage,
y
n
= (y
1
; : : : ; y
n
)
T
;
et F
n
la matrice denie par F
n
= (f
T
(x
1
)    f
T
(x
n
))
T
:
La prediction y(x) pour une valeur x est y^(x) = c
T
(x)y
n
.
La minimisation de l'erreur quadratique moyenne de ce
predicteur lineaire sous la condition de non biais f
T
(x) =
c
T
(x)F
n
donne
y^(x) = f
T
(x)
^
 + r
T
(x)V
 1
n
(y
n
 F
n
^
) ; (4)
ce qui correspond au meilleur predicteur lineaire non biaise.
Dans (4), V
n
= 
2
Z
R
n
est la matrice de covariance de
Z
n
= (Z(x
1
); : : : ; Z(x
n
))
T
, avec
[R
n
]
ij
= R(x
i
  x
j
) ; (5)
r(x) = EfZ(x)Z
n
g, c'est-a-dire [r(x)]
i
= 
2
Z
R(x   x
i
),
et
^
 = (F
T
n
R
 1
n
F
n
)
 1
F
T
n
R
 1
n
y
n
: (6)
L'erreur quadratique moyenne de prediction est alors

2
(x) = 
2
Z
  [f
T
(x) r
T
(x)]

O F
T
n
F
n
V
n

 1

f(x)
r(x)

:
(7)
Elle satisfait 
2
(x
k
) = 0, k = 1; : : : ; n, c'est-a-dire que y^
k
est un interpolateur parfait : y^(x
k
) = y
k
, k = 1; : : : ; n
x
.
Si l'on suppose que le processus Z(:) est gaussien, on peut
construire un intervalle de conance pour la prediction.
De plus, les parametres 
i
et 
i
de la matrice de cova-
riance peuvent alors e^tre estimes par maximum de vrai-
semblance, ainsi que  et 
2
Z
. On peut facilement montrer
que
f
^
; ^g = arg min
f2IR
+q
; 2[1;2]
q
g
[n ln(^
2
Z
) + ln det(R
n
)] ;
(8)
ou ^
2
Z
=
1
n
(y
n
 F
n
^
)
T
R
 1
n
(y
n
 F
n
^
).
2.2 Prediction avec erreurs sur les obser-
vations
Le cas ou il y a des erreurs sur les observations (sequence
i.i.d.) peut e^tre traite d'une maniere similaire. Soit y
k
=
F (x
k
) + 
k
; avec f
k
g une sequence i.i.d. d'erreurs, de
moyenne nulle et de variance 
2

. Les observations sont
alors modelisees par
y
k
= f
T
(x
k
) + Z(x
k
) + 
k
; (9)
ou Z() est un processus stochastique independant de f
k
g.
On denit V
n
= 
2

I
n
+
2
Z
R
n
, avec I
n
la matrice identite
d'ordre n et R
n
donnee par (5). La prediction en x est
donnee par (4), avec
^
 = (F
T
n
V
 1
n
F
n
)
 1
F
T
n
V
 1
n
y
n
; (10)
qui concide avec (6) lorsque 
2

= 0. Quand 
2

6= 0,
le predicteur n'est pas un interpolateur parfait : l'erreur
quadratique moyenne est donnee par (7) et, en general,

2
(x
k
) 6= 0 pour k = 1; : : : ; n. Avec une distribution
normale N (0; 
2

) pour 
k
et un processus gaussien Z(),
l'estimation du maximum de vraisemblance pour les pa-
rametres de R est encore valable. Si on denit  par
 =

2


2
Z
, alors V
n
= 
2
Z
(R
n
+ I
n
) et l'estimateur du
maximum de vraisemblance de  et  est
f^;
^
; ^g = arg min
f>0;2IR
+m
x
;2[1;2]
m
x
g
[n ln(^
2
Z
) +
ln det(R
n
+ I
n
)] ; (11)
ou
^
2
Z
=
1
n
(y
n
 F
n
^
)
T
(R
n
+ I
n
)
 1
(y
n
 F
n
^
) ;
et
^
 est donnee par (10) correspondent respectivement aux
estimateurs du maximum de vraisemblance de 
2
Z
et .
2.3 Optimisation
Une optimisation numerique est necessaire pour la deter-
mination de
^
 et ^ (Eq. 8). Bien que le probleme soit
dicile (cf [10]), les solutions montrent qu'une estima-
tion exacte de
^
 et ^ n'est pas necessaire pour obtenir
une prediction ne; notre experience [1] [2] montre que
les minimum locaux sont generalement acceptables. En
pratique, on prendra  = 2 ce qui correspond a une co-
variance gaussienne. Le processus Z(:) est alors continu
et indeniment derivable en moyenne quadratique, ce qui
suppose que la non linearite a estimer est susamment
lisse. Il est recommande d'imposer une contrainte sur ,
telle que 
i
  > 0, an que R
n
demeure denie-positive
lors de l'optimisation.
3 Inversion de systeme
3.1 Denition du probleme
Le probleme est decrit par la Figure 1, ou les observa-
tions satisfont la relation d'entree/sortie suivante
y
k
= '(z
k
)
z
k
=
n
a
X
i=0
a
i
x
1
k i
+
n
b
X
i=0
b
i
x
2
k i
avec '(:) une non-linearite sans memoire,
'(z) = 2=[1 + exp( 0:5z)]  1 ; (12)
voir Figure 2, et fx
1
k
g, fx
2
k
g les sequences d'entrees.
x1
z
x2 ϕH2
H1
H
(.)
H -1
x1
yX
+
+
x2^ Séquence estimée Inversion
par krigeage
Fig. 1: Inversion du systeme{Reconstruction
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Fig. 2: Fonction sigmode
On suppose que les sequences d'apprentissage fx
1
k
, x
2
k
,
y
k
g, k = 1; : : : ; n, sont disponibles et on souhaite inverser
le systeme an de reconstruire la sequence d'entree fx
2
k
g
comme une fonction de
x
k
= (y
k
; y
k 1
; : : : ; y
k m
y
+1
; x
1
k
; x
1
k 1
; : : : ; x
1
k m
x
+1
) ;
pour k > n. La sequence d'entree fx
1
k
g est egalement ob-
servee au travers d'un canal lineaireH et reconstruite, par
exemple, par une methode de deconvolution aveugle telle
que la maximisation du kurtosis [9]. La presence de la non-
linearite est due a ce que le niveau du signal fx
2
k
g peut
e^tre plus faible que celui du signal de brouillage fx
1
k
g.
Le gain de l'amplicateur est alors a sa valeur maximale
ce qui entra^ne la presence de saturations. On note que
lorsque n
b
> 0, m
y
et m
x
doivent e^tre choisis grands car
x
2k
, fonction de z
k
et x
1k
, contient une partie autoregres-
sive. Les performances sont evaluees en termes d'erreur
quadratique moyenne normalisee E
r
:
E
r
= 10 log
(x
N
2
n+1
 
^
x
N
2
n+1
)
T
(x
N
2
n+1
 
^
x
N
2
n+1
)
(x
N
2
n+1
)
T
x
N
2
n+1
; (13)
ou x
N
2
n+1
represente le vecteur des observations (x
2
n+1
; : : : ,
x
2
N
) et
^
x
N
2
n+1
represente le vecteur des predictions (x^
2
n+1
,
: : : ; x^
2
N
).
Pour les simulations, x
1
k
et x
2
k
sont uniformement dis-
tribues respectivement avec les valeurs discretes f3, 5g
et f1g, n = 50, N = 250, n
a
= 5; n
b
= 3,
a = [1; 0:04; 0:08; 0:03; 0:01] ;
b = [1; 0:09; 0:04] :
m
x
= 5 et m
y
= 7. La Figure 3 represente une realisation
des sequences fz
k
g et fy
k
g.
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Fig. 3: Sequences fz
k
g et fy
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g
3.2 Prediction par un modele lineaire
Considerons un modele lineaire ou x
2
k
est modelise par
x
2
k
=
m
y
 1
X
i
1
=0

1
y
k i
1
+
m
x
 1
X
i
2
=0

2
x
1
k i
2
;
avec les parametres 
i
estimes par moindres carres. La
moyenne sur 10 realisations independantes de E
r
est de
 3:443 dB. Comme l'on pouvait s'y attendre, ce modele
lineaire ne donne pas de resultats satisfaisants. On note
que les modeles de Volterra et NARMAX ne peuvent pas
e^tre utilises ici car ils font intervenir trop de parametres
qui ne peuvent pas e^tre estimes a partir de la sequence
d'apprentissage (n = 50).
3.3 Prediction par un reseau RBF
Le reseau RBF (Radial Basis Function) est constitue
d'une couche d'entree, une couche cachee correspondant a
une unite de traitement non lineaire, et une couche de
sortie lineaire par rapport aux parametres. La relation
d'entree-sortie du reseau RBF est donnee par la relation
suivante
x
2
k
= w
0
+
n
X
i=1
w
i
'
i
(x
k
; t
i
) ;
ou le terme '
i
(x
k
; t
i
) correspond a la i
eme
fonction radiale
de base qui calcule la distance entre le vecteur d'entree x
k
et le centre t
i
. Traditionnellement on utilise comme fonc-
tion radiale de base la fonction gaussienne. Lorsque les
centres t
i
concident avec les entrees de la base d'appren-
tissage x
i
, i = 1; : : : ; n, on obtient
x
2
k
= w
0
+
n
X
i=1
w
i
exp( 
1

2
i
jjx
k
  x
i
jj
2
) (14)
ou 
i
est la largeur de la i
eme
fonction radiale de base
[4], et est xee par l'utilisateur. On prend pour notre
exemple 
i
= 1. Les parametres w
i
peuvent e^tre estimes
par moindres carres. La moyenne sur 10 realisations inde-
pendantes de E
r
est de -0.023 dB. Le reseau RBF dans
cette conguration n'est pas capable de predire correcte-
ment la sequence de sortie fx
2
k
g. Ceci est essentiellement
du^ a la faible longueur de la sequence d'apprentissage et
a la valeur de 
i
xxee a priori.
3.4 Prediction par krigeage
On utilise le modele suivant
x
2
k
=  + Z(x
k
) + "
k
(15)
et on xe m
x
1
= 5, m
y
= 7, f = 1, q = m
y
+m
x
1
= 12
et 
i
= 2, i = 1; : : : ; 12. La moyenne de E
r
sur 10
realisations est -17.221 dB. La Figure 4 presente la re-
construction de la sequence fx^
2
k
g. Comme les 50 premiers
echantillons sont utilises comme sequence d'apprentissage,
il y a une parfaite reconstruction. Si l'on considere le fait
que l'on a xe de faibles valeurs pour m
x
1
et m
y
, qu'il n'y
a pas de partie parametrique modelisant la non-linearite,
et que la longueur de la sequence d'apprentissage est faible
(n = 50), les resultats sont tres satisfaisants.
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Fig. 4: Reconstruction de fx
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4 Conclusions
La prediction par krigeage semble e^tre une methode
interessante pour le ltrage non-lineaire. La presence d'une
partie non-parametrique dans le modele permet une grande
exibilite. De plus, le choix d'un simple terme constant
pour la partie parametrique donne generalement des resultats
satisfaisants, me^me en presence de fortes non-linearites et
de sequences d'apprentissage tres courtes.
L'etude de l'inversion d'un canal de communication non
lineaire a ete consideree, avec la sortie du systeme dependant
de deux entrees, l'une connue et l'autre devant e^tre recons-
truite. L'exemple utilise a permis de valider cette approche
par la comparaison avec des resultats obtenus par d'autres
techniques, lineaires et non-lineaires.
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