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Abstract— Background signals are a primary source of
artifacts in magnetic particle imaging and limit the sen-
sitivity of the method since background signals are of-
ten not precisely known and vary over time. The state-of-
the art method for handling background signals uses one
or several background calibration measurements with an
empty scanner bore and subtracts a linear combination
of these background measurements from the actual parti-
cle measurement. This approach yields satisfying results
in case that the background measurements are taken in
close proximity to the particle measurement and when the
background signal drifts linearly. In this work, we propose
a joint estimation of particle distribution and background
signal based on a dictionary that is capable of representing
typical background signals and allows for precise estima-
tion of the background even when the latter is drifting non-
linearly over time. Using a singular-value decomposition,
the dictionary is derived from a large number of back-
ground calibration scans that do not need to be recorded in
close proximity to the particle measurement. The dictionary
is sufficiently expressive and represented by its principle
components. The proposed joint estimation of particle dis-
tribution and background signal is expressed as a linear
Tikhonov-regularized least squares problem, which can be
efficiently solved. In phantom experiments it is shown that
the method strongly suppresses background artifacts and
even allows to estimate and remove the direct feed-through
of the excitation field.
Index Terms— magnetic particle imaging, image recon-
struction, joint estimation, background signal, dictionary
approach
I. INTRODUCTION
TOMOGRAPHIC imaging is one of the most important toolsfor making a diagnosis in modern medicine. Even though
imaging modalities like computed tomography and magnetic
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resonance imaging (MRI) do not require tracer material for gener-
ating an image of the human body, in clinical practice tracers are
used nevertheless since they enhance the contrast of the images.
Super-paramagnetic iron-oxide (SPIO) nanoparticles are well re-
searched tracers [1] that are bio-compatible and therefore suitable
for tomographic imaging. In MRI they are not in wide-spread
use since they generate negative instead of positive contrast.
To circumvent these drawbacks of SPIO imaging with MRI the
researchers B. Gleich and J. Weizenecker developed an entirely
new tomographic imaging technique named magnetic particle
imaging (MPI) [2] that allows to image SPIOs with positive
contrast and without any tissue-background signal. While MPI is
still in an early stage of development, it has already shown in pre-
clinical settings to be suitable for the detection of stroke [3], gut
bleeding [4], cancer [5], stenoses [6], and the presence of cerebral
aneurysms [7]. Furthermore, MPI has proven to be suited for
visualizing lung perfusion [8], labeled stem cells [9], and cerebral
blood volume [10]. A route for first human application of MPI
was sketched with the first human-scale brain imager [11].
The key to obtaining high quality MPI tomograms of high
spatial resolution and high signal-to-noise ratio (SNR) is to have
a very sensitive imaging system, which mainly detects the signal
generated by the tracer. In theory, the sensitivity is limited only
by noise in the electronic components of the receive chains, which
can be assumed to follow a Gaussian statistic. In practice, how-
ever, additional perturbations are present. For instance, thermal
effects in the scanner can lead to a slight drift of the induced
signal. The limitation in sensitivity was first investigated in [12].
As a solution, the authors proposed to take an empty measurement
with a free scanner bore prior to the actual measurement and
subtract the empty measurement prior to reconstruction, which
enhanced the sensitivity by more than one order of magnitude.
The static background subtraction works well as long as the
background signal remains static over time. For changing back-
ground signals it was proposed in [13] to use two background
measurements, one directly before and one directly after the
experiment. By using a convex combination of both scans it
is possible to significantly reduce artifacts induced by dynamic
background signals. Still, this method has two limitations: First,
it can only correct linear changes of the background signal, which
limits the method to short measurement scenarios. Second, it
complicates the entire measurement protocol since the measured
subject needs to be pulled in and out quickly before and after the
actual experiment.
ar
X
iv
:2
00
6.
05
74
1v
1 
 [e
es
s.I
V]
  1
0 J
un
 20
20
2An alternative to this approach is to estimate the background
signal directly from the measured data, which was proposed
in [14]. To this end, the authors proposed a joint estimation of
tracer distribution (foreground signal) and background signal.
Since this general optimization approach has no unique solu-
tion, it was proposed to shift the field-of-view (FoV) slightly
from frame to frame using a tailored multi-patch sequence and
assume that the foreground and the background did not change
in-between two frames. This puts a constraint on the optimization
problem leading to a unique solution. We note, however, that the
method decreases the temporal resolution by at least a factor of
two and requires a very special measurement protocol that only
few MPI scanners are capable of.
Since both the linear interpolation approach in [13] and the
joint estimation approach in [14] require an advanced measure-
ment protocol, the purpose of the present paper is the develop-
ment of a method that can be applied to any MPI measurement
sequence and scanner and does not alter the imaging protocol.
One further requirement is that the reconstruction time should
not be substantially increased. Here, we note that the simple
background subtraction in [13] does not increase the reconstruc-
tion time whereas the approach in [14] leads to an increase in
reconstruction time effectively preventing real-time reconstruc-
tion [15], [16].
Our approach uses a dictionary for representing the low-
dimensional subspace containing all typical background signals.
By constraining the background signal to be part of this subspace
and by forcing the particle signal to follow the MPI signal model
it is possible to estimate both quantities in a joint fashion and
with no increase of the algorithmic complexity. Our approach has
similarities to a background estimation discussed in [17] where
an additional background pixel was used for correcting a linear
scaling of a single background measurement. Our approach can
be seen as a generalization of that methods and we show that
a multi-dimensional space of background signals reduces the
artifacts.
II. THEORY
We use typical mathematical notation with boldface letters for
vectors and matrices. The identity matrix of size N × N are
denoted by IN . Zero vectors and matrices are written as 0 where
the size is not explicitly mentioned but can be derived from the
context. For a vector x = (xn)Nn=1 ∈ CN we define a projection
operator Pj,k : CN → Ck−j+1, 1 ≤ j ≤ k ≤ N by
Pj,k(x) := (xn)
k
n=j
that outputs a sub-vector of x. Analogously, for a matrix A =
(An,r)n=1,...,N ;r=1,...,M ∈ CN×M we define a projection oper-
ator Pj,k,l,m : CN×M → Ck−j+1×m−l+1, 1 ≤ j ≤ k ≤ N ,
1 ≤ l ≤ m ≤M by
Pj,k,l,m(A) := (An,r)n=j,...,k;r=l,...,m
that outputs a sub-matrix at the defined index ranges.
A. Ideal Imaging Equation
We consider a typical MPI experiment where the tracer dis-
tribution is periodically excited and a sequence of L frames is
continuously measured. The voltage signals induced in one or
multiple receive coils are Fourier transformed frame by frame
and in an optional step a frequency filtering is applied. We let
uideall = (uˆm,l)m=1,...,M ∈ CM denote the ideal background-
free measurement vectors that are generated by the tracer distribu-
tion cl ∈ RN+ where R+ are the positive real numbers including
zero. In the remainder of this manuscript we will omit the frame
index and write c and uideal when a fixed frame is considered
and the frame dependency is not important. The relation between
uideal and c is linear and can be expressed as
uideal = Sc (1)
where S ∈ CM×N is the MPI system matrix.
B. Background Signals
In practice, it is not possible to obtain the idealized signaluideal
directly since one instead measures a noisy measurement ul. The
latter can be described as the superposition of three components:
ul = u
ideal
l + b
static + bdynamicl︸ ︷︷ ︸
=:bl
, (2)
where bstatic ∈ CM is a background signal that remains static
independently of the frame index l, and bdynamicl ∈ CM is a
dynamic background signal that changes over time.
C. A-priori Background Correction
Since the background signal is superimposing the idealized
signal it is possible to remove it by subtraction. Let us assume
that best is an estimate of the background signal. Then, one can
correct the measured signal u by calculating
ucorr = u− best (3)
One way to obtain an estimator for the background signal is to
directly measure the background signal bstatic by removing all
tracer from the scanner cempty = 0 so that uempty − b = 0
and hence uempty = b. Here, one has to keep in mind that the
background measurement is linked to the specific time point when
uempty was measured, which is different from the time point when
u was measured. This is why the dynamic part of the background
signal uempty will be different from the one in u.
It is therefore advantageous to get rid of the dynamic part in
the empty measurement. This can be achieved quite easily, if the
expectation value of the dynamic part vanishes E(bdynamic) = 0,
by obtaining a large number of samples for the background signal
such that E(uempty) ≈ bstatic, where E(·) denotes the statistical
expectation operator.
In case the expectation value of the dynamic part does not
vanish, e.g. due to drifts in the dynamic background signal,
different strategies are required. One way is to measure two
background measurements, one before (upre) and one after (upost)
the experiment. Then, the l-th background signal bl can be
approximated by the convex combination
udynl =
L− l
L− 1upre +
l − 1
L− 1upost
3and subtracting it in the same way as the static background
measurement in (3). While this approach performs well in some
applications [13] it has some clear limitations:
• It only works when the drift is at least approximately lin-
ear. Typically, this holds true only for short measurement
sequences with a small number of measured frames.
• It requires background measurements taken in close tem-
poral proximity to the measurement, which complicates the
measurement protocol.
Throughout this work the subtraction of a linear interpolated
background signal will be considered as the state of the art
reference method for background signal estimation.
D. Standard Image Reconstruction
The standard approach to reconstruct the tracer distribution c
from the measurements u is to solve the regularized least-squares
problem
argmin
c
‖Sc− u+ best‖22 + λ‖c‖22.
where the background estimate best is subtracted from the mea-
surement in the data discrepancy term. Regularization is required
since the corrected measurements still contain a noise component,
which will be amplified by the ill-conditioned MPI system matrix
without regularization.
E. Joint Estimation using a Background Dictionary
The standard approach (3) requires an accurate estimate of the
background signal b. In case that the estimate is poor, e.g. because
the background is drifting over time, the standard approach may
lead to image artifacts since parts of the background signal are
reconstructed into image space. Therefore, we investigate an
adaptive joint estimation of the tracer distribution c and back-
ground signal b in this work. In the most general form, this can
be formulated as
argmin
c,b
‖Sc− u+ b‖22 +Rfgλ (c) +Rbgβ (b) (4)
where Rfgλ (c) is a regularization term constraining the particle
concentration c, which is chosen to be Rfgλ (c) = λ‖c‖22 in
this work. Rbgβ (b) is a regularization term constraining the back-
ground signal. Without this additional regularization term, the
optimization problem (4) would have the trivial solution c = 0,
b = −u, which fails to provide any useful information on the
particle distribution.
The core proposal of the paper is to use an orthogonal dictio-
naryW ∈ CM×Q providing a basis for the space of background
signals. Let
Γ := {b ∈ CM |Wn = b where n ∈ CQ} (5)
be the subspace spanned by the dictionary W . Then, we can
specify our proposed regularization term as
Rbgβ (b) := β‖b− best‖22 + χΓ(b− best) (6)
where χΓ is the indicator function
χΓ(b) :=
{
0 b ∈ Γ
∞ else .
and the term best is included as an initial guess so that b will only
include differences to the static background background. While
the indicator function ensures that b − best is contained in the
background space Γ, the first term, originally proposed in [14],
ensures that b is similar to the estimate best.
In the following we show that the optimization problem (4)
with the penalty (6) can be efficiently solved. To this end, we
first apply a substitution b 7→ b + best to move best into the data
discrepancy term yielding
argmin
c,b
‖Sc− u+ b+ best‖22 + λ‖c‖22 + β‖b‖22 + χΓ(b). (7)
Then, we replace the optimization variable b by Wn, which
ensures that χΓ(Wn) = 0. Therefore (7) can be reformulated
as
argmin
c,n
‖Sc− u+Wn+ best‖22 + λ‖c‖22 + β‖Wn‖22, (8)
where n is the new optimization variable. SinceW is orthogonal
we have
‖Wn‖22 = na`W a`Wn = na`n = ‖n‖22. (9)
such that (8) can be simplified to
argmin
c,n
‖Sc− u+Wn+ best‖22 + λ‖c‖22 + β‖n‖22,
Then we define
D :=
(
λ
1
2 IN 0
0 β
1
2 IQ
)
, y :=
(
c
n
)
,
pull the regularization parameters into the norms, and stack
‖λ 12 c‖22 and ‖β
1
2n‖22 together yielding
argmin
c,n
‖Sc− u+Wn+ best‖22 + ‖Dy‖22, (10)
Finally, we define
A :=
(
S W
)
, w := u− best
and can express (10) as
argmin
y
‖Ay −w‖22 + ‖Dy‖22. (11)
This least-squares problem is in standard Tikhonov form and thus
can be efficiently solved. This optimization problem will be the
core of our joined reconstruction algorithm summarized in II-F.
F. Setup the Dictionary
Having derived an efficient method for the determination of the
coefficients n and the tracer distribution c we still need a way to
find a good dictionary to describe the background signal. Such
a dictionary would ideally be based on a physical model of the
background so that W could be derived analytically. However,
it is difficult to predict the background signal and its specific
spectral fingerprint in practice. We therefore use an alternative
approach where the dictionary is determined in a data-driven
fashion from a set of Θ background measurements uBGκ , κ =
1, . . . ,Θ. Similar approaches are known from MRI, where the
temporal evolution of an image-series is modelled using low rank
matrices [18], [19]. Similarly, low rank matrices are used in audio
4signal processing to separate the signals from multiple sources
[20], [21], [22].
The required background measurements can be measured over
time with the MPI scanner and a free scanner bore. Ideally Θ is
chosen large so that many variations of the background can be
tracked. These measurements do not need to be measured in a
continuous measurement but it is also possible to use measure-
ments from different scanning sessions. In this way, the dataset
can be extended step-by-step and captures quite accurately the
space of background signals.
With the background measurements at hand, we can setup the
background matrix
X :=
(
uBG1 · · ·uBGΘ
) ∈ CM×Θ. (12)
Note thatX is not directly suitable as a dictionary since we made
the assumption that W is orthogonal, which is not fulfilled by
X in general. We, therefore, propose a rank reduction in combi-
nation with an orthogonalization, which can both be achieved by
calculating the singular value decomposition ofX , i.e.
X = UΣV a`, (13)
where U ∈ CM×M and V ∈ CΘ×Θ are two unitary matrices
and Σ ∈ RM×Θ is a generalized diagonal matrix containing
the singular values s1, . . . sΓ on its main diagonal, where Γ <
min(M,Θ) is the rank of X . The singular values are stored in
non-increasing order such that the most important information is
encoded in the first singular values and the associated singular
vectors, i.e. the columns of U . Since, the background matrix
X is setup by measurement of background scans and since the
background is changing only slightly over time, the matrix in
practice has very similar columns. Furthermore, the matrix X
contains noise and in turn one should not consider the true rank
of X but truncate the singular values when they fall under a
predefined threshold. We propose to keep the Q largest singular
values and thus chose the first Q columns for the dictionary W ,
i.e.
W = P1,M,1,Q(U) ∈ CM×Q (14)
The proposed joint background estimation is summarized in
algorithm 1. It is defined for a dynamic imaging sequence with
L measured frames to underline that some of the operations only
need to be performed once. In particular the singular value de-
composition of the background data only needs to be performed
during the initialization phase of the algorithm.
G. Least Squares Solver
Next, we discuss how to solve the linear optimization problem
(11) that marks the core of our proposed algorithm 1. While there
exist a multitude of suitable solvers or the least squares problem
in MPI, the iterative Kaczmarz method [23] marks the gold-
standard in MPI since it converges rapidly [24] thus keeps the
entire reconstruction time low. In this work, for simplicity, we
only use the Kaczmarz method although any other method is
also applicable. In its standard form, Kaczmarz method is only
applicable to consistent linear system and not suitable for a least-
squares setup. In order to solve (11) with the Kaczmarz method
Algorithm 1 Joint Reconstruction Algorithm
Input: S ∈ CM×N , X ∈ CM×Θ, ul ∈ CM , l = 1, . . . , L
best ∈ CM , Q ∈ N, λ, β ∈ R+
1: U ,Σ,V a` ← svd(X)
2: W ← P1,M,1,Q(U)
3: A← (S W )
4: D ←
(
λ
1
2 IN 0
0 β
1
2 IQ
)
5: for l = 1, . . . , L do
6: wl ← ul − best
7: yl ← argmin
y
‖Ay −wl‖22 + ‖Dy‖22
8: cl ← P1,N (yl)
9: nl ← PN+1,N+Q(yl)
10: bl ←Wnl
11: end for
Output: cl ∈ CN , bl ∈ CM , l = 1, . . . , L
one has to apply a variable substitution z = Dy and then solve
the optimization problem
argmin
z
‖AD−1z −w‖22 + ‖z‖22, (15)
which can be done by applying the Kaczmarz algorithm to the
linear system (
AD−1 IM
)(z
τ
)
= w (16)
where τ is an auxiliary variable that converges to the residual
τ = w − AD−1z = w − Ay. Once z is calculated by the
Kaczmarz algorithm one can determine y by y = D−1z. The
particle distribution c can then be obtained by taking only the
leading N entries of y (c.f. algorithm 1).
III. MATERIALS AND METHODS
A. Experiments
To evaluate the performance of the proposed algorithm we
use the measurement data collected in [13]. The data was mea-
sured with a custom-build human-sized brain scanner [11] and
allows for qualitative and quantitative analysis of background
drifts and background estimation methods. The data was acquired
with a 2D measurement sequence with an excitation field in
x-direction with an amplitude of 6 mTµ0−1 and frequency of
fE = 25.599 kHz. The excitation field is superposed by a
dynamic selection field with a repetition time of approximately
0.5 s, which moves the FFP slowly in y-direction. The overall
gradient strength was 0.2 T m−1 µ0−1 in y-direction and half of
that value in x-direction. The size of the sampled FoV was about
140× 140 mm2. The data was block-averaged for data-reduction
so that 130 line scans orientated in x-direction are available
in each repetition of the datasets. The number of frequencies
available before frequency selection is 39. All experiments were
performed with the MPI tracer perimag (micromod Partikeltech-
nologie GmbH, Rostock, Germany).
A system matrix was measured using a cubic sized delta
sample with a volume of 250 µl (4.25 mgFe) at 28× 28 positions
5FOV
outlet  inlet  outlet
Fig. 1. Pictures of the dynamic particle phantom that was used to
simulate brain perfusion using two tubes that are connected to in-going
and out-going hoses. During a continuous circulation with water, a tracer
bolus is injected. On the left picture it can be seen how the tracer enters
the phantom via the feeding hoses.
in a FoV of size 140× 140 mm2. In addition 5 background scans
were performed after measuring each line of the 28× 28 grid
positions such that in total 145 background scans were available.
Those background scans are used to setup the background matrix
X ∈ CM×145 while the foreground scans are used to setup
the matrix S ∈ CM×768, where M depends on the frequency
selection being used.
Two different measurements were performed to evaluate the
performance of the proposed background estimation method. In
the first measurement a static sample of size 6× 6× 6 mm3 with
a low iron mass of (31 µgFe) was placed in the center of the
scanner and it was measured for about 65 s. The measurement
was started before the object placement and finished after the
object was removed from the scanner. In turn, right before and af-
ter the object placement and removal several background frames
are available. We use the mean of 5 frames before the object
placement as best and the mean of the 5 frames after the object
removal for the linear interpolation method. The 140 frames in-
between are used for reconstruction of the particle concentration.
In the second experiment a dynamic tracer distribution is
considered that would occur in a typical bolus experiment. A
human brain is simulated using two tubes that are connected each
to an in-going and an out-going hose. Fig. 1 shows pictures of
the phantom during the experiment. As for the static experiment,
background frames are taken directly before (frame 1–5) bolus
injection and after (frame 182–185) the tracer has left the phan-
tom.
B. Image Reconstruction
In MPI it is common to apply a frequency selection prior to
reconstruction [15], which has two potential benefits. First, it al-
lows to remove frequencies, for which no signal is expected such
that the residual term takes only the signal carrying frequencies
into account. Second, as has been shown in [12], the frequency
selection also acts as a background removal method, with the
potential downside that valuable data is dropped. We consider a
simple band-pass filter by taking into account only frequencies
from fstart until fstop. The upper frequency is set to fstart = 8fE.
Higher frequencies did not contain any measurable MPI signal.
To determine whether it is possible to use additional frequency
components, which would usually be dropped because of the
background signal drift we consider two different frequency
selections. In the first case, which marks the state-of-the art in
MPI, we use fstart = 2fE where fE is the excitation frequency.
The excitation frequency is commonly excluded in MPI since the
signal at fE is strongly influenced by the direct feed-through of
the excitation field. We name this frequency selection Fexcluding. In
the second case, namedFincluding, we take the excitation frequency
into account by choosing fstart = fE. The number of matrix rows
ofS andX isM = 780 for Fexcluding andM = 910 for Fincluding.
The proposed algorithm has two regularization parameters that
need to be appropriately chosen. λ is usually chosen relative to
the ratio of Frobenius norm of the system matrix and its number
of columns λ = λ˜ trace(S
a`S)
N [24], which is also used in this work.
Since the concentration in the measurement was chosen rather
low, a rather high relative regularization parameters of λ˜ = 1.0
was chosen. This value was also used in [13], where it was found
by visual inspection of the reconstructed images. To reduce the
complexity of parameter optimization we keep the regularization
parameter λ fixed for all reconstructions. In addition, we keep the
number of Kaczmarz iterations fixed and use 20 iterations in all
reconstructions.
The second regularization parameter β is used to adjust the
influence of the background term β‖n‖22. In order to study
the influence of β on the reconstruction result we carried out
reconstructions with
βj =
(
1
5
)j−1
, for j = 1, . . . , 15.
Thus, β is selected on a logarithmic scale to sample from a large
range of values.
The third parameter to choose is the size Q of the background
dictionary W . We first analyse the associated singular values
of the matrix X and then perform reconstruction with Q =
1, . . . , 10 for each of the regularization parameters βj . In total
we thus perform 150 reconstructions with different values for β
andQ and analyze the influence of both parameters on the quality
of the reconstruction.
To analyze the reconstruction quality we use different quantita-
tive measures. To this end, the reconstructed particle distribution
c is first divided into two regions. A 6 × 6 block of pixels in the
center containing the signal is stored in the signal vector csignal
of length N signal. All other pixels carry the background signal
and are stored in the vector cbg of length N bg. Based on that we
calculate the following quantities:
• The signal quality is measured by calculating the iron mass
mFe = ∆V
N signal∑
n=1
csignaln , (17)
where ∆V is the size of the image pixels. This integrative
measure can be compared with the iron mass of the sample
placed into the scanner. Using the iron mass has the advan-
tage of being robust against a blurring of the reconstructed
particle distribution.
• The noise level is measured by calculating
εbg =
1
cref
√√√√ 1
N bg
N bg∑
n=1
(
cbgn
)2
, (18)
where cref is a reference value of the expected particle distri-
bution taken from a reference reconstruction and calculating
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Fig. 2. Singular values derived by performing the SVD on the back-
ground measurements X. The most significant 14 singular values are
separated by a vertical gray line.
cref = ‖csignal‖∞. We note that the same value is taken for all
reconstructions and that the purpose of cref is only to report
the noise level relative to the signal level.
• The third measure is the signal-to-noise ratio of c. It is
calculated by
SNR =
‖csignal‖∞
1√
N bg
‖cbg‖2
, (19)
i.e. the maximum signal is related to the standard deviation
of the background signal.
• Finally, in order to quantify the spatial resolution of the
reconstructed images we calculate the full width at half
maximum (FWHM) of the reconstructed dot in x-direction
(horizontal direction in the images) through the pixel with
the highest intensity.
IV. RESULTS
A. Singular Value Analysis
We start by having a look at the singular values that are com-
puted from the background measurementsX . They are shown in
Fig. 2 and are computed for both considered frequency selections
Fincluding and Fexcluding. One can see that the singular values drop
rapidly in both cases by more than one decade over the first
three singular values. This shows that the background signals are
very similar. Starting from a certain singular value (5 in case of
Fincluding and 4 in case of Fexcluding), the singular values decay
more slowly, which is a typical behavior for an SVD derived from
noisy data. Starting from singular value 18, the singular values
decay even less indicating that the noise floor is reached.
Comparing the singular values for the frequency selections
Fincluding and Fexcluding one can observe a very similar behavior.
When taking a closer look one can see that the singular values
for Fincluding decay a little bit slower than for Fexcluding indicating
that the covered space is a little bit larger. This is not unexpected
since the signal at the excitation frequency shows the largest drift
in practice.
B. Parameter Optimization
After analyzing the singular values we next consider the recon-
struction results for the static phantom experiment and investigate
the influence of the parameters β and Q on the image quality.
β1 β3 β9 β11 β12 β15
Q
=
1
Q
=
2
Q
=
10
Fig. 3. Reconstructions using the joint reconstruction algorithm for
frame l = 121 of the static dot phantom experiment including the
excitation frequency. Shown are results for βj , j = 1, 3, 9, 11, 12, 15
and Q = 1, 2, 10
The analysis is performed for a single frame (l = 121) at
the end of the measurement, when the background has already
drifted considerably compared to the initial background frame
best. We only show the parameter optimization results for the data
where the excitation frequency is included since the findings are
representative for the case where the excitation frequency was
excluded.
Reconstruction results for a subset of parameters are shown
in Fig. 3. In the images one can see that for large β strong
background artifacts are present. In fact, for β1 the influence
of the background estimation term is negligible such that the
image looks the same as the one obtained with static background
subtraction. When decreasing β the deviation from the initial
background estimate best have a smaller cost in the optimization
functional (4) and in turn a more accurate background signal
is estimated, which can be inferred from the reduced artifact
level in the images. When decreasing β even further one can see
that at some point the spatial resolution of the reconstructed dot
decreases up to the point that the entire signal vanishes. All these
observations can also be verified in the quantitative measures
shown in Fig. 4. Here, one additionally sees that the reconstructed
iron mass remains in a similar range as the true iron mass until a
certain value of β after which the iron mass is underestimated.
When taking a look at the influence of Q one can first observe
that the asymptotic behavior for β is similar for different Q. But
the effect that the particle distribution vanishes happens the earlier
the larger the dictionary Q is. In the images shown in Fig. 3 one
can see an artifact remaining forQ = 1 and most of the β values.
This artifact is removed when either taking a very small value for
β or when increasing Q to 2.
By visual inspection of the image data and the derived quanti-
tative values shown in Fig. 4, we selected a value of β =
(
1
5
)−10
and Q = 2 for further reconstructions of the data reconstructed
with frequency selection Fincluding and β =
(
1
5
)−10
and Q = 1
for reconstructions with frequency selection Fexcluding for further
analysis.
C. Static Experiment
After tuning the background-related reconstruction parameters
we next consider the entire time series of the experiment and
compare the proposed joint reconstruction algorithm with the
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Fig. 4. Quantitative measures of the image quality of the proposed
reconstruction algorithm for frame l = 121 of the static phantom
experiment including the excitation frequency. Shown are the iron mass
nFe (first plot), the background εbg (second plot), the SNR (third plot),
and the FWHM (last plot) for Q = 1, 2, 10 and β ∈ [(1
5
)14, 1]. The
selected β is indicated by a vertical dark gray line. In the first plot the
expected iron mass is drawn as a dashed light blue horizontal line.
static and the linearly interpolated background subtraction. As
one can see in Fig. 5, the static background subtraction is not
capable of preventing background artifacts over time since the
background signal is drifting. Thus the artifacts become stronger
than the actual signal. The artifacts are much stronger in the case
that the excitation frequency is included. The linear interpolation
of the background substantially reduces the background artifacts.
While only slight artifacts are present in the results excluding
the excitation frequency the results including the excitation fre-
quency still show artifacts with similar strength as the particle
signal itself (see frame l = 131). In contrast, the joint reconstruc-
tion approach is capable of suppressing the artifact even in the
challenging case that the excitation frequency is included. The
reconstructed dot is slightly more blurred but the overall image
quality is the same or better than in the case of the static or
linearly interpolated background subtraction.
Quantitative measures of the reconstructed images are shown
in Fig. 6. One can clearly see that the joint reconstruction
approach outperforms the other methods with respect to the
background suppression and the overall SNR. One additional
advantage is outlined in the iron mass plot. One can clearly see
that the static and the linearly interpolated background estimation
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Fig. 5. Reconstruction results for the static dot phantom placed in the
scanner center between frames l = 11 and l = 131. The images were
reconstructed with (bottom) and without (top) the excitation frequency.
In both parts selected frames of the time series reconstructed with static
background subtraction (first row), linearly interpolated background sub-
traction (second row) and the proposed joint background and particle
distribution estimation (third row) are shown. The later were calculated
with β =
(
1
5
)10 and Q = 1 for frequency selection Fexcluding and
Q = 2 for frequency selection Fincluding.
approach show a non-constant progression of the estimated iron
content, which can only be caused by the drift of the background
signal. In contrast, the joint reconstruction approach shows nei-
ther a systematic drift in the iron mass over time nor a systematic
deviation from the expected value of 31 µg(Fe).
D. Dynamic Experiment
The results of the dynamic bolus experiment using frequency
selectionFexcluding are shown in Fig. 7. It can be seen that the static
background subtraction method shows a plausible reconstruction
result where the concentration in the two tubes first increases
(frame l = 2− 4) and then decreases. Starting from frame l = 9
the concentration no longer decreases and instead background
artifacts appear in regions, where the phantom does not contain
any particles (see Fig. 1. The linear background interpolation
method is able to mostly remove this artifact and provide a plau-
sible result. The results for the proposed background estimation
method are shown in the lower part of Fig 7. It can be seen that
the background artifact is still present for a dictionary of size
Q = 1. However, when the dictionary is enlarged, the artifact
is also suppressed, with the best results for Q = 10. A further
positive effect of the increase of the dictionary is that the image
noise is substantially reduced. We note that a further increase of
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Fig. 6. Iron mass, background level and SNR of the reconstructed data shown in Fig. 5 for the static and linearly interpolated background subtraction
as well as for the joint reconstruction approach. In case of the iron mass, the true iron mass (31 µg(Fe)) is shown as a horizontal dashed light blue
line.
the dictionary taking all singular vectors into account did not
change the result substantially but only slightly smoothed the
particle signal.
V. DISCUSSION
In the present work we introduced a new method for back-
ground estimation and removal in magnetic particle imaging.
In both the static and the dynamic experiment the method out-
performed the static background subtraction method and per-
formed similar or better than the linearly interpolated background
subtraction method. Beyond image quality, the proposed joint
reconstruction approach has the important advantage over the
other methods that no complicated imaging protocol, with mea-
surements right before and after the measurement, is strictly
required. This is a strong advantage in particular for long mea-
surements where the background drifts non-linearly over time.
By estimating the background directly from the data it is possible
to take a drift of the background into account. We note, however,
that a background estimation close to the measurement can still
be beneficial since this requires to estimate only signal drifts
relative to a baseline background signal. How important a decent
background estimation is depends highly on the strength of the
baseline background signal and therefore cannot be easily gener-
alized. In our case it was not possible to reconstruct a satisfying
particle distribution for the static experiment when setting the
background estimate best to zero. It was possible, however, to
use background estimates from previous measurements without
strong degradation of the image quality.
The key idea of the algorithm is to separate the background
signals from the particle signals by considering the space spanned
by the particle signals image(S) and the space spanned by
the background signals image(W ). The later is derived in a
data-driven manner from a set of background scans that can
be obtained e.g. during a system matrix acquisition. How well
this approach works, depends highly on the spaces having a
small intersection. For the scanner being used, the spaces were
sufficiently different to perform a separation of particle signal
and background signal but further experiments across different
MPI scanners are necessary to study background signals in more
detail.
One important aspect of our study was to investigate the
influence of the regularization parameter β. We have seen that
the influence of β on the background removal was the smaller
the larger β was. This is plausible from a mathematical point of
view when looking at the optimization problem (8) that forms the
basis of the algorithm. In the limit β → ∞ the regularization
term ‖Wn‖2 would dominate the other terms and in turn n = 0
would be the solution of the minimization problem so that c
remains untouched. This solution thus converges for β → ∞
to the solution obtained by static background subtraction.
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Fig. 7. Reconstruction results for the dynamic bolus experiment using frequency selection Fexcluding. In the upper part, the results for the static
and a linearly interpolated background subtraction are shown. Below the results for the joint reconstruction approach for varying Q ∈ {1, 2, 10}
and β = 10−2 are shown. In the last row, the results are shown for the case that the entire matrix U is used as the dictionary W . All images are
equally windowed and focused on the smaller particle concentrations (25 % of the maximum value in the time series where the background was
corrected by linear interpolation)
The smaller β, the less is n restricted. This can lead to particle
signal being falsely identified as background. In turn this puts
a bias on the reconstructed particle concentration, such that one
has to trade off and select an appropriate regularization value
β with strong background suppression but only marginal bias
on the estimation of the particle distribution. Our quantitative
analysis has shown that the choice of β is rather robust yielding
satisfactory results for a large range of values. The influence of
the size of the background dictionary Q depends highly on the
specific setup and the statistics of the background signal. In our
case, Q = 2 yielded satisfying results for all experiments.
In this work, we did not put a focus on studying the background
signal itself over longer time periods to gather a better statistical
model of the scanner. For a routine application of the algorithm
we advice to establish a database of background scans, which is
continuously analysed and extended. In this way the background
dictionary gets more and more expressive in case that the back-
ground of the MPI system changes over time and Q is chosen
large enough. Whenever system components are changed – for
example an exchange of the excitation coils – new background
scans should be taken.
Finally we want to discuss the computational aspects of the
proposed reconstruction approach. Since we use a linear esti-
mator for the background signal, the algorithmic complexity in
terms of the O notation remains to be O(MNI), where I is
the number of Kaczmarz iterations, independent of whether the
background is estimated or not. The size of the linear system to
be solved is only marginally increases since one choosesQ N
in practice. Finally, we did not see an increase of the necessary
number of Kaczmarz iterations such that we conclude that the
overall reconstruction time is only marginally increased for the
proposed algorithm II-F.
The efficiency of our algorithm is in contrast to the algorithm
proposed in [14], which also performs a joint estimation of
particle distribution and background signal but leads to a 400-fold
increase in computation time, compared to standard reconstruc-
tion without background estimation, due to the use of a Newton-
type solver. In appendix A we show that the algorithm proposed
in [14] can also be efficiently solved since the underlying op-
timization problem can be written as a least-squares problem.
We note, however, that [14] requires a special imaging sequence
while our approach can be applied in a more general setting.
Both algorithms are similar in the way that they constrain the
background signal. The purpose of the appendix is to derive the
common structure of both background estimation approaches.
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Appendix A: Comparison with the Joint BG Estimation
Approach proposed in [14]
In this appendix our method is compared with the background
estimation approach proposed in [14]. We show that both ap-
proaches have a common structure and that the method proposed
in [14] can be reformulated as a least squares problem.
The idea of the method is to apply a sequence, where the FoV is
slightly shifted from frame to frame. We can express this with two
shifting operators ∆1, ∆2 and the associate measurements u1,
u2. Then, the authors in [14] proposed to solve the optimization
problem
argmin
c,b
2∑
q=1
‖S∆q(c)− uq + b‖22 + λ‖c‖22 + β‖b− best‖22
(20)
Here, we can already see various similarities to our approach (4).
Both approaches have the same background regularization term
‖b− best‖22 and the same regularization parameters λ and β. The
difference is that (20) includes two subsequent frames and as-
sumes that they have the same background and the same particle
concentration. This restricts the background to a low dimensional
space since the imaging equation for both frames need to be
fulfilled. In contrast, our approach operates on a single frame only
and instead restricts the space of the background signals based-on
an a-priori chosen dictionary.
We next show that (20) is a least-squares problem that can
be efficiently solved. To this end, we first note that the shifting
operator ∆q(·) can be expressed as a matrix-vector multiplication
∆q(c) = Hqc for q = 1, 2, (21)
where Hq is a permutation matrix having a diagonal structure.
One may need to zero pad c for proper handling of the boundary
pixels. We then introduce shifted versions of the system matrix
Sq = SHq such that we can write
S∆q(c) = SHqc = Sqc.
Inserting this into (20) yields
argmin
c,b
2∑
q=1
‖Sqc− uq + b‖22 + λ‖c‖22 + β‖b− best‖22.
We then move the background reference best into the residual term
by variable substitution:
argmin
c,b
2∑
q=1
‖Sqc− uq + b+ best‖22 + λ‖c‖22 + β‖b‖22,
Then, we derive
Sqc− uq + b+ best = (Sq IM)(cb
)
− uq + best
and stack the two residual norms as well as the two norms acting
on c and b yielding
argmin
c,b
∥∥∥∥(S1 IMS2 IM
)(
c
b
)
−
(
u1 − best
u2 − best
)∥∥∥∥2
2
+
∥∥∥∥(λcβb
)∥∥∥∥2
2
.
If we then define
A :=
(
S1 IM
S2 IM
)
, x :=
(
c
b
)
,
y :=
(
u1 − best
u2 − best
)
, D :=
(
λ
1
2 IN 0
0 β
1
2 IQ
)
we end up with
argmin
x
‖Ax− y‖22 + ‖Dx‖22 , (22)
which is a common Tikhonov regularized least-squares problem
that can be efficiently solved. In comparison with our proposed
background estimation approach (11) only the matrix A and the
vector y differ in (22).
Appendix B: Code and Examples
To make our algorithm accessible for other researchers we
integrated the algorithm into the open source MPI reconstruction
package MPIReco.jl [25]. The latter can be found at
https://github.com/MagneticParticleImaging/MPIReco.jl.
An example script is included in the folder exam-
ples/BGEstimation in the git repository.
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