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ABSTRACT
In this dissertation, we present several matrix-related problems and results motivated by
quantum information theory. Some background material of quantum information science
will be discussed in chapter 1, while chapter 7 gives a summary of results and concluding
remarks.
In chapter 2, we look at 2n × 2n unitary matrices, which describe operations on a closed
n-qubit system. We define a set of simple quantum gates, called controlled single-qubit
gates, and their associated operational cost. We then present a recurrence scheme to
decompose a general 2n × 2n unitary matrix to the product of no more than 2n−1(2n − 1)
single qubit gates with small number of controls.
In chapter 3, we address the problem of finding a specific element Φ among a given set of
quantum channels S that will produce the optimal value of a scalar function D(ρ1,Φ(ρ2)),
on two fixed quantum states ρ1 and ρ2. Some of the functions we considered for D(·, ·)
are the trace distance, quantum fidelity and quantum relative entropy. We discuss the
optimal solution when S is the set of unitary quantum channels, the set of mixed unitary
channels, the set of unital quantum channels, and the set of all quantum channels.
In chapter 4, we focus on the spectral properties of qubit-qudit bipartite states with a
maximally mixed qudit subsystem. More specifically, given positive numbers
a1 ≥ . . . ≥ a2n ≥ 0, we want to determine if there exists a 2n× 2n density matrix ρ
having eigenvalues a1, . . . , a2n and satisfying tr1(ρ) =
1
n
In. This problem is a special case
of the more general quantum marginal problem. We give the minimal necessary and
sufficient conditions on a1, . . . , a2n for n ≤ 6 and state some observations on general
values of n.
In chapter 5, we discuss projection methods and illustrate their usefulness in: (a)
constructing a quantum channel, if it exists, such that Φ(ρ(1)) = σ(1), . . . ,Φ(ρ(k)) = σ(k)
for given ρ(1), . . . , ρ(k) ∈ Dn and σ(1), . . . , σ(k) ∈ Dm, (b) constructing a multipartite state
ρ having a prescribed set of reduced states ρ1, . . . , ρr on r of its subsystems, (c)
constructing a multipartite stateρ having prescribed reduced states and additional
properties such as having prescribed eigenvalues, prescribed rank or low von Neuman
entropy; and (d) determining if a square matrix A can be written as a product of two
positive semidefinite contractions.
In chapter 6, we examine the shape of the Minkowski product of convex subsets K1 and
K2 of C given by K1K2 = {ab : a ∈ K1, b ∈ K2}, which has applications in the study of
the product numerical range and quantum error-correction. In [81], it was conjectured
that K1K2 is star-shaped when K1 and K2 are convex. We give counterexamples to show
that this conjecture does not hold in general but we show that the set K1K2 is
star-shaped if K1 is a line segment or a circular disk.
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MATRIX RESULTS AND TECHNIQUES IN QUANTUM INFORMATION SCIENCE
AND RELATED TOPICS
Notations
The following notations will be used throughout this thesis.
Z,R,C the sets of integers, real numbers and complex numbers
Re (z), Im (z), z real part, imaginary part and conjugate of z ∈ C
i the imaginary number
√−1
Rn n−dimensional real vector space
Cn n−dimensional complex vector space
|x〉 a vector in a Hilbert space
〈x| the conjugate transpose of the vector |x〉
|0〉, |1〉, . . . , |n− 1〉 standard basis vectors of Cn
〈u|v〉 inner product of |u〉 and |v〉
|u〉 ⊗ |v〉 tensor product of |u〉 and |v〉, also denoted |u〉|v〉 or |uv〉
Rm×n set of m× n matrices with real entries
Cm×n set of m× n matrices with complex entries
AT , A, A∗ transpose, conjugate, conjugate transpose of matrix A
Eij the matrix whose (i, j)
th entry is 1 and all other entries zero
In or I the n× n identity matrix
diag(d1, . . . , dn) a diagonal matrix with diagonal entries d1, . . . , dn
eig↓(X) n-tuple of eigenvalues of X, arranged in nonincreasing order
eig↑(X) n-tuple of eigenvalues of X, arranged in nondecreasing order
Λ↓(X), Λ↑(X) diagonal matrix whose diagonal entries are eig↓(X), eig↑(X)
1
tr(A) the trace of A
det(A) the determinant of A
rank(A) the rank of A
λi(A) the i
th largest eigenvalue of A
si(A) the i
th largest singular value of A
Un set of n× n unitary matrices
Hn set of n× n hermitian matrices
PSDn set of positive semidefinite matrices
Dn set of density matrices
A ≤ B means B − A is positive semidefinite
A ≺ B A is majorized by B, where A,B ∈ Hn
A⊕B the direct sum of matrices A and B
A⊗B the tensor product of matrices A and B
Ωn the set
{
(a1, . . . , an) ∈ Rn | a1 ≥ · · · ≥ an ≥ 0,
∑n
j=1 aj = 1
}
∂S the boundary of the set S
Co(S) convex hull of the set S
Sc complement of the set S
S1 ∪ S2, S1 ∩ S2, S1 \ S2 union, intersection and difference of two sets S1 and S2
C(Φ) Choi matrix representation of the linear map Φ
H(ρ) von Neumann entropy of positive semidefinite matrix ρ
H(ρ||σ) relative entropy of two positive semidefinite matrices ρ, σ
F (ρ, σ) fidelity between two positive semidefinite matrices ρ, σ
δst Kronecker delta function
2
CHAPTER 1
Preliminary Information
Quantum information science has been a source of many research topics in the past 30
years [16]. Matrix and operator theory has a significant role in the development of this field.
In particular, Hilbert spaces, Hermitian operators, positive semidefinite operators, unitary
transforms and trace-preserving completely-positive maps are some of the mathematical
tools used by every textbook to lay out the foundations of quantum information.
In this section, we present these concepts, based on the Copenhagen interpretation of
quantum mechanics, that are relevant to the problems discussed in this dissertation. We
also define terms and establish notations.
1.1 State Space and Observables
The first postulate of quantum mechanics states that any isolated physical system X
is associated to a Hilbert space —a complex vector space with inner product—called the
state space of the system. The isolated system is completely described by a unit vector |ψ〉
in the state space [79]. This unit vector is called the state vector or state of the system.
Note that throughout this dissertation, we will focus on systems with finite-dimensional
3
state spaces and we will denote the n−dimensional complex space by Cn. We will also
denote the conjugate transpose of the vector |x〉 by 〈x|.
One of the fundamental differences between a quantum mechanical system and a
classical system is that the state of a classical system can only be one of n state vectors,
while a quantum mechanical system can be in a superposition of those n states. Several
quantum algorithms that are proven to be more efficient than classical ones rely on this
feature of quantum systems [26, 86].
As the name suggests, the state of a system contains all information regarding its
physical properties. However, due to the well-known uncertainty principle introduced by
physicist Werner Heisenberg, it is not possible for an observer to measure all of these
properties with absolute certainty in the outcome of all variables measured. To describe
this phenomenon mathematically, we consider a physical quantity or observable that has
n classical outcomes and associate to it an n × n Hermitian matrix A with spectral de-
composition A =
n∑
j=1
λj|xj〉〈xj|. The eigenvectors |x1〉, . . . , |xn〉 represent the n classical
states, while the eigenvalues λ1, . . . , λn of A represent the possible outcomes of measuring
the observable that A represents. If the state |ψ〉 of the system is an eigenvector of A,
say |ψ〉 = eiθ|xj〉, then the measurement outcome is λj. If we do the same measurement
on several copies of |ψ〉, the outcome will always be the same. However if |ψ〉 is not an
eigenvector of A, say |ψ〉 = c1|x1〉+ c2|x2〉+ · · ·+ cn|xn〉 is a superposition of |x1〉, . . . , |xn〉,
then the measurement outcome is |x1〉 with probability |c1|2, |x2〉 with probability |c2|2
and so on. Moreover, after performing the measurement of the system, the state of the
system immediately collapses from |ψ〉 to the observed eigenvector |xj〉.
The simplest quantum mechanical system is a qubit which can be associated to the
4
two-dimensional complex Hilbert space C2. The standard basis for C2 consists of
|0〉 =
1
0
 and |1〉 =
0
1
 (1.1)
The state of a qubit can be represented by a|0〉+b|1〉, where a, b ∈ C such that |a|2+|b|2 = 1.
There are several physical systems that realize qubits. Some examples are given by the
polarization of a photon (vertical or horizontal), the spin of an electron (spin up or spin
down) and the energy state of an electron orbiting a single atom (ground state or excited
state). On the other hand, a system associated to a more general complex Hilbert space
Cd is referred to as a qudit system.
Suppose that we have a quantum system associated to Cn whose state is only known
to be equal to |ψj〉 with probability pj for j = 1, . . . , n. If n = 1, then we say that
the system is in a pure state. Otherwise, the system is said to be mixed and its state is
described by a density matrix of the form
ρ =
n∑
j=1
pj|ψj〉〈ψj|, (1.2)
for some orthonormal set {|ψ1〉, . . . , |ψn〉} and p1, . . . , pn ∈ R+,0 such that
n∑
j=1
pj = 1. In
particular, if p1 = · · · = pn = 1n , then we say that the system is maximally mixed. Note
that when the system is in a pure state |ψ〉, we can still represent the state by the rank
one density matrix ρ = |ψ〉〈ψ|.
Throughout this text, we will denote the set of m-by-n complex matrices by Cm×n,
the set of n-by-n Hermitian matrices by Hn, the set of n×n positive semidefinite matrices
by PSDn and the set of n × n density matrices by Dn. The n-by-n identity matrix will
be written as In or simply I. We also let {|0〉, . . . , |n− 1〉} be the standard basis vectors
5
for Cn. For any A ∈ Hn, we will denote the n−tuple of eigenvalues of A, arranged in
nonincreasing order (respectively, nondecreasing order), by eig↓(A) (resp., eig↑(A) ).
In the next section, we will look at systems that are made of multiple subsystems and
present the mathematical tools used to describe relations between the subsystems and the
overall state of the system.
1.2 Composite Systems
The interaction of two or more quantum systems produce interesting quantum effects
[84]. Perhaps the most intriguing feature of quantum mechanics is the concept of quantum
entanglement wherein the combined state of two or more systems is not directly described
by the individual states of its component systems and vice versa. Mathematically, given
two quantum systems X1 and X2 with respective state spaces Cm and Cn, we can consider
their combined system X = (X1, X2). The bipartite system X is associated to the space
Cmn. To describe relations between the global state and the state of its subsystems, we
define the tensor product operation on matrices as follows.
Suppose A ∈ Cm×n and B ∈ Ck×l, then the tensor product of A and B is the matrix
A⊗B ∈ Cmk×nl such that
if A =

a11 · · · a1n
...
. . .
...
am1 · · · amn
 , then A⊗B =

a11B · · · a1nB
...
. . .
...
am1B · · · amnB
 (1.3)
In particular, if |ψ1〉 ∈ Cm = Cm×1 and |ψ2〉 ∈ Cn = Cn×1, we will sometimes denote
|ψ1〉 ⊗ |ψ2〉 by |ψ1〉|ψ2〉 or |ψ1ψ2〉.
For independent quantum systems X1 and X2, the state of the bipartite system X =
(X1, X2) can be described as a tensor product |x1〉⊗|x2〉 of the state vectors |x1〉 of X1 and
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|x2〉 of X2. Note however that not all elements of Cmn can be written as a tensor product
|x1〉 ⊗ |x2〉 [85]. State vectors that cannot be written as a tensor product represent (pure)
states of entangled systems.
In the density matrix formulation, we say that two systems X1 and X2 are independent
if the state ρ of their combined system X = (X1, X2) is the tensor product of their states
ρX1 and ρX2 . That is, ρ = ρX1 ⊗ ρX2 . More generally, if ρ =
∑k
j=1 pjσj ⊗ γj for some
probability vector p = [pj] and density matrices σj ∈ Dm and γj ∈ Dn, then ρ is said to be
separable. A density matrix that is not separable represents an entangled (mixed) state.
We can obtain information on the state of a subsystem by performing an operation
called partial trace on the state of the whole system.
For an ordered pair of integers (m,n) and a matrix A ∈ Cmn×mn, we define the first
and second partial trace of A, with respect to (m,n), as follows
tr1(ρ) =
m∑
s=1
(
〈xs| ⊗ In
)
A
(
|xs〉 ⊗ In
)
and tr2(ρ) =
n∑
t=1
(
Im ⊗ 〈yt|
)
ρ
(
Im ⊗ |yt〉
)
(1.4)
where |x1〉, . . . , |xm〉 forms an orthonormal basis of Cm and |y1〉, . . . , |yn〉 forms an or-
thonormal basis of Cn.
From this definition, it is clear that if ρ = ζ ⊗ σ for some ζ ∈ Dm and σ ∈ Dn, as is
the case for independent bipartite systems, then tr1(ρ) = σ and tr2(ρ) = ζ. In general, if
ρ = [ρst]1≤s,t≤m for ρst ∈Mn, then
tr1(A) = A11 + . . .+ Amm and tr2(A) =
(
tr(Aij)
)
1≤i,j≤m
(1.5)
Let X1 be associated to Cm and X2 ∈ Cn. Suppose that the bipartite system X = (X1, X2)
is in the state ρX . Then the respective reduced state ρX1 and ρX2 of X1 and X2 are given
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by
tr2(ρX) = ρX1 and tr1(ρX) = ρX2 (1.6)
We say that ρX is an extension of ρX1 , and also of ρX2 , while the two latter density matrices
are called reduced states (or marginal states) of the former. Given ζ ∈ Dm and σ ∈ Dn,
there may be several extensions ρ ∈ Dmn for ζ and σ. In fact, the set
{ρ ∈ Dmn | tr1(ρ) = σ and tr 2(ρ) = ζ} (1.7)
is a compact convex set. Moreover, the set of eigenvalues of elements of set (1.7) is a convex
polytope. In Chapter 4, we study the minimal set of inequalities that (a1, . . . , a2n) ∈ Ω2n
must satisfy for there to exist a density matrices ρ ∈ D2n satisfying tr1(ρ) = 1nIn and
eig↓(ρ) = (a1, . . . , a2n).
One can extend the definition of a partial trace map to states of a multipartite
system X = (X1, . . . , Xk). Suppose the state space of the subsystem Xj is Cnj . Let
J = {j1, . . . , jr} ⊆ {1, . . . , k} and let J c = {1, . . . , k} \ J . We define the partial trace map
trJc : Hn1···nk −→ Hnj1 ,...,njr as the linear map satisfying
trJc(A1 ⊗ · · · ⊗ Ak) =
(∏
s∈Jc
tr(As)
)
Aj1 ⊗ · · · ⊗ Ajr (1.8)
for any Aj ∈ Hnj . Then the reduced state ρXJ of the subsystem XJ = (Xj1 , . . . , Xjr) is
given by ρXJ = trJc(ρX). The Matlab script parttrace.m in Appendix A.1 can be used
to compute the reduced state of a subsystem given the global state of the multipartite
system.
We can define the set
{ρ ∈ Dn1,...,nk | trJct (ρ) = ρXJt for t = 1, . . . , `} (1.9)
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for given subsets J1, . . . J` ⊆ {1, . . . , k}, and density matrices ρXJt of size
∏
s∈Jt ns for
t = 1, . . . , `. Note that if there exists t1 and t2 such that Jt1 ∪Jt2 6= ∅, then the set 1.9 may
or may not be empty. The problem of determining if a given set of density matrices are
compatible as reduced states of a global state is a special case of the quantum marginal
problem [84]. In Chapter 5, we discuss a numerical method called alternating projection
to find a solution to such a problem.
1.3 Evolution of a System
The second postulate of quantum mechanics states that the evolution of a closed
quantum system is described by the Schro¨dinger equation
i}
d|ψ〉
dt
= Hˆ|ψ〉 (1.10)
where Hˆ is a Hermitian matrix called the Hamiltonian of the system. In discrete time,
this says that the state |ψ′〉 of the system at time t′ is related to an earlier state |ψ〉 at
time t via a unitary transformation U(t, t′), that is
|ψ′〉 = U(t, t′)|ψ〉 (1.11)
or in terms of the density matrix formulation,
ρ′ = U(t1, t2)ρU(t1, t2)∗. (1.12)
In matrix theory, a unitary transformation is represented by a unitary matrix U . That is
UU∗ = I. We will denote the set of unitary matrices by Un.
In computer science, circuits are made of logic gates that are applied sequentially to
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perform a particular task. We can view a task as a function on the register of the computer.
Given a set of available functions (logic gates), one wishes to express a general function
as a composition of these available functions in the circuit. Analogously, in quantum
information science, we are interested in building a quantum circuit using quantum logic
gates as building blocks to perform desired quantum operations. Since unitary matrices
describe operations on a closed quantum system, we wish to express a general unitary
matrix as a product of simple quantum gates.
Unitary matrices of the form
In1 ⊗ · · · ⊗ Inj−1 ⊗ Uj ⊗ Inj+1 ⊗ · · · ⊗ Ink (1.13)
are ideal quantum operations on multipartite systems (X1, . . . , Xk) with state spaces
Cn1 , . . . ,Cnk . To see this, consider the effect of (1.13) on the vector |ψ〉 = |ψ1〉⊗· · ·⊗|ψk〉 ∈
Cn1···nk . The result is
|ψ′〉 = |ψ1〉 ⊗ |ψj−1〉 ⊗ |ψ′j〉 ⊗ |ψj+1〉 · · · ⊗ |ψk〉 (1.14)
wherein the jth component has been altered while the other components have not. Unitary
matrices of the form (1.13) are called local quantum gates or free quantum gates because
we do not need knowledge of the other component states to perform an operation on the
jth state. However, if we want a transformation that changes the state of the jth system
only when the other component systems are known to be in particular states, then such
operations will be more costly. Such operations are referred to as controlled quantum
gates. In Chapter 2, we define controlled-quantum gates and their associated cost and
describe a scheme to decompose a general n-qubit unitary matrix — that is U ∈ U2n —
into a product of controlled gates with the aim of reducing the cost from another scheme
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found in the literature.
1.4 Quantum Channels
In the preceding section, we introduced unitary transformations that describe opera-
tions on closed quantum systems. In this section, we consider a general quantum operation
Φ : Cn×n −→ Cm×m that maps a quantum state to another quantum state. Such a map
must send a density matrix to another density matrix. If we assume Φ is linear, this
implies that Φ must be trace-preserving, that is
tr(Φ(X)) = tr(X) for all X ∈ Cn×n (1.15)
and must also preserve positive semidefiniteness. In fact, quantum operations must be
completely positive so that the tensor of two such maps also preserve positive semidefi-
niteness. We will define what this means in the following.
Let Φ : Cm×m −→ Cn×n and Ψ : Cr×r −→ Cs×s be two linear maps. We can define a
new linear map Ψ⊗Φ : Crm×rm −→ Csn×sn satisfying Ψ⊗Φ(X ⊗ Y ) = Ψ(X)⊗Φ(Y ) for
any X ∈ Cr×r and Y ∈ Cm×m. Denote the identity map on Cn×n by 1n. We say that the
map Φ is completely positive if for any k ∈ Z+, the map 1k ⊗ Φ satisfies
1k ⊗ Φ(X) ∈ PSDnk whenever X ∈ PSDmk (1.16)
If Φ is both trace-preserving and completely positive, then Φ is called a quantum chan-
nel. Note that if Φ1 and Φ2 are two quantum channels, the map Φ1⊗Φ2 is also a quantum
channel. Quantum channels represent a more general set of quantum operations that can
be observed in open quantum systems. These are quantum systems that interact with
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other quantum systems. Such interaction causes decoherence or loss of information due to
the quantum noise brought about by the interaction of the system with its environment.
A quantum channel Φ : Cn×n −→ Cm×m has a convenient operator-sum representation
due to Kraus [57] given by
Φ(ρ) =
k∑
j=1
FjρF
∗
j (1.17)
for some Fj ∈ Cm×n for all j and
k∑
j=1
F ∗j Fj = In. The operators F1, . . . , Fk are called error
operators . These error operators are significant in the study of quantum error-correction.
Another useful representation of Φ is the Stinespring representation [88] which states
that there exist a linear isometry P ∈ Cmp×n, that is P ∗P = In such that for all ρ ∈ Cn×n,
Φ(ρ) = tr2(PρP
∗) (1.18)
where the partial traces are with respect to (m, p).
Finally, Φ is associated to a unique positive semidefinite mn-by-mn matrix
C(Φ) = [Φ(Eij)]mi,j=1 =

Φ(E11) · · · Φ(E1n)
... Φ(Ekl)
...
Φ(En1) · · · Φ(Enn)
 (1.19)
called the Choi matrix of Φ [20]. The trace preserving property of Φ ensures that
tr2(C(Φ)) = [tr(Φ(Eij))]mi,j=1 = Im. (1.20)
One of the problems we will consider in Chapter 5 is the quantum channel interpolation
problem. That is, given ρ1, . . . , ρk ∈ Dm and σ1, . . . , σk ∈ Dn, we wish to determine of
there is a quantum channel Φ such that Φ(ρi) = σi.
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1.5 Scalar Functions on Quantum States
There are several functions defined on quantum states that are of interest in quantum
information science. These functions reveal properties of quantum systems or relations
between quantum systems. We discuss some of these functions that will appear in this
dissertation.
Schatten p-norm
For any X ∈ Cm×n and any p ≥ 1, the Schatten−p norm of X is defined and denoted
by
||X||p =

[
tr
(
(A∗A)p/2
)] 1
p if p <∞
max{√〈x|A∗A|x〉 | 〈x|x〉 = 1} if p =∞ (1.21)
If X has singular values s(X) = (s1, . . . , sk), then ||X||p is just the `p−norm of s(X), i.e.,
||X||p =

||s(X)||`p =
(
k∑
j=1
spj
) 1
p
if p <∞
s1 if p =∞
(1.22)
When p = 1, we get the trace norm, while p = 2 gives the Frobenius/Hilbert-Schmidt norm
and when p =∞, we get the spectral norm of X. Note that || · ||p is invariant under partial
isometry, that is
||U∗XV ||p = ||X|| (1.23)
for any U, V with appropriate sizes such that U∗U = I and V ∗V = I. In Chapter 3, we
will discuss the optimal values of ||ρ1 − Φ(ρ2)||p when ρ1 and ρ2 are fixed quantum states
and the the optimum is taken over all quantum channels Φ contained in a given set.
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The von Neumann Entropy
In classical information theory, the Shannon entropy of a probability vector p =
(p1, . . . , pn) given by−
n∑
j=1
pj log pj can be viewed as a measure of the amount of uncertainty
in a random experiment described by p, or equivalently, the amount of information gained
by learning the result of the experiment [92].
The quantum analog of the Shannon entropy is the von Neumman entropy. The von
Neumann entropy of a state ρ ∈ Dn, whose eigenvalues are a1, . . . , an, is defined to be
H(ρ) = −tr(ρ log ρ) = −
n∑
j=1
aj log aj, (1.24)
where the logarithm is in base 2 and we take 0 log 0 = 0 by convention. For any ρ ∈ Dn,
0 ≤ H(ρ) ≤ log n = H
(
1
n
In
)
, (1.25)
and H(ρ) = 0 if and only if rank(ρ) = 1, i.e. ρ is a pure state. Intuitively, there is less
uncertainty when ρ is a pure state and maximum uncertainty when ρ is maximally mixed.
It is known that for any bipartite state ρ ∈ Dmn,
H(ρ) ≤ H(tr1(ρ)) +H(tr2(ρ)), (1.26)
where equality in the first equation is satisfied when ρ = tr1(ρ) ⊗ tr2(ρ). This is referred
to as the subadditivity of H(·). In addition to this, H(·) is also strongly subadditive, that
is, for any bipartite state ρ ∈ Dmn and any tripartite state σ ∈ Dmnr,
H(σ) +H(tr13(σ)) ≤ H(tr1(σ)) +H(tr3(σ)). (1.27)
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It is clear from (1.26) that the maximum value of H(ρ) over all elements ρ in the set
described in (1.7) is given by H(σ ⊗ ζ). However, the minimum value is not easy to
compute. In Chapter 5.5, we employ a numerical method to address the problem of
finding the minimum value of H(ρ) over all elements of (1.7).
The Quantum Relative Entropy
Given ρ, σ ∈ Dn, we define the quantum relative entropy of ρ with σ to be
H(ρ||σ) =
 tr(ρ log ρ− ρ log σ) if range(ρ) ⊆ range(σ)∞ otherwise (1.28)
This quantity is nonnegative for any ρ, σ ∈ Dn. It is also jointly convex in its two inputs,
i.e. for any 0 ≤ λ ≤ 1,
H(λρ0 + (1− λ)ρ1||λσ0 + (1− λ)σ1) ≤ λH(ρ0||σ0) + (1− λ)H(ρ1||σ1). (1.29)
And lastly, it is monotone under any quantum channel Φ. That is,
H(Φ(ρ)||Φ(σ)) ≤ H(ρ||σ). (1.30)
The Quantum Fidelity Function
Given two quantum states ρ1, ρ2 ∈ Dn, we define the fidelity between ρ1 and ρ2 by
F (ρ1, ρ2) = tr
√√
ρ1ρ2
√
ρ1 = ||√ρ1√ρ2||1. (1.31)
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If ρ1 and ρ2 are pure states, say ρ1 = |x〉〈x| and ρ2 = |y〉〈y|, then F (ρ1, ρ2) = |〈x|y〉|. For
general states ρ1, ρ2, Uhlmann’s theorem states that
F (ρ1, ρ2) = max{F (σ1, σ2) | tr1(σ1) = ρ1, tr1(σ2) = ρ2 and rank(σ1) = rank(σ2) = 1}.
(1.32)
Recall that a density matrix σ is represents a pure state if and only if rank(σ) = 1. An
extension of ρ that is a pure state σ is called a purification of ρ. Thus, we can interpret
F (ρ1, ρ2) as a measure of how close a purification of ρ1 resembles a purification of ρ2.
In Chapter 3, we will discuss the optimal values of a class of functions D(ρ1,Φ(ρ2))
over elements Φ of a set of quantum channels. This will include the optimal values of
F (ρ1,Φ(ρ2)) and H(ρ1||Φ(ρ2).
Majorization
In this section, we define Schur-convexity and Schur-concavity, which are useful prop-
erties of some functions of quantum states. First, we need to define the concept of ma-
jorization. Majorization is an important tool in matrix theory that is used to prove several
inequalities on certain classes of functions. One may consult the excellent monograph [76]
for more information and applications.
Let a and b be two collections of n real numbers, say a = {a1, . . . , an} and b =
{b1, . . . , bn} such that a1 ≥ a2 ≥ · · · ≥ an and b1 ≥ b2 ≥ · · · ≥ bn. We say that a is
majorized by b, written a ≺ b, if for all
n∑
j=1
aj =
n∑
j=1
bj and
k∑
j=1
aj ≤
k∑
j=1
bj for all k = 1, . . . , n− 1. (1.33)
Let A and B be two n× n Hermitian matrices. We say that A is majorized by B, written
A ≺ B, if eig↓(A) ≺ eig↓(B).
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We now define Schur-convexity and concavity. A function f : Rn → R is Schur-convex
if f(x) ≤ f(y) whenever x ≺ y. It is strictly Schur convex if f(x) < f(y) whenever x ≺ y
and x 6= y. Similarly, f is Schur-concave if f(x) ≥ f(y) whenever x ≺ y. It is strictly
Schur concave if f(x) > f(y) whenever x ≺ y and x 6= y.
The `p norms f(x) = ||x||p, where p ≥ 1, are Schur-convex. The Shannon entropy
f(x) = −∑
j
xj log xj is Schur-concave. In [73], it was shown that for fixed nonnegative
numbers p1 ≥ · · · ≥ pn such that p1 + · · · + pn = 1, the function f(x) =
∑
j
√
pjx
↑
j , is
Schur-concave. Here x↑j denote the j
th smallest component of x. Similarly, the function
f(x) = −∑
j
pj log x
↓
j can be shown to be Schur-convex.
One extends the definition of Schur-convexity/concavity to functions of the form F :
Hn −→ R satisfying F (·) = f(eig(·)) for some function f : Rn → R. F is said to be Schur-
convex (respectively, Schur-concave) if f is. For example, any unitary similarity invariant
norm is Schur-convex [76] while the von Neumann Entropy H(·) is Schur-concave [92].
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CHAPTER 2
Decomposition of Quantum Gates∗
2.1 Introduction
The foundation of quantum computation [79] involves the encoding of computational
tasks into the temporal evolution of a quantum system. A register of qubits, identical two-
state quantum systems, is employed, and quantum algorithms can be described by unitary
transformations and projective measurements acting on the state vector of the register.
In this context, unitary matrices are called quantum gates. Mathematically, a two-state
quantum system has vector states |ψ〉 in C2, known as qubits. The two vectors in the
standard basis {|0〉, |1〉} for C2 correspond to two physically measurable quantum states.
An n-qubit system containing registers of n-qubits has vector states in the Euclidean space
C2 ⊗ · · · ⊗ C2 = (C2)⊗n with basis vectors
|jn · · · j1〉 = |jn〉 ⊗ · · · ⊗ |j1〉, j1, . . . , jn ∈ {0, 1} (2.1)
∗The material in this chapter is contained in the paper [62], which is a joint work of C.K. Li and the
author.
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corresponding to the 2n physically measurable states.
For a single qubit, one can use quantum gates corresponding to unitary transforma-
tions to manipulate the qubit. For an n-qubit system with large n, it is challenging and
expensive to implement quantum gates. One often has to decompose a general quantum
gate into the product of simple/elementary unitary gates which can be readily created
physically. For a discussion on decomposing a unitary matrix into sets of elementary
quantum gates, see, for example, [24], [27], [44], [87], and their references. By elementary
linear algebra, it is known that every N ×N unitary matrix can be written as the product
of no more than N(N − 1)/2 2-level unitary matrices (Given’s transforms), i.e., unitary
matrices obtained from the identity matrix by changing a 2× 2 principal submatrix.
For example, if U ∈ U4, then there are unitary matrices of the form
U1 =

1 0 0 0
0 1 0 0
0 0 ∗ ∗
0 0 ∗ ∗

U2 =

1 0 0 0
0 ∗ ∗ 0
0 ∗ ∗ 0
0 0 0 1

U3 =

∗ ∗ 0 0
∗ ∗ 0 0
0 0 1 0
0 0 0 1

so that U1U has a zero (4, 1) entry, U2U1U has zero entries at the (4, 1) and (3, 1) positions,
and U3U2U1U has zero entries at the (4, 1), (3, 1), (2, 1) positions, and (1, 1) entry equal to
one. Because U3U2U1U is unitary, it will be of the form [1]⊕ U˜ with U˜ ∈ U3. We can then
find unitary matrices of the form
U4 =

1 0 0 0
0 1 0 0
0 0 ∗ ∗
0 0 ∗ ∗

U5 =

1 0 0 0
0 ∗ ∗ 0
0 ∗ ∗ 0
0 0 0 1

U6 =

1 0 0 0
0 1 0 0
0 0 ∗ ∗
0 0 ∗ ∗

so that U5U4U3U2U1U has the form I2 ⊕ V with V ∈ U2 and U6 . . . , U1U = I4. It follows
that U = U∗1 · · ·U∗6 .
In the context of quantum information science, not all 2-level unitary matrices are easy
to implement. In this context, one considers matrices of sizes N = 2n labeled by binary
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sequences jn · · · j1 ∈ {0, 1}n corresponding to the measurable quantum state |jn · · · j1〉.
Then certain two level unitary matrices correspond to quantum operations acting on the
sth qubit provided the other qubits |jn〉, . . . , |js+1〉, |js−1〉, . . . , |j1〉 assume specified values
in {|0〉, |1〉}. These are known as the fully controlled qubit gates. For example, when
n = 2, we label the rows and columns of matrices by 00, 01, 10, 11. There are four types
of fully-controlled 2-qubit gates:
(0V ):

v11 v12 0 0
v21 v22 0 0
0 0 1 0
0 0 0 1

(1V ):

1 0 0 0
0 1 0 0
0 0 v11 v12
0 0 v21 v22

(V 0):

v11 0 v12 0
0 1 0 0
v21 0 v22 0
0 0 0 1

(V 1):

1 0 0 0
0 v11 0 v12
0 0 1 0
0 v21 0 v22

with V =
v11 v12
v21 v22
 ∈ U2. In particular, a (0V )-gate corresponds to the unitary operator
a|00〉+ b|01〉+ c|10〉+ d|11〉 7→ |0〉V (a|0〉+ b|1〉) + |1〉(c|0〉+ d|1〉),
which will only change the part of the vector state with the first qubit equal to |0〉.
Similarly, a (1V )-gate corresponds to the unitary operator
a|00〉+ b|01〉+ c|10〉+ d|11〉 7→ |0〉(a|0〉+ b|1〉) + |1〉V (c|0〉+ d|1〉),
which will only change the part of the vector state with the first qubit equal to |1〉. The
(V 0)-gate and (V 1)-gate have the same physical interpretation. One can associate the 4
types of controlled qubit gates with the circuit diagrams in Figure 2.1.
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V(a) (0V ) gate
V
(b) (1V ) gate
V
(c) (V 0) gate
V
(d) (V 1) gate
FIG. 2.1: Circuit diagrams for controlled 2-qubit gates.
For n = 3, we have fully-controlled qubit gates of the types:
(00V ), (01V ), (10V ), (11V ), (0V 0), (0V 1), (1V 0), (1V 1), (V 00), (V 01), (V 10), (V 11).
One easily extends this idea and notation to define fully-controlled gates acting on n-qubits.
In [90] (see also [72]), it was shown that one can decompose a quantum gate into
the product of 2-level matrices corresponding to fully-controlled qubit gates. While fully-
controlled qubit gates are relatively simple, it is still not easy to implement because the
qubit gate V can only act on the target bit after verifying that the other (n − 1)-qubits
satisfy the controlled bits. As mentioned in [90], in practice it is desirable to replace fully
controlled qubit gates by qubit gates with as few controls as possible. For example, when
n = 2, the following types of unitary gates with no controls
(∗V ): I2 ⊗ V =

v11 v12 0 0
v21 v22 0 0
0 0 v11 v12
0 0 v21 v22

, (V ∗): V ⊗ I2 =

v11 0 v12 0
0 v11 0 v12
v21 0 v22 0
0 v21 0 v22

are easier to implement. Note that a (0V )-gate is applied on the left of a matrix A ∈ C4×4,
only rows 00 and 01 are affected. Similarly, a (1V )-gate will only affect the 10 and 11 gate
of A. However, a (∗V )-gate and (V ∗)-gate will affect all rows of A.
In general, we can consider a (cncn−1 · · · c1)-unitary gate with cn, . . . , c1 ∈ {0, 1, ∗, V },
where only one of the terms is V , and the number of terms in {0, 1} is the total number of
controls. For example, a (11 ∗ 0V 1)-unitary gate acting on 6-qubit states has 4 controls,
and the target qubit is the fifth one. Our goal is to address the following problem.
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Problem 2.1.1. Given U ∈ U2n, write U = U1 · · ·UN such that
N∑
j=1
#control(Uj) is as
small as possible.
In [90], a recurrence scheme was proposed to decompose a unitary gate as the product
of controlled qubit gates with small number of controls. The purpose of this chapter
is to present another simple recurrence scheme, which provide an alternative choice for
implementation. Moreover, the ideas and techniques in the construction may be helpful
for further research in this and related problems.
This chapter is organized as follows. In Section 2.2, we will illustrate our scheme for
the 2-qubit and 3-qubit case, and discuss how it can be extended. In Section 2.3, we present
the general scheme with detailed description of the implementation steps and explanation
of their validity. In Section 2.4, we obtain formulas for the number of k-controlled single
qubit gates in the decomposition and compare our results to those in scheme in [90].
Concluding remarks and future research directions are mentioned in Section 2.5.
2.2 Two-qubit and Three-qubit cases
For an n-qubit unitary gate U ∈ UN with N = 2n, we will describe a recurrence scheme
for generating controlled single qubit unitary gates U1, . . . , Ur with r ≤ N(N − 1)/2 such
that Ur · · ·U1U = IN . Consequently, U = U †1 · · ·U †r .
Our scheme is done as follows. Assume we have the reduction scheme for the (n− 1)-
qubit case.
Step 1 Partition U ∈ UN into a 2× 2 block matrix with each block lying in CN/2×N/2.
Step 2 Use the scheme of the (n − 1)-qubit case to help reduce U to the form IN/2 ⊕ U˜
with U˜ ∈ UN/2.
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Step 3 Apply the scheme for the (n−1)-qubit case, with some modification, to transform
U˜ to IN/2.
In Step 2, we need to eliminate the nonzero off-diagonal entries of U for the first
N/2 columns. We will do these elimination column by column starting from column 1,
then moving to column 2 and so on, making sure that the entries annihilated by previous
steps will remain zero. For column 1 ≤ j ≤ N
2
, we first eliminate the off-diagonal entries
(j + 1, j), . . . , (N/2 + 1, j) using the scheme in the (n − 1)-qubit case. Then eliminate
entries (N/2 + 1, j), . . . (N, j) using a recurrent scheme based on the annihilation of entries
(N/2 + 1, 1), . . . (N, 1) of column 1. It is therefore important to clearly explain the scheme
to annihilate the lower half of the first column.
First, we will specify the scheme for two-qubit gates and three-qubit gates.
The two-qubit gate.
In the following tables, we indicate the order of the entries to be eliminated in our
scheme, and also the (c2c1)-gates used to do the elimination.
Column 1
entries (2,1) (4,1) (3,1)
gates (*V) (1V) (V*)
Column 2
entries (3,2) (4,2)
gates (1V) (V1)
Column 3
entries (4,3)
gates (1V)
TABLE 2.1: Scheme table for decomposing 2−qubit quantum gates
Here we first eliminate the (2, 1) entry as in the 1-qubit case. In a similar manner,
annihilate the (4, 1) entry, treating it as the second entry of the lower left half of the first
column. To keep the (2, 1) entry zero, we use a gate with a 1− control in the leftmost bit.
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Finally we annihilate the (3, 1) entry with the help of the (1, 1) entry. In this case, we can
use a control-free gate to do so. At this point, the current form of the matrix is [1]⊕ U ′,
where U ′ ∈ U3.
Then we move to the second column. We adapt the procedure of eliminating the (4, 1)
and (3, 1) entries to eliminate the (3, 2) and (4, 2) entries. The gates used must not change
the zero entries in the first column. After this, the matrix takes the form I2 ⊕ U1 with
U1 ∈ U2. We can deal with the matrix U1 as in the 1-qubit case using a (1V )-gate so that
the first two rows will not be affected.
The three qubit case.
We execute the reduction scheme for three qubit gates as described in the following
table, implementing the indicated controlled gates from left to right and then from the
first column to the next.
Column 1
entries (2,1) (4,1) (3,1) (6,1) (8,1) (7,1) (5,1)
gates (**V) (*1V) (*V*) (1*V) (*1V) (1V*) (V**)
Column 2
entries (3,2) (4,2) (5,2) (7,2) (8,2) (6,2)
gates (*1V) (*V1) (1*V) (*1V) (1V*) (V*1)
Column 3
entries (4,3) (8,3) (6,3) (5,3) (7,3)
gates (*1V) (1*V) (10V) (1V*) (V1*)
Column 4
entries (7,4) (5,4) (6,4) (8,4)
gates (1*V) (10V) (1V*) (V11)
Column 5
entries (6,5) (8,5) (7,5)
gates (1*V) (11V) (1V*)
Column 6
entries (7,6) (8,6)
gates (11V) (1V1)
Column 7
entries (8,7)
gates (11V)
TABLE 2.2: Scheme table for decomposing 3−qubit quantum gates
In this case, we have 3 types of unitary gates with no control, 12 types of unitary gates
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with 1 control (0 or 1) and 1 target qubit and 12 types of unitary gates with 2 controls
and 1 target qubit.
Remarks 2.2.1. Here we give some remarks about the reduction of a 3-qubit unitary gate
to help illustrate our recurrence scheme and how it can be extended. The comments are
numbered according to the major steps 1–3 of our scheme described in the beginning of this
section.
(S1) We partition the 8 × 8 unitary matrix into a 2-by-2 block matrix so that each block is
4× 4.
(S2) We consider Column 1, 2, 3, 4,
For Column 1, the elimination of (2, 1), (4, 1), (3, 1) entries will be done as in the 4×4
(2-qubit) case by changing the 2-qubit (c2c1)-gates to (∗c2c1)-gates in these steps.
We then annihilate the (6, 1), (8, 1) and (7, 1) entries the same way we annihilated the
(2, 1), (4, 1) and (3, 1) entries by treating the lower half as a 4 × 4 matrix. However,
we have to ensure that the (1, 1) entry will not interact with the zero entries at the
(2, 1), (3, 1), (4, 1) positions in these steps. So, we adapt the 2-qubit (c2c1)-gates to
(c3c2c1)-gates, we will use the following rule:
let c3 = 1 if (c2c1) is (∗V ) or (V ∗); otherwise, let c3 = ∗.
So, a (1 ∗ V )-gate can be used to annihilate the (6, 1) entry, a (∗1V )-gate can be used
to annihilate the (8, 1) entry and a (1V ∗)-gate to annihilate the (7, 1) entry. Finally,
we can apply a (V ∗ ∗)-gate to eliminate the the (5, 1) entry using the (1, 1) entry.
Note that the (c3c2c1)-gates used in the Column 1 satisfy c3, c2, c1 ∈ {∗, 1, V } with
c1 6= 1. This property will hold for the general case.
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Once all off-diagonal entries in Column 1 are annihilated, we obtain a matrix of the
form [1]⊕ U ′, where U ′ ∈M7. We can proceed to Column 2.
For Column 2, we can annihilate the (3, 2) and (4, 2) entries using the scheme for
annihilating the second column in the 4× 4 case by changing the 2-qubit (c2c1)-gates to
(∗c2c1)-gates in these steps.
Next, we adapt the scheme of annihilating the (6, 1), (8, 1), (7, 1), (5, 1) entries to anni-
hilate the lower half entries of the second column. Note that it is imperative that the
(6, 2) entry be the last entry to be annihilated since it is the only entry in the lower half
of the column that can be annihilated using the (2, 2) entry. In view of this, we will
change the order of annihilation of the entries to:
(5, 2), (7, 2), (8, 2), (6, 2).
If we identify (1, 2, . . . , 8) with the binary sequences (000, 001, . . . , 111), then
(6, 8, 7, 5) corresponds to (101, 111, 110, 100), and (5, 7, 8, 6) corresponds to
(100, 110, 111, 101).
The conversion can be easily realized by
(100, 110, 111, 101) = (101, 111, 110, 100)⊕ (001, 001, 001, 001)
= (101⊕ 001, 111⊕ 001, 110⊕ 001, 100⊕ 001),
where i3i2i1 ⊕ j3j2j1 is an entry-wise addition such that 0⊕ 0 = 1⊕ 1 = 0 and 0⊕ 1 =
1⊕ 0 = 1. Note that we will use a similar conversion for columns 3 and 4.
We also need to modify the (c3c2c1)-gates used to annihilate the (6, 1), (8, 1), (7, 1) en-
tries to annihilate the (5, 2), (7, 2), (8, 2) entries. To accomodate the change in the order
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of annihilation, one must modify any control found in c1. We also have to prevent the
(1, 1) entries interacting with the (2, 1), (3, 1), (4, 1) entries, and also prevent the (2, 2)
entries interacting with the (3, 2) and (4, 2) entries. This can be done by making sure
that at least one of c2 and c3 is equal to 1. Thus, we modify (c3c2c1) by the following
rules:
change c3 to 1 if none of c2, c3 is 1; change c1 to 0 if c1 = 1.
However, one sees that applying these rules will not change the (c3c2c1)-gates in view of
the fact that c1 6= 1. Hence we can use exactly the same set of (c3c2c1)-gates to eliminate
the (5, 2), (7, 2), (8, 2) entries of Column 2.† Thus, we will use (1∗V ), (∗1V ), (1V ∗) gates
to annihilate the (5, 2), (7, 2) and (8, 2) entries, respectively.
To annihilate the (6, 2) entry, we need to utilize the nonzero (2, 2) entry. These two
entries correspond to rows 101 and 001. This means that the target bit of the gate we
need is the third bit (leftmost). Because we do not want to change the form of the upper
half of the first column, we need to make sure that the the gate is not satisfied by 000
but is satisfied by 001 and 101. Thus, we use a (V ∗ 1)-gate. Once this is done, the
matrix is now reduced to the form I2 ⊕ V ′′ where V ′′ ∈ U6.
For Column 3, the (4, 3) entry is annihilated using the scheme for the third column
of the 4× 4 case.
Similar to the case in Column 2, we can adapt the scheme of eliminating the (6, 1),
(8, 1), (7, 1), (5, 1) entries to annihilate the (8, 3), (6, 3), (5, 3), (7, 3) entries. The con-
version (6, 8, 7, 5) to (8, 6, 5, 7) is done by performing
(111, 101, 100, 110) = (101, 111, 110, 100)⊕ (010, 010, 010, 010)
†As we will see, the same phenomenon will hold for columns 3 and 4, and also for the general case.
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using the binary number correspondence of the indices.
We also need to modify the (c3c2c1)-gates used to annihilate the (6, 1), (8, 1), (7, 1) en-
tries to annihilate the (8, 3), (6, 3), (7, 3) entries. In these steps, we have to prevent the
(1, 1) entries interacting with the (2, 1), (3, 1), (4, 1) entries, the (2, 2) entries interact-
ing with the (3, 2), (4, 2) entries, and the (3, 3) entry interacting with the (4, 3) entry.
One can do this by adjusting the c3 and c2 values in the (c3c2c1)-gates used for the
annihilation of the (6, 1), (8, 1), (7, 1), (5, 1) entries by the following rules:
change c3 to 1 if c3 is not 1; change c2 to 0 if c2 = 1.
Since c3 is 1, for i = 1, 2, 3, 4, the (i, i) entry will not interact with other (k, i) entries for
1 ≤ k ≤ 4 and k 6= i. Note that a (c3c2c1)-gate corresponds to a unitary matrix V˜ ∈M8.
Changing a control bit in the position of c2 corresponds to changing V˜ by a permutation
similarity P tV˜ P , where P corresponds to the change of the basis {|000〉, . . . , |111〉} to
{|010〉, . . . , |101〉}, here we change |j2j2j1〉 to |j3(j2⊕1)j1〉. Thus, the modified (c3c2c1)-
gates can be used for Column 3. We will give a general description of this procedure in
the next section. Here, we obtain the (1 ∗ V ), (10V ), (1V ∗) gates, which can be used to
annihilate the (8, 3), (6, 3), (5, 3) entries.
Finally, to annihilate the (7, 3) entry, we use the (3, 3) entry. Hence, the target bit of
the gate we need is the leftmost bit. To avoid changing the form of the first and second
columns, we need to use controls that are not satisfied by 000 and 001 but is satisfied
by 010 and 110. Thus, we use the gate (V 1∗).
For Column 4, we need not do anything about the first four entries at this point.
We will adapt the scheme for the (6, 1), (8, 1), (7, 1), (5, 1) entries to annihilate the
(7, 4), (5, 4), (6, 4), (8, 4) entries. The conversion (6, 8, 7, 5) to (7, 5, 6, 8) is done by per-
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forming
(110, 100, 101, 111) = (101, 111, 110, 100)⊕ (011, 011, 011, 011)
using the binary number correspondence of the numbers.
We adjust the (c3c2c1)-gates used for the (6, 1), (8, 1), (7, 1) entries to annihilate the
(7, 4), (5, 4), (6, 4) entries as follows,
change c3 to 1 if c3 is not 1; for j = 1, 2, change cj to 0 if cj = 1.
Note that column 4 is associated to the binary sequence 011.‡ We will obtain the
(1 ∗ V ), (10V ), (1V ∗) gates, which can be used to annihilate the (7, 4), (5, 4), (6, 4) en-
tries.§ Finally use a (V 11)-gate to annihilate the (8, 4) entry using the (4, 4) entry while
avoiding any change in the form of the first three columns.
(S3) Note that after Column 4 is dealt with, the matrix takes the form I4⊕V ′ where V ′ ∈M4.
We can then use the scheme for the 2-qubit case to transform V ′ to I4. However, to
avoid changing the form of the first four columns, we need to extend the (c2c1)-gates
used in the 4× 4 case to (1c2c1)-gates for the remaining steps. This explains the tables
for columns 5 to 7.
2.3 General Scheme
In this section, we present the general recurrence scheme for the annihilation of the
off-diagonal entries of an n-qubit unitary gate by adapting the reduction scheme of the
(n − 1)-qubit case. We will carry out Steps 1 – 3 described at the beginning of Section
‡As we will see in the next section, we always adjust the gates according to the the binary sequence
associated to the column index.
§Note also that the (c3c2c1)-gates are the same as those used in Column 3 before the final step. We
will also explain this in the next section.
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2. As illustrated in the 3-qubit case and explained in Remark 2.1, Step 2 of the scheme
requires some careful attention. For each column ` = 1, . . . ,N/2 with N = 2n, we can
always annihilate the off-diagonal entries in the upper half of column ` using the scheme
for annihilating the first column for an (n − 1) qubit unitary gate. One only needs to
change a (cn−1 · · · c2c1)-gate to a (∗cn−1 · · · c1)-gate.
For the lower half of column `, we have to refine Step 2 to the following steps.
Step 2.1 For column 1, use the reduction scheme for an (n − 1)-qubit to eliminate the
off-diagonal entries in the upper half of the column by changing the (cn−1 · · · c1)-gates used
in the (n− 1)-qubit gate case to (∗, cn−1, . . . , cn)-gates in these steps.
Next, we apply the same scheme to eliminate the entries in the lower half except
for the (N/2 + 1, 1) entry, which will be eliminated last. This is done by changing the
(cn−1 · · · c1)-gates in the (n− 1)-qubit case to (cn · · · c1)-gates, where
cn =

1 none of cn−1, . . . , c1 equals 1,
∗ otherwise.
(2.2)
The (cn . . . c1)-gate constructed in this way will ensure that the (1, 1) entry will not interact
with (2, 1), . . . (N/2, 1) entries when we annihilate the (N/2 + j, 1) entry for j = 2, . . . ,N/2
because 1 ∈ {cn, . . . , c1}. Finally, apply a (V ∗ · · · ∗)-gate to annihilate the (N/2 + 1, 1)
entry.
An easy inductive argument will verify that the (cn · · · c1)-gates used in Column 1
satisfy cn, . . . , c1 ∈ {∗, 1, V } with c1 6= 1.
The annihilation steps of Column 1 can be summarized in the following.
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Procedure 2.1
Suppose in the (n − 1)−qubit case, the off-diagonal entries in the first column are
eliminated in the order of
(b1, 1), . . . , (bN/2−1, 1) by C1 − gate, . . .CN/2−1 − gate.
Eliminate the entries in the upper half of the Column 1 in the order of
(b1, 1), . . . , (bN/2 − 1, 1) by (∗C1)− gate, . . . , (∗CN/2−1)− gate
For C = (cn−1 · · · c1) let G(C) = (cncn−1 · · · c1) with cn satisfying (2.2).
Eliminate the entries in the lower half of the column in the order of
(d1, 1), . . . , (dN/2−1, 1) by G(C1)− gate, . . .G(CN/2−1)− gate,
where di = bi + N/2 for i = 1, . . . ,N/2 − 1, and eliminate the (N/2 + 1, 1) entry by a
(V ∗ · · · ∗)−gate.
Step 2.2 For column ` with 2 ≤ ` ≤ N/2, we can use the same scheme as that of the (n−1)-
qubit case to eliminate the off-diagonal entries in the upper half. Then we can adapt the
scheme for eliminating the entries in the lower half of Column 1 to other columns. To this
end, we need to modify
(a) the order of the elimination of the entries in the lower half so that the last entry in the
lower half will be eliminated by the (`, `) entry.
(b) the control gates used to do the elimination so that
(b.i) they will not affect the zero entries obtained in the previous steps; and
(b.ii) they will annihilate the entries in the order prescribed in (a).
To achieve (a) and (b), identify k ∈ {1, . . . , 2n} with the binary sequence k˜n · · · k˜1 ∈
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{0 · · · 0︸ ︷︷ ︸
n
, . . . , 1 · · · 1︸ ︷︷ ︸
n
} so that
k =
n∑
j=1
k˜j2
j−1 + 1.
For (a), if we annihilate the entries in the lower half of Column 1 in the order of (d1, 1),
· · · , (dN/2, 1), then we will annihilate the entries in the lower half of column ` in the order
of (d1 ⊕ `, `), . . . , (dN/2 ⊕ `, `), where the binary sequence of dj ⊕ ` is obtained by entry-
wise addition ⊕ (without carried digits) of the two binary sequences of dj and ` such
that 0 ⊕ 0 = 1 ⊕ 1 = 0 and 0 ⊕ 1 = 1 ⊕ 0 = 1.¶ Note that dN/2 = N/2 + 1, and hence
dN/2 ⊕ ` = N/2 + `, so that (N/2 + `, `) is the last entry in the lower half of Column ` to be
eliminated.
For (b), suppose 2m−1 < ` ≤ 2m with m ∈ {1, . . . , n − 1} and ` = ∑nj=1 ˜`j2j−1 + 1.
We adjust the (cn · · · c1)-gate used to annihilate the (di, 1) entry with N/2 + 1 ≤ di < N to
the (c˜n · · · c˜1)-gates for annihilating the (di ⊕ `, `) entry as follows, where
c˜j =

1 if j = n and none of cn, . . . , cm+1 is 1, (taking care of (b.i))
0 if 1 ≤ j ≤ m and cj = ˜`j = 1, (taking care of (b.ii))
cj otherwise.
(2.3)
Because at least one of c˜n, . . . , c˜m+1 is 1, for 1 ≤ j ≤ 2m the (j, j) entries will not interact
with other (k, j) entry with 1 ≤ k ≤ N/2 and k 6= j.
Note also that a (cn · · · c1)-gate with cn, . . . , c1 ∈ {∗, 0, 1, V } corresponding to the
unitary matrix
V˜ = IN + Vn ⊗ · · · ⊗ V1,
¶For instance, the binary form of f2(di) is the sum of (using ⊕) the binary sequence (0 · · · 01) and the
binary form of di; the binary form of f3(di) is the sum of the binary sequence (0 · · · 010) and the binary
form of di; . . . , and the binary form of fN/2(di) is the sum of the binary sequence (01 · · · 1) and the binary
form of di.
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where
Vi =

|0〉〈0| if ci = 0,
|1〉〈1| if ci = 1,
V − I2 if ci = V,
I2 if ci = ∗.
For the (cn · · · c1)-gates used in the first columns, we have cn, . . . , c1 ∈ {∗, 1, V } with c1 6= 1.
So, changing the 1-control in the ci position whenever ˜`i = 1 in our rule is equivalent to
applying a unitary similarity transform to change V˜ to P t`V P`, where P` is the permutation
matrix changing the basis {|jn · · · j1〉 : jr ∈ {0, 1}} to {|jn . . . j1 ⊕ ˜`n . . . ˜`1〉 : jr ∈ {0, 1}},
where ˜`n · · · ˜`1 is the binary number corresponding to `.
So, the modified gates can be used to annihilate (dj⊕`, `) entries for j = 1, . . . ,N/2−1.
After that, only the (`, `) and (N/2 + `, `) entries are nonzero in column `. We annihilate
the (N/2 + `, `) entry using the (V cˆn−1 . . . cˆ1)-gate to ensure that the annihilation in these
steps will not affect the zero entries in the previous steps, where (cˆn− 1 · · · cˆ1) is obtained
from the binary sequence correspondence (˜`n−1 . . . ˜`1) of ` by changing all 0 terms to ∗.‖
Note also that except for the last step one will always get the same set of (cn · · · c1)-
gates for the the elimination of the lower half of the entries in Columns 2k − 1 and 2k
because the modification in (2.3) will have the same effects in these columns. This follows
from the fact that the (cn · · · c1)-gates for Column 1 satisfy cn, . . . , c1 ∈ {∗, 1, V } with
c1 6= 1.
The annihilation steps of Column ` can be summarized in the following.
‖For example, for Column 2 we change (cn · · · c1) to G2(cn · · · c1) by changing only c1 and cn because
2 corresponds to 0 · · · 01, and (cˆn · · · cˆ1) = (V ∗ · · · ∗ 1); for Column 3, we change (cn · · · c1) to G3(cn · · · c1)
by changing only c2 and cn because 3 corresponds to 0 · · · 010, and (cˆn · · · cˆ1) = (V ∗ · · · ∗ 1∗); for Column
4, we change (cn · · · c1) to G4(cn · · · c1) by changing only c1, c2 and cn because 4 corresponds to 0 · · · 011,
and (cˆn · · · cˆ1) = (V ∗ · · · ∗ 11).
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Procedure 2.2
Suppose in the (n− 1)−qubit case, the off-diagonal entries in Column ` are eliminated
in the order of
(a1, `), . . . , (aN/2−`, `) by D1 − gate, . . .DN/2−` − gate.
For the n−qubit case, eliminate the entries in the upper half of the column in the order
of
(a1, `), . . . , (aN/2−1, `) by (∗D1)− gate, . . . , (∗DN/2−`)− gate.
For C = (cn−1 · · · c1) let G`(C) = (c˜n · · · c˜1) satisfy (2.3), and let di and G(Ci) be defined
as in Procedure 2.1. Eliminate the entries in the lower half of the column in the order
of
(d1 ⊕ `, `), . . . , (dN/2−1⊕`, `) by G`(G(C1))− gate, . . . G`(G(CN/2−1))− gate;
eliminate the (N/2 + `, `) entry by a (V c˜n−1 · · · c˜1)−gate, where (cˆn−1 · · · cˆ1) is obtained
from the binary sequence correspondence (˜`n−1 . . . ˜`1) of ` by changing all 0 terms to *.
Several remarks concerning Procedures 2.1 and 2.2 are in order.
1. In Column 1, it is easy to determine the order of the entries to be eliminated and the
(cn · · · c1)-gates used.
2. For the lower half of Column ` with 2 ≤ ` ≤ N/2, we change the order of entries to be
eliminated to (d1⊕`, `), . . . , (dN/2⊕`, `), and change the (cn · · · c1)-gates to G`(cn · · · c1)-
gates.
3. The (cn · · · c1)-gates used in Column 1 satisfy cn, . . . , c1 ∈ {∗, 1, V } with c1 6= 1.
4. The (cn · · · c1)-gates used to eliminate the entries in the lower half of Column 2k − 1
and 2k are always the same before the last step, for k = 1, . . . , N/4.
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5. The (cn · · · c1)-gates used in the last steps of Columns 1, . . . ,N/2 satisfy cn = V , and
(cn−1 · · · c1) is obtained from the binary sequences (0 · · · 0), . . . , (1 · · · 1) of length n− 1
by replacing 0 with ∗.
The recurrence scheme is easy to implement. Even the most non-trivial steps of
adapting the procedures of eliminating the entries in the lower half of the first column to
other columns are quite straight forward. We illustrate this for the case n = 4 .
Four qubit case, lower left block
Col 1
steps
8-15
entries (10,1) (12,1) (11,1) (14,1) (16,1) (15,1) (13,1) (9,1)
binary 1001 1011 1010 1101 1111 1110 1100 1000
gates 1**V **1V 1*V* *1*V **1V *1V* 1V** V***
Col 2
steps
7-14
entries (9,2) (11,2) (12,2) (13,2) (15,2) (16,2) (14,2) (10,2)
binary 1000 1010 1011 1100 1110 1111 1101 1001
gates 1**V **1V 1*V* *1*V **1V *1V* 1V** V**1
Col 3
steps
6-13
entries (12,3) (10,3) (9,3) (16,3) (14,3) (13,3) (15,3) (11,3)
binary 1011 1001 1000 1111 1101 1100 1110 1010
gates 1**V 1*0V 1*V* *1*V 1*0V *1V* 1V** V*1*
Col 4
steps
5-12
entries (11,4) (9,4) (10,4) (15,4) (13,4) (14,4) (16,4) (12,4)
binary 1010 1000 1001 1110 1100 1101 1111 1011
gates 1**V 1*0V 1*V* *1*V 1*0V *1V* 1V** V*11
Col 5
steps
4-11
entries (14,5) (16,5) (15,5) (10,5) (12,5) (11,5) (9,5) (13,5)
binary 1101 1111 1110 1001 1011 1010 1000 1100
gates 1**V 1*1V 1*V* 10*V 1*1V 10V* 1V** V1**
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Col 6
steps
3-10
entries (13,6) (15,6) (16,6) (9,6) (11,6) (12,6) (10,6) (14,6)
binary 1100 1110 1111 1000 1010 1011 1001 1101
gates 1**V 1*1V 1*V* 10*V 1*1V 10V* 1V** V1*1
Col 7
steps
2-9
entries (16,7) (14,7) (13,7) (12,7) (10,7) (9,7) (11,7) (15,7)
binary 1111 1101 1100 1011 1001 1000 1010 1110
gates 1**V 1*0V 1*V* 10*V 1*0V 10V* 1V** V11*
Col 8
steps
1-8
entries (15,8) (13,8) (14,8) (11,8) (9,8) (10,8) (12,8) (16,8)
binary 1110 1100 1101 1010 1000 1001 1011 1111
gates 1**V 1*0V 1*V* 10*V 1*0V 10V* 1V** V111
TABLE 2.3: Partial scheme table for annihilating the lower left block of a 4−qubit quan-
tum gate
2.4 Total Number of Controls and Comparison to a
Previous Study
Let gkn denote the number of k-controlled qubit gates used in the decomposition scheme for
U ∈ U2n . The following theorem gives the formula for the number gkn, where k = 0, 1, . . . , n− 1
Theorem 2.4.1. 1. g0n = n
2. gn−1n =

1 if n = 1
4 if n = 2
7 + (n− 3) if n ≥ 3
3. gkn = g
k
n−1 + g
k−1
n−1 +
(
n−1
k
)
for all 3 ≤ k < n− 1
4. g1n = n(n− 1)(2n−2 + 1) for all n ≥ 2
5. g2n =
1
3
(4n − 4)− 2n(n− 1) + n(n− 1)(n− 2)
2
for all n ≥ 3
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Note that
n−1∑
k=0
gkn = 2
n−1(2n− 1) = N(N − 1)/2. By convention g01 = 1. In general, if n > 1,
gkn = A
k
n +B
k
n + C
k
n +D
k
n,
where Akn is the number of g
k
n gates used to annihilate entries in the upper left block of the matrix,
Bkn is the number of g
k
n gates used to annihilate entries of the lower half of columns 1, . . . , 2
n−1
excluding the entries of the form (N/2 + `, `). The number Ckn is the number of g
k
n gates used to
annihilate entries (N/2 + `, `), where ` ∈ {1, . . . , 2n−1}. Finally Dkn is the number of gkn gates used
to annihilate the lower right block entries of the matrix. For example, we saw in section 2 that
g02 = 2 = 1 + 0 + 1 + 0 and g
1
2 = 4 = 0 + 2 + 1 + 1
and
g03 = 3 = 2 + 0 + 1 + 0, g
1
3 = 18 = 4 + 10 + 2 + 2, and g
2
3 = 0 + 2 + 1 + 4
Remarks 2.4.2. Immediately, we can see the following recursive properties.
1. Akn = g
k
n−1 for k ∈ {0, . . . , n − 2} and An−1n = 0 as illustrated in the first half of Procedure
2.2.
2. Dkn = g
k−1
n−1 for k ∈ {1, . . . , n − 1} and D0n = 0 since the k−controlled gates in Step 3 can be
obtained by appending a 1-control in the leftmost qubit of a (k1)−controlled gate that appears
in the n1 scheme.
3. Ckn =
(
n−1
k
)
for k ∈ {0, . . . , n − 1}, because Cnk is the number of column indices `, with
1 ≤ ` ≤ 2n−1, such that the binary sequence of ` of length n has exactly k digits equal to 1.
4. Observe that the gate Gj = G(Cj), 1 ≤ j ≤ N2 − 1, in table 1 has exactly one 1-control. All
other gates accounted for by Bkn are obtained from the Gj’s via the transformation G`, for
2 ≤ ` ≤ N2 . But notice that G`(Gj) either has the same number of controls as Gj or has one
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more control than Gj. Hence Bkn = 0 for k > 2 and B1n +B2n = 2n−1(2n−1 − 1).
Let us observe the recursive scheme for the first column (see Procedure 1.1). The following
lemma can be proven inductively from this scheme.
Lemma 2.4.3. If
` = 2s1−1 +
j∑
m=1
(2sm−1 − 1), where 1 ≤ s1 < s2 < · · · < sj ≤ n− 1 and 1 ≤ j ≤ n− 1
then
b` = 1 +
j∑
m=1
2sm−1, and C` = (∗ · · · ∗ cs2 ∗ · · · ∗ cs1 ∗ · · · ∗), (2.4)
where (cs2 , cs1) = (∗, V ) when j = 1, otherwise (cs2 , cs1) = (1, V ).
Lemma 2.4.4. Let G1, . . . ,GN/2−1 be as in remark 2.4.2. Suppose G` is a (c`n . . . c`1)-gate. Then
the following holds
#{`|c`k = 1} =
 n− 1 when k = n,2n−k−1(k − 1) otherwise.
Proof. We want to know how many of the G`’s have a 1-control in the kth bit. By Lemma 2.4.3,
we know that the G`’s satisfying this annihilate entries b` of the form given in equation (2.4),
where s2 = k and sj = n. If k = n, then j = 2 and thus we have (n− 1) choices for s1. If k < n,
we have k − 1 choices for s1 and we are free to choose which ones in {2k+1, . . . , 2n−1} to include
in the sum defining b`. The conclusion then follows 2
Next, let us look at the gates used to annihilate entries of column ` ∈ {1, . . . , N2 } that
contribute to B1n.
Lemma 2.4.5. Let 2m−1 < ` ≤ 2m with 1 ≤ m ≤ n− 1 and G1, . . . ,GN
2
−1 be as in Lemma 2.4.4.
Then
#{i|G`(Gi) has exactly one control } =

n− 1 if m = n− 1,
(n− 1) +
n−1∑
k=m+1
2n−k−1(k − 1) otherwise.
38
Proof. If 2m−1 < ` ≤ 2m, then ` = ∑mj=1 ˜`j2j−1 + 1. Recall that G`(Gi) has exactly one control
if Gi = (cin, . . . , ci1) has its one 1-control in {ci(m+1), . . . , cin}. Thus
#{i|G`(Gi) has exactly one control } =
n⋃
k=m+1
#{i|cik = 1}
The conclusion follows from Lemma 2.4.4. 2
Proof of Theorem 2.4.1
1. A control-free gate can only be utilized in Column 1. This is because when we transform
the matrix to the form [1]⊕ U ′, the succeeding gates must make sure that the first row does
not interact with other rows. As mentioned in Lemma 2.4.3 and illustrated in Table 1, these
gates with no control are the gates that annihilate the entries of the form (1 + 2sm , 1) for
m ∈ {1, . . . n}. Indeed g0n = n.
2. We have shown that g01 = 1, g
1
2 = 4 and g
2
3 = 7. From Remark 2.4.2 we deduce that
gn−1n =
(
n−1
n−1
)
+ gn−2n−1 for all n ≥ 4 and hence
gn−1n = 1 + g
n−2
n−1 = (n− 3) + g23 = (n− 3) + 7.
3. Now, assume n− 1 > k ≥ 3. From Remark 2.4.2, we get gkn = gkn−1 +
(
n−1
k
)
+ 0 + gk−1n−1.
4. When n = 2, we know that that g12 = 4 = 2(2− 1)(20 + 1).
Now, assume n > 2. From Remark 2.4.2, g1n = g
1
n−1 + B1n + (n − 1) + g0n−1. Let us look at
the summation defining B1n. From Remark 2.4.2.4, Column 1 contributes
N
2 − 1 = 2n−1 − 1
gates to B1n. From Lemma 2.4.5, we deduce that
B1n =
(
2n−1 − 1)+ 2n−2(n− 1) + n−2∑
m=1
2m−1
[
(n− 1) +
n−1∑
k=m+1
2n−k−1(k − 1)
]
=
(
2n−1 − 1)n+ [2n−3n(n− 3)− 2n−2 + n] = 2n−3(n+ 2)(n− 1). (2.5)
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Thus g1n − g1n−1 = 2(n− 1) + 2n−3(n+ 3)(n+ 2)(n− 1). Using a telescoping sum, we get
g1n = g
1
2 +
n∑
m=3
[
2(m− 1) + 2m−3(m+ 3)(m+ 2)(n− 1)]
= (2n−2 + 1)(n)(n− 1).
5. If n = 3, g23 = 7 =
1
3(4
3 − 4)− 23(3− 1) + 3·2·12 . Now, assume n > 3. From Remark 2.4.2 and
equation (2.5),
g2n = g
2
n−1 + g
1
n−1 +
(
n− 1
2
)
+ 2n−1(2n−1 − 1)− 2n−3(n+ 2)(n− 1).
Then
g2n − g2n−1 = (2n−3 + 1)(n− 1)(n− 2) +
(n− 2)(n− 1)
2
+ 2n−1(2n−1 − 1)− 2n−3(n+ 2)(n− 1)
= 2n−1(2n−1 − n) + 32 (n− 2)(n− 1).
And hence
g2n = g
2
3 +
n∑
m=4
[
2m−1(2m−1 −m) + 3
2
(m− 2)(m− 1)]
=
1
3
(4n − 4)− 2n(n− 1) + n(n− 1)(n− 2)
2
.
2
In [90], the Gray code basis was utilized to achieve the same goal of this chapter. Let us
denote the total number of gates with k controls in the decomposition scheme presented in [90]
by gkn. The recursion formula presented in the said study is
gkn = g
k
n−1 + g
k−1
n−1 + max(2
n−2, 2k) + (22n−k−2 − 2n−2) (for k ≥ 1)
with the conditions that g0n = 2
n−1 and gnn = 0 for all n. Let us compare values for small n.
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FIG. 2.2: n versus log10(T2(n)− T1(n)) graph
n g0n / g
0
n g
1
n / g
1
n g
2
n / g
2
n g
3
n / g
3
n g
4
n / g
4
n T1(n) / T2(n)
1 1 / 1 − − − − 0 / 0
2 2 / 2 4 / 4 − − − 4 / 4
3 3 / 4 18 / 14 7 / 10 − − 32 / 34
4 4 / 8 60 / 50 48 / 40 8 / 22 − 180 / 196
5 5 / 16 180 / 186 242 / 154 60 / 94 9 / 46 880 / 960
TABLE 2.4: Comparison of total cost of decomposing n−qubit quantum gates into a
product of controlled gates using the scheme presented in this chapter (T1(n)) and that of
[90] (T2(n)).
Here, T1(n) (respectively, and T2(n)) is the total number of controls in the decomposition of
U ∈ U2n using the scheme presented in this chapter (respectively, the scheme in [90]). Starting
from n = 3, we get a small advantage in our decomposition and because both methods are
recursive, the discrepancy becomes large as n gets larger. For example, T2(10)−T1(10) = 30, 720.
In Figure 2.2, we plot the difference between T2 and T1 for n from 1 to 50. We use the log scale
in the y-axis.
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2.5 Concluding Remarks and Future Research
In this chapter, we present a recurrence scheme for generating controlled single qubit unitary
gates U1, . . . , Ur with r ≤ N(N − 1)/2 such that Ur · · ·U1U = IN . Consequently, U = U †1 · · ·U †r .
We have the following.
Recurrence scheme
Step 1 Partition U ∈ Un into a 2×2 block matrix with each block is N/2×N/2, where N = 2n.
Step 2 Use the scheme of the (n− 1)− qubit case to help reduce U to the form IN/2⊕ U˜ with
U˜ ∈ UN/2
Step 2.1 For Column 1, use Procedure 2.1 in Section 3.
Step 2.2 For Column ` with 2 ≤ ` ≤ N/2, use Procedure 2.2 in section 3.
Step 3 Apply the scheme of the (n− 1)−qubit case to transform U˜ to IN/2.
It is worth noting that one can actually describe the entire recursive scheme in terms of the steps
used to eliminate the off-diagonal entries of the first column as follows.
• We first generate the (cn · · · c1)-gates for eliminating the off-diagonal entries:
For n = 1 use V to eliminate the (2, 1) entry; for n > 1 modify the (cn−1 · · · c1)-gates to
(∗cn−1 · · · c1)-gates to eliminate the off-diagonal entries in upper half of Column 1 in the
n-qubit case, and G(cn−1 · · · c1)-gates to eliminate the entries in the lower half.
• Once, we have the (cn · · · c1)-gates for Column 1, we can modify them to eliminate the off-
diagonal entries for the leading 2m × 2m blocks for m = 1, . . . , n, using Steps 2.1 and 2.2
described in Section 3.
We give recursive formulas for the number of controlled single qubit gates needed in the
decomposition. The total number of controls used in our scheme is less than that in [90].
For future research, it might be interesting to design other recurrence schemes, which are
easy to implement and use even less controls. Moreover, there might be other optimality criteria
depending on the physical implementation of qubits. One may take this into consideration and
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assign a cost wk for implementing k-controlled single qubit gates, and then study the optimal
decomposition by minimizing the cost instead of number of controls.
A Matlab program decomposition.m implementing our decomposition scheme can be found
in Appendix A.2. Another Matlab script gatecount.m counts the total number of controls in
our scheme and that of [90].
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CHAPTER 3
Optimal Bounds on Functions of
Quantum States under Quantum
Channels∗
3.1 Introduction
In quantum sciences research, one often compares a pair of quantum states ρ1, ρ2 by con-
sidering some scalar functions D(ρ1, ρ2). For instance, in quantum information and quantum
control, one would like to measure the ‘distance’ between a state ρ1 and another state ρ2 which
go through a quantum channel or a quantum operation Φ. The following measures are often used
[8, 40]:
(tr|ρ1 − ρ2|2)1/2, 1
2
tr|ρ1 − ρ2|,
√
2
√
1− tr|√ρ1√ρ2|,
which are known as the Hilbert-Schmidt (HS) distance, the trace distance and the Bures distance,
respectively. Here |ρ| is the positive semidefinite square root of ρ∗ρ. In particular, the Bures
∗The material in this chapter is contained in the paper [64], which is a joint work of C.K. Li, K.Z.Wang
and the author.
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distance is a function of the fidelity [79]
F (ρ1, ρ2) = tr|√ρ1√ρ2|.
The purpose of this paper is to study the following.
Problem 3.1.1. Let D be a scalar function on a pair of quantum states. Suppose ρ1, ρ2 are
two quantum states and S is a set of quantum channels. Determine the optimal bounds for
D(ρ1,Φ(ρ2)) for Φ ∈ S, and also the states σ = Φ(ρ2) attaining the optimal bounds.
These optimal bounds provide insight on the geometry of certain sets of quantum states
[73, 75] and play an important role in quantum state discrimination [17, 39, 49]. Physically, if
quantum state ρ2 goes through some quantum channel Φ, one would like to know D(ρ1,Φ(ρ2))
for another fixed quantum state ρ1. If Φ is under our control, a solution to this problem can help
us select Φ to attain the maximum or minimum value for D(ρ1,Φ(ρ2)). On the other hand, if we
only know that Φ lies in a certain class of quantum channels, then the solution will tell us the
range of values where D(ρ1,Φ(ρ2)) lies.
Recall that quantum channels are trace preserving completely positive map Φ : Cn×n →
Cn×n with the operator-sum representation
Φ(X) =
r∑
j=1
AjXA
∗
j for all X ∈ Cn×n,
where A1, . . . , Ar ∈ Cn×n satisfy
∑r
j=1A
∗
jAj = In. The map Φ is a unitary channel if r = 1 and
F1 is unitary; it is a mixed unitary channel if every Aj is a multiple of a unitary matrix; it is
unital if Φ(In) = In.
In the next two sections, we will obtain results for two general classes of functions D(·, ·).
The first type of functions will cover the Hilbert-Schmidt (HS) distance and the trace distance.
The second type will cover the fidelity, the Bures distance, and also the relative entropy defined
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by
H(ρ1||ρ2) = tr
(
ρ1(log ρ1 − log ρ2)
)
.
For each class of functions, we will give the complete solution of Problem 3.1.1 when S is the set
of unitary quantum channels, the set of mixed unitary channels and the set of unital quantum
channels. These will be done in the next two sections. We also consider the set of all quantum
channels and obtain a complete answer for the first class of functions, and partial results for
the second class of functions. Some concluding remarks and future research directions will be
mentioned in Section 3.4.
Recall that Dn is the set of n × n density matrices. By the following result ([67], Theorem
3.6), the solutions of Problem 3.1.1 are the same for the set of mixed unitary channels and the
set of unital channels.
Lemma 3.1.2. Let ρ, σ ∈ Dn. The following are equivalent.
1. There exists a mixed unitary quantum channel Φ such that Φ(ρ) = σ.
2. There exists a unital quantum channel Φ such that Φ(ρ) = σ.
3. σ ≺ ρ.
4. There exist U1, . . . , Un ∈ Un such that σ = 1n(U∗1ρU1 + · · ·+ U∗nρUn).
3.2 Schur Convex Functions
In Chapter 1.5, we defined the Schatten p-norm || · ||p for p ≥ 1. The Hilbert Schmidt
distance is ‖ · ‖2 and, up to a multiple, the trace distance is ‖ · ‖1.
In [75, Theorem 4], the authors observed that
max
U is unitary
‖ρ1 − Uρ2U∗‖1 = ‖Λ↓(ρ1)− Λ↑(ρ2)‖1,
46
and
min
U is unitary
‖ρ1 − Uρ2U∗‖1 = ‖Λ↓(ρ1)− Λ↓(ρ2)‖1,
where Λ↓(X) (respectively, Λ↑(X)) denotes the diagonal matrix having the eigenvalues of X as
diagonal entries arranged in descending order (respectively, ascending order).
Actually, the same result holds if one replaces ‖·‖1 by any unitary similarity invariant norms
‖ · ‖. To describe the full generalization of the result, we need the notion of majorization and
Schur convex functions discussed in 1.5.
Denote by (λ1(X), . . . , λn(X)) = eig
↓(X) — the vector of eigenvalues of X ∈ Hn. Note that
if ρ ∈ Dn, then eig↓(ρ) is in the set
Ωn = {(x1, . . . , xn) : x1 ≥ · · · ≥ xn ≥ 0, x1 + · · ·+ xn = 1}. (3.1)
We have the following.
Theorem 3.2.1. Suppose the function D : Dn ×Dn → R is defined by D(σ1, σ2) = d(eig↓(σ1 −
σ2)) for a Schur convex function d : Rn → R. Then
max
U∈Un
D(ρ1, Uρ2U
∗) = D(Λ↓(ρ1),Λ↑(ρ2)),
and
min
U∈Un
D(ρ1, Uρ2U
∗) = D(Λ↓(ρ1),Λ↓(ρ2)).
The maximum is attained at Uρ2U
∗ if there exists a V ∈ Un such that V ρ1V ∗ = Λ↓(ρ1) and
V Uρ2U
∗V ∗ = Λ↑(ρ2). The minimum is attained at Uρ2U∗ if there exists a V ∈ Un such that
V ρ1V
∗ = Λ↓(ρ1) and V Uρ2U∗V ∗ = Λ↓(ρ2). The converses of the two preceding statements are
also true if d is strictly Schur convex.
Theorem 3.2.1 provides a complete solution to Problem 3.1.1 for the the set S of unitary
channels if D(σ1, σ2) = d(eig
↓(σ1 − σ2)) for a Schur convex function d(·). In particular, it
provides information about the state σ = Φ(ρ2) that attains the maximum and minimum values.
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For example, take ρ1 = diag(.55, .45, 0) and ρ2 = diag(.35, .33, .32), and let || · || be any u.s.i.
norm. Since all u.s.i. norms are Schur-convex, then ||ρ1 − ρ2|| and ||ρ1 − diag(.32, .33, .35)|| will
yield the minimum and maximum values in the set {||ρ1−Uρ2U∗|| : U is unitary}. Furthermore,
if we choose a norm ||· || that corresponds to a strictly Schur-convex function such as the Schatten
p−norm for p ∈ (1,∞), then the lower bound and upper bound can only occur at the matrices
ρ2 and diag(.32, .33, .35), respectively. On the other hand, for the Schatten 1-norm, i.e., the
trace norm, the minimum may occur at other matrices such as Uρ2U
∗ = diag(.33, .32, .35).
Another situation where the optimal is attained by multiple states may arise when ρ1 has repeated
eigenvalues. For example, if ρ = 1nIn, then for any Φ ∈ S, Φ(ρ2) attains the maximum/minimum.
Next, we turn to Problem 3.1.1 for the set S of mixed unitary channels and unital channels.
By Lemma 3.1.2, and the results in [71], we have the following solution of Problem 3.1.1 if
D(σ1, σ2) = d(eig
↓(σ1 − σ2)) for a Schur convex function d(·) and S is the set of mixed unitary
channels or the set of unital channels. Furthermore, as shown in Lemma 3.1.2, we can always
construct the mixed unitary channel of the form
σ 7→ 1
n
(U1ρU
∗
1 + · · ·+ UnρU∗n)
for some U1, . . . , Un ∈ Un.
Theorem 3.2.2. Suppose the function D : Dn ×Dn → R is defined by D(σ1, σ2) = d(eig↓(σ1 −
σ2)) for a Schur convex function d : Rn → R. Let S be the set of mixed unitary channels or the
set of unital channels acting on Cn×n. Then
max
Φ∈S
D(ρ1,Φ(ρ2)) = D(Λ
↓(ρ1),Λ↑(ρ2)) and min
Φ∈S
D(ρ1,Φ(ρ2)) = D
Λ↓(ρ1), n∑
j=1
djEjj
 ,
where (d1, . . . , dn) is determined by the following algorithm:
Step 0. Set (∆1, . . . ,∆n) = eig
↓(ρ1)− eig↓(ρ2).
Step 1. If ∆1 ≥ · · · ≥ ∆n, then set (d1, . . . , dn) = eig↓(ρ1)− (∆1, . . . ,∆n) and stop.
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Else, go to Step 2.
Step 2. Let 1 ≤ j < k ≤ ` ≤ n be such that
∆1 ≥ · · · ≥ ∆j−1 > ∆j = · · · = ∆k−1 < ∆k = · · · = ∆` 6= ∆`+1.
Replace each ∆j , . . . ,∆` by (∆j + · · ·+ ∆`)/(`− j + 1), and go to Step 1.
The maximum is attained at Φ ∈ S if there exists a unitary V satisfying V ρ1V ∗ = Λ↓(ρ1) and
V Φ(ρ2)V
∗ = Λ↑(ρ2). The minimum is attained at Φ ∈ S if there exists a unitary V satisfying
V ρ1V
∗ = Λ↓(ρ1) and V Φ(ρ2)V ∗ =
∑n
j=1 djEjj. The converses of the above two statements also
hold if d is strictly Schur-convex.
Here is an example illustrating the construction in the theorem.
Example 3.2.3. Let ρ1 =
1
10diag(4, 3, 3, 0) and ρ2 =
1
10diag(5, 2, 2, 1).
Apply Step 0. Set (∆1, . . . ,∆4) =
1
10diag(4, 3, 3, 0)− 110diag(5, 2, 2, 1) = 110diag(−1, 1, 1,−1).
Apply Step 2. Change (∆1, . . . ,∆4) to
1
10diag(1/3, 1/3, 1/3,−1).
Apply Step 1. Set (d1, . . . , d4) =
1
10diag(4, 3, 3, 0)− 110diag(1/3, 1/3, 1/3,−1) = 130diag(11, 8, 8, 3).
Finally, we consider the set S of all quantum channels. It is known that for any two quantum
states, there is a quantum channel sending the first one to the second one. We have the following.
Theorem 3.2.4. Suppose the function D : Dn ×Dn → R is defined by D(σ1, σ2) = d(eig↓(σ1 −
σ2)) for a Schur convex function d : Rn → R. Let S be the set of all quantum channels acting on
Cn×n. Then
max
Φ∈S
D(ρ1,Φ(ρ2)) = D(Λ
↓(ρ1), Enn) and min
Φ∈S
D(ρ1,Φ(ρ2)) = D(ρ1, ρ1).
The minimum is attained at Φ ∈ S if Φ(ρ2) = ρ1. The maximum is attained at Φ ∈ S if there
exists a unitary V satisfying V ρ1V
∗ = Λ↓(ρ1) and V Φ(ρ2)V ∗ = Enn. If, in addition, d is strictly
Schur-convex, then the converses of the two preceding statements are also true.
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Proof. The conclusion on the minimum is clear. For the maximum, note that for any σ ∈ Dn,
k∑
j=1
λj(ρ1 − σ) ≤
k∑
j=1
λj(ρ1) +
k∑
j=1
λj(−σ) ≤
k∑
j=1
λj(ρ1) +
k∑
j=1
λj(−Enn) =
k∑
j=1
λj(Λ
↓(ρ1)− Enn)
for j = 1, . . . , n − 1, and ∑nj=1 λj(ρ1 − σ) = 0. Because d(·) is Schur convex, the result follows.
2
3.3 Fidelity, relative entropy, and other functions
In this section, we consider Problem 3.1.1 for other functions including the fidelity
F (ρ1, ρ2) = tr
(√√
ρ2ρ1
√
ρ2
)
= ‖√ρ1√ρ2‖1 = tr|ρ1/21 ρ1/22 |,
and the relative entropy
H(ρ||σ) = tr(ρ(log ρ− log σ)) = tr(ρ log ρ)− tr(ρ log σ).
In [94], it was shown that if S is the set of unitary channels, then
max
Φ∈S
F (ρ1,Φ(ρ2)) = F (Λ
↓(ρ1),Λ↓(ρ2)) =
n∑
j=1
√
λj(ρ1)
√
λj(ρ2),
and
min
Φ∈S
F (ρ1,Φ(ρ2)) = F (Λ
↓(ρ1),Λ↑(ρ2)) =
n∑
j=1
√
λj(ρ1)
√
λn−j+1(ρ2).
If S is the set of unital channels, it was also shown that the above minimum is also valid, but
determining the maximum is an open problem.
In the following, we consider different functions f and g on quantum states and study upper
50
bounds and lower bounds for a function D : Dn ×Dn → R of the form
D(ρ1, ρ2) = trf(ρ1)g(Φ(ρ2)) and D(ρ1, ρ2) = tr|f(ρ1)g(Φ(ρ2))| (3.2)
with Φ ∈ S for different sets S of quantum channels. The results will cover a number of im-
portant functions in quantum information research, and the techniques based on the theory of
majorization can be further extended to other functions.
To present our results, we need some more definitions and results in majorization (see [76])
to present our general theorem.
A scalar function f : [0, 1] → R can be extended to f : Dn → Hn such that f(σ) =
U∗diag(f(µ1), . . . , f(µn))U if σ = U∗diag(µ1, . . . , µn)U , where µ1 ≥ · · · ≥ µn ≥ 0 and U is
unitary.
For two vectors x, y ∈ Rn, x is weakly majorized by y, denoted by x ≺w y if the sum of the
k largest entries of x is not larger than that of y for k = 1, . . . , n. Furthermore, for x, y ∈ R have
nonnegative entries, x is log majorized by y, denoted by x ≺log y if the product of the entries of
x is the same as that of y, and the product of the k largest entries of x is not larger than that of
y for k = 1, . . . , n− 1. It is known that x ≺log y then x ≺w y.
We have the following.
Theorem 3.3.1. Let f, g : [0, 1]→ R, ρ1, ρ2 ∈ Dn.
(a) If f(ρ1) and g(ρ2) have eigenvalues a1 ≥ · · · ≥ an and b1 ≥ · · · ≥ bn, then
min
U∈Un
tr(f(ρ1)g(Uρ2U
∗)) =
n∑
j=1
ajbn−j+1, max
U∈Un
tr(f(ρ1)g(Uρ2U
∗)) =
n∑
j=1
ajbj
The minimum is attained at a unitary U if and only if there exists a unitary V such that
V ∗f(ρ1)V = diag(a1, . . . , an) and V ∗g(U∗ρ2U)V = g(V ∗U∗ρ2UV ) = diag(bn, . . . , b1).
The maximum is attained at a unitary U if and only if there exists a unitary V such that
V ∗f(ρ1)V = diag(a1, . . . , an) and V ∗g(U∗ρ2U)V = g(V ∗U∗ρ2UV ) = diag(b1, . . . , bn).
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(b) If f(ρ1) and g(ρ2) have singular values α1 ≥ · · · ≥ αn and β1 ≥ · · · ≥ βn, then
min
U∈Un
tr|f(ρ1)g(U∗ρ2U)| =
n∑
j=1
αjβn−j+1, max
U∈Un
tr|f(ρ1)g(U∗ρ2U)| =
n∑
j=1
αjβj .
The minimum is attained at a unitary U if and only if there exists a unitary V such that
|V ∗f(ρ1)V | = diag(α1, . . . , αn) and |V ∗g(U∗ρ2U)V | = |g(V ∗U∗ρ2UV )| = diag(βn, . . . , β1).
The maximum is attained at a unitary U if and only if there exists a unitary V such that
|V ∗f(ρ1)V | = diag(α1, . . . , αn) and |V ∗g(U∗ρ2U)V | = |g(V ∗U∗ρ2UV )| = diag(β1, . . . , βn).
Proof. Let f(ρ1), g(ρ2) have eigenvalues a1 ≥ · · · ≥ an and b1 ≥ · · · ≥ bn, respectively.
Suppose V ∈ Un such that V ∗f(ρ1)V = diag(a1, . . . , an). Then
tr(f(ρ1)g(U
∗ρ2U)) = tr(diag(a1, . . . , an)V g(U∗ρ2U)V ∗) = tr(diag(a1, . . . , an)g(V U∗ρ2UV ∗)).
By [76, II.9 Theorem H.1.g-h], we have
n∑
j=1
ajbn−j+1 ≤
n∑
j=1
ajdj ≤
n∑
j=1
ajbj . (3.3)
Evidently, the bounds are attained if the unitary matrices U have the said properties. Assertion
(a) follows.
Next, suppose f(ρ1), g(ρ2) have singular values α1 ≥ · · · ≥ αn ≥ 0 and β1 ≥ · · · ≥ βn ≥ 0,
respectively. Suppose f(ρ1)g(U
∗ρ2U) has singular values s1, . . . , sn. By [76, II.9 Theorem H.1.g-
h],
(α1βn, . . . , αnβ1) ≺log (s1, . . . , sn) ≺log (α1β1, . . . , αnβn),
and tr|f(ρ1)g(U∗ρ2U)| =
∑n
j=1 sj satisfies
n∑
j=1
αjβn−j+1 ≤
n∑
j=1
sj ≤
n∑
j=1
αjβj .
Suppose V ∈ Un such that V ∗f(ρ1)V = diag(ξ1α1, . . . , ξnαn) with ξ1, . . . , ξn ∈ {−1, 1}. One
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easily construct U ∈ Un so that g(U∗ρ2U) attaining the lower and upper bounds. Evidently, only
those unitary matrices having the said properties will yield the optimal bounds. Assertion (b)
follows. 2
If S is the set of all unitary channels, then the lower bounds and upper bounds in Theorem
3.3.1 are attainable by trf(σ1)g(Ψ(σ2)) for some Ψ ∈ S. There are no restrictions to the real
valued functions f and g in Theorem 3.3.1. So, it can be applied to a wide variety of situations.
For example, if f(x) = g(x) =
√
x, we obtain the result for the fidelity function F (σ1, σ2) =
tr|f(σ1)g(σ2)| and conclude that for any U ∈ Un,
n∑
j=1
[λj(ρ1)λn−j+1(ρ2)]1/2 ≤ F (ρ1, U∗ρ2U) ≤
n∑
j=1
[λj(ρ1)λj(ρ2)]
1/2.
If f(x) = x and g(x) = log(x), then for any U ∈ Un,
n∑
j=1
λj(ρ1) log λn−j+1(ρ2) ≤ tr(ρ1 log(U∗ρ2U)) ≤
n∑
j=1
λj(ρ1) log λj(ρ2).
Here we use the convention that 0 log 0 = 0 and a log 0 = −∞ if a ∈ (0, 1]. Applying this result
to H(σ1||σ2) = trσ1(log σ1 − log σ2), we have
n∑
j=1
λj(ρ1) log(λj(ρ1)/λj(ρ2)) ≤ H(ρ1||U∗ρ2U) ≤
n∑
j=1
λj(ρ1)(log(λj(ρ1)/λn−j+1(ρ2))
for any U ∈ Un.
Next, we consider the set S of mixed unitary channels and the set of unital channels. Given
ρ1, ρ2 ∈ Dn, from Lemma 3.1.2, the following statements are true.
(i) For any Φ ∈ S, we have eig↓(Φ(ρ2)) ≺ eig↓(ρ2).
(ii) If f(ρ1) has eigenvalues a1 ≥ · · · ≥ an ≥ 0, then for any (x1, . . . , xn) ≺ eig↓(ρ2), there is
Φ ∈ S such that
tr(f(ρ1)g(Φ(ρ2))) =
n∑
j=1
ajg(xj), and tr|f(ρ1)g(Φ(ρ2))| =
n∑
j=1
|ajg(xj)|.
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Hence, we have the following.
Theorem 3.3.2. Let f, g : [0, 1]→ R, ρ1, ρ2 ∈ Dn, and Φ be a unital channel. Suppose f(ρ1) have
eigenvalues a1 ≥ · · · ≥ an, singular values α1 ≥ · · · ≥ αn, and ρ2 has eigenvalues b1 ≥ · · · ≥ bn.
(a) The best lower upper and upper bounds of
∑n
j=1 tr(f(ρ1)g(Φ(ρ2))) equal
inf
{ n∑
j=1
ajλn−j+1(g(σ)) : σ ∈ Dn, eig↓(σ) ≺ (b1, . . . , bn)
}
, and
sup
{ n∑
j=1
ajλj(g(σ)) : σ ∈ Dn, eig↓(σ) ≺ (b1, . . . , bn)
}
, respectively.
Suppose the function g(x) is increasing concave. Then the infimum value
∑n
j=1 ajg(bn−j+1)
is attainable, and a unital channel Φ will attain the infimum value if and only if there is a
unitary V satisfying V †f(ρ1)V = diag(a1, . . . , an) and V †g(Φ(ρ2))V = diag(g(bn), . . . , g(b1)).
In particular, the infimum can be attained at a unitary channel.
(b) The best lower upper and upper bounds of
∑n
j=1 tr|f(ρ1)g(Φ(ρ2))| equal
inf
{ n∑
j=1
αjλn−j+1(|g(σ)|) : σ ∈ Dn, eig↓(σ) ≺ (b1, . . . , bn)
}
, and
sup
{ n∑
j=1
αjλj(|g(σ)|) : σ ∈ Dn, eig↓(σ) ≺ (b1, . . . , bn)
}
, respectively.
If the functions f(x) and g(x) have non-negative values on [0, 1], then the lower and upper
bounds are the same as those in (a). If in addition that g is increasing concave, then the
minimum exists and occurs at the same Φ(ρ2) matrix as in (a) so that the minimum equals∑n
j=1 ajg(bn−j+1).
Proof. (a) We may assume that V ∗f(ρ1)V = diag(a1, . . . , an). For any Φ ∈ S, we have
n∑
j=1
ajdj = tr(f(ρ1)g(Φ(ρ2))),
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where (d1, . . . , dn) are the diagonal entries of V g(Φ(ρ2))V
∗. Hence, (d1, . . . , dn) is majorized by
λ(g(Φ(ρ2))), where λ(Φ(ρ2)) are majorized by (b1, . . . , bn). Similar to the proof of Theorem 3.3.1,
n∑
j=1
ajλn−j+1(g(Φ(ρ2))) ≤
n∑
j=1
ajdj ≤
n∑
j=1
ajλj(g(Φ(ρ2)))
Hence the forms of the best lower upper and upper bounds of
∑n
j=1 tr(f(ρ1)g(Φ(ρ2))) holds. If g
is increasing concave, we can apply (vi) of Table 2 in [76, I.3.B.2] to the negative of the function
ψ : (x1, . . . , xn) ∈ Ωn 7→
∑n
j=1 ajg(xn−j+1) to show that ψ is Schur-concave. Thus the minimum
occurs at (x1, . . . , xn) = (b1, . . . , bn).
(b) Note that the singular values of g(Φ(ρ2)) are γ1 ≥ · · · ≥ γn, which are rearrange-
ment of |g(x1)|, · · · |g(xn)|, where x1, . . . , xn are the eigenvalues of Φ(ρ2) satisfies (x1, . . . , xn) ≺
(b1, . . . , bn). Now, the eigenvalues of |f(ρ1)g(Φ(ρ2))| are the singular values of f(ρ1)g(Φ(ρ2)),
which is log majorized by (α1γ1, . . . , αnγn) and log majorizes (α1γn, . . . , αnγ1). Thus,
n∑
j=1
αjγn−j+1 ≤ tr|f(ρ1)g(Φ(ρ2))| ≤
n∑
j=1
αjγj .
If f(x) has nonnegative values, then the eigenvalues of f(ρ1) are the its singular values, and the
same holds for g(Φ(ρ2)). Thus, the results in (a) applies. 2
We can specialize the result to the function f(x) = x and g(x) = log(x) to conclude that
n∑
j=1
λj(ρ1) log λn−j+1(ρ2)) ≤ trρ1 log Φ(ρ2)
for any unital channel Φ, and hence
H(ρ1||Φ(ρ2)) = trρ1(log ρ1 − log Φ(ρ2)) ≤
n∑
j=1
λj(ρ1) log(λj(ρ1)/λn−j+1(ρ2)).
For the Fidelity function
F (ρ1,Φ(ρ2)) = tr|ρ1/21 Φ(ρ2)1/2|
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we can deduce the following result in [73]
min
Φ∈S
F (ρ,Φ(σ)) = F (Λ↓(ρ),Λ↑(σ)) =
n∑
i=1
√
λi(ρ)
√
λn−i+1(σ).
It was noted in [73] that the maximum value is not easy to determine. As shown in Theorem
3.3.2, the upper bound of F (ρ1,Φ(ρ2)) = tr|ρ1/21 Φ(ρ2)1/2| is the same as the upper bound of
tr(ρ
1/2
1 Φ(ρ2)
1/2), and one needs to determine
sup{
n∑
j=1
λj(ρ1)
1/2x
1/2
j : x1 ≥ · · · ≥ xn ≥ 0, (x1, . . . , xn) ≺ eig↓(ρ2)}.
By the continuity of the function f(x) = g(x) =
√
x and the compactness of the set R =
{(x1, . . . , xn) : x1 ≥ · · · ≥ xn ≥ 0, (x1, . . . , xn) ≺ eig↓(ρ2)}, we see that supremum is attainable.
On the other hand, the determination of the maximum depends heavily on eig↓(ρ1) and eig↓(ρ2).
For instance, if eig↓(ρ2) = (1/n, . . . , 1/n), then R is a singleton and F (ρ1,Φ(ρ2)) = tr|ρ1/2|/
√
n.
If ρ2 = diag(1, 0, . . . , 0), then R contains all quantum states, and F (ρ1,Φ(ρ2)) = 1 if Φ(ρ2) = ρ1.
On the other hand, if ρ1 = In/n, then In/n ∈ R for any ρ2 so that F (ρ1,Φ(ρ2)) = 1 for some
unital channel Φ.
In the following, we describe how to determine the unital channel Φ that gives rise to max
F (ρ1,Φ(ρ2)) for given ρ1, ρ2 ∈ Dn. The result actually covers a larger class of functions.
Theorem 3.3.3. Let D : Dn ×Dn → R be defined as follows.
(a) D(σ1, σ2) = tr(f(σ1)g(σ2)) or D(σ1, σ2) = tr|f(σ1)g(σ2)|, where f(x) = xp and g(x) = xq
with p, q > 0 such that p+ q = 1, or
(b) D(σ1, σ2) = tr(f(σ1)g(σ2)) with f(x) = x and g(x) = log x.
Suppose S is the set of mixed unitary channels or the set of unital channels acting on Cn×n. If
ρ1, ρ2 ∈ Dn have eigenvalues a1 ≥ · · · ≥ an ≥ 0 and b1 ≥ · · · ≥ bn ≥ 0, respectively, then
max
Φ∈S
D(ρ1,Φ(ρ2)) =
n∑
j=1
f(aj)g(dj),
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where (d1, . . . , dn) is determined by the algorithm below.
If Φ ∈ S such that there exists a unitary V satisfying V †ρ1V = Λ↓(ρ1) and V †Φ(ρ2)V =
(
∑n
j=1 djEjj), then the upper bound is attained.
Algorithm 3.3.4. Algorithm for determining d1 ≥ · · · ≥ dn
Step 0. If ar > 0 and ar+1 = · · · = an = 0, let a = (a1, . . . , ar) and b = (b1, . . . , br), and set
(dr+1, . . . , dn) = (br+1, · · · , bn). (if an > 0, then r = n and (dr+1, . . . , dn) is vacuous.)
Step 1. Let k ∈ {1 . . . , r} be the largest integer such that
1
a1 + · · ·+ ak (a1, . . . , ak) ≺
1
b1 + · · ·+ bk (b1, . . . , bk). (3.4)
Step 2. Set (d1, . . . , dk) =
b1+···+bk
a1+···+ak (a1, . . . , ak). Stop if k = r. Otherwise, change r to
r − k, a = (ak+1, . . . , ar), b = (bk+1, . . . , br); repeat Steps 1 and 2.
Note that in Step 0 of the algorithm above, we can alternatively choose (dr+1, . . . , dn) =
(br+1, . . . , bn)S for any doubly stochastic matrix S. Also, in Step 1, a1 + · · · + ak 6= 0. This
implies that b1 + · · · + bk 6= 0 because otherwise, the maximality of the choice for k in the
previous iteration will be contradicted.
By Theorem 3.3.3, we see that H(ρ1||Φ(ρ2)) ≥ tr(λj(ρ1) log(λj(ρj)/dj)), where we use the
usual convention that 0 log 0 = 0 and a log 0 = −∞ if a > 0. The proof of Theorem 3.3.3 is quite
involved, and will be presented in Section 3.4. We illustrate the results in Theorem 3.3.3 and
Theorem 3.3.2 in the following example.
Example 3.3.5. Let ρ1 =
1
10diag(4, 3, 3, 0) and ρ2 =
1
10diag(5, 2, 2, 1).
Apply Step 0. Set d4 = 0.1, a = (.4, .3, .3) and b = (.5, .2, .2).
Apply Step 1. Because (0.4, 0.3)/0.7 ≺ (0.5, 0.2)/0.7, (0.4, 0.3, 0.3) ≺ (0.5, 0.2, 0.2)/0.9,
we set (d1, d2, d3) = (0.36, 0.27, 0.27), and stop.
Hence, (d1, d2, d3, d4) = (0.36, 0.27, 0.27, 0.1). For the set S of unital channels,
min
Φ∈S
F (ρ1,Φ(ρ2)) = (
√
4,
√
3,
√
3, 0)(1,
√
2,
√
2,
√
5)T /10 = (2 + 2
√
6)/10,
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max
Φ∈S
F (ρ1,Φ(ρ2)) = (
√
4,
√
3,
√
3, 0)(
√
3.6,
√
2.7,
√
2.7, 1)T /10 = 3/
√
10
and
min
Φ∈S
S(ρ1||Φ(ρ2)) = (4, 3, 3)(log(10/9), log(10/9), log(10/9))T /10,
max
Φ∈S
S(ρ1||Φ(ρ2)) = (4, 3, 3)(log 4, log(3/2), log(3/2))T /10.
The Matlab script maxFidvN.m in Appendix A.3 can be used to carry out the steps in
algorithm 3.3.4 to find the maximum value of F (ρ1,Φ(ρ2)) and the minimum value of S(ρ1||Φ(ρ)2)
over all mixed unitary or over all unital channels.
Next we consider the set S of all quantum channels. It is known that for any σ1, σ2 ∈ Dn,
there is a quantum channel Φ such that Φ(σ1) = σ2. Recall that Ωn = {(x1, . . . , xn) : x1 ≥ · · · ≥
xn ≥ 0, x1 + · · ·+ xn = 1}. Similar to Theorem 3.3.2, we have the following.
Theorem 3.3.6. Let f, g : [0, 1]→ R, ρ1, ρ2 ∈ Dn, and Φ be a quantum channel. Suppose f(ρ1)
have eigenvalues a1 ≥ · · · ≥ an and singular values α1 ≥ · · · ≥ αn.
(a) The best lower upper and upper bounds of
∑n
j=1 tr(f(ρ1)g(Φ(ρ2))) equal
inf
{ n∑
j=1
ajλn−j+1(g(σ)) : eig↓(σ) = (x1, . . . , xn) ∈ Ωn
}
and
sup
{ n∑
j=1
ajλj(g(σ)) : eig
↓(σ) = (x1, . . . , xn) ∈ Ωn
}
, respectively.
Suppose g(x) is increasing concave, then the infimum value equal to g(0)
∑n−1
j=1 aj + ang(1)
is attainable, and Φ ∈ S attains the infimum if and only if there is a unitary V such that
V ∗f(ρ1)V = diag(a1, . . . , an) and V ∗ g(Φ(ρ2))V = diag(g(0), . . . , g(0), g(1)).
(b) The best lower upper and upper bounds of
∑n
j=1 tr|f(ρ1)g(Φ(ρ2))| equal
inf
{ n∑
j=1
αjλn−j+1(|g(σ)|) : eig↓(σ) = (x1, . . . , xn) ∈ Ωn
}
and
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sup
{ n∑
j=1
αjλj(|g(σ)|) : eig↓(σ) = (x1, . . . , xn) ∈ Ωn
}
, respectively.
If the functions f(x) and g(x) have non-negative values on [0, 1], then the lower and upper
bounds are the same as that in (a). If in addition that g is increasing concave, then the
infimum value equals tr(f(ρ1)g(Φ(ρ2))) = g(0)
∑n−1
j=1 aj + ang(1) is attainable, and will occur
at Φ(ρ2) satisfying the same conditions as in (a).
In [73], it was proved that if S is the set of all quantum channels, then
max
Φ∈S
F (ρ1,Φ(ρ2)) = F (ρ1, ρ1) = 1 and min
Φ∈S
F (ρ1,Φ(ρ2)) = λmin(ρ1)
1
2 .
By Theorem 3.3.6 and Lemma 3.4.1 in the next section, we have the following.
Corollary 3.3.7. Suppose S is the set of all quantum channels, and ρ1, ρ2 ∈ Dn have eigenvalues
a1 ≥ · · · ≥ an ≥ 0 and b1 ≥ · · · ≥ bn ≥ 0, respectively. The the following statements hold.
(a) If D(σ1, σ2) = tr(f(σ1)g(σ2)) or D(σ1, σ2) = tr|f(σ1)g(σ2)| with f(x) = xp, g(x) = xq such
that p, q > 0 and p+ q = 1, then
max
Φ∈S
D(ρ1,Φ(ρ2)) = 1 and min
Φ∈S
D(ρ1,Φ(ρ2)) = f(an).
(b) For the relative entropy function,
max
Φ∈S
H(ρ1||Φ(ρ2)) =∞ and min
Φ∈S
H(ρ1||Φ(ρ2)) = 0.
Proof. Similar to the proof of Theorem 3.3.1, we can focus on
n∑
j=1
f(aj)g(zj) and
n∑
j=1
aj log aj −
n∑
j=1
aj log zj
over the set Ωn = {(x1, . . . , xn) : x1 ≥ · · · ≥ xn ≥ 0, x1 + · · ·+ xn = 1}.
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(a) The lower bound follows readily from Theorem 3.3.2. For the upper bound, by Lemma
3.4.1(b), we have
n∑
j=1
f(aj)g(zj) ≤
n∑
j=1
f(aj)g(aj) =
n∑
j=1
apja
q
j = 1
for all (z1, . . . , zn) ∈ Ωn.
(b) Choose (z1, . . . , zn) = (0, . . . , 0, 1). Since a1 > 0, we have
n∑
j=1
aj log aj −
n∑
j=1
aj log zj =∞.
From Lemma 3.4.1(b),
∑n
j=1 aj log zj ≤
∑n
j=1 aj log aj for all (z1, . . . , zn) ∈ Ωn. Hence
min
(z1,...,zn)∈Ωn
(
n∑
j=1
aj log aj −
n∑
j=1
aj log zj) = 0.
The result follows. 2
3.4 Proof of Theorem 3.3.3
To prove Theorem 3.3.3, we need some auxiliary results.
Lemma 3.4.1. Suppose f, g are defined as in Theorem 3.3.3. Given p1, . . . , pη, t1 ∈ [0, 1], let
Fp1,...,pη ,t1(x1, . . . , xη−1) = f(p1)g(x1) + · · ·+ f(pη)g(t1 − x1 − · · · − xη−1)
for 0 ≤ xj ≤ t1 and x1 + · · ·+ xη−1 ≤ t1. Then the following statements are true:
(a) Fp1,p2,t1(x1) is concave for x1 ∈ [0, t1];
(b) For any (x1, . . . , xη−1) 6= α(p1, . . . , pη−1) such that α = t1p1+···+pη , the following holds
Fp1,...,pη ,t1(x1, . . . , xη−1) < Fp1,...,pη ,t1(αp1, . . . , αpη−1)
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Proof. For η = 2, we have F ′p1,p2,t1(
p1t1
p1+p2
) = 0 and F
′′
p1,p2,t1(x1) < 0 for all x1 ∈ (0, t1).
Hence, (a) holds and in the case η = 2, (b) is true. Assume that η = k > 2. Fp1,...,pk,t1 is
continuous in Γk ≡ {(x1, . . . , xk−1) : 0 ≤ xi ≤ t1, x1 + · · · + xk−1 ≤ t1}. Since Γk is compact,
there exists (xˆ1, . . . , xˆk−1) ∈ Γk such that
Fp1,...,pk,t1(xˆ1, . . . , xˆk−1) = maxFp1,...,pk,t1(Γk).
From the case η = 2, we get xˆj =
xˆj+xˆi
pj+pi
pj for all i, j and i 6= j. This implies that xˆj = αpj for
all j. Since xˆ1 + · · ·+ xˆk = t1, we obtain α = t1p1+···+pk and then (b) holds. 2
Theorem 3.4.2. Let f, g be defined as in Theorem 3.3.3 and suppose a = (a1, . . . , an), b =
(b1, . . . , bn), x = (x1, . . . , xn) are nonnegative decreasing sequences and that x ≺ b satisfies
n∑
j=1
f(aj)g(xj) ≡ f(a)g(x) ≥ f(a)g(y) for all y ≺ b.
Then the following statements hold.
(a) There exist n0 = 0 < 1 ≤ n1 < n2 < · · · < nk = n such that for 0 ≤ i < k,
ni+1∑
j=ni+1
xj =
ni+1∑
j=ni+1
bj and (xni+1, . . . , xni+1) = αi(ani+1, . . . , ani+1),
where bni+1 + · · ·+ bni+1 = αi(ani+1 + · · ·+ ani+1).
(b) The values n1, . . . , nk in (a) can be determined as follows:
n1 = max{r : α(a1, . . . , ar) ≺ (b1, . . . , br)}, and
nj = max{r : α(anj−1+1, . . . , ar) ≺ (bnj−1+1, . . . , br)} for 1 < j ≤ k.
Proof. (a) Let n1 = max{k : (x1, . . . , xk) = α(a1, . . . , ak) for some α}. If n1 = n, then the
proof is done.
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Suppose that n1 < n. Then (x1, . . . , xn1) = α0(a1, . . . , an1) and xn1+1 6= α0an1+1. We claim
that
∑n1
j=1 xj =
∑n1
j=1 bj . Suppose that
∑n1
j=1 xj <
∑n1
j=1 bj . Let β =
xn1+xn1+1
an1+an1+1
. If xn1 = βan1 ,
then xn1+1 = βan1+1. Since xn1+1 6= α0an1+1 and xn1 = α0an1 , β 6= α0. Thus, β < α0 or β > α0.
Case 1. β < α0. Let xˆ = (x1, . . . , xn1−1, βan1 , βan1+1, xn1+2, . . . , xn). We have βan1 <
α0an1 = xn1 and βan1+1 = xn1 + xn1+1 − βan1 > xn1+1. Hence xˆ is decreasing and xˆ ≺ b. On
the other hand,
f(a)g(xˆ)− f(a)g(x)
= f(an1)g(βan1) + f(an1+1)g(βan1+1)− (f(an1)g(xn1) + f(an1+1)g(xn1+1))
= Fan1 ,an1+1,xn1+xn1+1(an1
xn1 + xn1+1
an1 + an1+1
)− Fan1 ,an1+1,xn1+xn1+1(xn1)
> 0 (by Lemma 3.4.1(b)).
This is a contradiction.
Case 2. β > α0. There exist m1 ≤ n1 < m2 such that
xm1−1 > xm1 = · · · = xn1 ≥ xn1+1 = · · · = xm2 > xm2+1.
We will show that
∑r
j=1 xj <
∑r
j=1 bj for m1 ≤ r < m2.
Assertion 1.
∑r
j=1 xj <
∑r
j=1 bj for n1 + 1 ≤ r < m2.
If not, then
∑r0
j=1 xj =
∑r0
j=1 bj for some n1 + 1 ≤ r0 < m2. Because
∑r0+1
j=1 xj ≤
∑r0+1
j=1 bj ,
we see that xr0+1 ≤ br0+1. Since
∑n1
j=1 xj <
∑n1
j=1 bj , we may assume
∑r
j=1 xj <
∑r
j=1 bj for
n1 ≤ r < r0. We get xr0 > br0 ≥ br0+1. But xr0 = xr0+1 ≤ br0+1. This is a contradiction. Thus,
r∑
j=1
xj <
r∑
j=1
bj for n1 + 1 ≤ r < m2.
Assertion 2.
∑r
j=1 xj <
∑r
j=1 bj for m1 ≤ r < n1.
If not, then
∑r1
j=1 xj =
∑r1
j=1 bj for some m1 ≤ r1 < n1. Then xr1 ≥ br1 . Since xr1 = · · · =
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xn1 and br1 ≥ · · · ≥ bn1 , we have
∑r
j=1 xj ≥
∑r
j=1 bj for r1 ≤ r ≤ n1. This is impossible since∑n1
j=1 xj <
∑n1
j=1 bj . Hence
∑r
j=1 xj <
∑r
j=1 bj for m1 ≤ r < n1.
By the above argument,
∑r
j=1 xj <
∑r
j=1 bj for m1 ≤ r < m2. Now, let
xˆ = (x1, . . . , xm1−1, xm1 + δ, xm1+1, . . . , xm2−1, xm2 − δ, xm2+1, . . . , xn).
For sufficiently small δ > 0, xˆ is decreasing and xˆ ≺ b. In fact,
α0 < β =
xn1 + xn1+1
an1 + an1+1
=
xm1 + xm2
an1 + an1+1
=
xm1 + xm2
am1 + an1+1
≤ xm1 + xm2
am1 + am2
.
The third equality holds because α0am1 = xm1 = xn1 = α0an1 . Hence
am1
xm1 + xm2
am1 + am2
> α0am1 = xm1 .
Then for sufficiently small δ > 0,
f(a)g(xˆ)− f(a)g(x)
= f(am1)g(xm1 + δ) + f(am2)g(xm2 − δ)− (f(am1)g(xm1) + f(am2)g(xm2))
= Fam1 ,am2 ,xm1+xm2 (xm1 + δ)− Fam1 ,am2 ,xm1+xm2 (xm1)
> 0 (by Lemma 3.4.1).
This is a contradiction and then
∑n1
j=1 xj =
∑n1
j=1 bj . Let
n2 = max{k : (xn1+1, . . . , xk) = α(an1+1, . . . , ak) for some α}.
From the above proof, we also have
∑n2
j=n1+1
xj =
∑n2
j=n1+1
bj . By induction, we get the desired
conclusion.
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(b) Suppose n1 < η ≡ max{r : α(a1, . . . , ar) ≺ (b1, . . . , br)}. We have
n1∑
j=1
xj =
n1∑
j=1
α0aj =
n1∑
j=1
bj <
η∑
j=1
bj =
η∑
j=1
α′aj
for some α′. Let 1 < r < k with nr−1 < η ≤ nr. Then
η∑
j=1
α′aj =
η∑
j=1
bj ≥
η∑
j=1
xj =
nr−1∑
j=1
bj +
η∑
j=nr−1+1
xj .
There is 0 < α
′′ ≤ α′ such that∑ηj=1 α′′aj = ∑ηj=1 xj . Then∑pj=1 α′′aj ≤∑pj=1 bj for 1 ≤ p ≤ η.
We have
∑nr−1
j=1 α
′′
aj ≤
∑nr−1
j=1 bj =
∑nr−1
j=1 xj . So
η∑
j=nr−1+1
α
′′
aj ≥
η∑
j=nr−1+1
xj =
η∑
nr−1+1
αnr−1aj .
Thus α
′′ ≥ αnr−1 , and hence α
′′
aη ≥ αnr−1aη = xη. Let xˆ = (α
′′
a1, . . . , α
′′
aη, xη+1, . . . , xn).
Then xˆ is decreasing and xˆ ≺ b. By (a), n1 = max{k : (x1, . . . , xk) = α(a1, . . . , ak) for some α}
and n1 < η. Hence, (x1, . . . , xη) 6= α′′(a1, . . . , aη). We also have α′′ = x1+···+xηa1+···+aη . By Lemma
3.4.1(b),
f(a)g(xˆ)− f(a)g(x) =
η∑
j=1
f(aj)g(α
′′
aj)−
η∑
j=1
f(aj)g(xj) > 0.
This is a contradiction. Hence n1 = η.
By induction, we only need to show the case n2. From the n1 case, we have
∑n1
j=1 xj =∑n1
j=1 bj . Thus, (xn1+1, . . . , xn) ≺ (bn1+1, . . . , bn), and
n∑
j=n1+1
f(aj)g(xj) ≤ max
(yn1+1,...,yn)≺(bn1+1,...,bn)
n∑
j=n1+1
f(aj)g(yj).
On the other hand, if (yn1+1, . . . , yn) ≺ (bn1+1, . . . , bn), then (x1, . . . , xn1 , yn1+1, . . . , yn) ≺ b.
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Then
n∑
j=1
f(aj)g(xj) = max
y≺b
f(a)g(y)
≥
n1∑
j=1
f(aj)g(xj) + max
(yn1+1,...,yn)≺(bn1+1,...,bn)
n∑
j=n1+1
f(aj)g(yj).
This implies that
n∑
j=n1+1
f(aj)g(xj) = max
(yn1+1,...,yn)≺(bn1+1,...,bn)
n∑
j=n1+1
f(aj)g(yj).
From the proof of the case n1, the result follows. 2
Proof of Theorem 3.3.3 From Theorem 6.3.2, we need only to determine the maximum of∑n
j=1 f(aj)g(xj) for x1 ≥ · · · ≥ xn ≥ 0 and (x1, . . . , xn) ≺ (b1, . . . , bn). Suppose that ar > 0 and
ar+1 = · · · = an = 0. Let α ≡
∑n
j=1 f(aj)g(dj) attain the maximum for d1 ≥ · · · ≥ dn ≥ 0 and
(d1, . . . , dn) ≺ (b1, . . . , bn). Then α =
∑r
j=1 f(aj)g(dj) and (d1, . . . , dr) ≺w (b1, . . . , br). Since f
is nonnegative and g is increasing,
max{∑rj=1 f(aj)g(xj) : x1 ≥ · · · ≥ xr ≥ 0, (x1, . . . , xr) ≺w (b1, . . . , br)}
≤ max{∑rj=1 f(aj)g(xj) : x1 ≥ · · · ≥ xr ≥ 0, (x1, . . . , xr) ≺ (b1, . . . , br)} ≡ β. (3.5)
Hence α ≤ β. Given x1 ≥ · · · ≥ xr ≥ 0 and (x1, . . . , xr) ≺ (b1, . . . , br), choose
(y1, . . . , yn) = (x1, . . . , xr, br+1, . . . , bn).
Then y1 ≥ · · · ≥ yn ≥ 0, (y1, . . . , yn) ≺ (b1, . . . , bn), and
∑r
j=1 f(aj)g(xj) =
∑n
j=1 f(aj)g(xj).
We obtain α = β. By Theorem 3.4.2, we see that the algorithm will produce the state of the
form Φ(ρ2) attaining the maximum. 2
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3.5 Concluding remarks and further research
Let (σ1, σ2) 7→ D(σ1, σ2) be a scalar function on quantum states ρ1, ρ2, such as the trace
distance, the fidelity function, and the relative entropy. For two given quantum states ρ1, ρ2, we
determine optimal bounds for D(ρ1,Φ(ρ2)) for Φ ∈ S for different classes of functions D(·, ·),
where S is the set of unitary quantum channels, the set of mixed unitary channels, the set of
unital quantum channels, and the set of all quantum channels. Specifically, we obtain results for
functions of the following form
(a) D(σ1, σ2) = d(eig
↓(σ1 − σ2)), where d(X) is a Schur convex function on the eigenvalues of
X ∈ Hn,
(b) D(σ1, σ2) = tr(f(σ1)g(σ2)), and D(σ1, σ2) = tr|f(σ1)g(σ2)|, where f, g : [0, 1]→ R.
For the class of function in (a), optimal bounds for D(ρ1,Φ(ρ2)) are given for Φ ∈ S for
the four classes of quantum channels mentioned above. Actually, the results and techniques in
Section 3.2 can be extended to functions of the form
D(σ1, σ2) = d(eig
↓(ασ1 − βσ2))
for given α, β ∈ R, and a Schur convex function d.
For the class of functions in (b), the optimal lower and upper bounds for D(ρ1,Φ(ρ2)) are
given for Φ ∈ S, where S is the set of unitary channels. For the set of mixed unitary channels, the
set of unital channels, and the set of all quantum channels, we determine the best lower bound
if g is an increasing concave function; we also find the best upper bounds for special functions
including the fidelity and relative entropy functions. The results and techniques in Section 3.3
can be extended to cover functions D : Dn × Dn → R of the form D(σ1, σ2) = ψ(f(σ1)g(σ2)),
where ψ(X) is a Schur concave function on the singular values (eigenvalues or diagonal entries)
of the matrix X.
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There are many related problems deserving further study. For instance, one may consider
Problem 3.1.1 for a wider class of functions D and different classes of S. More generally, one
may study the optimal bounds for the set
{D(ρ1,Φ(σ)) : Φ ∈ S, σ ∈ T }
for a set S of quantum channels, and a set T of quantum states. If T = {σ1, . . . , σk} is a finite
set, then one can apply our results to D(ρ1,Φ(σj)) for each j to get the optimal bounds for each
j, and compare them.
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CHAPTER 4
Bipartite Qubit-Qudit States with
Maximally Mixed Reduced State∗
4.1 Introduction
In this chapter, we look at the compact convex set
S2
(
1
nIn
)
=
{
ρ ∈ D2n | tr1(ρ) = 1nIn
}
. (4.1)
Recall that when viewed as a quantum state, 1nIn represents a maximally mixed system. Hence,
we are looking at possible states of bipartite systems X = (A,B) such that the reduced state of B
is maximally mixed. This indicates entanglement of A and B since a measurement on subsystem
A will cause a loss of information on the subsystem B.
Using the Choi matrix representation of a channel (up to a scalar), we see that the set (4.1)
also has a one-one correspondence with the set of unital completely positive maps from H2 to
Hn and similarly, to the set of quantum channels from Hn to H2. In fact, this correspondence is
∗This chapter contains work done by the author with C.K. Li, and two undergraduate students E.
Berry and D. Katsaros during the 2014 EXTREEMS-QED summer research program.
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used to define the entropy of a quantum channel [82].
We are interested in the spectral properties of the S2
(
1
nIn
)
. In particular, we look at the
set
En = {(a1, . . . , a2n) ∈ Ω2n | eig↓(A) = (a1, . . . , a2n) for some A ∈ S2( 1nIn)}. (4.2)
which is a compact convex set described by a special set of inequalities [66]. As m and n increase,
the number of inequalities grow fast and many of these inequalities may be redundant. We wish
to determine the minimal set of inequalities that describe this set.
In Section 4.2, we describe the general set of necessary inequalities that define En and deduce
some general properties of En. In Section 4.3, we describe En for n = 2, 3, 4, 5, 6. In the case of
n = 5, 6, we describe a geometric approach to prove that a given set of inequalities is necessary
and sufficient to describe En. We also give some necessary conditions for n = 7. We will end this
section by the following proposition that can easily be proven using results from [66] and the fact
that if
ρ =
ρ11 ρ12
ρ21 ρ22

where ρij ∈ Cn×n, then tr1(ρ) = ρ11 + ρ22.
Proposition 4.1.1. The following are equivalent.
a. a1, . . . , a2n ∈ En.
b. There exists D = diag(d1, . . . , dn), with 0 ≤ dj ≤ 1/n for all j and a matrix X ∈ Rn×n such
that the matrix  D X
XT 1nIn −D
 (4.3)
has eigenvalues a1, . . . , a2n [42, Theorem 3].
c. There exists 1n ≥ d1 ≥ · · · ≥ dn ≥ 0, and A,B ∈ H2n such that eig↓(A) = (d1, . . . , dn, 0, . . . , 0),
eig↓(B) = (1/n− d1, . . . , 1/n− dn, 0, . . . , 0), and eig↓(A+B) = (a1, . . . , a2n). [13].
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d. There exists 1n ≥ d1 ≥ · · · ≥ dn ≥ 0 such that the vector of eigenvalues
α =
(
d1 . . . dn 0 . . . 0
)
,
β =
(
1/n− dn . . . 1/n− d1 0 . . . 0
)
ν =
(
a1 a2 · · · a2n
)
satisfy ∑
p∈P
αp +
∑
q∈Q
βq ≥
∑
r∈R
νr
for all (P,Q,R) ∈ LRk(2n) and for all k = 1, . . . , n [66], [42].
The set LRk(2n) is described in detail in [42]. In the next section, we will give a known
characterization for elements of LRk(2n).
4.2 Some Necessary Eigenvalue Inequalities
For an index set J = {j1, . . . , jk} ⊆ {1, . . . , N} such that j1 < i2 < · · · < jk, define
s(J) = (j1 − 1, j2 − 2, . . . , jk − k). (4.4)
The following theorem describes triples (P,Q,R) of k−subsets of {1, . . . , 2n} that is contained
in the set LRk(2n).
Theorem 4.2.1 (Horn’s Conjecture and the Saturation Conjecture [53, 56] ). Let α = (αj), β =
(βj), ν = (νj) ∈ RN arranged in nonincreasing order. There exists A,B,A+B with eigenvalues
sets α, β, ν, respectively, if and only if
1.
N∑
j=1
(αj + βj − νj) = 0
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2.
∑
p∈P
αp +
∑
q∈Q
βq ≥
∑
r∈R
νr
for any 1 ≤ k ≤ n and any k-subsets P,Q,R of {1, . . . , N} such that s(P ), s(Q), s(R) are
eigenvalues of A˜, B˜, A˜+ B˜ for some k × k matrices A˜, B˜.
To apply this theorem to our problem, we take α, β, ν as described in Proposition 4.1.1 d.
If P,Q,R ⊆ {1, . . . , 2n} such that |P | = |Q| = |R| and there exists hermitian matrices A˜, B˜
satisfying eig↓(A˜) = s(P ), eig↓(B˜) = s(Q), eig↓(A˜ + B˜) = s(R) , then a necessary condition for
ν = (ai, . . . , a2n) ∈ En is given by
∑
p∈P,i≤n
dp +
∑
q∈Q,q≤n
1/n− dn−q+1 ≥
∑
r∈R
ar (4.5)
for some 1/n ≥ d1 ≥ . . . ≥ dn ≥ 0. In particular, we can take
P = {j1, . . . , jk, n+1, . . . , n+k} and Q = {n− jk +1, . . . , n− j1 +1, n+1, . . . , n+k} (4.6)
for any 1 ≤ k ≤ n and 1 ≤ j1 ≤ · · · ≤ jk ≤ n. In this case, we get
s(P ) = {j1 − 1, . . . , jk, n− k, . . . , n− k}, (4.7)
s(Q) = {n− jk, . . . , n− j1 − k + 1, n− k, . . . , n− k} (4.8)
and hence
2k∑
s=1
ars ≤ k/n (4.9)
for some compatible R = (r1, . . . , r2k). Note that applying Theorem 4.2.1 to ν = (−a2n, . . . ,−a1),
α = (0, . . . , 0,−dn, . . . ,−d1) and β = (0, . . . , 0, d1 − 1n , . . . , dn − 1n), we see that if (4.9) is a
necessary condition for (a1, . . . , a2n) ∈ En, then so is
2k∑
s=1
a2n−rs+1 ≥ k/n. (4.10)
As an example, consider P = (1, n, n+ 1, n+ 2) = Q and R = (1, 2n− 2, 2n− 1, 2n). Then
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s(P ) = (0, n− 2, n− 2, n− 2) = Q and s(R) = (0, 2n− 4, 2n− 4, 2n− 4). Clearly, we can choose
diagonal Hermitian A˜, B˜, A˜+ B˜ such that eig(A) = s(P ), eig(B) = s(Q) and eig(A+B) = s(R).
Using equations (4.9) and (4.10), we see that if (a1, . . . , a2n) ∈ En, then
a1 + a2n−2 + a2n−1 + a2n ≤ 2
n
≤ a1 + a2 + a3 + a2n (4.11)
In particular,
aj ≤ 2
n
for all j = 1, . . . , 2n. (4.12)
As a result, rank(ρ) ≥ n2 for any ρ ∈ S2( 1nIn). In fact, we can say more about elements of S2( 1nIn)
having minimal rank.
Proposition 4.2.2. Suppose ρ ∈ S2( 1nIn). Then
a. rank(ρ) ≥ dn2 e
b. Suppose n = 2m for some positive integer m and ρ ∈ S2( 1nIn). We have rank(ρ) = m if and
only if ρ is of the form
(W ⊗ I2)

1
nIm 0 0
1
nIm
0 0 0 0
0 0 0 0
1
nIm 0 0
1
nIm

(W ∗ ⊗ I2) (4.13)
for some W ∈ Un.
c. Suppose n ≥ 5 is odd and rank(ρ) = n+12 . Then eig↓(ρ) = ( 2n , . . . , 2n , an−12 , an+12 , 0, . . . , 0) for
some 1n ≤ an+12 =
3
n − an−12 ≤
3
2n .
Proof: First, we prove that the following inequality holds for any (ai) ∈ En.
a1 + . . .+ aj + a2n−3j+1 + . . .+ a2n ≤ 2j
n
for any j ≤ bn2 c (4.14)
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Define R = (1, . . . , j, 2n− 3j + 1, . . . , 2n) and P = (1, . . . , j, n− j + 1, . . . , n, n+ 1, . . . , 2n) = Q.
Then diag(s(P ))+diag(s(Q)) = diag(s(R)). The above inequality then follows. As a consequence
aj+1 + . . .+ a2n−j ≥ n− 2j
n
for any j ≤ bn2 c (4.15)
In particular, if we choose j = dn2 e − 1, we have
adn
2
e + · · ·+ a2n−dn
2
e+1 ≥ (1− 2ndn2 e) + 2n > 0 (4.16)
If n = 2m for some positive integer m, and aj = 0 for all j > m, then, together with
inequality (4.12), this implies a1 = · · · = am = 2n . Suppose ρ ∈ S2( 1nIn)
To prove (c), assume n = 2m+1 for some integer m and let P = (1,m+1, n, n+1, n+2, n+
3) = Q and R = (m,m+1, 2n−3, 2n−2, 2n−1, 2n). Take A˜ = (0,m−1, n−3, n−3, n−3, n−3) and
B˜ = (m−1, 0, n−3, n−3, n−3, n−3). Then eig(A) = s(P ), eig(B) = s(Q) and eig(A+B) = s(R)
and hence
am + am+1 + a2n−3 + a2n−2 + a2n−1 + a2n ≤ 3
n
(if n = 2m+ 1). (4.17)
If m > 1 and aj = 0 for all j > m + 1, this implies a1 + . . . + am−1 ≥ 2(m−1)n . So, by equation
(4.12), a1 = · · · = am−1 = 2n . Also by equation (4.16), we have am+1 ≥ 1n . 2
Corollary 4.2.3. For any ρ ∈ S2
(
1
nIn
)
we get the following lower bound for the entropy of ρ
H(ρ) = −tr(ρ log(ρ)) ≥
 log n− log 2 if n is evenlog n− n−1n log 2 if n is odd (4.18)
Proof: Let ρ ∈ S2
(
1
nIn
)
have eigenvalues a1, . . . , a2n. Define the density matrix σ ∈ S2
(
1
nIn
)
by
σ =
 diag(
2
n , . . . ,
2
n , 0, . . . , 0) if n is even
diag( 2n , . . . ,
2
n ,
1
n , 0, . . . , 0) if n is odd
(4.19)
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It follows from (4.12) that ρ ≺ σ. Since H(·) is a Schur-concave function, then H(ρ) ≥ H(σ),
which gives the desired conclusion. 2
Next we will look at elements of En that are of the form ( 1k , . . . , 1k , 0, . . . , 0).
Theorem 4.2.4. Let (aj) ∈ Ω2n satisfy a1 = · · · = ak = 1k for some k. Then (aj) ∈ En if and
only if
k ∈ {n, 2n}∪{ sns+1 | 1 ≤ s ≤ n−1 and (s+1)|n}∪{2n− sns+1 | 1 ≤ s ≤ n−1 and (s+1)|n}. (4.20)
Proof: Let s ∈ {1, . . . , n− 1} and (s−1)ns < r < n. We will show that
(
r∑
t=r−s+1
at
)
+ a(s+1)n−sr−s +
(
2n∑
t=2n−s
at
)
≤ s+ 1
n
(4.21)(
s+1∑
t=1
at
)
+ as(r+1)−(s−1)n +
(
2n−r+s∑
t=2n−r+1
at
)
≥ s+ 1
n
(4.22)
Note that the since 1 ≤ s ≤ n−1 and (s−1)ns < r < n it follows that r < (s+1)n−sr−s < 2n−s.
Thus, we can let R = (r−s+1, r−s+2, . . . , r−1, r, (s+1)n−sr−s, 2n−s, 2n−s+1, . . . , 2n−1, 2n).
Let P,Q be of the form described in (4.6) with k = s + 1 and jt = (s − t + 1)r − (s − t)n for
t = 1, . . . , s+ 1. Note that js+1 = n and for t = 1, . . . , s we have 0 < jt < jt+1 because
0 < (s− t+ 1)(r − s−1s n) ≤ (s− t+ 1)(r − s−ts−t+1n) = jt = jt+1 − (n− r) < jt+1.
Now, s(R) = (r−s, . . . , r−s, s(n−r−2)+n−1, 2n−2s−2, . . . , 2n−2s−2). Define A = diag(s(I))
and B = (W⊕Is+2)diag(s(J))(W T⊕Is+2), where W is the s×s permutation matrix that switches
s− t+ 1 and t for all t = 1, . . . , s. That is,
A = diag(j1 − 1, . . . , js − s, js+1 − (s+ 1), n− s− 2, . . . , n− s− 2)
B = diag(n− j2 − (s− 1), . . . , n− js+1, n− j1 − s, n− s− 2, . . . , n− s− 2)
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and hence eig(A + B) = s(R). By equations (4.9) and (4.10), we get the desired inequalities in
(4.21).
To prove the necessity part of the theorem, assume (aj) ∈ En satisfies a1 = · · · = ak = 1k .
We consider the following two cases.
Case 1: Suppose k < n. Define s = max{t | 1 ≤ t ≤ n − 1 such that (s−1)ns < k}. That is,
(s−1)n
s < k ≤ sns+1 . Applying the left side of (4.20) to r = k, we get ak−s+1 + · · ·+ ak = sk ≤ s+1n .
Thus k ≥ sns+1 and hence k = sns+1 and consequently, s+ 1 must divide n.
Case 2: Suppose k = 2n − r for some 0 < r < n. Define s = max{t | 1 ≤ t ≤ n −
1 such that (s−1)ns < r}. That is (s−1)ns < r ≤ sns+1 . Note that a2n−r+1 = . . . = a2n−r+s = 0 and
so the right side of (4.20) gives s+22n−r =
s+2
k ≥ s+1n , which implies r ≥ sns+1 . Hence r = sns+1 .
Next, we prove the converse. For k ∈ {n, 2n}, consider ρ = E11 ⊗ 1nIn and ρ = 12nI2n. If
k = ss+1n for some 1 ≤ s ≤ n− 1 such that (s+ 1)|n, define ρ as in (4.3) such that
D =
s+1⊕
j=1
s+1−j
sn I n(s+1) and X =
0 n(s+1) Y
0 n
(s+1)
0 n
(s+1)
 , where Y = s⊕
j=1
√
(s+ 1− j)j
sn
I n
(s+1)
It is easy to verify that eig↓(ρ) = ( 1k , . . . ,
1
k , 0, . . . , 0) = (
sn
s+1 , . . . ,
sn
s+1 , 0, . . . , 0). Lastly, if k =
2n− ss+1n for some 1 ≤ s ≤ n− 1 such that (s+ 1)|n, define ρ as in (4.3) such that
D =
s+1⊕
j=1
j
(s+2)nI n(s+1) and X =
0 n(s+1) Y
0 n
(s+1)
0 n
(s+1)
 , where Y = s⊕
j=1
√
(s+ 1− j)j
(s+ 2)n
I n
(s+1)
It is easy to verify that eig↓(ρ) = ( 1k , . . . ,
1
k , 0, . . . , 0) = (
(s+1)n
s+2 , . . . ,
(s+1)n
s+2 , 0, . . . , 0). 2
Theorem 4.2.5. Let (aj) ∈ En.
a. If n = 2k + 1, then a3k+1 + a3k+2 ≤ 1n ≤ ak+1 + ak+2.
b. If n = 2k, then a3k−2 + a3k−1 + a3k + a3k+1 ≤ 1k ≤ ak + ak+1 + ak+2 + ak+3
Proof: For a, let P = (k+1, n+1) = Q, R = (n+k, n+k+1) and A˜ = diag(k, n−1) and B˜ =
75
diag(n−1, k). For b, let P = (k, k+1, n+1, n+2) = Q and R = (n+k−2, n+k−1, n+k, n+k+1)
and A˜ = diag(k − 1, k − 1, n − 2, n − 2) and B˜ = diag(n − 2, n − 2, k − 1, k − 1). Applying the
same arguments as the preceding theorems, we get the desired conclusion. 2
4.3 Low Dimension Solutions
In this section, we will give the necessary and sufficient conditions for (aj) ∈ En for n =
2, . . . , 6. We also give necessary conditions for (aj) ∈ E7.
Theorem 4.3.1. E2 = Ω4 = Co
{(
1, 0, 0, 0
)
,
(
1
2 ,
1
2 , 0, 0
)
,
(
1
3 ,
1
3 ,
1
3 , 0
)
,
(
1
4 ,
1
4 ,
1
4 ,
1
4
)}
.
Proof: Indeed, for any a1, a2, a3, a4 ≥ 0 with
4∑
j=1
aj = 1, the matrix

a1 + a2 0 0 a1 − a2
0 a3 + a4 a3 − a4 0
0 a3 − a4 a3 + a4 0
a1 − a2 0 0 a1 + a2

∈ S2(I2/2)
has eigenvalues a1, a2, a3, a4. 2
Theorem 4.3.2. Suppose (aj) ∈ Ω6. Then (aj) ∈ E3 if and only if
a4 + a5 ≤ 1/3 ≤ a2 + a3. (4.23)
Proof: If (aj) ∈ E3, then (4.23) follows from Theorem (4.2.5) a. To prove the converse,
assume (ai) ∈ Ω6 satisfies (4.23). Since (ai) ∈ Ω6, the following are true
(a) a1 + a4 ≥ 1/3
(b) a1 + a4 + a5 ≥ 1/3.
(c) a3 + a6 ≤ 1/3
(d) 0 ≤ a3 ≤ 1/3.
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and from (4.23),
(e) 0 ≤ a4 ≤ 1/3 (f) a1 + a4 + a5 ≤ 2/3
Define ρ to be of the form (4.3) with
D = diag (1/3− a3, a1 + a4 + a5 − 1/3, a4)
and
X =

0
√
(a2 + a3 − 1/3)(1/3− a3 − a6) 0
0 0
√
(a1 + a4 − 1/3)(1/3− a4 − a5)
0 0 0
 .
Inequalities (b), (e), (d), and(f) guarantee that 0 ≤ D ≤ 13I3 and inequalities (a), (c), together
with (4.23) guarantee that X is well-defined and hence eig↓(A) = (a1, . . . , a6). 2
Note that E3 is the convex hull of the following extreme elements(
1
2 ,
1
2 , 0, 0, 0, 0
)
,
(
2
3 ,
1
3 , 0, 0, 0, 0
)
,
(
2
3 ,
1
6 ,
1
6 , 0, 0, 0
)
,
(
1
3 ,
1
3 ,
1
3 , 0, 0, 0
)
,(
1
2 ,
1
6 ,
1
6 ,
1
6 , 0, 0
)
,
(
1
4 ,
1
4 ,
1
4 ,
1
4 , 0, 0
)
,
(
1
3 ,
1
6 ,
1
6 ,
1
6 ,
1
6 , 0
)
,
(
1
4 ,
1
4 ,
1
6 ,
1
6 ,
1
6 , 0
)
,(
2
9 ,
2
9 ,
2
9 ,
1
6 ,
1
6 , 0
)
,
(
2
9 ,
2
9 ,
2
9 ,
2
9 ,
1
9 , 0
)
,
(
1
6 ,
1
6 ,
1
6 ,
1
6 ,
1
6 ,
1
6
)
.
Theorem 4.3.3. Suppose (aj) ∈ Ω8. Then (aj) ∈ E4 if and only if
a4 + a5 + a6 + a7 ≤ 1/2 ≤ a2 + a3 + a4 + a5 (4.24)
Proof: It follows from Theorem 4.2.5 that if (aj) ∈ E4, then the inequalities in (4.24) holds.
To prove the converse, assume (ai) ∈ Ω8 satisfies (4.24). The following inequalities hold
since (aj) ∈ Ω8.
(a) a4 + a8 ≤ 1/4 ≤ a1 + a5 (b) a2 + a4 + a6 + a8 ≤ 1/2
The following inequalities can be obtained from (4.24)
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(c) a6 + a7 ≤ 1/4 ≤ a2 + a3 (d) a5 + a7 ≤ 1/4 ≤ a2 + a4 (e) a1 + a6 + a7 + a8 ≤ 1/2
We will construct a matrix ρ of the form (4.3), where
D = diag(x1, x2, x3, x4), X =
0 Y
0 0
 , Y = diag(y1, y2, y3, y4)
for some 0 ≤ xi ≤ 1/4 and yi ∈ R+. We will choose the xj ’s such that
x1 = 1/4− aj8
x1 + 1/4− x2 = aj1 + aj2
x2 + 1/4− x3 = aj3 + aj4
x3 + 1/4− x4 = aj5 + aj6
x4 = aj7
x1(1/4− x2)− y21 = aj1aj2
x2(1/4− x3)− y22 = aj3aj4
x3(1/4− x4)− y23 = aj5aj6
for some choice of indices j1, . . . , j8 ∈ {1, . . . , 8}. More explicitly,
x1 = 1/4− aj8 , x2 = 1/2− (aj8 + aj1 + aj2), x3 = aj5 + aj6 + aj7 − 1/4, x4 = aj7
and
y1 =
√
(aj1 + aj8 − 1/4) (1/4− aj8 − aj2)
y2 =
√
(aj1 + aj2 + aj3 + aj8 − 1/2) (1/2− aj1 − aj2 − aj4 − aj8)
y3 =
√
(aj5 + aj7 − 1/4) (1/4− aj6 − aj7)
We can assume without loss of generality that j1 < j2, j3 < j4, j5 < j6, i.e. aj1 ≥ aj2 and so
on. To ensure that 0 < xj ≤ 1/4, the following must be true:
aj7 , aj8 ≤ 1/4 1/4 ≤ aj8 + aj1 + aj2 ≤ 1/2 1/4 ≤ aj5 + aj6 + aj7 ≤ 1/2
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And to ensure that yj exists for j = 1, 2, 3, the following inequalities must be true:
aj6 + aj7 ≤ 1/4 ≤ aj5 + aj7 (4.25)
aj8 + aj2 ≤ 1/4 ≤ aj8 + aj1 (4.26)
aj8 + aj1 + aj2 + aj4 ≤ 1/2 ≤ aj8 + aj1 + aj2 + aj3 (4.27)
Note that inequalities (4.25)-(4.27) imply the previous three inequalities. We will consider three
cases:
Case 1: Suppose a2 + a3 + a4 + a8 ≥ 1/2. Choose
j1 = 2, j2 = 8, j3 = 3, j4 = 6, j5 = 1, j6 = 7, j7 = 5, j8 = 4
Inequality (4.25) is guaranteed by (a) and (d), while (4.26) follows from (c) and the assumption
in this case. Lastly, (4.26) is implied by (b) and the assumption in this case.
Case 2: Suppose a2 + a3 + a4 + a8 < 1/2. Then
(f) a3 + a8 < 1/4 < a1 + a6 (g) a1 + a5 + a6 + a7 > 1/2
Case 2.1: Suppose a4 + a5 ≤ 1/4. Choose
j1 = 1, j2 = 7, j3 = 3, j4 = 8, j5 = 2, j6 = 5, j7 = 4, j8 = 6
Inequality (4.25) follows from (d) and the additional assumption, while (4.26) follows from (f)
and (c) and (4.27) follows from (g) and (e).
Case 2.2: Suppose a2 + a3 + a4 + a8 < 1/2 and a4 + a5 > 1/4. Choose
j1 = 4, j2 = 7, j3 = 1, j4 = 6, j5 = 2, j6 = 8, j7 = 3, j8 = 5
Inequality (4.25) follows from (c) and the assumption that a2 + a3 + a4 + a8 <
1
2 , while (4.26)
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follows from the assumption in this cse and (d). Lastly,(4.27) is guaranteed by (g) and (4.24).
In all cases ρ ∈ S2(14I4) and eig↓(ρ) = (aj). 2
The extreme points of E4 are(
1
2 ,
1
2 , 0, 0, 0, 0, 0, 0
)
,
(
1
2 ,
1
4 ,
1
4 , 0, 0, 0, 0, 0
)
,
(
1
3 ,
1
3 ,
1
3 , 0, 0, 0, 0, 0
)
,
(
1
4 ,
1
4 ,
1
4 ,
1
4 , 0, 0, 0, 0
)
,(
1
2 ,
1
6 ,
1
6 ,
1
6 , 0, 0, 0, 0
)
,
(
1
5 ,
1
5 ,
1
5 ,
1
5 ,
1
5 , 0, 0, 0
)
,
(
1
2 ,
1
8 ,
1
8 ,
1
8 ,
1
8 , 0, 0, 0
)
,
(
1
6 ,
1
6 ,
1
6 ,
1
6 ,
1
6 ,
1
6 , 0, 0
)
,(
3
8 ,
1
8 ,
1
8 ,
1
8 ,
1
8 ,
1
8 , 0, 0
)
,
(
1
6 ,
1
6 ,
1
6 ,
1
6 ,
1
6 ,
1
12 ,
1
12 , 0
)
,
(
1
6 ,
1
6 ,
1
6 ,
1
6 ,
1
9 ,
1
9 ,
1
9 , 0
)
,
(
1
6 ,
1
6 ,
1
6 ,
1
8 ,
1
8 ,
1
8 ,
1
8 , 0
)
,(
3
16 ,
3
16 ,
1
8 ,
1
8 ,
1
8 ,
1
8 ,
1
8 , 0
)
,
(
1
4 ,
1
8 ,
1
8 ,
1
8 ,
1
8 ,
1
8 ,
1
8 , 0
)
,
(
1
8 ,
1
8 ,
1
8 ,
1
8 ,
1
8 ,
1
8 ,
1
8 ,
1
8
)
For n = 3, 4 we were able to construct a ρ ∈ S2( 1nIn) given that ρ satisfies the necessary
conditions we have listed. For n = 5, 6, we will prove the sufficiency of a list of inequalities using
convex analysis.
Consider a compact convex set Q in Rm described by a set of inequalities {rjx ≤ bj}j and
suppose Q˜ is another compact convex polytope described by a finite subset of these inequalities,
say A˜x ≤ b˜ for some k ×m matrix A. Clearly, Q ⊆ Q˜. Now consider the set of extreme points
of Q˜, that is,
Q˜ext = {x = (PV A˜)−1PV b˜ | for some projection PV such that (PVA)−1 exists and A˜x ≤ b˜}
By the Krein-Milman Theorem, Co(Q˜ext) = Q˜ ⊇ Q. If Ax ≤ b for all x ∈ Qext, then Q˜ = Q.
We can apply the above argument to Q = En. Suppose that a necessary condition for ν ∈ En
is given by νA ≤ b. Then the set En ⊆ {ν ∈ Ω2n | νA ≤ b} = Co(v1, . . . , vs). If v1, . . . , vs ∈ En,
then En = {ν ∈ Ω2n | νA ≤ b} since En is also a convex set. We will use this idea to determine
the necessary and sufficient conditions for (ai) ∈ En for n = 5, 6.
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Theorem 4.3.4. Suppose (ai) ∈ Ω10. Then (ai) ∈ E5 if and only if
a7 + a8 ≤ 1/5 ≤ a4 + a4 (4.28)
a1 + a8 + a9 + a10 ≤ 2/5 ≤ a1 + a2 + a3 + a10 (4.29)
a5 + a6 + a7 + a10 ≤ 2/5 ≤ a1 + a4 + a5 + a6 (4.30)
a4 + a7 + a8 + a9 ≤ 2/5 ≤ a2 + a3 + a4 + a7 (4.31)
Proof: If (ai) ∈ E5, then (4.28) follows from theorem 4.2.5 and (4.29) follows from (4.11).
To see that (4.30) and (4.31) hold, let P = (2, 4, 6, 7) = Q, R1 = (5, 6, 7, 10) and R2 = (4, 7, 8, 9).
Define A˜1 = diag(1, 2, 3, 3), B˜1 = diag(3, 2, 1, 3), A2 = diag(3, 1, 2, 3) and B2 =
 3/2 √3/2√
3/2 5/2
 ⊕
diag(3, 2). Then eig↓(A˜1 + B˜1) = s(R1) and Then eig↓(A˜2 + B˜2) = s(R2).
Using the Matlab script n5EXT.m, which can be found in Appendix A.4, we are able to
list the extreme points of {(aj) ∈ Ω10 | (aj) satisfies (4.28),(4.29),(4.30),(4.31)}. Each of these
extreme points are in E10. In fact, for each extreme point listed above, one can form ρ ∈ S2( 1nIn)
with the prescribed eigenvalues such that ρ is permutationally similar to a direct sum of 2 × 2
matrices. The Matlab script Findnicesol.m (see Appendix A.4) can be use to find such a simple
solution for any of the 50 extreme points listed in the Appendix B. 2
Theorem 4.3.5. Suppose (aj) ∈ Ω12. Then (aj) ∈ E6 if and only if
a1 + a10 + a11 + a12 ≤ 1/3 ≤ a1 + a2 + a3 + a12 (4.32)
a4 + a9 + a10 + a11 ≤ 1/3 ≤ a2 + a3 + a4 + a9 (4.33)
a7 + a8 + a9 + a10 ≤ 1/3 ≤ a3 + a4 + a5 + a6 (4.34)
a1 + a6 + a8 + a10 + a11 + a12 ≤ 1/2 ≤ a1 + a2 + a3 + a5 + a7 + a12 (4.35)
Proof: If (aj) ∈ E12, then inequality (4.32) and (4.34) holds from (4.11) and and theorem
4.2.5 b. We get the inequality (4.35) by letting R = (1, 6, 8, 10, 11), P = (1, 3, 6, 7, 8, 9), Q =
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(1, 4, 6, 7, 8, 9) , A˜ = diag(0, 1, 3, 3, 3, 3) and B˜ = diag(0, 3, 2, 3, 3, 3). Finally, we get the inequality
(4.33) by letting R = (4, 9, 10, 11), P = (2, 5, 7, 8) = Q, A˜ = diag(4, 1, 3, 4) and
B˜ =
 7+
√
41
4
√
6
√
41−14
4√
6
√
41−14
4
13−√41
4
⊕ diag(4, 3).
Now, to prove the converse, we find the extreme points of the set
Q = {(aj) ∈ Ω12 | (ai) satisfies (4.32)− (4.35)}
using the Matlab script n6EXT.m. There are 48 extreme points which are listed in the Appendix.
Using the same method for n = 5, it can be shown that each of these extreme points are in E12
and thus Q = E12. 2
Theorem 4.3.6. Let (ai) ∈ Ωn. If (ai) ∈ E7, then
a10 + a11 ≤ 1/7 ≤ a4 + a5 (4.36)
a1 + a12 + a13 + a14 ≤ 2/7 ≤ a1 + a2 + a3 + a14 (4.37)
a4 + a11 + a12 + a13 ≤ 2/7 ≤ a2 + a3 + a4 + a11 (4.38)
a8 + a9 + a10 + a13 ≤ 2/7 ≤ a2 + a5 + a6 + a7 (4.39)
a7 + a10 + a11 + a12 ≤ 2/7 ≤ a3 + a4 + a5 + a8 (4.40)
a1 + a6 + a11 + a12 + a13 + a14 ≤ 3/7 ≤ a1 + a2 + a3 + a4 + a9 + a14 (4.41)
a3 + a4 + a11 + a12 + a13 + a14 ≤ 3/7 ≤ a1 + a2 + a3 + a4 + a11 + a12 (4.42)
a1 + a7 + a10 + a12 + a13 + a14 ≤ 3/7 ≤ a1 + a2 + a3 + a5 + a8 + a14 (4.43)
a1 + a8 + a9 + a12 + a13 + a14 ≤ 3/7 ≤ a1 + a2 + a3 + a6 + a7 + a14 (4.44)
a6 + a7 + a8 + a9 + a13 + a14 ≤ 3/7 ≤ a1 + a2 + a6 + a7 + a8 + a9 (4.45)
a5 + a8 + a9 + a10 + a11 + a14 ≤ 3/7 ≤ a1 + a4 + a5 + a6 + a7 + a10 (4.46)
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a6 + a7 + a9 + a10 + a11 + a14 ≤ 3/7 ≤ a1 + a4 + a5 + a6 + a8 + a9 (4.47)
a4 + a7 + a10 + a11 + a12 + a13 ≤ 3/7 ≤ a2 + a3 + a4 + a5 + a8 + a11 (4.48)
a5 + a6 + a10 + a11 + a12 + a13 ≤ 3/7 ≤ a2 + a3 + a4 + a5 + a9 + a10 (4.49)
a4 + a8 + a9 + a11 + a12 + a13 ≤ 3/7 ≤ a2 + a3 + a4 + a6 + a7 + a11 (4.50)
a5 + a7 + a9 + a11 + a12 + a13 ≤ 3/7 ≤ a2 + a3 + a4 + a6 + a8 + a10 (4.51)
a5 + a8 + a9 + a10 + a12 + a13 ≤ 3/7 ≤ a2 + a3 + a5 + a6 + a7 + a10 (4.52)
a6 + a7 + a9 + a10 + a12 + a13 ≤ 3/7 ≤ a2 + a3 + a5 + a6 + a8 + a9 (4.53)
a6 + a8 + a9 + a10 + a11 + a13 ≤ 3/7 ≤ a2 + a4 + a5 + a6 + a7 + a9 (4.54)
a7 + a8 + a9 + a10 + a11 + a12 ≤ 3/7 ≤ a3 + a4 + a5 + a6 + a7 + a8 (4.55)
Proof: Let (aj) ∈ Ω14. The first inequality follows from Theorem 4.2.5 while the second is
given by inequality (4.11).
For a given triple P,Q,R of k-subsets of {1, . . . , 2n}, the existence of Hermitian matrices
A,B,A+B satisfying eig↓(A) = s(P ), eig↓(B) = s(Q) and eig↓(A+B) = s(R) can be formulated
in terms of Young tableaux. Specifically, such A,B exist if and only if there is a Littlewood-
Richardson (LR) skew-tableaux of shape s˜(R)/s˜(P ) and content s˜(Q), where s˜(·) is s(·) rearranged
in nonincreasing order [48, 41]. In Figures 4.1 and 4.2, we provide skew-tableaux that will
guarantee tha necessity of inequalities (4.38)-(4.55). 2
4.4 Further Remarks
In this chapter we looked at the possible eigenvalues of an element a bipartite quantum state
ρ such that tr1(ρ) =
1
nIn. This is a special case of the quantum marginal problem which is a
very difficult to solve in its general form. In chapter 5.3 we state the quantum marginal problem
(see Problem 5.3.1) and use the alternating projection method to find a solution.
We were only able to completely describe S2
(
1
nIn
)
for n ≤ 6 and partially for n ≤ 7. Note
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1 1 1 1
2 2 2 2
1 3 3 3 3
2 4
(a) P = Q = (2, 6, 8, 9) and
R = (4, 11, 12, 13) for (4.38)
1 1 1 1
2 2 2 2
1 2 3 3
2 2 3 4 4
(b) P = Q = (3, 5, 8, 9) and
R = (8, 9, 10, 13) for (4.39)
1 1 1
2 2 2
1 1 3 3 3
2 2 4 4
(c) P = Q = (3, 5, 8, 9) and
R = (7, 10, 11, 12) for (4.40)
1 1 1 1
2 2 2 2
3 3 3 3
4 4 4 4
5 5
(d) P = Q = (1, 4, 7, 8, 9, 10)
and R = (1, 6, 11, 12, 13, 14)
for (4.41)
1 1 1 1
2 2 2 2
3 3 3 3
4 4 4 4
5 5
(e) P = Q = (1, 4, 7, 8, 9, 10)
and R = (3, 4, 11, 12, 13, 14)
for (4.42)
1 1 1 1
2 2 2 2
3 3 3 3
4 4 4
4 5 5
(f) P = Q = (1, 4, 7, 8, 9, 10)
and R = (1, 7, 10, 12, 13, 14)
for (4.43)
FIG. 4.1: LR skew-tableaux of shape s˜(R)/s˜(P ) and content s˜(Q)for inequalities (4.38)-(4.43).
that if one of the necessary inequalities we have listed in Theorems 4.23-4.3.5 are removed, the
list will not provide a sufficient condition any longer. The conditions given in Proposition 4.1.1
b and c depend on a certain choice of d1, . . . , dn ∈ [0, 1] satisfying certain inequalities. However,
the results in this chapter 4.3 leads us to the following conjecture.
Conjecture 4.4.1. An element (a1, . . . , a2n) of Ω2n is in En if and only if
2k∑
r=1
ar ≤ k
n
≤
2k∑
r=1
a2n−r+1
for any 1 ≤ k ≤ n and any R ⊆ {1, . . . , 2n} such that |R| = 2k and (P,Q,R) ∈ LR2k(2n) for
some P,Qof the form given in equation (4.6).
If the above conjecture is true, then En is always described by a finite set of inequalities,
making it a convex polytope. An observation that the author made is that for n ≤ 6, any
necessary inequality written in the form ar1 + · · ·+ ar2k ≤ kn , satisfies
1. 1 ≤ r1 < r2 < · · · < r2k ≤ 2n
2.
2k∑
s=1
rs = k(3n− k + 1)
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and (r1, . . . , r2k) can in fact be obtained from (n− r+ 1, . . . , n, 2n− r+ 1, . . . , 2n) by a sequence
of pinchings. By a pinching, we mean adding 1 to an index and subtracting 1 to another index
when there is room to do so.
For general n we described the possible eigenvalues of an element of S2
(
1
nIn
)
that is of
minimal rank. As a consequence, we were able to give a lower bound for the von Neumann
entropy of any ρ ∈ S2
(
1
nIn
)
. Moreover, if ρ is an element of S2
(
1
nIn
)
, its entropy H(ρ) is also
defined to be the entropy of the channel Φ : Hn −→ H2 whose Choi matrix is permutationally
similar to nρ. For future research, one may consider the problem of finding the minimum entropy
of H(ρ) for a different set of quantum channels.
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1 1 1 1
2 2 2 2
3 3 3 3
4 4
4 4 5 5
(a) P = Q = (1, 4, 7, 8, 9, 10)
and R = (1, 8, 9, 12, 13, 14)
for (4.44)
1 1 1 1
2 2 2 2
3
3 4
3 4 5
3 4 5 6
(b) P = Q = (2, 4, 6, 8, 9, 10)
and R = (6, 7, 8, 9, 13, 14) for
(4.45)
1 1 1 1
2 2
3 3
2 2 4 4
3 3 5 5
4 4 6 6
(c) P = Q = (1, 4, 7, 8, 9, 10)
and R = (5, 8, 9, 10, 11, 14)
for (4.46)
1 1 1 1
2 2
3 3
2 4 4
2 3 5
3 4 5 6
(d) P = Q = (2, 4, 6, 8, 9, 10)
and R = (6, 7, 9, 10, 11, 14)
for (4.47)
1 1 1
2 2 2
3 3 3
1 4 4
2 5 5
3 6
(e) P = Q = (2, 4, 6, 8, 9, 10)
and R = (4, 7, 10, 11, 12, 13)
for (4.48)
1 1 1 1
2 2 2
3 3 3
1 4 4 4
2 5
3 5 6
(f) P = Q = (1, 4, 7, 8, 9, 10)
and R = (5, 6, 10, 11, 12, 13)
for (4.49)
1 1 1
2 2 2
3 3 3
1 4 4
2 4 5 5
3 6
(g) P = Q = (2, 4, 6, 8, 9, 10)
and R = (4, 8, 9, 11, 12, 13)
for (4.50)
1 1 1
2 2 2
3 3 3
1 4 4
2 4 5
3 5 6
(h) P = Q = (3, 4, 5, 8, 9, 10)
and R = (5, 7, 9, 11, 12, 13)
for (4.51)
1 1 1 1
2 2 2
3 3
1 4 4
2 3 5 5
3 4 6
(i) P = Q = (2, 4, 6, 8, 9, 10)
and R = (5, 8, 9, 10, 12, 13)
for (4.52)
1 1 1
2 2 2
3 3
1 4 4
2 3 5
3 4 5 6
(j) P = Q = (2, 4, 6, 8, 9, 10)
and R = (6, 7, 9, 10, 12, 13)
for (4.53)
1 1 1
2 2
3 3
1 2 4 4
2 3 5 5
3 6 6
(k) P = Q = (3, 4, 5, 8, 9, 10)
and R = (6, 8, 9, 10, 11, 13)
for (4.54)
1 1
2 2
3 3
1 1 4 4
2 2 5 5
3 3 6 6
(l) P = Q = (3, 4, 5, 8, 9, 10)
and R = (7, 8, 9, 10, 11, 12)
for (4.55)
FIG. 4.2: LR skew-tableaux of shape s˜(R)/s˜(P ) and content s˜(Q) for inequalities (4.44)-
(4.55).
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CHAPTER 5
Projection Methods
In this chapter, we utilize projection methods to solve feasibility problems of the form
find: x ∈ S1 ∩ S2
that arise in the context of quantum information theory and matrix theory.
5.1 Introduction
We begin by describing the method of alternating projections (MAP) and the Douglas-
Rachford method (DR) in full generality. To this end, consider a Euclidean space E with an
inner product 〈·, ·〉 and norm ‖ · ‖. We are interested in finding a point x lying in the intersection
of two closed subsets S1 and S2 of E . Projection based methods then presuppose that given a
point x ∈ E , finding a point in the nearest-point set
projS1(x) = argmina∈S1{‖x− a‖} ≡ {aˆ ∈ S1 | ||x− aˆ|| = mina∈S1 ||x− a||} (5.1)
is easy, as is finding a point in projS2(x). When S1 and S2 are convex, the nearest-point sets
projS1(x) and projS2(x) are singletons, of course.
Given a current point al ∈ S1, the method of alternating projections then iterates the
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following two steps
choose bl ∈ projS2(al)
choose al+1 ∈ projS1(bl)
When S1 and S2 are convex and there exists a pair of nearest points of S1 and S2, the method
always generates iterates converging to such a pair. In particular, when the convex sets S1 and
S2 intersect, the method converges to some point in the intersection S1 ∩ S2. Moreover, when
the relative interiors of S1 and S2 intersect, convergence is R-linear with the rate governed by
the cosines of the angles between the vectors al+1 − bl and al − bl. For details, see for example
[36, 4, 5, 15]. When S1 and S2 are not convex, analogous convergence guarantees hold, but only
if the method is initialized sufficiently close to the intersection [59, 60, 7, 29].
The Douglas-Rachford algorithm takes a more asymmetric approach. Given a point x ∈ E ,
we define the reflection operator
reflS1(x) = projS1(x) + (projS1(x)− x).
The Douglas-Rachford algorithm is then a “reflect-reflect-average” method; that is, given a cur-
rent iterate xl ∈ E , it generates the next iterate by the formula
xl+1 =
xl + reflS1(reflS2(xl))
2
.
It is known that for convex instances, the “projected iterates” converge [74]. The rate of con-
vergence, however, is not well-understood. On the other hand, the method has proven to be
extremely effective empirically for many types of problems; see for example [2, 35, 6].
The salient point here is that for MAP and DR to be effective in practice, the nearest point
mappings projS1 and projS2 must be easy to evaluate. For example, when S1 is the convex cone
PSDN , we may use the following classical result in matrix theory [34] to find projPSDN (X).
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Theorem 5.1.1. Suppose X = Udiag(d1, . . . , dN )U
∗ ∈ HN , where U ∈ UN . Define cj =
max{0, dj}. Then projPSDN (X) = Udiag(c1, . . . , cN )U∗. That is, for any Z ∈ PSDN and any
unitary similarity invariant norm || · ||, ||X − Udiag(c1, . . . , cN )U∗|| ≤ ||X − Z||.
We will also consider an affine space of the form S2 = {X ∈ HN | L(X) = B} for some
linear map L and some Hermitian matrix B. In this case, a classical result in linear algebra gives
projS2(X) = X + L†(B − L(X)), (5.2)
where L† denotes the Moore-Penrose inverse generalized inverse of L.
In Section 5.2, we consider the problem of finding a quantum channel Φ such that for given
sets {ρ(1), . . . , ρ(k)} ⊂ Dn and {σ(1), . . . , σ(k)} ⊂ Dm, the channel Φ maps the state ρ(j) to σ(j)
for j = 1, . . . k. Using the Choi representation of quantum channels, we know that this problem
is equivalent to P ∈ S1 ∩ S2, where S1 = PSDmn and
S2 = {[Pst]ns,t=1 | Pst ∈ Cm×m with tr(Pst) = δst and
n∑
k,l=1
ρ
(j)
kl Pkl = σ
(j) for j = 1, . . . , k}
where δst = 1 when s = t and δst = 0 otherwise. Note that S1 is a convex cone and S2 is an affine,
and therefore a convex, space. Moreover, S1 and S2 are subsets of the set of mn×mn hermitian
matrices Hn, which is an (mn)2−dimensional real linear space. Thus, projections projS1(P ) will
be a unique element of S1 and projS2(P ), will be a unique element of S2. We will illustrate the
effectiveness of the MAP and DR algorithms in solving this problem.
In Section 5.3, we consider the problem of finding a global state ρ of a multipartite system
X = (X1, . . . , Xk) having prescribed reduced state ρJs = trJcs (ρ) on subsystem XJs = (Xj)j∈Js
for s = 1, . . . , r and Js ⊂ {1, . . . , k}. We can view a solution ρ to this problem as an element of
S1 ∩ S2, where S1 = PSDN , where N = n1 . . . nk, and
S2 = {P ∈ HN | trJcs (P ) = ρJs for all s = 1, . . . , r}
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Here S2 is an affine subspace of HN . we will consider the same problem with additional required
properties for the solution ρ, such as prescribed eigenvalues, low rank or low entropy. In Section
5.4, we present algorithms to find low rank solutions and in Section 5.5, we will suggest a possible
projection-based algorithm that can find solutions of low entropy.
In Section 5.6, we consider a problem of interest in matrix theory. Given a matrix A ∈ Cn×n,
determine an easily-verifiable condition for A to be a product of two positive contractions, that is
A = P1P2 such that 0n ≤ P1, P2 ≤ In. Equivalently A = P1P2 such that P1, P2, In−P1, In−P2 ∈
PSDn. A necessary and sufficient condition of the form S1(A)∩S2(A)∩S3(A) 6= ∅, where Si(A)
are convex sets whose descriptions depend on A, will be given and projection methods will be
used to demonstrate this condition.
5.2 Quantum Channel Construction∗
A basic problem in quantum information science is to construct, if it exists, a quantum
channel sending a given set of quantum states {ρ(1), . . . , ρ(k)} ⊆ Dn to another set of quantum
states {σ(1), . . . , σ(k)} ⊆ Dm; see e.g., [52, 43, 67, 68, 18, 79] and the references therein. Using
the Choi representation of completely-positive maps discussed in Section 1.4, we know that a
map Φ : Cn×n −→ Cm×m is a quantum channel if and only if the mn×mn matrix
C(Φ) :=

P11 . . . P1n
... Pst
...
P11 . . . Pnn
 :=

Φ(E11) . . . Φ(E1n)
... Φ(Est)
...
Φ(E11) . . . Φ(Enn)
 , (5.3)
is positive semidefinite and tr(Pst) = δst for 1 ≤ s, t ≤ n. Hence, the existence of a quantum
channel Φ satisfying Φ(ρ(j)) = σ(j) is equivalent to the positive semidefinite feasibility problem
∗The material in this section is contained in the paper [30], which is a joint work of Y.-L. Cheung and
D. Drusvyatskiy, C.-K. Li, H. Wolkowicz and the author.
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of finding P = [Pst]
n
s,t=1, where Pst ∈ Cm×m such that

∑
ij ρ
(j)
st Pst = σ
(j), j = 1, . . . , k
tr(Pst) = δst, 1 ≤ s ≤ t ≤ n
P ∈ PSDnm
 , . (5.4)
Moreover, the rank of the Choi matrix P has a natural interpretation: it is equal to the minimal
number of summands needed in any Kraus representation of Φ. That is, if rank(C(Φ)) = r, then
there exists F1, . . . , Fr ∈ Cm×n such that
Φ(X) =
r∑
j=1
FrXF
∗
r for all X ∈ Cn×n. (5.5)
Because of the trace preserving constraints, the solution set of (5.4) is bounded. Thus, the
problem is never weakly infeasible, i.e., infeasible but contains an asymptotically feasible sequence,
e.g., [33]. In particular, one can use standard primal-dual interior point semidefinite programming
packages to solve the feasibility problem. However, when the size of the problem (n,m) grows,
the efficiency and especially the accuracy of the semidefinite programming approach is limited.
To illustrate, even for a reasonable sized problem m = n = 100, the number of complex variables
involved is 108/2. In this paper, we exploit the special structure of the problem and develop
projection based methods to solve high dimensional problems with high accuracy. We present
numerical experiments based on the alternating projection (MAP) and the Douglas-Rachford
(DR) projection/reflection methods. We see that the DR method significantly outperforms MAP
for this problem. Our numerical results show promise of projection based approaches for many
other types of feasibility problems arising in quantum information science.
5.2.1 Projection Operators
In the current work, regard the space of Hermitian matrices Hnm as a Euclidean space,
that is, an inner product space over R. As usual, we then endow Hnm with the Frobenius norm
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‖X‖ = ∑nmp,q=1(ReXpq)2 + (ImXpq)2, where Xpq = ReXpq + iImXpq is the (p, q) entry of X.
Recall that our basic problem is to find a Hermitian block matrix P = [Pst]
n
s,t=1, where
Pst ∈ Cm×m, satisfying (5.4). We aim to apply MAP and DR to this formulation. To this end,
we first need to introduce some notation to help with the exposition. Define the linear mappings
L1(P ) :=
(∑
st
ρ
(j)
st Pst
)k
j=1
and L2(P ) =
(
tr(Pst)
)
1≤s≤t≤n
,
and let
L(P ) = (L1(P ),L2(P )). (5.6)
Moreover assemble the vectors
σ = (σ(1), . . . , σ(k)) and ∆ = (δst)1≤s≤j≤n. (5.7)
Thus, we aim to find a matrix P in the intersection of PSDnm with the affine subspace
S := {P : L(P ) = (σ,∆)}. (5.8)
Projecting a Hermitian matrix P onto PSDnm is standard due to the Eckart-Young Theorem
5.1.1. Note that projecting a Hermitian matrix onto PSDnm requires a single eigenvalue decom-
position — a procedure for which there are many efficient and well-tested codes (e.g., [25]).
Next, we need to find the projection of X onto the affine subspace S, that is how to solve
the nearest point problem
min
{1
2
‖P − Pˆ‖2 : L(Pˆ ) = (σ,∆)
}
. (5.9)
Classically, the solution is
projS(P ) = P + L†R, (5.10)
where L† is the Moore-Penrose generalized inverse of L and R := (σ,∆)− L(P ) is the residual.
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Finding the Moore-Penrose generalized inverse of a large linear mapping, like the one we have
here, can often be time consuming and error prone. Luckily, the special structure of the affine
constraints in our problem allow us to find L† both very quickly and very accurately, so that
in all our experiments the time to compute the projection onto S is negligible compared to the
computational effort needed to perform the eigenvalue decompositions. We now describe how to
compute L† in more detail.
For a fixed positive integer ` and 0 ≤ p, q ≤ `− 1, define
Eˆ`p+1,q+1 =

1√
2
(|p〉〈q|+ |q〉〈p|) if p < q,
i√
2
(|q〉〈p| − |p〉〈q|) if p > q,
|q〉〈q| if p = q.
, (5.11)
where |q〉 is the (q+ 1)th standard basis vector for Rn. Then Ereal,offdiag∪Eimag,offdiag∪Ediag
forms an orthonormal basis of H`, where
• Ereal,offdiag := {Eˆp+1,q+1 : 0 ≤ p < q ≤ `− 1} collects the real zero-diagonal basis matrices,
• Eimag,offdiag := {Eˆp+1,q+1 : 0 ≤ q < p ≤ ` − 1} collects the imaginary zero-diagonal basis
matrices, and
• Ediag := {Eˆq+1,q+1 : 0 ≤ q ≤ `− 1} collects the real diagonal basis matrices.
We define a total ordering l on the tuples (p, q) for p, q = 1, . . . , `, so that the matrices are
ordered with Ereal,offdiagl Eimag,offdiagl Ediag in the element-wise sense. For example, when
` = 3,
(1, 2)l (1, 3)l (2, 3)l (2, 1)l (3, 1)l (3, 2)l (1, 1)l (2, 2)l (3, 3)
For any (i, j), (˜i, j˜) ∈ {1, . . . , `}2, we say that (i, j)l (˜i, j˜) if one of the following holds.
• Case 1: i < j (so that Eˆij is a real matrix with zero diagonal).
– i < j and i˜ ≥ j˜.
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– i < j and i˜ < j˜, but j˜ > j.
– i < j and i˜ < j˜ = j, but i˜ > i.
• Case 2: i > j (so that Eˆij is a imaginary matrix with zero diagonal).
In this case we must have i˜ ≥ j˜.
– j < i and j˜ = i˜.
– j < i and j˜ < i˜, but i˜ > i.
– j < i and j˜ < i˜ = i, but j˜ > j.
• Case 3: i = j (so that Eˆjj is a real diagonal matrix).
In this case we must have i˜ = j˜.
– j < j˜.
From this, we define an ordered orthonormal basis B` = {V1, . . . , V`2} = {Eˆp+1,q+1}p,q for H`.
Using this basis, we can define the corresponding symmetric vectorization of Hermitian matrices:
sHvec : H` → R`2 : H 7→ v,
where v = [vj ] ∈ R`2 is the unique vector such that H =
∑`2
j=1 vjVj , is well-defined. The map
sHvec is a linear isometry (i.e., sHvec is a linear map and ||sHvec(H)||2 = tr(H2) for all H ∈ H`),
and its adjoint is given by
sHMat : R`
2 → H` : v 7→
`2∑
j=1
vjVj , (5.12)
which is also the inverse map of sHvec.
For example, when ρ = [akl + ibkl] ∈ D3,
sHvec(ρ) =
[√
2a12
√
2a13
√
2a23
√
2b12
√
2b13
√
2b23 a11 a22 a33
]T
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We now construct the matrix M ∈ Rk×m2 by declaring
MT =
[
sHvec(ρ(1)) sHvec(ρ(2)) . . . sHvec(ρ(k))
]
. (5.13)
We then separate M into three blocks
M =
[
MRe MIm MD
]
, (5.14)
where MD ∈ Rk×m has rows formed from the diagonals of matrices ρ(j), and MRe and MIm have
rows formed from the real and imaginary parts of ρ(j), respectively, for j = 1, . . . , k. Define now
the matrices
MRe ImD :=
[
MRe −MIm MD
]
,
NRe ImD :=
 1√2MRe 1√2MRe − 1√2MIm − 1√2MIm MD 0
− 1√
2
MIm
1√
2
MIm − 1√2MRe
1√
2
MRe 0 MD
 (5.15)
Let P be an nm × nm hermitian matrix oartitioned as P = [Pst]ns,t=1, where Ps,t ∈ Cm×m
for all s, t. For 1 ≤ p < q ≤ m, define
Fpq =
[
Re (A) Re (B) Im (A) Im (B) Re (C) Im (C)
]T
and for 1 ≤ q ≤ m, define
Gqq =
[
Re(A) Im(A) C
]
,
where A =
[
(P12)pq (P12)pq · · · (Pn−1,n)pq
]
, B =
[
(P12)qp (P12)qp · · · (Pn−1,n)qp
]
and
C =
[
(P11)pq (P22)pq · · · (Pn,n)pq
]
. Then the linear constraints defining L1 can be written
as
NRe ImDFpq =
[
Reσ
(1)
pq · · · Reσ(k)pq Imσ(1)pq · · · Imσ(k)pq
]T
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for all 1 ≤ p < q ≤ m and
MRe ImDGqq =
[
σ
(1)
qq · · · σ(k)qq
]T
(5.16)
for all 1 ≤ q ≤ m. Meanwhile, the linear constraints defining L2 is given by
[
In2 · · · In2
]
G11
...
Gmm
 = eTm ⊗ In2

G11
...
Gmm
 =
0n2−n,1
en
 ,
where es denotes the all ones vector in Rs. Thus,
Therefore, L can be represented by the following coefficient matrix:
L˜ :=

Im(m−1)
2
⊗NRe ImD 0
0
Im ⊗MRe ImD
eTm ⊗ In2

 , (5.17)
Note however that some of the rows of the second block of L˜ are linearly independent. In
particular, the last constraint describing L1, that is, the equation obtained from 5.16 when
q = m, is redundant and can be obtained from the constraints in L2. Thus, we replace L˜ by
L :=

Im(m−1)
2
⊗NRe ImD 0
0

[
Im−1 ⊗MRe ImD 0
]
eTm ⊗ In2

 , (5.18)
Let the matrix (MRe ImD)null have orthonormal columns that yield a basis for null(MRe ImD),
i.e.,
null(MRe ImD) = range((MRe ImD)null).
The generalized inverse of the top-left block is trivial to find from NRe ImD. An explicit expression
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for the generalized inverse of the bottom right-block can also be found. Therefore, we get
an explicit blocked structure for the Moore-Penrose generalized inverse of the complete matrix
representation.
L† =

It(n−1) ⊗N †Re ImD 0
0
 In−1 ⊗M †Re ImD en−1 ⊗ (MRe ImD)null
eTn−1 ⊗−M †Re ImD In2 − (n− 1)(MRe ImD)null

 , (5.19)
as claimed. Thus L† is easy to construct by simply stacking various small matrices together in
blocks. Moreover, this means that both expressions Lp and L†R can be vectorized and evaluated
efficiently and accurately.
5.2.2 Numerical Experiments
In this subsection, we numerically illustrate the effectiveness of the projection/reflection
methods for solving quantum channel construction problems. The large/huge problems were
solved on an AMD Opteron(tm) Processor 6168, 1900.089 MHz cpu running LINUX. The smaller
problems were solved using an Optiplex 9020, Intel(R) Core(TM), i7-4770 CPUs, 3.40GHz,3.40
GHz, RAM 16GB running Windows 7. The Matlab scripts used in this section can be found in
http://www.math.uwaterloo.ca/ hwolkowi//henry/reports/quantumsoftwareapril2015.d/
For simplicity of exposition, in our numerical experiments, we set n = m. Moreover, we will
impose the common unital constraint Φ(In) = In condition. We note in passing that the unital
constraint implies that the last constraint in each density matrix block of constraints for each i
is redundant. To generate random instances for our tests we proceed as follows. We start with
given integers m = n, k and a value for r. We generate a Choi matrix P using r random unitary
matrices Fi, i = 1, . . . , r and a positive probability distribution d, i.e., we set
P =
r∑
i=1
diFiF
∗
i .
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Note that, given a density matrix X, then the trace preserving completely positive map can now
be evaluated using the blocked form of P in (5.3) as
Φ(X) =
∑
ij
XijPij .
We then generate random density matrices ρ(j), j = 1, . . . , k and set σ(j) as the image of the
corresponding trace preserving completely positive map Φ on ρ(j), for all j. This guarantees that
we have a feasible instance of rank r and larger/smaller r values result in larger/smaller rank for
the feasible Choi matrix P . We set ρ(k+1) to be In to enforce the unital constraint.
Solving the basic problem with DR
We first look at our basic feasibility problem (5.4). We illustrate the numerical results only
using the DR algorithm since we found it to be vastly superior to MAP; see Section 5.2.2, below.
We found solutions of huge problems with surprisingly high accuracy and very few iterations.
The results are presented in Table 5.1. We give the size of the problem, the number of iterations,
the norm of the residual (accuracy) at the end, the maximum value of the cosine values indicating
the linear rate of convergence, and the total computational time to perform a projection on the
PSD cone. The projection on the PSD cone dominates the time of the algorithm, i.e., the total
time is roughly the number of iterations times the projection time. To fathom the size of the
problems considered, observe that a problem with m = n = 102 finds a PSD matrix of order 104
which has approximately 108/2 variables. Moreover, we reiterate that the solutions are found
with extremely high accuracy in very few iterations.
Note that the CPU time depends approximately linearly in the size m = n.
Heuristic for finding max-rank feasible solutions using DR and MAP
We now look at the problem of finding high rank feasible solutions. Recall that this cor-
responds to finding a trace preserving completely positive map Φ mapping ρ(j) to σ(j), so that
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m=n,k,r iters norm-residual max-cos PSD-proj-CPUs
90,50,90 6 5.88e-15 .7014 233.8
100,60,90 7 7.243e-15 0.8255 821.7
110,65,90 7 7.983e-15 0.8222 1484
120,70,90 8 8.168e-15 0.8256 2583
130,75,90 8 7.19e-15 0.8288 3607
140,80,90 9 8.606e-15 0.8475 5832
150,85,90 11 8.938e-15 0.8606 6188
160,90,90 11 9.295e-15 0.8718 1.079e+04
170,95,90 12 9.412-15 0.8918?? 1.139e+04
TABLE 5.1: Using DR algorithm; for solving huge problems
Φ necessarily has a long operator sum representation (5.5). We moreover use this section to
compare the DR and MAP algorithms. Our numerical tests fix m = n, k and then change the
value of r, i.e., the value used to generate the test problems.
The heuristic for finding a large rank solution starts by finding a (current) feasible solution
Pc using a multiple of the identity as the starting point P0 = mnImn and finding a feasible
point Pc using DR. We then set the current point Pc to be the barycenter of all the feasible
points currently found. The algorithm then continues by changing the starting point to the other
side and outside of the PSD cone, i.e., the new starting point is found by traveling in direction
d = mnImn− tr(Pc)Pc starting from Pc so that the new starting point Pn := Pc+αd is not PSD.
For instance, we may set α = 2i‖d‖2 for sufficiently large i. We then apply the DR algorithm
with the new starting point until we find a PSD matrix P or no increase in the rank occurs.
Again, we see that we find very accurate solutions and solutions of maximum rank. We find
that DR is much more efficient both in the number of iterations in finding a feasible solution
from a given starting point and in the number of steps in our heuristic needed to find a large
rank solution. In Tables 5.2 and 5.3 we present the output for several values of r when using DR
and MAP, respectively. We use a randomly generated feasibility instance for each value of r but
we start MATLAB with the rng(default) settings so the same random instances are generated.
We note that the DR algorithm is successful for finding a maximum rank solution and usually
after only the first step of the heuristic. The last three r = 12, 10, 8 values required 8, 9, 12 steps,
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respectively. However, the final P solution was obtained to (a high) 9 decimal accuracy.
The MAP always requires many more iterations and at least two steps for the maximum
rank solution. It then fails completely once r ≤ 12. In fact, it reaches the maximum number
of iterations while only finding a feasible solution to 3 decimals accuracy for r = 12 and then 2
decimals accuracy for r = 10, 8. We see that the cosine value has reached 1 for r = 12, 10, 8 and
the MAP algorithm was making no progress towards convergence.
For each value of r we include:
1. the number of steps of DR that it took to find the max-rank P ;
2. the minimum/maximum/mean number of iterations for the steps in finding P †;
3. the maximum of the cosine of the angles between three successive iterates ‡;
4. the value of the maximum rank found. §
Heuristic for finding low rank and rank constrained solutions
In quantum information science, one might want to obtain a feasible Choi matrix solution
P = (Pij) with low rank, e.g., [91, Section 4.1]. If we have a bound on the rank, then we
could change the algorithm by adding a rank restriction when one projects the current iterate of
P = (Pij) onto the PSD cone. That is instead of taking the positive part of P = (Pij), we take
the nonconvex projection
Pr :=
∑
j≤r,λj>0
λjxjx
∗
j ,
where P has spectral decomposition
∑mn
j=1 λjxjx
∗
j with λ1 ≥ · · · ≥ λmn.
†Note that if the maximum value is the same as iterlimit, then the method failed to attain the desired
accuracy toler for this particular value of r.
‡This is a good indicator of the expected number of iterations.
§We used the rank function in MATLAB with the default tolerance, i.e., rank(P ) is the number of
singular values of P that are larger than mn∗eps(‖P‖), where eps(‖P‖) is the positive distance from ‖P‖
to the next larger in magnitude floating point number of the same precision. Here we note that we did
not fail to find a max-rank solution with the DR algorithm.
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rank steps min-iters max-iters mean-iters max-cos max rank
r=30 1 6 6 6 7.008801e-01 900
r=28 1 7 7 7 7.323953e-01 900
r=26 1 7 7 7 7.550174e-01 900
r=24 1 8 8 8 7.911440e-01 900
r=22 1 9 9 9 8.238539e-01 900
r=20 1 9 9 9 8.454781e-01 900
r=18 1 11 11 11 8.730321e-01 900
r=16 1 15 15 15 8.995266e-01 900
r=14 1 23 23 23 9.288445e-01 900
r=12 8 194 3500 1.916375e+03 9.954262e-01 900
r=10 9 506 3500 2.605778e+03 9.968120e-01 900
r=8 12 2298 3500 3.350833e+03 9.986002e-01 900
TABLE 5.2: Using DR algorithm; with [m n k mn toler iterlimit] = [30 30 16 900 1e −
14 3500]; max/min/mean iter and number rank steps for finding max-rank of P . The 3500
here means 9 decimals accuracy attained for last step.
Alternatively, we can do the following. Suppose a feasible Choi matrix C(Φ) = Pc = ((Pc)ij)
is found with rank(Pc) = r. We can then attempt to find a new Choi matrix of smaller rank
restricted to the face F of the PSD cone where the current Pc is in the relative interior of
F , i.e., the minimal face of the PSD cone containing Pc. We do this using facial reduction,
e.g., [11, 12]. More specifically, suppose that Pc = V DV
∗ is a compact spectral decomposition,
where D ∈ PSDr is diagonal, positive definite and has rank r. Then the minimal face F of the
PSD cone containing Pc has the form F = V (PSDr)V
∗. Recall Lp = b denotes the matrix/vector
equation corresponding to the linear constraints in our basic problem with p = sHvec(P ). Let
Li,: denote the rows of the matrix representation L. We let sHMat = sHvec
−1. Note that
sHMat = sHvec∗, the adjoint. Then each row of the equation Lp = b is equivalent to
〈L∗i,:, sHvec(P )〉 = 〈sHMat(L∗i,:), V P¯V ∗〉 = 〈V ∗sHMat(L∗i,:)V, P¯ 〉, P¯ ∈ PSDr.
Therefore, we can replace the linear constraints with the smaller system L¯p¯ = b with equations
〈L¯i,:, p¯〉, where L¯i,: = sHvec
(
V ∗sHMat(L∗i,:)V
)
. In addition, since the current feasible point Pc
is in the relative interior of the face V (PSDr)V
∗, if we start outside the PSD cone PSDr for our
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rank steps min-iters max-iters mean-iters max-cos max rank
r=30 2 55 67 61 8.233188e-01 900
r=28 2 65 77 71 8.513481e-01 900
r=26 2 78 89 8.350000e+01 8.754098e-01 900
r=24 2 100 109 1.045000e+02 9.040865e-01 900
r=22 2 124 130 127 9.250665e-01 900
r=20 2 156 158 157 9.432779e-01 900
r=18 2 239 245 242 9.689567e-01 900
r=16 2 388 407 3.975000e+02 9.847052e-01 900
r=14 2 1294 1369 1.331500e+03 9.980012e-01 900
r=12 2 3500 3500 3500 1.000000e+00 493
r=10 2 3500 3500 3500 1.000000e+00 483
r=8 2 3500 3500 3500 1.000000e+00 475
TABLE 5.3: Using MAP algorithm; with [m n k mn toler iterlimit] = [30 30 16 900 1e−
14 3500]; max/min/mean iter and number rank steps for finding max-rank of P . The 3500
mean-iters means max iterlimit reached; low accuracy attained.
feasibility search, then we get a singular feasible P¯ if one exists and so have reduced the rank of
the corresponding initial feasible P . We then repeat this process as long as we get a reduction
in the rank.
The MAP approach we are using appears to be especially well suited for finding low rank
solutions. In particular, the facial reduction works well because we are able to get extremely high
accuracy feasible solutions before applying the compact spectral decomposition. If the initial P0
that is projected onto the affine subspace is not positive semidefinite, then successive iterates
on the affine subspace stay outside the semidefinite cone, i.e., we obtain a final feasible solution
P¯ that is not positive definite if one exists. Therefore, the rank of V¯ V¯ ∗ is reduced from the
rank of P . The code for this has been surprisingly successful in reducing rank. We provide some
typical results for small problems in Table 5.4. We start with a small rank (denoted by r) feasible
solution that is used to generate a feasible problem. Therefore, we know that the minimal rank is
≤ r. We then repeatedly solve the problem using facial reduction until a positive definite solution
is found which means we cannot continue with the facial reduction. Note that we could restart
the algorithm using an upper bound for the rank obtained from the last rank we obtained.
Finally, our tests indicate that the rank constrained problem, which is nonconvex, often can
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m=n,k initial rank r facial red. ranks final rank final norm-residual
12,10 11 100,50,44,39 39 1.836e-15
12,10 10 92,61,43,44 44 1.786e-15
20,14 20 304,105,71 71 9.648e-15
22,13 20 374,121,75 75 9.746e-15
TABLE 5.4: Using MAP algorithm with facial reduction for decreasing the rank
be solved efficiently. Moreover, this problem helps in further reducing the rank. To see this,
suppose that we know a bound, rbnd, on the rank of a feasible P . Then, as discussed above,
we change the projection onto the PSD cone by using only the largest rbnd eigenvalues of P . In
our tests, if we use r, the value from generating our instances, then we were always successful in
finding a feasible solution of rank r. Our final tests appear in Table 5.5. We generate problems
with initial rank r. We then start solving a constrained rank problem with starting constraint
rank rs and decrease this rank by 1 until we can no longer find a feasible solution; the final rank
with a feasible solution is rf . At each successful reduction, we found a feasible solution to the
requested tolerance 1e− 14.
m = n, k initial rank r starting constr. rank rs final constr. rank rf
12,9 15 20 7
25,16 35 45 19
30,21 38 48 27
TABLE 5.5: Using DR algorithm for rank constrained problems with ranks rs to rf
Table 5.6 illustrates the DR algorithm for finding a low rank solution for the first instance
in Table 5.5. We begin with starting rank 20. We see the increase in max-cos and simultaneously
the number of iterations needed to find a feasible solution as the rank constraint decreases. We
stop in reducing rank once we cannot find a feasible solution with the iteration limit for DR set
at 3,500.
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current constrained rank max-cos norm(residual) iterations
20 9.5183e-01 8.6510e-15 6.4700e+02
19 9.4773e-01 9.1083e-15 6.9600e+02
18 9.5347e-01 9.8330e-15 7.4700e+02
17 9.5947e-01 9.6879e-15 8.2300e+02
16 9.6289e-01 9.9593e-15 8.9700e+02
15 9.7182e-01 9.4914e-15 9.9700e+02
14 9.7775e-01 9.3193e-15 1.1670e+03
13 9.7630e-01 9.8646e-15 1.2830e+03
12 9.8125e-01 9.6170e-15 1.4250e+03
11 9.8389e-01 9.8741e-15 1.6660e+03
10 9.8834e-01 9.8033e-15 1.9860e+03
9 9.9109e-01 9.9461e-15 2.4430e+03
8 9.9260e-01 9.1184e-15 2.9920e+03
7 9.9704e-01 4.5293e-13 3.5000e+03
6 9.9960e-01 1.5008e-05 3.5000e+03
TABLE 5.6: Using DR algorithm for rank constrained problem instance one in Table 5.5
with m = n = 12, k = 9, r = 15 and starting constrained rank 20 till final successful
constrained rank 7; feasibility failed for constrained rank 6 with iteration limit 3,500.
5.3 Quantum States with Prescribed Reduced States
and Prescribed Eigenvalues¶
In Section 1.2, we considered a multipartite system X = (X1, . . . , Xk) whose state is ρ ∈
Dj1···jk , and the state of the component Xs is in Djs . For any subset J = {j1, . . . , jr} ⊆ {1, . . . , k},
we also defined the partial trace map trJc in equation (1.8), so that trJc(ρ) gives the reduced
state of the subsystem XJ = (Xj1 , . . . , Xjr).
For example, if k = 2, we have a bipartite system. There are two partial traces of the form
ρ1 ⊗ ρ2 7→ ρ1 and ρ1 ⊗ ρ2 7→ ρ2
for any product states ρ1 ⊗ ρ2. Clearly, the two maps correspond to the case when Jc = {2}
and Jc = {1}, respectively. We will use the notation tr2 and tr1 for the two maps for notation
¶The material in this section is contained in the paper [32], which is a joint work of X.-F. Duan, C.-K.
Li and the author.
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simplicity. For a general state ρ = (ρij)1≤i,j≤n1 ∈ Dn1·n2 such that ρij ∈ Cn2×n2 , we have
tr1(ρ) =
n1∑
j=1
ρjj ∈ Cn2×n2 and tr2(ρ) = (trρij)1≤i,j≤n1 ∈ Cn1×n1 . (5.20)
If k = 3, we have a tripartite system, and there are six partial traces such that
tr1(ρ1 ⊗ ρ2 ⊗ ρ3) = ρ2 ⊗ ρ3, tr2(ρ1 ⊗ ρ2 ⊗ ρ3) = ρ1 ⊗ ρ3, tr3(ρ1 ⊗ ρ2 ⊗ ρ3) = ρ1 ⊗ ρ2,
tr12(ρ1 ⊗ ρ2 ⊗ ρ3) = ρ3, tr23(ρ1 ⊗ ρ2 ⊗ ρ3) = ρ1, tr13(ρ1 ⊗ ρ2 ⊗ ρ3) = ρ2.
In this section, we study the following problem:
Problem 5.3.1. Construct a global state ρ ∈ Dn1···nk with certain prescribed reduced (marginal)
states ρJ1 , . . . , ρJm. Equivalently, if N = n1 · · ·nk, find ρ ∈ PSDN ∩ S2 = {ρ : trJc1 =
ρJ1 , . . . , trJcm = ρJm}. Given a1, . . . , aN ≥ 0 such that
N∑
j=1
aj = 1, find ρ ∈ Dn1···nkwith certain
prescribed reduced (marginal) states ρJ1 , . . . , ρJm and such that ρ has eigenvalues a1, . . . , aN .
That is, find ρ ∈ S1 ∩ S2, where S1 = {Udiag(a1, . . . , aN )U∗ | U ∈ UN}.
For a bipartite case, if ρ1 ∈ Dn1 and ρ2 ∈ Dn2 , then ρ = ρ1 ⊗ ρ2 ∈ Dn1n2 is a global
state having reduced states ρ1 and ρ2. However, it is not easy to construct a global state with
prescribed eigenvalues. Researchers have used advanced techniques in representation theory
(see [23, 55] and their references) to study the eigenvalues of the global state and the reduced
states. The results are described in terms of numerous linear inequalities even for a moderate size
problem (see [55]). Moreover, even if one knows that a global state with prescribed eigenvalues
exists, it is not possible to construct the density matrix based on the proof. It is not easy to
use these results to answer basic problems, test conjectures, or find general patterns of global
states with prescribed properties. For multipartite system with more than two subsystems, the
problem is more challenging. Not much results are available. For example, for a tripartite
system, determining whether there is a state ρ ∈ Dn1n2n3 with given reduced states ρ12 ∈ Dn1n2
and ρ23 ∈ Dn2n3 is an open problem.
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We employ the alternating projection method in the following algorithm to study Problem
5.3.1.
Algorithm 5.3.2. For constructing a state ρ ∈ PSDN ∩ S2 (respectively, ρ ∈ S1 ∩ S2)
Step 1. Choose a positive integer L (say L = 1000) as iteration limit and a small positive integer
δ (say δ = 10−15) as a error/tolerance value and set k = 0.
Step 2. Generate a random density matrix ρ(0). Do the next step for k ≤ N .
Step 3. For k ≥ 1, let ρ(2k−1) = projS2(ρ(2k−2)) and
ρ(2k) = projPSDN (ρ
(2k−1)) (respectively, ρ(2k) ∈ projS1(ρ(2k−1)).
If ||ρ(2k+1) − ρ(2k)||2 < δ, then stop and declare ρ(2k) as a solution.
We know that if σ is a hermitian matrix with spectral decomposition σ = UDU∗, then
projPSDN (σ) = UD+U
∗, where D+ is the diagonal matrix obtained from D by replacing the
negative eigenvalues by 0. The set S2 is a non-convex linear manifold. We can determine projS2
using the following result due to Hoffman and Wielandt; for example, see [76, Theorem 10.B.10].
Theorem 5.3.3. Let ‖ ·‖ be a unitary similarity invariant norm and suppose P = UDU∗ ∈ HN ,
where U ∈ UN and D is a diagonal matrix with diagonal entries arranged in descending order.
Then, for all Z ∈ S1 = {V diag(a1, . . . , aN )V ∗ | V ∈ UN}
‖P − Udiag(a1, . . . , aN )U∗‖ ≤ ‖P − Z‖ (5.21)
Note that if the eigenvalues a1, . . . , aN are not distinct, the set projS1 is not a singleton.
When implementing algorithm 5.3.2, we may choose any element of projS1 . If S1 ∩ S2 6= ∅,
Theorem 4.3 of [60] guarantees local convergence of this algorithm. That is, if we choose a
suitable starting point ρ0, then the algorithm produces a sequence {ρ(k)} that converges to a
ρ ∈ S1 ∩ S2 as k −→∞.
In the next two subsections, we will discuss the operator projS2 in detail and illustrate some
numerical examples. In our study, we always use the Frobenius norm ‖X‖2 = [tr(X∗X)]1/2,
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which is unitary similarity invariant.
5.3.1 Projection Operators
To use the projection methods, we need to find the least square projection of a hermitian
matrix Z ∈ Hn1···nk to the linear manifold
S2 = {X : trJcs (X) = ρJs , s = 1, . . . ,m}. (5.22)
Note that if L : Hn1n2 −→ Hn1 such that L(X) = tr2(X), then for any Y ∈ Hn1 , we have
L†(Y ) = Y ⊗ 1
n2
In2 . (5.23)
Therefore, the following proposition holds.
Proposition 5.3.4. Let J ⊆ {1, . . . , k}. Given Z ∈ Hn1 ⊗ · · · ⊗Hnk , the least square projection
of Z in S2 = {ρ ∈ Hn1 ⊗ · · · ⊗ Hnk : trJc(ρ) = σ} is given by
projS2(Z) = Z −MJ(Z, σ), (5.24)
where
MJ(Z, σ) = P TJ
(
InJc
nJc
⊗ (trJc(Z)− σ)
)
PJ , (5.25)
nJc =
k∏
j∈Jc
nj and PJ is the permutation matrix such that
PJ(α1 ⊗ α2 ⊗ · · · ⊗ αk)P TJ =
⊗
j∈Jc
αj ⊗
⊗
j∈J
αj . (5.26)
Now, we use the notation introduced in equation (5.25) to give the formula for the general
case. The proof is in Appendix C
Proposition 5.3.5. Let J1, . . . , Jm ⊆ {1, . . . , k} and S2 be defined as in (5.22). Then S2 6= ∅ if
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and only if for any subset {Jj1 , . . . , Jjr} of {J1, . . . , Jm}, the following partial trace is fixed for
all t = 1, . . . , r
tr
(
r⋂
s=1
Jjs )
c
(ρJjt ) := ρ r⋂
s=1
Jjs
. (5.27)
Furthermore, the least square projection of a given Z ∈ Hn1···nk is
projS2(Z) = Z +
m∑
r=1
(−1)r
∑
{Jj1 ,...,Jjr}⊆{J1,...,Jm}
M r⋂
s=1
Jjs
Z, ρ r⋂
s=1
Jjs
 (5.28)
As an example, if m = 2, we get the following projection formula.
Corollary 5.3.6. The set S2 = {ρ ∈ Hn1n2 : tr1(ρ) = σ2 ∈ Dn2 and tr2(ρ) = σ1 ∈ Dn1} is
nonempty and the least square projection of a given Z ∈ Hn1n2 onto the set S2 is given by
projS2(Z) = Z −
[
In1
n1
⊗ (tr1(Z)− σ2)
]
−
[
(tr2(Z)− σ1)⊗ In2
n2
]
+ (tr(Z)− 1)In1n2 (5.29)
Suppose we are interested in looking for a tripartite state ρ ∈ Dn1n2n3 with given partial
traces tr1(ρ) = ρ23 and tr3(ρ) = ρ12. Then we can use Proposition 5.3.5 to obtain the following
projection formula.
Corollary 5.3.7. The set
S2 = {ρ ∈ Hn1n2n3 : tr1(ρ) = σ2 ∈ Dn2 and tr3(ρ) = σ1 ∈ Dn1} (5.30)
is nonempty if and only if tr13(
In1
n1
⊗ σ2) = γ = tr13(σ1 ⊗ In2n2 ). In this case, the least square
projection of a given Z ∈ Hn1n2n3 onto the set S2 is given by
projS2(Z) = Z −
[
In1
n1
⊗ (tr1(Z)− σ2)
]
−
[
(tr3(Z)− σ1)⊗ In3n3
]
+
[
In1
n1
⊗ (tr13(Z)− γ)⊗ In3n3
]
+ (tr(Z)− 1)In1n2n3
(5.31)
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5.3.2 Numerical Experiments
In this section, some examples are tested to illustrate that Algorithms 5.3.2 is feasible and
effective to solve Problem 5.3.1. All experiments are performed in MATLAB R2015a on a PC with
an Intel Core i7 processor at 2.40GHz with machine precision ε = 2.22 × 10−16. The programs
can be downloaded from http://cklixx.people.wm.edu/mathlib/projection/.
Example 5.3.8. We take n1 = n2 = n3 = 2 implement Algorithm 5.3.2, to find a tripartite state
ρ ∈ D8 such that tr1(ρ) = ρ23 and tr3(ρ) = ρ12, where
ρ23 =

0.181375 0.161 0.1678 0.1417
0.161 0.314875 0.2653 0.1937
0.1678 0.2653 0.307275 0.1863
0.1417 0.1937 0.1863 0.196475

∈ D4,
ρ12 =

0.214875 0.1653 0.1926 0.1934
0.1653 0.264475 0.2166 0.1888
0.1926 0.2166 0.281375 0.1962
0.1934 0.1888 0.1962 0.239275

∈ D4.
The algorithm produces the solution
ρ =

0.0811 0.0809 0.0747 0.0654 0.0850 0.0901 0.0923 0.07
0.0809 0.1338 0.1189 0.0906 0.0898 0.1076 0.1003 0.1011
0.0747 0.1189 0.1637 0.0893 0.1053 0.0658 0.0944 0.0947
0.0654 0.0906 0.0893 0.1008 0.0728 0.1113 0.1013 0.0944
0.085 0.0898 0.1053 0.0728 0.1003 0.0801 0.0931 0.0763
0.0901 0.1076 0.0658 0.1113 0.0801 0.1811 0.1464 0.1031
0.0923 0.1003 0.0944 0.1013 0.0931 0.1464 0.1436 0.097
0.07 0.1011 0.0947 0.0944 0.0763 0.1031 0.097 0.0957

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with an error max(0,−min(eig(P ))) + ||ρ− projS2(ρ)||2 < 10−16. This rank 6 solution is
found after approximately 400 iterations, where one iteration consists of a projection on
PSD8 and a projection on S2. The result was obtained in approximately 0.3 seconds. Note
that if n1 = n3 = 2 and n2 is increased to n = 8, this program still obtains a solution
relatively fast and accurately.
Example 5.3.9. We use the same ρ23, ρ12 in the previous example to find ρ ∈ D8 with tr1(ρ) =
ρ1, tr3(ρ) = ρ2 with the additional condition that the eigenvalues of ρ are
d = (0.8034, 0.0889, 0.05204, 0.0284, 0.0188, 0.0051, 0.0032, 0.0001).
The algorithm ran in under 0.2 seconds and approximately 300 iterations to produce the solution
ρ =

0.1507 0.1056 0.0999 0.0769 0.1047 0.0966 0.1264 0.1293
0.1056 0.1209 0.0977 0.0716 0.0813 0.0792 0.1248 0.1018
0.0999 0.0977 0.1144 0.0680 0.0879 0.0685 0.1241 0.1100
0.0769 0.0716 0.0680 0.1274 0.1053 0.0559 0.0836 0.0821
0.1047 0.0813 0.0879 0.1053 0.1160 0.0818 0.0990 0.1055
0.0966 0.0792 0.0685 0.0559 0.0818 0.0832 0.0795 0.0870
0.1264 0.1248 0.1241 0.0836 0.0990 0.0795 0.1549 0.1297
0.1293 0.1018 0.1100 0.0821 0.1055 0.0870 0.1297 0.1324

with an error ||ρ− projS2(ρ)||2 + ||eig↓(ρ)− d||2 < 10−16.
Example 5.3.10. In this example, we illustrate Algorithm 5.3.2 for the case that ρ ∈ D8 and
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tr3(ρ) = ρ12 = ρ13 = tr2(ρ). Let
ρ12 = ρ13 =

0.2471 0.1842 0.1738 0.2546
0.1842 0.2277 0.1386 0.2144
0.1738 0.1386 0.182 0.2303
0.2546 0.2144 0.2303 0.3432

.
This type of problem is an example of a 2−symmetric extension problem. In [19], the existence
of a solution to such a problem was characterized using the concept of separability of quantum
states. Using Algorithm 5.3.2, we find a solution
ρ =

0.1302 0.1096 0.1111 0.1071 0.0615 0.1156 0.1151 0.1470
0.1096 0.1169 0.1147 0.0731 0.0554 0.1123 0.1139 0.1395
0.1111 0.1147 0.1169 0.0746 0.0547 0.1152 0.1123 0.1390
0.1071 0.0731 0.0746 0.1108 0.0483 0.0839 0.0832 0.1021
0.0615 0.0554 0.0547 0.0483 0.0322 0.0649 0.0650 0.0789
0.1156 0.1123 0.1152 0.0839 0.0649 0.1498 0.1427 0.1653
0.1151 0.1139 0.1123 0.0832 0.0650 0.1427 0.1408 0.1641
0.1470 0.1395 0.1390 0.1021 0.0789 0.1653 0.1641 0.2024

with an error of order 10−17 after 2353 iterations in 1.9 seconds.
Example 5.3.11. We take n1 = 2 and n2 = 3 and we set
ρ2 =

0.4922 0.2729 0.3138
0.2729 0.1980 0.1846
0.3138 0.1846 0.3098
 , ρ1 =
 0.52 0.3923
0.3923 0.48
 .
We use algorithm 5.3.2 to find ρ ∈ D6 with tr1(ρ) = ρ2, tr2(ρ) = ρ1 and prescribed eigen-
values (0.8329, 0.0781, 0.0529, 0.0238, 0.0109, 0.0015). We obtain the following solution after 214
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iterations and an error ≈ 3.38× 10−16.
ρ =

0.2826 0.1614 0.1582 0.1990 0.0908 0.1861
0.1614 0.1234 0.0945 0.1258 0.0601 0.1234
0.1582 0.0945 0.1140 0.1088 0.0470 0.1333
0.1990 0.1258 0.1088 0.2096 0.1115 0.1556
0.0908 0.0601 0.0470 0.1115 0.0746 0.0901
0.1861 0.1234 0.1333 0.1556 0.0901 0.1958

.
5.4 Low Rank Bipartite States with Prescribed Re-
duced States and Rank ‖
In this section, we focus on bipartite states with prescribed reduced states ρ1 ∈ Dn1 and
ρ2 ∈ Dn2 . In particular, we will let
S(ρ1, ρ2) = {ρ ∈ Dn1·n2 : tr1(ρ) = ρ2, tr2(ρ) = ρ1}. (5.32)
The set S(ρ1, ρ2) is compact, convex, and non-empty containing ρ1 ⊗ ρ2. Note that
S(ρ1 ⊕ 0s, ρ2 ⊕ 0t) =
{
[ρij ⊕ 0t]⊕ 0s(n2+t) : [ρij ] ∈ S(ρ1, ρ2)
}
and for any unitaries U ∈ Un1 and V ∈ Un2 ,
S(Uρ1U∗, V ρ2V ∗) = {(U ⊗ V )ρ(U ⊗ V )∗ : ρ ∈ S(ρ1, ρ2)} = (U ⊗ V )S(ρ1, ρ2)(U ⊗ V )∗.
Note also that if T : Cn1n2×n1n2 −→ Cn1n2×n1n2 is the linear map satisfying T (X1⊗X2) = X2⊗X1
for all X ∈ Cn1×n1 and X2 ∈ Cn2×n2 , then
S(ρ2, ρ1) = {T (ρ) : ρ ∈ S(ρ1, ρ2)}
Hence, if convenient, we may focus on the case when n1 ≤ n2 and ρ1 ∈ Dn1 , ρ2 ∈ Dn2 are positive
definite and are in diagonal form.
‖The material in this section is also part of [32].
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In this section, we discuss methods to find ρ ∈ S(ρ1, ρ2) with a prescribed rank, with
special attention to low rank solutions. Note that low rank solutions are of great interest as
they are often entangled [83, Theorem 8]. In fact, it was shown in [51, Theorem 1] that if
rank(ρ) < max{rank(ρ1), rank(ρ2)} then ρ must be distillable. It is also known (for example, see
[92]) that if ρ ∈ S(ρ1, ρ2), then
max
{⌈
rank(ρ1)
rank(ρ2)
⌉
,
⌈
rank(ρ2)
rank(ρ1)
⌉}
≤ rank(ρ) ≤ rank(ρ1)rank(ρ2) (5.33)
The upper bound is always attained by ρ = ρ1 ⊗ ρ2 but the lower bound is not always attained.
For example, in [54, Subsection 3.3.1], it was shown that there exists a rank one ρ ∈ S(ρ1, ρ2) if
and only if ρ1 and ρ2 are isospectral, that is, ρ1 and ρ2 have the same set of nonzero eigenvalues,
counting multiplicities.
The following algorithm is an implementation of an alternating projection method to find a
low rank solution ρ ∈ S(ρ1, ρ2), if it exists.
Algorithm 5.4.1. Alternating projection scheme to find ρ ∈ S(ρ1, ρ2) with rank(ρ) ≤ k.
Step 1: Set r = 0 and choose X0 ∈ Dn1n2 and a positive integer N (iteration limit) and a small
positive integer δ (tolerance). Do the next step for r = 1, . . . , N .
Step 2: Using Corollary 5.3.6, define
ρ(2r−1) = projS2(ρ
(2r−2))
Then if ρ(2r−1) = Udiag(d1, . . . , dn1n2)U∗ for some unitary U and d1 ≥ d2 ≥ · · · ≥ dn1n2 ≥ 0,
define
ρ(2r) = U(s1, . . . , sk, 0, . . . , 0)U
∗,
where sj = max{dj , 0}. If max{||tr1(ρ(2r)) − ρ2||, |tr2(ρ(2r)) − ρ1||} < δ, then declare ρ(2r) as a
solution.
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Note that we defined ρ(2r) in step 2 of algorithm 5.4.1 so that
||ρ(2r−1) − ρ(2r)|| ≤ ||ρ(2r−1) − Z||
for any positive semidefinite rank matrix Z with rank at most k [76, Theorem 10.B.10]. Conver-
gence of this algorithm is not guaranteed but numerical results shown in Section 5.4.2 illustrate
that this algorithm is effective in finding a low rank solution.
5.4.1 Constructions of a Low Rank Solution
In view of the fact that the above algorithm may not converge and multiple low rank solutions
may exist, we derive other methods to find low rank solutions, namely Proposition 5.4.3 and
Algorithms5.4.6 and 5.4.8. Proposition 5.4.3 provides a simple way to construct a separable
ρ ∈ S(ρ1, ρ) whose rank can be chosen to be anything between max{rank(ρ1), rank(ρ2)} up to
rank(ρ1)+rank(ρ2)−1. Meanwhile, Algorithms 5.4.6 and 5.4.8 both construct a specific solution
ρ ∈ S(ρ1, ρ2) whose rank is guaranteed to be less than or equal to max{rank(ρ1), rank(ρ2)}.
Solutions obtained from these algorithms may not give the minimal rank. However, numerical
experiments illustrate that these relatively low rank solutions can be utilized as a starting point
for algorithm 5.4.1 to obtain a minimal rank solution. Additionally, as we will see in Section
5.4.2, two of the algorithms produce a solution with low von Neumann entropy.
First, we present the following theorem (see for example [54]) to construct a rank one solution
ρ ∈ S(ρ1, ρ2) for isospectral hermitian matrices ρ1 and ρ2, that is, ρ1 and ρ2 have the same nonzero
eigenvalues and corresponding multiplicities. In fact, it is known that S(ρ1, ρ2) contains a rank
1 element if and only if ρ1 and ρ2 are isospectral. This will be the basis for the three algorithms
that we will define in this subsection.
Theorem 5.4.2. Let ρ1 ∈ Dn1 and ρ2 ∈ Dn2 have spectral decomposition ρ1 = γ1|x1〉〈x1|+ · · ·+
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γk|xk〉〈xk| and ρ2 = γ1|y1〉〈y1|+ · · ·+ γk|yk〉〈yk|, and
|w〉 =
k∑
j=1
√
γj |xj〉 ⊗ |yj〉
Then P = |w〉〈w| ∈ S(ρ1, ρ2).
In the following proposition, we can choose an integer k with
max{rank(ρ1), rank(ρ2)} ≤ k ≤ rank(ρ1) + rank(ρ2)− 1 (5.34)
and construct a ρ ∈ S(ρ1, ρ2) with rank(ρ) = k. We do this by expressing both ρ1 and ρ2 as an
average of k pure states.
Proposition 5.4.3. Suppose k satisfies (5.34), then there is a rank k solution ρ ∈ S(ρ1, ρ2) of
the form ρ = 1k
k∑
j=1
|uj〉〈uj | ⊗ |vj〉〈vj | for some |uj〉 ∈ Cn1 and |vj〉 ∈ Cn2 for j = 1, . . . , k.
Proof: Without loss of generality, suppose n1 ≤ n2. Suppose ρ1 = diag(a1, . . . , an1) and
ρ2 = diag(b1, . . . , bn2) are positive definite.
Let k be an integer such that n2 ≤ k ≤ n1 + n2 − 1 and denote the principal kth root of
unity by ωk. For any s = 1, . . . , k, define |us〉 ∈ Cm and |vs〉 ∈ Cn such that
|us〉 = [ω(j−1)(s−1)k
√
aj ]j and |vs〉 = [ω(l−1)(s−1)k
√
bl]l. (5.35)
Then ρ1 =
1
k
k∑
s=1
|us〉〈us| and ρ2 = 1k
k∑
s=1
|vs〉〈vs| (see for example, section 6.3.3 of [92]). It is clear
that ρ =
k∑
s=1
1
k |us〉〈us| ⊗ |vs〉〈vs| ∈ S(ρ1, ρ2). Note that ρ = 1kPP ∗, where P is the n1n2 × k
matrix
P =
[
u1 ⊗ v1 · · · uk ⊗ vk
]
= diag
(√
a1, . . . ,
√
an1)⊗ diag(
√
b1, . . . ,
√
bn2
)

F
FD
...
FDn1−1

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and
F =

1 1 · · · 1
1 ωk · · · ωk−1k
...
. . .
...
1 ω
(n2−1)
k · · · ω(k−1)(n2−1)k

, D = diag(1, ωk, ω
2
k, . . . , ω
k−1
k ).
Observe that FDs consists of the (1 + s)th up to the (n2 + s)
th row of the discrete k× k Fourier
matrix, which is a unitary matrix. Hence, P has k linearly independent rows consisting of rows
1, . . . , n2, 2n2, 3n2 . . . , (k − n2 + 1)n2. Counting all the linearly independent rows of P , we get
that rank(P ) = rank(ρ) = k. 2
In [69], it was proven that if there is a ρ ∈ S(ρ1, ρ2) with rank k, then there is ρ ∈ S(ρ1, ρ2)
with k ≤ rank(ρ) ≤ rank(ρ1)rank(ρ2). The following theorem is a consequence of this but we will
give a constructive proof using Proposition 5.4.3 with the advantage of producing a separable
global state.
Theorem 5.4.4. For any integer k such that max{rank(ρ1), rank(ρ2)} ≤ k ≤ rank(ρ1)rank(ρ2),
there exists ρ ∈ S(ρ1, ρ2) with rank(ρ) = k.
Proof: Assume without loss of generality that n1 ≤ n2, rank(ρ1) = n1, rank(ρ2) = n2 and
that ρ1 = diag(a1, . . . , an1) and ρ2 = diag(b1, . . . , bn2). Thus, for n2 ≤ k ≤ n1n2, we need to
construct a rank k solution ρ ∈ S(ρ1, ρ2).
Case 1: If k = n1n2, then ρ = ρ1 ⊗ ρ2 has the desired properties.
Case 2: If n2 ≥ k < n1n2, then by division algorithm, k = pn2 + r for some 1 ≤ p < n2 and
0 ≤ r < n1.
Case 2.1 If r ≤ n1 − p, then max{n2, n1 − p} = n2 ≤ n2 + r ≤ n2 + n1 − p. Let
ρˆ1 =
1
c
(0, . . . , ap, . . . , an1), where c = ap + · · ·+ an1
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Using Proposition 5.4.3, there is a n2 + r density matrix ρˆ ∈ S(ρˆ1, ρ2). Take ρ = ρA + ρB, where
ρA = diag(a1, . . . , ap−1, 0, . . . , 0)⊗ ρ2 and ρB = cρˆ ∈ S(ρ1, ρ2)
Note that from the definition of ρˆ, we get that range(ρA) ∩ range(ρB) = {0}. Thus, rank(ρ) =
rank(ρA) + rank(ρB) = (p− 1)n2 + n2 + r = pn2 + r = k.
Case 2.2 If r > n1 − p, then by division algorithm r = q(n1 − p) + s, where 1 ≤ q < n2n1−p and
0 ≤ s < n1 − p. Note that in this case, n2 − p ≤ n1 − q since
q(n1 − p) < n2 =⇒ (n1 − p− 1) ≤ q(n1 − p− 1) ≤ n2 − q − 1.
Case 2.2.1 If n1 − p = n2 − q and s = 0, define c1 = ap + · · ·+ an1 and c2 = bq + · · ·+ bn2 and
ρˆ1 =
1
c1
diag(0, . . . , 0, ap, . . . , an1) and ρˆ2 =
1
c2
diag(0, . . . , 0, bq, . . . , bn2).
Note that n1 + n2 − q − p + 1 = rank(ρˆ1) + rank(ρˆ2) − 1. Thus, using Proposition 5.4.3, there
exists ρˆ ∈ S(ρˆ1, ρˆ2). Take ρ = ρA + ρB + ρC , where
ρA = (ρ1 − c1ρˆ1)⊗ ρ2, ρB = c2ρˆ1 ⊗ (ρ2 − c2ρˆ2), ρC = c1c2ρˆ
Since range(ρA) ∩ range(ρB) = range(ρA) ∩ range(ρC) = range(ρB) ∩ range(ρC) = {0}, we get
rank(ρ) = rank(ρA)+rank(ρB)+rank(ρC) = (p−1)n2 +(n1−p+1)(q−1)+(n1 +n2−q−p+1),
which is equal to the desired rank k = pn2 + q(n1 − p).
Case 2.2.2 For the remaining case, let c1 = ap + · · ·+ an1 and c2 = bq+1 + · · ·+ bn2 and
ρˆ1 =
1
c1
diag(0, . . . , 0, ap, . . . , an1) and ρˆ2 =
1
c2
diag(0, . . . , 0, bq+1, . . . , bn2).
Then, max{rank(ρˆ1), rank(ρˆ1)} = max{n1 − p + 1, n2 − q} ≤ n2 − q + s ≤ n1 + n2 − p − q. By
Proposition 5.4.3, there is a rank n2− q+ s density matrix ρˆ ∈ S(ρˆ1, ρˆ2). Take ρ = ρA+ρB +ρC ,
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where
ρA = (ρ1 − c1ρˆ1)⊗ ρ2, ρB = c2ρˆ1 ⊗ (ρ2 − c2ρˆ2), ρC = c1c2ρˆ,
So that range(ρA) ∩ range(ρB) = range(ρA) ∩ range(ρC) = range(ρB) ∩ range(ρC) = {0}.
Hence,rank(ρ) = rank(ρA) + rank(ρB) + rank(ρC) = (p − 1)n2 + (n1 − p + 1)(q) + (n1 − q + s),
which is equal to the desired rank k = pn2 + q(n1 − p) + s.
2
Once again, when min{rank(ρ1), rank(ρ2)} = 1, we get the trivial case that S(ρ1, ρ2) =
{ρ1 ⊗ ρ2}. Now, what remains to be seen is whether or not we can find a solution with rank
max
{⌈
rank(ρ1)
rank(ρ2)
⌉
,
⌈
rank(ρ2)
rank(ρ1)
⌉}
≤ k < max{rank(ρ1), rank(ρ2)}
whenever rank(ρ1), rank(ρ2) ≥ 2. In the next algorithm, we present another scheme to find a low
rank solution ρ ∈ S(ρ1, ρ2) using the following known result in [46].
Theorem 5.4.5. Suppose a1 ≥ b1 ≥ a2 ≥ b2 ≥ · · · ≥ ak ≥ bk ≥ 0. Define |d〉 = [ds] ∈ Rk such
that
ds =

0 if as = 0 or aj = as for some j 6= s√√√√√√
n∏
j=1
(bj−as)
−
n∏
j=1
j 6=s
(aj−as)
otherwise
Then diag(a1, . . . , ak)− |d〉〈d| has eigenvalues b1, . . . , bk.
Algorithm 5.4.6. Scheme to find ρ ∈ S(ρ1, ρ2) with rank(ρ) ≤ max{rank(ρ1), rank(ρ2)}.
Step 1: Set r = 1 and A1 = ρ1 and B1 = ρ2.
Step 2: If Ar = 0, then proceed to step 3. Otherwise do the following subroutines.
Step 2.1: Find unitary Ur, Vr such that
Ar = Ur(S1 ⊕ · · · ⊕ Sp ⊕ T1 ⊕ Tq ⊕ La)U∗r and Br = Vr(S˜1 ⊕ · · · ⊕ S˜p ⊕ T˜1 ⊕ T˜q ⊕ Lb)V ∗r
where
118
1. Tj = diag(cj1, . . . , cjtj ) and T˜j = diag(dj1, . . . , djtj ) satisfy dj1 ≥ cj1 ≥ · · · ≥ djtj ≥ cjtj ,
2. S` = diag(cˆ`1, . . . , cˆ`s`) and S˜` = diag(dˆ`1, . . . , dˆ`s`) satisfy cˆ`1 ≥ dˆ`1 ≥ · · · ≥ cˆ`s` ≥ dˆ`s`, and
3. La is either empty or is a zero block and Lb is either empty or is a zero block.
Step 2.2: Use Lemma 5.4.5 to find |xj〉 ∈ Rsj such that the eigenvalues of Sj − |xj〉〈xj | are the
eigenvalues of S˜j. Similarly, find |yj〉 ∈ Rtj such that the eigenvalues of T˜j − |yj〉〈yj | are the
same as that of Tj.
Step 2.3: Let
Cr = Ur
(
(S1 − |x1〉〈x1|)⊕ · · · ⊕ (Sp − |xp〉〈xp|)⊕ T1 ⊕ · · · ⊕ Tq ⊕ 0
)
U∗r
and
C˜r = Vr
(
S˜1 ⊕ · · · ⊕ S˜p ⊕ (T˜1 − |y1〉〈y1|)⊕ · · · ⊕ (T˜q − |yq〉〈yq|)⊕ 0
)
V ∗r
and set Ar+1 = Ar − Cr and Br+1 = Br − C˜r. Repeat step 2, taking r ← r + 1.
Step 3: Suppose the above process stops at r = k+ 1. For s = 1, . . . , k, find Uˆs and Vˆs such that
Cs = Uˆsdiag(αs1, . . . , αsrs , 0, . . .)Uˆ
∗
s and C˜s = Vˆsdiag(αs1, . . . , αsrs , 0, . . .)Vˆ
∗
s
Define ρ = |w1〉〈w1|+ · · ·+ |wk〉〈wk|, where |ws〉 =
rs−1∑
j=0
√
αsjUˆs|j〉 ⊗ Vˆs|j〉.
Proposition 5.4.7. The procedures in algorithm 5.4.6 are well-defined and produces ρ ∈ S(ρ1, ρ2)
with rank(ρ) = k ≤ max{rank(ρ1), rank(ρ2)} for any given ρ1 ∈ Dn1 and ρ2 ∈ Dn2. More specif-
ically, Step 2 produces C1, . . . , Ck ∈ PSDn1 and C˜1, . . . , C˜k ∈ PSDn2 such that
1. k ≤ max{rank(ρ1), rank(ρ2)},
2. Cr and C˜r are isospectral for r = 1, . . . , k,
3. ρ1 = C1 + · · ·+ Ck, ρ2 = C˜1 + · · ·+ C˜k, and;
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4. Suppose eig↓(ρ1) = (a1, . . . , an1) and eig↓(ρ2) = (b1, . . . , bn2). If we can find distinct indices
j1, . . . , js and distinct `1, . . . , `s such that either
aj1 ≥ b`1 ≥ · · · ≥ ajs ≥ b`s > 0 or b`1 ≥ aj1 ≥ · · · ≥ b`s ≥ ajs > 0,
then the solution ρ obtained has rank at most max{rank(ρ1)− s+ 1, rank(ρ2)− s+ 1}.
Proof: Note that the construction of Ar and Br in step 2.3 of Algorithm 5.4.6, guarantees
that for every iteration r, Ar and Br are positive semidefinite and tr(Ar) = tr(Br). Furthermore,
rank(Ar+1) = rank(Ar)−
 p∑
j=1
rank(Sj)
−( q∑
`=1
rank(T`)
)
+ p (5.36)
rank(Br+1) = rank(Br)−
 p∑
j=1
rank(S˜j)
−( q∑
`=1
rank(T˜`)
)
+ q (5.37)
Since tr(Ar) = tr(Br) and Ar, Br are both positive semidefinite, then there exists eigenvalues
c, cˆ of Ar and eigenvalues d, dˆ of Br such that cˆ ≥ dˆ and d ≥ c so that p, q ≥ 1. Hence,
rank(Ar+1) < rank(Ar) and rank(Br+1) < rank(Br). This guarantees that the process terminates
after finitely many steps. Moreover, for some k ≤ max{rank(ρ1), rank(ρ2)}, we get 0 = Ak+1 =
ρ1 − C1 − C2 − · · · − Ck and consequently, 0 = Bk+1 = ρ2 − C˜1 − C˜2 − · · · − C˜k. By Theorem
5.4.5, Cj and C˜j are isospectral and positive semidefinite.
If aj1 ≥ b`1 ≥ · · · ≥ ajs ≥ b`s > 0 (or b`1 ≥ aj1 ≥ · · · ≥ b`s ≥ ajs > 0) for some
distinct indices j1, . . . , js and distinct `1, . . . , `s, then ρ1 = C1 + A1 and ρ2 = C˜1 + B1 where
rank(A1) ≤ rank(ρ1) − s and rank(B1) ≤ rank(ρ2) − s using equations (5.36) and (5.37). By
Theorem 5.4.5, there is a rank one σ ∈ PSDn1n2 such that tr1(σ) = C1 and tr2(σ) = C˜1. It
will also follow from Proposition 5.4.3 that we can find µ ∈ PSDn1n2 such that tr1(µ) = A1 and
tr2(σ) = B1 such that rank rank(µ) = max{rank(A1), rank(B1)}. Thus ρ = σ + µ ∈ S(ρ1, ρ2)
has rank at most max{rank(ρ1)− s+ 1, rank(ρ2)− s+ 1}. 2
Finally, we present one more scheme to find a low rank solution ρ ∈ S(ρ1, ρ2). Similar to
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Algorithm 5.4.6, we find ρ by first writing
ρ1 = C1 + · · ·+ Ck and ρ2 = C˜1 + . . .+ C˜k
for k pairs (C1, C˜1), . . . , (Ck, C˜k), of isospectral positive semidefinite matrices such that k ≤
max{rank(ρ1), rank(ρ2)}. In fact, these pairs can be chosen so that we can construct a ρ ∈
S(ρ1, ρ2) whose nonzero eigenvalues are given by λj = tr(Ci) = tr(C˜j) for j = 1, . . . , k. Further-
more, this solution ρ satisfies
||ρ||∞ = max
σ∈S(ρ1,ρ2)
||σ||∞,
where || · ||∞ denotes the operator/spectral norm.
Algorithm 5.4.8. Scheme to find ρ ∈ S(ρ1, ρ2) with rank(ρ) ≤ max{rank(ρ1), rank(ρ2)}.
Step 1: Suppose ρ1 = Udiag(a1, . . . , an1)U
∗ and ρ2 = V diag(b1, . . . , bn2)V ∗. Set r = 0 and
define
a
(0)
j = aj for j = 1, . . . , n1 and b
(0)
` = b` for ` = 1, . . . , n2
Step 2: If
n1∑
j=1
a
(r)
j = 0, then stop. Otherwise, set r ← r + 1. Find permutations sr and s˜r such
that
a
(r)
sr(1)
≥ · · · ≥ a(r)sr(n1) and b
(r)
s˜r(1)
≥ · · · ≥ b(r)s˜r(n2).
Let Pr and P˜r the permutation matrices satisfying
Prdiag(a
(r)
1 , . . . , a
(r)
n1 )P
T
r = diag(a
(r)
sr(1)
, . . . , a
(r)
sr(n1)
)
P˜rdiag(b
(r)
1 , . . . , b
(r)
n2 )P˜
T
r = diag(b
(r)
s˜r(1)
, . . . , b
(k)
s˜r(n2)
)
Then, define
Cr = UP
T
r diag(cr1 , . . . , crn1 )PrU
∗ and C˜r = V P˜ Tr diag(cr1 , . . . , crn2 )P˜rV
∗,
121
where crs = min{a(r)sr(s), b
(r)
s˜r(s)
} if s ∈ {1, . . . ,min{n1, n2}} and crs = 0 otherwise. Then set
a
(r+1)
j = a
(r)
j − crs−1r (j) for j = 1, . . . , n1 and b
(r+1)
` = b
(r)
` − crs˜−1r (`) for ` = 1, . . . , n2
and repeat step 2 for r ← r + 1.
Step 3: Suppose the above process terminates at r = k + 1. For s = 1, . . . , k, define
|ws〉 =
min{n1,n2}∑
j=1
√
csjU |ss(j)− 1〉 ⊗ V |s˜s(j)− 1〉 and ρ = |w1〉〈w1|+ · · ·+ |wk〉〈wk|.
Proposition 5.4.9. Let ρ1 ∈ Dn1 and ρ2 ∈ Dn2. The procedures in Algorithm 5.4.8 are well-
defined and produces ρ ∈ S(ρ1, ρ2). More specifically, the algorithm constructs C1, . . . , Ck ∈
PSDn1 and C˜1, . . . , C˜k ∈ PSDn2 such that
1. k ≤ max{rank(ρ1), rank(ρ2)}
2. Cj and C˜j are isospectral for j = 1, . . . , k.
3. ρ1 = C1 + · · ·+ Ck and ρ2 = C˜1 + · · ·+ C˜k
4. If |w1〉, . . . , |wk〉 ∈ Cn1n2 are the vectors defined in Step 3, then 〈ws|wt〉 = δsttr(Cs).
5. ||ρ||∞ = tr(C1) = max
σ∈S(ρ1,ρ2)
||σ||∞
Proof: Assume without loss of generality that n1 ≤ n2 and
ρ1 = diag(a1, . . . , an1) and ρ2 = diag(b1, . . . , bn2),
where a1 ≥ a2 ≥ · · · ≥ an1 > 0 and b1 ≥ b2 ≥ · · · ≥ bn2 > 0. For any j = 1, . . . , n1,
define cj = min{aj , bj} and cn1+1 = · · · = cn2 = 0 and define C1 = diag(c1, . . . , cn1) and C˜1 =
diag(c1, . . . , cn2). Clearly, ρ1 − C1 and ρ2 − C˜1 are positive semidefinite. Since tr(ρ1) = tr(ρ2),
there must exists indices 1 ≤ j1, j2 ≤ n1 such that cj1 = aj1 and cj2 = bj2 . This means that
rank(ρ1 − C1) < rank(ρ1) and rank(ρ2 − C˜1) < rank(ρ2). We can replace ρ1 and ρ2 by ρ1 − C1
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and ρ2 − C˜1 and repeat the above process until both matrices become zero. This process will
take at most k = max{rank(ρ1), rank(ρ2)} steps because the rank of ρ1 and ρ2 are reduced by
at least one in each step. At the end of this process, we will be able to write ρ1 and ρ2 as
ρ1 = C1 + · · ·+ Ck and ρ2 = C˜1 + · · ·+ C˜k such that for each j,
Cj = diag(cj1 , . . . , cjn1 ) and C˜j = diag(cjsj(1) , . . . , cjsj(n2))
for some permutation sj . Note that in this scheme, it is true that if ctj 6= 0, either csj = 0 for all
s ≥ t or cs
sss
−1
t (j)
= 0 for all s ≥ t. That is, ctj completes the set of nonzero summands for either
one of the eigenvalues of ρ1 or one of the eigenvalues of ρ2.
Let ρ = |w1〉〈w1|+ · · ·+ |wk〉〈wk|, where wt =
∑n1
j=1
√
ctj |j − 1〉 ⊗ |s−1(j)− 1〉. Now,
〈wt|ws〉 =
n1∑
j,`=1
√
ctjcs`〈j − 1|`− 1〉 ⊗ 〈s−1t (j)− 1|s−1s (`)− 1〉 =
n1∑
j=1
j=sss
−1
t (j)
√
ctjcsj
Note that if s > t and ctj 6= 0, then csj = cssss−1t (j) = 0. If t > s and csj 6= 0, then ctj = ctsts−1s (j) =
0. Thus, w1, . . . , wk form an orthogonal basis. This means that λj = 〈wj |wj〉 = cj1 + · · ·+ cjn1 ,
for j = 1, . . . , k (together with n1n2 − k more zeros) are the eigevalues of ρ.
Now, suppose σ ∈ S(ρ1, ρ2) has spectral decomposition σ = s1|x1〉〈x1|+ · · · + sN |xN 〉〈xN |.
Then
ρ1 = s1tr2(|x1〉〈x1|)+ · · ·+sN tr2(|xN 〉〈xN |) and ρ2 = s1tr1(|x1〉〈x1|)+ · · ·+sN tr1(|xN 〉〈xN |)
Hence ρ1 − s1tr2(|x1〉〈x1|) and ρ2 − s1tr1(|x1〉〈x1|) are positive semidefinite. Let c1 ≥ · · · ≥
ck be the nonzero eigenvalues of s1tr2(|x1〉〈x1|), which are also the nonzero eigenvalues of
s1tr1(|x1〉〈x1|). Then using Lidskii’s inequalities, we get cj ≤ min{aj , bj} for j = 1, . . . , k.
Thus,
||σ||∞ = s1 =
k∑
j=1
cj ≤
k∑
j=1
min{aj , bj} ≤
min{n1,n2}∑
j=1
min{aj , bj} = ||ρ||∞.
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This also follows from Theorem 6.3.1 of [54] using algebraic combinatorics. 2
Algorithm 5.4.8 can produce a solution ρ that has rank less than min{rank(ρ1), rank(ρ2)},
but usually does not give the minimum rank. Take for example the case
ρ1 = diag
(
7
10
,
3
10
)
and ρ2 = diag
(
3
5
,
1
5
,
1
5
)
.
There is no ρ ∈ S(ρ1, ρ2) with rank 1, but there is a rank 2 solution given by ρ = |w1〉〈w1| +
|w2〉〈w2|, where
|w1〉 =
√
3
5
|0〉 ⊗ |0〉+
√
1
10
|1〉 ⊗ |1〉 and |w2〉 =
√
1
10
|0〉 ⊗ |1〉+
√
1
5
|1〉 ⊗ |2〉
However, Algorithm 5.4.8 will produce a rank 3 solution.
Note that the solutions obtained from Proposition 5.4.3 and Algorithms 5.4.6, 5.4.8 can
be utilized as the starting point when implementing Algorithm 5.4.1 to find a solution with
lower rank. Here, we note that the solution obtained in Algorithm 5.4.8 has relatively low von
Neumann entropy since it has maximal spectral norm, that is, its largest eigenvalue is as close to 1
as possible making it a good pure state approximation. However, as will be seen in the numerical
results in the next subection, it is not guaranteed to have minimal von Neumann entropy.
5.4.2 Numerical Experiments
In this subsection, we give some examples to illustrate the effectiveness of Proposition 5.4.3,
Algorithms 5.4.1, 5.4.6 and 5.4.8 to construct low rank elements of S(ρ1, ρ2). All experiments
are performed in MATLAB R2015a on a PC with an Intel Core i7 processor at 2.40GHz with
machine precision ε = 2.22× 10−16. The programs are available at
http://cklixx.people.wm.edu/mathlib/projection/.
Let r = rank(ρ) and err = max{||ρ1 − tr2(ρ)||, ||ρ2 − tr1(ρ)||}. Denote the maximum and
minimum eigenvalues of ρ by λM and λµ , respectively; and the Von Neumman entropy of ρ by
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ent . The following table illustrates the performance of each algorithm.
Example 5.4.10. We consider ρ1 ∈ D3 and ρ2 ∈ D4 with eigenvalues
eig↓(ρ1) = (0.5951, 0.2341, 0.1708) and eig↓(ρ2) = (0.6124, 0.1926, 0.1654, 0.0296)
Alg. r CPU-time err λµ λM ent
5.4.3 4 0.002s 3.54294e-17 -6.00329e-17 0.399619 1.27929
5.4.6 3 0.006s 1.11022e-16 -1.48157e-16 0.9313 0.297223
5.4.8 3 0.004s 1.11022e-16 -4.1612e-17 0.9531 0.215848
TABLE 5.7: Low rank solutions obtained using Algorithms 5.4.3, 5.4.5, and 5.4.8
X0 r # iter CPU-time err λµ λM ent
Alg. 5.4.6 2 1336 0.54s 9.34747e-16 -4.16498e-17 0.9017 0.321332
Alg. 5.4.8 2 3103 1.266s 9.85657e-16 -5.19103e-17 0.9531 0.189284
TABLE 5.8: Low rank solution from Algorithm 5.4.1 using the solutions from Algorithms
5.4.3 and 5.4.5 as starting point.
Table 5.7 shows the results we get when using Proposition 5.4.3 and Algorithms 5.4.6 and
5.4.8. Using Algorithm 5.4.1, we determine if we can find a solution of rank 2, . . . , rank(X0)−1,
where X0 is a solution obtained from one of the algorithms above. The solutions we obtained are
shown in Table 5.8.
Note that in this case, the solution obtained by Algorithm 5.4.1 using the solution from
Algorithm 5.4.8 as initial point, has minimum entropy in S(ρ1, ρ2). This is because ρ is rank 2
and the largest eigenvalue of ρ is the maximum possible eigenvalue of any element of S(ρ1, ρ2).
Example 5.4.11. In this example, we consider ρ1 ∈ D6, ρ2 ∈ D8 such that
eig↓(ρ1) = (0.8213, 0.1234, 0.0553) and eig↓(ρ2) = (0.5720, 0.3068, 0.1000, 0.0189, 0.0020, 0.0003).
Example 5.4.12. In this example, we consider ρ1 ∈ D6, ρ2 ∈ D8 such that
eig↓(ρ1) = (0.2272, 0.2136, 0.1946, 0.1474, 0.1341, 0.0831)
eig↓(ρ2) = (0.2399, 0.1699, 0.1638, 0.1463, 0.1246, 0.0851, 0.0407, 0.0297)
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Alg. r CPU-time err λµ λM ent
5.4.3 6 0.003s 8.9182e-16 -4.93499e-17 0.469983 1.19924
5.4.6 4 0.005s 3.31468e-16 -6.27654e-17 0.690947 0.632879
5.4.8 6 0.004s 2.78333e-16 -5.4791e-17 0.750675 0.755308
TABLE 5.9: Low rank solutions obtained using Proposition 5.4.3 and Algorithms 5.4.5,
and 5.4.8
X0 r # iter CPU-time err λµ λM ent
Alg. 5.4.8 3 76933 44.25s 9.90465e-16 -5.79165e-17 0.729479 0.736448
Alg. 5.4.6 2 100000 63.5203s 2.26889e-08 -1.44764e-16 0.690947 0.618341
Alg. 5.4.6 3 6707 4.39s 9.83117e-16 -6.84736e-17 0.690947 0.631907
TABLE 5.10: Low rank solutions obtained Algorithm 5.4.1 utilizing the solutions from
Proposition 5.4.3 and Algorithms 5.4.5, and 5.4.8 as starting point.
5.5 Bipartite States with Prescribed Reduced States
and Low Entropy ∗∗
In this section, we are interested in finding ρ ∈ S(ρ1, ρ2), as defined in Section 5.4, attaining
certain extreme functional values for a given scalar function f on states. Our result will cover
the case when f(ρ) is the von-Neumann entropy of ρ defined by
H(ρ) = −tr(ρ log ρ) = −
∑
λj log(λj), (5.38)
where λj are the eigenvalues of ρ, and x log x = 0 if x = 0, and the Re´nyi entropy defined by
Hα(ρ) =
1
1− α log tr(ρ
α) =
1
1− α log
(∑
λαj
)
for α ≥ 0. (5.39)
Note that ρ1 ⊗ ρ2 ∈ S(ρ1, ρ2) has maximum von Neumann entropy by the subadditivity
property of von Neumann entropy. So, we focus on searching for ρ ∈ S(ρ1, ρ2) with minimum
∗∗The material in this section is also part of [32].
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Algorithm r CPU-time err λµ λM ent
5.4.3 8 0.005s 2.56989e-16 -3.91005e-17 0.151124 2.0642
5.4.6 3 0.014s 4.38087e-16 -1.36117e-16 0.840737 0.515135
5.4.8 4 0.017s 3.08212e-16 -1.05048e-16 0.914875 0.308127
TABLE 5.11: Low rank solutions obtained using Proposition 5.4.3 and Algorithms 5.4.5,
and 5.4.8 as starting point.
X0 r # iter CPU-time err λµ λM ent
Alg. 5.4.8 3 26770 45.955s 8.97652e-16 -8.7338e-17 0.914681 0.308847
TABLE 5.12: Low rank solutions obtained Algorithm 5.4.1 utilizing the solutions from
Proposition 5.4.3 and Algorithms 5.4.5, and 5.4.8 as starting point.
entropy, that is, we are interested in the following minimization problem
min
ρ∈PSDn1n2∩S2
−tr(ρ log ρ), (5.40)
where S2 is as define in equation 5.22 for the bipartite case. That is
S2 = {ρ ∈ Hn1n2 : tr1(ρ) = ρ2 ∈ Dn2 and tr2(ρ) = ρ1 ∈ D1} (5.41)
Since PSDn1n2 and S2 are closed convex sets, then the set PSDn1n2 ∩S2 is also a closed convex
set. Now we use the nonmonotone spectral projected gradient (NSPG) method to solve the
minimization problem (5.40), which was proposed in Birgin et al [10], on minimizing a contin-
uously differentiable function f : Rn → R on a nonempty closed convex set M. As it is quite
simple to implement and very effective for large-scale problem, it has been extensively studied
in the past years (see [58, 60] and their references for details). The NSPG method has the form
xk+1 = xk + αkdk, where dk is chosen to be projM (xk − tk∇f(xk)) − xk with tk > 0 a precom-
puted scalar. The direction dk is guaranteed to be a descent direction ( [9, Lemma 2.1]) and
the step length αk is selected by a nonmonotone linear search strategy. The key problems to
use NSPG method to solve (5.40) are how to compute the gradient of the objective function
f(ρ) = −trρ log ρ and the projection operator ΦPSDn1n2∩S2(Z) of Z onto the set PSDn1n2 ∩ S2.
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Such problems is addressed in the following.
For any function f : R→ R, one can extend it to f : Hn → Hn such that f(A) =
∑
f(aj)Pj
if A has spectral decomposition A =
∑
ajPj . where Pj is the orthogonal projection of Cn onto
the kernel of A−ajI. Furthermore, we can consider the scalar function A 7→ trf(A). By Theorem
1.1 in [58], we have the following.
Theorem 5.5.1. Suppose f : [0, 1] → R is a continuously differentiable concave function with
derived function f ′(x). Then the gradient function of the scalar function A 7→ trf(A) is given by
f ′(A) =
∑
f ′(aj)Pj if A has spectral decomposition A =
∑
ajPj.
Applying the result to the von Neumann entropy and Re´nyi entropy, we have
Corollary 5.5.2. The gradient of the objective function H(ρ) = −tr(ρ log ρ) is
∇H(ρ) = −(log ρ+ In1n2). (5.42)
The gradient of the objective function Hα(ρ) = Hα(ρ) =
1
1−α log tr(ρ
α) = 11−α log
(∑
λαj
)
is
∇Hα(ρ) = (trρα)−1αρα−1. (5.43)
In the following, we compute the projection operator projPSDn1n2∩S2(Z). There is no analytic
expression of projPSDn1n2∩S2(Z). Fortunately, we can use the Dykstra’s algorithm to derive it,
which can be stated in Algorithm 5.5.3. The projection operator projS1(Z) is given by Corollary
5.3.6 and the projection operator projPSDn1n2 (Z) has been discussed in 5.3.
Algorithm 5.5.3. Alternating Projection Scheme to find ρ = projPSDn1n2∩S2(Z)
Step 1. Choose a positive integer N (iteration limit) and a small positive number δ (tolerance).
Set X
(0)
2 = Z and do the following steps for k = 1, 2, . . . , N .
Step 2. Compute X
(k)
1 and X
(k)
2 as follows
X
(k)
1 = projS2(X
(k−1)
2 ) and X
(k)
2 = projPSDn1n2 (X
(k)
1 )
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Step 3. If ||X(k)1 −X(k)2 ||2 < δ, then stop and declare X(k)2 a solution.
By Boyle and Dykstra [14], one can show that the matrix sequences {X(k)1 } and {X(k)2 }
generated by Algorithm 5.5.3 converge to the projection projPSDn1n2∩S2(Z), that is
X
(k)
1 → projPSDn1n2∩S2(Z), and X
(k)
2 → projPSDn1n2∩S2(Z), k → +∞.
Thus, Algorithm 5.5.3 will determine projection operator projPSDn1n2∩S2(Z).
Next, we use the nonmonotone spectral projected gradient method (see [9, 10] for more
details) to solve the minimization problem (5.40). The algorithm starts with ρ0 ∈ PSDn1n2 ∩S2
and use an integer M ≥ 1; a small parameter αmin > 0; a large parameter αmax > αmin; a
sufficient decrease parameter r ∈ (0, 1) and safeguarding parameters 0 < σ1 < σ2 < 1. Initially,
α0 ∈ [αmin, αmax] is arbitrary. Given ρt ∈ PSDn1n2 ∩ S2 and αt ∈ [αmin, αmax], Algorithm
5.5.4 describes how to obtain ρt+1 and αt+1, and when to terminate the process. In the fol-
lowing algorithm, the gradient ∇H(ρ) is defined in Corollary 5.5.2 and the projection operator
projPSDn1n2∩S2(·) is computed by Algorithm 5.5.3.
Algorithm 5.5.4. Scheme to solve minimization problem (5.40)
Step 1. Detect whether the current point is stationary: if ‖projPSDn1n2∩S2(ρt−∇H(ρt))−ρt‖F ≤
tol, then stop and declare that ρt is a stationary point.
Step 2. Backtracking
Step 2.1. Compute dt = projPSDn1n2∩S2(ρt − αt∇H(ρt))− ρt. Set λ← 1.
Step 2.2. Set ρ+ = ρt + λdt.
Step 2.3. If
H(ρ+) ≤ max
0≤j≤min{t,M−1}
H(ρt−j) + γλ〈dt,∇H(ρt)〉, (5.44)
then define λt = λ, ρt+1 = ρ+, st = ρt+1 − ρt, yt = H(ρt+1)−H(ρt), and go to Step 3.
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If (5.44) does not hold, define
λnew =
σ1λ+ σ2λ
2
∈ [σ1λ, σ2λ],
set λ← λnew, and go to Step 2.2.
Step 3. Compute bt = 〈st, yt〉. If bt ≤ 0, set αt+1 = αmax, else, compute αt = 〈st, st〉 and
αt+1 = min{αmax,max{αmin, at
bt
}}.
By Theorem 2.2 in [58], one can show that the sequence {ρt} generated by Algorithm 5.5.4
converges to the solution of the minimization problem (5.40). A computational comment can
be made on Algorithm 5.5.4. In order to guarantee the iterative sequence ρt ∈ PSDn1n2 ∩
S2, t = 0, 1, 2, · · · , the initial value ρ0 must be in PSDn1n2 ∩ S2. Taking ρ1 for example, if
ρ0 ∈ PSDn1n2 ∩ S2, then ρ1 = ρ0 + α1d1 ∈ PSDn1n2 ∩ S2, because d1 = projPSDn1n2∩S2(ρ0 −
t0∇H(ρ0))− x0 ∈ PSDn1n2 ∩ S2 and α1 is a scalar.
5.6 Product of Two Positive Contractions††
It is known that every matrix A ∈ Cn×n with nonnegative determinant can be written as
the product of k positive semidefinite matrices with k ≤ 5; see [3, 22, 93] and their references.
Moreover, characterizations are given of matrices that can be written as the product of k positive
semidefinite matrices but not fewer for k = 2, . . . , 5. In particular, a matrix A is the product of
two positive semidefinite matrices if it is similar to a diagonal matrix with nonnegative diagonal
entries.
In this section, characterizations are given to A ∈ Cn×n which is a product of two positive
contractions, i.e., positive semidefinite matrices with norm not larger than one. Evidently, if a
††The material in this section is contained in the paper [65], which is a joint work of C.-K. Li, K.-Z.
Wang and the author.
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matrix is the product of two positive contractions, then it is a contraction similar to a diagonal
matrix with nonnegative diagonal entries. However, the converse is not true. For example,
A = 125
9 3
0 16
is a contraction similar to diag(9, 16)/25 that is not a product of two
positive contractions as shown in [70]. In fact, the result in [70] implies that if A ∈ Cn×n
is similar to a diagonal matrix with nonzero eigenvalues a, b ∈ (0, 1] then a necessary and
sufficient condition for A to be the product of two positive contractions is:
{‖A‖2 − (a2 + b2) + (ab/‖A‖)2}1/2 ≤ |√a−
√
b|
√
(1− a)(1− b);
(see Corollary 5.6.6). In particular, a matrix A =
a p
0 b
 ∈ M2 is the product of two
positive contractions if and only if a, b ∈ [0, 1] and |p| ≤ |√a−√b|√(1− a)(1− b).
In Section 5.6.1, we will present several characterizations of a square matrix that can be
written as the product of two positive (semidefinite) contractions. In Section 5.6.2, based
on one of the characterizations in Section 5.6.1, we use alternating projection method to
check the condition and construct the two positive contractions whose product equal to the
given matrix if they exist. Some numerical examples generated by Matlab are presented.
5.6.1 Characterizations
If A is a product of two positive semidefinite contractions, then A is similar to a
diagonal matrix with nonnegative eigenvalues with magnitudes bounded by ‖A‖ ≤ 1. We
will focus on such matrices in our characterization theorem.
It is known that a matrix A is the product of two orthogonal projections if and only
if it is unitarily similar to a matrix which is the direct sum of Ip ⊕ 0q and matrices of the
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form aj
√
aj − a2j
0 0
 ∈ C2×2, 0 < aj < 1 for all j = 1, . . . ,m;
see [31]. Here we give another characterization which will be useful for our study.
Proposition 5.6.1. Suppose A is similar to Ip ⊕ 0q ⊕ diag(a1, . . . , am) with a1, . . . , am ∈
(0, 1). Then A is the product of two orthogonal projections in Cn×n if and only if A is
unitarily similar to Ip ⊕ A1 and there is an (n − p) × m matrix S of rank m such that
A1A
∗
1S = A1S = Sdiag(a1, . . . , am).
Proof. For simplicity, we assume that Ip is vacuous. Suppose A is the product of
two orthogonal projections in Cn×n. Let D = diag(a1, . . . , am). We may assume that
a1 ≥ · · · ≥ am. There is a unitary U such that U∗AU =
 D √D −D2
0 0m
⊕ 0q−m. Let
U =
n−1∑
j=0
|j〉〈uj+1| and Um =
m−1∑
j=0
|j〉〈uj+1| ∈ Cn×m. Hence, we have AA∗S = AS = SD
with S = Um.
Conversely, suppose S satisfies AA∗S = AS = Sdiag(a1, . . . , am), and has linearly
independent columns |v1〉, . . . , |vm〉. We may assume that 〈vs|vs〉 = 1 for 1 ≤ s ≤ m
and 〈vs|vt〉 = 0 if as = at and s 6= t. Since AA∗ is normal and vi is an eigenvector
of AA∗ corresponding to the eigenvalue as, 〈vs|vt〉 = 0 for as 6= at. Hence S∗S = Im.
Now, we can find an orthonormal set {|vm+1〉, . . . , |vn〉} such that V =
n−1∑
j=0
|j〉〈vj+1| and
V ∗AA∗V = D ⊕ 0q. Then V ∗AV is of the form
 D B
0 0q
, where B is an m× q matrix
with BB∗ = D − D2. From the QR factorization, B can be written as RQ with Q
unitary and R lower triangular. Let V1 = Im ⊕ Q∗. Then V ∗1 V ∗AV V1 =
 D R
0 0q

and RR∗ = BQ∗QB∗ = D − D2. Hence R = [√D −D2 0m,(q−m)], and we see that A is
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unitarily similar to the direct sum of 0q and matrices of the form
aj
√
aj − a2j
0 0
 ∈ C2×2, j = 1, . . . ,m.
Hence A is the product of two orthogonal projections. 2
Recall that A ∈ Cn×n has a dilation B ∈ CN×N with n < N if there is a unitary
V ∈ CN×N such that A is the leading principal submatrix of V ∗BV . For two Hermitian
matrices X, Y ∈ Cn×n, we write X ≥ Y if X − Y is positive semidefinite. In the next
theorem, we present two characterizations for matrices which can be written as the product
of two positive contractions in terms of dilation and matrix inequalities. We begin with
the following observation.
Lemma 5.6.2. Suppose A ∈ Cn×n is the product of two positive contractions. Then A is
unitarily similar to a matrix of the form
Ip ⊕
A11 A12
0 0n−p−m
 ,
where A11 ∈ Cm×m is similar to a diagonal matrix with the eigenvalues in (0, 1).
Proof. Obviously, the eigenvalues of A are in [0, 1]. From [2, Proposition 3.1(d)], we
have
A ∼=

Ip B1 B2
0 A11 A12
0 0 0n−p−m
 ,
where A11 ∈ Cm×m is an upper block triangular matrix such that the diagonal blocks are
scalar matrices corresponding to distinct scalars, 1 > λ1 > · · · > λk > 0. Since ‖A‖ ≤ 1,
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B1 and B2 are zero matrices. By [2, Proposition 3.1(c) and (d)], A11 is similar to a diagonal
matrix, and the desired conclusion follows. 2
Theorem 5.6.3. Suppose A = Ip ⊕
A11 A12
0 0n−p−m
 ∈ Cn×n such that A11 ∈ Cm×m is
similar to D ≡ diag(a1, . . . , am) with 1 > a1 ≥ · · · ≥ am > 0. The following conditions are
equivalent.
(a) A is the product of two positive contractions.
(b) A has a dilation T˜ ∈ C(n+2m)×(n+2m), which is the product of two orthogonal projections
and has the same rank and eigenvalues of A. Equivalently, there are matrices R,C ∈
Cm×m such that
T˜ = Ip ⊕

A11 A12 0 A11C
0 0n−p−m 0 0
RA11 RA12 0m RA11C
0 0 0 0m

∈ C(n+2m)×(n+2m)
is the product of two orthogonal projections.
(c) There is an invertible contraction U11 ∈ Cm×m satisfying
A11U11 = U11D and U11DU
∗
11 ≥ A11A∗11 + A12A∗12.
Moreover, if condition (c) holds, we have A = (Ip⊕P )(Ip⊕Q) for the positive contractions
P =
U11U∗11 0
0 0n−p−m
 and Q =
 (U∗11)−1DU−111 (U11U∗11)−1A12
A∗12(U11U
∗
11)
−1 A∗12(U11DU
∗
11)
−1A12
 .
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Proof. For simplicity, we can assume that Ip is vacuous because the matrix A is the
product of two positive contractions if and only if each of the two positive contractions is
a direct sum of Ip and a positive contraction in C(n−p)×(n−p).
First we establish the equivalence of (a) and (b). If (a) holds, then A = PQ, where
P,Q are two positive contractions. Then
P˜ =

P
√
P − P 2 0
√
P − P 2 In − P 0
0 0 0n
 and Q˜ =

Q 0
√
Q−Q2
0 0n 0√
Q−Q2 0 In −Q

are orthogonal projections such that
P˜ Q˜ =

PQ 0 P
√
Q−Q2
√
P − P 2Q 0n
√
(P − P 2)(Q−Q2)
0 0 0n
.
Let Y =
√
Q+ −Q+Q and X = √P+ − P+P , where P+, Q+ is the Moore-Penrose in-
verses of P and Q. (Recall that for a Hermitian matrix H =
∑`
j=1 λj|ξj〉〈ξj| ∈ Cn×n
with nonzero eigenvalues λ1, . . . , λ` and orthonormal eigenvectors |ξ1〉, . . . , |ξ`〉, its Moore-
Penrose inverse H+ is
∑`
j=1 λ
−1
j |ξj〉〈ξj|.) Let
T =

A 0 AY
X∗A 0n X∗AY
0 0 0n
 .
The rows of the matrix X∗A lie in the row space of [A11A12] and the columns of AY lie in
the column space of A11. So, there is unitary matrix of the form U = In ⊕ U1 ⊕ U2 with
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U1, U2 ∈ Cn×n such that
U∗TU =

A11 A12 0m 0m,n−m A11C 0m,n−m
0n−m,m 0n−m 0n−m,m 0n−m 0n−m,m 0n−m
RA11 RA12 0m 0m,n−m RA11C 0m,n−m
0n−m,m 0n−m 0n−m,m 0n−m 0n−m,m 0n−m
0n,m 0n,n−m 0n,m 0n,n−m 0n,m 0n,n−m

.
Thus,
T˜ =

A11 A12 0 A11C
0 0n−m 0 0
RA11 RA12 0m RA11C
0 0 0 0m

∈ C(n+2m)×(n+2m)
has the same rank and eigenvalues as the leading submatrix A. Thus, condition (b) holds.
Conversely, suppose (b) holds. and T˜ is the product of two orthogonal projections
P˜ = V V ∗ and Q˜ = WW ∗ with V ∈ C(n+2m)×r,W ∈ C(n+2m)×s such that V ∗V = Ir and
W ∗W = Is. Evidently, T˜ has rank m. So,
V ∗W = Y
K 0
0 0(r−m),(s−m)
Z∗
such that Y ∈ Cr×r, Z ∈ Cs×s are unitary andK ∈ Cm×m is a diagonal matrix with positive
diagonal entries. Let Y = [Y1|Y2], Z = [Z1|Z2] be such that Y1 ∈ Cr×m, Z1 ∈ Cs×m. Note
that
Y ∗1 V
∗WZ1 = Y ∗1 [Y1|Y2]
K 0
0 0(r−m),(s−m)
 [Z1|Z2]∗Z1 = K.
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Furthermore,
V˜ = V Y1 =

V1
V2
V3
 and W˜ = WZ1 =

W1
W2
W3
 ,
where V1,W1 are n×m, V2, V3,W2,W3 ∈ Cm×m. Then
V˜ V˜ ∗W˜W˜ ∗ = V Y1Y ∗1 V
∗WZ1Z∗1W
∗ = V Y1KZ∗1W
∗ = V V ∗WW ∗ = T˜ .
Now, the last m rows of T˜ and the (n+ 1)st, . . . , (n+m)th columns of T˜ are zero. Thus,
V3V˜
∗W˜W˜ ∗ = V3KW˜ ∗ = 0m,(n+2m) and V˜ V˜ ∗W˜W ∗2 = V˜ KW
∗
2 = 0(n+2m),m.
Because KW˜ ∗ has full row rank and V˜ K has full column rank, we see that V3 = 0m and
W2 = 0m. Consequently, A = V1V
∗
1 W1W
∗
1 is the product of two positive contractions V1V
∗
1
and W1W
∗
1 .
Next, we prove the equivalence of conditions (b) and (c). Suppose (b) holds, and
T˜ =

A11 A12 0 A11C
0 0n−m 0 0
RA11 RA12 0m RA11C
0 0 0 0m

∈ C(n+2m)×(n+2m)
has the same rank and eigenvalues as the leading submatrix A.
Now, assume that U = (Uij)1≤i≤4,1≤j≤3 ∈ C(n+2m)×(n+2m) is unitary with U11, U12 ∈
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Cm×m, U13 ∈ Cm×n and U31, U41 ∈ Cm×m, U21 ∈ Cn−m×m such that
U∗T˜U =

D
√
D −D2 0
0 0m 0
0 0 0n
 .
Now, 
A11U11 + A12U21
0n−m,m
RA11U11 +RA12U21
0m

= T˜

U11
U21
U31
U41

=

U11
U21
U31
U41

D.
It follows that U21, U41 are zero matrices. Furthermore,
A11U11 = U11D, RA11U11 = U31D.
Thus, RU11D = U31D so that RU11 = U31. If x ∈ Cm satisfies U11x = 0, then
x = (U∗11 U
∗
31)
U11
U31
x = U∗11(Im +R∗R)U11x = 0.
Hence, U11 ∈ Cm×m has linearly independent columns, i.e., U11 is invertible.
Next, observe that
T˜ T˜ ∗U = U

D 0 0
0 0m 0
0 0 0n
 .
So,
(A11A
∗
11 + A12A
∗
12 + A11CC
∗A∗11)(Im +R
∗R)U11 = U11D,
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and hence
(A11A
∗
11 + A12A
∗
12 + A11CC
∗A∗11) = U11DU
∗
11, (5.45)
because
Im = U
∗
11U11 + U
∗
31U31 = U
∗
11(Im +R
∗R)U11 = (Im +R∗R)U11U∗11. (5.46)
So, R and C exist if and only if there is a contraction U11 ∈ Cm×m satisfying
A11U11 = U11D and U11DU
∗
11 ≥ A11A∗11 + A12A∗12.
Conversely, suppose (c) holds. Then there exist R and C satisfying (5.45) and (5.46).
Let
U˜ =

U11
0n−m,m
RU11
0m

.
Then U˜ has rank m and the matrix T˜ in condition (b) satisfies T˜ T˜ ∗U˜ = T˜ U˜ = U˜D. By
Proposition 5.6.1, we see that T˜ is the product of two orthogonal projections.
To verify the last statement, note that A11U11 = U11D so that A11 = U11DU
−1
11 . Hence,
PQ =
U11DU−111 A12
0 0n−m
 =
A11 A12
0 0n−m
,
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and Q = ZZ∗ with Z =
 (U∗11)−1D1/2
A∗12(U
∗
11)
−1D−1/2
 so that
Z∗Z = D1/2U−111 (U
∗
11)
−1D1/2 +D−1/2U−111 A12A
∗
12(U
∗
11)
−1D−1/2
= D−1/2U−111 (A11A
∗
11 + A12A
∗
12)(U
∗
11)
−1D−1/2
≤ D−1/2U−111 (U11DU∗11)(U∗11)−1D−1/2 = Im.
This shows that Z is a contraction and hence so is Q. 2
As pointed out by the referee, from Theorem 5.6.3 one can deduce the following
corollary, which can be viewed as a 2-variable generalization of the fact that every positive
contraction can be dilated to an orthogonal projection; see [47, Problem 222(b)].
Corollary 5.6.4. If A ∈ Cn×n is the product of two positive contractions, then A can be
dilated to a product of two projections on Cn+2m, where m equals the number of eigenvalues
of A which are not equal to 0 or 1.
It is not easy to check the existence of the matrices R,C ∈ Cm×m in condition (b),
and the existence of U11 in condition (c) of Theorem 5.6.3. We refine condition (c) to
get Theorem 5.6.5 below so that one can use computational techniques such as positive
semidefinite programming or alternating projection methods to check the condition. In
Section 3, we will develop Matlab programs using an alternating projection method based
on Theorem 5.6.5 to check whether a matrix can be written as the product of two positive
semidefinite contractions, and construct them if they exist.
Theorem 5.6.5. Let A ∈ Cn×n be unitarily similar to Ip ⊕ 0q ⊕
A11 A12
0 0n−p−q−m
, where
A11 ∈ Cm×m such that A11 is diagonalizable with distinct eigenvalues α1 > · · · > αk in
(0, 1) with multiplicities m1, . . . ,mk, respectively. Suppose V = [V1 · · · Vk] ∈ Cm×m is an
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invertible matrix such that the columns of the n×mj matrix Vj form an orthonormal basis
for the null space of A11−αjIm, for j = 1, . . . , k, i.e., A11V = V D, where D = α1Im1⊕· · ·⊕
αkImk and V
∗
j Vj = Imj for j = 1, . . . , k. Then A is the product of two positive contractions
if and only if there is a block diagonal matrix Γ = Γ1⊕ · · · ⊕ Γk ∈ Cm1×m1 ⊕ · · · ⊕Cmk×mk
satisfying
D1/2V ∗(A11A∗11 + A12A
∗
12)
−1V D1/2 ≥ Γ ≥ V ∗V. (5.47)
Proof. Suppose A11V = V D as asserted. Then U satisfies A11U = UD if and only if
U = V L for some block matrix L = L1 ⊕ · · · ⊕ Lk ∈ Cm1×m1 ⊕ · · · ⊕Cmk×mk . One readily
checks that condition (c) in Theorem 5.6.3 reduces to the existence of Γ = (LL∗)−1. 2
By Theorem 5.6.5, we can deduce the following corollary. The first part of the corollary
was obtained in [70, Lemma 2.1] by some rather involved arguments. The second part of
the corollary is a proof of a comment in our introduction.
Corollary 5.6.6. Let A =
a p
0 b
 with a, b ∈ [0, 1]. Then A is the product of two positive
contractions if and only if
|p| ≤ |√a−
√
b|
√
(1− a)(1− b). (5.48)
Consequently, if B ∈ Cn×n is similar to a diagonal matrix with nonzero eigenvalues a, b ∈
(0, 1] then a necessary and sufficient condition for A to be the product of two positive
contractions is:
{‖B‖2 − (a2 + b2) + (ab/‖B‖)2}1/2 ≤ |√a−
√
b|
√
(1− a)(1− b).
Proof. Case 1. a = b. If A is the product of two positive contractions, then A is
similar to a diagonal matrix so that p = 0, and inequality (5.48) holds. If inequality (5.48)
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holds, then p = 0, and A = aI2 is the product of positive contractions I2 and aI2.
Case 2. a 6= b. We focus on the non-trivial case that a, b ∈ (0, 1), a 6= b and p 6= 0. One
sees that V in Theorem 5.6.5 can be chosen to be
1 p/γ
0 (b− a)/γ
 with γ = √(a− b)2 + p2
so that up to diagonal congruence we have
V ∗V =
 1 p/γ
p/γ 1
 .
We need to find a diagonal matrix Γ = diag(d1, d2) with d1, d2 ≥ 0 such that Γ−V ∗V ≥ 0
and V V ∗ − diag(ad1, bd2) ≥ 0. Thus, we want
(d1 − 1)(d2 − 1) ≥ p2/γ2, (1− d1a)(1− d2b) ≥ p2/γ2.
We consider the maximum values for
f(d1, d2) = (d1 − 1)(d2 − 1)
subject to the condition of
g(d1, d2) = (d1 − 1)(d2 − 1)− (1− d1a)(1− d2b) = 0.
Consider the Lagrangian function L(d1, d2, µ) = f(d1, d2)− µg(d1, d2).
0 = Ld1(d1, d2, µ) = (d2 − 1)− µ[(d2 − 1) + a(1− d2b)]
and
0 = Ld2(d1, d2, µ) = (d1 − 1)− µ[(d1 − 1) + b(1− d1a)].
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Thus,
(1− µ)2(d1 − 1)(d2 − 1) = µ2ab(1− d1a)(1− d2b).
Because (d1 − 1)(d2 − 1) = (1 − d1a)(1 − d2b), we see that (1 − µ)2 = µ2ab, and thus,
µ = (1 +
√
ab)−1. Here, we use the root satisfying 1− µ > 0. Solving d1 and d2, we get
(d1 − 1)(d2 − 1) = (1− a)(1− b)/(1 +
√
ab)2.
Furthermore, (d1 − 1)(d2 − 1) ≥ p2/γ2 if and only if
p2 ≤ (a− b)2(1− a)(1− b)/(√a+
√
b)2 = (
√
a−
√
b)2(1− a)(1− b).
For the last assertion, note that if B satisfies the given assumption, then (B−aI)(B−
bI) = 0, and B is unitarily similar to the direct sum of aIp ⊕ bIl and matrices of the form
Bj =
a pj
0 b
, where p1 ≥ · · · ≥ pk > 0, for j = 1, . . . , k. By Theorem 1.1 in [70], B is a
product of two positive contractions if and only if
‖diag(p1, . . . , pk)‖ = |p1| ≤ |
√
a−
√
b|
√
(1− a)(1− b).
It is easy to check that ‖B‖ = ‖B1‖ and
‖B1‖2 + (ab/‖B1‖)2 − (a2 + b2) = tr(B∗1B1)− (a2 + b2) = p21.
The assertion follows. 2
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5.6.2 Alternating projections and numerical examples
In Theorem 5.6.5, if A11 has distinct eigenvalues, then one only needs to search for a
diagonal matrix satisfying the condition. However, there is no guarantee that there is a
diagonal matrix Γ satisfying the condition in general as shown in the following example.
Example 5.6.7. Let D = diag(0.15, 0.15, 0.2), A =
A11 A12
03 03
 with
A11 =

0.1500 0 0
0 0.1500 0.0375
0 0 0.2000
,
and
A12 = {UDU∗ −A11A∗11}1/2 =

0.3571 0 0
0 0.3215 0.1070
0 0.1070 0.1689
,
where
U = V R =

1 0 0
0 5/
√
40 3/
√
40
0 0 4/
√
40
,
with
V =

1/
√
2 1/
√
2 0
1/
√
2 −1/√2 3/5
0 0 4/5
 and R =

1/
√
2 1/
√
2 0
1/
√
2 −1/√2 0
0 0 1


1 0 0
0 5/
√
40 0
0 0 5/
√
40
.
Then A11V = V D, A11U = UD, and U is a contraction such that UDU
∗ = A11A∗11 +
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A12A
∗
12. There is no Γ = diag(µ1, µ2, µ3) such that
M = D1/2V ∗(A11A∗11 +A12A
∗
12)
−1V D1/2 =

1.3 −0.3 0
−0.3 1.3 0
0 0 1.6
 ≥ Γ
and
Γ ≥ V ∗V =

1.0000 0 0.4243
0 1.0000 −0.4243
0.4243 −0.4243 1.000

because µ1, µ2 ∈ (1, 1.3) so that the leading 2 × 2 principal submatrix M − Γ cannot be
positive semidefinite. Hence, A is not the product of two positive contractions. 2
To check whether there exists Γ satisfying (5.47), we turn to alternating projec-
tion method. Suppose A ∈ Cn×n is a contraction matrix unitarily similar to Ip ⊕ 0q ⊕A11 A12
0 0n−p−q−m
 and V ∈ Cm×m is an invertible matrix with unit columns v1, . . . , vm
satisfying A11V = V D with D = α1Im1 ⊕ · · · ⊕ αkImk with α1 > · · · > αk > 0 the distinct
eigenvalues of A11. Define the convex sets
S1 = {Γ = Γ1 ⊕ · · · ⊕ Γk ∈ Cm1×m1 ⊕ · · · ⊕ Cmk×mk : Γ is positive semidefinite},
S2 = {Γ ∈ Cm×m : D1/2V ∗(A11A∗11 + A12A∗12)−1V D1/2 ≥ Γ ≥ 0},
and
S3 = {Γ ∈ Cm×m : Γ ≥ V ∗V }.
The following proposition can be readily verified. Here we use the notation X+ for the
positive semidefinite part of a Hermitian matrix X, i.e., X+ = (X +
√
X2)/2.
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Proposition 5.6.8. Let G = [Gst] be a Hermitian matrix, where Gs ∈ Cms×ms.
1. projS1(G) = G
+
11 ⊕ · · · ⊕G+kk.
2. projS2(G) = M − (M −G)+, where M = D1/2V ∗(A11A∗11 + A12A∗12)−1V D1/2.
3. projS3(G) = (G− V ∗V )+ + V ∗V .
In the following algorithm, we create a sequence
Γ0 −→ Γˆ1 −→ Γ1 −→ Γˆ2 −→ Γ2 −→ · · ·
where Γk ∈ S1, Γˆ2k−1 ∈ S2 and Γˆ2k ∈ S3 for all k ≥ 1. This sequence converges to a
solution Γ ∈ S1 ∩ S2 ∩ S3, provided S1 ∩ S2 ∩ S3 6= ∅; see [14].
Algorithm 5.6.9. For checking the existence of Γ ∈ S1 ∩ S2 ∩ S3.
Step 0. Set k = 0. Let X = D1/2V ∗(A11A∗11 + A12A
∗
12)
−1V D1/2 and Y = V ∗V .
Partition X into [Xpq] and Y into [Ypq], both conformed to D.
Set Γ0 =
1
2
(
(X11 + Y11)⊕ · · · ⊕ (Xkk + Ykk)
)
. Go to Step 1.
Step 1. Change k to k + 1, and set
Γˆk =
 X − (X − Γk−1)
+ if k is odd,
(Γk−1 − Y )+ + Y if k is even,
where M+ denotes the positive part of M .
Partition Γˆk into [Gij] conformed to D and let Γk = G
+
11 ⊕ · · · ⊕G+kk.
If error = max(0,−λmin(Γk − Y )) + max(0,−λmin(X − Γk)) ≈ 0, stop.
Otherwise, go to step 1.
146
Once we have Γ, we can set U = V Γ−1/2, and construct the two projections as shown
in Theorem 5.6.3. In particular, we can set A = (Ip ⊕ P )(Ip ⊕Q) with
P =
UU∗ 0
0 0n−p−m
 and Q =
(U∗)−1DU−1 (UU∗)−1A12
A∗12(UU∗)−1 A∗12(UDU∗)−1A12
. (5.49)
We illustrate our Matlab program (see http://cklixx.wm.edu/mathlib/Twoposcon.txt)
for checking whether a given matrix A ∈ Cn×n is the product of two positive contractions
in the following. Note that all numerical experiments were performed using Matlab 2015a
on a Intel(R) Core(TM) i7-5500U CPU @ 2.4GHz with 8GB RAM and a 64-bit OS.
Example 5.6.10. Suppose A =
A11 A12
05 05
, where
A11 =

0.125 0.0126 0.0033 0.024 −0.0006
0 0.0625 0 0.012 0.0152
0 0 0.0625 0.0025 0.0453
0 0 0 0.2 0
0 0 0 0 0.2

and
A12 =

0.0658 0.0218 0.0031 0.05 −0.0033
0.0218 0.113 −0.0107 −0.0120 0.0098
0.0031 −0.0107 0.0418 0.0048 −0.0409
0.0500 −0.012 0.0048 0.1103 0.0037
−0.0033 0.0098 −0.0409 0.0037 0.128

.
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We set
V ≈

1 −0.1976 −0.0507 −0.3169 −0.0169
0 0.9803 −0.0102 −0.0824 −0.1026
0 0 0.9987 −0.0172 −0.3108
0 0 0 −0.9447 0.0203
0 0 0 0 −0.9445

,
which has unit columns and satisfies A11V = V diag(0.125, 0.0625, 0.0625, 0.2, 0.2); the sec-
ond and third columns of V are orthogonal and the fourth and fifth columns are orthogonal.
Using our Matlab program, we obtain U = V Γ−
1
2 , where
Γ =

3.4737 0 0 0 0
0 2.3344 0.0216 0 0
0 0.0216 2.9472 0 0
0 0 0 2.1257 −0.2132
0 0 0 −0.2132 1.6425

.
Defining P and Q as in equation (5.49), we get that λ1(P ) = s
2
1(U) = 0.7024 and λ1(Q) =
1. Note that Γ is obtained using alternating projection method after 79 iterations done in
approximately 0.085 seconds with errror = ||PQ− A|| = 4.3774× 10−14.
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Example 5.6.11. Suppose
A11 =

0.1 0.0244 0.026 0.0167 0.0114 0.0014 0.0674
0 0.2 0.0176 0.0251 0.0345 0.0122 0.0088
0 0 0.3 0 0.0072 0.0119 0.0166
0 0 0 0.3 0.0093 0.0007 0.0099
0 0 0 0 0.4 0 0
0 0 0 0 0 0.4 0
0 0 0 0 0 0 0.4

and
A12 =

0.098 0.0157 −0.0315 0.0033 −0.04 −0.0196 0.0171
0.0157 0.0545 −0.0366 0.0302 0.0081 0.0003 0.004
−0.0315 −0.0366 0.1246 −0.0449 −0.0005 0.0232 −0.0047
0.0033 0.0302 −0.0449 0.1025 −0.0193 −0.031 0.0191
−0.04 0.0081 −0.0005 −0.0193 0.1285 0.0038 −0.0504
−0.0196 0.0003 0.0232 −0.031 0.0038 0.07790 −0.0192
0.0171 0.004 −0.0047 0.0191 −0.0504 −0.0192 0.0895

.
We let
V =

1 −0.2373 −0.1475 −0.1015 −0.0632 −0.0196 −0.2348
0 −0.9714 −0.1713 −0.2329 −0.1858 −0.0673 −0.0569
0 0 −0.9741 0.0563 −0.0702 −0.1162 −0.1512
0 0 0 −0.9656 −0.0910 −0.0052 −0.0896
0 0 0 0 −0.9738 0.023 0.0454
0 0 0 0 0 −0.9905 0.0278
0 0 0 0 0 0 −0.9528

.
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Using our Matlab program, we obtain
Γ = [2.9099]⊕ [2.592]⊕
1.9048 0.1063
0.1063 1.866
⊕

1.6447 0.0046 0.0768
0.0046 1.6923 0.0215
0.0768 0.0215 1.5846

after 59 iterations (approximately 0.075 seconds) with a 1.227×10−16 error. The positive semidef-
inite matrices P and Q defined in equation (5.49) will have largest eigenvalues 0.8309 and 1,
respectively.
Example 5.6.12. Let A =
A11 0
0 0
 and B =
B11 0
0 0
, where
A11 =
0.5 0.09429
0 0.3
 and B11 =
0.5 0.0943
0 0.3
 .
It follows from [70] that A is a product of two contractions and B is not. Notice that
A and B are very close to each other. For A, we ran the alternating projection algo-
rithm and obtained Γ = diag(1.2759, 1.6591) after 66321 iterations (48.26 seconds). We
also get ||PQ − A|| ≈ 1.4778 × 10−16 and λ1(Q), λ1(P ) ≈ 1. Meanwhile, for B, af-
ter running 100,000 iterations (69.06 seconds) of the algorithm, we see that the values
max(0,−min(eig(M −Γ))) and max(0,−min(eig(Γ−V ∗V ))) starts to alternate back and
forth from 8.5× 10−5 to 8.52925× 10−5.
5.7 Conclusion
In this section 5.2, we studied the basic problem of constructing a quantum channel
that maps between given sets of quantum states. We have used the Choi matrix represen-
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tation for completely positive maps to show that the construction is equivalent to solving
a Hermitian positive semidefinite linear feasibility problem. This feasibility problem has
special structure that can be exploited. We have shown the efficiency of using alternating
projection and Douglas-Rachford projection/reflection algorithms for accurately solving
large scale problems to high accuracy. This included finding trace preserving completely
positive, TPCP, maps with high rank, as well as the nonconvex problems of finding TPCP
maps with low rank.
In section 5.3,5.4 and 5.5, we use projection methods to construct (global) quantum
states with prescribed reduced (marginal) states, and specific ranks and possibly extreme
Von Neumann or Renyi entropy. Using convex analysis, optimization techniques on matrix
manifolds, we obtained numerical algorithms based on alternative projection methods to
solve the problem. Matlab programs were written based on these algorithms, and numerical
examples of low dimension cases were demonstrated. In our study, we have theoretical
results ensuring convergence in some of the problems, and there are only numerical results
supporting the efficiency of our schemes. It would be interesting to obtain convergence
results for the latter cases. It is interesting to note that there are other projection methods
such as the Douglas-Rachford reflection method. It is interesting to note that even if the
convergence theory of such methods are not so well-developed, but the performance of the
schemes often lead to optimal solutions.
In connection to our study, there are many follow up problems deserving further
investigations. We mention some specific questions in the following.
1. We have only demonstrated our algorithms with low dimension examples. It is inter-
esting to improve the algorithm so that it can deal with practical problems (of large
sizes).
2. Besides the alternating projection methods, it is interesting to study other schemes
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such as the Douglas-Rachford reflection method (for example, see [28, 89, 80]) to solve
our problems.
3. Prove or disprove that Algorithm 5.4.1 will always converge to a global state with rank
at most k if such a state exists. More generally, derive a convergent algorithm for
finding a minimum rank or low rank global states with prescribed partial states in a
multipartite system.
Finally, in section 5.6, we gave a characterization of a product of two positive semidef-
inite contractions that can be formulated as a problem of existence of an element in the
intersection of two convex sets. This in turn, can be solved using alternating projections.
It is of great interest to find a characterization of two positive semidefinite contractions
that is easier to check. The set of matrices that can be written as a product of a finite
number of positive semidefinite matrices has been completely characterized but the set of
matrices that can be written as a product of a finite number of positive contractions is not
yet completely understood. This is a possible future research direction one can look into.
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CHAPTER 6
Minkowski product of convex sets
and product numerical range∗
6.1 Introduction
Let K1, K2 be compact convex sets in C. We study the Minkowski product of the sets
defined and denoted by
K1K2 = {ab : a ∈ K1, b ∈ K2}.
This topic arises naturally in many branches of research. For example, in numerical anal-
ysis, computations are subject to errors caused by the precision of the machines and
round-off errors. Sometimes measurement errors in the raw data may also affect the accu-
racy. So, when two real numbers a and b are multiplied, the actual answer may actually
be the product of numbers in two intervals containing a and b; when two complex numbers
a and b are multiplied, the actual answer may actually be the product of numbers from
∗The material in this chapter is contained in the paper [63], which is a joint work of C.K. Li, Y.T.
Poon, K.Z.Wang and the author.
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two regions in the complex plane. The study of the product set also has applications
in computer-aided design, reflection and refraction of wavefronts in geometrical optics,
stability characterization of multi-parameter control systems, and the shape analysis and
procedural generation of two-dimensional domains. For more discussion about these topics,
see [37] and the references therein. Another application comes from the study of quantum
information science. For a complex n × n matrix A, its numerical range is defined and
denoted by
W (A) = {〈x|A|x〉x ∈ Cn, 〈x|x〉 = 1}.
The numerical range of a matrix is always a compact convex set and carries a lot of
information about the matrix, e.g., see [50].
Denote by X⊗Y the Kronecker product of two matrices or vectors. Then the product
numerical range of T ∈ Cm×m ⊗ Cn×n ≡ Cmn×mn is defined by
W⊗(T ) = {(〈x| ⊗ 〈y|)T (|x〉 ⊗ |y〉) : |x〉 ∈ Cm, |y〉 ∈ Cn, 〈x|x〉 = 〈y|y〉 = 1},
which is a subset of W (T ). In the context of quantum information science, this set corre-
sponds to the collection of 〈T, P ⊗ Q〉, where P ∈ Cm×m, Q ∈ Cn×n are pure states (i.e.,
rank one orthogonal projections). In particular, if T = A⊗B with (A,B) ∈ Cm×m×Cn×n,
then W⊗(A ⊗ B) = {〈x| ⊗ 〈y|(A ⊗ B)|x〉 ⊗ |y〉 : x ∈ Cm, y ∈ Cn, 〈x|x〉 = 〈y|y〉 = 1} =
W (A)W (B). So, the set W⊗(A ⊗ B) is just the Minkowski product of the two compact
convex sets W (A) and W (B). In particular, the following was proved in [81]. (Their
proofs concern the product numerical range that can be easily adapted to general compact
convex sets.)
Proposition 6.1.1. Suppose K1, K2 are compact convex sets in C.
(a) The set K1K2 is simply connected.
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(b) If 0 ∈ K1 ∪K2, then K1K2 is star-shaped with 0 as a star center.
It was conjectured in [81] that the set K1K2 is always star-shaped. In this paper, we
will show that the conjecture is not true in general (Section 6.3.1). The proof depends on
a detailed analysis of the product sets of two closed line segments (Section 6.2). Then we
obtain some conditions under which the product set of two convex polygons is star-shaped
(Sections 6.3.2). Furthermore, we show that K1K2 is star-shaped for any compact convex
set K2 if K1 is a closed line segment or a closed circular disk in Sections 6.4 and 6.5.
Some additional results and open problems are mentioned in Section 6.6. In particular, in
Theorem 6.6.2, we will improve the following result, which is a consequence of the simply
connectedness of K1K2 [81, Proposition 1].
Proposition 6.1.2. Suppose K1, K2 are compact convex sets in C and p ∈ K1K2. Then
K1K2 is star-shaped with p as a star center if and only if K1K2 contains the line segment
joining p to ab for any a ∈ ∂K1 and b ∈ ∂K2.
In our discussion, the convex hull of the set {z1, . . . , zm} ⊆ C will be denoted by
Co(z1, z2, . . . , zm). In particular, Co(z1, z2) is the line segment in C joining z1, z2. Also, if
K1 = {α}, we write K1K2 = αK2.
6.2 The product set of two segments
We first give a complete description of the set K1K2 when K1 = Co(α1, α2) and
K2 = Co(β1, β2) are two line segments. McAllister has plotted some examples in [77] but
the analysis is not complete. In the context of product numerical range, it is known, see
for example, [61, Theorem 4.3], that W (T ) is a line segment if and only if T is normal
with collinear eigenvalues. In such a case, W (T ) = W (T0) for a normal matrix T0 ∈ C2×2
having the two endpoints of W (T ) as its eigenvalues. Thus, the study of K1K2 when
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K1, K2 are close line segments corresponds to the study of W
⊗(A⊗B) = W (A)W (B) for
A ∈ Cm×m, B ∈ Cn×n with special structure, and W⊗(A ⊗ B) = W⊗(A0 ⊗ B0) for some
normal matrices A0, B0 ∈ C2×2. We have the following result.
Theorem 6.2.1. Let K1 = Co(α1, α2) and K2 = Co(β1, β2) be two line segments in C.
Then K1K2 is a star-shaped subset of Co(α1β1, α1β2, α2β1, α2β2).
In general, Co(α1, . . . , αn)Co(β1, . . . , βm) ⊆ Co(α1β1, α1, β2, . . . , αiβj, . . . , αnβm) be-
cause (∑
i
piαi
)(∑
j
qjβj
)
=
(∑
i,j
piqjαiβj
)
and
∑
i pi = 1 and
∑
j qj = 1 imply that
∑
i,j
piqj = 1. The key point of Theorem 6.2.1 is
the star-shapedness of the product of two line segments in C.
We will give a complete description of the set K1K2 in the following. If one or both of
the line segments K1, K2 lie(s) in a line passing through origin, the description is relatively
easy as shown in the following.
Proposition 6.2.2. Let K1 = Co(α1, α2) and K2 = Co(β1, β2) be two line segments in C.
1. If both Co(0, α1, α2) and Co(0, β1, β2) are line segments, then K1K2 is the line segment
Co(α1β1, α1β2, α2β1, α2β2).
2. Suppose Co(0, α1, α2) is a line segment and Co(0, β1, β2) is not.
(2.a) If 0 ∈ Co(α1, α2), then K1K2 = Co(0, α1β1, α1β2) ∪ Co(0, α2β1, α2β2) is the union
of two triangles (one of them may degenerate to {0}) meeting at 0, which is the
star center of K1K2.
(2.b) If 0 /∈ Co(α1, α2) then K1K2 = Co(α1β1, α1β2, α2β1, α2β2).
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Proof.
1. There exist α, β, a1, a2, b1, b2 ∈ R such that K1 = {reiα : a1 ≤ r ≤ b1} and K2 = {reiβ :
a2 ≤ r ≤ b2}. So, we have
K1K2 = {rei(α+β) : a3 ≤ r ≤ b3} for some a3, b3 ∈ R.
(2.a) Evidently, K1K2 = Co(0, α1)K2 ∪ Co(0, α2)K2 and Co(0, αi)K2 ⊆ Co(0, αiβ1, αiβ2) for
i = 1, 2. We are going to show that Co(0, αi)Co(β1, β2) = Co(0, αiβ1, αiβ2) for i = 1, 2.
Clearly, 0 ∈ Co(0, αi)Co(β1, β2). If x ∈ Co(0, αiβ1, αiβ2)\{0}, then there exist s, t ≥ 0
with 0 < s+ t ≤ 1 such that x = sαiβ1 + tαiβ2. Therefore, x = ab, where
a = (s+ t)αi ∈ Co(0, αi) and b = s
s+ t
β1 +
t
s+ t
β2 ∈ Co(β1, β2)
Thus,
Co(0, αi)Co(β1, β2) = Co(0, αiβ1, αiβ2)
and
K1K2 = Co(0, α2β1, α2β2) ∪ Co(0, α1β1, α1β2).
(2.b) Let x ∈ Co(α1β1, α1β2, α2β1, α2β2). Then x = sα1β1 + tα1β2 + uα2β1 + vα2β2 for some
s, t, u, v ≥ 0 with s + t + u + v = 1. Since 0 /∈ Co(α1, α2), α2 = kα1 for some k > 0,
then x = (pα1 + (1− p)α2)(qβ1 + (1− q)β2), where
p = s+ t, q =
s+ uk
s+ t+ k(u+ v)
∈ [0, 1].
2
The situation is more involved if neither Co(0, α1, α2) nor Co(0, β1, β2) is a line seg-
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ment. To describe the shape of K1K2 in such a case, we put the two segments in a certain
“canonical” position. More specifically, the next proposition shows that we can find α0
and β0 ∈ C such that α−10 K1 and β−10 K2 lie in the vertical line {z ∈ C : Re (z) = 1}.
Proposition 6.2.3. Let K1 = Co(α1, α2) and K2 = Co(β1, β2) be two line segments in C
such that neither Co(0, α1, α2) nor Co(0, β1, β2) is a line segment. Let
α0 =
α1α2 − α2α1
2(α2 − α1) and β0 =
β1β2 − β2β1
2(β2 − β1)
(6.1)
Then α0 (respectively, β0) is the point on the line passing through α1 and α2 (respectively,
β1 and β2) closest to 0. We have
α1
α0
= 1 + a1i,
α2
α0
= 1 + a2i,
β1
β0
= 1 + b1i,
β2
β0
= 1 + b2i (6.2)
for some a1, a2, b1 and b2 ∈ R.
Proof. The line passing through α1 and α2 is given by the parametric equation r(t) =
α1 + t(α1 − α2), t ∈ R. α0 in (6.1) is obtained by minimizing |r(t)|2. Similarly, we have
β0. By direct calculation we have (6.2) with
a1 =
α1α2 + α2α1 − 2|α1|2
i(α1α2 − α2α1) , a2 =
α1α2 + α2α1 − 2|α2|2
i(α2α1 − α1α2) ,
b1 =
β1β2 + β2β1 − 2|β1|2
i(β1β2 − β2β1)
, b2 =
β1β2 + β2β1 − 2|β2|2
i(β2β1 − β1β2)
.
2
We can now describe K1K2 for two line segments K1 =Co(α1, α2) and K2 =Co(β1, β2)
in the “canonical” position. In the following theorem, because Co(α1, α2)Co(β1, β2) is a
simply connected set, we focus on the description of the boundary and the set of star
centers of K1K2.
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Theorem 6.2.4. Let K1 = Co(α1, α2) and K2 = Co(β1, β2) with α1 = 1 + ia1, α2 =
1 + ia2, β1 = 1 + ib1, β2 = 1 + ib2 such that a1 < a2 and b1 < b2. Assume a1 ≤ b1;
otherwise, interchange the roles of K1 and K2. Define C = {(1 + si)2 | s ∈ R}. Then one
of the following holds.
(a) a1 < a2 ≤ b1 < b2. Then K1K2 is the convex quadrilateral Co(α1β1, α1β2, α2β1, α2β2),
which will degenerate to the triangle Co(α1β1, a1β2, α2β2) if a2 = b1; see Figure 6.1a.
(b) a1 ≤ b1 < a2 ≤ b2. Then K1K2 ⊆ Co(α1β1, a1β2, α2β2), and the boundary of K1K2 con-
sists of the line segments Co(α22, α2β2), Co(α2β2, α1β2), Co(α1β2, α1β1), Co(α1β1, β
2
1),
and the curve E = {(1 + si)2 : s ∈ [b1, a2]} ⊆ C. Here, Co(α22, α2β2) lies on the tangent
line of the curve E at α22, and Co(β
2
1 , α1β1) lies on the tangent line of the curve E at
β21 . The set of star centers equals Co(α1, β1)Co(α2, β2), which may be a quadrilateral,
a line or a point; see Figure 6.1b.
(c) Suppose a1 < b1 < b2 < a2. Then the boundary of K1K2 consists of the line seg-
ments Co(β22 , α2β2), Co(α2β2, α2β1), Co(α2β1, β1β2), Co(β1β2, α1β2), Co(α1β2, α1β1),
Co(β21 , α1β1) and the curve segment {(1 + si)2 : s ∈ [b1, b2]} ⊆ C. Here, Co(β22 , α2β2)
lies on the tangent line of the curve C at β22 , and Co(β
2
1 , α1β1) lies on the tangent line
of the curve C at β21 . The unique star center is β1β2; see Figure 6.1c.
To prove Theorem 6.2.4, we need the following lemma that treat some special cases of
the theorem. It turns out that these special cases are the building blocks for the general
case.
Lemma 6.2.5. Let a1 < a2 ≤ b1 < b2. Then
(a) Co(1 + a1i, 1 + a2i)Co(1 + b1i, 1 + b2i) is the quadrilateral (or triangle if a2 = b1),
K = Co
(
(1 + a1i)(1 + b1i), (1 + a1i)(1 + b2i), (1 + a2i)(1 + b1i), (1 + a2i)(1 + b2i)
)
.
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α2β2
α1β2
α2β1
α1β1
α1β2
β2α2
α1α2
α22
(a2 < b1) (a2 = b1)
(a) a1 < a2 ≤ b1 < b2
α1β2
α1α2
α1β1
β1β2
α2β2
α22
β21
α2β1
α21
α22
α1α2
α2β2
α1β2
(a1 < b1, a2 < b2) (a1 = b1, a2 < b2)
β21
α22
α2β1
α1β1
α1α2
α22
α21
α1α2
(a1 < b1, a2 = b2) (a1 = b1, a2 = b2)
(b) a1 ≤ b1 < a2 ≤ b2
β21
β22
β1β2
α2β2
α1β1
α1β2
α2β1
(c) a1 < b1 < b2 < a2
.
FIG. 6.1: Three cases of the Minkowski product of two lines described in Theorem 6.2.4.
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(b) Co(1 + a1i, 1 + a2i)Co(1 + a1i, 1 + a2i) is the simply connected region bounded by the
line segments
L1 = Co
(
(1 + a1i)
2, (1 + a1i)(1 + a2i)
)
, L2 = Co
(
(1 + a2i)
2, (1 + a1i)(1 + a2i)
)
,
and the curve E = {(1 + si)2 : s ∈ [a1, a2]}. The set L1 is a segment of the tangent
line of E at (1 + a1i)
2, and L2 is a segment of the tangent line of E at (1 + a2i)
2.
Proof. (a) Suppose αj = 1+aji and βj = 1+bji for j = 1, 2 are such that a1 < a2 ≤ b1 < b2.
Let K1 = Co(α1, α2) and K2 = Co(β1, β2). It suffices to show that the union of the line
segments
`1 = β2K1, `2 = β1K1, `3 = α2K2, `4 = α1K2
forms the boundary of the quadrilateral (or triangle) K, that is, the union is a simple closed
curve. By simply connectedness and the fact that K1K2 is a subset of K, we get the desired
conclusion. For the convenience of discussion, we will identify x+ iy ∈ C with (x, y) ∈ R2
and (x, y, 0) ∈ R3. Note that since arg(α1β1) < arg(α2β1), arg(α1β2) < arg(α2β2), it
suffices to show that α1β2 and α2β1 are on opposite sides of the line ` passing through
α1β1 and α2β2. This is true if and only if the cross product (α2β1−α2β2)× (α1β1−α2β2)
and (α1β2 − α2β2)× (α1β1 − α2β2) are pointing in opposite directions, that is
det
Re (α2β1 − α2β2) Re (α1β1 − α2β2)
Im (α2β1 − α2β2) Im (α1β1 − α2β2)
 · det
Re (α1β2 − α2β2) Re (α1β1 − α2β2)
Im (α1β2 − α2β2) Im (α1β1 − α2β2)
 ≤ 0
The expression on the left hand side is
[(b1−b2)(a2−a1)(a2−b1)] · [(b1−b2)(a2−a1)(b2−a1)] = (b1−b2)2(a2−a1)2(a2−b1)(b2−a1)
Since a2 ≤ b1 and b2 > a1, then we are done.
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To prove (b), first note that L1,L2 and E are clearly in K1K1. Direct calculation shows
that L1 with equation x = 1 − a1(y − a1) and L2 with equation x = 1 − a2(y − a2) are
tangent to the parabola E with equation x = 1 − y2
4
at the points (1 − a21, 2a1) and
(1− a22, 2a2) respectively.
Since K1K1 is simply connected, the region
S =
{
x+ iy : 1− y
2
4
≤ x ≤ 1− a1(y − a1), 1− a2(y − a2)
}
, (6.3)
which is the region enclosed by L1,L2 and E is a subset of K1K1. Now, suppose x+ iy ∈
K1K1. Then there exist r and s with a1 ≤ r, s ≤ a2 such that
x+ iy = (1 + ir)(1 + is) = 1− rs+ i(r + s).
Note that
x = 1− rs ≥ 1− 1
4
(r + s)2 = 1− y
2
4
always holds. Also, if a ≤ t ≤ b, then (a+ b− t)t ≥ ab. Since
a1 ≤ r ≤ s+ r − a1 and s+ r − a2 ≤ r ≤ a2 ,
we have rs ≥ a1(s+ r − a1), a2(s+ r − a2). Hence,
x = 1− rs ≤ 1− a1(r + s− a1) = 1− a1(y − a1), and
x = 1− rs ≤ 1− a2(r + s− a2) = 1− a2(y − a2).
This shows that K1K1 lies inside S. Thus K1K1 = S. 2
Proof of Theorem 6.2.4. Suppose K1 = Co(1+ia1, 1+ia2) and K2 = Co(1+ib1, a+ib2)
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such that a1 ≤ a2, b1 ≤ b2. We show that if K1K2 can be written as the union of subsets
of the form in Lemma 6.2.5. In fact, if [a1, a2] ∩ [b1, b2] = [c1, c2], then
K1K2 = (α0β0) [(AC) ∪ (AB) ∪ (CC) ∪ (CB)] ,
where C = Co(1+c1i, 1+c2i), B = Co(1+b1i, 1+b2i)\C and A = Co(1+a1i, 1+a2i)\C.
By Lemma 6.2.5, we get the conclusion. 2
By Theorem 6.2.4, we have the following corollary giving information about the star
center of the product of two line segments without putting them in the “canonical” posi-
tion.
Corollary 6.2.6. Let K1 = Co(α1, α2) an K2 = Co(β1, β2), where α1, α2, β1, β2 ∈ C such
that arg(α1) < arg(α2) < arg(α1) + pi and arg(β1) < arg(β2) < arg(β1) + pi. Then K1K2
is star-shaped and one of the following holds.
(a) There exists ξ ∈ C such that ξK1 ⊆ K2. Equivalently, the segments Co(α1β1, α1β2)
and Co(α2β1, α2β2) intersect at ξα1α2. In this case, ξα1α2 is the unique star-center of
K1K2.
(b) There exists ξ ∈ C such that ξK2 ⊆ K1. Equivalently, the segments Co(α1β1, α2β1)
and Co(α1β2, α2β2) intersect at ξβ1β2. In this case, ξβ1β2 is the unique star-center of
K1K2.
(c) Condition (a) and (b) do not hold, and every point in Co(β1α2, β2α1) is a star center
of K1K2
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6.3 The product set of two convex polygons
In this section, we study the product set of two convex polygons (including interior).
It is known that for every convex polygon K1 with vertexes µ1, . . . , µn, then K1 = W (T )
for T = diag(µ1, . . . , µn) ∈ Cn×n. In Section 6.3.1, we will show that the product set of
two convex polygons may not be star-shaped. In particular, we have a product set of two
triangles that are not star-shaped. This gives a negative answer to the conjecture in [81].
6.3.1 Products of polygons that are not star-shaped
In this subsection, we show that there are examples K1 and K2 such that K1K2
is not star-shaped. The first example has the form K1 = K2 = Co(α1, α¯1, α2), where
α2 /∈ R. One can regard K1 = W (T ) with T = diag(α1, α¯1, α2) ∈ C3×3 so that the set
W⊗(T ⊗ T ) = W (T )W (T ) is not star-shaped. We can construct another example of the
form K1 = K2 = Co(α1, α¯1, α2, α¯2), which is symmetric about the real axis, such that
K1K2 is not star-shaped. One can regard K1 = W (A) for a real normal matrix A ∈ C4×4
with eigenvalues α1, α¯1, α2, α¯2 so that W
⊗(A⊗ A) is not star-shaped.
Example 6.3.1. Let K1 = Co(e
ipi
3 , e−i
pi
3 , 0.95ei
pi
4 ). Then K1K1 is not star-shaped.
Proof. Let α1 = e
ipi
3 and α2 = 0.95e
ipi
4 , K1 = Co(α1, α1, α2). Then 1 = α1α1, 0.95
2i =
α22 ∈ K1K1. We are going to show that a) if s is a star center of K1K1, then s = 1 and b)
(1− t) + t0.952i 6∈ K1K1 for all t ∈ (0, 1).
Let S be a closed and bounded subset of C, with 0 6∈ S. Suppose t ∈ R and S∩{reit :
r > 0} 6= ∅. Let ρS0 (t) = min{r > 0 : reit ∈ S} and ρS1 (t) = max{r > 0 : reit ∈ S}.
Let L1 = Co(α1, α1), S1 = K1K1 and S2 = L1L1. Since ρ
K1
0 (θ) = ρ
L1
0 (θ) for −
pi
3
≤
θ ≤ pi
3
, it follows that ρS10 (θ) = ρ
S2
0 (θ) for −
2pi
3
≤ θ ≤ 2pi
3
.
Note that x + iy ∈ S2 if and only if 4(x + iy) ∈ (2L1)(2L1). Then, applying Lemma
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6.2.5 (b) to 2L1 = Co(1− i
√
3, 1 + i
√
3), we have
S2 = {x+ iy : 1− 4y2 ≤ 4x ≤ 1−
√
3(4y −
√
3), 1 +
√
3(4y +
√
3)}
4x = 1− 4y2
4x =
1− √
3(4y − √
3)
4x
=
1 +
√ 3(4y
+
√ 3)
ei
2pi
3
1
e−i
2pi
3
sS2
FIG. 6.2: Plot of S2 = L1L1, where L1 = Co(e
ipi
3 , e−i
pi
3 ).
a) Note that
{
ρS10 (θ) : θ ∈ [−2pi/3, 2pi/3]
}
=
{
ρS20 (θ) : θ ∈ [−2pi/3, 2pi/3]
}
= {z2 :
z ∈ L1}. This means that the curve {z2 : z ∈ L1} is a boundary curve of S2. By
Proposition 1.2, if s were a star-center of S2, then the segment Co(s, z
2) must be in S2
for any z ∈ L1.
If s = x+ iy is a star center of S1, then we must have
4x ≥ 1−
√
3(4y −
√
3), 1 +
√
3(4y +
√
3)⇒ x ≥ 1
Since |z| ≤ 1 for all z ∈ S1, we have s = 1.
b) Let L2 = Co(α1, α2), L3 = Co(α¯1, α2). Then the boundary of the simply connected set
S1 = K1K1 is a subset of ∪1≤i≤j≤3LiLj.
Suppose 0 < θ < pi
2
and ρS11 (t) = r. Then re
iθ ∈ L2L3 ∪ L3L3. Direct calculation using
Lemma 6.2.5 and Proposition 6.2.3 shows that ρL2L31 (θ), ρ
L3L3
1 (θ) < ρ
Co(1,α22)
1 (θ); see
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Figure 6.3.
1
α22
α1α2
α2α1
(a) Plot of L2L3
α22
α2α1
α12
(b) Plot of L3L3
α22
α2α1
α12
1
α1α2α21
(c) Plot of K1K1
FIG. 6.3: Sets described in Example 6.3.1.
We conclude that K1K1 is not star-shaped. 2
Next, we modify Example 6.3.1 to Example 6.3.2 so that K¯1 = K1(α1, α2, α¯1, α¯2)
with α1 = e
ipi
3 and α2 = 0.95e
ipi
4 . In this case, one can regard K1 = W (A) for some
real symmetric A ∈ C4×4. The product set K1K2 will be larger than the product set
considered in Example 6.3.1. Never-the-less, we can analyze the product of the sets LiLj for
i, j = 1, 2, 3, 4, where L1 = Co(α1, α¯1), L2 = Co(α1, α2), L3 = Co(α2, α¯2), L4 = Co(α¯2, α¯1)
so that ∪1≤i≤j≤4LiLj contains the boundary of the simply connected set K1K1. Again one
can show that the part of the boundary {z2 : z ∈ Co(α1, α¯1)} of L1L1 is also part of the
boundary of K1K1 so that 1 = α1α¯1 ∈ K1K1 is the only possible candidate to serve as a
star-center for K1K1. However, none of the set LiLj contains the set {t + (1 − t)0.952i :
0 < t < 1/3}. Thus, the line segment joining 1 and α22 = 0.952i is not in K1K1. Hence, 1
is not the star center of K1K1, and K1K1 is not star-shaped.
Example 6.3.2. Let K1 = Co(e
ipi
3 , e−i
pi
3 , 0.95ei
pi
4 , 0.95e−i
pi
4 ). Then K1 is symmetric about
the x-axis but P = K1K1 is not star-shaped (see Figure 6.4).
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α22
α22
α2α1
α1α2
α12
1
α1α2
α1α2
α21
FIG. 6.4: The set P = K1K1 in Example 6.3.2 does not contain the segment Co(1, α
2
2).
6.3.2 A necessary and sufficient condition
In the following result, we establish a necessary and sufficient condition for the product
of two polygons to be a star-shaped set.
Theorem 6.3.3. Let K1 = Co(a1, . . . , an) and K2 = Co(b1, . . . , bm). Then K1K2 is star-
shaped if and only if there is p ∈ K1K2 such that Co(p, aibj) ⊆ K1K2 for all 1 ≤ i ≤ n
and 1 ≤ j ≤ m.
Proof. Assume that K1 = Co(α1, . . . , αn) and K2 = Co(β1, . . . , βm). From Proposi-
tion 6.1.1 (a), we only need to prove that given any 1 ≤ i1, i2 ≤ n and 1 ≤ j1, j2 ≤ m,
Co(p, q) ⊆ K1K2 for all q ∈ Co(αi1 , αi2)Co(βj1 , βj2). Without loss of generality, we may
assume that for r = 1, 2, ir = jr = r, αr = 1 + iar and βr = 1 + ibr satisfy one of the
conditions (a), (b) or (c) in Theorem 6.2.4.
Since Co(p, αrβt) ⊆ K1K2 for r, t = 1, 2, by the fact that K1K2 is simply connected,
we see that
K = Co(p, α1β1, α1β2)∪Co(p, α2β1, α2β2)∪Co(p, α1β1, α2β1)∪Co(p, α1β2, α2β2) ⊆ K1K2.
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If Co(α1, α2)Co(β1, β2) is convex, then Co(p, q) ⊆ K for all q ∈ Co(α1, α2)Co(β1, β2).
If Co(α1, α2)Co(β1, β2) is not convex, then a1, a2, b1 and b2 satisfy conditions (b) or
(c) in Theorem 6.2.4. Let [a1, a2] ∩ [b1, b2] = [c1, c2], C = Co(1 + c1i, 1 + c2i), B = Co(1 +
b1i, 1+b2i)\C and A = Co(1+a1i, 1+a2i)\C. Since K1K2 = (AC)∪(AB)∪(CC)∪(CB),
and previous argument shows that Co(p, q) ⊆ K1K2 for all q ∈ (AC) ∪ (AB) ∪ (CB), it
remains to show that Co(p, q) ⊆ K1K2 for all q ∈ ∂(CC). Let
V = (1+c1i)Co(1+c1i, 1+c2i)∪(1+c2i)Co(1+c1i, 1+c2i) and U = {(1+si)2 : s ∈ (c1, c2)} .
Note that ∂(CC) = V ∪U and V ⊆ Co(α1β1, α1β2) ∪ Co(α2β1, α2β2) ∪ Co(α1β1, α2β1) ∪
Co(α1β2, α2β2). So it remains to show that Co(p, q) ⊆ K1K2 for all q ∈ Eo = {(1 + si)2 :
s ∈ (c1, c2)}.
Suppose q ∈ Eo. Let L be the tangent line to Eo at q and H the open half plane
determined by L and contains 0 (see Figure 6.5).
q
L
CC
H
FIG. 6.5
Consider the following three cases:
Case 1 If p ∈ H, then there exists t > 1 such that s = p + t(q − p) ∈ V. Therefore,
Co(p, q) ⊆ Co(p, s) ⊆ K1K2.
Case 2 If p ∈ (C \H)∩(CC), then Co(p, q) ⊆ (CC) ⊆ K1K2 because (C \H)∩(CC)
is a triangular region containing q.
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Case 3 If p ∈ C\ (H ∪ (CC)), then there exists 0 < t < 1 such that s = p+ t(q−p) ∈
V. Therefore, Co(p, q) = Co(p, s) ∪ Co(s, q) ⊆ K1K2. 2
We have the following consequence of Theorem 6.3.3.
Corollary 6.3.4. Let K1 be a triangle set with K1 = K1. Then K1 = Co(r, a, a) for some
r ∈ R and a ∈ C. The product set P = K1K1 is a star-shaped set with |a|2 as a star
center.
Proof. By Theorem 6.3.3, it suffices to show that for q ∈ {r2, ra, ra, a2, a2}, we have
Co(|a|2, q) ∈ P .
1. For 0 ≤ t ≤ 1, let f(t) = (tr + (1 − t)a)(tr + (1 − t)a) ∈ P . Since f(0) = |a|2 and
f(1) = r2, we have Co(|a|2, r2) ∈ P .
2. Co(|a|2, ra) = a · Co(a, r) ⊆ P .
3. Co(|a|2, r(a) = a · Co(a, r) ⊆ P .
4. Co(|a|2, a2) = a · Co(a, a) ⊆ P .
5. Co(|a|2, a2) = a · Co(a, a) ⊆ P . 2
Suppose A ∈ Cn×n is a real matrix. Then W (A) is symmetric about the real axis. By
Corollary 6.3.4, if A ∈ C3×3 is a real normal matrix, then W (A)W (A) is star-shaped. In
fact, if A is Hermitian, then W (A)W (A) is convex; otherwise, |a|2 is a star center, where
a, a¯ are the complex eigenvalues of A.
6.4 A line and a convex set
In this section, we consider the product of a line segment and a convex set. In the
context of numerical range, we consider W (A)W (B), where A is a normal matrix with
collinear eigenvalues, and B is a general matrix.
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Theorem 6.4.1. Let K1 = Co(α, β) for some α, β ∈ C and K2 be a compact convex sets
in C. Then K1K2 is star-shaped.
We begin with the following easy cases.
Proposition 6.4.2. Suppose that K1 = Co(α, β) is a line segment and that K2 is a (not
necessarily compact) convex set.
(1) If 0 ∈ K1 ∪K2, then K1K2 is star-shaped with 0 as a star center.
(2) If there is a nonzero ξ1 ∈ C such that ξ1K1 ⊆ (0,∞), then K1K2 is convex.
(3) If there is a nonzero ξ1 ∈ C such that ξ1K1 ⊆ K2, then K1K2 is star-shaped with ξ1αβ
as a star center.
Proof. (1) follows from Proposition 6.1.1 (b). For (2), we may assume that ξ1 = 1.
Then K1K2 = ∪α≤t≤βtK2 is convex. Similarly for (3), we assume ξ1 = 1. For every p ∈ K1
and q ∈ K2, we will show that
Co(αβ, pq) ⊆ Co(α, β)Co(α, β, q) ⊆ K1K2.
To this end, note that
Co(αβ, α2) = αCo(α, β) Co(αβ, β2) = βCo(α, β)
Co(αβ, αq) = αCo(β, q) Co(αβ, βq) = βCo(α, q)
So, we have Co(αβ, v) ∈ Co(α, β)Co(α, β, q) for any v ∈ {α2, αβ, αq, β2, βq}, which
is the set of the product of vertexes of Co(α, β) and Co(α, β, q). By Theorem 6.3.3,
Co(α, β)Co(α, β, q) is star-shaped with αβ as a star center. Thus,
Co(αβ, pq) ⊆ Co(α, β)Co(α, β, q) ⊆ K1K2.
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If ξ1 6= 1, then (ξ1α)(ξ1β) is a star center of (ξ1K1)K2 = ξ1K1K2 by the above
argument. Thus, ξ1(αβ) is a star center of K1K2. 2
From now on, we will focus on convex sets K1 and K2 that do not satisfy the hy-
potheses in Proposition 6.4.2 (1) – (3). In particular, we may find ξ1 and ξ2 so that
ξ1K1 = Co(aˆ, bˆ) and ξ2K2 is a compact convex set containing cˆ, dˆ and lying in the cone
C = {t1cˆ+ t2dˆ : t1, t2 ≥ 0},
where aˆ = 1 + ia, bˆ = 1 + ib, cˆ = 1 + ic, dˆ = 1 + id with a ≤ b, c ≤ d. There could be
five different configurations of the two sets ξ1K1 and ξ2K2 as illustrated in Figure 6.6.
(Here, we assume that Proposition 6.4.2 (3) does not hold so that we do not have the case
c ≤ a < b ≤ d.) If K1, K2 are put in these “canonical” positions, we can describe the star
centers of K1K2 in the next theorem.
aˆ
bˆ
dˆ
cˆ
(a) a < b ≤ c < d
aˆ
bˆ
dˆ
cˆ
(b) a ≤ c ≤ b ≤ d
aˆ
bˆ
dˆ
cˆ
(c) a ≤ c < d ≤ b
bˆ
aˆ
cˆ
dˆ
(d) c ≤ a ≤ d ≤ b
bˆ
aˆ
cˆ
dˆ
(e) c < d ≤ a < b
FIG. 6.6: The following figures illustrate the canonical representations of a line segment
K1 = Co(aˆ, bˆ) and a convex set K2 described in Theorem 6.4.3
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Theorem 6.4.3. Let aˆ = 1+ ia, bˆ = 1+ ib, cˆ = 1+ ic, dˆ = 1+ id with a ≤ b, c ≤ d. Suppose
K1 = Co(aˆ, bˆ) and K2 be a compact convex set containing cˆ, dˆ and lying in the cone
C = {t1cˆ+ t2dˆ : t1, t2 ≥ 0}
such that the hypotheses of Proposition 6.4.2 (1) – (3) do not hold. Then K1K2 is star-
shaped and one of the following holds.
(a) If a ≤ b ≤ c ≤ d, then bˆcˆ is a star center.
(b) If a ≤ c ≤ b ≤ d, then bˆcˆ is a star center.
(c) If a ≤ c ≤ d ≤ b, then cˆdˆ is a star center.
(d) If c ≤ a ≤ d ≤ b, then aˆdˆ is a star center.
(e) If c ≤ d ≤ a ≤ b, then aˆdˆ is a star center.
We need some lemmas to prove Theorem 6.4.3.
Lemma 6.4.4. Suppose C = 1 + i tan θC, D = 1 + i tan θD and P = re
iθP with r > 0,
−pi
2
< θC < θP < θD <
pi
2
. Let
−i(P − C)
|P − C| = e
iθ1 and
i(P −D)
|P −D| = e
iθ2 with − pi
2
< θ1, θ2 <
pi
2
.
Then there exists ξ1, ξ2 such that ξ1C = 1 + i tan(θC − θ1) and ξ1P = 1 + i tan(θP − θ1),
ξ2D = 1 + i tan(θD − θ2) and ξ2P = 1 + i tan(θP − θ2).
Consequently, we have
1. If Re (P ) ≤ 1, then θ2 ≤ 0 ≤ θ1 and θC − θ1 ≤ θP − θ1 ≤ θP ≤ θP − θ2 ≤ θD ≤ θD − θ2.
2. If Re (P ) ≥ 1, then θ1 ≤ 0 ≤ θ2 and θC ≤ θC−θ1 ≤ θP −θ1 and θP −θ2 ≤ θD−θ2 ≤ θD.
Proof. First consider C and P . Then θ1 is the angle from
−−→
CD to
−→
CP . Then the result
follows from simple geometry.
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DC
0
P
R
Xθ1
θ1
θ2
θP
θC
FIG. 6.7
On one also can calculate directly with ξ1 =
cos θC
cos(θC − θ1)e
−iθ1 .
For the second statement, apply the above result on D and P , the complex conjugate
of D and P . 2
Lemma 6.4.5. Suppose a ≤ c ≤ d, p = t1(1+ic)+t2(1+id) is nonzero for some t1, t2 ≥ 0,
K1 = Co(1 + ia, 1 + id), and K2 = Co(1 + ic, 1 + id, p). Then K1K2 is star-shaped with
(1 + ic)(1 + id) as a star center.
Proof. Let aˆ = 1 + ia, cˆ = 1 + ic, dˆ = 1 + id. By Theorem 6.3.3, it suffices to show
that Co(cˆdˆ, uv) ⊆ K1K2 for each pair of elements (u, v) in {aˆ, dˆ}×{cˆ, dˆ, p}. If u = dˆ, then
Co(cˆdˆ, dˆv) = dˆ·Co(cˆ, v) ⊆ K1K2. Similarly, if u = cˆ, then Co(cˆdˆ, cˆv) = cˆ·Co(dˆ, v) ⊆ K1K2.
Thus, the only nontrivial case is when (u, v) = (aˆ, p).
By continuity, we may assume that t1, t2 > 0. We consider two cases.
Case 1 Suppose Re (p) ≤ 1. Then by Lemma 6.4.4 and Theorem 6.2.4, Co(aˆ, cˆ)Co(p, dˆ)
is convex. So
Co(cˆdˆ, aˆp) ⊆ Co(aˆ, cˆ)Co(p, dˆ) ⊆ K1K2 .
Case 2 Suppose Re (p) > 1. By Lemma 6.4.4, there exists α0 such that α0cˆ = 1 + c1i
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and α0p = 1 + p1i such that c1 > c. By Theorem 6.2.4, if p1 ≥ d, then cˆdˆ is a star center
of Co(aˆ, dˆ)Co(cˆ, p). If p1 < d, then Co(aˆcˆ, dˆcˆ) intersects Co(aˆp, dˆp) and cˆdˆ lies inside the
triangle with vertices aˆp, dˆp, aˆdˆ (see Figure 6.8). Thus, Co(cˆdˆ, aˆp) is in the interior of the
region enclosed by Co(dˆp, cˆdˆ) ∪ Co(cˆdˆ, aˆdˆ) ∪ Co(aˆdˆ, aˆp) ∪ Co(aˆp, cˆaˆ) ⊆ K1K2.
dˆp
aˆp
dˆ2
aˆdˆcˆdˆ
cˆaˆ
cˆ2
FIG. 6.8
In both cases, we have Co(cˆdˆ, aˆp) ⊆ K1K2. 2
Lemma 6.4.6. Suppose a < b ≤ c < d, p = t1(1 + ic) + t2(1 + id) is nonzero for some
t1, t2 ≥ 0 and K1 = Co(1 + ia, 1 + ib), and K2 = Co(1 + ic, 1 + id, p). Assume also that
there is no ξ ∈ C such that K1 ⊆ ξK2. Then K1K2 is star-shaped and (1 + bi)(1 + ci) is a
star center.
Proof. Let aˆ = 1 + ia, cˆ = 1 + ic, dˆ = 1 + id. Similar to the previous lemma, it is
enough to show that Co(bˆcˆ, aˆp) ⊆ K1K2 for any p = t1cˆ+ t2dˆ such that t1, t2 ≥ 0.
Let ξ ∈ C such that ξCo(cˆ, p) is a vertical line segment with real part 1. If ξCo(cˆ, p) 6⊆
Co(aˆ, bˆ), then by Corollary 6.2.6, bˆcˆ is a star-center of K1Co(cˆ, p) and hence Co(bˆcˆ, aˆp) ⊆
K1K2. Otherwise, we have ξCo(cˆ, p) ⊆ Co(aˆ, bˆ) and K1Co(cˆ, p) is as shown in Figure 6.9c.
This will only happen if Re (p) < 1. Since aˆp = t1(cˆaˆ) + t2dˆaˆ for some t1, t2 ≥ 0 such that
t1 + t2 < 1, then aˆp ∈ Co(0, cˆaˆ, dˆaˆ) and bˆp ∈ Co(0, cˆbˆ, dˆbˆ). Note also that 0 and paˆ are
separated by the line segment Co(cˆbˆ, cˆaˆ). Hence, paˆ is in the quadrilateral K1Co(cˆ, dˆ) and
therefore Co(aˆp, cˆbˆ) ⊆ K1K2. This finishes the proof that cˆbˆ is a star center for K1K2. 2
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bˆaˆ
dˆ
cˆp
0
(a) K1 = Co(aˆ, bˆ) and Co(cˆ, dˆ, p)
0
paˆ
dˆbˆ
dˆaˆ
cˆaˆ
cˆbˆ
(b) K1Co(cˆ, dˆ)
pbˆ
paˆ
cˆaˆ
cˆbˆ
(c) K1Co(cˆ, p)
FIG. 6.9
Proof of Theorem 6.4.3: Note that (d) follows from (b) by considering K¯1K¯2. Simi-
larly, (e) follows from (a). Thus, we only need to prove (a)-(c).
To prove that s is a star center of K1K2, we show that for any p ∈ K2, s is a star
center of K1Co(cˆ, dˆ, p). To accomplish this, it is enough to show that Co(s, uv) ⊆ K1K2
for all pairs (u, v) ∈ {bˆ, aˆ} × {cˆ, dˆ, p} by Theorem 6.3.3, where p = t1cˆ + t2dˆ for some
t1, t2 ≥ 0.
For (a), the conclusion follows directly from Lemma 6.4.6.
To prove (c), the only nontrivial cases to consider are when (u, v) = (aˆ, p) or (u, v) =
(bˆ, p). By Lemma 6.4.5, Co(cˆdˆ, aˆp) ⊆ Co(aˆ, dˆ)Co(cˆ, dˆ, p) ⊆ K1K2. By Lemma 6.4.5 again,
the product Co(bˆ, cˆ) Co(cˆ, dˆ, pˆ), has cˆdˆ as a star center. Thus, cˆdˆ is a star center of
Co(bˆ, cˆ)Co(cˆ, dˆ, pˆ) and thus Co(cˆdˆ, bˆp) ⊆ Co(bˆ, cˆ)Co(cˆ, dˆ, pˆ) ⊆ K1K2.
To prove (b), it is enough to show that Co(cˆbˆ, aˆp) ⊆ K1K2 for all p ∈ K2. We consider
two cases,
1. Suppose p = t1dˆ + t2bˆ for some t1, t2 ≥ 0. Then by Lemma 6.4.6, bˆcˆ is a star-center of
Co(aˆ, cˆ)Co(bˆ, dˆ, p). Thus Co(bˆcˆ, aˆp) ⊆ Co(aˆ, cˆ)Co(bˆ, dˆ, p) ⊆ K1K2.
2. Suppose p = t1bˆ + t2cˆ for some t1, t2 ≥ 0. Then by Lemma 6.4.5, bˆcˆ is a star-center of
Co(aˆ, bˆ)Co(bˆ, cˆ, p). Thus Co(bˆcˆ, aˆp) ⊆ Co(aˆ, bˆ)Co(bˆ, cˆ, p) ⊆ K1K2.
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In both cases, bˆcˆ is a star-center for K1K2. 2
It is clear that Theorem 6.4.1 follows from Proposition 6.4.2 and Theorem 6.4.3.
6.5 A circular disk and a closed set
It is known that the product of two circular disks is star-shaped [37, 38, 77, 81]. In
this section, we will prove some unexpected results that if K1 is a circular disk, then for
many closed sets K2, the product set is star-shaped. We will use D(µ,R) to denote the
closed disk with center µ ∈ C and radius R ≥ 0.
Note that if 0 ∈ K1, then for every non-empty set K2, K1K2 is star-shaped with 0 as
star center. Suppose 0 6∈ K1, we can always scale K1 so that it is a circular disk centered
at 1 with radius r < 1.
We have the following results showing that the product set of a circular disk and
another set would be star-shaped under some very general conditions. We begin with the
following observation.
Lemma 6.5.1. Suppose r ∈ (0, 1] and b ∈ D(1, r). Then the product D(1, r){b} is a disk
containing 1− r2.
Proof. Let b ∈ D(1, r). Then bD(1, r) = D(b, |b|r).
|b− (1− r2)|2 = (b− (1− r2))(b− (1− r2))
= |b|2 − (b+ b)(1− r2) + (1− r2)2
= |b|2r2 − (1− r2)(−|b|2 + (b+ b)− (1− r2))
= |b|2r2 − (1− r2)(r2 − (b− 1)(b− 1))
≤ |b|2r2 because |b− 1| ≤ r ≤ 1.
2
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From the above simple proposition, we get the following.
Theorem 6.5.2. Suppose K1 = D(µ,R) does not contain 0. For every nonempty subset
S of K1, the product set K1S is star shaped with star center µ
2(1− r2), where r = |µ−1R|.
In the numerical range context, for every circular disk K1, there is A ∈ C2×2 such that
A− (trA)I/2 is nilpotent and W (A) = K1. Moreover, B ∈ Cn×n satisfies W (B) ⊆ W (A)
if and only if B admits a dilation of the form I ⊗ A; see [1, 21]. By Theorem 6.5.2, if
A ∈ C2×2 such that (A − trAI)/2 is nilpotent, then W (A)W (B) is star-shaped for any
B ∈ Cn×n satisfying W (B) ⊆ W (A).
Next, we have the following.
Theorem 6.5.3. Suppose r ∈ (0, 1] and b ∈ C with Re (b) ≥ 1. Then the product
Co(1, b)D(1, r) is star-shaped with 1 as star center.
Proof. Suppose b = Reiθ with R ≥ 0 and −pi
2
≤ θ ≤ pi
2
. Let c ∈ Co(1, b). Then
c = 1 + sReiθ for some 0 ≤ s ≤ 1. cK1 = D(c, |c|r). Therefore, Co(1, b)D(1, r) =
∪{D(c, |c|r) : c ∈ Co(1, b)}. Let z ∈ Co(1, b)D(1, r). Then |z − (1 + sReiθ)| ≤ |1 + sReiθ|r
for some 0 ≤ s ≤ 1. Let 0 ≤ t ≤ 1. We have
|tz + (1− t)− (1 + tsReiθ)|2
= |t(z − (1 + sReiθ))|2
≤ t2|1 + sReiθ|2r2
=
(
(t+ tsR cos θ)2 + (tsR sin θ)2
)
r2
=
(
(1 + tsR cos θ)2 + (tsR sin θ)2 − (1− t)(1 + t+ 2tsR cos θ)) r2
≤ ((1 + tsR cos θ)2 + (tsR sin θ)2) r2
= |1 + tsReiθ|2r2.
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Therefore, tz + (1− t) ∈ D(1 + tsReiθ, |1 + tsReiθ|r) ⊆ Co(1, b)D(1, r). 2
Theorem 6.5.4. Suppose S is a star-shaped subset of C with star center s such that
|s| ≤ |z| for every z ∈ S. Then D(a, r)S is star-shaped for every circular disk D(a, r). In
particular, if S is convex, then D(a, r)S is star-shaped for every circular disk D(a, r).
Proof. If either S or D(a, r) contains 0, the result holds. So we may assume that
0 6∈ S ∪D(a, r).
We may assume that s = 1 and D(a, r) = D(1, r) with 0 ≤ r ≤ 1. Then for every
z ∈ S, z = 1+Reiθ for some −pi
2
≤ θ ≤ pi
2
. By Theorem 6.5.3, the product Co(1, z)D(1, r)
is star shaped with star center 1. Hence, SD(1, r) is also star shaped with star center 1.
2
Apart from the nice results above, there are some limitations about the star-shapedness
of the product set of a circular disk and another set in C as shown in the following.
Example 6.5.5. Let S = Co(1, 2ei
11pi
12 ) ∪ Co(1, 2e−i 11pi12 ). Then S is star-shaped with 1 as
star center. Let D(1, 1
2
) be the disk centered at 1 with radius 1
2
. Then the product set
SD(1, 1
2
) is not simply connected (see Figure 6.10.)
FIG. 6.10: The product set (Co(1, 2ei
11pi
12 )∪Co(1, 2e−i 11pi12 ))·D(1, 1
2
) is not simply connected.
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6.6 Additional results and further research
We have to assume compactness in most of our results. One may wonder what happen
if we relax this assumption. The following example shows that without the end points,
the product of two line segments may not be star-shaped.
Example 6.6.1. Let K1 = K2 be the line segment joining 1 + i and 1− i without the end
points. Then K1K2 has no star center.
Verification. Note that the closure of K1K2 equals S = Co(1 + i, 1− i)Co(1 + i, 1− i)
has a unique star-center 2. The set K1K2 is obtained from S by removing the line segments
Co(2, 2i) and Co(2,−2i). The only point in the closure can reach all the points in K1K2
is 2, but it is not in K1K2. So, K1K2 is not star-shaped. 2
Recall that an extreme point of a compact convex set S ⊆ C is an element in S that
cannot be written as the mid-point of two different elements in S. If S is a polygon (with
interior) then its vertexes are the extreme points. We can extend Theorem 6.3.3 to the
following.
Theorem 6.6.2. Let K1, K2 ⊆ C be compact convex sets. Then K1K2 is star-shaped if
and only if there is p ∈ K1K2 such that Co(p, ab) ⊆ K1K2 for any extreme points a ∈ K1
and b ∈ K2.
Proof. If K1K2 is star-shaped, then a star center p ∈ K1K2 satisfies Co(p, c) ⊆ K1K2
for any c ∈ K1K2. Now, suppose there is p ∈ K1K2 satisfying Co(p, ab) ⊆ K1K2 for
any extreme points a ∈ K1 and b ∈ K2. Let µ = µ1µ2 with µ1 ∈ K1, µ2 ∈ K2. By
the Caratheodory Theorem µ1 ∈ Co(a1, a2, a3) and µ2 ∈ Co(b1, b2, b3) for some extreme
points a1, a2, a3 ∈ K1 and b1, b2, b3 ∈ K2. (Some of the ai’s may be the same, and also
some of the bi’s may be the same.) Suppose p = p1p2 with p1 ∈ K1 and p2 ∈ K2. Then
p1 ∈ Co(a4, a5, a6) and p2 ∈ Co(b4, b5, b6) for some extreme points a4, a5, a6 ∈ K1 and
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b4, b5, b6 ∈ K2. By Theorem 6.3.3, Co(p, µ1µ2) ⊆ Co(a1, . . . , a6)Co(b1, . . . , b6) ⊆ K1K2.
Thus, p is a star center of K1K2 2
Another observation is the following extension of Proposition 6.1.1(b). Note that we
do not need to impose compactness conditions on K1 or K2.
Proposition 6.6.3. Suppose K1 ⊆ C is star-shaped with 0 as a star center. Then for any
non-empty subset K2 ⊆ C, the set K1K2 is star-shaped with 0 as a star center.
Proof. Let p = p1p2 ∈ K1K2 with p1 ∈ K1, p2 ∈ K2. Then Co(0, p) = Co(0, p1){p2} ⊆
K1K2. 2
There are other interesting questions deserve further research. We mention a few of
them in the following.
P1 Find necessary and sufficient conditions on K1 and K2 so that K1K2 is convex or
star-shaped.
In the context of numerical range if A ∈ C2×2, then W (A) is an elliptical disk. So, it
is also of interest to study the following.
P2 Let K1, K2 be two elliptical disks. Determine conditions on K1, K2 so that K1K2 is
star-shaped or convex.
One may also consider the following.
P3 Characterize those elliptical disks K1 such that K1K2 is star-shaped for all compact
convex set K2.
More generally, one may consider the following.
P4 Characterize those compact convex sets K1 such that K1K2 is convex or star-shaped
for any compact convex set K2.
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In connection to Problem P4, we have shown that if K1 is a close line segment or a
close circular disk, then K1K2 is star-shaped for any compact convex set K2. These results
are are also connected to Problem P3 because a line segment and a circular disk can be
viewed as elliptical disks.
It is also interesting to study the Minkowski product of s (convex) sets K1, . . . , Ks.
The study will be more challenging. As pointed out in [81], the set K1 · · ·Ks may not be
simply connected in general. Nevertheless, our results in Section 6.5 and Proposition 6.6.2
imply the following.
Proposition 6.6.4. Suppose K1, . . . , Ks ⊆ C.
1. If any one of the sets K1, . . . , Ks is star-shaped with 0 as a star center, then
K1 · · ·Ks is star-shaped with 0 as a star center.
2. Suppose there is a nonzero number µ1 such that µ1K1 is a circular disk center at 1
with radius r < 1.
(2.a) If there is µ ∈ C such that µK2 · · ·Ks ⊆ µ1K1, then K1 · · ·Kr is star-shaped
with (µ1µ)
−1(1− r2) as a star center.
(2.b) If there is µ ∈ C such that µK2 · · ·Ks ⊆ {z ∈ C : Re (z) ≥ 1}, then K1 · · ·Kr is
star-shaped with (µ1µ)
−1 as a star center.
It is also interesting to study the following problem.
P5 Characterize those compact (convex) sets K such that K2 is convex or star-shaped.
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CHAPTER 7
Summary and Concluding Remarks
The problems presented in this dissertation have been in keeping with the spirit of
the main goals of the field of quantum information. In [78], M.A. Neilsen stated that
quantum information theory is concerned with (a) determining the theoretical extent and
limitations in carrying out information processing tasks using quantum mechanical laws
and; (b) to provide constructive means for achieving these tasks.
The first problem provided an algorithmic way to efficiently break down a general
n-qubit quantum operation, on a closed system, into simpler operations with associated
costs. This result is more in line with (b). It remains an open question if the decomposition
scheme presented in chapter 2 is optimal in a sense that for any other decomposition
scheme, there exists a general n-qubit quantum operation for which the cost of applying
our scheme is less than the other scheme. This challenging problem is more aligned with
(a).
In the second problem, we found theoretical bounds on certain classes of functions on
two known quantum states, where one is presumed to go through an unknown quantum
channel that belongs to a specific set of quantum operations. The theoretical results
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in chapter 3 help give insight to the limitations of information that can be harnessed
after quantum mechanical processes have taken place. As a matter of fact, obtaining the
theoretical bounds was a consequence of determining the instances in which these bounds
are attained. It is the authors’ hope that this knowledge can potentially improve the design
of some experiments. Or perhaps help identify a working quantum computer.
In chapter 4, we addressed a very specific problem involving bipartite qubit-qudit
states with maximally mixed qudit reduced states and found some interesting general
observations. A general answer to the problem presented has been evasive but answers for
relatively small matrix dimesions have been found. It would be delightful to find simple
general patterns for the list of necessary and sufficient conditions for something to be an
element of En. But keep in mind that it has often been the case that the dimensions of
systems considered in experimental quantum physics are relatively small.
In chapter 6, we considered the shape of Minkowski products of convex sets. From a
purely mathematical perspective, this problem is challenging and exciting. The problem
itself and the definitions necessary to define it are easy to understand. But it requires
some ingenuity in proving the results. In the context of quantum information theory,
these results are important to describe the product numerical range of a product state,
which in turn have been used in the study of positive maps, minimum output entropy of
a channel, local discrimination of unitary operators and quantum error-correction among
other things [45].
Several theoretical results for some basic problems have been presented but do not
necessarily give constructive means to utilize these results [67]. In chapter 5, we used
numerical methods to aid with this. With the help of technology and powerful computers,
one hopefully gets a better intuition about these problems and ultimately find a solution.
Quantum information theory is a very active area of research and there is a vast array
of research topics in the field. We have touched on some of them in this dissertation. For
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some problems that we have solved, new and more challenging questions arise and some
solutions and techniques have also sparked questions that have not been considered before.
There have been stumbling blocks in completely solving some of them and we will continue
to look in different directions to find the right tool we need until we reach the limit.
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APPENDIX A
Matlab Scripts
A.1 Implementation of Partial trace Maps
The Matlab script bitriPT.m computes the reduced state bipartite or a tripartite
system whose global state is A. The vector w contains the dimensions of the constituent
systems and pos (takes either ’first’ or ’mid’ or ’last’) indicates the position of the
system(s) to be traced out. For example, if A is an 18× 18 density matrix, the command
bitriPT(’mid’,[2,3,3],A) produces a 6× 6 density matrix which is tr2(A).
function B1=bitriPT(pos,w,A)
if strcmp(pos,’first’);
m=w(2); B1=zeros(m);
for ii=1:w(1)
B1=B1+A(1+(ii-1)*m:m*ii,1+(ii-1)*m:m*ii);
end
elseif strcmp(pos,’last’);
m=w(1); n=w(2); mn=m*n; B1=zeros(m);
for ii=1:n
B1=B1+A(ii:n:mn,ii:n:mn);
end
else strcmp(pos,’mid’);
B1=zeros(w(1)*w(3));
for ii=1:w(2)
r1=ones(1,w(1)); r3=ones(1,w(3));
s=(ii-1)*w(3)+1:ii*w(3);
t=0:w(2)*w(3):(w(1)-1)*w(2)*w(3);
inds=kron(r1,s)+kron(t,r3);
B1=B1+A(inds,inds);
end
end
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The Matlab script parttrace.m computes any reduced state trJ(A) of any k−partite quan-
tum system with global state A. The vector v1 contains the sizes of the subsystems of A and v2
is a binary vector. The zeros in v2 indicate the systems to be traced out. For example, if A is a
48× 48 density matrix, then parttrace([3,2,2,4],[1,0,1,0],A) produces tr24(A), which is a
6× 6 density matrix.
function B=parttrace(v1,v2,A)
v1=v1(:)’; v2=v2(:)’; k=size(v2,2);
while size(v1(v2==0),2)>0
i0=0; j0=1;
while (i0<k)&(v2(i0+1)==1)
i0=i0+1; j0=j0*v1(i0);
end
i1=i0; j1=1;
while (i1<k)&(v2(i1+1)==0)
i1=i1+1; j1=j1*v1(i1);
end
i2=i1; j2=1;
while i2<k
i2=i2+1; j2=j2*v1(i2);
end
if j2>1
if j1>1
pos=’mid’;
w=[j0,j1,j2];
else
pos=’first’;
w=[j0,j1];
end
else
pos=’last’;
w=[j0,j1];
end
A=bitriPT(pos,w,A);
v1(i0+1:i1)=[];
v2(i0+1:i1)=[];
k=k-i1+i0;
end
B=A;
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A.2 Unitary Gate Decomposition
The following Matlab script, implements the decomposition scheme for a unitary matrix
U ∈ U2n into a product of controlled gates described in chapter 2. The input U is optional and
will be assigned randomly if not provided by the user. Output (x, y) will display the order in
which the entries are to be annihilated, while A displays the representation of the controlled
gates cncn−1 · · · c1 ∈ {0, 1, ∗V }n used. The matrix Ws ∈ U2 used by the jth controlled gate is
given by the sth row of V. That is, Ws =
[
V(s, 1) V(s, 2)
V(s, 3) V(s, 4)
]
. The outputs num and controls are
positive numbers that count the number of nontrivial gates (i.e., not equal to I2n), and the total
number of controls used in the decomposition.
function [A,x,y,controls,num,V]=decomposition(n,U)
[x,y,A]=schemetable(n); %see subroutine below
if ~exist(’U’,’var’) %IF U IS NOT SPECIFIED
U=randomunitary(n); %see subroutine below
end
N=2^n;
d=N*(N-1)/2;
V=zeros(d,4);
Y=U;
controls=0;
num=d;
%COMPUTES num AND controls AND GENERATES V
for j=1:d
[D,K,c]=ithgate(A(j,:),x(j,1),y(j,1),Y,n); %see subroutine below
V(j,:)=K;
if V(j,:)==[1,0,0,1]
num=num-1;
else
Y=D*Y;
controls=controls+c;
end
end
function [W]=randomunitary(n)
%THIS FUNCTION GENERATES A RANDOM 2^n by 2^n UNITARY MATRIX
W=rand(2^n)+1i*rand(2^n);
H=0.5*(W+W’);
W=expm(1i*H);
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function [x,y,A] = schemetable(n)
%THIS FUNCTION GENERATES THE SCHEME TABLE FOR n
N=2^(n); %dimension of matrix
d=N*(N-1)/2; %number of gates used
%ORDER OF ANNIHILATION, COLUMN INDICES
y=zeros(d,1);
temp1=0;
for j=1:N-1;
y(temp1+1:temp1+N-j,1)=j;
temp1=temp1+2^n-j;
end
%ORDER OF ANNIHILATION, ROW INDICES AND GATE-TYPES
x=zeros(d,1);
A=repmat(’*’,d,n);
x(1,1)=2;
A(1,n)=’T’;
for k=2:n %loop index signifies leading 2^k by 2^k subblock
temp2=2^(k-1);
%COLUMN 1 (ENTRIES AND GATES)
x(temp2:2*temp2-1,1)=[x(1:temp2-1,1)+temp2; temp2+1]; %ROWS 2^(k-1)+1--2^k
A(temp2:2*temp2-1,n-k+1:n)=[A(1:temp2-1,n-k+1:n);...
...[’T’,repmat(’*’,1,k-1);]];
for i=1:k-1
A(temp2+2^(i)-2,n-k+1)=’1’; %1G, where G gate that annihilates 2^i+1
end
%COLUMNS 2-2^k
temp3=2^n-1; %temp3 counts number of columns left
for j=2:temp2 %FOR LOWER LEFT OF 2^k subblock
x(temp3+temp2-j+1:temp3+2*temp2-j,1)=Fell(k,j,x(temp2:2*temp2-1,1));
%see subroutine below
A(temp3+temp2-j+1:temp3+2*temp2-j,n-k+1:n)=...
...Gell(A(temp2:2*temp2-1,n-k+1:n),j); %see subroutine below
temp3=temp3+N-j;
end
for jj=1:temp2-1 %FOR UPPER LEFT/LOWER RIGHT OF 2^k SUBBLOCK
bb=(jj-1)*(N-jj/2);
x(temp3+1:temp3+temp2-jj,1)=x(bb+1:bb+temp2-jj,1)+temp2;
A(temp3+1:temp3+temp2-jj,n-k+1:n)=...
...[repmat(’1’,temp2-jj,1),A(bb+1:bb+temp2-jj,n-k+2:n)];
temp3=temp3+N-temp2-jj;
end
end
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function [D,K,c]=ithgate(Ai,xi,yi,U,n)
%This function generates the controlled gate D of the form described in
%Ai that annihilates the (xi,yi) entry of the unitary matrix U of size 2^n
c=0;
D=1;
if yi==2^n-1
D=U’;
K=[conj(U(2^n-1,2^n-1));conj(U(2^n,2^n-1));...
...conj(U(2^n-1,2^n));conj(U(2^n,2^n))];
c=c+n-1;
else
for k=n:-1:1
if isequal(Ai(k),’0’)==1
D=kron([1,0;0,0],D);
c=c+1;
elseif isequal(Ai(k),’1’)==1
D=kron([0,0;0,1],D);
c=c+1;
elseif isequal(Ai(k),’T’)==1 && U(xi,yi)==0
K=[1,0,0,1];
D=kron(zeros(2,2),D);
elseif isequal(Ai(k),’T’)==1 && (bitget(yi-1,n-k+1)==0)
a=U(Fell(n,2^(n-k)+1,xi),yi);
b=U(xi,yi);
z=sqrt(abs(a)^2+abs(b)^2);
K=(1/z)*[a,-b,conj(b),conj(a)];
D=kron(-1*eye(2,2)+[K(1,1:2);K(1,3:4)],D);
elseif isequal(Ai(k),’T’)==1 && (bitget(yi-1,n-k+1)==1)
a=U(Fell(n,2^(n-k)+1,xi),yi);
b=U(xi,yi);
z=sqrt(abs(a)^2+abs(b)^2);
K=(1/z)*[conj(a),conj(b),-b,a];
D=kron(-1*eye(2,2)+[K(1,1:2);K(1,3:4)],D);
else
D=kron(eye(2,2),D);
end
end
D=D+eye(2^n,2^n);
end
function [Y]=Gell(X,l)
%THIS IS THE FUNCTION G_l IN PROCEDURE 2.1
%l is an integer from 1 to 2^k-1; X must be p by k; Y=G_l(X)
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Y=X;
[p,k]=size(X);
C=repmat(’1’,1,k);
s=dec2bin(l-1);
r=size(s,2);
Y(p,1)=’T’;
for m=1:r
if bitget(l-1,m)==1
for t=1:p-1
if X(t,k-m+1)==’1’
Y(t,k-m+1)=’0’;
end
end
Y(p,k-m+1)=’1’;
end
end
for t=1:p-1
if size(intersect(X(t,1:k-r),C),2)==0
Y(t,1)=’1’;
end
end
function [v] = Fell(n,r,u)
%Fell takes a vector of integers u and sends it to the vector of integers u,
%the binary representation of u(i,j) and v(i,j) differ precisely in places
%where the binary digit of r (in a word of length n) is 1
ub=dec2bin(u(:,1)-1,n);
rv=r*ones(size(u));
rb=dec2bin(rv(:,1)-1,n);
flip=mod(ub+rb,2);
fbits=cellstr(num2str(flip));
v=bin2dec(fbits(:,1))+1;
The Matlab script gatecount.m was used to generate Figure fig:costcomp. Given n, it plots
the difference T2(k)− T1(k) for k = 1, . . . , n. The output w is a 2× n array wuch that the (j, k)
entry is Tj(k).
function [w]=gatecount(n)
G=zeros(n,n); %no. of r-qbit gates w/ k-1 controls (Pelejo, Li)
H=zeros(n,n); %no. of r-qbit gates with k-1 controls (Vartiainen et al)
W=zeros(n,n); %weight matrix column k of G*W is column k of G times (k-1)
w=zeros(2,n);
for r=1:n
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W(r,r)=r-1;
G(r,1)=r;
H(r,1)=2^(r-1);
if r>1
G(r,2)=r*(r-1)*(2^(r-2)+1);
for k=2:r
H(r,k)=H(r-1,k)+H(r-1,k-1)+ max([2^(r-2),2^(k-1)])+ 2^(2*r-k-1)-2^(r-2);
end
end
if r>2
G(r,3)=(1/3)*(4^r-4)-(2^r)*(r-1)+r*(r-1)*(r-2)/2;
end
if r>3
for k=4:r
G(r,k)=G(r-1,k)+G(r-1,k-1)+ nchoosek(r-1,k-1);
end
end
V=G*W;
X=H*W;
w(1,r)=sum(V(r,:));
w(2,r)=sum(X(r,:));
end
x=1:n;
plot(x,w(2,:)-w(1,:),’k’,’LineWidth’, 2);
ylabel(’log(T2(n)-T1(n)) base 10’);
xlabel(’n’);
A.3 Optimal Values of F (ρ1,Φ(ρ2)) and H(ρ1||Φ(ρ2))
The Matlab script maxFidvN carries out the steps in Algorithm 3.3.4 to generate the matrix
C such that the fidelity C is majorized by B (i.e. there is a mixed unitary/unital channel sending
B to C) and the fidelity F (A, C) is maximum and H(A||C) is minimum. It also outputs fmin,fmax,
which are the minimum and maximum values, respectively, of F (A,Φ(B) over all mixed unitary
(or over all mixed unital) channels. Similarly, rvnmin,rvnmax, are the minimum and maximum
values of the quantum relative entropy H(A||Φ(B)) over all mixed unitary (or over all mixed
unital) channels. The subroutines Fid and RvN computes the fidelity and the quantum relative
entropy of two density matrices. Another subroutine ismajorized returns 1 if x/sum(x) is
majorized by y/sum(y) and 0 otherwise.
function [C,fmin,fmax,rvnmin,rvnmax]=maxFidvN(A,B,n)
A=(A+A’)/2;
A=A/trace(A);
B=(B+B’)/2;
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B=B/trace(A);
[Ua,Da]=eig(A);
a=diag(Da);
[a,Ia]=sort(a,’descend’);
Ua=Ua(:,Ia);
b=eig(B);
b=sort(b,’descend’);
c=zeros(n,1);
if min(a)<0 | min(b)<0
C=zeros(n);
fprintf(’ERROR: Your A and B are not positive semidefinite’);
else
indf=1;
while indf<=n
if indf==n
c(n)=b(n);
elseif a(indf)==0
c(indf:n)=b(indf:n);
indf=n+1;
else
indl=indf;
while indl<n
if ismajorized(a(indf:indl+1),b(indf:indl+1))==1
indl=indl+1;
else
break;
end
end
sa=sum(a(indf:indl));
sb=sum(b(indf:indl));
c(indf:indl)= sb*a(indf:indl)/sa;
indf=indl+1;
end
end
bdown=sort(b,’ascend’);
C=Ua*diag(c)*Ua’;
fmin=Fid(diag(a),diag(bdown));
fmax=Fid(A,C);
rvnmin=RvN(A,C);
rvnmax=RvN(diag(a),diag(bdown));
end
function l=ismajorized(x,y)
x=x/sum(x);
y=y/sum(y);
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x=sort(x,’descend’);
y=sort(y,’descend’);
l=1;
k=1;
n=size(x,1);
while l==1 & k<n
if (sum(x(1:k)))>(sum(y(1:k)))
l=0;
break;
else
k=k+1;
end
end
function f=Fid(X,Y)
sqX=X^(0.5);
sqXY=(sqX*Y*sqX)^(0.5);
f=trace(sqXY);
function g=RvN(V,W)
temp = [V, W];
if rank(temp)>rank(W) %means that Col(V) is not a subset of Col(W)
g = inf;
else %other case when supp(V) is contained in supp(W)
[U1,D1] = eig(V);
[U2,D2] = eig(W);
L1 = D1;
L2 = D2;
for ii=1:size(L1,2)
if D1(ii,ii)>0 %we take log 0 to be 0
L1(ii,ii)=log(D1(ii,ii));
end
if D2(ii,ii)>0 %we take log 0 to be 0
L2(ii,ii)=log(D2(ii,ii));
end
end
g = trace(V*(U1*L1*U1’-U2*L2*U2’));
end
A.4 On Finding Extreme Points of E5
The following script, named n5EXT.m, was used to generate the extreme points of E5.
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A=[1,-1,0,0,0,0,0,0,0;0,1,-1,0,0,0,0,0,0;0,0,1,-1,0,0,0,0,0;0,0,0,1,-1,0,0,0,
0;0,0,0,0,1,-1,0,0,0;0,0,0,0,0,1,-1,0,0;0,0,0,0,0,0,1,-1,0;0,0,0,0,0,0,0,
1,-1;1,1,1,1,1,1,1,1,2;-1,-1,-1,-1,-1,-1,-1,-1,-1;0,0,1,1,0,0,0,0,0;
0,0,0,0,0,0,-1,-1,0;0,0,0,-1,-1,-1,-1,-1,-1;0,1,1,1,1,1,1,0,0;1,0,0,
1,1,1,0,0,0;1,1,1,1,0,0,0,1,1;0,1,1,1,0,0,1,0,0;0,0,0,-1,0,0,-1,-1,-1];
b=[0,0,0,0,0,0,0,0,1,-1,1/5,-1/5,-3/5,3/5,2/5,3/5,2/5,-2/5]’;
ext=[1/10*ones(1,9)];
s=size(b,1);
for i1=1:s-8 for i2=i1+1:s-7 for i3=i2+1:s-6 for i4=i3+1:s-5 for i5=i4+1:s-4
for i6=i5+1:s-3 for i7=i6+1:s-2 for i8=i7+1:s-1 for i9=i8+1:size(b,1)
ind=[i1,i2,i3,i4,i5,i6,i7,i8,i9]’;
B=A(ind,:);
y=b(ind);
if rank(B)==9
x=B\y;
end
if min(A*x-b)>-0.0000000001
match=0;
l=1;
while match == 0 & l<=size(ext,1)
if max(abs(x’-ext(l,:)))<0.0000000001;
match=1;
end
l=l+1;
end
if match==0
ext=[ext;x’];
end
end
end end end end end end end end end
ext=[ext,1-sum(ext,2)];
The following script can be used to find a ρ ∈ S2(15I5) that is permutationally similar to a
direct sum of 2 × 2 matrices and whose eigenvalue is given by one of the extreme points listed
above.
function [J,feassimp,rho]=Findnicesol(a)
a(a<0)=0;
a=a/sum(a);
a=a(:);
a=sort(a,’descend’);
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I=[1,10,2,6,4,9,3,8,7,5]’;
feassimp=0;
N=factorial(10);
j=0;
err=10^(-15);
while j<N && feassimp==0
j=j+1;
J=nthperm(I,j);
l1=logical((a(J(1))+a(J(10)))>= 0.2-err);
l2=logical((a(J(2))+a(J(10)))<= 0.2+err);
l3=logical((a(J(1))+a(J(10))+a(J(2))+a(J(3)))>= 0.4-err);
l4=logical((a(J(1))+a(J(10))+a(J(2))+a(J(4)))<= 0.4+err);
l5=logical((a(J(5))+a(J(7))+a(J(8))+a(J(9))) >= 0.4-err);
l6=logical((a(J(6))+a(J(7))+a(J(8))+a(J(9))) <= 0.4+err);
l7=logical((a(J(7))+a(J(9)))>= 0.2-err);
l8=logical((a(J(8))+a(J(9)))<= 0.2+err);
feassimp=l1*l2*l3*l4*l5*l6*l7*l8;
end
if feassimp==0
J=zeros(size(I));
fprintf(’EIGS %g %g %g %g %g %g %g %g %g %g nosimplesol \n’, ...
a(1),a(2),a(3),a(4),a(5),a(6),a(7),a(8),a(9), a(10));
else
aJ=zeros(1,10);
for i=1:10
aJ(J(i))=a(i);
end
x1=1/5-aJ(10);
x2=2/5-aJ(10)-aJ(1)-aJ(2);
x3=3/5-aJ(10)-aJ(1)-aJ(2)-aJ(3)-aJ(4);
x4=4/5-aJ(10)-aJ(1)-aJ(2)-aJ(3)-aJ(4)-aJ(5)-aJ(6);
x5=aJ(9);
y1=sqrt(x1*(1/5-x2)-aJ(1)*aJ(2));
y2=sqrt(x2*(1/5-x3)-aJ(3)*aJ(4));
y3=sqrt(x3*(1/5-x4)-aJ(5)*aJ(6));
y4=sqrt(x4*(1/5-x5)-aJ(7)*aJ(8));
D=diag([x1,x2,x3,x4,x5]);
X=[zeros(4,1),diag([y1,y2,y3,y4]);zeros(1,5)];
rho=[D, X; X’, 1/5-D];
end
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APPENDIX B
Extreme Points of E5 and E6
B.1 Extreme points of E5
Here is the list of extreme points of E5.(
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B.2 Extreme points of E6
The following are the extreme points of E6
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27 , 0
)
,(
1
9 ,
1
9 ,
1
9 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 , 0
)
,
(
1
6 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 , 0
)
,(
1
8 ,
1
8 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 , 0
)
,
(
2
15 ,
2
15 ,
2
15 ,
2
15 ,
1
15 ,
1
15 ,
1
15 ,
1
15 ,
1
15 ,
1
15 ,
1
15 , 0
)
,(
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12 ,
1
12
)
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APPENDIX C
Proof of Theorem 5.3.5
Note that the condition trJcs (ρ) = ρJs can be written as a set of linear constraint of the form
Asx = bs by vectorizing ρ into x ∈ Rn and ρJs into bs ∈ Rm. Thus, Theorem 5.3.5 will follow
from proposition 5.3.4 and the following theorem.
Theorem C.0.1. Let Aj ∈ Mnj ,N and bi ∈ Mnj for j = 1, . . . ,m. For any {j1, . . . , jr} ⊆
{1, . . . ,m}, denote by A[j1,...,jr] the matrix whose row space is
r⋂
s=1
Row(Ajs). The set
L = {x | Asx = bs for s = 1, . . . ,m}
is nonempty if and only if for any subset {j1, . . . , jr} of {1, . . . ,m}, the projection of bjs onto
r⋂
`=1
Row(Aj`) is constant for all s = 1, . . . r. In this case, denote this projection by b[j1,...,jr]. Then
the least square projection of z ∈ CN onto L is given by
z˜ = z +
m∑
s=1
(−1)r
∑
{j1,...,jr}⊆{1,...,m}
A+[j1,...,jr]
(
A[j1,...,jr]x− b[j1,...,jr]
)
Proof:
We will prove this theorem by induction.
First, we consider the case when m = 2. Let V =
(
V T1 V
T
2 V
T
3
)T
such that the rows of V1
form an orthonormal basis for Row(A1) ∩ Row(A2)⊥, the rows of V2 form an orthonormal basis
for Row(A1)∩Row(A2) and the rows of V3 form an orthonormal basis for Row(A2)∩Row(A1)⊥.
Then for some unitary U1 =
(
U11
U21
)
∈Mn1 and U2 =
(
U12
U22
)
∈Mn2 , we have
(
A1
A2
)
= (U∗1 ⊕ U∗2 )

C1 0 0
0 C2 0
0 C2 0
0 0 C3
V
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Thus (
A1
A2
)+
= V ∗
C†1 0 0 00 C†2/2 C†2/2 0
0 0 0 C+13
 (U1 ⊕ U2)
=
(
A†1 A
†
2
)
− 12
(
A†1P
∗
1 A
†
2P
∗
2
)
where P1 = U
∗
1
(
0 0
0 I
)
U1 is the projection from Row(A1) to Row(A1) ∩ Row(A2) and P2 =
U∗2
(
I 0
0 0
)
U2 is the projection from Row(A2) to Row(A1) ∩ Row(A2). Note that
A†1P
∗
1A1 = V
0 00 C†2
0 0
(C1 0 0
0 C2 0
)
V ∗ = V
 0 0C†2 0
0 0
(0 C2 0
0 0 C3
)
V ∗ = A†2P
∗
2A2 := A[1,2].
If L 6= ∅, then there must be x˜ such that A1x˜ = b1 and A2x˜ = b2. Thus A†1P ∗1 b1 = A†2P ∗1A1x˜ =
A†2P
∗
2A2x˜ = A
†
2P
∗
2 b2 : b[1,2]. Thus, the least square approximation of a given x ∈ Rn on the set L
is given by
x˜ = x−
(
A1
A2
)†((
A1
A2
)
x−
(
b1
b2
))
= x−A†1(A1x− b1)−A†2(A2x− b2) + 12A†1P ∗1 (A1x− b1) + 12A†2P ∗2 (A2x− b2)
= x−A†1(A1x− b1)−A†2(A2x− b2) +A†[1,2](A[1,2]x− b[1,2])
This proves the theorem for the case m = 2.
Now, suppose it is true for m = 2, . . . , s − 1. The least square approximation of a given
x ∈ RN on L is given by
xˆ = x−

A1
A2
...
As

†

A1
A2
...
As
x−

b1
b2
...
bs

 .
From the m = 2 case, we have
xˆ = x−
 A1...
As−1

†
 A1...
As−1
x−
 b1...
bs−1

−A†s(Asx−bs)+
 A[1,s]...
A[s−1,s]

†
 A[1,s]...
A[s−1,s]
x−
 b[1,s]...
b[s−1,s]

 ,
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Apply the induction hypothesis to get
y1 = x−
 A1...
As−1

†
 A1...
As−1
x−
 b1...
bs−1


= x+
s−1∑
r=1
(−1)r ∑
{i1,...,ir}⊆{1,...,s−1}
A†[i1,...,ir]
(
A[i1,...,ir]x− b[i1,...,ir]
)
y2 = x−
 A[1,s]...
A[s−1,s]

†
 A[1,s]...
A[s−1,s]
x−
 b[1,s]...
b[s−1,s]


= x+
s−1∑
r=1
(−1)r ∑
{j1,...,jr}⊆{1,...,s−1}
A†[j1,...,jr,s]
(
A[j1,...,jr,s]x− b[j1,...,jr,s]
)
Then xˆ = y1 − y2 + x− A†s(Asx− bs), which gives the desired equation. 2
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