Abstract. This paper is mainly devoted to the iterative learning control (ILC) design for a class of linear discrete time systems. By providing a 2D analysis of the learning process, the ILC design for such systems can be transformed into the problem of state feedback or output feedback control for 2-D systems described by Roesser models. Then, a Lyapunov approach can be used to obtain an ILC law that achieves asymptotical convergence of the tracking error. Sufficient stability conditions are provided in terms of linear matrix inequalities, which can determine learning gains as well. The theoretical results are also verified through simulation tests.
Introduction
Many practical control systems have the repetitive operation tasks, such as batch processes [1, 2] . Iterative learning control (ILC) is an effective technique that attempts to achieve a perfect output tracking for such systems over a finite time interval. Motivated by human learning, ILC uses information from previous iterations to improve the input signal of current iteration, and the control objective is achieved finally in the sense that the improvement of learning proceeds from trial to trial. Since the original work in [3] , the general area of ILC has been attracted by more and more researchers.
Until now, there are many approaches available with regard to ILC systems. For example, the early contraction mapping approach for linear ILC and nonlinear ILC systems [1, 4, 5] , the Lyapunov-based approach for continuous-time systems [6] , the supervector approach for linear discrete-time ILC systems [7, 8] , etc. However, there are some essential limits for the above-mentioned approaches. Contraction mapping approach only focuses on the problem of stability or convergence analysis for ILC systems, and does not present the issue of controller design. Lyapunov-based approach is only considered for a class of special continuous-time systems as described in [6] . For linear discrete-time systems, super-vector approach is an effective technique for ILC. This technique reformulates the 2D ILC system as 1D system that evolves only in the trial domain. Then, the issue of convergence * Corresponding author analysis and controller design can be discussed. For instance, the stability has been analyzed in the frequency domain [9] , the time domain [10, 11] , and both the frequency and time domains [12] . The design of lifted ILC laws has been studied using ∞ theory [13, 14] , analysis [15] or quadratic cost [16] , etc. Even though super-vector approach contributes to the ILC theory, it does not address the computational complexity of the lifted ILC design method that might hamper their reallife application [17, 18] . In the trial domain representation, dimensions of the lifted system matrices (system matrices in the trial domain) are proportional to the number of sampling steps in the trial. Besides computational complexity, another difficulty that might hinder the design of ILC for the case of large trial lengths, is an increased demand for memory locations that are needed to store lifted system matrices.
In fact, ILC is a fundamentally 2-D process in essence. Hence, 2-D system theory has been successfully introduced to the ILC approaches in recent years. Contributing by the two independent dynamic processes of the 2-D system, the 2-D model provides an excellent mathematical platform to describe both the dynamics of the control system and the behavior of the learning iteration. Based on the existing 2-D system theory, ILC analysis and design have been addressed for linear time-invariant (LTI) systems [19] [20] [21] , and the results for LTI system also extended to linear timevarying (LTV) ILC systems in [22] which are based on the time-varying 2-D Roesser models. It should be noted that ILC design with linear matrix inequality (LMI) based on 2-D model have been developed to address the control system stability in both the time and batch directions [23] [24] [25] [26] [27] [28] . In [23] [24] [25] , the ILC design for linear systems can be attributed to the rigorous stability theory of linear repetitive process developed in [23] . Moreover, it is also shown that an LMI re-formulation of the stability conditions for discrete linear repetitive processes leads naturally to design algorithms for control laws to ensure stability along the pass under control action. In [26] , some new concepts and convergence indices are introduced to describe the dynamical behaviors of the corresponding 2D Roesser system in horizontal and vertical propagation directions. Sufficient conditions for stability of the 2D Roesser system are derived, and then a series of new algorithms for ILC design for discrete-time linear systems based on LMI techniques are presented. Under this framework, the ILC design can also be considered for a class of linear systems with time-delay [27] , nonlinear systems [28] and advanced PI control [29] .
In this paper, a novel ILC design approach based 2-D system theory for a class of discrete time linear systems is presented. After providing a 2D analysis of the learning process, it has been shown that the design problem of an ILC law for such system can be transformed straightforwardly into feedback control problem of 2-D systems described by Roesser models. Here, due to the state signal of ILC system is measurable or not, the feedback control for 2-D systems can be designed using state feedback or output feedback. Depending on existed 2-D systems results [30] [31] [32] , a Lyapunov approach can be employed to develop LMI conditions that guarantee asymptotical convergence for tracking error of the ILC system, and the feasibility and effectiveness of the proposed designs are demonstrated by numerical examples. Compared to the existing methods [23] [24] [25] [26] [27] [28] , the ILC law is designed based on a simple linear matrix inequality in this paper, resulting in less computation than the existing designs. Besides, when only output signal is available, the proposed design can solve the problem of convex optimization by introducing a new slack variable.
The remainder of this paper is organized as follows. Section 2 presents the description and design objectives of a class of discrete systems together with their transformation into equivalent 2D Roesser systems. In Section 3, a Lyapunov approach for 2D system is employed to develop LMI conditions that guarantee asymptotical convergence of the tracking error for ILC system. Based on the condition, a design approach for ILC law is given. In Section 4, the feasibility and effectiveness of the proposed design algorithms are demonstrated through simulation tests. Finally, the conclusions of this paper are given in Section 5.
Problem formulations
We consider the following linear discrete time system ( 1, ) ( , ) ( , ) , ( , ) ( , )
where ( , ) , ( , ) , ( , ) 
The control objective is to find a control input ( , ) u t k for any 0 n xR  and any initial control sequence ( ,0) ut , it generates a output for system such that ( , ) ( )
A general iterative learning control law can be given as follows:
where
Remark 1: The ILC updating law (2) means using the error information from previous trials as efficiently as possible in order to achieve a minimal tracking error in as few iterations as possible. The simplest ILC law is using a proportional-integral derivative learning law, which consists of a proportional, integral and derivative gain on the tracking error to update the system input. More advanced learning laws include plant inversion methods [33] , norm-optimal ILC methods [34, 35] or adaptive design methods [36, 37] , etc. In this paper, we only consider the simple P-type ILC.
The ILC system (1) and (2) is essentially a 2D system with evolution along two independent axes: time t and iteration k . We can use the 2D analysis approach to derive an expression for the tracking error and the state error.
Using (1) and (2), we can obtain
where ( , )
Next, from (1) and (2), the following can also be obtained ( 1, ) ( , 1) ( , ) ( , ) ( 1, ) .
Equations (3) and (4) can be rewritten as a class of 2D Roesser system as follows:
Now, we consider the following ILC law
),
where 12 ,
KK are designed matrices. (6) can be rewritten as
Substituting (7) into (5), we can present the ILC system as a class of 2D systems as follows
where .
c A A BK  In this case, the problem of ILC design to be addressed in this paper can be transformed as follows: Given a 2-D discrete time system described by (5), design a state feedback controller in the form of (7) such that the resulting closed-loop system (8) is asymptotical stable.
Main results
Now, we recall some useful related results on the stability of 2-D discrete systems described by the Roesser model. It has been shown that the stability analysis using Lyapunov functions is efficient to derive sufficient conditions guaranteeing the asymptotic stability for 2-D discrete systems. The well known Lyapunov inequality to test the stability of the 2-D discrete system in (8) is given in the following Lemma.
Lemma 1 [30] . If there exists a positive definite block diagonal matrix (8) 
and 0 0 -0 0 0 -0 0 00 -0 0 0
Using Lemma 3, we have T cc PA P A P P 
Thus, multiplying the right and the left hand sides of condition (14) 
K YS
 .
Remark 2:
Theorem 2 provides an LMI condition for the ILC convergence, which is expressed in terms of learning gains and plant model parameters. This falls into the category of ILC where a convergence condition is given with respect to known plant knowledge. But in contrast, this LMI condition provides a direct approach to determine learning gains. Next, we extend the above analysis to the case of unavailable state .
In ILC updating law (6), both output signal and state signal of the ILC system are used. However, state signals may be measurable or difficult to be measured in many practical systems. In this case, only output signal can be used. The ILC law can be constructed as Arimoto P-type updating law given by
where  is the learning gain matrix.
We add an output equation for 2D system (5) 
design an output feedback controller in the form of
such that the resulting closed-loop system is asymptotically stable. Denote (17), (18) and (19), we have 2 .
K KC 
Substituting (19) into (18), we can present the ILC system as a 2-D discrete closed-loop system given by
c A A BKC  Using Theorem 1, the synthesis of output feedback controller can be described to find ( , , ) K P S such that the following matrix inequality holds
We note that the problem of solving numerically (21) is non-convex. This makes the matrix inequality difficult to be solved.
We introduce a new slack variable G in (21) (20) 
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                     (22) then 2-D discrete closed-loop system
Numerical Examples
In this section, an example is provided to illustrate the validity of our design. Let us consider the following discrete-time system
The desired repetitive reference trajectory is: 
Then, the state is measurable and immeasurable are separately considered .
Case 1 state is measurable
In this case, the ILC updating law is given as 
Hence, the ILC gain matrix can be selected as
2.2247 -0.6072 3.1864 .
K YS 
The results of simulation are shown in Fig. 1 . Fig. 1  (a)-(d) give system output at the 2nd, 3rd, 5th, 10th iterations (solid line) and the desired output trajectory (dash line). Fig. 2 gives the max tracking error on the iteration domain. It can be observed that by using the proposed iterative learning control law, we can guarantee the asymptotic convergence of the tracking error for all [1, Using Theorem 3, we know that once the LMI (22) is feasible, the gain matrix for 2D system can be determined by (17) is =0.5657  . The simulation results are shown in Fig. 3 . Fig. 3 (a)-(d) also give system output at the 2nd, 3rd, 5th, 10th iterations (solid line) and the desired output trajectory (dash line), and Fig. 4 gives the max tracking error on the iteration domain. Clearly, the ILC system is stable also in this case. Note that in existing contraction mapping approach, a sufficient stability condition of P-type ILC (17) 
Conclusions
In this paper, an ILC design approach for a class of linear discrete time systems has been presented. After providing a 2D analysis of the learning process, it has been shown that the design problem of ILC law for such system can be transformed straightforwardly into state feedback or output feedback control problem of 2-D systems described by Roesser models. Then, a Lyapunov approach has been employed to develop LMI conditions that guarantee asymptotical convergence of the tracking error. It is also shown that the solution can be recast as a convex optimization under LMI form. The theoretical results have been verified through simulation tests. The max tracking error
