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Abstract. A topological dynamical system (X, f) induces two natural
systems, one is on the probability measure spaces and other one is on the
hyperspace. We introduce a concept for these two spaces, which is called
entropy order, and prove that it coincides with topological entropy of
(X, f). We also consider the entropy order of an invariant measure and
a variational principle is established.
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1 Introduction
Throughout this paper, by a topological dynamical system we mean a pair (X, f),
where X is a compact metric space and f is a continuous map from X to itself. We use
M(X),Mf(X), andM
erg
f (X) to denote the set of Borel probability measures, the set
of f -invariant Borel probability measures, and the set of ergodic f -invariant measures
with the weak*-topology, respectively. Let K(X) denote the space of nonempty closed
subsets of X provided with the Hausdorff metric.
A topological dynamical system (X, f) induces two natural systems: (M(X), fM)
and (K(X), fK). The study of the connections between the dynamical properties of
(X, f) and the induced topological dynamical systems has attracted a lot of interest.
In 1975, Bauer and Sigmund [3] first gave a systematic study of the dynamical prop-
erties of the induced dynamical systems. It was shown that (X, f) is weakly mixing
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(mildly mixing, strongly mixing) if and only if (M(X), fM) (or (K(X), fK)) has the
same property. In 2005, Banks [2] proved that (K(X), fK) is transitive if and only
if (X, f) is weakly mixing. Recently, Li, Yan and Ye [21] investigated the dynamical
properties of the connections between (X, f), (M(X), fM) and (K(X), fK), focussing
on periodic systems, P-systems, M-systems, E-systems, and disjointness. Later, Li,
Oprocha, Ye and Zhang [20] showed that (K(X), fK) is pointwise minimal if and only
if (X, f) is equicontinuous and that (K(X), fK) is weakly rigid if and only if (X, f)
is uniformly rigid. The above investigations focussed on the qualitative study of the
relations between the complexity of original system and that of its induced systems.
Inspired by the concept of Shannon entropy in information theory, Kolmogorov and
Sinai introduced measure-theoretic entropy into ergodic theory. Later, Adler, Konheim
and McAndrew [1] proposed a notion of topological entropy whose definition does not
involve any invariant measure. After that, the notion of entropy has played a crucial
role in quantifying the degree of disorder in a system. For a topological dynamical
system (X, f), by embedding the product of system into induced systems, Bauer and
Sigmund [3] showed
htop(X, f) > 0⇒ htop(fM) = htop(fK) =∞. (1.1)
In 1995, Glasner and Weiss [10] obtained a remarkable result:
htop(X, f) = 0⇒ htop(fM) = 0. (1.2)
Later, this connection was further studied by Kerr and Li [14] by shown (X, f) is null
if and only if (M(X), fM) is null. In 2017, Qiao and Zhou [25] extended this result
to the case of sequence entropy and showed the upper entropy dimension of the (X, f)
is equal to that of (M(X), fM). Recently, Liu, Qiao and Xu [22] proved that if the
topological entropy of a nonautonomous dynamical system (X, {fn}∞n=1) vanish, then so
does that of its induced system (M(X), {fn}∞n=1); and once the topological entropy of
(X, {fn}∞n=1) is positive, that of its induced system (M(X), {fn}
∞
n=1) jumps to infinity.
While the topological property of induced transformations has been extensively
studied, their quantitative relationship with underlying systems is rarely considered.
From formulas (1.1) and (1.2), the induced systems are more complicated.
Emergence is one of the most important concept in complexity science [23]. It
was introduced by Berger [4] in a compatible viewpoint to quantify the complexity of
the statistical behavior of typical orbits for general dynamical systems. And further
developed in [6] with Bochi. Let (X, f) be a topological dynamical system.
Definition 1.1. (Metric emergence [4]) For any µ ∈ M(X), the metric emergence
Eµ(f) of f at scale ε > 0 is the minimal number N of probability measure {νi}1≤i≤N
so that
lim sup
n→∞
∫
X
d
(
efn(x), {νi}1≤i≤N
)
dµ(x) < ε.
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Definition 1.2. (Topological emergence [6]) The topological emergence Etop(f)(ε) of
f is the function which associates to ε > 0 the minimal number of ε-balls of M(X)
whose union covers Mergf (X).
In [6], Berger and Bochi showed that the order of the topological emergence of a
system f on a compact manifold of dimension d is at most d. And they provided
examples of systems which the upper bound is generically attained.
Theorem 1.1. [6, Theorem A] Let f be C1+α-mapping of a manifold which admits a
basic hyperbolic set K with box dimension d. Assume that f is conformal expanding or
that f is a conservative surface diffeomorphism. Then the topological emergence f |K
is stretched exponential with exponent d:
lim
ǫ→0
log log Etop(f |K)(ε)
− log ε
= d.
Based on these examples, they pointed out that emergence and entropy are com-
pletely unrelated, in the sense that there exist systems with positive metric entropy but
minimal metric emergence, and stretched exponential emergence but zero topological
entropy. Following their ideas, and inspired by the relationship between dimension and
entropy, we will introduce the notions of dynamical emergence and entropy order for
induced spaces M(X) and K(X). See [4, 5, 6] for more information on emergence.
Now, we state our main results: firstly, we show that the entropy orders of M(X)
and K(X) equal to the topological entropy of (X, f) .
Theorem 1.2. Let (X, f) be a dynamical system. Then
E(fM) = htop(f).
Theorem 1.3. Let (X, f) be a dynamical system. Then
E(fK) = htop(f).
Secondly, we show that for dynamical systems satisfying some conditions, the en-
tropy order of some subset is sufficient to reflect that of the whole space. Denote the
collection of ergodic probability measures supported on the orbit of a periodic point
by Mperf (X), and let Kf (X) := {B ∈ K(X) : f(B) = B}, i.e., the set of fixed points
of fK.
Theorem 1.4. Let (X, d) be a compact metric space and suppose f : X → X is a
positively expansive map with specification property. Then
htop(f) = E(fM,M
per
f (X)).
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Theorem 1.5. Let (X, d) be a compact metric space and f : X → X be a positively
expansive map with specification property. Then
htop(f) = E(fK,Kf(X)).
In addition, we define the entropy order for invariant measures Eµ, and establish
the following variational principle.
Theorem 1.6. Let (X, d) be a compact metric space and f : X → X a continuous
map. Then
E(fM,M
erg
f (X)) = max{Eµ : µ ∈Mf(X)}.
Finally, we consider the Theorem 1.1 in the case of hyperspace. Let (X, f) be a
topological dynamical system, denote by Nf (ε) the minimum cardinality of ε-dense set
of Kf(X).
Theorem 1.7. Let f be C1+α-mapping of manifold which admits a basic hyperbolic set
Λ with box dimension b. Assume that f is conformal expanding, then
b = lim
ε→0
log logNf |Λ(ε)
− log ε
.
Our results give some new points to comprehensive the connection of topological
dynamical systems and their induced systems. This paper is organized as follows. In
Section 2, we list basic notions and results, two kinds of dynamical metrics on induced
spaces. In Section 3, we give the definitions of dynamical emergences and entropy
orders. In Section 4, we prove our main results. In Section 5, we give a short argument
on pointwise emergence introduced in [15].
2 Preliminaries
In this section, we recall some basic definitions and give some properties of induced
transformations fM and fK. We shall denote by N the set of all positive integers, N0
the set of all non-negative integers, and R the set of all real numbers.
2.1 Positively expansiveness and specification property
Let (X, f) be a topological dynamical system with a metric d on X . Then f is said
to satisfy the Bowen specification property if for any ε > 0, there exists an n0 ∈ N
such that given any x1, . . . , xk ∈ X , any nonnegative integers n1, . . . , nk, s1, . . . , sk with
si ≥ n0, there exists a point p ∈ X such that, writing mj =
∑j
i=1 ni+si for j = 1, . . . , k
and m0 = 0,
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(1) d(fmj−1+ip, f ixj) < ε for 0 ≤ i < nj and 1 ≤ j ≤ k;
(2) fmk(p) = p.
If the periodicity condition (2) is omitted, we say that f has the specification property.
A dynamical system (X, f) is called positively expansive if there exists a ρ > 0 such
that for distinct x, y ∈ X , there exists an n ∈ N0 such that d(fnx, fny) > ρ. Call ρ
the expansive constant for f .
The following important fact arises from the definition of expansiveness, see [18, 19]
for explicit statement and proof.
Lemma 2.1. If (X, f) has the specification property and positively expansiveness, then
(X, f) has the Bowen specification property.
2.2 The space of measures
Let (X, d) be a compact metric space. It is well known that M(X) is compact with
the weak*-topology. Denote the support set of a measure µ by suppµ. We will next
recall the p-Wasserstein metric, 1 ≤ p < ∞, on M(X). Given µ, ν ∈ M(X), a
transport plan from µ to ν is a probability measure pi on the product X ×X such that
(p1)∗pi = µ and (p2)∗pi = ν, where p1, p2 : X ×X → X are the canonical projections,
and (pi)∗pi = pi ◦ p
−1
i for i = 1, 2. Let Π(µ, ν) denote the set of all transport plans from
µ to ν. Then for 1 ≤ p <∞, the p-Wasserstein distance between µ and ν is defined as:
Wp(µ, ν) :=
(
inf
π∈Π(µ,ν)
∫
[d(x, y)]p dpi(x, y)
)1/p
.
The integral in the above formula is called the cost of the transport plan pi, and the
infimum is always attained. It is a metric and the induced topology is just the weak*-
topology on M(X) (see [27, Theorem 7.3 and Theorem 7.12]).
Another metric on M(X) we consider is the Le´vy–Prokhorov metric. For µ, ν ∈
M(X), LP (µ, ν) is defined as the infimum of ε > 0 such that for every Borel set
B ⊂ X ,
µ(B) ≤ ν(Bε) + ε and ν(B) ≤ µ(Bε) + ε,
where Bε denotes the ε-neighbourhood of B. The Le´vy–Prokhorov metric can also be
defined in terms of transport plans: it is the infimum of ε > 0 such that there exists a
pi ∈ Π(µ, ν) with the set {(x, y) ∈ X ×X : d(x, y) > ε} having pi-measure less than ε.
The induced topology is also the weak*-topology for measures (see [27, p. 74]).
Note that both the Wasserstein metric and the Le´vy–Prokhorov metric of M(X)
depend on the metric of X . Moreover, the map x 7→ δx makes X embed isometri-
cally into M(X). The p-Wasserstein metric and the Le´vy–Prokhorov metric have the
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following Ho¨lder comparisons: for 1 ≤ q ≤ p <∞,
Wq ≤Wp ≤ (diam X)
1− q
pW
q
p
q . (2.1)
LP 1+
1
p ≤Wp ≤ (1 + (diam X)
p)
1
pLP
1
p , (2.2)
see [27, (7.4)], [9, Theorem 2]. Sometimes we will also need the following metric on
M(X), which also induces the weak*-topology. Let C(X, [0, 1]) denote the set of
continuous maps on X with values in [0, 1], and {ϕn}n∈N ⊂ C(X, [0, 1]) be a countable
dense subset. Then
D(µ, ν) :=
∞∑
n=1
|
∫
ϕn dµ−
∫
ϕn dν|
2n
.
2.3 Box dimension and metric order
Let X be a metric space. For ε > 0 and an non-empty subset A ⊂ X , call a subset
E ⊂ X is ε-dense set of A if A ⊂ ∪x∈EB(x, ε), call a subset F ⊂ A is ε-separated
of A if for distinct x, y ∈ F we have d(x, y) > ε. Denote by N(A, ε), S(A, ε) the
smallest cardinality of ε-dense sets of A, the largest cardinality of ε-separated sets of
A respectively. It is easy to check that
S(A, 2ε) ≤ N(A, ε) ≤ S(A, ε).
The upper box dimension of A is defined by
dim(A) = lim sup
ε→0
logN(A, ε)
− log ε
= lim sup
ε→0
log S(A, ε)
− log ε
.
The lower box dimension dim(A) is defined by taking liminf instead of limsup. The
notion dim(A, d), dim(A, d) indicates dependence on metric d. If these two quantities
coincide, call they box dimension of A and denoted by dim(A).
To deal with the case of box dimension being infinite, we follow the concept in [17].
Let
mo(A) = lim
ε→0
log logN(A, ε)
− log ε
= lim
ε→0
log log S(A, ε)
− log ε
,
if the limit exists, and call it metric order of A. The lower and upper metric orders
mo(A), mo(A) are defined by taking liminf and limsup. The following theorem re-
lates the box dimension of underlying metric space and metric order of the space of
probability measures. From this point, the induced space is more “huge” than original
space.
Theorem 2.1. [6, 7, 16] If (X, d) is a compact space with well defined box dimension,
then for any p ≥ 1, dim(X, d) = mo(M(X),Wp).
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2.4 The induced transformation fM
Let (X, d) be a compact metric space and f : X → X be a continuous map. The
induced map on M(X) is defined by
fM :M(X)→M(X)
µ 7→ f∗µ,
where f∗µ(B) = µ(f
−1B) for every Borel set B. For 1 ≤ p < ∞ and n ∈ N, let Wp,n
denote the nth Bowen metric on M(X), i.e.,
Wp,n(µ, ν) = max
0≤i≤n−1
{
Wp
(
f iM(µ), f
i
M(ν)
)}
.
In addition, let W np denote the p-Wasserstein metric defined by the nth Bowen metric
on X , i.e.,
W np (µ, ν) =
(
inf
π∈Π(µ,ν)
∫
[dn(x, y)]
p dpi(x, y)
)1/p
, (2.3)
where dn(x, y) = max {d(f
ix, f iy) : 0 ≤ i ≤ n− 1}. Similarly, let LPn and LP
n de-
note the nth Le´vy–Prokhorov metric and the Le´vy–Prokhorov metric induced by dn,
respectively.
Proposition 2.1. Let (X, f) be a topological dynamical system with the metric d on
X. For any p ≥ 1, n ∈ N,
Wp,n ≤W
n
p .
Proof. We will prove that Wp(f
i
Mµ, f
i
Mν) ≤ W
n
p (µ, ν) for µ, ν ∈ M(X) and any
i = 0, 1, . . . , n − 1. Let ε = W np (µ, ν). Then there exists pi ∈ Π(µ, ν) such that∫
[dn(x, y)]
p dpi(x, y) = εp. As dn(x, y) ≥ d(f i(x), f i(y)) for 0 ≤ i < n, we have
∫
[d(f i(x), f i(y))]p dpi ≤ εp.
Consider the probability measure (f i × f i)∗pi of X × X . It is easy to check that
(f i × f i)∗pi ∈ Π(f iM(µ), f
i
M(ν)). Moreover,∫
[d(x, y)]p d(f i × f i)∗pi =
∫
[d(x, y)]p dpi ◦ (f i × f i)−1 =
∫
[d(f i(x), f i(y))]p dpi ≤ εp,
i.e., Wp(f
i
M(µ), f
i
M(ν)) ≤ ε.
Proposition 2.2. For any topological dynamical system (X, f) with metric d on X
and n ∈ N,
LPn ≤ LP
n.
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Proof. Let ε := LP n(µ, ν), and for a Borel set E, let Eεn denote the ε-neighbourhood
with metric dn. Then
µ(E) ≤ ν(Eεn) + ε, ν(E) ≤ µ(E
ε
n) + ε.
For any i = 0, 1, . . . , n − 1 and z ∈ (f−iE)εn, we have d(f
iz, E) < ε, i.e. z ∈ f−iEε,
which leads to (f−iE)εn ⊂ f
−iEε. Therefore,
f iMµ(E) = µ(f
−iE) ≤ ν((f−iE)εn) + ε ≤ ν(f
−iEε) + ε = f iMν(E
ε) + ε.
Similarly, f iMν(E) ≤ f
i
Mµ(E
ε) + ε, and hence LP (f iMµ, f
i
Mν) ≤ ε, which completes
the proof.
2.5 The induced transformation fK
Let (X, d) be a compact metric space and f : X → X a continuous map. The Hausdorff
metric H on K(X) is defined by
H(B,C) = inf{ε > 0 : B ⊂ Cε and C ⊂ Bε}, B, C ∈ K(X).
This metric turns K(X) into a compact metric space. The induced map on K(X) is
defined by
fK : K(X)→ K(X)
B 7→ f(B).
For n ∈ N, denote by Hn the Hausdorff metric induced by the nth Bowen metric of
(X, f), i.e.,
Hn(B,C) = inf{ε > 0 : B ⊂ Cεn and C ⊂ B
ε
n}, (2.4)
where Aεn = {x ∈ X : dn(x,A) < ε} for a set A. Moreover, set
Hn(B,C) = max{H(f
i
KB, f
i
KC) : i = 0, 1, . . . , n− 1},
the nth Bowen metric for fK. Denote by diam(B, dn) the diameter of a set B ⊂ X
under the metric dn.
Proposition 2.3. Let (X, f) be a topological dynamical system. For n ∈ N, B,C ∈
K(X), we have
Hn(B,C) ≤ H
n(B,C) ≤ Hn(B,C) + max {diam(B, dn), diam(C, dn)} .
Proof. Since dn ≥ d, B ⊂ Cεn implies that f
iB ⊂ (f iC)ε, i = 0, 1, . . . , n− 1, therefore
Hn(B,C) ≤ Hn(B,C).
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If ε := Hn(B,C), then for any x ∈ B and i = 0, 1, . . . , n − 1, there exists yi ∈ C
such that d(f ix, f iyi) ≤ ε. Then
d(f ix, f iy1) ≤ d(f
ix, f iyi) + d(f
iy1, f
iyi) ≤ ε+ diam(C, dn), i = 0, 1, . . . , n− 1,
which implies that B ⊂ Cε+diam(C,dn)n . For the same reason C ⊂ B
ε+diam(B,dn)
n .
For x ∈ X , the nth empirical measure associated to x is
efn(x) :=
1
n
n−1∑
i=0
δf ix,
where δy denotes the Dirac measure at the point y ∈ X . Let V (x) denote the set
of limit points of the sequence {efn}n∈N; it is always a compact connected nonempty
subset of Mf(X).
Proposition 2.4. The map defined by
Φ : X → K(M(X))
x 7→ V (x).
is continuous.
Proof. For ε > 0, we will show that H(V (x), V (y)) < ε when x, y ∈ X close enough,
by proving that for any µ ∈ V (x), there exists a ν ∈ V (y) such that D(µ, ν) < ε.
Take M ∈ N such that
∑∞
n=M+1
1
2n
< ε/4. For µ ∈ V (x), there exists a sequence
of positive integers {nk}k≥1 such that nk → ∞ and efnk(x) → µ as k → ∞. Consider
{efnk(y)}. We may assume that e
f
nk
(y) → ν ∈ V (y). Pick n0 large enough such that
D(efn0(x), µ) < ε/4 and D(e
f
n0(y), ν) < ε/4. We can find ζ > 0 such that |ϕi(f
jp) −
ϕi(f
jq)| < ε/4 for i = 1, . . . ,M and j = 0, 1, . . . , n0−1 whenever d(p, q) < ζ . Therefore,
D(µ, ν) ≤D(efn0(x), µ) +D(e
f
n0
(y), ν) +D(efn0(x), e
f
n0
(y))
<
3ε
4
+
M∑
n=1
|
∫
ϕn de
f
n0
(x)−
∫
ϕn de
f
n0
(y)|
2n
< ε.
3 Dynamical Emergence
In this section, we define the dynamical emergences and entropy orders for M(X),
K(X) and invariant measures.
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3.1 Dynamical emergence of M(X)
We first recall the definition of topological entropy for a topological dynamical system
(X, f). A subset E ⊂ X is called a (n, ε)-spanning set if for every x ∈ X there exists
y ∈ E such that dn(x, y) < ε. A subset F is called a (n, ε)-separated set if dn(x, y) ≥ ε
for every x, y ∈ F with x 6= y. Denote by N(n, ε) the smallest cardinality of any
(n, ε)-spanning set, and by S(n, ε) the largest cardinality of any (n, ε)-separated set.
The topological entropy, htop(X, f), is defined by
htop(f) = lim
ε→0
lim sup
n→∞
logN(n, ε)
n
= lim
ε→0
lim sup
n→∞
log S(n, ε)
n
.
Especially, the limsup can be replaced by liminf in the above formula.
Let (X, d) be a compact metric space and fM the induced transformation. We will
define the dynamical emergence for an arbitrary nonempty subset Z ⊂M(X).
For ε > 0, a set E ⊂M(X) is called a (n, ε)-spanning set of Z if for every µ ∈ Z,
there exists ν ∈ E such that W n1 (µ, ν) ≤ ε. Further, E ⊂ Z is called a5 (n, ε)-
separated set of Z if for distinct µ, ν ∈ E, we have W n1 (µ, ν) > ε. Let NM(Z, n, ε)
denote the smallest cardinality of the (n, ε)-spanning sets for Z, and let SM(Z, n, ε)
denote the largest cardinality of the (n, ε)-separated sets for Z. It is easy to check
that NM(Z, n, ε) ≤ SM(Z, n, ε) ≤ NM(Z, n, ε/2). For simplicity, write NM(n, ε) for
NM(M(X), n, ε) and SM(n, ε) for SM(M(X), n, ε).
Definition 3.1. For a nonempty subset Z ⊂ M(X) and ε > 0, the dynamical emer-
gence of Z with scale ε is defined as the sequence {NM(Z, n, ε)}n∈N. In addition,
let
E(fM,Z) = lim
ε→0
lim sup
n→∞
log logNM(Z, n, ε)
n
,
and call it the entropy order of Z associated with {W n1 }. Write E(fM,M(X)) as
E(fM) for short.
Remark 3.1. (1) Inequalities (2.1) and (2.2) show that we can replace W n1 by W
n
p ,
1 < p <∞ and LP n in the definition of entropy order.
(2) It is easy to check that E(fM,Z) = lim
ε→0
lim sup
n→∞
log logSM(Z, n, ε)
n
.
If we replace metric W n1 by the Bowen metrics on (M(X), fM), Wp,n, 1 ≤ p < ∞
and LPn. Since M(X) is compact, we have lim sup
n→∞
1
n
log N˜M(Z, n, ε) < ∞, where
N˜M(Z, n, ε) denotes the smallest cardinality of ε-spanning sets for Z ⊂ M(X) with
metric W1,n. Hence for every ε > 0 we have lim sup
n→∞
1
n
log log N˜M(Z, n, ε) = 0. This
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demonstrates that the choice of metric in Definition 3.1 seems to be more suitable than
Bowen metric on M(X) for the study of emergence.
A continuous map g : Y → Y of a compact metric space Y is said to be a factor of
f : X → X if there exists a continuous map φ from X onto Y satisfying g ◦ φ = φ ◦ f .
Moreover, if φ is a homeomorphism, we say g is topologically conjugate to f . It is
well known that htop(f) ≥ htop(g) if g is a factor of f and htop(f) = htop(g) if g is
topologically conjugate to f (see [28] for a proof). Note that if g is a factor of f , then
φ∗ : M(X) → M(Y ), defined by φ∗µ = µ ◦ φ−1, is a continuous surjective map, and
satisfies φ∗ ◦ fM = gM ◦ φ∗.
Now, we demonstrate some properties of E(fM, ·) as follows:
Proposition 3.1. (1) If Z ′ ⊂ Z ⊂M(X), then E(fM,Z ′) ≤ E(fM,Z).
(2) If g : Y → Y is a factor of f : X → X, then E(fM) ≥ E(gM). In particular, if f
and g are topologically conjugate then E(fM) = E(gM).
(3) E(fM,Z) = E(fM,Z), where Z denotes the closure of Z.
Proof. (1) Obvious.
(2) This is a simple matter, which is clear from Theorem 1.2.
(3) It is sufficient to show E(fM,Z) ≥ E(fM,Z). Denote by B(µ, n, ε) the ε-neighbourhood
of µ ∈M(X) with metricW n1 . Then Z ⊂ ∪µ∈EB(µ, n, 2ε) provided by Z ⊂ ∪µ∈EB(µ, n, ε),
and therefore NM(Z, n, 2ε) ≤ NM(Z, n, ε).
3.2 Dynamical emergence of a measure
For µ ∈ Mf(X), according to the Birkhoff ergodic theorem, for µ-a.e. x ∈ X , the
sequence {efn(x)}n∈N converges to a unique measure e
f (x) ∈Mf(X).
Definition 3.2. For µ ∈Mf(X), n ∈ N and ε > 0, define
Eµ(n, ε) := min
{
N : ∃F = {µ1, . . . , µN} ⊂ M(X) s. t.
∫
W n1 (e
f (x),F) dµ(x) ≤ ε
}
.
Call the sequence {Eµ(n, ε)}n∈N the dynamical emergence of µ with scale ε. Set
Eµ = lim
ε→0
lim sup
n→∞
log log Eµ(n, ε)
n
,
and call it the entropy order of µ. In particular, we set log 0 = 0.
Remark 3.2. For µ ∈ Mergf (X), we have e
f (x) = µ for µ-a.e. x ∈ X, therefore
Eµ(n, ε) = 1 for any n ∈ N, ε > 0, hence Eµ = 0 for each ergodic invariant measure.
To give the proof of Theorem 1.6, we need the following concept, which is the
dynamical version of the quantization number of a measure (see [11]). Denote by Wn
the 1-Wasserstein metric on M(M(X)) induced by W n1 .
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Definition 3.3. For ω ∈M(M(X)) and n ∈ N, ε > 0, define
Q(ω) = lim
ε→0
lim sup
n→∞
log logQ(ω, n, ε)
n
,
where
Q(ω, n, ε) = min
{
N : there exists a probability measure ρ ∈ M(M(X))
supported on a set of cardinality N, such that Wn(ω, ρ) ≤ ε
}
.
Proposition 3.2. Q(ω, n, ε) = min
{
N ∈ N : ∃F = {µ1, · · · , µN} ⊂ M(X) such that∫
W n1 (µ,F) dω(µ) ≤ ε
}
.
Proof. Let F ⊂M(X) be a set of minimal cardinalityN such that
∫
W n1 (µ,F) dω(µ) ≤
ε. Take a measurable map h :M(X)→ F satisfying W n1 (µ, h(µ)) = W
n
1 (µ,F) for all
µ ∈ M(X). Let ρ = h∗ω. Then suppρ ⊂ F . Consider the map id × h : M(X) →
M(X)×F , µ 7→ (µ, h(µ)), and let pi = (id×h)∗ω. It is easy to check that pi ∈ Π(ω, ρ)
and
∫
W n1 (µ, ν) dpi(µ, ν) ≤ ε. Thus we have D
n(ω, ρ) ≤ ε, i.e., Q(ω, n, ε) ≤ N .
Let ρ ∈ M(M(X)) be a measure such that Dn(ω, ρ) ≤ ε, suppρ = F and #F =
Q(ω, n, ε). This means that there exists pi ∈ Π(ω, ρ) such that
∫
W n1 (µ, ν) dpi(µ, ν) ≤ ε.
Consider a disintegration of pi, that is a collection of measures νξ ∈ M(M(X)) for ω-
a.e. ξ ∈M(X), such that pi =
∫
δξ ⊗ νξ dω(ξ). Since ρ is one of the marginals of pi, we
have suppνξ ⊂ F for ω-a.e. ξ. Therefore,∫
W n1 (ξ,F) dω(ξ) ≤
∫ ∫
W n1 (ξ, η) dνξ(η) dω(ξ) ≤ ε,
which completes the proof.
Proposition 3.3. For any ω ∈M(Mergf (X)), Q(ω, n, ε) ≤ NM(M
erg
f (X), n, ε).
Proof. Given a (n, ε)-spanning set ofMergf (X), we can transport any ω ∈M(M
erg
f (X))
to a measure supported on it with a cost less than ε, which shows that Q(ω, n, ε) ≤
NM(M
erg
f (X), n, ε).
A measure ω ∈M(Mergf (X)) is said to be the ergodic decomposition of µ ∈Mf(X)
if µ =
∫
η dω(η). A trivial verification from the definitions shows that if ω is the ergodic
decomposition of µ ∈ Mf(X), then Q(ω, n, ε) = Eµ(n, ε), which implies the following
proposition.
Proposition 3.4. For any µ ∈Mf(X), we have Eµ ≤ E(fM,M
erg
f (X)).
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3.3 Dynamical emergence of K(X)
Similar to E(fM), a set G ⊂ K(X) is called a (n, ε)-spanning set of Z ⊂ K(X) if
for every B ∈ Z, there exists C ∈ G such that Hn(B,C) ≤ ε. A set G ⊂ Z is
called a (n, ε)-separated set if for distinct B,C ∈ G, we have Hn(B,C) > ε. Denote by
NK(Z, n, ε) the smallest cardinality of the (n, ε)-spanning sets of Z, and by SK(Z, n, ε)
the largest cardinality of the (n, ε)-separated sets of Z. For simplicity, we will write
NK(n, ε) for NK(K(X), n, ε) and SK(n, ε) for SK(K(X), n, ε).
Definition 3.4. For a nonempty subset Z ⊂ K(X) and ε > 0, the dynamical emergence
of Z with scale ε is defined as the sequence {NK(Z, n, ε)}n∈N. In addition, let
E(fK,Z) = lim
ε→0
lim sup
n→∞
log logNK(Z, n, ε)
n
,
and call it the entropy order of Z. For simplicity, we will write E(fK) for E(fK,K(X)).
Remark 3.3. (1) Actually according to the proofs of main results, we can replace
limsup by liminf in the definitions of E(fM) and E(fK), see Remark 4.1.
(2) It follows easily that E(fK,Z) = lim
ε→0
lim sup
n→∞
log logSK(Z, n, ε)
n
.
If g : Y → Y is a factor of f : X → X with factor map φ : X → Y , then
gK : K(Y )→ K(Y ) is also a factor of fK : K(X)→ K(X) with factor map B 7→ φ(B),
which we denote by φK. The following results may be proved in the same way as
Proposition 3.1.
Proposition 3.5. (1) If Z ′ ⊂ Z ⊂ K(X), then E(fK,Z ′) ≤ E(fK,Z).
(2) If g : Y → Y is a factor of f : X → X, then E(fK) ≥ E(gK). In particular, if f
and g are topologically conjugate then E(fK) = E(gK).
(3) E(fK,Z) = E(fK,Z), where Z denotes the closure of Z.
4 Proofs of the main results
In this section, we give the proofs of our main results. We shall denote ⌊a⌋ the largest
integer smaller than a ∈ R.
4.1 Proof of Theorem 1.2
The following formula comes from [7, Theorem A.1], which gives an upper bound on
the number of the balls in Wasserstein distance needed to cover the space M(X).
Theorem 4.1. Let (X, d) be a Polish space with finite diameter D. For any r > 0,
define N(X, r) as the minimal number of balls needed to cover X by balls of radius r.
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Then, for all p ≥ 1 and δ ∈ (0, D), the space M(X) can be covered by Np(X, δ) balls
of radius δ in Wp distance, with
Np(X, δ) ≤
(
8eD
δ
)pN(X, δ
2
)
.
According to above theorem, we have for any ε > 0, there exists a constant C > 0
such that
NM(n, ε) ≤
(
C/ε
)N(f, n, ε/2)
.
So,
log logNM(n, ε)
n
≤
logN(f, n, ε/2)
n
+
log log(C/ε)
n
,
and hence
lim sup
n→∞
log logNM(n, ε)
n
≤ lim sup
n→∞
logN(f, n, ε/2)
n
.
Now taking the limit as ε→ 0, we obtain E(fM) ≤ htop(f).
Now we turn to prove E(fM) ≥ htop(f), our proof is adapted from [6, Theorem 1.6].
For n ∈ N and ε > 0, we say that µ, ν ∈M(X) are (n, ε)-apart if
min {dn(x, y) : x ∈ supp(µ), y ∈ supp(ν)} ≥ ε.
A nonempty subset A ⊂ M(X) is called convex if for any µ1, . . . , µn ∈ A, we have∑n
ı=1 aiµi ∈ A, where 0 ≤ ai ≤ 1 for 1 ≤ i ≤ n and
∑n
i=1 ai = 1. Denote by
A(A, n, ε) the maximal number of pairwise (n, ε)-apart measures in A ⊂ M(X) and,
for simplicity, write A(n, ε) for A(M(X), n, ε) .
Lemma 4.1. (Berstein inequality [12]) Let Hn be the number of heads in n tosses of
a fair coin. Then for any δ > 0,
Prob
(Hn
n
≤
1
2
− δ
)
≤ e−
pi
4
δ2n.
Lemma 4.2. Let A be a convex subset of M(X). Then
E(fM,A) ≥ lim
ε→0
lim sup
n→∞
logA(A, n, ε)
n
.
Proof. For ε > 0 and n ∈ N, let N := 8⌊A(A,n,ε)
8
⌋. Then we have A(A, n, ε)− 7 ≤ N ≤
A(A, n, ε), so we can find ν1, . . . , νN ∈ A that are pairwise (n, ε)-apart. Define
F :=
{
φ : {1 . . . , N} → {0, 1} :
N∑
i=1
φ(i) =
N
2
}
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endowed with the Hamming distance
Hamm(φ1, φ2) := #
{
i ∈ {1, . . . , N} : φ1(i) 6= φ2(i)
}
.
Note that the distance is always an even number and #F =
(
N
N/2
)
≥ (2N)−
1
22N (by
Stirling’s formula). Let φ ∈ F and U be the N
4
-neighbourhood of φ. For φ′ ∈ U , set
k := Hamm(φ, φ′) ≤ N
8
. Then there exist k elements of φ−1({1}) and k elements of
φ−1({0}) at which φ differs from φ′, i.e., φ′ corresponds to k elements in φ−1({1}) and
k elements in φ−1({0}). On the other hand, #φ−1({1}) = #φ−1({0}) = N
2
. Therefore,
#U =
N/8∑
k=0
(
N/2
k
)2
≤

N/8∑
k=0
(
N/2
k
)
2
.
Moreover,
∑N/8
k=0
(
N/2
k
)
equals 2N/2 times the probability of the number of heads
in N
2
tosses of a fair coin is less than N
8
. According to Lemma 4.1, we have
#U ≤

N/8∑
k=0
(
N/2
k
)
2
≤
(
2N/2e−
pi
4
N
16
1
2
)2
= 2Ne−
pi
4
N
16 .
Let F ′ be a N
4
-separated set of F with maximal cardinality. Then
#F ′ ≥
#F
#U
≥ (2N)−
1
22N2−Ne
pi
4
N
16 = (2N)−
1
2 eπ
N
64 ,
and, for large enough N , we have #F ′ ≥ ecN , where c > 0 is a constant.
For each φ ∈ F ′, consider the measure
µφ :=
2
N
N∑
i=1
φ(i)νi.
Let F := {µφ : φ ∈ F ′}. Note that F ⊂ A as A is convex. For two distinct elements
φ1, φ2 ∈ F
′, let S1 and S2 be the support sets of µφ2 and µφ2 respectively. For (x, y) ∈
(S1 \ S2) × S2, there exists j ∈ {1, . . . , N} such that φ2(j) = 1 and φ1(j) = 0. So
dn(x, y) ≥ ε as ν1, . . . , νn are pairwise (n, ε)-apart. Moreover,
µφ1(S1 \ S2) =
2
N
#
{
i ∈ {1, . . . , N} : φ1(i) = 1, φ2(i) = 0
}
=
Hamm(φ1, φ2)
N
≥
1
4
.
Therefore for any pi ∈ Π(µφ1, µφ2),∫
X×X
dn(x, y)dpi(x, y) ≥
∫
(S1\S2)×S2
dn(x, y)dpi(x, y)
≥ εpi[(S1 \ S2)× S2] = εµφ1(S1 \ S2) ≥
ε
4
.
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We conclude that W n1 (µφ1, µφ2) ≥
ε
4
, i.e., F is a (n, ε/4)-separated set. So
SM(A, n,
ε
4
) ≥ ecN ,
and therefore,
log log SM(A, n,
ε
4
)
n
≥
log c+ log(A(A, n, ε)− 7)
n
. (4.1)
Now taking the limsup as n → ∞ and the limit as ε → 0, which completes the
proof.
Observe that if {x1, . . . , xl} is (n, ε)-separated, then {δx1, . . . , δxl} is pairwise (n, ε)-
apart, and therefore,
S(f, n, ε) ≤ A(n, ε).
Let A be M(X) in Lemma 4.2, we get E(fM) ≥ htop(f).
4.2 Proof of Theorem 1.4
It suffices to prove that E(fM,M
per
f (X)) ≥ htop(f). Let ρ be the expansive constant
of f . For δ > 0, we have
S(f, n, ε) ≥ en(htop(f)−δ)
for some ε > 0 and large enough n ∈ N. Let Fn ⊂ X be an (n, ε)-separated set with
#Fn = S(f, n, ε). According to specification property and Lemma 2.1, there exists n0
(depending on ε) such that every x ∈ Fn is shadowed by an (n + n0)-periodic point
y ∈ X in the sense that dn(x, y) < ε/2. Denote by Gn the set of periodic points
obtained in this way. Then #Gn = #Fn.
Let Πn = {fk(y) : y ∈ Gn, k ∈ N} be the union of orbits of the points in Gn.
For distinct y, z ∈ Πn, by expansiveness and periodicity, there exists 0 ≤ k < n + n0
such that d(fk(y), fk(z)) > ρ, i.e., y, z are (n + n0, ρ)-separated. So any two distinct
ergodic invariant measures supported in Πn are (n + n0, ρ)-apart. On the other hand,
the number of ergodic measures supported in Πn, denoted by An, satisfies
An ≥
#Gn
n+ n0
=
#Fn
n+ n0
≥ en(htop(f)−2δ),
for large enough n. Moreover, we have
A(Mf(X), n+ n0, ρ) ≥ An ≥ e
n(htop(f)−2δ).
Therefore,
logA(Mf(X), n+ n0, ρ)
n
≥ htop(f)− 2δ.
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Letting n→∞ and noting that A(Mf(X), n, η) increases as η → 0, we obtain
lim
η→0
lim sup
n→∞
logA(Mf(X), n, η)
n
≥ htop(f)− 2δ.
Combining Lemma 4.2 and the fact that δ was arbitrary,
E(fM,Mf(X)) ≥ htop(f).
Note that Mperf (X) = Mf(X) (Theorem 1 in [26]). So, according to Proposition
3.1 (3), we conclude that
E(fM,M
per
f (X)) ≥ htop(f),
which completes the proof.
4.3 Proof of Theorem 1.3
For n ∈ N and ε > 0, let E = {x1, . . . , xN(f, n, ε)} ⊂ X be the (n, ε)-spanning set
with the smallest cardinality. Set G = 2E \ {∅} ⊂ K(X), i.e., the collection of all
nonempty subsets of E. Then G is a (n, ε)-spanning set for fK. Indeed, for any
B ∈ K(X), if C = {x ∈ E : B ∩ Bn(x, ε) 6= ∅} ∈ G, then Hn(B,C) ≤ ε. This implies
NK(n, ε) ≤ 2N(f, n, ε), thus
log logNK(n, ε)
n
≤
logN(f, n, ε) + log log 2
n
,
and so we conclude that E(fK) ≤ htop(f).
On the other hand, let N := 8⌊S(f, n, ε)
8
⌋. Then S(f, n, ε)− 7 ≤ N ≤ S(f, n, ε). We
can find a set E = {x1, . . . , xN} ⊂ X is (n, ε)-separated. Let F and F ′ be the sets in
the proof of Lemma 4.2, where F ′ is a N
4
-separated set of F with #F ≥ ecN for large
enough N and c > 0 is a constant.
For each φ ∈ F ′, write Bφ = {xi : φ(i) = 1} ∈ K(X) and B = {Bφ : φ ∈ F
′} ⊂
K(X). It is easy to check that B is a (n, ε)-separated set for fK. Then SK(n, ε) ≥
ecN ≥ ec(S(f, n, ε)−7), and thus
log log SK(n, ε)
n
≥
log c+ log(S(f, n, ε)− 7)
n
. (4.2)
Now we can conclude that E(fK) ≥ htop(f).
Remark 4.1. (1) From been proved, formulas (4.1) and (4.2) hold for arbitrary n ∈ N
large enough, therefore we have
E(fM) = lim
ε→0
lim inf
n→∞
log logNM(n, ε)
n
= lim
ε→0
lim inf
n→∞
log logSM(n, ε)
n
,
E(fK) = lim
ε→0
lim inf
n→∞
log logNK(n, ε)
n
= lim
ε→0
lim inf
n→∞
log logSK(n, ε)
n
.
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(2) Consider the mean metrics for (X, f), which defined by
dˆn(x, y) =
1
n
n−1∑
i=0
d(f ix, f iy).
It was shown by Gro¨ger and Ja¨ger [13] that the topological entropy defined by mean
metrics is equivalent to the topological entropy defined by Bowen metrics. Indeed we
can apply our argument again, Theorem 1.2 and 1.3 still hold with Bowen metrics
replaced by mean metrics in (2.3) and (2.4).
4.4 Proof of Theorem 1.5
We say a nonempty subset A ⊂ K(X) satisfies the finite union property if for B,C ∈ A,
we have B ∪ C ∈ A. For n ∈ N and ε > 0, we say that B,C ∈ K(X) are (n, ε)-split if
min{dn(x, y) : x ∈ B, y ∈ C} > ε,
i.e., dn(B,C) > ε. Denote by B(A, n, ε) the maximal number of pairwise (n, ε)-split
elements in A ⊂ K(X).
Lemma 4.3. Let (X, f) be a topological dynamical system and A a subset of K(X)
satisfying the finite union property. Then we have
E(fK,A) ≥ lim
ε→0
lim sup
n→∞
logB(A, n, ε)
n
.
Proof. Fix n ∈ N and ε > 0. Let N := 8⌊B(A, n, ε)
8
⌋ and choose B1, . . . , BN ∈ A that
are pointwise (n, ε)-split. Let F and F ′ be the sets in the proof of Lemma 4.2 with
#F ≥ ecN for large enough N and c > 0 is a constant.
For any φ ∈ F , set Bφ = ∪φ(i)=1Bi ∈ A and B = {Bφ : φ ∈ F ′}. For distinct
φ1, φ2 ∈ F ′, there exists an i such that Bi ⊂ Bφ1 \ Bφ2 . Then dn(Bj , Bi) > ε for
any j with φ2(j) = 1. This implies that Bφ1 * (Bφ1)
ε
n, therefore B ⊂ K(X) is a
(n, ε)-separated set of A. Then SK(A, n, ε) ≥ ecN , which completes the proof.
We omit the rest of the proof, which from this point follows that of Theorem 1.4
with small changes, noting that Kf (X) ⊂ K(X) satisfies the finite union property.
4.5 Proof of Theorem 1.6
By Proposition 3.4, it is sufficient to show the existence of a measure µ ∈Mf(X) such
that Eµ ≥ E(fM,M
erg
f (X)).
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Fix ε > 0 and n ∈ N, let Fn be the (n, 4ε) separated set of M
erg
f (X) with the
largest cardinality, cn := #Fn = SM(M
erg
f (X), n, 4ε). Denote by ωn ∈ M(M
erg
f (X))
the equidistributed measure with support on Fn, i.e.,
ωn =
1
cn
∑
µ∈Fn
δµ.
Lemma 4.4. [6, Lemma 3.19] Let ρ ∈ M(M(X)) be any probability measure whose
support has cardinality mn := ⌈
cn
2
⌉. Then
Wn(ωn, ρ) ≥
cn −mn + 1
cn
·
4ε
2
.
Therefore, Q(ωn, n, ε) ≥ mn. Let ω =
∞∑
n=1
2−nωn ∈ M(M
erg
f (X)). Then ω ≫ ωn
for every n ∈ N.
Lemma 4.5. [6, Lemma 3.18] Let ρ, ρ1 ∈ M(M
erg
f (X)) be such that ρ ≫ ρ1. Then
for any n ∈ N and ε > 0,
Q(ρ, n, ε) ≥ Q(ρ1, n, ε).
Thus we have
Q(ω, n, ε) ≥ ⌈
cn
2
⌉,
which implies that Q(ω) ≥ E(fM,M
erg
f ). Let µ =
∫
M(X)
ν dω(ν). It is easy to
check that µ ∈ Mf(X) and its ergodic decomposition is ω. This clearly forces
Eµ ≥ E(fM,M
erg
f ).
4.6 Proof of Theorem 1.7
Proposition 4.1. For any compact metric space (X, d), we have
dim(X, d) ≤ mo(K(X), H) ≤ mo(K(X), H) ≤ dim(X, d).
Proof. Let E ⊂ X be an ε-dense set of X . Consider B := 2E \ {∅}, i.e., the collection
of non-empty subset of E. It is easy to check that B ⊂ K(X) is an ε-dense set. Hence,
N(K(X), ε) ≤ 2N(X, ε), which implies mo(K(X), H) ≤ dim(X, d).
For ε > 0, set N = 8⌊S(X, ε)
8
⌋. Then S(X, ε) − 7 ≤ N ≤ S(X, ε). Pick a subset
E = {x1, . . . , xN} ⊂ X that is ε-separated. Let F, F ′ be the sets in the proof of Lemma
4.2. For each φ ∈ F ′, set
Bφ = {xi : φ(i) = 1},
and F := {Bφ : φ ∈ F ′}. We see at once that F ⊂ K(X) is ε-separated. Hence we
have S(K(X), ε) ≥ ecN ≥ ec(S(X,ε)−7), which leads to dim(X, d) ≤ mo(K(X), H).
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For ε > 0, we say that B,C ∈ K(X) are ε-split if
min{d(x, y) : x ∈ B, y ∈ C} > ε,
i.e., d(B,C) > ε. Denote by B(A, ε) the maximal number of pairwise ε-split elements
in A ⊂ K(X). A similar proof of Lemma 4.2 shows that:
Lemma 4.6. Let A be a subset of K(X) satisfying the finite union property. Then
mo(A, H) ≥ lim inf
ε→0
logB(A, ε)
− log ε
.
Let M be a Riemannian manifold, U ⊂M be an open set and f : U →M be C1+α
map which leaves invariant a compact subset K. Call (K, f) is a conformal expanding
repeller if f is conformal and expanding at K (that is, for any x ∈ K, the derivative
Df(x) expands the Riemannian metric by a scalar factor greater than 1). Then the
box dimension of Λ exists and coincides with its Hausdorff dimension (see [24, Cro.
9.1.7]).
Proof of Theorem 1.7. From definition of metric order, we have
lim sup
ε→0
log logNf |Λ(ε)
− log ε
= mo(Kf |Λ(Λ), H).
By Proposition 4.1,
mo(Kf |Λ(Λ), H) ≤ mo(Λ, H) ≤ dim(Λ) = b.
On the other hand, there exists an ergodic invariant measure µ support on K of
maximal dimension, such that b = hµ
χµ
, where χµ, hµ denote the lyapunov exponent,
the measure entropy of µ respectively ([24, § 9.1]). For εn = e(χµ+3δ)(n+1), n ∈ N,
there exists a set Gn composed by (n + n0)-period points, and #Gn ≥ e
(hµ−δ)n; set
Πn = ∪k≥0fk(Gn), then Πn is (d, εn)-separated ([6, § 2.1]).
Let Bn = {orbf(y) : y ∈ Gn} ⊂ Kf |Λ(Λ), where orbf(y) = {f
ky : k ∈ N0}. Then Bn
is ε-split. Moreover,
#Bn ≥
#Gn
n+ n0
≥ e(hµ−2δ)n,
for large n.
Now, given ε > 0 sufficiently small, take n such that εn ≤ ε ≤ εn−1. We have
B(Kf |Λ(Λ), ε) ≥ B(Kf |Λ(Λ), εn) ≥ #Bn. Thus
logB(Kf |Λ(Λ), ε)
− log ε
≥
#Bn
− log ε
≥
hµ − 2δ
χµ + 3δ
.
So Lemma 4.6 yields mo(Kf |Λ(Λ), H) ≥ (hµ − 2δ)/(χµ + 3δ). As δ is arbitrarily chose
to 0, we conclude that mo(Kf |Λ(Λ), H) ≥ hµ/χµ = b.
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5 Further argument
Recently, we notice a paper [15] on arXiv, which defined the pointwise emergence of f
at point x ∈ X by
Ex(ε) = min
{
N : ∃F ⊂M(X) with #F = N such that lim sup
n→∞
W1(e
f
n(x),F) ≤ ε
}
= N(V (x), ε),
and proved the following result:
Theorem 5.1. [15] Let (X, f) be full shift on m symbols. Then there exists a residual
subset R ⊂ X such that for all x ∈ R
lim
ε→0
log log Ex(ε)
− log ε
= dim(X).
If we analogously define the dynamical pointwise emergence by
Ex(n, ε) = min
{
N : ∃F ⊂M(X) with #F = N such that lim sup
n→∞
W n1 (V (x),F) ≤ ε
}
= NM(V (x), n, ε).
By ergodic decomposition theorem, there exists a Borel set X0 ⊂ X such that for any
µ ∈ Mf(X), µ(X0) = 1 and for each x ∈ X0, V (x) ⊂ M
erg
f (X) is a single point set.
Thus Ex(n, ε) = 1 for any x ∈ X0.
If (X, f) has Bowen specification property, then the set {x ∈ X : V (x) =Mf(X)}
is residual in X ([26]). As a result of Theorem 1.4, we have
Corollary 5.1. If (X, f) is positive expansive and has specification property, then there
exists a residual set R ⊂ X such that for all x ∈ R,
lim
ε→0
lim sup
n→∞
log log Ex(n, ε)
n
= htop(f).
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