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ABSTRACT
Topological evolution is a new dynamical systems model of biological evolution oc-
curring within a genomic state space. It can be modeled equivalently as a stochastic
dynamical system, a stochastic differential equation, or a partial differential equa-
tion drift-diffusion model. An application of this approach is a model of disease
evolution tracing diseases in ways similar to standard functional traits (e.g., organ
evolution). Genetically embedded diseases become evolving functional components of
species-level genomes. The competition between species-level evolution (which tends
to maintain diseases) and individual evolution (which acts to eliminate them), yields
a novel structural topology for the stochastic dynamics involved. In particular, an
unlimited set of dynamical time scales emerges as a means of timing different levels of
evolution: from individual to group to species and larger units. These scales exhibit
a dynamical tension between individual and group evolutions, which are modeled on
very different (fast and slow, respectively) time scales.
This is analyzed in the context of a potentially major constraint on evolution: the
species-level enforcement of lifespan via (topological) barriers to genomic longevity.
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This species-enforced behavior is analogous to certain types of evolutionary altruism,
but it is denoted here as extreme altruism based on its potential shaping through
mass extinctions. We give examples of biological mechanisms implementing some of
the topological barriers discussed and provide mathematical models for them. This
picture also introduces an explicit basis for lifespan-limiting evolutionary pressures.
This involves a species-level need to maintain flux in its genome via a paced turnover
of its biomass. This is necessitated by the need for phenomic characteristics to keep
pace with genomic changes through evolution. Put briefly, the phenome must keep
up with the genome, which occurs with an optimized limited lifespan.
An important consequence of this model is a new role for diseases in evolution.
Rather than their commonly recognized role as accidental side-effects, they play a
central functional role in the shaping of an optimal lifespan for a species implemented
through the topology of their embedding into the genome state space. This includes
cancers, which are known to be embedded into the genome in complex and some-
times hair-triggered ways arising from DNA damage. Such cancers are known also
to act in engineered and teleological ways that have been difficult to explain using
currently very popular theories of intra-organismic cancer evolution. This alterna-
tive inter-organismic picture presents cancer evolution as occurring over much longer
(evolutionary) time scales rather than very shortened organic evolutions that occur in
individual cancers. This in turn may explain some evolved, intricate, and seemingly
engineered properties of cancer.
This dynamical evolutionary model is framed in a multiscaled picture in which
different time scales are almost independently active in the evolutionary process acting
on semi-independent parts of the genome.
We additionally move from natural evolution to artificial implementations of evolu-
tionary algorithms. We study genetic programming for the structured construction of
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machine learning features in a new structural risk minimization environment. While
genetic programming in feature engineering is not new, we propose a Lagrangian
optimization criterion for defining new feature sets inspired by structural risk min-
imization in statistical learning. We bifurcate the optimization of this Lagrangian
into two exhaustive categories involving local and global search. The former is ac-
complished through local descent with given basins of attraction while the latter is
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Evolutionary dynamics involves the use of mathematical models to study the evolution
of biological organisms. The field brings together the ideas of classic population
dynamics and genetics with evolutionary game theory ([77], [3]). The latter views the
evolution of various traits from the lens of biological games between individuals in a
population [17]. The evolution of altruism and cooperation is often studied from an
evolutionary dynamics perspective where dynamical models are used to understand
the spread of altruistic traits that benefit recipients of the altruistic act but are
detrimental to the actor ([78], [77], [3]).
We wish to study limited lifespan from an altruistic lens. In recent years, it
has become more accepted that an optimal limited lifespan might be beneficial for
populations and possibly considered as an altruistic trait ([28], [74]). There is a
growing body of evidence that a species-specific limited lifespan is genetically tuned,
controlled, and could even be considered ‘programmed’ ([109], [71], [101]). But who
exactly is the beneficiary of an organism that altruistically dies, and what is the
benefit? A popular notion for framing the spread of altruistic traits in general is
group selection, which claims that if the beneficiary of an individual altruistic act is
the entire group of organisms and this group-level benefit outweighs the individual-
level detriment, then the altruistic trait will spread throughout the group ([119],
[117]). Group selection can be generalized to multilevel selection, which asserts that
evolution and Natural Selection act on various spatial scales of organism organization,
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e.g., from cells to organs to individuals to populations [106].
Here we claim that programmed limited lifespan is an altruistic act that benefits
entire groups of organisms. Individuals sacrifice their immediate short-term fitness,
i.e., their immediate reproduction capacity, for the long-term fitness of the entire
group. In Ch. 2, we argue that a limited lifespan, as opposed to an extended one, al-
lows a group of organisms to efficiently evolve in response to a changing environment
and fitness landscape on long time scales; that is, limited lifespan increases a popula-
tion’s evolvability ([74], [80], [24]). The notion of ‘short-term fitness’ and ‘long-term
fitness’ implies that evolution acts on various time scales, and we elaborate on this in
Ch. 2 and 3. An important implication of this work is that multilevel selection could
possibly be expanded to include temporal as well as spatial scales.
One of our main goals is to create a dynamical model of population genetic evo-
lution within a genome space that can be used to study this topic of programmed
limited lifespan. The model has a few benefits: genome space is continuous rather
than discrete, the fitness function that describes the fitness level of different genes is
dynamic (time-dependent) and defined for all traits, and the model has a stochas-
tic differential equation (SDE) and drift-diffusion partial differential equation (PDE)
representation. The group-level benefit of limited lifespan being increased evolvabil-
ity can be modeled within our SDE/PDE model as a lifespan-dependent diffusion
coefficient in the movement of particles in genome space. This is the focus of Ch. 2.
From our claim that limited lifespan is beneficial in the long-term for a population
while extended lifespan is beneficial in the short-term for individuals, we suppose that
there must be some genomic defense mechanisms against individuals mutating to a
state of extended lifespan in order for the group to thrive over long time periods. Bio-
logically, two possible mechanisms that we discuss are the so-called double and triple
mutation mechanisms. In the double mutation defense mechanism, two mutations
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are required to extend lifespan while each single mutation in isolation results in harm
to the individual or even death ([27], [12], [34], [72]). In the triple mutation defense
mechanism, three fitness-neutral mutations are required to extend lifespan [109]. Our
SDE/PDE model of population evolution views clan genomes xt as Brownian motion
particles experiencing a fitness-induced drift in genome space. The double and triple
mutation defense mechanisms against mutating to a state of long life have deep math-
ematical connections to the transient and recurrent properties of Brownian motion
in two and three dimensions [51] and the probability of hitting certain regions in its
domain, which in our case is genome space. These connections between the biologi-
cal properties of lifespan enforcement and mathematical properties of our evolution
model will be explored in Ch. 2.
We explore another possible biological instantiation of genomic defense mecha-
nisms enforcing limited lifespan: diseases ([102], [84]). This provides a novel evolu-
tionary role for diseases and their associated genes and mutations. From this, there
are also implications for how we can conceptualize cancer and its own evolutionary
purposes, which is a relatively new idea ([82], [89], [88]).
We suppose that these defense mechanisms against reaching long life have been
deeply embedded into species’ genomes as a result of long-term evolutionary forces.
We imagine that epochs of rising subpopulations of long-lived mutants followed by
mass extinctions from deceased evolvability ultimately favors those without genomic
access to longevity regions in genome space in the first place. Put another way, we
propose that topological barriers have been embedded into the genome that prevent
individual trajectories xt from mutating to longevity genomic regions, or longevity
manifolds, in genome space despite persistent short-term fitness advantages there.
We also conceptualize these genomic barriers as attracting limited lifespan manifolds
or trapping disease manifolds.
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The above discussion motivated a topological dynamics ([21], [38], [7]) viewpoint
of our dynamical model introduced in Ch. 2, which is the focus of Ch. 3 and denoted
as topological evolution. Here we take or initial dynamical model and define the
topological dynamical system associated with it. This describes an evolution flow of
individual trajectories in genome space. In Ch. 3, we investigate the properties of
the evolution flow as well as the attracting and stability aspects of the topological
structures formed by long-term evolution trajectories of individuals in genome space:
limited lifespan and longevity manifolds.
This system implies a single layer of defense mechanisms against mutating to a
state of extended lifespan, e.g., diseases, as well as only two time scales of evolu-
tion: ‘fast’ and ‘slow’. We naturally ask the following question: what prevents these
first-order mechanisms from ‘evolving out’ on an even longer third time scale where
subpopulations reaching long lifespans are just as vulnerable? What prevents diseases
from ‘evolving out’ of the genome? We suppose that evolution acts on a series of suc-
cessively slow time scales, and the result is a hierarchy of many ordered defensive
structures (or mechanisms) preventing attainment of genomic long life. Thus one set
of ordered mechanisms enforces the dynamics of the previous order from ‘evolving
out’ of the genome, ideally in a recursive fashion.
In Ch. 2 and 3, we model this by considering that the parameters controlling
the base-level zeroth-order dynamics on the fast time scale (our original SDE) are
themselves slowly changing according to their own dynamical system - first-order
dynamics. Within this first-order system, there are controlling parameters that again
are subject to change on an even slower time scale under their own dynamics, and
so on. We construct a recursively defined family of differential equations where the
parameters in one equation are themselves slowly changing according to their own
higher level dynamics in an iterated fashion. The result is a novel multiscale hierarchy
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of adiabatic dynamic equations, with potentially many time scales. ([79], [120], [6],
[64], [11], [19], [25], [9]).
In Ch. 4, we transition from natural to artificial evolution, here useful as a tool for
machine learning algorithms. Evolution algorithms are a meta-heuristic for solving
optimization problems in a way inspired by biological evolution [103]. One ’evolves’ a
population of solutions by taking fit ‘parent’ solutions and creating ‘offspring’ through
an artificial mutation and crossover process [39]. We apply this evolution algorithm
optimization procedure to the problem of feature engineering; specifically, we focus
on finding an optimal feature set as a functional transformation of original features
in a data modeling and prediction setting ([124], [61], [76]).
While applying evolution algorithms to feature engineering is not entirely new
([39], [105], [40], [73], [103], [92]), our optimization criterion is novel. This crite-
rion for engineered features is simultaneous maximum mutual information with the
response [16] and minimum complexity in the form of Vapnik–Chervonenkis (VC) di-
mension, which is a parameter-independent measure of function complexity that we
use to define new engineered feature functions [113]. This criterion is directly inspired
by structural risk minimization (SRM), which establishes that a learning model will
generalize well to unseen testing data if it simultaneously minimizes prediction er-
ror on training data and model complexity ([111], [113], [112]). Each component of
our Langrangian criterion for engineered features corresponds to a component of the
structural risk minimization Langrangian criterion for learning models. The theoret-
ical connections are proved in Ch. 4.
We argue that a proper mathematical framework for feature engineering is a sort
of first layer of structural risk minimization. Here the overall goal is to optimize
f(g(x)) where f is the learning model, g is the engineered feature set as a func-
tion transformation, and x represents the original input features. We claim that an
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SRM-like procedure (our proposed criterion) can be performed on the first ‘layer’ g,
then classical SRM can be performed on the second ‘layer’ f . This framework has
connections to neural network procedures, and we discuss this further in Ch. 4.
A second novel aspect of our evolution algorithm procedure for feature engineering
is that we inject a local search step into the search process. By nature, evolution al-
gorithms are global search operators that can potentially miss nearby extrema ([103],
[114]). We propose a hybrid global and local, sometimes called memetic ([69], [125],
[70]), evolution algorithm search for an optimal set of engineered features. We ap-
plied the procedure to EEG data in Ch. 4 and achieved promising results compared
to recent benchmarks ([60], [108], [126], [73]).
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Chapter 2
Stochastic population evolution in genome
space and programmed lifespan
Abstract
The evolutionary purpose of aging has remained to an extent a mystery in science.
We argue here that, evolutionarily, a programmed finite lifespan fits nicely into the
broader characteristic of altruism. This is because, despite being detrimental on
an individual level, it benefits entire groups of organisms by promoting evolvability,
a group-level trait. Specifically we claim that a species-specific optimal lifespan is
programmed into the genome as a result of balancing the good of the individual in
the short term (a longer life) against the good of the species in the long term (a
programmed finite lifespan). We present a drift-diffusion partial differential equation
(PDE) model of the time evolution of a population genome under the influence of
a fitness function in which the domain can be shown to be a continuous version
of genome space; the advantage of such a continuous stochastic dynamics model
is the rich mathematical tools associated with the dynamical system. We denote
this tool as the evolutionary dynamics approach. A natural question in discussions
of programmed lifespans has to do with why shorter individual lifespans should be
advantageous for a species. Simulations of the stochastic PDE system demonstrate
the novel answer that a sufficiently short lifespan allows the biomass of a population,
while evolving its genotype, to keep its phenotype not too far behind. We claim
here that lifespan directly impacts the diffusivity of clan particles to new locations in
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genome space. In this way, a species can genetically renew itself and evolve sufficiently
rapidly to keep up with a changing environment. Put more briefly, we claim that
programmed lifespan is a vehicle for required evolution to occur. One must naturally
consider why mutated ‘cheaters’ with excessively long lifespans are rarely observed.
We argue that evolutionary dynamics acting on a series of increasingly slow time
scales favors subspecies with limited genomic access to increased lifespan mutations,
and this has resulted in a hierarchy of high-order genomic defense mechanisms against
reaching states of extended lifespans. Some specific biological first-order mechanisms
from microorganisms are discussed and modeled.
2.1 Introduction
The evolutionary purpose of altruism has long been a rich source of research since
it seemingly contradicts the goal of Natural Selection: increase individual fitness
and survival probability. Models that attempt to explain altruism include theories
of kin selection and group selection. The former explains altruism among family
members based on their genetic similarities ([97], [29], [41]), while the latter explains
cooperation between all members of a population by arguing that selection acts on
entire groups of organisms as well as individuals. Study of this topic stemmed from
observations of individual traits that affected group survival [119] with groups of
cooperating individuals out-competing groups of selfish ones [117].
The study of group selection has been generalized to multilevel selection, which
concerns multiple biological spatial levels at which competition and subsequent evo-
lution occur starting at genes, then cells, then entire organisms, followed by groups of
organisms [106]. This viewpoint argues that selection pressure at a higher n-th level
must exceed that at a lower (n−1)-th level in order for a trait beneficial at the higher
level to spread even if detrimental at the lower level. The notion of multilevel selection
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is a product of evolutionary game theory, which frames cooperation and competition
between individuals within a game-theoretic context as ‘evolutionary games’ [17].
Here we will argue that a genetically-based programmed finite lifespan is an ex-
ample of an altruistic trait that fits nicely into the paradigm of multilevel selection.
Programmed limited lifespan is an extreme altruistic trait that sacrifices an individ-
ual’s life for the benefit of the group. Similar cases of extreme altruism have been
observed in insects and microbes, e.g., a large proportion of some eusocial insect pop-
ulations are sterile but help rear offspring from the few mothers [86]. But what is the
group-level benefit of a programmed limited lifespan? It is the benefit of increased
population evolvability [74], which measures how phenotypically responsive a popu-
lation is to changes in the environment, a characteristic that should be favored by
Natural Selection ([80], [24]).
There are two steps in adaptation to change. The first is based on evolvability of
the population genome, i.e., the population mutation rate. However, the biomass of
the population must also incorporate these genomic changes into phenomic (pheno-
type) changes, i.e., changes in working biological/metabolic characteristics. A popu-
lation will have sufficient evolvability only if the population phenome keeps up with
the population genome. The population phenome cannot get ‘too far behind’ its
genome for adequate adaptability to new environments. A new genotype cannot be
instantiated, equilibrating into the phenotype, before a generational change paced by
the death of older individuals.
Nevertheless, programmed (productive) lifespan is a detriment to every individ-
ual’s fitness limiting the individual’s offspring. This example of individual (longer
lifespan) vs group (shorter lifespan) pressure also illustrates the contrast between a
short-term evolutionary force (individual survival) versus a longer-term evolutionary
force (group evolvability). This more generally speaks to selection pressures that act
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on multiscale temporal levels, which can in fact be viewed as parallel to selection pres-
sures that act on multiple spatial scales. We expand upon this idea in Section 2.3.3.
Our mathematical model of programmed lifespans does not model detailed popula-
tion structures that might implement the spread of limited lifespans [116]. We will
take a genome-centered approach with genomic groups, e.g., species and subspecies,
represented by their time evolution within genome space.
The genome-centered approach is motivated by the extensive evidence of a genetic
basis for programmed lifespan. The many examples of this genomic basis include the
simple mutations in C. elegans that decrease the activity of the insulin/insulin-like
growth factor-1’s receptor and so extend lifespan [109]. They also include the Dcaf-
4 gene, which impacts starting telomere length in humans [71]. Telomeres are the
protective ends of chromosomes that act as a biological clock; they shorten regularly
per cell division until they reach a ‘telomeric brink’ at which point cell senescence
occurs [101]. Their existence is consistent with an apparent tendency in the genome
to incorporate mechanisms that modulate lifespan in very direct ways.
Accepting the premise of a genetically programmed aspect of lifespan that re-
sponds to evolutionary pressures, a natural question is: what are the specific pres-
sures imposed by evolution? This has not been widely considered in literature on
evolution and aging, and it is worth considering the above arguments in more detail.
It is generally known that from one side, there is pressure to lengthen lifespan in
order to produce a maximum number of progeny. What has been less considered is
the specific evolutionary pressures on the other side for a shorter lifespan. This is in
spite of the fact that the principle of a limited lifespan has been recognized as having
an evolutionary basis [28], and there have been specific evolutionary arguments for
this basis such as those related to population structure and distribution of resources
[107].
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It should be considered that a primary pressure toward a shorter lifespan is the
simple need for the evolution process to incorporate itself into the real world. It is
necessary for the products of evolution, i.e., mutated and modified genes, to instan-
tiate themselves into biology for a population to reap fitness benefits from improved
genomes. For a subpopulation of longer-lived individuals, their prolonged existence
inevitably leaves less available resources for new offspring. Therefore, any additional
gain in biomass from being well fit to their current environment cannot be very well
distributed to new offspring, and it instead will be acquired by the longer-lived indi-
viduals currently in existence. That is, less actual evolution is occurring since the new
biomass is not instantiated in offspring with different genomic states than their par-
ents. The opposite is true for a shorter-lived subpopulation: their shorter existence
should leave ample available resources for new offspring. Additional gain in biomass
for this subpopulation will be distributed to new offspring; genomic changes due to
fitness are actually implemented phenomically as more evolution is occurring. We
will demonstrate the essentials of such mechanisms with simulations in Section 2.3.1.
It is shown there that when evolution-induced genome changes are not sufficiently
incorporated within a current population, i.e., if lifespan is too long, then the fitness
landscape can shift enough that such genome changes are no longer sufficiently fit,
i.e., the population cannot keep up with a changing fitness landscape. This is also
incorporated within the proposed mathematical model.
In addition to discussing existence of an evolvable lifespan and the need for it
in terms of species adaptability and thus survival, we will continue on to consider
evolutionary mechanisms for genomic lifespan control. In particular we will look at
the evolution of a genome as a high-dimensional dynamical system and consider the
control-theoretic question of how such a genomic system can be naturally ‘engineered’
to enforce limited lifespans.
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The difficulty in modeling limited (shorter) lifespan is the apparent evolutionary
pressure to increase lifespan. In particular, for any given evolutionarily programmed
lifespan, what is to prevent a mutation that further expands (productive) lifespan?
Individuals with this mutation would display an immediate short-term fitness advan-
tage that could sweep through the population purely because longer lifespans would
allow for more offspring. However, in view of the above observations, there should
be a species-level pressure against such a mutation so as to maintain a shorter (and
more adaptable) lifespan. Thus this mutation would be beneficial on the ‘fast’ time
scale of an individual organism’s reproduction window, but it should be detrimental
on the ‘slow’ time scale of the entire population’s ability to survive a changing envi-
ronment. That is, if a significant proportion of the population lives too long, then it
could not evolve efficiently in response to a sudden change in the environment which
might collapse the population.
A motivating question here is: in nature why does the short-term benefit of a
longer lifespan not always dominate the longer-term benefit of a shorter one? We will
argue that deeply embedded high-order genetic mechanisms prevent such lifespan-
extending mutations from occurring with high probability in the first place.
Such high-order mechanisms might have originated within the context of an evo-
lution process acting on a fast time scale with respect to individuals and a slow time
scale with respect to the group. We can model this with an adiabatic dynamical sys-
tem in which the parameters of the dynamics dictating the population evolution are
themselves changing and evolving according to their own dynamical system, one that
operates on a slower time scale. We will call this a ‘dynamics of dynamics’ or ‘evolu-
tion of evolution’ since the population evolution parameters are themselves changing
in a dynamical way.
The slowly changing parameters of interest are those that influence the ability
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of an individual to easily evolve to a genomic state of extended lifespan; these slow
parameters change in such a way as to make evolution of such extended lifespans
less likely. While adiabatic systems have been used classically as models in the fields
of classical mechanics ([120], [6]), dynamical systems [64], thermodynamics [11], and
quantum mechanics ([19], [25], [9]), the field has found recent biological applications
in genetics to model the slow-fast dynamics of stochastic gene expression [121]. In
Section 2.3.3 we introduce an adiabatic dynamical systems model and explain how
such slow-fast time scales actually generalize to a hierarchy of multiple time scales
corresponding to a hierarchy of high-order genetic defense mechanisms against reach-
ing maladaptive states of extended lifespan as well as other potential non-altruistic
phenotypes.
There are two specific genetic defense mechanisms against mutating to a longer
lifespan in the species E. coli and C. elegans that are discussed in detail and math-
ematically modeled in this work. However, we want to briefly introduce the notion
of diseases as generalized physical instantiations of high-order defense mechanisms
against extended lifespan, i.e., diseases as enforcers of an optimal short lifespan.
Some evidence for this claim is that alleles associated with short telomere length are
also associated with increased risk of many common diseases of old age such as cardio-
vascular diseases [102]. While telomere shortening influences aging by triggering cell
senescence directly, it also influences aging through its connection to disease genes.
There are also specific human genes expressed only at certain stages of life: genes
expressed during youth that promote growth and genes expressed during old age that
initiate diseases [84].
Cancer is a particularly interesting disease in this context; this arises when dam-
aged cells that should self-terminate (single-cell apoptosis) avoid this fate due to
mutations affecting various checkpoints of the cell’s life cycle [118]. Apoptosis of
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DNA-damaged cells in populations of unicellular organisms is well-documented ([37],
[49]) and might be seen as an altruistic act that benefits the group. In the most primi-
tive groups of multicellular organisms that arose, such single-cell apoptosis might have
been supplanted by a multicellular surrogate mechanism, which destroyed an entire
organism with single or multiple ill-adapted mutated cells. This might have evolved
into a type of hair-trigger cell proliferation mechanism that could be initiated by
(injured) individual cells with damaged DNA resulting in apoptosis of an entire mul-
ticellular organism. The initial evolution of such a mechanism in proto-multicellular
organisms might be reasonable in the general context of apoptotic termination mech-
anisms.
Thus a potentially plausible but novel notion is that cancer in multicellular organ-
isms is actually an evolution of apoptotic mechanisms to more advanced organisms,
including humans. When there is a large number of DNA-damaged cells avoiding cell
apoptosis, an ultimate backup could be ‘multicellular apoptosis’ in the form of cancer
assuming the removal of this injured multicellular organism from the population will
benefit the group (see for example [82], [89], [88]). While this idea as related to cancer
is not the focus of this paper, it provides a context for the possible roles of diseases
as altruistic checkpoints.
The primary goal here is to formulate a mathematical model of an evolving pop-
ulation of organisms as a stochastic dynamical system in a continuous genome space
(a global dynamics evolutionary model). This approach allows us to use a rich set of
mathematical tools from statistical physics, partial differential equations, and dynam-
ical systems in contrast with the more sparse comparable toolkits in discrete state-
based population evolution models. A more focused goal is a model that demonstrates
the advantages of optimally short lifespans in the more general context of altruistic
behavior. A number of current population evolution models study limited lifespans
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by incorporating spatiality, i.e., spatial variation in their models. The individual
organism-based spatial models of Travis [107] and Werfel et al. [116] demonstrate
that when reproduction and resource consumption are localized rather than globally
dispersed, a short lifespan can be favored to prevent depletion of local resources.
Our claim is that the mechanism favoring programmed lifespan is more general: long
lifespans prevent populations from phenomically (as opposed to genetically) renewing
themselves quickly enough to adapt to changing environments.
Our dynamics-based approach adapts one due to Page, Nowak, and Akin in which
a species is represented as a vector of characteristics (phenomic features) that evolves
according to a dynamical equation involving a fitness function of these features ([78],
[77], [3]). We idealize our model as evolving in a genome space, though a phenome
space could be used as well for many of the arguments. We are able to model our
population evolution model as a continuous process in a continuous space by iden-
tifying clans within a population with a vector x = (x1, x2, · · · , xn) representing a
point within n-dimensional genome space, G. Compared to the authors previously
mentioned, this vector represents a clan state as opposed to one of the entire popula-
tion, which leads to the notion of a population of many vectors or points in genome
space. Here, xi ∈ [0, 1] represents the proportion of the clan with a mutated i-th
gene. In the present model we consider at most two types for each gene: the mu-
tated and the wild type. Within this framework, a good starting point is to model
random genetic mutations as generating a stochastic (Brownian motion) component
in the dynamics of clan particles x ∈ G. A similar model is due to Adke and Moyal
[2] who modeled individuals with one gene experiencing mutations as a diffusion on
the real line. This single gene represented an overall fitness of the organism that di-
rectly determined numbers of offspring. Kimura [55] used a Fokker-Planck equation
to translate a particle dynamics model into one for probability densities of genes rep-
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resenting proportions of a population with a particular genome. We extend the above
work into the form of a drift-diffusion partial differential equation model describing
the evolution of a density function over clan genomes with a focus on demonstrating
advantages of optimal programmed lifespans. This continuous subpopulation model
has the advantages of dynamics in a continuous genome space G = [0, 1]n incorpo-
rating an arbitrary n number of genes and encompassing sexual as well as asexual
reproduction. The averaging of genomic states over a small subpopulation or clan
consisting of both sexes allows for the uniform treatment of both sexual and asexual
species. The model presented here is also distinguished by its treatment of a fitness
function that is dynamic to reflect changing environmental conditions, defined glob-
ally over all of genome space, and not restricted to describing only cooperative vs
competitive traits.
2.2 Mathematical framework
2.2.1 Model at a glance
We will begin this section by describing our gene-based mathematical model of the
evolution of a clan genome at a higher (biological) level.
Let every individual within a population possess a genome of n genes with each
gene assigned a value of 0 or 1 depending on whether it is in the wild-type or mutated
state, respectively (recall that for simplicity we assume at most two variants for each
gene). These gene value assignments become continuous when assigned to small
subpopulations or clans in which each gene value is then considered a clan average.
Thus a small subpopulation can be identified as a list of n (continuous) numbers
between 0 and 1 representing proportions of the clan having a mutated state for each
gene. The change in the genome of a clan representing time evolution is due to two
forces: random mutations due to germline DNA replication and modification and
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non-random change due to fitness pressures on gene values. Since our genomes will
always denote small subpopulations or clans (as opposed to single genome) averages,
this will allow us to use the terms individual and clan interchangeably reflecting the
goal of representing individual genomes x ∈ G as continuous variables in all cases.
When denoting one organism in a clan, the term single individual will be used.
The fitness of a particular genome, F (x), will be defined as an expected number
of descendants from a individual with that genome after some standard time. Equiv-
alently, we also think of fitness as the growth in biomass at genome x. If the fitness
of an individual’s genome is high, then that individual will have a large number of
viable offspring, and the proportion in the species population with that genome will
increase. For this reason, we treat an individual (i.e., clan) genome value as mov-
ing/evolving with time in the direction of maximum fitness increase as determined
by the gradient of the fitness function.
We can write an equation representing the rate of change of an individual (clan)
genome by separating the random component from the deterministic component with
the latter in the direction of the fitness gradient. This produces a stochastic differen-
tial equation (SDE) that models the time evolution of an individual genome. However,
we will also need to incorporate the important effects of changing fitness functions.
As it stands, once an individual (clan) genome evolves to a state of maximum fit-
ness, there is no need to further evolve (ignoring the effects of continuing stochastic
effects, i.e., mutations). Realistically, the fitness contribution of a particular gene
changes over time due to environmental changes, migrations, competing species, etc.
To model this, we need the fitness function, and thus its maximum and gradient, to
change with time. This forces a clan genome to constantly evolve in a more physically
accurate representation.
It is helpful to have a mathematical model complementary to the above one for
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individual genomes that describes the full species population density function as dis-
tributed over the space G of all genomes. Using the Fokker-Planck equation, we can
construct a partial differential equation describing the evolution of the full species
probability density within the genome space. Here the quantity of interest is the pro-
portion ρ(x) of the population with a particular genome x and how that changes with
time. The result is a partial differential equation for ρ (now depending on both posi-
tion x in genome space and time t) describing the bulk movement of the population
through genome space as a probability density changing in time. The time changes
again have two components: random changes due to genetic drift (mutations) and
directed change towards the gradient of the fitness function. We can thus visualize
population evolution in n-dimensional genome space G as population genome den-
sity ρ ‘moving’ to follow the (time-dependent) gradient of the fitness function F (x).
There are thus two ‘peaks’ of the density function ρ and fitness function F , the for-
mer generally moving to follow the latter in time, within the space (more accurately a
cube) G of possible genomes. The bulk of the population density ρ needs to maintain
considerable effective overlap with the peak of the fitness function F to sustain itself
and avoid a population majority with low-fitness genes. Visualizations describing this
phenomenon are shown in Fig. 2·2 in Section 2.3.1.
The above forms a model for evolution of the genome. We now summarize its role
here in modeling the advantage of an optimally short programmed lifespan. For single
genome x in genome space G, its fitness F (x) affects the population density ρ(x) near
genome x so that ρ(x) increases when F (x) is high. However, due to random genetic
changes from parent to offspring, this growth in ρ due to F (x) results in increased
ρ is genomic locations around x, and how much this is dispersed should depend on
lifespan. For long-lived clans, they have a fitness advantage in terms of the capacity
to reproduce more offspring. But the existence of long-lived individuals leaves less
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available resources for sustaining new offspring, so their birth rate in a fixed time
interval is actually less than that of short-lived clans.
Instead of strictly offspring, let’s think of fitness in terms of growth in biomass,
which could take the form of new offspring. The advantage of living longer is increased
growth in biomass, but due to the prolonged presence of older individuals, this biomass
is not distributed to new offspring. Instead, it should be acquired by the already living
members of the clan. That is, the high fitness at genome location x results in increased
ρ centered very closely to x. For a shorter-lived clan, there are ample resources for
new offspring, so growth in biomass could be distributed to new offspring with slightly
different genomes than their parents. A short-lived clan at genome location x should
display fitness induced growth of ρ in a wide genomic range around x.
With an accurate fitness function that dynamically moves with time, we can see
how a shorter programmed lifespan is preferred. When the environment changes, the
peaks of the fitness function typically move away from the bulk of the population
genome density ρ, and for the sake of survival the density bulk must move rapidly
enough to keep up with the peak of fitness F . The population must evolve rapidly
enough to adapt to a new environment, and, importantly, newly acquired biomass
must be distributed to offspring at new genomic states. For a population with longer
than optimal lifespan, the population may frequently play ‘catch-up’ to maintain
a high-fitness majority. The vehicle for continuous phenomic as well as genomic
turnover of the population is thus implemented as short lifespan and dispersal of ρ to
locations in genome space where F is newly high. We mathematically model this by
having lifespan impact the diffusion of clan genome particles x in genome space G. In
the following Section 2.2.2, we will formalize this model of the evolution of individual
genomes x as reflecting individual fitness together with fitness characteristics of the
entire population genome. We also elaborate on the specifics of the diffusion in
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population density ρ evolving to follow fitness F and its relation to the programmed
lifespan.
2.2.2 Initial dynamical model
Let a particular population of organisms have a genome of n genes. For simplicity, we
assume that each gene i has two main variants labeled xi = 0 or xi = 1 representing a
wild-type state or mutated state, respectively. The collection x = (x1, . . . , xn) of gene
states of a single organism will be denoted as a genome. Then, as above, an individual
genome (defined as the mean genome of a very small contiguous subpopulation, i.e.,
a clan) has the form x = (x1, x2, · · · , xn) where 0 ≤ xi ≤ 1 represents the proportion
of copies of gene i within the clan that have gene variant 1. With this, the individual
(clan) genome represents a point x in an n-dimensional genome space G = [0, 1]n. The
local movement of this point (clan genome) in genome space G reflects the effects of
random mutation and evolutionary Natural Selection forces changing the proportions
of the clan with particular gene variants. The result is a time-dependent genome xt
acting as a point moving in genome space G. Fig. 2·1 illustrates this for a small
three-gene (three-dimensional) genome space G = [0, 1]3.
Movement of xt in G is due to the combined evolutionary forces of random ge-
netic mutation and the motion towards higher fitness of different gene states. Before
we model this using stochastic differential equations, we will carefully describe our
assumptions about evolution of individual (clan) genomes xt. The assumptions are
made to result in a recognizable differential equation model that is easy to under-
stand. For a continuous genome space, our individuals are formed as averages of very
small contiguous groups of organisms (clans) with corresponding clan averages made
to define individual genomes x whose trajectories xt form paths in genome space G.
We will model two different types of evolution which are also sometimes distin-







Genome = (𝑥1, 𝑥2, 𝑥3)
Time evolution
Figure 2·1: This is a depiction of a genome space G = [0, 1]3 consist-
ing of three genes. The movement of vector (x1, x2, x3) represents the
evolution of a small subpopulation or clan.
the second as intensive evolution. The first is best exemplified when species evolve
adaptations that increase their effective niche through expanded access to environ-
mental resources. This is generally done at the expense of other species and so forms
a non-zero sum game for the species of interest in which real growth resources are
expanded through adaptations. One might consider the growth of giraffes and their
expansion of access to leafy trees at higher elevations as extensive evolution in which
the niche itself (leaves) is expanded through the new adaptation.
The second, intensive evolution, refers to intra-species competition in which the
resource niche exploited by the species is not expanding, but rather access to these
resources shifts within the species through the evolution of subspecies and adaptation.
This will be modeled as a zero-sum growth since a fixed resource (the primary niche
of the species) is redistributed among subpopulations of the species through specific
adaptations. An example would be a reshaping of teeth in a carnivorous species or
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the development of an enzyme that more readily absorbs environmental sugars (at
the expense of other species members) in a microbial system.
A. Extensive evolution
This evolution is modeled in a simple classical way in which an adaptation func-
tion F (x) determines the rate at which the species can absorb resources from the
environment and thus grow its biomass in the environment. A local ‘particle model’
for individual clans and their growth under this law would involve particles with
genome x that multiply (representing reproduction) at a rate proportional to the
fitness function F (x) resulting in a branching particle process.
A corresponding model of such a system in terms of the population density ρ(x, t)
for x ∈ G would model the density growth dρ
dt
as proportional to the fitness F (x).
A fitness function F (x) here can model fitness relative to external environmental
limitations (including inter-species competition) as well as constraints arising from
intra-species competition. The fitness F (x) can represent a population (or biomass)
growth rate per unit time Tρ. In general, Tρ should be long enough to span several
generations in order to amortize a potentially high fitness. Thus for example, high
fitness would not be assigned to a species member that produces a large number
of unsustainable progeny if sustainable population growth is measured over multiple
generations. A simple population-level model would involve an initial normalized
population density ρ(x, 0) in genome space G that would propagate in genome space
according to two mechanisms. The first would dictate population growth according
to an equation dρ(x,t)
dt
= F (x)ρ(x, t). The second mechanism would add a diffusion





+ · · ·+ ∂2
∂x2n
is the Laplacian
operator, and c is the genomic diffusion coefficient based on genomic mutation rates
in each generation. We make the simplifying assumptions that the mutation rate of
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one gene is independent of the others as well as equal and constant for all genes; this
results in the scalar diffusion coefficient c and the final form of the diffusion. The
extensive evolution model is then described as the following PDE:
∂ρ(x, t)
∂t
= F (x)ρ(x, t) + c∆ρ(x, t). (2.1)
B. Intensive evolution
A second important component of evolution is intensive evolution [20]. For reasons
of simplicity, we will assume a fully local model in which different genome locations
x ∈ G also correspond to different physical (geographical) locations in the population’s
environment. That is, subpopulations (small groups of individuals) living in different
locations will have (perhaps slightly) different genotypes and phenotypes more well-
suited to their local environment. We also assume an equilibrium evolutionary model
in which there are (at least locally in time) a fixed and finite set of resources within
each subpopulation’s environment. Thus mixing among subpopulations is allowed
but not essential to this simplified model. Movement of xt can be allocated to simple
evolutionary Natural Selection and drift processes within each clan xt.
We can consider a small cube dx within genome space G = [0, 1]n occupied by
a small subpopulation ρ(x)dx (with dx also representing volume). This cube is a
subset of genome space but also corresponds to a physical spatial domain (with its
fixed resources) occupied by the subpopulation with the genomes contained in it. In
particular we assume individuals (clans) within the subpopulation in dx only compete
with each other for local resources, i.e., competition is localized within such proximal
clans. For two small cubes dx1 and dx2 housing two subpopulations forming neigh-
borhoods of points (clans) x(1) and x(2), respectively, there is no direct competition
between these subpopulations across their separate environments. Thus all evolution
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within a single neighborhood dx is based on intra-neighborhood competition for fi-
nite resources in our purely competitive model. By intra-neighborhood competition
we mean competition between individuals (clans) within the subpopulation defining
a single neighborhood dx. Thus fitness translates into which individuals (clans) in
groups dx are programmed to have more access to the fixed resources in the subpopu-
lation’s territory. The movement of an individual (clan) genome xt ∈ G represents its
time evolution driven by more fit individuals in the subpopulation reproducing faster
due to local competitive advantages at the expense of less fit individuals reproducing
more slowly.
With the model assumptions outlined, we continue by describing an SDE that can
model the movement of the clan genome xt ∈ G. Assuming time is continuous, the
time evolution of xt involves a stochastic component (corresponding to random mu-
tations) that can be represented as a continuous-time random walk in n dimensions,
i.e., Brownian motion. The motion of xt also has a deterministic component due to
the evolutionary pressures of the fitness values of genes. If one variant of a particular
gene has a high level of fitness, then we would expect more single individuals in the
clan to have that gene variant in the future causing the proportion within a clan hav-
ing that gene variant to increase. This causes changes to xt and the corresponding
movement of that clan genome in genome space G.
We define F (xt) to be the fitness of the individual genome xt; this is the expected
number of descendants, or the equivalent gain in biomass, from clan members after a
standard time of one generation. We emphasize that this is an ‘immediate’ fitness and
not a ‘long-term’ fitness such as the number of offspring after 100 generations. From
the long-term point of view, other dynamics come into play (in particular related to
lifespan) which we elaborate later.
We may assume that evolutionary pressure causes the genome xt to drift in the
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direction of maximized F (xt) resulting in a more fit clan. Upon rescaling F (xt) (by
composition with a monotonic function), we may assume that the drift is in the
direction of the gradient ∇F (xt) with a speed proportional to this gradient; this
gradient is taken with respect to the n genomic coordinates xi. We can then describe
the time evolution of xt as a stochastic dynamical system:
dxt
dt
= ∇F (xt) + σẆt. (2.2)
Here the term Ẇt is an n-dimensional white noise or the time derivative of standard
Brownian motion (in each coordinate). The matrix σ mixes the Brownian components
into a general multidimensional Brownian motion. When ∇F (xt) = 0 and σ is the
identity matrix, xt is a standard Brownian motion diffusion process (only representing
the effects of random mutations). We note here (and discuss below) that we assume
our diffusion given by the term σẆt in Eq. (2.2) is isotropic, i.e., that the diffusion
matrix σ is a multiple of the identity I. This assumption is for simplicity, and it will
be easy to show that our results also generalize to more complicated diffusion models.
We also note for the careful reader that this diffusion is within a simplified genome
space in which we assume essentially a one parameter scale of variants in each gene
while in reality there are many more variants that can be reached through random
mutations. This simplification reflects the fact that biologically, for a given gene there
are in fact usually two dominant variants which are stable over long periods of time.
In all cases, this simplification of two dominant alleles can be shown not to affect the
results derived here.
To consider first the deterministic portion of the above dynamics, if σ = 0 is the
zero matrix while ∇F (xt) 6= 0, this yields a non-stochastic hill-climbing evolution
process aiming for a local maximum of the fitness function F (xt).
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With σ = 0, the underlying biology would dictate that once all individuals have
evolved to the genomic state of maximum fitness, there is no need for further evolution
unless the fitness function changes, i.e., environmental conditions change via local
climate, competing neighboring species, or other factors. This is reflected in the
mathematical model in which dynamics aim the genome xt toward a local maximum
of F and then leave it unchanged. To model a consistently changing environment
leading to an ongoing need to evolve, the fitness of genes xi(t) and the genome xt need
to change in time. We add a resulting time dependence to the drift term ∇F (xt), so
the fitness function now has the form F (xt, t). The hill-climbing process in Eq. (2.2)
becomes dynamic in that the ‘hill’ F (xt, t) or drift source can move, and individuals
(clans) need to steadily evolve in order to stay near genomic locations with high
fitness.
As mentioned above, our particle model of clan evolution represented by Eq.
(2.2) requires assuming that clans compete only within their own local environment
(i.e., neighborhood dx of the clan’s genome x) for a fixed finite supply of local re-
sources. Each clan (viewed as a particle xt) experiences a local fitness-induced drift
and random mutations (diffusion). Next we discuss this model in more detail using
the Fokker-Planck partial differential equation (PDE) corresponding to the stochas-
tic process in Eq. (2.2). This will describe changes in proportions of the population
at genome xt, i.e., the probability density ρ(xt, t) of individual clans xt (viewed as
stochastically forced particles).
2.2.3 Drift-diffusion PDE model of intensive evolution
At this point we have a PDE for the population density function in extensive evolution
in Eq. (2.1). We have also described an SDE model of intensive evolution in Eq.
(2.2). We will convert this here into a PDE representing time evolution for genomic
population density ρ(x, t) under this intensive model. Note that by its definition (and
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the particle interpretation in Eq. (2.2)), this intensive model is population-preserving,
so the integral (or L1(G) norm) of the solution ρ(x, t) over all genomes x remains 1.
Before constructing a PDE model of the time evolution of a population’s individual
genomes under intensive evolution, we first list the axioms we have used up to here
as well as new axioms necessary for our analysis.
• A1. The genome x of an individual encodes an optimal average lifespan L(x).
• A2. The lifespan L(x) is optimal given the environment of the individual with
genome x. That is, it maximizes some definable optimization that is encoded
by evolution.
• A3. A changing environment generically changes the fitness level F (x) of a
fixed genome x. Thus the fitness function F is environment-dependent and
thus time-dependent with the form F (x, t).
• A4. Competition is local.
• A5. Resources are finite.
These axioms will reflect our focus on the application of our evolution model: the
dynamics of the (mean) lifespan L(x) corresponding to a genome x. The axioms
(e.g., axiom A4 on local competition) are not implied to be universal but rather are
intended to specify a (realizable) evolutionary model we will use here for the purpose
of illustrating particular characteristics of the dynamics of lifespan. Additionally,
these assumptions are made to simplify our application (below) of the evolutionary
dynamics methodology to the evolution of lifespan L(x).
Axioms A1 and A2 are the bedrock for this analysis with the key assumption that
lifespan is genetically programmed and optimally conditioned on a given environment.
These two axioms are widely (though not universally) believed to hold in current work
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involving evolutionary theory ([94], [95], [35], [54], [123], [36]). Axiom A3 will allow
modeling of a changing environment’s effects on a (time-dependent) fitness function
F = F (x, t). Axioms A4 and A5 posit that evolution of an individual clan genome
xt is due to competition from just nearby clans (within the same neighborhood dx)
for finite environmental resources. This assumption is technically necessary for the
simplicity of analysis of our differential equation model while making it general enough
to exhibit larger principles of lifespan evolution. Axiom A5 will also guarantee an
automatic normalization for our population density ρ(x, t) with time evolution.
The model will focus on time evolution of the population probability density in
genome space ρ(x, t). This is the density of individuals (clans) with genome x ∈ G
at time t with G = [0, 1]n being the genome space. The PDE analog of the stochastic
dynamical system described in Eq. (2.2), i.e., the evolution equation for the density
ρ(x, t) of particles obeying this equation, will again have two terms representing
stochastic genomic changes due to random mutations and directed genomic changes
due to differential fitnesses.
Theorem 2.1: The evolution of the population probability density ρ(x, t) of
particles x moving in G according to Eq. (2.2) describes a Brownian motion with















[∇xiF (x, t)ρ(x, t)] (2.3)
where D = 1
2
σσT ∈ Rnxn.
Proof : This statement is a direct application of the Fokker-Planck equation ([50],
[23], [30], [83]) which relates the dynamics of a population of single particles x = xt
to their time-dependent density ρ(x, t) when xt follows an Ito process described by
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an SDE, which in this case is Eq. (2.2) above. 
We will assume for simplicity that σ is a diagonal matrix meaning that random
genetic mutations in one gene are independent of those in others and occur at approx-
imately the same rate. This implies also that D is diagonal. A further simplifying
assumption will be that random mutation rates of genes are equal for all genes imply-
ing that the diffusion rate σii for gene (coordinate in G) i is independent of i. Thus
the diffusivity of the evolution process is isotropic, i.e., equal in all directions as well
as independent of position x ∈ G. We will denote this constant diffusion as σii =
√
2c













[∇xiF (x, t)ρ(x, t)]
= c∆ρ(x, t)−∇ · [∇F (x, t)ρ(x, t)] (2.4)






+ · · ·+ ∂2
∂x2n
is the Laplacian operator, and ∇· is the divergence
operator. Here c is a diffusion parameter reflecting the random DNA mutation rate.
We can verify that this PDE admits local conservation of mass, i.e., the density
ρ(x, t) integrates to 1 over all x for all time t. This follows by observing that Eq.
(2.4) is exactly the advection-diffusion or drift-diffusion equation corresponding to no
external sources or sinks in the density [10]. Equivalently, this is the diffusion equation
with drift which is expected based on the connection between Brownian motion and
diffusion processes. This identification reflects that our model of evolution for the
genome x and its density ρ(x, t) is based on the combined forces of random mutation
(diffusion) and a genomic fitness gradient (drift).
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2.2.4 Combined PDE model
The above presentation of evolution in this model admits two modalities: extensive
and intensive evolution. Extensive evolution, modeled in Eq. (2.1), describes evo-
lution of a clan in a positive-sum game in which new environmental resources are
exploited through an evolutionary direction without an immediate loss of the same
resources by other nearby clans.
Intensive evolution, as described by Eq. (2.4), models typical intra-species com-
petition forming a zero-sum game in which competition over a fixed resource within
a subpopulation leads to biomass (population) losses by one clan corresponding to
biomass gains by another.
The fitness functions in these two models play different roles, and the fitness func-
tion F2(x, t) in the extensive model represents (sustainable) multi-generation popu-
lation growth based on a genome x. On the other hand, the relative fitness function
F1(x, t) in the intensive model is used to measure competitive strengths of clans in
direct competition for the same resources.
This means that in a given environment, the terms representing purely competitive
(intensive) evolution and extensive evolution work together. Since both evolutions
describe time evolution semigroups U1(t) and U2(t) on the space L
1(xG) of genomic
density functions ρ(x) with generators Hi =
d
dt
Ui(t)|t=0, the Trotter product formula
interlaces the two evolutions into one with a single generator H = H1 +H2. In terms
of the resulting PDE, this means that the combined evolution model will have the
form (see Eq. (2.1) and Eq. (2.4))
∂ρ(x, t)
∂t
= c∆ρ(x, t)−∇ · [∇F1(x, t)ρ(x, t)] + F2(x, t)ρ(x, t) (2.5)
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or more simply
ρt = c∆ρ−∇ · [∇F1ρ] + F2ρ. (2.6)
2.2.5 An optimally short lifespan
We will consider here the model for extensive evolution in Eq. (2.1) which illustrates
an important aspect of the evolution of lifespan as a genomic characteristic. Under
the premise that lifespan is programmed into the genome ([74], [109], [71]), we will
make the simplified assumption that there is a portion of the genome GL ⊂ G that
controls lifespan while the functional remainder of the genome will be denoted as
GJ = G ∼ GL. Correspondingly, we will write a genome vector x ∈ G as a direct sum
x = xJ + xL of its functional component and its longevity component.
Given two subpopulations P1 and P2 in different locations with similar functional
characteristics xJ but differing lifespan characteristics xL resulting in a longer lifes-
pan for P2, assume for the moment that the fitness (in terms of population number or
biomass growth) is the same for P1 and P2. This is a reasonable assumption assuming
that the hard constraints of the ecological niche that these populations occupy dictate
(the same) fixed growth rates of their resource-intensive populations. If the lifespan of
P2 is much longer than P1, then the birth rate (i.e., production of new biomass) must
correspondingly decrease for P2 relative to P1 given that P1 has a higher death rate
and thus a higher replacement rate for those population members that die. Assume
now that the common functional genomic location of both populations is given by xJ .
Without a diffusion term in their population evolution in Eq. (2.1), both subpopu-
lations will grow in place, i.e., continuing to populate their current genomic location
xJ . However, the diffusion coefficient c will be different for the two populations, i.e.,
c1 > c2 given that the birth rate and hence the mutation rate can be much larger for
short-lived P1 than for long-lived P2.
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In the case of a nearly stationary fitness function F (x, t) ≈ F (x), if the current
location of xJ is one of high fitness F (x), then the long-lived subpopulation P2 at xJ
will continue to prosper and grow largely remaining near xJ because of the relatively
small diffusion coefficient c2. However, if the environment changes (e.g., an ice age
initiates), moving the peak of the fitness function F (x, t) drastically, the low diffusion
coefficient c2 for the longer-lived subpopulation P2 will mean that the bulk of the
population density ρ(x, t) for subpopulation P2 will not be capable of following the
developing peak of F (x, t). They may rapidly transition (in its roughly stationary
position) to a trough of F (x, t) so that extinction may occur.
In this way, long-lived subpopulations P2 may prosper for long periods of time
when the fitness function is nearly stationary but also suffer episodic extinctions
when the fitness function suddenly shifts that will make an excessively long lifespan
evolutionarily unattractive.
To clarify the meaning of a time-dependent fitness function F (x, t), we remark
that within the scope of its (standardized) definition, we have assumed the fitness
function F (x) is initially time-independent since our standardized definition would
otherwise not be possible. Thus to be clear, the reference fitness function F (x) is
initially defined in terms of differential reproduction levels assuming it is unchanging
at genome x. The definition is thus standardized, though the actual time dependence
in the function F (x, t) means it passes through such ‘standard’ forms with time t.
2.3 Results
2.3.1 Simulation of PDE model
In this section, we show results in the form of visualizations from simulating our PDE
evolution model. We focus on simulating the extensive evolution (Eq. (2.1)) picture
in order to observe birth, death, and extinction of long-lived clans. We simulate the
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movement of Brownian motion particles with varying diffusion coefficients following
a fitness function. In extensive evolution, the fitness function controls the number of
new particles (offspring) birthed from a parent particle. Note that within the contexts
of the simulation, particles can be thought of as single individuals or clans, which is a
previously established equivalency. Lifespan determines the diffusivity of the particles
as well as death, i.e., removal of particles from the simulation.
In an extensive simulation, one single population of Brownian motion particles
evolves and reproduces according to a time-dependent fitness function. This fitness
function determines the number of offspring particles a parent particle will birth as
determined by their genomic location. In this case, we have a two-gene genome: one
gene that determines longevity and another gene that is not associated with longevity.
The fitness function is defined as a mean-shifting Gaussian over the non-longevity
gene. Particles are allowed to have a longevity gene value within a continuous range of
values just as the non-longevity gene. To reflect the idea that a longer lifespan allows
for increased short-term fitness, the value of the longevity gene acts as a multiple to
the fitness function, i.e., a particle with a longer lifespan (larger value of longevity
gene) yields more immediate offspring particles. A careful reader would see that
this appears to contradict our argument that long-lived clans leave less resources to
sustain viable offspring, and any acquired biomass goes to currently living members.
However, within the simulation these additional offspring particles will not diffuse to
new genomic locations if their longevity gene value is high. The effect is that the
population density ρ will only increase in a small neighborhood around the genomic
state of the parents, which is the desired result and accurately models the current
living parents as the recipients of new biomass. The longevity gene directly determines
the diffusivity of the Brownian motion particles. Particles die, i.e., are removed from
the population, if their fitness value is near zero or they reach their lifespan which is
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a multiple of the longevity gene value.
In Fig. 2·2 illustrating this two-gene genome space, the fitness function in grey
exhibits an incline with the respect to the longevity gene axis which reflects the
increased fitness with elongated lifespan. The population density of particles as a
three-dimensional surface over the two-dimensional genome space is depicted in red
and green; green is for the ‘long’-lived individuals with longevity gene value greater
than 0.5, and red is for the ‘short’-lived individuals with longevity gene value less than
0.5. In (a), the population starts with its members being uniformly distributed over
the longevity gene value and Gaussian distributed over the non-longevity gene value.
In (b) and (c) after some simulation time passes and the fitness function moves a small
amount, the long-lived green subpopulation takes the advantage over the short-lived
red subpopulation. With their elevated fitness, they initially outproduce their fitness-
disadvantaged short-lived counterparts. However, in (d) and (e), the extinction of the
long-lived subpopulation begins; they start to fall behind the fitness function as their
decreased diffusivity prevents them from keeping up with its movement. In (e), the
green surface of the long-lived subpopulation density occupies a genomic region with
very low fitness values, and in (f) they are very much behind almost the entire non-
zero fitness landscape. In contrast, despite its generally lower fitness values than the
long-lived subpopulation, the short-lived subpopulation is able to consistently keep
up with the moving fitness function and maintain consistent overlap with it thanks to
their increased diffusivity. In (a)-(f), the red surface of the short-lived subpopulation
density is always close to and somewhat underneath the grey fitness landscape. This






Figure 2·2: This is a population density evolving to follow a moving
fitness function (grey) under the extensive evolution model. The short-
lived subpopulation (red) with a longevity gene value less than 0.5
is able to consistently maintain overlap with the fitness function via
increased diffusivity. For the long-lived subpopulation (green) with a
longevity gene value greater than 0.5, the opposite is true.
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2.3.2 First-order mechanisms
The above simple dynamical model of the time evolution of a population’s genome has
demonstrated a very important feature: extinction of temporarily advantageous long
lifespans. This is a consequence of dynamics with very episodic and highly variable
epochs which can have substantial consequences for the natural history of a species.
Here we will continue assuming only an extensive evolution component in the
full Eq. (2.5) since extensive evolution is not population-preserving and so can model
extinctions; we consider the latter to be essential to the enforcement of short lifespans
(altruism). The equation is again given as
ρt(x, t) = F (x, t)ρ(x, t) + c∆ρ(x, t). (2.7)
As an example, assume a population has stabilized its evolvability (lifespan)
through Eq. (2.7). We assume an altruistic state where subpopulation P1 with a
short lifespan τ1 dominates. As noted previously, it would then be temporarily ad-
vantageous for any single individual or clan in this subpopulation to ‘cheat’ and
develop a unilaterally longer lifespan via a genetic mutation in the longevity compo-
nent xL of the genome. In a stable environment (with unchanging fitness function
F (x, t) = F (x)) this new subpopulation P2 would have a short-term advantage be-
cause, given a ratio rτ = τ2/τ1 of the two subpopulations’ lifespan lengths, subpop-
ulation P2 would need to generate a ratio of τ1/τ2 new biomass as compared to P1
(i.e., less new births) in order to sustain itself. This will be reflected in our model
as a fitness advantage F2 = F1 + εr for P2 where even a small εr could result in a
large advantage for P2, and P2 could quickly form a majority. However, in the longer
run the evolutionary forces of Eq. (2.7) will dominate the short-term advantage of P2
highlighting its low long-term fitness and the disadvantages of an extended lifespan
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in general: the prevention of adaptability. The result, as suggested above, is elimina-
tion of the ‘cheating’ subpopulation P2. This implies that a full model would involve
quick ‘flare-ups’ of longer-lived cheaters (subpopulations generically designated as
P2) followed by longer-term extinctions of such cheating subpopulations and eventual
re-domination by shorter-lived subpopulations P1.
Such cyclic flare-ups of cheaters in generally altruistic (shorter-lived) populations
could occur frequently and ad infinitum but are in fact seldom observed in nature.
This may indicate that the strict dynamics of the full model in Eq. (2.5) are not
sufficient to describe such global properties of lifespan evolution. Since such cycles
of cheating and collapse are inimical to the interests of stable growth of a species,
it is possible that through longer phases of evolution, mechanisms preventing such
cycles have evolved. High-order genomic defense mechanisms against the rise of such
longer-lived subpopulation mutants (and resulting eventual extinctions) could greatly
benefit a species. These would enforce dynamics in which an altruistic short lifespan
dominates, and episodic extinctions are minimized.
To introduce mechanisms for such higher-order dynamics, we will refer to dynam-
ics directly modeled by Eq. (2.5) as zeroth-order dynamics implying higher-order
mechanisms that modify it. These defense mechanisms are meant to combat the
ever-present short-term individual fitness advantage of an extended lifespan. The
initial mechanisms modifying the zeroth-order dynamics in Eq. (2.5) will be denoted
as first-order mechanisms. They will be explored initially using biological examples
prior to placing them into a mathematical framework and simulating them.
Our choice of language nevertheless suggests an iterative hierarchy of mechanisms
of increasing order as well as evolutionary phases operating on different time scales:
short-term individual level time scales vs long-term population level ones. These
notions will be made clear in Section 2.3.3.
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Below we will describe examples of biological first-order genomic mechanisms that
might prevent ‘cheaters’ (longer-lived mutants) from reaching high proportions within
populations. We think of these first-order mechanisms as enforcers of stable zeroth-
order dynamics in which deviations from lifespan altruism (i.e., from relatively short
lifespans) are prevented. They ensure that individuals (or clans) within a popula-
tion maintain optimally short programmed lifespans for the long-term fitness benefit
(evolvability) of the entire group despite the ever-present short-term individual fitness
advantages of extended lifespans. These first-order mechanisms form a line of defense
against the possibility of a selfish growing subpopulation of longer-lived mutants.
A. Double mutation mechanism
In this biological first-order mechanism, a (topological) barrier to an individual
clan’s attainment of a longer lifespan (within the longevity genomic component GL)
has the following structure. First, two specific genetic mutations are required collec-
tively to attain an extended lifespan configuration in GL; the biological effects of the
two mutations interact to form this barrier. When only one of the mutations in the
pair is present in an organism, the result is death or a significant decrease in fitness
thus obstructing the path to such a double mutation and longevity.
At the level of unicellular organisms, it has been observed that E. coli has two
cell-death (apoptotic) pathways. The first is the mazEF pathway, which operates
via a toxin/antitoxin mechanism and is induced by multiple stressors on the E. coli.
The second is known as the apoptotic-like death (ALD) pathway, which is induced by
DNA damage only [27]. The ALD pathway is thought to be the ‘backup’ cell death
pathway to mazEF for the following reason: when mazEF is active it suppresses the
ALD pathway, but when mazEF is shut off by a mutation then it can no longer inhibit
ALD so that the ALD pathway initiates. We can see this as an example of the first-
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order mechanism where (here under stressful circumstances) two mutations are needed
to extend lifespan while one results in death. If an E. coli has a mutation that allows
it to shut down the mazEF pathway, then the mazEF pathway no longer inhibits
the (hair-trigger) ALD pathway, so then ALD kills the organism. Two simultaneous
mutations are needed for the organism to inactivate both the mazEF and ALD death
pathways so that it may live longer. Another example comes from C. elegans. When
paired together, mutations of Daf-2 and Rsks-1 result in a drastic increase in C.
elegans longevity [12]. However, individually these mutations can have negative effects
on the fitness of the organism. On its own, the Daf-2 mutation can result in reduced
adult motility, abnormal adult body and gonad morphology, high levels of embryonic
and L1 arrest, and reduced brood size [34]. In isolation, the Rsks-1 mutation results
in the decrease of an individual’s size and brood size [72].
This double mutation mechanism can be viewed as a species-level measure pre-
venting existence of a large numbers of longer-living mutants. When an offspring
carrying a partial mutation towards longevity is produced, it is more likely that it
will have only one of the two mutations required for extended lifespan with this one
mutation resulting in death or reduced fitness.
The logic behind this mechanism can be viewed through the lens of Brownian
motion and its properties. Recall that in the absence of fitness-induced drift, we have
a diffusion process where clan particles xt undergo Brownian motion in G.
In two dimensions, Brownian motion is recurrent: particles will reach every open
set in some finite time with probability one [51]. If the extended lifespan encoding
region in genome space is some open subset L ⊂ G where G = [0, 1]2, then a clan
xt should eventually mutate to it unless some additional mechanism is in place. In
our continuous model we can assign continuous values from 0 to 1 for the two genes
involved and model mutations from state 0 to state 1 as continuous changes (averaged
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over multiple members of a clan).
The idea behind the double mutation first-order defense mechanism in this con-
tinuous model is that, without any barriers such as the double mutation mechanism,
it is indeed possible for the two mutations (transitions in both genes from states 0 to
1) required to extend lifespan to occur. This could occur by normal genomic diffusion
within a subpopulation because the number of genomic changes (two) is small. In
two dimensions the recurrent property of Brownian motion guarantees that genomic
diffusion will eventually bring the clan genome to the extended lifespan configuration
L.
However, there are two very different genomic ‘paths’ from initial values of 0 to
final values of 1 for both genes leading to an extended lifespan. One path is for the
two mutations to arise essentially simultaneously in one generation; however, with
moderate mutation rates the probability of this happening is small. The second and
more likely path is one where the two mutations occur one at a time, i.e., sequen-
tially over multiple generations, eventually resulting in a clan with extended lifespan.
However, this more likely route to an extended lifespan has a negative impact on the
clan’s fitness along the way as each single mutation corresponds to a genomic region
with deleterious fitness. To mathematically formalize this first-order mechanism, we
need to determine a way to measure the likelihood of simultaneous mutations as op-
posed to sequential ones within our modeling framework where gene values are means
represented as continuous real numbers rather than discrete states.
B. Modeling and simulating the double mutation mechanism
The above double mutation barrier represents a simple mechanism blocking ge-
nomic changes that benefit an individual (longer life) but are detrimental to a species
(smaller adaptability or evolvability). We wish to identify this mechanism with our
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clan-based genomic model where genomic values for a given allele vary continuously
from 0 to 1 based on clan proportion.
Thus we want to make continuous the following discrete scenario: in a two-gene
genome, genes x1 and x2 each only take values of 0 or 1 where the value xi = 0
represents the wild type (currently common gene value) while xi = 1 represents a
mutated gene state. An individual starts with genome (x1, x2) = (0, 0), which encodes
a short lifespan, while (1,1) encodes an elongated lifespan. There are three discrete
mutation paths that state (x1, x2) can take to reach (1,1) from (0,0): a change in x1
from 0 to 1 followed by a change in x2 from 0 to 1 (in a sequential generation), a
change in x2 from 0 to 1 followed by a change in x1 from 0 to 1, or change in both x1
and x2 from 0 to 1 simultaneously (in the same generation).
In a species with sexual reproduction, the (normalized) values of x1 can be 0, 1/2,
or 1. The value 1/2 occurs when the single gene position x1 has one allele (e.g.,
maternal) with value 0 and the second (e.g., paternal) with value 1. The same three
values can occur for x2. Our fully continuous setting describes an average clan genome
in which the (now averaged) values x1 and x2 are modeled as continuous variables in
the interval [0, 1].
Thus in our continuous setting, genomes as points (x1, x2) are not restricted to
the four corners of the unit square and move in the full genomic square G = [0, 1]2
representing clan genomic states averaged over single individuals. We wish to model
in this continuous setting the above three discrete paths for (x1, x2) from (0, 0) to
(1, 1): up-right, right-up, or diagonal referencing our genome as the unit square.
To model the analogous situation in the continuous setting, we divide the genome
space G = [0, 1]2 into three regions: a ‘diagonal’ region R from (0,0) to (1,1) with
length θ and the two regions above and below. Transformation of the group from
primarily (0, 0) to primarily (1, 1) genomes through mutations and their spread would
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be represented as a now continuous path across the diagonal region from a region near
(0, 0) to a region near (1, 1); we identify the latter as region L encoding an elongated
lifespan and denote the former region as R0 encoding a short lifespan. Such direct
continuous traversal of the diagonal region R then represents simultaneous mutation
and then reproduction of gene values x1 and x2 within the entire group (clan) with
x1 and x2 being the proportions of group members with mutated gene states. Then
group traversal through the off-diagonal region Rc from R0 (near (0, 0)) to L (near
(1, 1)) can represent the group average over sequential mutations of x1 followed by
x2 or x2 followed by x1. Fig. 2·3 provides an illustration of two-dimensional genome
space with these regions identified.
Now we take advantage of the following property of Brownian motion: the amount
of time that particles xt will spend in a particular subset R ⊂ G is proportional to
the area of R [51]. To achieve the desired result that two sequential mutations over
multiple generations is more likely than two simultaneous mutations in one generation,
which is equivalent to clan particles xt spending more time in R
c than R, we just
need Rc to have larger area than R. This can be easily accomplished with the proper
choice of θ which is the width of R.
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Figure 2·3: This is an illustration of two-dimensional genome space
with a particular fitness landscape that models the double mutation
mechanism. This mechanism prevents clans from mutating to a state of
extended lifespan via a fitness penalty in large portions of genome space
representing two sequential mutations required for extended lifespan.
All that is left to formalize this double mutation first-order mechanism is to im-
plement the negative fitness consequence that comes with the mutation path to an
extended lifespan consisting of mutating one gene then the other as represented by
region Rc ⊂ G. In order to accomplish this in a simple way, we can construct the
fitness function F so that it only takes on three constant values: F1, F2, and F3 in the
regions Rc, R \L, and L, respectively, where F1 < F2 < F3. That is, for clan genome
(x1, x2) ∈ R \ L which represents the simultaneous double mutation path to lifespan
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extension L excluding L itself, F (x1, x2) = F2. Then, for clan genome (x1, x2) ∈ Rc,
F (x1, x2) = F1 where F1 < F2. If individuals reach a state of extended lifespan, i.e.,
(x1, x2) ∈ L, then they experience a fitness boost of F3. So the fitness function can
be written as the following piece-wise function:
F (x1, x2) =

F1, (x1, x2) ∈ Rc
F2, (x1, x2) ∈ R \ L
F3, (x1, x2) ∈ L.
(2.8)
This is a group version of the double mutation barrier in that, over a group
or clan, such double mutations would occur in individuals on reproduction and be
represented in the group average as motion from (0, 0) toward (1, 1). The results of
ill-fated single mutations, e.g., from (0, 0) to (1, 0), with their resulting lowered fitness
will represent motion within the off-diagonal region Rc. The group level effects of the
above transitions will be summarized within our standard clan-level fitness function
F (x) by a very low fitness in the region Rc and a baseline fitness in the diagonal
region R. The above continuous (clan-level) fitness function F in Eq. (2.8) is meant
to represent a simplified version of the above-described fitness function.
There are many relevant estimates related to Brownian motion, and in the special
case where F1 = 0 (i.e., continuously modeling that the mixed states (1, 0) and (0, 1)
are fatal), the probability of a clan’s successful attainment of longer lifespan (reaching
a fixed neighborhood of (1, 1)) will amount to the probability of the first exit on the
northeast edge of the rectangle that completes the two red diagonal lines in Figure
2·3 with two (perpendicular) edges at the northeast and southwest ends. This can be
estimated by standard Brownian techniques related to the first exit time of Brownian
motion from a rectangle [22].
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A valid simulation of this first-order mechanism should demonstrate its efficacy
in preventing a significant proportion of a population from evolving to a state of
extended lifespan. We simulate an evolving population of clan particles undergoing
extensive evolution as in Eq. (2.1 in two dimensions under the piece-wise constant
fitness function in Eq. (2.8). That is, we have Brownian motion particles multiplying
according to Eq. (2.8). The diffusion is kept the same for all particles since we are
focused on determining whether this particular choice of fitness function adequately
prevents particles from reaching L. The group will start with genome (0, 0), and we
define the longevity (extended lifespan) region L to be all genomes (x1, x2) within
distance δ from (1,1) in G = [0, 1]2. Particles are removed from the population when
they reach lifespan τ ; if (x1, x2) ∈ L, they experience elongated lifespan τL where
τL > τ .
Our evaluation of the efficacy of this first-order mechanism is the proportion of
the population with genome (x1, x2) ∈ L as time progresses. The main comparison is
between the fitness function in Eq. (2.8) and a fitness function that is uniform over
all of G with the exception of increased fitness in L. In the uniform fitness case, we
expect to see a significant proportion of the population move towards L as there are
no defenses against reaching it.
In Fig. 2·4 (a), we display a density plot over two-dimensional genome space at
time t = 50 when the fitness function has a uniform value of F (x1, x2) = 1 for all
(x1, x2) ∈ G \ L and increased fitness F (x1, x2) = 2 for (x1, x2) ∈ L. After 50 gener-
ations, we can see that the population is successfully moving towards the extended
lifespan region L as expected due to the absence of any first-order mechanism. At
this time, 4.75% of the population resides in L which we set as a distance of δ = 0.2
away from (1,1). In Fig. 2·4 (b), we display the same density plot, but the first-order
mechanism is instantiated as in the previous Fig. 2·3. The diagonal path from (0,0)
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(a) (b)
Figure 2·4: Here are density plots from simulation illustrating the
efficacy of the double mutation first-order mechanism. In (a), the mech-
anism is not yet implemented, and we see that a significant proportion
of the population has reached (1,1) representing extended lifespan. In
(b), the mechanism is implemented, and clan particles are not able to
traverse to (1,1).
to (1,1) with width θ = 0.08 represents the less likely simultaneous double mutation
path to L; particles in this region experience a neutral fitness of F2 = 1. The regions
outside of this diagonal path represent the more likely sequential mutation paths to
L; particles in this region experience a fitness penalty with F1 = 0 meaning they do
not reproduce at all. If particles reach L, they experience an increased F3 = 2. After
50 generations, in Fig. 2·4 (b) we see that the population is having a difficult time
mutating to L due to the first-order mechanism. Some particles begin to traverse the
fitness-safe diagonal path towards L, but along the way, they are likely to randomly
mutate outside of this safe zone where there is a dangerous fitness penalty. At this
time, only 2.11% of the population resides in L which demonstrates the efficacy of
the double mutation mechanism. As for the other model parameters, we have τ = 4,
τL = 8, and diffusion c = 0.2.
C. An alternative model of the double mutation mechanism
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Here we describe an alternative method of modeling the double mutation first-
order mechanism. Recall that in this mechanism, two genetic mutations are required
to extend lifespan where each individual mutation is detrimental to the organism.
Let’s return to the problem of making this process fit within a continuous clan-based
genome space. In a two-dimensional genome, assume we have four genomic states:
(0,0) for short-lived, (1,1) for long-lived, and (0,1) and (1,0) for the detrimental state
of only having one of the required mutations for elongated lifespan. Assume that each
state has their corresponding fitness values of F00, F11, F01, and F10, respectively.
We will assume that F00 represents the ‘default’ fitness for the short (normal)
lifespan while F11 > F00 captures the short-term benefits of a long lifespan. Then
F01, F10 << F00 represents a programmed ‘forbidden’ or ‘discouraged’ state that
penalizes the mutation path from short-lived state (0,0) to ‘mixed’ state (0,1) or
(1,0) along to the way to long-lived state (1,1).
Then in our continuous genome square, we have locations (x1, x2) where x1 repre-
sents the proportion of a clan with mutated gene 1, and x2 represents the proportion
of a clan with mutated gene 2. Let’s assume an equilibrium distribution of genotypes
over the square. That is, if ρ11 represents the proportion of the population with a
mutation in both genes, then ρ11 = x1x2. Continuing with this line of thinking, we
have the following:
ρ00 = (1− x1)(1− x2) (2.9)
ρ01 = (1− x1)x2 (2.10)
ρ10 = x1(1− x2) (2.11)
ρ11 = x1x2. (2.12)
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Then, using our fitness values in the four discrete states, we can define an effective
fitness function over the continuous genome square G = [0, 1]2 for every x = (x1, x2) ∈
G:
F (x1, x2) = F00(1− x1)(1− x2) + F01(1− x1)x2 + F10x1(1− x2) + F11x1x2. (2.13)
For prototypical values say at F00 = 2, F11 = 3, F01 = F10 = 0.5, the shape of
this fitness function shows the predicament of clans x that depart from fitness-stable
(0,0) short-lived configuration and move towards the (1,1) long-lived configuration.
Fig. 2·7 (a) shows a surface plot of the fitness function in Eq. (2.13) over the genome
square.
To simulate the double mutation first-order mechanism according to this model,
we use our intensive evolution model in Eq. (2.4) with the fitness function defined
as above in Eq. (2.13). We have a fixed amount of Brownian motion particles that
experience Gaussian-valued jumps as well as a drift according to ∇F where F is
defined in Eq. (2.13). Referring to the differences between extensive and intensive
evolution described in Section 2.2.2, unlike the extensive evolution model where F
defines the number of new offspring particles, here in the intensive evolution model
∇F is the drift source for a Brownian motion particle population of constant size.
Our expectation is that with this particular choice of fitness function in Eq. (2.13)
that models the double mutation mechanism, it should be very difficult for clans x
to evolve from a short lifespan state (0,0) to a long lifespan state (1,1). Fig. 2·5
depicts 10000 clan particles starting at location (0.2, 0.2) evolving intensively over 30
generations while Fig. 2·6 displays the same scenario as density plots over the genome
square. Since we are mostly concerned with particles’ access to region L near (1,1)
rather than the effect of reaching L, the diffusion is set at a constant c = 0.05 for all
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x ∈ G. Region L is defined as within a distance δ = 0.1 away from (1,1). From Figs.
2·5 and 2·6, we can see that the particles do indeed face a challenge in navigating
from (0,0) to (1,1). While the pull towards (1,1) is the greatest, the moderate pull
towards (0,0) and deterrent away from (1,0) and (0,1) makes the evolution journey
to (1,1) difficult. After 30 generations, only about 10% of the population had ever
reached long lifespan region L.
A natural curiosity is the role that diffusivity plays in this mechanism. We would
expect that if diffusivity is increased, i.e., the variance of the Gaussian-valued jumps
that the Brownian motion particles experience is increased, then more particles will
reach L. In biological terms, if the random DNA mutation rate is increased, then
more individuals would randomly evolve to a state of elongated lifespan. To determine
how diffusion affects the efficacy of the double mutation mechanism, we tracked the
proportion of the population that had ever reached L after 30 generations for a range
of diffusion values. Fig. 2·7 (b) shows the results in a line plot. As expected, we
see that as diffusion increases, the population proportion mutating to L increases.
Note that we should only reasonably use a maximum diffusion of around 0.1 since
it is difficult to imagine a biological scenario where the proportion of a clan with a
mutated gene experiences a jump in a single generation with variability larger than
0.1. From Fig. 2·7 (b), even at this increased diffusion level of c = 0.1, the proportion
of the population that ever reached L in 30 generations was around 0.35.
D. Low dimensional calculations: simple example in 2-D
Here we take a quick digression to illustrate how dynamics in high-dimensional
genome space can be reduced to explicit computations in a lower-dimensional space.
As an example, we further consider the double mutation mechanism in a two-dimensional




Figure 2·5: Here are clan particles evolving intensively with the dou-
ble mutation first-order mechanism implemented via the fitness func-
tion in Eq. (2.13). As time progresses in (a) to (d), particles have a
difficult time reaching lifespan-extension region L near (1,1).
dimensional Brownian motion with drift ∇F (x1, x2) from Eq. (2.13) and diffusion
σ ·I, we wish to rigorously bound the probability of escaping a region near (0, 0) (rep-
resenting short lifespan) within some time T . This should quantify the effectiveness
of the double mutation mechanism.
For simplicity, we set F01 = F10 = 0, F00 = 1, and F11 = 2 in our definition of
F (x1, x2) yielding




Figure 2·6: These are density plot versions of the scatter plots in
Fig. 2·5.
This drift vector field given by∇F is shown in Fig. 2·8. If we look at the region within
line x1 + x2 = 2/3, all flow vectors point to the interior of this region towards (0, 0).
Thus, can think of escaping a short lifespan near (0, 0) as equivalent to escaping this
region.
However, we must also consider the boundaries of domain G = [0, 1]2. We must
assume a reflecting boundary, which can be removed by making the domain a 2 × 2
arrangement of the unit square and its reflections (together with the drift field) all
centered at the origin. The new reflected drift vector field now with a domain over the
entire plane R2 has the appearance in Fig. 2·9 (a). We want to bound the probability
of leaving the rhombus centered at (0, 0) where the drift is equal to the gradient of
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(a) (b)
Figure 2·7: In (a), the fitness function in Eq. (2.13) is displayed that
implements the double mutation first-order mechanism by preventing
a significant number of clan particles from reaching lifespan-extension
region L near (1,1). In (b), we depict how the efficacy of this first-order
mechanism is impacted by the diffusivity, i.e., the random mutation
rate.
the reflected fitness function:
F r(x1, x2) = 1− |x1| − |x2|+ 3|x1x2|. (2.15)
The gradient of the reflected fitness function F r is
〈F rx1 , F
r
x2
〉 = 〈−sgn(x1) + 3sgn(x1x2)x2,−sgn(x2) + 3sgn(x1x2)x1〉
= 〈sgn(x1)(−1 + 3|x2|), sgn(x2)(−1 + 3|x1|)〉 (2.16)
everywhere except (0, 0). The last line follows from sgn(x1x2) = sgn(x1)sgn(x2) and
|x| = xsgn(x).
Since Brownian motion is rotation invariant, we can rotate the entire picture (drift
field and the rhombus boundary) by π/4 and leave the problem unchanged. Using
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Figure 2·8: This is two-dimensional genome space with a drift vector
field that models the double mutation mechanism. The red line encloses
a region where all drift flow vectors point towards the short lifespan at
(0, 0).










the new coordinate system is described as
x1 → (x1 − x2)/
√
2 (2.18)
x2 → (x1 + x2)/
√
2. (2.19)
Then, taking the reflected fitness function F r in Eq. (2.15), the rotated fitness func-
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(a) (b)
Figure 2·9: The drift vector field over [0, 1]2 from Fig. 2·8 is reflected
(a) and rotated (b) and now defined over all of R2.
tion is
F ∗(x1, x2) = F
r((x1 − x2)/
√
2, (x1 + x2)/
√
2)
= 1− |x1 − x2|/
√
2− |x1 + x2|/
√
2 + 3|(x1 − x2)(x1 + x2)|/2
= 1− |x1 − x2|/
√
2− |x1 + x2|/
√
2 + 3|(x21 − x22)|/2. (2.20)
Now the drift is the gradient of the rotated fitness function:
〈F ∗x1 , F
∗
x2
〉 = 〈−sgn(x1 − x2)/
√
2− sgn(x1 + x2)/
√
2 + 3sgn(x21 − x22)x1,
sgn(x1 − x2)/
√
2− sgn(x1 + x2)/
√
2− 3sgn(x21 − x22)x2〉 (2.21)
which is displayed in Fig. 2·9 (b).





drift in Eq. (2.21). To accomplish this, we compute the maximum (least negative
or weakest) drift toward the origin in component x1 over all −
√
2/3 ≤ x2 ≤
√
2/3,
which represents a worst-case scenario for the effectiveness of the double mutation
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mechanism. The x1 component of the drift is
F ∗x1 = −sgn(x1 − x2)/
√
2− sgn(x1 + x2)/
√
2 + 3sgn(x21 − x22)x1
and we wish to maximize this over x2. By symmetry, we just consider the first
quadrant (x1, x2 > 0). Then if x1 > x2,
F ∗x1 = −
√
2 + 3x1.
If x1 < x2 (still in the first quadrant), then
F ∗x1 = −3x1.





2 + 3x1,−3x1) ≡ f0(x1). (2.22)
This maximum x1 drift component over 0 ≤ x2 ≤
√
2/3 in Eq. (2.22) should not
change (see Fig. 2·9) if we extend to −
√
2/3 ≤ x2 ≤
√
2/3.
The above maximum x1 drift component was computed for 0 ≤ x1 ≤
√
2/3.
Now for the maximum x1 drift component over all x2 when −
√
2/3 ≤ x1 ≤ 0, by a
symmetric argument, this is
− f0(−x1) = −max(−
√
2− 3x1, 3x1) = min(
√
2 + 3x1,−3x1). (2.23)
Combining Eq. (2.22) and Eq. (2.23), the maximum (least negative or weakest) drift
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2 + 3x1,−3x1), −
√
2/3 ≤ x1 ≤ 0
(2.24)
where we call f1(x1) the projected minimum flow. Using this projected minimum flow
in one dimension, we can bound the probability of leaving a short lifespan region near
(0, 0) in two dimensions.
In the theorem below, f1(x1) is the projected minimum one-dimensional flow from
Eq. (2.24) and F (x1, x2) = 1− x1− x2 + 3x1x2 is the original fitness function for the
double mutation mechanism process. We define escape from the short-lived location
(0, 0) as escape from the bounding triangle x1+x2 ≤ 2/3 in the original genome space
G = [0, 1]2.
Theorem 2.2 Consider the above two-gene first-order barrier evolutionary process




= k∇F (x)+σẆt where σ ≡ σ ·I. The probability
of escaping this limited lifespan before time T is bounded above by 1− (1−a)2 where




2/3] starting at x = 0 before time T for a
one-dimensional Brownian motion with drift f1(x) and diffusion σ.
Proof: Earlier we showed that escape from (0, 0) in the original domain [0, 1]2





after reflecting the domain to become R2 and then rotating by π/4 (per above diagram
in Fig. 2·9). Then we have
P(no escape from S )
= P(no escape along x1 axis)· P(no escape along x2 axis | no escape along x1 axis).
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Then
P(escape along x1 axis) ≤
P(escape along x1 axis with the projected minimum flow) = a.
Similarly,
P(no escape along x2 axis | no escape along x1 axis)
≥ P(no escape along x2 axis with the projected minimum flow)
= P(no escape along x1 axis with the projected minimum flow) = 1− a.
Therefore, P(no escape from S) ≥ (1− a)2. 
E. Triple mutation mechanism
In this biological first-order mechanism, at least three mutations are required to
significantly extend an individual’s lifespan while the single mutations on their own
are not necessarily deleterious to fitness. Here the barrier to extended lifespan is
the complicated ‘genomic path’ to a longer lifespan, i.e., all three mutations existing
simultaneously within the same individual. This should be very unlikely to occur by
chance and enough to prevent large numbers of longer-lived mutants from appearing
in a population. Compared to the previous mechanism, the barrier to the rise of a
longer-lived subpopulation is not negative effects from single mutations but the high
numbers of fitness-neutral mutations required. A prime example of such a mechanism
is observed in C. elegans with regards to mutations that affect their insulin/insulin-like
growth factor-1 signaling pathway. One of the primary genes that affects this pathway,
Daf-16, only slightly increases the lifespan of organisms when overexpressed. However,
the additional genes Jnk-1 and Cst-1 have been shown to stimulate the activity of
Daf-16 ; in a post-translational modification, the overexpression of these two genes
promotes significant increased longevity dependent on the overexpression of Daf-16.
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Due to gene-gene interactions, the overexpression of all three genes simultaneously
act together to produce a significant extension of lifespan in C. elegans [109].
As in the double mutation mechanism, the logic behind this triple mutation mech-
anism can be viewed through the lens of Brownian motion and its properties. In three
dimensions, Brownian motion is transient: particles will eventually leave any bounded
set with probability one [51]. In the triple mutation mechanism, the notion that the
(minimum of) three fitness-neutral mutations required to extend lifespan have a low
probability of all occurring by chance is supported by the properties of Brownian mo-
tion. First, in three and more dimensions, bounded regions (e.g., a neighborhood in a
3 gene subspace of the genome (x1, x2, x3) = (1, 1, 1)) are more difficult to reach. For
the same reasons, it is more likely to leave a longevity region L ⊂ G = [0, 1]3 for long
periods of time (indeed, unbounded Brownian motion in three or more dimensions is
non-recurrent [51]). Thus even with fitness gradients favoring an expanded lifespan
region L, departure and extended non-return to such a region can be likely under
suitable combinations of genomic diffusion parameters.
This mechanism can also be viewed from the point of view of entropy. In physics
and physical chemistry, entropy is a measure of the likelihood of an outcome based
purely on the number of ways it can occur [56]. Thus, an outcome of a time-dependent
system is more likely if this outcome has higher entropy. One can imagine many mech-
anisms in gene space based on so-called entropic barriers. An entropic barrier would
thus represent the unlikelihood of a sequence of near-neutral mutations in leading
to a lifespan-extension region L based on ‘counts’ of ways to reach L as compared
to ways of reaching alternative outcomes. Thus the triple mutation mechanism is an
extremely simple example of an entropic barrier. The triple mutation mechanism pro-
vides many more ways for xt not to reach L through approximately neutral Brownian
diffusion than the alternative. This forms a defense against the rise of a longer-living
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subpopulation. More generally, a species can impose rate-limiting barriers to lifespan
extension using such mechanisms so that the fitness-induced drift toward lifespan
extension is a controlled one. This is demonstrated below in a simulation.
F. Modeling and simulating the triple mutation mechanism
Within our mathematical framework, if genome space is G = [0, 1]3, the initial
ancestral population starts at (0,0,0), and the upper rear right corner (1,1,1) with
surrounding radius δ is the L region that represents a state of extended lifespan,
then we claim that over time only a very small proportion of the population will
ever reach L. For simplicity we will assume (as in the discrete genomic case) that
this continuous version admits its (short-term) fitness advantage to longer-lived clans
only near x = (1, 1, 1) simplifying the diffusion analysis in the remainder G ∼ L of
the genome cube. This model will simulate the triple mutation mechanism.
We will simulate our model using the intensive (purely competitive) model which
conserves total population and thus allows us to track individual clans in addition
to having an aggregate PDE model in Eq. (2.4). Simulating our intensive evolution
model in three dimensions is straightforward in comparison to the previous intensive
two-dimensional case; we require a third independent Brownian motion to represent
random mutations in the third gene. This first-order mechanism assumes a constant
fitness outside of L and so also on any Brownian path leading from the origin 0 =
(0, 0, 0) to L. Thus we set the fitness to be constant for any (x1, x2, x3) ∈ G \ L with
a small positive fitness gradient when points approach L. Again, we evaluated the
efficacy of the mechanism by tracking the proportion of the population that had ever
reached L after many generations.
Similar to our intensive simulation of the double mutation mechanism, we tracked
the proportion of a 10000 clan population that had ever reached L after 30 generations
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(a) (b)
Figure 2·10: When three (a) and four (b) fitness-neutral mutations
are required to extend lifespan, we track the size of a long-lived sub-
population as the diffusivity, i.e., random mutation rate, increases.
for various diffusion levels when the lifespan extension region L was within a distance
of δ = 0.1 away from (1,1,1). We again expect to see an increased proportion of
points reaching L as the diffusion increases. In Fig. 2·10 (a) below, there seems to be
a somewhat one-to-one relationship between diffusion and this proportion, i.e., the
proportion of the population that had ever reached L after 30 generations was around
0.10 when the diffusion was 0.10. In comparison to the double mutation mechanism,
this is direct evidence of the different recurrent properties of Brownian motion in
two versus three dimensions. When the diffusion was 0.10 in the double mutation
scenario, the proportion of the population that ever reached L was around 0.35. In two
dimensions, i.e., when only two mutations are required to extend lifespan, a specific
fitness-related defense mechanism is required. However, when three mutations are
needed, no particular fitness-related defense is required.
To thoroughly check the efficacy of this mechanism, we performed similar simula-
tions in four dimensions with a four-gene genome. When four simultaneous mutations
are required to extend lifespan, we expect that attainment of region L has an even
smaller probability of occurring by chance alone than in three dimensions (with a
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three-gene mechanism). We should thus observe less of the population reaching L
compared to the three-gene case. Indeed this was the result. In Fig. 2·10 (b), we
plot a similar line plot of the proportion of the population that ever reached L after
30 generations versus the diffusion level in a four-gene genome. Again, the fitness
function is constant outside of the extended lifespan region L which in this case was
a distance of 0.1 away from (1,1,1,1); there is a small positive fitness gradient when
points approach L. When the diffusion was 0.10, the proportion of the population
that ever reached L was only around 0.02, which is much smaller than 0.10 and 0.35
in the three and two-gene genome scenarios, respectively.
2.3.3 High-order mechanisms
The above-described first-order mechanisms, incorporated over many epochs of greedy
evasion of longevity restrictions and subsequent extinctions, effectively prevent large
numbers of longer-lived mutants from attaining significant proportions of populations.
This enforces a zeroth-order dynamical picture with barriers to excessively long lifes-
pans. Optimally limited lifespans allow a species to evolve rapidly enough to keep up
with sometimes extremely changing environments.
These first-order lifespan-limiting evolutionary barriers arise from (species-level)
long-term fitness consequences of excessive lifespans. These mechanisms are deeply
embedded over a long time denying new offspring access to longevity regions in genome
space. In the meantime, the ongoing pressures from short-term fitness advantages to
individuals toward excessive lifespans still persist. These represent individual ver-
sus group evolutionary tensions and lead to the resulting mechanisms for limiting
lifespans.
However, this leads to a natural question: what prevents these first-order defense
mechanisms from ‘evolving out’, allowing mutants to bypass them and experience
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the short-term advantages of longer lifespans? One possible answer begins with the
observation that ‘evolutionary bypasses’ of first-order defenses to longer lifespan are
certainly possible. However, on the even longer time scales it takes to evolve out
these defenses, the resulting longer lifespans will be just as catastrophic for a species
(in the long run) for the same evolutionary reasons.
First-order mechanisms have evolved over longer time scales to prevent detrimen-
tally longer lifespans in standard (zeroth-order) evolution. The slower evolution of
these first-order mechanisms reflects the longer-term evolutionary pressures molding
them, i.e., the longer-term detrimental consequences of longer lifespans. There is in-
deed nothing to prevent these longer-term mechanisms from evolving out on such even
longer time scales yielding again to the greedy short-term advantages to individuals
of longer lives.
Since such slower changes resulting in longer lifespans will be just as detrimental
over longer time scales, mechanisms preventing changes in first-order mechanisms will
become evolutionarily encoded through such slower time scales, which we will denote
as second-order time scales. The corresponding second-order processes will effectively
control the parameters of first-order processes preventing them from ’evolving out’,
again due to short-term advantages of long lifespans.
More generally, we hypothesize that there are genomic defense mechanisms of suc-
cessive orders controlling the evolutionary loss of mechanisms of prior orders. These
defense mechanisms will thus enforce dynamics of preceding order mechanisms pre-
venting their ’evolving out’ for short-term advantage. We develop this idea below.
In the general case, let the genome subspace of interest have a basis of n genes,
so this space has the form G = [0, 1]n. In previous examples we have illustrated
evolution of longevity by identifying longevity with a region L near the far corner of
our genome sub-cube G = [0, 1]n. More generally, here we will identify L as a region
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or manifold M ⊂ G. By an extended lifespan, we always mean a viable one with
a proportional increase of reproductive period and not one associated with limited
healthspan as this would not support our argument for optimally short lifespans.
Suppose an ancestral subpopulation (for example, millions of years ago) reached
M by a particular mutation path. As noted in Section 2.3.2, longer-lived mutants
would initially spread with their short-term fitness advantage, but in the long run they
would catastrophically disappear as their subspecies would be incapable of evolving
efficiently in changing environments. Thus, subpopulations denied genomic access to
longevity manifold M in the first place would have more living offspring after such
a longer time, i.e., their long-term fitness (not directly modeled in our short-term
fitness function F (x, t)) is higher.
Let us denote the above short and long time scales t0 and t1, respectively. Thus
zeroth-order evolution acts on a time scale t0 and assigns higher fitness to longer lifes-
pans. Such longer lifespans are nevertheless blocked by first-order topological barriers.
First-order evolution acts on scale t1 effectively modifying the parameters of zeroth-
order evolution and making longer-lived regions and manifolds M less accessible in
spite of their higher (short-term) fitness.
We can think of zeroth-order evolution (acting on the basic time scale t0) as en-
coded in the basic Eq. (2.4). Though this models only intensive (purely competitive)
evolution, it is sufficient to illustrate this point. The above discussion models ‘safe-
guards’ built into the dynamics of Eq. (2.4) in the form of topological barriers to
the flow of genomes toward longevity manifolds M. Such safeguards are of course
encoded into the fitness function F (x) that drives these dynamics in the form of
artificially low fitness levels assigned to genomes that act as gateways to longevity
manifolds M. Such barriers are illustrated in the examples above, e.g., in the two
and three gene-subspace examples in Section 2.3.2.
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Though the space of fitness functions F (x) is theoretically infinite-dimensional, we
will assume for the moment that there is a finite number of parameters α1, α2, . . . , αp
that have a primary role in determining F . Thus, for example, a simple (toy) two-
parameter version of F would have the form F (x) = α1φ1(x) + α2φ2(x). Then
longer term (first-order) changes in F would be modeled by making the parameters
αi = αi(t) time-dependent on a time scale t1 over which such changes would occur.
Forming a vector α(t) = (α1(t), α2(t), . . . , αp(t)), we would expect based on the
slower (first-order) changes in F that a combined dynamical system in which we
model the explicit dependence of F on both x and on α would have the form of Eq.
(2.4) with dependence on the parameters α included explicitly. Thus we would have
∂ρ(x, t)
∂t
= c∆ρ(x, t)−∇ · [∇F (x,α, t)ρ(x, t)]. (2.25)
Recall that this system represents a genomic population density ρ(x, t) that (being
purely competitive) preserves total population number
∫
G ρ(x, t)dx. Thus (upon a
single normalization) the genomic density becomes a probability density function
with
∫
G ρ(x, t)dx = 1. Thus ρ(x, t) represents a probability density corresponding to
the stochastic differential equation in Eq. (2.2) incorporating (slow) time dependence
in its parameters α now denoted α1t for first-order:
dxt
dt
= ∇F (xt,α1t, t) + σẆt. (2.26)
If α1t is allowed to evolve slowly, we will assume this is done locally in time





for some function F1 generating the time evolution of α1t. Note that the vector
function on the right of Eq. (2.27) need not have the form of a gradient. However,
given that the parametric evolution in this equation represents an improvement of
(longer-term) fitness through modification of the topography of F , we will for now
assume that the right side of Eq. (2.27) can be written in gradient form. The simple
coupled system of Eq. (2.26) and (2.27) represents a fast time evolution in Eq. (2.26)
and a slow one in Eq. (2.27) as controlled by 0 < ε << 1.
An iteration of the above argument then deals with the possibility that, even if
F1 has a parametric form that maintains a lifespan-limiting topography in F , this
form of F1 can again begin to evolve out over these longer time scales leaving the
species again exposed to opportunistic mutants with longer lifespans. As before, the
embedded structure in F1 that prevents this from occurring will involve (what we
will assume to be) a finite number of parameters of interest that control F1. These
parameters, collectively designated as α2t for second-order, will evolve to develop
topographic barriers to the evolution of F1 that might evolve out its protective role
in maintaining the right parameters α1t in F .
Evolution of the parameters α1t toward maintenance of barriers in F to longer life
will be largely driven via extinction of the species in which they reach non-optimal
values and in which fast (zeroth-order) evolution is permitted toward longer (but
sub-optimal) lifespans.
Thus evolution of the parameters α2 drives maintenance of order in parameters
α1 which in turn control parameters we will denote as α0 defining the original short-
term fitness function F . An iteration of the above argument argues then that given
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sufficiently long times, the parameters α2 will begin to ‘decay’, and F1 will lose its
barriers to the deterioration of α1 and its ability to prevent cheating in F via the
parameters of α0.
The implication is that to ‘protect’ a species from short-term gains (with long-
term consequences), there needs to be dynamical processes controlling the parameters
in its (short-term) evolution, and this argument iterates (assuming there is available
evolutionary time for all scales) to produce iterated dynamics on parameters αη of
each evolutionary order.
Given that these dynamics prevent gains in short-term fitness, they will largely
be driven by extinctions of species which do not maintain such barriers. Through
such encoding in survivors of these extinctions, these parameter values will become
‘hardened’ and then protected from detrimental change by higher-order dynamics
on them driven by extinctions that occur over the longer periods of time that these
dynamics take place.
Thus these higher-order mechanisms are the result of evolution acting on a se-
quence of successively slower time scales resulting in the observed extremely rare
occurrence of significant numbers of longer-lived subpopulations. This notion of evo-
lution acting on multiple time scales complements the common notion that evolution
acts on various scales of space, e.g., from cells to organs to individuals to entire pop-
ulations, which is something already well-established in the framework of multilevel
selection [106] and a notion we have used throughout this work.
Mathematically, this sequence of parameter vectors αη each controlled dynami-
cally by higher-order parameters αη+1 over longer time scales can theoretically take
place as long as there is enough evolutionary time for the successive time scales to
















where by convention the gradient ∇ applies to the first argument of Fi only. We thus





We note that the stochasticity of time evolution (including the term Ẇt) is only
included here in the zeroth-order time evolution on the basis that stochastic compo-
nents of the higher evolutions are diminished (in our model) by averaging over longer
time scales. Analogous stochastic components in the higher-order equations above
can be included as well in a more complete description.
To state things generally, a complete model of the time evolution of a popula-
tion’s genome would feature an ‘evolution of evolution’ with the process of evolution
itself evolving on a slower time scale in this case to more efficiently eliminate the
possibility of longer-lived mutants, so they are rarely observed in nature. This notion
of evolution of evolution can be translated to the mathematical notion of ‘dynamics
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of dynamics’ wherein parameters within a dynamical system themselves are slowly
changing according to a higher level dynamical system. Thus there is a base level
dynamical system that qualitatively displays zeroth-order dynamics (Eq. (2.26)) on
the fast time scale which is controlled by a collection of parameters; these parameters
are the subject of another dynamical system on a slow time scale, that is, first-order
dynamics.
Looking at successive levels of this hierarchy, there are parameters guiding evo-
lution of the zeroth-order (basic evolutionary) parameters whose changes would be
controlled by a first-order dynamics within a higher-level dynamical system on a
slower time scale, and so on. The formulation of successively higher-order and slower
dynamical systems in a multiscale setting exactly parallels the orders (levels) of evo-
lution that we have discussed. The particular ordered mechanisms that prevent the
collapse of the qualitative picture on the order below form a recursively defined family
in which parameters of one dynamics slowly change within their own dynamics of a
single order higher.
This type of slowly changing dynamics has been studied classically ([120], [6],
[11], [19],[25], [9]) and in the area of dynamical systems [64]. Slow changes in param-
eters, e.g., in the coefficients of the differential equations, are described in adiabatic
dynamics [85].
To make the above system clear, successively higher powers εi of ε in successive
equations represent the fact that each iteration of the higher-order dynamics must
out of necessity occur at a much slower timescale than the previous iteration. Thus,
more precisely, we can replace the timescales εi for i = 1, 2, . . . with timescales εi
where we understand that the (i+ 1)th timescale is such that εi+1 << εi.
As a simple illustration, consider a population of organisms whose population size
at time t is denoted as yt that evolves according to some differential equation with
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parameter λ that represents the reproduction rate. Over a long period of time, the
ambient climate slowly changes, thus gradually changing the population’s environ-
ment, and affecting a simply formulated fitness function in this case controlled by a








with 0 < ε << 1 and εt is the slow time scale that the fitness function parameter
λt changes with respect to. We note here that if the two equations are coupled, i.e.,
g(·, ·) is a function of both λt and yt, then this is typically called a slow-fast system
in the literature.
In our situation, we will generally have stochastic differential equations as com-
ponents of the adiabatic system, and the analysis techniques fall under the umbrella
of multiscale methods referring to the different time scales of the stochastic dynamics
([66], [79], [45], [100], [32], [5]). A useful technique is to analyse the solution of the
slow system in the adiabatic limit as ε → 0 via an averaging technique over the fast
system’s dynamics [79]. This will be explored in future work.
A. A conditional fitness function
We will not yet go into specific genomic mechanisms that can implement such
successively slower timescales except to make the following observation. We note
that in any (small) subset xI of the variables (x1, . . . , xn) defining genome space G,
we can consider the conditional form of the fitness function F (xI |x∼I), which is the
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fitness function F (x) viewed as depending on the variables xI with the remaining
variables x∼I fixed. Here we explain how the notion of a conditional fitness function
can accommodate a hierarchy of adiabatically-controlled equations that models a
series of genomic defenses against mutating to a state of extended lifespan.
Recall in our simplified model, all genes have two variants: a wild type and a
mutant type. For the purpose of more realistic theories, this model can be expanded
in many directions, but for purposes of illustration it is useful to go with such a
simplified picture.
For notational purposes, we define B to be the set of all genes {g1, . . . , gn}, so that
a subset I ⊂ B corresponds to a set of variables {xI} = {xi|i ∈ I}. The genomic
values x for the set of all genes B forms the the full genome space G.
A simplified model for stratifying the above iterated time scales is to imagine more
specifically a subset I ⊂ B of the genome on which our model of zeroth-order evolution
is based. The implication of the above stratification of time scales for the longevity-
related aspects of evolution is that there is another component of the genome, the set
of genes −I with genomic values x−I , forming a set of states G−I which control the
adiabatic changes in the portion GI consisting of genomic states of the variables xI .
The simplest picture of the relationship between the two subspaces GI and G−I
of the full space G is that states of subspace G−I control the evolutionary parame-
ters in the subspace GI . These evolutionary parameters include the topography of
the conditional fitness function F (xI |x−I) = F (xI ,x−I). The notation on the left
simply emphasizes that here the ‘normal’ F , i.e., that varying at the standard fastest
(individual) evolutionary time scale, is viewed in the previous analysis as effectively
depending only on its rapidly changing variables xI . That is, the slower changing
scales in x−I are effectively held constant due to the large ratio 1/ε of effective time
scales in the two spaces.
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We note that essentially all evolutionary parameters observable on the fast time
scale (designated here as O(1)) are controlled by the genomic state xI in subspace
GI ⊂ G. This of course includes longevity parameters, so that GI is a longevity-
determining subspace (whose dynamic evolutionary parameters are in our model con-
trolled outside of GI , in G−I). The conditional fitness function F (xI |x−I) in subspace
GI depends on controlling gene values x−I in subspace G−I and can be changed by
changing the conditioning genes in the complementary set −I forming a basis for
complementary subspace G−I .
We have given some examples of fast space evolutionary topographies that might
slow the greedy evolution of longer lifespans in GI : for example, the double and
triple mutation mechanisms in Section 2.3.2. Recall that the dynamical parameters
xI of evolution in GI are in this model controlled in G−I . Given G−I has meta-
parameters (dynamical control parameters) for evolution in GI , a natural question is
how (adiabatic) evolution of controlling dynamical parameters x−I within G−I occurs
and is maintained at the requisite (slow) rate.
Though we will discuss the above question in more detail in future work, a short
remark might give an indication of how such mechanisms for maintaining adiabatic
change might work in the context of the above model. One might imagine a simple
system in which a finite but moderate number of genes (say five) in a complementary
subspace GI1 to the zeroth-order (longevity-determining) subspace GI0 might effec-
tively (or, for simplicity, exclusively) control the fitness function F (xI0|xI1) restricted
to subspace GI0 . The state of this five-gene vector xI1 then controls the conditional
fitness function F (xI0|xI1), and one can imagine mechanisms within GI1 that can effec-
tively slow down changes in the controlling gene vector xI1 sufficiently as to make the
effective changes in the conditional fitness function F (xI0 |xI1) (as a function of xI0)
sufficiently slow; the consequence is that the zeroth-order dynamics of an established
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short lifespan will themselves be sufficiently slow to change. In fact, any slow changes
in the above-described zeroth-order dynamics via slow changes in F (xI0|xI1) will then
effectively be controlled adiabatically by a control vector xI1 ∈ GI1 . Any mechanism
in the subspace GI1 that slows the effective changes in the conditional fitness function
F (xI0|xI1) and corresponding zeroth-order dynamics in GI0 would then be first-order
mechanisms.
The iteration of this argument then would proceed similarly - in order to prevent
escape from slow mechanisms of change in the space GI1 , there can then be another
small subspace GI2 which when conditioning changes in the vector xI1 ∈ GI1 on vector
xI2 ∈ GI2 will result in a similar slowdown of such changes. This will proceed at a
similarly slowed rate producing a so-called second-order mechanism.
This process can then be iterated ad infinitum to create a sequence of spaces
indexed as GI0 ,GI1 ,GI2 , . . . ,GIM where each space effectively controls the conditional
fitness function restricted to the previous one. That is, the space GIk controls the
conditional fitness function F (xIk−1|xIk) as a function of xIk−1 at a time scale longer
than the changes in the previous subspace GIk−1 . This would give a mechanistic
implementation of the notion of a series of dynamical systems where the control
parameters in each are adiabatically, i.e., slowly, dictated by the conditioned location
in the next space.
At this point, however, we will simply discuss the (slow) changes in any effective
(conditioned) fitness function F (xI) in a longevity determining subspace GI as being
determined by high-order adiabatic evolutionary mechanisms which can be further
specified later.
B. Towards a topological dynamics viewpoint
We end with a discussion of the potential genomic/biological nature of higher-
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order mechanisms impairing evolution of longevity (i.e., longevity ’defense mecha-
nisms’). That is, we wish to model how the genomic structures can ’block’ dynamical
access to a lifespan-extended region L (earlier denoted also as M) in genome space
G, and how these are manifested biologically. First we consider the evidence that
many genes related to lifespan extension are closely tied genetically to the vital bio-
logical systems of endocrine signaling, metabolism, reproduction, etc. For example,
the lifespan extension effects of the Daf-2 mutation in the insulin signaling pathway
in C. elegans requires the function of an AMP-activated protein kinase. This AMP
kinase has a vital role in regulating metabolism and food intake [52]. Genes related
to lifespan are intertwined biologically with processes that are necessary for life, and
we extend this notion by postulating that a lifespan-extended region L resides in a
genetically ‘sensitive’ portion of the (zeroth-order) genome GI0 ≡ G0. What we mean
by this is that L ⊂ G might be surrounded by regions R with genomes x that can
encode disease, extreme harm, debilitation, or death to an organism. This could arise
because specific combinations of mutations required to reach L are essentially and
sensitively intertwined with life-sustaining processes, so that mutations shifting an
individual/clan genome x out of L will be debilitating or fatal to the clan. The ex-
amples mentioned here may indicate the scope of such mechanisms, which would have
led to the survival of species with moderate-lifespan genomes that would otherwise
have become longer lived and eventually (with environmental changes) extinct.
A more complex scenario can be seen to arise from apparent observable lifespan
control mechanisms in most species. One can note observationally that species such
as rats, which have an average lifespan of two years, develop a variety of diseases
many of which have human homologs including pulmonary adenoma, lung, liver and
uterine cancer, and kidney arteritis [98]. The fact that this variety of diseases with
an apparently old phylogeny make their appearances at around the same time in rats
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(at age 2, the typical time of death) and in humans (at age 80-90, the typical time
of death) might lead to the view that rather than a coincidental difference in time of
onset for such diseases, there is a programmatic component in their onset. That is,
this might form evidence that these diseases are (genetically) programmed to have
an approximately directed time of onset.
This in turn may suggest another global lifespan enforcement mechanism, namely
a diffuse array of genomic predispositions to a variety of (eventually fatal) diseases
that might reside in largely separate or independent parts of the genome. This can
be considered from the viewpoint of lifespan control in a competitive system where
lifespan is simultaneously prolonged and diminished by competing (individual vs.
species-level) genomic components. From this standpoint, a diffuse array of such
eventually fatal genomic components presents a greater challenge to the selfish or-
ganism that may evolutionarily seek an enhanced lifespan beyond what is optimal
from the standpoint of the species. The genomic embedding of diseases may have a
significant impact on the ability of individual organisms or clans to ‘evolve them out’.
Assume that genomes predisposed to a given disease (e.g., a type of cancer) form a
subset or sub-manifold D of the set G of possible genomes. The genomic component
of this disease may not be need to be deterministic, but needs only (by the law
of large numbers) to diminish the average lifespan of species members by a needed
increment to move towards an optimal programmed lifespan. Nevertheless, it is clear
that a disease with a ‘smoking gun’ genomic signature (e.g., that can be causally
summarized in two or three genes) will not be an optimal mechanism for lifespan
abbreviation from the standpoint of the species, since, indeed, such a disease will be
selfishly ‘evolved out’ by sub-species members in short order. Indeed, for a disease
to be effective as a genomic component programming lifespan, it must be ‘deeply’
embedded in the genome, with a (possibly non-deterministic) genomic signature that
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is complex and involves many genes.
It might be anticipated that diseases which have been most ‘successful’ in pro-
grammed limitation of a species-level lifespan would be the oldest ones phylogeneti-
cally (i.e., would have phylogenetic genomic signatures going back the longest time).
Indeed, the oldest diseases would, from the species standpoint, be the most success-
ful, and would simultaneously have the deepest and least simply accessible genomic
signatures (as opposed to ‘smoking gun’ signatures of simply programmed diseases).
This in turn leads to a prediction that diseases which are oldest phylogenetically
(which have the broadest footprint among current species) will also be the ‘deepest’
diseases genomically (i.e., those for which simple genomic signatures are the most
difficult to find). This is a highly testable prediction that will be examined in future
work: that there is a strong inverse relationship between the phylogenetic age of a
disease (as measured by its footprint across different species) and the strength of its
genomic signatures (e.g., SNP study correspondences).
This view of genomic embeddings of lifespan limitations then implies a distributed
model in which regions Di associated with diseases (sometimes diffusely across large
numbers of genes) are collectively tuned to determine an average lifespan optimiz-
ing species-level dynamics. This implies multiple lifespan-limiting regions, viewed as
genomes defined by combinations of sub-genomes with encoded disease predisposi-
tions. The analogs of the above barriers R to longevity regions L would be barriers
preventing individual clan departures from disease-predisposed genomes in D. Such
barriers R could vary from genomes coding for death/debilitation (e.g., the double
mutation barrier), to genomes forming entropic barriers (discussed earlier) through
which random genomic diffusion may be almost impossible. Given that different ‘dis-
eases of old age’ may be encoded in sometimes very different portions of the genome
(equivalently, in different subspaces of genome space G), the barriers to longevity
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similarly then consist of the individual barriers to ‘evolving out’ differing disease
predispositions.
For example, a predisposition to liver cancer may involve a part of the genome that
includes a largely different set of genes from a predisposition to artery disease, and
the mechanisms that would prevent transition away from such genetic configurations
would involve complex evolutionary pathways through the genome. This distributed
disease-centered view of longevity controlling mechanisms may at this point be the
more attractive one.
The choice of language such as ‘disease manifolds’, ‘longevity manifolds’, and
‘longevity-determining subspace’ is intentional and describes a setting where we are
looking at the global dynamics and qualitative changes in the genome holistically
on multiple time scales originating with the existence of programmable life; this ap-
proach has not received much research attention. In particular, the dynamics we are
interested in here can be placed within the framework of topological dynamics in the
sense that we are talking about the same topological properties of a flow in genome
space that researchers usually study within topological dynamical systems. We hope
to move forward with the idea that one can view the long-term dynamics inside the
genome cube holistically in a topological manner and discern the local dynamics from
the top down. Similar topological points of view have been implemented in dynamical
networks [47] and cellular automata [59]. A topological dynamics viewpoint of the
long-term evolution of population genomes, which we call topological evolution, will
be developed and explored in future work.
2.4 Discussion
In this work, we presented a mathematical model of population evolution within a
continuous genome space that takes the form of a drift-diffusion partial differential
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equation. Motivated by the view that a genetically determined and optimally short
lifespan is an ultimately altruistic trait, the model and corresponding simulations
demonstrated the advantage of a short lifespan: it allows a population to evolve and
genetically renew itself quickly enough to respond to a changing environment. The key
ideas are that finite lifespan is the vehicle for necessary population evolution to occur,
and it is the result of evolution compromising between the good of the individual
(short-term fitness) and the good of the group (long-term fitness). We continued to
ask the important question of why longer-lived mutants are not observed in nature
despite their short-term fitness advantage of an increased reproduction window still
persisting. While specific biological mechanisms were discussed from microorganisms,
we proposed a general idea that evolution acting on a series of slow time scales
has ultimately favored those without genomic access to increased longevity-encoding
regions within the gene cube as they have higher long-term fitness. This could have
manifested as a hierarchy of deeply embedded high-order genetic defense mechanisms
against mutating to a state of extended lifespan. We suggested a modeling framework
using an adiabatic dynamical system of differential equations where the parameters of
one equation were subject to slow change according to a separate dynamical system in
a hierarchical manner. Future work will investigate the possible biology of such high-
order genomic mechanisms initiated by evolution acting on a series of slow time scales.
We will consider diseases as enforcers of programmed lifespan and the instantiations
of these high-order mechanisms as well as move towards a topological dynamics view
of the global dynamics occurring within the gene cube.
It has not escaped our notice that, given that limited lifespan is a trait encoded into
an individual’s genome for the good of the species rather than the individual, it falls
into the larger category of altruistic traits. It should be noted that the mechanisms
defending against escape from limited lifespan manifolds encoded in the iterated con-
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trol manifolds GI0 ,GI1 , . . . described above can also serve as a model for preservation
of many altruistic traits at least in the context of this type of topological dynamics
modeling of evolutionary processes.
We note in passing that the view of genomes with tendencies toward a given disease
(e.g., diabetes) forming manifolds in the genome space implies that such manifolds are
in fact adaptive genomic developments for a species in that they maintain lifespan at
an optimal level. This level is different for mole rats than it is for rats (by a factor of
10) because, presumably, mole rats need a longer lifetime to fulfill their life’s missions
including development of a survival infrastructure and procreation underground ([54],
[123]). To this extent, disease manifold structures in the genome can be viewed as
adaptations guiding species members toward an optimal lifespan and assisting them
in resisting the tendency toward a longer life that is maladaptive from the species
level.
Given that diseases are adaptive in their assistance to the species as a whole, they
may be counted among all other genomic mechanisms that help survival including
the development of special organs (e.g., eyes, livers, etc.). It should be noted that
positive (survival-enhancing) adaptations can be traced through phylogenetic trees
in their development and improvement. Presumably if diseases are counted among
positive adaptations (as lifespan control mechanisms), their development through an
evolutionary phylogenetic tree should also show an improvement and refinement of
these mechanisms. Indeed, the evolutionary phylogenetic histories of diseases may be
more informative than previously imagined in this context. The evolution of diseases
may be an area of study with very interesting aspects.
Though it is beyond our scope here, it will be of interest to examine the explana-
tory power of the above discussion. One area of interest involves the disappointing
observation since the completion of the Human Genome Project that there are few
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‘smoking guns’ in the genome that correlate strongly with given well-known diseases,
e.g., diabetes, heart disease, and various cancers. On the other hand, the view of
diseases as adaptive apoptosis mechanisms for optimizing species-level lifespan might
provide some explanation for the above phenomenon. Indeed, the competition be-
tween the organism/clan’s tendency to live longer and the species-level pressure for a
shorter lifespan might mean that any diseases with ‘smoking guns’ (i.e., simple signa-
tures) in the genome should be quickly counteracted through individual organismic
evolution (which is directed toward longer disease-free lifespans). Hence, one would
expect that surviving phylogenetic signatures of disease mechanisms (over long pe-
riods of time) might be embedded into the genome in ways that simple organismic
mutations could not eliminate. This would mean that their genomic signatures (to
the extent they exist) would probably be diffused over a large number (e.g., hundreds
or even thousands) of genes.
To some extent this hypothesis can be empirically tested by determining whether
the most adapted (longest-surviving) evolutionary disease mechanisms are those that
have the most complex genomic signatures (e.g., spread across an intrinsically high-
dimensional manifold in genome space). Fortunately, the phylogenetic ages (and thus
survival) of diseases are easy to measure through the breadths of their phylogenetic
signatures. For example, if diabetes affects both mice and humans, one may assume
that it goes back evolutionarily at least 30 million years in the phylogenetic disease
tree. Experimentally determining the correlation of the phylogenetic age (and thus
survival) of a disease with the complexity of its genomic signature, i.e., lack of a ‘smok-
ing gun’, could form a test of the above hypothesis. As mentioned, this experimental
test is beyond the scope of this paper but could be done in future work.
Finally, it may be worthwhile to mention here that among the diseases that one
might mention, cancers may well fall into the above category as well as adaptive
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mechanisms encoded into the genome. Though initially it might seem that cancers
represent random maladaptive mechanisms, this cannot be the case if cancers kill
rats at the age of two years old but their relatives, the mole rats, develop cancer at
ten times that age ([54], [123]). If cancers are programmed species-level apoptosis
mechanisms, then their phylogenetic refinement through evolution would mean that
their efficiency toward their adaptive roles would become better with time.
In the single-cell organism E. coli, genomic DNA damage extending to the mazEF
pathway automatically triggers the ALD (apoptotic-like death) pathway (see Section
2.3.2). This is a simple example of death triggered by genomic damage, and it may be
that such triggers have been genomically engineered into multicellular organisms as
well. Extrapolating from the roles of various such apoptosis mechanisms in single-cell
organisms that activate with DNA damage, one might imagine a potential origin of
cancer in multicellular organisms as a similar apoptosis mechanism based on DNA
damage at the organism level.
Indeed, if one can imagine proto-multicellular 10-cell organisms approximately
600 million years ago, these would probably include mechanisms paralleling those of
single-cell organisms such as E. coli for apoptotic organism death upon the induction
of sufficient DNA damage. Cancer may have played that role in this prototypical envi-
ronment where sufficient DNA damage to a 10-cell organism would trigger destruction
of the organism through a cancer-like etiology.
Carrying forward the above argument, if such a mechanism were to be refined
phylogenetically since that time, it might well in some species have developed into
a hair-trigger organismic destruction mechanism initiated by DNA damage. This
would imply that in modern organisms, the leaves of this lineage of cancer diseases
through the evolutionary tree would manifest as coiled and ready genomic mechanisms
for organismic destruction once sufficient DNA damage occurs. These mechanisms
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would appear to be mechanistically engineered for organism-level apoptosis in a way
that looks less accidental than intentional engineered destruction.
Though the above view is speculative, it does to some extent match the evi-
dence that some cancers seem to act teleologically as engineered mechanisms that
invade adjacent tissue in intricate programmed ways and eventually lead to organis-
mic destruction when they succeed. This would not imply that the organism will not
also defend itself against cancers through immune systems and other methods; such
defensive mechanisms would correspond to the competitive selfish tendency of the or-
ganism to survive against any imposed and deeply embedded species-level apoptosis
mechanisms.
The notion of evolutionary adaptation of cancers to their organismic environments
is now of very broad interest from a theoretical and clinical perspective. However, this
perspective is restricted to an evolutionary process within a single organism during
the progress of a specific cancer. The notion that the efficiency of cancers may also
result from a much longer-term evolutionary process (e.g., one that has existed since
the formation of multicellular organisms around 600 million years ago) needs further
exploration.
Much more remains to be done to understand the above mechanistic aspects of
cancer, but it is worthwhile considering that cancers may be engineered mechanisms





We present a topological dynamics viewpoint of population dynamics within the ge-
nomic state space, which we denote as topological evolution. The motivation for
transitioning from a stochastic dynamical system point of view to a global topo-
logical view is the complex dynamics of programmed limited lifespan. We claim a
programmed lifespan is the result of competition between species-level long-term evo-
lution (favoring a short lifespan) and individual-level short-term evolution (favoring
a long lifespan). However, in order for individuals to sacrifice short-term gains (liv-
ing longer) for the long-term benefit of the population, genomic defense mechanisms
are necessary to prevent species-defeating mutations extending lifespan. We suppose
evolution acting a long time scale favors individuals with optimally short lifespans,
and this has resulted in deeply embedded genomic defense mechanisms against mu-
tation to longevity regions in the genome space. Given a natural optimal lifespan of
some length T , an empirically driven model of mechanisms for optimization toward
this lifespan must involve the modulating effects of genetically embedded diseases.
The topological barriers to genomic longevity can involve debilitating genomes or so-
called entropic barriers; this model gives genetically embedded diseases a primary role
in enforcing a limited species-wide lifespan implemented through their topologically
complex embeddings in genome space. The formation of such lifespan-related topo-
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logical structures from the long-term genomic trajectories of subpopulations provides
motivation for a topological view of the dynamics within genome space. We formalize
this as a topological dynamical system: an evolution flow in the space. We attempt
to show that programmed lifespan is a unique example of altruism outside of the
spectrum of typical altruistic traits, that requires its own evolutionary explanation
as well as mathematical methods.
3.1 Introduction
In this paper we utilize novel gene-based mathematical modeling of population evo-
lution in genome space (the space of possible genomes) using stochastic and partial
differential equations. The motivation of this model is a mathematical foundation for
studying programmed limited lifespan - a case that we denote as extreme altruism
([86], [74]). We argue that in order to fully capture the dynamics of such a pro-
grammed lifespan, multiple time scale dynamics are required, as well as a global look
at the topological structures in genome space formed by trajectories evolving accord-
ing to the evolutionary dynamical system. This leads to the main goal, to define our
dynamical evolution model as a topological dynamical system [21] and investigate the
properties of its flow with particular regard to lifespan dynamics, and, relatedly, the
dynamics of disease structures in the genome.
Evolutionary dynamics is an attractive mathematical framework for studying pop-
ulation evolution, with a focus on traits and their changes in frequency as popula-
tions evolve. Species and subgroups are represented as vectors of characteristics
(phenomic/genomic features) evolving according to a dynamical equation based on
a fitness function of these features ([78], [77], [3]). Such approaches are particularly
useful for studying the spread of competitive and cooperative traits and altruistic
behavior in general, which have also led to the development of evolutionary game
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theory ([78], [77], [116]).
In our previous work, we constructed a stochastic dynamical systems model of an
evolving population of individuals or small subgroups (also known as clans) within
a species. These form population-level collections of dynamically evolving states
(or particles) xt governed by dynamical equations moving them in a genome space
G = [0, 1]n of n genes. Equivalently (using a Fokker-Planck-type argument) they
form an evolving species population density function ρ(x, t) over the genome space.
Allowing the genome xt to represent a group/clan average allows modeling of a fully
continuous dynamical evolution in G (with continuous rather than discrete genomic
coordinates), providing some mathematical advantages. Here the value of the i-th
gene xi ∈ [0, 1] in xt = (x1, x2, · · · , xn) represents the proportion of individuals in
the clan with a mutated gene i (i.e., one that is non-wild type). For simplicity
we model genomic traits as single gene states with only two values (wild-type and
mutated), though this can be re-cast (e.g., in terms of sub-genomic DNA states)
in many ways. In contrast with prior discrete models, the genomic state vector x
represents a single group/clan state as opposed to one of the population, leading to
a population collectively represented by many vectors/points x in genome space or a
density ρ(x, t) of these. From the initial stochastic differential equation (SDE) model
of clan-based particles xt, we transition to a drift-diffusion partial differential equation
(PDE) describing the evolution of a the density function over genomes. Our model is
unique in its definition of a fitness function which is dependent on the environment
and defined globally over the genome space.
Our starting point involves structuring of a modelling framework for a specific al-
truistic trait: a programmed, genetically limited lifespan ([74], [109], [71], [68]). The
many examples of a genomic basis for lifespan include the simple mutations in C.
elegans that decrease the activity of the insulin/insulin-like growth factor-1’s recep-
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tor and so extend lifespan [109]. They also include the Dcaf-4 gene, which impacts
starting telomere length in humans [71]. Telomeres are the protective ends of chromo-
somes that act as a biological clock; they shorten regularly per cell division until they
reach a ‘telomeric brink’ at which point cell senescence occurs [101]. Their existence
is consistent with an apparent tendency in the genome to incorporate mechanisms
that modulate lifespan in very direct ways.
In addition to lifespans being modulated genetically, there is also growing evi-
dence that a limited lifespan can be preferred over a longer one. While there are
population evolution models that demonstrate a connection between a short lifes-
pan and less depletion of local resources [116], the biological mechanism favoring a
limited lifespan is more general: it increases a population’s evolvability, which mea-
sures how phenotypically responsive a population is to changes in the environment, a
characteristic that should be favored by Natural Selection ([80], [24]). There are two
steps in adaptation to change. The first is based on evolvability of the population
genome, i.e., the population mutation rate. However, the biomass of the population
must also incorporate these genomic changes into phenomic (phenotype) changes,
i.e., changes in working biological/metabolic characteristics. A population will have
sufficient evolvability only if the population phenome keeps up with the population
genome. The population phenome cannot be ‘too far behind’ its genome for adequate
adaptability to new and dynamic environments. However, a new genotype cannot be
instantiated, equilibrating into the phenotype, before a generational change, paced by
the death of older individuals. Long lifespans prevent populations from phenomically
(as opposed to genetically) renewing themselves quickly enough to adapt to changing
environments [74].
For a subpopulation of longer-lived individuals, their prolonged existence in-
evitably leaves less available resources for new offspring [116]. That is, less actual
86
evolution is occurring since these limited resources (being maintained in individuals
with aging genomes) restrict new biomass from being distributed to new genomic
locations in genome space. The opposite is true for a shorter-lived subpopulation:
their shorter existence should leave ample available resources for new offspring. Ad-
ditional gain in biomass for this subpopulation means higher biomass representation
in diverse genomic locations, including ones that will help in a turbulent environment.
For a shorter-lived subpopulation more evolution should effectively be occurring. In
this way shorter-lived populations are better equipped for episodic chaotic environ-
mental changes. We model this distinction with a tuned lifespan-dependent diffusion
parameter in our stochastic genomic model.
In the context of evolvability, we claim that limited lifespan can be viewed as an
altruistic act: individuals sacrifice their own potential gain in biomass for that of
their future offspring and the resulting evolvability of the entire group over future
generations. Can existing evolutionary paradigms for altruism explain this? Kin se-
lection can explain altruism between genetically similar individuals in purely local
terms ([97], [29], [41]), and while this does account for the benefits experienced by
offspring of shorter-lived parents, it does not fully capture how a short lifespan really
benefits the entire population via evolvability and long-term survivability when the
environment is changing. In this way, altruistic lifespan requires a look at global dy-
namics occurring at the population level and a notion of individual selection pressure
for a long lifespan vs group selection pressure for a shorter one. Multilevel selection
proposes the idea that competition and subsequent evolution occurs at multiple bio-
logical spatial levels starting at genes, then cells, then entire organisms, followed by
groups of organisms ([106], [119], [117]). With regard to individual vs group selection
pressure, group-level selection such as competition between groups must outweigh
individual-level selection such as within-group competition between individuals for a
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group-benefiting trait to spread [106].
With multilevel selection in mind, limited lifespan is unique in that the other
‘group’ that a given population competes with is the changing environment and ex-
tinction itself. We attempt to model this in the SDE model as a dynamic time-
dependent fitness function that reflects a changing environment; the population needs
to continuously evolve at an efficient pace and ‘keep up’ with the fitness function in
order to prevent extinction. If an optimal limited lifespan is established, which we
model as increased diffusivity of particles xt, the population genome density ρ(xt, t)
of individual/clan ‘particles’ xt will steadily follow the fitness function in the long
term, and the population will have a high level of group fitness.
As argued above, environmental changes and the need to evolve result in longer-
term survivability for species with limited lifespans more than for those with longer
ones. However, one must consider situations in which a particular population’s en-
vironment experiences a period of stagnation and slow change, with less consequent
pressure to evolve. When evolution is not necessary, there is a relative inefficiency
in a shorter lifespan, and the need to re-acquire biomass between short-lived genera-
tions. In those situations a longer lifespan has an evolutionary edge. In addition, less
random evolution may even be preferred from a fitness standpoint in a stagnant en-
vironment, given a diminished need to evolve. Thus we must consider the inevitable
biological scenario in which a population’s environment remains stagnant for a long
period, after which a sudden shift occurs. During the times of unchanging or slowly
changing environment, there is a milder evolutionary pressure on the population to-
ward a longer lifespan due to the above-mentioned local fitness benefits of longer life.
When environmental shifts finally occur, a now longer-lived population will be at risk
of extinction unless there are members with shorter lifespans that can evolve rapidly
enough to salvage the population.
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This highly unstable cycle of increased longevity followed by (near-) extinction
motivates the main research question of this work: how can a species resist the short-
term (selfish) fitness benefits of a long lifespan while its environment stagnates, when
the good of the species in the long run clearly requires maintenance of a more moderate
(evolvable) lifespan even during such periods? One helpful insight into this question
is the supposition that, just as evolution acts on multiple spatial scales (as asserted
by multilevel selection theory ([106], [119], [117]) it also acts on multiple scales of
time. Evolution on a long time scale, i.e., over sufficiently many generations that the
environment is sure to change, should favor individuals with a limited lifespan for the
long-term benefit of the group.
The shift from spatial to temporal multilevel selection is a primary premise in
this work, but we stress that such temporal multilevel selection is specifically related
to altruistic limited lifespan and not altruism in general. In this way programmed
lifespan is a very unique form of altruism – it requires more careful distinction between
individual and group fitness as well as short-term and long-term evolutionary pressure.
The dependence of such altruism on various time scales makes programmed limited
lifespan appear as a disconnected outlier in the span of altruistic behaviors. For these
reasons we might expect that programmed aging needs to be analyzed very differently
within genomic dynamics than standard altruisms.
This leads to the main point that we consider here. Given that potential ex-
tinction is a consequence of greedy evolution of longer lifespans, it is necessary for
species-level evolution of mechanisms making difficult the rapid genomic escape from
optimized limited lifespans (that might for example be driven by genomic structures
related to disease loci). As a consequence of long-term evolution, there may be
deeply embedded genomic defense mechanisms against mutating towards regions in
genome space that encode a long lifespan. We denote these lifespan-extension re-
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gions as longevity regions or manifolds, and identify the defense mechanisms against
reaching them as limited lifespan regions. These lifespan limiting regions can act to-
gether to prevent clan trajectories xt from evolving towards longevity regions despite
the increased short-term fitnesses available once longevity regions are reached. As a
possible physical instantiation of these topological barriers to genomic longevity, we
consider various models of enforcement mechanisms of optimally-short lifespans that
might be topologically embedded in genome space. We identify the limited lifespan
regions collectively as disease manifolds. As a consequence of this model, we assert
an evolutionary role for diseases other than as accidental side-effects. Through their
embedding in genome space and associated topology, diseases could have functional
importance in the shaping of an optimal lifespan.
In order to capture the complex nonlinear dynamics of altruistic limited lifespan
within a dynamical evolution model, some adjustments to the current model need
to be made: the inclusion of multiple time scales and a global topological view of
dynamics in genome space specifically related to these topological structures. Our
goal is to motivate and establish a topological dynamics view of genomic evolution that
will aid in the study of altruistic limited lifespan and related topics, in an approach
we will call topological evolution.
Topological dynamics represents a transition from studying a dynamical system
at a ‘micro’ level of specific local and linearizable solutions, equilibrium deviations,
stability, etc., to the ‘macro’ level of long-term asymptotic behavior of solution trajec-
tories and topological structures formed by them ([21], [38]). A topological dynamical
system is viewed as a continuous flow from a domain to itself, determining the mo-
tion of solution trajectories xt [7]. Biological applications of topological dynamics
include biological network theory [47] and even cellular automata approaches [59]-
here will apply these ideas to evolutionary dynamics. In our case we have an evo-
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lution flow describing how individual/clan gene values move with time in genome
space. The long-term and asymptotic behavior of trajectories under the evolution
flow form topological structures in genome space: longevity regions, lifespan limiting
regions/manifolds, and disease manifolds. We claim these topological structures and
the slow-fast dynamics of altruistic programmed limited lifespan can be described
in terms of the evolution flow and its properties within the context of topological
dynamics.
3.2 Review of mathematical framework
3.2.1 Intensive evolution model
We define an individual genome as the mean genome of a very small contiguous sub-
population, i.e., a clan, of the form x = (x1, x2, · · · , xn) where 0 ≤ xi ≤ 1 represents
the proportion of copies of gene i within the clan that have a mutated state. For
simplicity we assume our model genome consists of n genes, with each gene hav-
ing two variants: a wild-type (xi = 0) and mutated (xi = 1) state. An individual
(clan) genome represents a point x in an n-dimensional genome space G = [0, 1]n
whose movement reflects the effects of random mutations and evolutionary Natural
Selection forces. Thus motion of xt in G stems from two evolutionary forces: genetic
mutation and differential fitness values of gene states.
In our previous work we have modeled two types of evolution also sometimes
distinguished in the literature [20], extensive evolution and intensive evolution. Ex-
tensive evolution describes evolution in which species develop adaptations increasing
their effective niches through expanded access to environmental resources, i.e., with-
out taking away resources from other species members. Being non-zero sum, extensive
evolution can model sustainable population increases as well as decreases and extinc-
tions. Resources for growth can be expanded through local and eventually broader
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species-level adaptations. Simple examples would include the growth of giraffes with
increased access to higher elevations of leafy trees; here the resource niche (leaves) is
expanded through such adaptations.
In contrast to extensive evolution, intensive evolution refers to intra-species com-
petition in which the resource niche exploited by the species is conserved and not
expanding. Adaptation takes the form of shifting access and redistribution of re-
sources by subspecies, and is modeled as zero-sum growth. An example would be the
development of an enzyme that more readily absorbs environmental sugars (at the
expense of other species members) in a microbial system. Moving forward in con-
structing population evolution models, we will focus here more on intensive evolution
for reasons that will become more clear in the transition to a topological framework,
since the dynamics will be more amenable to simpler modeling.
For simplicity in this discussion (though this is not essential in the general ap-
proach), our mathematical construction we will assume a fully local model: specific
genomic locations x ∈ G also correspond to physical locations in the population’s
environment. This could be achieved explicitly by adding two spatial coordinates to
the genomic coordinates xi, but it will not be necessary here. Thus subpopulations
residing in different physical locations will have (perhaps very slightly) different corre-
sponding genotypes and phenotypes, determined by or more suited to their particular
physical locations. We will also assume an equilibrium evolutionary model, meaning
that (at least locally in time) there are fixed amounts of available environmental re-
sources within each subpopulation’s environment. Movements of xt (evolution of clans
in genome space) are described by Natural Selection (fitness pressure) and random
mutations (diffusion in genome space).
Let dx be a small coordinate cube in genome space G = [0, 1]n occupied by a small
subpopulation ρ(x)dx (with dx also representing genomic volume |dx|) where ρ(x)
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is the population density at genome x. As mentioned, this cube also corresponds to
a physical spatial location most predominantly occupied by the subpopulation with
genomes in dx. We assume within the small subpopulation dx there is competition
between clans for the fixed available resources in the local environment.
Thus we assume that all evolution within the neighborhood dx is based on intra-
neighborhood competition for finite resources in our purely competitive model. A
well-fit clan has increased access to the fixed resources compared other clans within
the same subpopulation territory represented by dx. In this intensive model the
change in clan genomes xt ∈ G represents their competitive reproductive success
against more or less fit clans. A clan with genome xt reproduces faster at the expense
of less fit clans and more slowly due to others with greater competitive advantages
within the genomic location dx.
We will define a stochastic differential equation (SDE) to model the movement of
a clan genome xt ∈ G under the above-mentioned assumptions. In continuous time,
the evolution of xt first involves a stochastic component (corresponding to random
mutations) modeled as an n-dimensional Brownian diffusion. The time evolution of
xt additionally has a deterministic component from its differential fitness relative
to adjacent competing genomes. If a genomic variant gives a high level of fitness,
we expect a larger proportion of that clan to have this variant in the future. This
produces an effective motion of clan genome xt in genome space G.
We define fitness F (xt) of genome xt to be the expected fractional size increase, or
the equivalent gain in biomass, of the clan after a standard time of one generation. We
emphasize that this is an ‘immediate’ fitness measure and not one measuring ‘long-
term’ fitness, e.g., the fractional change in population after 100 generations. Other
dynamics come into play, particularly as related to lifespan, from the longer-term
(e.g., 100 generation) point of view which we will elaborate later in the discussion of
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topological evolution.
It is then reasonable to assume that evolutionary pressure causes the clan genome
xt to drift in the direction of increasing F (xt) to yield a more fit clan relative to
adjacent genomes. A local analysis can show that this drift is in the direction of
the gradient ∇F (xt) of the fitness function (with respect to genomic coordinates
(x1, x2, · · · , xn)), with a rate proportional to the gradient. For simplicity we rescale
the gradient with a constant so that the drift rate is equal to its magnitude, so we
can describe the evolution of xt as a stochastic dynamical system:
dxt
dt
= ∇F (xt) + σẆt, (3.1)
with Ẇt is an n-dimensional white noise or the time derivative of standard Brownian
motion. When ∇F (xt) = 0 and σ is the identity matrix, xt is a standard Brownian
diffusion process only representing effects of random mutations. For simplicity only we
assume that σ is a diagonal matrix, so that mutation rates for genes are independent
of each other. We have further assumed (again for simplicity) that random mutation
rates of genes are equal for all genes, i.e., the diffusion rate σii for gene (coordinate
in G) i is independent of i. Thus the diffusion of the evolution process in (3.1) is
isotropic (identical in all directions); it is also independent of position x ∈ G. The
above is guaranteed by assuming that σ is a constant multiple of the identity.
We first consider the deterministic component of Eq. (3.1). If σ = 0 is the zero
matrix while ∇F (xt) 6= 0, then xt moves according to a non-stochastic hill-climbing
evolution process aiming for a local maximum of the fitness function F (xt). In this
scenario, once all clans have evolved to a genomic state of maximum (local) fitness,
there is no need for further evolution, unless the fitness function changes.
However, even in this deterministic scenario, the fitness values of genes can change
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in response to changes in the environment, e.g., local climate change, competing neigh-
boring species, or other factors. To more accurately model a changing environment
with an ongoing need to evolve, the fitness of genomes needs to change in time. To
model this we include a time dependence in the fitness function F (x, t) and thus the
drift term ∇F (xt, t), and fitness now has an explicit time dependence in F (xt, t). The
hill-climbing process in Eq. (3.1) becomes dynamic in that the ‘hill’ F (xt, t), the drift
source, can move. Thus clans xt need to continuously evolve to stay near high fitness
genomic locations.
To clarify the meaning of a time-dependent fitness function F (xt, t), we remark
that within the scope of its (standardized) definition, we have assumed the fitness
function F (xt) is initially time-independent, since our standardized definition would
otherwise not be possible. Specifically, the reference fitness function F (x) is initially
defined in terms of reproduction levels in an intensive (competitive) environment,
under the assumption that F (x) is unchanging in time at x, or at least constant
enough to standardize the fractional increase in a population in a genomic volume
element dx over one generation. With such a definition the fitness is thus standard-
ized, though the actual time dependence in F (xt, t) means it passes through multiple
‘standardized’ (‘time-independent’) forms with time t.
The SDE in Eq. (3.1) represents a dynamic probabilistic flow of a dynamical
particle (the clan genome), which then implies a corresponding time evolution for
the particle’s probability density function via a partial differential equation (PDE)
representation using the Fokker-Planck equation ([50], [23], [30], [83]). Thus we define
the probability density for a single evolving genome (or a family of many such genomes
in the case of a representation of a species) to be ρ(x, t). Note that by its definition
(and the particle interpretation in Eq. (3.1)), this intensive model is population-
preserving, so the integral of ρ(x, t) over all genomes x (i.e., L1(G) norm) is normalized
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to 1 for all time.
Similar to the SDE, the PDE representation of Eq. (3.1) will have two terms: one
for stochastic genomic changes from random mutations and one for directed genomic
changes due to differential fitnesses of genomes. Since we assume the diffusion matrix
σ is a constant multiple of the identity, we will write it as σ =
√
2c I for a constant
’diffusion parameter’ c. In Ch. 2, we showed that the PDE for the population
probability density ρ(xt, t) of clan genomes is
∂ρ(x, t)
∂t
= c∆ρ(x, t)−∇ · [∇F (x, t)ρ(x, t)] (3.2)






+ · · ·+ ∂2
∂x2n
is the Laplacian, and ∇· is the divergence operator.
This PDE in Eq. (3.2) is exactly the advection-diffusion or drift-diffusion equation
corresponding to no external sources or sinks in the density [10]. This identification
is intuitive for a model of evolution for genomic density ρ(x, t) based on the combined
forces of random genetic mutations (diffusion) and differential fitnesses for different
genomes (drift).
3.2.2 Advantages of optimally short lifespans
With our initial intensive evolution model established, we will discuss potential evo-
lutionary embeddings of lifespan limitations and their possible long term advantages.
Let K denote the set of genes in a given species. With this notation the genome
space G is the set of all possible (continuous-valued clan-based) genomic states, i.e.,
the set of all [0, 1]-valued functions on K, which we denote as G = G(K). For a
specific sub-collection K1 ⊂ K of all genes, the set of [0, 1] genomic states on the
sub-collection will be denoted as G1 = G(K1). Thus G1 is the family of gene states on
all genes in K1.
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Assuming that average lifespan is controlled by the genome ([74], [109], [71], [68]),
we will also assume (for simplicity only) that a portion KL ⊂ K of the totality K
of all genes controls lifespan while the (functional) remaining collection of genes is
denoted as KJ = K ∼ KL, with the set of states on these remaining genes denoted as
GJ = G(KJ). Thus we write K = KL ∪ KJ , with all genomic states as G = GL ⊕ GJ .
For the purpose of comparison consider two hypothetical (non-interacting) sub-
populations P1 and P2 in genomic environments with similar functional characteristics
xJ but differing (relatively static) lifespan characteristics xL, such that population
P2 has a longer lifespan.
If the lifespan of P2 is much longer than P1, then the birth rate (i.e., production of
new biomass) must correspondingly decrease for P2 relative to P1 given that P1 has
a higher death rate and thus a higher replacement rate for subpopulation members
that die; this is due to their equivalent levels of fitness and thus biomass growth.
Consequentially, the diffusion coefficient c will be different for the two subpopulations;
c1 > c2 given that the birth rate and hence the dissemination of new genomes into
the adjacent genomic space (diffusion via large and small genomic mutations and
changes) is higher for P1.
We consider first the case of a nearly stationary fitness function F (x, t) ≈ F (x) (we
are considering only variations in the functional part GJ of the genome; for simplicity
we are assuming that the two values of the longevity genomes on GL (longer life for
P2 and shorter life for P1) are constant.
Given a full genomic state x = (xL,xJ), if the current location of the non-longevity
related genome xJ (common to the two compared populations) experiences high fit-
ness F (xJ ,xL) (recall xL will remain static), the long-lived subpopulation P2 will
continue to thrive and grow while remaining near the high-fitness location xJ , due to
its relatively small diffusion coefficient c2.
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However, if the peak of the fitness function F (xJ ,xL) were to drastically change
in its xJ coordinate reflecting abrupt environmental changes, (e.g., an ice age), the
small diffusion coefficient c2 for the longer-lived subpopulation P2 would prevent the
bulk of its density ρ(x, t) from following or remaining near the peak of F (x, t) and
thus maintaining considerable overlap with it in genome space. Then P2 may rapidly
transition (in its roughly stationary position) to a new trough (low point) of F (x, t),
from which P2 begins to experience extremely low functional fitness values.
Thus long-lived subpopulations such as P2 may prosper for long periods of time
when the fitness function is unchanging or slowly changing; however, they will also
experience periods of very poor fitness when fitness functions suddenly shift. This
makes excessively long lifespans evolutionary unstable and unattractive from a long-
term point of view.
3.3 Modeling dynamics of altruistic limited lifespan: access
to specific genome regions
In this section, we attempt to include the complex dynamics of an altruistic pro-
grammed lifespan within our modelling framework by considering genomic mecha-
nisms that might enforce limited lifespans. A transition to a topological dynamics
framework will become necessary. This will be due among other reasons to the para-
doxical short-term fitness advantages of longer lifespans discussed above and, more
specifically, that the fitness function F (x) (always representing short-term fitness) is
greater (all other aspects being approximately equal) at genomes x involving longer
average lifespans. The paradox is that greater short term fitness in longer lifespan
can lead to longer-term extinction or near-extinction as described in the previous
section, and this is what produces the complex topographies and topologies of the
evolutionary dynamics of species that survive in the long run, i.e., over periods when
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fitness functions might change dramatically.
The problem for a long-surviving species is to limit its members’ access to regions
or manifolds of the genome space G encoding excessive lifespans, and the evolved
topography of the zeroth-order (primary) fitness function F (x, t) serves this purpose
through nonlinear and non-local adaptations of its landscape.
3.3.1 Longevity and limited lifespan regions
When considering the collection of genes KL ⊂ K that have control over lifespan, and
the set of genomic states GL of these genes, we assume there are regions of GL that
encode for a long lifespan (from our standpoint a selfish trait), and others that encode
for a short lifespan (an altruistic trait). As mentioned above, a changing environment
with a highly time-dependent fitness function F (x, t) will give preference to species
groups with short lifespans that result in increased diffusivity of acquired biomass
to new genomic regions and increased evolvability. But if the environment is not
changing drastically with time, a long lifespan is preferable through its conservation
of existing biomass without an ongoing need to regenerate it.
It is not unrealistic to envision a situation in which a population experiences an
extended period of stagnant environment, i.e., when F (x, t) = F (x) is effectively in-
dependent of t. In this case by the above argument the majority of the population
should evolve in its lifespan-related genome GL toward a state of extended lifespan
given its higher fitness locally in time. With sudden changes in the environment
and thus in fitness F (x, t), this population’s diminished evolvability would impair its
adaptation and subject it to diminished population representation or even extinction.
Thus the majority of the (now longer-lived) population might find itself in genomic
regions of (very) low fitness. The population’s only hope would be that a poten-
tial subgroup of shorter-lived variants (or mutants) could replenish the population,
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if such a subpopulation existed, by evolving rapidly enough to keep up with envi-
ronmental changes. One may suppose that the implied cyclic ‘flare-ups’ of long-lived
selfish ’cheaters’ growing to dominate populations, followed by longer-term (near-)
extinctions of such selfish subpopulations and eventual re-domination by altruistic
subpopulations probably occurred within ancestral populations of simple organisms.
However, this is not commonly noticed in modern populations. This indicates that
the local dynamics of Eq. (3.1) are not sufficient, on first sight, to describe the
above global properties involving the long-term origins, evolution and establishment
of altruistic limited lifespans.
This brings up a fundamental question: what prevents a well-adapted genome x
from greedily moving towards the temporarily high fitness of extended lifespan regions
during the (shorter) timespans that it can do this, during periods of environmental
stagnation? What enforces a (species-level) altruistic limited lifespan if the latter’s
advantages are only apparent during periods of environmental shift over long periods
of time? This must be accounted for by a species-level adaptation, benefiting only the
species during the next (inevitable) period of significant shifts in the environment.
In order for subpopulations to maintain flexibility through potential future extreme
environmental changes (i.e., where F (x, t) is rapidly varying) they need to maintain
a short lifespan status through periods when short lifespan is fitness-suboptimal (i.e.,
when extreme environmental changes are not occurring). Indeed subpopulations that
succumb to the evolutionary temptation of a longer lifespan (with its higher current
fitness) in a stable environment will pay the price (extinction or near-extinction) in
times of environmental turbulence. There are complex dynamics occurring in the
longevity-related genomic regions that uphold this unique type of altruism.
As a thought experiment, suppose an ancestral subpopulation millions of years
ago reached a genomic region that allowed them an increased lifespan via a particular
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mutation path; let’s call this region a longevity (in this case, selfish) manifold denoted
as L. We will elaborate on this choice of language later. Suppose the environment
for these individuals was not drastically changing for a significant period of time,
and therefore the selfish manifold L was attracting. The selfish long-lived mutants
with genome x would have the advantage of diffusing less to new genomic regions
and instead could remain in genomic regions with a consistently high fitness value
F (x). They would have the additional advantage of needing to generate less biomass
per unit time, given their longer lifespans. However, after many generations F would
have shifted at some point, with the long-lived group at a disadvantage compared to
altruistic shorter-lived neighbors, based on decreased evolvability.
Thus subpopulations without even initial genomic access to a selfish longevity
manifold L would have an apparent increased longer-term survivability. We can
think about the above processes of shorter and longer term advantage in evolution
(respectively for individuals vs. groups/species) as acting on different timescales. On
a short timescale (labelled by a characteristic time t0) and a longer timescale t1
there could be very different descriptions of likely dynamics. In particular much
more extensive changes in the local fitness function F (x, t) could be experienced with
respect on the longer scale t1.
Evolution acting on scale t1 would favor individuals without genomic access to
longevity manifolds L, and it is necessary to consider mechanisms or variations in the
dynamics that might prevent such access. One possibility related to this would be
deeply ingrained genomic ‘defense mechanisms’, denoted here as a first-order mech-
anisms, preventing new offspring from accessing L and restricting them to shorter-
lifespan-encoding low fitness (altruistic) manifolds, or what we will denote as limited
lifespan manifolds D. This would naturally need to occur in particular in stagnant
environments. The long-term survivability of the population as a whole, as it steadily
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follows the gradient ∇F (x, t) of the fitness function initially in moderate lifespan re-
gions, requires mechanisms keeping individuals and clans in D even during periods of
constant F in which longevity has high temporary fitness.
3.3.2 Disease manifolds
Limited lifespan regions/manifolds can be modeled as a result of long-term evolution-
induced higher-order mechanisms preventing subpopulations from mutating to ex-
tended lifespans. Now we will consider how such lifespan-limiting mechanisms and
limited lifespan manifolds can manifest biologically within genomes. We will argue
that genomic loci corresponding to diseases, particularly those of ‘old age’, may admit
in their vicinity possible ‘enforcement mechanisms’ preventing easy departure from
them and from their role in a programmed limited lifespan. We will call such limited
lifespan manifolds D as disease manifolds.
It is clear that differing diseases have dramatically different etiologies, and are
presumably encoded in very different parts of the genome. Thus the mechanisms we
describe will have a distributed character, with differing genomic regions contributing
adaptively to an optimized species-level lifespan. Indeed, by the law of large numbers,
species level adaptation of an optimal average lifespan in its genome will presumably
provide similar benefits to a more strictly enforced one. In describing a disease locus
or manifold D ⊂ G in the genome space, we will view this as part of an ensemble of
genomic regions {Di} that act together in the role of optimizing lifespan.
The idea that diseases could help to enforce a genetically programmed limited lifes-
pan is attractive in that it provides an evolution-based justification for the persistence
of disease-related genes despite negative selection pressure against them. Evidence
for a gene-based connection between lifespan and disease includes alleles that are
associated with short telomere length as well as an increased risk of many common
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diseases of old age such as cardiovascular diseases [102]. While telomere shortening
influences aging by triggering cell senescence directly, it also influences aging through
its connection to disease genes. Additionally, there are specific human genes expressed
only at certain stages of life: genes expressed during youth that promote growth and
genes expressed during old age that initiate diseases [84].
We attempt to include diseases within our genome space model and identify their
dynamics specifically as related to roles in longevity determination. First we consider
the evidence that many genes widely studied recently in the context of lifespan exten-
sion are closely tied genetically to the vital biological systems of endocrine signaling,
metabolism, reproduction, etc. For example, the lifespan extension effects of the Daf-
2 mutation in the insulin signaling pathway in C. elegans requires the function of
an AMP-activated protein kinase. This AMP kinase has a vital role in regulating
metabolism and food intake [52]. Genes related to lifespan are intertwined biolog-
ically with processes that are necessary for life, and we extend this by postulating
that lifespan-extension genomic regions L, the longevity manifolds, could reside in a
genetically ‘sensitive’ portion of genome space. What we mean by sensitive is that it
is possible for L to be insulated by nearby gene values that can be extremely harmful
for an organism, deadly, and disease-linked. Such defense mechanisms against attain-
ing a longevity region L could involve the requirement of mutation combinations for
reaching L that are fundamentally intertwined with life-sustaining processes. Passage
through genomic states with such combinations, therefore, could therefore involve
various deleterious genomic combinations involving metabolic harm. An important
example involves the two apoptosis pathways for E. coli and the genes that control
them [27]. Along this line, it is possible that in higher level species, such genomic
defense mechanisms protecting longevity regions L from short-term evolution have
potentially manifested in lethal or near-lethal genomic combinations which we denote
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as defense manifolds R ⊂ G that encode such barrier-valued genomic combinations.
By the above arguments, disease loci in genomes can play altruistic roles by col-
lectively aiding in enforcement of a limited lifespan; we will also identify disease
manifolds Di as limited lifespan manifolds. This discussion does not imply that lethal
defensive gene combinations are exclusively the means of enforcing maintenance of
disease genomes in regions Di. Another means of encoding persistent topologically
embedded diseases is what we denote as entropic barriers, in which random mutations
can make escape from disease manifolds rare due to high dimensionalities of required
search spaces for sub-species evolving away from disease regions Di and toward longer
life regions L.
3.3.3 Lifespan enforcement parameters
Significant changes to the average lifespan of a population must occur extremely
slowly over long periods of time, to prevent rising subpopulations of maladaptively
longer-lived mutants that could lead to population extinction. Such significant lifes-
pan changes must also bypass genomic defenses described above, which intrinsically
make the process of adaptive lifespan extension a very slow and measured one.
The above-mentioned cycles of rising/falling longer-lived subpopulations have
surely occurred in the past, though they are not currently extensively observed and
may indeed be a part of past evolution. Nevertheless, past versions of such (near)
extinctions may have embedded in modern surviving genomes defenses that prevent
such cycles from occurring as a matter of course. We wish to model such mechanisms
as currently established and study how they might operate to enforce established al-
truistic limited lifespans. Though past extinction cycles may have led to the current
status of surviving genomes with barriers against longevity, and such cycles are best
modeled with extensive evolution models (see Chapter 2), the current dynamics near
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such topological and other barriers against longevity can more easily be modeled for
fitness functions encoding intensive evolution (though the pictures are similar for both
intesive and extensive evolutions). For the remainder of this work, we focus on the
intensive evolution model in which clans/particles xt evolve according to Eq. (3.1).
Within the mathematical model, assume a collection of parameters
α = (α1, α2, · · · , αp)
collectively involved in enforcement of limited lifespan. That is, these values as pa-
rameters in the fitness function F (x, t) encode locations of and dynamics near the
limited lifespan or disease manifolds Di (naturally all based within the fitness func-
tion), maintaining subpopulation genomes x near them despite decreased values of
immediate fitness F (x, t). The encoded structures would include entropic barriers
as well as maladaptive ‘blockade’ configurations of the genome preventing dynamical
access to longevity regions L with higher immediate fitness.
As mentioned, such fitness function parameters would result from evolution acting
on a ’corrective’ time scale t1 that is long compared to the ‘fast’ time scale t0 of
standard (what we denote as zeroth-order) population evolution governed by Eq.
(3.1). We will further explore these different time scales for evolutionary dynamics
in Section 3.5. For now, in our mathematical model we assume that limited lifespan
manifoldsDi exist and allow enforcement of an optimally-short lifespan within genome
space.




= ∇F (xt,α, t) + σẆt (3.3)
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To study dynamics controlled by these parameters α, we require some additional
tools related to topological dynamics, which will allow more rigorous and specific
analysis of behavior of limited lifespan and longevity manifolds.
3.4 Topological dynamics in genome space and topological
evolution
There is strong evidence that the evolutionary dynamics of an altruistic programmed
lifespan are complex and nonlinear in their counterintuitive redirection and avoid-
ance of evolutionary trajectories that would increase lifespan along paths that would
end in increased (short-term) fitness based on greater longevity. These observations
imply that additional methods are required to anayze this topic. The transition this
mathematical framework is intended for consideration of the existence of identifiable
topological dynamics in genome space from which enforcement of limited lifespan
and resistance to longevity over long-term genomic trajectories xt. The goal is to
carefully analyze and characterize such structures, and to describe mathematically
their definable properties; the first step here is to bring topological dynamics into
this methodology.
The transition from a specific differential equation and its local equilibria, stabil-
ities, and limits, to analysis of qualitative asymptotics, periodicities, and other long
term behavior, is known as topological dynamics ([21], [38]). From this viewpoint
a differential equation is viewed ‘globally’ as a continuous transformation or flow
within a topological space, and flow properties as related to the transformed space
are investigated [7]. We wish to study population evolution in genome space from
this framework, using its language to model and understand the potentially complex
genomic dynamics of programmed lifespan. Thus our evolution model will be framed
within topological dynamics, in a new application that we refer to as topological
106
evolution. This requires three components: defining the topological dynamics, inves-
tigating its properties, and identifying characteristic topological structures related to
limited lifespan and longevity.
Before discussing topological evolution and its use here, we will list some axioms
we will use throughout the remainder. These simplifying assumptions are primarily
biological, but their mathematical instantiations allow for a smooth transition to a
topological dynamics viewpoint. We discuss each axiom in turn.
We will note that we have removed the stochasticity from the zeroth order evo-
lution model in Axiom A1 since we wish to identify the minimum viable model that
displays the phenomena we wish to study, and (temporary) elimination of stochastic-
ity leads to such a simplified but sufficiently rich and representative model.
• A1. The movement of a clan genome x according to Eq. (3.3) is a (non-
stochastic) dynamical system (a gradient flow generated from the fitness func-
tion).
• A2. This (simplified) evolution determines future genomic states of a clan di-
rectly from its current state and a smooth gradient ascent of the fitness function.
• A3. If a clan mutates to a state of extended lifespan or to an optimally short
lifespan, it will remain in that genomic state.
To say more about axiom A1, diffusion in clan genomes has indeed been crucial
for our argument of limited lifespan being evolutionarily favorable over a longer one.
Recall our argument that lifespan directly determines diffusivity of genomes xt to
new genomic locations, i.e., how quickly genomic changes incorporate phenomically
within the population, which translates to the efficiency with which the population
can maintain large overlap with high fitness values. Here we can assume this stochas-
ticity has averaged out in the second half of the model, i.e modeling the topological
107
dynamics mechanisms already instantiated by a properly parameterized fitness func-
tion F (x,α, t). Though stochastic modeling is needed to describe the evolutionary
development of such a fitness function, our goal here is to describe the dynamics that
it implements, which have the required topological properties without the inclusion
of stochasticity. Of course, the assumption of no stochasticity is for simplification,
and its inclusion will also provide a viable model. Thus we can understand the dy-
namics of limited lifespan and longevity manifolds with the simplification of flattened
stochasticity. This sacrifice in mathematical fidelity allows for a less cumbersome
model, and all topological dynamics behaviors here have an analog in the stochastic
case; we will be able to establish a more complete stochastic system [14] in future
work.
As for axiom A2, our topological model results in species-level guided evolutionary
deviations without the necessity of speciation or convergences within the time frame
of the model. This refers to phases of species evolution, in the present case intensive
evolution, occurring between major speciations in which the bulk of phenotypic change
occurs gradually as adaptations in subgroups toward greater advantage in exploitation
of the species niches. In extensive evolution as described earlier, new niche resources
are brought in through novel genomic/phenotypic changes that eventually result in
speciations.
Axioms A3 refers to the behavior of clan genomes xt when they approach stable
limited lifespan and longevity manifolds, D and L, respectively. In A3, from persistent
short-term individual-level fitness benefits of an extended lifespan and the long-term
species-level fitness benefits of an optimally short lifespan, we assume that once a
clan has established these respective lifespans they will persist.
It will be useful later on to list mathematical correlates of the above axioms. For
this reason we will repeat them stated mathematically.
108
• A1*. The intensive evolution model now has the form:
dxt
dt
= ∇F (xt,α, t). (3.4)
• A2*. If x1(t) and x2(t) are two solutions of Eq. (3.4) with same initial states
x1(t0) = x2(t0), then x1(t) = x2(t) for all time t. In other words, solutions are
unique for all time t.
• A3*. If x(s) ∈ L(s) at any time s, then x(t) ∈ L(t) for all t > s. The same
holds for D(·).
The explicit time dependence in Eq. (3.4) models a moving fitness function to
reflect a changing environment. To be as general as possible in this non-autonomous
setting, we should allow limited lifespan manifold D and longevity manifold L to
depend on time as well. That is, L ≡ L(t) and D ≡ D(t). This is biologically
sound under the assumption that an optimal lifespan is tuned by a species’ particular
environment. When drastic environmental shifts occur and a species’ local resources
are severely disrupted, what constitutes a ‘long’ and ‘short’ lifespan could change.
Therefore, the genomic regions that represent an extended or optimal lifespan could
change as well. The non-autonomous nature of our system will be explicitly considered
when we construct the corresponding topological dynamical system and investigate
its properties.
We have been implicitly assuming that solutions to Eq. (3.4) do indeed exist and
govern the evolution of clans xt. Taken with axiom A2*, these can be established by
a broader axiom asserting that unique solutions to Eq. (3.4) exist for all time. This
will hold if we assume ∇F is continuous in xt and t and Lipschitz continuous in xt
for xt ∈ G and t ∈ (−∞,∞) by Picard’s existence theorem [13].
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3.4.1 The topological dynamical system: evolution flow
Below we define a topological dynamical system in continuous time and show how
this fits the above-described system. Note that our structure admits explicit time-
dependence and non-autonomous equations with an explicitly time-dependent flow
[1].
Definition 3.1 A (continuous-time non-autonomous) topological dynamical sys-
tem is a topological space X with a continuous non-autonomous flow, φ. More
precisely, the flow is a mapping φ : (X x R) x R → X x R where φ((x0, t0), t) =
(φt,t0(x0), t) and φ
t,t0(x0) maps x0 from initial starting time t0 to new location at
time t . That is, if x(t0) = x0, then φ
t,t0(x0) = x(t). The mapping φ is a group action
in that the following holds for all x0 ∈ X and s, t, t0 ∈ R:
1. φt0,t0(x0) = x0
2. φs,t ◦ φt,t0(x0) = φs,t0(x0)
Additionally, for all t ∈ R and initial time t0, the mapping φt,t0 : X → X is a
homeomorphism in that the following hold:
1. φt,t0 is a bijection.
2. φt,t0 is continuous.
3. φt,t0 admits a continuous inverse, φ−t,t0 .
In our case, the domain X is n-dimensional genome space G = [0, 1]n. A particle
or state x ∈ G represents the genomic state of a clan x. We call φt,t0(x) the evolution
flow, which describes the flow of a solution x to our dynamical system described by
Eq. (3.4) with given initial condition x(t0). For given location x, i.e., genomic state
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of a clan, at initial time t0, φ
t,t0(x) = x(t) is the new genomic state of a clan at time
t reflecting the forces of evolution acting on the clan. If we follow the trajectory of
point x at initial time t0 for all time, this collection of states {φt,t0(x)|t ∈ R} is the
orbit of x.
Theorem 3.1 The evolution flow φ on G according to Eq. (3.4) is a topological
dynamical system.
Proof: The domain G is a topological space since it is a metric space equipped
with Euclidean distance. Now we verify that φ is a continuous non-autonomous flow.
The group action properties are immediate from the fact that φ describes solutions
to a differential equation. For bijectivity of φt,t0(x), there needs to be a one-to-one
correspondence between states x at initial time t0 and their location at time t, φ
t,t0(x),
i.e., x1 = x2 at t0 if and only if φ
t,t0(x1) = φ
t,t0(x2) for any t. This follows from axiom
A2*. For continuity of φt,t0(x) in x for all t0 and t, by the assumption that solutions
to Eq. (3.4) exist, movement of x is continuous since it is differentiable. Therefore,
φ is continuous. The inverse φ−t,t0 exists since φt,t0 is a bijection, and its continuity
follows the same argument as for the continuity of φt,t0 . 
3.4.2 Properties of the evolution flow and topological structures
Now that the topological dynamical system and evolution flow are properly defined,
we will investigate properties of the flow related to the attracting qualities of the
longevity manifolds and limited lifespan manifolds. The longevity and limited lifespan
manifolds are regions in genome space that encode for an elongated and optimally
short lifespan, respectively. Note that when disease manifolds are thought of as
limited lifespan manifolds, the limited lifespan phenotype is a result of the disease.
Assuming that long/short lifespans can be achieved by a specific set of mutated
genes, they can be expressed as particular gene values, i.e., components xi of the gene
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vector x = (x1, x2, · · · , xn), equalling 1. Thus, it is reasonable to assume that they
can be represented as a solution to some set of equations and be legitimately denoted
as manifolds. However, in our modeling framework, a specific location x in genome
space represents the proportion of a clan with a mutated state in all genes. Therefore,
we will say that a point x in genome space represents a state of short/long lifespan
if a majority of the individual members of the clan have the particular mutated
genes that encode for a short/long lifespan. A consequence of this is that a state
of short/long lifespan is mathematically represented as a region or set of values in
genome space, e.g., a small neighborhood around example short/long lifespan gene
state (1, 0, 1, · · · , 1, 1). In this case, the regions representing short/long lifespan may
not be actual manifolds; nevertheless, we will continue using this terminology as it
does not affect the topological framework we are establishing.
Here we establish that the longevity and limited lifespan manifolds are absorbing
in the sense that once clan genomes evolve into one of these lifespan genomic regions,
they will remain within the region for all future time.
Definition 3.2 A time-varying family of sets Σ(·) is absorbing if φt,sΣ(s) ⊂ Σ(t)
for all t, s ∈ R such that s < t. This implies that if x(s) ∈ Σ(s), then x(t) = φt,sx(s) ∈
Σ(t) for all s < t
Theorem 3.2 The longevity manifold L and limited lifespan manifold D are
subsets of genome space G that are absorbing.
Proof: This follows from Axiom A3*. 
Note that we only establish the longevity manifolds L and limited lifespan mani-
folds D are absorbing in a future time sense. We do not suppose that if clan xt resided
in L or D at time t, then xt resided there for all previous time s < t. If a clan reaches
an extended lifespan or optimally short lifespan, then we are strictly establishing that
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it will remain in that genomic region for all future time; this naturally follows from
the persistent short-term individual fitness advantages of long life and the long-term
group fitness advantages of short life.
3.5 Multiple time scales of evolution: a hierarchy of high-
order mechanisms
The topological dynamical system describing the flow of solutions, i.e., evolution
of clans, in genome space according to Eq. (3.4) assumes that there is a single
layer of genomic defense mechanisms against mutating to a state of long life. We
modeled these mechanisms via the α parameters as fixed and currently instantiated
into the genome. But what is preventing this first layer of defense mechanisms, or
first-order mechanisms, from ‘evolving out’ allowing mutants to bypass them and
experience the short-term advantages of longer lifespans? Evolutionary bypasses of
these first-order defenses should be possible, but it should require an even longer
time scale to do so. During this longer time scale, extended lifespans should be just
as catastrophic for a species (in the long run) for the same evolutionary reasons as
previously described. Mechanisms preventing changes in first-order mechanisms, i.e.,
upholding the α parameters, will become evolutionarily encoded through such slower
time scales. We denote these as second-order mechanisms, and these should effectively
control the α parameters and prevent subpopulations bypassing them via mutations.
More generally, we hypothesize that there are genomic defense mechanisms of suc-
cessive orders controlling the evolutionary loss of mechanisms of prior orders. These
defense mechanisms will thus enforce dynamics of preceding order mechanisms pre-
venting their ‘evolving out’ for short-term advantage. We develop this idea here.
We consider zeroth-order evolution acting on the ‘fast’ time scale, say t0, exem-
plified by Eq. (3.4) and described by the topological dynamical system. In these
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zeroth-order dynamics, there are established ‘safeguards’ in the form of topological
barriers to the flow of genomes toward longevity manifolds L. The safeguards as
modeled by the α parameters are encoded into the fitness function F (x) in a way
that makes the limited lifespan manifolds D attracting and stable in some sense.
Longer-term (first-order) changes in F would be modeled by making the param-
eters α time-dependent, now of the form α(t) = (α1(t), α2(t), . . . , αp(t)), on a time
scale t1 slower than t0 over which such slow changes would occur. Denoting α(t) as
α1t for first-order, Eq. (3.4) now becomes
dxt
dt
= ∇F (xt,α1t, t) + σẆt. (3.5)
Under the assumption that α1t is itself evolving slowly, suppose it can be described




for some function F1 generating the time evolution of α1t. It is not required that
the right side of Eq. (3.6) be in gradient form. However, given that this equation
represents an improvement of (longer-term) fitness through modification of the to-
pography of F , we assume for the time being that it can be written in terms of the
gradient of some F1. The coupled system of Eq. (3.5) with (3.6) represents a fast
time evolution in the former and a (relatively) slow time evolution in the latter as
controlled by 0 < ε << 1.
If we iterate the above argument, even if F1 has the ability to enforce a lifespan-
limiting topography in F , it should be possible for F1 to change over these longer
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time scales in such a way leaving the population susceptible to greedy and selfish
long-lived mutants. As in our previous argument, topologically-embedded barriers in
F1 that could prevent this from occurring might involve a finite number of parameters
controlling F1. Denoted as α2t for second-order, these parameters could evolve to
enforce topographic barriers to the evolution of F1; α2t can prevent changes in F1
that might weaken its protective role in maintaining the right parameters α1t in F .
Therefore, we consider that α2 could reinforce parameters α1 which subsequently
reinforce parameters denoted as α0 for zeroth-order defined in the original or base-
level short-term (fast time scale) fitness function F in Eq. (3.5). Again, without a
successive layer of defenses and given sufficiently long times, the parameters α2 should
eventually ‘decay’ resulting in F1 weakening its barriers to the ‘decay’ of α1 and its
ability to prevent the rise of selfish long-lived cheaters in F via the α0 parameters.
Generalizing the above iteration, we claim that in order to protect a species from a
rising subpopulation capitalizing on short-term gains (with long-term consequences),
there needs to be dynamical enforcement processes controlling the parameters in the
species’ (short-term) evolution. Given that there is available evolutionary time for all
scales, this argument proceeds in successive layers to produce iterated dynamics on
parameters αη of each evolutionary order.
These dynamics will be largely driven by extinctions of subpopulations which do
not maintain topological barriers preventing selfish gains in short-term fitness via long
lifespans. The parameter values discussed previously will become ‘hardened’ through
such genomic encoding in survivors of these extinctions; the parameters are protected
from detrimental change by higher-order dynamics driven by extinctions that occur
over the longer periods of time that these dynamics take place.
We claim that these higher-order mechanisms are the result of evolution acting
on a sequence of successively slower time scales resulting in the observed extremely
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rare occurrence of significant numbers of longer-lived subpopulations. The idea of
evolution acting on multiple scales of time is a nice complement to the well-established
idea that evolution also acts on multiple spatial scales, e.g., from cells to organs to
individuals to entire populations, within the multilevel selection framework [106].
Now we construct this hierarchy of high-order mechanisms mathematically. Con-
sider a sequence of parameter vectors αη each controlled dynamically by higher-order
















where by convention the gradient ∇ applies to the first argument of Fi only. Within
the hierarchy, successively higher powers εi of ε represent the fact that each iteration
of the higher-order dynamics, i.e., each layer of defense mechanisms against mutating
to extended lifespan, should evolve at a much slower timescale than the previous
iteration. More generally, we could easily replace the timescales εi for i = 1, 2, . . .
with timescales εi assuming that εi+1 << εi.
Looking at successive levels of this hierarchy, there are parameters guiding evolu-
tion of the η-th order parameters whose changes would be controlled by (η + 1)-th
order dynamics and corresponding parameters within a higher-level dynamical system
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on a slower time scale, and so on. The (η + 1)-th ordered mechanism prevents the
collapse of the qualitative picture of the η-th order below; the result is a recursively
defined family of equations in which the parameters of one order of dynamics slowly
change according to their own dynamics of a higher order. The formulation of suc-
cessively higher-order and slower time scale dynamical systems in a multiscale setting
exactly parallels the orders (levels) of evolution that we have discussed throughout
this work.
This type of slowly changing dynamics in the form of slow changes to a differential
equation’s parameters known as adiabatic dynamics [85] has been studied in the fields
of classical and quantum mechanics ([120], [6], [11], [19],[25], [9]) as well as in the area
of dynamical systems [64].
3.6 Discussion
The goal of this work was to motivate and establish a topological view of the large
scale dynamics occurring in a population’s genome space, which we call topological
evolution. We follow up on our previous work constructing a model of population
evolution within a continuous genome space that can be described by an SDE and
PDE. This model was used as an initial attempt to capture some of the complex
dynamics of an optimally short lifespan, which is a trait we claim is altruistic in the
sense that it sacrifices an individual’s short-term fitness for the group’s long-term
fitness in the form of adaptability to a changing environment or fitness landscape.
Here we argue that in order to enforce a limited lifespan and prevent subpopu-
lations from mutating to a selfish state of lifespan extension in genome space, i.e., a
longevity manifold, evolution on a long time resulted in deeply embedded genomic de-
fense mechanisms keeping subpopulations within limited lifespan regions of genome
space, i.e., limited lifespan manifolds. As a physical instantiation of these defense
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mechanisms, here we claimed that diseases could be possible enforcers of limited
lifespan by forming disease manifold structures in genome space, which is a novel
evolutionary role of diseases.
This motivated a topological dynamical systems framework where we viewed the
genome space globally and investigated the topological structures formed by the long-
term repetitive motion, i.e., evolution in genome space, of clan trajectories. In our
establishment of topological evolution, we defined a topological dynamical system as
an evolution flow in genome space, investigated its dynamical properties, and defined
the longevity and limited lifespan manifolds within a topological dynamics context.
We continued by modeling a hierarchy of high-order defense mechanisms against
reaching a state of long life as the result of evolution acting on a series of slower and
slower time scales favoring altruistic limited lifespans. When defining the topologi-
cal dynamical system, we assumed only a single level of first-order defenses against
mutating to a state of long life that was currently instantiated into the genome and
the result of evolution acting on a single ‘slow’ time scale compared to the ‘fast’
time scale of individual clan evolution. We took this a step further and modeled
the slow change of the first-order enforcement parameters themselves according to
their own dynamical system, that which is also controlled by additional second-order
enforcement parameters that are changing with respect to an even slower time scale
and respective dynamical system and so on. Using a hierarchical adiabatic dynam-
ical system, we described the successive layers of deeply embedded genomic defense
mechanisms enforcing a limited lifespan where each layer of ordered mechanisms was




Feature engineering, evolution algorithms,
and structural risk minimization
Abstract
There are arguments for the future of machine learning not residing in building better
models, but in finding the best features for those models or feature engineering (FE).
In fact, finding good features should improve the performance of any model or clas-
sifier. If the feature set is fixed, there is usually some threshold of performance that
will not be breached by the standard collection of machine learning models unless
a completely new feature is created that in a sense ‘expands’ the possibilities of the
final form of the model function. Here we mathematically formalize the feature engi-
neering problem by framing it within Vapnik’s structural risk minimization (SRM).
The SRM trade-off of prediction error and complexity is an attractive viewpoint for
framing the feature engineering problem as well, since there is an intuitive notion of
wanting new features that are not too complex in some sense. Framing FE within
SRM gives it some theoretical foundation, justifies a complexity-penalized search
for engineered features in the first place that will increase model performance, and
places the large number of existing specific FE methods within a unifying statistical
learning-based framework. We also frame the entire problem of finding optimal fea-
tures and a learning model as a twice-applied SRM. Considering the practical side of
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implementing feature engineering, many search procedures are ‘global’ in nature and
suffer from missing nearby optimal features. The main feature engineering approach
of tree-based Genetic Programming (GP), an evolutionary algorithm, unfortunately
suffers from this. The main difficulty with injecting a local search step in FE is the
space is not well-defined, and there is not an appropriate distance measure to base
the local search on. In this work, we propose a local search step within tree-based
GP for FE that searches locally in terms of tree representations using the tree edit
distance measure.
4.1 Introduction
Feature engineering is the general process of taking raw data input, extracting fea-
tures, and transforming them into a format that enhances the performance of a learn-
ing model. It covers a very broad range of goals: determine how to best represent raw
information numerically, re-categorize categorical features, dimensionality reduction,
etc. [124] In this paper, we focus on the dimensionality reduction aspect of feature
engineering, specifically transforming features into new features via functions of the
original features. We refer to feature engineering broadly as including both feature
selection (subset of original features) [61] and feature construction or feature trans-
formation (functions of original features) [76]. Feature engineering is very useful for
dimensionality reduction [122] and when the original features possess little discrim-
inatory information about the response [67]. When nonlinear feature engineering is
paired with a linear predictive model or vice-versa, training accuracy is improved in
most cases [87].
One of the significant drawbacks of current feature engineering methods is that
they are prone to result in overfit models. This is particularly the case when the engi-
neered features are very ‘complex’ [87] or the procedure uses training and testing data
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together, which is a common mistake [96]. When one wants to consider generalizabil-
ity of a model fit on engineered features, it is only after the features are found and the
model is fit that one usually investigates prediction on unseen test data. Overfitting
is only ever considered with respect to the model rather than the engineered features
themselves, and there is not yet a procedure to take into account the possibility of
over-dependence on training data within the feature engineering process itself. There
is no mathematical framework for the generalizability of feature engineering as an
optimization problem, and the only existing measures of the complexity of an en-
gineered feature are the number of original features in the transformation function,
e.g., the complexity of new feature x1 ∗ x2 would be 2 [87].
Structural risk minimization (SRM) - as an extension of empirical risk minimiza-
tion - is a mathematical framework for the generalizability of learning models and
prevention of overfitting [111]. Under certain conditions, a learning model’s test er-
ror, i.e., error on unseen data, is bounded by a combination of training error and
complexity [113]. In practice, multiple kinds of models are compared by looking at
their trade-off between training error and model complexity [112]. If we can establish
an SRM-like framework for feature engineering, then the previously described draw-
back can be mitigated. SRM has the specific benefit of formalizing generalizability
of learning models; a successful SRM-like procedure for feature engineering would
hopefully do the same. Just as structured risk minimization limits the complexity of
models to prevent overfitting, a similar risk occurs in exploring the space of potential
features. That is, if feature exploration is not organized in a way to limit new ‘mined’
features, overfitting will soon become a problem given limited datasets.
Specifically, we consider performing SRM in a layered fashion on the entire func-
tion composition f(g(x)). Here f is the learning model, g is the transformation
function representing the set of engineered features, and x is the original feature
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set. Elaborating further on this idea, features do not inherently have hierarchical
structures in machine learning, though feed-forward or deep artificial neural nets as
a consequence of their design result in higher level features, and perhaps not coinci-
dentally they are very successful in data prediction ([58], [91]). Additionally, there
is no inherently hierarchical compositional structure for features besides those that
occur as inherited characteristics of neural networks.
There is a case to be made that the complex features that neural networks now
generate deeper within their hierarchies should be abstracted from the particular
architecture of the neural feed-forward system [58]. This speaks to the notion that
networks of features that are signaled by higher level neurons should be studied
independently of the neural sub-strata that generated them. That is, a fundamental
notion that may persist even beyond neural networks is that of feature networks.
These would differ from standard neural networks in that activation of features, unlike
the neurons that signal them, can be triggered by other ‘connected’ features by much
more general activation functions than the standard neural ones.
In particular the functional nature of the architecture of such networks would focus
on the layered iterative aspects of deep feature networks analogous to deep neural
networks. In particular if, like in neural networks, feed-forward feature networks
have layered structures of features, then the natural mathematical characteristics and
complexities of function iteration may largely dominate the theory and the generation
of highly complex or abstract features deep in such iterative structures.
Traditional machine learning has had effectively a one layered structure where
a single or multiple regression functions are computed from a single fundamental
set of features. Remarkable methodologies have been generated from this including
structural risk minimization [111]. A motivation for this work, we noticed that the
structuring of such complexity limitations of functions generally occur within a sin-
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gle function in a single layer from a fundamental set of features based on regression
functions. In the feature engineering that is discussed here, we consider structuring
of ‘pre-functions’ that precede ordinary regression processes through the engineer-
ing of the features which are the fundamental objects themselves. In structural risk
minimization theories, the final output function f(x) is restricted by complexity con-
siderations [112]. Here we are effectively modifying the regression function, now with
final form f ◦ g, through feature engineering on g in an SRM-inspired methodology.
This kind of SRM can be theoretically performed with as many layers or function
compositions as one desires of the form f ◦ g ◦ h ◦ · · · .
What would such an SRM-like procedure for feature engineering specifically look
like? We propose a criterion for finding the ‘best’ set of engineered features that
improves the performance of a learning model fit on those features with respect to
SRM. That is, our engineered feature criterion is intended to reduce training error and
complexity of a model fit on the features and ultimately improve the generalizibility of
the model. Our criterion for an optimal set of engineered features is the simultaneous
maximization of the mutual information between the new feature set and response and
minimization of the complexity of the new feature set, which we generally formulate
together in the form of a so-called Lagrangian implementing feature optimization
together with a complexity penalty. The former condition is intended to decrease
the training error from a model fit on the new features while the latter is intended
to decrease the complexity of the model fit on the new features, and we prove some
theoretical results verifying this.
While information-based feature engineering is not new [92], considering the ‘com-
plexity’ of engineered features is new aside from a hard limit on the number of original
feature input variables [87]. When quantifying the complexity of a particular model,
it is usually in terms of the parameter estimates, e.g., ridge regression, lasso regres-
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sion, elastic net, etc. ([44], [104], [127]) A parameter-free measure of complexity that
can be applied to engineered feature functions is the Vapnik-Chervonenkis (VC) di-
mension, which is a measure of how many points the function can separate with all
possible binary labels or ‘shatter’ [113]. VC dimension results in a natural hierarchy
of the complexity of different function classes and was the traditional measure of the
complexity of a learning model in classical SRM established by Vapnik [111]. In this
work, we prove a nice result relating the VC dimension of an engineered feature set
to the VC dimension of a model fit on the new feature set.
As part of the Lagrangian-type of optimization mentioned above, we also consider
the practical side of finding optimal engineered features according to our criterion.
Taking our proposed Lagrangian optimization criterion as the objective function, one
can imagine that the objective function landscape over the set of all possible (or con-
sidered) engineered feature functions could have many local minima and associated
basins of attraction. Therefore, a seemingly good approach for practically searching
the space of features for an ‘optimal’ set would be a global type of search that con-
siders and compares many different basins of attraction of local minima within the
objective function landscape. This is in contrast to local optimization methods such
as gradient descent that would indeed find a minima at the bottom of a single basin,
but it would likely not compare this to other possible basins of local minima unless
additional methods were used [18]. Therefore, we use an evolution algorithm in the
search for engineered features. An evolution algorithm is an optimization procedure
that looks for an optimal solution in a biological evolution inspired manner ([103],
[81]). It takes a ‘population’ of candidate solutions, selects the most ‘fit’ solutions
according to the optimization criterion (the ‘fitness’ function), and chooses them as
‘parents’ for the next generation. These parent solutions produce ‘offspring’ solutions
by performing artificial evolution operators on them such as mutation and crossover
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[39]. The algorithms are designed so that offspring solutions have the potential to be
significantly different from their parent solutions, and in this way they are considered
global search procedures that consider multiple basins of attraction of local minima of
the objective function landscape (now a ‘fitness’ function landscape) simultaneously
[103], [114].
A common and popular search method is tree-based Genetic Programming (GP),
which is an evolution algorithm that evolves populations of engineered feature func-
tions represented as symbolic expression trees [57]. Nodes in the trees can be op-
erations (‘+’, ‘-’), constants, and the original input features; this allows for great
flexibility in the ‘types’ of feature functions that are discoverable [39]. We describe
how a GP procedure can incorporate our optimal feature criterion in Section 4.3.
We mentioned previously that an advantage of evolution algorithms is that they
are global searches by design. However, this can be seen as a disadvantage in some
cases. As a potential weakness of genetic programming and evolution algorithms in
general as well as an open problem for feature engineering, we seek a local search to
complement the globality of the search process. Evolution algorithms can potentially
suffer from being global search procedures in that they can miss nearby local optima
([69], [114]). It has also been proposed that a local search could enhance the results of
feature engineering procedures [103]. While this has found success in feature selection
[125], a local search step for feature construction/transformation procedures has yet
to be implemented; the difficulty lies in quantifying the distance between functions
of the original features. In this work, we propose a local search step within GP
for feature engineering that uses a distance measure for the distance between tree
structures [65]. Our hybrid global and local, sometimes called ‘memetic’, feature
engineering search procedure is a significant contribution of this work. Numerical
results are presented on EEG data, and our memetic SRM-like GP feature engineering
125
procedure is competitive with the recent benchmark results ([60], [108], [126], [73]).
4.2 Structural risk minimization of feature engineering
4.2.1 Feature engineering as function composition
It is widely known that the quality of the input features in a data prediction setting
has a large impact on the performance of learning models [15]. By feature qual-
ity, we mean the potential redundancy of features, their ability to discriminate the
response, and their augmentation to the discrimination ability of the final regres-
sion/classification machine. To illustrate the latter, adding a quotient of two features
as a new feature input into a linear machine can augment the machine capability
dramatically. Cortes et al. conducted a comprehensive analysis where they showed
that low-quality features (by their definition) impose a limit on the accuracy of any
learning model regardless of model complexity [15], and Langley showed that many
machine learning models scale poorly in such situations [62].
Given that much additional power in machine learning, e.g., for facial recognition
has arisen from new features extracted from old ones, an interesting paradigm is to
consider mathematically the process of engineering new features from an existing set.
Thus the paradigm we consider for engineering non-redundant features with increased
discriminatory power is to consider functions of the original features [76]. This has
been done in a number of settings. As an example of such feature engineering, Guo et
al. used a genetic program to engineer features for EEG data classification [40]. On
the original untransformed features, classifiers were unable to breach an accuracy of
67% for classification of normal vs seizure-free vs seizure EEG signals. However, after
their genetic program determined that a ratio of the form x1
x2
was a ‘good’ potential
new feature, Guo et al. achieved a large increase in classification accuracy, to 94%.
Can we explain this phenomenon mathematically? Without augmenting the fea-
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ture set x = (x1, x2, · · · , xp) of p original features, consider the collection F of learning
model functions f : X → Y that one would typically consider in a data prediction
scenario. Here, X is the feature space and Y is the output or response space. If
the response y is continuous, this F would most likely contain linear functions (re-
gression), polynomial functions (regression and spline), piecewise constant functions
(decision tree), etc. However, F most likely does not contain any f with a component
involving x1
x2
. Such model functions do not exist within the set F . However, by using
x1
x2
as a new feature, we have expanded the set of model functions to a new set H
which contains linear functions, polynomial functions, piecewise constant functions,
etc., composed with functions like x1
x2
.
In this work, we think of feature engineering as expanding the set of possible
model functions through function composition. Traditionally, an engineered feature
set x∗ = g(x) is viewed as a change in feature space [124]. The set F of possible model
functions takes as input a new variable x∗, but the function forms themselves, i.e.,
linear functions, polynomial functions, etc., remain the same. On the other hand,
we adopt the viewpoint that engineered features g(x) can be viewed as functions
themselves that expand the set of possible model functions to a new collection H
that now contains functions h where h = f ◦ g. Again referencing the previous
example, we think of the significant boost in model performance from using new
feature x1
x2
as a result of the novel model function h = f(g(x)) = f(x1
x2
) formed by
the function composition. Suppose f is a linear function on the original feature set,
i.e., f((x1, x2, · · · , xp)) is a linear function. Traditional feature engineering would
label new feature x1
x2
as something like x0, and the model f((x0, x1, x2, · · · , xp)) is still
a linear function. However, if we view x1
x2
as a ratio of existing features, then the
resulting model function f((x1
x2
, x1, x2, · · ·xp)) is no longer a linear function.
Our point of view is that in a feature engineering context, the final or complete
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model function is the result of the function composition of engineered feature func-
tion g with a machine learning model f , which could be structured in a classic SRM
framework for machine learning ([111], [113], [112]). This framework is intuitive for
explaining why feature engineering is so powerful, e.g., linear functions f of engineered
feature functions g expand the possibilities for resulting model functions h = f ◦ g)
mapping data x to response y. Using our established notation, we call g the engi-
neered feature function, f the model function, and h = f ◦ g the complete model
function. This is first step in an iterative process of layered SRM for feature engi-
neering implementing function compositions as the feed-forward steps. That is, we
can generalize this to optimizing over multiple function composition layers where the
complete model function is f1 ◦ f2 ◦ · · · ◦ fm(x). Such structured risk minimization
can occur independently in each layer fi.
The major premise here is that SRM theory does not need to remain exclusively
for single layer feed-forward maps from input features x to output response y. In
fact, functionally related layers of features can have the same structures limiting the
extent of functional dependencies between them in precisely the same way that SRM
performs this for standard feed-forward machine learning tasks. We propose that the
process of defining new features in a structured environment is precisely a process of
iterating SRM in this way.
4.2.2 Structural risk minimization
We would like to further formalize the feature engineering problem by including it
within the paradigm of statistical learning theory, namely structural risk minimization
(SRM). In general terms, SRM asserts that a particular learning model’s prediction
error on unseen test data is bounded by prediction error on training data plus a
quantity related to its complexity, i.e., the bias-variance trade off. SRM provides
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the mathematical theory for why this bound holds, the conditions for it to hold, and
specifics for how tight this bound is for certain problems. In practice, if one wishes
to choose a model from a set of models according to SRM, the best model in terms
of performance on future unseen data is the model that simultaneously minimizes
training error and model complexity.
Here we briefly review classical SRM established by Vapnik ([111], [113], [112]).
Suppose the training data (x1, y1), (x2, y2), · · · , (xn, yn) of n observations is drawn
from joint probability distribution ρX,Y on random variables X and Y . Denote the
particular class of considered model functions f as F . If X and Y are the supports
of X and Y , respectively, then f : X → Y . We consider X = Rp and Y = R
or {0, 1}, i.e., the regression and classification settings. Denote L(·, ·) as the loss
function that can be binary or real-valued depending on Y , i.e., whether the data
prediction problem is classification or regression. Define the risk R(f) and empirical
risk Remp(f) of model f as the following:
R(f) =
∫






L(yi, f(xi, )) (4.2)
The true optimal f is one that minimizes risk R(f) since this is the average loss
over the entire distribution ρX,Y . But since the training data is all that is available,
one finds f that minimizes the empirical risk Remp(f), i.e., the average training loss.
This is known as empirical risk minimization (ERM) [113]. Vapnik was concerned
with the consistency of ERM. That is, if there is an f ∈ F that minimizes Remp(f),
does this minimum empirical risk converge in probability to the minimum risk R
as n → ∞? Is the asymptotic rate of convergence fast and does it hold for any
probability distribution ρX,Y generating the data? Vapnik’s main result is that if the
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loss function 0 ≤ L(Y, f(X)) ≤ A is bounded over all f ∈ F , then ERM is consistent
and rapidly converging for any probability distribution as long as the VC dimension
of the loss L(Y, f(X)) over all f ∈ F is finite. We define VC dimension [113] below
for a set of indicator functions and a set of bounded real-valued functions generally
denoted as K.
Definition 4.1 A set of indicator functions K containing k(z) where k : Rp →
{0, 1} shatters a specific set of m points/vectors z1, z2, · · · , zm if they can be separated
in all 2m possible ways by functions in K. The VC dimension of the set of indicator
functions K is the maximum number m such that there exists a set of m points that
can be shattered by K. If for any positive integer n, there exists a set of n points
that can be shattered by K, then the VC dimension of K is infinity.
Definition 4.2 Let K be a set of bounded real-valued functions containing k :
Rp → R where A ≤ k(z) ≤ B. Consider the set of indicator functions I[k(z) − c]
where I is the step function and A ≤ c ≤ B. The VC dimension of the set of
bounded real-valued functions K is defined as the VC dimension of the set of indicator
functions.
The VC dimension measures the complexity of a set of functions by looking at
the number of points it can perfectly classify; it intuitively measures a set of model
function’s capacity to overfit training data. The VC dimension relates empirical risk
Remp(f) (training error) to risk R(f) (test error) via the following inequality. Given
bounded loss functions 0 ≤ L(Y, f(X)) ≤ A for all f ∈ F , the following holds for all
f ∈ F with probability at least 1− η:
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where ε = 4
m(ln 2nm +1)−ln η
n
, n is the size of the training data used to calculate Remp(f),
and m is the VC dimension of the set of losses L(Y, f(X)), f ∈ F [113].
We say that a model f generalizes well if it keeps risk R(f) small. This means
that it minimizes loss over the entire probability distribution which generated the
data, i.e., it can perform well on unseen testing data as long as it is generated by
the same distribution as the training data. Based on the above inequality, a model
will generalize will if it simultaneously minimizes error on training data and VC di-
mension complexity; the inevitable trade-off between the two is the principle behind
structural risk minimization. In practice, SRM amounts to comparing multiple sets
of models or classes of learning models Fk each with a VC dimension mk. For exam-
ple, in a classification setting, F1 can be a logistic regression model, F2 is k-nearest
neighbor, F3 is support vector machine, etc. A particular f1 ∈ F1 would be a specific
parameterization of a logistic regression model function. The optimal choice of f is
one that minimizes the right-hand side of the above inequality given its error on the
training data and VC dimension of the set of functions it belongs to.
4.2.3 SRM in feature engineering
To insert feature engineering into the SRM framework, we consider sets of functions
formed by the composition of engineered feature functions with model functions. If
G is a particular set of engineered feature functions g : Rp → Rq mapping p original
features to q new features and F is particular set of model functions f : Rq → Y , their
composition defines a new set of complete model functions H = {f ◦ g|f ∈ F , g ∈ G}.
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If the VC dimension m of H is finite and L(Y, f(g(X))) is totally bounded over
f ◦ g ∈ H, then we still have
















. In this setting, SRM amounts
to comparing multiple sets of complete model functions Hij with VC dimensions
mij where Hij = {f ◦ g|f ∈ Fi, g ∈ Gj}. In this notation, Fi and Gj are one of
possibly many considered sets of model functions and engineered feature functions,
respectively.
The function composition makes it difficult to directly find the optimal family of
complete model functions H with minimal VC dimension that contains some h = f ◦g
minimizing training error (empirical risk). The most natural procedure is to find the
optimal engineered feature function g (mapping all original features to new feature
set) contained in some G among considered collection {Gj}j first according to some
separate criterion and fix this g. Then we find the optimal model function f contained
in some F among considered collection {Fi}i using SRM when it composed with the
particular g. The second step can be accomplished by a typical SRM procedure as
long as the resulting sets of complete model functions from the composition with
g have finite VC dimensions and totally bounded losses. The first step for finding
optimal g requires careful consideration: our proposed criterion will be elaborated
later. For the moment, our procedure for finding optimal f ◦ g is the following:
1. Among considered sets {Gj}j of engineered feature functions, find the optimal
g∗ belonging to some Gj according to criterion (elaborated later).
2. Given considered sets {Fi}i for model functions, ensure that the complete model
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function sets {Hi}i whereHi = {f◦g∗|f ∈ Fi} satisfy the assumptions for SRM:
(a) VC dimension of Hi is finite for all i.
(b) L(Y, f(g∗(X))) is totally bounded over f ◦ g∗ ∈ Hi for all i.
3. Perform SRM to find optimal f ∗ ◦ g∗.
Now we explain our proposed method for finding a set of optimal engineered
features. The ultimate goal of this procedure is to find the optimal complete model
function f ∗◦g∗ that simultaneously minimizes empirical risk and belongs to a function
set with minimal VC dimension. As pointed out earlier, we cannot hope to perform
a usual SRM to accomplish this directly, so the best we can do is to use a criterion
for finding g∗ that enhances the results when using a typical SRM to find optimal f ∗
composed with this g∗. That is, the optimization criterion for g∗ should account for
the ultimate SRM goal of simultaneously minimizing Remp(f ◦ g∗) and VC dimension
of Hi = {f ◦ g∗|f ∈ Fi} among our considered sets of model functions {Fi}i. In
simple terms, we seek an engineered feature function criterion that will reduce the
training error when a model function is fit on the new features as well as keep the VC
dimension of the function set containing the resulting complete model function small.
With this in mind, our criterion for the optimal engineered feature function g∗ among
considered sets {Gj}j of engineered feature functions is the following: simultaneous
maximization of the mutual information [16] between random variables g(X) and Y
and minimization of the VC dimension of the particular set of functions Gj which g
belongs to. Note that VC dimension is only defined for sets of scalar output functions,
i.e., it is not defined for function sets containing g : Rp → Rq where q > 1. We account
for this in our specific VC dimension criterion for g.
We take a quick digression to explain the relationship between the VC dimensions
of sets of engineered feature functions and model functions. Consider the specific area
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of image recognition and the challenges that have been previously identified in the
finding of feature maps that facilitate the process of image classification. The space
of all possible ’actual’ photographic images (viewed as greyscale pixel intensities in
a 1000 x 1000 pixel array) forms a subset of R106 . Without any feature engineering
and being restricted to the original raw pixel intensity features residing in a feature
space of dimension 106, a family of classifiers F would need to be exceedingly complex
with very high VC dimension in order classify images with any acceptable accuracy.
Therefore, a useful feature map g is one that maps the original 106 dimensional
feature space to one with reduced dimension without losing a significant amount
of information between the features and the response, i.e., the image label. Using
this new engineered feature set in a reduced dimension feature space, the family of
classifiers F on these new features that accurately distinguishes images can now take
the form of a ‘simple’ classification machine with a lower VC dimension, which is
precisely how neural networks operate. In this way, we think of the power of feature
engineering as ‘distributing’ the required complexity (in the form of VC dimension)
of a high-accuracy model function to the complexity of engineered features. An
effective learning model should not need to be of large complexity if it is fit on highly
informative features in a feature space of ‘low’ dimension that take on the complexity
burden. However, for generalizibility, these new features g should be limited in their
complexity; in fact, we show that the complexity of g is related to the complexity of
F ◦ g in the form of VC dimension.
Now we return to discussing our criterion for the optimal engineered feature func-
tion: maximizing mutual information with the response and belonging to a function
set with minimal VC dimension.
Definition 4.3 Let Z and Y be two continuous random variables with supports Z
and Y , respectively. Denote their joint probability density ρZ,Y and marginal densities
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ρZ and ρY . Then the mutual information between Z and Y is defined as









Note that if Z and Y are discrete random variables, the integrals are replaced with
summations and the probability mass functions of Z and Y are used.
The motivation is that if I(g(X), Y ) is large (g(X) can be identified with Z in
the previous definition), then the engineered feature set g(x) where training data x
is considered as a realization of random variable X greatly reduces the uncertainty
about response y. Therefore, a model fit on these informative engineered features
should have a reduced training error compared to other possible engineered features.
This result can be made rigorous in terms of Bayes’ error in the classification setting,
which is the smallest possible error of any classifier [31]. The following theorem from
Hellman and Raviv [42] relates the bounds on Bayes’ error when predicting y from
z to the mutual information between random variables Y and Z. Again, g(X) can
be identified with Z here. We prove the result in the case where both Z and Y are
discrete random variables with probability mass functions. The proof easily extends
to the case where Z is a continuous random variable; one replaces summations with
integrals and uses the probability density function for Z.
Theorem 4.1 (Hellman and Raviv) Consider discrete random variables Z and
Y with supports Z and Y , respectively. Define Be as Bayes’ error when classifying
realizations of Y from realizations of Z. If I(Z, Y ) is the mutual information between
Z and Y and H(Y ) = −
∑
y∈Y
P (Y = y) logP (Y = y), i.e., the entropy of Y , then the
following inequality holds:
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Be ≤ H(Y )− I(Z, Y ) (4.6)
Proof: We follow the work of Hellman and Raviv [42]. Define Bayes’ decision
rule c for observation z as
c(z) = arg max
y∈Y
P (Y = y|Z = z).
Then Be = P (Y 6= c(Z)). Consider a particular observation z. Then we have
P (Y 6= c(z)|Z = z) = 1− P (Y = c(z)|Z = z) ≤ − logP (Y = c(z)|Z = z)
where the inequality comes from 1−r ≤ − log r for any real r. Since P (Y = c(z)|Z =
z) ≥ P (Y = y|Z = z) for any y ∈ Y , we then have
P (Y 6= c(z)|Z = z) ≤ − logP (Y = y|Z = z).
If we take the expectation with respect to the joint probability distribution of Z and
Y , ρZ,Y , then we have
∑
y∈Y,z∈Z
P (Y 6= c(z)|Z = z)ρZ,Y (z, y) ≤
∑
y∈Y,z∈Z









− logP (Y = y|Z = z)ρY |Z=z(y)ρZ(z).
The right-hand side is the definition of conditional entropy, which we denote as
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P (Y 6= c(z)|Z = z)ρZ(z)ρY |Z=z(y) ≤ H(Y |Z)∑
y∈Y
P (Y 6= c(Z))ρY |Z=z(y) ≤ H(Y |Z)
P (Y 6= c(Z)) ≤ H(Y |Z)
Be ≤ H(Y |Z).
The proof is completed by using the fact that H(Y |Z) = H(Y )− I(Z, Y ). 
This theorem implies that if we search for engineered features with maximal mu-
tual information to the response, then this will reduce the bound on Bayes’ error
on the training data compared to other engineered features. However, we do need
to consider the computation of mutual information, which requires knowledge of the
probability distributions of X,Y , and g(X) for considered g (we identify g(X) with
Z in the previous proof). Since this information is often unavailable, we need to use
density estimation when applying this feature engineering procedure on actual data.
Further details are provided in Section 4.4.
The second component of our criterion for the optimal engineered feature function
g is that it belongs to a set of functions G with minimal VC dimension. Referring to
the inequality in Eq. (4.3), the VC dimension of a set F of model functions f bounds
the difference between risk (error over the entire probability distribution generating
the data) and empirical risk (error over the available training data). Limiting the VC
dimension complexity of the set of model functions is intended to keep this difference
small and increase the generalizability of the model to unseen test data. In the case of
feature engineering for an optimal feature map g, we seek features with large mutual
information with the response over the entire probability distribution generating the
137
data, and we use the training data as a surrogate for this. However, to ensure the
difference between I(g(X), Y ) over the training data, or the ‘empirical mutual infor-
mation’, and I(g(X), Y ) over the entire probability distribution generating the data
is small, we suspect that limiting the VC dimension complexity of G which g belongs
to is sufficient in a way that is analogous to traditional SRM for model functions.
Theoretical investigations into this will be considered in future work.
Additional motivation for this choice of feature criterion is that a small VC di-
mension of the engineered feature function should also lead to a small VC dimension
of the complete model function as a result of the function composition. Before we
introduce and prove a theorem validating this claim, we must clarify what we mean
by the VC dimension of a set G of engineered feature functions g. As noted previ-
ously, we consider feature functions g : Rp → Rq returning a set of q new engineered
features. However, VC dimension is only defined for sets of scalar functions [112],
so we can only define the VC dimension of the function set Gi of each individual
engineered feature gi : Rp → R where the entire engineered feature collection is
g(x) = (g1(x), g2(x), · · · , gq(x)) belonging to function set G = G1 × G2 × · · · × Gq.
Our criterion for an optimal engineered feature function g based on VC dimension is
that the sum of the VC dimensions of the individual components, i.e., the function
set of each individual scalar engineered feature, is small. The motivation for seeking
a g belonging to a function set G1 ×G2 × · · · × Gq with minimal
q∑
i=1
V Cdim(Gi) is that
this might reduce the VC dimension of the considered sets of complete model func-
tions Hi = {f ◦ g|f ∈ Fi} or more simply denoted as Fi ◦ g. The following theorem
establishes the relationship between the VC dimension of F , the VC dimensions of
G1,G2, · · · ,Gq whose Cartesian product forms G, and the VC dimension of F◦G. Even
though we are concerned about the VC dimension of F ◦ g for a particular choice of
engineered feature functions g ∈ G, it is not useful to relate the VC dimension of F ◦g
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to that of F and g. This is because the VC dimension of a single function g is zero.
Therefore, we consider the VC dimension of F ◦ G which is the same as that of F ◦ g
(e.g., consider the collection of degree three polynomials composed with a specific
degree two polynomial and the collection of degree three polynomials composed with
all degree two polynomials) and relate it to the VC dimensions of F and G. This
allows us to properly consider the VC dimension of the engineered feature function
which is only defined for sets of functions. The theorem also describes a particular
classification scenario where each scalar engineered feature function is binary-valued.
That is, both the model function f and the engineered features g1, g2, · · · , gq return
two values. We prove the theorem in this scenario due to the standard definition
of VC dimension for binary-valued functions. However, since the VC dimension of
real-valued functions is defined as the VC dimension of their threshold versions, the
theorem immediately extends to the regression scenario with real-valued features.
Theorem 4.2 Let Gi be a set of functions from X → {0, 1} where i = 1, · · · , q and
X is any real-valued non-empty set, and let F be a set of functions from {0, 1}q →
{0, 1}. Let m be the VC dimension of F ◦ (G1×G2×· · ·×Gq), φ be the VC dimension
of F , and θi be the VC dimension of each Gi. Then if m > 1, the VC dimensions
have the following relationship:
m
log2(m+ 1)
≤ φ+ θ1 + θ2 + · · ·+ θq. (4.7)
Proof: We prove this in Appendix A.
In formulating our criterion for a set of optimal engineered features, we will con-
sider a collection of r sets of scalar functions {Gj}rj=1 from which the q new engineered
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feature functions (each representing a single feature) will be drawn. From this collec-
tion of r function sets, we seek the subcollection of q function sets G1,G2, · · · , · · · ,Gq
that simultaneously minimize their sum of VC dimensions and contain q functions
that together (their Cartesian product) maximize their mutual information with the










We have to consider the practical difficulties of solving such an optimization:
searching for an optimal subcollection of function sets as well as functions within
those sets and computing the mutual information between a one-dimensional random
variable Y and multi-dimensional random variable g(X). For practical purposes, we
consider a simpler alternative optimization problem of finding each of the q scalar
output engineered feature functions one at a time. Among the collection of r sets
of scalar functions {Gj}rj=1, first we find the single set G and function g ∈ G that
simultaneously maximizes its mutual information with the response and minimizes
its VC dimension. This scalar function will be the first engineered feature. Setting
this engineered feature aside, we repeat the process for the second engineered feature






I(g(X), Y )− λ · V Cdim(G) (4.9)
Compared to Eq. (4.8), this optimization problem is easier to solve due to the
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reduced dimensionality of the search space and the need to only compute the mutual
information between one-dimensional random variables.
With this Lagrangian formulation, we need to consider the possibility of selecting
two engineered single scalar features g1 and g2 that have high mutual information with
each other, which is undesirable. This is similar to the problem of highly correlated
features leading to unstable model parameter estimates [4], and choosing features
with high mutual information with the response but low mutual information with
each other is being actively researched [92]. Suppose we have already obtained engi-
neered scalar features g1, g2, · · · , gi−1 and we are currently looking for the i-th feature
gi. If we wish for random variable gi(X) to have high mutual information with Y
but low mutual information with g1(X), g2(X), · · · , gi−1(X), then the Langrangian








λkI(g(X), gk(X))− λi · V Cdim(G). (4.10)
In the application of our feature engineering criterion to data in Section 4.4, we
search for features according to the simplified Langrangian formulation in Eq. (4.9)
as opposed to the idealized formulation in Eq. (4.10). However, the particular search
procedure we employ has a built-in safeguard against selecting features with high
mutual information with each other, which we explain in Section 4.3.3.
4.2.4 Engineered feature search space: symbolic expressions
Here we discuss the search space for the engineered feature functions and how to
define it. Rather than specifying the collection of function sets {Gj}j directly, e.g.,
linear functions of one variable and polynomials of degree two, we define the larger
‘master’ set from which all q engineered feature functions will be selected. The feature
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space will consist of one large family of functions constructed by the ‘symbols’ used
in their representation.
The space of all possible functions of existing p features x = (x1, x2, · · · , xp) with-
out any restrictions is unfathomably large. However, we want the problem formulation
to include as many possibilities of function ‘types’ as the researcher desires: linear,
polynomial, etc. Borrowing notation from symbolic regression ([26], [57], [8], [110])
, we represent functions of features as symbolic expressions where the ‘symbols’ are
the original features, constants (if desired), and elementary functions or operators
such as multiplication (‘*’), addition (‘+’), etc. The set of symbols consists of a set
of basic operations of different arity (number of required inputs) such as {+,−, ∗, /}
denoted O for operator set together with a set of input variables (the original fea-
tures) and constants of zero arity such as {x1, · · · , xp, 2, 0.5} denoted T for terminal
set. The entire collection of symbols P = O∪T is called the primitive set. The search
space for the new engineered features is all symbolic expressions g ∈ S where S is
the syntactic space defined by P. The set of functions G that a particular feature
function g belongs to will only be considered during the process of actually solving
the Langrangian problem in Eq. (4.9). That is, if a candidate g is considered, say
a particular linear function of k variables, then its function set G is all linear func-
tions of k variables, and the VC dimension of G will be calculated accordingly for the
purposes of considering g as a solution to Eq. (4.9).
The main reason for this representation of the space of engineered feature functions
is that it lends itself to a particular kind of search method that is common for feature
engineering, which we elaborate on in the Section 4.3. It also allows the researcher
to have simple and direct control over the types of engineered features considered.
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4.3 Search method: tree-based genetic programming
In this section, we discuss a common search algorithm for feature engineering when
the search space is formulated as symbolic expressions: genetic programming [57].
Here we provide an overview of genetic programming as a particular type of evolution
algorithm and review its application to feature engineering. Then we provide details
about how it can accommodate our specific optimization formulation in Eq. (4.9)
with the inclusion of a local search step to aid the search procedure.
4.3.1 Evolutionary algorithms and genetic programming
An evolutionary algorithm (EA) is a metaheuristic optimization algorithm where
the search for an optimal solution is conducted in a biological evolution-inspired
manner [103]. The general idea is to ‘evolve’ a population of solutions until the
‘fittest’ emerges; the most well-performing or fit solutions are chosen as parents for
the next generation in a tournament style, and offspring solutions are formed when a
parent solution ‘mutates’ or two parent solutions ‘crossover’ [39]. The goal is for well-
performing solutions to be somehow combined (crossover) and/or altered (mutation)
to approach the optimal solution. Evolution algorithms are global search procedures
as the evolution operators can lead to significant ‘jumps’ within the search space,
i.e., offspring solutions can be quite different from their parent solutions in terms of
performance or fitness [103]. The global nature of EA’s is often seen as an advantage
since they rarely get stuck in basins of sub-optimal local extrema; however, there
are drawbacks to these methods [114] which we consider in Section 4.3.2. Below is
the generalized procedure for an evolution algorithm [103] where population members
(possible solutions) randomly undergo either mutation or crossover before continuing
to the next generation.
1. Define fitness (objective) function. Set parameters: population size, number of
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generations, tournament size, probability of crossover, probability of mutation.
2. Randomly generate initial population.
3. Evaluate fitness of current population.
4. Use tournament selection to select parents of next generation.
5. Generate next generation by performing genetic operators (mutation, crossover)
on parents.
6. Evaluate fitness of next generation (the offspring).
7. If stopping criterion is satisfied, end. If not, return to step 4.
There are many sub-classes of evolution algorithms that are distinguished based
on the specific solutions that are evolved, how solutions are represented, the choice
of fitness function and evolution operators, etc. A common evolution algorithm for
feature engineering is genetic programming (GP). The distinguishing feature of GP
is that the solutions to the optimization problem, i.e., the individuals in the popula-
tion, are represented as tree structures. Genetic programming was initially proposed
by Koza [57] in a symbolic regression context. Referring to our previous notation,
suppose one is searching for the best engineered feature as a symbolic expression in-
volving terminal set T = {x1, x2, x3, 0.5} and operator set O = {+,−, ∗, /}. Then
candidate feature x1 ∗ (x2 ∗ 0.5 − x3) can be represented with the tree structure in
Fig. 4·1.
Within the tree, terminal nodes take on elements in the terminal set T and internal
nodes take on elements in the operator set O in order for the tree to produce a well-
defined symbolic expression output. As an evolution algorithm, genetic programming









Figure 4·1: This is an example of a tree representation of an algebraic
expression.
operators, i.e., crossover and mutation, to form offspring trees; the genetic operators
augment trees by changing their node values and edge connection topology [39].
Genetic programming has been used for feature engineering in a variety of appli-
cations ([39], [105], [40], [73]). Fitness measures, i.e., the objective function, can be
generally divided into wrappers and filters [103]. Wrappers evaluate the fitness of
features by fitting a learning model on the features while filters look at the intrinsic
characteristics of the features and how they relate to the response via mutual infor-
mation and Fisher criterion for example [92], [39]. Overfitting and feature complexity
is usually addressed by considering tree structural complexities such as number of
nodes or tree depth [63]. To our knowledge, VC dimension has yet to be used as a
complexity measure in feature engineering. Additionally, an open problem within the
study of feature engineering is injecting a local search step into the feature engineering
framework [103]. In the next Section 4.3.2, we explain why a local search step within
a feature engineering framework is desirable and propose a particular local search
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method inspired by similar efforts in symbolic regression. This local search operator
is compared to the typical global search operators of crossover and mutation.
4.3.2 Global and local search operators
Within evolution algorithms, the most common evolution operators are crossover and
mutation [103]. To form the next generation of candidate solutions for an optimiza-
tion problem, offspring solutions are created by taking well-fit parent solutions and
performing mutation and/or crossover. Crossover refers to the general procedure of
taking two parent solutions and somehow combining them to form a new offspring,
while mutation refers to an augmentation of a single parent solution. These operators
are motivated by the source of genetic differences between parents and offspring in
a population of biological organisms. The specifics of crossover and mutation are
dependent on the specific evolution algorithm. In the genetic programming setting,
crossover replaces a subtree of a parent with a subtree of an additional parent; muta-
tion takes a node within a parent tree and replaces the subtree stemming from that
node with a newly generated random subtree [39].
It is not difficult to see why these operators are described as global. Offspring
trees have the potential to represent a symbolic expression that is vastly different
from their parent(s) both in form and fitness. That is, these global operators can
make large sudden ‘jumps’ within the search space [103]. While this is an advantage
from the point of view of getting stuck in basins of sub-optimal local extrema, it can
be a disadvantage if a parent solution is already close to an optimal solution. As
a pitfall of genetic programming and evolutionary algorithms in general, the global
nature of these search algorithms has led to the development of hybrid or memetic
evolution algorithms that insert a local search step into the general procedure above.
Hybrid/memetic evolution algorithms with a local search step have been successful
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in some applications ([103], [33], [48], [114], [70], [125]). The general idea is that
before a parent solution undergoes mutation or crossover to produce an offspring for
the next generation, one searches locally around the parent for a potentially more
fit neighbor as a replacement using some notion of distance within the particular
scenario. This can be done by either choosing a local neighborhood size around the
parent for consideration of the replacement or by augmenting a parent slightly, i.e.,
moving a small distance, until the increase in fitness is less than some threshold. The
latter local search technique is meant to mimic a typical gradient descent (ascent
in this case) when a true gradient descent is not possible as in the case of genetic
programming where a gradient of the fitness function cannot be taken with respect
to symbolic expression trees. The generalized procedure for a memetic evolution
algorithm is as follows with the local search additions in bold:
1. Define fitness (objective) function. Set parameters: population size, number of
generations, tournament size, probability of crossover, probability of mutation,
local search neighborhood size or fitness increase threshold to stop
the ‘gradient ascent’.
2. Randomly generate initial population.
3. Evaluate fitness of current population.
4. Use tournament selection to select parents of next generation.
5. Perform local search around each parent and replace with most fit
neighbor if one exists.
6. Generate next generation by performing genetic operators (mutation, crossover)
on parents.
7. Evaluate fitness of next generation (the offspring).
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8. If stopping criterion is satisfied, end. If not, return to step 4.
In terms of feature engineering, local search steps have been applied only to the
case of feature subset selection. Particularly useful when the number of original
features is very large, evolution algorithms for feature selection represent a candi-
date feature subset as a binary vector, e.g., [0, 1, 1, 1, 0, ..., 0, ], representing the in-
clusion/exclusion of the original features. A local search around a candidate feature
subset could take the binary vector and consider changing only 1 bit [125]. If a local
search step can be successful for feature selection, then why not for feature construc-
tion and transformation?
The difficulty in performing a local search for feature engineering lies in quan-
tifying ‘nearby’ features with a valid notion of distance [103]. A natural choice in
quantifying the distance between symbolically expressed features is to use their tree
representation. If there is a distance measure for calculating the distance between
symbolic expression trees, then that notion of distance could guide the local search.
Such a distance measure is known as tree edit distance [65].
Definition 4.4 Given two symbolic expressions gi, gj ∈ S where S is the syntactic
space defined by primitive set P, then the tree edit distance between gi and gj, denoted
as ||gi−gj||T , is the minimum number of tree edits to transform gi into gj. Tree edits
are node value changes, edge deletions, and edge insertions.
While the notation || · ||T might make it seem as if tree edit distance is a metric, it
does not satisfy the triangle inequality unless some normalization is performed [65].
However, we are confident that as a general measure of distance between symbolically
expressed feature trees, it is adequate for use in the local search, and our results in
Section 4.4 validate this.
We hope that a local search based on distance measure T to find desirable neigh-
148
boring features mimics what a traditional gradient procedure would do. We cannot
calculate an actual gradient of the objective function, i.e., fitness, with respect to sym-
bolically expressed functions. A practical alternative is that when a well-performing
candidate feature function is found, we perform single tree edits, i.e., move a small
distance away from the candidate parent, and see if there is a more fit engineered
feature nearby. That is, we move a small distance in the space of symbolic expression
trees in the direction of maximum change in fitness, i.e., the ‘gradient’. We can re-
peat this within one local search around a candidate parent; that is, we make single
tree edits until the increase in fitness is below some threshold. This yields a gradient
ascent-like procedure.
When looking back at the global evolution operators of crossover and mutation
within genetic programming, it’s clear that the operations make quite significant
changes to the tree structure of a given parent tree both in terms of edge connections
and node values. By comparison, the simplest and least disruptive changes to a parent
tree structure would be changing a single node value or inserting/deleting a single
edge with the former being the least disruptive. Our proposed local search step is
changing the value of a single node in a given tree, which we call a point mutation, that
results in the largest fitness increase. We continue with these point mutations (single
node value changes) until no increase in fitness above a certain threshold is achieved.
While this particular kind of local search has been used in genetic programming for
symbolic regression [70] when only one single node is changed, it has not yet been
applied to feature engineering and in a repeated manner to mimic gradient ascent.
This local search operator can be represented with respect to the tree edit distance
measure T as the following: given candidate parent symbolic expression gp, replace
gp with most fit gp∗ such that ||gp − gp∗||T = 1. In our case, tree edits are only node
value changes, and this is repeated until there is no significant increase in fitness.
149
That is, before a candidate parent undergoes crossover and/or mutation, we make
single node value changes until the increase in fitness is negligible.
There is a computational consideration in that if a candidate tree consists of a
nodes and the primitive set has b number of symbols, then the point mutation local
search requires checking the fitness of (b−1)a nearby symbolic expression trees, which
could potentially be repeated many times if more fit neighbors continue to be found
during the fitness ascent from a candidate parent. We consider this computational
challenge when applying our method to data in Section 4.4.
4.3.3 Specifics of our memetic GP feature engineering procedure
When incorporating our feature engineering criterion in a memetic genetic program,
the fitness of a symbolically-expressed engineered feature g is exactly our objective
function in Eq. (4.9), i.e., I(g(x), y)−λ ·V Cdim(G) where G is the function set that g
belongs to, and (x, y) is the training data. Since the function sets are not determined
beforehand but rather a result of the considered g generated by the evolutionary
algorithm given the primitive set of symbols, calculating the VC dimension of the
function set that g belongs to is not straightforward. If g is a long algebraic expression
involving a variety of arithmetic operations, it is not clear what the larger function
set even is. This problem has been considered by Montana et al. when using GP for
symbolic regression [75]. The authors demonstrated that when algebraic expressions
are expressed as symbolic expression trees, an estimate for their VC dimension is the
number of nodes that are not ‘+’ or ‘-’, which captures the degree of non-linearity
in the function. We adopt this VC dimension estimation in our feature engineering
optimization.
As for computing the mutual information between an engineered feature function
of the training data g(x) and the response y, the probability distribution generating
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the data requires estimation. We use kernel density estimation with a Gaussian ker-
nel to estimate distributions Pg(X), PY , P(X,Y ) based on the training data {(xi, yi)}ni=1.
The parameter values for the Gaussian kernel density estimation as well as the La-
grangian multiplier λ in the fitness/objective function in Eq. (4.9) are tuned for
specific problems and data sets.
As previously mentioned, we adopt the Lagrangian optimization formulation in
Eq. (4.9) as opposed to Eq. (4.10) for computational simplicity. We are confident this
is a fine sacrifice since the genetic program takes into account the desire for features
with low mutual information with each other in its design (this is the purpose of the
formulation in Eq. (4.10)). During each generation of the algorithm, parents for the
next generation are selected in a tournament style: a random subset of the population
is chosen, and the most fit member (winner of the tournament) is selected as a parent
for the next generation. This is in contrast to simply picking the most fit members
over the entire population as parents. The tournament style selection is intended to
increase the ‘variety’ of the parents for the next generation, and the ultimate result
is the selection of a ‘diverse’ set of features that should have low mutual information
with one another.
4.4 Application to data
In this section, we present results demonstrating the effectiveness of our memetic
GP feature engineering procedure in terms of finding highly informative features and
increased prediction accuracy on testing data from a classifier. We compare our
procedure to standard genetic programming without a local search step as well as
principal components analysis (PCA). Classification accuracy on testing data is used
to compare feature engineering methods since our proposed criterion is driven by
structural risk minimization where the ultimate goal is increased generalizability.
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We apply our proposed feature engineered methodology to electroencephalogram
(EEG) wave data collected from the DREAMS project [73]. EEG waves are used to
diagnose sleep disorders, determine the presence of epilepsy and seizures, and identify
the visible waveforms of sleep spindles and K-complexes [43]. This particular data
set is concerned with the identification of sleep spindles; abnormalities in their form
can indicate neuropathologies or sleep disorders. Sleep spindles are of great interest
to the medical community because they have a multitude of theoretical and clinical
implications in understanding brain activity during sleep and the development of
disorders [115].
Since visual inspection is typically used to identify these structures, which can be
prone to human error and biases, there is a need for learning models to automatically
analyze EEG data and identify sleep spindles ([93], [115]). However, this is made
difficult by the large number of features of the signals which is where dimensionality
reduction via feature engineering comes into play [53]. As argued by Ivert et al., the
construction of a reduced set of new features as functions of the original is preferable
to choosing a subset of the original features in this context; much information is
gained about the relationships between the original variables when the engineered
feature functions are viewed as ‘rules’ [46].
Using GP-based feature engineering in EEG signal data was first successfully
done by Guo et al. in the context of detecting seizures [40]. Here, we follow the
recent benchmark work of Miranda et al. in using GP-based feature engineering
for the more difficult problem of identifying the presence of sleep spindles, which is
a binary classification problem [73]. The authors used the area under the receiver
operating characteristic curve (AUC) of different classifiers to measure the fitness of
engineered feature sets, i.e., a wrapper-type evolution algorithm. Feature complexity
was addressed by imposing a tree depth limit of 10 nodes [73]. We hope to improve
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on the results of Miranda et al. by using mutual information as fitness, imposing
a complexity penalty of VC dimension, and injecting a local search step into the
optimization.
4.4.1 Methods
The data set consisted of 7200 samples of 75 features and was randomly split into
a training and testing set using 70% and 30% of the signal samples, respectively.
Two different specialists classified each sample as positive or negative depending on
the presence of sleep spindles. A training signal sample was labelled positive if both
specialists agreed on the presence of sleep spindles while a testing signal sample was
labelled positive if either specialist identified sleep spindles. Balancing the training
data (the most important aspect of obtaining a standardized trained machine) was
done as in the benchmarks [73]. Though the reported results on training data were
not on a somewhat unbalanced set, we used the same procedure as in the benchmark
studies and did not balance the test set before reporting the results. This could be
done however with a separate averaging of sensitivity and specificity, which would
have effectively balanced the test results. The train/test split was performed 10
times and results were averaged for each experiment. The four experiments were
the following: all 75 original features, 10 PCA features, 10 non-memetic GP features
using our criterion without a local search, and 10 memetic GP features using our
criterion with a local search. Features were constructed based on the training data
for each of the train/test splits, then five classifiers were trained using the new training
data features: support vector machine (SVM), Naive Bayes (NB), K-nearest neighbor
(K-nn), decision tree (DT), and multi-layer perceptron (MLP). Once trained, the
classifiers predicted the test data labels.
As for specific parameter settings within our memetic GP feature engineering
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Table 4.1: Here are specific parameter settings for our memetic GP
feature engineering procedure.
Algorithm parameter Set value
Population size 1000
Number of generations 20
Tournament size 20
Crossover probability 0.85
Sub-tree mutation probability 0.15
Local search single point mutation
Operators +,−, ∗, /, ln,√
procedure for this EEG data set, a population size of 1000 engineered features was
evolved over 20 generations. Tournament selection with a size of 20 was used to select
individuals for evolution and continuation to the next generation. Individuals, i.e., the
engineered feature trees, experienced evolution via crossover and sub-tree mutation
operators with a probability of 0.85 and 0.15, respectively. A point mutation local
search was performed around each individual selected for the next generation: for each
single node in a candidate tree, we considered replacing its symbol with a different
symbol from the primitive set with the same arity. Out of all of these trees that were
1 tree edit distance away from the original in terms of a single node value change,
the most fit continued to the next generation (which may be the original feature
tree). Note that this is our gradient ascent-like local search but with only one ascent
step. This was done for computational efficiency and run time consideration, and we
hope to implement a true gradient ascent-like local search with multiple ascent steps
in future work. The set of operators was O = {+,−, ∗, /, ln,√} to mimic Miranda
et al. Note that ‘/’, ‘ln’, and ’
√
’ were protected operators to prevent division by
zero, natural logarithm of zero and negative numbers, and the square root of negative
numbers. The algorithm settings are summarized in the following Table 4.1.
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4.4.2 Results
The results we soon describe are evidence that overfitting has not occurred as a result
of our feature engineering procedure. This is expected as our feature criterion of lim-
ited VC dimension is directly intended to prevent model overfitting. An appropriate
surrogate for the VC dimension of the features, which we proved earlier in Section 4.2
directly impacts the VC dimension of the complete model function, is the number of
parameters fit by the model. An initial rough look into the possibility of an overfit
model is the number of model parameters fit vs the number of training data points.
From the 70-30 split of the 7200 samples, we engineered features and trained models
using 5040 data points. We are confident that no extreme overfitting has occurred
since by any count (via VC dimension or otherwise) the number of model parameters
fit should be much less than 5040.
First, we compare PCA vs non-memetic GP vs memetic GP in their ability to
find engineered features with maximal mutual information with the binary response.
The boxplots in Fig. 4·2 are constructed using the average mutual information over
the 10 engineered features and repetition of the train/test split.
From Fig. 4·2, we can see that despite displaying higher variability in the mutual
information of engineered features, the local search step does indeed allow the memetic
GP search procedure to find highly informative engineered features that are missed
by a typical non-memetic GP search. It is worth noting that even a GP without a
local search that employs our feature criterion is still able to out-perform PCA in
terms of the mutual information between the features and response.
Next, we compare the performance of five different classifiers using engineered fea-
ture sets from PCA, non-memetic GP, memetic GP, and the original 75 features. We
wish to assess generalizability, so performance is measured using prediction accuracy
on the testing data set from the repeated train/test splits. The boxplots in Fig. 4·3
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Figure 4·2: The memetic GP feature engineering procedure is com-
pared to non-memetic GP and PCA in terms of the mutual information
between the features and response.
display the results.
The most notable result from the boxplots in Fig. 4·3 is that the memetic GP
feature engineering procedure with our proposed criterion leads to high classification
accuracy on testing data that is consistent across all classifiers. For the other feature
engineering procedures, including non-memetic GP, poor performance from one or
two classifiers is evident. We also note that when our feature engineering criterion is
used within non-memetic GP, increased testing accuracy is achieved by NB and DT
classifiers, and this performance boost is further enhanced by a local search.
Lastly, we compare our feature engineering procedure to some recent benchmark
works. Lachner-Piza et al. used label-feature and feature-feature correlations for
feature selection [60]. Tsanas and Clifford and Zhuang et al. used a continuous
wavelet transform to estimate the probability of spindle occurrences ([108], [126]).
Miranda et al. used a standard non-memetic GP to engineer features with an AUC-
based fitness [73]. Results are presented in Table 4.2 from the performance of the




Figure 4·3: The memetic GP feature engineering procedure (d) is
compared to non-memetic GP (c), PCA (b), and the untransformed
original feature set in terms of the prediction accuracy of classifiers on
testing data.
Our proposed feature engineering procedure yields comparable model performance
to that of the included authors regardless of whether there is a local search step, and
this holds for all metrics presented in Table 4.2 . When compared to previous works,
a non-memetic GP with our feature engineering criterion yields the best and second
best f1 score and precision, respectively. This is evidence of the effectiveness of our
specific criterion - mutual information and VC dimension - in finding features that
result in good model performance even without a local search. With the exception
of recall, including a local search does improve model performance. The memetic
GP with our criterion yields the highest overall precision and f1 score compared to
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Table 4.2: The memetic GP feature engineering procedure is com-
pared to recent benchmark works using a Naive Bayes classifier on
testing data.
Reference Recall Specificity Precision f1 score
Lachner-Piza et al., 2018 0.65 0.98 0.38 0.48
Tsanas and Clifford, 2015 0.76 0.92 0.33 0.46
Zhuang et al., 2016 0.51 0.99 0.70 0.59
Miranda et al., 2019 0.75 0.98 0.35 0.48
Non-memetic GP 0.64 0.93 0.67 0.65
Memetic GP 0.62 0.94 0.75 0.68
the authors discussed here, which suggests that our feature engineering method is
preferred when such metrics are of prime importance.
4.5 Discussion
This work was motivated by the need to put feature engineering within a theoretical
learning framework to address its generalizibility. Structural risk minimization is the
usual means by which the generalizability of a learning model is addressed; a learning
model will perform well on unseen testing data if it simultaneously minimizes training
error and complexity. Here we proposed a similar criterion for finding engineered
features: maximizing the mutual information between the features and the response
while minimizing VC dimension, a parameter-free measure of function complexity.
This criterion for engineered features is intended to enhance the results of SRM when
it is subsequently used to find an optimal learning model fit using the engineered
features, and theoretical results were presented to support this.
Our feature engineering criterion was employed with a genetic program, which is a
specific evolution algorithm where the population members, i.e., potential solutions,
are represented as tree structures. In an application to EEG data, we evolved en-
gineered feature sets represented as symbolic expression trees according to a fitness
evaluation involving mutual information and VC dimension. Compared to recent
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benchmarks, our feature engineering procedure yielded promising results. These re-
sults were further enhanced by addressing the main pitfall of evolution algorithms:
they are global search algorithms that can miss nearby optimal solutions. By inject-
ing a local search based on the tree edit distance measure, our memetic GP feature




In this work, we explored problems in probability, statistics and dynamics specifically
related to biological evolution and to evolutionary algorithms in machine learning.
On the probabilistic side, we constructed a unique stochastic differential equation
model of population genetic evolution in a continuous genome space. By using tools
of Brownian motion and statistical physics, we were able to establish a valid particle
interpretation of clan units with genome xt evolving in a genome space. This was in-
vestigated theoretically and with accompanying simulations. The goal of this model
was to provide a mathematical framework for answering questions related to vari-
ations of some classical evolutionary problems: altruism and programmed lifespan.
Exploring these biological topics led to the necessity of multiple time scales, adiabatic
parameters changing slowly in time, and a transition to a topological dynamics view-
point of population evolution. The establishment of this approach, which we denote
as topological evolution, was a primary component of this work.
In applications of evolutionary ideas to machine learning, we explored evolutionary
algorithms in a new role: optimizing search processes in feature spaces. Specifically,
we considered using genetic programming (as an evolutionary algorithm) for feature
engineering. While use of genetic programming for feature engineering is not new, we
proposed a Lagrangian optimization criterion for optimizing feature sets inspired by
structural risk minimization (SRM) in statistical learning. A primary goal here was to
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frame the feature engineering problem within the statistical learning framework. The
effectiveness of the SRM-inspired feature engineering criterion was demonstrated with
an application to EEG data. We attribute the effectiveness in part to the injection




Proof of Theorem 4.2
Theorem 4.2 Let Gi be a set of functions from X → {0, 1} where i = 1, · · · , q and X
is any real-valued non-empty set, and let F be a set of functions from {0, 1}q → {0, 1}.
Let m be the VC dimension of F ◦ (G1×G2× · · · × Gq), φ be the VC dimension of F ,




≤ φ+ θ1 + θ2 + · · ·+ θq. (A.1)
Proof: We will define the VC dimension in terms of the growth function [111] for a




which is the maximum number of binary assignments over any set of m points in
Z by functions in K. Therefore, ΠK(m) ≤ 2m, and we can define VC dimension as
the largest m such that ΠK(m) = 2
m. That is, if there exists a set of m points that
can be labelled in all 2m possible ways and m is the maximum such m, then the VC
dimension of K is m.
This notion of a growth function easily generalizes to the case where K is a set of
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functions from Z → {0, 1}q, which we will use momentarily. In this case, the growth
function ΠK(m) is the maximum number of q-length binary assignments over any set
of m points in Z by functions in K. In this case, ΠK(m) ≤ 2qm.
During the remainder of this proof, we will use the following two lemmas from
Sontag [99] and well as Sauer’s Lemma [90].
Lemma 4.2.1 (Sontag) If K(1) : X → {0, 1}q and K(2) : {0, 1}q → {0, 1} are two
sets of functions and K = K(2) ◦ K(1), then the following holds:
ΠK(m) ≤ ΠK(2)(m) · ΠK(1)(m).
Lemma 4.2.2 (Sontag) If K(1) : X → {0, 1} and K(2) : X → {0, 1} are two sets of
functions and K = K(1) ×K(2), then the following holds:
ΠK(m) ≤ ΠK(1)(m) · ΠK(2)(m).
Lemma 4.2.3 (Sauer) If the VC dimension of a set of functions K : X → {0, 1} is
k, then
ΠK(m) ≤ (m+ 1)k
for any m > 1.
Referring to the theorem statement, combining Lemma 4.2.1 and Lemma 4.2.2
results in the following:
ΠF◦(G1×G2×···×Gq)(m) ≤ ΠF(m) · ΠG1(m) · · · · · ΠGq(m). (A.2)
Let m be the VC dimension of F ◦ (G1 × G2 × · · · × Gq). Then from Eq. (A.2), we
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have
2m ≤ ΠF(m) · ΠG1(m) · · · · · ΠGq(m). (A.3)
Let φ be the VC dimension of F and θi be the VC dimension of each Gi. Then from
Eq. (A.3), assuming the VC dimension of F ◦ (G1 × G2 × · · · × Gq) is greater than 1,
Lemma 4.2.3 implies that
2m ≤ (m+ 1)φ · (m+ 1)θ1 · · · · · (m+ 1)θq
= (m+ 1)φ+θ1+···+θq . (A.4)
Then we have
m ≤ log2(m+ 1) · (φ+ θ1 + · · ·+ θq) (A.5)
which completes the proof. 
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