Abstract. We present a powerful approach to computing the Hausdor dimension of certain conformally self-similar sets. We illustrate this method for the dimension dim H (E 2 ) of the set E 2 , consisting of those real numbers whose continued fraction expansions contain only the digits 1 or 2. A very striking feature of this method is that the successive approximations converge to dim(E 2 ) at a super-exponential rate.
Introduction
Given any number 0 < x < 1 we can consider its continued fraction expansion x = a 1 ; a 2 ; a 3 ; : : : ] = 1 a 1 + 1 a 2 + 1 a 3 + : where a 1 ; a 2 ; a 3 ; : : : 2 N. Consider the set E 2 consisting of all points in the interval for which the continued fraction expansion has each a n equal to either 1 or 2. This forms a Cantor set in the line, contained in the interval 1 2 ( A number of authors have considered the problem of calculating the Hausdor dimension dim H (E 2 ) of the set E 2 . In 1941, Good showed that 0:5194 dim H (E 2 ) 0: 5433 Good] . In 1982, Bumby Bu1] , Bu2] improved these estimates using a thermodynamic approach, showing that 0:5312 dim H (E 2 ) 0:5314. However, it appears his method is slowly convergent Bu2], p. 2. Subsequently, using a modied approach and superior computing power, in 1989 Hensley Hen1] showed that 0:53128049 dim H (E 2 ) 0:53128051. In 1996, he improved this estimate to 0:5312805062772051416 (see Hen2] ). In this note, we shall present an e cient approach to calculating the value of dim H (E 2 ).
More generally, our method is applicable to the computation of the Hausdor dimension of other dynamically de ned sets. One such example arises from Schottky groups. Consider PSL(2; C ) acting on C by linear fractional transformations. A Schottky group ? =< 1 ; : : : ; n > is a free group contained in PSL(2; C ) for 1991 Mathematics Subject Classi cation. 58F20, 58F11, 11J70, 11J06.
Typeset by A M S-T E X 1 which, in particular, the sets D( i ) = fz 2 C : j 0 i (z)j 1g are disjoint (cf. Bowen] and P-S]). The limit set C is the set of accumulation points of the sequence i 1 : : : i k (0), say. The value d = dim H has various important interpretations relating to the corresponding surface of negative curvature. For example it equals the topological entropy of the geodesic ow restricted to its recurrent set, and is elegantly related to the smallest eigenvalue of the Laplacian Sul]. These applications are beyond the scope of the present paper and we shall return to the analysis of these, and other, examples in a later note. For the present, we shall concentrate on establishing our method in the concrete case of computing the dimension of E 2 , and closely related sets.
The approach we use is motivated by related calculations for quantities arising in the study of the linearized Feigenbaum renormalization operator A-A-C], Pol] and the functional determinant of the Laplacian Pol-R]. A common feature is an explicit expression as a power series, whose coe cients can readily be computed in terms of closed orbits for an underlying dynamical system and which tend to zero very rapidly, allowing very good approximation by only a few terms.
Hausdorff dimension and periodic orbits
We brie y recall the de nition of Hausdor dimension.
De nition. Given a subset E R n we can consider a cover U = fU i g i for E by open sets. For > 0 we can de ne H (E) = inf U f P i diam(U i ) g where the in mum is taken over all open covers U = fU i g such that diam(U i ) . We de ne H (E) = lim !0 H (E) and, nally, dim H (E) = inff : H (E) = 0g: For conformal systems, such as those we are considering, the Hausdor dimension is equal to the box dimension (see Fal] ).
The Cantor set E 2 is invariant under the continued fraction transformation T : Observe that in this case T 0 (x) = ?1=x 2 .
In fact E 2 can be generated using the two contracting maps T 1 ; T 2 : 0; 1] ! 0; 1] de ned by T 1 (x) = 1 1 + x and T 2 (x) = 1 2 + x More precisely, we can write E 2 as the set of limit points of sequences T i 1 : : : T i n (0), say, for i 1 ; i 2 ; : : : 2 f1;2g. Note that T 1 , T 2 both reverse orientation. The nonlinearity of T 1 , T 2 means that E 2 is not exactly self-a ne (unlike the classical`middle third' Cantor set, for example) so its Hausdor dimension cannot be computed using simple self-similarity arguments. However it does have a form of asymptotic self-similarity, which gives us a formula for dim H (E 2 ) in terms of pressure.
De nition. Given any continuous function f : E 2 ! R we de ne its pressure P(f) The particular choice f(x) = ?slog jT 0 (x)j (restricted to E 2 ) gives the following result. Lemma 1. There is a unique solution 0 s 1 to P(?s log jT 0 j) = 0, which occurs precisely at s = dim H (E 2 ). Falconer], Bed] Formulae of this general type have a long history. Bowen Bowen] showed that the dimension of quasi-circles could be studied using thermodynamic ideas. Subsequently, Ruelle Ru2] applied the approach to hyperbolic rational maps and McCluskey-Manning Mc-M] studied Smale horseshoes. Our example is covered by the standard theory of \cookie-cutters" (see for example Bedford Bed] ).
Given a nite string i = i 1 : : : i n 2 f1;2g n (for simplicity we do not put commas between the i j ) we write jij = n. The unique xed point for the contraction 8 < : We therefore introduce the notation w i = Q jij?1 r=0 T r x i , the product of all terms in the orbit of x i . Note that we consider this orbit with multiplicity (i.e. we take the product over jij iterates, even if this involves repeats). (ii) Using the power series expansion for the exponential in (1.1) we can explicity express (cf. x4) the coe cients a n (s) in terms of strings i as follows: a n (s) = Lemma 2 already suggests a moderately fast algorithm for computing dim H (E 2 ). Instead of looking for zeros of the in nite series d(s; 1) = 1 + P 1 n=1 a n (s) we can look for zeros s N of the N th order truncation 1 + P N n=1 a n (s). It is not di cult to show that for any s the coe cients a n (s) converge to zero exponentially fast, from which it follows that the s N converge exponentially fast to the Hausdor dimension of E 2 . However, with only a little extra work we will derive in the next section a more e cient algorithm, where the convergence is super-exponential.
The main result
For reasons which will become apparent, we prefer to introduce (cf. x3) a certain linear operator L s and de ne a functional determinant det(I?zL s ) which has power Remark. We call such a 2 (0; 1) the super-exponential rate of convergence. In fact our rigorous estimates on such rates of convergence are rather conservative. They can be sharpened by modifying the domain of de nition of the transfer operator L s introduced in Section 3 (see the Remark after Corollary 3.1). The key point is that the determinant det(I ?zL s ) is an entire function of z, and hence the coe cients in its power series expansion decay super-exponentially. In practice this rapid decay may take a while to impose itself (see the estimates at the end of x3), which from a practical point of view is an inconvenience. For this reason our rigorous bounds are stated in terms of the determinant D(s; z) = det(I ?zL 2 s ), which is also entire, and which we used to obtain our computational results (cf x4). = exp 2s log 1 z + 2 and observe that for z 2 D and 0 s 1 the logarithm is well-de ned. We recall that a nuclear operator L : A ! A is a linear operator for which there exist functions f n 2 A with jjf n jj = 1, functionals l n 2 A with jjl n jj = 1, and coe cients n 2 C with P 1 n=1 j n j < 1, such that
This de nition is due to Grothendieck Gr] . In particular a nuclear operator is compact. We will show that the transfer operator L s : A ! A is nuclear. Our analysis follows closely that of Mayer in Mayer]. The expansion in (3.2) is valid since ? was chosen to be outside the two image discs T 1 (D), T 2 (D) (see Figure 1 ), so j(T j z ? 10 9 )=( ? 10 9 )j < 1 for z 2 D, 2 ?. Proof. Now 2n+j = jjg j;n jj:jjm n jj, so we will estimate the norms jjg j;n jj and jjm n jj. For 2 ? we have j ? 10 9 j = 1, which also means we can bound j 2s j j 19 9 j 2s < 5 for 0 s 1. Thus jjm n jj 5 2 . For z 2 D we have jT 1 z ? 10 9 j;jT 2 z ? 10 9 j 8 9 so that jjg j;n jj In particular this means P j n j < 1, so we have proved Corollary 3.1. The transfer operator L s : A ! A is nuclear.
Remark. The super-exponential rate of convergence = q 8 9 is not optimal. The true rate seems to be around = 0:3. To improve our rigorous estimates we could replace the disc D by some union D m of disks corresponding to cylinder sets of length m. Letting A m denote the space of functions which are analytic on D m with a continuous extension to D m , we then consider L s acting on A m . We could again show L s is nuclear, but with sharpened bounds on the n due to an improved choice of curves on which to perform the contour integration.
The immediate bene t of Corollary 3.1 is that nuclear operators are trace class. That is, we can de ne the trace tr(L s ) to be the sum of its eigenvalues, counted with multiplicities. It remains to prove part (b) of Theorem 1. By the outline proof of Theorem 1 given in section 2, we know it su ces to show the coe cients b n (s) in the power series expansion for D(s; z) decay at a rate O( n 2 ). The rst step towards this is the following lemma, which we state without proof.
Lemma 5 and Det l i j (f i k ) n j;k=1 denotes the determinant of the n n matrix with entries l i j (f i k ), 1 j; k n, where the functionals l i j and functions f i k are as in (3.3).
Proof of Theorem 1 (b).
To estimate the speed at which the terms b n (s) tend to zero we will use expression (3.8) to prove the analogous fact about the coe cients d n (s). We rst recall that an n n matrix with entries of modulus at most 1 has determinant with modulus bounded by n! << n n=2 .
We next note that for any 0 < < 1 we have X k 1 <:::<k n k 1 +:::+k n = n(n+1)=2
( 1 ? In particular we see that the coe cients d n (s) tend to zero at super-exponential rate = q 8 9 .
The same is true for the coe cients b n (s) of the determinant D(s; z), by the following argument. Writing 
Some calculations
We now present some details of our calculation of dim H (E 2 ). Of course there is nothing special about the digits 1 and 2 in the de nition of E 2 . More generally we could restict the continued fraction coe cients to any nite alphabet fn 1 ; : : : ; n r g, and consider the resulting Cantor set E fn 1 ;::: ;n r g . With the appropriate contraction maps T i (x) = 1=(n i + x) we would generate the corresponding periodic orbits, de ne the Fredholm determinant accordingly, and compute its zeros to obtain the Hausdor dimension of E fn 1 ;::: ;n r g . This method works equally well if we further forbid a nite number of strings from our nite alphabet (so that the underlying dynamics is a subshift of nite type), see Pa-Pol] .
The fundamental objects in our calculations are the strings i = i 1 : : : i n and their corresponding weights w i . An elementary yet crucial property of these weights is that they are multiplicative. That is, if i 0 = (i) r is the r-fold concatenation of the string i then w i 0 = w r i .
To illustrate the speed at which the weights w i tend to zero as jij grows we list the strings up to period ve in Table 1 . We only give one string per cyclic permutation class, and do not list those which are concatenation powers of smaller strings (since the weights of these can be computed using the multiplicative property).
We now explicitly compute the rst few terms of D(s; z). We now use the series expansion of the exponential function to compute the coe cients b n (s) in the power series det(I ? z 2 L 2 s ) = 1 + P 1 n=1 b n (s)z n :
If n is odd then b n (s) is zero, since all the odd terms C i (s) are zero. If n is even then we can express b n (s) in terms of C i (s), i n. Writing which is correct to the 25 decimal places given. As noted previously, our algorithm will e ciently compute the Hausdor dimension of other Cantor sets consisting of numbers whose continued fraction expansions have a constrained alphabet. We list a few calculations below. This should be compared with Table 1 All dimensions are correct to the given accuracy, and we do not round up the nal decimal place. To obtain the dimension of E 2 = E 1;2 we used a degree-16 truncation. To obtain the dimension 1 of E 2;3 we used a degree-14 truncation. All other values were obtained using a degree-12 truncation. In fact this allowed us to compute the dimension of E 10;11 and E 100;10000 to a precision of (at least) 61 and 122 decimal places respectively, though for ease of presentation we do not give these values in full.
The speed of convergence of our solutions is essentially controlled by the smallest derivative at a xed point of T lying in E fn 1 ;::: ;n r g . For the set E 100;10000 , for example, this smallest derivative is roughly ?10002, so we have extremely fast convergence. The degree-2 truncation already gives the same estimate as in Hen2], while the degree-12 truncation gives an accuracy of (at least) 122 decimal places.
The Markoff and Lagrange spectra
We now consider some number-theoretic applications of the improved estimates on Hausdor dimension arising from our method. These applications are closely related to Bumby's original motivation for computing dim H (E 2 ).
Given an irrational number , it is well known (see Hardy & Wright H-W], Ch. 11) that there exists C > 0 such that in nitely many rationals p=q satisfy j ? p=qj < C=q 2 . A natural question is to ask how small C can be chosen. We de ne C( ) = lim sup q!1 min p2N jq 2 ? pqj :
By convention (see CuF]) we take reciprocals of these numbers, and de ne the Lagrange spectrum to be the set L = f1=C( ) : 0 < < 1g.
A closely related notion is that of the Marko spectrum M . Consider quadratic forms f(x; y) = ax 2 + bxy + cy 2 (with a; b; c 2 Z) for which d(f) := b 2 ?4ac > 0. If we denote m(f) = infjf(x; y)j, then M is de ned to be the set of all possible values of
In fact both spectra can also be de ned in terms of doubly in nite sequences of positive integers. Given a = (a n ) n2Z Bu1] , p. 206 for full details). The increased e ciency of our method should make it possible to improve this lower bound on t + by judicious choice of a set with Hausdor dimension closer to 1=2.
Limit sets for Schottky groups
We end by brie y outlining how our method of calculation can be applied to the more geometric setting of Schottky groups. Consider n pairs of closed disks We call the group ? =< T 1 ; : : : ; T n > of linear fractional transformations a Schottky group. This is isomorphic to a free group on n-generators. We de ne the limit set C associated to ? to be the limit points of the set ?(0). The set is a Cantor set in C . To apply the theory we have described in the preceeding sections, we may consider the complexi cation of real analytic functions f : 2n i=1 int(D i ) ! C . This means that we consider those functions which extend as complex analytic functions f :D ! C , whereD 2n i=1 int (D i ) is an open set in C 2 . The transfer operators act in a natural way on the Banach space of analytic functions onD, which have a continuous extension to its closure. These are again nuclear operators.
We will pursue these and other related themes in a forthcoming article.
