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RE´SUME´
Cet article a deux objectifs principaux. Le premier est de
proposer un e´tat-de-l’art sur l’utilisation des interfaces cerveau-
ordinateur en re´alite´ virtuelle. De telles interfaces permettent a` un
utilisateur d’envoyer des commandes a` un ordinateur en faisant va-
rier son activite´ ce´re´brale, cette dernie`re e´tant mesure´e et traite´e
par le syste`me. Le deuxie`me objectif est de pre´senter les premiers
re´sultats que nous avons obtenus dans le but de concevoir une in-
terface cerveau-ordinateur. Au cours de ces travaux, nous avons
de´montre´ l’inte´reˆt des syte`mes d’infe´rence flous pour la classifi-
cation de diffe´rents types d’activite´ ce´re´brale. A terme, il est en-
visage´ d’utiliser ces algorithmes au sein d’une interface cerveau-
ordinateur couple´e a` un environnement virtuel.
Keywords: Re´alite´ Virtuelle (RV), interfaces cerveau-ordinateur,
BCI, ElectroEncephaloGraphie (EEG), interaction, classification,
syste`me d’infe´rence flou, logique floue
1 INTRODUCTION
Depuis une quinzaine d’anne´es, un nouveau type d’interface
se de´veloppe de manie`re spectaculaire : les interfaces cerveau-
ordinateur ou Brain-Computer Interfaces (BCI) en anglais [45]. Ces
interfaces permettent a` leurs utilisateurs d’envoyer des commandes
a` des ordinateurs uniquement par le biais de leurs pense´es, en pro-
duisant diffe´rents types d’activite´ ce´re´brale.
Les applications des BCI concernent principalement les do-
maines de la re´habilitation et du handicap. En effet, les BCI sont un
nouveau moyen de communication pour des personnes atteintes de
paralysie totale [22]. Cependant, d’autres applications sont actuelle-
ment e´tudie´es et envisage´es. La Re´alite´ Virtuelle (RV), par exemple,
semble eˆtre un domaine d’application tre`s prometteur [17].
Un des proble`mes majeurs implique´ par la conception d’une
BCI est l’identification automatique de la classe (ou type) d’activite´
ce´re´brale effectue´e par l’utilisateur. Pour reme´dier a` ce proble`me,
la tre`s grande majorite´ des BCI existantes utilisent un algorithme
de classification. Afin de re´aliser les BCI les plus efficaces pos-
sibles, de nombreux algorithmes de classification ont e´te´ explore´s,
tels que les re´seaux de neurones [20] ou l’analyse line´aire discrimi-
nante [24]. Dans cet article nous proposons une nouvelle me´thode
pour classifier les donne´es ce´re´brales, base´e sur l’utilisation d’al-
gorithmes appele´s syste`mes d’infe´rence flous. Cette me´thode a e´te´
e´labore´e dans le cadre du projet national Open-ViBE qui a pour
the`me de recherche les BCI et leur lien avec la RV [1] [2].
Dans la suite de cet article, nous pre´sentons les BCI et proposons
un e´tat-de-l’art de leur utilisation en RV (parties 2 et 3). En partie 4,
cet article pre´sente le projet Open-ViBE et ses premiers re´sultats.
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La partie 5 de´crit la me´thode que nous proposons pour classifier
les donne´es ce´re´brales a` l’aide de syste`mes d’infe´rence flous. Nous
montrons alors que ces algorithmes sont une me´thode prometteuse
et inte´ressante pour l’identification automatique des diffe´rents types
d’activite´ ce´re´brale produits par les utilisateurs de BCI.
2 LES INTERFACES CERVEAU-ORDINATEUR
Une interface cerveau-ordinateur permet a` un utilisateur d’en-
voyer des commandes a` un ordinateur en faisant varier son activite´
ce´re´brale. Une BCI peut eˆtre de´crite comme un syste`me en boucle
ferme´e, compose´ de six e´tapes principales : (1) mesure de l’activite´
ce´re´brale, (2) pre´traitement, (3) extraction de caracte´ristiques, (4)
classification, (5) traduction en une commande et (6) retour percep-
tif. Ce principe est sche´matise´ sur la Figure 1.
FIG. 1: Sche´ma ge´ne´ral de fonctionnement d’une interface cerveau-
ordinateur.
Les six parties suivantes de´crivent plus pre´cisemment ces
diffe´rents points.
2.1 Mesure de l’activite´ ce´re´brale
La premie`re e´tape ne´cessaire au fonctionnement d’une BCI
consiste a` mesurer l’activite´ ce´re´brale du sujet, alors que celui-ci
effectue une ou plusieurs taˆches mentales. Pour ce faire, de nom-
breuses me´thodes existent telles que la Magne´toEnce´phaloGraphie
(MEG), l’Imagerie par Re´sonance Magne´tique fonctionnelle
(fMRI) ou encore l’ElectroCorticoGraphie (ECoG) [46].
La me´thode la plus utilise´e reste cependant l’Elec-
troEnce´phaloGraphie (EEG) qui mesure, graˆce a` des e´lectrodes, les
micro-courants pre´sents en surface du cuir chevelu. Ceux-ci sont
le re´sultat des e´changes e´lectriques entre neurones. Cette me´thode
est peu couˆteuse, non-invasive et fournit une bonne re´solution
temporelle. Par conse´quent, la majeure partie de la recherche en
BCI se concentre sur l’EEG comme mesure de l’activite´ ce´re´brale.
2.2 Pre´traitement
Une fois les donne´es acquises, il est souvent ne´cessaire de les
pre´traiter afin de nettoyer les signaux et/ou de mettre en valeur
l’information inte´ressante qui peut y eˆtre enfouie. En effet, les si-
gnaux EEG sont re´pute´s pour eˆtre tre`s bruite´s car pouvant eˆtre
facilement perturbe´s e´lectriquement, par l’activite´ musculaire des
yeux ou du visage par exemple. Pour effectuer ce pre´traitement,
diffe´rents filtres spatio-temporels sont utilise´s. Les plus re´pandus
sont l’Analyse en Composante Inde´pendante (ACI) et l’Analyse en
Composante Principale (ACP) [21].
2.3 Extraction de caracte´ristiques
La mesure de l’activite´ ce´re´brale par EEG conduit a` l’acquisi-
tion d’une quantite´ de donne´es conside´rable. En effet, les signaux
sont enregistre´s avec un nombre d’e´lectrodes allant de 2 a` 128 et
a` une fre´quence variant traditionnellement entre 100 et 1000 Hz.
Dans le but d’obtenir les meilleures performances possibles, il est
ne´cessaire de travailler avec un plus petit nombre de valeurs qui
vont de´crire certaines proprie´te´s pertinentes des signaux. Ces va-
leurs sont appele´es “caracte´ristiques”. Elles sont aggre´ge´es sous
forme d’un vecteur appele´ “vecteur de caracte´ristiques”. Parmi les
caracte´ristiques extraites des EEG pour concevoir des BCI on peut
citer la puissance dans certaines bandes de fre´quences [24] ou bien
les coefficients de mode`les autore´gressifs de´crivant le signal [23].
2.4 Classification
Le but de cette e´tape est d’attribuer automatiquement une classe
au vecteur de caracte´ristiques extrait pre´ce´demment. Cette classe
repre´sente le type de la taˆche mentale effectue´e par l’utilisateur
de l’interface. La classification est re´alise´e a` l’aide d’algorithmes
appele´s “classifieurs”. Les classifieurs sont capables d’apprendre
a` identifier la classe d’un vecteur de caracte´ristiques, a` l’aide d’en-
sembles d’apprentissage. Ces ensembles sont compose´s de vecteurs
de caracte´ristiques e´tiquete´s avec leur classe d’appartenance. Dans
le domaine des BCI, les classifieurs les plus populaires sont l’ana-
lyse line´aire discriminante [24], les re´seaux de neurones [20] et
les Se´parateurs a` Vastes Marges (SVM) [37] [28]. Il est impor-
tant de noter que meˆme si le nombre de taˆches mentales a` iden-
tifier est faible (ge´ne´ralement deux), les taux de classification cor-
recte atteignent tre`s rarement 100 %. En effet, de nombreux pa-
rame`tres rendent toute la phase d’identification tre`s difficile. Parmi
ceux-ci on peut citer le bruit pre´sent dans les EEG, la variabilite´
de ces meˆmes signaux, la concentration requise par les sujets pour
controˆler la BCI, etc.
2.5 Traduction en commande
Une fois la classe du signal identifie´e, il ne reste plus qu’a` asso-
cier celle-ci a` une commande particulie`re qui permet, par exemple,
de faire bouger une prothe`se de main [19], un robot [29] ou d’inter-
agir avec un environnement virtuel [17].
2.6 Retour perceptif
La dernie`re e´tape consiste a` renvoyer a` l’utilisateur une infor-
mation (visuelle, sonore, . . .) sur les taˆches mentales qu’il effec-
tue. Cela lui permet de savoir s’il a correctement effectue´ celles-ci
ou pas, et par la meˆme occasion, d’apprendre a` maitriser son ac-
tivite´ ce´re´brale. Cette e´tape n’est pas pre´sente dans toutes les BCI
mais permet ge´ne´ralement d’augmenter les performances et de di-
minuer le temps d’apprentissage ne´cessaire pour maitriser un tel
syste`me [45]. La RV fait partie des retours possibles et utilise´s.
3 INTERFACES CERVEAU-ORDINATEUR POUR LA RE´ALITE´
VIRTUELLE
La re´alite´ virtuelle est une application a` fort potentiel pour les
BCI [17]. Cette partie propose un e´tat-de-l’art de l’utilisation des
BCI en re´alite´ virtuelle. Celle-ci de´crit tout d’abord les travaux
pre´curseurs de Bayliss et Ballard puis pre´sente les diffe´rents tra-
vaux qui ont suivi. Ils sont divise´s en deux cate´gories selon que
les BCI sont utilise´es comme interface pour naviguer dans un en-
vironnement virtuel ou bien pour se´lectionner/manipuler des objets
virtuels.
3.1 Travaux pre´curseurs
Les premiers travaux visant a` e´tudier la possibilite´ d’utiliser des
BCI en environnements virtuels ont e´te´ re´alise´s en 2000 par Bay-
liss et Ballard [5]. Dans cette e´tude, les sujets prenaient part a` une
simulation de conduite traditionnelle, en environnement virtuel. Au
cours de cette simulation, il leur e´tait demande´ d’arreˆter la voi-
ture lors de l’apparition d’un feu rouge. La mesure de leur acti-
vite´ ce´re´brale par EEG a montre´ que l’apparition de feux rouges
de´clenchait alors un signal ce´re´bral particulier appele´ P300 [5]. Ce
signal est en effet connu comme e´tant un pic d’amplitude posi-
tive, survenant 300 ms apre`s un e´ve`nement rare et attendu. Il est
d’ailleurs utilise´ pour piloter de nombreux types de BCI diffe´rents
[45]. Une analyse hors-ligne de ces signaux a montre´ que l’on
pouvait identifier automatiquement l’apparition de ces P300. Cette
e´tude a donc re´ve´le´ que les signaux traditionnellement utilise´s pour
piloter des BCI, ici le P300, peuvent aussi eˆtre utilise´s quand le su-
jet est immerge´ dans un environnement virtuel. Par conse´quent, il
est possible de concevoir une BCI pouvant interargir en-ligne avec
un environnement virtuel. Dans cette e´tude, les auteurs ont sugge´re´
d’arreˆter automatiquement la voiture lors de la de´tection d’un P300,
c’est-a`-dire lors de l’apparition d’un feu rouge. Enfin, cette e´tude a
sugge´re´ que la RV pouvait eˆtre un contexte beaucoup plus motivant
pour les sujets que la plupart des autres conditions experimentales
utilise´es en BCI, a` savoir de simples fle`ches et/ou croix se de´placant
sur un e´cran d’ordinateur.
3.2 Navigation en environnement virtuel
La majorite´ des travaux existants utilisent les BCI pour naviguer
dans des Environnements Virtuels (EV). Ces travaux sont ici divise´s
en deux cate´gories, selon que la BCI permet d’effectuer une rotation
de la came´ra ou un de´placement dans l’EV.
3.2.1 Rotation de la came´ra
Afin de permettre aux utilisateurs des BCI d’effectuer des ro-
tations (et donc de changer leur point de vue) dans des EV, deux
types de signaux ce´re´braux ont e´te´ utilise´s : l’imagerie motrice et
l’autore´gulation d’un rythme physiologique appele´ µ .
L’imagerie motrice consiste, pour l’utilisateur, a` imaginer des
mouvements de ses propres membres, comme les mains ou les
pieds par exemple. De telles taˆches mentales sont re´pute´es comme
de´clenchant des variations reconnaissables dans les signaux EEG
[35]. Leeb et al ainsi que Friedmann et al se sont servis d’imagi-
nation de mouvements des mains gauche et droite comme signaux
ce´re´braux pilotant une BCI. Ils ont mis au point des expe´riences uti-
lisant des BCI pour changer de points de vue, respectivement dans
une salle de confe´rence virtuelle [26] et dans un bar virtuel [18].
Lors de celles-ci, des mouvements imagine´s de la main gauche
permettaient de faire tourner la came´ra vers la gauche, tandis que
des mouvements imagine´s de la main droite faisaient naturellement
tourner la came´ra vers la droite. Friedmann et al ont e´galement
e´tudie´ l’impact de l’immersion, et donc de la sensation de pre´sence,
sur les performances. Il ont alors montre´ que plus l’immersion e´tait
grande, plus les utilisateurs arrivaient a` effectuer correctement les
taˆches mentales requises, ce qui avait pour effet d’augmenter le taux
de classification [18]. Les meilleures performances ont e´te´ obtenues
dans l’environnement le plus immersif, ici un CAVE. Il est impor-
tant de noter que ces deux expe´riences fonctionnent en mode “syn-
chrone”, c’est-a`-dire que les sujets ne peuvent effectuer les taˆches
mentales qu’a` des instants pre´cis et non pas quand ils le souhaitent.
En effet, mettre au point des BCI asynchrones est une taˆche encore
tre`s difficile [42].
Un autre type de signal pouvant eˆtre utilise´ pour controˆler une
BCI est le rythme µ . En effet, il a e´te´ montre´ que ce rythme, qui
correspond aux oscillations ce´re´brales dans la bande de fre´quence
8-13 Hz, peut eˆtre controˆle´ en amplitude, suite a` un entrainement
adapte´ [47]. Pineda et al ont utilise´ ce signal afin d’effectuer des
rotations dans un jeux vide´o en 3D, de type “First Person Shooter”
(FPS) [36]. Plus pre´cise´ment, si les sujets produisaient un rythme
µ e´leve´ (supe´rieur a` un seuil) cela entrainait des rotations vers la
droite tandis qu’un rythme µ bas (infe´rieur a` un seuil) entrainait
des rotations vers la gauche. Un rythme µ entre ces deux seuils
ne produisait aucun effet, ce qui permettait un fonctionnement
asynchrone. Cette e´tude a e´galement permis de montrer que les
BCI pouvaient eˆtre utilise´es avec des environnements complexes,
comportant de nombreux de´tails graphiques. De plus, la motiva-
tion supple´mentaire apporte´e par l’EV permet de re´duire le temps
d’apprentissage ne´cessaire au sujet pour qu’il controˆle son activite´
ce´re´brale.
3.2.2 De´placement dans l’environnement virtuel
Plusieurs chercheurs ont e´galement de´montre´ la possibilite´ de
se de´placer dans des environnements virtuels en utilisant des
BCI. Leeb, Friedmann, Pfurtscheller et al ont mis au point une
expe´rience dans laquelle les sujets pouvaient avancer dans une
rue virtuelle graˆce a` ce type d’interface. Pour cela, il leur fallait
imaginer des mouvements des pieds pour avancer et imaginer des
mouvements de la main droite pour s’arreˆter [17] [24] [25] [34].
Ce syste`me fonctionne en mode synchrone et a e´galement e´te´
e´value´ avec diffe´rents pe´riphe´riques immersifs. Ceci a confirme´
que ge´ne´ralement, plus l’immersion et donc la pre´sence e´tait
e´leve´e, plus les sujets obtenaient de bonnes performances. Cela a
e´galement permis de se rendre compte qu’un de´placement dans
un EV e´tait ge´ne´ralement un retour plus motivant pour les sujets
qu’une rotation en EV.
Ron-Angevin et al ont eux aussi e´tudie´ le de´placement en envi-
ronnement virtuel pilote´ par une BCI. Dans leur syste`me, les su-
jets, e´quipe´s d’un casque RV de type HMD (Head Mounted Dis-
play), devaient conduire une voiture et lui faire e´viter des obs-
tacles pre´sents sur la route [38] [39] [40]. Pour cela, un mouvement
imagine´ de la main droite de´plac¸ait la voiture sur la droite tandis
qu’une taˆche mentale de relaxation (c’est-a`-dire aucune taˆche men-
tale particulie`re) de´plac¸ait la voiture sur la gauche. Tout comme
dans le syste`me pre´ce´dent, cette BCI fonctionne en mode syn-
chrone. L’e´tude a compare´ ce retour en EV avec un retour classique,
compose´ de fle`ches et de croix indiquant le type d’activite´ mentale
identifie´. Il a alors e´te´ montre´ qu’en EV les sujets obtenaient de
meilleures performances qu’avec le retour classique.
Des travaux tre`s re´cents, effectue´s par Scherer et al, ont permis
de mettre au point une BCI asynchrone, permettant de naviguer li-
brement dans un monde virtuel [41]. Dans ce syste`me, les utilisa-
teurs devaient imaginer des mouvements des pieds pour avancer et
des mouvements des mains gauche ou droite pour changer la direc-
tion du de´placement vers la gauche ou vers la droite. Ce syste`me
s’est ave´re´ fonctionnel, assez naturel et tre`s motivant pour les utili-
sateurs.
3.3 Se´lection et manipulation d’objets virtuels
Deux e´tudes principales se sont inte´resse´es a` la
se´lection/manipulation d’Objets Virtuels (OV) a` l’aide de
BCI. Dans la premie`re e´tude, Lalor et al ont mis au point un jeu
vide´o 3D immersif controˆle´ par une BCI [23]. Dans ce jeu vide´o,
un monstre devait aller d’une plateforme a` l’autre en marchant le
long d’une corde, e´quipe´ d’un long baton de funambule. De temps
en temps ce monstre perdait son e´quilibre et l’utilisateur devait
le re´tablir en tirant sur l’extre´mite´ gauche ou droite de son baton.
Pour cela des e´chiquiers e´taient visibles sur chaque extre´mite´ du
baton. Tous les deux clignotaient de fac¸on continue mais chacun
avait une fre´quence de clignotement propre. L’observation d’un
stimulus visuel e´mis de fac¸on fre´quentielle, de´clenche un signal
ce´re´bral appele´ potentiel visuel e´voque´ de type “Steady State”.
Ce signal a une fre´quence similaire a` la fre´quence d’e´mission du
stimulus. Ainsi, l’analyse des EEG permettait d’identifier quel
e´chiquier le sujet e´tait en train de regarder et ainsi de re´tablir
l’e´quilibre du monstre du coˆte´ de cet e´chiquier.
Dans une seconde e´tude, Bayliss a mis au point un nouveau
syste`me se servant du signal P300 en EV. Dans son expe´rience,
les sujets se trouvaient plonge´s dans un appartement virtuel et de-
vaient activer ou de´sactiver (ON-OFF) diffe´rents objets pre´sents,
tels qu’un interrupteur controˆlant la lumie`re, une te´le´vision ou en-
core une chaine Hi-Fi [4]. Dans ce but, des sphe`res de couleur appa-
raissaient ale´atoirement au dessus des diffe´rents objets. L’utilisateur
devait compter les sphe`res apparaissant au-dessus de l’objet qu’il
voulait activer. Ce protocole de´clenchait chez le sujet un P300 lors
de l’apparition de la sphe`re. L’identification de ce P300 permettait
alors d’activer/de´sactiver l’objet en question.
3.4 Discussion
Ces diffe´rentes e´tudes ont de´montre´ la possibilite´ de connecter
des BCI a` des EV. Elles ont e´galement montre´ qu’utiliser des BCI
en EV avait plusieurs avantages. D’une part, la RV apporte un sur-
croit de motivation aux utilisateurs de BCI qui leur permet d’ob-
tenir de meilleures performances et d’apprendre plus vite a` maitri-
ser leur activite´ ce´re´brale. D’autre part les BCI s’ave`rent eˆtre une
interface prometteuse pour la RV puisqu’elle permet de´ja` d’effec-
tuer trois des quatre types d’interaction en environnements virtuels
identifie´es par Bowman, a` savoir naviguer, se´lectionner et manipu-
ler des objets virtuels [9]. Le quatrie`me type d’interaction, c’est-a`-
dire le controˆle d’application, n’a pas, pour l’instant, e´te´ effectue´e
par une BCI en EV. Cependant, controˆler des applications en uti-
lisant des BCI est de´ja` propose´ pour la bureautique par Moore par
exemple [30]. Par conse´quent, proposer cette dernie`re interaction
dans des EV semble eˆtre parfaitement re´alisable.
Cependant, les BCI ont encore des capacite´s assez limite´es. Par
exemple, le nombre de taˆches mentales (ou classes) actuellement
reconnaissables avec un taux d’erreur acceptable de´passe rarement
trois, et est le plus souvent limite´ a` deux. De meˆme, la grande ma-
jorite´ des BCI actuelles fonctionne en mode synchrone. Concevoir
des BCI multi-classes permettrait d’augmenter le nombre de com-
mandes disponibles et donc d’augmenter la liberte´ de mouvements.
De la meˆme fac¸on, des BCI asynchrones rendraient l’utilisation de
l’interface plus naturelle et plus confortable [41].
4 LE PROJET OPEN-VIBE
Les travaux pre´sente´s dans la suite de cet article (partie 5)
s’inscrivent dans le cadre du projet Open-ViBE. Ce projet est
entie`rement consacre´ a` l’utilisation des interfaces cerveau-machine
pour la re´alite´ virtuelle. Cette partie pre´sente donc brie`vement le
projet et de´crit certains re´sultats obtenus par le consortium Open-
ViBE.
4.1 Contexte du projet Open-ViBE
Open-ViBE [1] [2] est un projet multipartenaires qui vise a`
de´velopper un environnement logiciel open-source proposant de
nouvelles techniques pour obtenir des interfaces cerveau-machine
plus efficaces pour la re´alite´ virtuelle. Open-ViBE est un pro-
jet RNTL (Re´seau National des Technologies Logicielles) finance´
par l’ANR (Agence National de la Recherche) ayant de´marre´
a` la fin de l’anne´e 2005 pour une dure´e de trois ans. Le par-
tenariat d’Open-ViBE implique des compe´tences scientifiques
comple´mentaires : l’INRIA (re´alite´ virtuelle, ge´nie logiciel), France
Te´le´com R&D (traitement du signal, interfaces homme-machine),
l’INSERM Unite´ 280 (neurophysiologie, EEG temps-re´el), et
l’AFM (spe´cifications, e´valuations).
Les deux principales innovations technologiques attendues du
projet Open-ViBE concernent :
– des techniques de retour d’information vers l’utilisa-
teur concernant son activite´ ce´re´brale base´es sur des
repre´sentations en temps-re´el et en re´alite´ virtuelle qui consti-
tueront autant de sources d’ame´lioration pour l’apprentissage
et le controˆle de cette activite´
– de nouvelles techniques de traitement et d’identification des
donne´es ce´re´brales base´es sur des expe´rimentations neuro-
physiologiques qui caracte´riseront de meilleurs indicateurs
physiologiques.
Le de´veloppement de plusieurs de´monstrateurs est pre´vu dans le
cadre d’Open-ViBE afin d’illustrer l’utilisabilite´ des re´sultats ob-
tenus. Il s’agira notamment de proposer une interaction ludique
avec un environnement virtuel telle qu’une navigation en RV par
la pense´e.
4.2 Premiers re´sultats du projet Open-ViBE
Parmi les premiers re´sultats obtenus par le consortium Open-
ViBE, nous pouvons distinguer :
– une technique de visualisation 3D de l’activite´ ce´re´brale en
RV [2]
– une technique d’identification de taˆches mentales par locali-
sation de sources intra-ce´re´brales [15]
Dans le premier cas, il s’agit de pouvoir visualiser l’activite´
e´lectrique comple`te du cerveau en RV, en temps-re´el et “on-line”,
c’est-a`-dire lorsque l’utilisateur est e´quipe´ du syste`me d’acquisition
EEG. Les signaux e´lectriques mesure´s a` la surface du scalp et ac-
quis par la machine EEG sont utilise´s pour reconstruire l’activite´
e´lectrique en 2394 voxels, dans le volume ce´re´bral [2]. Le logiciel
utilise pour cela la technique de mode`le inverse (reconstruction 3D)
et de localisation de sources intrace´re´brales LORETA (LOw Re-
solution Electromagnetic TomogrAphy) [31]. L’activite´ e´lectrique
est alors repre´sente´e au niveau de chacun des voxels par des objets
graphiques (sphe`res, coˆnes, etc) dont la taille, la forme, l’opacite´
et/ou la couleur peuvent varier en fonction de l’intensite´ ou de la
direction de l’activite´ (voir Figure 2). Des textures 3D peuvent eˆtre
ajoute´es a` la sce`ne 3D pour faciliter la compre´hension de l’envi-
ronnement virtuel. La possibilite´ d’activer la vision ste´re´oscopique
doit e´galement permettre d’ame´liorer la perception des profondeurs
et des distances entre les voxels, et de favoriser le sentiment d’im-
mersion et de pre´sence de l’utilisateur.
Dans le deuxie`me cas, il s’agit d’une technique permettant
d’identifier, dans une BCI, le type d’activite´ ce´re´brale effectue´ par
l’utilisateur, a` l’aide du mode`le inverse sLORETA [15]. La me´thode
sLORETA (standardized LOw Resolution Electromagnetic Tomo-
grAphy) permet de localiser les sources d’activite´ dans le cerveau
avec une pre´cision supe´rieure a` celle de LORETA [32]. Or, on
sait que chaque re´gion du cerveau correspond a` une ou plusieurs
fonctionnalite´s. Cela signifie que si l’on sait ou`, dans le volume
ce´re´bral, se trouvent les sources d’activite´ ce´re´brale alors on peut
identifier quelle est la` taˆche mentale effectue´e. Cette me´thode a
e´te´ applique´e pour l’identification d’intention de mouvement d’un
doigt de la main gauche ou de la main droite. Dans ce but, le jeu de
donne´es IV, fournies lors de la “BCI competition 2003” a e´te´ uti-
lise´. Cette compe´tition visait a` identifier les meilleurs algorithmes
sur diffe´rents jeux de donne´es [7]. Pour ce proble`me, les re´gions
ce´re´brales mises en jeux par ces deux taˆches ont e´te´ identifie´es a`
l’aide d’une analyse statistique. La me´thode d’identification d’acti-
vite´ par mode`le inverse, couple´e a` l’utilisation du filtre spatial CSP
(Common Spatial Pattern) et a` un classifieur line´aire, s’est alors
re´ve´le´e aussi efficace que la me´thode gagnante sur le jeu de donne´es
IV. En effet, le taux d’identification correcte obtenu e´tait de 84%,
ce qui de´montre l’efficacite´ de la technique.
5 CLASSIFICATION D’EEG PAR SYSTE`ME D’INFE´RENCE
FLOU
Dans le cadre du projet Open-ViBE, un de nos objectifs est de
mettre au point des me´thodes nouvelles et performantes pour clas-
sifier les donne´es ce´re´brales et ainsi concevoir des BCI efficaces
et robustes. Jusqu’a` pre´sent, les chercheurs de la communaute´ BCI
ont de´ja` explore´ de nombreux algorithmes de classification [28].
Parmi ceux-ci on peut citer les classifieurs line´aires, les Se´parateurs
a` Vastes Marges (SVM) ou bien encore les re´seaux de neurones
artificiels. Cependant, un type d’algorithme de classification de-
meure tre`s peu utilise´ : les classifieurs base´s sur la logique floue.
Les Syste`mes d’Infe´rence Flous (SIF), qui appartiennent a` cette
cate´gorie, n’ont jamais e´te´ utilise´s pour concevoir des BCI. Pour-
tant ceux-ci ont de nombreux avantages. En effet ils sont :
– des approximateurs universels, ce qui veut dire qu’ils peuvent
approximer n’importe quelle fonction [44] ;
– interpre´tables, c’est-a`-dire que l’on peut aise´ment extraire de
la connaissance de ce qu’ils ont automatiquement appris [12] ;
– extensibles, ce qui signifie que l’on peut facilement leur ajou-
ter de la connaissance a priori [12] ;
– utilise´s avec succe`s dans de nombreux proble`mes de recon-
naissance de formes, tels que [11] [3] ;
– adapte´s a` la classification de signaux biome´dicaux [11].
C’est pourquoi l’utilisation de ces algorithmes pour les BCI
semble prometteuse [27].
Cette partie pre´sente l’algorithme de SIF utilise´, puis rapporte
les re´sultats d’une e´valuation mene´e sur des donne´es EEG corres-
pondant a` de l’imagerie motrice.
5.1 Algorithme utilise´
Lors de notre e´tude, nous avons choisi d’utiliser l’algorithme de
Chiu [12] [13]. En effet cet algorithme a la proprie´te´ d’eˆtre robuste
au bruit et d’eˆtre ge´ne´ralement plus efficace que des re´seaux de
neurones, selon son auteur. Comme la plupart des algorithmes de
classification, il requiert au pre´alable une phase d’apprentissage
(aussi appele´e entrainement) visant, ici, a` apprendre des re`gles
floues. Cet apprentissage fonctionne comme suit :
– Classification non supervise´e des donne´es d’apprentis-
sage : Un algorithme d’apprentissage non supervise´, appele´
substractive clustering se´pare tout d’abord les donne´es de
chaque classe en diffe´rents clusters. Cet algorithme a l’avan-
tage d’eˆtre robuste au bruit et de de´terminer automatiquement
le nombre de clusters et leurs positions. Il requiert cependant
que l’utilisateur pre´cise la taille Ra des clusters.
– Ge´ne´ration initiale de re`gles floues : Pour chaque cluster
j, appartenant a` la classe Cli, une re`gle “si-alors” floue est
ge´ne´re´e :
Si X1 est A j1 et X2 est A j2 et . . .alors la classe est Cli
Ou` Xk est le k
ieme e´le´ment du vecteur de caracte´ristiques, A jk
est une fonction d’appartenance floue gaussienne, de´crivant la
forme du cluster, le long de la kieme dimension :
A jk(Xk) = exp{−
1
2
(
Xk− x jk
σ jk
)2} (1)
ou` x jk est le k
eme e´le´ment du vecteur repre´sentant le centre du
cluster et σ jk est une constante positive, qui est initialement
identique pour tous les A jk.
– Optimisation des re`gles floues : Enfin, les diffe´rents pa-
rame`tres des re`gles, c’est-a`-dire les fonctions d’appartenance
floues A jk, sont optimise´s graˆce a` des me´thodes de descente
de gradient :
FIG. 2: Visualisation 3D d’activite´ ce´re´brale en re´alite´ virtuelle
x jk ⇐ x jk−λ
∂E
∂x jk
et σ jk ⇐ σ jk−λ
∂E
∂σ jk
(2)
ou` λ est un taux d’apprentissage positif et E une mesure de
l’erreur de classification sur l’ensemble d’apprentissage.
Il a e´te´ montre´ que, dans le but d’augmenter les performances du
classifieur, les fonctions d’appartenance pouvaient eˆtre des gaus-
siennes a` deux coˆte´s [12], compose´es d’une re´gion “plateau”,
de´finie par deux moyennes µg et µd , et des de´viations standards, σg
et σd , diffe´rentes a` gauche et a` droite de ce plateau (voir Tableau 1
pour un exemple).
Une fois cette e´tape d’apprentissage effectue´e, le SIF peut clas-
sifier un nouveau vecteur de caracte´ristiques X = [X1, . . . ,XN ] en
calculant pour chaque re`gle floue son degre´ de satisfaction µ(X) :
µ(X) =
N
∏
k=1
A jk(Xk) (3)
La re`gle qui a le plus haut degre´ de satisfaction de´termine alors
la classe de X.
5.2 Donne´es EEG d’e´valuation
Lors de cette e´tude nous avons travaille´ sur les donne´es prove-
nant de l’ensemble IIIb de la dernie`re “BCI competition”, en 2005
[8]. Cette compe´tition met a` disposition de tous des jeux de donne´es
EEG enregistre´es suivant diffe´rents protocoles. Chaque ensemble
de donne´es, correspondant a` un protocole particulier, est divise´ en
deux sous-ensembles : un ensemble d’apprentissage et un ensemble
de test. Dans l’ensemble d’apprentissage, chaque enregistrement de
signaux EEG est e´tiquete´ avec la taˆche mentale effectue´e lorsqu’il
a e´te´ enregistre´. Les donne´es de l’ensemble de test sont, quant a`
elles, non e´tiquete´es. L’objectif des participants a` la compe´tition
est d’identifier les taˆches mentales correspondant aux donne´es de
l’ensemble de test apre`s avoir se´lectionne´ les parame`tres optimaux
pour leurs algorithmes a` l’aide de l’ensemble d’apprentissage. Le
gagnant de la compe´tition est celui qui obtient le meilleur taux
de reconnaissance. Les donne´es de cette compe´tition sont donc
fre´quemment utilise´es pour e´valuer l’efficacite´ de nouveaux algo-
rithmes.
Le jeu IIIb correspond a` des EEG enregistre´s lorsque des sujets
devaient imaginer des mouvements de la main gauche ou droite.
Il y avait donc deux classes a` identifier. Ces signaux EEG ont e´te´
enregistre´s chez 3 sujets, en utilisant seulement deux e´lectrodes bi-
polaires, C3 et C4 [26] [43].
5.3 Extraction de caracte´ristiques
Afin de pouvoir classifier ces donne´es, il a tout d’abord fallu ex-
traire des caracte´ristiques de ces signaux. Le nombre d’e´lectrodes
e´tant trop petit pour pouvoir utiliser l’algorithme de localisation de
sources pre´sente´ pre´ce´demment (partie 4.2), nous avons opte´ pour
des puissances de bandes comme caracte´ristiques. Celles-ci sont
simplement le carre´ de l’amplitude du signal, pre´alablement filtre´
dans une certaine bande de fre´quence. Il fallait donc de´finir quelles
e´taient les bandes de fre´quences les plus utiles pour discriminer
les deux classes. Dans ce but, nous avons effectue´ un test statis-
tique (test-t apparie´) comparant les moyennes des caracte´ristiques
pour les deux classes, pour diffe´rentes bandes de fre´quences. Nous
avons alors trouve´ que les fre´quences re´actives se situaient dans les
bandes α (8-14 Hz) et β (20-29 Hz). Il faut noter que ces bandes de
fre´quences re´actives, bien que toujours situe´es dans les bandes α et
β , e´taient diffe´rentes pour chaque sujet. Nous avons alors obtenu
le vecteur de caracte´ristique [C3α ,C3β ,C4α ,C4β ], qui contient la
puissance moyenne du signal dans les bandes α et β , pour chacune
des e´lectrodes C3 et C4.
5.4 Interpre´tabilite´ et Extensibilite´
Un SIF a e´te´ entraine´ sur les ensembles d’apprentissage de cha-
cun des 3 sujets, en utilisant les vecteurs de caracte´ristiques e´voque´s
pre´ce´demment. Il est inte´ressant de remarquer que pour chaque su-
jet, le classifieur a appris seulement deux re`gles, c’est-a`-dire une
par classe. Les re`gles obtenues pour le sujet 1 sont visibles dans le
Tableau 1.
L’interpre´tation de ces re`gles montre que la puissance dans les
bandes de fre´quences α et β , pour l’e´lectrode C3, est plus basse
pour la classe “Droite” que pour la classe “Gauche”. De la meˆme
fac¸on, la puissance dans les meˆmes bandes de fre´quences, pour
l’e´lectrode C4, est plus e´leve´e pour la classe “Droite” que pour
la classe “Gauche”. Ce phe´nome`ne est connu sous le nom de
De´synchronisation Relative a` un Eve`nement (DRE). En effet, il a
e´te´ de´couvert que lorsque l’on imagine un mouvement d’une main,
la puissance diminue dans le cortex moteur situe´ du coˆte´ oppose´
a` la main imagine´e [33]. Aucune connaissance a priori n’a e´te´
utilise´e pour la conception de ce classifieur, et pourtant le SIF a
tout de meˆme e´te´ capable d’extraire des informations pertinentes
sur les DRE, et de les pre´senter sous une forme compre´hensible.
Cela de´montre donc un avantage majeur des SIF : ils sont aise´ment
interpre´tables. Dans le domaine des BCI, cet avantage est non
ne´gligeable car il peut permettre d’extraire automatiquement de la
connaissance sur le fonctionnement du cerveau, et ce lors de la mise
au point de BCI.
Enfin, e´tant donne´ que les SIF sont un ensemble de re`gles floues,
on peut imaginer cre´er des re`gles a` la main et les ajouter ensuite
aux re`gles de´ja` existantes. Ces re`gles “faites-main” peuvent par
exemple repre´senter une connaissance a priori du domaine, et qui
pourrait servir a` augmenter les performances de l’algorithme. Les
SIF sont ainsi extensibles [12].
TAB. 1: Re`gles floues obtenues pour le sujet 1
Si C3α est et C3β est et C4α est et C4β est
alors la
classe est
Re`gle 1
 1
 0
 1-0.5
 1
 0
 1-0.5
 1
 0
 1-0.5
 1
 0
 1-0.5
Droite
Re`gle 2
 1
 0
 1-0.5
 1
 0
 1-0.5
 1
 0
 1-0.5
 1
 0
 1-0.5
Gauche
5.5 Analyse comparative
Nous avons compare´ le SIF a` d’autres classifieurs tre`s populaires
pour la mise au point de BCI [28], dans le but de savoir si ces algo-
rithmes ont des performances (pre´cision de classification) compa-
tibles avec leur utilisation dans ces interfaces. Les classifieurs qui
ont e´te´ utilise´s pour la comparaison sont :
– un classifieur line´aire : un Perceptron [16] ;
– un SVM avec noyau gaussien [10] ;
– un Perceptron MultiCouche (PMC), c’est-a`-dire un re´seau de
neurones artificiels [6].
Ces trois classifieurs ont e´te´ imple´mente´s a` l’aide de la
bibliothe`que C++ d’algorithmes d’apprentissage “Torch” [14].
Concernant l’entrainement de tous les classifieurs, les valeurs op-
timales de leurs hyperparame`tres (rayon Ra pour le SIF, parame`tre
de re´gularisation C pour le SVM, etc.) ont e´te´ se´lectionne´es par va-
lidation croise´e (10-fold cross validation). Enfin, une fois entraine´s,
tous ces classifieurs ont e´te´ teste´s sur les ensembles de tests des
trois sujets. Le tableau 2 re´sume les taux de classification moyens
obtenus par chacun d’entre eux. Ce tableau montre que le SIF a ob-
TAB. 2: Taux de classification correcte des diffe´rents classifieurs
Sujet SIF SVM PMC Perceptron
Sujet 1 86.7% 86.8% 86.6% 84.1%
Sujet 2 74.7% 75.9% 75.5% 71.8%
Sujet 3 75.7% 75.4% 74.6% 72.7%
Moyenne 79% 79.4% 78.9% 76.2%
tenu de meilleurs re´sultats que le Perceptron, et des re´sultats simi-
laires au SVM et au PMC, qui sont pourtant des classifieurs re´pute´s
comme les plus efficaces pour les BCI. Les SIF sont donc e´galement
des classifieurs puissants pour la conception de BCI.
5.6 Discussion
Au cours de cette e´tude nous avons explore´ l’utilisation des
syste`mes d’infe´rence flous pour la conception de BCI. Nous les
avons e´value´s sur des donne´es EEG couramment utilise´es, a` sa-
voir de l’imagerie motrice. Cette e´tude a montre´ que, pour ce type
de donne´es, les syste`mes d’infe´rence flous ont obtenu de meilleurs
re´sultats qu’un perceptron et des re´sultats similaires a` ceux obtenus
par un SVM ou un PMC. Ces bonnes performaces, ajoute´es au fait
que les SIF sont interpre´tables et extensibles, font d’eux des algo-
rithmes adapte´s et inte´ressants pour les BCI.
6 CONCLUSION
Dans la premie`re partie de cet article, nous avons propose´
un e´tat-de-l’art sur l’utilisation des interfaces cerveau-ordinateur
(aussi appele´es Brain-Computer Interfaces (BCI)) en environne-
ment virtuel. De telles interfaces permettent a` des individus d’en-
voyer des messages uniquement par le biais de leur activite´
ce´re´brale. Nous avons ainsi vu que les BCI permettent de´ja` de
naviguer dans des environnements virtuels et de manipuler ou de
se´lectionner des objets virtuels.
Dans la deuxie`me partie, nous avons propose´ une me´thode, a`
base de Syste`mes d’Infe´rence Flous (SIF), permettant d’identifier
les diffe´rents types d’activite´ ce´re´brale utilise´s dans les BCI.
Cette me´thode s’est ave´re´e efficace, puisqu’elle a obtenu des taux
de reconnaissance similaires ou meilleurs que les algorithmes
traditionnellement utilise´s. De plus, les SIF permettent une
interpre´tation aise´e de la connaissance qu’ils ont automatiquement
apprise. Enfin, ils permettent d’utiliser facilement de la connais-
sance a priori que l’on pourrait avoir sur les diffe´rentes taˆches
mentales utilise´es pour controˆler l’interface. Nous avons donc
montre´ l’inte´reˆt des SIF pour la classification de donne´es ce´re´brales
dans les BCI.
Travaux futurs : Nos premiers travaux nous ont permis de
mettre au point les outils ne´cessaires a` l’identification automatique
de taˆches mentales dans les BCI. Ceux-ci seront inte´gre´s prochaine-
ment dans l’environnement logiciel Open-ViBE. Nos prochains tra-
vaux vont de´sormais consister a` utiliser ces diffe´rents algorithmes
afin de coupler une BCI a` des environnements virtuels et de propo-
ser des interactions nouvelles et innovantes. Il s’agira alors d’iden-
tifier les paradigmes d’interaction et les taˆches mentales les plus
adapte´es et les plus naturelles. Notre objectif au sein d’Open-ViBE
sera de re´aliser des environnements virtuels ludiques pouvant eˆtre
controˆle´s par des personnes handicape´es a` l’aide d’une BCI.
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