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Net-proton number fluctuations and the Quantum Chromody-
namics critical point
Observations from collisions of heavy-ion at relativistic energies have established the
formation of a new phase of matter, Quark Gluon Plasma (QGP), a deconfined state of quarks
and gluons 1 in a specific region of the temperature versus baryonic chemical potential phase
diagram of strong interactions. A program to study the features of the phase diagram, such
as a possible critical point, by varying the collision energy (√sNN), is performed at the Rela-
tivistic Heavy-Ion Collider (RHIC) facility. Non-monotonic variation with√sNN of moments
of the net-baryon number distribution, related to the correlation length and the susceptibil-
ities of the system, is suggested as a signature for a critical point 2–4. We report the first evi-
dence of a non-monotonic variation in kurtosis × variance of the net-proton number (proxy
for net-baryon number) distribution as a function of √sNN with 3.1σ significance, for head-
on (central) gold-on-gold (Au+Au) collisions measured using the STAR detector 5 at RHIC.
Non-central Au+Au collisions and models of heavy-ion collisions without a critical point show
a monotonic variation as a function of√sNN.
One of the fundamental goals in physics is to understand the properties of matter when sub-
jected to variations in temperature and pressure. Currently, the study of the phases of strongly
interacting nuclear matter is the focus of many research activities worldwide, both theoretically
and experimentally 6, 7. The theory that governs the strong interactions is Quantum Chromody-
namics (QCD), and the corresponding phase diagram is called the QCD phase diagram. From
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different examples of condensed-matter systems, experimental progress in mapping out phase dia-
grams is achieved by changing the material doping, adding more holes than electrons. Similarly it
is suggested for the QCD phase diagram, that adding more quarks than antiquarks (the energy re-
quired is defined by the baryonic chemical potential, µB), through changing the heavy-ion collision
energy, enables a search for new emergent properties and a critical point in the phase diagram. Fig-
ure 1 shows a conjectured QCD phase diagram. It has at least two distinct phases: a QGP at higher
temperatures, and a state of confined quarks and gluons at lower temperatures called the hadronic
phase 8–10. It is inferred from lattice QCD calculations 11 that the transition is consistent with being
a cross over at small µB, and that the transition temperature is about 155 MeV 12–14. An important
predicted feature of the QCD phase structure is a critical point 2, 15, followed at higher µB by a first
order phase transition. Attempts are being made to locate the critical point both experimentally
and theoretically. Current theoretical calculations are highly uncertain about the location of the
critical point. Lattice QCD calculations at finite µB face numerical challenges in computing 16, 17.
Within these limitations, the current best estimate from Lattice QCD is that there is a critical point
located above µB ∼ 300 MeV 16, 17. The goal of this work is to search for the possible signatures of
the critical point by scanning the temperature (T ) versus µB in the QCD phase diagram by varying
the collision energy
√
sNN of the heavy-ion collisions 3.
Another key aspect of investigating the QCD phase diagram is to determine whether the sys-
tem has attained thermal equilibrium. Several theoretical interpretations of experimental data have
the underlying assumption that the system produced in the collisions should have come to local
thermal equilibrium during its evolution. Experimental tests of thermalization for these femto-
2
scale expanding systems are non-trivial. However, the yields of produced hadrons and fluctuations
of multiplicity distributions related to conserved quantities have been studied and shown to have
characteristics of thermodynamic equilibrium for higher collision energies 16, 18–23.
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Figure 1: Conjectured QCD phase diagram. The phase boundary (solid line) between the hadronic
gas phase and the high-temperature quark-gluon phase is a first-order phase transition line, which
begins at large µB and small T and curves towards smaller µB and larger T . This line ends at the
QCD critical point whose conjectured position, indicated by a square, is uncertain both theoret-
ically and experimentally. At smaller µB there is a cross over indicated by a dashed line. The
region of µB/T ≤ 2 is shown as blue dot-dashed line. A comparison between RHIC data and lattice
QCD calculations disfavors the possible QCD critical point being located at µB/T ≤ 2 16, 17. The
red-yellow dotted line corresponds to the chemical freeze-out (where inelastic collisions among
the constituents of the system cease) inferred from particle yields in heavy-ion collisions using a
thermal model. The liquid-gas transition region features a second order critical point (red-circle)
and a first-order transition line (yellow line) that connect the critical point to the ground state of
nuclear matter (T ∼ 0 and µB ∼ 925 MeV) 8. The regions of the phase diagram accessed by past
(AGS and SPS), ongoing (LHC, RHIC, SPS and RHIC operating in fixed target mode), and future
(FAIR and NICA) experimental facilities are also indicated.
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Upon approaching a critical point, the correlation length diverges and thus renders, to a
large extent, microscopic details irrelevant. Hence observables like the moments of the conserved
net-baryon number distribution, which are sensitive to the correlation length, are of interest when
searching for a critical point. A non-monotonic variation of these moments as a function of
√
sNN
has been proposed as an experimental signature of a critical point 2, 3. However, considering the
complexity of the system formed in heavy-ion collisions, signatures of a critical point are de-
tectable only if they can survive the evolution of the system, including the effects of finite size and
time 24. Hence, it was proposed to study higher moments of distributions of conserved quantities
(N) due to their stronger dependence on the correlation length 15. The promising higher moments
are the skewness, S =
〈
(δN)3
〉
/σ3, and kurtosis, κ = [
〈
(δN)4
〉
/σ4] – 3, where δN = N – M, M
is the mean and σ is the standard deviation. The magnitude and the sign of the moments, which
quantify the shape of the multiplicity distributions, are important for understanding the critical
point 3, 25. An additional crucial experimental challenge is to reconstruct, on an event-by-event
basis, all of the baryons produced within the acceptance of a detector 26–28. However, theoretical
calculations have shown that the proton-number fluctuations can also reflect the baryon-number
fluctuations at the critical point 29.
The measurements reported here are from Au+Au collisions recorded by the STAR detector 5
at RHIC from the years 2010 to 2017. The data is presented for
√
sNN = 7.7, 11.5, 14.5, 19.6,
27, 39, 54.4, 62.4 and 200 GeV as part of phase-I of the Beam Energy Scan (BES) program at
RHIC 18. These
√
sNN values correspond to µB values ranging from 420 MeV to 20 MeV at
chemical freeze-out 18. All valid Au+Au collisions occurring within 60 cm (80 cm for
√
sNN =
5
7.7 GeV) of the nominal interaction point, having vertex position in the transverse plane within 2
cm (1 cm for
√
sNN = 14.5 GeV) of the beam axis, and having signals in trigger detectors above
a noise threshold (called minimum bias) are included in the analysis 18. For the results presented
here, the number of minimum bias Au+Au collisions ranges between 3 million for
√
sNN = 7.7
GeV and 585 million at
√
sNN = 54.4 GeV. These statistics are found to be sufficient in order to
compute the moments of the net-proton distributions up to the fourth order 30. The collisions are
further characterised by their impact parameter, which is indirectly determined from the measured
multiplicity of charged particles other than protons and anti-protons in the pseudo-rapidity range
|η| < 1, where η = − ln[tan(θ/2)], with θ being the angle between the momentum of the particle
and the positive direction of the beam axis. We exclude protons and anti-protons specifically to
avoid self-correlation effects 31. The effect of self-correlation is found to be negligible from a study
carried out using standard heavy-ion collision event generators, HIJING 32 and UrQMD 33. The
effect of resonance decays and the pseudo-rapidity range for centrality determination have been
understood and optimised using model calculations 34, 35. The results presented here correspond to
two event classes: central collisions (impact parameters∼ 0-3 fm, obtained from the top 5% of the
above-mentioned multiplicity distribution) and peripheral collisions (impact parameters ∼ 12-13
fm, obtained from the 70-80% region of the multiplicity distribution). The number of events for
the top 5% central collisions ranges between 0.14 million for
√
sNN = 7.7 GeV and 33 million at
√
sNN = 54.4 GeV.
The protons (p) and anti-protons (p¯) are identified, along with their momentum, by recon-
structing their tracks in the Time Projection Chamber (TPC) placed within a solenoidal magnetic
6
field of 0.5 Tesla, and by measuring their ionization energy loss (dE/dx) in the sensitive gas-filled
volume of the chamber. The selected kinematic region for protons covers all azimuthal angles for
the rapidity range |y|< 0.5, where rapidity is the arctanh of the component of speed parallel to the
beam direction in units of the speed of light, with full azimuthal angle. The precise measurement
of dE/dx with a resolution of 7% in Au+Au collisions allows for a clear identification of protons
up to 800 MeV/c in transverse momentum (pT, the component of momentum perpendicular to
the beam direction). The identification for larger pT (up to 2 GeV/c, with purity above 97%) was
made by a Time Of Flight detector (TOF) (see Methods) having a timing resolution of better than
100 ps. A minimum pT threshold of 400 MeV/c and a maximum distance of closest approach to
the collision vertex of 1 cm for each p( p¯) candidate track is used to suppress contamination from
secondaries (for example protons from interactions of energetic particles produced in the collisions
with detector materials) 18, 36. This pT acceptance accounts for approximately 80% of the total p
+ p¯ multiplicity at mid-rapidity. This is a significant improvement from the results previously re-
ported 36 which only had the p + p¯ measured using the TPC (0.4 < pT (GeV/c) < 0.8), whereas the
current analysis includes the addition of the TOF detector, where the pT acceptance is increased up
to 2 GeV/c. The observation of non-monotonic variation of the kurtosis × variance is much more
significant with the increased acceptance. The increased fluctuations are found to have contribu-
tions from protons and anti-protons in the entire pT range studied. For the rapidity dependence of
the observable see Fig. 7 in Methods.
Figure 2 shows the event-by-event net-proton (Np−Np¯ = ∆Np) distributions obtained by
measuring the number of protons (Np) and anti-protons (Np¯) at mid-rapidity (|y| < 0.5) in the
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Figure 2: Event-by-event net-proton number distributions for head-on (0-5% central) Au+Au
collisions for nine
√
sNN values measured by the STAR detector at RHIC. The distributions are
normalized to the total number of events at each
√
sNN. The statistical uncertainties are smaller
than the symbol sizes and the lines are to guide the eye. The distributions in this figure are not
corrected for proton and anti-proton detection efficiency. The deviation of the distribution for
√
sNN
= 54.4 GeV from the general energy dependence trend is understood to be due to the reconstruction
efficiency of protons and anti-protons being different compared to other energies.
transverse momentum range 0.4 < pT (GeV/c)< 2.0 for Au+Au collisions at various
√
sNN. To
study the shape of the event-by-event net-proton distribution in detail, cumulants (Cn) of various
orders are calculated, where C1 = M, C2 = σ2, C3 = Sσ3 and C4 = κσ4.
Figure 3 shows the variation of net-proton cumulants (Cn) as a function of
√
sNN for cen-
tral and peripheral Au+Au collisions. The cumulants are corrected for the multiplicity variations
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Figure 3: Cumulants (Cn) of the net-proton distributions for central (0-5%) and peripheral (70-
80%) Au+Au collisions as a function of collision energy. The transverse momentum (pT) range for
the measurements is from 0.4 to 2 GeV/c and the rapidity (y) range is ± 0.5. The vertical narrow
and wide bars represent the statistical uncertainties and systematic uncertainties, respectively. The
energy range for the STAR fixed-target (FXT) program is shown as arrows in panel (3).
arising due to finite impact parameter range for the measurements 34. These corrections suppress
the volume fluctuations considerably 34, 37. A different volume fluctuation correction method 38 has
been applied to the 0-5% central Au+Au collision data and the results were found to be consistent.
The cumulants are also corrected for finite track reconstruction efficiencies of the TPC and TOF
9
detectors. This is done by assuming a binomial probability distribution to reconstruct particles out
of those produced 36, 39. A cross-check using a different method based on unfolding (see Methods)
of the distributions for central Au+Au collisions at
√
sNN = 200 GeV has been found to give values
consistent with the cumulants shown in Fig. 3. Further, the efficiency correction method used has
been verified in a Monte Carlo closure test. Typical values for the efficiencies in the TPC (TOF) for
the momentum range studied in 0-5% central Au+Au collisions at
√
sNN = 7.7 GeV are 83%(72%)
and 81%(70%) for the protons and anti-protons, respectively. The corresponding efficiencies for
√
sNN = 200 GeV collisions are 62%(69%) and 60%(68%) for the protons and anti-protons, respec-
tively. The statistical uncertainties are obtained using both a bootstrap approach 30, 39 and the Delta
theorem 30, 39, 40 method. The systematic uncertainties are estimated by varying the experimental
requirements to reconstruct p ( p¯) in the TPC and TOF. These requirements include the distance of
the proton and anti-proton tracks from the primary vertex position, track quality reflected by the
number of TPC space points used in the track reconstruction, the particle identification criteria,
and the uncertainties in estimating the reconstruction efficiencies. The systematic uncertainties at
different collision energies are uncorrelated.
The large values of C3 and C4 for central Au+Au collisions show that the distributions have
non-Gaussian shapes‡, a first possible indication of enhanced fluctuations arising from a possible
critical point 15, 25. The corresponding values for peripheral collisions are small and close to zero.
For central collisions, theC1 andC3 monotonically decrease with
√
sNN, while theC2 andC4 show
a non-monotonic variation, with a possible minimum between
√
sNN of 11.5 and 39 GeV.
‡Data in Fig. 4 shows deviation from a Skellam expectation.
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We employ ratios of cumulants in order to cancel volume variations to first order. Further,
these ratios of cumulants are related to the ratio of baryon-number susceptibilities (χBn = d
nP
dµnB
, where
n is the order and P is the pressure of the system) at a given T and µB, computed in QCD and QCD-
based models 4 as: C3/C2 =Sσ = (χB3 /T )/(χ
B
2 /T
2) and C4/C2 = κσ2 = (χB4 )/(χ
B
2 /T
2). Close to
the critical point, QCD-based calculations predict the net-baryon number distributions to be non-
Gaussian and susceptibilities to diverge, causing moments, especially higher-order quantities like
κσ2, to have non-monotonic variation as a function of√sNN 4, 41.
Figure 4 shows the variation of Sσ (or C3/C2) and κσ2 (or C4/C2) as a function of
√
sNN
for central and peripheral Au+Au collisions. In central collisions a non-monotonic variation with
beam energy is observed for κσ2. The κσ2 values go below unity (statistical baseline) and then rise
towards values above unity with decrease in beam energy. The peripheral collisions on the other
hand show a monotonic variation with
√
sNN and κσ2 values are always below unity. It is worth
noting that in peripheral collisions, the system formed may not be hot and dense enough to undergo
a phase transition or come close to the QCD critical point. The central Au+Au collision data for
κσ2 (Sσ), in the collision energy range of 7.7 – 62.4 GeV, are well described by a polynomial
function of order four (five) in
√
sNN, with χ2/NDF ∼ 1.3(0.72). The derivative of the polynomial
function changes sign (see Methods) with
√
sNN thereby indicating a non-monotonic variation of
the measurement with the collision energy. The uncertainties of the derivatives are obtained by
varying the data points randomly at each energy within the statistical and systematic uncertainties
separately. The overall significance of the change in the sign of the slope for C4/C2 versus
√
sNN,
based on the fourth order polynomial function fitting procedure, from
√
sNN = 7.7 to 62.4 GeV is
11
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Figure 4: Sσ (1) and κσ2 (2) as a function of collision energy for net-proton distributions measured
in Au+Au collisions. The results are shown for central (0-5%, filled circles ) and peripheral (70-
80%, open squares) collisions within 0.4 < pT (GeV/c) < 2.0 and |y| < 0.5. The vertical narrow
and wide bars represent the statistical and systematic uncertainties, respectively. Shaded green
band is the estimated statistical uncertainty for BES-II and the energy range for STAR fixed-target
(FXT) program is shown as arrows in panel (2). The peripheral data points have been shifted along
x-axis for clarity of presentation. Results from a hadron resonance gas (HRG) model 35 and a
transport model calculation (UrQMD 33) for central collisions (0-5%) are shown as black and gold
bands, respectively. These model calculations utilize the experimental acceptance, and incorporate
conservation laws for strong interactions, but do not include a phase transition or a critical point.
3.1σ. This significance is obtained by generating one million sets of points, where for each set, the
measured C4/C2 value at a given
√
sNN is randomly varied within the total Gaussian uncertainties
(systematic and statistical uncertainties added in quadrature). Then for each new C4/C2 versus
12
√
sNN set of points, a fourth order polynomial function is fitted and the derivative values calculated
at different
√
sNN (as discussed above). Out of the one million set of points, 1143 are found to
have the same derivative sign at all
√
sNN. The probability that at least one derivative at a given
√
sNN has a different sign from the remaining ones in the one million set of points is found to
be 0.998857, which corresponds to 3.1σ. The significances are calculated using statistical and
systematic uncertainties of the derivatives, added in quadrature.
The expectations from an ideal statistical model of hadrons assuming thermodynamical equi-
librium, called the Hadron Resonance Gas (HRG) model 35, calculated within the experimental
acceptance, are also shown in Fig. 4. The HRG results are similar to those from a system of to-
tally uncorrelated and statistically random particle production. The HRG results are close to unity
for κσ2 without any dependence on √sNN. For Sσ, HRG calculations deviate significantly from
measurements for Au+Au collisions at 0-5% centrality below
√
sNN = 62.4 GeV. Corresponding
κσ2 (Sσ ) results for 0-5% Au+Au collisions from a transport-based UrQMD model 33 calcula-
tion, which incorporates conservation laws and most of the relevant physics apart from a phase
transition or a critical point, and which is calculated within the experimental acceptance, show a
monotonic decrease (increase) with decreasing collision energy. Similar conclusions are obtained
from JAM 42, another microscopic transport model. Neither of the model calculations explains the
measured dependence of the κσ2 and Sσ of the net-proton distribution on√sNN for central Au+Au
collisions.
In conclusion, we have presented measurements of net-proton cumulant ratios with the STAR
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detector at RHIC over a wide range in µB (20 to 420 MeV) which are relevant to a QCD critical
point search in the QCD phase diagram. We have observed a non-monotonic behaviour, as a
function of
√
sNN, in net-proton κσ2 in central Au+Au collisions with a significance of 3.1σ. In
contrast, monotonic behaviour with
√
sNN is observed for the statistical hadron gas model, and
for a nuclear transport model without a critical point, as observed experimentally in peripheral
collisions. The deviation of the measured κσ2 from several baseline calculations with no critical
point, and its non-monotonic dependence on
√
sNN, are qualitatively consistent with expectations
from a QCD-based model which includes a critical point 3, 15. Our measurements can also be
compared to the baryon-number susceptibilities computed from QCD to understand various other
features of the QCD phase structure as well as to obtain the freeze-out conditions in heavy-ion
collisions. Higher event statistics, which will allow for a more differential measurement of these
experimental observables in y-pT along with comparison to theoretical QCD calculations which
includes the dynamics associated with heavy-ion collisions, will help in establishing the critical
point.
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Methods
(a) Event selection and Proton and anti-proton identification in STAR detector:
To reject pile-up and other background events, information from the fast detectors, scintil-
lator based vertex postion detector (VPD) 1 and the time-of-flight (TOF) detector 1, 2 and the time
projection chamber (TPC) 3 are used. To further ensure a good quality of data, run (a set of mini-
mum bias data taken in a certain time interval) by run study of several variables were carried out to
remove bad events. The variables used includes the total number of uncorrected charged particles,
average transverse momentum in an event, mean pseudorapidity and azimuthal angle in an event
etc. In addition, the distance of closest approach (DCA) of the charged particle track from the pri-
mary vertex, especially the signed transverse average DCA and its stability, are studied to remove
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Figure 5: Left panel: Square of the mass of the charged particles, requiring timing information
from the TOF, as a function of the product of the momentum (p) and the ratio of the particles
charge to the elementary charge e (q), both measured using the TPC in Au+Au collisions at
√
sNN
= 39 GeV. The white dashed lines correspond to the expected square of the mass of each particle
species. Right panel: The transverse momentum (pT ) versus the rapidity (y) for protons measured
in the STAR detector for Au+Au collisions.
the bad events. These classes of bad events are primarily related to the unstable beam conditions
during the data taking and improper space-charge calibration of TPC.
Figure 5 (left panel) shows a typical distribution of the square of the mass associated with
each track in an event obtained from the TOF 1, 2 as a function of the product of the momentum and
the charge of the track determined by the TPC 3. The proton candidates are well separated from
other hadrons like kaons and pions. The right panel of Fig. 5 shows pT versus y for protons in the
STAR detector. The white dashed rectangular box is the region selected for the results presented
here. It may be noted that STAR, being a collider experiment, has a pT versus y acceptance near
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mid-rapidity that is uniform across all beam energies studied. Uniform acceptance allows for the
results to be directly compared across all the
√
sNN.
The constant pT versus y acceptance near mid-rapidity raises the issue of contribution of
background protons to the analysis. This can be gauged by looking at the DCA of the proton
track from the primary vertex and comparing it to the corresponding results for the anti-protons.
A DCA criterion of less than 1 cm is used in the analysis reported here. This criterion reduces
the background protons contributions in the momentum range of the study to less than 2-3%. This
small effect across all beam energies is added to the systematic uncertainties obtained by varying
the DCA criteria between 1.2 and 0.8 cm.
(b) Efficiency corrections using unfolding of net-proton multiplicity distributions:
The unfolding method 4 was applied to a data set that provides the most dense charged parti-
cle environment in the detectors (0-5% central Au+Au collisions at
√
sNN = 200 GeV), where one
expects the maximum non-binomial detector effects. Detector-response matrices were determined
based on detector simulations with respect to generated and measured protons and anti-protons 5.
All possible non-binomial effects, including multiplicity dependent efficiency, were corrected by
utilizing the response matrices. The detector response in such cases was found to be best de-
scribed by a beta-binomial distribution. Even in this situation, the differences in the binomial 6 and
unfolding methods of efficiency correction were at a level of less than one σ of the uncertainties.
Cumulants and their ratios up to the fourth order, corrected for the detector efficiencies using
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Figure 6: Cumulants and their ratios up to the fourth order, corrected for proton and anti-proton
reconstruction efficiencies in
√
sNN = 200 GeV Au+Au collisions at 0-5% centrality. Results from
the conventional efficiency correction are shown as black filled circles, results from the unfolding
with the binomial detector response are shown as black open circles, and results from beta-binomial
detector response with α+ σ, α and α− σ are shown as green triangles, red squares and blue
triangles, respectively. The parameter α quantifies the deviation from binomial effects, obtained
from simulation. C2/C1 is scaled by a constant factor.
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the unfolding method, are shown in Fig. 6 for 0-5% central Au+Au collisions at
√
sNN = 200 GeV.
The results are obtained by using centrality bin width correction (CBWC) 34 at 2.5% bin width. For
each column, the first point is efficiency corrected using the binomial model method (as employed
in the present analysis), the next point is the result corrected for the binomial detector response
using the unfolding technique, and the last three points are from unfolding using the beta-binomial
response with three values of the non-binomial parameter. The results are ordered from left to right
in terms of increasing deviations of the response function compared to the binomial distribution.
Checks using unfolding of the distributions for central Au+Au collisions have been found to yield
values consistent with the cumulants obtained using the default binomial method of efficiency
correction, within the current statistics of the measurements. An alternate approach called the
moment expansion method 6 was used for efficiency correction and found to be consistent with the
unfolding method.
(c) Rapidity dependence of C4/C2 for 0-5% central Au+Au collisions:
The cumulant ratio C4/C2 of net-proton multiplicity distributions for 0-5% central Au+Au
collisions at
√
sNN = 7.7, 11.5, 14.5, 19.6, 27, 39, 54.4, 62.4, and 200 GeV is shown in Fig. 7.
The C4/C2 value is close to unity for all collision energies for the smallest rapidity acceptance. At
√
sNN = 200 GeV, theC4/C2 values remain close to unity as rapidity acceptance is increased, while
for
√
sNN = 7.7 GeV, the C4/C2 values increase as rapidity acceptance is increased. The C4/C2
values decrease as rapidity acceptance is increased at the intermediate collision energies of
√
sNN
= 19.6 and 27 GeV.
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(d) Values of polynomial function fit to κσ2 and Sσ and their derivatives versus√sNN:
The values of the parameters of the polynomial functions for κσ2 and Sσ at√sNN = 7.7, 11.5,
14.5, 19.6, 27, 39, 54.4 and 62.4 GeV are given in Table 1. The uncertainties on the parameters
are from the fitting procedure taking into account both the statistical and systematic uncertainties
on the data. The χ2/NDF = 1.3 for the fourth order polynomial fit to κσ2 versus √sNN and the
χ2/NDF = 0.72 for the fifth order polynomial fit to Sσ versus √sNN. The √sNN = 200 GeV data
point is not included to quantify the non-monotonic variations as the polynomial function fits either
did not converge or yielded larger χ2 values. It may also be noted that the possible critical point
is predicted to exist at baryon chemical potential values much larger than those corresponding to
√
sNN = 200 GeV.
The values of the derivatives of the polynomial functions for κσ2 and Sσ at√sNN = 7.7, 11.5,
14.5, 19.6, 27, 39, 54.4 and 62.4 GeV are given in Table 2. The uncertainties on the derivatives
are obtained by varying the data points randomly at each energy within the statistical and system-
atic uncertainties separately. This process assumes that the systematic uncertainties on the data
points are fully uncorrelated. In addition, we also provide an estimate of systematic uncertainty on
the derivative at each
√
sNN which assumes the systematic uncertainties on the data points to be
fully correlated. The statistical uncertainties on the derivative values are obtained by the random
sampling of the data points using a Gaussian distribution whose mean is the κσ2 or Sσ value of
the data and the width of the Gaussian is the statistical uncertainty, respectively, for the data point
at each collision energy. The uncorrelated systematic uncertainties are obtained in the same way.
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Table 1: Values of the parameters of fourth (fifth) order polynomial that describes the collision
energy dependence of κσ2 (Sσ) at various √sNN along with their uncertainties. The polynomials
are of the form ∑n pn(
√
sNN)n, n = 0-4 for fourth order polynomial and 0-5 for fifth order polynomial
and pn are the parameters.
Parameters κσ2 Sσ
p0 6.24 ± 1.78 0.51 ± 0.46
p1 –0.72 ± 0.22 0.08 ± 0.09
p2 0.03±0.01 –0.007± 0.006
p3 –0.0005±0.0002 0.0002 ± 0.0002
p4 0.000003 ± 0.000001 –3.3×10−6 ± 2.7×10−6
p5 – 1.8×10−8 ± 1.5×10−8
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Table 2: Values of the derivative of the fourth (fifth) order polynomial that describes the collision en-
ergy dependence of κσ2 (Sσ) at various √sNN. The first uncertainty on the derivative corresponds
to to statistical uncertainty on the data points, the second uncertainty corresponds to systematic
uncertainty on the data points assuming they are fully correlated and the third uncertainty corre-
sponds to the systematic uncertainty on the data points assuming they are fully uncorrelated. Also
shown are the significances of the derivative values from zero
√
sNN (GeV) Derivative of polynomial (κσ2) Sig. Derivative of polynomial (Sσ) Sig.
7.7 –0.341± 0.142 ± 0.031 ± 0.079 2.1 0.0071 ± 0.0214 ±0.0054 ± 0.0111 0.3
11.5 –0.212 ± 0.087 ± 0.022 ± 0.045 2.2 –0.0094 ± 0.0088 ±0.0029 ± 0.0044 1.0
14.5 –0.133 ± 0.055 ± 0.016 ± 0.026 2.2 –0.0161±0.004± 0.0014 ± 0.0024 3.5
19.6 –0.039 ± 0.023 ± 0.009 ± 0.013 1.5 –0.0189 ±0.0031 ±0.0001 ±0.002 5.1
27 0.026 ± 0.019 ± 0.002 ± 0.014 1.1 –0.0135± 0.0017± 0.0004 ± 0.00125 6.4
39 0.0203± 0.0107 ± 0.001 ± 0.01 1.4 –0.0052±0.00221±0.0005 ± 0.0017 1.9
54.4 –0.008 ± 0.018 ± 0.001 ± 0.011 0.4 –0.0072±0.0026±0.0001± 0.0024 2.0
62.4 0.05 ±0.058 ± 0.002 ± 0.047 0.7 0.0059 ±0.007± 0.0025± 0.0062 0.6
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This results in a new collision energy dependence of κσ2 and Sσ. This new set of data is then fitted
to the same order polynomial function as the default case and the derivative is obtained at each
collision energy. This process is repeated until the width of the distribution of derivative values at
each collision energy converges. The width of this distribution is taken as the uncertainty on the
derivative value. For obtaining the fully correlated systematic uncertainty on the derivative value,
all the κσ2 or Sσ data points are shifted up or down by the systematic uncertainties together. Then
the resultant collision energy dependence of κσ2 or Sσ is fitted by the same order polynomial func-
tion as the default case and derivative values obtained. The difference in the derivative values from
the default values is taken as the correlated systematic uncertainty on the derivative values. Also
shown in the Table 2 are the significance values for the derivative to be non-zero at each
√
sNN,
calculated using the statistical and the uncorrelated systematic uncertainties added in quadrature.
Various ansatz related to the fitting procedure have been checked to determine the robustness
of the sign change of the derivative values. These includes fitting the data to various orders of
polynomial function and varying the fitting range. Further, as suggested in Ref. 16 the κσ2 was
plotted as a function of M/σ2 to study the sign change of the derivative values. The values of the
derivatives of the fourth order polynomial functions for κσ2 versus M/σ2 are given in Table 3. The
conclusions of such studies qualitatively remain the same as presented in the current work. The
significance of the non-monotonic variation of κσ2 with M/σ2 was found to be 3.1σ.
As a cross check, we have estimated the uncorrelated systematic uncertainties on the deriva-
tive values by assuming the probability distribution for the uncertainties to be a uniform distribu-
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Table 3: Values of the derivative of fourth order polynomial that describes the κσ2 versus M/σ2
(C1/C2 ). The first uncertainty on the derivative corresponds to to statistical uncertainty on the data
points, the second uncertainty corresponds to systematic uncertainty on the data points assuming
they are fully correlated and the third uncertainty corresponds to the systematic uncertainty on the
data points assuming they are fully uncorrelated.
√
sNN (GeV) C1/C2 Derivative of polynomial (κσ2) Sig.
7.7 1.067 14.967 ± 13.12 ± 1.749 ± 6.965 1.0
11.5 1.035 12.17 ± 9.109 ± 1.47 ± 4.625 1.2
14.5 0.979 7.833 ± 4.114 ± 1.034 ± 1.869 1.7
19.6 0.901 3.176 ± 1.953 ± 0.56 ± 1.315 1.3
27 0.77 –1.365 ± 1.64 ± 0.072 ± 0.9973 0.7
39 0.597 –1.878± 1.605 ± 0.055 ± 1.369 0.9
54.4 0.468 1.116 ± 3.216 ± 0.164 ± 2.029 0.3
62.4 0.425 2.634 ±6.618 ± 0.285 ± 4.225 0.3
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Table 4: Same as Table 2, except that the probability distribution for estimation of uncorrelated
systematic uncertainties is assumed to be an uniform distribution.
√
sNN (GeV) Derivative of polynomial (κσ2) Sig. Derivative of polynomial (Sσ) Sig.
7.7 –0.341± 0.142 ± 0.031 ± 0.045 2.3 0.0071 ± 0.0214 ±0.0054 ± 0.0064 0.3
11.5 –0.212 ± 0.087 ± 0.022 ± 0.026 2.3 –0.0094 ± 0.0088 ±0.0029 ± 0.0026 1.0
14.5 –0.133 ± 0.055 ± 0.016 ± 0.015 2.3 –0.0161±0.004± 0.0014 ± 0.0014 3.8
19.6 –0.039 ± 0.023 ± 0.009 ± 0.008 1.6 –0.0189 ±0.0031 ±0.0001 ±0.0012 5.7
27 0.026 ± 0.019 ± 0.002 ± 0.008 1.3 –0.0135± 0.0017± 0.0004 ± 0.0007 7.3
39 0.0203± 0.0107 ± 0.001 ± 0.006 1.7 –0.0052±0.00221±0.0005 ± 0.001 2.1
54.4 –0.008 ± 0.018 ± 0.001 ± 0.007 0.4 –0.0072±0.0026±0.0001± 0.0014 2.4
62.4 0.05 ±0.058 ± 0.002 ± 0.027 0.8 0.0059 ±0.007± 0.0025± 0.00356 0.8
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tion. The derivative value and the significance at each collision energy are shown in Table 4. The
significance of the derivative values are increased compared to those shown in Table 2.
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