Dynamic positron emission tomography (PET) studies provide measurements of the kinetics of radiotracers in living tissue. This is a powerful technology which can play a major role in the study of biological processes, potentially leading to better understanding and treatment of disease. Dynamic PET data relate to complex spatio-temporal processes and its analysis poses significant challenges. In previous work, mixture models that expressed voxel-level PET time-course data as a convex linear combination of a finite number of dominant time-course characteristics (called sub-TACs), were introduced. This paper extends that mixture model formulation to allow for a weighted combination of scaled sub-TACs and also considers the imposition of local constraints in the number of sub-TACs that can be active at any one voxel. An adaptive 3-D scaled segmentation algorithm is developed for model initialization. Increases in the weighted residual sums of squares is used to guide the choice of the number of segments and of the number of sub-TACs in the final mixture model. The methodology is applied to five data sets from representative PET imaging studies. The methods are also applicable to other contexts in which dynamic image data are acquired. To illustrate this, data from an echo-planar MR study of cerebral hemodynamics is considered. Our analysis shows little indication of departure from a locally constrained mixture model representation with at most two active components at any voxel. Thus the primary sources of spatio-temporal variation in representative dynamic PET and MR imaging studies would appear to be accessible to a substantially simplified representation in terms of the generalized locally constrained mixture model introduced.
.
Introduction
Dynamic positron emission tomography (PET) studies can provide estimates of the local distribution and time-course of radiolabelled biological substrates in living tissue. The technology can be used to study numerous questions related to the in-vivo biology and biochemistry of human and animal species. As a result, there are immense implications for research into the understanding and treatment of human disease (Costa et al., 1999; Eary, 1999; Phelps, 2000; Schafers et al., 2002; Schwaiger and Melin, 1999; Spence et al., 2002) 1 . The size and complexity of data from dynamic PET studies represents a major challenge for analysis. Much of this complexity derives from the need to simultaneously consider both spatial and temporal components of variation. In this context, adaptations of various multivariate analysis methods including clustering, factor analysis, principal components and mixture modeling are of considerable practical interest (Adams et al., 1986; Bose and O'Sullivan, 1997; Choi et al., 1989; Cunningham and Jones, 1993; Hartigan, 1975; Kimura et al., 2002; Mardia et al., 1979; Martel et al., 2001; O'Sullivan, 1993; O'Sullivan and Roy Choudhury, 2001; Titterington et al., 1985; Wong et al., 2002) . This paper focuses on mixture analysis. In mixture analysis, voxel-level time course data are approximated as a weighted linear combination of a number of dominant time-course characteristics represented in the data. The analysis separates spatial and temporal variation which can facilitate quantitative analysis (Kimura et al., 2002; O'Sullivan, 1993; O'Sullivan, 1994; O'Sullivan and Roy Choudhury, 2001) .
To describe mixture analysis, it is convenient to represent the measured dynamic data as an array {z i (t), for i = 1, 2, . . . , I and t = 1, 2, . . . T } where z i (t) is the PET reconstructed activity (counts) over the i'th volume element (voxel) in the tissue and over the t'th timebin of data acquisition. The vector {z i (t), for t = 1, 2, . . . T } is referred to as the time activity curve at the i'th voxel. Division of z i (t) by the length of the t'th time-bin of data acquisition allows a conversion via calibration to units of micro-Curies per gram (µ Ci /gm). In 3-D PET studies, voxels are 3-D rectangles arranged on a regular lattice throughout the imaged volume. The co-ordinates of the centers of these rectangles are denoted {x i , i = 1, 2, . . . I}. The total number of voxels (I) and time bins (T ) depends on the particular study and on the tomograph. Specific examples are presented in Section 3 below. The mixture models used in O'Sullivan (1994) represent voxel-level time course data as a convex linear combination of a number of underlying time activity curves (called sub-TACs), each with its own characteristic spatial distribution. In a K-component model the approximation of data is
where µ k (t) represents the k'th sub-TAC in the model and π ik (lying in [0, 1] ) is the mixing fraction associated with that sub-TAC at the i'th voxel. The ² i (t) represent deviation from the model -this is assumed random with mean zero which, in a practical setting, needs to be checked. A key aspect of mixture modeling is the separation of spatial and temporal components of variation in the dynamic data set. Techniques such as principal component and spectral analysis can also be used for this purpose; however, there are some attractive features of the mixture modeling approach which are difficult to realize by these techniques. The most crucial element is that the sub-TACs used by mixture analysis are constrained to lie within the convex hull of the data. This constraint allows the sub-TACs to correspond to observed time-course data which can facilitate the physiological interpretation. In contrast, there is no guarantee that the analogue of the sub-TACs (eigenvectors) produced by a principal component or factor analysis (even with oblique rotation) can be interpreted in such terms; thus, it can be difficult to compare results (eigenvectors or maps of associated principal components scores) obtained for different studies (even on the same subject) in a quantitative manner. A possible exception is Martel et al. (2001) who describe a setting where reasonable quantitation has been possible. The spectral analysis approach of Cunningham and Jones (1993) with subsequent development by Gunn et al. (2002) , also expresses time course data as a convex linear combination of component time-courses. However, the component time-courses here are a pre-defined set of basis functions given by exponential functions convolved with an arterial blood input function. Potential limitations with the spectral approach are: (i) the necessity that there be no local variations in the delay of the tissue time-course relative to the blood input function (it is usually assumed that there is no delay), (ii) the interpretation of the spectrum in the case that the radiotracer is not metabolized according to a simple multi-compartment model for which the impulse response function is given by a sum of exponentials, (iii) the sensitivity to noise in the estimation of a large number of parameters (convex combinations) at each voxel, and (iv), the necessity to pre-define the rate constants in the exponential forms associated with individual ordinates of the spectrum. In contrast, the basis functions used by the mixture analysis (i.e. the sub-TACs) are adapted to the data at hand and, because of this, it is possible to analyze their characteristics without restrictive assumptions about their form or phase with respect to the blood input function (O'Sullivan, 1994 ).
Here the previously described mixture model (O'Sullivan, 1994 ) is generalized to allow the mixing fractions to adapt to the local scale of the data. This is done by removing the unitary constraint, P K k=1 π ik = 1 in equation (1.1). For identifiability the sub-TAC's, µ k (t), are (arbitrarily) scaled to have a maximum value of one. Based on the analysis of many PET data sets it was found that the number of components required to statistically describe the data at any one voxel could often be substantially reduced. This has lead to the consideration of locally constrained mixture models in which only a reduced set of components are involved. Here we consider models in which at most two (and possibly only one) components are included at any one voxel, i.e.
where the α ik are non-negative amplitudes of which at most two are non-zero. We emphasize that there is no constraint on the total number of sub-TACs available (K), the model only constrains the subset of those which are active at any voxel. Again ² i (t) represents (stochastic) deviation from the model. The methodology used to fit this new class of mixture models to dynamic data is presented in Section 2. Included in this methodology is a novel 3-D segmentation algorithm for initialization of the model. A hypothesis-testing approach with p-values obtained by simulation, is developed to assess the statistical appropriateness of the locally constrained mixture models. Section 3 presents a number of illustrative applications. These include: two cerebral glucose utilization studies, studies of cell proliferation in the head and chest, and a study of blood flow and pre-synaptic function in a heart. In addition, data from a dynamic echo-planar Magnetic Resonance Imaging study of cerebral hemodynamics is considered. With the possible exception of the cardiac example, where motion plays a role, there is little suggestion of departure from a locally constrained mixture model representation with at most two active components at any voxel. Thus the primary sources of spatio-temporal variation in representative dynamic PET and MR imaging studies would appear to be accessible to a substantially simplified statistical representation in terms of the generalized mixture model described. Complete detail on the examples are presented on the journal web-site.
Methodology
The first issue is the estimation of the local mixing amplitude vector conditional on the sub-TAC vectors being fixed. A simple weighted least squares approach is used. Even though weights are only crudely adapted to the data, weighted residuals (presented in Section 3 and in the supplementary material (http://www.biostatistics.oxfordjournals.org)) show remarkable conformity to a Gaussian form and so there is little evidence to suggest that the weighted least squares approach is not substantially efficient in a statistical sense. Reconstructed PET data do have an approximate Poisson structure (Maitra and O'Sullivan, 1998) but it should be noted that even with idealized Poisson data, ordinary un-weighted least squares can maintain remarkably high efficiency. Indeed investigations related to PET data have found little to suggest that significant improvements in efficiency can be achieved using more sophisticated Poisson based fitting criteria (O'Sullivan, 1995; O'Sullivan and Roy Choudhury, 2001) . When one considers the various corrections for attenuation, scatter, and dead-time, as well as the reconstruction process itself (O'Sullivan, 1995) , the strength of the Poisson assumption as applied to reconstructed PET images is perhaps not compelling. In any event, the residual analysis presented later support the Gaussian model. Obviously in the present setting there is some computational advantage to relying on simple weighted least squares. Incorporation of spatial smoothing constraints into the estimation of the amplitudes is not considered here. In part, this is because that spatial filtering is already used in the process of generating the volumetric image data (z(t)) and the amplitudes obtained by weighted least squares inherit this smoothness (O'Sullivan, 1995) . This is illustrated in the examples presented in the next section. It should be noted also that previous investigations of improvements in mean square error characteristics obtained by the incorporation of smoothing constraints into the estimation of mixture model parameters in simplified deconvolution problems with a structure similar to PET, have not indicated significant gains in performance are achieved (O'Sullivan and Roy Choudhury, 2001) .
Here the full unconstrained K-component mixture model in (1.2) as well as the best fitting locally constrained model are considered. A hypothesis testing procedure for assessment of adequacy of the constrained model is then described. Recursive removal of superfluous sub-TACs is used to identify the sub-TACs required for the final model. An alternating procedure for simultaneously updating the sub-TACs and mixing amplitudes is described but, for various reasons, this is not recommended. Finally, a segmentation technique is presented to help automatically identify sets of sub-TACs for mixture model initialization. An illustrative example is presented in the next section with further examples reported in the supplementary material (http://www.biostatistics.oxfordjournals.org).
Estimation of the Mixture Model and Assessment of Local Constraints
The criterion used for estimation of the local amplitude vector, α i = (α i1 , α i2 , ..., α iK ), is the weighted residual sum of squares misfit between the data and the mixture model, i.e.
wrss(α
The w i (t) 0 s are weights associated with the measurements z i (t) -these may vary in space and time. In the case of PET, the measurements have a pseudo-Poisson characteristic such that variance of z i (t) is roughly proportional to the mean. In kinetic analysis or region of interest data, the weights are often taken to be inversely proportional to the absolute value of z i (t) (Carson et al., 1993; O'Sullivan, 1993; Maitra and O'Sullivan, 1998) 2 . However the weights are specified, their adequacy can be evaluated by considering the weighted mixture model residuals
is the mixture model prediction of z i (t). Plotting the standardized weighted residuals against relevant factors such as time t, the spatial co-ordinate, x i , or the model predictionẑ i (t) provides diagnostic information for assessment of the adequacy of the model, including the choice of weights employed. If the weighted residuals show substantial conformity to a Gaussian distribution, one will have little worry about the efficiency of the weighted least squares fitting approach used. This is illustrated in Section 3.1 below and further demonstrated with the examples contained in the supplementary material (http://www.biostatistics.oxfordjournals.org).
The components of α i are subject to positivity constraints so the minimization of wrss(α i ) is a quadratic programming problem. The LSSOL code of Gill et al. (1986) is used for this computation. The local complexity of the mixture model is determined by the number of components which are required to represent the data. In order to evaluate the degree of complexity required, in addition to the full K component model, simpler models with only one and two components are examined. The estimated mixing vectors associated with these models are denotedα
i , respectively. Note these models are obtained by considering each of the K single component models as well as the set of K(K − 1)/2 two component models. In the case where the total number of components is modest (K < 25), this computation is manageable. In practical terms this has been found more than sufficient for any of the applications considered to date. If K were much larger then a more sophisticated approach, using backwards elimination, could be considered.
Statistical Assessment of Local Constraints
For model comparisons we consider the percent improvement in fits. The improvement in fit of the model which has two active component at the i th voxel relative to the model which has only one active component there is given by
2 A more sophisticated approach would be to employ an iteratively re-weighted procedure in which weights were inversely proportional toẑ i (t) = P K k=1 α ik µ k (t). This has not been found to yield significant improvements in performance. Moreover the iterative procedure would make consideration of all subsets practically unfeasible.
For comparison between the best locally constrained model with the unconstrained solution letα (R) i denote the optimal 1-or 2-component mixing vector solution (chosen from the available K components) and letα (F ) i denote the estimated mixing vector corresponding to the full K-component model. The relative improvement in fit is
In a multiple regression setting percent improvements in fit are simply related to standard extra sums of squares statistics which are often interpreted using established F-distributions. Such an approach is inappropriate here. Firstly, one might have concern that the approximate pseudo-Poisson behavior of the data might affect the distribution of the weighted residual sum of squares, i.e. the term in the denominator is not proportional to a χ 2 distribution with (T −q) degrees of freedom (q representing the degrees of freedom of the reference model, α
). This difficulty can be addressed. For example, if we assume z i (t) = φy i (t) where y i (t) is Poisson and φ is a non-negative scale factor, then following McCullagh and Nelder (1983, p 173) , the mean and variance of the weighted squared deviations between the model and the data can be calculated.
].
Note that these formulas can allow the possibility that the weights used, w i (t), may not match µ i (t) −1 . Thus the situation is more general than that presented in McCullagh and Nelder (1983, p 173) . However if w i (t)µ i (t) = 1 one is back to the standard case. The first two moments of the scaled weighted squared deviation, defined as
can be chosen to match those of a χ 2 -distribution, specifically χ 2 ν i /ν i where
ollowing the standard generalized linear model methodology the model comparison statistics in (2.1) can be referred to an F 1,ν * i (φ) -distribution whereφ is estimated from the scaled weighted residual squared deviation. For model comparison one would retain the 2-component model if ρ
exceeds the 95 0th percentage point of the F 1,ν * i (φ) -distribution. Ignoring the scaled Poisson correction and simply using an F 1,T −q for interpretation of the extra sum of squares increases the type 2 error and results in the 2-component solution being retained with greater frequency.
In the present context it turns out that the above adjustment is of little consequence because the lack of conformity to standard F-statistics under the null is primarily driven by the manner of selection of the optimally reduced 1-or 2-component models. As there are no analytic results and the computational burden is not excessive, a simulation approach is proposed to directly assess statistical significance. Data are simulated under the fitted null model, sayz i (t), according to
for t = 1, 2, ..., T , where ² * i (t) describes the standardized stochastic deviation from the mean. A variety of possibilities for these deviates could be considered including perhaps, resampling standardized residuals. However, based on the results reported in Section 3.1 below and the other datasets reported in the supplementary material there is substantial support for an approach which simply simulates data using standard independent Gaussian deviates for ² * i (t). Analysis of a series of simulated data sets yields a collection of values for the associated percent improvement in fit statistics. This collection represents an approximation to the distribution of the improvement in fit statistic, under the null hypothesis. Hence an approximate p-value can be defined as the fraction of simulated values which exceed the observed values. The empirical p-values associated with ρ , respectively. Under the assumption that the data conform to the null hypothesis, which includes the specification of stochastic variation contained in (2.3), the p-values, pval
and pval
, can be expected to have an approximate uniform distribution. Thus the degrees to which the distribution of the p-values over the set of voxels analyzed deviates from uniformity provides an assessment of departure from the hypothesis. An excess of smaller p-values indicates a lack of credibility of the reduced model. An overall test can be based on an assessment of the number (X) of p-values lying below some appropriate cut-off, say p o . If a total of I voxels are examined, under the null hypothesis that the reduced model is correct, X is a realization of a sum of I Bernoulli B(1, p o ) random variables. Under standard stationarity and mixing assumptions, the distribution of X can be approximated by a Gaussian, and a z-test based on
can be applied. Here σ X ≈ p V ar(X) . Thus if x is the observed number of voxel-level p-values below p o , an overall assessment of the null hypothesis is provided by the p-value P [Z > z obs ]. This p-value is approximated as 1 − Φ(z obs ).where Φ(·) is the standard normal cumulative distribution function.
To implement this program it remains to specify a value for p o and a formula for the approximate standard deviation, σ X . Of these, the later is more complicated. If the voxels are independent, then X is Binomial so V ar(X) = Ip o (1 − p o ). Due to the nature of the filtering applied as part of PET image reconstruction, data from neighboring voxels tends to be positively correlated (Carson et al., 1993; Maitra and O'Sullivan, 1998) . Although one would expect that the local scaling involved in the computation of the percent improvement statistics, ρ , would diminish the effect, it is still likely that there will be spatial dependence. An AR(1) form of auto-correlation among voxels is not an unreasonable approximation, see Maitra and O'Sullivan (1998) for an investigation of this phenomenon.
Note f I (φ) → (1 + φ)/(1 − φ) 3 as I → ∞ and numerical investigation shows that this limit is already remarkably well established over |φ| ≤ .95 when I = 500. For φ positive, f I (φ) exceeds unity. Thus the impact of PET auto-correlation will be to reduce the power of the test. A conservative approach is to base inferences on a value of φ = .95 which although somewhat high, should certainly provide adequate robustness against dependence with PET data. This is used in the examples presented in Section 3.2 below.
Mixture Model Simplification: Recursive Elimination of sub-TACs
Imagine that a set of K sub-TACs are given and we need to determine how many of these are really necessary for adequate representation of the data at hand. The relevant statistics are the sequence of misfit characteristics obtained with various sub-sets of the K subTACs. Computationally, as it is not feasible to consider all possible subsets, a backwards elimination procedure is applied in which the set of sub-TACs is recursively reduced by the removal of a single sub-TAC at a time. The choice of which sub-TAC to remove is based on the increase in the fit associated with removal of that sub-TAC. The change in fit associated with the elimination of the j th component is
where
represents the collection of sub-TACs with the j th member removed andα (−j) are the associated sets of mixing vectors. The evaluation of all possible sub-TACs in this way is time consuming so a simpler criterion is used to identify a sub-set of sub-TACs for consideration. We examine the degree to which sub-TACs can be approximated as a weighted combination of pairs of other sub-TACs and limit the computation of D j to the 2-3 sub-TACs for which the degree of approximation is best. Recursively eliminating sub-TACs in this manner leads to a sequence of misfit statistics denoted WRSS J for J = K, K − 1, K − 2, ..., 1. To aid the comparison of these nested models we consider the increments in the fit
If the true mixture model has J * sub-TACs then one would expect ∆ J * to be large relative to ∆ J for J > J * . The construction of a reference distribution for statistical evaluation of this sequence is not addressed here. Such a methodology would be valuable. The use of simulation has conceptual appeal but the required computations would make such an approach impractical at present. Our attempts to use adaptations of F-statistics for analysis of the ∆ J have not been successful. Whatever methodology is developed, it is important that it should depend on the specifics of the study including characteristics of the target tissue volume (normal and pathological cases) and the imaging protocol. For the examples in the next section it is found that a reasonable value for J can be based on where there is a flattening of the ∆ J sequence. We also emphasize that the fitted mixture model solutions and the associated residual diagnostics be examined to check that the selected models are reasonable. As experience with the methodology increases we may be able to develop more formal rules for model selection.
Updating the sub-TACs
The overall misfit of the mixture model is a function of the sub-TACs as well as the mixing vectors, and is given by
With α fixed, one could consider updating the sub-TACs µ =(µ k , k = 1, 2, ..., K). In PET studies it is natural to impose positivity constraints: µ k (t) ≥ 0 for t = 1, 2, ..., T . With this, the optimization of WRSS(α, µ) with respect to µ is another quadratic programming problem. An alternating approach for simultaneously updating both µ and α in order to minimize the overall misfit is easily developed. Here the additional normalizing constraint, P T t=1 µ k (t) = 1 for k = 1, 2, ...K, is required but this can be achieved by re-scaling prior to updating the mixing vectors. Without this constraint, there is an obvious lack of identifiability. The alternating scheme is an instance of the EM algorithm which has been used to compute principal components and factor analysis models in multivariate analysis (McLachlan and Krishnan, 1997) . Our experience, however, is that updating sub-TACs by minimization of WRSS(α, µ) over µ and α is fraught with difficulties. The essential problem is that positivity constraints on the sub-TACs are not sufficient to ensure a reasonable physiological interpretation of the sub-TACs. The optimization of the WRSS(α, µ) criterion can be expected to identify a unique K-dimension sub-space which is closest to the data, however, one can easily appreciate that there are many ways to represent this space in terms of a set of (non-negative) basis vectors. Many/most of these representations are not physiologically interpretable. In principal component analysis this ambiguity is addressed by the introduction of orthogonality constraints or by use of orthogonal or oblique rotations, but in the present situation such schemes are of limited value.
A more sophisticated approach which constrains the sub-TACs to be physiologically reasonable is desirable. For PET applications, there are often kinetic models available which could potentially be incorporated to impose a physiologically meaningful structure on the sub-TACs. Thus one might imagine requiring µ k (t) = η(t|θ k ) where η(t|·) is a time course associated with a kinetic model and θ k are parameters that can be constrained to ensure that µ k (t) is physiologically reasonable. The implementation of this idea is a substantial undertaking however, not the least because there are many situations where the necessary understanding of the kinetics is not currently in place. Note that parameters which control the scale of η(t|θ k ) would still need to be constrained to address identifiability issues in such an approach. Another approach might be to incorporate some temporal smoothing constraints into the sub-TAC estimation. This could be accomplished with regularization (Wahba, 1990) by incorporating a term in equation (2.4) to penalize for temporal roughness of the sub-TACs. Alternatively, the iterative updating of the mixing and sub-TAC vectors can be modified to incorporate an explicit smoothing step (such as a simple kernel method) of the unsmoothed sub-TAC estimates corresponding to the current set of mixing vectors. This can be viewed as an example of an EMS algorithm of the type developed by Silverman et al.(1980) for indirect estimation problems. We have implemented this approach but find that considerable care is needed to ensure that the temporal smoothing does not eliminate sharp features such as the signature of a blood pool. Overall our experience is that the automated simultaneous updating of sub-TACs and mixing vectors, by minimization of the overall model misfit with constraints, does not lead to meaningful results. Great care is needed to avoid solutions (like principal components and factor analysis) that provide algebraic representations of the data but which are very difficult/impossible to interpret. In practice we have relied on segmentation to create a set of reasonable and interpretable sub-TACs for mixture analysis. A description of this technique follows.
A 3-D Segmentation Algorithm for Definition of Sub-TACs
It would be ideal to construct sub-TACs based on known structures in the tissue volume being imaged (such as white or grey matter in the brain). Indeed with sufficient anatomic resolution and user skill, interactive region-of-interest (ROI) drawing tools can sometimes be applied to recover time course characteristics for such structures. However this process is often extremely time consuming even for well trained analysts. More often, the limited spatial resolution of PET and the underlying biological heterogeneity of the target tissue create substantial difficulties. To address this problem, we have developed an initialization procedure based on a 3-D image volume segmentation algorithm. Segmentation is a tool which allows the partitioning of a collection of voxels into groups with self-similar timecourse characteristics. The technique can be thought of as an adaptation/generalization of regression tree methodology (Breiman et.al, 1984) to the case where the independent variables in the regression are voxel co-ordinates and the dependent variable is a vector. If the voxel co-ordinate information is ignored, segmentation reduces to familiar cluster analysis (Hartigan, 1975) . There are many methodologies available for segmentation. The approach used here is based on an adaptation of the split-and-merge paradigm (Bose and O'Sullivan, 1997; Chen et al., 1991) , illustrated in Figure 1 . First recursive splitting is used to reduce the tissue volume to a large number of boxes with the property that the data within each box has a high degree of homogeneity (low weighted sums of squares deviation from the mean). This is followed by a merging process that recursively combines regions whose union leads to the smallest increase in regional inhomogeneity. Initial regions are the boxes produced by the splitting process. The algorithm used to implement splitting is straightforward, but the one used for merging is not. Since the mixture model allows for local adaptation for scale, the segmentation process used here is based on scaled time-course data. The scaled data are defined as y i (t) = z i (t)/z i. where z i. = P t z i (t). The scaled data are weighted byw i (t) =w i ·w t wherew i is inversely proportional to z i. . By default the timedependent weighting,w t , is inversely proportional to the marginalw i -weighted variance of y i (t). Zerow i -weight is assigned to any voxel where z i. is smaller than max i (z i. ) × 10 −3 or where more than 25% of the y i (t)-values are negative. Note operational reconstructions for many PET scanners (including GE Advance series) are not constrained to be positive. Indeed, for the most part reconstructions are still based on variations of simple smoothed least squares procedures. The temporal weighting,w t , can be modified to allow a user to place more weight at particular times of interest. This latter feature is useful in the case of multiple-injection PET studies where the injected dose of radiotracer may vary from one injection to the next. In the segmentation algorithm, the splitting procedure makes essential use of the fact that the weights have a product form; the merging procedure is more general and can incorporate arbitrary weighting functions. The details of the splitting and merging are given next.
Splitting
Splitting generates hyper-rectangular boxes with the property that the inhomogeneity, measured by the weighted sums of squares deviation from the mean scaled time-course, within Figure 1 : Illustration of Split-and-Merge Segmentation for a simulated 2-D Image with three distinct segments, none of which are a set of contiguous pixels. True (left) and Data (right) are shown on the top row in the same grey scale. A set of B = 10000 boxes are generated by splitting. The assignment of these boxes to each of the K s = 3 segments (coded green, yellow and red) are shown in the lower right. The percent of variance unexplained (RSS) as a function of the number of segments is shown on the lower left. Note that the merging procedure typically achieves a much lower RSS for a given number of segments. Changes in the RSS ( ∆ K * in equation (2.6) are shown in green in this graph -scale on the right). Notice a sharp change in the ∆ K sequence is achieved with K s = 3. Thus the correct number of segments are identified with this approach. Details of the algorithm are described in the text (2.4.1-2.4.3). each box, is as small as possible. At each stage the box with the highest degree of inhomogeneity is divided into two boxes by splitting along one of the voxel co-ordinate axes. This is achieved by examining each axis in turn and finding the optimal way to divide the volume into two using that axis. The axis which produces the greatest degree of homogeneity in the pair of boxes obtained by splitting on that axis is used. This procedure is essentially the same as the tree growing procedure used in the classification and regression tree methodology of Breiman et al., (1984) . In their nomenclature, the time activity curve data z i is the (multivariate) response and the 3-dimensional voxel co-ordinate, x i = (x i1 , x i2 , x i3 ), is the covariate. The main difference between this approach and the method used in the algorithm of Chen et al. (1991) is that the split points here are optimized to the data in the volume under consideration. A further difference is that the algorithm of Chen et al. (1991) is defined for planar data only. In many cases the totality of data is large so a principal components type projection of the data is used during the splitting process. This procedure finds an expansion for the data in terms of a linear combination of T r < T orthonormal vectors, {γ 1 , γ 2 , . . . , γ Tr }, such that the total weighted least squares projection of the data onto these vectors is minimized. The criterion used is
where the u i 's are chosen to minimize the residual sum of squares at the i'th voxel; i.e., u i (s) = Following Mardia et al. (1979) , the optimal γ s 's are eigenvectors of the weighted sums of squares matrix,
With principal component projection, the vectors, {y i (t), t = 1, 2, . . . T }, are replaced by (u i (1), u i (2), . . . , u i (T r )) 0 . The choice of T r is determined by the computer's memory size. The data structure resulting from the splitting process is an array of left and right endpoint co-ordinates for each of the boxes. If there are a total of B boxes then the left and right end-point arrays are denoted {(l b , u b ), b = 1, 2, . . . B}. The i'th voxel is a member of the b'th box if x ij ∈ (l bj , u bj ] for j = 1, 2, and 3. Note that a very large number of boxes are employed in the applications (B = 10, 000) and as a result this parameter does not have an essential bearing on the approximation characteristics of the overall segmentation.
Merging
There are two phases in the merging process. During the first phase regions are required to comprise of contiguous groups of voxels; in the second phase this constraint is relaxed and regions are allowed to be combined even if they are not adjacent. The motivation for the first phase is partially computational and partially because it tends to correctly identify components of tissue which are spatially contiguous and relatively homogeneous, such as sections of grey matter in the brain. The second phase provides the ability to capture more diffuse signals arising from isolated regions scattered throughout the tissue volume-signals from blood pools can be identified with the approach. The merging process begins with each box defining a separate region and then recursively combines regions until the total number of regions reaches a desired value, K s . The first phase is continued until there arē K À K s regions and the second phase reduces the number of regions fromK to K s . Based on the data analyzed, it has been found that a value ofK = 200 − 500 is quite reasonable; the implementation usesK = 500. A-priori the value for K is not known; a selection scheme is discussed below. Phase I: The initial set of regions are the boxes generated by the splitting. At a particular stage there are K * regions, denoted by R k for k = 1, 2, . . . K * . The merging algorithm rests on maintaining the region membership for each box, (l b , u b ], obtained from splitting as well as the following information for each of the K * regions
Herew k is the vector sum of certain weights associated with voxels contained in the region, µ k is the weighted mean of the time-course data in the region, N k is a list of neighboring regions, and D k are distances between region k and each of the regions in the list N k . The weights arew k (t) = P i∈R kw i (t)[y i (t)−µ k (t)] 2 where thew i (t) 0 s are weights associated with the scaled data, y i (t). The distances between regions are defined as the increase in the total weighted sums of squares deviations from regional mean resulting from the combination of individual regions. Thus for
The neighborhood list for a region is generated by considering the collection of boxes making up the region (the region membership of boxes is maintained). For each such box the regional membership of all adjacent boxes are examined and if there is an adjacent box belonging to a different region then that region is a neighbor of the region under consideration. Two boxes b and b 0 are adjacent to each-other if they overlap or have a face in common, i.e.
The list of boxes adjacent to a given box is determined once, giving sets A b for b = 1, 2, . . . , B. To make the computation efficient, only the nearest (in terms of the distance function) L regions or adjacent boxes are included in the lists N k and A b . In the present implementation L is set to ten. The merging process begins with each box being a separate region, so K * = B and N k = A b for k = b = 1, 2, . . . B. At a given stage, regions k * 1 and k * 2 are combined if
The weight, mean and box membership for the combined region is readily updated. The neighborhood lists and corresponding distances are computed for the newly formed combined region as well as for any other regions containing either k * 1 or k * 2 in its neighborhood list. Phase II: Here the algorithm is the same as in Phase I except that now there are no neighbor constraints on the merging steps.
Choice of the Number of Segments
The merging procedure is run once to its limit -the single region solution. From the results of this analysis a sequence of weighted residual sums of squares statistics associated with the fit of the set of segmentations is obtained.
whereŷ i (t) is the weighted mean (i.e. one of µ k for k = 1, 2, . . . K * ) corresponding to the region in the K * segmentation that contains the i th voxel. R 2 statistics associated with these fits are defined as R 2
The changes in the fit associated with the merging of two regions are considered. These values are given by
A plot of the sequence {(K * , ∆ K * ), K * = 2, 3, ...., B} typically shows an initial set of relatively large values which become progressively smaller (not necessarily monotonic) as K * increases. In essence the plot is an analogue of the scree graph used in principal component analysis (Mardia et al., 1979) . It is reasonable to assume that a statistically appropriate segmentation for the data will be achieved with a relatively modest (say fewer than 100) number of regions. Thus the improvements in fit obtained with very large numbers of segments are used to provide a frame of reference for assessment of over-fitting at more modest values of K * . Using this idea we suggest that a reasonable choice for K is one for which the values of ∆ K * for K * > K have a pattern similar to those arising at large values of K * , say K * > 100. As will be illustrated in the examples, this scheme is quite easy to apply in our applications. Given that we have a methodology for removal of unnecessary sub-TACs from the mixture model (see Section 2.2), if there is doubt about its precise value based on the ∆ K * sequence, it is appropriate to select a higher value for K. Once the value of K has been selected, the merging algorithm is re-run from K * = B until K * = K to obtain the final segmentation. Whatever value of K is selected, the analyst can examine the set of resulting sub-TACs (µ 0 k s) and check that their temporal structure is reasonable and also that the spatial structure of the associated region R k is sensible.
Illustration and Evaluation of the Local Mixture Model Constraints
This section presents an illustrative example of a mixture analysis for a cerebral glucose utilization study in a normal subject. It goes on to report on results of examinations of local mixture model constraints for a set of five examples spanning a range of dynamic imaging protocols with PET. Data from a dynamic perfusion study with echo-planar Magnetic Resonance is also considered. Characteristics of the data analyzed in terms of spatial and temporal resolution, radio-tracers, target tissue volume etc. are given in Table 1 below. A separate document, available as a pdf-file supplement on the journal web-site (http://www.biostatistics.oxfordjournals.org), contains complete mixture analysis results for these studies. This pdf-file allows readers to examine figures at magnifications that are not possible to present here. Note that all the analyses presented use a weighting function w i (t) = w i w(t), where w i is inversely proportional to counts at the i0th voxel (c.f Carson et al. (1993) ) and w(t) is inversely proportional to the sums of squared deviation from the fitted scaled segmentation model (see 2.2). The number of segments and the number of components in mixture models are selected according to the diagnostics discussed in Section 2 above. The illustration is presented first.
Cerebral Glucose Utilization in a Normal Subject
18 F -Fluorodeoxyglucose (FDG) (Phelps et al., 1979; Spence et al. 1998 ) is the most widely used radiotracer in PET. It is used to assess glucose utilization characteristics of tissues in-vivo. A neuro-oncology group at the University of Washington has been using PET to study brain tumors and their response to therapy (Spence et al., 1998) . As part of these investigations a series of glucose utilization studies have been carried out on normal subjects (Graham et al., 2002) . Data from one of these subjects is considered. FDG was injected intravenously followed by PET imaging of the time-course of the radio-tracer in the brain using a GE Advance scanner. Dynamic time-binned volumetric images of the radioactivity (measured in counts) were acquired over a 90 minute time period. A total of T = 31 time binned scans were acquired. The temporal sampling frequency varied throughout the 90 minutes, with more intensive sampling occurring immediately following the tracer injection. The sampling protocol entailed a 1-minute pre-injection scan followed by 4(15second) scans, 4(30second) scans, 4(1 minute) scans, 4(3 minute) scans and 14(5 minute) scans. Each scan provided a time-binned image volume with a total N = 128 × 128 × 35 voxels arranged on a regular lattice in transverse slices throughout the brain -35 (4.5mm thick) planes with 128 × 128 (2.25mm × 2.25mm) pixels per plane. Grey-scale multi-planar views obtained using Alice (1999) with transverse, coronal and sagittal scans are shown in Figure 2 . Differentiation between the white and grey matter structures is seen as lighter and darker areas, respectively. A region of interest corresponding to the interior of the head was defined using the Alice (1999) ROI drawing tool. There are a total of I = 72081 voxels in this ROI. Segmentation of the scaled time-course data was carried out using the algorithm described in Section 2.4. Diagnostics for the segmentation are presented in Figure 3 . Between 10 and 100 segments the ∆ K * -values have a very similar range to those achieved between 500 and 10000. Using the latter as a reference for over fitting, there is little motivation for selection of a segmentation with any more than 6 segments. To be conservative a 12 region segmentation is used. The segmentation explains about 10 percent of the weighted sums of squares deviation from the mean in the scaled data. The mixture analysis was initialized with the set of 12 sub-TACs produced by the segmentation. The fit of the mixture model does not improve substantially beyond 3 components - Figure 3 . The three component model explains 97.2% of the variability in the data. Time-courses (sub-TACs) corresponding to the final mixture model are plotted in the Figure 2 . Two of the sub-TACs (labeled 2 and 3 in Figure 2 ) are seen to have a sharp spike, these patterns show little or no tracer retention in the tissue -they correspond to blood signals. There is minimal retention or metabolism of glucose in the blood. In contrast, the sub-TAC labeled (1) has a smoother pattern indicating significant retention of the tracer. The spatial distribution of the amplitudes of the fitted mixture model components are displayed in Figure 2 . The split colour scale used shows the underlying uptake in grey-scale and the amplitude intensity displayed on a colour scale ranging from dark blue to pink. By integrating the fractional contribution of each sub-TAC over the image voxels an assessment of its overall importance is obtained. The dominant signal is described by the retention characteristic (sub-TAC labeled 1). This signal is represented in over 90% of the tissue volume. The other two sub-TACs represent 6% and 4% of the tissue volume. These amplitudes have their greatest intensity in the regions with relatively large blood pools. Notice that the third sub-TAC is localized in the nasal cavity and top of the head. The second sub-TAC has a more diffuse pattern throughout the grey-matter. It is noteworthy that the distinction between white and grey matter and indeed variation within these structures is largely described by changes in the intensity of the amplitude of the normal brain time-course. This contrasts with previously used mixture models (O'Sullivan, 1994) defined via equation (1.1) which typically required several sub-TACs to adequately represent a structure such as grey matter. A random sample of 1000 voxels were used to examine standardized residuals corresponding to the fitted mixture model. The temporal pattern of standardized residuals is shown in Figure 2 . There is no evidence of systematic temporal variations in the mean or variance. The distribution of the standardized residuals is compared to a standard Gaussian distribution via a quantile-quantile plot, Figure  3 . The agreement is remarkably good, giving a high degree of confidence in the statistical efficiency of the weighted least squares fitting procedure. Further analysis (not displayed) does not indicate that the residual variability is systematically related to predicted values, the partial auto-correlation function of residuals over time shows no indication of temporal correlation. Finally, the spatial structure of residuals was examined by considering an image display of the residual mean standard deviation. The result was an essentially blank pattern, i.e. no indication of systematic spatial structure in the pattern of misfit. Perhaps from a practical perspective such considerations are somewhat mute, given that the fitted model explains 97.2% of the variance in the data.
Model Comparisons
Mixture model analyses were conducted for a set of six dynamic imaging studies, five with PET and one with dynamic MR. The objective of these analyses was to examine the ability of the locally constrained mixture models to represent a range of different types of spatial and temporal patterns arising from the study of different tissue volumes (cerebral and non-cerebral) with distinct imaging protocols (different tracers and acquisition sequences). In each of the analyses 3-D segmentation was used to define a set of subTACs which were subsequently reduced using the backwards elimination scheme described in Section 2.3. The mixture models results presented in the supplementary material (http://www.biostatistics.oxfordjournals.org) were constrained at each voxel to use at most two of the available set of K sub-TACs. The choice of the degree of segmentation and the number of components, K, in the final mixture model is based on inspection of the diagnostics discussed in Section 2. These diagnostics, including weighted residuals, are presented for each of the examples in the supplementary material. Table 1 i p-values is remarkably uniform. Box-plot summaries of p-value distributions for individual studies are also shown in Figure 4 . These results show substantial departure from a mixture model in which only one sub-TAC is active at any voxel. Allowing two sub-TACs to be active dramatically improves the fit. Indeed, the residual diagnostics (spatial and temporal patterns) show no evidence of systematic lack of fit with these models. Temporal patterns are given in the supplementary material (http://www.biostatistics.oxfordjournals.org), where it is seen that images of spatial misfit show no structure of concern. Summary statistics associated with comparisons between models with one and at most two locally active sub-TACs are given in Table 2 . Corresponding comparisons between the full and reduced mixture model with at most two active sub-TACs at any voxel are shown in Table 3 . Table 2 shows clear evidence against the models having just one active sub-TAC at any voxel. Not only are (adjusted) p-value assessments un-equivocal, it is clear that improvements in fit of more than 10% are seen throughout the region of interest. Table 3 summarizes results evaluating departures from the locally two sub-TAC model. While the cardiac and MR studies show statistically significant departures, the improvements in fit achieved here is found to be quite modest with only a small fraction of voxels showing an improvement in fit of more than 10% associated with the full-model. Furthermore when residual diagnostics are considered (see the supplementary material: http://www.biostatistics.oxfordjournals.org) it is difficult to see a case for the unconstrained model. In the cardiac case there is motion throughout the image acquisition and since there was no attempt to adjust for this via gated reconstruction, it is not surprising that there is some evidence against the locally two sub-TAC model. 
Discussion
A locally constrained mixture analysis methodology, extending the approach in O'Sullivan (1994) has been developed for application to 3-D dynamic PET and related MR imaging studies. The methodology enables simplified consideration of spatial and temporal components of variation in these complex data sets. A novel shape-sensitive segmentation algorithm has also been developed for initialization of sub-TACs in this mixture analysis. The techniques are applied to representative dynamic PET imaging studies with satisfactory results. The techniques are also applied to a dynamic MR study. The assessment of statistical departure from local constraints is evaluated in terms of extra sums of squares statistics. Because the methods involved entail consideration of models with complex constraints, a simulation approach is used to derive p-value assessments of the strength of evidence against the hypotheses of local constraints in the mixture analysis. If the nullhypothesis is correct the marginal distribution of p-values should be uniform. A simple overall test is derived from this. Adjustments for spatial auto-correlation in voxel-level pvalues provides for a more robust inference based on the overall test statistic. Application of the approach to data from a representative set of widely used dynamic PET imaging protocols as well as to MR perfusion data, indicate that the locally constrained mixture models adequately represent spatio-temporal variation in these settings. Although some evidence of departure from the local 2-component constraints is found for a cardiac PET example and for MR perfusion data, the magnitude of the departure is not large. Indeed consideration of residual model diagnostics makes little argument for adding complexity to the mixture model in these cases. The techniques developed here would have applicability to other settings in which dynamic imaging studies are encountered, e.g. cellular level dynamic confocal imaging.
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