We consider the action of the (combinatorial) Laplacian of a finite and simple graph on integer vectors. By a Laplacian monopole we mean an image vector negative at exactly one coordinate associated with a vertex. We consider a numerical semigroup H f (P ) given by all monopoles at a vertex of a graph. The well-known analogy between finite graphs and algebraic curves (Riemann surfaces) has motivated much work. More specifically for us, the motivation arises out of the classical Weierstrass semigroup of a rational point on a curve whose properties are tied to the Riemann-Roch Theorem, as well as out of the graph theoretic Riemann-Roch Theorem demonstrated by Baker and Norine. We determine H f (P ) for some families of graphs and demonstrate a connection between H f (P ) and the vertex (also edge) connectivity of a graph. We also study H r (P ), which arises out of the result of Baker and Norine, and explore its connection to H f (P ) on graphs. We show that H r (P ) ⊆ H f (P ) in a number of special cases. In contrast to the situation in the classical setting, we demonstrate that H f (P ) \ H r (P ) can be arbitrarily large and identify a potential obstruction to the inclusion of H r (P ) in H f (P ) in general, though we still conjecture this inclusion. We conclude with a few open questions.
Introduction
1.1. Overview. Let G = (V (G), E(G)) be a finite, simple, and undirected graph of order n ≥ 2. The (combinatorial) Laplacian of G is the n × n square matrix ∆ = D − A, where D is the diagonal matrix of degrees and A is the adjacency matrix of G. The Laplacian of graphs is well-studied; see [6, 9, 21] for examples. Consider ∆ as a linear map from Z n to Z n . Letting the summands of Z n be indexed by the vertices V (G) of G, we identify the domain of ∆ with integer-valued functions on V (G). It immediately follows from the definition of ∆ that v∈V (G) (∆(f )) v = 0 for any f ∈ Z n . Fix P ∈ V (G), and let F (P ) = {f ∈ Z n : (∆(f )) v ≥ 0 if v = P }. Thus, F (P ) is the set of P -monopoles, namely functions having P as their only pole. The set H f (P ) = {α ∈ N : ∃f ∈ F (P) such that (∆(f )) P = −α} is the primary object of study in this paper.
Why are we interested in H f (P )? Some more notions and terminology are needed. We will identify Z n of the codomain of ∆ with the free abelian group Div(G) on V (G). Elements of Div(G) are called divisors, and we write D = n i=1 a i P i , where P i ∈ V (G), for a divisor D ∈ Div(G) ∼ = Z n .
1. H f (P ) is a numerical semigroup; i.e., it is a subset of the set of nonnegative integers N, and it is closed under addition, contains the zero element, and has a finite complement in N; For more on classical Weierstrass semigroups, please see [1, 11] . Returning to graphs, in the present terminology, H f (P ) is again the collection of nonnegative integers α that arise as coefficients of the polar divisors of functions (defined on V (G)) with a single pole at P ; it is easily seen that it is a numerical semigroup. In [4] , Baker and Norine defined the rank r(D) of a divisor D on a graph G, and they proved that the rank function satisfies a Riemann-Roch-type theorem; they carried further their investigation in [3, 5] . The Riemann-Roch theorem on graphs by Baker and Norine sets up a study of Weierstrass semigroups on graphs in parallel with that in the classical setting. We determine H f (P ) for trees, unicyclic graphs, and complete graphs. We demonstrate a connection between H f (P ) and the vertex (also edge) connectivity of a graph. We also study H r (P ) and explore its connection to H f (P ) on graphs. We show that H r (P ) ⊆ H f (P ) in a number of special cases, including for a vertex P of degree-one or having a neighbor of degree-one on a graph in general, any vertex P on a tree, and on a unicyclic graph with some mild symmetry requirement at the vertex P . We identify a potential obstruction to the inclusion of H r (P ) in H f (P ) in general, though we are still inclined to conjecture this inclusion. In contrast to the equivalence given in claim 4 above, we demonstrate that H f (P )\H r (P ) can be arbitrarily large. We conclude with a few open questions.
Here is a further bit of context and justification for the present line of inquiry. If we consider the Laplacian ∆ of a graph of order n as a vector space map over a field F, then the image (or range) of ∆ is simply the orthogonal complement of the all-one vector in F n , and this would be the end of the story. The action of ∆ on Z n , however, has given rise to the large, rich, and interesting theory of the Jacobian (the torsion part of Z n ∆(Z n ) ) of a finite graph. We will say a bit more about the Jacobian herein later; see [2, 7, 8, 13, 16, 21] for details. However, it's not priori clear how one may determine the image of ∆ from its cokernel. For example, a unicyclic graph G has Jacobian isomorphic to Z kZ , where k is the length of the unique cycle in G, by the matrix tree theorem and [21] . However, as we'll see in Section 3, ∆(Z n ) is not determined by k.
1.2. More Notation and Basic Facts. We will call g = |E(G)| − |V (G)| + 1 the genus of the graph G, in conformity with [4] . We are mindful that g is commonly known as the "cycle rank" or the "cyclomatic number" in graph theory literature wherein the term genus refers to a different notion. As explained in [4] and also evident in this paper, calling g the genus is a recognition of the fact that it plays a role for graphs analogous to what genus (the number of holes) plays for Riemann surfaces or algebraic curves; such thinking should be helpful in understanding the present subject matter.
The set of positive integers is denoted by Z + . Given a 1 , . . . , a k ∈ Z + with gcd(a 1 , . . . , a k ) = 1, the numerical semigroup generated by
We say that α is a gap of a 1 , . . . , a k (equivalently, of a numerical semigroup S) if and only if α ∈ N\ a 1 , . . . , a k (equivalently, α ∈ N \ S). A general reference for numerical semigroups is [15] Denote the set of integer-valued functions f on V (G) by M(G); thus M(G) ∼ = Z n . It can be easily checked from the definition of the Laplacian that the divisor of f , namely ∆(f ), can be more explicitly expressed as follows:
The Jacobian of a graph G is the quotient group Jac(G) = Div 0 (G) P rin(G) , where Div 0 (G) denotes the set of all divisors of degree zero on G and P rin(G) denotes the set of all principal divisors on G. It is not hard to see Z n ∆(Z n ) ∼ = Z ⊕ Jac(G). The Jacobian of a graph has also been variously referred to as the Picard group, the critical group, or the sandpile group; it is well-studied; see above citations.
The rest of this paper is organized as follows. Section 2 contains the more general results. Examples are given in Section 3. The paper concludes with further discussion and open questions in Section 4.
Weierstrass semigroups on graphs
We begin this section with a useful observation. The linearity of the Laplacian and the fact that a function h constant on
Next, we check that H f (P ) is what is customarily referred to as a numerical semigroup -though it obviously contains zero and is thus a monoid. ∈ suppA}, we call H f (P ) the Weierstrass semigroup at the vertex P , in alignment with the theory on algebraic curves. To aid our investigation of H f (P ), we consider another set H r (P ), as well as some further notions defined in [4] .
In [4, Theorem 1.12], Baker and Norine prove the following analogue of the Riemann-Roch Theorem for finite graphs:
It follows immediately from the definition of r(D) that r(D) = −1 if deg D < 0, as a divisor of negative degree cannot be greater or equal to a divisor of nonnegative
Hence, α ∈ H r (P ) and G r (P ) ⊆ [0, 2g − 1]. To see that |G r (P )| = g, notice that 
Inequality (*) implies that ∆ Q (h) − A Q ≥ 0 ∀Q = P ; which, along with the fact P ∈ supp (A), forces inequality (**) to imply ∆ P (h) + (α − 1) < 0 ( †). Inequality (*), together with P ∈ supp (A), also implies ∆ P (h) + α ≥ 0 ( ‡). Now, inequalities † and ‡ together imply that −∆ P (h) = α, and thus α ∈ H f (P ).
Consider now the case where r(αP ) = r((α − 1)P ) + 1 and Obstr 0 ((α − 1)P ) = ∅. Take A ∈ Obstr((α − 1)P ) and write
We will see that H red r (P ) = H r (P ) for some graphs, and we conjecture that H red r (P ) = H r (P ) for any graph G. Taking a step towards proving the conjecture, we need another result from Baker and Norine, namely [4, Next, we define a family of functions that will be useful in determining certain elements of numerical semigroups. Definition 2.7. Let G be a graph with vertex set V (G) = {P 1 , P 2 , . . . , P n }. The indicator function f Pi is defined by
Next, we show that deg(P ) is the smallest nonzero element of H f (P ), provided that the vertex P is not a cut-vertex of G. Recall that edge connectivity of a graph G, denoted by λ(G), is the minimum number of edges of G whose deletion disconnects G. We say that G is (k + 1)-edge connected if and only if no set of k edges disconnects G. Baker and Norine in [4] defined, for any vertex P ∈ V (G) and any k ∈ Z + , the Abel-Jacobi map S 
Remark 2.16. The (vertex) connectivity of a graph G, denoted by κ(G), is the minimum number of vertices of G whose deletion disconnects G. Denote by δ(G) the minimum degree of a graph G and by λ 2 (G) the second smallest eigenvalue of the Laplacian of G. Then, it is well known that δ(G) ≥ λ(G) and λ 2 (G) ≤ κ(G) ≤ λ(G) (see, for example, [9] ). We note that Corollary 2.15 extends the chain of inequalities from the opposite side of λ 2 (G), with a parameter also stemming from the Laplacian of G.
On Weierstrass semigroups of some graph families
In this section, we determine the Weierstrass semigroups of vertices of trees, unicyclic graphs, complete graphs. Let the vertices on the unique cycle C of G be cyclically labelled v 1 , . . . v k ; note k ≥ 3. Proposition 2.12 addresses the case where P is a cut-vertex. It's easy to see that if G − P is connected for P ∈ V (G), then either P has deg(P ) = 1 or P is a degree-two vertex on C. If deg(P ) = 1 (i.e. P is an end-vertex), then Theorem 2.9 yields H f (P ) = N. If P is a degree-two vertex on C, then Theorem 2.9 yields 2 ∈ H f (P ). We will show that 3 ∈ H f (P ), and then H f (P ) = 2, 3 = N − {1}.
Let E(C) be the set of edges of C; by the tree rooted at v ∈ V (C) we mean the component of G − E(C) which contains v. WLOG, let P = v 1 be a vertex of degree two. Consider the function f on V (G) defined by f (v 1 ) = 0, f (u) = 1 for any vertex u belonging to the tree rooted at v k , and f (u) = 2 otherwise. Then ∆(f ) = E − 3P , where E ≥ 0 and P / ∈ supp (E), and thus we have 3 ∈ H f (P ). Now, let's look at unicyclic graphs through the Riemann-Roch lens. Since g = 1, by Lemma 2.3, H r (P ) = N − {1}. Let's see this explicitly. With D = 0P = 0 and g = 1, we have from R-R the equation r(0) = 0 + 1 − 1 + r(K − 0). But, r(0) = 0 by definition for the rank of a divisor; this yields r(K) = 0, which means K, besides having degree zero, equals zero as a divisor in Jac(G). Thus, noting r(−P ) = −1 by definition, we have r(P ) = 1 + r(−P ) = 0 = r(0P ), and hence 1 ∈ G r (P ). Now, r(P ) = 0 implies the existence of an E ∈ Div 1 + (G) and an h ∈ M (G) such that ∆(h) ≥ E − P , whereas ∆(h) ≥ E − 2P . Clearly, E cannot be P . So, ∆(h) = E ′ − 2P with E ′ ∈ Div 2 + (G) and P / ∈ supp (E ′ ). This gives us 2 ∈ H f (P ).
To see that 3 ∈ H r (P ) also belongs to H f (P ). Consider E ∈ Div 2 + (G) such that ∀f ∈ M (G), ∆(f ) ≥ E − 2P . If P / ∈ supp (E), then 3 ∈ H red r (P ) ⊆ H f (P ) and we are done. Otherwise, noting E = 2P , put E = Q + P , for Q = P . Applying R-R to E, we have r(P + Q) = 1; this means that for any
However, if Q ′′ = P , then we've shown that E ′ ∈ Obstr 0 (2P ) and thus 3 ∈ H r (P ) ∩ H f (P ).
If Q ′′ = P , we can switch to H f (Q). It's significant that r(αP ), hence H r (P ), depends only on α and not on the vertex P in question; i.e., H r (P ) = H r (Q). Now, if there is h ∈ M (G) such that ∆(h) ≥ Q + P − 2Q = P − Q, then ∆(h) = P − Q. Then, ∆(−h) = −∆(h) = Q − P = Q + P − 2P ≥ Q + P − 2P , contradicting the earlier assumption on the obstructing divisors for 2P . Thus, E = P + Q obstructs the divisor 2Q from attaining the rank r(2Q) + 1 = 2. Since we are in the case Q ′′ = P , we see that E ′ = E + ∆(f ′ ) = P + Q ′ , where Q / ∈ {P, Q ′ }, also obstructs 2Q; this implies that 3 ∈ H r (Q) ∩ H f (Q). Note further that if there is a graph isomorphism taking vertex P to vertex Q, then we have H f (Q) = H f (P ). ✷ A bit more insight into the interplay between H r (P ) and H f (P ) is provided in the next example. To this end, the notion of the "chip-firing game" (also known as the "dollar game" or the "sandpile toppling game") discussed in [4] is helpful. Given a divisor D, assign D(v) chips (or dollars) to each vertex v of a graph G. Each move of the game consists of a vertex either taking one chip from each of its neighbors or giving one chip to each of its neighbors. There is the following Example 3.4. Given a cycle on n − 1 vertices and a new vertex P , the wheel graph W 1,n−1 on n vertices is formed by drawing an edge from each vertex of the cycle to P . Notice that here n ≥ 4 and the genus (or cycle rank) of W 1,n−1 is n. Since deg(P ) = n−1, by Theorem 2. 13 , min H f (P ) = n−1. If H r (P ) ⊆ H f (P ) as conjectured, then we must have r(0P ) = r(P ) = . . . = r((n − 2)P ) = 0 and r((n − 1)P ) = 0 or r((n − 1)P ) = 1.
It's easy to see that r((n − 1)P ) ≥ 1. Let E ∈ Div 1 + (G); then E = Q 0 ∈ V (W 1,n−1 ). If Q 0 = P , then any constant function f satisfies ∆(f ) ≥ E−(n−1)P = −(n−2)P . If Q 0 = P , then the function f , defined by f (P ) = 0 and f (Q) = 1 otherwise, yields ∆(f ) = Q =P Q − (n − 1)P ≥ E − (n − 1)P . Alternatively, with one chip-firing at vertex P , Lemma 3.3 tells us that D = (n − 1)P is linearly equivalent to D ′ = Q =P Q; i.e., D − D ′ is the divisor of a function.
On then other hand, if r((n − 2)P ) ≥ 1, then, taking E = Q 0 = P to be a fixed vertex on the cycle, there must exist a non-constant function f with ∆(f ) ≥ Q − (n − 2)P . This means
is equivalent to being able to transform the configuration given by D = (n − 2)P to the one given by D ′ = Q 0 + n−3 i=1 Q i through a sequence of chip-firing moves. It's not hard to convince oneself that that is an impossible task. For example, take W 1,4 ; starting with D, one returns to D after five moves, with no effective divisor in between. Thus, D is the only effective divisor in its linear equivalence class, and we have r((n − 2)P ) = 0; this, along with the forging analysis, also implies r((n − 1)P ) = 1. ✷
We look at complete graphs as another example.
Proposition 3.5. Let P be a vertex of the complete graph K n with n ≥ 2. Then H f (P ) = n−1, n .
Proof. Since K n and K n − P are connected, a function f associated with H f (P ) (i.e., having a unique pole at P ) has a unique minimum at P by Porism 2.10. Choose Q ∈ V (K n − P ) such that f (Q) = min{f (v)|v ∈ V (K n − P )}. WLOG, let f (P ) = 0 and f (Q) = a; note a ∈ Z + . Then, we have
Now,
Using Inequality (1) and the fact that each α i ∈ N, we have (n − 1)a ≤ −△ P (f ) = (n − 1)a +
To see n − 1, n ⊆ H f (P ), let f P and f Q be the two indicator functions at P and Q, and let
Remark 3.6. Since the genus (cycle rank) of K n is n 2 − n + 1, which equals |N \ n − 1, n |, we have |N \ H r (P )| = |N \ H f (P )|. Thus, if H r (P ) ⊆ H f (P ) in this case, then we could conclude that H r (P ) = n − 1, n for any vertex P of K n .
As implied by Lemma 2.3 and Proposition 2.12, H f (P ) \ H r (P ) can be arbitrarily large. This is seen explicitly in the next result.
Proposition 3.7. For every n ∈ Z + , there is a graph G with vertex P so that |H f (P ) \ H r (P )| = n.
Proof. Let graphs G 1 and G 2 have genera g 1 and g 2 , respectively, and let P be a new vertex. The graph G is formed from graphs G 1 , G 2 and the vertex P by joining P with an edge to exactly one vertex of G i for each i ∈ {1, 2}; see Figure 1 for an illustration. To see that H f (P ) = N, consider the function f ∈ M(G) given by
Notice ∆(f ) = Q − P , where Q ∈ V (G 1 ) is adjacent to P . However, G has genus g 1 + g 2 and thus |G r (P )| = g 1 + g 2 , while H f (P ) has no gaps. As a result, |H f (P ) \ H r (P )| = g 1 + g 2 , which may be any n ∈ Z + . 
Conclusion
Our work prompts several questions. First, is it true that H r (P ) ⊆ H f (P ) for any vertex P on any graph G of order at least two? We conjecture that it is. Second, which numerical semigroups arise as a Weierstrass semigroup of a vertex of a finite graph? The analogous problem for points on curves is a deep one, first suggested by Hurwitz [17] . Nearly 100 years later, Buchweitz [10] proved that not every numerical semigroup is the Weierstrass semigroup of a point on a curve and defined what is now called the Buchweitz Criterion. This problem was further addressed in [14, 19] (see also references therein) and more recently [18] but remains open. What can be said about the structure of H r (P )? The analogous set for points on curves (defined appropriately) has the property that H r (P ) = H f (P ). However, we see that this fails dramatically for vertices on finite graphs, as demonstrated in Proposition 3.7. This leaves one to consider what more can be said about H r (P ). Of course, one may study Weierstrass semigroups of vertices on certain families of graphs. In particular, one may consider covers of graphs and associated semigroups, as has been done for coverings of curves [20, 22] .
