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Abstract 
This work aimed to develop an R algorithm for land use classification based on the relationships among the land use 
and variables associated to its occurrence on remote sensing images. The algorithm was tested for soybean crop 
identification in the Brazilian Soy Moratorium context. Probability functions were modeled based on the number of 
pixels within discrete intervals. The result was encouraging with overall classification accuracy greater than 80%, 
indicating that the method is promising also to be applied for other land use classifications. The R algorithm is 
available at http://www.dsr.inpe.br/~mello. 
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1. Introduction 
Bayesian Networks are directed acyclic graphs, i.e. they represent the causal relationships among 
random variables on probabilistic models. The mathematical modeling of the Bayes theorem uses the 
probability calculation based on both prior knowledge and probabilistic conditionality, i.e. it connects the 
rational inference (posterior probability) to the subjective inference (a priori probability) and empirical 
knowledge (conditional probability). In other words, the Bayes theorem connects the human reason to the 
physical universe [1]. Mello et al. [2] proposed a simplified Bayesian Network using remote sensing 
images applied to mapping land use/land cover by associating probabilities to different land use/land 
cover and others available variables. 
The R free software for statistical computing [3] is a computational environment that has developed 
fast during recent years and allows the implementation of several developed and tested statistical libraries 
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facilitating the dissemination of classification methods. In this context the present work aims to develop 
and implement a friendly user interface based on R algorithms applying the Bayesian Network method to 
remote sensing image classification as proposed by Mello et al. [2]. The algorithms were tested for 
soybean crop identification in recent deforested fields in the Brazilian Amazon biome, as defined by the 
Brazilian Soy Moratoriumb. 
The Soy Moratorium is intended to reduce deforestation in the Brazilian Amazon in response to 
soybean crop expansion. Its monitoring is based on multi satellite remote sensing imagery to identify 
soybean crop in deforested areas after 24 July 2006. The image classification procedure currently used to 
identify soybean crop is based on conventional methods [4] and needs to be improved with the use 
artificial intelligence techniques such as the modeling of a Bayesian Network (BN) as presented in this 
work. 
2. The implemented algorithms 
2.1. Background 
The implemented algorithms follow the procedures and equations proposed by Mello et al. [2], where 











where: P(X1,X2,…,Xk|Y) is the joint probability of the k input variables given the target variable; P(Y) is 
the probability of the target variable; and P(X1,X2,…,Xk) is the joint probability of the k input variables. 
Fig. 1 shows the R menu which gives friendly access to the implemented algorithms. The functions are 
enabled according to the steps (e.g., the “Running to generate the Probability Image (PI)” will be enabled 
after the training of the BN). The algorithm was originally implemented on the Microsoft WindowsTM
platform. However it can also be used, with some adaptations, in others operating systems platforms. 
Fig. 1. The implemented R menu of the Bayesian Networks. 
Each input variables should have one layer and be in the format of GeoTIFF (Geo-referenced Tagged 
Image File Format) or TIFF. The algorithms will use the image coordinates (row and column) to access 
b
 For more information, access: http://www.abiove.com.br/english/ss_relatoriouso09_us.asp
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the information, thus it is necessary that the images are geometrically registered, with the same number of 
rows and columns and also with the same spatial resolution (pixel size). The images can be placed at a 
specific subfolder or entered name by name. 
The BN algorithms presented in this work were tested for soybean crop identification in recent 
deforested fields in the Brazilian Amazon biome within the context of the Brazilian Soy Moratorium. The 
remote sensing images were from the MODIS sensor (Moderate-Resolution Imaging Spectroradiometer) 
using the EVI (Enhanced Vegetation Index) product. The input variables of the BN were: 1) MODIS/EVI 
values of minimum (EVImin), maximum (EVImax) and amplitude (EVIamp) during soybean crop season; 
2) SRTM elevation data (srtm) [5]; 3) year of deforestation (year) [6]; 4) distance from rivers (hidro); 5) 
and distance from roads (road)c. Soybean occurrence is the target variable. Reference data for training and 
accuracy assessment were obtained through oblique aerial photographs and field work [4]. The study area 
(see Fig. 3) comprehends eight municipalities located in the Mato Grosso state with an area of 5.6 
million ha. 
2.2. Beginning the procedure 
The first step to start the procedure consists in running the Before Beginning algorithm that is used to 
check if the Bayesian Network procedure is being started in the correct working folder. The input 
variables are accessed in the TIFF format which is necessary to use the rgdal library [7]. All steps in the 
procedure are saved in the working folder and controlled by the file named, as default, as 
“SBNinfo.RData”. 
2.3. Entering the input variables 
The entry of the input variables is performed by indicating a subfolder where the TIFF files are located 
or by entering name the name of the TIFF files. For the soybean mapping seven input variables were 
entered as described below. The recent deforested fields indicated by the PRODES project [6] and of 
interest in the present study were filtered out using a mask. 
2.4. Entering the training reference image 
The reference image is also read in TIFF format. The algorithm tracks the TIFF file and show the 
labels that were found so that the target variable can be indicated. 
2.5. Defining the input variables intervals 
The BN model is simplified with the discretization of the probability functions of the input variables 
into n numbers of discrete intervals. The algorithm allows setting up the intervals: equidistance, quintile 
or manually defined. The intervals should be defined according to the relationship between each input 
variable and the target variable, defined with a binomial distribution, that can assumes 1 for soybean 
presence and 0 for soybean absence. Fig. 2 shows the empirically selected intervals for the seven entry 
variables. 
2.6. Training the Bayesian Network 
After defining the intervals presented in the Fig. 2 (EVImin=2; EVImax=4; EVIamp=2; hidro=3; 
road=2; srtm=4; e year=3) the BN should be trained based on the 1152 possible combinations 
(2*4*2*3*2*4*3=1152). Depending on the number of possible combinations this is the most time 
c
 These two data (hydrography and roads) were provided from the Environmental Secretary of the State of Mato Grosso, Brazil.
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consuming step of applying the BN technique. The final result of the training phase is a table archived for 
each one of the possible combination, containing the values for P(X1,X2,…,X7|Y=1) and P(X1,X2,…,X7). 
The P(Y=1) term is constant in the entire study area since it is independent of the input variables values; 
and was computed dividing the total soybean pixels by the total pixels in the study area. 
Fig. 2. Evaluation of the relationship between soybean presence (Y=1) and each of the input variables: X1, X12, …, and X7. The pink 
bars represent the amount of soybean pixels in the input variables intervals, and the blue bars represent the amount of not soybean 
(others). The percentage at the top of each bar represents the probability to find a pixel within the defined interval limits, for each 
input variable, e.g. P(0.52X1<0.66)=64.4%; and the percentages at the bottom of each bar represents the conditional probability of 
soybean presence given the defined interval limits, for each input variable, e.g. P(Y=1|0.52X1<0.66)=2.14%. Due to the initial 
different spatial resolution of the input variable the border of the study area is not coincident with all input variables. Therefore, the 
pixels where there is no information for at least one of the variables will not be computed. This can cause the total percentage (top 
of the bars) to be less than 100%. 
2.7. Running to generate the Probability Image (PI) 
According to the set of observed pixel values for the input variables there is only one possible interval 
combination within all possible interval combinations that corresponds to a specific set of probability 
values in the archived table during the training phase. During the running phase this set of probability 
values, from the archived table, will be used to compute P(Y=1|X1,X2,…,X7) in (1) generating a 
Probability Image (PI – Fig. 3) for the entire study area where the pixels represent the probability of 
soybean presence given the input variables evidences. 
2.8. Choosing the best Target Probability Value (best-TPV) 
The PI is the result of the process of generating weighted-probability based information about the 
target variable in the study area. As pointed out by Mello et al. [2], the divergence in the magnitude of 
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proportion of covering between the classes of soybean and others, which in the study area is 3.4% and 
96.6%, respectively, makes the term P(Y=1) in Equation 1 too small (0.003429), causing a general 
decreasing in the probabilities values of the PI. However, by comparing the relative values of each pixel 
of the PI it is possible to have an idea about some regions that are most relevant than others in terms of 
the presence of soybean. In the case of the Soy Moratorium context, for example, the governmental 
management can use the PI to prioritize monitoring clusters of higher probabilities for soybean presence, 
improving the environmental supervision process. 
Fig. 3. Probability Image (PI) generated by the Bayesian Network algorithm where each pixel value corresponds to 
P(Y=1|X1,X2,…,X7). 
The PI can also be sliced to generate a thematic map of the target variable presence. However, it can 
be difficult to found the best value that will define the minimum probability value which will be 
considered for labeling a pixel as “presence” (in our case: soybean presence). Thus, seven criteria were 
implemented in the BN algorithm. Based on some reference information (e.g., reference image) it is 
possible to choose the best value for slicing (best Target Probability Value – best-TPV) based on the 
criterion: (i) entering the value manually; (ii) nearest 100% sensitivity and 100% specificity point [2]; (iii)
minimum difference between the sensitivity and specificity; (iv) highest accuracy index; (v) highest kappa 
index; (vi) most similar area (number of pixels); and (vii) best omission and inclusion compensation. 
It is worthwhile mentioning that due to the related divergence in the proportion of the two classes in 
the study area, a sampling design has to be made for the calculation of the accuracy assessment indices 
[8]. Thus, before starting any procedure to find the best-TPV, the algorithm will ask about sampling. The 
sampling will be made randomly and the sample size will be suggested based on the multinomial 
distribution, as discussed by Congalton and Green [8]. After choosing the criterion for the best-TPV two 
graphs are presented as shown in Fig. 4. 
The best-TPV based on the nearest 100% sensitivity and 100% specificity point was calculated as 7% 
(Fig. 4) which means that each pixel of the PI with value greater or equal to 0.07 is labeled as soybean. 
The thematic map resulted from this labeling presents 82.1% of accuracy, 0.643 of kappa, 73.5% of 
sensitivity and 90.9% of specificity. In the present study the aim is to look at soybean areas for 
environmental inspection and, therefore, it would be better to select as best-TPV a value prioritizing 
sensitivity instead of specificity [2]. 
3. Conclusion 
R algorithms to apply the Bayesian Network method using spatial data proposed by Mello et al. (2010) 
were developed, implemented and tested for an application within the context of the Brazilian Soy 
Moratorium. The implementation provided a user friendly computational environment for the definition 
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of the set of variables to compute the joint probabilities and also to choose the best value of probability to 
classify the land use of interest.  
Aiming to identify soybean crop, seven input variables, associated with soybean occurrence were used: 
minimum, maximum and amplitude values of MODIS/EVI; SRTM elevation data; year of deforestation; 
distance from rivers; and distance from roads. The result was encouraging with overall classification 
accuracy greater than 80% indicating that the method is promising and should be further tested in for 
other soybean crop year and/or other land use applications using remote sensing imagery. The R 
algorithm is available at http://www.dsr.inpe.br/~mello. 
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Fig. 4. Graphs showing the best Target Probability Value (best-TPV) according to the criterion “nearest 100% sensitivity and 100% 
specificity point”: (a) ROC curve and the closest point to the upper left corner [1,1] chosen as the best-TPV; and (b) behavior of the 
values of accuracy, kappa, sensitivity and specificity indices, discriminating the best-TPV. 
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