Abstract. In this note, we present a general version of the concavity of the minimal L 2 integrals related to multiplier ideal sheaves. As an application, we present that if the concavity degenerates to linearity, then there exists a unified holomorphic function, whose restrictions correspond minimal L 2 integrals, which implies a uniqueness and restriction property of optimal L 2 extensions.
Introduction
The multiplier ideal sheaves related to plurisubharmonic functions plays an important role in complex geometry and algebraic geometry (see e.g. [44, 31, 39, 9, 10, 6, 11, 28, 41, 42, 7] ). We recall the definition of the multiplier ideal sheaves as follows.
Let ϕ be a plurisubharmonic function (see [8, 37, 38] ) on a complex manifold. It is known that the multiplier ideal sheaf I(ϕ) was defined as the sheaf of germs of holomorphic functions f such that |f | 2 e −ϕ is locally integrable (see [7] ). In [6] , Demailly posed the so-called strong openness conjecture on multiplier ideal sheaves (SOC for short) i.e. I(ϕ) = I + (ϕ) := ∪ ε>0 I((1 + ε)ϕ). When I(ϕ) = O, SOC degenerates to the openness conjecture (OC for short) posed by Demailly-Kollár [10] .
The dimension two case of OC was proved by Favre-Jonsson [13] , and the dimension two case of SOC was proved by Jonsson-Mustata [25] . OC was proved by Berndtsson [3] . SOC was proved by Guan-Zhou [20] , see also [29] and [24] .
In [1] , Berndtsson establishes an effectiveness result of OC. Simulated by Berndtsson's effectiveness result of OC, continuing the solution of SOC [20] , Guan-Zhou [21] establish an effectiveness result of SOC.
Recently, we [16] establish a sharp version of the effectiveness result of SOC by considering a concavity property of the minimal L 2 integrals related to multiplier ideals.
In the present note, we obtain a general version of the above concavity property.
1.1.
A general concavity property. Let M be a n−dimensional Stein manifold, and let K M be the canonical (holomorphic) line bundle on M . Let ψ < −T be a plurisubharmonic function on M , and let ϕ be a Lebesgue measurable function on M , such that ϕ + ψ is a plurisubharmonic function on M , where T ∈ (−∞, +∞). We call a positive smooth function c on (T, +∞) in class P T if the following three statements hold (1) +∞ T c(t)e −t dt < +∞; (2) c(t)e −t is decreasing with respect to t; (3) for any compact subset K ⊆ M , e −ϕ c(−ψ) has a positive lower bound on K. Especially, if ϕ ≡ 0, then (3) is equivalent to lim inf t→+∞ c(t) > 0.
Let U be an open subset of M satisfying U ∩ Supp(O/I(ϕ + ψ)) = ∅, and let f be a holomorphic (n, 0) form on U . Let F ⊇ I(ϕ + ψ)| U be a coherent subsheaf of O on U .
Denote inf{ {ψ<−t} |f | 2 e −ϕ c(−ψ) :(f − f ) ∈ H 0 ({ψ < −t} ∩ U,
by G(t; c) (G(t) for short without misunderstanding), where c ∈ P T , and |f | 2 := √ −1 n 2 f ∧f for any (n, 0) form f . If there is no holomorphic holomorphic (n, 0) formf on {ψ < −t} satisfying (f − f ) ∈ H 0 ({ψ < −t} ∩ U, O(K M ) ⊗ F ), then we set G(t) = −∞. In the present note, we obtain the following concavity of G(t). Especially, when c(t) ≡ 1 and A = 0, Theorem 1.1 degenerates to the concavity of the minimal L 2 integrals related to multiplier ideals in [16] (Proposition 4.1 in [16] ). Theorem 1.1 implies the following.
Corollary 1.2.
For any c ∈ P T , the following three statements are equivalent (1) G(g −1 (r)) is linear with respect to r ∈ (0, +∞ T c(t)e −t dt], i.e., 
G(t) = G(T )
holds for some r 0 ∈ (0,
holds for some t 0 ∈ (T, +∞);
holds, i.e.,
holds.
Properties of the linear cases.
Following the notations and assumptions in Section 1.1, we present the following application of Theorem 1.1.
is linear with respect to r ∈ (0,
, and
holds for any t ∈ [T, +∞), where
.
Let M be a Stein manifold, and let X be a n − k dimensional submanifold of M . Let ψ < 0 be a plurisubharmonic function on M , such that for any regular point x of X, ψ − 2k log |w ′′ | is bounded near x, where w = (w ′ , w ′′ ) is the local coordinate near x such that {w ′′ = 0} = X near x. Following [34] (see also [19] ), one can define the measure
for any nonnegative continuous function f with suppf ⊂⊂ M , where I {−1−t<ψ<−t} is the characteristic function of the set {−1 − t < ψ < −t}, and dV M be a strictly positive continuous (n, n) form on M . Here denote by σ m the volume of the unit sphere in R m+1 . Let ϕ be a locally upperbounded Lebesgue measurable function on M , such that ϕ + ψ is plurisubharmonic on M .
It was established in [18] that for any holomorphic (n, 0) form f on X, such that
there exists a holomorphic (n, 0) form
Theorem 1.3 implies the following uniqueness and restriction property of the above L 2 extensions with optimal estimates. Corollary 1.4. Let ϕ be a locally upperbounded Lebesgue measurable function on M , such that ϕ + ψ is plurisubharmonic on M . Let f be holomorphic (n, 0) form on X, such that
If there exists a unique holomorphic (n, 0) form F on M such that F | X = f and
then for any t ≥ 0, there exists a unique holomorphic (n, 0) form F t on {ψ < −t} such that F t | X = f and {ψ<−t}
In fact, F t = F | {ψ<−t} . Moreover, for any c ∈ P T satisfying (log c) ′ ≤ 1 − ε for some ε ∈ (0, 1), there exists a unique holomorphic (n, 0) form F t on {ψ < −t} such that F t | X = f and
In fact, F t = F | {ψ<−t} .
Recall that the pluricomplex Green function G(z, w) on pseudoconvex domain
, and let ϕ ≡ 0 and 
holds for some t 0 ∈ (0, +∞);
KD (z,o) = e t holds for any t ∈ (0, +∞) and any z ∈ D t .
Proof of Theorem 1.1
In this section, we modify some techniques in [16] and prove Theorem 1.1.
for any t ∈ (T, +∞), where T ∈ (−∞, +∞). This class of functions will be denoted by C T . Especially, if c(t)e −t is decreasing with respect to t and ∞ T c(t)e −t dt < ∞, then inequality 2.1 holds.
In this section, we present the following Lemma, whose various forms already appear in [18, 19, 16] etc.:
Lemma 2.1. Let B ∈ (0, +∞) and t 0 ≥ 0 be arbitrarily given. Let M be a n − dimensional Stein manifold. Let ψ < −T be a plurisubharmonic function on M . Let ϕ be a plurisubharmonic function on M . Let F be a holomorphic (n, 0) form on {ψ < −t 0 }, such that
for any compact subset K of M , and
Then there exists a holomorphic (n, 0) formF on M , such that, 
Some properties of G(t).
Following the notations and assumptions in Section 1.1, we present some properties related to G(t) in the present section.
The following lemma is a characterization of G(T ) = 0.
In the following part, we prove that f ∈ F (U ) ⇒ G(T ) = 0 (maybe −∞ or +∞). We prove it by contradiction: if not, then there exists holomorphic (n, 0) forms
As e −ϕ c(−ψ) has positive lower bound on any compact subset of M , there exists a subsequence of {f j } j∈N + denoted by {f j k } k∈N + compactly convergent to 0. It is clear thatf j k −f is compactly convergent to 0−f = f on U . It follows from the closedness of the sections of coherent analytic sheaves under the topology of compact convergence (see [15] 
The following lemma shows the uniqueness of the holomorphic (n,0) form related to G(t). Lemma 2.3. Assume that G(t) < +∞ for some t ∈ [T, +∞). Then there exists a unique holomorphic (n, 0) form
we have the following equality {ψ<−t}
Proof. Firstly, we prove the existence of F t . As G(t) < +∞ then there exists holomorphic (n,0) forms
Then there exists a subsequence of {f j } compact convergence to a holomorphic (n, 0) form F on {ψ < −t} satisfying K |f | 2 e −ϕ c(−ψ) ≤ G(t) for any compact set K ⊂ {ψ < −t}, which implies {ψ<−t} |f | 2 e −ϕ c(−ψ) ≤ G(t) by Levi's Theorem. As e −ϕ c(−ψ) has positive lower bound on any compact subset of M , it follows from the closedness of the sections of coherent analytic sheaves under the topology of compact convergence (see [15] 
Then we obtain the existence of F t (= F ).
Secondly, we prove the uniqueness of F t by contradiction: if not, there exist two different holomorphic (n,0) forms f 1 and f 2 on on {ψ < −t} satisfy-
then we obtain that
and (
which contradicts the definition of G(t).
Finally, we prove equality 2.5. For any holomorphic h on {ψ < −t} satisfying {ψ<−t}
by considering α → 0, then
Choosing h =F − F t , we obtain equality 2.5.
The following function shows the lower semi-continuity property of G(t).
Proof. By the definition of G(t), it is clear that G(t) is decreasing on [T, +∞) and lim t→t0−0 G(t) ≥ G(t 0 ). It suffices to prove lim t→t0+0 G(t) = G(t 0 ). We prove it by contradiction: if not, then lim t→t0+0 G(t) < G(t 0 ). By Lemma 2.3, there exists a unique holomorphic (n,0) form
for any t > t 0 . As e −ϕ c(−ψ) has positive lower bound on any compact subset of M , for any compact subset K of {ψ < −t 0 }, there exists {F tj } (t j → t 0 + 0, as j → +∞) uniformly convergent on K. Then there exists a subsequence of {F tj } (also denoted by {F tj }) convergent on any compact subset of {ψ < −t 0 }.
LetF t0 := lim j→+∞ F tj , which is a holomorphic (n, 0) form on {ϕ < −t 0 }. Then it follows from the decreasing property of G(t) that
for any compact set K ⊂ {ϕ < −t 0 }. It follows from Levi's theorem that
Then we obtain that
We consider the derivatives of G(t) in the following lemma.
Lemma 2.5. Assume that G(T ) < +∞. Then for any t 0 ∈ (T, +∞), we have
Proof. By Lemma 2.3, there exists a holomorphic (n, 0) form
∈ (−∞, 0] because of the decreasing property of G(t). Then there exists
and {
G(t0)−G(t0+Bj ) Bj
} j∈N + is bounded. As t ≤ v(t), the decreasing property of c(t)e −t shows that
for any t ≥ 0, which implies
Lemma 2.1 (ϕ ∼ ϕ + ψ here ∼ means the former replaced by the latter and the notation will be used through out the paper) shows that for any B j , there exists holomorphic (n, 0) formF j on M , such that (
Firstly, we will prove that M |F j | 2 e −ϕ c(−ψ) is bounded with respect to j. Note that
then it follows from inequality 2.7 that
Secondly, we will prove the main result. It follows from b t0 (ψ) = 1 on {ψ ≥ −t 0 } that
It is clear that 11) where the last inequality follows from 0 ≤ b t0,Bj (ψ) ≤ 1 and b t0,Bj (ψ) = 0 on {ψ ≤ −t 0 − B 0 }. Combining equality 2.10, inequality 2.11 and equality 2.5, we obtain that
It follows from equality 2.5 that
(2.13)
is bounded with respect to j, inequality 2.13 implies that
is bounded with respect to j. Using the dominated convergence theorem and {ψ<−t0} |F t0
we obtain that lim j→+∞ {−t0−Bj <ψ<−t0} |F t0 | 2 e −ϕ c(−ψ) = 0. Then
Combining with inequality 2.12, we obtain lim inf
(2.14)
Using inequality 2.7 (3rd " ≥ ") and inequality 2.14 (4th " ≥ "), we obtain
This proves Lemma 2.5.
Lemma 2.5 implies the following lemma.
Lemma 2.6. Assume that G(T ) < +∞. Then for any t 0 , t 1 ∈ [T, +∞), we have
i.e. 
holds for any 0 < r 2 < r 1 ≤ R.
Proof of Theorem 1.3
3.1. Preparation.
Lemma 3.1. Let f be a nonnegative Lebesgue measurable (n, n) form on n−dimensional stein manifold M . Let ψ < −T be a upper-semi-continuous function on M . Let a(t) be a positive increasing smooth function on (T, +∞) and continuous on [T, +∞).
Proof. For any M ∈ N + , note that
is increasing with respect to m and convergent to
where I B is the character function of set B.
If lim t→+∞ ((
The following Lemma will be used to prove Theorem 1.3.
Lemma 3.2. Let f be a nonnegative Lebesgue measurable (n, n) form on M . Let a(t) be a positive increasing continuous function on [T, +∞), which is smooth for any t ∈ (T, +∞). Assume that 
where c ∈ C T . Then
c(t)e −t dt , (3.5) holds for any t ∈ (t 0 , +∞). Especially, if " = " in inequality 3.4 holds for any t ∈ (t 0 , +∞), then " = " in inequality 3.5 holds for any t ∈ (t 0 , +∞).
Conversely, if a ′ (t) > 0 and " = " in inequality 3.5 holds, then " = " in inequality 3.4 holds.
Proof. Lemma 3.1 implies that
holds for any t 0 ∈ [T, +∞). As lim t→t1+0 {ψ<−t} f = {ψ<−t1} f , " ≥ " in inequality 3.6 can be replaced by " = " if and only if
holds for any t ∈ (t 0 , +∞). Note that a ′ (t) > 0 for any t ∈ (t 0 , +∞), then this proves Lemma 3.2.
3.2.
Proof of Theorem 1.3. Assume that c(t) ∈ P T satisfies d log c(t) dt < 1 on (T, +∞), and G(g −1 (r)) is linear with respect to r ∈ (0,
holds for any t ∈ [T, +∞).
There exists a holomorphic (n, 0) form F on M such that (F − f ) ∈ F (U ), and
Proof. As
M dt (log c(t)) < 1, there exists a increasing smooth function a(t) on [T, +∞) such that M dt (log c(t)a(t)) < 1, a ′ (t) > 0 on (T, +∞), and lim t→+∞ a(t) = C ∈ (−∞, +∞).
As G(g −1 (r); c(t)) is linear with respect to r ∈ (0, +∞ T e −t1 c(t 1 )dt 1 ] (the first " = "), it follows from Corollary 1.2 (the first " ≥ "), Lemma 3.2 (the second " ≥ ") and lim t→+∞ a(t) = C (the second " = ") that lim t→+∞ G(t; a × c)
(3.8)
Then the two " ≥ " of inequality (3.8) must be " = ". Let F be the unique holomorphic (n, 0) form on M , such that F − f ∈ F (U ) and
Then it follows from Lemma 3.2 that the second " ≥ " of inequality (3.8) could be replaced by " = " if only if 
holds for any t ∈ [T, +∞). This proves Proposition 3.3.
for any t ∈ [T, +∞).
Moreover, there exists a holomorphic (n,0) form F on M , such that holds for any t ∈ [T, +∞). It follows from Proposition 3.3 that there exists holomorphic (n,0) form F on M such that (F − f ) ∈ F (U ) and
holds for any t ∈ [T, +∞). Combining with Lemma 3.1 (a(t) ∼c
holds for any t ∈ [T, +∞). Note that
holds for any t ∈ [T, +∞), then it follows from inequality 3.10 that
holds for any t ∈ [T, +∞). This proves Proposition 3.4.
Proof. Firstly, we prove the case that lim t→+∞ c(t) c(t) ∈ (−∞, +∞). As G(g −1 (r); c) is linear (the first " = "), it follows from Lemma 3.2 (the first " ≥ "), Corollary 1.2 (the second " ≥ "), and lim t→+∞ c(t) c(t) ∈ (−∞, +∞) (the second " = ") that lim t→+∞ G(t; c) 12) which implies that (3.13) G(t;c)
Secondly, we prove the case that lim t→+∞c (t) c(t) = 0. Denote by M ǫ (x, y) = max{x, y} * (ρ ǫ (x)ρ ǫ (y)) (details see Chapter I in [8] ), where ρ is a nonnegative smooth function on R satisfying Suppρ ⊂ [−1, 1], R ρ(t)dt = 1, and ρ(t) = ρ(−t), and ρ ǫ (t) = ρ( t ǫ ) 1 ǫ (ǫ > 0), and " * " means convolution. As max{x, y} is increasing convex on
j } is decreasing with respect to j for any t ∈ (T, +∞). (a5) shows that lim t→+∞ M (4(j+1)) −4 {c
It follows from c ∈ P T and (a4) thatc j ∈ P T . (a4) shows that lim j→+∞cj (t) =c(t).
The combination of (a1) and the decreasing property ofc hold for any t ∈ [T, +∞). Note that the first step shows that
holds for any t ∈ [T, +∞) and any j ∈ {1, 2, · · · }, then G(t;c) = G(T ;c)
holds for any t ∈ [T, +∞). By (1) in Corollary 1.2, this proves Proposition 3.5.
Lemma 3.6. For any c 1 ∈ P T and c 2 ∈ P T satisfying (log c 1 ) ′ < 1 − ε and (log c 2 )
′ < 1 − ε, there exists c 3 ∈ P T such that (log c 3 )
In fact, one can choose c 3 (t) = e (1−ε)t .
Combining Proposition 3.3, Proposition 3.4, Proposition 3.5 and Lemma 3.6, we obtain Theorem 1.3.
Proof of Corollary 1.4. The optimal L
2 extension theorem in [18] shows that (3.14) e t {ψ<−t}
holds for any t ∈ [0, +∞). Theorem 1.1 implies that
holds for any t ∈ [0, +∞). As
holds for any t ∈ [0, +∞), it follows from inequality (3.14) and inequality (3.15 ) that
holds for any t ∈ [0, +∞), i.e. G(t; 1) = e −t G(0; 1) for any t ∈ [0, +∞). Then Theorem 1.3 shows that for any c ∈ P T satisfying (log c) ′ ≤ 1−ε for some ε ∈ (0, 1), The following remark shows that it suffices to consider Lemma 2.1 for the case that M is a relatively compact open Stein submanifold of a Stein manifold, and F is a holomorphic (n, 0) form on {ψ < −t 0 } such that {ψ<−t0} |F | 2 < +∞, which implies that sup m sup M ψ m < −T and sup m sup M ϕ m < +∞ on M .
In the following remark, we recall some standard steps (see e.g. [39, 18, 19] ) to illustrate it. 
If inequality (2.4) holds on any D j and inequality (2.3) holds on M , then we obtain a sequence of holomorphic (n,0) formsF j on D j such that
is bounded with respect to j. Note that for any given j, e −ϕ+v(ψ) c(−v(ψ)) has a positive lower bound, then it follows that for any any given j, Dj |F j ′ −(1−b(ψ))F | 2 is bounded with respect to j ′ ≥ j. Combining with
and inequality (2.4), one can obtain that Dj |F j ′ | 2 is bounded with respect to j ′ ≥ j. By diagonal method, there exists a subsequence F j ′′ uniformly convergent on anyM j to a holomorphic (n, 0) form on M denoted byF . Then it follows from inequality (4.2) and the dominated convergence theorem that
for any M > 0, which implies
then one can obtain Lemma 2.1 when j goes to +∞.
For the sake of completeness, we recall some lemmas on L 2 estimates for somē ∂ equations, and∂ * means the Hilbert adjoint operator of∂. In this subsection, we recall some lemmas on L 2 estimates for some∂ equations and give some useful lemmas. Denote by∂ * or D ′′ * means the Hilbert adjoint operator of∂. [33] or [35] ) Let (X, ω) be a Kähler manifold of dimension n with a Kähler metric ω. Let (E, h) be a hermitian holomorphic vector bundle. Let η, g > 0 be smooth functions on X. Then for every form α ∈ D(X, Λ n,q T * X ⊗ E), which is the space of smooth differential forms with values in E with compact support, we have
Lemma 4.2. (see
Lemma 4.3. (see [19] )Let X and E be as in the above lemma and θ be a continuous (1, 0) form on X. Then we have
for any (n, 1) form α with value in E. Moveover, for any positive (1, 1) form β, we have [β, Λ ω ] is semipositive.
Lemma 4.4. (see [5, 7] ) Let X be a complete Kähler manifold equipped with a (non necessarily complete) Kähler metric ω, and let E be a Hermitian vector bundle over X. Assume that there are smooth and bounded functions η, g > 0 on X such that the (Hermitian) curvature operator
is positive definite everywhere on Λ n,q T *
In the last part of this section, we recall a theorem of Fornaess and narasimhan on approximation property of plurisubharmonic functions of Stein manifolds.
Lemma 4.5. [14] Let X be a Stein manifold and ϕ ∈ P SH(X). Then there exists a sequence {ϕ n } n=1,2,··· of smooth strongly plurisubharmonic functions such that ϕ n ↓ ϕ.
4.2.
Proof of Lemma 2.1. For the sake of completeness, let's recall some steps in the proof in [16] (see also [18, 19, 21] ) with some slight modifications in order to prove Lemma 2.1.
It follows from Remark 4.1 that it suffices to consider that M is a Stein manifold, and F is holomorphic (n, 0) form on U ∩ {ψ < −t 0 } and Step 1: recall some Notations
Let ε ∈ (0, Taking γ = F , andα = B −1∂ Ψ ∧F , note thath = e −Φ , using inequality (4.12), we have
. It follows that s ∈ C ∞ ((T, +∞)) satisfies s ≥ 0, lim t→+∞ u(t) = − log( +∞ T c(t 1 )e −t1 dt 1 ) and u ∈ C ∞ ((T, +∞)) satisfies u ′′ s−s ′′ > 0.
As u(t) = − log( 
