We prove that the indecomposable modules without selfextensions in generalized standard almost cyclic coherent Auslander-Reiten components without external short paths of artin algebra are uniquely determined by their composition factors. Moreover, we prove that there is a common bound on the numbers of indecomposable modules with the same composition factors lying in a generalized standard almost cyclic coherent Auslander-Reiten component without external short paths of artin algebra.
Introduction and the main results
Throughout the paper, by an algebra we mean a basic artin algebra over a fixed commutative artin ring R. For an algebra A, we denote by mod A the category of finitely generated right A-modules, and by ind A the full subcategory of mod A consisting of indecomposable modules. We shall denote by rad(mod A) the Jacobson radical of mod A, and by rad ∞ (mod A) the intersection of all powers rad i (mod A), i ≥ 1, of rad(mod A). Moreover, we denote by Γ A the Auslander-Reiten quiver of A, and by τ A and τ − A the Auslander-Reiten translations DTr and Tr D, respectively. We will not distinguish between an indecomposable A-module, its isomorphism class, and the vertex of Γ A corresponding to it. Following [26] a family C of components of Γ A is said to be generalized standard if rad ∞ (X, Y ) = 0 for all modules X and Y from C. We note that different components in a generalized standard family C are orthogonal. Recall also that the family C is called sincere if any simple A-module occurs as a composition factor of a module in C.
Let A be an algebra and K 0 (A) the Grothendieck group of A. Then K 0 (A) Z n where n is the number of isomorphism classes of simple A-modules. We may ask when two indecomposable A-modules M and N have the same composition factors. In particular, it would be interesting to find sufficient conditions for an indecomposable A-module M to be uniquely determined (up to isomorphism) by its composition factors.
A path in mod A is a sequence of nonzero nonisomorphisms X 0 → X 1 → · · · → X r , where the X i are indecomposable. Such a path is called a cycle if X 0 ∼ = X r and it is called sectional if X i−2 ∼ = τ X i for each i, 2 ≤ i ≤ r . It follows from [7] that the composition of morphisms lying on a sectional path in Γ A is nonzero.
A connected component Γ of Γ A is said to be almost cyclic if all but finitely many vertices of Γ lie on oriented cycles in Γ . Moreover, Γ is said to be coherent if the following two conditions are satisfied:
(C1) For each projective module P in Γ there is an infinite sectional path P = X 1 → X 2 → · · · → X i → X i+1 → X i+2 → · · · in Γ , called a ray starting at P. It has been proved in [18, Theorem A] that a component Γ of Γ A is almost cyclic and coherent if and only if Γ is a generalized multicoil, that is, can be obtained from a finite family of stable tubes by a sequence of admissible operations (see Section 2 for details). Following [22] by an external short path in ind A, with respect to a family C of components of Γ A , we mean a sequence X → Y → Z of nonzero nonisomorphisms in ind A such that the modules X and Z belong to C but Y is not in C.
The following theorem is the first main result of the paper.
Theorem A. Let A be an algebra and C a generalized standard family of almost cyclic coherent components without external short paths in Γ A . Assume that X is an indecomposable module from C with Ext 1 A (X, X ) = 0 and Y an indecomposable A-module such that [X ] = [Y ] . Then X Y .
We note that Theorem A applied to the separating families (in the sense of [14] ) of almost cyclic coherent components. A prominent role in the proof of Theorem A is played by a recent joint result with Skowroński (Theorem 2.2) showing that a sincere generalized standard family of almost cyclic coherent components without external short paths in Γ A can be obtained from a family of stable tubes over concealed canonical algebra by generalized multicoil enlargements.
The second main result of the paper is the following.
Theorem B. Let A be an algebra and C a generalized standard almost cyclic coherent component without external short paths in Γ A . Then there is a common bound on the numbers of indecomposable modules lying in the component C with the same composition factors.
For a precise bound we refer to Proposition 4.1.
In Section 2 we recall the basic definitions and those theorems which will be needed in the paper. Sections 3 and 4 are devoted to the proofs of Theorems A and B, respectively.
Generalized multicoil enlargements of concealed canonical algebras
Throughout the paper, by a canonical algebra we mean a product of a finite number of connected canonical algebras over a field in the sense of Ringel [25] . It has been proved in [25] that, if Λ is a canonical algebra, then ind Λ = P Λ ∨ T Λ ∨ Q Λ for a family T Λ of stable tubes of Γ Λ separating P Λ from Q Λ . Following [12] , an algebra C is called concealed canonical if C is the endomorphism algebra End Λ (T ), for some canonical algebra Λ and a tilting Λ-module T whose indecomposable direct summands belong to P Λ . Then the images of modules from T Λ via the functor Hom Λ (T, −) form a separating family T C of stable tubes of Γ C , and in particular we have a decomposition ind C = P C ∨ T C ∨ Q C of the category ind C. It has been proved by Lenzing and de la Peña [14, Theorem 1.1] that the class of concealed canonical algebras coincides with the class of all algebras with a separating family of stable tubes. We also note that if C is connected then the index set X of a separating tubular family T C = (T x ) x∈X of Γ C is in a natural bijection with the set of regular components of a tame hereditary algebra
G , where F and G are finite central skew field extensions of a field k and the F-G-bimodule M satisfies dim F M · dim M G = 4 (see [23] and [25] ). Moreover, if R is an algebraically closed field, then X is in a natural bijection with the projective line over k, and is equipped with the structure of a weighted projective line [9] . We refer to [9, [11] [12] [13] [14] 21, 23, 24] for the representation theory of canonical and concealed algebras.
We have also the following characterization of concealed canonical algebras.
Theorem 2.
1. An algebra A is a concealed canonical algebra if and only if Γ A has a sincere family of pairwise orthogonal stable tubes without external short paths.
Proof. For finite dimensional algebras over an algebraically closed field, the theorem is proved in [29, Theorem 1.6 ] (see also [22, Theorem 3.1] ). The proof works also in the general case due to the characterization of quasitilted algebras over arbitrary fields established in [10] , and the arguments applied in the proofs of [15, Theorem 3.4 An algebra A is said to quasitilted of canonical type (respectively, almost concealed canonical) if A is the endomorphism algebra End Λ (T ), for some canonical algebra Λ and a tilting Λ-module T (respectively, a tilting Λ-module whose indecomposable direct summands belong to P Λ ∨T Λ ). It has been proved in [15, Theorem 3.4] that A is quasitilted if and only if Γ A admits a separating family of semiregular tubes. Moreover, the class of almost concealed algebras coincides with the class of tubular extensions of concealed canonical algebras, and with the class of algebras having a separating family of tubes without injective modules (ray tubes) (see [12, Theorem 3.1] and [15, Theorem 3.4] ). It has been recently proved in [19] the following theorems (see the end of this section for the definition of generalized multicoil enlargement): Theorem 2.2. Let A be an algebra. The following statements are equivalent:
(i) Γ A admits a separating family of almost cyclic coherent components.
(ii) Γ A admits a sincere generalized standard family of almost cyclic coherent components without external short paths. (iii) A is a generalized multicoil enlargement of a concealed canonical algebra C. Theorem 2.3. Let A be an algebra with a separating family C A of almost cyclic coherent components in Γ A , and ind A = P A ∨ C A ∨ Q A . Then the following statements hold.
(i) There is a unique quotient algebra A l of A which is a quasitilted algebra of canonical type having a separating family T A l of coray tubes such that ind A l = P A l ∨ T A l ∨ Q A l and P A = P A l consists of all proper predecessors of C A in ind A. (ii) There is a unique quotient algebra A r of A which is a quasitilted algebra of canonical type having a separating family T A r of ray tubes such that ind A r = P A r ∨ T A r ∨ Q A r and Q A = Q A r consists of all proper successors of C A in ind A.
The next theorem follows from [26, Theorem 5.12] .
Theorem 2.4. Let A be an algebra, T i , i ∈ I be a generalized standard family of stable tubes of Γ A without external short paths and n the rank of K 0 (A). For each i ∈ I , denote by r i the rank of the tube T i . Then i∈I
Recall from [8, 24] that a translation quiver Γ is called a tube if it contains a cyclical path and if its underlying topological space is homomorphic to S 1 × R + (where S 1 is the unit circle, and R + the nonnegative real line). A tube has only two types of arrows: arrows pointing to infinity and arrows pointing to the mouth. Tubes containing neither projective vertices nor injective vertices are called stable. Recall that if A ∞ is the quiver 0 → 1 → 2 → · · · (with the trivial valuations (1,1)), then ZA ∞ is the translation quiver of the form:
For r ≥ 1, denote by ZA ∞ /(τ r ) the translation quiver Γ obtained from ZA ∞ by identifying each vertex (i, j) of ZA ∞ with the vertex τ r (i, j) and each arrow x → y in ZA ∞ with the arrow τ r x → τ r y. The translation quivers of the form ZA ∞ /(τ r ), r ≥ 1, are called stable tubes of rank r . The rank of a stable tube Γ is the least positive integer r such that τ r x = x for all x in Γ . A stable tube of rank 1 is said to be homogeneous. The τ -orbit of a stable tube Γ formed by all vertices having exactly one predecessor is said to be the mouth of Γ .
An indecomposable module X is called a brick if its endomorphism algebra F X = End A (X ) is a division algebra. We also note that the division algebras F X of all modules X lying on the mouth of a generalized standard stable tube of Γ A are isomorphic.
It has been proved in [18, Theorem A] that a connected component Γ of Γ A is almost cyclic and coherent if and only if Γ is a generalized multicoil, obtained from a family of stable tubes by a sequence of operations called admissible. Our task in this section is to recall the latter. We start with the concepts of one-point extensions and one-point coextensions of algebras. Let A be an algebra, let F be a division algebra over R, and let M = F M A be an F-A-bimodule such that M A ∈ mod A and R acts centrally on F M A . Then the one-point extension of A by M is the matrix artin R-algebra of the form
with the usual addition and multiplication. Then the valued quiver
contains the valued quiver Q A of A as a convex subquiver, and there is an additional (extension) vertex which is a source. We may identify the category mod A[M] with the category whose objects are triples (V, X, ϕ), where X ∈ mod A, V ∈ mod F, and
is given by a pair ( f, g), where f : V → W is F-linear, g : X → Y is a morphism in mod A and ψ f = Hom A (M, g)ϕ. Then the new indecomposable projective A[M]-module P is given by the triple (F, M, •) where • : F F → Hom A (M, M) F assigns to the identity element of F the identity morphism of M. An important class of such one-point extensions occurs in the following situation. Let Λ be a basic artin R-algebra, P an indecomposable projective Λ-module, Λ Λ = P ⊕ Q, and assume that Hom Λ (P, Q ⊕ radP) = 0. Since P is indecomposable projective, S = P/radP is a simple Λ-module and hence End Λ (S) is a division algebra. Moreover, the canonical homomorphism of algebras End Λ (P) → End Λ (S) is an isomorphism. Then we obtain isomorphisms of algebras
where F = End Λ (P), A = End Λ (Q), and M = F M A = Hom Λ (Q, P) ∼ = radP. Clearly R acts centrally on F M A . We note that if the valued quiver of an artin algebra Λ has no oriented cycles then Λ can be obtained from a semisimple algebra by a sequence of onepoint extensions of the above form. Dually, one defines also the one-point coextension of A by F M A as the matrix algebra
For each bimodule F M A considered in the paper we assume that A is an algebra, M A ∈ mod A, F is a division algebra, and R acts centrally on F M A .
A generalized multicoil is a translation quiver constructed inductively from a stable tube by a sequence of operations called admissible. We recall briefly the notion of admissible operations (see [18, 19] ).
For a division algebra F and r ≥ 1, we denote by T r (F) the r × r -lower triangular matrix algebra
Given a generalized standard component Γ of Γ A , and an indecomposable module X in Γ , the support S(X ) of the functor Hom A (X, −)| Γ is the R-linear category defined as follows [2] . Let H X denote the full subcategory of Γ consisting of the indecomposable modules M in Γ such that Hom A (X, M) = 0, and I X denote the ideal of H X consisting of the morphisms f : M → N (with M, N in H X ) such that Hom A (X, f ) = 0. We define S(X ) to be the quotient category H X /I X . Following the above convention, we usually identify the R-linear category S(X ) with its quiver.
From now on, we let A be an algebra and Γ a generalized standard component of Γ A . For an indecomposable brick X in Γ , called the pivot, one defines five admissible operations and their duals modifying the translation quiver Γ = (Γ , τ ) to a new translation quiver (Γ , τ ) and the algebra A to a new algebra A , depending on the shape of the support S(X ). Let F = F X = End A (X ) be the division algebra associated to X . (ad 1) Assume S(X ) consists of an infinite sectional path starting at X :
In this case, we let t ≥ 1 be a positive integer, D = T t (F) and Y 1 , Y 2 , . . . , Y t denote the indecomposable injective D-modules with Y = Y 1 the unique indecomposable projective-injective D-module. We define the modified algebra A of A to be the one-point extension
and the modified translation quiver Γ of Γ to be obtained by inserting in Γ the rectangle consisting of the modules Z i j = F, X i ⊕ Y j , 1 1 for i ≥ 0, 1 ≤ j ≤ t, and
For the remaining vertices of Γ , τ coincides with the translation of Γ , or Γ D , respectively.
If t = 0 we define the modified algebra A to be the one-point extension A = A[X ] and the modified translation quiver Γ to be the translation quiver obtained from Γ by inserting only the sectional path consisting of the vertices X i , i ≥ 0.
The nonnegative integer t is such that the number of infinite sectional paths parallel to X 0 → X 1 → X 2 → · · · in the inserted rectangle equals t + 1. We call t the parameter of the operation.
In case Γ is a stable tube, it is clear that any module on the mouth of Γ satisfies the condition for being a pivot for the above operation. Actually, the above operation is, in this case, the tube insertion as considered in [8] .
(ad 2) Suppose that S(X ) admits two sectional paths starting at X , one infinite and the other finite with at least one arrow:
where t ≥ 1. In particular, X is necessarily injective. We define the modified algebra A of A to be the one-point extension A = A[X ] and the modified translation quiver Γ of Γ to be obtained by inserting in Γ the rectangle consisting of the modules
For the remaining vertices of Γ , τ coincides with the translation τ of Γ .
The integer t ≥ 1 is such that the number of infinite sectional paths parallel to X 0 → X 1 → X 2 → · · · in the inserted rectangle equals t + 1. We call t the parameter of the operation. (ad 3) Assume S(X ) is the mesh-category of two parallel sectional paths:
where t ≥ 2. In particular, X t−1 is necessarily injective. Moreover, we consider the translation quiver Γ of Γ obtained by deleting the arrows
A Y i−1 . We assume that the union Γ of connected components of Γ containing the vertices τ −1
is a finite translation quiver. Then Γ is a disjoint union of Γ and a cofinite full translation subquiver Γ * , containing the pivot X . We define the modified algebra A of A to be the one-point extension A = A[X ] and the modified translation quiver Γ of Γ to be obtained from Γ * by inserting the rectangle consisting of the modules
For the remaining vertices of Γ , τ coincides with the translation τ of Γ * . We note that X t−1 is injective.
The integer t ≥ 2 is such that the number of infinite sectional paths parallel to X 0 → X 1 → X 2 → · · · in the inserted rectangle equals t + 1. We call t the parameter of the operation. (ad 4) Suppose that S(X ) consists of an infinite sectional path, starting at X
with t ≥ 1, being a finite sectional path in Γ A such that F Y = F = F X . Let r be a positive integer. Moreover, we consider the translation quiver Γ of Γ obtained by deleting the arrows
We assume that the union Γ of connected components of Γ containing the vertices τ −1
is a finite translation quiver. Then Γ is a disjoint union of Γ and a cofinite full translation subquiver Γ * , containing the pivot X . For r = 0 we define the modified algebra A of A to be the one-point extension A = A[X ⊕ Y ] and the modified translation quiver Γ of Γ to be obtained from Γ * by inserting the rectangle consisting of the modules Z i j = F, X i ⊕ Y j , 1 1 for i ≥ 0, 1 ≤ j ≤ t, and X i = (F, X i , 1) for i ≥ 1. The translation τ of Γ is defined as follows:
For the remaining vertices of Γ , τ coincides with the translation of Γ * .
For r ≥ 1, let G = T r (F), U 1,t+1 , U 2,t+1 , . . . , U r,t+1 denote the indecomposable projective G-modules, U r,t+1 , U r,t+2 , . . . , U r,t+r denote the indecomposable injective G-modules, with U r,t+1 the unique indecomposable projective-injective G-module. We define the modified algebra A of A to be the triangular matrix algebra of the form:
with r + 2 columns and rows and the modified translation quiver Γ of Γ to be obtained from Γ * by inserting the rectangles consisting of the modules U kl = Y l ⊕ U k,t+k for 1 ≤ k ≤ r , 1 ≤ l ≤ t, and Z i j = F, X i ⊕ U r j , 1 1 for i ≥ 0, 1 ≤ j ≤ t + r , and The integers t ≥ 1 and r ≥ 0 are such that the number of infinite sectional paths parallel to X 0 → X 1 → X 2 → · · · in the inserted rectangles equals t + r + 1. We call t + r the parameter of the operation.
To the definition of the next admissible operation we need also the finite versions of the admissible operations (ad 1), (ad 2), (ad 3), (ad 4), which we noticed by (fad 1), (fad 2), (fad 3) and (fad 4), respectively. In order to obtain this operations all infinite sectional paths of the form X 0 → X 1 → X 2 → · · · (in the definitions of (ad 1), (ad 2), (ad 3), (ad 4)) we replace by the finite sectional paths of the form X 0 → X 1 → X 2 → · · · → X s . For the operation (fad 1) s ≥ 0, for (fad 2) and (fad 4) s ≥ 1, and for (fad 3) s ≥ t − 1. In all the above operations X s is injective (see [18] or [19] for the details). (ad 5) We define the modified algebra A of A to be the iteration of the extensions described in the definitions of the admissible operations (ad 1), (ad 2), (ad 3) and (ad 4), and their finite versions corresponding to the operations (fad 1), (fad 2), (fad 3) and (fad 4). The modified translation quiver Γ of Γ is obtained in the following three steps: first we are doing on Γ one of the operations (fad 1), (fad 2) or (fad 3), next a finite number (possibly empty) of the operation (fad 4) and finally the operation (ad 4), and in such a way that the sectional paths starting from all the new projective vertices have a common cofinite (infinite) sectional subpath.
Finally, together with each of the admissible operations (ad 1), (ad 2), (ad 3), (ad 4) and (ad 5), we consider its dual, denoted by (ad 1 * ), (ad 2 * ), (ad 3 * ), (ad 4 * ) and (ad 5 * ). These ten operations are called the admissible operations.
Clearly, the admissible operations can be defined as operations on translation quivers rather than on Auslander-Reiten components. The definitions are done in the obvious manner (see [18] for the details).
A connected translation quiver Γ is said to be a generalized multicoil [18] if Γ can be obtained from a finite family T 1 , T 2 , . . . , T s of stable tubes by an iterated application of admissible operations (ad 1), (ad 1 * ), (ad 2), (ad 2 * ), (ad 3), (ad 3 * ), (ad 4), (ad 4 * ), (ad 5) or (ad 5 * ). If s = 1, such a translation quiver Γ is said to be a generalized coil. The admissible operations of types (ad 1), (ad 2), (ad 3), (ad 1 * ), (ad 2 * ) and (ad 3 * ) have been introduced in [1] [2] [3] , and the admissible operations (ad 4) and (ad 4 * ) for r = 0 in [17] . We refer also to [20] for the structure of indecomposable modules lying in (generalized) standard coils.
In order to deal with wider classes of algebras, we need a slightly more general concept of a separating family of components. Namely, a family C = (C i ) i∈I of components of Γ A is said to be separating in mod A if the modules in ind A split into three classes P A , C A = C and Q A such that the following conditions are satisfied: (S1) C A is a sincere generalized standard family of components, (S2) Hom A (Q A , P A ) = 0, Hom A (Q A , C A ) = 0, Hom A (C A , P A ) = 0, (S3) any morphism from P A to Q A factors through add C A . We then say that C A separates P A from Q A and write ind A = P A ∨ C A ∨ Q A . We also note that then P A and Q A are uniquely determined by C A (see [3, Finally, let C be a (not necessarily connected) concealed canonical algebra and T C a separating family of stable tubes of Γ C . We say that an algebra is a generalized multicoil enlargement of C using modules from T C if A is obtained from C by an iteration of admissible operations of types (ad 1), (ad 2), (ad 3), (ad 4), (ad 5), (ad 1 * ), (ad 2 * ), (ad 3 * ), (ad 4 * ), (ad 5 * ) performed either on stable tubes of T C , or on generalized multicoils obtained from stable tubes of T C by means of operations done so far.
Proof of Theorem A
We need some preliminary results. We start with the following lemma stated in [1, (2.1)].
Lemma 3.1. Let A be an algebra and
In the paper we abbreviate dim 
Proof. It follows from [5, (1.4) ] (see [27, (4 
.1)]).
Note that in the proof of the next lemma we follow the notation of Section 2.
Lemma 3.3. Let B be an algebra and Γ a generalized multicoil of Γ B which is a generalized standard. Then any ray (respectively, coray) in Γ admits at most one module X with [X ] = x, where x ∈ K 0 (B).
Proof. Without loss of generality we may assume that B is the support algebra of Γ . Let Γ be an arbitrary generalized multicoil of Γ B which is a generalized standard, and M, N indecomposable B-modules with [M] = [N ] and lying on a ray V 1 → V 2 → V 3 → · · · in Γ . We know from the proof of [30, Theorem 1] that an indecomposable module M in a generalized standard component C which does not lie on an oriented cycle in C is uniquely determined by [M] . Therefore, if one of the modules M and N is directing, then M N . Hence, we may assume that M and N lie on oriented cycles in Γ . We shall prove our claim by induction on the number n of admissible operations which we have to do on a finite family T 1 , T 2 , . . . , T s of generalized standard stable tubes in order to obtain the generalized multicoil Γ . If n = 1, then we can only do the admissible operation (ad 1) or (ad 1 * ), so s = 1. In this case our statement follows from [30, Lemma 6 (2)], where it was shown that any sectional path in a standard ray tube admits at most one module X with [X ] = x, and its dual (note that by [16] any standard component is generalized standard). Let n > 1, and Γ be a generalized multicoil which is generalized standard obtained from a finite family T 1 , T 2 , . . . , T s of generalized standard stable tubes. Assume that the statement holds for n − 1, so after applying n − 1 admissible operations we have disjoint union of the finite family of generalized multicoils Ω 1 , Ω 2 , . . . , Ω m , 1 ≤ m ≤ s which are generalized standard. Let A be an algebra for which Ω 1 , Ω 2 , . . . , Ω m are standard generalized multicoils of Γ A . If the nth admissible operation is of type (ad 1 * ), (ad 2 * ) or (ad 3 * ) then m = 1, so Γ is obtained from Ω 1 . If M and N are A-modules, then they lie on a ray of Ω 1 , and by our inductive assumption we get M N . Hence we may assume that both M and N are not A-modules. For the new indecomposable modules in Γ , we use the notation introduced above. Since M and N lie on a ray in Γ , we have two possibilities for M and N : for (ad 1 * ) M = X i and N = Z i j , or M = Z i j and N = Z is for some i ≥ 0, 1 ≤ j, s ≤ t. In the first case, the equality
In the second case, the equality
Since Y j and Y s are indecomposable directing A-modules we obtain j = s. Therefore, M N , and we are done. For (ad 2 * ) M = X i and N = Z i j , or M = Z i j and N = Z is for some i ≥ 1, 1 ≤ j, s ≤ t. Again, in the first case, the equality
, a contradiction. The second case is exactly like in (ad 1 * ). For (ad 3 * ) M = X i and N = Z i j , or M = Z i j and N = Z is for some i ≥ 1, 1 ≤ j, s ≤ t. In the first case, we consider two subcases depending on the index i.
If 1 ≤ i ≤ t then we have the equalities
[Z pp ] = [X p ] + [Y p ], j ≤ p ≤ i, [X p ] + [Y p+1 ] + [Z p+1, j ] = [Z pj ] + [Z p+1, p+1 ], j ≤ p ≤ i − 1.
Invoking the equality [X
, j ], and we get the previous case. In the second case, if 2 ≤ i ≤ t + 1 then we start with the equality [Z i j ] = [Z is ], 1 ≤ j, s ≤ t, j = s. Let j < s. Combining this with the equalities
give the previous case. Since Y j and Y s are indecomposable directing A-modules we obtain j = s. Therefore, M N , and we are done. If the nth admissible operation is of type (ad 4 * ) then m = 1 or m = 2, so Γ is obtained from Ω 1 or from the disjoint union of two generalized multicoils Ω 1 , Ω 2 which are generalized standard. If M and N are A-modules, then they lie on a ray of Ω 1 or Ω 2 , and by our inductive assumption we get M N . Hence we may assume that both M and N are not A-modules. For the new indecomposable modules in Γ , we use the notation introduced above. Since M and N lie on a ray in Γ , we have two possibilities for M and N : M = X i and N = Z i j , or M = Z i j and N = Z is for some i ≥ 0, 1 ≤ j, s ≤ t + r . Consider the first case. If i = 0 then the equalities
, and we get the previous case. Let now M = Z i j and N = Z is . For i = 0, we consider three subcases.
(
is easily seen that in this case
Since Y j and Y s are indecomposable directing A-modules we obtain j = s. , and hence, by our inductive assumption, we get i = r . Therefore, M N , and we are done. In the third case, the equalities
in the sequence of earlier admissible operations there must be an admissible operation of type (ad 1 * ) that gives rise to the pivot of (ad 2). Then Y 1 is the unique indecomposable projective-injective D-module, but X i is an indecomposable A-module which is not a Dmodule. For (ad 3) M = X i and N = X r , M = Z i j and N = Z r j or M = X k and
, and hence, by our inductive assumption, we get i = r . Therefore, M N . In the third case, we have the equalities 
and we obtain the case for j = 1. Again, if the nth admissible operation is of type (ad 5) then Γ is obtained from the disjoint union of the finite family of generalized multicoils Ω 1 , Ω 2 , . . . , Ω m , 1 ≤ m ≤ s which are generalized standard. Since in the definition of admissible operation (ad 5) we use the finite versions (fad 1), (fad 2), (fad 3), (fad 4) of the admissible operations (ad 1), (ad 2), (ad 3), (ad 4) and the admissible operation (ad 4), we conclude that this case follows from the above considerations, and this finishes our proof. → · · ·
In the next proof we need the following notion. A proper subtube of an Auslander-Reiten quiver Γ A is a full translation subquiver T (X, p, q), p, q ≥ 1, obtained from the translation quiver T (X ) of the form with the set of vertices X r s , the set of arrows X r +1,s → X r s , X r s → X r,s+1 , r, s ≥ 0, and the translation τ defined on X r s , r ≥ 0, s ≥ 1, by τ (X r s ) = X r +1,s−1 , by identifying the vertices X i+ p, j with X i, j+q for all pairs i, j ≥ 0. Observe that then
is a complete set of pairwise different vertices of T (X, p, q). Proof. Assume that Γ is obtained from generalized standard stable tubes T 1 , T 2 , . . . , T m by the corresponding sequence of admissible operations. It is easily seen that generalized multicoil Γ contains (maximal) subtubes
as cofinite full translation subquivers, where p = p(Γ ) = p 1 + p 2 + · · · + p m is the number of pairwise disjoint rays of Γ and q = q(Γ ) = q 1 + q 2 + · · · + q m is the number of pairwise disjoint corays of Γ . We shall prove the proposition by induction on p + q. [27, (3.5) ]. Therefore, we may assume that Γ = T i , that is, Γ contains at least one indecomposable projective or injective module. 2. Assume now that Γ admits an indecomposable projective module P such that the modules Z in Γ with Hom A (P, Z ) = 0 form a ray
and by Lemma 3.3, the above ray does not contain both modules X and Y . Hence [P, X ] = 0 = [P, Y ]. Let P = e A for a primitive idempotent e of A, and A = (1 − e)A(1 − e) . Then X and Y are indecomposable A -modules with the same composition factors, lying in a generalized multicoil Γ of Γ A which is generalized standard and p(Γ ) = p(Γ ) − 1, q(Γ ) = q(Γ ). Then, by our inductive assumption, we get Ext 1
By 2 and its dual, we may assume that for any indecomposable projective module P (respectively, indecomposable injective module I ) in Γ , the support of the restriction of the functor Hom A (P, −) (respectively, of the functor Hom A (−, I )) to Γ is not the ray starting at P (respectively, coray ending I ). We look now on the last of the admissible operations in the sequence of admissible operations leading from C to A. It can be (up to duality) of type (ad 2), (ad 3), (ad 4) or (ad 5). It follows from [31, (4) , (5)] (by rewriting this proofs for generalized multicoil Γ which is generalized standard and using Lemma 3.3 instead of [30, Lemma 6] ) that if the last admissible operation is of type (ad 2) or (ad 3), then our statement holds. 3. Suppose that the last admissible operation is of type (ad 4). We may assume that the infinite sectional path X 0 → X 1 → X 2 → · · · and the finite sectional path Y 1 → Y 2 → · · · → Y t comes from the same connected component. If it is not the case then the claim of the proposition follows from the description of this admissible operation. Then Γ admits a full translation subquiver which is created by identifying the sectional path Figs. 1 and 2 , or in Figs. 1 and 3 . Note that our admissible operation gives two possible shapes of the modified component depending on the position of the finite sectional path
So, Γ admits a full translation subquiver such that: (a) the modules Z i j , i ≥ 1, 1 ≤ j ≤ t + 1, form the family of all modules Z in Γ with Hom A (P, Z ) = 0, where
In particular, P is an indecomposable projective module. Let e be a primitive idempotent in A such that P = e A. Since 1 ≤ j ≤ t, l ≥ j, s j−1 + 1 ≤ m ≤ s j where we set s 0 = 0) and replacing P by the projective (1 − f )A(1 − f )-module P = P(1 − f ). It follows from the description of admissible operations given in the previous section that the (1 − f )A(1 − f )-modules X = X (1 − f ) and Y = Y (1 − f ) are indecomposable, and belong to the following Applying now Lemma 3.1 to the short exact sequences given by the meshes with the end terms formed by the intersections of the sectional paths with sources on σ and the sectional paths with targets on ρ we conclude that there is an exact sequence
where the middle term L is a direct sum of modules from Γ nonisomorphic to X . In particular, the above exact sequence does not split, and so Ext 1 A (X, X ) = 0. The proof that Ext 1 A (Y, Y ) = 0 is similar. 4. There remains to consider the case where the last admissible operation is of type (ad 5). Since in the definition of admissible operation (ad 5) we use the finite versions (fad 1), (fad 2), (fad 3), (fad 4) of the admissible operations (ad 1), (ad 2), (ad 3), (ad 4) and the admissible operation (ad 4), we conclude that this case follows from [31] and the above considerations.
Let A be an algebra C a generalized standard family of almost cyclic coherent components without external short paths in Γ A , and I = ann C = {a ∈ A | Ca = 0}.
Consider the algebra B = A/I . Then C is a generalized standard family of almost cyclic coherent components without external short paths in Γ B . Moreover, C is sincere in Γ B and by Theorem 2.2 the algebra B is a generalized multicoil enlargement of concealed canonical algebra. Therefore, Theorem A is a direct consequence of the next theorem. Proof. It follows from Theorem 2.2 that Γ A admits a separating family of almost cyclic coherent components. Let ind A = P A ∨ C A ∨ Q A , where C A separates P A from Q A . Further, by Theorem 2.3 there is a unique quotient algebra A l of A which is a quasitilted algebra of canonical type having a separating family T A l of coray tubes such that ind A l = P A l ∨ T A l ∨ Q A l and P A = P A l consists of all proper predecessors of C A in ind A.
So, we have Hom
From the proof of Theorem 2.3 we know that A l is a unique maximal convex truncated branch coextension of C inside A, that is,
i is a unique maximal convex truncated branch coextension of C i inside A, 1 ≤ i ≤ m and C = C 1 × C 2 × · · · × C m is the decomposition of C into a product of connected algebras. We know also that A can be obtained from A l (respectively, C A can be obtained from T A l ) by a sequence of admissible operations of types (ad 1), (ad 2), (ad 3), (ad 4) or (ad 5). Moreover, pd A l Z ≤ 1 for any indecomposable module Z from P A l , and id A l W ≤ 1 for any indecomposable module W from T A l ∨ Q A l . Dually, there is a unique quotient algebra A r of A which is a quasitilted algebra of canonical type having a separating family T A r of ray tubes such that ind A r = P A r ∨ T A r ∨ Q A r and Q A = Q A r consists of all proper successors of C A in ind A, Hom A r (T A r , P A r ) = 0, Hom A r (Q A r , T A r ) = 0, Hom A r (Q A r , P A r ) = 0 and A r is a unique maximal convex truncated branch extension of C inside A, that is,
i is a unique maximal convex truncated branch extension of C i inside A, 1 ≤ i ≤ m. We know also that A can be obtained from A r (respectively, C A can be obtained from T A r ) by a sequence of admissible operations of types (ad 1 * ), (ad 2 * ), (ad 3 * ), (ad 4 * ) and (ad 5 * ). Moreover, id A r Z ≤ 1 for any indecomposable module Z from Q A r , and pd A r W ≤ 1 for any indecomposable module W from P A r ∨ T A r . Thus we have ind A = P A ∨C A ∨Q A , where
does not contain injective modules, and Q A does not contain projective modules. Let Γ be the generalized multicoil in C = C A containing the module X . We shall show that Y also belongs to Γ . Then, by Proposition 3.5, we will get X Y . Assume first that X is neither a A l -module nor A rmodule. Then Hom A (P, X ) = 0 for an indecomposable projective A-module P lying in Γ and Hom A (X, I ) = 0 for an indecomposable injective A-module I lying in Γ . Since
, applying the above properties of the decomposition, ind A = P A ∨ C A ∨ Q A we conclude that Y ∈ Γ , and we are done. By duality, we may now assume that X is a A r -module. Observe that in general the algebra A r is not connected, even if A is connected but the number of connected algebra summands of A r is equal to the number of connected summands of C. 
. . , i s ∈ {1, 2, . . . , m} \ {i} by the corresponding sequence of admissible operations of types (ad 1 * ), (ad 2 * ), (ad 3 * ), (ad 4 * ), (ad 5 * ). Furthermore, we know that ind C i = P C i ∨T C i ∨Q C i , where T C i separates P C i from Q C i and T C i = (T λ i ) λ i ∈P 1 (k) is a family of stable tubes, 1 ≤ i ≤ m (see [14] ). Note that Γ 
Proof of Theorem B
Let A be an algebra, C a generalized standard almost cyclic coherent component without external short paths in Γ A , and I = ann C. Consider the algebra B = A/I . Then C is a generalized standard almost cyclic coherent component without external short paths in Γ B . Moreover, C is sincere in Γ B and by Theorem 2.2 the algebra B is a generalized multicoil enlargement of concealed canonical algebra. Therefore, Theorem B follows from the following proposition. Proof. We may assume that B is the support algebra of Γ . Let A be a convex subcategory of B and T 1 , T 2 , . . . , T s generalized standard stable tubes of Γ A such that B (respectively, Γ ) is obtained from A (respectively, T 1 , T 2 , . . . , T s ) by a sequence of admissible operations. We know from Theorem 2.3 that there exists a unique factor algebra A l of A which is a full convex subcategory of B such that B can be obtained from A l by a sequence of one-point and double one-point extensions corresponding to admissible operations of types (ad 1), (ad 2), (ad 3), (ad 4) and (ad 5). Moreover, the Auslander-Reiten quiver Γ A l of A l admits a family T 1 , T 2 , . . . , T s of coray tubes, obtained from T 1 , T 2 , . . . , T s by the corresponding sequence of operations of type (ad 1 * ). Therefore, Γ can be obtained from T 1 , T 2 , . . . , T s by a sequence of admissible operations of types (ad 1), (ad 2), (ad 3), (ad 4) and (ad 5) corresponding to those transforming A l onto B. Denote by m the rank of K 0 (A), by r i the rank of T i , 1 ≤ i ≤ s and by p and q the numbers of rays and corays in Γ . Then q coincides with the number of corays in Γ A l , and is the sum of r 1 + r 2 + · · · + r s and the number of corays inserted by application of the operations of type (ad 1 * ). Clearly, r 1 + r 2 + · · · + r s is the number of rays in Γ A l . Further, p is the sum of r 1 + r 2 + · · · + r s and the number of rays inserted by application of the operations of types (ad 1), (ad 2), (ad 3), (ad 4) and (ad 5). It is also known that the indecomposable modules in Γ A l which do not lie on an oriented cycle in Γ A l are uniquely determined by their composition factors. In particular, the modules Y j which occur in the description of the operations (ad 1), (ad 2), (ad 3), (ad 4) and (ad 5) have this property. From Lemma 3.3 we know that each ray of Γ contains at most one module X with [X ] = x. We know also that p − r 1 − r 2 − · · · − r s is the number of objects of B which are not objects of A l . Then we conclude that m + ( p − r 1 − r 2 − · · · − r s ) ≤ n. Since T 1 , T 2 , . . . , T s are generalized standard, it follows from [26, (5.10) ] that r 1 + r 2 + · · · + r s − s ≤ m − 1, and then p ≤ n + s − 1. Moreover, if Γ consists of indecomposable modules which do not lie on external short paths in ind B, then T 1 , T 2 , . . . , T s consists of indecomposable modules which do not lie on external short paths in ind A. In this case, by Theorem 2.4, we get r 1 + r 2 + · · · + r s − s ≤ m − 2, and hence p ≤ n + s − 2. Therefore, the statements of the proposition follow.
