Characteristic Lie algebras of semi-discrete chains are studied. The attempt to adopt this notion to the classification of Darboux integrable chains has been undertaken.
Introduction
Investigation of the class of hyperbolic type differential equations of the form u xy = f (x, y, u, u x , u y )
has a very long history. Various approaches have been developed to look for particular and general solutions of these kind equations. In the literature one can find several definitions of integrability of the equation. According to one given by G. Darboux, equation (1) is called integrable if it is reduced to a pair of ordinary (generally nonlinear) differential equations, or more exactly, if its any solution satisfies the equations of the form [1] , (see also [2] )
F (x, y, u, u x , u xx , ..., D An effective criterion of Darboux integrability has been proposed by G. Darboux himself. Equation (1) is integrable if and only if the Laplace sequence of the linearized equation terminates at both ends. A rigorous proof of this statement was found only recently [3] , [4] .
An alternative method of investigation and classification of the Darboux integrable equations has been developed by A. B. Shabat based on the notion of characteristic Lie algebra. Let us give a brief explanation of this object. Begin with the basic property of the integrals. Evidently each x-integral satisfies the condition: D y F (x, y, u, u x , u xx , ..., D m x u) = 0. Taking the derivative by applying the chain rule one defines a vector field X 1 such that
So the vector field X 1 solves the equation X 1 F = 0. But in general, the coefficients of the vector field depend on the variable u y while the solution F does not. This puts a severe restriction on F , actually F should satisfy one more equation X 2 F = 0, where
. Now the commutator of these two operators will also annulate F . Moreover, for any X from the Lie algebra generated by X 1 and X 2 one gets XF = 0. This Lie algebra is called characteristic Lie algebra of the equation (1) in the direction x, in a similar way the algebra in the y-direction is defined. Now by virtue of the famous Jacobi theorem, equation (1) is Darboux integrable if and only if both of its characteristic algebras are of finite dimension. In [5] and [6] , the characteristic Lie algebras for the systems of nonlinear hyperbolic equations and their applications are studied.
In this article we will study semi-discrete chains of the following form
from the Darboux integrability point of view. Here the unknown t = t(n, x) is a function of two independent variables; one discrete n and one continuous x. It is requested that ∂f ∂tx = 0. Subindex means shift or derivative, for instance, t 1 = t(n + 1, x) and t x = ∂ ∂x t(n, x). Below we use D to denote the shift operator and D x to denote the x-derivative: Dh(n, x) = h(n + 1, x) and D x h(n, x) = ∂ ∂x h(n, x). For the iterated shifts use the subindex D j h = h j . Introduce now notions of the integrals for the semi-discrete chain (4) . The x-integral is defined similar to the continuous case. We call a function F = F (x, n, t, t 1 , t 2 , ...) depending on a finite number of shifts x-integral of the chain (4), if the following condition is valid D x F = 0. It is natural, in accordance with the continuous case, to call a function I = I(x, n, t, t x , t xx , ...) n-integral of the chain (4) if it is in the kernel of the difference operator: (D − 1)I = 0. In other words n-integral should still unchanged under the action of the shift operator DI = I, (see also [7] ). One can write it in an enlarged form I(x, n + 1, t 1 , f, f x , f xx , ...) = I(x, n, t, t x , t xx , ...).
Notice that it is a functional equation, the unknown is taken at two different "points". This circumstance causes the main difficulty in studying discrete chains. Such kind problems appear when one tries to apply the symmetry approach, (see [8] , [9] ). However the concept of the Lie algebra of characteristic vector fields provides an effective tool to investigate chains. Introduce vector fields in the following way. Concentrate on the main equation (5) . Evidently the left hand side of it contains the variable t 1 while the right hand side does not. Hence the total derivative of the function DI with respect to t 1 should vanish. In other words the n-integral is in the kernel of the operator
Similarly one can check that I is in the kernel of the operator Y 2 := D 
This can be done because of the requirement ∂f ∂tx = 0 postulated above. In the enlarged form the equation D −1 I = I looks like
..) = I(x, n, t, t x , t xx , ...).
The right of the last equation does not depend on t −1 so the total derivative of D −1 I with respect to t −1 is zero, i.e. the operator
also satisfy similar conditions Y −j I = 0. Summarizing the reasonings above one can conclude that the n-integral is annulated by any operator from the Lie algebraL n generated by the operators [10] ...,
where
and
. The algebraL n consists of the operators from the sequence (8),all possible commutators, and linear combinations with coefficients depending on the variables n and x. Evidently equation (4) admits a nontrivial n-integral only if the dimension of the algebraL n is finite. But it is not clear that the finiteness of dimensionL n enough for existence of n-integrals. By this reason we introduce another Lie algebra called the characteristic Lie algebra of the equation (4 2 Characteristic Lie Algebra L n Study some properties of the characteristic Lie algebra introduced in the theorem 1.1 above. Begin with the proof of the remark 1.2. It will immediately follow from the following lemma. 
then for any integer j > N, we have a similar expression
Proof. Due to the property
Now by using induction one can easily complete the proof of the lemma. 
Proof. The first of the relations is evident. In order to prove two others find the coordinate representation of the operators Y 1 and Y −1 acting in the class of locally smooth functions of the variables x, n, t, t x , t xx , ... . By direct computations
one gets
Now notice that all of the functions f , f x , f xx , . 
The following statement turned out to be very useful for studying the characteristic Lie algebra L n .
Lemma 2.3. Suppose that the vector field
The proof is based on the following formula
So if a x (0) = 0, then a(1) = 0, but if a x (1) = 0 then a(2) = 0 and hence a(j) = 0 for all j > 0.
In the formula (12) we have already given an enlarged coordinate form of the operator Y 1 . One can check that the operator Y 2 is a vector field of the form
It immediately follows from the equation (12) . By induction one can prove the similar formula for the arbitrary j: 
) and n = −D(
Proof. Recall that
We find [D x , Y 1 ] by using (16) as
For arbitrary function H, we have
, and so on. We insert these equations into (20) to find
Similarly one can prove that
Suppose now that there exists a nontrivial n-integral F = F (t, t x , ..., t [N ] ) for the equation (4), here t [j] = D j x t for any natural j. Then all the vector fields from the Lie algebra M generated by {Y j , X k } for j = 1, 2, ... and k = 1, ..., N 2 where N 2 is chosen arbitrarily satisfying N 2 ≥ N annulate F . We will show that dim M < ∞. Consider first the projection of the algebra M given by the operator P N :
Let L n (N) be the projection of M. Then evidently the equation
Suppose that the vector fields Z, Z 1 , ..., Z N 1 in M are connected with the
We have to prove that
In the proof, we use the following lemma.
Proof. It is easy to check that F 1 is also an n-integral, really
It was shown above that any Z in M annulates n-integrals.
Apply the operator
We can write (26) as
of the vector fields Z, Z 1 , Z 2 , ..., Z N 1 . The first summand in (27) vanishes by (24). In the second one the factor
F is not zero. So we have
Equation (28) shows that
So by applying mathematical induction, one can prove the formula (25). Hence the Lie algebra M is of finite dimension. Now construct the characteristic algebra L n by using M. Since dim M < ∞, the linear envelope of the vector fields {Y j } ∞ 1 is of finite dimension. Choose a basis in this linear space
.., X K is of finite dimension, because it is a subalgebra of M. This algebra is just characteristic Lie algebra of the equation (4) .
Suppose that conditions (1) and (2) of the theorem 1.1 are satisfied. So there exists a finite dimensional characteristic Lie algebra L n for the equation (4) . Show that in this case equation (4) admits a nontrivial n-integral. Let N 1 is the dimension of L n and N 2 is the dimension of the linear envelope of the vector fields
. Take the projection L n (N) of the Lie algebra L n defined by the operator P N from (23). Evidently, L n (N) consists of the finite
for a function G depending on N + N 2 + 1 = N 1 + 1 independent variables. Then due to the well-known Jacobi theorem, there exists a function G = G(t −N 2 , t −N 2 +1 , ..., t −1 , t, t x , t xx , ..., t [N ] ), which satisfies the equation ZG = 0 for any Z in L n . But really it does not depend on t −N 2 , ..., t −1 because
Such a function is not unique but any other solution of these equations, depending on the same set of the variables, can be represented as h(G) for some function h.
Note one more property of the algebra L n . Let π be a map which assigns to each Z in L n its conjugation D −1 ZD. Evidently, the map π acts from the algebra L n into its central extension
whereZ in L n and λ is a function. So
Therefore
In other words function G = G(n) satisfies an ordinary difference equation of the first order. Its general solution can be written as G = H(n, c) where H is a function of two variables and c is an arbitrary constant. Solving G = H(n, c) with respect to c gives c = F (G, n). The function found is just n-integral searched. Actually,
Restricted classification
Different approaches are known to classify integrable nonlinear differential (pseudo-differential) equations. One of the most popular and powerful is based on higher symmetries. For the first time the theoretical aspects of this method have been formulated in the famous paper by N. Kh. Ibragimov and A. B. Shabat [11] . Several classes of nonlinear models were tested by this method in [12] , [13] . The symmetry approach allowed R. I. Yamilov to find all integrable chains of the Volterra type [14] : u t (n) = f (u(n−1), u(n), u(n+1)).
The consistency approach to the classification of integrable discrete equations has been studied by Adler, Bobenko and Suris in [15] . Classification based on the notion of the recursion operator is studied in [16] - [19] .
In this paper we undertake an attempt to adopt the notion of characteristic Lie algebra to the problem of classification of Darboux integrable discrete equations of the form (4). The classification problem consists of describing of all chains admitting finite dimensional characteristic Lie algebras in both directions. Actually the problem of studying the algebra generated by the operators (8) seems to be a rather hard one. That is why we will start with a very simple case.
Formulation of the problem. Study the problem of finding all of the equations (4) for which the Lie algebra generated by the operators Y 1 and Y −1 is two dimensional.
Let us denote
. We require that the following relation takes place Y 1,−1 = λY 1 + µY −1 . It follows from the explicit formulas (13) and (14) [
Remind that due to the reasoning above a coefficient λ = λ(n, x) should exist such that
The problem is finding f in t 1x = f (t, t 1 , t x ) such that (31) is true and finding the corresponding characteristic Lie algebra.
Commute each side of the equation (31) with the operator
Compare now two different expressions for the commutator. This gives rise to the conditions
which is over-determined: unknown λ satisfies two equations. By solving them with respect to λ and D x (λ) we obtain equations
which immediately yield
First of all note that this equation contains both f and its inverse g. Exclude g. Recall that t 1x = f (t, t 1 , t x ) and t x = f (t −1 , t, t −1x ) where t −1x = g(t, t −1 , t x ). Differentiating the identity t x = f (t −1 , t, g(t, t −1 , t x )) with respect to t −1 one gets
which implies that .
If we insert these equations into (33) we get a long expression
Equation (38) is rather hard to study and we put one more restriction on f . Suppose that f = a(t) + b(t 1 ) + c(t x ). Now we will find m, n, Y 1 (n), Y −1 (m) and insert them into (33).
When we substitute these into (33), we get
where, (4) with particular choice of f (t, t 1 , t x ) = a(t) + b(t 1 ) + c(t x ) has the operators Y 1 and Y −1 such that the Lie algebra generated by these two operators is two-dimensional then f (t, t 1 , t x ) is of one of the forms:
where c(t x ) is an arbitrary function and α, β, γ, λ, η are arbitrary constants.
Additionally, if in the cases 1), 2), 3), the corresponding characteristic Lie algebras are also two-dimensional then the equations are of the forms: i) t 1x = t x + β sinh(t) + β cosh(t 1 ), ii) t 1x = t x + e t + e t 1 , iii) t 1x = t x , and they have the n-integrals respectively:
Thus, t 1x = t x + e t + e t 1 is a discrete analog of the Liouville equation. The proof of the theorem 3.1 is given in the next section.
The Proof of the Theorem 3.1
Here we consider the cases which satisfy the condition (39) and prove the theorem 3.1.
The condition (39) turns out to be
This gives us
where β and γ are arbitrary constants and c(t x ) is an arbitrary function of t x .
Since only c depends on t x , we have c ′ = γ t x which implies
The remaining equation gives a(t) as
Thus, in a simplified form f is
where β and γ are arbitrary constants.
Note that we should have ∂G ∂ tx (t, t x ) = 0 (47) in the condition (39) since there is no t x explicitly in the right hand side. If we expand (47) we obtain
Under the case c ′′′ = 0 we have c ′′ = A and naturally c ′ = At x + B where A, B are constants, we have
To provide this equation to be satisfied we have three choices. 
Hence
where α is constant. Thus we have two unknowns and two equations which are
where σ and ρ are constants. We take square of the first equation and subtract form the second one. We get
whose solution is
In a similar way we find a as
Here ρ = 0 and δ, τ are constants. Since c ′ = B, we find c(t x ) = Bt x + ζ. Finally, after appropriate transformation we obtain
where α, β, η, γ and λ are constants.
If ρ = 0, then the equation (55) gives us
By using this equation we obtain a as
We have also c(t x ) = Bt x + ξ. Thus simplified form of f is
where α, β, γ and η are arbitrary constants.
In the Case 1. we have analyzed this case. Here,
Here c(t x ) = γt x 2 + βt x + λ, but for b ′ = 0 we have the following equation
which cannot be satisfied by this c(t x ). Hence a ′′ = 0. So we obtain,
The functions given in these cases may not give us n-integral I even though they satisfy the condition (39). Let us see an example to this fact. This example belongs to Case 1.
Example.
By using the definitions of the operators Y j , we obtain
and so on. As we see that the set Y 1 , Y 2 , Y 3 , ..., Y n is linearly independent which means that the algebra is infinite dimensional. By the theorem 1.1, n-integral does not exist. Now we will focus on three problems which yield from the above considerations. We will study on n-integrals of these problems.
Problem 1. The equation for the function f is
Hence,
To obtain the operators Y 1 we find the equations written below: 
Now we will obtain the operator Y −1 . From (64) we have,
. . .
From these equations we get
If we define −β cosh t = ϕ we write the operator Y −1 as 
We will use the method of characteristic,
By the first and second terms we have
By the first and third terms we have
Hence from Y 1 I = 0 we get the solution I = F (c 1 , c 2 ) where F is an arbitrary function. Now by using the transformationt = t, c 1 = β cosh t − t x , c 2 = βt x sinh t − t xx , we will write Y −1 in terms oft, c 1 and c 2 . Note that
Under these transformations Y −1 becomes
Again by using the method of characteristic,
we obtain
and c 2 1
Thus from Y −1 I = 0 we obtain the solution 
Remark 4.1. We should also check that DI = I to be sure that I is nintegral.
To make DI similar to I, we have to choose λ = 1 and γ = 0. In this case,
So I is not n-integral, but it helps to find n-integral. Really,
solves the equation DF = F .
Problem 2. The equation for the function f is
f xxx = λt xxx + 2λt x t xx e t + λt
By the second and third terms we have t x e t − t xx = c 2 .
Hence from Y 1 I = 0 we get the solution I = F (c 1 , c 2 ) where F is an arbitrary function. Now by using the transformationt = t, c 1 = e t − t x , c 2 = t x e t − t xx , we will write Y −1 in terms oft, c 1 and c 2 . Note that
we obtain 2et − c 1 =c 1 
Now we use the method of characteristics;
Equivalently we have
Let e −τ 1 = u and e −τ 2 = v. Hence we get
which has the solution
If we put e −τ 1 = u and e −τ 2 = v in this solution we findc as c = e τ 1 1 + (e τ 1 + 1) e τ 2 .
Hence F is F = e t 1 −t + e 2t 1 −t 2 −t + e t 1 −t 2 .
Thus, t 1x = t x + e t + e t 1 is a discrete analog of the Liouville equation.
Problem 3. The equation for the function f is t 1x = f (t, t 1 , t x ) = r(t x ) + βt 1 .
Hence t −1x = g(t, t x , t −1 ) = r −1 (t x − βt).
To obtain the operator Y 1 we find the equations written below 
Since the function g = r −1 (t x − βt) does not depend on t −1 , the operator Y −1 is 
Simply, we may take I = t xx − βt x . Now we check if DI = I. DI = t xx r tx (t x ).
If β = 0 and r tx (t x ) = 1 the equation DI = I is satisfied. In this case the equation (106) takes the form t 1x = t x and I = t xx is its n-integral.
