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0.0 
Decaimiento de los valores absolutos de los coeficientes de la serie Fourier. 
Convergencia de la serie de Fourier. 
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Taller 1 Fenómenos periódicos - Series de Fourier 
1 . Demuestre que en la forma real de la serie de Fourier, el coeficiente B „ está dado por la fórmula 
2. Encuentre la forma compleja de la serie de Fourier de la función 
P(t) = { It T • además F ( t ) = F ( t + F ) . 
1 + ^ , -<t<T 
d.003. Funciones ortogonales. Un conjunto de funciones (Pk(t) es ortogonal en un intervalo a < 
t < b si para dos funciones cualesquiera <¡íJ„i(t) y (PnCt) pertenecientes al conjunto <i£»k(í), se 
cumple 
4%m(t)^n(t)dt = 
o para m^n 
para m = n 
Teniendo en cuenta a la definición anterior, demuestre que el conjunto de funciones 
{l ,cos(fca)í) ,sin(feíüt)}, siendo fe = 1,2,3,.. . es ortogonal en e i i n t e r v a l o - - < t<~, w = 
Observación. Se requiere calcular las siguientes integrales: /.^.^j 1 ^ cosCmcot) dt, 
1 ^ sinCmftít) dt, fj^j^ sin (mí«)t) sin(na)í) dt, /^ ^^^ cos(m(yt) eos (nwt) dt y 
fjjl2 sin (mcüt) cos(nají) dt. 
4. Pase la serie de Fourier F ( í ) = — i — E Í T — o o a las dos formas reales de la serie de 
^ ^ n 2n+l 
Fourier. 
5. Pase la serie de Fourier que obtuvo en el punto 2., a las dos formas reales de la serie de Fourier. 












FIN TALLER 1 
PROBLEMAS PARA PARCIAL I 
1.1 Muestre que si F ( t ) es uria función periódica par, esto es, F ( t ) = F ( — í ) , entonces su desarrollo 
en serie de Fourier no contiene térnninos del seno. 
1.2 Muestre que si F ( t ) es una función periódica impar, esto es, F ( — t ) = — F ( í ) , entonces su 
desarrollo en serie de Fourier no contiene términos del seno. 
1.3 Desarrolle la función F ( t ) = en el intervalo en una serie de Fourier compleja y real. 
1.4 Desarrolle la función F ( t ) = e*"^  en el intervalo en una serie de Fourier compleja y real. 
1.5 Sean dos funciones F i ( t ) y F2(t), amabas periódicas con el mismo periodo T . Se define el 
promedio del producto F i ( t )F2( t ) sobre un periodo T como 
^=f/J'^iWF2(t)dt. 
Teniendo en cuenta los desarrollos en serie de Fourier 
yF2(t) = 5:,^=_„6„e^ tmast 
Demuestre que 
•00 
1.6 Compruebe que eos cüt y |cos íijt| son funciories periódicas con periodos mínimos de ^ y 
respectivamente. 
_______________________________________________________________ 
Taller 1    Fenómenos periódicos – Series de Fourier 
 










2. Encuentre la forma compleja de la serie de Fourier de la función 
 










,       
𝑇
2
< 𝑡 < 𝑇
  , además 𝐹(𝑡) = 𝐹(𝑡 + 𝑇). 
 
3. Funciones ortogonales. Un conjunto de funciones 𝜑𝑘(𝑡) es ortogonal en un intervalo 𝑎 < 𝑡 < 𝑏 
si para dos funciones cualesquiera 𝜑𝑚(𝑡) y  𝜑𝑛(𝑡) pertenecientes al conjunto 𝜑𝑘(𝑡), se cumple 
 
∫ 𝜑𝑚(𝑡)𝜑𝑛(𝑡)𝑑𝑡 = {
0        para 𝑚 ≠ 𝑛
𝑟𝑛       para 𝑚 = 𝑛
𝑏
𝑎
  . 
 
Teniendo en cuenta a la definición anterior, demuestre que el conjunto de funciones 










   




∫ 1 × sin(𝑚𝜔𝑡) 𝑑𝑡
𝑇/2
−𝑇/2
, ∫ sin(𝑚𝜔𝑡) sin(𝑛𝜔𝑡) 𝑑𝑡
𝑇/2
−𝑇/2
















𝑛=−∞  a las dos formas reales de la serie de 
Fourier. 
 
5. Pase la serie de Fourier que obtuvo en el punto 2., a las dos formas reales de la serie de Fourier. 
 
6. Calcule la serie de Fourier de la función definida en la figura de abajo. 
 
 






PROBLEMAS PARA PARCIAL I 
 
1.1 Muestre que si 𝐹(𝑡) es una función periódica par, esto es 𝐹(𝑡) = 𝐹(−𝑡), entonces su desarrollo 
en serie de Fourier no contiene términos del seno. 
 
1.2 Muestre que si 𝐹(𝑡) es una función periódica impar, esto es 𝐹(−𝑡) = −𝐹(𝑡), entonces su 
desarrollo en serie de Fourier no contiene términos del seno. 
 
1.3 Desarrolle la función 𝐹(𝑡) = 𝑡2 en el intervalo 0 < 𝑡 < 𝑇 en una serie de Fourier compleja y 
real. 
 
1.4 Desarrolle la función 𝐹(𝑡) = 𝑒𝑎𝑡 en el intervalo 0 < 𝑡 < 𝑇 en una serie de Fourier compleja y 
real. 
 
1.5 Sean dos funciones 𝐹1(𝑡) y  𝐹2(𝑡), ambas periódicas con el mismo periodo 𝑇. Se define el 










Teniendo en cuenta los desarrollos en serie de Fourier  
 
𝐹1(𝑡) = ∑ 𝑎𝑛𝑒
𝑖𝑛𝜔𝑡∞
𝑛=−∞  y 𝐹2(𝑡) = ∑ 𝑏𝑚𝑒
𝑖𝑚𝜔𝑡∞
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La gráfica de la función beta pip, q) de 







1 0 1,5 20 2 5 
Gráfica de la función beta pip, q) como 
función de q y p = 5. 
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Taller 2    Funciones gamma, beta y función error 
 
1. A partir de los siguientes valores de la función gamma 
 
Γ(3.5) = 3.32, Γ(−1+) = −∞, Γ(−1−) = +∞, Γ (
1
2
) = √𝜋, 
 









,  Γ(−3+) = −∞ y Γ(−3−).  
 
2. La función beta se define como 
 
                                                         𝛽(𝑝, 𝑞) = ∫ 𝑥𝑝−1(1 − 𝑥)𝑞−1𝑑𝑥
1
0
.                                                        (1) 
 
Haciendo los cambios de la variable de integración en (1): a) 𝑥 =
𝑦
𝑎
 y b) 𝑥 =
𝑦
1+𝑦
, encuentre las 
formas respectivas que adquiere la función beta. 
 




3. Demuestre que: 
a) La función error 𝑒𝑟𝑓(𝑥) es una función impar, esto es, 𝑒𝑟𝑓(−𝑥) = −𝑒𝑟𝑓(𝑥) y 








,  𝑖 = √−1. 
c)                                                  Γ(𝑞)Γ(1 − 𝑞) =
𝜋
sin 𝑞𝜋
,   0 < 𝑞 < 1. 
_______________________________________________________________ 
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TALLER ECUACIÓN DIFERENCIAL DE LEGENDRE PARTE 1 
1. Encuentre la solución de la ecuación diferencial por el método de Frobenius, cuando en la serie 
de potencias 𝑦(𝑥) = ∑ 𝑥𝑘+𝑟∞𝑘=0 , se usa el valor 𝑟 = 1. 
2. Encuentre una expresión para los polinomios de Legendre 𝑃7(𝑥) y 𝑃8(𝑥). 
 
  
TALLER ECUACIÓN DIFERENCIAL DE LEGENDRE PARTE 1 
1. Encuentre la solución de la ecuación diferencial de Legendre siguiendo el método de Frobenius, 
cuando en la serie de potencias 𝑦(𝑥) = ∑ 𝑥𝑘+𝑟∞𝑘=0 , se toma el valor 𝑟 = 1. 
Partiendo de las ecuaciones (4.9) y (4.12) de los apuntes de clase, se obtiene que para 𝑟 = 1 y para valores 
impares de 𝑛 (𝑛 = 1, 3, 5, …) se producen los polinomios de Legendre de orden impar; para 𝑛 par (𝑛 = 0, 2, 4,
…) la sumatoria no se corta y por lo tanto no aparecen los polinomios de Legendre de orden par.  








(6435𝑥8 − 12012𝑥6 + 6930𝑥4 − 1260 𝑥2 + 35) 
3. Función generatriz para 𝑃𝑛(𝑥). 
a) Sea 
𝜙 = (1 − 2𝑥𝑍 + 𝑍2)−
1
2 . 
Aplicando la fórmula binomial 
(1 + 𝑥)𝑟 = ∑ (
𝑟
𝑛
) 𝑥𝑛∞𝑛=0 , 
muestre que  
𝜙 = 𝑃0(𝑥) + 𝑃1(𝑥)𝑍 + 𝑃2(𝑥)𝑍
2 + 𝑃3(𝑥)𝑍
3 + ⋯ 
donde 𝑃0(𝑥), 𝑃1(𝑥), 𝑃2(𝑥) y 𝑃3(𝑥) son los polinomios de Legendre. 
b) Muestre que 
(1 − 2𝑥𝑍 + 𝑍2)
𝜕𝜙
𝜕𝑍









c) Desarrollando 𝜙 en una serie de potencias de 𝑍 
𝜙 = ∑ 𝐴𝑛𝑍
𝑛∞
𝑛=0 , 
utilizando los resultados del punto b), demuestre que los coeficientes 𝐴𝑛, que son polinomios en 𝑥, satisfacen 
la ecuación de Legendre y por lo tanto son los polinomios de Legendre 
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Taller 1 – parte 1 - EDPs de primer orden lineales 
 
1. a) Encuentre una expresión para las características de la EDP 
                                                              𝑢𝑡 + 𝑣𝑢𝑥 = 0,                                                                     (1)                                              
donde 𝑣 es una constan te real diferente de cero, y grafique dos características cualesquiera 
(tomando 𝑣 = 0.5). 
b) Halle la solución general de (1). 
c) Encuentre las soluciones particulares de (1) con la condición adicional: 
    𝑖)                                                            𝑢(𝑥, 0) = sin 𝑥. 
    𝑖𝑖)                                                           𝑢 (𝑥,
1
𝑣
𝑥 − 2) = 0. 
    𝑖𝑖𝑖)                                                         𝑢 (𝑥,
1
𝑣
𝑥 − 4) = 𝑒−𝑥
2
. 
Sugerencia: Examine los pasos del procedimiento desarrollado en la clase. Haga 𝑦 → 𝑡. 
Taller 1 – parte 2 - EDPs de segundo orden lineales 
 
1. Sea la EDP 
                                       5 𝑢𝑦𝑦 − 2 𝑢𝑥𝑦 − 3 𝑢𝑥𝑥 + 0.5 𝑢𝑦 − 𝑢𝑥 + 2 𝑢 = 0.                                                            (1) 
 
a) Muestre que con el cambio de variables 
 
                                                       𝜉 = 𝑝 𝑥 + 𝑞 𝑦 
y                                                                                                  
                                                       𝜂 = 𝑟 𝑥 + 𝑠 𝑦,  
 
donde 𝑝, 𝑞, 𝑟 y 𝑠 son constantes arbitrarias, la ecuación (1) adquiere la forma  
 
                                     𝐴∗𝑢𝜉𝜉 + 𝐵
∗𝑢𝜉𝜂 + 𝐶
∗𝑢𝜂𝜂 + 𝐷
∗𝑢𝜉 +  𝐸
∗𝑢𝜂 + 2 𝑢 = 0,                                     (2) 
siendo 
                                     𝐴∗ = −3𝑝2 − 2𝑝𝑞 + 5𝑞2,     
                                     𝐵∗ = −6𝑝𝑟 + 10𝑞𝑠 − 2(𝑞𝑟 + 𝑝𝑠),    
                                     𝐶∗ = −3𝑟2 − 2𝑟𝑠 + 5𝑠2, 
                                     𝐷∗ = −𝑝 + 0.5𝑞 
                                     𝐸∗ = −𝑟 + 0.5𝑠. 
 
b) Escoja un conjunto de valores de 𝑝, 𝑞, 𝑟 y 𝑠 tales que 𝐴∗ y 𝐵∗ se vuelvan cero. Entonces (2) se 
reducirá a la forma canónica 
 
                                     𝐵∗𝑢𝜉𝜂 + 𝐷
∗𝑢𝜉 +  𝐸
∗𝑢𝜂 + 2 𝑢 = 0.                                                                    (3) 
 
Muestre los valores de 𝑝, 𝑞, 𝑟 y 𝑠 y calcule 𝐵∗, 𝐷∗ y 𝐸∗ para estos valores. 
Taller 2 - EDPs de segundo orden lineales 
 
1. Sea la EDP 
                                         2𝑢𝑡𝑡 − 4 𝑢𝑡𝑥 +
3
2
 𝑢𝑥𝑥 − 𝑢𝑡 +
3
2
𝑢𝑥 = 1.                                                            (1) 
 
a) ¿Qué tipo de EDP es la EDP (1)? 
b) Determine el cambio de variables 
                                                       𝜉 = 𝑝 𝑥 + 𝑞 𝑦,                                                                                                   
                                                       𝜂 = 𝑟 𝑥 + 𝑠 𝑦,  
donde 𝑝, 𝑞, 𝑟 y 𝑠 son constantes cuyo valor debe determinar, que conlleve a la forma 
canónica de (1) dada por 
                                                                   −2𝑢𝜉𝜂 + 𝑢𝜂 = 1.                                                                           (2) 
c) Escriba las ecuaciones de sus características y grafique dos pares de ellas. 
d) Muestre que la solución de (2) es 
                                                       𝑢(𝜉, 𝜂) = 𝑞(𝜂)𝑒
1
2
𝜉 + 𝜂 +  𝑝(𝜉),                                               (3) 
donde 𝑞(𝜂) y 𝑝(𝜉) son funciones arbitrarias. 
e) Deshaciendo el cambio de variables, escriba la expresión para la solución 𝑢(𝑥, 𝑡) de (1) y 





















Taller 3 – Método de separación de variables 
 
1. Usando el método de separación de variables resolver el sistema 
                                                                        𝑢𝑦𝑦 + 𝑢𝑥𝑥 = 0,               0 ≤ 𝑥 ≤ 𝑎,  0 ≤ 𝑦 ≤ 𝑏                (1) 
Con las condiciones de frontera 
                                                  𝑢(0, 𝑦) = 𝑢(𝑎, 𝑦) = 𝑢(𝑥, 0) = 0,  𝑢(𝑥, 𝑏) = 𝑓(𝑥),                               (2) 
siendo 𝑓(𝑥) una función conocida, 𝑎 y 𝑏 dos constantes. 
 
Observación: Al aplicar el método de separación de variables, considere todos los casos posibles. 
 
Respuesta:      
                                    𝑢(𝑥, 𝑦) = ∑ 𝐸𝑛(𝑒
𝑛𝜋𝑦/𝑎 − 𝑒−𝑛𝜋𝑦/𝑎)∞𝑛=1 sin(𝑛𝜋𝑥/𝑎),          
o bien, 
                                    𝑢(𝑥, 𝑦) = ∑ 2𝐸𝑛 sinh(𝑛𝜋𝑦/𝑎)
∞
𝑛=1 sin(𝑛𝜋𝑥/𝑎),  
donde            






sin(𝑛𝜋𝑥/𝑎)𝑑𝑥.          
 
Observación: Esta es la respuesta que yo obtuve, por favor comunicarme otras posibles respuestas.                               




