This paper addresses the period-signal tracking problem for a class of nonparametric uncertain systems with several periodic time-varying disturbances, where there is no common multiple among the period lengths of reference signal and disturbances, or the common multiple is difficult to be obtained even if it exists. A multi-period repetitive control scheme is proposed by using Lyapunov approach, with robust technique and unsaturated multi-period repetitive learning technique being integratedly used to compensate uncertainties and periodic disturbances. As the repetitive cycle increases, the system output can track its reference signal perfectly over its full period. Through rigorous analysis, we prove that the estimations themselves are bounded, which is better than the boundedness in the sense of L 2 norm obtained in many existing unsaturated learning results. In the end, an illustrative examples is provided to demonstrate the efficacy of the proposed multi-period repetitive control scheme.
I. INTRODUCTION
In the real industrial process, there exist many periodic control tasks that need be accomplished over an infinite time intervals, such as tracking periodic trajectory and rejecting periodic disturbances. For these tasks, repetitive control is an effective control technique to estimate and compensate those periodic uncertainties according to the information of pervious trials. Repetitive control and iterative learning control are two branches of learning control. They were originally proposed in the late 1970s [1] , [2] , and have been explored by many researchers since then [3] - [14] . Up to now, repetitive control has been applied in many practical applications such as permanent-magnet synchronous motors [15] , robots [16] , computer disk drives [17] , etc.
In most early results on repetitive control, the research objects usually are linear systems, frequency-domain analysis approaches are adopted to controller designs according to internal model principle [18] . Recently, some scholars have studied Lyapunov-based repetitive control for nonlinear The associate editor coordinating the review of this manuscript and approving it for publication was Shankarachary Ragi . systems [19] - [21] . In [22] , Dixon et al. proposed a hybrid control scheme for an n-rigid link robot, utilizing learningbased feedforward terms and adaptive-based feedforward terms to compensate for periodic dynamics and unknown invariant constant, respectively. In [23] , Xu and Yan investigated the robust repetitive learning control for a class of nonparametric uncertain systems, which is an earlier report on repetitive control for nonparametric systems. In [24] , Yang et al. proposed a continuous universal repetitive learning control scheme to solve the periodic trajectory tracking problem for a class of nonlinear dynamical systems with nonparametric uncertainty and unknown state-dependent control direction matrix. To improve the convergence speed of repetitive control schemes, Yan and Sun investigated suboptimal repetitive learning control algorithm for a class of nonlinear systems with both parametric and nonparametric uncertainties [25] . To handle the output tracking problem for system with unavailable state information, Huang et al. developed the observer-based repetitive learning control for a class of nonlinear systems with non-parametric uncertainties [26] . Besides, researchers also considered repetitive control design for discrete-time systems. In [27] , adaptive backstepping VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ repetitive learning method is adopted for compensating periodic uncertainties in nonlinear discrete-time systems. As reported in [28] , a repetitive learning control scheme is proposed to achieve the tracking of periodic light color and intensity for three-color lighting system. It is worth noting that, so far, most existing repetitive control algorithms compensate periodic uncertainties and disturbances by using single-period repetitive learning control approach. Actually, these algorithms require there exists a common multiple among the period lengths of these uncertainties and disturbances. In the situations that there is no such common multiple, or the common multiple is very difficult to be found, multi-period repetitive control may be adopted to control designs. Compared with single repetitive control, the research results on multi-period repetitive control are very few. In addition, most multi-period repetitive control algorithms are suitable for the control design of linear systems [29] - [31] , and only a few literatures have considered multi-period repetitive control for nonparametric uncertain systems [32] . The multi-period repetitive control design for nonparametric uncertain systems has still been an issue to be researched, so far.
While the upper bound of unknown parameter under estimation is known, saturation operator is often utilized to guarantee the boundedness of estimations in learning algorithms [33] . The two usual implementation forms of saturation learning include partial saturation learning and full saturation learning. For the cases that the upper bounds of parameters under estimation are unknown, standard unsaturated learning method may be used to estimate unknown parameters. Most relative results on unsaturated learning have theoretically proven that the estimation is bounded in the sense of L 2 norm. Whether the estimations themselves are bounded has aroused much attention for long. In recent years, there are very limited amount of works attempting to carry out further research in this area [21] . The boundedness problem of unsaturated learning algorithm is still an interesting topic to be tackled.
Motivated by the above discussions, this work focus on the tracking problem for a class of nonparametric uncertain systems with a number of periodic time-varying disturbances, where there is no common multiple among the period lengths of reference signal and disturbances, or the common multiple is difficult to be obtained even if it exists. To derive the perfect tracking and reject periodic uncertainties, this paper proposes a multi-period repetitive control scheme. Compared to the existing results, the main contributions of this work lie in the following:
(1) There often exist several periodic disturbances with different period lengths in the same nonparametric uncertain system. The common multiple of the disturbances' period lengths and the reference signal's period length does not exist, or this common multiple is very difficult to be found. Thus, traditional single period repetitive control is unable (or very difficult) to achieve perfect tracking for this situation. In order to overcome this difficulty, this work proposes a novel multi-period repetitive control scheme, with multiperiod learning control and robust control combinedly used to handle nonparametric uncertainties and periodic disturbances.
(2) Standard unsaturated repetitive leaning strategy is utilized to estimate periodic uncertainties and disturbances. Through rigorous analysis, we prove that the estimations themselves are bounded, which is better than the boundedness in the sense of L 2 norm obtained in many existing unsaturated learning algorithms.
The remainder of this paper is organized as follows. Problem formulation is presented in Section 2. In Section 3, by using Lyapunov synthesis, an adaptive multi-period repetitive control law is designed. In Section 4, through rigorous analysis, the global convergence of closed loop system is shown. To demonstrate the effectiveness of the proposed multi-period repetitive control scheme, an illustrated example is shown in Section 5, followed by Section 6 which concludes this work.
II. PROBLEM FORMULATION
We consider a class of nonparametric uncertain systems as follows:
where x x x = [x 1 , x 2 , . . . , x n ] T ∈ R n is the system state, g is the unknown input gain, u ∈ R is the system input, y ∈ R is the system output, f (x x x) is nonparametric uncertainty, and w j (t) is the jth periodic disturbances, w j (t + T j ) = w j (t), j = 1, 2, · · · , p. For system (1), the control task is to let the system output y track the desired trajectory y d that satisfies that y d (t + T 0 ) = y d (t). Among T 0 , T 1 , · · · , T p−1 and T p , neither two of them has common multiple. Further, for y d and the ideal control input u d , we have the following formulation:
Without loss of generality, we make the following assumptions for the system (1) .
in which, α f (ξ ξ ξ 1 , ξ ξ ξ 2 ) ∈ C 1 is a known nonnegative function. Assumption 2: g is an unknown positive constant, satisfying that
with g 1 a known positive constant.
From (2), we obtain
On the right-hand side of this equality, g −1 (y (n)
) and w j (t), j = 1, 2, · · · , p are all unknown periodic timevarying variables. The period length of g −1 (y (n)
and w j (t) are T 0 and T j , j = 1, 2, · · · , p, respectively. Based on the relationship of T j s, there are four cases as follows.
(i), there is no common multiple among these T j s at all.
(ii), the common multiple among T j s is existent, but it is very difficult for us to calculate the common multiple among them.
(iii), the common multiple among T j s is easy to be calculated, but it is much bigger than the biggest one in T j s.
(iv), the common multiple among T j s is easy to be calculated, and it is equal to the biggest one among T j s.
For case (i)-(iii), single-period repetitive control is not suitable to design controller for the system (1). Since the system (1) is a nonparametric uncertain system, the existing control algorithms can not be used directly to the controller design. To solve this problem, this work will propose a multiperiod repetitive control scheme. The proposed algorithm is significant for case (i)-(iii). Specifically, for case (i) and (iii) the proposed multi-period repetitive control scheme solves the tracking control problem that the traditional single period repetitive control algorithms fail to solve, or are very difficult to solve. For case (iii), the proposed multi-period repetitive control scheme have higher convergence speed than the traditional single-period repetitive control scheme. Also, the proposed multi-period repetitive control scheme is applicable for the systems in case (iv).
In this work, unsaturated learning algorithm is used to design control law, which is of no need to know the upper bound of the estimated variable in advance. Furthermore, this work will prove that the estimations themselves are bounded, which is better than the boundedness in the sense of L 2 norm obtained in most similar results.
Remark 1: To simplify the analysis, in this paper, we mainly discuss the case that there is no common multiple between any two of T j s, j = 0, 1, · · · , p. Our result is also effective for the case that there are common multiples between certain two of T j s, but there is no common multiple among all T j s, j = 0, 1, · · · , p.
III. MULTI-PERIOD REPTITIVE CONTROL DESIGN
Define the state error e e e(t) = [e 1 (t), e 2 (t), . . . , e n (t)] T , in which, e i (t) = x i (t) − x d,i (t), i = 1, 2, . . . , n. Then, from (1), it easily follows that
We rewrite the above in vector form aṡ
and c c c = [c 1 , c 2 , · · · , c n ] T . Here, c 1 , c 2 , · · · and c n are the coefficients of Hurwitz polynomial p(s) = s n + c n s n−1 + · · · c 2 s + c 1 . For A is Hurwitz, there exists n × n real positive definite symmetric matricesP and Q, satisfying
Taking the derivative of V 1 = g −1 e e e T Pe e e with respect to time t yields tȯ
where η 0 (t) = g −1 (f (x x x d (t)) −ẋ d,n (t)) and η j (t) = g −1 w j (t), j = 1, 2, · · · , p. It is easy to see that all η j (t)s display cyclic variations over time, and the period length of η j (t) is T j , j = 0, 1, · · · , p. Applying Assumption 1, we deduce that 
in which γ 1 is a positive design parameter to be chosen properly meeting (19) . Substituting (11) into (10), we obtaiṅ
e e e T Qe e e + 1 γ 1 g 2 (c c c T e e e) 2 + e e e 2
On the basis of (12), we design the control law as
and
where µ is a positive constant ILC learning gain, γ 1 is a positive constant satisfying (19) , γ 2 is defined as
As constructed in (15) , γ 2 (t) is continuously differentiable over [0, +∞).
IV. CONVERGENCE ANALYSIS
For the need of convergence analysis, a lemma is given as follows.
Lemma 1: For a continuously differential vertex func-
simultaneously with T being a positive real constant, then φ φ φ(t) is guaranteed to be bounded during t ∈ [0, +∞).
Proof: See the Lemma 2.2 in [31] . Let us define λ m the minimum eigenvalue of matrix Q, which is determined by P and A according to (9) . The main result is summarized in the following theorem.
Theorem 1: Given the dynamics of (1) under Assumptions 1 and 2, the proposed repetitive control law (13) and repetitive learning law (14) ensure the boundedness of all signals and global asymptotic tracking in the sense that 
where γ 1 and λ m must be selected to satisfy the following sufficient condition:
Proof: The proof consists of two parts. First, we investigate the convergence of tracking error as the repetitive cycle increases. Then, the proof on boundedness of system error and all other signals will be given.
Part I (Convergence of Tracking Error): Substituting (13) into (12), we havė 
whereη
Then, let us introduce the Lypunov-Krasovskii functional
to facilitate the analysis. Applying (19) and (20), from (21), we havė
((c c c T e e e) 2 + e e e 2 ) + 2e e e T Pb b b
e e e T Qe e e + 1 γ 1 g 2 (c c c T e e e) 2 + e e e 2 ≤ 0
Substituting (23) into (22) leads tȯ
Noticing that γ 2 (t) = 1 while t ≥ T m . By using η j (t) = η(t − T j ) and (14), we get
Combining (25) with (24) yieldṡ
e e e T Qe e e.
Therefore, while t ≥ T m ,
T m e e e T (τ )e e e(τ )dτ.
According to (22) and (14), we can check that V 2 (T m ) is bounded. Applying this conclusion, from (27), we can assert that e e e(t) , 
holds.
On the other hand, combining (7) with (13) (31) From (29), it is easy to see that x x x(t) is bounded. Thus, from (31), we can assert that there exists positive constant m 1 and m 2 , which satify ė e e(t) 2 ≤ m 1 e e e(t) 2
Further, combining (28), (29) with (32), we conclude that for t > 0,
holds, where m 3 is a positive constant. Next, we will show that e e e(t) is uniformly continuous over [0, +∞). For t 1 , t 2 ∈ [t, t +T m ] and any positive real constant ε, there exists δ = ε 2 m 3 , which satisfies that if |t 2 − t 1 | < δ, then e e e(t 2 ) − e e e(t 1 ) ≤
holds, where t b = max(t 1 , t 2 ), t s = min(t 1 , t 2 ). Thus, we can assert that e e e(t) is uniformly continuous over [0, +∞) according to the definition of uniform continuity. By applying Barbalat's lemma, on the basis of (29), (30) and (34), we obtain lim t→+∞ e e e(t) = 0 0 0,
which implies that lim t→+∞ (y(t) − y d (t)) = 0. Part II (Boundedness of System Signals): In part I , we have proved that e e e(t) is bounded. Now let us verify the boundedness ofη j (t), j = 0, 1, · · · , p.
From ( 
Firstly, let us analyze the derivative of f (
∂f (e e e + x x x d ) ∂e i e i+1 + ∂f (e e e + x x x d ) ∂e nė n .
For simplicity, we denote h 1 (x x x d , e e e) = 
While t ≥ T m , differentiating both sides of the equation (14) yieldsη
Then, similarly to (25) , from (44), we can conclude that while t ≥ T m , 2ė e e T Pb b bη j (t)
Substituting (43) 
where b b b is defined in (8) . 
In addition, by using the boundedness of e e e(t), x x x d (t) andẋ x x d (t), we assert that there exist positive constants m 5 
Since e e e(t) converges to zero as t → +∞, there must exist a time point t * and a positive constant m 7 , which meet that for any t ≥ t * ≥ T m , m 5 ė e e 2 e e e + m 6 ė e e e e e ≤ 1 4ė e e T Qė e e + m 7 e e e 2 (55) holds. Finally, combining (54) and (55) into (53), we deducė
e e T (t)Qė e e(t) + m 8 e e e(t) 2 , t ≥ t * , which implies
According to (27) , we know t +∞ e e e(τ ) 2 dτ is bounded. Therefore, from (56), we conclude that V 3 (t) is bounded over [t * , ∞). This means t t−T jη 2 j (τ )dτ is bounded over [t * , +∞). Furthermore, according Lemma 1, the boundedness ofη j (t) over [t * , +∞) is guaranteed. It is easy to seeη j (t) is bounded during t ∈ [0, t * ). Therefore, we can assertη j (t) to be bounded over [0, +∞).
From the above theoretical analysis, we can see that the system error converges to zero as the multi-period repetitive learning cycle increases, and all signal of closed-loop system are guaranteed to be bounded in our unsaturated learning algorithm.
V. ILLUSTRATIVE EXAMPLE
Consider the following second order nonlinear uncertain system:
The control target is to let y track the desired trajectory y d = cos(0.5π t). In (57), 12 cos(t) and 5 sin( 2πt π+1 ) are seen as w 1 (t) and w 2 (t), respectively. Their values are unknown, but the period lengths are known. f (x x x) = −0.1x 2 − x 3 1 is seen as nonparametric uncertainty. The input gain g = 1 are unknown prior. The initial state is [x 1 (0), x 2 (0)] T = [0.5, 0.2] T . It can be easily verified that among T 0 = 4, T 1 = 2π and T 2 = π + 2, neither two of them has common multiple.
Control law and learning laws (13)- (14) are used to do the simulation for the system (57). We choose γ 1 = 4, µ = 6 and g 1 = 0.9. According to (58) and (9), we have Q = 8 0 0 8 .
Choosing α(x x x k , x x x d ) = (3(x 2 1 + x 2 d,1 ) 2 + 0.01 and g 1 = 0.9, we can see that both Assumption 1 and Assumption 2 hold. Meanwhile, γ 1 and Q satisfy (19) .
The simulation results are shown in Figs. 1-3 . Fig.1 shows the system output during t ∈ [0, 30]. Fig.2 gives the system output error during t ∈ [0, 100]. From Fig.1 and Fig.2 , we can see that system output y can asymptotically track the desired trajectory y d . Control input signal u(t) during [0, 100] is shown in Figs. 3. The simulation results verify the effectiveness of our proposed control scheme.
VI. CONCLUSION
In this paper, an adaptive multi-period repetitive control scheme is proposed to solve periodic-signal tracking problem for a class of nonparametric uncertain systems with several periodic disturbances. The novelties of this work lie in: (1) the nonparametric uncertainties meeting Lipschitzlike continuous condition can be successfully handled by robust learning technique, while periodic uncertainties and disturbances are compensated by the designed multi-period repetitive learning law; (2) a Layapunov functional which incorporates the state tracking error and parametric adaptation errors has constructed, which is employed to facilitate the convergence analysis; and (3) through theoretical analysis rigorously, the boundedness of estimations themselves is achieved, which is better than the boundedness in the sense of L 2 norm obtained in many existing similar work. It is shown that the proposed multi-period control law can reject the periodic uncertainties and disturbances, with perfect tracking performance obtained. Finally, the simulation results illustrate the effectiveness of our proposed scheme.
