Optimal (v, 4, 2, 1) optical orthogonal codes (OOC) with v ≤ 75 and v = 71 are classified up to isomorphism. One (v, 4, 2, 1) OOC is presented for all v ≤ 181, for which an optimal OOC exists.
Introduction
Optical orthogonal codes, initially proposed for application in optical code-division multiple-access communication systems, receive increasing interest by both the research and industrial communities. This is mainly due to the ability to implement data transmission at ultra-high rates. The use of optical orthogonal codes enables a large number of asynchronous users to transmit information efficiently and reliably. The lack of a network synchronization requirement enhances the flexibility of the system. But these codes can also be used in other wide-band code-division multiple-access environments. Optical orthogonal codes with some parameters are also called cyclically permutable constant weight codes in connection to constructing protocol sequences for a multiuser collision channel without feedback.
So far a number of families of optical orthogonal codes have been constructed, see for instance [3] , [4] , [5] , [9] , [11] , [17] . In this work we not only construct new optimal optical orthogonal codes with v ≤ 181, but also classify all optimal (v, 4, 2, 1) optical orthogonal codes with v ≤ 75 and v = 71.
Preliminaries
For the basic concepts and notations concerning optical orthogonal codes and related designs we follow [3] and [4] . We denote by Z v the ring of integers modulo v.
Definition 1 A (v, k, λ a , λ c ) optical orthogonal code (OOC) can be defined as a collection C = {C 1 , . . . , C s } of k-subsets (codeword-sets) of Z v such that any two distinct translates of a codeword-set share at most λ a elements while any two translates of two distinct codeword-sets share at most λ c elements:
(1)
Condition (1) is called the auto-correlation property and (2) the cross-correlation property. The size of C is the number s of its codeword-sets. A (v, k, λ, λ) OOC is also denoted by (v, k, λ) OOC.
Consider a codeword-set C = {c 1 , c 2 , . . . , c k }. Denote by C the multiset of the values of the differences c i − c j , i = j, i, j = 1, 2, . . . , k. The auto-correlation property means that at most λ a differences are the same. Denote by C the underlying set of C. The type of C is the number of elements of C,
i.e. the number of different values of its differences. If λ c = 1 the cross-correlation property means that ∆C 1 ∆C 2 = ∅ for two codeword-sets C 1 and C 2 of the (v, k, λ a , 1) OOC. A (v, k, λ a , 1) OOC is perfect if
, that is if all nonzero differences are covered. An example of a perfect optimal (20,4,2,1) OOC is presented in Figure 1 . The difference apparatus is very convenient. Checking the differences of k-subsets of Z v one can construct
OOCs with various properties. But if you want to establish if two OOCs are equivalent or not, you have to consider not only the collection of codeword-sets, but a larger structure, which includes their translates too.
Isomorphism of OOCs can be defined in the following way:
Definition 2 Two (v, k, λ a , λ c ) optical orthogonal codes C and C are isomorphic if there exists a permutation on Z v , which maps the collection of translates of each codeword-set of C to the collection of translates of a codeword-set of C .
We next point out some properties of the collection of the codeword-sets and all their translates.
A circulant matrix of order v is a (0,1) square matrix M = (m i,j ) v×v with v rows and columns, such that m i+1,j+1 = m i,j , where i, j = 0, 1, . . . , v − 1 and indexes are added modulo v.
A directed graph on v vertices (which are identified with the elements of Z v ) is called circulant graph or circulant if it has a cyclic symmetry, that is, if the permutation (0, 1, 2, . . . , n − 1) is an automorphism of the graph. The adjacency matrix of a circulant is a circulant matrix. That is why there is a one-toone correspondence between circulant graphs and circulant matrices. Two circulant graphs G and G on v vertices are isomorphic if there exists a permutation ϕ on Z v , such that any two vertices u and v of G are adjacent in G if and only if ϕ(u) and ϕ(v) are adjacent in G .
be a finite set of points, and B = {B j } b j=1 a finite collection of k-element subsets of V , called blocks. D = (V, B) is a design (partial design) with parameters t-(v,k,λ) if any t-subset of V is contained in exactly (at most) λ blocks of B. Partial designs are also known as packings [15] or packing designs [9] . We call them partial designs following [4] . Two 2-(v, k, λ) partial designs D and D are isomorphic if there exists a permutation of the points which maps each block of D to a block of D . A t-(v,k,λ) partial design is cyclic if it has an automorphism α permuting its points in one cycle. When we talk of block orbit hereafter, we mean block orbit under the automorphism α permuting the points in one cycle.
From the (v, k, λ a , λ c ) OOC C one can construct a cyclic t-(v,k,λ) partial design D, which has as blocks the codeword-sets of C and their translates. Each codeword-set and its translates form one block orbit.
The incidence matrix of this cyclic design contains circulant matrices of order v, which correspond to the block orbits. The OOC can be reconstructed from the partial design by choosing for codeword-sets exactly one block from each block orbit. In particular, the partial design related to a (v, 4, 2, 1) OOC is a partial 2-(v,4,2) design and at the same time a partial 3-(v,4,1) design. The cyclic partial 2-(20, 4, 2) design related to the OOC from Figure 1 has base blocks {0, 1, 5, 6} and {0, 2, 9, 12}. When we consider equivalence of two cyclic designs and equivalence of two OOCs, however, we see that the structure of the OOC imposes that the equivalence mapping should transform the translates of a codeword-set to the translates of exactly one codeword-set of the other OOC, while such a restriction does not hold for the block orbits of cyclic designs.
That is, a (v, 4, 2, 1) OOC actually corresponds to a 4-resolution of the cyclic partial 2-(v, 4, 2) design, where each block orbit is a parallel class of the 4-resolution (every point is incident with exactly 4 blocks of the class) and an equivalence mapping of resolutions transforms classes to classes.
The relation to partial designs shows that OOCs can be treated as cyclic combinatorial objects and design methods for their classification can be applied. We denote by ϕ 0 , ϕ 1 , . . . , ϕ m−1 the automorphism permutations of the elements of Z v . Each z ∈ Z v is mapped by ϕ i to a i z, where a i is a primitive root modulo v and ϕ 0 is the identity. The automorphisms of Z v map every circulant matrix of order v to a circulant matrix of order v. That is why multiplier equivalence [7] , [8] , [14] is defined for cyclic combinatorial objects.
It can be defined for OOCs too.
Two circulant graphs G and G on v vertices are multiplier equivalent if there exists a ∈ Z v such that a is a primitive root modulo v and any two vertices u and v of G are adjacent in G if and only if au and av are adjacent in G . Two OOCs can be isomorphic, but multiplier inequivalent.
Optical orthogonal codes have various applications [2] , [5] , [6] . In particular, (v, k, λ) OOCs have been widely studied, especially (v, k, 1) and (v, k, 2) OOCs. A long list of publications on them is presented in [3] , and some recent results are described in [12] and [16] . OOCs with parameters (v, 4, 2, 1) were first considered in [17] . Recently it was proved in [11] that if s is the size of a (v, 4, 2, 1) OOC, then
A (v, 4, 2, 1) OOC is optimal if it reaches this upper bound.
A lot of constructions of infinite families of optimal (v, 4, 2, 1) OOCs and some nonexistence results are presented in [3] and [11] . Yet there are still plenty of values of v, for which it is not known whether such an OOC exists or not. In the present paper we answer this question for all undecided v < 182, and we classify up to isomorphism optimal (v, 4, 2, 1) OOCs with v < 76, v = 71. The proofs in [3] show that for some infinite families the existence of optimal OOCs with the smallest parameters is sometimes more difficult to prove theoretically and computer search is suitable then (see for instance [3] , Theorem 4.6, Theorem 6.3).
And for some families OOCs with additional properties are needed and classification results would be useful.
For instance the remark after Theorem 4.7 of [3] shows that this theorem might be more general if there exists an (88,4,2,1) OOC which has one codeword-set whose differences are precisely the non-zero elements of the subgroup of order 8 of Z 88 (see the first codeword-set of the OOC with v = 88 in Table 2 ). In this sense both existence and classification results for OOCs of small orders might contribute to future investigations on big orders.
A table of optimal (v, 4, 2) OOCs with v ≤ 44 (with 3 possible exceptions) is presented in [4] , where the authors construct them using an algorithm based on the maximum clique search problem. Our approach is essentially different since our aim is not only to find one optimal OOC for each v, but to make a classification too. The classification up to isomorphism of cyclic designs with some parameters [7] , [8] was done by first making a classification up to multiplier equivalence. This is the way we proceed here too. Using the same approach, in [1] we classify up to isomorphism (v, 4, 1) OOCs and 2-(v, 4, 1) designs with v ≤ 76. The present classification up to isomorphism is, however, more difficult to make than that in [1] , because now some of the collections of translates of codeword-set vectors are multiplier inequivalent but isomorphic. The classification up to multiplier equivalence is also more complicated, because in [1] all codeword-sets are of one and the same type, while here the type of the codeword-sets has to be taken in consideration too.
Classification up to multiplier equivalence
We classify the (v, 4, 2, 1) OOCs up to multiplier equivalence applying the well-known techniques of backtrack search with minimality test on the partial solutions [10, section 7.1.2]. We first arrange all possibilities for codeword-sets with respect to a lexicographic order defined on them.
We assume that c 1 < c 2 < c 3 < c 4 for each codeword-set C = {c 1 , c 2 , c 3 , c 4 }. Define a lexicographic order on the codeword-sets implying that:
if the type of C is smaller than that of C , or if the types of the two codewords are the same and c i = c i for i < a and c a < c a . If we replace a codeword-set C ∈ C with a translate C + t ∈ C, we obtain an equivalent OOC. That is why without loss of generality we assume that each codeword-set of the optimal (v, 4, 2, 1)
OOCs is lexicographically smaller than the codeword-sets of its translates. This means that c 1 = 0 and when we say that C 1 is mapped to C 2 by the permutation ϕ, we mean that C 2 is the smallest translate of ϕ(C 1 ).
Let ϕ 0 , ϕ 1 , . . . , ϕ m−1 be the automorphisms of Z v , where ϕ 0 is the identity. We construct an array of all sets of 4 elements of Z v which might become codeword-set vectors, i.e. which answer the autocorrelation property and are smaller than all their translates. We find them in lexicographic order. To each constructed set we apply the permutations ϕ i , i = 1, 2, . . . , m − 1. If some of them maps it to a smaller set, we do not add the current set since it is already somewhere in the array. If we add the current set to the array, we also add after it the m − 1 sets to which it is mapped by ϕ 1 , ϕ 2 , . . . , ϕ m−1 .
We then apply back-track search to choose the codeword-sets of the OOC among all these possibilities for them. The above described ordering of all the possible codeword-sets allows repeated sets in the array, but makes the minimality test of the partial solutions very fast. By the minimality test we check if the current solution can be mapped to a lexicographically smaller one by the automorphisms of Z v .
We also apply a type test to the partial solutions. Suppose we have already found r codeword-sets of the code. Let T be the type of the r-th codeword-set, and let d be the number of distinct differences covered by the r sets. We only look for optimal codes, i.e. codes with s codeword-sets. The type of the remaining codeword-sets (of the array we choose them from) is at least as big as that of the r-th chosen one. That is
If this does not hold, we look for the next possibility for the r − 1-st codeword-set.
In this way we classify the OOCs up to multiplier equivalence.
Isomorphism test
We first apply an isomorphism test to the possible codeword-sets we use. We relate a circulant to each set and its translates. Proof. We check this by computer. For most values of v we use our software for establishing design isomorphism. For some values of v, however, the test for isomorphism of the circulants is a difficult task for this general case software. That is why for some v we construct the set of generalized multipliers, defined by
Muzychuk [13] . They yield a set of permutations of Z v , called solving set [13] . The generalized multipliers and the corresponding solving set are defined for each value of v. Muzychuk proves that two circulants of order v are isomorphic iff they can be mapped to one another by some permutation of the solving set. To obtain the solving set we first find the devisors of Z v , such that Z v = a 1 a 2 . . . a r , where a i = p For v = 16, 24, 32, 40, 48, 56, 64 and 72 we check this by computer. We test for possible isomorphism all the OOCs, containing at least one codeword-set which is multiplier inequivalent, but isomorphic to some other codeword-set of this or of another OOC. We check for each OOC whether there is a permutation which transforms it into another multiplier inequivalent OOC. We try all permutations of the solving set corresponding to the generalized multipliers defined by Muzychuk [13] . No isomorphic and multiplier inequivalent OOCs are found.
Classification and existence results
Files with all (v, 4, 2, 1) OOCs we construct can be downloaded from http://www.moi.math.bas.bg/∼ tsonka.
We present in Table 1 the results of the classification up to isomorphism of optimal (v, 4, 2, 1) OOCs with v ≤ 75. For values of v, for which there is no optimal OOC with these parameters, we classify OOCs with one codeword-set less than the optimal one. We call such codes best. That is why in the column s O the number of codeword-sets of the optimal code is presented. The value there is the same as that in the next column s if the classified codes are optimal. We present the codeword-sets of one of the OOCs with this v.
All codeword-sets contain 0, which we do not write to save space. If there are perfect ones, the OOC we present in the table is perfect. In Table 2 one OOC is given for each v ≤ 181. The sign √ stands in column p if this OOC is perfect.
All computer results are obtained by our own C++ programs. Since programming mistakes are always possible, we partially checked the correctness of the classification in the following ways:
1. We constructed for several small values of v all OOCs (including the isomorphic ones) and the related to them 4-resolutions of cyclic partial 2-(v, 4, 2) designs. We then applied a programme filtering away isomorphic resolutions of designs. The number of nonisomorphic 4-resolutions obtained this way was the same as the number of all nonisomorphic OOCs.
2. We checked the work of our software based on the proof of Muzychuk on quite many sets of circulants with isomorphic ones among them, for which we could establish isomorphism using our programmes for design isomorphism. We obtained the same number of nonisomorphic circulants.
We also checked if our results are consistent with some previous results of other authors, namely 1. It is proved in [3] that there is no optimal (v, 4, 2, 1)-OOC in each of the following cases: v ≡ 24 or 33 (mod 72); v ≡ 42 or 48 or 51 or 57 (mod 72) but v ≡ 0 (mod 7).
• Classifying (v, 4, 2, 1)-OOCs with v ≤ 75 we find that there are no optimal codes for all lengths following from the statement above, namely 24, 33, 48, 51, 57, and also for four other lengths, namely 16, 18, 27 and 32.
• Nonexistence of optimal codes was proved in [3] for lengths 96, 105, 114, 120, 123, 129, 168 and 177.
These are exactly the values of 76 ≤ v ≤ 181, for which we could not find examples of optimal (v, 4, 2, 1)-OOCs, and so we present best OOCs in the tables.
2. An optimal (v, 4, 2, 1)-OOC is necessarily perfect [3] and 176 are perfect.
3. We checked if some of the codes we construct include codes following from known constructions. For instance it is proved in [3] that there exists a perfect (8p, 4, 2, 1)-OOC for every prime p ≡ 1 (mod 6).
This code has one codeword-set whose differences are precisely the non-zero elements of the subgroup of order 8 of Z 8p . So we looked for such codes among the constructed (56, 4, 2, 1)-OOCs and found out that about 1/3 of them have such a codeword-set.
In conclusion, we believe that the codes classified in this work will be of use both directly and as ingredients in constructions of new infinite families.
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