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Geometria i estad´ıstica
Jose´ Manuel Corcuera Valverde
1 La geometria en l’ana`lisi de dades
E´s ben conegut i resulta bastant evident el paper que la geometria pot tenir en la repre-
sentacio´ i l’ana`lisi de dades. No resulta tan obvi, en canvi, el que pot tenir la geometria
diferencial. No obstant aixo`, importants resultats de l’estad´ıstica actual necessiten per
a la seva formulacio´ de la geometria diferencial. Anem a veure el paper que desenvolupa
la geometria en l’Estad´ıstica i com la geometria diferencial s’ha anat introduint en ella.
Imaginem una variable X = (X1,X2, . . . ,Xn) de la qual s’observen diferents valors
X(1),X(2), . . . ,X(s). Cada valor X(i) correspon a un punt de l’espai n–dimensional. Un
problema habitual en l’ana`lisi de dades consisteix a trobar representacions de menor
dimensio´, be´ per raons de visualitzacio´ gra`fica o be´ perque` se suposa que el feno`men
d’estudi pot ser descrit en una dimensio´ menor. Sorgeix aix´ı, de manera natural, la idea
de projectar sobre espais de dimensio´ inferior de manera que es deformi el mı´nim la
representacio´ original. Necessitem una me`trica per a avaluar la deformacio´.
d2(i, j) =
∑n
h=1(X
(i)
h −X(j)h )2 (dista`ncia euclidiana)
d2(i, j) = (X(i) − X(j))′Σ−1(X(i) − X(j)) (dista`ncia de Mahalanobis (1936) [23])
(Σ: matriu de varia`ncies–covaria`ncies de X)
dr(i, j) =
(∑n
h=1 |X(i)h −X(j)h |r
)
, 1 ≤ r <∞ (dista`ncies de Minkowski).
De vegades, per exemple, quan les variables so´n dicoto`miques, es parteix d’una matriu
de dissimilituds i es busca una representacio´ de s punts P1, P2, . . . , Ps tal que les seves
dista`ncies euclidianes concordin raonablement amb la informacio´ proporcionada per la
matriu de dissimilituds (multidimensional scaling). Aixo` tambe´ es fa quan la dista`ncia
de partida no e´s pas euclidiana.
Si tenim una representacio´ euclidiana podem tractar de trobar les m < n coordenades
cartesianes me´s rellevants:
d2Y (i, j)m =
m∑
h=1
(Y
(i)
h − Y (j)h )2,
s∑
i,j=1
d2Y (i, j)m = ma`xima.
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Aixo` es coneix com l’ana`lisi de components principals, que va ser introdu¨ıda per
Hotteling el 1933 [18].
Un altre problema geome`tric que es presenta en l’ana`lisi de dades e´s el de la rep-
resentacio´ simulta`nia dels s individus i les n variables, X1,X2, . . . ,Xn. Aixo` va donar
origen al me`tode biplot (Gabriel (1971) [16]), que consisteix a descompondre la matriu
de dades D = (X(1),X(2), . . . ,X(s))′, s× n de rang r de la forma
D = GH ′, G matriu s× r i H n× r
i a utilitzar els s vectors fila de G com a representants dels individus i els n de H per
representar les variables. La descomposicio´ anterior utilitza la descomposicio´ en valors
singulars de D:
D = UΣV ′
on U i V so´n matrius unita`ries s× s i n× n, respectivament, i Σ e´s una matriu diagonal
s× n.
Per acabar, en els problemes de classificacio´ i discriminacio´, les regles basades en
dista`ncies (Matusita (1956) [24]) han fet i fan un paper important.
1.1 Pero`,. . . , per que` la geometria diferencial?
Els individus, les poblacions i les variables es representen en un espai lineal i els problemes
geome`trics que apareixen es resolen amb te`cniques de l’a`lgebra lineal. No obstant aixo`, si
el conjunt de poblacions constitueix un model parame`tricM = {p(x; θ) θ ∈ Θ obert de Rq}
(on p(x; θ) so´n funcions de densitat respecte d’alguna mesura de refere`ncia) te´ sentit es-
tudiar la variacio´ de la poblacio´ p(x; θ) quan realitzo una modificacio´ infinitesimal del
para`metre (dθ).
El 1945 Rao [29] en el seu article Information and Accuracy Estimation of Statistical
Parameters, a me´s de derivar la important desigualtat coneguda amb el nom de desigual-
tat de Crame´r–Rao i que per al cas unidimensional i d’un estimador no esbiaixat de f(θ),
Tn, basat en n observacions independents, ve donat per:
V (Tn) ≥ (f
′(θ))2
nI(θ)
, (E(Tn) = f(θ)), I(θ) = E
((
d log p(x; θ)
dθ
)2)
a part d’aixo`, diem, introdueix en tres apartats finals: The population space, The distance
between two populations i Distance in tests of significance and classification, una dista`ncia
riemanniana i el seu u´s en infere`ncia i ana`lisi de dades. Rao procedeix de la manera
segu¨ent.
Les nostres poblacions ve´nen caracteritzades per
p(x; θ), θ = (θ1, θ2, . . . θq) (para`metres poblacionals)
llavors, variant θ obtenim un conjunt de poblacions que pot ser representat en un espai
de q dimensions (espai de les poblacions). Dues poblacions contigu¨es difereixen (excepte
ordres superiors) en:
dp =
q∑
i=1
∂p
∂θi
dθi
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i si considerem la discrepa`ncia relativa
dp
p
=
q∑
i=1
1
p
∂p
∂θi
dθi =
q∑
i=1
∂ log p
∂θi
dθi
i finalment la seva varia`ncia, tindrem la forma quadra`tica diferencial, definida positiva:
ds2 = V
(
dp
p
)
=
q∑
i,j=1
E
(
∂ log p
∂θi
∂ log p
∂θj
dθidθj
)
=
q∑
i,j=1
gijdθidθj
amb
gij = E
(
∂ log p
∂θi
∂ log p
∂θj
)
.
Aquesta forma quadra`tica te´ importants propietats:
• E´s invariant sota transformacions bijectives (i mesurables) de les dades.
• E´s invariant sota canvis (suaus) en la parametritzacio´ de les poblacions.
Aix´ı, gij constitueix un tensor covariant sime`tric de segon ordre que proporciona una
me`trica riemanniana a l’espai de poblacions.
Per al cas de poblacions normals de mitjana i varia`ncies desconegudes
p(x;m,σ) =
1√
2piσ
exp
{
− (x−m)
2
σ2
}
(m,σ), m ∈ R, σ ∈ R+, tindrem
g11 = E
((
∂
∂m
log p(x;m,σ)
)2)
= E
(
(x−m)2
σ4
)
=
1
σ2
g12 = E
(
∂
∂m
log p(x;m,σ)
∂
∂σ
log p(x;m,σ)
)
= E
(
x−m
σ2
(
− 1
σ
+
1
σ3
(x−m)2
))
= 0
g22 = E
(
1
σ2
+
1
σ3
(x−m)4 − 2
σ4
(x−m)2
)
=
1
σ2
+
3σ4
σ6
− 2σ
2
σ4
=
2
σ4
de manera que
ds2 =
(dm)2
σ2
+
2(dσ)2
σ2
,
calculant la geode`sica que uneix les dues poblacions (m1, σ1), (m2, σ2), s’obte´ la dista`ncia
entre elles (Atkinson i Mitchell (1981) [2], Burbea i Rao (1982) [9]):
s = 2
√
2 tanh−1
{
(m1 −m2)2 + 2(σ1 − σ2)2
(m1 −m2)2 + 2(σ1 + σ2)2
}
.
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En el cas de poblacions normals multivariants:
p(x;µ,Σ) =
1
(2pi)n/2|Σ|1/2 exp
{
−1
2
(x− µ)′Σ−1(x− µ)
}
resulta
ds2 = (dµ)′Σ−1(dµ) +
1
2
tr
{
(Σ−1dΣ)2
}
.
Si Σ e´s coneguda, la dista`ncia resultant e´s la de Mahalanobis:
s = (µ1 − µ2)′Σ−1(µ1 − µ2),
tambe´ esta` resolt el cas µ coneguda (Atkinson i Mitchell (1981) [2]) pero` continua obert
el problema de quina e´s la dista`ncia en el model general. Els avenc¸os me´s importants es
deuen a Eriksen (1986) [15] i Calvo i Oller (1991) [10].
2 Un altre precedent
El 1946 Jeffreys [19] en el seu article An invariant form for the prior probability in
estimation problems suggereix utilitzar el volum riemannia`:
|(gik)| 12 dθ1 · dθ2 · · · θq, gik = E
(
∂ log p
∂θi
∂ log p
∂θk
)
.
com a mesura a priori en l’espai de para`metres, en el cas de total desconeixement de θ.
Notem que resulta ingenu suposar la densitat uniforme en uns para`metres com a sino`nim
de desconeixement total:
θ˜ = g(θ) =⇒ fθ˜(θ˜) = fθ(g−1(θ˜))|Jg−1(θ˜)| = K1g(Θ)(θ˜)|Jg−1(θ˜)|
En canvi, la mesura anterior e´s invariant sota reparametritzacions i, a me´s a me´s, si
el model presenta certes simetries tambe´ les presenta la mesura anterior.
Si el model e´s invariant sota l’accio´ d’un grup G, de transformacions, el volum rie-
mannia` resulta invariant sota les transformacions indu¨ıdes en l’espai de para`metres.
Invaria`ncia sota G: ∀g ∈ G si X ∼ p(x; θ), aleshores gX ∼ p(x; g¯θ).
Grup indu¨ıt G¯:
g 7→ g¯ : Θ→ Θ
θ 7→ g¯θ.
Invaria`ncia del volum riemannia` V : Si A ⊂ Θ, llavors V (A) = V (g¯a).
El treball de Jeffreys ha tingut la seva continuacio´ en a`mbits bayesians amb les aporta-
cions de Lindley (1961) [21], Hartigan (1964) [17], Villegas (1971) [30] i Bernardo (1975,
1979) [7, 8].
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3 Nous impulsos
El 1975 Efron [13] publica Defining the curvature of a statistical problem (with applica-
tions to second order efficiency). En aquest treball s’analitza el comportament asimpto`tic
dels estimadors en el context de subfamı´lies uniparame`triques de famı´lies exponencials
p(x; θ(u)) = exp
{
q∑
i=1
θi(u)xi − ψ(θ(u))
}
θ1, θ2, . . . , θq so´n els denominats para`metres naturals i u ∈ I interval de R.
Escrivim
S = {p(x; θ), θ ∈ Θ ⊂ Rq}, M = {p(x; θ(u)), u ∈ I ⊂ R}.
Si considerem estimadors de u que depenguin de la mostra X1,X2, . . . ,Xn, mitjanc¸ant
x¯ = 1n
∑n
i=1Xi, tindrem, com veurem, una foliacio´ de S associada amb cada estimador,
uˆ = φ(x¯). L’aplicacio´
η : x¯ 7→ θ˜, Eθ˜X = x¯
identifica l’espai mostral i S, a me´s a me´s, com uˆ = φ(η−1(θ˜)) = α(θ˜), per cada punt
θ(u) ∈M tindrem la subvarietat
A(u) = {θ ∈ S, α(θ) = u}.
Es demana que l’estimador sigui consistent: θ(u) ∈ A(u). En aquestes condicions uˆ e´s
asimpto`ticament eficient si i nome´s si A(u) e´s ortogonal (amb la me`trica de Fisher) a M .
A me´s, la varia`ncia d’un estimador asimpto`ticament eficient ve donada per:
V (uˆ) =
1
nI(u)
+
1
n2
{
γ2u + 4
Γ2u
I(u)
+ ∆uˆu
}
+ 2
b˙u
nI(u)
+ o(
1
n2
).
Amb la denominacio´ d’Efron, γ2u e´s la curvatura estad´ıstica i 4
Γ2
u
I(u) la naming curvature.
∆uˆu e´s una quantitat no negativa que s’anul
.la per l’estimador del ma`xim de versemblanc¸a.
Per acabar, 2b˙u =
d
du (Euˆ− u).
Amari (1982) [1] va explicar les tres quantitats anteriors en termes geome`trics. Si
representem l’espai tangent en θ, Sθ, amb base ei, i = 1, 2, . . . , q, de la forma
ei ←→ ∂ log p(x; θ)
∂θi
i = 1, 2, . . . , q,
aquesta representacio´ indueix una me`trica en S de forma natural:
gij(θ) = E
(
∂ log p(x; θ)
∂θi
∂ log p(x; θ)
∂θj
)
Com definir el canvi de ei? Si tenim en compte que
E
(
∂ log p(x; θ)
∂θi
)
= 0, i que E
(
∂2 log p(x; θ)
∂θi∂θj
)
= −gij(θ)
resulta que
lij(x; θ) =
∂2 log p(x; θ)
∂θi∂θj
6∈ Sθ.
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Podem tractar de modificar la quantitat anterior perque` tingui mitjana zero:
l
(α)
ij =
∂2 log p(x; θ)
∂θi∂θj
+
1 + α
2
gij(θ) +
1− α
2
∂ log p(x; θ)
∂θi
∂ log p(x; θ)
∂θj
,
finalment, si projectem sobre Sθ tindrem les components d’una α-connexio´ af´ı:
Γ
(α)
ijk = E
[
l
(α)
ij
∂ log p(x; θ)
∂θk
]
.
Aquestes connexions so´n no riemannianes, excepte per a α = 0, i ja havien estat in-
trodu¨ıdes per Cˇencov (1972) [11] per al cas de distribucions multinomials, demostrant
que so´n les u´niques invariants sota transformacions de Markov.
Aix´ı, γ2u es pot expressar en termes de la imbedding curvature de M en S quant a la
1–connexio´, ∆uˆu en termes de la imbedding curvature de A en S per a la -1–connexio´ i
4
Γ2
u
I(u) en termes del s´ımbol de Christoffel en M per a la -1-connexio´.
De la mateixa forma interpreta el cas en que` M sigui multidimensional (Madsen
(1979) [22]). Aquests treballs culminen els de Rao (1961 [26], 1962, [28], 1963 [27]).
Un altre problema ha produ¨ıt un fort desenvolupament de la geometria diferencial
en estad´ıstica: la descomposicio´ invariant dels ajustaments de Bartlett (1937) [6]. Si
w indica l’estad´ıstic logaritme de la rao´ de versemblances per contrastar θ = θ0 contra
θ 6= θ0:
w = 2
{
log p(x; θˆ)− log p(x; θ0)
}
(θˆ = MLE)
amb gran generalitat w, sota la hipo`tesi θ = θ0, te´ aproximadament una distribucio´ χ
2
q.
Aleshores e´s possible ajustar w a un nou estad´ıstic
w′ = w/(1 +R/q),
on R e´s el denominat ajustament de Bartlett, que segueix de nou una χ2q pero` amb major
grau d’aproximacio´. R ≈ Eθ(W ) − q i s’han proposat diverses aproximacions per R:
Lawley (1956) [20], Barndorff-Nielsen i Cox (1984) [5] i Barndorff-Nielsen (1986) [3]. En
tots els casos, R e´s una quantitat escalar suma de termes que no so´n escalars. McCullagh i
Cox (1986) [25] aconsegueixen descompondre l’expressio´ per R donada per Lawley(1956)
[20] en suma de sis escalars que tenen una interpretacio´ geome`trica en termes de la
me`trica de Fisher. Per la seva part, Barndorff-Nielsen (1986) [4] obte´ una expressio´
per R suma de quatre escalars que s’interpreten amb una nova me`trica, la informacio´
observada. Sigui θˆ l’estimador del ma`xim de versemblanc¸a de θ i a un estad´ıstic auxiliar
tal que (θˆ, a) sigui un estad´ıstic suficient minimal, llavors podem escriure:
log p(x; θ) = log h(θˆ, a; θ) + C(x)
i
− ∂
2 log h(θˆ, a; θ)
∂θi∂θj
∣∣∣∣∣
θ=θˆ
= Jij(θˆ),
Jij(θˆ) sera` un matriu sime`trica definida positiva que es transforma com un tensor covari-
ant de segon ordre i que proporciona una me`trica a la varietat de densitats, tot donant
lloc a la denominada geometria observada. La profunditzacio´ en l’estudi dels objectes
geome`trics que apareixen en una i altra geometria han portat Barndorff-Nielsen i un
gran grup de col.laboradors a desenvolupar les nocions de yoke, string, connection string,
derivada tensorial.
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4 L’ana`lisi intr´ınseca
En el per´ıode 1991-1994, Oller i Corcuera [12] desenvolupen una teoria de l’estimacio´
puntual que fa compatible les nocions de biaix i error quadra`tic mitja` amb la invaria`ncia
sota reparametritzacions.
Un estimador U e´s una aplicacio´ mesurable de l’espai mostral χ en la varietat q-
dimensional de les densitats:
U : χ → S = {p(x; θ), θ ∈ Θ ⊂ Rq} .
Ara, la mitjana i la varia`ncia de U manquen de significat (S no e´s pas un espai lineal).
Quines mesures de centralitzacio´ i dispersio´ alternatives podem utilitzar?
Si tenim una connexio´ af´ı en la varietat S, podem definir el valor mitja` d’U :
m ∈ S,
∫
χ
exp−1m U(x) p(x; θ)µ(dx) = 0m.
on
expm : Sm → S
v 7→ expm(v) = γv(1)
sent γv la geode`sica amb origen m i vector tangent en m, v.
Aquest valor mitja` e´s el que Emery i Mokobodzki [14] denominen baricentre exponen-
cial.
A me´s la dista`ncia de Rao ens permet donar una mesura de dispersio´ en S:∫
χ
ρ2(U(x), p) p(x; θ)µ(dx)
que podem denominar dista`ncia de Rao quadra`tic mitja`, on ρ2(U(x), p) e´s la dista`ncia
de Rao entre l’estimacio´ U i el veritable valor p (punt corresponent a p(x; θ)).
Si utilitzem la connexio´ riemanniana associada a la dista`ncia de Rao, tenim:
E
(
ρ2(U , p)) ≥ {÷B − E(÷A)}2
nq
+ ‖B‖2,
on A = exp−1p (U(x)), B = E(A) (biaix intr´ınsec) i ÷· e´s l’operador diverge`ncia, aixo` e´s,
la trac¸a de la derivada covariant.
Podem donar cotes de ÷(A), utilitzant el teorema de comparacio´ de Bishop i a partir
d’aqu´ı cotes per a E(ρ2(U , p)), que depenen de les curvatures seccionals de S. En el cas
euclidia`:
E
(
ρ2(U , p)) ≥ (÷B + q)2
nq
+ ‖B‖2.
Igualment, s’han obtingut cotes pel risc global d’un estimador U utilitzant la dis-
tribucio´ a priori de Jeffreys. En el cas euclidia`:
1
vol(SR)
∫
SR
E
(
ρ2(Uk, p)
)
V (dp) ≥ q
n
(
1− 0F1
(
q/2 + 1;nqR2/4
)
0F1 (q/2;nqR2/4)
)
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on SR e´s l’esfera q–dimensional de radi R i
0F1(a; z) =
∞∑
j=0
zj
a(a+ 1) · · · (a+ j − 1) · j! .
Cla`ssicament, la blackwellizacio´ d’un estimador millora la seva precisio´. En el nostre
context, l’ana`leg de l’esperanc¸a condicionada sera` el valor mitja` condicionat. Definirem
el valor mitja` condicionat de U amb respecte a D com una aplicacio´ D-mesurable, Z, tal
que
E(exp−1Z (U(·))|D) = 0Z .
Escriurem M (U|D) = Z.
Si D e´s una σ-a`lgebra suficient en χ i, si fixat p, ρ2(·, p) e´s una funcio´ convexa en S:
Ep(ρ
2(Uk, p)) ≥ Ep
(
ρ2(M (U|D), p)) .
L’estudi del comportament asimpto`tic d’un estimador, que ha requerit l’u´s de desen-
volupaments tensorials de Taylor, completa el treball realitzat:
• Sota certes condicions de regularitat l’estimador del ma`xim de versemblanc¸a (MLE)
e´s eficient asimpto`ticament i intr´ınsecament:
lim
n→∞
nE(ρ2(U , p)) = q
• Per a qualsevol estimador U eficient (asimpto`ticament i intr´ınsecament), el vector
de biaix Bp = Ep(exp
−1
p (U)) te´ l’expressio´ asimpto`tica
[B (U)]i = Si(U)− 1
4n
glmgijTjlm + o(n
−1)
on Si(Uk) = o(n−1/2) i s’anul.la per l’estimador del ma`xim de versemblanc¸a. Per la
seva part, Tjlm e´s el tensor de asimetria,
Tjlm = E
(
∂l
∂θj
∂l
∂θr
∂l
∂θm
)
; l = log p(x; θ)
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