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MOMENT REPRESENTATIONS OF THE EXCEPTIONAL
X1-LAGUERRE ORTHOGONAL POLYNOMIALS
CONSTANZE LIAW AND JOHN OSBORN
Abstract. Exceptional orthogonal Laguerre polynomials can be viewed as an ex-
tension of the classical Laguerre polynomials per excluding polynomials of certain
order(s) from being eigenfunctions for the corresponding exceptional differential op-
erator. We are interested in the (so-called) Type I X1-Laguerre polynomial sequence
{Lα
n
}∞
n=1
, deg pn = n and α > 0, where the constant polynomial is omitted.
We derive two representations for the polynomials in terms of moments by using
determinants. The first representation in terms of the canonical moments is rather
cumbersome. We introduce adjusted moments and find a second, more elegant for-
mula. We deduce a recursion formula for the moments and the adjusted ones. The
adjusted moments are also expressed via a generating function. We observe a certain
detachedness of the first two moments from the others.
1. Introduction
Exceptional orthogonal polynomials were originally discovered as exact solutions
to certain models in quantum mechanics. Those models include the supersymmetric
setting, the Fokker–Planck, as well as the Dirac equations. See [5, 11, 12, 21, 24] for the
connections to physics and mathematical physics. In recent years, the field has enjoyed
much further attention from both the mathematics and the physics community; see
e.g. [1, 4, 6, 7, 9, 10, 13, 17, 18, 22, 23] and the references therein.
We focus on the exceptional X1-Laguerre polynomials from the perspective of the
seminal paper by Gome´z-Ullate–Kamran–Milson [6]. This polynomial sequence, de-
noted by {Lαn(x)}n∈N, α > 0, is orthogonal on [0,∞) with respect to the X1-Laguerre
weight
W α(x) =
xαe−x
(x+ α)2
.
The polynomials are complete in L2([0,∞);W α) even though there is no degree 0 poly-
nomial. Further, they are the eigenfunctions of the exceptional X1-Laguerre differential
expression
(1.1) ℓα[y] = −xy′′ +
(
x− α
x+ α
)
[(x+ α + 1)y′ − y] .
The spectral analysis of the polynomial system and a rigorous definition of a self-
adjoint operator corresponding to ℓα was presented in Atia–Littlejohn–Stewart [1].
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The functions y(x) = Lαn(x) satisfy the eigenvalue equation
ℓα[y] = (n− 1)y (0 < x <∞).
Probably the most comprehensive study of three types of exceptional Laguerre poly-
nomials is contained in Liaw–Littlejohn–Milson–Stewart [17]. We refer the reader to
Dura´n [4] for an interesting relation with so-called exceptional Meixner polynomials.
Literature reveals several representations of the X1-Laguerre polynomial sequence:
For example, in [6] as well as Ho–Sasaki [13] the first couple of polynomials are listed
Lα1 (x) = x+ α + 1,(1.2)
Lα2 (x) = x
2 − α(α + 2),(1.3)
Lα3 (x) =
1
2
[
−x3 + (α + 3)x2 + α(α+ 3)x− α(α2 + 4α+ 3)
]
,(1.4)
...
Further, these polynomials can be expressed in terms of the classical Laguerre poly-
nomials {pn}n∈N0 (here p−1 ≡ 0), see e.g. [17, Equation (3.2)]:
Lαn(x) = −(x+ α+ 1)p
α−1
n−1(x) + (x+ α)p
α
n−2(x) (n ∈ N).
Dura´n’s work [4] contains representations of general exceptional orthogonal polynomials
using determinants of classical polynomials.
In [6] a three-term recurrence for the exceptional X1-Laguerre polynomials was found
0 = (n+ 1)[(x+ α)2(n+ α)− α]Lαn+2(x)
+ (n+ α)[n + α)2(x− 2n− α− 1) + 2α]Lαn+1(x)
+ (n+ α− 1)[(x+ α)2(n + α+ 1)− α]Lαn(x).
We are most interested in the way the X1-Laguerre polynomial sequence was in-
troduced in the work of Gome´z-Ullate–Kamran–Milson [8]. Namely, the sequence of
polynomials {vi(x)}
∞
i=1 where
v1(x) = x+ α + 1 and vi(x) = (x+ α)
i for i ≥ 2,(1.5)
span the exceptional X1-Laguerre polynomial flag. Via the Gram–Schmidt process this
sequence produces the sequence {Lαn}
∞
n=1.
We note that the classical orthogonal polynomials are obtained from the sequence
{1, x, x2, . . .} also by applying Gram–Schmidt. This perspective is used to find the
classical moment representation, see e.g. [2, Chapter I.3]. An adaption of these ideas
leads us to deduce our representations.
The proof of our recursion formula for the moments relies on an application of so-
called symmetry factors for differential equations (see e.g. Cole [3, p. 66]) which was
further developed from second to higher order differential equations by Littlejohn, see
e.g. [20, 19]. In essence, every second order differential equation is symmetrizable, and
the corresponding symmetry equation is solved by the weight (of orthogonality). In
Krall’s [15] well-known classification theorem (see e.g. Krall–Littlejohn [16, Theorem
1(ii)]) this theory was used to derive a moment equation for the classical moments.
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Here we carry out those techniques to obtain a recursive definition for the (adjusted)
moments
µ˜n = µ˜
α
n :=
∫
∞
0
(x+ α)nW α(x)dx.
A formula for the (exceptional) moments
µn = µ
α
n :=
∫
∞
0
xnW α(x)dx
is obtained.
Remark. We warn the reader that we often drop the subscript or superscript α to
simplify notation.
1.1. Plan of the paper. In Section 2 we present a preliminary result: We characterize
the subspace spanned by the first m exceptional X1-Laguerre polynomials (Lemma
2.1), which yields what we call the exceptional condition satisfied by all exceptional
X1-Laguerre polynomials (Lemma 2.2).
A first representation (Theorem 3.1) of the exceptional X1-Laguerre polynomials
in terms of the exceptional moments is found in Section 3. The expression is rather
cumbersome.
In Section 4 we focus on recursion formulae for the adjusted (Theorem 4.1) and
the exceptional moments (Theorem 4.4). The adjusted moments are also expressed
explicitly in two different ways (Corollary 4.2 and Theorem 4.3). One of the proofs
involves a generating function. Throughout Subection 4.1 we notice that the first two
moments are different in nature than the others.
A more elegant representation (Theorem 5.1) of the exceptional X1-Laguerre poly-
nomials in terms of the adjusted moments is the topic of Section 5. In Remark 5.2 we
determine the normalization constant so as to yield precisely those polynomials in the
literature [6] and [17]. At the very end, we verify the representation formula for n = 1
and n = 2.
The author considers Theorems 4.3 and 5.1 to be the main results of this paper.
2. The exceptional condition and the polynomials Lαn
We characterize the span of the firstm exceptional X1-Laguerre polynomials as those
polynomials of degree less than or equal to m for which the exceptional condition
(2.1) p′(−α)− p(−α) = 0
holds. This fact is well-known to specialists, but it is often written slightly different.
We include the proof for the convenience of the reader. We mention aside that it is
not hard to see that the polynomials given by (1.2) through (1.4), of course, satisfy
the exceptional condition.
In order to formulate precisely and prove the above characterization result, we let
Pm denote the set of polynomials of deg p ≤ m and define the span of the first m
exceptional X1-Laguerre polynomials
Lm := span{L
α
n : n = 1, . . . , m},
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and
Mm := {p ∈ Pm : p satisfies (2.1)}.
Lemma 2.1. The sets Lm =Mm for all m ∈ N.
Proof. To show Lm ⊆ Mm take p ∈ Lm. Then ℓ
α[p] ∈ Lm, because Lm is a subspace
of L2(µα) which is invariant under ℓα. In particular ℓα[p](x) is a polynomial in x. In
virtue of the definition of ℓα, some cancellation has to take place in the exceptional
term (
x− α
x+ α
)
[(x+ α+ 1)p′ − p] .
So the term in square brackets must equal zero when evaluated at x = −α. This yields
precisely the exceptional condition (2.1). And so we have Lm ⊆Mm.
The opposite containment follows from a dimension argument. Namely, we have
dimPm = m+1. This implies dimMm = m, due to the imposition of the one restriction
(2.1). We also have dimLm = m, because the set is spanned by m polynomials with
mutually different orders (implying their linear independence). Finally, we recall that
Lm and Mm are both subspaces of Pm, and Lm ⊆Mm. 
The exceptional condition (2.1) yields a condition on the coefficients of the polyno-
mials Lαn. To see this, we write
Lαn(x) =
n∑
k=0
cnkx
k
and compute
(Lαn)
′ (x) =
n∑
k=1
kcnkx
k−1.
Since Lαn ∈ Ln, condition (2.1) applies and we have 0 = (L
α
n)
′ (−α) − Lαn(−α). We
conclude:
Lemma 2.2. The coefficients of the X1-exceptional Laguerre polynomials L
α
n(x) =∑n
k=0 cnkx
k obey
(2.2) − cn0 +
n∑
k=1
cnk
[
k(−α)k−1 − (−α)k
]
= 0.
3. First Representation of Lαn
Fix n ∈ N. Recall that Lαn =
∑n
k=0 cnkx
k. We determine cnk for k = 0, 1, . . . , n by
means of a linear system of n + 1 equations Ac = b, where
c :=

cn0
cn1
...
cnn
 ∈ Rn+1 and b :=

0
...
0
Kn
 ∈ Rn+1
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with normalizing constant Kn and A is given below. In this section, we do not fix
Kn, but merely assume Kn 6= 0. In Remark 5.2 below we determine the normalization
constant such that we obtain exactly the polynomials described in [6] and [17].
Theorem 3.1. The exceptional X1-Laguerre polynomials admit the representation
Lαn(x) =
1
det A
n∑
k=0
(det Ak)x
k =
Kn
det A
·
∣∣∣∣ (First n rows of A)1 x x2 . . . xn
∣∣∣∣ (n ∈ N),
where
A =

−1 1(−α)0 − (−α)1 . . . n(−α)n−1 − (−α)n
µ1 + (α + 1)µ0 µ2 + (α + 1)µ1 . . . µn+1 + (α + 1)µn
2∑
m=0
(
2
m
)
µm α
2−m
2∑
m=0
(
2
m
)
µm+1 α
2−m . . .
2∑
m=0
(
2
m
)
µm+n α
2−m
...
...
...
n∑
m=0
(
n
m
)
µm α
n−m
n∑
m=0
(
n
m
)
µm+1 α
n−m . . .
n∑
m=0
(
n
m
)
µm+n α
n−m

,
the exceptional moments are given by µk = µ
α
k =
∫
∞
0
xkW α(x)dx, and where the matrix
Ak is obtained from A by replacing the (k + 1)-st column with the vector b; as is done
in Cramer’s rule. (In Section 4 below we find a recursion formula for the moments
µk.)
Remark. There is, indeed, no polynomial of order zero.
Remark. The matrix A is invertible, since the exceptional X1-Laguerre polynomials are
determined uniquely by exactly those conditions. Indeed, Lemma 2.1 ensures that the
polynomial
∑n
k=0 cnkx
k belongs to the vector space Ln, and the other conditions given
by the rows of the linear system simply require that it is orthogonal to the subspace
Ln−1. Since dim (Ln \ Ln−1) = 1, the polynomial L
α
n is uniquely (up to choosing the
normalizing constant Kn 6= 0) defined by these conditions.
Proof. One condition on the coefficients cnk was given by (2.2), which we rewrite in
terms of the dot product[
−1 1(−α)0 − (−α)1 2(−α)1 − (−α)2 . . . n(−α)n−1 − (−α)n
]
· c = 0.
We use the row vector in square brackets as the first row of the matrix A.
The other n rows are obtained from orthogonality conditions: Recall that the poly-
nomials Lαn are obtained from the sequence vi given by (1.5) via the Gram–Schmidt
process. In particular, we have
〈Lαn , vk〉Wα = Knδnk for k = 1, . . . , n,
6 CONSTANZE LIAW AND JOHN OSBORN
where δnk is the Kronecker delta. We now find explicit expressions for these conditions
for the different values of k = 1, . . . , n.
For k = 1, we have
Knδn1 = 〈L
α
n , v1〉Wα
=
〈
n∑
k=0
cnkx
k , x+ α + 1
〉
Wα
=
∫
∞
0
(
n∑
k=0
cnkx
k+1 + (α + 1)
n∑
k=0
cnkx
k
)
W α(x) dx
=
n∑
k=0
cnk(µk+1 + (α+ 1)µk).
The second row of the matrix A is determined by the first factor of the dot product[
µ1 + (α + 1)µ0 µ2 + (α + 1)µ1 . . . µn+1 + (α + 1)µn
]
· c = Knδn1.
When n ≥ 2 we consider 2 ≤ s ≤ n and use the binomial theorem,
vs = (x+ α)
s =
s∑
m=0
(
s
m
)
xm αs−m.
We compute
Knδns = 〈L
α
n , vs〉Wα
=
∫
∞
0
(
n∑
k=0
cnk x
k
)(
s∑
m=0
(
s
m
)
xm αs−m
)
W α(x) dx
=
∫
∞
0
n∑
k=0
cnk
(
s∑
m=0
(
s
m
)
xm+k αs−m
)
W α(x) dx
=
n∑
k=0
cnk
(
s∑
m=0
(
s
m
) ∫
∞
0
xm+k αs−mW α(x) dx
)
=
n∑
k=0
cnk
(
s∑
m=0
(
s
m
)
µm+k α
s−m
)
.
Rewriting the summation as a dot product as before, we find that the (s+1)-st row
of the matrix A is determined by[
s∑
m=0
(
s
m
)
µm α
s−m
s∑
m=0
(
s
m
)
µm+1 α
s−m . . .
s∑
m=0
(
s
m
)
µm+n α
s−m
]
· c = Knδns.
We solve the linear system Ac = b using Cramer’s rule
cnk = (detAk)/(detA) (for k = 0, 1, . . . , n).
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It remains to build the polynomial from those coefficients cnk, k = 0, 1, . . . , n. With
the definition of the vector b we easily obtain∣∣∣∣ (First n rows of A)0 . . . 0 xk 0 . . . 0
∣∣∣∣ = (det Ak)Kn xk.
In the above determinant the entry xk is in the (k + 1)-st column of the matrix.
So the desired formula
1
det A
n∑
k=0
(det Ak)x
k =
Kn
det A
·
∣∣∣∣ (First n rows of A)1 x x2 . . . xn
∣∣∣∣
follows from expansion of the matrix by minors along the last row. 
4. Moment Formulas
Because our representation for Lαn(x) effectively depends on the moments µk, we
now develop a recursive formula for the moments. We do this in an indirect fashion.
Namely, rather than working with the moments µk, we initially develop a recursion
formula for the adjusted moments µ˜k. We then apply the binomial formula to derive
the expression for µk. We choose this indirect approach because it became evident
during the course of our investigation that the moment calculations for the adjusted
moments are more concise. (It is possible to do the computations for the exceptional
moments µk directly, but such a direct computation turns out to be rather messy.)
4.1. Adjusted Moments.
Theorem 4.1. The adjusted moments µ˜k =
∫
∞
0
(x+ α)kW α(x) dx
(a) satisfy the recursion formula
µ˜k+2 = (2α + k)µ˜k+1 + α(1− k)µ˜k (k ∈ N0),
(b) and we can start the recursion with
µ˜α1 = e
αααΓ(1 + α)Γ(−α, α), and(4.1)
µ˜α0 = Γ(α)− 2e
αααΓ(α + 1)Γ(−α, α),
where the Gamma function is given by Γ(x) :=
∫
∞
0
tx−1e−tdt and the incomplete
Gamma function by Γ(a, x) :=
∫
∞
x
ta−1e−tdt for x > 0.
We simplify notation by writing W for W α(x).
Proof. We begin the proof of part (a) by observing two facts.
First, for functions f, g smooth on [0,∞) the moment functionals satisfy:
〈W ′, f〉 = −〈W, f ′〉 and 〈gW, f〉 = 〈W, fg〉
(here 〈 · , · 〉 denotes the inner product with respect to Lebesgue measure on [0,∞)).
Second, we learn from [19] that for a linear operator of the form
ℓ[y] = a2y
′′ + a1y
′ + a0y,
the related symmetry equation is given by
a2y
′ + (a′2 − a1)y = 0,
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and that it is solved by the weight function (with respect to which the eigen-polynomials
are orthogonal).
That is
a2W
′ + (a′2 − a1)W = 0.
And together with〈
a2W
′, (x+ α)k
〉
=
〈
W ′, a2(x+ α)
k
〉
= −
〈
W, (a2(x+ α)
k)′
〉
= −k
〈
W, a2(x+ α)
k−1
〉
−
〈
W, a′2(x+ α)
k
〉
we find for k ∈ N:
0 =
〈
a2W
′ + (a′2 − a1)W, (x+ α)
k
〉
=
〈
a2W
′, (x+ α)k
〉
+
〈
a′2W, (x+ α)
k
〉
−
〈
a1W, (x+ α)
k
〉
= −k
〈
W, a2(x+ α)
k−1
〉
−
〈
a1W, (x+ α)
k
〉
.(4.2)
In our case, with the exceptional X1-Laguerre expression (1.1) the coefficients are
a2 = −x and a1 = x− α− 1 +
2x
x+ α
,
or equivalently,
a2 = −(x+ α) + α and a1 = (x+ α)− 2α+ 1−
2α
x+ α
.
We substitute these into (4.2), and collect the coefficients of terms of the form
µ˜k =
〈
W, (x+ α)k
〉
for k = k − 1, k, k + 1 to obtain:
0 = −k
〈
W, (−(x+ α) + α)(x+ α)k−1
〉
−
〈(
(x+ α)− 2α+ 1−
2α
x+ α
)
W, (x+ α)k
〉
= [−kα + 2α]µ˜k−1 + [k + 2α]µ˜k − µ˜k+1.
We solve for µ˜k+1
µ˜k+1 = (2α + k − 1)µ˜k + α(2− k)µ˜k−1.
Finally, shifting the index up by one, we see part (a) of the theorem.
We proceed to prove part (b). We recall the definition of Γ(x) and Γ(a, x), and let
Ea(x) =
∫
∞
1
e−xtt−adt, x > 0
denote the exponential integral function. The two classes of functions are related by
Ea(x) = x
a−1Γ(1− a, x).
We also have the identity
(4.3) (a− 1)Ea(x) = e
−x − xEa−1(x).
Our first claim is∫
∞
0
e−xxβ
(x+ α)
dx = eαE1+β(α) Γ(1 + β), α > 0, β > −1.(4.4)
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The claim is established by the following chain of manipulations:∫
∞
0
e−xxβ
(x+ α)
dx =
∫
∞
1
eα(1−t)(α(t− 1))βt−1dt
=
∫
∞
α
eα−s(s− α)βs−1ds
= eα
∫
∞
α
∫
∞
1
e−st(s− α)βdtds
= eα
∫
∞
1
∫
∞
0
e−tα−u(u/t)βt−1dudt
= eα
∫
∞
1
e−tαt−β−1dt
∫
∞
0
e−uuβdu.
As an immediate consequence, we obtain the following expressions for the first ad-
justed moment:
µ˜1 = e
αE1+α(α)Γ(1 + α)
= Γ(α)(1− αeαEα(α))
= eαααΓ(1 + α)Γ(−α, α).
Further, notice that
µ˜2 =
∫
∞
0
(x+ α)2
xαe−x
(x+ α)2
dx =
∫
∞
0
xαe−xdx = Γ(α + 1).(4.5)
With part (a) for k = 0, we obtain Γ(α+ 1) = 2αµ˜1 + αµ˜0 or equivalently
µ˜0 = Γ(α + 1)/α− 2µ˜1 = Γ(α)− 2e
αααΓ(α + 1)Γ(−α, α).
The theorem is proved. 
Equation (4.5) is of interest by itself.
Remark. R. Milson contributed the evaluation of the moment µ˜α1 .
In the remainder of this subsection, we express the (k+2)-nd adjusted moment µ˜k+2
“directly” in two ways. Define the matrix
Bn :=
[
2α + n α(1− n)
1 0
]
.
Corollary 4.2. For k ≥ 2[
µ˜k+2
µ˜k+1
]
= Γ(α+ 1)
(
k∏
n=2
Bn
)[
2α+ 1
1
]
.
Further, we have µ˜2 = Γ(α + 1) and µ˜3 = (2α + 1)Γ(α+ 1).
(The moments µ˜0 and µ˜1 were given explicitly in Theorem 4.1.)
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Remark. The first two moments µ˜0 and µ˜1 occur somewhat disconnected from the other
moments µ˜k for k ≥ 2. The forward recursion can be started from k = 2, and that the
formulas for µ˜0 and µ˜1 contain the incomplete gamma function Γ. This observation also
reflects the fact that the exceptional X1-Laguerre polynomials do not have the degree
zero polynomial.
Proof. By the recursion formula in Theorem 4.1 we can set up a discrete dynamical
system to express [
µ˜k+2
µ˜k+1
]
= Bk
[
µ˜k+1
µ˜k
]
.
Repeated application yields[
µ˜k+2
µ˜k+1
]
=
(
k∏
n=2
Bn
)[
µ˜3
µ˜2
]
.(4.6)
We recall that µ˜2 = Γ(α+ 1) by equation (4.5). Further with the moment recursion
formula in Theorem 4.1 for k = 1 we have
µ˜3 = (2α + 1)µ˜2 = (2α + 1)Γ(α+ 1).(4.7)
Substitution into the vector on the right hand side of (4.6) yields the corollary. 
We use the standard technique of generating functions (see e.g. [14]) to find an
explicit expression of the moment.
Theorem 4.3. The adjusted moments µ˜k =
∫
∞
0
(x+ α)kW α(x) dx are given in hyper-
geometric notation by
µ˜αk+2 = (−1)
kΓ(α+ 1)(−α− k)k 1F1(−k,−α− k;α) (k ∈ N0),
where we used the Pochhammer symbol
(x)n :=
{
1 for n = 0
x(x+ 1) · . . . · (x+ n− 1) for n > 0.
(Again, the moments µ˜α0 and µ˜
α
1 cannot be obtained in this fashion, but their values
are given in Theorem 4.1.)
We check that indeed µ˜α2 = Γ(α+1) and µ˜
α
3 = (2α+1)Γ(α+1). The hypergeometric
lay may consult equation (4.16) below to find an alternative expression for the adjusted
moments without hypergeometric notation.
Proof. We begin by re-writing the recurrence relation from Theorem 4.1:
(4.8) µ˜k+2 = (2α+ k)µ˜k+1 + α(1− k)µ˜k (k ∈ N0)
to obtain
(k + 1)νk+1 = (2α+ k + 1)νk − ανk−1 (k ∈ N),(4.9)
where
µ˜k+2 = k!νk (k ∈ N0).(4.10)
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To see this we first replace τk := µ˜k+2 in (4.8) to see
τk = (2α + k)τk−1 + α(1− k)τk−2 (k = 2, 3, 4, . . .).
Shifting the index k 7→ k + 1 yields
τk+1 = (2α + k + 1)τk − αkτk−1 (k ∈ N).
We define the sequence {νk}k∈N by τk = k!νk and so
(k + 1)!νk+1 = (2α + k + 1)k!νk − αk!νk−1 (k ∈ N).
We divide the equation by k! to arrive at the desired relation (4.9).
Our next goal is to write a related first order differential equation. In order to achieve
this, we multiply relation (4.9) by the factor tk and sum up for k ∈ N:
∞∑
k=1
(k + 1)νk+1t
k =
∞∑
k=1
(2α+ k + 1)νkt
k −
∞∑
k=1
ανk−1t
k.(4.11)
In what follows, t is treated as the independent variable. We define the generating
function
G(t) :=
∞∑
k=0
νkt
k.(4.12)
Note that the moments can be expressed by
µ˜αk+2 = k!νk = G
(k)(0).(4.13)
In order to write (4.11) using G(t), we substitute
∞∑
k=1
(k + 1)νk+1t
k = G′(t)− ν1
on the left hand side, and
(2α+ 1)
∞∑
k=1
νkt
k +
∞∑
k=1
kνkt
k = (2α+ 1)[G(t)− ν0] + tG
′(t), as well as
−
∞∑
k=1
ανk−1t
k = −αt
∞∑
k=0
νkt
k = −αtG(t).
Apriori, we expect a first order inhomogeneous differential equation. However, when
we collect the terms without the generating function (i.e. the inhomogeneity) we see
ν1 − (2α + 1)ν0 = µ˜3 − (2α + 1)µ˜2 = 0
by Equation (4.7). We obtain the first order homogeneous differential equation
(1− t)G′(t) + (αt− 2α− 1)G(t) = 0.(4.14)
The boundary condition
G(0) = ν0 = µ˜
α
2 = Γ(α+ 1)(4.15)
follows from (4.12) for t = 0.
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It is not hard to see that (near t = 0) the generating function
G(t) = Γ(α+ 1)eα(t−1)(1− t)−(α+1)
solves this boundary value problem.
With the Leibniz rule and elementary simplifications we derive
µ˜αk+2 = Γ(α+ 1)
k∑
m=0
(−1)k−m
(
k
m
)
αm(−α− k +m)k−m (k ∈ N0).(4.16)
The theorem now follows from the standard hypergeometric notation by using the
identity
(−α− k +m)k−m =
(−α− k)k
(−α− k)m
.
(We note that the numerator in the latter expression is independent of the summation
variable m.) 
Remark. This method along with a first version of the first order differential equation
was mentioned to us by M.E.H. Ismail.
4.2. Exceptional Moments. Starting from the recursion formula in Theorem 4.1 for
the adjusted moments, we now derive a recursion formula for the exceptional moments
by using the binomial formula.
Theorem 4.4. The moments µk =
∫
∞
0
xkW α(x) dx
(a) satisfy the recursion formula
µk+2 =
k∑
m=0
[
(2α + k)
(
k + 1
m
)
− α
(
k + 2
m
)
+ (1− k)
(
k
m
)]
αk+1−m µm+ (1−α)kµk+1
for k ∈ N0. Specifically, when k = 0, we find that µ2 = α(α+ 1)µ0.
(b) with
µα0 = Γ(α)− 2e
αααΓ(α + 1)Γ(−α, α)
µα1 = −Γ(α + 1) + [2α + 1]e
αααΓ(α + 1)Γ(−α, α).
Proof. To prove part (b) note that
µα0 =
∫
∞
0
x0W α(x)dx =
∫
∞
0
(x+ α)0W α(x)dx = µ˜α0
and the first statement follows. To see the second statement
µ˜α1 =
∫
∞
0
(x+ α)W α(x)dx =
∫
∞
0
x1W α(x)dx+ α
∫
∞
0
x0W α(x)dx = µα1 + αµ
α
0 .
So we have
µα1 = µ˜
α
1 − αµ
α
0 .
Substituting (4.1) as well as the formula for µα0 we obtain part (b).
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Part (a) follows from lengthy but elementary computations, which we present for
the convenience of the reader. The binomial theorem yields
µ˜k =
∫
∞
0
(
k∑
m=0
(
k
m
)
xmαk−m
)
W α(x) dx
=
k∑
m=0
(
k
m
)
αk−m
∫
∞
0
xmW α(x) dx
µ˜k =
k∑
m=0
(
k
m
)
µm α
k−m.(4.17)
By splitting off the last term see that
µ˜k+2 =
k+2∑
m=0
(
k + 2
m
)
µm α
k+2−m =
k+1∑
m=0
(
k + 2
m
)
µm α
k+2−m + µk+2,
that is,
µk+2 = −
k+1∑
m=0
(
k + 2
m
)
µm α
k+2−m + µ˜k+2.
Replacing µ˜k+2 by the recursion formula for the adjusted moments in Theorem 4.1
and using (4.17) twice, we have
µk+2 =−
k+1∑
m=0
(
k + 2
m
)
µm α
k+2−m + (2α + k)µ˜k+1 + α(1− k)µ˜k
µk+2 =−
k+1∑
m=0
(
k + 2
m
)
µm α
k+2−m(4.18)
+ (2α + k)
k+1∑
m=0
(
k + 1
m
)
µm α
k+1−m(4.19)
+ α(1− k)
k∑
m=0
(
k
m
)
µm α
k−m.(4.20)
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Finally, we combine the sums. This is done by using
−
k+1∑
m=0
(
k + 2
m
)
µm α
k+2−m + 2α
k+1∑
m=0
(
k + 1
m
)
µm α
k+1−m
=α
[
−
k+1∑
m=0
(
k + 2
m
)
µm α
k+1−m + 2
k+1∑
m=0
(
k + 1
m
)
µm α
k+1−m
]
=α
k+1∑
m=0
[
2
(
k + 1
m
)
−
(
k + 2
m
)]
µm α
k+1−m
=− kαµk+1 + α
k∑
m=0
[
2
(
k + 1
m
)
−
(
k + 2
m
)]
µm α
k+1−m
— where the term in square brackets for m = k + 1 evaluated as follows[
2
(
k + 1
k + 1
)
−
(
k + 2
k + 1
)]
= 2− (k + 2) = −k
— as well as
k
k+1∑
m=0
(
k + 1
m
)
µm α
k+1−m + α(1− k)
k∑
m=0
(
k
m
)
µm α
k−m
=kµk+1 + l
k∑
m=0
(
k + 1
m
)
µm α
k+1−m + (1− k)
k∑
m=0
(
k
m
)
µm α
k+1−m
=kµk+1 +
k∑
m=0
[
k
(
k + 1
m
)
+ (1− k)
(
k
m
)]
µm α
k+1−m.
Substitution into (4.18) through (4.20) yields
µk+2 =− kαµk+1 + α
k∑
m=0
[
2
(
k + 1
m
)
−
(
k + 2
m
)]
µm α
k+1−m
+ kµk+1 +
k∑
m=0
[
k
(
k + 1
m
)
+ (1− l)
(
k
m
)]
µm α
k+1−m(4.21)
and we can easily verify the coefficients in the theorem. 
5. Alternative Representation of Lαn with Adjusted Moments
In Section 4 we saw that the adjusted moments can be computed much more eas-
ily. Here we obtain the more elegant representation for the exceptional X1-Laguerre
polynomials.
We begin by expressing the X1-Laguerre orthogonal polynomials in terms of powers
of (x+ α). Consider
Lαn(x) =
n∑
k=0
ank(x+ α)
k.
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As in Section 3, the idea is to express the coefficients ank, k = 0, 1, . . . , n, via a system
of n+ 1 linear equations A˜a = b, where
a =

an0
an1
...
ann
 ∈ Rn+1 and b =

0
...
0
K˜n
 ∈ Rn+1,
with K˜n 6= 0 and where A˜ is given in the next theorem:
Theorem 5.1. The exceptional X1-Laguerre polynomials admit the representation
Lαn(x) =
1
det A˜
n∑
k=0
(
det A˜k
)
(x+ α)k =
K˜n
det A˜
∣∣∣∣∣
(
First n rows of the matrix A˜
)
1 (x+ α) (x+ α)2 . . . (x+ α)n
∣∣∣∣∣
for n ∈ N, where where
A˜ =

−1 1 0 . . . 0
µ˜0 + µ˜1 µ˜1 + µ˜2 . . . . . . µ˜n + µ˜n+1
µ˜2 µ˜3 . . . . . . µ˜n+2
...
...
...
µ˜n µ˜n+1 . . . . . . µ˜2n
 ,
the exceptional moments are given by µ˜k =
∫
∞
0
(x+α)kW α(x)dx, and where the matrix
A˜k is obtained from A˜ by replacing the (k + 1)-st column with the vector b; as is done
in Cramer’s rule. (In Section 4 we found a recursion formula for the moments µ˜k.)
Proof. The idea of establishing matrix A˜ is the same way as was for matrix A in
Theorem 3.1. Since the moments are adjusted to better assimilate vk(x) = (x + α)
k,
k ≥ 2, from equations (1.5), the binomial formula is not required and A˜ turns out
simpler that A.
The first row of A˜ also simplifies: As before, we use the exceptional condition (2.1).
We obtain
(Lαn)
′ (x) =
n∑
k=1
kank(x+ α)
k−1
and so
Lαn(−α) = an0 as well as (L
α
n)
′ (−α) = an1.
We have
0 = (Lαn)
′ (−α)− Lαn(−α) = an1 − an0.
The entries in the first row of A˜ follow.
The other n conditions are, again, obtained via orthogonality. So we have
〈Lαn , vk〉Wα = K˜nδnk (k = 1, . . . , n).
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For k = 1, we observe as before
K˜nδn1 = 〈L
α
n , v1〉Wα
=
〈
n∑
k=0
ank(x+ α)
k , x+ α + 1
〉
Wα
=
∫
∞
0
(
n∑
k=0
ank(x+ α)
k
)
(x+ α+ 1)W α(x) dx
=
n∑
k=0
ank(µ˜k + µ˜k+1).
So the second row of the matrix A˜ is the first vector in the dot product[
µ˜0 + µ˜1 µ˜1 + µ˜2 . . . µ˜n + µ˜n+1
]
· a = K˜nδn1.
When n ≥ 2 we consider 2 ≤ s ≤ n. Again we compute
K˜nδns = 〈L
α
n , vs〉Wα
=
〈
n∑
k=0
ank(x+ α)
k , (x+ α)s
〉
Wα
=
n∑
k=0
ank µ˜k+s.
The corresponding coefficients fill the (s+ 1)-st row of the matrix A˜.
Again, the matrix A˜ is invertible and we apply Cramer’s rule
ank =
(
det A˜k
)
/
(
det A˜
)
(for k = 0, 1, . . . , n).
With the definition of the vector b:∣∣∣∣ (First n rows of A)0 . . . 0 (x+ α)k 0 . . . 0
∣∣∣∣ =
(
det A˜k
)
K˜n
(x+ α)k,
and the desired formula follows from expansion of the matrix by minors along the last
row. 
Remark 5.2. In order to embed this representation into the literature, we relate to the
normalization used in [6] and [17]: The choice
K˜n = (−1)
n(α + n)Γ(α + n− 1)
yields the same normalization as in [6] and [17].
Indeed, there the leading coefficient of Lαn(x) is given by (−1)
n/(n − 1)! and with
this normalization they obtained
‖Lαn‖
2 =
Γ(α + n− 1)(α+ n)
(n− 1)!
.
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And so by the Gram–Schmidt orthogonalization we have
K˜n = 〈L
α
n(x), (x+ α)
n〉 = (n− 1)!/(−1)n‖Lαn‖
2 = (−1)n(α+ n)Γ(α + n− 1).
This relation was pointed out to us by R. Milson.
Finally, we verify for n = 1 and n = 2 that the polynomials in Theorem 5.1 indeed
agree with (1.2) and (1.3), respectively, as well as the normalization claimed in the
latter remark.
Example. For n = 1 compute∣∣∣∣ −1 11 x+ α
∣∣∣∣ = −x− α− 1,
which is a scalar multiple of (1.2). And, moreover, normalizing the formula in Theorem
5.1 according to Remark 5.2 we obtain
K˜n
det A˜
∣∣∣∣ −1 11 x+ α
∣∣∣∣ = −(α + 1)Γ(α)(−α− 1)Γ(α)(−x− α− 1) = −x− α− 1,
the leading term of which is in agreement with the leading term in Remark 5.2, since
for n = 1 we have (−1)n/(n− 1)! = −1.
Example. Take n = 2. By co-factor expansion along the last row we evaluate
Lα2 (x) =
∣∣∣∣∣∣
−1 1 0
µ˜0 + µ˜1 µ˜1 + µ˜2 µ˜2 + µ˜3
1 x+ α (x+ α)2
∣∣∣∣∣∣
= µ˜2 + µ˜3 + (x+ α)(µ˜2 + µ˜3) + (x+ α)
2[−µ˜0 − 2µ˜1 − µ˜2].
For k = 0 in part (a) of Theorem 4.1 the recursion relation reduces to
µ˜2 = 2αµ˜1 + αµ˜0,
so that
−µ˜0 − 2µ˜1 = −µ˜2/α.
And recall that the recursion relation for k = 1 reduces to
µ˜3 = (2α + 1)µ˜2.
With this we have up to normalization
Lα2 (x) = (2α + 2)µ˜2 + (x+ α)(2α + 2)µ˜2 − (x+ α)
2(1/α+ 1)µ˜2.
Factoring out
−
(
1
α
+ 1
)
µ˜2 = −
α + 1
α
µ˜2
we obtain
Lα2 (x) = −
α + 1
α
µ˜2
[
−2α− 2α(x+ α) + (x+ α)2
]
= −
α + 1
α
µ˜2
[
−2α− 2αx− 2α2 + x2 + 2αx+ α2
]
= −
α + 1
α
µ˜2
[
x2 − α2 − 2α
]
.
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This is in agreement with the degree polynomial given by (1.3), since they both span
the same eigenspace.
Again, we compare this to the Remark 5.2 about normalization. It is tedious but
elementary to compute
K˜2
det A˜
=
−(α + 2)
µ˜2(α + 3 + 2/α)
for K˜2 as in Remark 5.2. Now, the leading term of L
α
2 (x) (with the normalization
described in Theorem 5.1 and with K˜2 from Remark 5.2) is given by(
−
α + 1
α
µ˜2
)(
K˜n
det A˜
)
=
(α+ 1)(α + 2)
α2 + 3α + 2
= 1.
And, again, this is in agreement with the predicted leading term coefficient in Remark
5.2, since for n = 2 we have (−1)n/(n− 1)! = 1.
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