The gravity equation for trade flows is one of the most successful empirical models in economics and has long played a key role in the trade literature
Introduction
The gravity equation is one of the most successful empirical models in economics and has been the focus of a very extensive literature in international trade (Anderson, 2011) . The very good fit of the gravity equation for bilateral trade flows has long been recognized since Tinbergen (1962) and the many papers that followed.
Various ways to specify and estimate the gravity equation have been proposed (see Feenstra 2004 ). Specifications broadly vary along two dimensions. A first dimension concerns the error term. The second is the degree of model structure that is imposed on the estimation.
Among the estimation approaches available, one possibility suggested by Santos Silva and
Tenreyro (2006) is to use the Poisson pseudo-maximum likelihood method (Poisson-PML). The estimation procedure is fairly easy to implement and robust to mis-specifications (Gourieroux, Monfort and Trognon, 1984) . Santos Silva and Tenreyro (2006) show that the PPML consistently estimates the gravity equation for trade and it is robust to different patterns of heteroskedasticity and measurement error, which makes it preferable to alternative procedures, such as OLS (in log) or NLLS (in levels). They also point out that its specification is consistent in the presence of zero bilateral trade flows which are highly prevalent in disaggregated data.
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There are however different trends in the specification of supply-side and demand-side effects in the gravity equation. Early papers have simply used total (multilateral) expenditures and total output for supply-and demand-side terms. It has been recognized however that adjustments are necessary to account for differences in price indexes (or "inward multilateral resistance index" as in Anderson and van Wincoop 2003) and competition (or "outward multilateral resistance index"). There are now mainly two ways to account for these adjustments. A set of papers introduces exporter and importer fixed effects to capture both market-size effects and multilateral-resistance indexes (e.g. Harrigan 1996 In this paper, I show that estimating gravity with Poisson PML and fixed effects is consistent with equilibrium constraints imposed by more structural approaches such as Anderson and van Wincoop (2004) and Anderson and Yotov (2010) . In particular, the estimated fixed effects in the Poisson PML specification are consistent with the definition of outward and inward multilateral resistance indexes and the equilibrium constraints that they need to satisfy. Note also that, given the set of trade costs estimates, the solution to this problem is unique.
This method based on fixed effects and Poisson PML requires however that output, trade and expenditure data are consistent, i.e. that output equals the sum of outward trade flows and that expenditures equal the sum of inward trade flows in the data. equals the sum of observed inward trade flows for each destination market (observed expenditures). In fact, this property is specific to Poisson-PML regressions and constitutes a result that may be useful for its applications in other fields. 2 Because of missing observations, this requirement was not met by the data used in Anderson and Yotov (2010) , which explains the discrepancy in our results.
3 Fitted output and expenditures are defined here as the sum of fitted outward and inward trade flows from the gravity equation with fixed-effect, for each product.
The gravity model
A wide range of trade models generate relationships in bilateral trade flows that can be expressed by the following set of equations. For each exporter i, importer j and product k, trade flows X ijk should satisfy:
In this equation, Y ik ≡ j X ijk refers to total output for product k in country i. E jk ≡ i X ijk refers to total expenditure for product k in country j. D ijk captures trade costs from i to j for product k. The parameter θ k reflects the elasticity of trade flows to trade costs and may have different structural interpretations depending on the model, as described below. Finally, the terms P In addition, these two resistance terms should satisfy the following constraints for consistency:
This system of equations can be derived from various types of models. It is consistent with a first set of models is based on Krugman (1980) with Dixit-Stiglitz preferences and (2008) can also generate gravity equations as above. In this case, the equivalent of θ k would be the coefficient of the Pareto distribution of firm productivity (coefficient inversely governing productivity dispersion). As shown by Eaton and Kortum (2002) , Ricardian models of trade are also fully consistent with gravity. In this case, the tradecost elasticity θ k corresponds to one of the coefficients of the Frechet distribution of productivity across product varieties (coefficient again inversely related to productivity dispersion).
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In all of the above-mentioned models, the inward multilateral resistance index P −θ k jk can be expressed as a function of the price index in the importing market. In turn, Π −θ k ik captures the degree of competition faced by exporter i for product k.
As noted by Anderson and Yotov (2010) , whenever P −θ k jk and Π −θ k ik satisfy equations (2) and (3),
ik /λ k are also solutions, for any number λ k > 0. This indeterminacy calls for a normalization: we thus impose P 0k = 1 for a benchmark importer j = 0.
3 Gravity with fixed effects: a consistent approach
To estimate equation (1), there are broadly two approaches which differ in the treatment of exporter terms
and importer terms
A first one (reduced-form) is to simply introduce exporter and importer fixed effects e ik and m jk without imposing any constraint on these terms. This approach typically ignores the structure proposed by equations (2) and (3). The estimated equation can then be written:
where ε ijk denotes an error term. Note that the two full sets of exporter and importer fixed effects are not of full rank. 5 In the remainder of the paper, the restriction m 0k = 0 is imposed for the benchmark country j = 0. The trade cost variable, log D ijk is most often assumed to be a linear combination of the log of physical distance, dummies for common language, colonial links and free trade agreements, etc. 6 The use of fixed effects makes the gravity equation very easy to estimate. Various estimators have been used: ordinary least squares (in log), non-4 Gravity equations can also be motivated by Heckscher-Ohlin and specific-factor models (see Evenett and Keller, 2004) . 5 The sum of importer dummy variables equals the sum of exporter dummy variables. 6 Note that θ k cannot be identified from the coefficients for physical distance and usual trade costs variables. What is estimated is the product of θ k with the elasticity of trade costs w.r.t these variables. A special case would be to use tariffs (as in Caliendo and Parro, 2011 ) for which the coefficient should in principle equal θ k . (along with the normalization P 0k = 1):
where E jk refers to observed expenditure by country j for product k, Y ik refers to observed output in i, and where D (5) and (6) to obtain inward and outward resistance indexes using the first-step estimate of D −θ k ijk and observed output and expenditures Y ik and E ik ; iii) reiterate the first step using the second-step estimates of multilateral resistance indexes (combined with observed output and expenditures) instead of fixed effects to obtain an
Steps ii) and iii) are then reiterated until convergence is achieved.
While the second approach exploits the structure of the gravity equation more deeply, these two approaches are actually very much in line. In fact, the fixed effect estimation is consistent with the two equilibrium constraints (5) and (6) if we use fitted output Y ik ≡ j X ijk and fitted expenditures E jk ≡ i X ijk instead of observed output and expenditures (where X ijk refers to fitted trade flows from the estimation of equation 4 with fixed effects). If we re-write the system of equations (5) and (6) 
Then Proposition 1 applies (see proof in appendix section):
Proposition 1 When equation (4) is estimated with importer and exporter fixed effects, the terms defined by P
are the unique solutions of equations (7) and (8) While it is not difficult to verify that P −θ k jk and Π −θ k ik are solutions of equations (7) and (8), uniqueness is more difficult to prove and has not been shown in earlier work. The proof relies on the convexity of the problem and holds for any combination of (finite) trade costs. The term E 0k ensures that the inward index satisfies the normalization P 0k = 1 given that m 0k = 0. In addition, the Poisson-PML estimator has special properties if we compare fitted output and expenditures to their observed counterparts. When there is no missing observation, 10 we obtain the following result:
Lemma 1 When equation (4) is estimated using Poisson PML with exporter fixed effects, fitted production equals observed production. Similarly, when importer fixed effects are included, fitted expenditures by importer and product equal observed expenditures:
The starting for the proof of Proposition 1 is the adding up constraint that fitted output and expenditures need to satisfy: they need to equal the sum of outward and inward trade respectively. 9 The Poisson-PML approach can be seen as a nonlinear-least-square specification of equation (4) with uniform weights given to observations (in level). PPML does not even require the dependent variable to be an integer and is consistent with over-dispersion (i.e. with a conditional variance larger than the conditional expectation). This lemma is directly derived from the first-order conditions associated with the Poisson-PML approach (see appendix section for details).
Hence, if Poisson-PML is used to estimate equation (4), then the system equations (5) and (6) is equivalent to the system equations (7) and (8) (4) is estimated using Poisson PML with exporter and importer fixed effects, the two multilateral-resistance terms defined by P
are the unique solutions of equations (5) and (6), where E jk and Y ik refer to observed expenditures and output.
This argument adds to other advantages of using fixed effects and Poisson PML, and com- Moreover, we should note that these properties are specific to Poisson regressions, which is the only PML-estimator that yields Lemma 1. This is shown formally in Proposition 3 below.
In particular, these properties do not apply to ordinary-least-square regressions (taking the log of trade flows), non-linear-least-square regressions (e.g. in levels instead of logs), gamma or negative binomial PML regressions.
In a more general setting, let us denote by y i the left-hand-side variable for observations indexed by i, with y ∈ Y ⊂ R + , and byŷ i ∈ R + \{0} the fitted value. A pseudo-maximumlikelihood estimator maximizes the following objective function:
where, for each λ > 0, f (y, λ) is the p.d.f. of a random variable with mean λ. We further impose that λ depends linearly (in log) on K independent variables x (k) i indexed by k where the coefficients b k have to be estimated:
Henceŷ i = λ i when λ i is the solution of the above maximization. I also assume that the solution (in terms of b k ) is unique and that the second-order conditions are well satisfied. We can then uniquely characterize the Poisson-PML estimator by the following set of conditions:
The Poisson-PML estimator is the only pseudo-maximum-likelihood estimator as defined above satisfying the following properties:
i) For any y ∈ Y , log f (y, λ) has a continuous third derivative in λ > 0 ii) For any {y i , λ i } i∈I , there exists θ > 0 such that i∈I ∂ log f ∂ log λ (y i , λ i θ) = 0, or y i = 0 for all i iii) For any subset A of the set of observations, and its associated dummy variable D A (i.e.
dummy variable equal to one if an observation belongs to A), the inclusion of D A in the set of right-hand-side variables implies i∈Aŷi = i∈A y i .
In the above proposition, conditions i) to ii) are not very restrictive while condition iii) is key to characterize the Poisson-PML estimator. In particular, conditions i) and ii) are satisfied by non-linear least squared (which can be re-interpreted as a PML estimator), gamma-PML and negative-binomial regressions. Also, condition iii) is not satisfied by OLS regressions taking the log of the dependent variable. If we estimate the gravity equation in logs with OLS and fixed effects, we obtain: j log X ijk = j log X ijk and i log X ijk = i log X ijk which, in general, does not imply equality between the sums in level.
While Proposition 3 considers the class of pseudo-maximum likelihood estimators, the same result holds for maximum-likelihood estimators since the latter can be considered as a special case of PML when the likelihood function to maximize is derived from the assumed distribution of the dependent variable. 
Inclusion of border dummies
In general, the estimation of equation (4) Here I examine the role of border-crossing dummy, allowing for such effects to vary across products (but assuming a common coefficient for all country pairs). While the inclusion of exporter and importer fixed effects has implications in terms of fitted output and fitted expenditures, the inclusion of a border effect in the gravity equation also has important implications for the sum of fitted exports. In particular, the Poisson-PML first-order condition associated with the border effect implies that the sum of fitted exports across all countries equals the sum of observed exports:
Given Lemma 1, it also means that fitted total trade-output ratios equal observed trade-output ratios in the data:
Missing values
What happens when internal trade flows are missing? Or, equivalently, when output data have missing observations? 12 If internal trade flows are missing for exporter i in sector k, then total fitted trade flows (i.e. total fitted exports) perfectly match total observed exports when exporter fixed effects are included in a PPML estimation of gravity. The same result holds for imports when importer fixed effects are included. For each exporter i for which internal flows X iik are missing, the Poisson-PML estimator imposes:
We could then use fixed effects estimatesê ik andm ik and trade costs estimates D −θ k iik to infer missing internal trade flows X iik and then reconstruct output and expenditures as:
flows, output and expenditures would then be consistent with the multilateral resistance indexes implied by the fixed-effects estimates. 13 Moreover, fitted output would still equal observed output in all cases where output data are not missing. Furthermore, I show that the inclusion of exporter and importer fixed effects in the Poisson-PML estimation of gravity implies that fitted output and expenditure perfectly match observed output and expenditures respectively. This property is unique to Poisson-PML. 13 The use of the gravity equation to infer missing output data was suggested by Anderson and Yotov (2012) . [21] Tinbergen, Jan (1962) Shaping the World Economy: Suggestions for an International Economic Policy, New York: The Twentieth Century Fund.
Concluding remarks

Appendix: Proofs
Proof of Proposition 1: Let us denote:
where hats refer to fitted variable in the gravity equation (4) estimated with fixed effects. We define fitted output and fitted expenditures by Y ik ≡ j X ijk and E jk ≡ i X ijk . These two equalities can be rewritten as:
or equivalently:
, and incorporating into the previous two equations, we obtain equations (5) and (6):
This proves that Π −θ k ik and P −θ k jk are solutions of equations (7) and (8) . Moreover, we can check that P −θ k 0k = 1 for j = 0. We still need to prove that these solutions are unique. Suppose that Π −θ k ik and P −θ k jk are potentially another solution to equations (7) and (8) . Let us define x ik as the ratio of Π −θ k ik to Π −θ k ik (as defined above) and y jk as the ratio of P −θ k jk to P −θ k jk (as defined above). To prove that the solution is unique, we need to show that x ik = 1 and y jk = 1 for all k, i and j.
Using equations (9) and the definitions of Π −θ k ik and P −θ k jk , we can re-write x ik and y jk as:
and:
Hence, equations (7) and (8) can be re-written as the following system of equations in terms of x ik and y jk :
In words, x ik must be a weighted average of y Let us now proceed by contradiction and suppose that y jk differs from unity for at least one country for product k. Since y 0k = 1 for j = 0 with our normalization, it means that the y's are strictly different between at least two countries j.
Let us denote by y * k = min j {y jk } for each product k. If for some product k, there are at two y jk with strictly different values, the same holds for 1/y jk and there is at least one country j for which 1/y jk < 1/y * k . It implies that all x jk 's (for this product k) are strictly smaller than 1/y * k :
This holds as long as the weights D −θ k ijk exp(m jk ) are all strictly positive, which is implicitly assumed here (the terms m jk and θ k log D ijk are real numbers by construction).
In turn, we obtain that 1/x ik > y * k for all countries i. Since the y's correspond to weighted averages of 1/x ik , we obtain:
for all j. The strict inequality contradicts the assumption that the lower bound y * k is reached for at least one country and that at least two values of y differ. It proves that y jk = 1 for all j and k, and we can also conclude that x ik = 1.
Proof of Lemma 1:
As showed by Gourieroux, Monfort and Trognon (1984) , the maximization of the loglikelihood associated with Poisson distributions yields simple first-order conditions and the solution is unique. They show that, if a variable y i is regressed on a set of K variables x (k) i with k = 1, ..., K, the first-order conditions are:
for each variable k, whereŷ i denotes the fitted value and takes the functional form:
When one of the independent variables x (k) i is a dummy variable D A i equal to one for a subset of observations i ∈ A, the first-order condition associated with this variable can be written:
which also implies that the sum of fitted values equals the sum of observed values on this subset: i∈A y i = i∈Aŷi . Using this result for the gravity equation, Lemma 1 is obtained by simply writing this first-order condition for exporter and importer fixed effects. When one of the independent variables is a dummy variable that takes the value 1 for a given exporter-product pair (i, k) and zero otherwise the first-order condition related to this dummy variable can be written:
which proves the first part of Lemma 1. Second part of Lemma 1 is obtained by looking at the first-order condition related to importer fixed effects when we include a dummy variable that takes the value 1 only for a given importer-product pair (j, k).
Proof of Proposition 2:
Proposition 2 follows from Proposition 1 using the additional result that Y ik = Y ik and E jk = E jk (according to Lemma 1).
Proof of Proposition 3:
To prove Proposition 3, I use of the following lemma:
Lemma 2: Suppose that a real function g(y, λ) has a continuous second derivative in λ > 0 for all y ∈ Y . Suppose also that
Proof of Lemma 2:
Suppose that a real function g(y, λ) is defined for any y ∈ Y and λ > 0. As in Lemma 2, suppose that for all i = 3, ..., n and λ 1 = λ 2 = λ. It is easy to check that N i=1 (y i − λ i ) = 0 for this choice of λ's and y's. We therefore obtain: 2g(y, λ) + (n − 2)g(y, λ ) = 0 I apply again the above property to the same set of y's and λ's using λ 1 = λ − ε and λ 2 = λ + ε for some ε ∈ (0, λ) instead of λ 1 = λ 2 = λ. Similarly, I obtain: g(y, λ − ε) + g(y, λ + ε) + (n − 2)g(y, λ ) = 0
Combining with the previous equation, we thus obtain: g(y, λ) = g(y, λ − ε) + g(y, λ + ε) 2 which is true for any λ and y ∈ Y and any small enough ε > 0. Further assuming that g is twice differentiable in λ with a continuous second derivative, the above equality implies that g is linear in λ. Hence there exist two real functions a(y) and b(y) defined for any y ∈ Y such that: g(y, λ) = a(y) − b(y).λ
Since y − y = 0, we know that g(y, y) = 0 which implies that a(y) = b(y)y and g(y, λ) = b(y)(y − λ). Now, for any two y 2 = y 1 , we have: (y 2 − y 1 ) + (y 1 − y 2 ) = 0. Hence: Let us take a set of observations {y A,i } i≤N A and dependent variables {x Without loss of generality, 14 I also assume thatb A,1 = 0. From the second-order condition, the left-hand side of the equation above is invertible on a neighborhood ofb A = (b A,1 , ...,b A,K ). This means that, for any set of sufficiently small ε = (ε (1) , ..., ε (K) ), the system of equations:
has a solution in λ A,i (ε) where these λ's are log-linear combinations of variables x (k)
A,i . Moreover, λ A,i (ε) converges to λ A,i when ε converges to a vector of zeros. Now, in order to prove that ∂ log f ∂ log λ , I construct a series of sets of observations and independent variables by duplicating observations A and adding observations B, and then use condition iii). The series is indexed by n. For each n, I denote N n = nN A + N B the number of observations for each of this set of observations. For each observation i = mN A + i ≤ nN A for some integers m < n and j ≤ N A , I define:
x and: y n,i = y B,j . I also add a dummy variable x (K+1) n,i
