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Abstract 
When analyzing ordinal square tables, many classical methods are 
available and some of them are discussed in Chapter One. However, all 
of them have their own deficiencies. Hence a/new lapproach is developed, 
which ordinal square contingency tables are aisumed to come from latent 
bivariate normal distributed random variables. One of the variables is 
restricted to N(0,1) to compare with the other one. The parameters are 
estimated by maximizing the likelihood function by Scoring Algorithm. 
The derivatives required are given in the Appendix. The asymptotic 
properties of the estimates are given. Then a simulation is conducted 
to investigate the performance of the estimates and to get an insight 
into the appropriate sample size for asymptotic theories to hold under 
various conditions. Moreover, several hypotheses which are common in 
classical approaches are tested. A real example is also given to 
demonstrate the calculation. 
In Chapter Three the method is extended to multi-dimensional 
tables. The partition maximum likelihood estimation method is used and 
the estimates are shown to have nice asymptotic properties, such as 
asymptotic unbiasedness, asymptotic normality and asymptotic 
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Chapter 1. Introduction 
§1.1 Classical approaches and their limitations 
The analysis of discrete data, especially in the form of 
contingency tables, has become an important part of statistical 
analysis. In many fields, ordinal data are collected — although such 
data are not as precise as interval data. Such ordinal data are 
valuable to psychologists, sociologists, political scientists, 
economists and the like. For example, psychological variables (such as 
reaction time after stimuli) are typically expressed in terms of 
,greatly increased', ’ slightly increased' , ’ unchanged,, ,slightly 
decreased,, ’greatly decreased, which require the techniques of ordinal 
data analysis. As can be seen, ordinal data are pervasive in the social 
sciences. 
Up to the present, a large number of methods for analyzing 
categorical data have been developed. Yet most of the well-known 
methods have ignored the effect of ordinal scale such as the usual 
log-linear models. In such cases, some information is lost which is not 
negligible. For those nominal procedures the results are invariant to 
permutations of the categories of the variables. However, ordinal 
variables are inherently quantitative. Arranging an ordinal variable as 
,strong’, 'weak', ,medium, is meaningless since the categories are not 
in natural order. 
There are some classical procedures available to analyze 
ordinal-ordinal tables : uniform-association model, log-multiplicative 
model, logit model and Kendall's (1970) concordance-based test 
statistic to test for association. However, these methods are not 
designed specially for ordinal square tables for which the categorical 
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variables are similar and comparable. 
Square tables are two-dimensional tables with the variable for 
row having the same categories as the variable for column. They may 
arise in several different ways : 
1. in panel studies (IQ at 10 and IQ at 30); 
2. matched individuals (father's occupation and son's occupation); 
3. individuals are cross-classified according to two essentially 
similar categorical variables (strength of right hand and that of 
left hand)； 
4. in experiments conducted on matched pairs (change in reaction time 
of twins after dosed with a new drug). 
In all such situations，if the row and column variables are both 
ordinal, the structures of special interest are symmetry and marginal 
homogeneity. Symmetry means that the (i’j)th cell probability is equal 
to the (j’i)th cell probability Vi,j, and marginal homogeneity means 
that the ith row probability is equal to the column probability Vi. 
Special log-linear models have been formulated to test goodness-of-fit 
(GOF) of these structures (Agresti (1984)). However, the developed 
methods have their limitations. Ordinal variables do not have origins 
or units of measurements. It is generally nonsense to consider mean and 
variance of an ordinal variable, although it is customary to assign 
scores to categories in classical methods. Therefore, if the marginal 
distributions of row and column variables in a ordinal square table are 
not homogeneous, the source of heterogeneous (e.g.. location or 
variation difference) is not attributable. Moreover, when pairwise 
ordinal-ordinal classical measures of association are available for a 
group of ordinal categorical variables with comparable categories, 
further studies such as the the overall structure of association are 
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difficult. 
The main purpose of this thesis is to develop a new approach 
specially designed for ordinal square tables which is also feasible for 
multivariate data. 
§1.2 New approach 
Although ordinal variables in a square table do not have origins 
or units of measurements, it is possible to consider their means and 
variances in a relative sense. For the following two ordinal variables: 
RH = strength of right hand 
LH = strength of left hand 
and consider an artificial and extreme case : 
RH \ LH| weak medium strong 
weak 10 5 0 15 
medium 30 0 0 30 
strong 10 0 5 15 
50 5 5 60 
From the marginal totals, it is natural to conclude that the mean 
strength of right hand is higher than that of left hand; and the 
variance of strength of right hand is also higher. Although classical 
approaches have been developed to test the null hypotheses of symmetry 
and marginal homogeneity, they are unable to test the mean and variance 
differences provided that the symmetry model or marginal homogeneity 
model is not fit. The new approach is, however, able to test such 
differences. 
In practice, ordinal scales often result when discrete measurement 
is used to replace inherently continuous variables such as opinions, 
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degree of injuries. In some situations, only the table is available but 
the raw data is lost. Hence for two-dimensional ordinal tables, it is 
reasonable to assume that there are two underlying continuous variables 
for the two ordinal discrete variables. For simplicity, this thesis 
considers only bivariate normal distributions. For multivariate data, 
the underlying distribution is assumed to be multivariate normal. Note 
that the categories are cross-classified according to thresholds which: 
1. are assumed to be the same among subjects under investigation 一 
although in some cases subjects may have their own thresholds 
which differ slightly; 
2. their values are unknown; 
3. since the variables are comparable and similar, the thresholds of 
the row and column variables are essentially the same. 
Note that, in general the threshold values are unknown. However, 
in case these values are known in advance, the new method is also 
applicable. There is little change in the new method, as described in 
Chapter Four. 
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Chapter 2. Two-dimensional Ordinal Square Tables 
§2.1 Model 
Let X and X be two latent continuous random variables. Suppose 
1 2 
they are jointly bivariate normal with mean vector ^ and covariance 
matrix S . That is, X 〜 w h e r e X = (X! X^)' • Now X^ and X^ are not 
observable. Instead, two polytomous random variables Z^ and Z^ are 
observable respectively, x^ and z^ are related as follows : 
z^=k if a^^ oCk+i for i=l,2; 
k—1,...,r J 
where r = number of categories of each random variable, 
a = (a ,...,a )' 
— 1 r+l 
= v e c t o r of thresholds with a , 
Next, note that the probability of an observed polytomous random 
vector falls in the ( i , c e l l , for i,J = l,...’r, is 
= o C i + i , cXjS oCj+i) 
= [ - f t t ⑷ V ^ + i ⑴ ， > 2 ) ； 
i (1)=0 i (2)=0 
= $ (a , a, . S) - ^ (a , a •’ ’ 5) 
2 i + 1 j + 1 一 一 2 1+1 J 
- $ (a , a^ ; fi . 2) + $ (a , cx ; 已 , S ) . 
2 i j+1 — 一 z 1 J 
Here $ (a , b ; , S) is the bivariate normal distribution 
2 一 一 
function with mean ^ , covariance matrix S and upper limits a and b 
respectively. Suppose a transformation is taken such that X''=D(X-^)+|i£\ 
r d 0 1 




g。 = ( “ ； M ； ) ' ； 
then 2。〜N(e。,5。）with S。 = 2 5 . 
Note that for a,b = l , . . .， r + l , 
$ (a , a ； fx , S) = Pr(X ^ a , X ? E * P 
2 a b — — l a ^ s o 
二 Pr(X。s a 。 ， a : ; pi。，2：。） 
1 a 2 b - — 
= $ ( a。， a： ； II。，s。）， 
2 a b — — 
where a。 = d (a )+fi。， 
a 11 a 1 1 
Rearrange the lower triangular part of Z as a vector and name it 
vec(S). As seen from above, the parameter vector, which involves a , ^ 
, v e c C S ) , is not identifiable. To deal with this problem, an arbitrary 
variable is chosen and its mean and variance restricted to some known 
constants. Then D=I and |i。=fi which implies (a, 2 ) = (竺。， g。， F ) . 
Without loss of generality, assume the marginal distribution of X^ is 
restricted to N(0,1). Hence the model becomes 
“X 1 f 「 M 卜 ^ 1 
• X2 广 U 0 J , L 1 J J 
and the parameter vector of interest is 
e = (a , . . . ,a , M , <r , p ) ' = (a' , , cr ’ p ) , 
— 2 r ~ 
and the 产 cell probability is 
、’ j = y a T + i ’ cXj+i) - V - y a T ’ 〜 1 ) + y c x T , a , 
where $ (a , b) = $ (a , b ; 0 , R); 
2 2 
a* = (a -u)/cr for k = 2, ... ,r; 
k k r 
r 1 P 1 
R = is the correlation matrix. 
- p i 
• • 
This method solves the identification problem and at the same time 
constructs a reference variable, X。 this time, to compare distribution 
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properties with other variable(s). For example, the new method is able 
to test whether <r=l, or (r) = (0, 1). 
§2.2 Maximum likelihood estimator 
Suppose a random sample of size n is observed. The likelihood 
r r n 
function is then c n ]] ?/’.」， where c is a known constant 
i=i j=i i’J 
independent of 9 and n is the observed frequency in the (i,j) 
* r r 
cell, for i, j = 1, • . • ’r with [ [ ！ ^ 」 = n . 
i=l J=1 
r r 
The log-likelihood is L = Inc + ^ ^ ！ ^」 1气」 ( 9 ) . The 
i=l J=1 
maximum likelihood estimator (MLE) of 9 is the vector which maximizes 
the likelihood function. Since logarithm is a monotonic increasing 
function, it is equivalent to maximizes 
r r 
F ( 竺 卜 Z Z 〜 ( 竺 ) . 
i=l J=1 
A 
Let e be the MLE of 9 based on n observations, and 
—n. — 
^ be the true unknown parameter value of G. 
By asymptotic theory, under fairly general conditions of 
A 
regularity, 0 is a consistent estimator of 9, and 
一 n 一 
- 0 , I^Ce,)"^) 
or equivalent, 
e ^ _ - _ > N( e^ ’ and achieves the Cramer-Rao lower 
bound, where 
~~-——> denotes converges in distribution, and 
I (e) is the Fisher information of 9 based on n observations. 
—n — — 
A 
Hence 6 is consistent, asymptotically unbiased, asymptotically 
一 n 
efficient, and asymptotically normal. Moreover, suppose the Fisher 
7 
information in the observation is denoted by i⑴（竺）• Since the n 
observations are identically independently distributed (i.i.d.), 
n n 
i n ( 竺 ） i ⑴ ( 竺 ） - I V 竺)• 
i=i 1=1 
§2.3 Optimization procedure 
In general, the vector can not be obtained in explicit form. In 
order to compute the MLE, iterative non-linear programming algorithms 
have to be employed. Here the Scoring Algorithm is used with a computer 
program written in Fortran language. The algorithm is as follows: 
1。 Start with an initial value 
2。 At the kth iteration, compute LQ^ = -rk^in^^k^ , ^here 
y is the step-halving parameter, taking initial value as 1; 
Ic 
• • 
F = F(e, ) = score function; 
-k K 
I (6k) = Fisher information of based on n observations 
r r 1 _ ae n r 1 ’ 
r r 「 i’j 1 r 
= ^ L 1 1 " " " [ [ 竺 . 
i=i j=i “j 
3° Compute 竺 乂 + 丄 = 竺 K + 
The iteration is acceptable if F(竺k+1) > ^^ this is the 
case, go on to the next step; otherwise, takes the first value 
in the sequence j j \ . •-j such that the iteration is 
acceptable. 
1 • ‘ ‘ .,1/2 
4° Compute the root mean square error - [([k+1) ^-k+1 as 
convergence indicator, where v is the dimension of e. 
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If root mean square error is smaller than e, which is a 
pre-assigned small positive value, then stop. Otherwise, go back 
to 
The algorithm requires explicit expressions of the score function 
F(e) which is given in the Appendix. The matrix evaluated at the 
final iteration of the algorithm converges in probability to the Fisher 
information matrix, and it can be used as an estimate of the 
information matrix I^(e^). Since and I^(e^) = I^(e^) is produced by 
the Scoring Algorithm, statistical inferences can then be made on the 
parameters. 
Note that the Newton-Ralphson Algorithm is not employed since the 
second derivatives of F(e) with respect to 9 is involved which is much _ — 
more complicated. 
§2.4 Useful hypotheses 
A 
As asymptotic distribution of (9^-9^) is known to be normal, 
A 八 -p. 
hypotheses on 6 can be tested. Since 
Moreover, 
n (e - e I (e ) (e^ - e ) ^ 〉/(v), 
—n —0 —1 —n —n —o 
where is the chi-square distribution with degree of freedom v. 
Consider testing H^ : 9 = G^ against H^ : not H。. The null hypothesis 
A A A 
is rejected if the observed n (9^ - i】(竺n)(竺n 一 工 ） 丄 曰 larger 
than the percentile point of , where the percentile point is 
determined by the Type I error probability. Any subset of 9 can be 
tested similarly. 
Denote the 产 row and J^^ column probabilities a s 、 + a n d 、 」 
9 
respectively. To meet our interest and to compare with classical 
methods, several sensible hypotheses are proposed : 
(1) independence 
H q : p = 0 H^ : p 实 0. 
The null hypothesis implies P , ^^ ^  ^ and 
hence ？ “ 广 ？ V i , J . 
(2) symmetry 
Consider any arbitrary values of the thresholds. If marginal 
homogeneity is true for all possible categorizations by the 
thresholds, then the marginal distributions of X^ and X^ must be 
identical. For identical marginal distributions, (p，(r), = (0,1),’ 
then P(X =x ,X =x )=P(X =x ,X =x ) which implies symmetric cell 
1 1 2 2 1 2 2 1 
probabilities ？ = ？ Vi,j. Hence marginal homogeneity implies 
i» j j» i 
symmetry under bivariate normality. The hypothesis is : 
Hq ： (M’cr),=(0’l), H^ : not H。. 
(3) complete agreement 
If, further, p=l, then X =X and only the diagonal cells are 
， 1 2 
non-empty. Hence X^ and X^ completely agrees, ？^^^ =0 Vi^j. The 
hypothesis is : 
Hq ： (^i’<r’p)’=(0,l,l). Hi : not H。. 
Note that for each case from (1) to (3), the null hypothesis is 
only one of the many situations that leads to independence, symmetry or 
complete agreement. For (2), consider a particular set of thresholds, 
there may exists some corresponding values of (^,<r,p) such that 
£ =£ Vi. 1. Obviously there are many such sets of (a , . . .a 
，J 2 r 
and they are not to be considered. The situations of (1) and (3) are 
analogous. 
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other hypotheses, such as |i=0, (r=l, p=l, can also be tested which 
are not applicable in classical methods. 
§2.5 Simulation study 
In order to investigate the performance of the above developed 
theories and algorithm, and to get an insight into the appropriate 
sample size for asymptotic theories to hold, a simulation study has 
been carried out. A Fortran program has been written. Consider given 
the population values of (a* ,ji,cr,p)' . Firstly’ random samples from 
r r n r* 、 
ji <r pc 
N 
I L 0 J ‘ I f ^ 1 J J 
is simulated and assigned to the corresponding categories according to 
a. Then the resulting contingency table is analyzed following the 
optimization procedure described above. Note that contingency tables 
with empty cells are also analyzed. As the sample size (n) increases 
the number of empty cells decrease. For each set of parameter values, 
100 (number of replications) contingency tables are constructed to be 
analyzed. 
In this simulation study, various sets of parameter values have 
been studied and sample size of 100, 200 and 500 are studied separately 
in each situation. For the thresholds the four situations are listed 
below. 
(a) Symmetric thresholds with 3 categories: 
(~co, -0.5, 0.5, +00). 
(b) Asymmetric thresholds with 3 categories: 
(-00, -0.5, 1.5, +00). 
(c) Symmetric thresholds with 4 categories: 
(-00, -0.5, 0.0, 0.5, +00). 
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(d) Asymmetric thresholds with 4 categories: 
( - 0 0 , 一 0 . 5 , 0 . 5 , 1 . 5 ’ + 0 0 ) . 
Combined with different values of there are totally 11 different 
cases. The population values below are written in the order of 
a’，/i,<r,p: 
case population parameter values 
(al) (-0.5, 0.5, 0.0, 1.0, 0.0) 
(a2) (-0.5, 0.5, 0.0, 2.0, 0.0) 
(a3) (-0.5, 0.5,-1.0, 2.0, 0.0) 
(a4) (-0.5, 0.5,-1.0, 2.0, 0.2) 
(a5) (-0.5, 0.5, 1.0, 2.0,-0.8) 
(bl) (-0.5, 1.5, 0.0, 2.0, 0.0) 
(b2) (-0.5, 1.5,-1.0, 2.0, 0.2) 
(cl) (-0.5, 0.0, 0.5, 0.0, 2.0’ 0.0) 
(c2) (-0.5, 0.0’ 0.5,-1.0, 2.0’ 0.2) 
(dl) (-0.5, 0.5, 1.5, 0.0, 2.0, 0.0) 
(d2) (-0.5, 0.5, 1.5,-1.0, 2.0, 0.2). 
Case (al) indicates it is the first case using threshold values 
(a) and so forth. Note that (bl), (cl) and (dl) are identical to (a2) 
except the threshold values. The same relation exists among the cases 
(b2), (c2) and (d2) with (a4). Moreover, from (al) to (a4), a single 
parameter value is changed each time. Case (a5) is completely different 
to (al) to (a4) except the thresholds. Six statistics, which are 
summarized in Table 2.1(i) to Table 2.6(ii), are studied : 
(1) average of estimates (Tables 2.1(i) and (ii)). 
For each contingency table of sample size n, a parameter 
A 
vector estimate 0 is given. Since number of tables generated 
—n 
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(number of replications) equals to 100, each entry in Table 2.1(1) 
and (ii) corresponds to the quantity 
100 
X 1 p A 
e (k) = ) e ^ ( k ) , 
n 100 n 1 
where 0 (k), is the estimate of the k^^ parameter based on sample 
n i 
size n in the 产 replication. 
In the tables, undesirable entries are in italic. Any entry 
is considered as undesirable if it deviates from the true value 
more than or equals to 5%, given that the true value is non-zero. 
For n=500, the averages of the estimates are all very close to the 
true values. For n=200, all entries except three are desirable. 
For n=100, nine entries are undesirable. In case the true values 
are zeros, all entries are in the order of 10 to the power -2 or 
-3, hence the deviations are very small. Generally the result is 
improving as n gets larger and larger and there is no systematic 
pattern of underestimate or overestimate. 
(2) The root mean square error(RMSE) of estimates (Tables 2 . 2⑴ and 
(ii)). 
For the k^^ parameter, its RMSE based on n samples is given 
by 
1 i。o -.2 >.1/2 
RMSE (k) = \ y e (k) - e (k) , 
n ^ ^ ^ L n 1 0 
1 0 0 i=i L J 乂 
where 0 (k) is the true population value of the k^^ parameter. 
0 
The following results are observed : 
(a) All RMSE are very small. 
(b) As n increases, all RMSE decrease (except case (a4) of fx). 
(c) The magnitude of RMSE of the parameters are ： cr > ^ > a , p. 
(d) The RMSE of the extra large thresholds in the cases of 
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asymmetric thresholds are larger compared with the cases of 
symmetric thresholds. 
(e) The RMSE of pi and <r are smallest when the true parameter 
values are 0 and 1 respectively, and they are smaller in the cases 
of asymmetric thresholds. 
(f) Case (a5) suggest the RMSE of p may be smaller when the 
magnitude of the true value is larger. 
(3) The average of estimated standard error(SE) of estimates (Tables 
2.3(i) and (ii)). 
1 100 
SE (k) = y S E ( e ^ ( k ) ) , 
n 100 i=i n 1 
A 
Where SE(9 (k)•) is the estimated SE of e ( k ) . 
n 1 li i 
The result is similar to those of Table 2.2(i) and (ii). 
(4) The ratio of sample standard deviation of estimates to the average 
of estimated standard errors of the estimates (Tables 2.4(i) and 
(ii)). 
SD (k) 




( 1 r. X .2 飞 1/2 
where SD (k) = \ — — Y 6 (k). - e^(k) \ is the sample 
n I 99 i=i L J 
standard deviation of the estimate of the k^^ parameter. Since 
—• I  I — A 
both SD^(k) and SE^(k) are estimates of the spread of 
their values are expected to be closed and thus R^^Ck) should be 
close to unity. 
It is observed that all ratios are within the range (0.8,1.2) 
except two entries in case (a4), indicating the estimated SE are 
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reliable. 
(5) The Shapiro-Francia, s W, statistics (Tables 2.5(i) and (ii)). 
Recall that, under fairly regularity conditions, the MLE is 
asymptotically normal. However, the size of sample for asymptotic 
theories to hold is uncertain and this size is different in 
different situations (parameter values). Hence it is our interest 
to investigate and suggest, at least roughly, the reliable sample 
size under various situations. 
Shapiro and Francia (1972) proposed the following statistic 
to test for normality : 
(b,X)2 (Zb‘X…）2 c' 
W = = L J i J _ _ with b’ = ^ ― — , 
(n-l)S^ S(X-X)^ 一 (三 ,三) 
where 
(X,,、,X,。、,...’X,„、) is the order statistics of 
(1) vw； 
(X ,X ,...,X ) of which normality is to be tested; 
1 2 N 
C is the vector of the expected values of the N order 
statistics from the standard normal distribution, values of c 
are readily available (Harter (1961)). 
The hypothesis is H。： the X^ are a random sample from N(ji,(r )’ 
Hi : not Hq. 
The exact distribution of W under H。 depends on N but not on jn or 
<r. 
The common empirical distribution function (EDF) statistics 
are not adopted. D,Agostino and Stephens (1986) pointed out that, 
by Monte Carlo studies conducted by Stephens (1974), the 
Shapiro-Wilk statistic W (1965) gives better power than EDF 
15 
statistics and much powerful than the Kolmogorov D. Here W, is a 
modification of the Shapiro-Wilk statistic to deal with large N 
and is also expected to be more powerful than EDF statistics. In 
fact, Stephens (1974) also shown that the power of W, is only 
marginally less than that of W when W is available. Moreover, Dyer 
(1974) has shown that W, has good power properties. 
Pearson, D,Agostino, and Bowman (1977) reevaluate the 
critical values of the test statistic for N = 99, 100, and 125 
based on a much larger simulation. Here N=100 and the statistic 
should be larger than 0.9744 for normality to hold when the Type I 
error probability is 0.05. For each parameter e(k), the X^ here is 
defined as 
e (k). - e^(k) 
X. = y _ _ for 1=1.2,... ’N. 
1 SE(e (k).) 
n 1 
By asymptotic theory, X^ converge to N(0,1) as N is large enough. 
Note that the above null hypothesis is more general than testing 
N(0,1). 
As stated above, the null hypothesis of normality is rejected 
at 0.05 Type I error probability if the Shapiro-Francia's 
statistic is less than 0.9744. For n=100, 11 out of 59 (18.6%) 
entries are smaller than 0.9744 and hence reject normality. For 
n=200, 9 out of 59 (15.3%) entries are smaller than 0.9744. For 
n=500, 3 out of 59 (5.17.) entries are smaller than 0.9744. As the 
Type I error probability is pre-assigned to be 0.05, 5% entries 
are expected to reject normality even all entries are from normal. 
Hence the result correspond to n=5〇0 is acceptable, but for n=100 
and n=200 the results are not good enough. 
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(6) Number of replications out of 100 (total number of replications) 
that favors the null hypothesis ((hi),(h2)’（h3)) (Tables 2.6(i) 
and (ii)). 
The hypotheses as stated in §2.4 are tested in the 
simulation: 
(hi) independence 
Hq : p = 0 Hi : not Hq. 
(h2) symmetry 
Hq ：(…(T) = (0,1) Hi : not H q . 
(h3) complete agreement 
H。 : (ii,<r,p) = (0,1,1) Hi : not H。. 
For each hypothesis, the chi-square statistic and the 
p-value is computed in each replication. The entries in the tables 
is the number of times out of 100 that the p-value is greater than 
the Type I error probability (=0.05). 
Consider hypothesis (hi), given the Type I error 
probability (=0.05), true value and SE, the Type II error 
probability O ) can be computed. The SE is replaced by the 
corresponding entries in Table 2.3(i) and (ii) to calculate the 
approximate 玲 . N o t e that |3 decrease as n increase whiph is the 
result of decreasing SE. The entries, when the null hypothesis is 
incorrect, are very close to 100玲 for all cases. Moreover, when 
the null hypothesis is correct, all entries are very close to 95. 
The null hypothesis of (h2) should be rejected for all cases 
except case (al). However, for other cases, a large proportion of 
replications favored H。 and a decreasing trend is observed as n 
increases. As a small |3 is desirable, n should be more than 100. 
The value of 日 has not been calculated since the calculation is 
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much more complicated. The situation of (h3) is analogous, except 
that the result is acceptable for n as small as 100. 
In conclusion, the estimates of the location parameter M and 
dispersion parameter <r are generally not as good as other parameters as 
their RMSE and SE are larger. This observation may be the result of the 
larger magnitudes of these parameters. These estimates would be better 
if the data come from symmetry model or complete agreement model. For 
two dimensional tables, it is suggested that 
參 the sample size n could be as small as 100 to keep the estimates 
close to the true values; 
• n should be more than 200 to ensure the MLE converges in 
distribution to normal; and 
• n should be more than 200 to avoid a large Type II error 
probability. 
§2.6 A real example 
In this section a real data set is analyzed as an illustration of 
the new approach. It is the unaided distant vision data from case 
records of eye tests concluded on 7,477 women in Britain in 1943-6. It 
is constructed from data available by the Association of Optical 
Practitioners.. These data have been analyzed many times, such as 
Stuart (1953, 1955), and Koch and Reinfurt (1971). 
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Case Records of Eye-Testing of Women (Aged 30-39) Employees in Royal 
Ordinance Factories 
left eye grade 
right 
eye grade Highest Second Third Lowest Totals 
Highest 1,520 266 124 66 1,976 
Second 234 1,512 432 78 2,256 
Third 117 362 1,772 205 2,456 
Lowest 36 82 179 492 789 
Totals 1,907 2,222 2,507 841 7,477 
Source: Alan Stuart (1953). 
Here the sample size is n=7477. Define X^ = right eye grade, X^ = left 
eye grade which is the reference variable. That is, the marginal 
distribution of X^ is N(ji,<r^) while that of X^ is N(0,1). The parameter 
vector is then e = (a ,a ,a ,ji,<r,p)' . Using the Fortran program 
— 2 3 4 
A 
written, 0 and the estimated SE are given by 
—n 
parameter estimate estimated SE 
a -0.6399 0.0153 2 
a 0.1562 0.0135 
3 
a 1.1737 0.0182 
4 
fi -0.0325 0.0097 
(T 0.9960 0.0130 
p 0.7796 0.0060 
I ~ , 
A - 1 
and the upper triangular part of 1。(竺 n) ^^ 
19 
• 
2.3479 1.3275 0.5391 0.5647 -0.6439 0.1876 
1.8329 1.3745 0.4515 0.0494 -0.0356 
1 3.3252 0.3097 0.8949 -0.2817 





Several hypotheses are tested which are (df=degree of f r e e d o m ) : 
hypothesis x statistic df p-value 
Hq : p = 0 17019.77 1 0.0000 
Hi : P “ 
Hq : = (0,1) 12.00 2 0.0025 
Hi : not H q 
Hq : (ji,(r,p) = (0,1,1) 1375.00 3 0.0000 
Hi : not H q 
As the null hypothesis of symmetry is rejected, we could further 
investigate whether the asymmetry is due to fx or (t. 
hypothesis x statistic df p-value 
Hq : jLi = 0 11.2164 1 0.0008 
H^ : fi 0 
Hq : (T = 1 0.0940 1 0.7592 
Hi : (T 关 1 
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Hence the marginal distributions of left eye vision and right eye 
vision are not identical, the asymmetry is due to location difference 
rather than dispersion. 
In conclusion, left and right eye vision are not independent but 
A 
highly positively correlated (p=0.7796), which coincides with what is 
expected. Moreover, left and right eye vision are not necessarily fall 
in the same category. The marginal distribution of them are not 
identical : right eye vision is statistically better than that of left 
eye (note that a location shift to the left means a better vision). To 
discover the underlying causes requires further investigations. For 
example, the difference may be due to biological factors or reading 
customs. 
This data set can also be analyzed by classical methods. For 
testing independence and symmetry, appropriate log-linear models are 
adopted with degree of freedom equals to 9 and 6 respectively. For 
testing complete agreement, the Cohen,s Kappa statistic (Cohen(1960)) 
/N 
is adopted. Denote the statistic as K and make use of its asymptotic 
distribution, the hypothesis is H。 : K=0, H^ : Yi^O. The asymptotic 
A 
standard error of K is 0.0110. The result is as follows ： 
Association statistic value p-value 
independence G^ 6671.5118 0.0000 
symmetry G^ 19.2500 0.0038 
A 
complete agreement K 0.5954 0.0000 
= = , 
2 
where G is the likelihood ratio chi-squared test (LRT) statistic. The 
results are consistent with those of the new approach. 
Other kinds of associations as proposed by Goodman (1979) can be 
tested by classical approaches. For example, in the diagonal parameter 
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symmetry (d-sym) model 专 = 5 ? , Vi>J, the estimated values are 
1，J 卜 J J > * 
5 =1.1652, 8 =1.0151, 5 =1.8333. The model means that each expected 
1 2 3 
frequency on the main diagonal that is k cells below the main diagonal 
is the same multiple 〜 o f the corresponding expected frequency on the 
diagonal that is k units above the main diagonal. Another model is the 
conditional symmetry (c-sym) model ？ =5? ’ Vi>j, which is a special 
1»J J»1 
case of the diagonal parameter symmetry model with all equal. The 
null hypothesis is then H^ : 5 =5 =6 =5. Recall from Agresti (1984) 
U 1 2 w 
that if d-sym model or c-sym model holds, then marginal homogeneity is 
equivalent to symmetry. Since both d-sym model and c-sym model are 
nested within the symmetry model, hence a test of marginal homogeneity 
can be constructed as follows : 
Given d-sym (or c-sym) model holds, test the parameter(s) equal 
one. The corresponding chi-squared statistic and degree of freedom 
are the differences between those of the symmetry model and the 
d-sym (or c-sym) model. 
Association statistic value p-value 
quasi symmetry G^ 14.5400 9 0.1045 
diagonal parameter symmetry G^ 0.4979 3 0.9194 
2 
conditional symmetry G 6.8556 2 0.0325 
marginal homogeneity G^ 18.7521 3 0.0003 
§2.7 Comparison of new and classical approaches 
(1) Under symmetry, note that the MLE of the expected (1,」产 
cell frequency E^ ^ in the log-linear model is 
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- n . + n 
E = -I2J ^ V i.j. 
1, J 2 
If n =n =0 then the LRT statistic G^ is undefined. Hence 
i»J J»1 
the classical approach can not deal with such cases. The new 
approach is capable of analyzing such contingency tables, given 
that there are not too many empty cells, since information in 
neighboring cells are also used. 
(2) A great advantage of the new approach is the ability to test the 
source of asymmetry. 
(3) Tables 2.7(i) and (ii) compares the simulation result of testing 
independence and symmetry using new approach and log-linear 
models. Hypotheses (h4) and (h5) correspond to testing 
independence and symmetry respectively by log-linear models. For 
testing independence, compare the column (hi) and (h4). If the 
null hypothesis of independence is true, the empirical number of 
replications favor H。 is roughly equal for the new and log-linear 
model. If the null hypothesis is false, then the empirical number 
of replications favor H。 using the new model is much fewer. 
Consider testing symmetry. If the null hypothesis of symmetry is 
true, the empirical number of replications favor H。 is roughly 
equal for the new and log-linear model. If the null hypothesis is 
false, then the empirical number of replications favor H^ using 
the log-linear model is fewer. However, the results of both 
approaches are close when n=200. Hence the new approach is better 
for large sample (for example, n=200). 
(4) There is no need to consider quasi-symmetry in the new approach 
which is difficult to interpret. However, this can be regarded as 
an disadvantage since some classical models are not able to be 
23 
tested by the new approach. 
(5) The computation of classical approaches are generally simpler. 
However, it is not a great advantage since, with the help of 
computer, the algorithm of the new approach converge quickly. 
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Chapter 3. Multi-dimensional Ordinal Tables 
Generally the results of the last chapter can be extended to 
contingency tables with more than two ordinal variables. Suppose the 
table is composed of m comparable categorical ordinal variables with 
the same thresholds. Following similar arguments in Chapter Two, in 
order to avoid the identiflability problem and construct a reference 
variable, the mean and variance of an arbitrarily chosen variable is 
restricted to some known constants. The values are, without loss of 
generality, usually zero and unity respectively. The optimization 
procedure is simply a generalization of that in Chapter Two. However, 
evaluation of the m-dimensional multivariate normal distribution 
functions $ are required then. This requires a lot of computer time, 
m 
especially when m is large. The model is defined as 
「 X I f「 0 1 「 1 … 人 1 
1 1,2 2 1 , m m 
X u P (T (T ... p <r (T 
八2 ^ 1 , 2 2 2 2 严2，m 2 m 
. ~ N . . . . . • • • . • • • • 
X u p c r p ) < r ( r . . . < r 
L m J L. m , 1, m m 2, m 2 m mm • 
Suppose v(i) is the index for category value of the variable i’ 
i=l,...,in and the first variable is restricted to be N(0,1). Then the 
(v(l),v(2) v ( m ) , h cell probability is 
^v(l),...,v(m) 
= … f K | L i ( u ) H . . . ’ a ( i i ( k ) ， … ； 0 , R ) , 
/ / m v(k)+i (k) — — 
\ / d I * 
\ (1)=0 i (m)=0 
for v(k) = 1,…，r; 
k = 1,. . . , m; 
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• 1 p . .. p • 
p 1 ... p^ 
where R= . is the correlation matrix, and 
一 • • • 
• • • 
p p ... 1 
a(k) = (a -n )/<r for i = l,...,r+l; 
i i k k k = 1’...，m. 
The quantity and cr^  are defined by 0 and 1 respectively, and hence 
a(i)=<x Vi. It has been noted that ？ ,、 ， 、 i n v o l v e d 2™ linear 
i i v(l),... ,v(m) 
combinations of m-dimensional distribution functions $ . Here the 
m 
parameter vector is e=(a^, ... ,a ,Uy ... , (t , . . . , (t ,p , ... ), • 
厂 — 2 r 2 m 2 m 1 , 2 m-l,m 
The partial derivative of $ with respect to each parameter can be 
obtained by applying chain rule. They can be found, for example, in 
Poon and Lee (1987). 
§3.1 Partition maximum likelihood estimator 
To avoid this heavy computational burden, the partition maximum 
likelihood(PML) procedure as proposed by Poon and Lee(1987) is adopted. 
This method analyzes two variables at a time for all possible 
combinations, instead of analyzing all variables simultaneously, and 
thus only double-integrals are required to be evaluated. For 
simplicity, first consider the model for which m=3 : 
M mm ^ • M aa T ^ 
X 0 1 p c p cr 
1 ^1,2 2 ^1,3 3 
X ~ N u p <T <r p (T CP 
2 ^1, 2 2 22 ^2,3 2 3 
X II p <r P (T (T (T L 3 J 、 L、 J’ L 〜 3 3 乂 3 2 3 33 」乂 • 
Suppose the parameters (a ,.",a have been estimated 
2 r 2 2 1»2 
by analyzing X and X pairwisely. Similar are the pair (X , X ). As 1 2 I d 
stated above, the mean and variance of the reference variable can be 
arbitrarily chosen. For the pair (X , X ), fix the marginal 
distribution of X as N(fi ,<r ) other than N(0,1). Note that u and <r 
2 2 2 2 2 
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are unknown and should be replaced by their consistent estimates. Then 
the estimates of (a’,…，a ,^i。,(r，’p。，）’ can be obtained by analyzing 
2 r 3 o o 
the pair (X , X )’ using similar optimization procedure as in §2.3. 
2 3 
However, the derivatives required in the procedure is different to 
those in the Appendix, which correspond to the situation when the 
distribution of the reference variable is restricted to N(0,1). In 
order to utilize the previous optimization procedure, the distribution 
of X^ should then restricted to N(0,1). Hence for the pair (父之，乂 ] ) , 
perform the transformation 
X* X , % 1 ’ 
_ * ^ f r ^ -I r ^ * * 1 \ 
「 X 2 ] f [ 0 1 r 1 P2,3^3 
then • 〜 N 來 * 奈 / ’ 
X u » p <r (T L A 3 J � L J , L � , 3 3 33 
where ji* = , 
奈 
<r = <r /(T , 
33 33 22 
* 
p = p 
As a result, the marginal distribution of X is N(0’1). 
Moreover, since Z^ = k(i) if 产 〜 ⑴ f o r i=l’2,3; 
k(i)=l,...,r; 
we have, for i=2,3’ “让“产 〜 “ … ^ 心 , < < , 
where a : ⑴ = ( “ 乂 ⑴ - 从 ^ ) " ^ • 
H e n c e， i f we fix E(X*)=0 and V a r ( X j = l , and get the MLE of 
2 2 
((x;,.",cc:,M;’<r;,p;,3), as before, the PMLE of ( V ' ' ' 
can be obtained. The parameters are related by the following inverse 
transformation : 
= V 3 + , « 
<r = (T cr , 
3 2 3 
来 
p = p , 
27 
* 
a^ = oy^i + ji^  » i = 2,... ,r. 
Hence the estimates are also related by the above inverse 
transformation, where the transformation is one-to-one given the values 
of u and <r . Once more, note that u and <r are unknown and should be 
2 2 2 
replaced by their consistent estimates obtained when analyzing the pair 
(X , X ). By this consideration, the partition maximum likelihood 
1. 2 
estimates(PMLE) of the parameters of all m variables can be computed 
pairwisely. The details are given in the following section. 
§3.2 Optimization procedure 
The optimization procedure is simply the combination of the 
Scoring Algorithm as described in §2.4 and the method of PML as stated 
above. 
§3.2.1 Parameter estimates 
Consider the transformed parameter vector g correspond to the 
—(i» J) 
pair of variables (X^ , X〕），i=l,2,...,m-l; j=i+l,...,m; where X^ is 
the reference variable distributed as N(0,1). That is, 
: f [i], [il [il [i】、 
eu’j)=( 二 ，从J ’ fj , 
where fi;" denotes the transformed {jl】 when X^ is the reference 
variable. That is, ji” ] = (fi^-ji^)/<r^. Note that and 々 ] a r e not 
the same quantity for j=2,3 ’ . . .，m; p, q=l, 2,…，m-1; p^^q. The other 
parameters are similarly defined. 
The following procedure finds the estimate of the original 
parameter vector 9, where denotes the p让 step. At the p让 step, the 
variable X act as the reference variable and is analyzed pairwisely 
P 
with X … … ， X . Denote the estimate of any parameter t) at the 
p+1 p+2 m 
pth step as T)(P) and the final estimate of rj as t). Hence is the 
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estimate of m;"’ j=2,3,...,m’ i<j. The other quantities are similarly 
defined. 
1° Xi act as the reference variable, analyze pairwisely with 
Xm yields : 
Z 3 m 
((1) (1) . (1) , (1) ^ 
(〜，〜，.••，〜-1 ’〜)’ 
f (1) (1) ^(1) ^(1) ^  
， a , » . . . , 1 , J, 
2 3 . m-1 m 
f (1) (1) ^(1) > 
(1) (1),1 (1),m-l 
and m-1 sets of a , denoted by a ’ … ， a . 
— — 
The final estimate of u and ( t。are /！丄^) and (t;” receptively. 
2 2 b ^ 
Hence 
“ (1 ) 
、 = , 
八 ( 1 ) 
(T = <r . 2 2 
2。 X act as the reference variable, analyze pairwisely with 
X^^X^ Xm yields : 
((2) (2) ••(2) (2)) 
3 4 m-l m 
t ( 2 ) ( 2 ) {2) (2). 
3 4 m-1 m 
((2) (2) J 2 ) (2)) 
o ( 2 ) J ^ , , ( 2 ) , 1 (2),m-2 
and m-2 sets of a , denoted by a , • • . , a . 
From the previous section, it has been shown that the parameters 
are related by the following inverse transformation : 
[2 ] 
U = (T LI + u , i=3 m; 
[2 ] . 
cr = (T <r . i=3, . . .，m; 
i 2 i 
p = , i=2, . . . ,r; j=l m-2. 
[2 ] , 
a = <r a + u , j = 2, . . . , r. 
J 2 J 严2 , 
Since the final estimate of u and (t are obtained in step 1, 
consider these values as known, the above inverse transformations 
should be taken to get the corresponding estimates when X^ act as 
the reference variable. The inverse transformation is as follows 
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where t刀（口） denotes the inverse transformed estimate of t) at the 
th . 
p step ： 
fx ⑵ = ; “ ⑵ + “ ， i:3，...，m; 
(2) “ m. 
(T = (T CT , 1—o > • • • » HI, 
t i 2 I 
a(2)，J + , i=2,...,r; j=l,…，ni-2. 
t i 2 i 2 
/ ^ \ 
By Slutzky,s Theorem (Arnold (1990)), u is consistent estimate 
A 八 
of u since (T is consistent estimate of <r , is consistent 
广3 2 2 ^ 
estimate of /i , and /！⑵ is consistent estimate of f x广 . M o r e o v e r , 
2 3 
“⑴（=“(1)) is also consistent estimate of u . Hence the final 
严 3 3 
estimate of ji is taken as the weighted average of them, which is 
3 
also consistent by Slutzky's Theorem. Usually equal weights are 
used. The result of <r is analogous. Hence 
3 
- 1 f (1) ⑵、 
〜 = T ( t 〜 ？ 3 ) ’ 
- 1 , (1) ( 2 ) � ^ (1) (1) 
Similarly, at the p^^ step : 
X act as the reference variable, analyze pairwisely with 
P P 
V i , W . . . ’ X m y ^ s ： 
p+l p+2 m-1 m 
f (P) (P) ， （ P ) 斤 （ P ) 飞 
(cr , \ , … ， 1 , f„ J, p+l p+2 m-1 m 
f (p) (P) J P ) r/P)飞 
(P , p , . . . , P , , P J» 
〜,p+l ' ^p,p+2 P.m-l P,m 
(P) J 1 J (p), 1 (p) ,m-p 
and m—p sets of a ’ denoted by a ,..., a • r 一 — 一 
The transformed estimates are： 
n(P) = ； pi(P) + {x , i=p+l, . . . ,m; 
V i P i P 
(r(P) = <r(P) , i=p+l, . . . ,m; 
t i p i 
(x(P)’J=^^ (x(P)’j + “ ， i=2,...,r; j=l,...,m-p. 
t i p i p 
Since , for h=l,. . . ,p, are all consistent estimates of 〜 




- = _ J L V (h) 
n — 1 
p 
- 1 r (h) ^ (1) (1) 
Similarly, cr^^^ = 7 I t V i , 
1 
In fact, it is observed that /！⑷ are very close, h=l,2, in the 
t 3 
simulation study. The estimates of other parameters in different steps 
are also very close. 
A A 
There are totally m-1 steps. The resulting PMLE are ^ , ^ and 
p =p(" for i=l m-1; j=i+l,...,m. The PMLE of threshold is the 
i, j i, J - 1 
(m-l)m 
average of the V (m-s) = sets of estimates at different steps, 
s=i 2 
which are all consistent estimates of thresholds. That is, for 
y • • • 9 r* 9 
« m - 1 m-i 
i = - y y a ⑴ 」 . 
k , , 、 L L t k 
(m-l)m i=i j=i 
Note that, by Slutzky's Theorem, the PMLE are all consistent. 
§3.2.2 Estimated standard error of parameter estimates 
Recall that 玲 is defined as the transformed parameter vector 
—(i» J) 
correspond to the pair of variables (X^ , X」）， i=l,2,...’m-l; 
j=i+l,...,m; where X^ is the reference variable. Here other quantities 
are similarly defined with the indices in parenthesis at the lower 
right hand corner indicating the pair of variables to be analyzed and 
the reference variable. For example, the log-likelihood of the pair 
(i,J) is 
n 
n — 1 
where f (fi ) is the log-density of the pair (i, j) evaluated 
(i,j),h tl(i，j) ^ 
at the hth observation. For simplicity, denote 
3 1 
n 
L = y f . 
(I,J) L (i,j),h 
h=l 
Next, define 
» » » » 
2 = ( 5(1,2) ’ 5(1,3) 2 ( i n - l’nO), 
aL r dL dL , 、 、 ， 
一 f (1’2) (1,3) (in-l,m) 
= J , ； , • • • , i 
dB dp 3 玲 、 召玲/ , 、 匕 匕（1,2) -(1,3) -(m-l.m) 
“ a f h 
= \ , where 
L d玲 
h=l -
afh _ 〜 , 2 ) , h ,沉 (卜 3 ) , h … ， 广 
呼 呼’U’2) ’ < 1 , 3 ) ’ ’ 堆 ’ 
1 aL , 
THEOREM d _ ^ 0 , Q ) where Q = I. O ) 
• — — - — 1 — . 
v ^ d色 
Proof 
Recall that the polytomous random variables are denoted by Z^ and 
Z Define Z as the random variable corresponds to the h^^ 
2 ih 
observation of Z , 1=1,2. Since Z^ = (Z ’ Z )' is i.i.d. for 
1 一 n 1 n ^n 
df 
h=i，...，n’ — is also i.i.d. Vh. If we assume integration and the 
d曰 
一 af 
first partial derivative are exchangeable, E =0, Vh. Moreover, 
d色 
I O ) is by definition the covariance matrix of the score function 
— 1 — 
af 
~ — . By Central Limit Theorem, 
d色 
f 1 aL 、 , 
严 0 ~ - > N( 0 , I. O ) )•• 
一 — 一丄 一 • 
、n ag 
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誦REM - 一 曰 P ) _ B-1 - where 
- ^ -n a曰 S 
- 5o 
A A多 八* > 
色 = ( 2 ( 1 , 2 ) , 5 ( 1 , 3 ) 色(in-l,nO) ’ 
a ' S i j) 
B is a diagonal block matrix with diagonal blocks ~ ~ - ~ - ~ , 
一 n ae « 
is the true value of g, and 
B is the true value of ,、. 
Proof 
Consider any pair (i,j), by mean value theorem, 
呼 ( i 」 ） 昼 
= “ ， ~ i ) + _ l i i i l , 
where 玲* is in between 玲，業，、 a n d B • Moreover, the 
—(i, j) , J； 
A dL 
transformed PMLE /3 must satisfy — = 〇 • Rearrange the 
一 (i’j) QQ -
terms gives 
v-1 dL 、 
^ (i,” . 
^ * 
Since 」 ） i s consistent estimate of ^ ( i 」 ） ， 」 ） 丄 曰 also 
’ a'L , 
consistent estimate of ^ ^ 」 ) . I f 广 ’ 」 i s evaluated at ^ ^ ^ ” 
来 
other than j3, 、 ， t h e n 
—(i, j) 
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Combine B - 8 for all possible pairs, i<j, gives the 
r e s u l t . • 
By combining the theorems, 
n i 〜 一 。 — ^ 2 , n2 9。B；^ ), where % = 
On the other hand, by weak law of large numbers, 
1 a、 "，、 A 
Hence B /n ——-> B, where B is a matrix with diagonal blocks 
- n -
That is, 
n i 〜 _ ~~-“―> N( 0 , 5-1 g。5-1 )• 
Note that the diagonal block of B"^ g。B'^ is ！ ^ I f〜 i ,」)） w h i c h 
is consistent with previous results. 
Recall that p] = ( a"】’ ’ , < t [ / 】 ， S u i t a b l e 
—(i, J) — J J 
inverse transformation similar to those discussed in §3.1 and §3.2.1 is 
required to make sure that the parameters after the inverse 
transformation are the same quantity. Put a , t, at the lower left hand 
corner of any quantity to indicate that it is the quantity after taking 
inverse transformation. For example, 乂 “ and 乂 “ correspond 
t J ^ J 
respectively to fij" and cr广 after taking inverse transformation. Note 
that tfi)P】=t^^P] 二 gj， It is easy to know from §3.1 and §3.2.1 
that the inverse transformation is 
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• <r I 0 1 「fi, 1 -
1 _ 一 i — , 
8 = 8 + , and 
t 已 0 1 〜 J ) 0 
- 一 J L 一 J 
Cov 8 . 6 
[t已（i,j) , t已(k,i) ^ 
• (T I 0 ] r 0 • 
= 7 ； H g u ’ j ) 人 0 , 1 , 
. 一 J 匕 一 
where 1 = (1,1 1), and I is the identity matrix. 
Hence 
niZ2( R - Q ) _ ^ _ > N( 0 , T B'^ n B"^ T ), where T is the 
t— t ^ — — — -o — — — 
inverse transformation matrix defined as follows : 
T 
- ( 1 , 2 ) 0 
T 一 
T = 一 (1,3) , 
— • • • 
• • • 
_ • • • 
2 T 
• “ — ( m - l , m) 
“<r I 0 
the diagonal block matrix T being _ is symmetry and 
一 (i,j) 0 1 • • 
hence T is symmetry. Note that T,^ ,、= I Vj. 
— 一（ i » j J 一 
Note that the same parameter may appears in ^^ more than one time. 
For example, /i^  appears in both 3) and [5(2 3) but p^^^ appears 
only in B Vi<J. Recall the model parameter vector is 
】 t-(i, j) ^ 
"i-
9 = (a。’a ,…’a ,u , . . . ,<r , . . . ,p 9 )’ . 
— 2 3 r 2 m 2 m l , 2 m-l,m 
Then a selection matrix S is required to pick up those equivalent 
quantities, take their averages, and transform to 9. The covariance 
matrix of n^^^e is then S T B"^ Q B"^ T S，• The result is 
— — — — — o 一 — — 
一 e ) ~ - > N( 0 , A ), 
一 n — o 一 一 
A 
where A = S T B'^ fi B T S’ . In fact, 9 is the PMLE obtained in 
一 一 一 一 —0 一 一 一 一 n 
§3.2.1. 
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Note that A has to be approximated by the estimate 
A A A 崎 A - ^  
A = S T B n B T S,. 
5f 5fh A 
Recall that U is the covariance matrix of and E =0. 
一 ag ^ d^ J 
rdf . f df — “ 
Hence n = E — can be approximated by 
一。 ^ d^ J ag J ^ 
1 ^ / df df 、， 八 
一 \ _ — — A , where g is the transformed PMLE of 色 
n 乙 （ a ^ J L 郎 J p 一 
h = l — — — 
obtained in §3.2.1. For example, for three-dimensional tables, Q^ is 
“aing ⑴ 2 ) , … 气 l’2)’il，i2， 
“ 呼 ( 1 , 2 ) 呼(1,2) 
^ V V V 气 l’3),U,i3 气 l’3)’u’i3 
~ L L L nil，i2,i3 "“"ag(i’3) 
i1 = 1 i 2 = 1 i 3 = 1 
ain、2’3),i2’i3 灿、2’3)，i2，i3 
匕 ( 2 , 3 ) - ( 2 , 3 ) . 
On the other hand, the estimate of the diagonal block of B is 
1 
1 d L A A A A 
- (1，"^ ) = - I (ft ) = - I (3 ) = - I ， where I 
n op 、 
- d , j) 
A 
is already available in the step in §3.2.1. Hence B can be 
obtained. 
A A 
Finally, T ( ^ ) is replaced by its estimate T=T(e^). Note that the 
A 
estimate A is only an approximation since the distributional properties 
/S A 
of e of T have been neglected. That is, the covariance matrix of 
-n -
niZ2 T ( ti - t^o ) i is not simply n^^^ T Cov - T. 
w • 
Approximation is used since it is very complicated to compute the exact 
form. From the result of the simulation study to be discussed in §3.4, 
it is reasonable to conclude that the approximation is acceptable. 
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§3.3 Useful hypotheses 
A 
As asymptotic distribution of (G^-e^) is known, any subset of 9 
can be tested. Similar to §2.4, several hypotheses are proposed. 
(1) independence 
The null hypothesis is p =...=p , =0. For three-dimensional 
J r 1,2 m-l,m 
case, simply denote p by p Vi, j. 
i» J 1 
H^ : p =p =p =0 H. : not H • 
0 ^ 1 2 ^ 1 3 ^ 2 3 1 0 
(2) complete symmetry 
There are several ways to generalize the model of symmetry to 
higher dimensional tables. One of them is the complete symmetry 
defined in Bishop, Fienberg and Holland (1975) which means that a 
table of cell values is invariant in the permutation of the 
subscripts indexing the values. That is, in three-dimensional 
table, it means E , V i , j , k = l , 2 ,…’ r. 
Recall that the underlying distribution is where 
「 0 * 1 「 1 p e r p or 
11= II 11= p <r <r p <r <r 
tl - ^ 1 2 2 22 ^23 2 3 
II p cr p <r c <r 
L 〜 J , L 3 ^23 2 3 3 3 」 . 
Consider any arbitrary values of the thresholds. Let X = ( X ^ ' 
and x=(x ,x ,x ),. Under the assumption that N(已’Z) is the 
— i j k 
underlying distribution, complete symmetry can be achieved if, Vx, 
P(X=x) is invariant for any permutation of i, j,k. That is, 
is invariant for any interchange of the indices 
i, j,k given |Z|9tO Vx. Consider 已 equals to (0,0,0)' . Moreover, the 
diagonal cells of the adjoint of S must all be equal, and the 
off-diagonal cells also be equal. Consider (r^=l and then 
complete symmetry is achieved if p =p =p . Let 
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• 1 0 0 0 0 0 0 • 
0 1 0 0 0 0 0 
0 0 1 0 0 0 0 
0 0 0 1 0 0 0 
0 0 0 0 1 - 1 0 
0 0 0 0 1 0 - 1 
• 
The hypothesis is, given | Z | , 
Hq : £ £i=(0,0,1,1,0,0), Hi : not H。. 
If, further, p =p =p =0 (independence), then the hypothesis is 
12 13 23 
Hq :竺i=(0,0,1,1,0,0,0)， Hi : not H。. 
(3) marginal homogeneity 
The null hypothesis of marginal homogeneity can be tested by 
Hq ： (fi^ ,从 3,(r2’(r3) = (0,0,l,l). Hi ： not H。. 
In contrast to the bivariate case, under trivariate normality, 
marginal homogeneity does not imply complete symmetry. 
(4) complete agreement 
In (2), suppose instead of 戶12=口13=口23=0, 口12二口13=口23=1. Then 
专 = 0 except i=j=k and hence X , X and X agrees. 
i jk 1 2 3 
H q ： 竺 1 = ( 0 ’ 0 , 1 , 1 , 1 , 1 ’ 1 ) , H i : n o t H q . 
From Bishop, Fienberg and Holland (1975), other kinds of symmetry 
are defined. For example, conditional symmetry is defined as 
Vi,j,k. It can also be tested by the new approach with the hypothesis 
「 2 
• 1 0 0 0 1 (T 0 
H : 0 1 0 0 ‘ = 1 H : not H q 
u 0 0 1 - 1 ^13 0 
p 
On the other hand, conditional marginal homogeneity is defined as 
E =E Vi,k. The above null hypothesis implies both conditional 
i+k +ik 
symmetry and conditional marginal homogeneity. 
Note that, similar to §2.4. the null hypothesis is only one of the 
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many situations that lead to independence, complete symmetry or 
complete agreement if the effect of categorization is also considered. 
§3.4 Simulation study 
Similar to Chapter Two, a simulation study has been carried out. 
This is accomplished with the help of a Fortran program. Here only the 
three-dimensional case is studied and we can then get an insight into 
the result of higher dimensional cases. Given the population parameter 
values of 竺二 ( ^之〜…々 | 1 2’^13々％ ,口 1 2 ,口 1 3 ,口 2 3 ) , , 哪 d o m samples 
from 
, r 0 r i p t r p cr " I � 
f ^ 1 2 2 ^ 1 3 3 
2 
N u (7 p <r <r 
2 ^ 2 3 2 3 
2 
乂 n ， (T 
L J ‘ L 3 
is simulated and a contingency table constructed according to a. The 
table is then analyzed using the procedure in §3.2. Once more the 
number of replications is fixed to 100 in all situations. 
Note that compared with two-dimensional tables, the number of 
cells in a three-way table increased significantly. In fact, number of 
cells equals to r"^. Hence the sample size (n) must be increased 
correspondingly to avoid generating too many empty cells. The sample 
size used are 500, 1,000, and 2,500 if the number of categories for 
each variable is three. In case the number of categories is four, the 
sample size used are 1,000 and 2,500 only since the number of cells is 
even larger. Moreover, the thresholds used in categorization is 
deterministic in the number of empty cells. If a = (-«, -0.5, 0.5, +«)' 
probability of observations falling in the two ends would be too small. 
As a result, the thresholds used here is : 
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(A) Symmetric thresholds with 3 categories: 
(-00, -0.4, 0.4, +00). 
(B) Asymmetric thresholds with 3 categories: 
(-00, -0.4, 0.8, +00). 
(C) Symmetric thresholds with 4 categories: 
(-00, -0.4, 0.0, 0.4, +00). 
(D) Asymmetric thresholds with 4 categories: 
( - 0 0 , -0.4, 0.4, 0.8, +co). 
Combined with different values of other parameters, there are totally 
11 different cases. The population values below are written in the 
order of : 
case population parameter values 
(Al) (-0.4, 0.4, 0.0, 0.0, 1.0, 1.0, 0.0, 0.0, 0.0) 
(A2) (-0.4, 0.4, 0.0, 0.0, 0.8, 2.0, 0.0, 0.0, 0.0) 
(A3) (-0.4, 0.4, 0.2, 0.5’ 0.8, 2.0, 0.0, 0.0, 0.0) 
(A4) (-0.4, 0.4, 0.2’ 0.5, 0.8, 2.0, 0.2,-0.3’ 0.1〕 
(A5) (-0.4, 0.4,-0.2, 0.5, 0.8, 2.0’ 0.2,-0.3, 0.1) 
(Bl) (-0.4, 0.8’ 0.2, 0.5, 0.8, 2.0, 0.0, 0.0’ 0.0) 
(B2) (-0.4, 0.8,-0.2, 0.5’ 0.8, 2.0, 0.2,-0.3, 0.1) 
(CI) (-0.4, 0.0, 0.4, 0.2’ 0.5, 0.8, 2.0, 0.0, 0.0, 0.0) 
(C2) (-0.4, 0.0, 0.4,-0.2, 0.5, 0.8, 2.0’ 0,2,-0.3, 0.1) 
(Dl) (-0.4, 0.4, 0.8, 0.2, 0.5, 0.8, 2.0, 0.0, 0.0, 0.0) 
(D2) (-0.4, 0.4, 0.8,-0.2, 0.5, 0.8, 2.0’ 0.2,-0.3’ 0.1) 
Note that (Bl), (CI) and (Dl) are identical to (A3) except the 
threshold values. The same relation exists among the cases (B2), (C2) 
and (D2) with (A5). Moreover, from (Al) to (A4), the change of 
parameter value is such that : first change the variance terms, then 
the locations, and then the correlations. Case (A5) is completely 
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different to (Al) to (A4) except the thresholds. The Fortran program 
produces the same statistics as in §2.5 which are summarized in Table 
3.1(i) to Table 3.6(ii). 
From the tables, the followings are observed ： 
(1) Tables 3.1(i) and (ii) 
For n=500, 1000 and 2500, the averages of the estimates are 
all very close to the true values except two entries when n=500. 
Moreover, there is no systematic pattern of underestimate or 
overestimate. 
(2) Tables 3.2(i) and (ii) 
(a) All RMSE are very small. 
(b) As n increases, all RMSE decrease. 
(c) The magnitude of RMSE of the parameters are : 
This is possibly due to the larger magnitudes of 〜 a n d cr^. 
(d) The RMSE of and (T are smallest when the true parameter 
3 3 
values are (/i ) = (0,0) and ((r。，(rj = (l, 1) respectively. 
2 3 2 3 
(3) Tables 3.3(i) and (ii) 
The result is similar to those of Table 3.2(i) and (ii). 
(4) Tables 3.4(i) and (ii) 
All ratios are within the range (0.8,1.2) except two entries 
in case (Bl) and (B2), indicating that the estimate of SE is 
reliable. 
41 
(5) Tables 3.5(i) and (ii) 
The random variable to be tested here is the PMLE of the 
parameter minus the true parameter value, which is then divided by the 
A 
square root of the corresponding diagonal element of A. Recall that the 
null hypothesis of normality is rejected at 0.05 Type I error 
probability if the Shapiro-Francia's test statistic is less than 
0.9744. For n=500, 13 out of 63 (20.6%) entries are smaller than 0.9744 
and hence reject normality. For n=1000, 10 out of 103 (9.7%) entries 
are smaller than 0.9744. For n=2500, 4 out of 103 (3.9%) entries are 
smaller than 0.9744. Hence the results correspond to n=1000 and n=2500 
are desirable, but for n=500 the result is not good enough. 
(6) Tables 3.6(i) and (ii) 
Some of the hypotheses stated in §3.3 are tested. 
(HI) independence 
H : o =0 =p =0 H. : not H^. 
0 ^ 1 2 ^ 1 3 ^ 2 3 1 0 
(H2) complete symmetry 
Given丨5丨实0, 
Hq ： C £^=(0,0,1,1,0,0)' Hi : not H。. 
(H3) complete symmetry 
Given丨5丨劝， 
Hq ： e^=(0,0,1,1,0,0,0)' Hi : not H。. 
(H4) complete agreement 
Hq : 竺 1 = ( 0 ’ 0 , 1 , 1 , 1 , 1 , 1 ) , Hi : not Hq. 
It is observed that the results are reflecting the truth 
except when testing hypotheses (H3) in case (A2) for n=500. The 
result becomes desirable as n increased to 1000. 
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In conclusion, the estimates of the location parameters and 
dispersion parameters are generally not as good as other parameters 
since their RMSE and SE are larger. Moreover, the RMSE and SE of the 
estimates of the location and dispersion parameters of the third 
variable is even larger. This may, partly, be the result of the larger 
magnitudes of n ,ii ,<r and <r ； and, partly, due to the optimization 
2 3 2 3 
procedure. For three-dimensional tables, it is suggest that the sample 
size 
• can be as small as 500 to keep the estimates close to the true 
values; 
• should be larger than 500 to ensure the MLE converges in 
distribution to normal. 
Similar to two-dimensional case, consider the MLE of 皿 d e r 
complete symmetry 
E = n i = j = k , 
ijk ijk 
n . + n,, . + n,.. 
= I l k iki Icii i = j k, 
3 
= n i j k + -ikj- -Jik + njki + \ i j + 〜 j i i 戏 ， 种 . 
6 
Hence there are some situations where classical approach can not deal 
with. For example, ^丄丄乂二打丄乂广〜ii=0. The new approach is capable of 
analyzing such contingency tables, given that there are not too many 
empty cells. Moreover, the new approach is capable of testing the 
source of asymmetry by suitable hypotheses on the parameters. 
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Chapter 4. Conclusion 
In this thesis, a model is established to analyze ordered 
categories, squared multi-dimensional contingency tables based on an 
assumed underlying multivariate normal distribution. To deal with the 
identification problem and to construct a reference variable, without 
loss of generality, the marginal distribution of one of the variables 
is restricted to N(0,1). Then PMLE can be obtained by Scoring 
Algorithm. It is shown that the PMLE follows a multivariate normal 
distribution asymptotically. Moreover, the PMLE is asymptotically 
unbiased, asymptotically normal and asymptotically consistent. From the 
simulation study, it is observed that the sample size required 
increases as dimension of the table increases. It is because the number 
of cells increases substantially as dimension increases. Generally the 
estimates of parameters and their standard errors are very nice. 
Asymptotic normality seems to hold for sample size larger than 100 in 
two-dimensional table, and for sample size larger than 500 in 
three-dimensional table. 
Generally the threshold values are unknown. If these values are 
known in advance, the optimization procedure is nearly identical to the 
case when they are unknown. Only the thresholds in the derivatives in 
the Appendix has to be replaced by the fixed known values and other 
steps are the same. 
The new approach has an advantage over classical approaches that 
it is capable of analyzing tables with not too many empty cells. 
Another advantage of the new approach is the ability to test the source 
of asymmetry, of which classical approaches are not capable of testing. 
Moreover, the new approach can test other hypotheses that classical 
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approaches cannot test, such as the means of the second and third 
variable are equal and the correlation between the first and second 
variable is 0.5. 
The new approach is theoretically applicable to high dimensional 
tables. However, after studying the optimization procedure in §3.2, it 
is suggested that attentions must be called when handling higher 
dimensional tables. Since inverse transformation on the parameters is 
required (except p) in the algorithm, the estimates of latter 
parameters depends on the estimates of former parameters. The estimates 
might not be desirable if the first few estimates are not good, and the 
error accumulates. Some modifications can be implemented to improve the 
situation. For example, rearrange the variables so that the estimates 
of the parameters of the first few variables are better (with smaller 
standard error). Another possible modification is to use different 
variables as the reference variable and averages the results. The 
performance of such modifications might require further investigations. 
From the simulation study in §3.4, the new approach gives nice 
estimates. Hence it is expected that the new approach is perfectly 
suitable to three- or four-dimensional tables. As a result, the new 
approach is applicable to most of the tables encountered in real life, 
since, in practice, high dimensional tables are usually collapsed to 
lower dimensional ones before analysis. 
A deficiency of the new approach is that it cannot distinguish 
marginal homogeneity and symmetry, and the effect of categorization 
cannot be accounted for, although many kinds of associations tested by 
classical approaches can also be tested by the new approach. 
There are still many aspects that have not been studied in this 
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thesis. For example, the underlying distribution can be assumed to be 
other distributions such as elliptical t (for example, Muirhead 
(1982)). Moreover, the approach can be generalized to deal with 
multi-level problem. Consider the real example in §2.6’ given another 
table of records of eye-testing of men, the problem becomes a two-level 
two-dimensional one. In fact, the table given in the real example is 
only a partial table on women, another table partial on men can be 
obtained by A. Stuart (1953). Another practical problem that requires 
investigation is the effect of empty cells. These are important 
research topics in the future. 
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Table 3 . 2 ( i i ) RMSE of estimates 
(Symmetric/Asymmetric thresholds with three/four categories) 
parameters 
case n thresholds n <r p 
(al) 100 -0.497 0.498 0.023 1.020 -0.030 
200 -0.500 0.507 -0.011 1.012 -0.006 
500 -0.497 0.499 0.008 0.991 -0.002 
(a2) 100 -0.520 0.508 -0.012 2.126 0.008 
200 -0.509 0.499 -0.029 2.033 0.000 
500 -0.510 0.512 -0.017 2.055 0.006 
(a3) 100 -0.516 0.492 -1,067 2,131 0.008 
200 -0.504 0.504 -1.018 2.051 -0.004 
500 -0.496 0.502 -0.989 1.996 -0.001 
(a4) 100 -0.508 0.514 -1.044 2.141 0.194 
200 -0.495 0.494 -1.035 2.027 0.221 
500 -0.509 0.497 -1.007 2.009 0.193 
(a5) 100 -0.518 0.481 0.951 1.953 -0.803 
200 -0.498 0.510 1.035 2.015 -0.794 
500 -0.514 0.492 0.980 2.012 -0.801 
The entries in italic are those deviate from the true values more 
than or equal to 5%, provided that the true value is non-zero. 
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Table 2.1(ii) Average of estimates 
(Symmetric/Asymmetric thresholds with three/four categories) 
parameters 
case n thresholds ^ a- p 
(a2) 100 -0.520 0.508 -0.012 2.126 0.008 
200 -0.509 0.499 -0.029 2.033 0.000 
500 -0.510 0.512 -0.017 2.055 0.006 
(a4) 100 -0.508 0.514 -1.044 2.141 0.194 
200 -0.495 0.494 -1.035 2,027 0.221 
500 -0.509 0.497 -1.007 2.009 0.193 
(bl) 100 -0.477 1.558 0.031 2.068 -0.009 
200 -0.500 1.514 0.010 2.031 0.006 
500 -0.503 1.488 -0.014 1.983 -0.008 
(b2) 100 -0.512 1.537 -1.087 2.076 0.211 
200 -0.512 1.531 -1.038 2.033 0.209 
500 -0.497 1.520 -1.013 2.047 0.207 
(cl) 100 -0.515 -0.020 0.508 -0.006 2.086 -0.002 
200 -0.481 0.014 0.520 0.051 1.991 -0.005 
500 -0.511 -0.005 0.503 -0.003 2.028 0.006 
(c2) 100 -0.496 0.006 0 . 5 0 2 - 1 . 0 1 6 2.046 0,210 
200 -0.512 -0.006 0.507 -1.046 2.126 0.198 
500 -0.502 -0.008 0.491 -0.997 2.005 0.196 
(dl) 100 -0.481 0.500 1.518 0.010 2.062 0.002 
200 -0.499 0.506 1.514 -0.040 2.018 0.009 
500 -0.496 0.507 1.529 0.028 2.021 0.003 
(d2) 100 -0.515 0.518 1.546 -1,083 2.105 0.206 
200 -0.499 0.506 1.515 -1.026 2.000 0,210 
500 -0.506 0.493 1.489 -0.982 1.989 0.199 
The entries in italic are those deviate from the true values more 
than or equal to 5%, provided that the true value is non-zero. 
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Table 3.2(ii) RMSE of estimates 
(Symmetric/Asymmetric thresholds with three/four categories) 
parameters 
case n thresholds n (t p 
(al) 100 0.021 0.016 0.030 0.045 0.015 
200 0.006 0.009 0.012 0.020 0.008 
500 0.003 0.004 0.006 0.008 0.003 
(a2) 100 0.021 0.020 0.075 0.311 0.014 
200 0.009 0.010 0.037 0.162 0.008 
500 0.003 0.003 0.019 0.058 0.004 
(a3) 100 0.017 0.018 0.142 0.345 0.020 
200 0.007 0.010 0.062 0.130 0.009 
500 0.003 0.004 0.025 0.050 0.004 
(a4) 100 0.016 0.018 0.086 0.390 0.017 
200 0.009 0.008 0.114 0.192 0.008 
500 0.005 0.003 0.028 0.052 0.003 
(a5) 100 0.021 0.017 0.124 0.214 0.004 
200 0.008 0.011 0.092 0.121 0.002 
500 0.004 0.003 0.029 0.043 0.001 
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Table 2.2(il) RMSE of estimates 
(Symmetric/Asymmetric thresholds with three/four categories) 
parameters 
case n thresholds n (r p 
(a2) 100 0.021 0.020 0.075 0.311 0.014 
200 0.009 0.010 0.037 0.162 0.008 
500 0.003 0.003 0.019 0.058 0.004 
(a4) 100 0.016 0.018 0.086 0.390 0.017 
200 0.009 0.008 0.114 0.192 0.008 
500 0.005 0.003 0.028 0.052 0.003 
(bl) 100 0.014 0.054 0.060 0.141 0.018 
200 0.010 0.020 0.029 0.073 0.008 
500 0.003 0.007 0.015 0.023 0.003 
(b2) 100 0.020 0.042 0.126 0.195 0.020 
200 0.009 0.021 0.055 0.093 0.011 
500 0.003 0.008 0.027 0.037 0.003 
(cl) 100 0.017 0.014 0.021 0.094 0.227 0.015 
200 0.010 0.006 0.007 0.029 0.135 0.008 
500 0.003 0.003 0.003 0.013 0.046 0.003 
(c2) 100 0.014 0.016 0.020 0.144 0.376 0.017 
200 0.009 0.008 0.009 0.060 0.176 0.007 
500 0.004 0.003 0.004 0.017 0.053 0.004 
(dl) 100 0.013 0.012 0.036 0.060 0.152 0.015 
200 0.007 0.005 0.017 0.030 0.055 0.007 
500 0.002 0.003 0.008 0.015 0.023 0.003 
(d2) 100 0.016 0.013 0.042 0.147 0.200 0.019 
200 0.009 0.008 0.016 0.046 0.076 0.007 
500 0.003 0.003 0.007 0.018 0.018 0.003 
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Table 2.3(i) Average of estimated SE of estimates 
(Symmetric thresholds with three categories) 
parameters 
case N thresholds fi (r p 
(al) 100 0.132 0.132 0.164 0.202 0.124 
200 0.093 0.093 0.113 0.140 0.088 
500 0.059 0.059 0.071 0.087 0.056 
(a2) 100 0.132 0.132 0.278 0.542 0.128 
200 0.093 0.093 0.187 0.361 0.091 
500 0.059 0.059 0.118 0.228 0.058 
(a3) 100 0.132 0.131 0.388 0.576 0.133 
200 0.093 0.093 0.260 0.382 0.094 
500 0.059 0.059 0.159 0.233 0.060 
(a4) 100 0.132 0.132 0.373 0.575 0.129 
200 0.093 0.093 0.254 0.381 0.091 
500 0.059 0.059 0.155 0.233 0.058 
(a5) 100 0.132 0.131 0.395 0.471 0.060 
200 0.093 0.093 0.289 0.346 0.044 
500 0.059 0.058 0.179 0.216 0.027 
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Table 2.3(ii) Average of estimated SE of estimates 
(Symmetric/Asymmetric thresholds with three/four categories) 
parameters 
case N thresholds yt <t p 
(a2) 100 0.132 0.132 0.278 0.542 0.128 
200 0.093 0.093 0.187 0.361 0.091 
500 0.059 0.059 0.118 0.228 0.058 
(a4) 100 0.132 0.132 0.373 0.575 0.129 
200 0.093 0.093 0.254 0.381 0.091 
500 0.059 0.059 0.155 0.233 0.058 
(bl) 100 0.131 0.205 0.269 0.373 0.131 
200 0.093 0.139 0.185 0.256 0.093 
500 0.059 0.086 0.115 0.157 0.059 
(b2) 100 0.132 0.201 0.347 0.413 0.134 
200 0.093 0.140 0.234 0.280 0.095 
500 0.059 0.088 0.147 0.178 0.060 
(cl) 100 0.132 0.121 0.132 0.273 0.526 0.126 
200 0.092 0.085 0.093 0.183 0.351 0.089 
500 0.059 0.054 0.059 0.116 0.225 0.057 
(c2) 100 0.131 0.121 0.131 0.360 0.546 0.126 
200 0.093 0.086 0.093 0.259 0.397 0.090 
500 0.059 0.054 0.058 0.154 0.234 0.057 
(dl) 100 0.130 0.125 0.190 0.262 0.369 0.119 
200 0.092 0.088 0.133 0.181 0.251 0.084 
500 0.058 0.056 0.084 0.114 0.158 0.053 
(d2) 100 0.131 0.127 0.194 0.348 0.407 0.121 
200 0.092 0.089 0.134 0.231 0.268 0.086 
500 0.058 0.056 0.083 0.142 0.167 0.055 
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Table 2.4(i) Ratio of SD to SE 
(Symmetric thresholds with three categories) 
parameters 
case n thresholds fi (t p 
(al) 100 1.090 0.961 1.050 1.042 0.943 
200 0.857 0.991 0,966 0.999 1.035 
500 0.923 1.053 1.052 1.059 0.966 
(a2) 100 1.076 1.061 0.987 1.002 0.911 
200 1.008 1.073 1.020 1.111 1.000 
500 0.952 0.975 1.154 1.026 1.069 
(a3) 100 0.970 1.025 0.956 0.993 1.063 
200 0.867 1.069 0.959 0.934 1.010 
500 0.972 1.011 0.989 0.958 1.012 
(a4) 100 0.946 1.003 0.777 1.059 1.019 
200 1.034 0.981 1.321 1.150 0.961 
500 1.161 0.943 1.077 0.981 0.884 
(a5) 100 1.085 1.001 0.883 0.978 1.089 
200 0.962 1.140 1.041 1.005 0.979 
500 1.029 0.924 0.947 0.955 1.056 
Entries in italic are those not within the range (0.8,1.2). 
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Table 2.4(ii) Ratio of SD to 症 
(Symmetric/Asymmetric thresholds with three/four categories) 
parameters 
case n thresholds ji <r p 
(a2) 100 1.076 1.061 0.987 1.002 0.911 
200 1.008 1.073 1.020 1.111 1.000 
500 0,952 0.975 1.154 1.026 1.069 
(a4) 100 0.946 1.003 0.777 1.059 1.019 
200 1.034 0.981 1.321 1.150 0.961 
500 1.161 0.943 1.077 0.981 0.884 
(bl) 100 0.885 1.104 0.904 0.987 1.032 
200 1.087 1.015 0.923 1.050 0.962 
500 0.988 0.981 1.048 0.966 0.939 
(b2) 100 1.067 1.002 0.991 1.055 1.040 
200 1.028 1.013 0.988 1.083 1.099 
500 0.937 1.002 1.119 1.049 0.944 
(cl) 100 0.977 0.955 1.099 1.124 0.890 0.971 
200 1.086 0.919 0.899 0.894 1.045 1.008 
500 0.930 1.006 0.958 0.978 0.942 0.958 
(c2) 100 0.909 1.027 1.078 1.051 1.120 1.027 
200 1.032 1.045 1.018 0.927 1.007 0.938 
500 1.041 0.989 1.073 0.836 0.987 1.063 
(dl) 100 0.877 0.879 0.989 0.935 1.045 1.014 
200 0.915 0.814 0.971 0.933 0.931 0.981 
500 0.842 0.926 1.029 1.048 0.941 0.966 
(d2) 100 0.963 0.902 1.028 1.075 1.071 1.151 
200 1.036 1.019 0.947 0.920 1.027 0.987 
500 0.995 0.974 0.984 0.940 0.792 0.942 
Entries in italic are those not within the range (0.8,1.2). 
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Table 2.5(i) Shapiro-Francia, s statistic W’ 
(Symmetric thresholds with three categories) 
parameters 
case n thresholds ^ <r p 
(al) 100 0.977 0.978 0.994 0.946 0.996 
200 0.985 0.991 0.979 0.985 0.992 
500 0,989 0.990 0.990 0.987 0.993 
(a2) 100 0.986 0.988 0.988 0.945 0.988 
200 0.989 0.987 0.995 0.987 0.993 
500 0.982 0.987 0.993 0.977 0.985 
(a3) 100 0.986 0.987 0.973 0.976 0.991 
200 0.990 0.992 0.979 0.990 0.987 
500 0.978 0.992 0.987 0.950 0.984 
(a4) 100 0.987 0.988 0.962 0.919 0.982 
200 0.988 0.968 0.993 0.994 0.994 
500 0.987 0.989 0.991 0.978 0.989 
(a5) 100 0.985 0.987 0.979 0,960 0.957 
200 0.990 0.994 0.949 0,935 0.984 
500 0.985 0.992 0.988 0,937 0。992 
Entries in italic are those less than the critical value 0.9744, 
thus reject normality at 0.05 Type I error probability. 
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Table 2.5(ii) Shapiro-Francia’s statistic VT 
(Symmetric/Asymmetric thresholds with three/four categories) 
parameters 
case n thresholds ji P 
(a2) 100 0.986 0.988 0.988 0.945 0.988 
200 0.989 0.987 0.995 0.987 0.993 
500 0.982 0.987 0.993 0.977 0.985 
(a4) 100 0.987 0.988 0,962 0.919 0.982 
200 0.988 0.968 0.993 0.994 0.994 
500 0.987 0.989 0.991 0.978 0.989 
(bl) 100 0.990 0.968 0.997 0.975 0.990 
200 0.992 0.979 0.983 0.977 0.987 
500 0.994 0.992 0.989 0.990 0.989 
(b2) 100 0.984 0.975 0,969 0.957 0.986 
200 0.994 0.990 0.989 0.987 0.990 
500 0.991 0.978 0.987 0.986 0.984 
(cl) 100 0.981 0.989 0.985 0.989 0.979 0.986 
200 0.982 0.992 0.988 0.994 0.971 0.982 
500 0.985 0.991 0.988 0.993 0.985 0.992 
(c2) 100 0.992 0.995 0.994 0.944 0.976 0.981 
200 0,967 0.962 0.993 0.944 0.953 0.992 
500 0.990 0.988 0.992 0.985 0.988 0.972 
(dl) 100 0.983 0.976 0.983 0.995 0.993 0.989 
200 0.990 0.989 0.988 0.984 0.971 0.980 
500 0,974 0.988 0.979 0.994 0.980 0.982 
(d2) 100 0.986 0.989 0.977 0.976 0.980 0.990 
200 0.992 0.989 0.990 0.984 0.941 0.991 
500 0.994 0.988 0.993 0.979 0.984 0.987 
Entries In italic are those less than the critical value 0.9744, 
thus reject normality at 0.05 Type I error probability. 
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Table 2.6(i) Number of replications out of 100 that favors HQ 
(Symmetric thresholds with three categories) _ _ _ _ _ 
hypotheses 
case n (hi) (h2) (h3) 
(al) 100 95 (95)* 93 0 
200 96 (95) 96 0 
500 97 (95) 93 0 
(a2) 100 97 (95) 84 0 
200 96 (95) 17 0 
500 93 (95) 0 0 
(a3) 100 94 (95) 16 0 
200 90 (95) 0 0 
5 0 0 9 4 ( 9 5 ) 0 0 
(a4) 100 66 (66) 8 0 
200 30 (41) 0 0 
500 8 ( 7 ) 0 0 
(a5) 100 0 ( 0 ) 36 0 
200 0 ( 0 ) 1 0 
500 0 ( 0 ) 0 0 
* Values in parenthesis are the entry values expected, which 
are defined as 
100*P(Type I error) if the null hypothesis of (hi) is true, 
100*P(Type II error) if the null hypothesis of (hi) is false. 
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Table 2.6(ii) Number of replications out of 100 that favors H。 
hypotheses 
case n (hi) (h2) (h3) 
(a2) 100 97 ( 9 5 , 84 0 
200 96 (95) 17 0 
500 93 (95) 0 0 
(a4) 100 66 (66) 8 0 
200 30 (41) 0 0 
500 8 ( 7 ) 0 0 
(bl) 100 92 (95) 13 0 
200 97 (95) 0 0 
500 94 (95) 0 0 
(b2) 100 59 (68) 2 0 
200 41 (44) 0 0 
5 0 0 7 ( 9 ) 0 0 
(cl) 100 97 (95) 87 0 
200 93 (95) 21 0 
500 95 (95) 0 0 
(c2) 100 65 (64) 12 0 
2 0 0 3 9 ( 4 0 ) 0 0 
500 8 ( 6 ) 0 0 
(dl) 100 94 (95) 10 0 
2 0 0 9 4 ( 9 5 ) 0 0 
5 0 0 9 4 ( 9 5 ) 0 0 
(d2) 100 55 (62) 2 0 
2 0 0 3 2 ( 3 6 ) 0 0 
500 5 ( 5 ) 0 0 
* Values in parenthesis are defined the same as those in Table 
2.6(1). 
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Table 2.7(i) Number of replications out of 100 that favors H。 
(Symmetric thresholds with jUiree__caj^gorl^s) 
hypotheses 
case n (hi) (h4) (h2) (h5) 
(al) 100 95 93 93 92 
200 96 95 96 95 
500 97 97 93 94 
(a2) 100 97 96 84 26 
200 96 91 17 7 
500 93 95 0 0 
(a3) 100 94 96 16 2 
200 90 98 0 0 
500 94 96 0 0 
(a4) 100 66 82 8 1 
200 30 60 0 0 
500 8 23 0 0 
(a5) 100 0 0 36 10 
200 0 0 1 1 
500 0 0 0 0 
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Table 2.7(ii) Number of replications out of 100 that favors H。 
(Symmetric/Asymmetric thresholds with three/four categories)__ 
hypotheses 
case n (hi) (h4) (h2) (h5) 
(a2) 100 97 96 84 26 
200 96 91 17 7 
500 93 95 0 0 
(a4) 100 66 82 8 1 
200 30 60 0 0 
500 8 23 0 0 
(bl) 100 92 97 17 6 
200 97 98 0 0 
500 94 97 0 0 
(b2) 100 59 78 2 2 
200 41 61 0 0 
500 7 20 0 0 
(cl) 100 97 96 90 47 
200 93 93 23 14 
500 95 93 0 0 
(c2) 100 66 84 15 6 
200 40 76 0 0 
500 8 34 0 0 
(dl) 100 94 95 14 12 
200 94 92 0 0 
500 94 95 0 0 
(d2) 100 55 74 3 4 
200 32 70 0 0 
500 5 23 0 0 
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Table 3.2(ii) RMSE of estimates 
(Symmetric/Asymmetric thresholds with three/four categories) 
case parameters 
n thresholds 从3 ^23 
(Al) 
500 -0.397 0.407 0.004 0.004 1.014 1.002 -0.001 0.003 -0.006 
1000 -0.403 0.397 -0.008 -0.009 1.003 1.005 -0.005 0.005 -0.001 
2500 -0.399 0.399 -0.003 0.002 0.997 0.994 -0.001 0.000 0.005 
(A2) 
500 -0.402 0.400 -0.001 0.009 0.801 2.047 0.001 0.001 -0.016 
1000 -0.403 0.399 -0.004 -0.006 0.804 2.021 -0.001 0.003 0.000 
2500 -0.402 0.397 -0.003 -0.008 0.799 1.996 -0.001 -0.004 -0.003 
(A3) 
500 -0.416 0.392 0.193 0.505 0.809 2.046 0.003 -0.011 0.002 
1000 -0.401 0.401 0.202 0.516 0.804 2.021 -0.001 0.006 0.005 
2500 -0.401 0.398 0.201 0.498 0.803 1.993 -0.002 -0.004 -0.007 
(A4) 
500 -0.399 0.407 0.207 0.513 0.808 2.021 0,211 -0.301 0.103 
1000 -0.396 0.400 0.198 0.499 0.800 1.987 0.195 -0.300 0.104 
2500 -0.405 0.395 0.197 0.500 0.801 1.999 0.200 -0.302 0.099 
(A5) 
500 -0.413 0.397 -0.201 0.497 0.811 2.028 0.200 -0.298 0.092 
1000 -0.401 0.399 -0.203 0.508 0.805 1.996 0.199 -0.298 0.107 
2500 -0.402 0.398 -0.204 0.490 0.798 1.993 0.202 -0.299 0.098 
The entries in italic are those deviate from the true values more than or 
equal to 5%, provided that the true value is non-zero. 
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Table 3.1(ii) Average of estimates 
(Symmetric/Asymmetric thresholds with three/four c a t e g o r l e s j _ _ _ _ _ _ _ _ _ ^ _ ^ 
case parameters 
n thresholds 1^ 3 <^ 2 ^12 ^23 
(A3) 
500 -0.416 0.392 0.193 0.505 0.809 2.046 0.003 -0.011 0.002 
1000 -0.401 0.401 0.202 0.516 0.804 2.021 -0.001 0.006 0.005 
2500 -0.401 0.398 0.201 0.498 0.803 1.993 -0.002 -0.004 -0.007 
(A5) 
500 -0.413 0.397 -0.201 0.497 0.811 2.028 0.200 -0.298 0.092 
1000 -0.401 0.399 -0.203 0.508 0.805 1.996 0.199 -0.298 0.107 
2500 -0.402 0.398 -0.204 0.490 0.798 1.993 0.202 -0.299 0.098 
(Bl) 
500 -0.393 0.814 0.218 0.514 0.801 2.015 -0.005 -0.005 -0.005 
1000 -0.400 0.795 0.205 0.502 0.796 2.019 -0.004 0.000 -0.002 
2500 -0.400 0.801 0.200 0.501 0.802 1.992 0.000 -0.002 -0.004 
(B2) 
500 -0.395 0.801 -0.198 0.498 0.800 2.022 0.205 -0.305 0.096 
1000 -0.403 0.802 -0.202 0.509 0.803 1.993 0.197 -0.302 0.100 
2500 -0.396 0.801 -0.199 0.505 0.801 1.992 0.202 -0.301 0.098 
(Cl) 
1000 -0.405 -0.006 0.393 0.192 0.509 0.800 2.035 0.004 -0.008 0.007 
2500 -0.400 0.001 0.400 0.201 0.487 0.803 1.998 -0.005 -0.004 0.004 
(C2) 
1000 -0.399 0.003 0.402 -0.197 0.504 0.805 2.008 0.202 -0.300 0.104 
2500 -0.402 -0.002 0.398 -0.201 0.501 0.803 2.004 0.199 -0.307 0.101 
(Dl) 
1000 -0.397 0.397 0.794 0.197 0.486 0.792 1.987 -0.002 -0.002 -0.006 
2500 -0.402 0.399 0.800 0.198 .0.503 0.803 2.000 0.001 -0.004 0.000 
(D2) 
1000 -0.403 0.397 0.794 -0.204 0.498 0.799 1.996 0.200 -0.302 0.097 
2500 -0.399 0.401 0.801 -0.200 0.504 0.801 1.995 0.200 -0.303 0.097 
The entries in italic are those deviate from the true values more than or 
equal to 5%, provided that the true value is non-zero. 
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Table 3.2(ii) RMSE of estimates 
(Symmetric/Asymmetric thresholds with three/four categories) 
case parameters 
n thresholds fi^  fi^  (r^  P^^ Pi3 P23 
(Al) 
500 0.003 0.004 0.005 0.005 0.011 0.009 0.003 0.003 0.003 
1000 0.002 0.002 0.002 0.002 0.004 0.005 0.002 0.001 0.002 
2500 0.001 0.001 0.001 0.001 0.002 0.001 0.001 0.001 0.001 
(A2) 
500 0.003 0.003 0.004 0.011 0.004 0.055 0.003 0.003 0.004 
1000 0.002 0.001 0.002 0.008 0.003 0.030 0.001 0.001 0.001 
2500 0.001 0.001 0.001 0.003 0.001 0.013 0.001 0.001 0.001 
(A3) 
500 0.003 0.002 0.004 0.014 0.006 0.067 0.003 0.004 0.003 
1000 0.002 0.001 0.002 0.012 0.003 0.032 0.002 0.001 0.002 
2500 0.001 0.001 0.001 0.004 0.001 0.015 0.001 0.001 0.001 
(A4) 
500 0.003 0.002 0.003 0.020 0.005 0.055 0.004 0.003 0.003 
1000 0.002 0.001 0.002 0.011 0.003 0.036 0.001 0.002 0.002 
2500 0.001 0.001 0.001 0.004 0.001 0.011 0.001 0.001 0.001 
(A5) 
500 0.003 0.003 0.004 0.018 0.005 0.069 0.003 0.003 0.003 
1000 0.002 0.002 0.002 0.008 0.003 0.040 0.002 0.002 0.002 
2500 0.001 0.001 0.001 0.004 0.001 0.009 0.001 0.001 0.001 
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Table 3.2(ii) RMSE of estimates 
(Symmetric/Asymmetric thresholds with three/four categories) 
case parameters 
n thresholds ti^  <^ 3 P^^ ^13 ^23 
(A3) 
500 0.003 0.002 0.004 0.014 0.006 0.067 0.003 0.004 0.003 
1000 0.002 0.001 0.002 0.012 0.003 0.032 0.002 0.001 0.002 
2500 0.001 0.001 0.001 0.004 0.001 0.015 0.001 0.001 0.001 
(A5) 
500 0.003 0.003 0.004 0.018 0.005 0.069 0.003 0.003 0.003 
1000 0.002 0.002 0.002 0.008 0.003 0.040 0.002 0.002 0.002 
2500 0.001 0.001 0.001 0.004 0,001 0.009 0.001 0.001 0.001 
(Bl) 
500 0.003 0.004 0.004 0.014 0.004 0.042 0.003 0.004 0.004 
1000 0.002 0.002 0.002 0.008 0.002 0.032 0.002 0.002 0.002 
2500 0.001 0.001 0.001 0.003 0.001 0.009 0.001 0.001 0.001 
(B2) 
500 0.003 0.004 0.003 0.021 0.003 0.040 0.004 0.002 0.003 
1000 0.001 0.002 0.001 0.009 0.002 0.017 0.002 0.001 0.001 
2500 0.001 0.001 0.001 0.003 0.001 0.007 0.001 0.001 0.001 
(CI) 
1000 0.002 0.001 0.002 0.002 0.009 0.003 0.037 0.001 0.002 0.002 
2500 0.001 0.001 0.001 0.001 0.004 0.002 0.015 0.001 0.001 0.001 
(C2) 
1000 0.002 0.001 0.002 0.002 0.010 0.003 0.037 0.001 0.001 0.002 
2500 0.001 0.001 0.001 0.001 0.005 0.001 0.011 0.000 0.001 0.001 
(Dl) 
1000 0.002 0.002 0.002 0.002 0.007 0.002 0.019 0.001 0.001 0.002 
2500 0.001 0.001 0.001 0.001 .0.003 0.001 0.009 0.001 0.001 0.001 
(D2) 
1000 0 .002 0.001 0.002 0.002 0.008 0.002 0 .021 0 .001 0.001 0.002 
2500 0.001 0.001 0.001 0.001 0.003 0.001 0.008 0.001 0.001 0.001 
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Table 3.3(i) Average of estimated SE of estimates 
(Symmetric thresholds with three categories) 
case parameters 
n thresholds fi^  P^^ Pi3 ^23 
(A1) 
500 0.059 0.058 0.073 0.073 0.102 0.101 0.057 0.057 0.057 
1000 0.041 0.041 0.051 0.051 0.071 0.071 0.040 0.040 0.040 
2500 0.026 0.026 0.032 0.032 0.044 0.044 0.025 0.025 0.025 
(A2) 
500 0.055 0.055 0.065 0.119 0.076 0.259 0.057 0.060 0.059 
1000 0.039 0.038 0.046 0.082 0.053 0.178 0.040 0.042 0.042 
2500 0.024 0.024 0.029 0.051 0.033 0.111 0.025 0.026 0.026 
(A3) 
500 0.056 0.054 0.067 0.134 0.077 0.262 0.057 0.060 0.060 
1000 0.039 0.038 0.047 0.093 0.054 0.181 0.040 0.042 0.042 
2500 0.025 0.024 0.030 0,058 0.034 0.112 0.025 0.027 0.027 
(A4) 
500 0.056 0.054 0.062 0.135 0.076 0.256 0.055 0.056 0.060 
1000 0.039 0.038 0.044 0.093 0.053 0.177 0.039 0.039 0.042 
2500 0.025 0.024 0.028 0.059 0.034 0.112 0.025 0.025 0.026 
(A5) 
500 0.055 0.056 0.063 0.137 0.077 0.258 0.055 0.056 0.060 
1000 0.038 0.039 0.044 0.095 0.054 0.178 0.039 0.039 0.042 
2500 0.024 0.025 0.028 0.059 0.034 0.112 0.025 0.025 0.027 
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Table 3.3(ii) Average of estimated SE of estimates 
case parameters 
n thresholds n^ n^ ^^ P^^ P^^ P^^ 
(A3) 
500 0.056 0.054 0.067 0.134 0.077 0.262 0.057 0.060 0.060 
1000 0.039 0.038 0.047 0.093 0.054 0.181 0.040 0.042 0.042 
2500 0.025 0.024 0.030 0.058 0.034 0.112 0.025 0.027 0.027 
(A5) 
500 0.055 0.056 0.063 0.137 0.077 0.258 0.055 0.056 0.060 
1000 0.038 0.039 0.044 0.095 0.054 0.178 0.039 0.039 0.042 
2500 0.024 0.025 0.028 0.059 0.034 0.112 0.025 0.025 0.027 
(Bl) 
500 0.056 0.059 0.065 0.118 0.061 0.202 0.056 0.058 0.058 
1000 0.039 0.042 0.046 0.083 0.043 0.143 0.040 0.041 0.041 
2500 0.025 0.026 0.029 0.052 0.027 0.088 0.025 0.026 0.026 
(B2) 
500 0.055 0.063 0.065 0.124 0.064 0.208 0.056 0.053 0.060 
1000 0.038 0.044 0.045 0.086 0.044 0.140 0.039 0.038 0.041 
2500 0.024 0.028 0.028 0.054 0.028 0.089 0.025 0.024 0.026 
— — — — — ^ ^ g e e ^ ― —g ——» 
( C D 
1000 0.040 0.037 0.039 0.047 0.097 0.055 0.192 0.040 0.045 0.045 
2500 0.025 0.023 0.024 0.030 0.058 0.034 0.114 0.025 0.027 0.027 
(C2) 
1000 0.040 0.037 0.041 0.045 0.099 0.055 0.188 0.039 0.042 0.044 
2500 0.024 0.023 0.025 0.028 0.061 0.034 0.114 0.024 0.025 0.027 
(Dl) 
1000 0.040 0.037 0.042 0.046 0.084 0.043 0.147 0.038 0.042 0.041 
2500 0.025 0.023 0.026 0.028 0.052 0.027 0.089 0.024 0.026 0.025 
(D2) 
1000 0.040 0.039 0.046 0.046 0.088 0.045 0.151 0.038 0.039 0.043 
2500 0.024 0.024 0.028 0.028 0.054 0.028 0.091 0.024 0.024 0.026 
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Table 3.4(i) Ratio of SD to SE 
(Symmetric thresholds with three categories) 
case parameters 
n thresholds n^ H^ ^^ P^^ P^^ ^23 
(Al) 
500 0.929 1.033 0.950 0.977 1.014 0.968 0.936 0.914 0.949 
1000 0.988 1.065 0.946 0.967 0.901 1.005 1.070 0.885 1.082 
2500 1.003 1.039 1.078 0.920 0.985 0.804 0.950 0.923 1.176 
(A2) 
500 0.939 1.020 1.029 0.872 0.846 0.889 0.962 0.943 1.007 
1000 1.048 0.991 0.938 1.053 0.974 0.961 0.945 0.899 0.861 
2500 1.093 1.060 0.933 0.971 1.012 1.040 0.953 1.020 0.956 
(A3) 
500 1.015 0.906 0.948 0.898 0.969 0.971 0.986 1.022 0.940 
1000 1.067 0.982 1.005 1.143 1.006 0.975 1.071 0.892 1.019 
2500 1.128 1.099 1.027 1.096 0.991 1.103 0.971 1.094 1.010 
(A4) 
500 1.010 0.910 0.844 1.031 0.933 0.914 1.072 0.937 0.866 
1000 1.171 0.975 0.971 1.141 1.054 1.069 0.928 1.020 0.992 
2500 1.088 1.114 1.046 1.082 0.920 0.932 1.024 1.082 1.031 
(A5) 
500 1.012 0.999 1.016 0.971 0.930 1.013 0.965 1.045 0.938 
1000 1.163 0.995 1.105 0.942 0.998 1.115 1.040 0.997 0.958 
2500 1.044 1.026 1.132 1.109 1.077 0.845 1.035 0.986 0.992 
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Table 3.4(ii) Ratio of SD to 症 
(Symmetric/Asymmetric thresholds with three/four categories) 
case parameters 
n thresholds fi^  H^ cr^  P,^ ^23 
(A3) 
500 1.015 0.906 0.948 0.898 0.969 0.971 0.986 1.022 0.940 
1000 1.067 0.982 1.005 1.143 1.006 0.975 1.071 0.892 1.019 
2500 1.128 1.099 1.027 1.096 0.991 1.103 0.971 1.094 1.010 
(A5) 
500 1.012 0.999 1.016 0.971 0.930 1.013 0.965 1.045 0.938 
1000 1.163 0.995 1.105 0.942 0.998 1.115 1.040 0.997 0.958 
2500 1.044 1.026 1,132 1.109 1.077 0.845 1.035 0.986 0.992 
(Bl) 
500 1.041 1.008 0.922 1.003 0.976 1.007 0.897 1.046 1.020 
1000 1.018 1.086 1.017 1.072 0.980 1.252 1.109 1.072 1.032 
2500 1.051 1.020 0.938 1.022 1.022 1.043 0.934 0.896 0.969 
(B2) 
500 1.039 1.008 0.902 1.161 0.909 0.956 1.051 0.891 0.950 
1000 1.007 0.984 0.796 1.083 0.924 0.922 1.016 0.936 0.895 
2500 1.143 0.994 1.068 0.937 0.900 0.936 0.938 1.014 0.965 
( C D 
1000 0.972 0.929 0.979 0.855 0.951 1.018 0.986 0.935 1.050 1.000 
2500 1.011 1.030 1.040 1.016 1.032 1.133 1.089 1.062 0.888 0.971 
(C2) 
1000 1.015 0.976 0.951 0.942 0.987 0.985 1.029 0.976 0.866 0.902 
2500 1.053 1.020 1.045 0.941 1.143 0.936 0.916 0.841 0.921 0.892 
(Dl) 
1000 1.040 1.072 1.108 1.055 0.976 0.967 0.932 0.914 0.907 0.945 
2500 1.076 1.140 1.121 1.071 0.995 0.912 1.060 0.951 1.016 0.997 
(D2) 
1000 0.989 0.925 0.944 0.860 1.030 1.021 0.963 1.000 0.921 0.913 
2500 0.975 0.959 1.016 0.954 0.940 0.916 0.961 1.078 1.026 1.033 
Entries in italic are those not within the range (0.8,1.2). 
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Table 3.5(i) Shapiro-Francia, s statistic W, 
(Symmetric thresholds with three categories) 
case parameters 
n thresholds n^ M3 <^ 2 <^ 3 P,2 ^13 ^23 
(Al) 
500 0.991 0.989 0.995 0.989 0.994 0.981 0.994 0.991 0.972 
1000 0.990 0.993 0.992 0.992 0.986 0.991 0.984 0.991 0.933 
2500 0.982 0.994 0.987 0.979 0.983 0,987 0.977 0.987 0.961 
(A2) 
500 0.996 0.978 0.964 0.977 0.987 0,966 0.991 0.987 0.989 
1000 0.990 0.985 0.987 0.991 0.988 0.985 0.983 0.981 0.994 
2500 0.985 0.992 0.986 0.979 0.985 0.983 0.990 0.993 0.991 
(A3) 
500 0.988 0.995 0.989 0.920 0.992 0.920 0.989 0.991 0.995 
1000 0.993 0.978 0.991 0.970 0.994 0.984 0.994 0.976 0.990 
2500 0.986 0.989 0.985 0,961 0.990 0.973 0.983 0.981 0.985 
(A4) 
500 0.990 0.980 0.990 0.967 0.984 0.971 0.991 0.986 0.988 
1000 0.984 0.993 0.996 0.977 0.980 0.978 0.994 0.989 0.988 
2500 0.988 0.993 0.984 0.977 0.995 0.986 0.981 0.989 0.982 
(A5) 
500 0.987 0.972 0.989 0,963 0.989 0.950 0.990 0.994 0.991 
1000 0.991 0.981 0.988 0.942 0.991 0.986 0.982 0.980 0.987 
2500 0.983 0.983 0.993 0.976 0.961 0.987 0.990 0.979 0.982 
Entries in italic are those less than the critical value 0.9744, thus reject 
normality at 0.05 Type I error probability. 
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Table 3.5(ii) Shapiro-Francia, s statistic W, 
(Symmetric/Asymmetric thresholds with three/four categories) 
case parameters 
n thresholds n^ ix^  ^23 
(A3) 
500 0.988 0.995 0.989 0.920 0.992 0,920 0.989 0.991 0.995 
1000 0.993 0.978 0.991 0,970 0.994 0.984 0.994 0.976 0.990 
2500 0.986 0.989 0.985 0.961 0.990 0.973 0.983 0.981 0.985 
(A5) 
500 0.987 0.972 0.989 0,963 0.989 0,950 0.990 0.994 0.991 
1000 0.991 0.981 0.988 0.942 0.991 0.986 0.982 0.980 0.987 
2500 0.983 0.983 0.993 0.976 0,961 0.987 0.990 0.979 0.982 
(Bl) 
500 0.992 0.983 0.985 0.985 0.993 0.969 0.988 0.984 0.986 
1000 0.986 0.981 0.984 0.976 0.990 0.990 0.992 0.993 0.987 
2500 0.996 0.987 0.990 0.981 0.993 0.980 0.991 0.979 0.992 
(B2) 
500 0.979 0.993 0.993 0.972 0.985 0.990 0.987 0.996 0.967 
1000 0.990 0.992 0.989 0.979 0.981 0,968 0.984 0.995 0.995 
2500 0.994 0.995 0.989 0.988 0.986 0.988 0.996 0.988 0.990 
(CI) 
1000 0.984 0.992 0.994 0.993 0.994 0.973 0,977 0.986 0.991 0.992 
2500 0.992 0.995 0.990 0.987 0.982 0.990 0.984 0.977 0.988 0.992 
(C2) 
1000 0.994 0.995 0.995 0.992 0.971 0.986 0.922 0.996 0.993 0.992 
2500 0.991 0.990 0.981 0.990 0.993 0.989 0.988 0.989 0.989 0.994 
(Dl) 
1000 0.978 0.992 0.990 0.994 0.981 0.977 0.947 0.985 0.982 0.989 
2500 0.977 0.993 0.995 0.992 0.985 0.992 0.992 0.989 0.979 0.984 
(D2) 
1000 0.988 0.990 0.984 0.984 0.982 0.982 0.947 0.976 0.983 0,969 
2500 0.997 0.976 0.993 0.991 0.992 0.985 0,994 0.994 0.988 0.990 
Entries in italic are those less than the critical value 0.9744, thus reject 
normality at 0.05 Type I error probability. 
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Table 3.6(i) Number of replications out of 100 that favors H。 
(Symmetric thresholds with three categories) 
case hypotheses 
n (HI) (H2) (H3) (H4) 
(Al) 
500 98 94 95 0 
1000 94 94 94 0 
2500 94 95 93 0 
(A2) 
500 97 1 4 0 
1000 96 0 0 0 
2500 96 0 0 0 
(A3) 
500 97 0 0 0 
1000 98 0 0 0 
2500 95 0 0 0 
(A4) 
500 0 0 0 0 
1000 0 0 0 0 
2500 0 0 0 0 
(A5) 
500 0 0 0 0 
1000 0 0 0 0 
2500 0 0 0 0 
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Table 3.6(ii) Number of replications out of 100 that favors H。 
(Symmetric/Asymmetric thresholds with three/four categories) 
case hypotheses 
n (HI) (H2) (H3) (H4) 
(A3) 
500 97 0 0 0 
1000 98 0 0 0 
2500 95 0 0 0 
(A5) 
500 0 0 0 0 
1000 0 0 0 0 
2500 0 0 0 0 
(Bl) 
500 96 0 0 0 
1000 93 0 0 0 
2500 98 0 0 0 
(B2) 
500 0 0 0 0 
1000 0 0 0 0 
2500 0 0 0 0 
(Cl) 
1000 98 0 0 0 
2500 99 0 0 0 
(C2) 
1000 0 0 0 0 
2500 0 0 0 0 
(Dl) 
1000 98 0 0 0 
2500 95 0 0 0 
(D2) 
1000 0 0 0 0 
2500 0 0 0 0 
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Appendix 
The optimization procedure as described in §2.4 requires explicit 
參 
expressions of the score function F(e). This Appendix shows how these 
expressions can be obtained. 
Recall from §2.1 that 
= V a : + i ’ 〜 i ) - y a T + i , a 」 ） - � ！ ） + a , 
where $ (a , b) = $ (a , b ; 0 , R); 
2 2 — — 
a* = (a^-fi)/<r for k = 2,. • . ,r; 
k 「 广 P 1 
R = , is the correlation matrix. 
— P 1 
• • 
Define X and Y , i,j=l,...,r+1, as follows : 
i»j j»* 
來 奈 
ttj- p a」 一 a ^ - pa^ 
= ( l - p 2 严 , = ( i V 严 ‘ 
From the fundamental theorem of calculus, for example, Poon and 
Lee (1987), it is known that 
(a* a ； 0, R) 来 
— i - J _ ^ ~ I l - H - = </>(a )$(Y ) . (Al) 
da i 
i 
(a* a ； 0, R) 
_ J = - = - = W X , ,) . ( A 2 ) 
da j 
j 
a ； 0, R) • 
_ ^ _ = ^ (a , a :p) . (A3) 
dp 2 i J 
It follows from (Al) and (A2) that 
(a* a ； 0, R) 奈 
_ ^ _ Z _ Z _ = i 0(a )$(Y ) + 4>ia )$(X‘ ) . (A4) 
« cr i i, i I 1» i 
ooc 
i 
d^Joc* OL ； 0, R) * 
da J i Li 
i 
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Further define A and B as follows : 
i > J i f J 
A = )[$(X, ) - 1 ) ] , 工 … 
i,J j t i»J i+i,J j _ i’…’r +上 . 
B = i ) - 1 )1 , 々:;’...,•’ 
i, J (T ^ i ‘ j, i J + l , i J 一 丄 ， • . . ， ! " . 
Note that 
仏 J = V a T + i , - V a T + i , 、 ） _ y c x T , ocj+i) + V . 
From (A2), (A4) and (A5), it can be shown that, for k=2,...,r, 
_ill - A + B for i=k; 
k,k k,k j=k; 
= - A - B for i=k-l; 
k-l,k k，k-l j=k_l; 
= - A + B for i=k; 
k,k k,k-i j=k-l； 
A - B for i=k-l; 
k-l,k k,k 
= A f o r i = l , . . . , k : - 2 , k + l ,…， r ; 
i’k j=k; 
= - A for i=l,...,k-2,k+1,...,r； 
i,k J = k - 1 ; 
= B for i=k; 
k,J j=l,...,k-2,k+1,...,r; 
= _ B for i=k-l; 
k,j j=l,.•.,k-2,k+1,.•.,r; 
= 0 otherwise. 
Moreover, by (Al) and (A3), 
a专i J 
= B - B 
i+1, j i, j 
= a B - a B , 
d<r i+1 i+i,j i i,j 
, 74 
n a? 
Hence the first derivatives = [ [ ^ ^ can be 
- 1=1 j=i i’j 一 
obtained via the above formulae. For example, for k=2,...,r, 
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