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Abstract
We consider nonlinear agglomeration multigrid methods tailored to the efficient and
robust solution of the Reynolds averaged Navier-Stokes equations for the simulation
of high Reynolds number turbulent flows.
In the first part of this thesis we introduce the Reynolds averaged Navier-Stokes
equations together with established turbulence models required to determine the
eddy viscosity arising from Bousinessq’ assumption to close the set of equations. A
complete nondimensionalization of the equations is presented. Finally, correspond-
ing boundary value problems are presented. It is the goal of the thesis to find
approximate solution to these problems.
In a second part of this thesis the discretization strategy of the equations is presented
in detail, in particular concerning boundary conditions. Moreover, a detailed de-
scription of the computation of derivative of the discretized equations is presented.
Emphasis is appointed to this topic since the construction and realization of ex-
act and approximate derivatives are of major importance to formulate and derive
efficient and robust solution algorithms.
These solution algorithms are based on nonlinear agglomeration multigrid methods
including implicit Runge-Kutta smoothers. The general derivation of these meth-
ods presented in this thesis allows to interpret the implicit Runge-Kutta smoothers
as stabilized Newton methods. On the other hand, the application of certain sim-
plifications allows to generate almost all solution methods well known in the world
of computational fluid dynamics. This hierarchy of methods gives insight in the
potential and shortcomings of several methods established and in daily use in many
computer codes approximating solutions of the Reynolds averaged Navier-Stokes
equations. To get a deeper understanding of the methods an analysis tool is sug-
gested to evaluate certain smoothers.
Finally, several examples are presented to show the potential and shortcomings of
certain methods derived in this thesis. Comparisons are done with respect to both
robustness and efficiency of the scheme. In dealing with large scale problems the
challenge of scalability on high performance clusters is discussed.
A further important point in this thesis is the accuracy of the suggested discretiza-
tion scheme. Since for the Reynolds averaged Navier-Stokes equations no analytic
solutions are available, classical basic test cases as well as those of industrial rel-
evance are investigated with respect to mesh refinement. Methods are applied to
get insight into the accuracy obtained on a sequence of meshes. With respect to
this topic, different approaches towards the incompressible limit are presented and
compared with respect to reliability and accuracy.
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Chapter 1
Introduction
The design of ecologically sensitive, low noise, and safe aircraft is the major chal-
lenge of the aircraft industry for the following decades. A key technology to reach
these goals is the numerical simulation. To accurately predict aerodynamic prop-
erties of an aircraft the Euler and Navier-Stokes equations are in focus. These
equations model the motion of a fluid in Rn; and therefore, solutions to these equa-
tions are of major importance in giving answers to many classical physical questions.
In our context, solutions of these equations give clarity and a deep insight into a
better understanding to the interaction of a fluid surrounding an aircraft. Such a
deep understanding is a key requirement for future aircraft to be significantly more
efficient than existing ones. To be prepared for future challenges in the aircraft in-
dustry and other technical disciplines based on the understanding of fluid flows, it
is the goal of this thesis to identify the main ingredients required to design reliable
algorithms to approximate solutions of the Euler and Navier-Stokes equations.
To be more precise, within this thesis the focus is to approximate solutions of the so-
called Reynolds averaged Navier-Stokes (RANS) equations. These equations may
be derived from the Navier-Stokes equations using time averaging of the variables.
Solutions of these equations therefore represent time averaged states. Such time
averaging leads to additional terms with additional unknowns. Mathematically, the
resulting system of equations is more complex in the sense that for the additional
unknowns additional equations are required. A significant simplification is attained
by considering Boussinesq’ eddy viscosity assumption. As a consequence of this as-
sumption, the RANS equations are mathematically equivalent to the Navier-Stokes
equations. With regards to content, the RANS equations differ in our context from
the Navier-Stokes equations by a summand weighting the viscous contributions.
This summand represents a nonnegative scalar function, which is called in general
an eddy viscosity and is not explicitly given. To find closure conditions for this
function either algebraic relations are established, or additional differential or in-
tegral equations are considered. Then, from the solution of these equations the
eddy viscosity is determined. It is the topic of turbulence modeling to find suitable
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closure conditions. Since the Navier-Stokes and the RANS equations are equivalent
in form, within this thesis we often use these nomenclatures synonymously. But we
attach great importance to the fact that either this summand is active or not.
Though progress has been made, even after several decades of developments and
investigations for high Reynolds number viscous flows a severe loss of reliability,
robustness and efficiency of solution methods for the compressible RANS equations
can often be observed. Here, the wording solution method comprises both
a) the discretization strategy,
b) and the corresponding solution method.
The challenges to find solutions of this set of equations are manifold. And, the prob-
lems arising are not only observed for large-scale, complex industrial applications,
but they also occur for many basic test cases well known from the literature. For
example, the difficulty to find solutions of basic flow problems can be significantly in-
creased when one increases systematically the number of degrees of freedom. Then,
almost all solution methods known lose their efficiency. As long as there are severe
issues to approximate solutions of basic test cases, it can be doubted that the so-
lution methods considered so far can be used in industrial processes. But what are
the reasons for these observations?
It is the topic of this thesis to develop, analyze and investigate so-
lution methods designed for efficiently solving large scale nonlin-
ear problems, which arise from the discretization of the Reynolds
averaged Navier-Stokes equations.
Before we discuss several practical problems, it is worthwhile to note that up to
now the uniqueness, existence and smoothness of a solution to the Navier-Stokes
and even the Euler equations in R3 is an open problem. Due to the significance
of the problem, the theoretical answer to existence and smoothness of solutions to
the Navier-Stokes equations has been listed as one of the seven Millennium Prize
Problems in mathematics that were stated by the Clay Mathematics Institute in
2000. The exact description of the problem is given by Charles L. Fefferman [18] in
the short article ”Existence and Smoothness of the Navier-Stokes Equations”. To
be more precise, following the formulation given by Charles L. Fefferman we recall
the exact description of the problem, which is restricted to incompressible fluids.
The Navier-Stokes equations are then given by
∂
∂t
ui +
n∑
j=1
uj
∂ui
∂xj
− ν∆ui + ∂p
∂xi
= fi(x, t), x ∈ Rn, t ≥ 0, (1.1)
div (u) = 0, x ∈ Rn, t ≥ 0, (1.2)
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with initial conditions
u(x, 0) = u0(x), x ∈ Rn, (1.3)
where u0 is a given, C∞ divergence-free vector field on Rn, fi are the components
of a given function, ν is a positive coefficient and ∆ describes the Laplace operator.
A solution is considered being physical only if it satisfies
p, u ∈ C∞ (Rn × [0,∞)) , (1.4)∫
Rn
|u(x, t)|2 dx < C for all t > 0. (1.5)
Existence and smoothness of solutions to the Navier-Stokes equations
on Rn
Assume that n = 3, ν > 0, f = 0 and that u0 is any smooth, divergence-free vector
field satisfying∣∣∂αxu0(x)∣∣ ≤ CαK (1 + |x|)−K , x ∈ Rn, α,K ≥ 0. (1.6)
Then there exist smooth functions p, ui on R
n×[0,∞) that satisfy (1.1), (1.2), (1.3),
(1.4) and (1.5).
Breakdown of solutions to the Navier-Stokes equations on Rn
Assume that n = 3,and ν > 0. Then there exist a smooth, divergence-free vector
field u0 on R3 and a smooth function f on R3 × [0,∞) satisfying (1.6) and
|∂αx∂mt f(x, t)| ≤ CαmK (1 + |x|+ t)−K , x ∈ Rn × [0,∞), α,m,K ≥ 0,
for which there exist no solutions u and p of (1.1), (1.2), (1.3), (1.4) and (1.5)
on R3 × [0,∞).
The Millennium Prize Problem is also formulated for periodic problems. These
problems are also open for the Euler equations, though they are not on the Clay
Institute’s list of prize problems. We close this short discussion by the final remark
of Charles L. Fefferman: ”Fluids are important and hard to understand. There
are many fascinating problems and conjectures about the behavior of solutions of
the Euler and Navier-Stokes equations. (See, for instance, Bertozzi-Majda [5] or
Constantin [12]). Since we don’t even know whether these solutions exist, our
understanding is at a very primitive level.”
Within this thesis we do not neglect compressibility effects. The exact form of
the equations considered is stated in Chapter 2. The incompressible Navier-Stokes
equations (1.1) and (1.2) formulated above are a specialization of the one considered
in this thesis. Since the existence of solutions to the incompressible Navier-Stokes
equations is unknown, it is also unknown for the governing equations formulated in
Chapter 2. Hence, it is the topic of this thesis to suggest, investigate and implement
methods to approximate solutions to a set of equations for which even the existence
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of solutions is not settled. This fact may question the motivation of this whole work.
Critical readers may stop at this point to ask for a settled theoretical background.
On the other hand, considering the importance of the understanding of solutions to
these equations, the implementation and the finding of approximate solutions are
of major importance for many practical problems. Nevertheless, the author of this
thesis is convinced that as long as the theoretical background is missing and the
understanding of these equations ”is at a very primitive level”, the implementations
of algorithms which try to approximately solve these equations can only be of limited
success. It is the theoretical, mathematical background enforcing the rules to solve
these equations.
Though there is a great lack of theoretical understanding, due to their importance
for many practical engineering problems, and the significant increase in compu-
tational power over the last decades, an immense number of computer codes have
been implemented to approximately solve the Euler, the Navier-Stokes or the RANS
equations. More exact, these equations are used to formulate the corresponding
boundary value problems which are then approximately solved. In general, the
domain of interest is approximated by a grid, and the differential or integral opera-
tors are approximated using geometrical data generated from the grid. Going hand
in hand with this, a manner of speaking has been established categorizing these
computer codes into two different classes:
a) Structured grid codes,
b) mixed element grid codes.
For structured grid codes the domain of interest is assembled using only quadrilat-
eral elements in 2D and hexahedral elements in 3D. Each element can be addressed
directly. In structured grid codes this direct addressing is exploited in a straight-
forward manner to realize efficient implementations of algorithms. For example,
considering standard finite difference stencils the residual for some element in a
given structured mesh can be directly computed. Though the efficiency and use
of structured grid codes, due to their simplicity, is advantageous, it turns out that
automatic mesh generation is often extremely difficult for complex geometries, such
as a complete helicopter or the gear of an aircraft. Industrial requirements such
as automatism pose a significant challenge for routine simulations for complex con-
figurations on structured or block-structured meshes. A more realistic situation is
that a computational mesh is generated with an arbitrary, fully automatic mesh
generator.
Hence, meshing strategies which allow the use of additional elements such as tri-
angles, tetrahedra, pyramids and prisms are established. Historically, it seems that
first the quadrilateral and hexahedral element meshes were replaced by triangular
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and tetrahedral meshes. Using only these elements for unstructured grids, unsatis-
factory accuracy was observed for high Reynolds number turbulent flows. For ex-
ample, with comparable degrees of freedom, the accuracy obtained with structured
grids could often not be reproduced with such unstructured grids. As a necessity, it
became clear that in regions of the mesh where steep gradients need to be resolved
(such as the boundary layer around a body) that quadrilateral and hexahedral el-
ements are required. Then discretization schemes comparable to structured grid
codes are obtained. To combine the hexahedral elements with tetrahedrons, addi-
tional elements such as prisms and pyramids were introduced, resulting in mixed
element meshes.
These mixed element meshes only allow for an indirect addressing of the elements.
The additional exploited information from structured grid codes is lost. Therefore,
well known techniques applied in structured grid codes need to be generalized to
mixed element grid codes. As an example, we mention the multigrid technique used
for acceleration of solution algorithms. This technique is straightforward to imple-
ment in structured grid codes exploiting the direct addressing of the elements by
fusing neighboring elements. Within a mixed element grid, this direct information
is missing. One way of generalization of the original idea is the representation of
the mesh and its connectivities by a graph, and then the aggregation of elements
is done by the identification of suited subgraphs. More general, there is a major
consequence of this fully automatic mesh generation idea; namely, it excludes that
the solution method is allowed to make detailed assumptions about the given grid.
This makes the problem to find efficiently an accurate solution on a given grid
inherently more complicated.
Besides classical finite volume discretization schemes over the last decade, so-called
high order methods such as discontinuous Galerkin (DG) have been established.
In contrast to classical finite elements methods the DG methods neglect the con-
struction of global continuous ansatz functions. Instead one uses polynomials of
certain degree only inside one element. The connection to the surrounding ele-
ments is realized using the same flux functions originally derived for finite volume
methods. Then, the finite volume method is interpreted as a DG method with
piecewise constant ansatz functions. In consequence, these methods represent a
natural generalization of the finite volume schemes. Besides the immense increase
in complexity, one major challenge of these methods is the requirement for a high
order representation of the computational mesh.
To be more precise, the surfaces of each element need to be represented by a poly-
nomial. To reach the design order of the method the quadrature formulae and
quadrature points, often a Gauss-Legendre or Gauss-Lobatto method, need to be
adapted to the polynomial representation of the elements. The difficulty to gen-
erate valid meshes for complex geometries comes from the challenge to generalize
the requirement for positive volumes to orientable manifolds. Further challenges for
discontinuous Galerkin discretizations are for example the resolution of shocks. Due
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to these difficulties as well as the fact that analytic solutions of the compressible
Navier-Stokes equations are possibly non-smooth, the advantage to approximate
these solutions by polynomials of high order is in general hard to assess. Over
the last years it seems that these methods have been established in the field of
scale resolving simulations. In this research area the considered geometries are of-
ten rather simple and can be represented by structured grids. Though high order
methods are mathematically attractive, it seems that the full potential and the field
of application is not yet clarified.
The different ways to represent grids go hand in hand with the discretization of the
set of equations are basically a technical question. It is worthwhile to note that
from an industrial point of view the meshing strategies are a major contributing
factor. Mathematically and algorithmically the original system of equations inherits
its properties to the discretized system of equations. With respect to this point of
view, essentially the Navier-Stokes equations represent a time dependent set of
partial differential or integral equations. Given an initial condition at time t = 0 it
is of interest to find an integral curve satisfying the corresponding initial boundary
value problem.
Throughout this thesis it is not the goal to approximate the time envelope of such
an integral curve. We assume that after a certain time T > 0 a solution to the
equations is not time dependent any more. Hence we are only interested in a
steady state solution. This problem can be reformulated as an operator equation
F (x) = y, (1.7)
where F : D(F )→ Y is a nonlinear operator between its domain D(F ) ⊂ X into Y .
For a correct and complete mathematical setting, it is required to characterize F , X
and Y . Since mathematical theory is missing, we assume that F is an injective
Fre´chet differentiable mapping between the Hilbert or Banach spaces X and Y . We
leave it open to specify the scalar products or norms which define the metrics for X
and Y such that (1.7) is well posed. This information is not at hand. Moreover,
the assumptions made about F are also possibly incorrect.
Nevertheless, the assumptions made, allow applying Newton’s method. It is one
of the most powerful techniques for solving nonlinear equations. Its widespread
applications in all areas of mathematics make it one of the most important and
best known procedures in this science. Usually it is the first choice to try for
solving some given nonlinear equation. Many other good methods designed to solve
nonlinear equations often turn out to be variants of Newton’s method attempting
to preserve its convergence properties without its disadvantages. A motivation of
Newton’s method is given by the following elementary construction:
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Figure 1.1: An illustration of Newton’s method
We consider the nonlinear equation f(x) = 0, where f : R→ R is a contin-
uously differentiable function. Let xn be an approximation to some root x
∗
of f and y(x) := f(xn)+f
′(xn)(x−xn) the tangent on f through (xn, f(xn)).
If f ′(xn) 6= 0, then y has exactly one point of intersection with the x-axis,
which we examine as new approximation to x∗. Proceeding in this way,
which is illustrated in Figure 1.1, we obtain the algorithm
xn+1 := xn − [f ′(xn)]−1f(xn), n = 0, 1, 2, . . . .
This idea can be generalized to the operator equation (1.7). Substituting F by its
linear approximation in each Newton step, the least squares problem
‖F ′(xn)h+ F (xn)− y‖2Y = min
h∈X
! (1.8)
needs to be solved. F ′(xn) denotes the Fre´chet derivative of F at xn and the New-
ton update is given by h = xn+1 − xn. This generalized approach is well-known as
Gauss-Newton method. If the operator equation (1.7) is well posed, many differ-
ent local convergence proofs of the Gauss-Newton method have been established to
show convergence of quadratic order under some natural conditions on the opera-
tor F . Unfortunately, a straightforward implementation of this solution method to
approximate a steady state solution of a boundary value problem corresponding to
the Navier-Stokes equations is in general not successful. Additional ingredients and
specification of this method are required.
As a further powerful tool to solve linear and nonlinear equations, multigrid meth-
ods are established. It is the basic idea of multigrid methods to combine a cheap,
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iterative solution method with a hierarchy of operators such that the original prob-
lem can be solved efficiently. Originally these methods were designed for linear
equations. One famous example arises from the discretization of Poisson’s equation
on a unit square. Considering a Cartesian grid, which is coarsened equally, one
obtains for each successive coarser grid level a linear equation which approximates
the equation on the next finer grid level. Then, using for example a Jacobi or
Gauss-Seidel method, to smooth the solution on each grid level together with an
exact solver on the coarsest level one obtains a powerful solution method. It can be
proven that this method requires O(N) operations; that is, it scales only linearly
with the number of degrees of freedom.
For nonlinear problems the multigrid idea has been generalized by what is called the
Full approximation storage (FAS) multigrid method. The FAS multigrid has been
developed and applied to solve problems arising from boundary value problems
corresponding to the Euler and Navier-Stokes equations. To go along with the
original idea of multigrid, it has been combined with cheap smoothers given by
explicit multistage Runge-Kutta methods, which indeed have a very low operation
count per iteration. These methods found their way into many codes. However
for many applications, it is observed that even the introduction of multigrid did
not overcome the problems inherent to solve the Navier-Stokes equations as long as
such weak smoothers were used.
A major factor contributing to the loss in effectiveness of solution methods is that
anisotropic meshes are generally used for the economic resolution of the steep gra-
dients occurring in viscous boundary layers. Such meshes have high aspect ratio
cells, resulting in a stiffness of the discrete system of governing flow equations. It is
this numerical stiffness that creates difficulty in removing certain error modes when
computing flow solutions. For analysis of the effects of such stiffness see Pierce and
Giles [73]. These results questioned the basic idea, if for these kinds of problems
the combination of multigrid with a cheap smoother can be a successful way. This
question is even more severe when one considers the simulation of complex flows
which in general require a significant increase in the number of degrees of freedom
needed to resolve the main flow features.
Then, about a decade ago, it was shown by Rossow, Swanson and Turkel [80,
93, 91] that a significant improvement in both reliability and efficiency can be
reached when the explicit Runge-Kutta smoother is supplemented by an implicit
one. This observation was true not only for one single test case but for several
examples. In [93] the efficiency of the scheme was demonstrated for a 3D wing flow
using the Baldwin-Lomax algebraic turbulence model [3]. In [9] a similar method
was introduced into a block-structured code and the superiority of the method
when compared with explicit or point-Jacobi preconditioned [109, 42] Runge-Kutta
methods was also shown for 3D flows. However, in [9] convergence of the turbulent
flow equation given by an SA model was not shown. Mainly all results shown were
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restricted to structured grid codes, and how to carry these methods over to mixed
element codes was not clear.
Nevertheless, these results suggested that to overcome the stiffness of problems one
has to combine the FAS multigrid method with a powerful method to solve nonlinear
equations, namely kinds of Newton’s method. This observation contradicts the
basic idea of multigrid, but it accommodates the fact that solving the Navier-Stokes
equations themselves are a challenge. Further, in combination with high Reynolds-
numbers, additional equations and variables due to the usage of turbulence models
and meshes with significant anisotropies are an even greater challenge. It is not a
matter of course to solve these sets of equations.
The challenge in solving these equations is evident because even the combination
of FAS multigrid and Newton’s method as a smoother are in general not able to
approximate a solution unless some globalization strategy is introduced. This ob-
servation is reasonable, since for large scale, complex configurations a good initial
guess is often not available. So, strategies are required and need to be included into
the algorithm which overcome the start-up problem. Mathematically and algorith-
mically, none such globalization methods are known which work in the generality
which is necessary. The design of these strategies is open. Within this thesis the
main globalization strategy considered is the generalization of Newton’s method
to some special kind of multistage, implicit Runge-Kutta method. One can also
interpret this method as a regularization strategy. This approach helps for many
problems, but it should not over-estimated. The second major problem with a di-
rect implementation of Newton’s method is to approximate a solution of the inner
linear systems. It turns out that for the problems considered in this thesis, these
linear systems are ill-conditioned. Hence, stabilization strategies are required to
approximate solution.
To summarize the discussion above we are interested in four aspects, which are of
particular importance in the investigation of solution methods for the Navier-Stokes
equations.
a) Accuracy: Starting from a full description of the discretization strategy. Are
there methods and possibilities to evaluate the accuracy of the approximate
solution?
b) Combination of multigrid with implicit smoother: What are the main
ingredients to construct a reliable algorithm to find approximate solutions of
the RANS equations for high Reynolds number turbulent flows?
c) Application to the incompressible limit: Are there possibilities to extend
the discretization and solution strategy to the incompressible limit to get a
closed formulation for the simulation of incompressible and compressible flows,
that is to solve the compressible equations for low inflow Mac
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d) Analysis to assess the methods: Besides heuristic arguments, are there
possibilities to assess the developed methods?
This thesis is roughly divided into four parts. Chapter 2 presents the governing
equations of fluid dynamics. The equations include the Euler and Navier-Stokes
equations as well as the turbulent flow equations to determine the eddy viscosity
required as closure condition for the RANS equations. The discretization strategy
and the total derivatives are carried out in Chapters 3 and 4. The third part of the
thesis is dedicated to describing the construction of solution algorithms. Details
about this topic are given in Chapter 5. Finally, Chapters 6 and 7 are devoted to
numerical examples and scalability investigations necessary to evaluate the algo-
rithms with respect to their parallelization capabilities. We close the introduction
by a detailed explanation concerning the topic of each chapter.
In Chapter 2 we present the governing equations. This presentation comprises
both the RANS equations as well as two kinds of established turbulence models
required to determine the eddy viscosity. Based upon the author’s experience,
one rarely finds a complete summary. Here the nondimensionalization of all these
equations is also given. For completeness, corresponding boundary value problems
including the Euler- and the Navier-Stokes equations are formulated. Here, also the
analytic boundary conditions for the turbulent flow equations are included. Since
turbulence modeling is important in the field of computational fluid dynamics, the
Chapter is closed by a mathematical point of view of this complex topic.
Chapter 3 is dedicated to the discretization strategy. The basic discretization
strategy considered is a finite volume method for mixed element grids. Within this
thesis we derive this method by a discontinuous Galerkin method using constant
ansatz functions. This approach gives evidence to the fact that the established finite
volume methods can be interpreted as a specialization of this more general class of
discretization strategy. To discretize the convective contribution, a numerical flux
function based on a central difference scheme is presented. Two different methods
to extend the scheme for low Mach number flows are derived. The extension of an
existing scheme originally implemented for compressible flows to the incompressible
limit is a long term scientific topic in the world of computational fluid dynamics. For
the discretization of the viscous contribution, both a Green-Gauss method to ap-
proximate the gradients is used and a thin shear layer assumption are implemented.
Theoretical facts as well as numerical examples are used to investigate the effect
of these two different discretization schemes. The implementation of all boundary
conditions is based on a flux formulation. A complete description of the realization
of the boundary conditions is given. Moreover, throughout the literature one rarely
finds a complete presentation of the implementation of the additional turbulence
flow equations. Therefore, this topic is also treated with care.
In Chapter 4 the derivatives required to formulate an implicit solution method are
presented. It was observed in many numerical examples that it is often very impor-
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tant for a successful application of an implicit solution method that the derivatives
are based on the actual discretization strategy. In particular, the inclusion of the
derivatives of the boundary conditions was figured out to be of major importance.
Hence, great importance is attached to a detailed presentation of the derivatives
such that in future work based upon these results easily additional derivatives can
be included. Note, the focus here is not only the mathematical realization of each
of the terms but also the construction of a half automatic differentiation method
such that in future work a good framework is given to add further terms. Also, the
construction and realization of the data structures to save and to work with large
scale block sparse matrices is presented.
Chapter 5 suggests an approach for constructing general, powerful solution al-
gorithms to approximate solutions of nonlinear equations. In particular, it will
be shown that almost all solution algorithms suggested throughout the literature
of computational fluid dynamics are specializations of the general framework sug-
gested in this thesis. This knowledge puts us into a position to assess and classify
the several solution methods. The driver of the solution algorithm is an FAS multi-
grid scheme with an implicit smoother. The smoother is derived by a multistage
diagonal implicit Runge-Kutta method. Being only interested in steady state solu-
tions, the global time step is replaced by a local one for convergence acceleration. It
is concluded that the multistage ansatz as well as the local time step are only meth-
ods to stabilize Newton’s method. And indeed, it will be shown that for certain
parameter choices the smoother turns out to be Newton’s method. Hence, the sug-
gested algorithm is simply some kind of regularized Newton’s method, which is close
to a Levenberg-Marquardt algorithm. Analysis tools are designed giving evidence
that these kinds of regularization and globalization strategies are required to con-
struct stable algorithms to approximate solutions of the Navier-Stokes equations.
Furthermore, it will be shown that simplifications yield to unstable methods.
To construct and try several algorithms, the main features are understood as build-
ing blocks. To realize and to allow for an easy exchange of components a modular
software design was aspired. This put us into a position that the inner linear sys-
tems arising in the implicit Runge-Kutta method can be approximately solved by
a whole variety of methods staring with simple Gauss-Seidel type algorithms and
including linear multigrid methods. These methods in general serve as precondi-
tioners for an outer Krylov solver, typically GMRES. Further details such as the
construction of agglomerated meshes can be found in this Chapter 5.
In Chapter 6 we address applications side. Several examples will be considered to
investigate and evaluate both the discretization strategies as well as the correspond-
ing solution algorithms. First, the focus is the assessment of the solution algorithms.
For several test cases different solution algorithms are tested and compared to give
an idea about their potential and shortcomings. It is not the goal of this thesis to
identify one certain algorithm and to show its superiority compared to all others.
The author of this thesis is also convinced that in general such an assertion is not
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possible due to the variety of parameters and several possibilities to combine the
building blocks. Here, the idea is to show the effect of certain key components
and their necessity. Second, our interest is also with respect to the accuracy of the
scheme. This is an important topic, and for this topic as well, no clear answer in
general can be expected. It is not only the discretization strategy which guides the
accuracy, but also the mesh and naturally the smoothness of an analytic solution.
In particular, smoothness of an analytic solution is on the one hand unknown, nor
can it be expected. For example, flows with a shock, stagnation points, boundary
conditions, corners and edges of the geometry and many other reasons can be con-
sidered to conclude that already an analytic solution is non-smooth. In absence of
this property, the expectation of the approximate solution converging on a sequence
of refined meshes of more than order one to an analytic solution cannot be satisfied
in general.
In Chapter 7 parallelization issues are briefly investigated. It is one of the most
important demands nowadays that suggested and implemented algorithms work
efficiently on high performance computing clustering systems. Such an investigation
shows to what extent the additional employed resources pay off. In general, there
is a distinction between strong scaling and weak scaling of algorithms. Roughly
speaking, the considered problem size for the latter one is increased when one uses
more resources. Hence, to show that an algorithm scales well in a weak sense
is often not too difficult. Therefore, an assertion about weak scaling is often of
minor interest. Hence, the investigation considered here is with respect to strong
scaling. Here the problem size is fixed and the resources to solve the problem are
systematically increased. Due to the fact that each subproblem is getting smaller
and smaller, it is expected that from some point the additional employed resources
will not pay off any more. The investigation, when this is going to happen, is
considered in this chapter.
Finally, we discuss our results and conclude this thesis with an outlook in Chap-
ter 8.
Chapter 2
The RANS equations
In this chapter we present the Reynolds averaged Navier-Stokes (RANS) equations
considering Boussinesq’ eddy viscosity assumption. To determine the a-priori un-
known eddy viscosity, two in the field of computational fluid dynamics established
turbulence models are introduced. These are called the Spalart-Allmaras (SA)
model and the kω-model of Wilcox. Starting from the RANS equations the math-
ematically connection to the Navier-Stokes equations and the Euler equations is
explained and corresponding boundary value problems are formulated. Since a
complete presentation of nondimensionalization of the equations could not be found
in the literature, in particular not of the additional turbulence flow equations, we
have emphasized this topic in the second part of this chapter. Due to the impor-
tance of turbulence modeling, which is required to resolve the main characteristics
of high Reynolds number turbulent flows, this chapter closes with a section about
a mathematical view on this complex topic.
2.1 Governing equations
In this chapter we deal with both the dimensional and the nondimensional form of
the Navier-Stokes equations. In all the following chapters only the nondimensional
form is of interest. To distinguish between dimensional and nondimensional vari-
ables, the dimensional quantities are marked with a .ˆ For example, the dimensional
physical time is denoted by Tˆ and the physical density by ρˆ. Section 2.3 is devoted
to carry the dimensional form of the equations over to their nondimensional form,
which is then the only relevant form of the equations considered throughout this
thesis.
To describe flow effects we consider for the domain Dˆ ⊂ Rm, m = 2, 3, i.e., an
open and connected set, and an interval [0, Tˆ ) ⊂ R, Tˆ > 0, the RANS equations
in conservative form. These are a system of non-linear conservation laws which
results naturally from the fundamental laws of conversation of mass, momentum
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and energy. The dimensional form of the governing equations can be expressed in
integral form by
0 =
d
dtˆ
VDˆ
(
Wˆ
) (
tˆ
)
+R∂Dˆ
(
Wˆ
) (
tˆ
)
, tˆ ∈
[
0, Tˆ
)
, (2.1a)
where the integral operators VDˆ and R∂Dˆ are given by
VDˆ
(
Wˆ
) (
tˆ
)
:=
∫
Dˆ
Wˆ
(
xˆ, tˆ
)
dxˆ (2.1b)
Rc,∂Dˆ
(
Wˆ
) (
tˆ
)
:=
∫
∂Dˆ
〈
fc
(
Wˆ
(
yˆ, tˆ
))
, n(yˆ)
〉
ds(yˆ), (2.1c)
Rv,∂Dˆ
(
Wˆ
) (
tˆ
)
:=
∫
∂Dˆ
〈
fv
(
Wˆ
(
yˆ, tˆ
))
, n(yˆ)
〉
ds(yˆ), (2.1d)
R∂Dˆ := Rˆc,∂Dˆ − Rˆv,∂Dˆ, (2.1e)
and Wˆ : Dˆ × [0, Tˆ )→ Rm+2,
Wˆ
(
xˆ, tˆ
)
:=
(
ρˆ(xˆ, tˆ), ρˆ(xˆ, tˆ)uˆ(xˆ, tˆ), ρˆ(xˆ, tˆ)Eˆ(xˆ, tˆ)
)T
,
denotes the vector field of conserved variables and n is the unit outward normal
on ∂Dˆ. The terms fc and fv describe the convective and viscous contribution
fc
(
Wˆ
)
:=


ρˆuˆ
ρˆuˆ1uˆ+ pˆe1
...
ρˆuˆmuˆ+ pˆem
ρˆHˆuˆ

 , fv
(
Wˆ
)
:=


0
τ1
(
Wˆ
)
...
τm
(
Wˆ
)
θ
(
Wˆ
)


, m = 2, 3,
and 〈fc, n〉 and 〈fv, n〉 are called the convective and viscous flux in normal direc-
tion n. The expression
〈x, y〉 :=
m∑
j=1
xjyj, x, y ∈ Rm,
denotes the standard l2 scalar product in Rm and needs to be understood component
by component for each of the equations in (2.1a). Throughout this thesis the
symbols e1, . . . , em denote the standard orthonormal basis of R
m, i.e.
e1 =


1
0
0
...
0

 , e2 =


0
1
0
...
0

 , . . . , em =


0
0
...
0
1

 .
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The dimensional quantities ρˆ, uˆ = (uˆ1, . . . , uˆm)
T , Eˆ and
Hˆ := Eˆ + pˆ/ρˆ (2.2)
are the density, velocity, the specific total energy, and the enthalpy of the fluid. The
momentum in xˆj direction is given by the product of density and velocity, m̂omj :=
ρˆuˆj. The equation of state
pˆ
(
Wˆ
(
xˆ, tˆ
))
:= (γ − 1)ρˆ (xˆ, tˆ)
(
Eˆ
(
xˆ, tˆ
)− ‖uˆ
(
xˆ, tˆ
) ‖22
2
)
(2.3)
defines the pressure pˆ and γ is the gas dependent ratio of specific heats, which is
given by 1.4 for air. The speed of sound aˆ, dimensionless Mach number M and
temperature Tˆ are defined by
aˆ :=
√
γpˆ
ρˆ
, M :=
‖uˆ‖2
aˆ
, Tˆ :=
pˆ
ρˆℜˆ , (2.4)
where ℜˆ describes the universal gas constant. The speed of sound aˆ can be refor-
mulated using the equation of state (2.3) and (2.2)
aˆ2 =
1
ρˆ
[pˆ+ (γ − 1)pˆ]
=
1
ρˆ
[
(γ − 1)ρˆ
(
Eˆ − ‖uˆ‖
2
2
2
)
+ (γ − 1)pˆ
]
= (γ − 1)
(
Eˆ +
pˆ
ρˆ
− ‖uˆ‖
2
2
2
)
= (γ − 1)
(
Hˆ − ‖uˆ‖
2
2
2
)
. (2.5)
To give the definition of the viscous flux fv we introduce the strain rate tensor.
Definition 2.1.1 The strain rate tensor S = S (uˆ) = S (uˆ (xˆ, tˆ)) is given by the
symmetric part of the total derivative of the flow velocity uˆ,
S (uˆ) := 1
2
(
duˆ
dxˆ
+
(
duˆ
dxˆ
)T)
.
The trace free shear stress tensor S is denoted by
S (uˆ) := S (uˆ)− 1
3
div (uˆ) Id. (2.6)
Additionally, we define the vorticity Ω = Ω (uˆ) = Ω
(
uˆ
(
xˆ, tˆ
))
by the skew-symmetric
part of the total derivative of the flow velocity uˆ,
Ω (uˆ) :=
1
2
(
duˆ
dxˆ
−
(
duˆ
dxˆ
)T)
.
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Corollary 2.1.2 For m = 3 The trace free shear stress tensor S is trace free.
Proof: The assertion follows for m = 3 by
tr
(S) = tr (S)− 1
3
tr ( div (uˆ) Id) = div (uˆ)− 1
3
(m div (uˆ)) = 0.

Assuming that an effective viscosity
µeff := µeff
(
Wˆ
)
= µeff
(
Wˆ
(
xˆ, tˆ
))
is given and, using Stoke’s hypothesis, that the bulk viscosity satisfies λ = −2/3µeff ,
the viscous stress tensor τ = τ
(
Wˆ
)
= τ
(
Wˆ
(
xˆ, tˆ
))
is given by
τ
(
Wˆ
)
:= µeffS + λ div(uˆ)Id = 2µeff
(
S − 1
3
div(uˆ)Id
)
= 2µeffS. (2.7)
Hence, τ is symmetric and can be explicitly expressed by
τii
(
Wˆ
)
= 2µeff
∂uˆi
∂xˆi
+ λ div(uˆ) =
2
3
µeff
(
2
∂uˆi
∂xˆi
−
m∑
j=1,j 6=i
∂uˆj
∂xˆj
)
, i = 1, . . . , m,
τij
(
Wˆ
)
= 2µeffSij = µeff
(
∂uˆi
∂xˆj
+
∂uˆj
∂xˆi
)
, τji = τij , 1 ≤ i < j ≤ m.
The missing viscous flux term for the energy equation is given by
θ
(
Wˆ
)
:= τ
(
Wˆ
)
uˆ+ q
(
Wˆ
)
, (2.8a)
q
(
Wˆ
)
:= κeff grad Tˆ , (2.8b)
which can be expressed componentwise by
θj
(
Wˆ
)
:=
(
m∑
k=1
τjk
(
Wˆ
)
uˆk
)
+ κeff
∂Tˆ
∂xˆj
, j = 1, . . . , m.
The effective viscosity µeff and effective conductivity κeff are computed by
µeff := µl + µt, κeff := κl + κt, (2.9)
and the laminar viscosity is given by Sutherland’s law
µl
(
Wˆ
)
:= µˆl,∞
(
Tˆ
Tˆ∞
)3/2
Tˆ∞ + ˆ¯T
Tˆ + ˆ¯T
, µˆl,∞ :=
ρˆ∞uˆ∞Lˆ
Re
, (2.10)
κl
(
Wˆ
)
:=
cˆpµl
(
Wˆ
)
Prl
and cˆp := ℜˆ γ
γ − 1 , (2.11)
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whereby ρˆ∞ > 0 and uˆ∞ > 0 denote some constant reference density and veloc-
ity, Lˆ > 0 is some constant reference length scale, Re > 0 is the corresponding
Reynolds number,
ˆ¯T := 110.4K (2.12)
is Sutherland’s constant, ℜˆ is the universal gas constant and the laminar Prandtl
number is given by Prl := 0.72. The choice of the not yet determined constant
values is topic of Section 2.3. For later use, according to the laminar dynamic
viscosity µl we define the laminar kinematic viscosity by
νl
(
Wˆ
)
:=
µl
(
Wˆ
)
ρˆ
. (2.13)
Finally, computational prescriptions of the additional unknowns introduced in (2.9),
namely the eddy viscosity µt and the turbulent thermal conductivity κt are required.
Given the eddy viscosity µt the turbulent thermal conductivity is described by the
algebraic relation
κt := cˆp
µt
Prt
, P rt := 0.92. (2.14)
Here the turbulent Prandtl number Prt was introduced. In all the examples con-
sidered in Chapter 6 we chose for the turbulent Prandtl number Prt the value given
in (2.14). Note that one also finds values of Prt = 0.9 [17, p. 13] and Prt = 0.91 in
the literature. The algebraic relation (2.14) reduces the two additional unknowns
to one.
To define the eddy viscosity µt is not straightforward. It is the topic of turbulence
modeling to provide a physically reasonable function µt to simulate turbulent fluid
flows. In our context it is computed from additional unknowns denoted in the
following by Wˆt. These are the solution of additional equations, so-called turbulence
flow equations, which will be presented in Section 2.2 below. Here, at the outset
we postulate that
µt
(
Wˆt, Wˆ
)
(xˆ, tˆ) ≥ 0 for all (xˆ, tˆ) ∈ Dˆ × [0, Tˆ) . (2.15)
Note, the formulation of the RANS equations (2.1a) allows for any reasonable func-
tion µt. It does not necessarily need to be determined by further complex systems
of differential or integral equations. Assuming this function is known a-priori, it
could be simply fed into the set of equations (2.1a). Finally, corresponding to the
laminar kinematic viscosity (2.13) we define the turbulent kinematic viscosity by
νt
(
Wˆt, Wˆ
)
:=
µt
(
Wˆt, Wˆ
)
ρˆ
. (2.16)
Before we introduce the turbulence models of Spalart and Allmaras [85, 1] and
the kω-model of Wilcox [112, 113], we give a short definition of the set of equations
of interest in this thesis.
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Definition 2.1.3 Consider the system of integral equations (2.1a).
a) Assume that fv ≡ 0 for all
(
xˆ, tˆ
) ∈ Dˆ× [0, Tˆ). Then we call (2.1a) the Euler
equations, that is (2.1a) is reduced to
0 =
d
dtˆ
VDˆ
(
tˆ
)
+Rc,∂Dˆ
(
Wˆ
) (
tˆ
)
, tˆ ∈
[
0, Tˆ
)
.
b) Assume that µt ≡ κt ≡ 0. Then we call (2.1a) the (laminar) Navier-Stokes
equations.
c) Otherwise we call (2.1a) the Reynolds-averaged Navier-Stokes equations.
Remark 2.1.4 To obtain from the system of integral equations (2.1a) the Euler
equations it is equivalent to assume that µt ≡ µl ≡ 0. Hence, the Euler equations
neglect diffusive and turbulence effects. That is, these equations model inviscid
flows.
2.2 Turbulence models
Turbulence modeling is established in the field of computational fluid dynamics.
The origin of modern turbulence theory goes back to Kolmogorov [38, 39]. He in-
troduced the concepts of scale similarity and of a universal inertial cascade. Never-
theless, also before Kolmogorov the description of turbulence was already a subject.
It was known for a long time that fluids do not flow smoothly at large scales. This
fundamental observation became aware of rivers and clouds. The first quantitative
observations of turbulence had been made in the middle of the nineteenth century.
State of the art turbulence models use either algebraic relations or systems of differ-
ential or integral equations to describe mathematically the appearance and dissipa-
tion of turbulence in high Reynolds number turbulent flows. An important example
representing an algebraic turbulence model is the one of Baldwin and Lomax [3]. In
this thesis we restrict ourselves to linear turbulence models represented by differen-
tial or integral equations. The solutions of these equations are additional quantities
in the considered fluid. These occurring variables extend the degrees of freedom
given by the conservative variables Wˆ by a further unknown function
Wˆt : Dˆ × [0, Tˆ )→ RNt .
Here Nt ∈ N depends on the turbulence model. In this thesis we have
Nt = 1 for the Spalart-Allmaras model,
Nt = 2 for the Wilcox kω-model.
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These additional variables are then used to to determine the eddy viscosity,
µt = µt
(
Wˆt
(
xˆ, tˆ
)
, Wˆ
(
xˆ, tˆ
)) ≥ 0 for all (xˆ, tˆ) ∈ Dˆ × [0, Tˆ) ,
required for (2.9). Using (2.14) the additional effective conductivity is computed.
The determination of µt closes the system of the Reynolds averaged Navier-Stokes
equations (2.1a).
There exist plenty of turbulence models. There does not even exist one kind of
turbulence model, but throughout the literature there are many kinds of such mod-
els. In this thesis we consider the one-equation turbulence model introduced by
Spalart and Allmaras [85] and revisited in [1]. As a two-equation model we use the
kω-type model of Wilcox published in 1988 [112]. These two considered models will
be presented in the following Sections 2.2.1 and 2.2.2. As preparation we shortly
give the following definition.
Definition 2.2.1 Assume that A ∈ Rn×n, A = (aij)1≤i,j≤n and B ∈ Rn×n, B =
(bij)1≤i,j≤n. Then we define the product
A⊗ B :=
n∑
i,j=1
aijbij . (2.17)
Lemma 2.2.2 Assume that m = 3. Then the following equations hold:
S ⊗ duˆ
dxˆ
=
2
3
{
3∑
i=1
(
∂uˆi
∂xˆi
)2
−
∑
1≤i<j≤3
(
∂uˆi
∂xˆi
∂uˆj
∂xˆj
)}
+
1
2
∑
1≤i<j≤3
(
∂uˆi
∂xˆj
+
∂uˆj
∂xˆi
)2
Ω⊗ Ω = 1
2
∑
1≤i<j≤3
(
∂uˆi
∂xˆj
− ∂uˆj
∂xˆi
)2
=
1
2
‖curl (uˆ) ‖22.
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Proof: Both assertions follow by direct computations:
S ⊗ duˆ
dxˆ
=
{(
2
3
∂uˆ1
∂xˆ1
− 1
3
∂uˆ2
∂xˆ2
− 1
3
∂uˆ3
∂xˆ3
)
∂uˆ1
∂xˆ1
+
(
−1
3
∂uˆ1
∂xˆ1
+
2
3
∂uˆ2
∂xˆ2
− 1
3
∂uˆ3
∂xˆ3
)
∂uˆ2
∂xˆ2
+
(
−1
3
∂uˆ1
∂xˆ1
− 1
3
∂uˆ2
∂xˆ2
+
2
3
∂uˆ3
∂xˆ3
)
∂uˆ3
∂xˆ3
}
+
1
2
3∑
i,j=1,i6=j
(
∂uˆi
∂xˆj
+
∂uˆj
∂xˆi
)
∂uˆi
∂xˆj
=
2
3
{
3∑
i=1
(
∂uˆi
∂xˆi
)2
−
(
∂uˆ1
∂xˆ1
∂uˆ2
∂xˆ2
+
∂uˆ1
∂xˆ1
∂uˆ3
∂xˆ3
+
∂uˆ2
∂xˆ2
∂uˆ3
∂xˆ3
)}
+
1
2
{(
∂uˆ1
∂xˆ2
)2
+
∂uˆ1
∂xˆ2
∂uˆ2
∂xˆ1
+
(
∂uˆ2
∂xˆ1
)2
+
(
∂uˆ1
∂xˆ3
)2
+
∂uˆ1
∂xˆ3
∂uˆ3
∂xˆ1
+
(
∂uˆ3
∂xˆ1
)2
+
(
∂uˆ2
∂xˆ3
)2
+
∂uˆ2
∂xˆ3
∂uˆ3
∂xˆ2
+
(
∂uˆ3
∂xˆ2
)2}
=
2
3
{
3∑
i=1
(
∂uˆi
∂xˆi
)2
−
∑
1≤i<j≤3
(
∂uˆi
∂xˆi
∂uˆj
∂xˆj
)}
+
1
2
∑
1≤i<j≤3
(
∂uˆi
∂xˆj
+
∂uˆj
∂xˆi
)2
,
4 (Ω⊗ Ω) =
3∑
i,j=1
(
∂uˆi
∂xˆj
− ∂uˆj
∂xˆi
)2
= 2
{(
∂uˆ1
∂xˆ2
− ∂uˆ2
∂xˆ1
)2
+
(
∂uˆ1
∂xˆ3
− ∂uˆ3
∂xˆ1
)2
+
(
∂uˆ2
∂xˆ3
− ∂uˆ3
∂xˆ2
)2}
= 2‖curl (uˆ) ‖22.

2.2.1 Spalart-Allmaras model
The Spalart-Allmaras turbulence model is an established, widely accepted state of
the art one-equation turbulence model. Throughout this thesis we follow exactly
the recommendations and modifications given in [1, Section 3]. The additional
introduced unknown function is
Wˆt = ˆ˜ν.
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Then, for tˆ ∈
[
0, Tˆ
)
it needs to satisfy the integral equation
VDˆ
(
QSA
(
ˆ˜ν, Wˆ
)) (
tˆ
)
=
d
dtˆ
VDˆ
(
ˆ˜ν
) (
tˆ
)
+R∂Dˆ,SA
(
ˆ˜ν, Wˆ
) (
tˆ
)
, (2.18)
where the integral operators are
Rc,∂Dˆ,SA
(
ˆ˜ν, Wˆ
) (
tˆ
)
:=
∫
∂Dˆ
〈
fc,SA
(
ˆ˜ν
(
yˆ, tˆ
)
, Wˆ
(
yˆ, tˆ
))
, n(yˆ)
〉
ds(yˆ),
Rv,∂Dˆ,SA
(
ˆ˜ν, Wˆ
) (
tˆ
)
:=
∫
∂Dˆ
〈
fv,SA
(
ˆ˜ν
(
yˆ, tˆ
)
Wˆ
(
yˆ, tˆ
))
, n(yˆ)
〉
ds(yˆ),
R∂Dˆ,SA := Rˆc,∂Dˆ,SA − Rˆv,∂Dˆ,SA.
The terms fc,SA and fv,SA describe the convective and viscous contribution
fc,SA
(
ˆ˜ν, Wˆ
)
:= ˆ˜νuˆ,
fv,SA
(
ˆ˜ν, Wˆ
)
:=
1
σ


(
νl + ˆ˜ν
)
grad
(
ˆ˜ν
)
, ˆ˜ν ≥ 0,(
νl + fn ˆ˜ν
)
grad
(
ˆ˜ν
)
, ˆ˜ν < 0,
where νl denotes the kinematic viscosity (2.13) and the multiplicator fn is given by
fn
(
ˆ˜ν, Wˆ
) (
xˆ, tˆ
)
:=
cn1 +
(
χ
(
xˆ, tˆ
)
)
)3
cn1 −
(
χ
(
xˆ, tˆ
))3 , cn1 := 16,
χ
(
ˆ˜ν, Wˆ
)
:=
ˆ˜ν
νl
(
Wˆ
) . (2.19)
Given the transported variable ˆ˜ν the eddy viscosity µt is computed by
µt
(
ˆ˜ν, Wˆ
)
:=
{
ρˆˆ˜νfv1 , ˆ˜ν ≥ 0,
0, ˆ˜ν < 0,
fv1
(
ˆ˜ν, Wˆ
)
:=
χ3
(
ˆ˜ν, Wˆ
)
χ3
(
ˆ˜ν, Wˆ
)
+ c3v1
. (2.20)
To formulate the volume integral operator VDˆ (QSA)in (2.18) so-called source terms
are required. First note that the term QSA is a sum of three terms,
QSA := PrSA −DeSA +DiSA,
34 CHAPTER 2. THE RANS EQUATIONS
which are called production, destruction and diffusion source terms. They are given
by
PrSA :=
{
cb1 (1− ft2) S˜ ˆ˜ν, ˆ˜ν ≥ 0
cb1 (1− ct3)S ˆ˜ν, ˆ˜ν < 0 , ft2 := ct3 exp
(−ct4χ2) ,
DeSA :=


(
cw1fw − cb1κ2 ft2
) ( ˆ˜ν
dˆ
)2
, ˆ˜ν ≥ 0
−cw1
(
ν˜
dˆ
)2
, ˆ˜ν < 0
, fw := g
(
1 + c6w3
g6 + c6w3
)1/6
DiSA :=
cb2
σ
∥∥∥grad ˆ˜ν∥∥∥2
2
,
S :=
√
2Ω⊗ Ω, S :=
ˆ˜ν
κ2dˆ2
fv2, S˜ :=
{
S + S, S ≥ −cv2S
S +
S(c2v2S+cv3S)
(cv3−2cv2)S−S , S < −cv2S
,
g := r + cw2r
(
r5 − 1) , r := min
{
ˆ˜ν
κ2dˆ2S˜
, 10
}
, fv2 := 1− χ
1 + χfv1
,
cb1 := 0.1355, cb2 := 0.622, σ :=
2
3
, κ := 0.41,
cw1 :=
cb1
κ2
+
1 + cb2
σ
, cw2 := 0.3, cw3 := 2,
ct3 := 1.2, ct4 := 0.5, cv1 := 7.1, cv2 := 0.7, cv3 := 0.9,
and dˆ is the distance to the closest wall. Note that due to Lemma 2.2.2 for the
three-dimensional case the definition of S can be replaced by
S = ‖curl (uˆ) ‖2.
2.2.2 kω-model
Two equations turbulence models are also widely used in the world of computational
fluid dynamics. The two differential or integral equations describe quantities for the
turbulence kinetic energy and the length scale or dissipation rate. There exist many
variants of these models.
A rather complete overview of the number of possible models as well as their
relation can be found in the report by Bredberg [8]. In general, they can be
classified in the kε-type and kω-type models. The dimensional transport vari-
ables kˆ = kˆ
(
xˆ, tˆ
)
, εˆ = εˆ
(
xˆ, tˆ
)
and ωˆ = ωˆ
(
xˆ, tˆ
)
resp. describe the turbulence kinetic
energy and the rate of dissipation of the turbulence kinetic energy. Given the func-
tions kˆ, εˆ and ωˆ resp. the required eddy viscosity is then computed either by for
example
µt = Cµρˆ
kˆ2
εˆ
, Cµ :=
9
100
,
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or
µt = ρˆ
kˆ
ωˆ
. (2.21)
Early two equation models rely on the work of Rodi and Spalding [76] and Jones
and Launder [32]. Another established two equation model is Menter’s Shear-Stress
Transport (SST) model [59, 61]. It combines a kε-type and kω-type model using
an intermediate function such that it behaves in the neighborhood of a no-slip wall
like a kω-type and in the region far away from the wall like a kε-type model. Also,
for the original kω-type model of Wilcox published in 1988 [112] there has been an
update in 2008 [114] where several additional source terms have been introduced.
Besides this general classifications two equation type models possibly differ in their
actual formulation. For example:
a) One finds in the literature that the production term in the equation for the
turbulence kinetic energy may be formulated using the strain rate or the
vorticity.
b) Often one finds that the production term in the equation for the turbulence
kinetic energy is limited with respect to the destruction term.
c) Several limitation techniques directly related to the variables k and ω are
established.
d) Limitations of the resulting eddy viscosity can be found.
e) Boundary conditions are often not described or different.
f) Parameter choices are different.
With respect to all the variations that can be found, to the author’s opinion it can
be assumed that there do not exist two computer codes implementing the same two
equation turbulence models. And the reason for all these variations is an interesting
question on its own.
One answer possibly is that within the context of the compressible RANS equations
in combination with a two equation model the robust approximation of a steady
state solution is not straightforward. However, being aware of the fact that physical
modeling of turbulence is an ongoing task in the field of computational fluid dynam-
ics and that the number of possible two equation models which have been published
is large, within this thesis we restrict our investigations to the original kω-model of
Wilcox published in 1988 [112].
Denoting the additional dimensional variables for the kω-model by
Wˆt =
(
kˆ, ωˆ
)
,
36 CHAPTER 2. THE RANS EQUATIONS
the dimensional form of the governing integral equations for the turbulence model
is for tˆ ∈
[
0, Tˆ
)
expressed by
VDˆ
(
Q(k,ω)
(
Wˆt, Wˆ
)) (
tˆ
)
=
d
dtˆ
VDˆ
(
Wˆt
) (
tˆ
)
+R∂Dˆ,(k,ω)
(
Wˆt, Wˆ
) (
tˆ
)
, (2.22)
where the integral operators are
Rc,∂Dˆ,(k,ω)
(
Wˆt, Wˆ
) (
tˆ
)
:=
∫
∂Dˆ
〈
fc,(k,ω)
(
Wˆt
(
yˆ, tˆ
)
, Wˆ
(
yˆ, tˆ
))
, n(yˆ)
〉
ds(yˆ),
Rv,∂Dˆ,(k,ω)
(
Wˆt, Wˆ
) (
tˆ
)
:=
∫
∂Dˆ
〈
fv,(k,ω)
(
Wˆt
(
yˆ, tˆ
)
, Wˆ
(
yˆ, tˆ
))
, n(yˆ)
〉
ds(yˆ),
R∂Dˆ,(k,ω) := Rˆc,∂Dˆ,(k,ω) − Rˆv,∂Dˆ,(k,ω).
Here the convective fc,(k,ω) and viscous fv,(k,ω) contributions as well as the source
terms Q(k,ω) are given by
fc,(k,ω)
(
Wˆt, Wˆ
)
:=
(
kˆuˆ
ωˆuˆ
)
,
fv,(k,ω)
(
Wˆt, Wˆ
)
:=


(
νl + σk
kˆ
ωˆ
)
grad kˆ(
νl + σω
kˆ
ωˆ
)
grad wˆ

 ,
Q(k,ω)
(
Wˆt, Wˆ
)
:=

 Prk,(k,ω)
(
Wˆt, Wˆ
)
−Dek,(k,ω)
(
Wˆt, Wˆ
)
Prω,(k,ω)
(
Wˆt, Wˆ
)
−Deω,(k,ω)
(
Wˆt, Wˆ
)

 .
The kinematic viscosity νl is defined in (2.13). The production and destruction
terms required to formulate the source terms are
Prk,(k,ω)
(
Wˆt, Wˆ
)
:= 2
kˆ
ωˆ
S (uˆ)⊗ duˆ
dxˆ
, Dek,(k,ω)
(
Wˆt, Wˆ
)
:= β∗kˆωˆ
P rω,(k,ω)
(
Wˆt, Wˆ
)
:= αS (uˆ)⊗ duˆ
dxˆ
, Deω,(k,ω)
(
Wˆt, Wˆ
)
:= βωˆ2.
The term S ⊗ du
dx
is explicitly given in Lemma 2.2.2. Often, in the literature one
also finds
Prω,(k,ω) = α
ωˆ
kˆ
P rk,(k,ω) = αν
−1
t Prk,(k,ω) (2.23)
as definition, where νt is given by (2.16). Though such definition is analytically
equivalent, within an implementation care must be taken, since k tends to have
very small values near zero. This may cause loss of stability of the algorithm.
Furthermore, we also do not use the clean production term stated above, but the
analytic representation is replaced by
P˜ rk,(k,ω) := min
{
Prk,(k,ω), 20 ·Dek,(k,ω)
}
. (2.24)
We will show in example in Section 6.11.1 the necessity for (2.24).
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2.3 Nondimensionalization
The choice of nondimensional parameters is arbitrary. Here we follow the Bucking-
ham π theorem.
Theorem 2.3.1 Assume that P1, . . . ,Pn are physical quantities measured in a con-
sistent system of units, that is the SI system (International System of Units). The
basic units are the meter, kilogram, second, ampere, and kelvin (m, kg, sec, A, K).
Then any physically meaningful relation
Φ(P1, . . . ,Pn) = 0, Pj 6= 0, j = 1, . . . , n,
is equivalent to a relation of the form
Ψ(π1, . . . , πn−r) = 0
involving a maximal set of independent dimensionless combinations.
Proof: See for example the textbook of Bluman and Kumei [7].

Roughly speaking, Theorem 2.3.1 states that if the equation of a physical law in-
volves n physical variables, and the rank of the matrix of dimensions is k, then the
original equation is equivalent to an equation involving a set of n− k dimensionless
parameters constructed from the original variables.
To apply Theorem 2.3.1 to the equation (2.1a) we choose the five following indepen-
dent variables density ρˆ, pressure pˆ, temperature Tˆ , velocity uˆ, and the universal gas
constant ℜˆ. The dimension matrix of the these quantities is given in Table 2.1. To
ρˆ pˆ Tˆ uˆ ℜˆ
kg 1 1 0 0 0
m -3 -1 0 1 2
sec 0 -2 0 -1 -2
K 0 0 1 0 1
Table 2.1: Dimensional matrix
find a dimensionless combination of ρˆ, pˆ, Tˆ , uˆ, and ℜˆ we need to determine λ1, . . . λ5
such that
1 =
[
ρˆλ1 pˆλ2Tˆ λ3uˆλ4ℜˆλ5
]
=
(
kg
m3
)λ1 ( kg
m · sec2
)λ2
Kλ3
( m
sec
)λ4 ( m2
sec2 ·K
)λ5
,
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which is equivalent to find nontrivial solutions of the linear system
Aphysλ = 0, where Aphys :=


1 1 0 0 0
−3 −1 0 1 2
0 −2 0 −1 −2
0 0 1 0 −1

 . (2.25)
Theorem 2.3.2 The matrix Aphys has rank 3 and a basis of the null space N (Aphys)
is given by
v1 :=


−1
1
−1
0
−1

 and v2 :=


0
0
1
−2
1

 .
Proof: The theorem follows by straightforward computations.

So, using Theorem 2.3.2 according to the chosen basis vectors of N (Aphys) dimen-
sionless combinations are
1 =
[pˆ]
[ρˆ]
[
Tˆ
] [
ℜˆ
] (2.26a)
1 =
[
Tˆ
] [
ℜˆ
]
[uˆ]2
. (2.26b)
And, due to Theorem 2.3.2 the combinations (2.26) represent a maximal set of inde-
pendent dimensionless combinations. To nondimensionalize the variables, assume
that reference states with dimensions ρref , pref , Tref are given. Then, using (2.26a)
and (2.26b) we obtain
ℜref = pref
ρrefTref
and uref =
√
Trefℜref =
√
pref
ρref
. (2.27)
Hence, non-dimensionalized variables, free stream values, and additionally the length
scale and time may be obtained by
ρ := ρˆ/ρref , ρ∞ := ρˆ∞/ρref ,
p := pˆ/pref , p∞ := pˆ∞/pref ,
T := Tˆ /Tref , T∞ := Tˆ∞/Tref ,
L := Lˆ/Lref , t := L/u. (2.28a)
For simplicity we choose ρref = ρˆ∞, pref = pˆ∞, and Tref = Tˆ∞. Due to this choice
the reference kinematic and laminar viscosity are given by
νl,ref = urefLref , µl,ref = ρrefνl,ref . (2.29)
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As a consequence, we obtain the following normalized nondimensionalized relations
ρ∞ = 1, (2.30a)
p∞ = 1,
T∞ = 1,
ℜ = 1,
u∞ =
uˆ∞√
pref
ρref
=
M∞aˆ∞√
pref
ρref
=
M∞
√
γ pˆ∞
ρˆ∞√
pref
ρref
=M∞
√
γ, (2.30b)
a∞ =
√
γp∞
ρ∞
=
√
γ,
µl,∞ =
ρ∞u∞L
Re
=
√
γM∞L
Re
. (2.30c)
To this end Sutherland’s law (2.10) in its nondimensionalized version is implemented
by
µl =
√
γM∞L
Re
(
Tˆ
Tref
)3/2 Tˆ∞Tref + ˆ¯TTref
Tˆ
Tref
+
ˆ¯T
Tref

 = √γM∞L
Re
Γ (T ) , (2.31a)
Γ (T ) := T 3/2
(
1 + Csuth
T + Csuth
)
, Csuth :=
ˆ¯T
Tref
. (2.31b)
The implementation of (2.31b) requires both the temperature ˆ¯T defined in (2.12)
and the reference temperature Tref or the relation Csuth. Both must be given for a
viscous computation. In general we choose Tref = 273.15K. Furthermore, note that
the velocity u represents a three dimensional vector field
u : D × [0, T ) → Rm
(x, t) 7→


u1(x, t)
...
um(x, t)


and the equation (2.30b) is understood that u∞ = ‖u∞‖2 =M∞√γ.
Not only the variables need to be nondimensionalized, in general the domain Dˆ
describes the physical domain and needs to be scaled to the nondimensional domain.
Hence, whole integral equation (2.1a) has to be reformulated in nondimensional
form. In a first step the differential operators and integrals need to be represented
with respect to the nondimensional length scale L.
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Definition 2.3.3 Assume that D ⊂ Rm. The mapping
g1 : D → Dˆ,
x 7→ xˆ = Lrefx,
describes in the following the conversion of the scaled domain D by the reference
length Lref to the original domain Dˆ. The mapping
g2 : [0, T ) → [0, Tˆ ),
t 7→ tˆ = Lref
uref
t,
describes the conversion of time to nondimensional time. Finally we define the
mapping g(x, t) = (g1(x), g2(t)).
Lemma 2.3.4 The differential operators satisfy
d
dtˆ
=
uref
Lref
d
dt
, (2.32)
∂
∂xˆj
=
1
Lref
∂
∂xj
. (2.33)
Proof: We define the mapping h(t) = treft =
Lref
uref
t (see (2.30c)). Hence, we have
dh(t)
dt
=
Lref
uref
,
dh−1(tˆ)
dtˆ
=
uref
Lref
,
which proves (2.32). The partial derivative of g1 of Definition 2.3.3 is given by
∂g(x)
∂xj
= Lref ,
∂g−1(x)
∂xj
=
1
Lref
,
which proves (2.33).

Lemma 2.3.5 Let g1 be given by Definition 2.3.3 and let us assume that (2.28a)
holds. Then we have ∫
Dˆ
v(x)dx = Lmref
∫
D
v (g1(y))dy, (2.34)∫
∂Dˆ
〈v(y), n(y)〉ds(y) = Lm−1ref
∫
∂D
〈v(g1(y)), n(y)〉ds(y). (2.35)
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Proof: Equation (2.34) follows by the integral substitution formula∫
Dˆ
v(x)dx =
∫
g−1(Dˆ)
v (g(y))
∣∣∣∣det
(
dg(y)
dy
)∣∣∣∣ dy = Lmref
∫
D
v (g(y))dy.
The second assertion (2.35) is a consequence of Gauss’ integral theorem, equa-
tion (2.35) and (2.33):∫
∂Dˆ
〈v(y), n(y)〉ds(y) =
∫
Dˆ
divx (v(x)) dx = L
m
ref
∫
D
divg (v (g(y))) dy
= Lmref
∫
D
m∑
j=1
∂v (g(y))
∂gj
∂g(y)
∂yj
(
∂g(y)
∂yj
)−1
dy
= Lm−1ref
∫
D
divyv (g(y))dy
= Lm−1ref
∫
∂D
〈v(g(y)), n(y)〉ds(y).

To formulate the integral equation (2.1a) and the necessary operators (2.1b)– (2.1d)
with respect to nondimensional quantities, we define the operator converting the
dimensional variables Wˆ into nondimensional variables W ,
NW := diag
(
ρref , ρrefuref , . . . , ρrefuref , ρrefu
2
ref
)
,
W := N−1W Wˆ .
Then we obtain for the volume operator VDˆ the relation
VDˆ
(
Wˆ
) (
tˆ
)
=
∫
Dˆ
Wˆ
(
xˆ, tˆ
)
dxˆ = NW
∫
Dˆ
N−1W Wˆ
(
xˆ, tˆ
)
dxˆ = NWVDˆ (W )
(
tˆ
)
. (2.36)
For the integral operator for the convective fluxes we have
Rc,∂Dˆ
(
Wˆ
) (
tˆ
)
=
∫
∂Dˆ
〈
fc
(
NWN
−1
W Wˆ
(
yˆ, tˆ
))
, n (yˆ)
〉
ds (yˆ)
= urefNW
∫
∂Dˆ
〈
fc
(
W
(
yˆ, tˆ
))
, n (yˆ)
〉
ds(yˆ)
= urefNWRc,∂Dˆ (W ) (tˆ). (2.37)
To formulate the viscous fluxes in nondimensional form we use
S (uˆ) = S (urefu−1ref uˆ) = urefS (u) ,
µl,∞
(
Wˆ
)
= ρrefurefLref
ρˆ∞uˆ∞Lˆ
ρrefurefLref
1
Re
= ρrefurefLref
√
γM∞L
Re
. (2.38)
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The second equation is a consequence of (2.10), (2.30a) and (2.30b). Then, for the
viscous stress tensor we have
τ
(
Wˆ
)
= 2ρrefu
2
refLref
√
γM∞L
Re
Γ(T )S (u) = 2ρrefu2refLrefµl (W )S (u)
= ρrefu
2
refLrefτ (W ) . (2.39)
Furthermore, using (2.27), (2.31) and (2.38) the laminar conductivity reads
κl
(
Wˆ
)
=
ℜref
ℜref ℜˆ
γ
γ − 1ρrefurefLref
√
γM∞L
Re
Γ(T )
Prl
=
ρrefu
3
refLref
Tref
cp
Prl
√
γM∞L
Re
Γ(T )
=
ρrefu
3
refLref
Tref
κl (W ) . (2.40)
Hence, we obtain
q
(
Wˆ
)
= ρrefu
3
refLrefκl (W ) grad T = ρrefu
3
refLrefq (W ) . (2.41)
Equation (2.39) together with (2.41) and (2.8) yields
θ
(
Wˆ
)
= ρrefu
3
refLref [τ (W )u+ q] = ρrefu
3
refLrefθ (W ) . (2.42)
An application of (2.39) and (2.42) gives the equation
Rv,∂Dˆ
(
Wˆ
) (
tˆ
)
= LrefurefNWRv,∂Dˆ (W )
(
tˆ
)
. (2.43)
Note that so far the transformations (2.36), (2.37), (2.39), (2.42) and (2.43) do not
include the conversion of the integral and differential operators. A straightforward
consideration using Definition 2.3.3, (2.36), (2.32) and (2.34) gives
d
dtˆ
VDˆ
(
Wˆ
) (
tˆ
)
= urefL
m−1
ref NW
d
dt
VD (W ◦ g) (t) . (2.44a)
Similar, using (2.35) and (2.37) we obtain
Rc,∂Dˆ
(
Wˆ
) (
tˆ
)
= urefL
m−1
ref NWRc,∂D (W ◦ g) (t). (2.44b)
To reformulate (2.43) we use (2.33) and (2.35) such that
Rv,∂Dˆ
(
Wˆ
) (
tˆ
)
= urefL
m−1
ref NWRv,∂D (W ◦ g) (t).
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The equations (2.1a) and (2.45) only differ in the factor urefL
m−1
ref NW . Concluding,
the representations (2.44a)– (2.44c) show that the original system of equations
defined by (2.1) can be equivalently reformulated by
0 =
d
dt
VD (W ◦ g) (t) +R∂D (W ◦ g) (t) , t ∈ [0, g2 (T )) . (2.45)
As next step we need to consider the nondimensionalization of the additional sys-
tem of equations defining the eddy viscosity µt and eddy conductivity κt in (2.9).
In principle the system of equations (2.18) and (2.22) can be nondimensionalized
independently of (2.1). Hence, at the outset we are free to choose ν˜ref , kref and ωref .
On the other hand there exist conditions which need to be satisfied. For example,
naturally the computed eddy viscosity µt needs to be compatible with (2.9), that
is with (2.31a).
We start with the Spalart-Allmaras turbulence model (2.18). Using the compata-
bility (2.9) and comparing (2.20) and (2.31a) we conclude[
ρˆuˆLˆ
]
= [µl] = [µt] =
[
ρˆˆ˜νfˆv1
]
, hence
[
uˆLˆ
]
=
[
ˆ˜νfv1
]
.
This simple consideration suggests to choose ν˜ref such that fv1 is dimensionless, that
is [fv1] = 1. Using the definition of fv1 and χ in (2.19) this can be reached by
ν˜ref := urefLref . (2.46)
The choice (2.46) corresponds directly to (2.29). Hence, the nondimensional ν˜ for
the Spalart-Allmaras model is chosen to be
ν˜ =
ˆ˜ν
ν˜ref
=
ˆ˜ν
urefLref
.
Then, following the modifications in (2.36) and (2.44a) we conclude
d
dtˆ
VDˆ
(
ˆ˜ν
) (
tˆ
)
= urefLref
d
dtˆ
∫
Dˆ
ν˜
(
xˆ, tˆ
)
dxˆ = u2refL
m
ref
d
dt
VD (ν˜ ◦ g) (t) . (2.47)
And, similar straightforward considerations give using (2.33) additionally for the
viscous term
Rc,∂Dˆ,SA
(
ˆ˜ν, Wˆ
) (
tˆ
)
= u2refL
m
refRc,∂D,SA (ν˜ ◦ g,W ◦ g) (t) , (2.48)
Rv,∂Dˆ,SA
(
ˆ˜ν, Wˆ
) (
tˆ
)
= u2refL
m
refRv,∂D,SA (ν˜ ◦ g,W ◦ g) (t) . (2.49)
To obtain the shape of the source terms with respect to nondimensional variables,
first note that the constants of the model, for example cb1, ct3, . . . as well as fv1, fv2
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and ft2 are nondimensional quantities since χ is nondimensional. The nondimen-
sional distance to the closest wall is given by d = dˆ/Lref . Then, straightforward
computation show
S (uˆ) =
uref
Lref
S(u), S (uˆ) =
uref
Lref
S(u),
S˜ (uˆ) =


uref
Lref
(
S(u) + S(u)
)
, uref
Lref
S(u) ≥ −cv2 urefLref S(u)
uref
Lref
S(u) +
uref
Lref
S(u)
“
c2v2
uref
Lref
S(u)+cv3
uref
Lref
S(u)
”
uref
Lref
((cv3−2cv2)S(u)−S(u)) ,
uref
Lref
S(u) < −cv2 urefLref S(u)
=
uref
Lref


(
S(u) + S(u)
)
, S(u) ≥ −cv2S(u)(
S(u) +
S(u)(c2v2S(u)+cv3S(u))
(cv3−2cv2)S(u)−S(u)
)
, S(u) < −cv2S(u)
=
uref
Lref
S˜(u). (2.50)
Inserting (2.50) into the production term we get
PrSA
(
ˆ˜ν, Wˆ
)
= u2refPrSA (ν˜,W ) .
Similar, for the diffusion and destruction term we have
DiSA
(
ˆ˜ν, Wˆ
)
= u2ref ‖grad ν˜‖2 = u2refDiSA (ν˜,W )
De
(
ˆ˜ν, Wˆ
)
= u2refDe (ν˜,W ) ,
where we have exploited that r and g are also nondimensional quantities by con-
struction,
r
(
ˆ˜ν, Wˆ
)
= min
{
urefLref ν˜
κ2L2refd
2 uref
Lref
S˜(u)
, 10
}
= min
{
ν˜
κ2d2S˜(u)
, 10
}
= r (ν˜,W ) .
In summary, the volume operator for the source terms is reformulated as
VDˆ
(
QSA
(
ˆ˜ν, Wˆ
)) (
tˆ
)
= u2refL
m
refVD (QSA (ν˜ ◦ g,W ◦ g)) (t) . (2.51)
So, using (2.47), (2.48), (2.49) and (2.51) the dimensional equation (2.18) is equiv-
alent to the equation for the nondimensional quantity ν˜,
VD (QSA (ν˜ ◦ g,W ◦ g)) (t)
=
d
dt
VD (ν˜ ◦ g) (t) +R∂D,SA (ν˜ ◦ g,W ◦ g) (t) , t ∈ [0, T ) . (2.52)
Finally, considerations for the nondimensionalization of the kω-model are required.
We start with the simple consideration just as in case of the Spalart-Allmaras model.
Using the compatability (2.9) and comparing (2.21) and (2.31a) we conclude[
ρˆuˆLˆ
]
= [µl] = [µt] =
[
ρˆkˆωˆ−1
]
, hence
[
uˆLˆ
]
=
[
kˆωˆ−1
]
.
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With respect to the knowledge that kˆ represents the turbulence kinetic energy and ωˆ
a length scale, the dimensions of these variables are[
kˆ
]
=
m2
sec2
and hence [ωˆ] =
1
sec
.
So, to nondimensionalize kˆ and ωˆ we choose as reference values
kref = u
2
ref and ωref =
uref
Lref
.
Then nondimensional variables, using an additional scaling for ω, may be given by
k =
kˆ
u2ref
and ω =
ωˆ
ωscωref
, ωsc =
Re√
γM∞L
.
The choice of ωsc is explained later. Then, using
NWt,(k,ω) =
(
kref 0
0 ωref
)
a straightforward computation gives
d
dtˆ
VDˆ
(
Wˆt
) (
tˆ
)
= urefL
m−1
ref
(
1 0
0 ωsc
)
NWt,(k,ω)
d
dt
VD (Wt ◦ g) (t) ,
and
Rc,∂Dˆ,(k,ω)
(
Wˆt, Wˆ
) (
tˆ
)
= urefL
m−1
ref
(
1 0
0 ωsc
)
NWt,(k,ω)Rc,∂D,(k,ω) (Wt ◦ g,W ◦ g) (t) .
Next we consider the viscous contribution for the kω-model. In a first step we
rewrite each of the occurring terms,
νl
(
Wˆ
)
grad kˆ = urefLref
√
γM∞LΓ(T )
Re
u2refgrad k = u
3
refLrefw
−1
sc Γ(T )grad k,
νl
(
Wˆ
)
grad ωˆ = urefLref
√
γM∞LΓ(T )
Re
ωsc
uref
Lref
grad ω = u2refΓ(T )grad ω
σk
kˆ
ωˆ
grad kˆ = σku
3
refLref (ωsc)
−1 k
ω
grad k
σω
kˆ
ωˆ
grad ωˆ = σωu
2
ref
k
ω
grad ω,
and hence
fv,(k,ω)
(
Wˆt, Wˆ
)
= urefLrefNWt,(k,ω)
(
w−1sc 0
0 1
)
f˜v,(k,ω)
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where
f˜v,(k,ω) (Wt,W ) :=
( (
Γ(T ) + σk
k
ω
)
grad k(
Γ(T ) + σω
k
ω
)
grad w
)
.
For the corresponding boundary integral operator we get
R˜v,∂Dˆ,(k,ω)
(
Wˆt, Wˆ
) (
tˆ
)
= urefL
m−1
ref NWt,(k,ω)
(
w−1sc 0
0 1
)∫
∂D
〈
f˜v,(k,ω) (Wt ◦ g,W ◦ g) , n(y)
〉
ds(y).
Similar, for the source terms of the kω-model we conclude using (2.33) and (2.34)
VDˆ
(
Prk,(k,ω)
(
Wˆt, Wˆ
)) (
tˆ
)
=
u3refL
m−1
ref
wsc
VD
(
Prk,(k,ω) (Wt ◦ g,W ◦ g)
)
(t) ,
VDˆ
(
Dek,(k,ω)
(
Wˆt, Wˆ
)) (
tˆ
)
= u3refL
m−1
ref wscVD
(
Dek,(k,ω) (Wt ◦ g,W ◦ g)
)
(t) ,
VDˆ
(
Prω,(k,ω)
(
Wˆt, Wˆ
)) (
tˆ
)
= u2refL
m−2
ref VD
(
Prω,(k,ω) (Wt ◦ g,W ◦ g)
)
(t) ,
VDˆ
(
Deω,(k,ω)
(
Wˆt, Wˆ
)) (
tˆ
)
= u2refL
m−2
ref ω
2
scVD
(
Deω,(k,ω) (Wt ◦ g,W ◦ g)
)
(t) .
As a consequence, compared to the system of equations for the mean flow and
for the Spalart-Allmaras model, the equivalent nondimensional system of equations
for the kω-model is different than the original dimensional system. The reason
is the introduction of the scaling coefficient ωsc. One can also interpret this as a
substitution. Instead of solving directly for ω, we solve for ωscω. Naturally, we
could also choose ωsc = 1 instead. Nevertheless, this particular choice has a certain
reason discussed in Section 3.6. It is important to give a proper scaling of ω near a
no-slip wall.
Finally, to close this section we explicitly write down the considered form of the
nondimensional system of equations for the kω-model. To this end we multiply the
equation for ω by 1/ωsc to obtain
VD
(
ω−1sc Prk,(k,ω) − ωscDek,(k,ω)
ω−1sc Prω,(k,ω) − ωscDeω,(k,ω)
)
(Wt ◦ g,W ◦ g)
=
d
dt
VD (Wt ◦ g) (t) +Rc,∂D,(k,ω) (Wt ◦ g,W ◦ g) (t)
−
(
ω−1sc 0
0 ω−1sc
)∫
∂D
〈
f˜v,(k,ω) (Wt ◦ g,W ◦ g) , n(y)
〉
ds(y). (2.53)
Equation (2.53) represents the nondimensional system of equations for the kω-
model. Solving for ωscω we still need to formulate the nondimensional eddy viscos-
ity (2.21),
µt (Wt,W ) =
ρˆ
ρref
kˆ
kref
ωref
ωˆ
=
1
ωsc
ρ
k
ω
=
√
γM∞L
Re
ρ
k
ω
. (2.54)
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Within this section the dimensional Reynolds-averaged Navier-Stokes equations
given by (2.1a) have been reformulated in nondimensional form by means of the
reference states ρref , pref , Tref and Lref . The dimensional equations (2.1a) and nondi-
mensional equations differ only by a constant factor and are therefore reformulated
equivalently.
Moreover, also the turbulence flow equation of the Spalart-Allmaras model (2.18)
and of the kω-model (2.22) have been reformulated in nondimensional form.
Remark 2.3.6 For the rest of this thesis the dimensional physical quantities are
replaced by the nondimensional variables and the integral equations (2.1a), (2.18)
and (2.22) are considered and implemented in their nondimensional forms (2.45),
(2.52) and (2.53).
2.4 Initial and boundary value problems
So far, we have only stated the integral equations of interest. That is, the mean
flow equations (2.45) together with a system of equations describing the required
eddy viscosity µt, either (2.52) or (2.53). Naturally, for a closed representation we
need to formulate a corresponding boundary value problem.
The boundary value problems of interest in this thesis model the motion of a rigid
body through a viscous fluid. We formulate this as a flow past an obstacle, where
the center of mass is held in place by appropriate forces and the fluid flow past
the obstacle tends to a uniform velocity field at large distances from the obstacle.
This consideration corresponds to a wind tunnel experiment. Mathematically, the
domain of interest is then an exterior region and the boundary value problems are
formulated as exterior flow problems.
Due to a missing lack of theoretical understanding pointed out in the introduction
in Chapter 1, the definition of boundary values and conditions at infinity are not
straightforward. For example, for a complete and closed formulation the decay
behavior of infinity for ρ, u, p and additionally even for ν˜ or k and ω is required,
comparable for example to conditions (1.5) and (1.6). Since this is in general not
possible we prescribe these values formally. For the representation of the exterior
boundary value problems of interest we introduce the formal setting,
W∞ := (ρ∞, ρ∞u∞, ρ∞E∞) ,
Wt,∞ := ν˜∞, or Wt,∞ := (k∞, ω∞) .
The actual choice of these values for realization is given in Section 3.6. Furthermore,
in the sequel let D ⊂ Rm be a bounded domain and for the sake of simplicity,
we assume that the boundary of ∂D is connected and that ∂D is an orientable
submanifold of Rm of dimension m− 1.
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Though we have stated the RANS equations in their unsteady form, throughout the
rest of this thesis we are only interested in approximating a steady state solution.
Hence, we formulate the boundary value problems only for the steady state.
Exterior inviscid flow problem:
Find a function W † that satisfies the steady Euler equations in Rm \D, that is
d
dt
W † (x, t) = 0 for all x ∈ Rm \D, t ≥ T † > 0,
and satisfies the boundary condition
〈u, n〉 = 0 on ∂D,
and lim|x|→∞W †(x, t) =W∞ uniformly for all directions.
Exterior viscous flow problem:
Find a functionW that satisfies the steady (laminar) Navier-Stokes equations in Rm\
D, that is
d
dt
W † (x, t) = 0 for all x ∈ Rm \D, t ≥ T † > 0,
and satisfies the (adiabatic) boundary conditions
u = 0 and
∂T
∂n
= 0 on ∂D
in the sense of a trace operator, and lim|x|→∞W †(x, t) = W∞ uniformly for all
directions.
Exterior turbulent flow problem:
Find a function W that satisfies the steady RANS equations in Rm \D, that is
d
dt
W † (x, t) = 0 for all x ∈ Rm \D, t ≥ T † > 0,
and satisfies the (adiabatic) boundary conditions
u = 0 and
∂T
∂n
= 0 on ∂D
in the sense of a trace operator, and lim|x|→∞W (x, t) = W∞ uniformly for all
directions. Additionally, find a function Wt that either satisfies the equation of the
Spalart-Allamaras or the kω-turbulence model in Rm \ D, and satisfies either the
boundary conditions
ν˜ = 0 or (k, ω) = (0,∞) on ∂D
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in the sense that
lim
h→0+
ω (x− hn (x))→∞, x ∈ ∂D, (2.55)
and lim|x|→∞Wt(x, t) = Wt,∞ uniformly for all directions.
For the formulation of the steady state flow problems we point out the following
important fact, which are a direct fact of the nondimensional equations (2.45),
(2.52) and (2.53):
Remark 2.4.1 The steady state flow problems formulated above are mathematically
fully specified as follows:
a) The Exterior inviscid flow problem is specified by the prescription of a Mach
number M∞.
b) The Exterior viscous flow problem is specified by the prescription of a Mach
number M∞, the ratio of the length to the Reynolds number L/Re and the
constant Csuth.
c) The Exterior turbulent flow problem is specified by the prescription of a Mach
number M∞, the ratio of the length of the Reynolds number L/Re and the
constant Csuth.
Remark 2.4.1 might be a bit surprising. Though the original dimensional Euler and
Navier-Stokes equations comprise several physical quantities, their mathematically
core is restricted to only a few parameters. Therefore, in general care must be taken
when one formulates from the original physical problem the mathematical setting
and vice-versa.
2.5 Turbulence modeling: An inverse view
To evaluate the formulation and the accuracy of a turbulence model is not an easy
task. From our perspective the following four points are a minimum standard one
has to consider:
a) The full differential or integral formulation of the model,
b) its exact implementation,
c) a solution algorithm which is able to compute for a given number of degrees
of freedom a machine accurate solution and
d) mesh converged results.
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As soon as one of these criteria is not satisfied, certain doubts about the assertions
made about a turbulence model arise. Unfortunately, throughout the literature
about computational fluid dynamics computational details are often hidden and
convincing arguments about convergence are also often missing. In particular, infor-
mation about the actual formulation of boundary conditions as well as the possible
impact of certain limitations of variables to stabilize the solution process is often
missing. Even when all these criteria are satisfied and there is full evidence about
the implementation, a strict conclusion about the accuracy of computed results
is hard to obtain. Typical validation measures are the comparison with measure-
ments which also come from a process which is inaccurate. This observation about
this complex topic motivates to reconsider the origin of turbulence modeling as a
parameter identification problem, typically an inverse problem which is ill-posed.
Inverse problems occur in many branches of science and mathematics. Usually,
these problems involve the determination of some model parameters from observed
data, as opposed to the problems arising from physical situations where the model
parameters or material properties are known. The latter problems are in general
well-posed. The mathematical term well-posed problem stems from a definition given
by Hadamard [23]. He called a problem well-posed, if
a) a solution exists,
b) the solution is unique,
c) the solution depends continuously on the data, in some reasonable topology.
Problems that are not well-posed in the sense of Hadamard are termed ill-posed.
Inverse problems are typically ill-posed. Of the three conditions for a well-posed
problem, the condition of stability is most often violated and has our primary
interest. This is motivated by the fact that in all applications the data will be
measured and therefore perturbed by noise.
Turbulent flow is in general instantaneous and therefore unsteady. The laminar
Navier-Stokes equations are a mathematical model to describe turbulent flows. We
consider the exterior viscous flow problem and denote an integral curve satis-
fying this initial boundary value problem by Wlam.
Many reasons are responsible for why it is not possible to numerically approxi-
mate Wlam directly. Besides the open problems to prescribe meaningful physical
initial values, one severe issue is the numerical effort to carry out a direct numerical
simulation for high Reynolds number turbulent flow. The number of mesh points
required and the corresponding degrees of freedom is so large that in general such
a computation cannot be realized within an appropriate time interval. Hence, the
question arising is as follows:
Does there exist an appropriate modification of the laminar Navier-Stokes
equations such that the modified equations exhibit three conditions:
2.5. TURBULENCE MODELING: AN INVERSE VIEW 51
a) A steady state solution exists and it is unique.
b) The steady state solution represents important features of Wlam.
c) It is possible to compute numerically an approximation to the steady state
solution.
Hence, it is our goal to find a modification of the exterior viscous flow problem
to enforce a unique steady state solution of this problem. The modified flow problem
should be such that its steady state solution represents characteristic features of
the originally determined integral curve Wlam. At this point, we need to identify
characteristic features of solutions to a given exterior viscous flow problem. For
example, in applications often these are
a) pressure distributions,
b) skin-friction distributions,
c) velocity profiles,
d) the location of separations.
We summarize these characteristics as given data Y . In general these data are
measurements and therefore perturbed by noise. Hence, we assume that instead
of Y only noisy data Y δ satisfying
‖Y δ − Y ‖ ≤ δ
are available. In general, the noise level δ ≥ 0 is unknown.
The RANS equations differ from the laminar Navier-Stokes equations by the ad-
ditional unknown eddy viscosity µt. Heuristically speaking, the effect of µt can
be interpreted as follows: To enforce a steady state solution of the laminar Navier-
Stokes equations, a proper weighting of the diffusion terms needs to be incorporated
into these equations. It is the mathematical idea that additional artificial weighting
of the diffusion terms exacts a steady state solution. Therefore, the laminar viscos-
ity is replaced by the sum of the laminar viscosity and with a function called eddy
viscosity (see (2.9)).
It is the goal of turbulence modeling to prescribe the eddy viscosity such that
characteristics of interest are represented by a solution to the exterior turbulent
flow problem. To give the determination of the unknown function µt a more
general view, we make the following assumption. We assume that µt(x, t) ≥ 0
and µt is constant outside of the ball Bd := {x ∈ Rm : |x| ≤ d}. The characteristics
of interest are often data defined on ∂D, that is, Y ∈ L2 (∂D). Within this notation
we may formulate turbulence modeling as an inverse problem. The forward problem
might be stated as follows. Given a method to determine the eddy viscosity µt, find
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a solution of the exterior turbulent flow problem. The inverse problem is to
reconstruct the eddy viscosity from given data Y ∈ L2 (∂D). To formulate the
inverse problem consider the operator
F : D(F ) → L2(∂D),
µt 7→ Y,
which maps the eddy viscosity to the corresponding data, for example a pressure
distribution. It is important to notice, that this last description of turbulence
modeling is in general the way these models are derived. For a small number of test
cases measurements are available, and then the model is constructed and calibrated
such that it gives good agreement with these measurements.
The interpretation of turbulence modeling as an inverse problem gives rise to several
questions, the most severe might be the one of well-posedness. Already the num-
ber of turbulence models in the literature which all yield to similar reconstructions
of for example the pressure distributions or even skin frictions coefficients suggest
non-uniqueness of the problem. Also, a small perturbation in the given pressure dis-
tribution may yield to a significantly different solution of the exterior turbulent
flow problem and therefore also to a significant difference in the eddy viscosity.
This suggests that also the condition of continuous dependency on the data is vi-
olated. These observations suggest that turbulence modeling by its mathematical
nature is an ill-posed problem, that is the reconstruction of an eddy viscosity such
that a solution of the exterior turbulent flow problem describes data (e.g. mea-
surements). Therefore, the finding of a general ansatz to represent characteristics
of turbulent flows for a whole variety of problems using the RANS equations seems
to be challenging, and maybe even impossible.
Though the nature of turbulence modeling might be ill-posed, its application is
formulated as forward problem. This is due to the fact that for a given problem
in general no data Y δ are available, which are required to formulate the inverse
problem. So, unfortunately at this point in time the reconstruction of µt requires
the solution of additional integral equations. Hence, we only want to make the
point that when trying to evaluate results based on a turbulence model, that is
for example the comparison of measurements such as pressure distributions with
computed values, one should be aware of the fact that in general good agreement
cannot be expected due to the mathematical character of the original problem.
Due to the increase in computational power and the ability to realize scale resolving
simulation, we want to close this section and chapter with the following considera-
tions for future work.
Assume that a function describing the eddy viscosity µt ≥ 0 is given. This function
may be prescribed by an established turbulence model. Let us denote the steady
state solution of the corresponding exterior turbulent flow problem by W †turb.
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Furthermore, the associated possibly time dependent solution of the exterior lam-
inar flow problem is given by W †lam. Then, we introduce the error induced by the
turbulence model within the time interval [T0, T1] by
errturb (T0, T1) :=
∫ T1
T0
∥∥∥W †lam (., t)−W †turb∥∥∥ dt, T1 ≥ T0.
Such an error measure does not only include surface data, but it includes the whole
field solution. Naturally, a suitable norm needs to be chosen. We can only expect
that errturb (T0, T1) can be small if there exists a continuous relationship between
the solution W †lam of the laminar and W
†
turb of the Reynolds-averaged Navier-Stokes
equations. That is, the change of the solution due to the modification of the set
of equations by the eddy viscosity should lead to small differences in the solutions,
mathematically speaking
‖µt‖ < δ ⇒ errturb (T0, T1) < ε.
The evaluation of such errors might be helpful to improve the characterization as
well as potentials and shortcomings of established models and those developed from
scratch.
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Chapter 3
Discretization
This chapter is devoted to the description of the spatial approximation of the inte-
gral equations (2.45), (2.52) and (2.53). Before we discuss in detail the discretization
of the occurring terms, let us start with some preliminary remarks.
The discretization strategy followed throughout this thesis employs a node cen-
tered, finite volume space discretization on unstructured meshes. The computa-
tional mesh, which is often called dual mesh, is constructed by the primary grid in
a preprocessing step. The dual grid forms the control volumes with the unknowns at
vertices of the primary grid. Figures 3.1 shows a triangular grid and the generated
computational mesh.
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Figure 3.1: Example of a triangular primary grid and its dual grid
For the discretization the distinction between the primary and the dual grid is not
necessary. It only emphasizes that the grid which is generated by a mesh generation
tool might be different than the actual computational mesh. For the discretization
strategy followed in this thesis the required geometric data of the given mesh are:
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a) the normal vector for each control surface,
b) the surface area for each control surface,
c) the barycenter for each control volume,
d) the distance to the closest wall for each control volume
Note, technically it does not matter whether this data was generated directly from
a given primary mesh or by the introduction of a further intermediate step used
to construct a computational mesh. On the other hand, with respect to accuracy,
note that solutions obtained on these different computational meshes may differ
significantly differ due to the different geometric data. This is in particular true
for coarse grids, where an obtained solutions might be far away from being mesh
converged. In particular for the formulation of the discretization of boundary con-
ditions the actual mesh geometry has to be considered. The construction of the
dual mesh yields so-called half-cells near the boundary, which directly results in an
undesired jump in the metric. An illustration of this issue as well as a discussion of
the discretization strategies according to this property are given in Section 3.6 and
Figure 3.3.
The boundary value problems formulated in Section 2.4 are exterior flow problems.
As a consequence, analytically these problems are based on an unbounded domain
of definition D. For outer aerodynamic problems, for example consider a free flying
aircraft in the atmosphere, this is exactly what needs to be modeled. Naturally,
in a discrete sense we cannot deal with an unbounded domain. It needs to be
approximated by a bounded computational domain. To satisfy this condition, in
general the outer boundary of the computational domain is constructed such that it
is a certain number of chord lengths away from the considered body. This distance
of the outer boundary to the body may ensure that viscous effects (2.1d) are of
negligible effect in the farfield region of the computational domain. Nevertheless,
both the restriction to a bounded domain and the necessary formulation of a free
stream boundary condition introduce an approximation error which is not classified.
Moreover, we will show that the assumption of negligible viscous effects is in general
not true (see for example Section 6.10).
We subdivide the description of the discretization of the RANS equations into the
inviscid and the viscous part, presented in Sections 3.2 and 3.4, as well as the
discretization of the turbulent flow equations including source terms, considered in
Section (3.5). Roughly speaking, source terms are all terms which do not belong to
the inviscid and viscous terms and cannot be represented using boundary integrals.
Finally note, throughout this section and the next Section 4 the analysis for the
discretization strategy and its derivatives is only presented for the three dimensional
case m = 3. The two dimensional case is significantly simpler.
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3.1 Computational mesh and Graph Theory
To discretize the spatial terms of the integral equations we assume that the bounded
computational domain is covered by a given finite set of domains {Di}i=1,...,Nelem .
To be more precise we give the following definition.
Definition 3.1.1 Let D ⊂ Rm be a bounded domain. Assume that there exists a
finite set of open domains {Di}i=1,...,Nelem, Di ⊂ Rm, Di 6= ∅, covering D, that is
Di ⊂ D, D =
Nelem⋃
i=1
Di, Di ∩Dj = ∅, i 6= j.
Then the set
M := {Di : i = 1, . . . , Nelem}
is called a mesh or a grid or a decomposition covering D.
Definition 3.1.2 Assume that a ∈ Rm, A ∈ Rn×m and b ∈ R.
a) A hyperplane in Rm is the set of all points x ∈ Rm which satisfy 〈a, x〉 = b.
b) A halfspace is the set of all points x ∈ Rm which satisfy 〈a, x〉 ≤ b.
c) A polyhedron in Rm is the intersection of finitely many halfspaces, i.e. the
set {x : Ax ≤ c} for some c ∈ Rn.
d) A polytope is a bounded polyhedron.
Definition 3.1.3 Let D ⊂ Rm, m = 2, 3, be a bounded domain and M a decom-
position of D. Furthermore assume that Di, i = 1, . . . , Nelem, are polytopes. The
decomposition M is called feasible if for all i 6= j either Di ∩Dj = ∅ or one of the
following conditions hold:
a) Di ∩Dj 6= ∅ and Di and Dj share exactly one corner, or
b) Di ∩Dj 6= ∅ and Di and Dj share exactly one edge, or
c) Di ∩Dj 6= ∅ and Di and Dj share exactly one face (m=3).
Definition 3.1.4 A feasible decomposition M of D ⊂ Rm is called a triangulation
or in our context a finite volume mesh.
Definition 3.1.5 Let D ⊂ Rm be a bounded domain.
a) The volume of D is denoted by
vol (D) :=
∫
D
1dx.
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b) The point x ∈ Rm,
xi :=
1
vol (D)
∫
D
yidy, i = 1, . . . , m,
is called the barycenter of D.
There is a close connection between the definition of a mesh and the mathematical
structure of a graph. Since we will apply results based on graph theory we shortly
introduce the close connection.
Definition 3.1.6 A graph G = (V,E) is a set of vertices V = V (G) along with a
set of edges E = E (G) ⊂ V × V .
Definition 3.1.7 Let G = (V,E) be a graph.
a) Two vertices in G are neighbors if and only if they are joined by an edge.
b) G is called simple if no vertex is joined to itself by an edge.
c) G is finite if the set of vertices is finite and the set of edges is finite.
d) The degree of a vertex is the number of edges to which it is joined.
e) A path from vertex v1 ∈ V to vn ∈ V is a sequence of edges
(v1, v2) , . . . , (vn−1, vn) , (vi−1, vi) ∈ E, i = 2, . . . , n.
Such a path is a cycle if v1, . . . , vn−1 are pairwise distinct and v1 = vn.
Definition 3.1.8 Let D ⊂ Rm be a bounded domain and assume that M is a
triangulation of D. For two domains Di ∈M and Dj ∈M , i 6= j, satisfying
Di ∩Dj = ∂Di ∩ ∂Dj
we define an edge (also called face) in the mesh M connecting Di with Dj by eij :=
∂Di ∩ ∂Dj. The set of edges (faces) is given by
E (M) := {eij : i, j = 1, . . . , Nelem, eij 6= ∅}
Theorem 3.1.9 Let us denote by ΠMG : M → N the mapping which projects each
subdomain Di ⊂M of a mesh M to its natural number,
ΠMG :M → {1, . . . , Nelem}
Di 7→ i,
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and by ∂ΠMG : E(M) → N × N the mapping which projects each edge (face) to its
tuple of numbers,
∂ΠMG : E(M) → {1, . . . , Nelem} × {1, . . . , Nelem}
eij 7→ i× j.
Then the mappings ΠMG and ∂Π
M
G are invertible and
(
ΠMG (M), ∂Π
M
G (E(M))
)
is a
graph.
Proof: First of all note that
ΠMG (M) = {1, . . . , Nelem}
describes a set of vertices and that there exists a one-to-one correspondence be-
tween the index i and its corresponding domain Di. Second, since eij ∈ E(M) we
have eij 6= ∅ and hence ∂ΠMG (E(M)) ∈ ΠMG (M)×ΠMG (M). The invertibility of ∂ΠMG
follows from the definition of the edges given in Definition 3.1.8.

Using the mappings ΠMG , ∂Π
M
G and their inverse Π
G
M :=
(
ΠMG
)−1
, ∂ΠGM :=
(
∂ΠMG
)−1
we can identify the computational mesh M and its corresponding graph ΠMG (M).
Hence, in the following we will use this identification straightforward without ex-
plicit information.
Definition 3.1.10 Let D ⊂ Rm be a bounded domain, assume that M is a trian-
gulation of D, Di ∈M .
a) If
Di ∩ (Rm \D) = ∅
we call Di an inner domain or an inner element of M .
b) If
Di ∩ (Rm \D) 6= ∅
we define the edge (face)
ei,bdry := Di ∩ (Rm \D)
and call it a boundary edge (face).
c) The number of boundary edges (faces) is denoted by Nbdry.
d) The set of boundary edges (faces) is given by
Ebdry (M) := {ei,bdry : i = 1, . . . , Nbdry}.
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Definition 3.1.11 Assume that M is a triangulation of D and Di ∈M .
a) The neighbors of a vertex i are denoted by N (i) and the number of neighbors
or the degree of i is given by #N (i).
b) The barycenter of Di is denoted by pi.
c) Let eij ∈ E(M). Then the Euclidean distance of the barycenter pi of Di and pj
of Dj is denoted by
dist(eij) := ‖pi − pj‖2. (3.1)
Throughout the rest of this thesis we only deal with finite volume meshes. So, in
the following, when the word mesh or grid is mentioned, it always means a finite
volume mesh or a triangulation.
To define the discretization let us finally define some required geometric data.
Definition 3.1.12 Assume that M is a triangulation of D and that eij ∈ E(M),
and ei,bdry ∈ Ebdry (M).
a) The surface area of the face eij is denoted by
svol (eij) :=
∫
∂Di∩∂Dj
1ds.
b) The outer unit normal vector of the face eij is denoted by
neij = nij = (n1,ij , . . . , nm,ij) .
c) The surface area of the boundary face ei,bdry is denoted by
svol (ei,bdry) :=
∫
∂Di∩(Rm\D)
1ds.
d) The outer unit normal vector of the face ei,bdry is denoted by
ni,bdry = (n1,i,bdry, . . . , nm,i,bdry) .
For polytopes these geometric data can in general be determined using explicit
formulae.
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3.2 Discretization: The inviscid part
In order to construct a discretization for the inviscid terms (2.1c) we consider a
weak form of the Euler equations. To this end, to follow a classic derivation of this
method, we shortly mention the classical differential form of the Euler equations.
For the incompressible Navier-Stokes equations we already mentioned their differ-
ential form in the Introduction (see equations (1.1) and (1.2)). The differential
form of the Euler equations is given by
∂
∂t
W (x, t) + divfc (W (x, t)) = 0. (3.2)
Introducing a suited test function v to multiplicate (3.2), and using the identity
div (vfc) = v div (fc) + 〈fc, grad v〉 ,
integration by parts yields the variational formulation∫
D
v
dW
dt
dx−
∫
D
〈grad v, fc(W )〉 dx+
∫
∂D
〈vfc(W ), n〉 ds = 0. (3.3)
Equation (3.3) holds for all possible test functions v. Denoting by Πk(Di) the set
of all polynomials with degree at most k on Di and consider for a triangulation M
covering D the space of functions
Spk (M) :=
{
v ∈ L2 (M) : v|Di ∈ Πk (Di) , i = 1, . . . , Nelem
}
, (3.4)
it is the task to find WM ∈ Spk (M) such that equation (3.3) carried over to M
satisfies
Nelem∑
i=1
(∫
Di
vM
dWM
dt
dx−
∫
Di
〈grad vM , fc(WM)〉 dx
+
∫
∂Di
〈vMfc(WM), n〉 ds
)
= 0. (3.5)
This is a classical discontinuous Galerkin ansatz [4]. For the discretization quadra-
ture formulae for the volume and surface integrals are required. Obviously, the
evaluation of the surface integrals leads into trouble when the vector field W of
conserved variables is discontinuous across eij . For the solution of theses Riemann
problems the concept of a numerical flux function has been introduced. These flux
functions are also often called Riemann solver. During the last decades a huge va-
riety of numerical flux functions has been developed [21, 25, 26, 30, 70, 75, 77, 86,
107, 108, 52, 51]. Hence, the surface integral in (3.5) is understood as follows∫
∂Di
〈vMfc(WM), n〉 ds =
∑
j∈N (i)
∫
eij
viMH
(
W iM ,W
j
M , n
)
ds,
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where H denotes a numerical flux function and viM the evaluation of the continuous
continuation of vM to the boundary of Di, that is
viM(x) := lim
h→+0
viM (x+ hn(x)) . (3.6)
Definition 3.2.1 Assume that M is a triangulation of D, Di, Dj ∈ M . A map-
ping H : C (Di)×C (Dj)×Rm → L1(∂Di∩∂Dj) is called a numerical flux function
if it satisfies
H (W,W, n) |eij = 〈fc (W ) , n〉 (3.7)
H (U,W, n) = −H (W,U,−n) (3.8)
It is not topic of this thesis to consider general polynomial ansatz functions yielding
high order schemes. In this thesis we restrict ourselves to a so-called finite volume
discretization, that is we consider the space Sp0 (M). Then, we approximate the
unknown function W representing it by a sum of constant ansatz functions. To this
end we define the indicator function
1Di(x) :=
{
1, x ∈ Di
0, else
and approximate W using the barycenters pi of Di by Wh ∈ Sp0 (M),
W (x, t) ≈Wh(x, t), Wh(x, t) :=
Nelem∑
i=1
Wi(t)1Di(x). (3.9)
In our context the coefficients represent the conservative variables
Wi(t) := (ρ(pi, t), (ρu) (pi, t), (ρE) (pi, t))
T , i = 1, . . . , Nelem. (3.10)
To shorten the notation we define for the rest of the thesis
ρi := ρ(pi, t), (ρu)i := (ρu) (pi, t), (ρE)i := (ρE) (pi, t).
To derive the finite volume discretization note that the functions Wi1Di satisfy
grad (Wi1Di) |Di = 0, i = 1, . . . , Nelem, (3.11)
and hence, the Galerkin formulation (3.5) with the only test function
vM(x) =
Nelem∑
i=1
1Di(x)
simplifies the general ansatz (3.5) to
Nelem∑
i=1
(
vol (Di)
dWi
dt
+
∫
∂Di
〈fc (Wh) , n〉 ds
)
= 0, (3.12)
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and the boundary integral in (3.12) is understood as∫
∂Di
〈fc (Wh) , n〉 ds =
∑
j∈N (i)
∫
eij
H (WL (i,N (i)) ,WR (j,N (j)) , n) ds,
with a suited numerical flux function H. Here the notation WL (i,N (i)) and
WR (j,N (j)) suggests that the functions to compute the flux over the face eij are
possibly not only given directly by Wi and Wj , but the stencil is maybe non com-
pact. To be more exact, within this thesis we consider reconstructions of the states
as follows,
WL (i,N (i)) =W
(
Wi,Wk,k∈N (i)
)
, WR (j,N (j)) = W
(
Wj ,Wk,k∈N (j)
)
that is the state WL depends possibly on the coefficient vector Wi and all the
surrounding coefficient vectorsWk, k ∈ N (i), and the stateWR depends possibly on
the coefficient vector Wj and all the surrounding coefficient vectors Wk, k ∈ N (j).
Hence, the expression used to approximate the surface integral is understood as∫
eij
〈
fc (Wh) , neij
〉
ds ≈ svol (eij)H
(
WL (i,N (i)) ,WR (j,N (j)) , neij
)
.
The equation (3.12) represents in discretized form the conservation law (2.45). Go-
ing back to the general discontinuous Galerkin ansatz (3.5), and rewriting this
equation using (3.8) by
Nelem∑
i=1
(∫
Di
vM
dWM
dt
dx−
∫
Di
〈grad vM , fc(WM)〉 dx
)
+
∑
eij∈E(M)
∫
eij
(
viM − vjM
)H (Wh,i,Wh,j, n) ds
+
∑
ei,bdry∈Ebdry(M)
∫
ei,bdry
(
viM − vi,bdryM
)
H (Wh,i,Wh,i,bdry, n) ds = 0, (3.13)
we conclude the following:
Remark 3.2.2 Since
(
viM − vjM
) |eij = 0 is in general only true for the constant
test functions such as 1Dk , k = i, j, the discrete conservation property is for the
discontinuous Galerkin method only true with respect to these constant test func-
tions. In general, the conservation law does not hold for non-constant test func-
tions vM ∈ Spk (M).
Finally, a numerical flux function H is required. Throughout this thesis we re-
strict ourselves to a central difference scheme with an added matrix valued artificial
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viscosity [98, 92]. On a Cartesian mesh the discretization can be shown to be of
second order according to a Taylor series expansion, but, on the other hand, notice
that a Cartesian grid is not a necessary requirement for the discrete scheme to be
second-order accurate. In general, for an unstructured grid the actual order of the
discretization is hard to determine.
To handle shocks, that is discontinuities in the solution, a pressure switch is included
into the dissipative part. This reduces in a neighborhood of the shock the scheme
to first order. To deal with highly stretched meshes a cell stretching coefficient is
included into the scheme. For more details about the construction and stability
properties of central difference schemes with an added artificial viscosity we refer
to [89, 88], and for the considered scheme below we refer to [63, 42]. To shorten the
notation we define
WN (i,j) := (WL (i,N (i)) ,WR (j,N (j)) . (3.14)
Definition 3.2.3 Assume that M is a triangulation of D, eij ∈ E(M). We define
a numerical flux function in normal direction n by
H (WN (i,j), n) := 1
2
[〈fc (Wi) , n〉+ 〈fc (Wj) , n〉]− dij
(
WN (i,j), n
)
, (3.15)
where
dij
(
WN (i,j), n
)
:=
1
2
P−1ij
∣∣PijARoeij ∣∣ {Ψij (Wj −Wi)
− ξsij
(
WN (i,j)
)
(1−Ψij)
(
Lj
(
WN (i,j)
)− Li (WN (i,j)))} , (3.16)
Li
(
WN (i,j)
)
:=
∑
j∈N (i)
(Wj −Wi) , ARoeij :=
∂ 〈fc (Wij,Roe) , n〉
∂W
Ψij := min{εψΨ∗ij, 1}, Ψ∗ij :=
(pj − pi)2
(pj + pi)2
, εψ := 8.
The cell stretching coefficient sij is based on the absolute value of the largest con-
vective eigenvalue scaled by the surface area and computed by
λi,Roe :=
∑
j∈N (i)
svol (eij)λij,Roe,
λij,Roe := |Vij,Roe|+ aij,Roe, Vij,Roe := 〈uij,Roe, n〉 ,
sij
(
WN (i,j)
)
:= 1 + 2
√
zi
√
zj√
zi +
√
zj
, zi :=
λi,Roe − svol (eij)λij,Roe
svol (eij)λij,Roe
. (3.17)
In (3.16) Pij := Pij (Wij,Roe) ∈ R5×5 is an invertible matrix valued operator.
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Definition 3.2.4 Assume that M is a triangulation of D, eij ∈ E(M). We define
a numerical flux function in normal direction n corresponding to a first order Roe
scheme by
H1st,Roe (Wi,Wj , n) := 1
2
[〈fc (Wi) , n〉+ 〈fc (Wj) , n〉]
− 1
2
P−1ij
∣∣PijARoeij ∣∣ (Wj −Wi) . (3.18)
Remark 3.2.5 The matrix Pij has been introduced for later use to extend the dis-
cretization scheme to the incompressible limit. This is discussed in Section 3.3.1.
Throughout this section we assume that Pij = I.
Remark 3.2.6 Due to its importance and according to Definition 3.2.3 we explic-
itly defined the first order Roe scheme in Definition 3.2.4. This scheme is important
to formulate robust multigrid algorithms. And, it cannot be directly derived from
the numerical flux function in Definition 3.2.3.
The superscript ’Roe’ means that we use Roe averaged variables [77] to evaluate
the corresponding term on the edge (face) ij,
ρij,Roe :=
√
ρiρj , (3.19a)
(uij,Roe)k :=
(ui)k
√
ρi + (uj)k
√
ρj√
ρi +
√
ρj
, k = 1, . . . , m, (3.19b)
Hij,Roe :=
Hi
√
ρi +Hj
√
ρj√
ρi +
√
ρj
. (3.19c)
Applying the equation (2.5), definition (3.19c) is used to compute the square of the
corresponding Roe averaged speed of sound to obtain the total energy,
a2ij,Roe := (γ − 1)
(
Hij,Roe − 1
2
‖uij,Roe‖22
)
, (3.19d)
Eij,Roe := Hij,Roe −
a2ij,Roe
γ
. (3.19e)
The construction of the linear operator
∣∣ARoeij ∣∣ is topic of Section 3.2.3.
To understand the effect of the cell stretching coefficient sij we consider the near
wall boundary layer flow resolved by an anisotropic mesh represented in Figure 3.2.
Assuming that the magnitude of the speed of sound is much greater than the stream-
wise normal velocities in the viscous boundary layer, aik,Roe ≫ Vik,Roe, that the speed
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Figure 3.2: Example of an anisotropic Cartesian mesh
of sound is constant over neighboring cells and dH ≫ dh, we approximate for a
vertical face, for example, between the cells i and k1
zi =
(∑
k∈N (i) svol (eik) (|Vik,Roe|+ aik,Roe)
)
− svol(eik1) (|Vik1,Roe|+ aik1,Roe)
svol(eik1) (|Vik1,Roe|+ aik1,Roe)
≈ 2dH − dh
dh
≈ 2dH
dh
and therefore
sij
(
WN (i,j)
) ≈ 1 + 2 2dHdh
2
√
2dH
dh
= 1 +
√
2
√
dH
dh
. (3.20)
Exchanging the role of dh and dH we get for a horizontal face (e.g. the face between
the cells i and k4
zi ≈ 2dH − dH
dH
≈ 1, hence sij
(
WN (i,j)
) ≈ 1 + 21
2
= 2.
The approximation (3.20) shows that the factor sij is designed to increase the
dissipation significantly for highly stretched cells in direction of the cell stretching.
This is a desired effect to improve the reliability of the discretization. The factor ξ
is a global constant weighting factor. In all our computations we choose ξ = 1/64.
Theorem 3.2.7 The numerical flux functions (3.15) and (3.18) satisfy the condi-
tions of Definition 3.2.1.
Proof: Using the definition of the indicator function 1Dk it is clear that Wk1Dk
represent continuous functions on Dk. Using the continuous continuation (3.6) and
the continuity of all other operators, the flux functions yield an integrable function
on ∂Di∩∂Dj . In caseWi =Wj andWL =WR all the differences satisfyWj−Wi = 0.
Using (3.6) we conclude (3.7). To prove (3.8) note that
1
2
[〈fc (Wi) , n〉+ 〈fc (Wj) , n〉] = −1
2
[〈fc (Wj) ,−n〉+ 〈fc (Wi) ,−n〉] ,
Wj −Wi = −(Wi −Wj).
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Since P−1ij
∣∣PijARoeij ∣∣ and ψij are invariant with respect to the change n 7→ −n, we
get (3.8).

3.2.1 Derivative of convective flux
The implementation of the numerical flux function (3.15) requires knowledge ofARoeij
and its eigenvalues and eigenvectors to construct the absolute value of this operator.
Although this information can be found in many textbooks (see e.g. [6]), we follow
here another way to derive this information. Our way of determining the eigenvalues
and eigenvectors does not require rewriting the derivative in primitive variables and
convert it back. We end up with a formulation of
∣∣ARoeij ∣∣, which can be implemented
straightforward (see formula (3.33) below).
Theorem 3.2.8 The derivative of the convective flux 〈fc, n〉 in normal direction n
is given by
∂ 〈fc (W ) , n〉
∂W
= V I+ a1b
T
1 + a2b
T
2 , (3.21)
where
a1 := (1, u1, u2, u3, H)
T , a2 := (0, n1, n2, n3, V )
T ,
b1 := (−V, n1, n2, n3, 0)T , b2 :=
(
∂p(W )
∂W
)T
.
Proof: To prove (3.21) we rewrite the convective part of (2.1a),
〈fc (W ) , n〉 = V


ρ
ρu1
ρu2
ρu3
ρE

+ p


0
n1
n2
n3
0

 + V p


0
0
0
0
1

 = VW + p


0
n1
n2
n3
V

 .
Straightforward differentiation of 〈fc, n〉 yields
∂ 〈fc (W ) , n〉
∂W
= V I+W
∂V (W )
∂W
+


0
n1
n2
n3
V


∂p(W )
∂W
+ p


0
0
0
0
∂V (W )
∂W

 . (3.22)
Using (2.2) and the derivative for the normal velocity
∂V (W )
∂W
=
1
ρ
(−V, n1, n2, n3, 0) (3.23)
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we simplify (3.22) to
∂ 〈fc (W ) , n〉
∂W
= V I+


1
u1
u2
u3
H

 (−V, n1, n2, n3, 0) +


0
n1
n2
n3
V


∂p(W )
∂W
. (3.24)

From (3.22) and (3.24) it is obvious that the computation of ∂〈fc,n〉
∂W
[W ] only requires
the computation of the derivatives of the normal velocity (3.23) and of the pres-
sure p. Assuming the equation of state (2.3), which we do throughout this thesis,
we have
∂p(W )
∂W
= (γ − 1)
(‖u‖22
2
,−u1,−u2,−u3, 1
)
. (3.25)
For the representation of the derivative ∂〈fc,n〉
∂W
[W ] we distinguish between column
and row vectors, e.g. ∂V (W )
∂W
∈ R1×5, whereas W ∈ R5×1. In this notationW ∂V (W )
∂W
∈
R5×5, as expected.
Equation (3.21) is a compact representation for the derivative of 〈fc, n〉. For com-
pleteness and implementation issues let us write down the derivative in full matrix
notation,
∂ 〈fc (W ) , n〉
∂W
=


0 n1 n2 n3 0
n1ζ2‖u‖22
2
− u1V n1ζ3u1 + V n2u1 − n1ζ2u2 n3u1 − n1ζ2u3 n1ζ2
n2ζ2‖u‖22
2
− u2V n1u2 − n2ζ2u1 n2ζ3u2 + V n3u2 − n2ζ2u3 n2ζ2
n3ζ2‖u‖22
2
− u3V n1u3 − n3ζ2u1 n2u3 − n3ζ2u2 n3ζ3u3 + V n3ζ2
(ζ2‖u‖22 − γE)V n1ζ1 − ζ2u1V n2ζ1 − ζ2u2V n3ζ1 − ζ2u3V γV


where
ζ1 := γE − Φ, ζ2 := γ − 1, ζ3 := 2− γ, Φ := 1
2
(γ − 1)‖u‖22.
3.2.2 Eigendecomposition of the derivative of the convec-
tive flux
The compact representation (3.21) allows a straightforward computation of the
eigenvalues and eigenvectors of the derivative of the convective flux.
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Theorem 3.2.9 The derivative matrix of the convective flux given by (3.21) has
the following set of eigenpairs:
{(V, g1) , (V, g2) , (V, g3) , (V + a, g4) , (V − a, g5)}
where
g1 := n1y1 + ay2,
g2 := n2y1 + ay3,
g3 := n3y1 + ay4,
g4 := a1 + aa2,
g5 := a1 − aa2.
Here a1 and a2 are defined in Theorem 3.2.8 and
y1 :=


1
u1
u2
u3
‖u‖22
2

 , y2 :=


0
0
n3
−n2
u2n3 − u3n2

 ,
y3 :=


0
−n3
0
n1
u3n1 − u1n3

 and y4 :=


0
n2
−n1
0
u1n2 − u2n1

 .
Proof: Using representation (3.21) it is obvious that x ∈ R5 is eigenvector with
eigenvalue V of ∂〈fc,n〉
∂W
if the following orthogonality relations hold:
bT1 x = b
T
2 x = 0 (3.26)
It can be easily verified that the vectors y1, . . . , y4 satisfy (3.26). However, the
vectors y2, y3 and y4 are linearly dependent since
n1y2 + n2y3 + n3y4 = 0.
Three linear independent eigenvectors may be obtained by g1, g2 and g3. To identify
the remaining eigenvectors we use the vectors a1, a2 and b1, b2 from Theorem 3.2.8
and the relations
bT1 a1 = b
T
2 a2 = 0, b
T
1 a2 = 1 and b
T
2 a1 = a
2. (3.27)
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Then we compute using (3.21)
∂ 〈fc (W ) , n〉
∂W
(a1 + aa2) = V a1 + a
2a2 + V aa2 + aa1
= (V + a)(a1 + aa2),
∂ 〈fc (W ) , n〉
∂W
[W ] (a1 − aa2) = V a1 + a2a2 − V aa2 − aa1
= (V − a)(a1 − aa2).

Finally, to implement the numerical flux function H in (3.15) the inverse of the
matrix corresponding to the eigenvectors of ∂〈fc,n〉
∂W
,
G := (g1, g2, g3, g4, g5) (3.28)
is required.
Theorem 3.2.10 We define the vectors
r1 :=
γ − 1
a2
(H − ‖u‖22, u1, u2, u3,−1)T , (3.29a)
r2 := (u2n3 − u3n2, 0,−n3, n2, 0)T , (3.29b)
r3 := (u3n1 − u1n3, n3, 0,−n1, 0)T , (3.29c)
r4 := (u1n2 − u2n1,−n2, n1, 0, 0)T . (3.29d)
and
q1 := n1r
T
1 −
1
a
rT2 , (3.30a)
q2 := n2r
T
1 −
1
a
rT3 , (3.30b)
q3 := n3r
T
1 −
1
a
rT4 , (3.30c)
q4 :=
1
2a2
(
bT2 + ab
T
1
)
, (3.30d)
q5 :=
1
2a2
(
bT2 − abT1
)
. (3.30e)
Then the inverse of G is given by
G−1 =


q1
q2
q3
q4
q5

 .
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Proof: Recall the definitions of y1, . . . , y4 and g1, . . . , g5 given in Theorem 3.2.9
and equation (2.5). To prove the theorem we use the important equations
rT1 y1 =
γ − 1
a2
(
H − ‖u‖22 + ‖u‖22 −
‖u‖22
2
)
=
γ − 1
a2
(
H − ‖u‖
2
2
2
)
= 1,
rT1 y2 = r
T
1 y3 = r
T
1 y4 = r
T
2 y1 = r
T
3 y1 = r
T
4 y1 = 0,
rT2 y2 = −n23 − n22, rT3 y3 = −n23 − n21, rT4 y4 = −n21 − n22,
rT2 y3 = n1n2, r
T
2 y4 = n1n3, r
T
3 y2 = n1n2,
rT3 y4 = n2n3, r
T
4 y2 = n1n3, r
T
4 y3 = n2n3,
bT1 y1 = b
T
1 y2 = b
T
1 y3 = b
T
1 y4 = 0,
bT2 y1 = b
T
2 y2 = b
T
2 y3 = b
T
2 y4 = 0,
and (3.27) to conclude
q1g1 = (n
2
1r
T
1 y1 + an1r
T
1 y2 −
n1
a
rT2 y1 − rT2 y2) = (n21 + n22 + n23) = 1,
q1g2 = q1g3 = q1g4 = q1g5 = 0
q2g2 = (n
2
2r
T
1 y1 + n2ar
T
1 y3 −
n2
a
rT3 y1 − rT3 y3) = (n21 + n22 + n23) = 1,
q2g1 = q2g3 = q2g4 = q2g5 = 0
q3g3 = (n
2
3r
T
1 y1 + n3ar
T
1 y4 −
n3
a
rT4 y1 − rT4 y4) = (n21 + n22 + n23) = 1,
q3g1 = q3g2 = q3g4 = q3g5 = 0
q4g4 =
1
2a2
(bT2 a1 + ab
T
2 a2 + ab
T
1 a1 + a
2bT1 a2) =
1
2a2
(a2 + a2) = 1,
q4g1 = q4g2 = q4g3 = q4g5 = 0,
q5g5 =
1
2a2
(bT2 a1 − abT2 a2 − abT1 a1 + a2bT1 a2) =
1
2a2
(a2 + a2) = 1,
q5g1 = q5g2 = q5g3 = q5g4 = 0.
This proves the assertion.

3.2.3 Implementation of the Matrix Dissipation operator
Remark 3.2.11 In this and the following Sections 3.3.2,3.3.3 and 3.3.4 we neglect
in the notation the subscript ij. Everything is understood as face values using Roe-
averaged variables.
To implement the matrix valued operator
∣∣ARoeij ∣∣ required in Definition 3.2.3 note
that due to Theorems 3.2.9 and 3.2.10 we have the representation
∂ 〈fc (W ) , n〉
∂W
=
5∑
j=1
αjgjqj , (3.32)
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where the scalars αj are given by the eigenvalues
α1 = α2 = α3 = V, α4 = V + a, α5 = V − a.
Therefore, we do not follow the standard implementation introduced in [98, 92] and
extended to 3-D in [104], but we define the absolute value by the functional calculus
∣∣∣∣∂ 〈fc (W ) , n〉∂W
∣∣∣∣ :=
5∑
j=1
|αj|gjqj . (3.33)
Formula (3.33) gives the prototype to implement the operator
∣∣ARoe∣∣ required for
the flux function H in (3.15).
Remark 3.2.12 A straightforward implementation of this operator in general gives
an unstable discretization scheme, in particular when one of the eigenvalues is ≈ 0.
This happens for example in stagnation points or in the neighborhood of a shock.
To avoid instabilities when one of the eigenvalues is ≈ 0 in general some so-called
entropy fix is required.
For some 0 ≤ δef ≤ 1 the entropy fix described most often in the literature is to
replace the absolute eigenvalues by
|Λ|ef := diag
(
|V |ef,1 , |V |ef,1 , |V |ef,1 , |V + a|ef ,2 , |V − a|ef,3
)
where
|V |ef,1 := |λi|ef,1 := max {|V | , δef (|V |+ a)} , i = 1, 2, 3, (3.34a)
|V + a|ef ,2 := |λ4|ef,2 := max {|V + a| , δef (|V |+ a)} , (3.34b)
|V − a|ef ,3 := |λ5|ef,3 := max {|V − a| , δef (|V |+ a)} . (3.34c)
Throughout this thesis we used a value of δef = 1/5. Choosing for example δef = 1
one directly gets a scalar dissipative scheme. Finally, we define∣∣ARoe∣∣
ef
:= G |Λ|ef G−1. (3.35)
Another entropy fix is the so-called Harten entropy fix [27]. Here αj is replaced by
α∗j :=
{
αj, αj > δH
α2j+δ
2
H
2δH
, αj ≤ δH.
(3.36)
In this formulation 0 < δH usually depends on the speed of sound. One often finds
the choice δH := a/4 or δH := a/8. Again, note that for the choice δH = αj no
entropy fix is used.
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The combination of (3.33), (3.34) and (3.35) gives the efficient implementation
∣∣ARoe∣∣
ef
=
(
3∑
j=1
|λj|ef,1 gjqj
)
+ |λ4|ef,2 g4q4 + |λ5|ef,3 g5q5. (3.37)
Note that the representation (3.37) does not require the construction of the full
matrix ARoe ∈ R5×5 since only the vector products qix, x ∈ R5 need to be imple-
mented.
Nevertheless, in our implementation we do not use the representation (3.37). Follow-
ing ideas of Rossow [78, 79] we are going to represent the weighting operator
∣∣ARoe∣∣
ef
with respect to the local Mach number. Based on this representation we will discuss
in Section 3.3 a modification allowing for an extension to incompressible, low Mach
number flows.
Theorem 3.2.13 Assume that 0 ≤ δef ≤ 1 and define
|M |ef,1 := max {|M |, δef (|M | + 1)} , (3.38a)
|M + 1|ef,2 := max {|M + 1|, δef (|M | + 1)} , (3.38b)
|M − 1|ef,3 := max {|M − 1|, δef (|M | + 1)} , (3.38c)
M
(1)
0 :=
1
2
(|M + 1|ef,2 − |M − 1|ef,3) , (3.38d)
M
(2)
0 :=
1
2
(−2|M |ef ,1 + |M + 1|ef,2 + |M − 1|ef,3) . (3.38e)
where M denotes the Mach number on the edge eij, that is
M =Mij,Roe =
Vij,Roe
aij,Roe
.
Note that (3.38) correspond to (3.34) expressed in terms of the Mach number. Then
the operator
∣∣ARoe∣∣
ef
has the following representation:
(∣∣ARoe∣∣
ef
)
1,1
= |V |ef,1 − VM (1)0 +
1
a
‖u‖22
2
(γ − 1)M (2)0 (3.39a)(∣∣ARoe∣∣
ef
)
1,i+1
= niM
(1)
0 +
1
a
(1− γ)uiM (2)0 , i = 1, 2, 3 (3.39b)(∣∣ARoe∣∣
ef
)
1,5
=
1
a
(γ − 1)M (2)0 , (3.39c)
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(∣∣ARoe∣∣
ef
)
i+1,1
=
‖u‖22
2
(γ − 1)
(
1
a
uiM
(2)
0 + niM
(1)
0
)
− V
(
aniM
(2)
0 + uiM
(1)
0
)
, i = 1, 2, 3, (3.39d)(∣∣ARoe∣∣
ef
)
i+1,j+1
= njuiM
(1)
0 + δij|V |ef,1 + ninjaM (2)0
+ (1− γ)uj
(
1
a
uiM
(2)
0 + niM
(1)
0
)
, i, j = 1, 2, 3, (3.39e)
(∣∣ARoe∣∣
ef
)
i+1,5
= (γ − 1)
(
1
a
uiM
(2)
0 + niM
(1)
0
)
, i = 1, 2, 3, (3.39f)
(∣∣ARoe∣∣
ef
)
5,5
= |V |ef,1 + (γ − 1)
(
VM
(1)
0 +
1
a
HM
(2)
0
)
(3.39g)(∣∣ARoe∣∣
ef
)
5,1
= −V 2aM (2)0 − V HM (1)0
+
‖u‖22
2
(γ − 1)
(
VM
(1)
0 +
1
a
HM
(2)
0
)
, (3.39h)
(∣∣ARoe∣∣
ef
)
5,i+1
= (1− γ)ui
(
VM
(1)
0 +
1
a
HM
(2)
0
)
+ niV aM
(2)
0 + niHM
(1)
0 , i = 1, 2, 3. (3.39i)
Proof: In principle the representation follows from straightforward computations.
We carry out the computation term by term. To this end we introduce another set
of primitive variables
W
(1)
prim := (ρ, u1, u2, u3, p).
The matrices converting the conservative variables to the primitive variables W
(1)
prim
and back are given by
∂W
∂W
(1)
prim
=


1 0 0 0 0
u1 ρ 0 0 0
u2 0 ρ 0 0
u3 0 0 ρ 0
‖u‖22
2
ρu1 ρu2 ρu3
1
γ−1

 ,
∂W
(1)
prim
∂W
=


1 0 0 0 0
−u1
ρ
1
ρ
0 0 0
−u2
ρ
0 1
ρ
0 0
−u3
ρ
0 0 1
ρ
0
(γ − 1)‖u‖22
2
(1− γ)u1 (1− γ)u2 (1− γ)u3 γ − 1

 .
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Then, using (3.35) we exploit the following identity:
∣∣ARoe∣∣
ef
=
1
2
∂W
∂W
(1)
prim
G
(1)
prim [Λ + |Λ|ef ]
(
G
(1)
prim
)−1 ∂W (1)prim
∂W
−1
2
∂W
∂W
(1)
prim
G
(1)
prim [Λ− |Λ|ef ]
(
G
(1)
prim
)−1 ∂W (1)prim
∂W
. (3.40)
where G is the matrix of eigenvectors defined in Theorem 3.2.9 and (3.28). The
definition of G
(1)
prim is given by
(
G
(1)
prim
)
:=
∂W
(1)
prim
∂W
G =


n1 n2 n3 1 1
0 −n3 aρ n2 aρ n1 aρ −n1 aρ
n3
a
ρ
0 −n1 aρ n2 aρ −n2 aρ
−n2 aρ n1 aρ 0 n3 aρ −n3 aρ
0 0 0 a2 a2

 . (3.41)
and its inverse is given by
(
G
(1)
prim
)−1
:=
(
∂W
(1)
prim
∂W
G
)−1
=


n1 0 n3
ρ
a
−n2 ρa −n1a2
n2 −n3 ρa 0 n1 ρa −n2a2
n3 n2
ρ
a
−n1 ρa 0 −n3a2
0 n1
2
ρ
a
n2
2
ρ
a
n3
2
ρ
a
1
2
1
a2
0 −n1
2
ρ
a
−n2
2
ρ
a
−n3
2
ρ
a
1
2
1
a2

 . (3.42)
We now derive an explicit expression for the right hand side of (3.40) using (3.34)
and the notation
V˜1 := V + |V |ef,1
V˜2 := V + a+ |V + a|ef,2
V˜3 := V − a+ |V − a|ef,3.
Then we compute
[Λ + |Λ|ef ]
(
G
(1)
prim
)−1
=


n1V˜1 0 n3
ρV˜1
a
−n2 ρV˜1a −n1 V˜1a2
n2V˜1 −n3 ρV˜1a 0 n1 ρV˜1a −n2 V˜1a2
n3V˜1 n2
ρV˜1
a
−n1 ρV˜1a 0 −n3 V˜1a2
0 n1
2
ρV˜2
a
n2
2
ρV˜2
a
n3
2
ρV˜2
a
1
2
V˜2
a2
0 −n1
2
ρV˜3
a
−n2
2
ρV˜3
a
−n3
2
ρV˜3
a
1
2
V˜3
a2


.
Using the definitions
B˜+ :=
(
G
(1)
prim
)
[Λ + |Λ|ef ]
(
G
(1)
prim
)−1
,
B˜− :=
(
G
(1)
prim
)
[Λ− |Λ|ef ]
(
G
(1)
prim
)−1
,
B˜ :=
1
2
(
B˜+ − B˜−
)
,
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we compute for the first row of B˜+ term by term
B˜+1,1 =
3∑
j=1
njnjV˜1 = V˜1
B˜+1,i+1 =
ni
2
ρV˜2
a
− ni
2
ρV˜3
a
=
ni
2
(
ρ (V + a + |V + a|ef,2)
a
− ρ (V − a+ |V − a|ef,3)
a
)
= niρ+
niρ
2
(∣∣∣∣Va + 1
∣∣∣∣
ef ,2
−
∣∣∣∣Va − 1
∣∣∣∣
ef,3
)
= niρ+
niρ
2
(
|M + 1|ef ,2 − |M − 1|ef,3
)
=
niρ
2
(
2 + |M + 1|ef ,2 − |M − 1|ef,3
)
, i = 1, 2, 3,
B˜+1,5 = −
V˜1
a2
+
1
2a2
(
V˜2 + V˜3
)
=
1
2a2
(
−2
(
V + |V |ef,1
)
+ V + a+ |V + a|ef,2 + V − a+ |V − a|ef,3
)
=
1
2a
(
−2 |M |ef,1 + |M + 1|ef,2 + |M − 1|ef,3
)
,
Furthermore, we get
B˜+2,1 = B˜
+
3,1 = B˜
+
4,1 = B˜
+
5,1 = 0,
B˜+2,2 = n
2
3V˜1 + n
2
2V˜1 +
n21
2
(
V˜2 + V˜3
)
= V˜1 − n21V˜1 +
n21
2
(2V + |V + a|ef,2 + |V − a|ef,3)
= V˜1 +
n21a
2
(
−2 |M |ef,1 + |M + 1|ef,2 + |M − 1|ef,3
)
,
B˜+3,3 = V˜1 +
n22a
2
(
−2 |M |ef,1 + |M + 1|ef,2 + |M − 1|ef,3
)
,
B˜+4,4 = V˜1 +
n23a
2
(
−2 |M |ef,1 + |M + 1|ef,2 + |M − 1|ef,3
)
,
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B˜+2,3 = −n1n2V˜1 +
n1n2
2
V˜2 +
n1n2
2
V˜3
=
n1n2
2
(
−2V˜1 + V˜2 + V˜3
)
=
n1n2a
2
(
−2 |M |ef,1 + |M + 1|ef,2 + |M − 1|ef,3
)
,
B˜+3,2 = B˜
+
2,3
=
n1n2a
2
(
−2 |M |ef,1 + |M + 1|ef,2 + |M − 1|ef,3
)
,
B˜+2,4 = −n1n3V˜1 +
n1n3
2
V˜2 +
n1n3
2
V˜3
=
n1n3
2
(
−2V˜1 + V˜2 + V˜3
)
=
n1n3a
2
(
−2 |M |ef,1 + |M + 1|ef,2 + |M − 1|ef,3
)
B˜+4,2 = B˜
+
2,4
B˜+3,4 = −n2n3V˜1 +
n2n3
2
V˜2 +
n2n3
2
V˜3
=
n2n3
2
(
−2V˜1 + V˜2 + V˜3
)
=
n2n3a
2
(
−2 |M |ef,1 + |M + 1|ef,2 + |M − 1|ef,3
)
B˜+4,3 = B˜
+
3,4
B˜+2,5 =
n1
2Aρa
(
V˜2 − V˜3
)
=
n1
2ρ
(
2 + |M + 1|ef,2 − |M − 1|ef ,3
)
,
B˜+3,5 =
n2
2ρ
(
2 + |M + 1|ef,2 − |M − 1|ef ,3
)
,
B˜+4,5 =
n3
2ρ
(
2 + |M + 1|ef,2 − |M − 1|ef ,3
)
.
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Finally, the missing terms are computed by
B˜+5,2 =
n1aρ
2
(
V˜2 − V˜3
)
=
n1aρ
2
(V + a + |V + a|ef,2 − (V − a + |V − a|ef,3))
=
n1a
2ρ
2a
(2a+ |V + a|ef,2 − |V − a|ef,3)
=
n1γp
2
(2 + |M + 1|ef,2 − |M − 1|ef,3) ,
B˜+5,3 =
n2γp
2
(2 + |M + 1|ef,2 − |M − 1|ef,3) ,
B˜+5,4 =
n3γp
2
(2 + |M + 1|ef,2 − |M − 1|ef,3) ,
B˜+5,5 = V˜1 +
a
2
(
−2 |M |ef,1 + |M + 1|ef,2 + |M − 1|ef,3
)
.
Similarly, one obtains
B˜−1,1 = V − |V |ef,1
B˜−1,i+1 =
niρ
2
(
2− |M + 1|ef,2 + |M − 1|ef,3
)
, i = 1, 2, 3,
B˜−1,5 =
1
2a
(
2 |M |ef,1 − |M + 1|ef,2 − |M − 1|ef,3
)
,
B˜−2,1 = B˜
−
3,1 = B˜
−
4,1 = B˜
−
5,1 = 0,
B˜−2,2 = V − |V |ef,1 −
n21a
2
(
−2 |M |ef ,1 + |M + 1|ef,2 + |M − 1|ef,3
)
,
B˜−3,3 = V − |V |ef,1 −
n22a
2
(
−2 |M |ef ,1 + |M + 1|ef,2 + |M − 1|ef,3
)
,
B˜−4,4 = V − |V |ef,1 −
n23a
2
(
−2 |M |ef ,1 + |M + 1|ef,2 + |M − 1|ef,3
)
,
B˜−2,3 = −
n1n2
2
(
−2 |M |ef,1 + |M + 1|ef,2 + |M − 1|ef,3
)
,
B˜−3,2 = B˜
−
2,3,
B˜−2,4 = −
n1n3a
2
(
−2 |M |ef ,1 + |M + 1|ef,2 + |M − 1|ef,3
)
,
B˜−4,2 = B˜
−
2,4,
B˜−2,5 =
n1
2ρ
(
2− |M + 1|ef,2 + |M − 1|ef,3
)
,
B˜−3,5 =
n2
2ρ
(
2− |M + 1|ef,2 + |M − 1|ef,3
)
,
B˜−4,5 =
n3
2ρ
(
2− |M + 1|ef,2 + |M − 1|ef,3
)
.
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Finally, the last row is given by
B˜−5,2 =
n1γp
2
(2− |M + 1|ef,2 + |M − 1|ef,3) ,
B˜−5,3 =
n2γp
2
(2− |M + 1|ef,2 + |M − 1|ef,3) ,
B˜−5,4 =
n3γp
2
(2− |M + 1|ef,2 + |M − 1|ef,3) ,
B˜−5,5 = V − |V |ef,1 −
a
2
(
−2 |M |ef ,1 + |M + 1|ef,2 + |M − 1|ef,3
)
.
Using the definitions (3.38d) and (3.38e) we get
B˜ =


|V |ef,1 n1ρM (1)0 n2ρM (1)0 n3ρM (1)0 1aM (2)0
0 |V |ef,1 + n21aM (2)0 n1n2aM (2)0 n1n3aM (2)0 n1ρ M (1)0
0 n1n2aM
(2)
0 |V |ef,1 + n22aM (2)0 n2n3aM (2)0 n2ρ M (1)0
0 n1n3aM
(2)
0 n2n3aM
(2)
0 |V |ef,1 + n23aM (2)0 n3ρ M (1)0
0 n1γpM
(1)
0 n2γpM
(1)
0 n3γpM
(1)
0 |V |ef,1 + aM (2)0

 .
To rewrite the representation B˜ into conservative variables we need to evaluate
∣∣ARoe∣∣
ef
=
∂W
∂W
(1)
prim
B˜
∂W
(1)
prim
∂W
. (3.43)
To this end we compute in a first step
∂W
∂W
(1)
prim
B˜
=


|V |ef,1 n1ρM (1)0 n2ρM (1)0 n3ρM (1)0 1aM (2)0
u1|V |ef,1 ζ11 ζ12 ζ13 u1a M (2)0 + n1M (1)0
u2|V |ef,1 ζ21 ζ22 ζ23 u2a M (2)0 + n2M (1)0
u3|V |ef,1 ζ31 ζ32 ζ33 u3a M (2)0 + n3M (1)0
‖u‖22
2
|V |ef,1 ξ1 ξ2 ξ3 ξ4

(3.44)
where
ζi,j := njρuiM
(1)
0 + ρ
(
δij|V |ef,1 + ninjaM (2)0
)
, i, j = 1, 2, 3, (3.45a)
ξi := ρui|V |ef,1 + niV ρaM (2)0 + niρHM (1)0 , i = 1, 2, 3, (3.45b)
ξ4 :=
1
γ − 1 |V |ef,1 + VM
(1)
0 +
1
a
HM
(2)
0 . (3.45c)
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Here the equations for ξ1, . . . , ξ4 follow by
ξ1 = n1ρ
‖u‖22
2
M
(1)
0 + ρu1
(
|V |ef,1 + n21aM (2)0
)
+ ρu2n1n2aM
(2)
0
+ρu3n1n3aM
(2)
0 +
1
γ − 1n1γpM
(1)
0
= ρu1|V |ef,1 + n1V ρaM (2)0 + n1ρM (1)0
(
γp
ρ(γ − 1) +
‖u‖22
2
)
,
ξ4 =
1
a
‖u‖22
2
M
(2)
0 + VM
(1)
0 +
1
γ − 1
(
|V |ef,1 + aM (2)0
)
=
1
γ − 1 |V |ef,1 + VM
(1)
0 +
1
a
M
(2)
0
(
a2
γ − 1 +
‖u‖22
2
)
=
1
γ − 1 |V |ef,1 + VM
(1)
0 +
1
a
M
(2)
0 H.
To obtain the equations above we exploited identity (2.5). For a closed representa-
tion of the Roe matrix
∣∣ARoe∣∣
ef
, we finally have to multiply the matrix (3.44) from
the right by
∂W
(1)
prim
∂W
. This computation gives the representation (3.39).

We show that the computation above correspond one-to-one to the formulae given
in [78, 80, 93].
Lemma 3.2.14 Assume that δef = 0 in (3.34) and (3.38) respectively, that is no
entropy fix is applied. Then we have
M
(1)
0 = M0, (3.46a)
M
(2)
0 = 1− |M0| (3.46b)
where
M0 := sign(M)min {|M |, 1} .
Proof: Assuming that δef = 0 we neglect in all terms the entropy fix. Then, using
|M + 1|+ |M − 1| =


(M + 1) + (M − 1) = 2M, M ≥ 1
(M + 1) + (−1)(M − 1) = 2, −1 ≤ M ≤ 1
(−1)(M + 1) + (−1)(M − 1) = −2M, M ≤ −1
we get
−2|M |+ |M + 1|+ |M − 1| =


0, M ≥ 1
−2M + 2, 0 ≤ M ≤ 1
2M + 2, −1 ≤M ≤ 0
0, M ≤ −1
= 2 (1− |sign(M)min {|M |, 1}|) .
3.3. LOW MACH NUMBER MODIFICATIONS 81
This proves the equation for M
(2)
0 . The assertion for M
(1)
0 follows by
|M + 1| − |M − 1| =


(M + 1)− (M − 1) = 2, M ≥ 1,
(M + 1)− (−1)(M − 1) = 2M, −1 ≤M ≤ 1,
−(M + 1)− (−1)(M − 1) = −2, M ≤ −1.
= 2 sign(M)min{|M |, 1}.

Corollary 3.2.15 Assume that δef = 0 in (3.34) and (3.38) respectively, that is no
entropy fix is applied. Then we have
∂W
∂W
(1)
prim
B˜ =


|V | n1ρM0 n2ρM0 n3ρM0 1a (1− |M0|)
u1|V | ζ11 ζ12 ζ13 u1a (1− |M0|) + n1M0
u2|V | ζ21 ζ22 ζ23 u2a (1− |M0|) + n2M0
u3|V | ζ31 ζ32 ζ33 u3a (1− |M0|) + n3M0‖u‖22
2
|V | ξ1 ξ2 ξ3 ξ4


where
ζi,j = njρuiM0 + ρ (δij |V |+ ninja (1− |M0|)) , i, j = 1, 2, 3, (3.47a)
ξi = ρui|V |+ niV ρa (1− |M0|) + niρHM0, i = 1, 2, 3, (3.47b)
ξ4 =
1
γ − 1 |V |+ VM0 +
1
a
H (1− |M0|) . (3.47c)
The matrix (3.44) corresponds exactly to the matrix (7.2) in [93].
Proof: The Corollary follows by inserting (3.46) into matrix (3.44). Then one
evaluates the expressions (3.45) to conclude (3.47).

Again note that the representations (3.39) and (3.37) of
∣∣ARoe∣∣
ef
are equivalent.
For all the numerical computations shown in Section 6 we have used (3.39). And
moreover, representation (3.39) allows to identify critical entries of
∣∣ARoe∣∣
ef
which
are responsible for a loss of accuracy in the low Mach number regime. Based on
these observations a direct manipulation of terms in
∣∣ARoe∣∣
ef
can be done to improve
the accuracy of the numerical flux H in (3.15) to the incompressible limit.
3.3 Low Mach number modifications
Based on the Mach number flow fields in fluid mechanics are subdivided into com-
pressible and incompressible flows. Compressible fluid flow is modeled by the Eu-
ler or the Navier-Stokes equations and the pressure is given by the equation of
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state (2.3). Within the incompressible equations the pressure takes the role of a
Lagrangian multiplier such that the velocity field satisfies an elliptic divergence
constraint. The incompressible and compressible equations are of different type,
but there is no exact dividing line in the sense that there exists a strict criterion to
decide whether a flow can be characterized as incompressible or compressible.
Flow solvers based on the compressible equations are in general not suitable to
simulate incompressible flow fields and flow fields of varying type. For example, at
low Mach number, the Roe scheme [77] as well as other upwind schemes produce
an excess of artificial viscosity. A modification of the Roe scheme was presented by
Turkel [102, 99] leading to a significant accuracy improvement observed for approxi-
mate solutions of the Euler and Navier-Stokes equations. Subsequently, the problem
to extend a computer code originally implemented to approximate solutions of the
compressible Euler, Navier-Stokes and Reynolds-averaged Navier-Stokes equations
has been investigated by many authors.
The principle problem is given by the basic observation that for low-speed flow the
system of equations is ”stiff”, since the ratio of the convective speed to the speed
of sound is very small [103]. Since the word ”stiff” is in general not a well defined
expression, a more detailed approach is an asymptotic analysis of the compressible
Euler equations. Based on the characteristic Mach number such a procedure was
suggested by Klainermann and Majda [35, 36] exploiting several assumptions on the
given fluid. This analysis was improved and generalized by Asano [2] and Ukai [106].
An overview and summary of this procedure was given by Meister [58].
Preconditioning the governing equations was originally suggested by Chorin [11]
and afterwards extended and systematically investigated by Turkel [99]. The mod-
ification suggested by Turkel is twofold and can be considered as an improvement
with respect to accuracy and an acceleration for the solution method (introduc-
ing artificial time derivatives which allow for a faster convergence to steady state).
Originally the modification was considered as a preconditioning technique which
dealt with the acceleration towards the steady state only [97]. Later it was real-
ized that there is also an accuracy problem [102]. Hence, the acceleration of the
solution method and the accuracy problem are in principle independent of each
other. On the other hand, considering an explicit time marching method, it turns
out that the acceleration is only a consequence of the change in the largest eigen-
value of the local linearized operator which is a consequence of the modification
of the considered upwind scheme. This consideration sheds light on the fact that
the so-called ”low Mach number preconditioning” is not an acceleration method,
which is possibly implied by the word ”preconditioning”, but it is a modification of
the discretization. Thus, in this context the word ”preconditioning” is misleading.
But the nomenclature was built on the original acceleration [97]. Nevertheless, in
general mathematically the word ”preconditioning” describes an equivalent refor-
mulation of the equation to solve. But a change of the discretization also changes
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the solution of the discretized system, which means that the ”low Mach precon-
ditioned” discretization is not equivalent to the solution of the original discretized
equation. So, the word ”modification” seems to be more appropriate.
In the report of Viozat [22] an analysis of the low Mach modified scheme can
be found. Here, it is shown that the discretization error of a pure Roe scheme
depends on the ratio between the mesh size parameter and Mach number, but the
modification of Turkel depends only on the mesh size. This is the reason why for
a given grid, that is a given mesh size, and low Mach number the modification
of Turkel shows a significant accuracy improvement. A similar analysis is also
given in [115], and a low Mach modification was implemented in the context of
a finite element method. Again, the acceleration of the solution method is only
a by-product, which may only be true when one considers explicit time stepping
schemes.
Having identified the source of disturbance when simulating low-speed flows using a
compressible code, several modifications depending on many parameters have been
suggested throughout the literature to significantly improve the accuracy [97, 10,
14, 102, 103, 100]. On the other hand, throughout the literature one rarely finds
results where these developed techniques are applied to large scale high Reynolds
number turbulent flows, in particular not for unstructured codes. And when results
are presented [105, 101], one observes for flows, which have strong local compress-
ible effects, convergence problems. It seems, to the author’s point of view, though
there is no obvious proof and observation, that the considered methods work well
for globally inviscid incompressible fluid flows. For transonic flows and flows with
locally strong compressible effects the reliability and robustness of the suggested
modifications show a severe deterioration, for example the computation diverges or
the finding of a suitable set of parameters is difficult or even impossible. In partic-
ular, the last category of flows is of major importance for external aerodynamics,
since a typical class of test cases satisfying such a behavior are airfoils and aircraft
at high angle of attack (i.e. an aircraft in landing configuration). The complexity
of these kinds of flows is already a challenge in itself and not well understood. The
mixture of compressible and incompressible effects makes a simulation of such flows
even harder.
A similar, but slightly different approach to deal with incompressible flows was sug-
gested by Rossow [78]. Contrary to the other suggested methods, Rossow observed
that only some terms in the weighting operator of the artificial viscosity are re-
sponsible for the accuracy deterioration. Thus, he exchanged the global weighting
of the artificial viscosity with some so-called low Mach number preconditioner by
modifying only certain terms. To this end, in a first step the Roe matrix weighting
the artificial viscosity is represented equivalently in terms of the Mach number and
speed of sound. Then, for low speed flows the speed of sound and convective veloc-
ity are modified. In the following, this technique was improved by Swanson, Rossow
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and Turkel and incorporated into an implicit time stepping scheme [80, 93, 91]. This
method was successfully applied in a structured grid code to globally incompressible
flows, with the addition that transonic airfoil flow results were shown. Peles, Turkel
and Yaniv demonstrated the applicability of this method with respect to the kω-
SST turbulence model and flows with chemical reactions [72]. Though the operators
were given explicitly in the published articles, unfortunately a detailed derivation
as well as detailed information with respect to the incorporation of entropy fixes to
avoid zero dissipation were missing.
To understand the loss of accuracy of we again refer to [58]. In this section we
present two different methods to extend the discretization for the compressible
Reynolds averaged Navier-Stokes equations to the incompressible limit.
3.3.1 Modification of Turkel
To care about incompressible effects the discretization of flux terms in (2.45) need
to be modified. Hence, we now introduce for the numerical flux function H given
in (3.15) a matrix valued operator Pij 6= I. To clarify that this modification is
introduced for low Mach number flows, we denote this by
HLM
(
WN (i,j), n
)
:=
1
2
[〈fc (Wi) , n〉+ 〈fc (Wj) , n〉]− dij,LM
(
WN (i,j)
)
, (3.48)
where
dij,LM
(
WN (i,j)
)
:=
1
2
P−1ij
∣∣PijARoeij ∣∣ {Ψij (Wj −Wi)
− ξsij
(
WN (i,j)
)
(1−Ψij)
(
Lj
(
WN (i,j)
)− Li (WN (i,j)))} .(3.49)
We now assume that Pij 6= I. Then, in general the discretization is different
compared to Pij = I, and on a given mesh we expect different results. On the other
hand, assuming that for the mesh spacing h→ 0 the difference terms satisfy(
W hj −W hi
)→ 0 and (Lj(W h)− Li(W h))→ 0,
the solutions of the two distinct discrete systems of equations converge to the same
limit value if the solution is smooth.
3.3.2 Definition of a low Mach number modification
The generalized numerical flux functionHLM given in (3.48) is exploited to introduce
a modification to extend the discretization strategy to incompressible flows. To this
end we introduce a set of primitive variables, the so-called entropy variables
W
(0)
prim := (p, u1, u2, u3, S). (3.50)
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Here S denotes the entropy determined by S = ln(p/ργ). The operators converting
the entropy variables into conservative variables are given by
∂W
(0)
prim
∂W
=


γ−1
2
‖u‖22 (1− γ)u1 (1− γ)u2 (1− γ)u3 γ − 1
−u1
ρ
1
ρ
0 0 0
−u2
ρ
0 1
ρ
0 0
−u3
ρ
0 0 1
ρ
0
γ−1
2
‖u‖22 − a2 (1− γ)u1 (1− γ)u2 (1− γ)u3 γ − 1

 ,
and
∂W
∂W
(0)
prim
=


1
a2
0 0 0 − 1
a2
u1
a2
ρ 0 0 −u1
a2
u2
a2
0 ρ 0 −u2
a2
u3
a2
0 0 ρ −u3
a2
1
γ−1 +
M2
2
ρu1 ρu2 ρu3 −M22

 .
The derivative of the convective flux represented with respect to entropy vari-
ables (3.50) is given by
∂ 〈fc, n〉
∂W
(0)
prim
[
W
(0)
prim
]
=


V n1ρa
2 n2ρa
2 n3ρa
2 0
n1
ρ
V 0 0 0
n2
ρ
0 V 0 0
n3
ρ
0 0 V 0
0 0 0 0 V

 .
Now, to exploit generalization (3.49) Turkel suggested a parameter dependent fam-
ily of operators (see e.g.[103]). With respect to entropy variables W
(0)
prim (3.50) the
operator and its inverse are given by
P
(0)
LM :=


βMart
a2
0 0 0 −βMart
a2
δ
−αu1
ρa2
1 0 0 αu1
ρa2
δ
−αu2
ρa2
0 1 0 αu2
ρa2
δ
−αu3
ρa2
0 0 1 αu3
ρa2
δ
0 0 0 0 1

 , (3.51)
[
P
(0)
LM
]−1
=


a2
βMart
0 0 0 δ
αu1
βρMart
1 0 0 0
αu2
βρMart
0 1 0 0
αu3
βρMart
0 0 1 0
0 0 0 0 1

 .
Here, the four free parameters
δ ≥ 0, β > 0, α ≥ 0 and Mart > 0
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need to be determined. The effect of the modification (3.49) depends on this choice.
Unfortunately, to the author’s knowledge no strict parameter study has been per-
formed to investigate the influence of such a choice. In our implementation we have
chosen
β := a2, α = 0, (3.52)
Mart := min
{
max
{
M2, κM2∞
}
, 1
}
aart :=
√
τ 2
V 2
A2
+Marta2, τ :=
1
2
(1−Mart) . (3.53)
The modification Mart is called artificial Mach number and aart describes a corre-
sponding artificial speed of sound. The additional parameter κ was chosen by κ = 1
for all the computations shown in this paper. Often in computer codes this is a
user defined parameter. The further parameter δ may be either chosen by
δ :=
{
0, M2 ≥ 1,
1, else,
or (3.54a)
δ :=
{
0, M2 ≥ 1,
1−Mn, n ≥ 2 else, or (3.54b)
δ := 0. (3.54c)
Note that all criteria are designed such that the modification of the operator weight-
ing the artificial viscosity are turned off when |M | ≥ 1. This is a desirable effect as
for transonic and supersonic flows no modification is required. Again, throughout
this paper we used in our computations the simple choice (3.54c) for the defini-
tion of δ. The parameter choice (3.52) and (3.54c) considered are in agreement
with [103, 111, 22].
3.3.3 Eigendecomposition of Turkel’s modification
To implement a matrix valued artificial viscosity (3.49) the Eigendecomposition
of P−1ij
∣∣PijARoeij ∣∣ is required. To this end we start with the eigendecomposition of
the modified system in entropy variables (3.50),
P
(0)
LM
∂
〈
fc
(
W
(0)
prim
)
, n
〉
∂W
(0)
prim
=


MartV Martn1ρa
2 Martn2ρa
2 Martn3ρa
2 −MartδV
n1
ρ
V 0 0 0
n2
ρ
0 V 0 0
n3
ρ
0 0 V 0
0 0 0 0 V

 .
Theorem 3.3.1 The eigenvalues of P
(0)
LM
∂
D
fc
“
W
(0)
prim
”
,n
E
∂W
(0)
prim
are given by
λ1 = λ2 = λ3 = V, λ4/5 =
1
2
(V +MartV ± T )
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and the corresponding matrix of eigenvectors is given by
G
(0)
prim,LM :=


0 0 0 a
2
t+ −a2 t−
−δ V
ρ
−n3 aρ n2 aρ n1 aρ −n1 aρ
n3
a
ρ
−δ V
ρ
−n1 aρ n2 aρ −n2 aρ
−n2 aρ n1 aρ −δ Vρ n3 aρ −n3 aρ
−n1a2 −n2a2 −n3a2 0 0

 .
where T :=
√
(MartV − V )2 + 4Marta2. The inverse of the matrix of eigenvectors
is given by
(
G
(0)
prim,LM
)−1
:=


0 −δV n
(2)
23 ρ
qδ
ρ(n3a+n12δV )
qδ
−ρ(n2a−n13δV )
qδ
n1
a2
0 −ρ(n3a−n12δV )
qδ
−δV n
(2)
31 ρ
qδ
ρ(n1a+n23δV )
qδ
n2
a2
0 ρ(n2a+n13δV )
qδ
−ρ(n1a−n23δV )
qδ
−δV n
(2)
12 ρ
qδ
n3
a2
1
aT
−1
2
ρn1
t−
aT
−1
2
ρn2
t−
aT
−1
2
ρn3
t−
aT
1
2
V δ t−
a3T
1
aT
−1
2
ρn1
t+
aT
−1
2
ρn2
t+
aT
−1
2
ρn3
t+
aT
1
2
V δ t+
a3T


,
where
n12 := n1n2, n13 := n1n3, n23 := n2n3
n
(2)
23 := n
2
2 + n
2
3, n
(2)
31 := n
2
3 + n
2
1, n
(2)
12 := n
2
1 + n
2
2,
qδ := δ
2V 2 + a2,
t+ := MartV − V + T, t− :=MartV − V − T.
Proof: The theorem follows by straightforward computations.

Since
PLM
∂ 〈fc (WRoe) , n〉
∂W
=
∂W
∂W
(0)
prim
P
(0)
LM
∂ 〈fc (WRoe) , n〉
∂W
(0)
prim
∂W
(0)
prim
∂W
=
∂W
∂W
(0)
prim
G
(0)
prim,LMdiag(λ1, λ2, λ3, λ4, λ5)
(
G
(0)
prim,LM
)−1 ∂W (0)prim
∂W
we conclude
(
G
(0)
prim,LM
)−1 ∂W (0)prim
∂W
PLM
∂ 〈fc, n〉
∂W
∂W
∂W
(0)
prim
G
(0)
prim,LM = diag(λ1, λ2, λ3, λ4, λ5).
Therefore, the matrix of eigenvectors of the low Mach number preconditioned con-
vective flux derivative PLM
∂〈fc(WRoe),n〉
∂W
and its inverse with respect to conservative
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variables are given by
Gcons,LM =
∂W
∂W
(0)
prim
G
(0)
prim,LM,
(Gcons,LM)
−1 =
(
G
(0)
prim,LM
)−1 ∂W (0)prim
∂W
.
Finally, a representation of the inverse of the low Mach number preconditioner
[
P
(0)
LM
]−1
in conservative variables is required. It is given by
[PLM]
−1 =
∂W
∂W
(0)
prim
[
P
(0)
LM
]−1 ∂W (0)prim
∂W
=


β2
Mart
+ (δ − 1)(β2 − 1) −u1β6 −u2β6 −u3β6 β6
u1 (β1β2 − δ) −u21β6 + 1 −u1u2β6 −u1u3β6 u1β6
u2 (β1β2 − δ) −u2u1β6 −u22β6 + 1 −u2u3β6 u2β6
u3 (β1β2 − δ) −u3u1β6 −u3u2β6 −u23β6 + 1 u3β6
β3β4 − ‖u‖22 − (β5−a
2)M2
2
u1β7 u2β7 u3β7
1
Mart
+ δ + β1β2

 ,
where
β1 := δ +
1
Mart
− 1, β2 := γ − 1
2
M2
β3 :=
1
γ − 1 +
M2
2
, β4 :=
(γ − 1)‖u‖22
2Mart
+ δ
(
(γ − 1)‖u‖22
2
− a2
)
β5 :=
(γ − 1)‖u‖22
2
, β6 :=
(γ − 1)β1
a2
, β7 := (β2 − 1)β1.
Finally, to avoid zero dissipation a classical entropy fix is integrated in the con-
struction of the operator. To this end we define the operator
|Λ|ef,LM := diag
(
|λ|ef,LM,1 , |λ|ef,LM,2 , |λ|ef,LM,3 , |λ|ef,LM,4 , |λ|ef,LM,5
)
,
|λ|ef,LM,i := max {|V | , δefλmax,LM} , i = 1, 2, 3,
|λ|ef,LM,4 := max {|V +MartV + T | , δefλmax,LM} ,
|λ|ef,LM,5 := max {|V +MartV − T | , δefλmax,LM} ,
λmax,LM := max
{
|V | , 1
2
|V +MartV + T | , 1
2
|V +MartV − T |
}
.
Then the operator P−1ij
∣∣PijARoeij ∣∣ required for the implementation in (3.49) is given
via
P−1ij
∣∣PijARoeij ∣∣ = [PLM]−1Gcons,LM|Λ|ef,LM (Gcons,LM)−1 . (3.55)
To evaluate the operators on the right hand side of (3.55) Roe-averaged variables
are used on the edge. In all our computations we chose δef = 0.2.
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3.3.4 Extension of Roe matrix to the incompressible limit
Contrary to the modification of the artificial viscosity in (3.49), where the full
weighting operator was changed by some matrix Pij, it is possible to alter only
some terms of
∣∣ARoeij ∣∣ef in (3.16) to extend the numerical flux function (3.15) to the
incompressible limit. This idea goes back to Rossow [78, 79] and was successfully
applied by Rossow, Turkel and Swanson [93, 91]. Using the representation (3.39)
of
∣∣∣∂〈fc(WRoe),n〉∂W ∣∣∣
ef
, the speed of sound a in (3.39) is replaced by the artificial speed
of sound (3.53).
In opposite to the observation of Rossow, this change in the construction of the
operator (3.39) was not successful at all. It turned out that a further modification
was necessary.
Additionally, in our implementation we modify the absolute value of the normal
velocity by
|V |ef,1,art := max {|V | , ωefδef (|V |+ aartA)} . (3.56)
Here ωef is a further parameter, and it was chosen by ωef = 3 in all our compu-
tations. And, besides the replacement of the speed of sound a by the artificial
speed of sound aart in all formulae (3.39a)– (3.39i), as a second ingredient, we only
replace in (3.39e) the absolute value of the normal velocity |V |ef,1 by the modified
one, |V |ef,1,art.
3.4 Discretization: The viscous part
To discretize the viscous part fv of (2.45) we notice that due to the definitions of the
viscous stress tensor τ in (2.7) and because of (2.8) derivatives of the velocity u and
the temperature T are required. Due to (3.11) the ansatz function (3.9) does not
support the representation of gradients. Hence, other ways need to be established
to incorporate such information into the discretization scheme. In the following
Section we give two different possibilities to define a discrete approximation to the
derivative.
3.4.1 Approximation of gradients
Our approach to discretize the viscous terms fv in (2.45) is to define the required
derivatives on the corresponding faces such that the surface integrals can be directly
evaluated.
Definition 3.4.1 Assume that M is a triangulation of D and Di, Dj ∈ M , i 6= j.
Consider the function
g(x) :=
Nelem∑
i=1
gi1Di(x), gi ∈ R. (3.57)
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Then we define its mean value on the face eij by
1Deij
(y) :=
1
2
(
lim
h→+0
1Di(y + hneij ) + lim
h→+0
1Dj (y − hneij )
)
, y ∈ ∂Di ∩ ∂Dj ,
where limh→+0 1Dℓ(y + hneij ) denotes the continuous continuation to the boundary
of Dℓ, ℓ = i, j.
Definition 3.4.2 Assume that M is a triangulation of D and Dℓ ∈ M . Let us
consider the function g given in (3.57). Then we call for k = 1, 2, 3,
(
∂g(x)
∂xk
)GG
Dℓ
:=
1Dℓ(x)
vol (Dℓ)
∫
∂Dℓ
〈g(y), Pkn〉 ds(y) (3.58)
the Green-Gauss method to approximate the derivative in direction xk in the control
volume Dℓ. Here Pk denotes the orthogonal projection
Pkx = 〈x, ek〉 ek. (3.59)
The implementation of the Green-Gauss method is straightforward due to the fol-
lowing observation:
Lemma 3.4.3 Assume that M is a triangulation of D and Dℓ ∈ M . Let us con-
sider the function (3.57). Then the Green-Gauss method to approximate the deriva-
tive in direction xk for the control volume Dℓ is given by
(
∂g(x)
∂xk
)GG
Dℓ
=
{
1
vol(Dℓ)
∑
j∈N (ℓ) svol(eℓj)
nk,ℓj
2
(gℓ + gj) , x ∈ Dℓ
0, else.
(3.60)
Proof: For x ∈ Dℓ the definition (3.58) can be rewritten as
(
∂g(x)
∂xk
)GG
Dℓ
=
1
vol (Dℓ)
∑
j∈N (ℓ)
svol(eℓj)
nk,ℓj
2
(
gℓ lim
h→+0
1Dℓ
(x+ hneij )
+ lim
h→+0
gj1Dj (x− hneij )
)
=
1
vol (Dℓ)
∑
j∈N (ℓ)
svol(eℓj)
nk,ℓj
2
(gℓ + gj) .
This proves the assertion.

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Lemma 3.4.4 Assume that M is a triangulation of D and Dℓ ∈ M such that Dℓ
and its six direct neighbor cells Dj, j ∈ N (ℓ), are rectangular and of the same size,
that is
Dℓ = {x ∈ Rm : x = aℓ + x1e1 + x2e2 + x3e3,
0 ≤ x1 ≤ h1, 0 ≤ x2 ≤ h2, 0 ≤ x3 ≤ h3} .
Dj = {x ∈ Rm : x = aj + x1e1 + x2e2 + x3e3,
0 ≤ x1 ≤ h1, 0 ≤ x2 ≤ h2, 0 ≤ x3 ≤ h3} .
where
aj = aℓ + hj , aj+3 = aℓ − hj , j = 1, 2, 3.
Let us consider the linear function
f(x) = 〈b, x〉 , a ∈ Rm, (3.61)
which is approximated by the function (3.57) with gi = f (pi), i = 1, . . . , Nelem.
Then the Green-Gauss method to approximate the derivative of f is exact, that is
∂f(x)
∂xk
=
(
∂g(x)
∂xk
)GG
Dℓ
.
Proof: We only prove the assertion for ∂f(x)
∂x1
= b1. The other directions are
analogously. First of all note that
vol (Dℓ) = h1h2h3, (3.62a)
svol (eℓj1) = h2h3, svol (eℓj2) = h1h3, svol (eℓj3) = h1h2, (3.62b)
svol (eℓj4) = h2h3, svol (eℓj5) = h1h3, svol (eℓj6) = h1h2, (3.62c)
n1,ℓj1 = 1, n1,ℓj2 = 0, n1,ℓj3 = 0, (3.62d)
n1,ℓj4 = −1, n1,ℓj5 = 0, n1,ℓj6 = 0, (3.62e)
pℓ = aℓ +
1
2
(
3∑
j=1
hjej
)
, (3.62f)
pj1 = aℓ +
3
2
h1e1 +
1
2
h2e2 +
1
2
h3e3, (3.62g)
pj4 = aℓ −
1
2
h1e1 +
1
2
h2e2 +
1
2
h3e3. (3.62h)
(3.62i)
Then formula (3.60) gives(
∂g(x)
∂x1
)GG
Dℓ
=
1
2h1h2h3
{[h2h3 (f(pℓ) + f(pj1))]− [h2h3 (f(pℓ) + f(pj4))]}
=
1
2h1
{[2 〈b, aℓ〉+ 2h1b1 + h2b2 + h3b3]− [2 〈b, aℓ〉+ h2b2 + h3b3]}
= b1,
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which proves the assertion.

Formula (3.58) gives a method to approximate the gradient of a function at the
barycenter of a control volume. To discretize the viscous terms of (2.1a) we follow
the idea to directly evaluate the terms on a face. To this end derivatives on a face
are required.
Definition 3.4.5 Assume that M is a triangulation of D and eij ∈ E(M). Let
us consider the function (3.57). Then the Green-Gauss method to approximate the
derivative in direction xk on the face eij is given by[
∂g(x)
∂xk
]GG
eij
:=
1
2
[(
∂g(x)
∂xk
)GG
Di
+
(
∂g(x)
∂xk
)GG
Dj
]
. (3.63)
Corollary 3.4.6 Assume that M is a Cartesian triangulation of D. Then the
Green-Gauss method to approximate the derivative of the linear function f given
by (3.61) is exact for all x ∈ D. In particular, the Green-Gauss method to approx-
imate the derivative in direction xk on each face eij ∈ E(M) is exact.
Proof: This is a direct consequence of Lemma 3.4.4 and the definition (3.63).

A second method to directly approximate the derivative of a function on the face eij
is given by the so called thin layer approximation.
Definition 3.4.7 Assume that M is a triangulation of D and eij ∈ E(M). Let us
consider the function (3.57). Then the thin shear layer (TSL) method to approxi-
mate the derivative in direction xk on the face eij is given by(
∂g(x)
∂xk
)TSL
eij
:=
nk,ij
dist(eij)
{ (
gj1Dj (pj)− gi1Di (pi)
)
, x ∈ eij ,
0, else.
(3.64)
Formula (3.64) gives a direct possibility to approximate the derivative on the face
and for x ∈ eij it can be shorter written by(
∂g(x)
∂xk
)TSL
eij
= nk,ij
(gj − gi)
dist(eij)
. (3.65)
Lemma 3.4.8 Consider the assumption of Lemma 3.4.4. Then the thin shear layer
method to approximate the derivative of f on the face eℓj ∈ E(M) is exact in normal
direction, that is it is exact for
f˜k(x) = 〈b, Pkx〉
and Pk is given in (3.59).
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Proof: Recall the relations (3.62). Then, using dist(eℓj) = h1, we compute(
∂g(x)
∂x1
)TSL
eℓj
=
1
h1
[(
〈b, aℓ〉+ 3
2
h1b1 +
1
2
h2b2 +
1
2
h3b3
)
−
(
〈b, aℓ〉+ 1
2
h1b1 +
1
2
h2b2 +
1
2
h3b3
)]
= b1.
Since n2,ℓj = n3,ℓj = 0 we obtain
(
∂g(x)
∂x2
)TSL
eℓj
=
(
∂g(x)
∂x3
)TSL
eℓj
= 0, which shows that
the thin layer method is exact for f˜1. The assertion for f˜2 and f˜3 is analogously.

3.4.2 Discretization of viscous flux terms
Using (3.58) together with (3.63) and (3.64) give us two different ways to approx-
imate derivatives to implement the viscous terms. Both methods are explicit and
straightforward to implement. On the other hand, both methods have severe short-
comings.
For the Green-Gauss method it can only be shown that for Cartesian meshes the
derivative of linear functions can be correctly represented. The thin shear layer
method even makes a systematic error. Only the derivative of the linear function
projected on the normal direction can be correctly represented on a Cartesian mesh.
Both approximate derivatives (3.58) and (3.64) are a severe source of error in the
typical finite volume discretization of the system of equations (2.45). This is in
particular true for unstructured meshes where many of the control volumes are non
hexahedral elements. On the other hand, many of the grids used in practice have
a hexahedral boundary layer. Assuming that in particular in the boundary layer
derivatives of certain quantities such as velocity u have a significant impact, at
least the topology of the mesh is adapted to the shortcomings of the approximate
derivatives (3.58) and (3.64). Nevertheless, it should be pointed out that even under
optimal conditions, that is a Cartesian mesh, only the derivative of a linear function
can be represented correctly.
To discretize the viscous terms fv of (2.45) an averaging of all required data on the
face eij is done,
µl,eij =
1
2
(µl (Wi) + µl (Wj)) , µt,eij =
1
2
(µt,i + µt,j) , (3.66)
κl,eij =
1
2
(κl (Wi) + κl (Wj)) , κt,eij =
1
2
(κt,i + κt,j) , (3.67)
µeff,eij = µl,eij + µt,eij , κeff,eij = κl,eij + κt,eij ,
ueij =
1
2
(ui + uj) . (3.68)
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In case we use the Green-Gauss method the required gradients are computed by (3.60)
and (3.63), in case we use the thin layer method we use (3.65). Then, for complete-
ness, the required gradients for velocity and temperature are either
(
∂u
∂xk
)GG
eij
=
1
2
[(
∂u
∂xk
)GG
Di
+
(
∂u
∂xk
)GG
Dj
]
, (3.69a)
(
∂T
∂xk
)GG
eij
=
1
2
[(
∂T
∂xk
)GG
Di
+
(
∂T
∂xk
)GG
Dj
]
(3.69b)
or
(
∂u
∂xk
)TSL
eij
=
nk,ij
dist(eij)
(uj − ui) . (3.70a)
(
∂T
∂xk
)TSL
eij
=
nk,ij
dist(eij)
(Tj − Ti) . (3.70b)
The terms (3.66), (3.67), (3.68), and (3.69) or (3.70) are used to evaluate the viscous
stress tensor τ and θ defined in (2.7) and (2.8). The corresponding flux for the
face eij is then evaluated by
∫
eij
〈
fv (Wh) , neij
〉
ds ≈ svol (eij)
〈
fv
(
WN (i,j)
)
, neij
〉
. (3.71)
Let us close this section with one important remark. In case the gradients are eval-
uated using (3.69), the viscous flux (3.71) depends on the ansatz functions WN (i,j)
defined in (3.14), which means an extended stencil. In case (3.70) is used, the stencil
for the approximation of the viscous flux (3.71) is compact. It only depends on Wi
and Wj.
3.5 Discretization of turbulence models
The way to discretize the turbulent flow equations (2.52) and (2.53) follow the same
ideas compared to those for the mean flow equations. Additionally, a discretization
strategy of the integral operator VD (Q) representing the source terms is required.
A major difference in the discretization of turbulent flow equations compared to the
mean flow equations is the restriction of the convection parts to first order terms.
According to (3.9) we introduce the ansatz functions to approximate the equations
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for ν˜, k and ω,
ν˜(x, t) ≈ ν˜h(x, t), ν˜h(x, t) :=
Nelem∑
i=1
ν˜i(t)1Di(x), ν˜i(t) := ν˜ (pi, t) ,
k(x, t) ≈ kh(x, t), kh(x, t) :=
Nelem∑
i=1
ki(t)1Di(x), ki(t) := k (pi, t) ,
ω(x, t) ≈ ωh(x, t), ωh(x, t) :=
Nelem∑
i=1
ωi(t)1Di(x), ωi(t) := ω (pi, t) .
Definition 3.5.1 Assume that M is a triangulation of D, eij ∈ E(M) and let
us consider the corresponding control volumes Di, Dj ∈ M . Then we define the
numerical flux function for the Spalart-Allmaras model in normal direction n by
HSA ((ν˜i,Wi) , (ν˜j,Wj) , n) := 1
2
[〈fc,SA (ν˜i,Wi) , n〉+ 〈fc,SA (ν˜j,Wj) , n〉]
−1
2
|Vij,Roe| (ν˜j − ν˜i) . (3.72)
The term Vij,Roe is declared in Definition 3.2.3.
Definition 3.5.2 Assume that M is a triangulation of D, eij ∈ E(M) and let
us consider the corresponding control volumes Di, Dj ∈ M . Then we define the
numerical flux function for the kω-model in normal direction n by
H(k,ω) ((ki, ωi,Wi) , (kj, ωj,Wj) , n) :=


{ 〈
ueij , n
〉
ki,
〈
ueij , n
〉 ≥ 0,〈
ueij , n
〉
kj,
〈
ueij , n
〉
< 0,{ 〈
ueij , n
〉
ωi,
〈
ueij , n
〉 ≥ 0,〈
ueij , n
〉
ωj,
〈
ueij , n
〉
< 0.
(3.73)
It can be shown for both HSA and H(k,ω) that these satisfy the conditions of Def-
inition 3.2.3. And both flux functions are formulated and implemented without
an entropy fix. The convective flux for the Spalart-Allmaras turbulence model is
approximated by∫
eij
〈
fc,SA (Wh) , neij
〉
ds ≈ svol (eij)HSA
(
(ν˜i,Wi) , (ν˜j ,Wj) , neij
)
,
and for the kω-model by∫
eij
〈
fc,(k,ω) (Wh) , neij
〉
ds ≈ svol (eij)H(k,ω)
(
(ki, ωi,Wi) , (kj , ωj,Wj) , neij
)
.
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The discretization of the viscous flux terms follows the ideas of Section 3.4.2. Ad-
ditional gradients for ν˜, k and ω are computed either by
(
∂ν˜
∂xk
)GG
eij
=
1
2
[(
∂ν˜
∂xk
)GG
Di
+
(
∂ν˜
∂xk
)GG
Dj
]
, (3.74a)
(
∂k
∂xk
)GG
eij
=
1
2
[(
∂k
∂xk
)GG
Di
+
(
∂k
∂xk
)GG
Dj
]
, (3.74b)
(
∂ω
∂xk
)GG
eij
=
1
2
[(
∂ω
∂xk
)GG
Di
+
(
∂ω
∂xk
)GG
Dj
]
(3.74c)
or
(
∂ν˜
∂xk
)TSL
eij
=
nk,ij
dist(eij)
(ν˜j − ν˜i) , (3.75a)
(
∂k
∂xk
)TSL
eij
=
nk,ij
dist(eij)
(kj − ki) , (3.75b)
(
∂ω
∂xk
)TSL
eij
=
nk,ij
dist(eij)
(ωj − ωi) . (3.75c)
Simple averaging of
νl,eij =
1
2
(νl (Wi) + νl (Wj)) , (3.76)
ν˜eij =
1
2
(ν˜i + ν˜j) , fn,eij =
cn1 +
1
2
(
χ (ν˜i,Wi)
3 + χ (ν˜j,Wj)
3)
cn1 − 12
(
χ (ν˜i,Wi)
3 + χ (ν˜j ,Wj)
3) , (3.77)(
k
ω
)
eij
=
1
2
(
ki
ωi
+
kj
ωj
)
, Γ(T )eij = Γ(Ti) + Γ(Tj), (3.78)
gives all required values to evaluate the viscous terms of the SA-model∫
eij
〈
fv,SA (ν˜h,Wh) , neij
〉
ds ≈ svol (eij)
〈
fv,SA
(
ν˜N (i,j),WN (i,j)
)
, neij
〉
,
and those of the kω-model,
(
ω−1sc 0
0 ω−1sc
)∫
eij
〈
f˜v,(k,ω) (kh, ωh,Wh) , neij
〉
ds
≈
(
ω−1sc 0
0 ω−1sc
)
svol (eij)
〈
f˜v,(k,ω)
(
kN (i,j), ωN (i,j),WN (i,j)
)
, neij
〉
.
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Additionally, for the turbulence flow equations the source terms QSA and Qk,ω need
to be discretized. This is done pointwise by the straightforward application of the
mid-point rule∫
Di
PrSA (ν˜h,Wh) dx ≈ vol (Di)PrSA
(
ν˜i,Wi,Wj,j∈N (i)
)
, (3.79a)∫
Di
DeSA (ν˜h,Wh) dx ≈ vol (Di)DeSA
(
ν˜i,Wi,Wj,j∈N (i)
)
, (3.79b)∫
Di
DiSA (ν˜h,Wh) dx ≈ vol (Di)DiSA
(
ν˜i, ν˜j,j∈N (i)
)
. (3.79c)
The notation on the right hand sides of (3.79) is understood as follows. The con-
struction of PrSA and DeSA requires the derivative of the velocity and DiSA of the
transported variable ν˜. These are computed for the element Di using (3.59). Hence,
the formulation of the right hand sides of (3.79a) and (3.79b) indicate the depen-
dency of the source term in the element Di on the ansatz functionsWi andWj,j∈N (i)
and the dependency of the right hand side of (3.79c) on the ansatz functions ν˜i
and ν˜j,j∈N (i).
The discretization of the source terms for the kω-model is analogue,
ω−1sc
∫
Di
Prk,(k,ω) (kh, ωh,Wh) dx ≈ vol (Di)
ωsc
Prk,(k,ω)
(
ki, ωi,Wi,Wj,j∈N (i)
)
, (3.80a)
ωsc
∫
Di
Dek,(k,ω) (kh, ωh,Wh) dx ≈ ωscvol (Di)Dek,(k,ω) (ki, ωi) , (3.80b)
ω−1sc
∫
Di
Prω,(k,ω) (kh, ωh,Wh) dx ≈ vol (Di)
ωsc
Prω,(k,ω)
(
Wi,Wj,j∈N (i)
)
, (3.80c)
ωsc
∫
Di
Deω,(k,ω) (kh, ωh,Wh) dx ≈ ωscvol (Di)Deω,(k,ω) (ωi) . (3.80d)
And the right hand sides of (3.80) indicate as above the direct dependencies on the
ansatz functions and coefficients. According to (2.23) the discretized production
term P˜ rk,(k,ω) is given by∫
Di
P˜ rk,(k,ω) ≈ vol (Di)min{ω−1sc Prk,(k,ω), 20ωscDek,(k,ω)}. (3.81)
3.6 Discretization of boundary conditions
All boundary conditions considered in this thesis are implemented using a flux
formulation. The concept is explained at the beginning of this section once in its
general formulation. Then details for the following boundary conditions are given:
a) Farfield boundary condition,
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Figure 3.3: Examples of a polyhedral and quadrilateral mesh for a boundary point
b) Slip wall boundary condition,
c) No-slip wall boundary condition,
d) Symmetry boundary condition.
To explain the general idea consider Figure 3.3 and assume that ei,bdry represents a
boundary edge. As already mentioned in the introduction of this section, there is
an anomaly in the computational mesh considering a dual mesh. It can be observed
from Figure 3.3 that due to construction the element at the boundary is given by a
half cell, which directly results in a jump in the grid metric. Hence, the considered
barycenter of this cell is assumed to be located directly on the boundary, that is as
if this half cell is assumed to be artificially extended to a complete cell. Within our
proposed formulation of the boundary conditions, we cannot fully circumvent this
fact.
Using flux formulations, the flux over the edge ei,bdry needs to satisfy the corre-
sponding boundary condition. Contrary to an inner edge, at the outset only one,
namely the inner state is given. To be more exact, the coefficients Wi of the ansatz
function corresponding to the element Di are given. To compute the flux, an outer
artificial state needs to be prescribed, which is denoted by,
Wi,bdry =
(
ρi,bdry(t), (ρu)i,bdry (t), (ρE)i,bdry (t)
)
,
and additionally for the possible turbulence flow equations ν˜i,bdry and (ki,bdry, ωi,bdry).
This outer artificial state is evaluated such that the boundary condition for the
boundary edge ei,bdry is satisfied. Then, using the notation of Definition 3.1.12 we
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approximate the boundary integrals by
∫
∂Di
〈fc (W ) , n〉 ds ≈
Nbdry∑
i=1
∫
ei,bdry
H1st,Roe (Wi,Wi,bdry, ni,bdry) ds
≈
Nbdry∑
i=1
svol (ei,bdry)H1st,Roe (Wi,Wi,bdry, ni,bdry) ,
∫
∂Di
〈fv (W ) , n〉 ds ≈
Nbdry∑
i=1
svol (ei,bdry)
〈
fv
(
Wi,Wj,j∈N (i),Wi,bdry
)
, ni,bdry
〉
.
For stability reasons in particular for solid walls the numerical flux function for
boundary edges is replaced by H1st,Roe. To improve accuracy of the scheme no
entropy fix (3.34) is applied.
Farfield boundary condition. The implementation of this boundary condition
determines the inflow of free-stream conditions of the fluid. Given an angle of
attack α, the outer state is determined by
Wi,bdry :=W∞ := (ρ∞, cosαρ∞u∞, 0, sinαρ∞u∞, ρ∞E∞)
T .
The determination of free-stream conditions for the turbulent flow equations is a
complex topic and not straightforward. Here we simply give the values used, which
are
ν˜i,bdry := ν˜∞ := fSA,∞ν˜l,∞, 3 ≤ fSA,∞ ≤ 5,
where we have followed the recommendations in [81, 1]. The constant factor fSA,∞
determines the degree of turbulence in the free-stream and its choice depends for
example on the simulated flow itself, the Reynolds number and the size of the finite
mesh. Here one often counts the chord lengths from the simulated body to the free
stream. As a result, the choice above yields for the Spalart-Allmaras turbulence
model a ratio of eddy to laminar viscosity by
µt,∞
µl,∞
=
fSA,∞ρ∞ν˜l,∞fv1 (fSA,∞ν˜l,∞,W∞)
ρ∞ν˜l,∞
=
f 4SA,∞
f 3SA,∞ + c
3
v1
.
In all our computations for the Spalart-Allmaras turbulence model we chose
fSA,∞ = 3,
which goes along the recommendations given in [81, 1] and gives a ratio of about
µt,∞
µl,∞
≈ 0.21044.
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For the kω-model in all our computations the free-stream values are given by
(ki,bdry, ωi,bdry) := (k∞, ω∞) :=
(
9 · 10−9, 10−6) .
Hence, this choice gives using (2.54) a ratio of eddy to laminar viscosity by
µt,∞
µl,∞
=
√
γM∞L
Re
ρ k∞
ω∞√
γM∞L
Re
= 9 · 10−3.
It is important to notice that this ratio of eddy to laminar viscosity for the kω-model
is about two orders of magnitude smaller than compared with the Spalart-Allmaras
turbulence model. Nevertheless, the mathematical question if these boundary con-
ditions are meaningful as closure for the corresponding boundary value problem is
open.
Slip wall boundary condition. The slip wall boundary conditions corresponds
to the inviscid flow problem. To ensure a vanishing normal velocity the outer state
is determined by
ρi,bdry := ρi,
(ρu)i,bdry := (ρu)i − 2 〈(ρu)i , ni,bdry〉ni,bdry,
ρi,bdryEi,bdry := ρiEi.
For results presented in this thesis this boundary condition was only used for inviscid
flows. Hence, a possible treatment for turbulence flow equations is not considered.
No-slip wall boundary condition. The no-slip wall boundary corresponds to
the viscous and turbulent flow problems. To ensure vanishing velocity and normal
derivative of the temperature the outer state is determined by
ρi,bdry := ρi, (3.82a)
(ρu)i,bdry := − (ρu)i , (3.82b)
(ρE)i,bdry := (ρE)i . (3.82c)
The vanishing normal derivative
∂T
∂n
∣∣∣∣
ei,bdry
= 0 (3.83)
is directly incorporated into the flux such that an application to (2.8b) yields
〈
q
(
Wi,Wj,j∈N (i)
)
, ni,bdry
〉
= κeff,ei,bdry
∂T
∂n
∣∣∣∣
ei,bdry
= 0.
To determine the derivatives of velocity u, and the turbulent flow variables ν˜, k
and ω four methods are suggested. To this end consider the model of a polyhedral
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mesh shown in Figure 3.3. Assuming that for laminar and turbulent flows the com-
putational mesh is generated such that the boundary layer consists of quadrilateral
elements in 2D or hexahedral elements in 3D such as on the right of Figure 3.3,
the point pi,n can be used to approximate the derivative using (3.65). Assuming a
linear behavior of u, ν˜ and k over the boundary edge ei,bdry, we define
ui,bdry := −ui,n, (3.84a)
ν˜i,bdry := −ν˜i,n, (3.84b)
ki,bdry := −ki,n, (3.84c)
to approximate derivatives for the boundary edge by(
∂u
∂xk
)TSL
ei,bdry
:=
(ni,bdry)k (ui,bdry − ui)
‖pi,bdry − pi,n‖2
∣∣∣∣
ui=0
=
− (ni,bdry)k ui,n
‖pi,bdry − pi,n‖2
, (3.85a)
(
∂ν˜
∂xk
)TSL
ei,bdry
:=
(ni,bdry)k (ν˜i,bdry − ν˜i)
‖pi,bdry − pi,n‖2
∣∣∣∣
ν˜i=0
=
− (ni,bdry)k ν˜i,n
‖pi,bdry − pi,n‖2
, (3.85b)
(
∂k
∂xk
)TSL
ei,bdry
:=
(ni,bdry)k (ki,bdry − ki)
‖pi,bdry − pi,n‖2
∣∣∣∣
ki=0
=
− (ni,bdry)k ki,n
‖pi,bdry − pi,n‖2
. (3.85c)
The determination of the boundary derivatives (3.85a)–(3.85c) have the major draw-
back that knowledge of pi,n is required. For example, assuming non-quadrilateral
elements in the neighborhood of a no-slip wall these approximations are maybe
misleading. Such a situation is illustrated in Figure 3.3 (left). This suggests that
alternative methods are required. Hence, we can replace (3.84a)–(3.84c) by
ui,bdry := −ui, (3.86a)
ν˜i,bdry := −ν˜i, (3.86b)
ki,bdry := −ki. (3.86c)
The settings (3.86a)–(3.86c) are consistent with (3.82b). Then, the approximate
derivatives for the boundary edge may be computed by(
∂u
∂xk
)TSL
ei,bdry
:=
(ni,bdry)k (ui,bdry − ui)
‖pi,bdry − pi,n‖2
=
−2 (ni,bdry)k ui
‖pi,bdry − pi,n‖2
, (3.87)
(
∂ν˜
∂xk
)TSL
ei,bdry
:=
(ni,bdry)k (ν˜i,bdry − ν˜i)
‖pi,bdry − pi,n‖2
=
−2 (ni,bdry)k ν˜i
‖pi,bdry − pi,n‖2
, (3.88)
(
∂k
∂xk
)TSL
ei,bdry
:=
(ni,bdry)k (ki,bdry − ki)
‖pi,bdry − pi,n‖2
=
−2 (ni,bdry)k ki
‖pi,bdry − pi,n‖2
. (3.89)
The computations (3.87)–(3.89) still require the distance ‖pi,bdry − pi,n‖2. To find a
formulation which is free of this additional value we may apply (3.60) to determine
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the derivative in the boundary cell
(
∂u
∂xk
)GG
Di
=
1
vol (Di)

 ∑
j∈N (i)
svol(eij)
nk,ij
2
(ui + uj)|ui=ui,bdry
+ svol(ei,bdry)
(ni,bdry)k
2
(ui + ui,bdry)|ui=ui,bdry
]
, (3.90)
(
∂ν˜
∂xk
)GG
Di
=
1
vol (Di)

 ∑
j∈N (i)
svol(eij)
nk,ij
2
(ν˜i + ν˜j)|ν˜i=ν˜i,bdry
+ svol(ei,bdry)
(ni,bdry)k
2
(ν˜i + ν˜i,bdry)|ν˜i=ν˜i,bdry
]
, (3.91)
(
∂k
∂xk
)GG
Di
=
1
vol (Di)

 ∑
j∈N (i)
svol(eij)
nk,ij
2
(ki + kj)|ki=ki,bdry
+ svol(ei,bdry)
(ni,bdry)k
2
(ki + ki,bdry)|ki=ki,bdry
]
. (3.92)
As above, in principal we can choose for the boundary values ui,bdry, ν˜i,bdry and ki,bdry
either (3.84a)–(3.84c) or (3.86a)–(3.86c) or
ui,bdry := 0, (3.93a)
ν˜i,bdry := 0, (3.93b)
ki,bdry := 0. (3.93c)
So, altogether as mentioned above, four methods are available to approximate the
required derivatives. It is open which of the methods might be preferred, and this
thesis will not investigate this topic in detail. Within the given implementation all
methods were implemented and tested. For the examples considered in this thesis,
results were similar, but a thorough study has not been performed. For all the
results shown in Chapter 6 either (3.85a)–(3.85c) or (3.90)–(3.92) in combination
with (3.93a)–(3.93c) has been used.
To realize the boundary condition for ω given by (2.55), note that when approaching
a smooth no-slip wall, the asymptotic behavior is determined by (see [113])
lim
h→0+
ω (x− hn(x)) = lim
h→0+
6νl (W (x− hn(x)))
βno−slip ‖x− hn(x)‖22
, βno−slip :=
9
100
.
For the implementation first the term in the denominator is approximated by
‖x− hn(x)‖2 ≈ di ≈ ‖pi,bdry − pi,n‖ ,
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where di is the distance to the closest wall of the next discrete point. Then, to resolve
within a discrete implementation the asymptotic behavior it was suggested [59, 61]
to introduce an additional factor of 10, that is ω on the no-slip wall needs to satisfy
ωno−slip (x) =
60νl (W (x))
βno−slip ‖pi,bdry − pi,n‖22
, x ∈ ∂D. (3.94)
Based on the formulation (3.94), to find a suitable value ωi,bdry we suggest the
following extrapolation. The gradient in normal direction is evaluated by(
∂ω
∂xk
)TSL,app
ei,bdry
≈ (ni,bdry)k (ωno−slip − ωi,n)‖pi,bdry − pi,n‖2
.
This approximation is exploited to determine
ωi,bdry := ωno−slip + fω
〈(
∂ω
∂x
)TSL,app
ei,bdry
, ni,bdry
〉
= ωno−slip + fω
(ωno−slip − ωi,n)
‖pi,bdry − pi,n‖2
, fω := 4.
This is exactly the value we used for ω on the no-slip wall in all our computations
for the kω-model. Then, the approximate derivative for the boundary edge required
for the viscous terms is given by(
∂ω
∂xk
)TSL
ei,bdry
:=
(ni,bdry)k (ωi,bdry − ωi)
‖pi,bdry − pi,n‖2
.
Note that in principle we could have considered for this construction also Green-
Gauss gradients. For the sake of simplicity we restricted ourselves to the presented
construction. It turned out that in particular the reconstruction of a suited bound-
ary value ωno−slip is within our implementation responsible for a robust discretiza-
tion and realization of a solution method, which has the potential to solve the set
of equations of the kω-model.
There is a further important remark. When solving for ω we scaled this variable by
ωsc =
Re√
γM∞L
.
Due to the boundary condition (2.55) which is approximated by (3.94) it is clear
that with respect to possible mesh refinements the distance to the closest wall
dh,i ≈ ‖pi,bdry − ph,i,n‖2 → 0, h→ 0,
and hence possibly numerical instabilities emerge due to a significant increase in the
boundary values ωno−slip. To resolve the flow inside the boundary layer meshes are
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in general generated such that this distance scales with the Reynolds number, di =
di(Re) ∼ C/Re. Hence, using (2.10), (2.13) and (2.31a) we conclude that at least
up to some mesh refinement that scaling ωsc leads to a normalization of the possibly
largest values expected, that is
ωno−slip ∼ C˜ 1
ωsc
√
γM∞L
Re(
C
Re
)2 ∼ C.
In case ωsc would be chosen by one, we may conclude that the ωno−slip already
behaves like the Reynolds number Re in an neighborhood of the no-slip wall. And
these values might be large for high Reynolds number turbulent flows. Hence, the
scaling ωsc only turns out to be a typical normalization for the variable ω, which
may stabilize the numerical implementation.
Symmetry boundary condition. A further boundary condition considered and
implemented is the symmetry boundary condition. This boundary condition is
similar to the slip wall boundary. Here all vector valued quantities need to be
projected, that is not only vector valued variables but also possible gradients. For
completeness, we recall the requirement
ρi,bdry := ρi,
(ρu)i,bdry := (ρu)i − 2 〈(ρu)i , ni,bdry〉ni,bdry,
ρi,bdryEi,bdry := ρiEi,
together with possible quantities of the turbulence flow equations,
ν˜i,bdry = ν˜i,
ki,bdry = ki,
ωi,bdry = ωi.
Assuming that vi ∈ R3 is any other vector valued quantity, such as a gradient, we
define its boundary value by
vi,bdry := vi − 2 〈vi, ni,bdry〉ni,bdry.
Then these values are incorporated into the flux functions for the symmetry bound-
ary. This consideration concludes the implementation details of boundary condi-
tions. Note that these techniques are not restricted to finite volume codes, but the
same ideas can be applied to for example to discontinuous Galerkin codes.
3.7 Discrete set of equations
Using the notation of (3.9) and (3.10) to formulate the complete set of equations,
we define the coefficient vector
Wmean(t) := (W1(t), . . . ,WNelem(t))
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to represent the ansatz for function for the mean flow equation (2.45). For the
turbulence flow equation we use in the following the same notation for both the
Spalart-Allmaras and the Wilcox kω-model. Considering the representation of the
ansatz functions ν˜h and (kh, ωh) introduced in Section 3.5 we denote the correspond-
ing coefficient vector either by
Wt(t) := (ν˜1(t), . . . , ν˜Nelem(t))
or
Wt(t) := ((k1(t), ω1(t)) , . . . , (kNelem(t), ωNelem(t))) .
Then, the discretization of the mean flow equations (2.45) together with the turbu-
lent flow equations (2.52) or (2.53) yield the system of ordinary differential equations
d
dt
(
W(t)
Wt(t)
)
=
( −M−1meanRmean (W(t),Wt(t))
−M−1turbRturb (W(t),Wt(t))
)
, (3.95)
whereMmean := diag (diag (vol (Di))) ∈ R5Nelem×5Nelem and Mturb := diag (vol(Ωi)) ∈
RNt·Nelem×Nt·Nelem denote the mass matrix for mean and turbulent flow equations.
Depending on the actual mesh size, (3.95) represents a large scale, time dependent
set of nonlinear equations which need to be iterated in time. To approximately
solve (3.95) we assume that the mean flow equations depend only on W and Wt
acts only as parameter here, whereas the turbulence flow equation depend only
on Wt and W act as parameter. Hence, we rewrite system (3.95) as
d
dt
W(t) = −M−1meanRmean (W(t);Wt(t)) (3.96a)
d
dt
Wt(t) = −M−1turbRturb (Wt(t);W(t)) . (3.96b)
Equations (3.96a) and (3.96b) are then solved sequentially. Mentioned in Section 2.4
it is not our goal to approximate time accurate solutions of (3.95), but our main
interest is the robust approximation of a steady state solution. That is we postulate
that the left hand side of (3.95) vanishes, that is it satisfies
d
dt
W(t) = 0,
d
dt
Wt(t) = 0.
With respect to this assumption the system (3.96) simplifies to
0 = Rmean (W(t);Wt(t)) (3.97a)
0 = Rturb (Wt(t);W(t)) , (3.97b)
which represents a nonlinear set of equations which needs to be solved. In principle,
Newton’s method is suggested to be the straightforward way to solve this set of
equations. Based on this observation, it is the goal of Section 5 to suggest solution
strategies.
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Chapter 4
Total derivative of Discretization
The computation of the derivative of the residual R is complex. Therefore, a
full chapter is devoted for this section. In principle, the process to construct the
derivative dR/dW can be implemented in a fully automatic fashion and only the
local fluxes over the faces eij and the source terms which are given pointwise need
to be differentiated. Then the complete derivative is constructed in the same way
the residual R itself is computed. This basic and simple observation suggests to
distribute this chapter into two parts.
The first part describes the consequence of this global observation and it presents
the required data structures and routines to construct the derivative matrix. In
particular, note that such an approach is independent of the underlying integral
equation or differential equations. It depends only on the actual stencils used for the
discretization. Due to this fact amongst other things we have spent so much effort
in Chapter 3 to identify the dependencies on the ansatz functions and corresponding
coefficients.
In the second part of this chapter, we present the derivatives of the fluxes and
source terms with respect to their discretization. On the one hand, we present for
several terms the complete derivatives to show in which way an exact derivative
of the residual can be constructed. From the terms shown it may become clear
that this is a rather extensive analysis with lots of details. Without getting lost in
details, we are not going to present this for all terms. The goal is to make clear what
needs to be done to compute these terms and in which way to incorporate those.
Hence, in particular for the viscous flux terms we restrict ourselves to those terms
which are necessary for the solution method presented in Chapter 5. Nevertheless,
for future work and readers generalizations to construct exact derivatives beyond
those terms presented in this chapter should become clear. Such an exact derivative
is for example important for optimization problems, control problems and inverse
problems based on the boundary value problems considered in Section 2.4.
For understanding the data structures and the implemented algorithms, within this
work a private implementation dealing with block and scalar sparse matrices was
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accomplished. No other software has been used. Though, obviously this meant that
from a software design point of view there is still tremendous potential for efficiency,
it is the goal of this work to demonstrate the potential of suitable algorithms to
solve the RANS equations. With this in mind, it was an intentional decision to
include software written by others to a minimum.
Moreover, our major goal is the design of an efficient solution algorithm to approx-
imate a solution to the boundary value problem formulated in Section 2.4. Such a
method is realized introducing preconditioners which are based on certain simplifi-
cations of the exact derivative. These simplifying assumptions are discussed in this
chapter as well.
4.1 Global considerations
This section discusses the structure of dR
dW
. In general, this structure is at the
outset independent of the actual integral or differential equations, but it depends
on the stencil used for discretization. Hence, this expression represents a large scale
(block) sparse matrix, which needs to be saved efficiently in the fast memory of
a computer such that the available resources are not overloaded. Since we want
to make extensive use in our solution method, we start by considering a suitable
representation.
4.1.1 Graphs and sparse matrices
For this section recall the notation of Section 3.1. To understand the structure
of the full derivative dR
dW
it was one goal of the last Section 3 to emphasize the
dependency of Ri on the unknowns W. To represent the (block) sparse matrices
a Compressed Sparse Row format has been implemented. For details of this topic
we refer to the text book of Saad [84]. For our purposes we shortly introduce the
following definition and notation.
Definition 4.1.1 The neighbors of neighbors of point i are defined by
N (N (i)) := (∪k∈N (i)N (k)) \ ((∩k∈N (i)N (k))) .
Notation 4.1.2 We denote the neighbors and neighbors of neighbors of point i in
the following explicitly by
N (i) = {j1, . . . , j#N (i)} ,
N (N (i)) = {k1, . . . , k#N (N (i))} .
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Corollary 4.1.3 Consider the functions Rmean and Rturb of Section 3.7. The ith
component (Rmean)i and (Rturb)i are a function of the variables of the indices i, N (i)
and N (N (i)), that is
(Rmean)i (W) = (Rmean)i
(
Wi,Wj1, . . . ,Wj#N (i),Wk1, . . . ,Wk#N (N (i))
)
, (4.1a)
(Rturb)i (Wt) = (Rmean)i
((
Wi,Wj1, . . . ,Wj#N (i),Wk1 , . . . ,Wk#N (N (i))
)
t
)
.(4.1b)
Proof: This is a consequence of the construction of the residual, which is described
in Section 3.

It is exactly these indices i, N (i) and N (N (i)) which determine the number of
nonzero entries and the column indices in the ith row of the block sparse matrix.
More general, we can interpret these connections as a graph G, and the structure
of the (block) sparse matrix representing the derivative dR
dW
is determined by the
points which are connected by an edge in the graph. Considering the set N (N (i))
there exist also edges in this graph which do not correspond to the directly con-
nected edges given by interpretation as a mesh. To get an idea about the memory
requirements to save dR
dW
in the fast memory of a computer we give the following
lemma.
Lemma 4.1.4 Consider a 3D hexahedral structured mesh representing N degrees
of freedom. Then the memory requirements for dRmean
dW
are
5000 ·NBytes.
Proof: For a 3D hexahedral mesh we have
# {i, j ∈ N (i), k ∈ N (N (i))} = 25. (4.2)
Hence, each row of dR
dW
has 25 nonzero entries. For the discretized mean flow equa-
tions each entry is a block with 5 · 5 = 25 entries. Considering the programming
languages C [34] or C++ [87], where a double requires 8 bytes, the memory require-
ments for the matrix are
25 · 25 · 8 ·Nbytes = 5000NBytes.

For example, for a mesh with N = 106 nodes about 5GB memory are required
to save the matrix ∂Rmean
∂W
. Modern hardware clusters in general have much more
memory available.
To construct efficient solution algorithms, which is topic of the next Chapter 5, the
construction of the exact derivative dR
dW
often plays a minor role. Here it is of major
importance to find suitable approximations to the exact derivative such that these
can be incorporated as preconditioners into the solution algorithm. To this end we
introduce the following notation.
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Notation 4.1.5 Assume that the ith component of the residual, that is Ri, depends
only on Wi and its direct neighbors Wj, j ∈ N (i). Then we call the dependency a
compact stencil and denote this by Rcompi .
For a compact residual Rcompi the nonzero entries in the (block) CSR matrix are
determined by i and N (i). To construct this matrix a single loop over all edges is
enough, that is Algorithm 2 below reduces to the first loop over all edges. Further-
more, we can give a rough estimate for the memory requirements.
Lemma 4.1.6 Consider a 3D hexahedral structured mesh representing N degrees
of freedom. Then the memory requirements for dR
comp
mean
dW
are
1400 ·NBytes.
Proof: The proof follows line by line the proof of Lemma 4.2 taking into account
that (4.2) needs to be exchanged by
# {i, j ∈ N (i)} = 7.

Hence, the memory requirement to store (block) CSR matrices for a compact resid-
ual dR
comp
mean
dW
is about 3.57 times less than storing the matrices dRmean
dW
for a residual
requiring an extended stencil.
4.1.2 Construction of dRdW
For the construction of dR
dW
it is important to distinct on the one hand between flux
terms depending only on variables Wi and Wj, that is those directly corresponding
to the edge (face) eij , and on the other hand those being additionally dependent
on the neighbors of these variables, that is those which depend on Wi and Wj and
additionally on Wk, k ∈ N (i) and Wℓ, ℓ ∈ N (j). We emphasize this point because
our way to implement the derivative follows three major goals:
a) The technical realization to compute dR
dW
should be as close as possible to the
evaluation of the residual R.
b) The stencil operations, that is the generation of the structure of the matrix,
should be done (almost) automatically.
c) Only the fluxes over the edges need to be differentiated, as well as volume
operations for the source terms.
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This approach is important. In general a software package implementing the RANS
or any other differential or integral equations is not fixed, but under continuous
change, and it is not only one person manipulating the code, but many. In case
one has separated the technical stencil operations from the actual discretization,
developers of the code need to care only about differentiation of their local stencil
operations. The global interaction is realized automatically and is therefore free
from defects. In a final step, one could even realize the local differentiation by
automatic differentiation. At the final end, this might be a question of efficiency
versus degree of automation.
To realize the global interaction, we need to resolve the dependencies of Ri on the
variables W. Mathematically spoken, we need to resolve the dependencies, which
is realized exploiting the chain rule for differentiation. Assuming that we represent
the reconstructions required for the evaluation of R by a function g = g (W), we
need to understand what the expression
dR
dW
=
dR
dg
dg
dW
means, in particular such that a realizable way to implement it into a computer code
can be found. It is our goal to describe an automatic process to realize this technical
challenge. Then, within such a generalized framework, the detailed derivatives of
certain terms can be easily exchanged.
To describe the idea in the following, consider the ith component of the residual
and the corresponding edges (faces) eij , j ∈ N (i). Then the corresponding residual
is computed by
Ri =
∑
j∈N (i)
svol (eij)
[H (WN (i,j), neij)− 〈fv (WN (i,j)) , neij〉] .
Note that within a face based code we do not directly evaluate Ri, i = 1, . . . , Nelem,
but to save operational count the terms over the edges are computed and summed
up. This approach is summarized in Algorithm 1. Here it is documented, in which
way the extended stencil operations are realized, namely in a sequential manner. It
is exactly this sequential progression which needs to be mapped to the construction
of dR
dW
.
In principle the explicit dependencies mentioned in Corollary 4.1.3 in (4.1) can be
directly resolved to compute the derivatives. But for efficiency, and due to the
reasons discussed in the beginning of this section, in general the realization of the
computation of the residual is done by looping over the edges. To carry this concept
over to the computation of the derivative, we consider the residual as dependent
only on reconstructed values (Laplacians and gradients) corresponding to the direct
neighbors, that is (4.1) is rewritten by
Ri = Ri
(
g (Wi) , gj1
(
Wk,k∈N (j1)
)
, . . . , gj#N (i)
(
Wk,k∈N(j#N (i))
))
. (4.3)
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Algorithm 1 Computation of residual
1: procedure Loop over edges (faces) to compute gradients
2: for k = 1, . . . ,#E (M) do
3: i← eij
4: j ← eij
5: Li ← Li + (Wj −Wi)
6: Lj ← Lj − (Wj −Wi)
7:
(
∂u
∂x
)
Di
← (∂u
∂x
)
Di
+
svol(eij)
2
(ui + uj)ne,ij
8:
(
∂T
∂x
)
Di
← (∂T
∂x
)
Di
+
svol(eij)
2
(Ti + Tj)ne,ij
9: procedure Loop over elements finishing gradients
10: for k = 1, . . . , Nelem do
11:
(
∂u
∂x
)
Di
← (vol (Dk))−1
(
∂u
∂x
)
Dk
12:
(
∂T
∂x
)
Di
← (vol (Dk))−1
(
∂T
∂x
)
Dk
13: procedure Loop over edges (face) to compute residuum
14: for k = 1, . . . ,#E (M) do
15: i← eij
16: j ← eij
17: Hij ←H (Wi,Wj, Li, Lj, n)
18: (fv)ij ←
〈
fv
(
Wi,Wj ,
(
∂u
∂x
)
Di
,
(
∂u
∂x
)
Dj
,
(
∂T
∂x
)
Di
,
(
∂T
∂x
)
Dj
)
, neij
〉
19: Ri ← Ri + svol (eij)
(
Hij − (fv)ij
)
20: Rj ← Rj − svol (eij)
(
Hij − (fv)ij
)
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Figure 4.1: Complete stencil for a 2D hexahedral mesh
Then, exploiting the chain rule the derivative is computed by
∂Ri
∂Wk
=
(
∂Ri
∂g
,
∂Ri
∂g1
, . . . ,
∂Ri
∂gj#N (i)
)
∂g
∂Wk
∂g1
∂Wk
...
∂gj#N (i)
∂Wk

 . (4.4)
Both, the representation of the Ri as function of g, g1, . . . , gj#N (i) and the func-
tions g, g1, . . . , gj#N (i) depend only on their direct neighbors, and therefore, corre-
sponding to the residual, the implementation of the derivative of the residual can be
realized by a nested loop over the edges. And hence, only the direct local derivatives
corresponding to one edge eij are required. Derivatives arising from an extended
stencil follow by application of the chain rule.
We may present an easy example which can be computed straightforward. Con-
sidering a 2D hexahedral mesh, we need to represent the complete stencil. The
example is illustrated in Figure 4.1. Using the notation of this example, the sum of
differences in the definition of the numerical flux function H in (3.15) and (3.16) is
Di
(
WN (i,j)
)
:=
∑
j∈N (i)
(
Lj
(
WN (i,j)
)− Li (WN (i,j))) . (4.5)
A straightforward evaluation of this expression is
D0
(
WN (i,j)
)
= 20W0 − 8 (W1 +W3 +W5 +W7)
+2 (W2 +W4 +W6 +W8) +W9 +W10 +W11 +W12. (4.6)
The derivatives ∂D0
∂Wi
, i = 0, . . . , 12 are obvious from (4.6). Such an explicit represen-
tation corresponds to (4.1). This simple example illustrates that such an explicit
approach is in general and in particular for more complex formulae not feasible,
and in particular not efficiently feasible.
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To follow the idea of (4.3) the term D0 is reformulated as
D0
(
WN (i,j)
)
= D0 (L0, L1, L3, L5, L7) ,
Li =
∑
j∈N (i)
(Wj −Wi) .
Straightforward differentiation gives (we neglect the fact that the expressions need
to be understood as matrix valued, the terms represent the diagonal of the matrix,
off-diagonal terms are zero)
∂D0
∂ (L0, L1, L3, L5, L7)
= (−4, 1, 1, 1, 1) .
Now, exploiting the chain rule (4.4) we can compute for example for the derivative
with respect to W0,
∂D0
∂W0
= (−4, 1, 1, 1, 1)


∂L0
∂W0
∂L1
∂W0
∂L3
∂W0
∂L5
∂W0
∂L7
∂W0

 = (−4, 1, 1, 1, 1)


−4
1
1
1
1

 = 20,
with respect to W2,
∂D0
∂W2
= (−4, 1, 1, 1, 1)


∂L0
∂W2
∂L1
∂W2
∂L3
∂W2
∂L5
∂W2
∂L7
∂W2

 = (−4, 1, 1, 1, 1)


0
1
1
0
0

 = 2,
with respect to W3,
∂D0
∂W3
= (−4, 1, 1, 1, 1)


∂L0
∂W3
∂L1
∂W3
∂L3
∂W3
∂L5
∂W3
∂L7
∂W3

 = (−4, 1, 1, 1, 1)


1
0
−4
0
0

 = −8
and with respect to W10,
∂D0
∂W10
= (−4, 1, 1, 1, 1)


∂L0
∂W10
∂L1
∂W10
∂L3
∂W10
∂L5
∂W10
∂L7
∂W10

 = (−4, 1, 1, 1, 1)


0
0
1
0
0

 = 1
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And, naturally, these results correspond exactly to the result obtained by the ex-
plicit expression (4.6). To reformulate this idea into a loop over the edges (faces),
we write
∂Di
∂Wk
=
∂
∑
j∈N (0) (Lj − Li)
∂Wk
=
∑
j∈N (0)
∂ (Lj − Li)
∂Wk
=
∑
j∈N (0)
∂ (Lj − Li)
∂ (Li, Lj)
(
∂Li
∂Wk
,
∂Lj
∂Wk
)T
=
∑
e0j ,j∈N (0)
∂ (Lj − Li)
∂ (Li, Lj)
(
∂Li
∂Wk
,
∂Lj
∂Wk
)T
.
Algorithmically, the considerations above translate as follows:
Algorithm 2 Computation of derivative of Laplacians
1: procedure Loop over edges (faces) for inner derivatives
2: for k = 1, . . . ,#E (M) do
3: i← eij
4: j ← eij
5: ∂Li
∂Wi
← ∂Li
∂Wi
+
∂(Wj−Wi)
∂Wi
6: ∂Li
∂Wj
← ∂Li
∂Wj
+
∂(Wj−Wi)
∂Wj
7:
∂Lj
∂Wi
← ∂Lj
∂Wi
− ∂(Wj−Wi)
∂Wi
8:
∂Lj
∂Wj
← ∂Lj
∂Wj
− ∂(Wj−Wi)
∂Wj
9: procedure Loop over edges (faces) to compute full derivative
10: for k = 1, . . . ,#E (M) do
11: i← eij
12: j ← eij
13: ∂Di
∂Wi
← ∂Di
∂Wi
+
∂(Lj−Li)
∂(Li,Lj)
(
∂Li
∂Wi
,
∂Lj
∂Wi
)T
,
14:
∂Dj
∂Wj
← ∂Dj
∂Wj
− ∂(Lj−Li)
∂(Li,Lj)
(
∂Li
∂Wj
,
∂Lj
∂Wj
)T
15: for ℓ ∈ N (i), ℓ 6= i do
16: ∂Di
∂Wj
← ∂Di
∂Wj
+ ∂(Lℓ−Li)
∂(Li,Lℓ)
(
∂Li
∂Wj
, ∂Lℓ
∂Wj
)T
17: ∂Di
∂Wℓ
← ∂Di
∂Wℓ
+
∂(Lj−Li)
∂(Li,Lj)
(
∂Li
∂Wℓ
,
∂Lj
∂Wℓ
)T
18: for ℓ ∈ N (j), ℓ 6= j do
19:
∂Dj
∂Wi
← ∂Dj
∂Wi
+
∂(Lℓ−Lj)
∂(Lj ,Lℓ)
(
∂Lj
∂Wi
, ∂Lℓ
∂Wi
)T
20:
∂Dj
∂Wℓ
← ∂Dj
∂Wℓ
− ∂(Lj−Li)
∂(Li,Lj)
(
∂Li
∂Wℓ
,
∂Lj
∂Wℓ
)T
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For simplicity we restricted within this section the example for the construction
of the full derivative dR
dW
to the Laplacians Di given in (4.5), which are part of H
given in Definition 3.2.3. It was the intention that the implementation might be
more obvious by explaining this construction using a straightforward example. All
other terms which depend on the extended stencil corresponding toN (N (i)) can be
realized following the same strategy. Only the inner and outer derivatives need to be
exchanged. Then Algorithm 2 is a prototype to compute the complete derivatives.
In the next section we are going to presents detailed descriptions of the derivatives
for the flux terms over the edges (faces). The construction of the complete derivative
is realized in an automatic fashion discussed in this section.
4.2 Derivative of inviscid terms
The computation of the derivative of the inviscid terms requires differentiation of
the numerical flux function H given in Definition 3.2.3, that is
∂H
∂Wk
=
∂
∂Wk
{
1
2
[〈fc (Wi) , n〉+ 〈fc (Wj) , n〉]− dij
(
WN (i,j), n
)}
(4.7)
In this section we present the full derivative as well as simplified restrictions. Note
that for evaluation of the derivatives we always assume Pij = I. The derivative of
the low Mach modified operators are not considered in this thesis. For the design
of preconditioning techniques to construct efficient preconditioners we rely on the
demand to efficiently evaluate only certain parts of the derivative of the inviscid
part. This is also topic of this section.
4.2.1 Derivative of compact inviscid flux
To compute the derivative (4.7) in a first step we restrict ourselves to a compact
approximation. Such a compact approximation is given by the flux functionH1st,Roe
of Definition 3.2.4.
For both H and H1st,Roe the derivatives of the convective fluxes are straightforward,
∂ 〈fc (Wℓ) , n〉
∂Wk
=


∂〈fc,n〉[Wi]
∂Wi
, k = ℓ = i,
∂〈fc,n〉[Wj ]
∂Wj
, k = ℓ = j,
0, k 6= ℓ.
(4.8)
These terms are evaluated using the explicit expression at the end of Section 3.2.1.
The derivative
∂dij
∂Wk
is far more complicated. Restricting ourselves to the flux func-
tion H1st,Roe of Definition 3.2.4, we compute
∂
∂Wk
{∣∣ARoeij ∣∣ (Wj −Wi)} = ∂
∣∣ARoeij ∣∣
∂Wk
(Wj −Wi) +
∣∣ARoeij ∣∣ ∂∂Wk (Wj −Wi) . (4.9)
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Here the most complicated task is to represent the derivative of ∂
∂Wk
∣∣ARoeij ∣∣. Before
we go into details we consider the structure of the derivative, that is we consider
the mapping
f : R5 → R5×5
W 7→ ∣∣ARoe∣∣ = (fij (W ))1≤i,j≤5 ,
Its derivative is a linear mapping satisfying
df [W ] : R5 → R5×5,
which can be represented by a matrix df [W ] ∈ R5×(5×5), that is we need to compute
df [W ] =
(
∂fij
∂W
[W ]
)
1≤i,j≤5
=
(
∂f
∂ρ
,
∂f
∂(ρu1)
,
∂f
∂(ρu2)
,
∂f
∂(ρu3)
,
∂f
∂(ρE)
)
[W ] ∈ R5×(5×5).
As a consequence, the term above is understood as
∂
∣∣ARoeij ∣∣
∂Wk
(Wj −Wi) = ∂f
∂ρk
(ρj − ρi) + ∂f
∂ (ρu1)k
(
(ρu1)j − (ρu1)i
)
+
∂f
∂ (ρu2)k
(
(ρu2)j − (ρu2)i
)
+
∂f
∂ (ρu3)k
(
(ρu3)j − (ρu3)i
)
+
∂f
∂ (ρE)k
(
(ρE)j − (ρE)i
)
.
In a first step note that due to Roe averaging (3.19) we have
∂
∂Wk
∣∣ARoeij ∣∣ = 0, k 6= i, k 6= j. (4.10)
Second, due to (3.37) one computes
∂
∣∣ARoeij ∣∣
∂Wk
=
3∑
n=1
(
∂ |λn|ef,1
∂Wk
gnqn + |λn|ef,1
∂gn
∂Wk
qn + |λn|ef,1 gn
∂qn
∂Wk
)
+
∂ |λ4|ef,1
∂Wk
g4q4 + |λ4|ef,1
∂g4
∂Wk
q4 + |λ4|ef,1 g4
∂q4
∂Wk
+
∂ |λ5|ef,1
∂Wk
g5q5 + |λ5|ef,1
∂g5
∂Wk
q5 + |λ5|ef,1 g5
∂q5
∂Wk
. (4.11)
To compute these required derivatives term by term, we start with the differentia-
tion of the Roe averaged velocity variables (3.19b). We define
(uij,Roe)
nom
k := (ui)k
√
ρi + (uj)k
√
ρj ,
(uij,Roe)
dnom :=
√
ρi +
√
ρj,
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and compute using the quotient rule
∂
∂Wi/j
(uij,Roe)k =
∂(uij,Roe)
nom
k
∂Wi/j
(√
ρi +
√
ρj
)− (uij,Roe)nomk ∂(uij,Roe)dnomk∂Wi/j(√
ρi +
√
ρj
)2 ,
where
∂ (uij,Roe)
nom
1
∂Wi/j
=
(
− ui/j
2
√
ρi/j
,
1√
ρi/j
, 0, 0, 0
)
,
∂ (uij,Roe)
nom
2
∂Wi/j
=
(
− ui/j
2
√
ρi/j
, 0,
1√
ρi/j
, 0, 0
)
,
∂ (uij,Roe)
nom
3
∂Wi/j
=
(
− ui/j
2
√
ρi/j
, 0, 0,
1√
ρi/j
, 0
)
,
and
∂ (uij,Roe)
dnom
∂Wi/j
=
(
1
2
√
ρi/j
, 0, 0, 0, 0
)
.
To find the derivative of aij,Roe we exploit its definition (3.19d). So, in a first step
we compute
∂Hi/j
∂Wi/j
=
∂Ei/j
∂Wi/j
+
ρi/j
∂pi/j
∂Wi/j
− pi/j ∂ρi/j∂Wi/j
ρ2i/j
,
where the derivative of pressure p is given in (3.25) and
∂ρ
∂W
= (1, 0, 0, 0, 0) ,
∂E
∂W
=
(
−E
ρ
, 0, 0, 0,
1
ρ
)
.
Then we define as above
(Hij,Roe)
nom := Hi
√
ρi +Hj
√
ρj
to obtain
∂Hij,Roe
∂Wi/j
=
∂(Hij,Roe)
nom
∂Wi/j
(√
ρi +
√
ρj
)− (Hij,Roe)nom ∂(uij,Roe)dnomk∂Wi/j(√
ρi +
√
ρj
)2 ,
where
∂ (Hij,Roe)
nom
∂Wi/j
= Hi/j
(
1
2
√
ρi/j
, 0, 0, 0, 0
)
+
√
ρi/j
∂Hi/j
Wi/j
.
4.2. DERIVATIVE OF INVISCID TERMS 119
Then we can compute the derivative of the speed of sound (3.19d) by
∂a2ij,Roe
∂Wi/j
= (γ − 1)
(
∂Hij,Roe
∂Wi/j
− 1
2
∂ ‖uij,Roe‖22
∂Wi/j
)
,
∂aij,Roe
∂Wi/j
=
1
2aij,Roe
∂a2ij,Roe
∂Wi/j
,
where the final missing term is given by
∂ ‖uij,Roe‖22
∂Wi/j
= 2
3∑
ℓ=1
(uij,Roe)ℓ
∂ (uij,Roe)ℓ
∂Wi/j
.
Using these preparations, to compute
∂|ARoeij |
∂Wk
we start with the derivative of the
absolute value of the eigenvalues, that is (3.34), which is given by
∂ |Vij,Roe|
∂Wi/j
=
{ ∂Vij,Roe
∂Wi/j
, Vij,Roe ≥ 0,
−∂Vij,Roe
∂Wi/j
, Vij,Roe < 0.
(4.12)
where
∂Vij,Roe
∂Wi/j
=
3∑
ℓ=1
nij,ℓ
∂ (uij,Roe)ℓ
∂Wi/j
.
Then we obtain for ℓ = 1, 2, 3 the derivative of (3.34)
∂ |λℓ|ef ,1
∂Wi/j
=


∂|Vij,Roe|
∂Wi/j
, |Vij,Roe| ≥ δef (|Vij,Roe|+ aij,Roe) ,
δef
(
∂|Vij,Roe|
∂Wi/j
+
∂aij,Roe
∂Wi/j
)
, |Vij,Roe| < δef (|Vij,Roe|+ aij,Roe) ,
,
and additionally
∂ |λ4|ef,2
∂Wi/j
=


∂Vij,Roe
∂Wi/j
+
∂aij,Roe
∂Wi/j
,
Vij,Roe + aij,Roe ≥ 0 and
|Vij,Roe + aij,Roe| ≥ δef (|Vij,Roe|+ aij,Roe)
−
(
∂Vij,Roe
∂Wi/j
+
∂aij,Roe
∂Wi/j
)
,
Vij,Roe + aij,Roe < 0 and
|Vij,Roe + aij,Roe| ≥ δef (|Vij,Roe|+ aij,Roe)
δef
(
∂|Vij,Roe|
∂Wi/j
+
∂aij,Roe
∂Wi/j
)
, |Vij,Roe + aij,Roe| < δef (|Vij,Roe|+ aij,Roe) ,
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∂ |λ5|ef,3
∂Wi/j
=


∂Vij,Roe
∂Wi/j
− ∂aij,Roe
∂Wi/j
,
Vij,Roe − aij,Roe ≥ 0 and
|Vij,Roe − aij,Roe| ≥ δef (|Vij,Roe|+ aij,Roe)
−
(
∂Vij,Roe
∂Wi/j
− ∂aij,Roe
∂Wi/j
)
,
Vij,Roe − aij,Roe < 0 and
|Vij,Roe − aij,Roe| ≥ δef (|Vij,Roe|+ aij,Roe)
δef
(
∂|Vij,Roe|
∂Wi/j
+
∂aij,Roe
∂Wi/j
)
, |Vij,Roe − aij,Roe| < δef (|Vij,Roe|+ aij,Roe) .
In the next step we compute the derivative of the vectors g1, . . . , g5 given in Theo-
rem 3.2.9. These are computed by
∂gℓ
∂Wi/j
= nℓ
∂y1
∂Wi/j
+
∂aij,Roe
∂Wi/j
yℓ+1 + aij,Roe
∂yℓ+1
∂Wi/j
, ℓ = 1, 2, 3,
∂g4
∂Wi/j
=
∂a1
∂Wi/j
+
∂aij,Roe
∂Wi/j
a2 + aij,Roe
∂a2
∂Wi/j
,
∂g5
∂Wi/j
=
∂a1
∂Wi/j
−
(
∂aij,Roe
∂Wi/j
a2 + aij,Roe
∂a2
∂Wi/j
)
.
For the components we compute
∂y1
∂Wi/j
=


0
∂(uij,Roe)
1
∂Wi/j
∂(uij,Roe)
2
∂Wi/j
∂(uij,Roe)
3
∂Wi/j
1
2
∂‖uij,Roe‖2
2
∂Wi/j


,
∂y2
∂Wi/j
=


0
0
0
0
nij,3
∂(uij,Roe)
2
∂Wi/j
− nij,2 ∂(uij,Roe)3∂Wi/j

 ,
∂y3
∂Wi/j
=


0
0
0
0
nij,1
∂(uij,Roe)
3
∂Wi/j
− nij,3 ∂(uij,Roe)1∂Wi/j

 ,
∂y4
∂Wi/j
=


0
0
0
0
nij,2
∂(uij,Roe)
1
∂Wi/j
− nij,1 ∂(uij,Roe)2∂Wi/j

 ,
4.2. DERIVATIVE OF INVISCID TERMS 121
and
∂a1
∂Wi/j
=


0
∂(uij,Roe)
1
∂Wi/j
∂(uij,Roe)
2
∂Wi/j
∂(uij,Roe)
3
∂Wi/j
∂Hij,Roe
∂Wi/j


,
∂a2
∂Wi/j
=


0
0
0
0
∂Vij,Roe
∂Wi/j

 .
Similarly, we obtain for the derivatives of the vectors q1, . . . , q5 given in Theo-
rem 3.2.10 the terms
∂qℓ
∂Wi/j
= nℓ
∂rT1
∂Wi/j
− 1
a2ij,Roe
∂aij,Roe
∂Wi/j
rtℓ+1 −
1
aij,Roe
∂rTℓ+1
∂Wi/j
, ℓ = 1, 2, 3,
∂q4
∂Wi/j
=
1
2
(
−1
a4ij,Roe
∂a2ij,Roe
∂Wi/j
bT2 +
1
a2ij,Roe
∂bT2
∂Wi/j
− 1
a2ij,Roe
∂aij,Roe
∂Wi/j
bT1 +
1
aij,Roe
∂bT1
∂Wi/j
)
∂q5
∂Wi/j
=
1
2
(
−1
a4ij,Roe
∂a2ij,Roe
∂Wi/j
bT2 +
1
a2ij,Roe
∂bT2
∂Wi/j
+
1
a2ij,Roe
∂aij,Roe
∂Wi/j
bT1 −
1
aij,Roe
∂bT1
∂Wi/j
)
.
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Here the required derivatives are
∂r1
∂Wi/j
=
−1
a4ij,Roe
∂a2ij,Roe
∂Wi/j
r1 +
γ − 1
a2ij,Roe


∂Hi/j
∂Wi/j
− ∂‖uij,Roe‖
2
2
∂Wi/j
∂(uij,Roe)
1
∂Wi/j
∂(uij,Roe)
2
∂Wi/j
∂(uij,Roe)
3
∂Wi/j
0


,
∂r2
∂Wi/j
=


nij,3
∂(uij,Roe)
2
∂Wi/j
− nij,2 ∂(uij,Roe)3∂Wi/j
0
0
0
0

 ,
∂r3
∂Wi/j
=


nij,1
∂(uij,Roe)
3
∂Wi/j
nij,3
∂(uij,Roe)
1
∂Wi/j
0
0
0
0

 ,
∂r4
∂Wi/j
=


nij,2
∂(uij,Roe)
1
∂Wi/j
− nij,1 ∂(uij,Roe)2∂Wi/j
0
0
0
0

 ,
and
∂b1
∂Wi/j
=


−∂Vij,Roe
∂Wi/j
0
0
0
0

 ,
∂b2
∂Wi/j
= (γ − 1)


1
2
∂‖uij,Roe‖2
2
∂Wi/j
−∂(uij,Roe)1
∂Wi/j
−∂(uij,Roe)2
∂Wi/j
−∂(uij,Roe)3
∂Wi/j
0


.
This concludes the derivative of
∂|ARoeij |
∂Wk
, and using (4.11) it can be evaluated.
4.2.2 Derivative of compact inviscid flux and constant
∣∣ARoe∣∣
The complete derivative ∂
∂Wk
∣∣ARoeij ∣∣ has a tremendous operational count. Hence,
incorporating this complete derivative into a preconditioner generates possibly an
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inefficient algorithm. Considering (4.9) and assuming that the difference Wj −Wi
is small, we may neglect in (4.9) the term
∂|ARoeij |
∂Wk
(Wj −Wi). Formally we assume
that
∣∣ARoeij ∣∣ is constant, that is we assume
∂
∣∣ARoeij ∣∣
∂Wk
= 0.
Then we obtain using (4.8) an approximate derivative by
∂H1st,Roe (Wi,Wj, n)
∂Wk
≈ 1
2


∂〈fc,n〉[Wi]
∂Wi
+
∣∣ARoeij ∣∣ , k = i,
∂〈fc,n〉[Wj ]
∂Wj
− ∣∣ARoeij ∣∣ , k = j,
0, k 6= i, j.
Hence, the approximate derivative for the corresponding inviscid part of the residual
is obtained by
∑
j∈N (i)
∂H1st,Roe
∂Wk
≈ 1
2


∑
j∈N (i)
∣∣ARoeij ∣∣ , k = i,
∂〈fc,n〉[Wk]
∂Wk
− ∣∣ARoeik ∣∣ , k ∈ N (i),
0, k 6= i, k /∈ N (i).
(4.13)
Since the terms
∣∣ARoeij ∣∣ are required to evaluate the discretization, it is not of addi-
tional computational effort to use these terms for the construction of an approximate
derivative. This simple fact is exploited to construct a preconditioner to obtain an
efficient solution algorithm (see Section 5.2.2).
4.2.3 Derivative of full inviscid flux
To complete the derivative of the inviscid flux, differentiation of the entire numer-
ical flux function H given in (3.15) in Definition 3.2.3 is required. Naturally, the
derivative of the convective flux terms is given by (4.8). To derive the dissipative
part, let us write down the term dij for the case Pij = I explictly,
dij
(
WN (i,j), n
)
=
1
2
∣∣ARoeij ∣∣ (d(1)ij (WN (i,j), n)− ξd(2)ij (WN (i,j), n)) ,
d
(1)
ij
(
WN (i,j), n
)
:= Ψij (Wj −Wi) ,
d
(2)
ij
(
WN (i,j), n
)
:= sij
(
WN (i,j)
)
(1−Ψij)
(
Lj
(
WN (i,j)
)− Li (WN (i,j))) .
Differentiating gives
∂dij
∂Wk
=
1
2
{(
∂
∣∣ARoeij ∣∣
∂Wk
)(
d
(1)
ij − d(2)ij
)
+
∣∣ARoeij ∣∣
(
∂d
(1)
ij
∂Wk
− ξ ∂d
(2)
ij
∂Wk
)}
. (4.14)
The first term on the right hand side of (4.14) is completely covered by the consid-
erations in Section 4.2.1. In particular, note that this part of the derivative of dij
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vanishes for k /∈ {i,N (i)} due to (4.10). For the second term on the right hand side
of (4.14), let us start with
∂d
(1)
ij
∂Wk
=


∂ψij
∂Wi
(Wj −Wi)− ψij , k = i,
∂ψij
∂Wj
(Wj −Wi) + ψij , k = j,
0, k /∈ {i,N (i)},
where
∂ψij
∂Wk
=
{
0, εψψ
∗
ij > 1,
εψ
∂ψ∗ij
∂Wk
, k ∈ {i, j},
∂ψ∗ij
∂Wk
=


−2(pj−pi)(pj+pi)2 ∂pi∂Wi−2(pj−pi)
2(pj+pi)
∂pi
∂Wi
(pj+pi)
4 , k = i,
2(pj−pi)(pj+pi)2 ∂pj∂Wj −2(pj−pi)
2(pj+pi)
∂pj
∂Wj
(pj+pi)
4 , k = j.
The derivative for pressure p can be found in (3.25). The derivative for d
(2)
ij is
computed by
∂d
(2)
ij
∂Wk
= (1−Ψij) (Lj − Li) ∂sij
∂Wk
+ sij (Lj − Li) ∂(1−Ψij)
∂Wk
+sij(1−Ψij)∂ (Lj − Li)
∂Wk
.
The derivative for
∂(1−Ψij)
∂Wk
= −∂Ψij
∂Wk
is already computed above, and
∂ (Lj − Li)
∂Wk
=
∂ (Lj − Li)
∂ (Li, Lj)
(
∂Li
∂Wk
∂Lj
∂Wk
)
= (−1, 1)
(
∂Li
∂Wk
∂Lj
∂Wk
)
=
∂Lj
∂Wk
− ∂Li
∂Wk
was already considered in Section 4.1.2. The final missing term is also computed
using the chain rule,
∂sij
∂Wk
=
∂sij
∂(zi, zj)
(
∂zi
∂Wk
∂zj
∂Wk
)
=
∂sij
∂(zi, zj)


∂zi
∂(λi,Roe,λij,Roe)
(
∂λi,Roe
∂Wk
∂λij,Roe
∂Wk
)
∂zj
∂(λj,Roe,λij,Roe)
(
∂λj,Roe
∂Wk
∂λij,Roe
∂Wk
)

 .
Using (4.12) the derivative
∂λij,Roe
∂Wk
is given by
∂λij,Roe
∂Wk
=


∂|Vij,Roe|
∂Wi
+
∂aij,Roe
∂Wi
, k = i,
∂|Vij,Roe|
∂Wj
+
∂aij,Roe
∂Wj
, k = j,
0, k 6= i, k 6= j,
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and hence
∂λi,Roe
∂Wk
=


∑
j∈N (i)
∂λij,Roe
∂Wi
, k = i,
∂λij,Roe
∂Wj
. k = j,
0, k 6= i, k 6= j.
Furthermore, we obtain
∂zi
∂ (λi,Roe, λij,Roe)
=
(
1
svol(eij)λij,Roe
,− λi,Roe
svol(eij)
1
λ2ij,Roe
)
,
∂sij
∂(zi, zj)
=
(
zj√
zi
(
zi + 2
√
zizj + zj
) , zi√
zj
(
zi + 2
√
zizj + zj
)
)
.
This completes the construction of the full derivative of inviscid terms. According to
the considerations in Section 4.1.2 several of these terms need to be pre-computed,
such that the chain rule can be applied within an algorithmical structure.
4.3 Derivative of viscous terms
The goal of this section is to present the derivative of the
〈
fv
(
WN (i,j)
)
, neij
〉
defined
in (3.71). To shorten the notation, throughout this section we neglect the edge (face)
identifier eij for the normal, that is we write neij = n = (n1, n2, n3)
T .
Similar as for the inviscid terms a differentiation of the the actual discretization is
required. In general the part of residual Ri corresponding to
〈
fv
(
WN (i,j)
)
, neij
〉
is
a term which depends on the variables corresponding to i, N (i) and N (N (i)). Re-
stricting ourselves to approximate gradients using the thin layer assumption (3.65)
only, the corresponding residual Ri is compact. For simplicity of presentation in
this thesis we restrict ourselves to this case. The more general case where the gra-
dients are computed by a Green-Gauss method (3.60) and (3.63) can be realized
similar to explanations in Section 4.1.1, by differentiation and application of the
chain rule.
4.3.1 Derivative of viscous terms assuming TSL
Using a TSL the viscous flux on the face eij depends only on the variables Wi
and Wj. Hence, we need to compute
∂ 〈fv(Wi,Wj), n〉
∂Wi
and
∂ 〈fv(Wi,Wj), n〉
∂Wj
,
since all other terms vanish,
∂ 〈fv(Wi,Wj), n〉
∂Wk
= 0, k 6= i, k 6= j.
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To compute these derivatives we exploit the equation of state (2.3) and the deriva-
tive (3.25) of the pressure to obtain
∂T
∂W
=
∂
(
p
ρ
)
∂W
=
ρ ∂p
∂W
− p ∂ρ
∂W
ρ2
=
1
ρ
(
(γ − 1)
2
‖u‖22 − T, (1− γ)u, (γ − 1)
)
.
Furthermore, the derivative of velocity is determined as
∂u
∂W
=
1
ρ

 −u1 1 0 0 0−u2 0 1 0 0
−u3 0 0 1 0

 (4.15)
Therefore, we get for the discrete TSL gradient of the velocity and temperature(
∂uℓ
∂xk
)TSL
eij
= nk,ij
(uj,ℓ − ui,ℓ)
dist(eij)
, ℓ = 1, 2, 3, (4.16)
(
∂u
∂xk
)TSL
eij
=
((
∂u1
∂xk
)TSL
eij
,
(
∂u2
∂xk
)TSL
eij
,
(
∂u3
∂xk
)TSL
eij
)T
, (4.17)
(
∂T
∂xk
)TSL
eij
= nk,ij
(Tj − Ti)
dist(eij)
, (4.18)
the derivatives
∂
∂Wi
(
∂u
∂xk
)TSL
eij
=
nk,ij
dist(eij)
1
ρi

 ui,1 −1 0 0 0ui,2 0 −1 0 0
ui,3 0 0 −1 0

 , (4.19)
∂
∂Wj
(
∂u
∂xk
)TSL
eij
=
nk,ij
dist(eij)
1
ρj

 −uj,1 1 0 0 0−uj,2 0 1 0 0
−uj,3 0 0 1 0

 , (4.20)
∂
∂Wi
(
∂T
∂xk
)TSL
eij
=
nk,ij
dist(eij)
1
ρi
(
Ti − (γ − 1)
2
‖ui‖22, (γ − 1)ui, 1− γ
)
, (4.21)
∂
∂Wj
(
∂T
∂xk
)TSL
eij
=
nk,ij
dist(eij)
1
ρj
(
(γ − 1)
2
‖uj‖22 − Tj , (1− γ)uj, γ − 1
)
. (4.22)
We use these preparations to compute the derivative of the the trace free shear
stress tensor S given in Definition 2.1.1.
Lemma 4.3.1 Using a TSL approximation for the gradients, the derivative of the
trace free shear stress tensor Seij = S
TSL
eij
in normal direction n = (n1, n2, n3)
T is
given by
∂
〈(S)TSL
eij
, n
〉
∂Wj
= ξ(j)

 −N1uj,1 −N
(j)
12,13 N1
1
3
N12
1
3
N13 0
−N2uj,2 −N (j)12,23 13N12 N2 13N23 0
−N3uj,3 −N (j)13,23 13N13 13N23 N3 0

 , (4.23)
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and
∂
〈(S)TSL
eij
, n
〉
∂Wi
= ξ(i)

 N1ui,1 +N
(i)
12,13 −N1 −13N12 −13N13 0
N2ui,2 +N
(i)
12,23 −13N12 −N2 −13N23 0
N3ui,3 +N
(i)
13,23 −13N13 −13N23 −N3 0

 , (4.24)
where
ξ(k) :=
1
2
1
dist(eij)
1
ρk
, N1 :=
4
3
n21 + n
2
2 + n
2
3,
N2 := n
2
1 +
4
3
n22 + n
2
3, N3 := n
2
1 + n
2
2 +
4
3
n23,
N12 := n1n2, N13 := n1n3, N23 := n2n3,
N
(k)
12,13 :=
1
3
(N12uk,2 +N13uk,3) , N
(k)
12,23 :=
1
3
(N12uk,1 +N23uk,3) ,
N
(k)
13,23 :=
1
3
(N13uk,1 +N23uk,3) , k = i, j.
Proof: Using the definition (2.6), in discretized form the trace free shear stress
tensor Seij = S
TSL
eij
reads
(Sℓℓ)TSLeij = 13
(
2
(
∂uℓ
∂xℓ
)TSL
eij
−
m∑
k=1,k 6=ℓ
(
∂uk
∂xk
)TSL
eij
)
,
(Sℓk)TSLeij = 12
((
∂uℓ
∂xk
)TSL
eij
+
(
∂uk
∂xℓ
)TSL
eij
)
, k 6= l.
Then by an application of (4.16), (4.19) and (4.20) we obtain
∂
(S11)TSLeij
∂ρj
=
1
3
1
dist(eij)
1
ρj
(−2n1uj,1 + n2uj,2 + n3uj,3) ,
∂
(S11)TSLeij
∂(ρu1)j
=
2
3
1
dist(eij)
n1
ρj
,
∂
(S11)TSLeij
∂(ρu2)j
= −1
3
1
dist(eij)
n2
ρj
,
∂
(S11)TSLeij
∂(ρu3)j
= −1
3
1
dist(eij)
n3
ρj
,
∂
(S11)TSLeij
∂(ρE)j
= 0,
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∂
(S22)TSLeij
∂ρj
=
1
3
1
dist(eij)
1
ρj
(−2n2uj,2 + n1uj,1 + n3uj,3) ,
∂
(S22)TSLeij
∂(ρu1)j
= −1
3
1
dist(eij)
n1
ρj
,
∂
(S22)TSLeij
∂(ρu2)j
=
2
3
1
dist(eij)
n2
ρj
,
∂
(S22)TSLeij
∂(ρu3)j
= −1
3
1
dist(eij)
n3
ρj
,
∂
(S22)TSLeij
∂(ρE)j
= 0,
∂
(S33)TSLeij
∂ρj
=
1
3
1
dist(eij)
1
ρj
(−2n3uj,3 + n1uj,1 + n2uj,2) ,
∂
(S33)TSLeij
∂(ρu1)j
= −1
3
1
dist(eij)
n1
ρj
,
∂
(S33)TSLeij
∂(ρu2)j
= −1
3
1
dist(eij)
n2
ρj
,
∂
(S33)TSLeij
∂(ρu3)j
=
2
3
1
dist(eij)
n3
ρj
,
∂
(S33)TSLeij
∂(ρE)j
= 0.
The cross derivatives are given by
∂
(S12)TSLeij
∂ρj
= −1
2
1
dist(eij)
1
ρj
(n2uj,1 + n1uj,2) ,
∂
(S12)TSLeij
∂(ρu1)j
=
1
2
1
dist(eij)
n2
ρj
,
∂
(S12)TSLeij
∂(ρu2)j
=
1
2
1
dist(eij)
n1
ρj
,
∂
(S12)TSLeij
∂(ρu3)j
=
∂S12
∂(ρE)j
= 0.
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∂
(S13)TSLeij
∂ρj
= −1
2
1
dist(eij)
1
ρj
(n3uj,1 + n1uj,3) ,
∂
(S13)TSLeij
∂(ρu1)j
=
1
2
1
dist(eij)
n3
ρj
,
∂
(S13)TSLeij
∂(ρu2)j
=
∂S13
∂(ρE)j
= 0,
∂
(S13)TSLeij
∂(ρu3)j
=
1
2
1
dist(eij)
n1
ρj
,
∂
(S23)TSLeij
∂ρj
= −1
2
1
dist(eij)
1
ρj
(n3uj,2 + n2uj,3) ,
∂
(S23)TSLeij
∂(ρu1)j
=
∂S23
∂(ρE)j
= 0,
∂
(S23)TSLeij
∂(ρu2)j
=
1
2
1
dist(eij)
n3
ρj
,
∂
(S23)TSLeij
∂(ρu3)j
=
1
2
1
dist(eij)
n2
ρj
.
The remainder cross derivatives are a consequence of the symmetries
(Seij)TSL =(Seji)TSL, i 6= j. In summary, we compute
∂
〈(S1)TSLeij , neij
〉
∂Wj
=
3∑
k=1
nk
∂
(S1k)TSLeij
∂Wj
=
1
2
1
dist(eij)
1
ρj
(
−N1uj,1 −N (j)12,13, N1,
1
3
N12,
1
3
N13, 0
)
.
Evaluating the other components straightforward we obtain
∂
〈(S2)TSLeij , neij
〉
∂Wj
=
1
2
1
dist(eij)
1
ρj
(
−N2uj,2 −N (j)12,23,
1
3
N12, N2,
1
3
N23, 0
)
,
∂
〈(S3)TSLeij , neij
〉
∂Wj
=
1
2
1
dist(eij)
1
ρj
(
−N3uj,3 −N (j)13,23,
1
3
N13,
1
3
N23, N3, 0
)
.
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Equation (4.24) follows line by line by the computations above.

Multiplying STSLeij by the averaged viscosity (3.66) we obtain for m = i, j as deriva-
tive for the viscous stress tensor
∂
〈
(τ)TSLeij , n
〉
∂Wm
=
∂
〈(
2µeff,eijS
)TSL
eij
, n
〉
∂Wm
= 2

∂µeff ,eij
∂Wm
〈(S)TSL
eij
, n
〉
+ µeff,eij
∂
〈(S)TSL
eij
, n
〉
∂Wm

 , (4.25)
and the derivative of Sutherland’s law can be computed as
∂µl
∂W
=
∂µl
∂T
∂T
∂W
= µl,∞
{
3
2
√
T
(
1 + Csuth
T + Csuth
)
− T 3/2
(
1 + Csuth
(T + Csuth)2
)}
∂T
∂W
= µl,∞
{√
T
(
1 + Csuth
T + Csuth
)[
3
2
− T
(
1
T + Csuth
)]}
∂T
∂W
= µl,∞
{√
T
2
(1 + Csuth)(T + 3Csuth)
(T + Csuth)2
}
∂T
∂W
. (4.26)
The derivate of the eddy viscosity µt depends on the turbulence model and cannot be
stated in general. Finally, we compute for the remaining component of the viscous
flux (〈fv (Wi,Wj) , n〉)5 = 〈θ, n〉, using the representation (2.8), the derivative
∂
〈
(θ)TSLeij , n
〉
∂Wm
=
∂
〈
(τ)TSLeij ueij , n
〉
∂Wm
+
∂
〈
(q)TSLeij , n
〉
∂Wm
. (4.27)
For the first term on the right hand side of (4.27) we compute for m = i, j
∂
〈
(τ)TSLeij ueij , n
〉
∂Wm
=
(
3∑
k=1
nk
3∑
ℓ=1
∂
∂Wm
(
uℓ,eij (τkℓ)
TSL
eij
))
=
(
3∑
k=1
nk
3∑
ℓ=1
(τkℓ)
TSL
eij
∂uℓ,eij
∂Wm
)
+
(
3∑
k=1
nk
3∑
ℓ=1
uℓ,eij
∂ (τkℓ)
TSL
eij
∂Wm
)
=
(
3∑
k=1
nk
3∑
ℓ=1
(τkℓ)
TSL
eij
∂uℓ,eij
∂Wm
)
+
(
3∑
ℓ=1
uℓ,eij
3∑
k=1
nk
∂ (τkℓ)
TSL
eij
∂Wm
)
=
(
3∑
k=1
nk
3∑
ℓ=1
(τkℓ)
TSL
eij
∂uℓ,eij
∂Wm
)
+
(
3∑
ℓ=1
uℓ,eij
〈
∂ (τℓ)
TSL
eij
∂Wm
, n
〉)
. (4.28)
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Using (3.68) and (4.15) we have
∂ueij
∂Wm
=
1
2
1
ρm

 −um,1 1 0 0 0−um,2 0 1 0 0
−um,3 0 0 1 0

 , m = i, j. (4.29)
Equation (4.29) is used to compute explicitly the first term on the right hand side
of (4.28). We obtain
3∑
k=1
nk
3∑
ℓ=1
(τkℓ)
TSL
eij
∂uℓ,eij
∂ρm
= −1
2
1
ρm
3∑
ℓ=1
um,ℓ
3∑
k=1
nk (τkℓ)
TSL
eij
, (4.30)
3∑
k=1
nk
3∑
ℓ=1
(τkℓ)
TSL
eij
∂uℓ,eij
∂ (ρu)m
=
1
2
1
ρm

 〈n, τ1〉〈n, τ2〉
〈n, τ3〉


T
, (4.31)
3∑
k=1
nk
3∑
ℓ=1
(τkℓ)
TSL
eij
∂uℓ,eij
∂ (ρE)m
= 0. (4.32)
For the second term on the right hand side of (4.27) we compute
∂
〈
(q)TSLeij , n
〉
∂Wm
=
∂
∂Wm
[
κeff,eij
(
3∑
k=1
nk
(
∂T
∂xk
)TSL
eij
)]
=
∂κeff ,eij
∂Wm
(
3∑
k=1
nk
(
∂T
∂xk
)TSL
eij
)
+ κeff,eij
(
3∑
k=1
nk
∂
∂Wm
(
∂T
∂xk
)TSL
eij
)
. (4.33)
Due to (2.11) and (2.14) the derivative of κl is directly related to (4.26) and the
derivative of κt to the eddy viscosity µt.
Corollary 4.3.2 Equations (4.23 (4.25), (4.26), (4.27), (4.28) and (4.33) repre-
sent the derivative of
〈
fv, neij
〉
assuming a TSL approximation of the velocity and
temperature gradients.
We close this section considering a further important simplification. Equations (4.25)
and (4.33) above show that assuming both constant laminar viscosity and eddy vis-
cosity several terms in the derivative vanish and we can represent the derivatives
explicitly.
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Corollary 4.3.3 Assuming a TSL approximation of velocity and temperature gra-
dients and that the viscosity µeff is constant, then we have(
∂ 〈fv (Wi,Wj) , n〉
∂Wj
)TSL,µ=const
=
µeff,eij
dist(eij)
1
ρj

0 0 0 0 0
−N1uj,1 −N (j)12,13 N1 13N12 13N13 0
−N2uj,2 −N (j)12,23 13N12 N2 13N23 0
−N3uj,3 −N (j)13,23 13N13 13N23 N3 0
−E(j)1 + E(j)2 + E(j)3 E(j)4 E(j)5 E(j)6
κeff,eij (γ−1)
µeff,eij


, (4.34)
and (
∂ 〈fv (Wi,Wj) , n〉
∂Wi
)TSL,µ=const
=
µeff,eij
dist(eij)
1
ρi

0 0 0 0 0
N1ui,1 +N
(i)
12,13 −N1 −13N12 −13N13 0
N2ui,2 +N
(i)
12,23 −13N12 −N2 −13N23 0
N3ui,3 +N
(i)
13,23 −13N13 −13N23 −N3 0
E
(i)
1 + E
(i)
2 + E
(i)
3 E
(i)
4 E
(i)
5 E
(i)
6
κeff,eij (1−γ)
µeff,eij


. (4.35)
Here we have used the notation of Lemma 4.3.1 and
E
(j)
1 = u1,eij
(
N1uj,1 +N
(j)
12,13
)
+ u2,eij
(
N2uj,2 +N
(j)
12,23
)
+ u3,eij
(
N3uj,3 +N
(j)
13,23
)
,
E
(i)
1 = u1,eij
(
N1ui,1 +N
(i)
12,13
)
+ u2,eij
(
N2ui,2 +N
(i)
12,23
)
+ u3,eij
(
N3ui,3 +N
(i)
13,23
)
,
and
E
(j)
2 = −
1
2
dist(eij)
µeff,eij
3∑
ℓ=1
uj,ℓ
3∑
k=1
nk (τkℓ)
TSL
eij
,
E
(i)
2 = −
1
2
dist(eij)
µeff,eij
3∑
ℓ=1
ui,ℓ
3∑
k=1
nk (τkℓ)
TSL
eij
,
and
E
(j)
3 =
κeff,eij
µeff,eij
(
γ − 1
2
‖uj‖22 − Tj
)
,
E
(i)
3 =
κeff,eij
µeff,eij
(
Ti − γ − 1
2
‖ui‖22
)
,
4.3. DERIVATIVE OF VISCOUS TERMS 133
as well as
E
(j)
4 =
1
2
dist(eij)
µeff,eij
〈n, τ1〉+
(
N1u1,eij +
1
3
N12u2,eij +
1
3
N13u3,eij
)
− ζeijuj,1
E
(i)
4 =
1
2
dist(eij)
µeff,eij
〈n, τ1〉 −
(
N1u1,eij +
1
3
N12u2,eij +
1
3
N13u3,eij
)
+ ζeijui,1
E
(j)
5 =
1
2
dist(eij)
µeff,eij
〈n, τ2〉+
(
1
3
N12u1,eij +N2u2,eij +
1
3
N23u3,eij
)
− ζeijuj,2
E
(i)
5 =
1
2
dist(eij)
µeff,eij
〈n, τ2〉 −
(
1
3
N12u1,eij +N2u2,eij +
1
3
N23u3,eij
)
+ ζeijui,2
E
(j)
6 =
1
2
dist(eij)
µeff,eij
〈n, τ3〉+
(
1
3
N13u1,eij +
1
3
N23u2,eij +N3u3,eij
)
− ζeijuj,3
E
(i)
6 =
1
2
dist(eij)
µeff,eij
〈n, τ3〉 −
(
1
3
N13u1,eij +
1
3
N23u2,eij +N3u3,eij
)
+ ζeijui,3,
where
ζeij :=
κeff,eij
µeff,eij
(γ − 1) .
Proof: The first row in the matrix of (4.34) is a consequence of the definition of fv
and the rows 2, 3 and 4 follow from (4.25) and Lemma 4.3.1. An application of
(4.27), (4.28) together with (4.32) and (4.33) together with (4.23) and (4.22) gives
∂
〈
(θ)TSLeij , n
〉
∂ (ρE)j
=
κeff,eij
dist(eij)
(γ − 1)
ρj
3∑
k=1
n2k =
κeff,eij
dist(eij)
(γ − 1)
ρi
,
and together with (4.24) and (4.21)
∂
〈
(θ)TSLeij , n
〉
∂ (ρE)i
=
κeff,eij
dist(eij)
(1− γ)
ρj
3∑
k=1
n2k =
κeff,eij
dist(eij)
(1− γ)
ρi
.
which proves the last entry in the 5th row of (4.34) and (4.35).
For the first entry in the 5th row we evaluate in a first step using (4.23) and (4.24)
(
3∑
ℓ=1
uℓ,eij
〈
∂ (τℓ)
TSL
eij
∂ρj
, n
〉)
= − µeff,eij
dist(eij)
1
ρj
E
(j)
1 , (4.36)(
3∑
ℓ=1
uℓ,eij
〈
∂ (τℓ)
TSL
eij
∂ρi
, n
〉)
=
µeff,eij
dist(eij)
1
ρi
E
(i)
1 . (4.37)
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The representation of E
(j)
2 and E
(i)
2 are a consequence of (4.30), and the representa-
tion of E
(j)
3 and E
(i)
3 of (4.33) together with (4.22) and (4.21). The terms E
(m)
4 , E
(m)
5
and E
(m)
6 , m = i, j, are derived from (4.31) and
(
3∑
ℓ=1
uℓ,eij
〈
∂ (τℓ)
TSL
eij
∂ (ρu)j
, n
〉)
=
µeff,eij
dist(eij)
1
ρj

 N1u1,eij + 13N12u2,eij + 13N13u3,eij1
3
N12u1,eij +N2u2,eij +
1
3
N23u3,eij
1
3
N13u1,eij +
1
3
N23u2,eij +N3u3,eij


T
,
(
3∑
ℓ=1
uℓ,eij
〈
∂ (τℓ)
TSL
eij
∂ (ρu)i
, n
〉)
= − µeff,eij
dist(eij)
1
ρi

 N1u1,eij + 13N12u2,eij + 13N13u3,eij1
3
N12u1,eij +N2u2,eij +
1
3
N23u3,eij
1
3
N13u1,eij +
1
3
N23u2,eij +N3u3,eij


T
,
∂
〈
(q)TSLeij , n
〉
∂ (ρu)j
=
κeff,eij
dist(eij)
(1− γ)
ρj

 uj,1uj,2
uj,3
,


T
∂
〈
(q)TSLeij , n
〉
∂ (ρu)i
=
κeff,eij
dist(eij)
(γ − 1)
ρi

 ui,1ui,2
ui,3


T
.

The approximate derivatives (4.34) and (4.35) represent a suitable expression which
can be used for the design of a preconditioner. The complexity to generate these
terms is acceptable and due to their explicit delineation these operators can be
implemented straightforward.
4.3.2 Eigendecomposition of viscous flux Jacobian
For a stabilization of the solution method suggested in Chapter 5 an eigendecom-
position, in particular the eigenvalues of the simplified viscous flux Jacobians (4.34)
and (4.35) are of interest. These are given in the following theorem.
Theorem 4.3.4 The derivative matrices of the viscous flux Jacobian for a TSL
and constant µeff,eij given by (4.34)and (4.35) have the following eigenvalues:
(λ1, λ2, λ3, λ4, λ5)i =
µeff,eij
dist(eij)
1
ρi
(
0,
4
3
, 1, 1,
κeff,eij(γ − 1)
µeff,eij
)
,
(λ1, λ2, λ3, λ4, λ5)j = −
µeff,eij
dist(eij)
1
ρj
(
0,
4
3
, 1, 1,
κeff,eij(γ − 1)
µeff,eij
)
.
Proof: From representation (4.34) the eigenvalues
(λ1)j = 0 and (λ5)j =
κeff
dist(eij)
γ − 1
ρj
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are obvious. To determine the remaining eigenvalues system (4.34) can be reduced
to 
 N1 13N12 13N131
3
N12 N2
1
3
N23
1
3
N13
1
3
N23 N3

 =

 1 + 13n21 13N12 13N131
3
N12 1 +
1
3
n22
1
3
N23
1
3
N13
1
3
N23 1 +
1
3
n23

 .
Therefore we need to determine non-trivial solutions of the linear system
λjI−

 1 + 13n21 13N12 13N131
3
N12 1 +
1
3
n22
1
3
N23
1
3
N13
1
3
N23 1 +
1
3
n23



x = 0.
Choosing λj = 1 yields the linear system and its equivalent formulation
 13n21 13N12 13N131
3
N12
1
3
n22
1
3
N23
1
3
N13
1
3
N23
1
3
n23

x = 0 ⇔

 n21 N12 N130 0 0
0 0 0

 x = 0.
Two non trivial linear independent solutions of this system are
x = (−(n2 + n3), n1, n1) and x = (n3 − n2, n1,−n1). (4.38)
Choosing λj = 4/3 yields the linear system and its equivalent formulation
 13n21 − 13 13N12 13N131
3
N12
1
3
n22 − 13 13N23
1
3
N13
1
3
N23
1
3
n23 − 13

 x = 0 ⇔

 n21 − 1 N12 N130 n23 n2n3
0 0 0

x = 0.
A non trivial solution of this system is given by
x = (n1, n2, n3) . (4.39)
The eigenvalues for (4.35) follow line by line from the computations above. This
proves the assertion.

4.4 Derivative of turbulence models
To create an overall implicit solution method we additionally need the derivatives for
the turbulence models. It is our approach to solve the original system of algebraic
equations (3.95)) in a loosely coupled way, which finally yields the system of still
time dependent equations (3.96). Being only interested in steady state solutions,
we finally ended up with (3.97).
As a consequence, only the derivatives of the algebraic equations representing the
turbulence models Rturb with respect to the turbulence flow variables Wt are re-
quired. And vice versa, the derivatives of the algebraic equations representing the
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mean flow equations Rmean are only required with respect to W. The latter were
already presented in the Sections 4.2 and 4.3.
Hence, the organization of this section is as follows. First, we present the derivatives
of the Spalart-Allmaras model with respect to ν˜, and second the the derivatives
of the kω-model with respect to k and ω. Again as in Section 4.3, to shorten
the notation we neglect the edge (face) identifier eij for the normal, that is we
write neij = n = (n1, n2, n3)
T .
4.4.1 Derivative of Spalart-Allmaras model
We compute the derivatives for the Spalart-Allmaras model in the chronology, first
the convective, second the viscous part and finally the source terms. The numerical
flux function (3.72) is expressed by
HSA ((ν˜i,Wi) , (ν˜j ,Wj) , n) = 1
2
[ν˜i 〈ui, n〉+ ν˜j 〈uj, n〉]− 1
2
|Vij,Roe| (ν˜j − ν˜i) .
Therefore, straightforward computations give
∂HSA
∂ν˜m
=
1
2


〈ui, n〉+ |Vij,Roe|, m = i,
〈uj, n〉 − |Vij,Roe|, m = j,
0, m 6= i, m 6= j.
To compute the derivative for the viscous contribution we write down the discretized
form explicitly,
〈
fTSLv,SA, n
〉
=
1
σ
{ (
νl,eij + ν˜eij
)∑3
k=1
n2k
dist(eij)
(ν˜j − ν˜i) , ν˜eij ≥ 0,(
νl,eij + fn,eij ν˜eij
)∑3
k=1
n2k
dist(eij)
(ν˜j − ν˜i) , ν˜eij < 0,
=
1
σ
(ν˜j − ν˜i)
dist(eij)
{ (
νl,eij + ν˜eij
)
, ν˜eij ≥ 0,(
νl,eij + fn,eij ν˜eij
)
, ν˜eij < 0.
Since the laminar kinematic viscosity νl introduced in (2.13) (see also (3.76)) does
not depend on ν˜ we obtain
∂νl,eij
∂ν˜m
= 0 for all m = 1, . . . , Nelem. (4.40)
Using the definition (3.77) for ν˜eij we obtain
∂ν˜eij
∂ν˜m
=
{
1
2
, m = i, j,
0 else.
(4.41)
To compute the derivative of fn,eij we define
fnomn,eij := cn1 +
1
2
(
χ (ν˜i,Wi)
3 + χ (ν˜j ,Wj)
3) ,
fdenomn,eij := cn1 −
1
2
(
χ (ν˜i,Wi)
3 + χ (ν˜j,Wj)
3) ,
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to conclude
∂fnomn,eij
∂ν˜m
=
1
2
∂
∂ν˜m
(
χ3i + χ
3
j
)
=
1
2
(
∂χ (ν˜i,Wi)
3
∂ν˜m
+
∂χ (ν˜j ,Wj)
3
∂ν˜m
)
=
1
2
(
χ (ν˜i,Wi)
2 ∂χ (ν˜i,Wi)
∂ν˜m
+ χ (ν˜j ,Wj)
2 ∂χ (ν˜j ,Wj)
∂ν˜m
)
,
∂fdenomn,eij
∂ν˜m
= −∂f
nom
n,eij
∂ν˜m
where
∂χ (ν˜ℓ,Wℓ)
∂ν˜m
=


(νl (Wi))
−1 , m = ℓ = i,
(νl (Wj))
−1 , m = ℓ = j,
0 m 6= ℓ,
such that the derivative of fn,eij may be given by
∂fn,eij
∂ν˜m
=
∂fnomn,eij
∂ν˜m
fdenomn,eij − fnomn,eij
∂fdenomn,eij
∂ν˜m(
fdenomn,eij
)2 =
∂fnomn,eij
∂ν˜m
(
fdenomn,eij + f
nom
n,eij
)
(
fdenomn,eij
)2 = cn1
∂fnomn,eij
∂ν˜m(
fdenomn,eij
)2 .
Then we get for the derivative of the viscous part
∂
〈
fTSLv,SA, n
〉
∂ν˜i
=
1
σdist(eij)

 −
(
νl,eij + ν˜eij
)
+ (ν˜j − ν˜i) ∂ν˜eij∂ν˜i , ν˜eij ≥ 0,
− (νl,eij + fn,eij ν˜eij)+ (ν˜j − ν˜i) [fn,eij ∂ν˜eij∂ν˜i + ν˜eij ∂fn,eij∂ν˜i
]
, ν˜eij < 0,
and
∂
〈
fTSLv,SA, n
〉
∂ν˜j
=
1
σdist(eij)


(
νl,eij + ν˜eij
)
+ (ν˜j − ν˜i) ∂ν˜eij∂ν˜j , ν˜eij ≥ 0,(
νl,eij + fn,eij ν˜eij
)
+ (ν˜j − ν˜i)
[
fn,eij
∂ν˜eij
∂ν˜j
+ ν˜eij
∂fn,eij
∂ν˜j
]
, ν˜eij < 0.
Finally, the derivatives of the discretized source terms (3.79a), (3.79b) and (3.79c)
are required. Note that the production and destruction terms only depend on the
variable νi. That is all other derivatives vanish,
∂PrSA
(
ν˜i,Wi,Wj,j∈N (i)
)
∂ν˜m
= 0, m 6= i,
∂DeSA
(
ν˜i,Wi,Wj,j∈N (i)
)
∂ν˜m
= 0, m 6= i.
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To shorten the notation, in the following we will list all required derivatives, without
denoting that all derivatives with respect m 6= i vanish,
∂ft2
∂ν˜i
= −2ct3ct4 exp
(−ct4χ2)χ ∂χ∂ν˜i = −2ct4ft2χ
∂χ
∂ν˜i
,
∂fv1
∂ν˜i
=
1
(χ3 + c3v1)
2
[(
χ3 + c3v1
)
3χ2
∂χ
∂ν˜i
− 3χ5 ∂χ
∂ν˜i
]
=
3c3v1χ
2
(χ3 + c3v1)
2
∂χ
∂ν˜i
,
∂fv2
∂ν˜i
= − 1
(1 + χfv1)
2
[
(1 + χfv1)
∂χ
∂ν˜i
− χ
(
fv1
∂χ
∂ν˜i
+ χ
∂fv1
∂ν˜i
)]
=
1
(1 + χfv1)
2
(
χ2
∂fv1
∂ν˜i
− ∂χ
∂ν˜i
)
.
To compute the derivative of S˜ note that
∂S
∂ν˜i
= 0, i = 1, . . . , Nelem.
Hence, in the case S ≥ −cv2S we have
∂S˜
∂ν˜i
=
∂S
∂ν˜i
=
1
κ2d2
(
fv2 + ν˜
∂fv2
∂ν˜i
)
,
and for the other case S < −cv2S we define
S
nom
:= S
(
c2v2S + cv3S
)
S
denom
:= (cv3 − 2cv2)S − S.
to compute
∂S˜
∂ν˜i
=
S
denom ∂S
nom
∂ν˜i
− Snom ∂Sdenom
∂ν˜i(
S
denom
)2
where
∂S
nom
∂ν˜i
= cv3S
∂S
∂ν˜i
and
∂S
denom
∂ν˜i
= −∂S
∂ν˜i
.
The derivatives of r, g and fw are given by
∂r
∂ν˜i
=
{
1
κ2d2S˜2
(
S˜ − ν˜ ∂S˜
∂ν˜i
)
, ν˜i
κ2d2S˜
≤ 10
0, else,
∂g
∂ν˜i
=
∂r
∂ν˜i
+ cw2
[
6r5
∂r
∂ν˜i
− ∂r
∂ν˜i
]
,
∂fw
∂ν˜i
=
[
1 + c6w3
g6 + c6w3
]1/6
∂g
∂ν˜i
+
g
6
[
1 + c6w3
g6 + c6w3
]−5/6(
−6(1 + c
6
w3)g
5 ∂g
∂ν˜i
(g6 + c6w3)
2
)
.
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Finally, the derivatives of production and destruction can be computed by
∂PrSA
∂ν˜i
=
{
cb1
[
−S˜ν˜i ∂ft2∂ν˜i + (1− ft2)ν˜i ∂S˜∂ν˜i + (1− ft2)S˜
]
, ν˜i ≥ 0,
cb1 (1− ct3)S ∂ν˜∂ν˜i , ν˜i < 0,
∂DeSA
∂ν˜i
=
{ (
ν˜
d
)2 (
cw1
∂fw
∂ν˜i
− cb1
κ2
∂ft2
∂ν˜i
)
+
(
cw1fw − cb1κ2 ft2
)
2ν˜i
d2
, ν˜i ≥ 0
−2cw1 ν˜id2 , ν˜i < 0.
The diffusion source term of the Spalart-Allmaras model reads in discretized form
DiSA =
cb2
σ
3∑
k=1
[(
∂ν˜
∂xk
)GG
Di
]2
.
An application of the chain rule yields
∂DiSA
∂ν˜m
=
2cb2
σ
3∑
k=1
(
∂ν˜
∂xk
)GG
Di
∂
∂ν˜m
(
∂ν˜
∂xk
)GG
Di
.
Using formula (3.60) of the approximate gradient(
∂ν˜
∂xk
)GG
Di
=
1
vol (Di)
∑
j∈N (i)
svol(eij)
nk,eij
2
(ν˜i + ν˜j) ,
we get for its derivative
∂
∂ν˜m
(
∂ν˜
∂xk
)GG
Di
=
1
vol (Di)


∑
j∈N (i) svol(eij)
nk,eij
2
, m = i,
svol(eim)
nk,eim
2
, m ∈ N (i),
0, else.
It is worthwhile to note that the derivative of DiSA also gives contributions to off-
diagonal terms, which is not true for the production and destruction. This gives all
required terms for the derivative of the Spalart-Allmaras turbulence model.
4.4.2 Derivative of kω-model
The computation of the derivative for the kω-model is far simpler compared to
the Spalart-Allmaras model. The flux function (3.73) given in Definition 3.5.2 is
straightforward differentiated,
∂H(k,ω)
∂(ki, ωi)
=


{ 〈
ueij , n
〉
,
〈
ueij , n
〉 ≥ 0,
0,
〈
ueij , n
〉
< 0
0
0
{ 〈
ueij , n
〉
,
〈
ueij , n
〉 ≥ 0,
0,
〈
ueij , n
〉
< 0

 ,
∂H(k,ω)
∂(kj , ωj)
=


{
0,
〈
ueij , n
〉
< 0〈
ueij , n
〉
,
〈
ueij , n
〉 ≥ 0, 0
0
{
0,
〈
ueij , n
〉
< 0〈
ueij , n
〉
,
〈
ueij , n
〉 ≥ 0,

 .
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Following the presentation for the Spalart-Allmaras model, we write down the dis-
cretized form of the viscous contribution explicitly,
〈
f˜TSLv,(k,ω), n
〉
=


(
Γ(T )eij + σk
(
k
ω
)
eij
)∑3
ℓ=1
n2ℓ
dist(eij)
(kj − ki)(
Γ(T )eij + σω
(
k
ω
)
eij
)∑3
ℓ=1
n2ℓ
dist(eij)
(ωj − ωi)


=
1
dist(eij)


(
Γ(T )eij + σk
(
k
ω
)
eij
)
(kj − ki)(
Γ(T )eij + σω
(
k
ω
)
eij
)
(ωj − ωi)

 .
Since Γ(T )eij defined in (3.78) does not depend on (ki, ωi) for all i = 1, . . . , Nelem
due to our definition of temperature (2.4) and the equation of state (2.3), we have
∂Γ
∂ (ki, ωi)
= 0.
Hence, we obtain
∂
〈
f˜TSLv,(k,ω), n
〉
∂ (ki, ωi)
=
1
dist(eij)

σk
(
∂( kω )eij
∂ki
)
(kj − ki)−
(
Γ(T )eij + σk
(
k
ω
)
eij
)
σk
(
∂( kω )eij
∂ωi
)
(kj − ki)
σω
(
∂( kω )eij
∂ki
)
(ωj − ωi) σω
(
∂( kω )eij
∂ωi
)
(ωj − ωi)−
(
Γ(T )eij + σω
(
k
ω
)
eij
)


and
∂
〈
f˜TSLv,(k,ω), n
〉
∂ (kj , ωj)
=
1
dist(eij)

σk
(
∂( kω )eij
∂kj
)
(kj − ki) +
(
Γ(T )eij + σk
(
k
ω
)
eij
)
σk
(
∂( kω)eij
∂ωj
)
(kj − ki)
σω
(
∂( kω )eij
∂kj
)
(ωj − ωi) σω
(
∂( kω )eij
∂ωj
)
(ωj − ωi) +
(
Γ(T )eij + σω
(
k
ω
)
eij
)

 ,
where
∂
(
k
ω
)
eij
∂(ki, ωi)
=
1
2
(
1
ωi
,− ki
ω2i
)
and
∂
(
k
ω
)
eij
∂(kj , ωj)
=
1
2
(
1
ωj
,− kj
ω2j
)
.
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The derivative of the discretized source terms (3.80) is also straightforward. Note
that with respect to the variables (ki, ωi), we can directly conclude that
∂Prk,(k,ω)
∂(km, ωm)
=
{ (
2
ωi
S (u)Di ⊗
(
∂u
∂x
)
Di
,− 2
ω2i
S (u)Di ⊗
(
∂u
∂x
)
Di
)
m = i,
(0, 0), m 6= i,
∂Dek,(k,ω) (ki, ωi)
∂(km, ωm)
=
{
(β∗ωi, β∗ki) , m = i,
(0, 0), m 6= i,
∂Prω,(k,ω)
∂(km, ωm)
= (0, 0), m = 1, . . . , Nelem
∂Deω,(k,ω)
∂ (km, ωm)
=
{
(0, 2βωi) , m = i,
(0, 0), m 6= i.
Finally, note that for the computation of the derivative of the production term the
limitation (3.81) needs to be incorporated, as well as the scaling factor ωsc needs to
be included. The latter remark is also true for the viscous part of the derivative.
4.4.3 Structure of derivative for turbulence models
Let us close this section with an important remark. Both, the derivatives for the
Spalart-Allmaras model as well as for the kω-model are based on a compact stencil.
Hence, the nonzero entries in the (block) CSR matrix are determined by i and N (i),
and the derivative can be computed by loop over all edges (faces).
Corollary 4.4.1 Consider a 3D hexahedral structured mesh representing N degrees
of freedom. Then the memory requirements for
dRcompSA
dW
and for
dRcomp
(k,ω)
dW
are
56 ·NBytes and 224 ·NBytes,
The proof follows line by line the proofs Lemma 4.1.6 and Lemma 4.2 taking into
account that the block size for
dRcompSA
dW
is 1×1 , and the block size for dR
comp
(k,ω)
dW
is 2×2.

Since, in particular, it is often a severe issue to approximate a solution of the tur-
bulence flow equations in a robust and efficient way, it is one goal to care about
good agreement of the exact derivative and a preconditioner used to improve the
efficiency and robustness. To this end, within this these we have only considered
compact discretization schemes for the convective part of the equations. In par-
ticular, considering only a TSL approximation of the gradients in the turbulence
flow equations, we have exact derivatives for the turbulence flow equations consid-
ering only compact stencils. This is a concession between robustness of the solution
method and accuracy of the discretization on the other hand.
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4.4.4 Derivative of eddy viscosity
To complete the derivative of the viscous terms for the mean flow equations, it was
mentioned in Section 4.3 that the derivative of the eddy viscosity µt is required. The
derivative of κt is a consequence of µt due to (2.14). Note that both the Spalart-
Allmaras model and the kω-model do not depend on the eddy viscosity. Both
models are formulated without dependency of this deduced functions. Hence, we
only state the derivatives of these functions with respect to the mean flow variables.
Due to (3.66) we have
µt,eij =
1
2
(µt,i + µt,j) =
1
2
{
µt ((Wt)i ,Wi) + µt
(
(Wt)j ,Wj
)}
,
and hence
∂µt,eij
∂Wm
=
1
2


∂µt((Wt)i,Wi)
∂Wi
, m = i,
∂µt((Wt)j ,Wj)
∂Wj
, m = j,
0, m 6= i,m 6= j.
Using (2.20) for the Spalart-Allmaras model we get
∂µt ((Wt)i ,Wi)
∂Wi
=
{
ν˜i
(
fv1
∂ρi
∂Wi
+ ρi
∂fv1
∂Wi
)
, ν˜i ≥ 0,
0, ν˜i < 0.
For the kω-model we get using (2.21)
∂µt ((Wt)i ,Wi)
∂Wi
=
√
γM∞L
Re
ρ
ki
ωi
∂ρi
∂Wi
.
Including these derivatives into the viscous part of the mean flow equations com-
pletes this contribution.
4.5 Derivative of boundary conditions
Since all boundary conditions are formulated as fluxes over the boundary edges ei,bdry,
the derivatives can be computed in principle in the same way it is done for the in-
ner fluxes. Only the extrapolation of the boundary values need to be incorporated
into the formulation. Mathematically spoken, according to the considerations of
Section 3.6 we assume that the boundary values are a function of the variables
attached to the boundary element,
Wi,bdry = Wi,bdry
(
Wi,Wj,j∈N (i)
)
,
ν˜i,bdry = ν˜i,bdry
(
ν˜i, ν˜j,j∈N (i)
)
,
(ki,bdry, ωi,bdry) =
(
ki,bdry
(
ki, kj,j∈N (i)
)
, ωi,bdry
(
ωi, ωj,j∈N (i)
))
.
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Then, the derivative of the boundary flux is differentiated generally, using the
derivatives for the inner flux functions, and an additional application of the chain
rule,
∂H1st,Roe (Wi,Wi,bdry, ni,bdry)
∂Wk
=
(
∂H1st,Roe
∂ (Wi,Wi,bdry)
)( ∂Wi
∂Wk
∂Wi,bdry
∂Wk
)
. (4.42)
The first term ∂H
1st,Roe
∂(Wi,Wi,bdry)
is already discussed in Section 4.2.1 and represents noth-
ing else than the inner flux derivative. Hence, as mentioned above the inner flux
derivative is therefore used to compute the derivative of the boundary flux. All,
what is required for the boundary derivative, is the implementation of the matrix-
matrix product, which can also be avoided due to
∂Wi
∂Wk
=
{
I, k = i,
0, k 6= i,
and therefore
∂H1st,Roe (Wi,Wi,bdry, ni,bdry)
∂Wk
=
{
∂H1st,Roe
∂Wi
+ ∂H
1st,Roe
∂Wi,bdry
∂Wi,bdry
∂Wi
, k = i,
∂H1st,Roe
∂Wi,bdry
∂Wi,bdry
∂Wk
, k 6= i.
Naturally, the same consideration holds true for the viscous flux,
∂ 〈fv (Wi,Wi,bdry) , ni,bdry〉
∂Wk
=
(
∂ 〈fv (Wi,Wi,bdry) , ni,bdry〉
∂ (Wi,Wi,bdry)
)( ∂Wi
∂Wk
∂Wi,bdry
∂Wk
)
,
and for the boundary conditions of the turbulence flow equations,
∂HSA
∂ν˜m
=
∂HSA
∂ (ν˜i, ν˜i,bdry)
(
∂ν˜i
∂ν˜m
∂ν˜i,bdry
∂ν˜m
)
∂H(k,ω)
∂ (km, ωm)
=
∂H(k,ω)
∂ ((ki, ωi) , (ki,bdryωi,bdry))
( ∂(ki,ωi)
∂(km,ωm)
∂(ki,bdry,ωi,bdry)
∂(km,ωm)
)
,
and
∂ 〈fv,SA, ni,bdry〉
∂ν˜m
=
∂ 〈fv,SA, ni,bdry〉
∂ (ν˜i, ν˜i,bdry)
(
∂ν˜i
∂ν˜m
∂ν˜i,bdry
∂ν˜m
)
,
∂
〈
f˜v,(k,ω), ni,bdry
〉
∂ (km, ωm)
=
∂
〈
f˜v,(k,ω), ni,bdry
〉
∂ ((ki, ωi) , (ki,bdryωi,bdry))
( ∂(ki,ωi)
∂(km,ωm)
∂(ki,bdry,ωi,bdry)
∂(km,ωm)
)
.
Farfield boundary condition. To apply these formulae for certain boundary
conditions, consider for example, flux of the farfield boundary condition. Here the
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outer statesW∞, ν˜∞ and (k∞, ω∞) do not depend on inner states. Hence, we obtain
for the derivative
∂W∞
∂Wm
= 0,
∂ν˜∞
∂ν˜m
= 0,
∂ (k∞, ω∞)
∂ (km, ωm)
= 0, m = 1, . . . , Nelem,
and therefore, for example,
∂H1st,Roe (Wi,W∞, ni,bdry)
∂Wm
=
{
∂H1st,Roe
∂Wi
, m = i,
0, m 6= i.
The last conclusion can also be applied straightforward to the viscous flux as well
as the fluxes for the turbulence flow equations.
Slip wall boundary condition. For the slip wall boundary condition we compute
∂Wi,bdry
∂Wk
=




1 0 0 0 0
0 1− 2n21,bdry 2n1,bdryn2,bdry 2n1,bdryn3,bdry 0
0 2n2,bdryn1,bdry 1− 2n22,bdry 2n2,bdryn3,bdry 0
0 2n3,bdryn1,bdry 2n3,bdryn2,bdry 1− 2n23,bdry 0
0 0 0 0 1

 , k = i,
0, k 6= i.
Since slip wall boundaries correspond in our context only to inviscid flows, we
neglect turbulence here.
No-slip wall boundary condition. To compute the derivative for the no-slip
wall boundary condition is more complicated. First of all note, that we suggested
several variants to compute gradients for the viscous flux. Here we restrict ourselves
to (3.84a)– (3.84c) in combination with (3.85a)– (3.85c). The principle to extend
the derivative to other kind of gradients stays the same. To formulate the convective
fluxes over the no-slip wall we used (3.82a)– (3.82c), and hence
∂Wi,bdry
∂Wk
=




1 0 0 0 0
0 −1 0 0 0
0 0 −1 0 0
0 0 0 −1 0
0 0 0 0 1

 , k = i,
0, k 6= i.
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In particular, an application of (4.8), (4.9) together with (4.42) yields
2
∂H1st,Roe
∂Wi
=
∂ 〈fc, n〉
∂Wi
+
∂ 〈fc, n〉
∂Wi,bdry
∂Wi,bdry
∂Wi
+
∂
∣∣ARoei,bdry∣∣
∂Wi
(Wi,bdry −Wi) +
∣∣ARoei,bdry∣∣ ∂∂Wi (Wi,bdry −Wi)
+
{
∂
∣∣ARoei,bdry∣∣
∂Wi,bdry
(Wi,bdry −Wi) +
∣∣ARoei,bdry∣∣ ∂∂Wi,bdry (Wi,bdry −Wi)
}
∂Wi,bdry
∂Wi
=
∂ 〈fc, n〉
∂Wi
+
∂ 〈fc, n〉
∂Wi,bdry
∂Wi,bdry
∂Wi
+
∂
∣∣ARoei,bdry∣∣
∂Wi
(Wi,bdry −Wi)−
∣∣ARoei,bdry∣∣
+
{
∂
∣∣ARoei,bdry∣∣
∂Wi,bdry
(Wi,bdry −Wi) +
∣∣ARoei,bdry∣∣
}
∂Wi,bdry
∂Wi
.
To construct a suitable solution method, according to Section 4.2.2, we may neglect
terms including
∂|ARoei,bdry|
∂Wk
. Then we obtain an approximate derivative by
2
∂H1st,Roe
∂Wi
≈ ∂ 〈fc, n〉
∂Wi
+
∂ 〈fc, n〉
∂Wi,bdry
∂Wi,bdry
∂Wi
− ∣∣ARoei,bdry∣∣+ ∣∣ARoei,bdry∣∣ ∂Wi,bdry∂Wi
=
∂ 〈fc, n〉
∂Wi
+
∂ 〈fc, n〉
∂Wi,bdry
∂Wi,bdry
∂Wi
− 2
(
0,
∣∣∣(ARoei,bdry)kℓ
∣∣∣
1≤k≤5,2≤ℓ≤4
, 0
)
.
For the derivative of the viscous flux we additionally need to incorporate (3.85a)–
(3.85c) as well as (3.83). As a consequence, the viscous flux depends on Wi, Wi,bdry
andWi,n, where we have used the notation of (3.84a). Hence, differentiating (3.85a)–
(3.85c) the equations (4.19)–(4.22) are replaced by
∂
∂Wm
(
∂u
∂xk
)TSL
ei,bdry
=


−(ni,bdry)
k‖pi,bdry−pi,n‖
2
1
ρi,n

 −ui,n,1 1 0 0 0−ui,n,2 0 1 0 0
−ui,n,3 0 0 1 0

 , m = in
0, m 6= in,
∂
∂Wm
(
∂T
∂xk
)TSL
ei,bdry
= 0, m = 1, . . . , Nelem.
Hence, following line by line the proof of Lemma 4.3.1 we get
∂
〈(S)TSL
ei,bdry
, ni,bdry
〉
∂Wm
= 0, m 6= in
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and
∂
〈(S)TSL
ei,bdry
, ni,bdry
〉
∂Win
=
−1
2 ‖pi,bdry − pi,n‖2 ρin

 −N1ui,n,1 −N
(i,n)
12,13 N1
1
3
N12
1
3
N13 0
−N2ui,n,2 −N (i,n)12,23 13N12 N2 13N23 0
−N3ui,n,3 −N (i,n)13,23 13N13 13N23 N3 0

 ,
where all terms need to be evaluated using the boundary normal ni,bdry. Due to the
incorporation of the normal derivative of the temperature we obtain
∂
〈
(q)TSLei,bdry , nei,bdry
〉
∂Wm
= 0, m = 1, . . . , Nelem.
Using the notation of Corollary 4.3.3, note that due to the choice (3.82a) the
terms E
(i)
1 and E
(i,bdry)
1 vanish. To complete the derivative for the no-slip wall
all these terms need to be incorporated into the terms presented in Section 4.3.
Symmetry boundary condition. The derivative of the symmetry boundary
condition follows the considerations of the slip wall boundary condition. Here, one
has to differentiate the same projection operator, which additionally needs to be
combined with pre-computed values such as gradients, which requires an additional
application the chain rule.
Chapter 5
Solution algorithms
This chapter is devoted to the design of a robust and reliable algorithm to solve
the resulting large scale nonlinear systems of equations (3.97) arising from the dis-
cretization of the boundary value problems formulated in Section 2.4. Considering
the remarks already made in the Introduction of this thesis, the challenges to ap-
proximate solutions to boundary value problems, for which the existence of solutions
is an open problem, are manifold.
In particular, it is not in the range of expectations to find or to design a solution
method which always works. One needs to be humble and honest, we do not expect
that such a method exists in general, neither for linear nor for nonlinear problems,
and in particular not for algebraic systems of nonlinear equations arising from a
discretization of the RANS equations. Therefore, to be as flexible as possible, within
this section it is the goal to derive a general solution methodology for nonlinear
equations. Then, in a next step, we will concretize the general method exploiting
certain features which come into play when considering the RANS equations, such
that at least some major difficulties, which are inherent to the given problems, may
be tackled. Moreover, one major theoretical result of this section is, that within
the general framework presented here, almost all solution methods suggested in
computational fluid dynamics can be identified as specializations choosing certain
simplifications and parameters. An overview for the design of a solution method is
given in Figure 5.1. Maybe the most important ingredient for a solution method is
the inclusion of multigrid components.
Unfortunately but to no surprise, it turns out that almost all of the different ingre-
dients we consider, depend on the choice of several parameters as well as truncation
criteria. And, to be honest, for almost none of these parameters and truncation cri-
teria we have a mathematical analysis in hands to determine those in an automatic
self-adapting fashion.
Hence, being aware of the possibility that there does not exist a fixed, suited algo-
rithm for nonlinear problems and a known parameter choice together with suitable
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truncation criteria, it is a major goal of this work that several features of the
algorithms can be easily arranged with respect to great flexibility. This idea is re-
alized based upon a private implementation of a linear algebra package comprising
many well known algorithms from numerical linear algebra. This package repre-
sents the backbone of the software which has been developed and used to compute
the examples considered in Section 6. The design of this package is such, that in
a straightforward way using parameter choice strategies, algorithms between full
implicit and explicit methods can be selected. Start up strategies to find a good
initial guess as well as stabilization strategies are included. This modular software
design puts the solution algorithms into a position such that they can be easily
adapted and extended for different problems and examples.
5.1 Solution methods for nonlinear equations
To approximately solve the algebraic system of equations (3.97) we apply a nonlinear
multigrid method [96] called the Full Approximation Scheme (FAS). The approach
in this thesis to realize multigrid components is based on the aggregation of degrees
of freedom. This procedure is realized by the agglomeration of control volumes. It is
the advantage of such a procedure that the coarse grid problem can be constructed
directly from the finest grid level data. To this end, in a first step, the construction
of coarse grid levels needs to be defined. Second, the formulation of the nonlinear
multigrid together with projection and interpolation operators to transfer the data
from one grid level to the next are required. And, finally, an effective smoother needs
to be derived. Note that a robust and efficient nonlinear multigrid algorithm can
only be expected in case all these components are synchronized to each other. One
cannot expect a robust and reliable algorithm if these components are developed
independently of each other. A general graphical overview to construct a powerful
algorithm to solve a nonlinear operator equation is given in Figure 5.1. It shows
the connection of several required ingredients. We start with the construction of
coarse grid levels which are required for multigrid components.
5.1.1 Determination of lines
The presence of a boundary layer in convection-diffusion problems requires meshes
with high aspect ratio cells along the no-slip boundary. They are used for the
economic resolution of steep gradients. On the other hand, these cells are a major
factor contributing to the loss in effectiveness of solution methods. One of the
possible reasons is that these high aspect ratio cells result in a stiffness of the
discrete system of governing flow equations. For analysis of the effects of such
stiffness see Pierce and Giles [73].
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Nonlinear multigrid: Solves R (W) = 0
Requires: Sequence of meshes, Smoother, Interpolation and Projection operator
Runge-Kutta smoother: Computes W(n+1) =W(n) +P−1R
(
W(n)
)
Requires: Derivative of R, Linear solver
Krylov subspace method: Solves Prec−1Ph = Prec−1R
Requires: Efficient preconditioner
Linear Multigrid: Solves Prec w = Pv
Requires: Sequence of meshes, smoother
Smoother: Iterates Ax = b
Requires: (Iterative) linear solver,
truncation crtiterion
Figure 5.1: Algorithmical structure of nonlinear solution method
To deal with the severe anisotropies it is our goal to develop algorithmical techniques
suited to identify sources of stiffness and to incorporate this knowledge appropriately
into the solution algorithm. One key technology is the identification of elements
in a given mesh representing an anisotropy. The aggregation of such elements and
their corresponding degrees of freedom is what we call a line. An exact definition
in our context is given below in Notation 5.1.2.
Grids given in an unstructured data format have no line information. This infor-
mation must be generated. To this end we exploit, that in general meshes for high
Reynolds number turbulent flows have a structured boundary layer with strong
anisotropies. To detect these anisotropies, we formulate in this section a so-called
line search algorithm. Similar line search algorithms have been suggested for ex-
ample by Mavriplis [56] and Eliasson,Weinerfelt, and Nordstro¨m [16]. A line search
algorithm based on the geometry of the boundary surface can be found in Nielsen et
al. [66]. In the context of Discontinuous Galerkin methods, line search algorithms
based on an advection-diffusion equation are established [19].
The line search algorithm presented here is based on a weighted graph method. To
this end recall the definitions and notation of Section 3.1. To formulate the algo-
rithm we introduce an edge weight based on the distance of the barycenters (3.1).
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It is given by the inverse of the distance
w(eij) := (dist(eij))
−1 . (5.1)
The ratio of maximum to average weight is used as an indication of the local
anisotropy in the mesh at each vertex.
In the next step the vertices are sorted according to the ratio of the maximum to
the average weight. This is an important issue since it ensures that lines originate
in areas of maximum grid stretching and end in isotropic regions.
To construct the lines the first vertex in this ordered list is picked as the starting
point for a line. The line is built by adding to the original vertex the neighboring
vertex which is strongly connected to the current vertex, provided this vertex does
not already belong to a line, and provided the ratio of maximum to minimum edge
weights is greater than the threshold parameter γline ≥ 1. The line terminates when
no additional vertex can be found.
Algorithm 5.1.1 The line search algorithm can be summarized as follows:
1) For each vertex vj, construct a list of edges eij, i ∈ N (j) originating from the
vertex and determine the weight (5.1).
2) Compute the minimum weight, maximum weight, the average weight and the
ratio of both of them:
wmin(vj) := min
i∈N (j)
{w (eij)} , wmax(vj) := max
i∈N (j)
{w (eij)}
wavg(vj) :=
1
#N (j)
#N (j)∑
i=1
w (eij) , rat(vj) := wmax(vj)/wavg(vj).
3) Sort the vertices vj with respect to rat(vj).
4) Construct the lines:
a) Set searchOppositeDirection = false.
b) Pick the first vertex vk out of the sorted list, delete it from the list and
add it to the line. Mark v˜ := vk.
c) If the ratio wmax(vk)/wmin(vk) ≥ γline:
* Find the neighbor vertex vneig corresponding to wmax(vk), delete it
from the sorted list and add it to the line.
* Define vk := vneig and go back to c).
d) else if the ratio wmax(vk)/wmin(vk) < γline and searchOppositeDirection =
false:
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* searchOppositeDirection = true
* Go back to the first element v˜ in the line (e.g. when a line starts in
a wake region, one has to search in both directions from the original
element). Set vk := v˜.
* Go to c).
e) else
* Go to a).
Notation 5.1.2 Let M be a triangulation of D. We assume that n sets L1, . . . , Ln
of indices, Li = {ℓ1i , . . . , ℓrii }, satisfying
Li ⊂ ΠMG (M) , Lj ∩ Li = ∅, i 6= j, ∪nj=1Lj = ΠMG (M) , ri := #(Li),
are given. If ri > 1, and the sequence of indices is a path
in the graph
(
ΠMG (M), ∂Π
M
G (E(M))
)
, that is
(
ℓ1i , ℓ
2
i
)
, . . . ,
(
ℓri−1i , ℓ
ri
i
)
,
(
ℓj−1i , ℓ
j
i
) ∈ ∂ΠMG (E(M)), j = 2, . . . , ri
such that the indices ℓ1i , . . . , ℓ
ri
i are pairwise distinct, we call the set Li a line. Oth-
erwise we say Li is a point.
Algorithm 5.1.1 determines n sets of points satisfying the postulated properties used
in Notation 5.1.2.
Note that Algorithm 5.1.1 is only one possibility to construct sets of indices satis-
fying the properties postulated in Notation 5.1.2. For example, in case the original
grid is structured and the indices of the no-slip boundary are explicitly known, then
one can directly identify lines which originate on the no-slip boundary and propa-
gate as a ray into the farfield. The actual implementation of the finding of the sets
of points representing strong anisotropies is not that important. It is important
to identify sets of points representing directions of strong coupling and to include
this information into the solution algorithm. We will exploit these directions of
strongest coupling twice. On the one hand, our agglomeration technique and the
construction of coarse multigrid levels is based on it. This is topic of the next Sec-
tion 5.1.2. And second, we will incorporate the information into the smoother used
in the nonlinear multigrid, described in Section 5.2.3.
5.1.2 Agglomeration techniques
The formulation of multigrid algorithms requires the formulation of coarse grid and
fine grid equations. Therefore, we give the the following definition.
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Figure 5.2: Four cells of a dual grid (left) and their agglomerated cell (right)
Definition 5.1.3 Assume that
M = {Di : i = 1, . . . Nelem} and M ′ = {D′i : i = 1, . . . N ′elem}
are triangulations of the bounded domain D ⊂ Rm. M ′ is called refinement of M if
for all Di ∈M , i = 1, . . . , Nelem there exists a set of indices
C(i) := {i1, . . . , iN}
such that
Ji =
{
D′i1 , . . . , D
′
iN
}
is a triangulation of Di. We then write M ⊂ M ′. An element k ∈ C(i) is called a
child of Di. Synonymously, we also denote the corresponding domain D
′
k, k ∈ C(i),
as child of Di.
An graphical example for such a refinement is given in Figure 5.2. Here we have
C(i) = {i1, i2, i3, i4}
and the children of Di are given by D
′
ij
, j = 1, . . . , 4.
To formulate a multigrid algorithm we need to construct a sequence of triangulations
Mn ⊂ . . . ⊂M1.
To do so we apply agglomeration techniques based on weighted graph algorithms
implemented in the library MGridGen [64]. To make this method applicable for
large scale applications with meshes with extensive anisotropic cells it was extended
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by a directional agglomeration strategy [55, 56, 49]. Regions of high grid stretching
are identified using Algorithm 5.1.1.
Along a line, a predetermined number of points is fused to one coarse cell. To reduce
significantly the mesh induced stiffness on the agglomerated meshes, two points are
usually fused. This procedure results in a sequence of coarse grid levels for which
the complexity between successive levels decreases by a factor of 2. In regions of
the mesh where no line information is available – usually the isotropic part of the
mesh – MGridGen is applied yielding approximately a 4 : 1 in 2D and 8 : 1 in 3D
fusing of the cells.
Algorithm 5.1.4 The coarsening algorithm may be written in pseudo code as fol-
lows:
 Search and construct lines on finest grid level using Algorithm 5.1.1
 Construct a new pseudo mesh in which a line is represented by a point
 Construct required data of pseudo mesh for MGridGen
 Agglomerate pseudo mesh using MGridGen
 Unpack the lines and agglomerate by the relation 2 : 1
Remark 5.1.5 Since the coarsening algorithm fuses fine grid cells ofM ′ to a coarse
grid cell of M , it is trivial that M ⊂M ′ is satisfied.
Note that we combine two kinds of coarsening strategies. On the one hand there is a
isotropic far field within the mesh, and on the other hand we have an anisotropic part
near the no-slip wall. So, for coarsening the far field region we use the graph coars-
ening algorithm MGridGen. But this tool is not allowed to touch the anisotropic
part. Hence, in a first step a pseudo mesh needs to be constructed which is given
to MGridGen. To this end the predetermined lines are in the pseudo mesh repre-
sented as a point. Then this mesh is coarsened by MGridGen. Then the points
representing a line are unpacked in the coarse mesh. These are not yet coarsened.
However, along a line one can simply fuse two neighboring cells. So, the coarsening
ratio along the lines is 2:1, in the rest of the field it is given by the coarsening ratio
of the graph coarsening tool.
It should be noted that for agglomerating the isotropic part of the mesh any other
method than MGridGen may be used, such as an advancing front algorithm. The
important part is a special treatment of the anisotropic part of the mesh.
Figures 5.3 and 5.4 present four coarse grid levels in the boundary layer of an
airfoil. The red lines represent the original fine mesh. The thick blue lines form the
agglomerated meshes. It can be seen that the methodology explained previously
yields exactly a directional 2 : 1 coarsening in the anisotropic part of the mesh.
Coarsening examples for the isotropic part of the mesh are given in Figures 5.5
– 5.8.
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Figure 5.3: Directional coarsening strategy in anisotropic section of the mesh, left:
1st agglomerated mesh, right: 2nd agglomerated mesh
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Figure 5.4: Directional coarsening strategy in anisotropic section of the mesh, left:
3rd agglomerated mesh, right: 4th agglomerated mesh
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Figure 5.5: Standard coarsening strategy in the isotropic section of the mesh in the
farfield, left: 1st agglomerated mesh, right: 2nd agglomerated mesh
5.1.3 Nonlinear multigrid
For a detailed description of multigrid methods we refer to the textbook of Trotten-
berg et al. [96]. The nonlinear multigrid method considered in this thesis is based
on the aggregation of degrees of freedom. This procedure is realized by the agglom-
eration of control volumes. The formulation of the nonlinear multigrid together
requires projection and interpolation operators to transfer the data from one grid
level to the next. And, finally, an effective smoother needs to be derived.
The fundamental idea of nonlinear multigrid is to smooth the errors such that these
can be represented on coarser grids. Then, the errors on the corresponding coarse
grid equation are smoothed and the coarse grid corrections are interpolated back to
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Figure 5.6: Standard coarsening strategy in the isotropic section of the mesh in the
farfield, left: 3rd agglomerated mesh, right: 4th agglomerated mesh
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Figure 5.7: Standard coarsening strategy in the isotropic section of the mesh near
the airfoil, left: 1st agglomerated mesh, right: 2nd agglomerated mesh
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Figure 5.8: Standard coarsening strategy in the isotropic section of the mesh near
the airfoil, left: 3rd agglomerated mesh, right: 4th agglomerated mesh
the fine grid. To formulate the nonlinear Full Approximation Scheme we consider
the nonlinear equation
RM1 : R
#M1 → R#M1 , RM1 (WM1) = fM1, (5.2)
and define for 2 ≤ k ≤ n a projection from a fine to the next coarser mesh and an
interpolation from a coarse to the next finer mesh:
P
Mk−1
Mk
: R#Mk−1 → R#Mk ,
I
Mk−1
Mk
: R#Mk → R#Mk−1 .
The operator RM1 represents for example the discretization of partial differen-
tial equation or of an integral equation on a given mesh. In case of the integral
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equation (2.1a) or (2.45) resp. RM1 represents furthermore a system of equations
with d > 1 degrees of freedom (see (3.10)) per control volume. Then the operator
equation (5.2) is replaced by
RM1 : R
d#M1 → Rd#M1 , RM1 (WM1) = fM1 . (5.3)
Assume that the solution W∗M1 of (5.2) in the step ℓ of the iteration can be repre-
sented by the correction V
(ℓ)
M1
and a given approximate solution U
(ℓ)
M1
,
W∗M1 = U
(ℓ)
M1
+V
(ℓ)
M1
.
Then we obtain the defect equation on the grid M1 given by
RM1
(
U
(ℓ)
M1
+V
(ℓ)
M1
)
−RM1
(
U
(ℓ)
M1
)
= d
(ℓ)
M1
, (5.4)
which needs to be solved for U
(ℓ)
M1
. Note that if U
(ℓ)
M1
=W∗M1 is the solution of (5.3)
we conclude that the correction and the defect satisfy V
(ℓ)
M1
= 0 and d
(ℓ)
M1
= 0.
An approximation of this equation on the next coarse grid M2 is
RM2
(
U
(ℓ)
M2
+V
(ℓ)
M2
)
−RM2
(
U
(ℓ)
M2
)
= d
(ℓ)
M2
, (5.5)
where RM2 represents an approximation to the nonlinear operator RM1 and the
other missing terms are given by an application of the projection operator,
U
(ℓ)
M2
:= PM1M2U
(ℓ)
M1
,
V
(ℓ)
M2
:= PM1M2V
(ℓ)
M1
,
d
(ℓ)
M2
:= PM1M2 d
(ℓ)
M1
.
Now, the equation (5.5) can be solved for V
(ℓ)
M2
such that
RM2
(
U
(ℓ)
M2
+V
(ℓ),∗
M2
)
= d
(ℓ)
M2
+RM2
(
U
(ℓ)
M2
)
, (5.6)
to obtain for the defect equation (5.4) the correction
U
(ℓ+1)
M1
:= U
(ℓ)
M1
+ IM1M2V
(ℓ),∗
M2
. (5.7)
In general the coarse grid defect equation (5.5) is not solved exactly but only approx-
imately. The nonlinear multigrid scheme is summarized in the following algorithm.
Algorithm 5.1.6 Assume that for a sequence of meshes Mn ⊂ . . . ⊂M1 the oper-
ator equations
RMk
(
U
(ℓ)
Mk
)
= fMk , k = 1, . . . , n,
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and an approximate solution U
(ℓ)
Mk
together with a smoother S = S
(
U
(ℓ)
Mk
,RMk, fMk
)
are given. Here S denotes a method which determines from the approximate solu-
tion U
(ℓ)
Mk
an update
U
(ℓ)
Mk
:= S
(
U
(ℓ)
Mk
,RMk , fMk
)
.
Let us denote by
 ωMk,pre ∈ N0 the number of presmoothing steps
 ωMk+1 ∈ N0 the number of coarse grid smoothing steps
 ωMk,post ∈ N0 the number of postsmoothing steps
Then we define a 2V = 2V
(
k, ωMk,pre, ωMk+1, ωMk,post
)
multigrid cycle by
a) Apply ωMk,pre smoothing steps, that is compute
U
(ℓ)
Mk
= S ◦ · · · ◦ S
(
U
(ℓ)
Mk
,RMk, fMk
)
= SωMk,pre
(
U
(ℓ)
Mk
,RMk , fMk
)
.
b) Compute the right hand side of the coarse grid equation
fMk+1 = P
Mk
Mk+1
(
fMk −RMk
(
U
(ℓ)
Mk
))
+RMk+1
(
PMkMk+1U
(ℓ)
Mk
)
.
c) Apply ωMk+1 coarse grid smoothing steps, that is compute
U
(ℓ)
Mk+1
= SωMk+1
(
PMkMk+1U
(ℓ)
Mk
,RMk+1, fMk+1
)
.
d) Compute an update of the approximate solution
U
(ℓ+1)
Mk
:= U
(ℓ)
Mk
+ IMkMk+1
(
U
(ℓ)
Mk+1
− PMkMk+1U
(ℓ)
Mk
)
.
e) Apply ωMk,post smoothing steps, that is compute
U
(ℓ+1)
Mk
= SωMk,post
(
U
(ℓ+1)
Mk
,RMk, fMk
)
.
The 2V multigrid cycle formulated in Algorithm 5.1.6 may be viewed as a prototype
to formulate multigrid cycles in general. Famous cycling strategies are so called V -
cycles, W -cycles and F -cycles. These kind of cycles can either be defined explictly
or recursively.
The nonlinear multigrid described by Algorithm 5.1.6 requires several components.
First of all, it needs a sequence of meshes Mn ⊂ . . . ⊂ M1. The generation of
such a sequence was described in Section 5.1.2. Second, the definition of suited
restriction and interpolation operators are required, which is topic of Section 5.1.4.
And finally, a problem appropriate smoother needs to be constructed. This is topic
of Section 5.1.6.
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5.1.4 Construction of transfer operators
To derive projection PMkMk+1 and interpolation I
Mk
Mk+1
operators we need the definition
of the ansatz space (3.4), together with the L2 scalar product for the domain D,
(f, g)L2(D) =
∫
D
f(x)g(x)dx.
Exploiting a triangulation M of D, we obtain for two functions f, g ∈ Sp0 (M) the
representation
(f, g)L2(D) = (f, g)L2(M) =
Nelem∑
j=1
∫
Dj
fj1Dj (x)gj1Dj (x)dx =
Nelem∑
j=1
vol (Dj) fjgj.
Since an orthonormal basis of Sp0(M) is given by{
1√
vol (D1)
1D1 , . . . ,
1√
vol (DNelem)
1DNelem
}
,
and assuming that M ′ is a refinement of M , we define a projection
P : Sp0(M
′)→ Sp0(M), (5.8a)
Pf :=
Nelem∑
i=1
(
f,
1√
vol (Di)
1Di
)
L2(M)
1√
vol (Di)
1Di . (5.8b)
Hence, corresponding to the ansatz function (3.9) representing f ∈ Sp0 (M ′) by
f =
N ′elem∑
j=1
fj1D′i ,
the projection is computed explicitly by
Pf =
Nelem∑
i=1

N ′elem∑
j=1
fj1D′j ,
1√
vol (Di)
1Di


L2(M)
1√
vol (Di)
1Di
=
Nelem∑
i=1
1
vol (Di)

N ′elem∑
j=1
fj1D′j ,1Di


L2(M)
1Di
=
Nelem∑
i=1
1
vol (Di)

∑
j∈C(i)
vol
(
D′j
)
fj


1Di. (5.9)
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This consideration suggests to define the the projection operator for Algorithm 5.1.6
by the linear mapping
P
Mk−1
Mk
:=
(
1
vol (Di)
(
vol
(
D′i1
)
, . . . , vol
(
D′iN
)))
i=1,...,Nelem
. (5.10)
Corresponding to the projection (5.8) we define the interpolation
I : Sp0(M)→ Sp0(M ′), (5.11a)
Ig :=
N ′elem∑
i=1
(
g,
1√
vol (D′i)
1D′i
)
L2(M ′)
1√
vol (D′i)
1D′i
. (5.11b)
Then, for a function g ∈ Sp0(M) represented by g =
∑Nelem
j=1 gj1Dj we compute
Ig =
N ′elem∑
i=1
1
vol (D′i)
(
Nelem∑
j=1
gj1Dj ,1D′i
)
L2(M ′)
1D′i
=
N ′elem∑
i=1
1
vol (D′i)

Nelem∑
j=1
gj
N ′elem∑
k=1
∫
D′k
1Dj (x)1D′i(x)dx


1D′i
=
Nelem∑
j=1
gj

N ′elem∑
i=1
1
vol (D′i)
∫
Dj∩D′i
1Dj (x)1D′i(x)dx


1D′i
=
Nelem∑
i=1
gC(i)1D′
C(i)
.
This consideration suggests to define the the interpolation operator for Algorithm 5.1.6
by the linear mapping
I
Mk+1
Mk
:= (1i1 , . . . , 1iN )
T
i=1,...,Nelem
. (5.12)
By a direct computation it follows that the projection P and the interpolation I
are adjoint,
(Pf, g)L2(M) =
Nelem∑
j=1
vol (Dj) (Pf)j gj
=
Nelem∑
j=1
vol (Dj)

 1
vol (Dj)
∑
i∈C(j)
vol (D′i) fi

 gj
=
N ′elem∑
i=1
vol (D′i) figC(i) = (f, Ig)L2(M ′) .
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It is important to notice that this understanding of projection and interpolation
allows to generalize these operators directly for the general ansatz space Spk defined
in (3.4), a requirement to formulate multigrid for discontinuous Galerkin methods.
Naturally, then for all ansatz functions the integrals over the subdomains need to
integrated which means a significant increase in complexity. Nevertheless, this can
be done in a preprocessing step.
Remark 5.1.7 In a discrete setting both the projection operator (5.10) and the
interpolation operator (5.12) can be represented using sparse matrices.
For the formulation of Algorithm 5.1.6 we have not distinguished between the inter-
polation and projection operators in the image and pre-image space. To formulate
item b), we still need a projection in the image space. Therefore, we use the repre-
sentation
R (W) =
N ′elem∑
i=1
1
vol (D′i)
(R)i 1D′i .
Then we compute similar to (5.9)
PR (W) =
Nelem∑
i=1
1
vol (Di)

∑
j∈C(i)
Rj


1Di . (5.13)
Hence, (5.10) can be used to project the residual R. In the case of general ansatz
spaces Spk the inverse of the volumes need to be replaced by the inverse of the mass
matrix.
5.1.5 Coarse grid equations
Coarse grid equations are assembled using an aggregation method. We explain our
procedure by considering Figure 5.2, representing an example of a typical 2D dual
grid cell arising from a triangular mesh and its agglomerated coarse grid cell. We
use the notation of Definition 5.1.3. Assume that D
(k)
i is the ith coarse grid cell on
grid level k, which was created by fusing D
(k−1)
i1
, . . . , D
(k−1)
iN
, that is
D
(k−1)
ij
⊂ D(k)i ,
⋃
j∈C(k−1)(i)
D
(k−1)
ij
= D
(k)
i .
To keep up with the idea of aggregation of degrees of freedom in correspondence
with the ansatz space Sp0 (M) defined in (3.4), we need to translate this to coarse
grids. This is required to compute the residual on the kth agglomerated mesh.
Using the interpolation operator (5.12), in a first step the coarse grid flow vari-
ablesW
(k)
i corresponding to grid level k and cell i are prolongated to the finest grid
level,
W
(1)
j :=W
(k)
i , j ∈ C(1)(i). (5.14)
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The interpolation operator required for (5.14) can either be implemented directly
using (5.12). This is possible because of constructing coarse grid levels by agglomer-
ation. Otherwise, the operation required for (5.14) can be implemented recursively,
W
(ℓ−1)
j :=W
(ℓ)
i , j ∈ C(k−1)(i), ℓ = k, . . . , 2.
These operations can either be implemented directly, or, as mentioned in Sec-
tion 5.1.4, using for example sparse matrices given by (5.12),
W(1) = IM1M2 ◦ . . . ◦ I
Mk−1
Mk
W(k).
Considering generalizations to function spaces Spk(M) usage of sparse matrices
might be preferred.
Then the fluxes for all edges E(M1) and Ebdry(M1) for the interpolated vari-
ables W(1) to the finest grid level M1 are computed. The coarse grid residual
corresponding to control volume D
(k)
i on grid level k is evaluated by summing up
all the fluxes on the edges corresponding to the fine grid cells representing the coarse
grid cell,
R
(k)
i
(
W(k)
)
=
∑
j∈C(1)(i)
∑
e∈E(D(1)ij )
(fe · ne),
where fe denotes the flux and ne the normalized normal vector for edge e. Since all
flux terms corresponding to inner edges for cell D
(k)
i cancel out, this construction
yields,
R
(k)
i
(
W(k)
)
=
∑
e∈E(D(k)i )
(fe · ne). (5.15)
Therefore, formally only the outer fluxes on the coarse grid cells need to be eval-
uated and summed up. Such an assembling strategy of coarse grid equations is
advantageous when compared to a discretization strategy (see e.g. [20]). In par-
ticular, no problems with fusing boundary conditions and introducing a geometry
on the agglomerates are encountered. Moreover, the geometry of the finest grid
level M1 is simply reused as well as the evaluations of the fluxes.
The coarse grid equation (5.15) comprises all terms, which includes convective, vis-
cous and for the turbulent flow equation also source terms. The convective terms on
coarse grids are evaluated using the flux given in Definition 3.2.4. Gradients (3.58)
required for the viscous and source terms are computed following the same aggrega-
tion idea. Being aware of the fact that this procedure may lead to an inconsistency
with respect to viscous terms (see [54, 67, 95]) the viscous terms are weighted with a
factor of (1/2)k−1. This factor is then also consequently used in the construction of
the derivative terms used in the coarse grid preconditioner and the coarse grid ∆T .
Finally, the projection operator (5.10) can be implemented either directly
W
(k)
i =
1
vol
(
D
(k)
i
) ∑
j∈C(k)(i)
vol
(
D
(1)
ij
)
W
(1)
j ,
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or recursively,
W
(ℓ)
i =
1
vol
(
D
(ℓ)
i
) ∑
j∈C(ℓ)(i)
vol
(
D
(ℓ−1)
ij
)
W
(ℓ−1)
j , ℓ = 2, . . . , k.
Again, this can be globally expressed using (5.10),
W(k) = P
Mk−1
Mk
◦ . . . ◦ PM1M2W(1).
For the implementation of the projection operator (5.13) note that within our im-
plementation we have not included M−1 in the definition of the residual R. Hence,
it is implemented
R
(k)
i =
∑
j∈C(k)(i)
R
(1)
j . (5.16)
Comparing (5.13) and (5.16) we note that multiplication with M−1 is therefore
missing for all grid levels. This missing operation is corrected by considering in the
next Section 5.1.6 by explicitly including M−1. Note that this is not necessary in
case one defines the residual R by including M−1 into the definition.
To compute the time step size matrix ∆T and the preconditioner Pj in Algo-
rithm (5.20) on a coarse grid level, exactly the same procedure as in (5.15) is
applied. Since the convective terms of (2.1a) on coarse grid levels are only ap-
proximated by a first order Roe scheme (3.18), we have agreement with respect
to the order of approximation in the residual function and the preconditioner. In
deviations for the preconditioner, the Roe matrix and both the laminar and eddy
viscosities are assumed to be constant [42, 47].
Using this multigrid approach, in particular, boundary conditions on the coarse grid
levels can be implemented in a straightforward manner. They simply arise from the
boundary conditions given on the finest mesh. Therefore, the particular problems
of fusing boundary cells and different boundary conditions is completely avoided.
The multigrid operators described above are then included into a FAS scheme, The
construction of a smoother is topic of Section 5.1.6.
In all the numerical examples considered in Chapter 6 we apply standard cycling
strategies 2v, 3v, and 4w as described in [96]. Dealing with nonlinear problems we
do not solve on the coarsest grid level, but we only perform a smoothing step.
5.1.6 Construction of a multigrid smoother
To derive a suitable smoother for Algorithm 5.1.6 to solve the discretized flow
equations (3.97a) and (3.97b), we consider the time dependent equations (3.96a)
and (3.96b). As already mentioned in the introduction, to overcome the stiffness of
the problems considered in this thesis a powerful method having the capability to
smooth a variety of error components is required. Hence, we do not follow the idea to
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combine multigrid with a smoother of low operational cost. Instead, contradicting
the idea of multigrid, we derive a smoother based on multi stage implicit Runge-
Kutta methods. Therefore, consider an s-stage diagonally implicit Runge-Kutta
method given by the Butcher scheme
c A
bT
Table 5.1: Butcher scheme
where
A :=


α11 0 · · · 0
α21
. . .
. . .
...
...
. . .
. . . 0
0 · · · αs,s−1 αss

 , b :=


0
...
0
αs+1,s

 and c :=


0
...
0

 . (5.17)
In the following we skip the sub-indices ”mean” and ”turb” since we use the same
method for solving (3.96a) and (3.96b). Then, denoting the discrete evolution
at Tn by W
Tn, an application of this Butcher scheme to (3.96a) and (3.96b) gives
the stages and next discrete evolution
k1 = −M−1R
(
WTn + α11∆tk1
)
k2 = −M−1R
(
WTn + α21∆tk1 + α22∆tk2
)
... (5.18)
ks = −M−1R
(
WTn + αs,s−1∆tks−1 + αss∆tks
)
WTn+1 = WTn + αs+1,s∆tks.
To approximate a solution of the nonlinear systems k1, . . . , ks we use Newton’s
method truncated after only one iteration to approximate the root of the function
gj(k) := k +M
−1R
(
WTn + αj,j−1∆tkj−1 + αjj∆tk
)
Its derivative is given by
dgj (k)
dk
= I+ αjj∆tM
−1 dR
dW
(
WTn + αj,j−1∆tkj−1 + αjj∆tk
)
,
and the initial guess is assumed to be k(0) = 0. Then an approximate root for
stages j = 1, . . . , s is given by
kj = −
[
dgj
(
k(0)
)
dk
]−1 (
gj
(
k(0)
))
. (5.19)
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Using the approximate root (5.19), the implicit Runge-Kutta method (5.18), is
represented by the algorithm
k1 = −
[
dg1
(
k(0)
)
dk
]−1
M−1R
(
WTn
)
k2 = −
[
dg2
(
k(0)
)
dk
]−1
M−1R
(
WTn + α21∆tk1
)
...
ks = −
[
dgs
(
k(0)
)
dk
]−1
M−1R
(
WTn + αs,s−1∆tks−1
)
WTn+1 = WTn + αs+1,s∆tks.
Defining the updates W(0) :=WTn and
W(j) :=WTn − αj+1,j∆t
[
dgj
(
k(0)
)
dk
]−1
M−1R(W(j−1))
it can be shown by induction that the Runge-Kutta scheme given above can be
reformulated equivalently by
W(0) := WTn
W(1) = W(0) − α21∆t
[
dg1
(
k(0)
)
dk
]−1
M−1R
(
W(0)
)
... (5.20)
W(s) = W(0) − αs+1,s∆t
[
dgs
(
k(0)
)
dk
]−1
M−1R
(
W(s−1)
)
WTn+1 = W(s).
Algorithm (5.20) indicates that for each stage the linear equation
dgj
(
k(0)
)
dk
hj = αj+1,j∆tM
−1R(W(j−1))
needs to be solved. This can be equivalently formulated by(
(∆t)−1M+ αjj
dR
dW
(
W(j−1)
))
hj = αj+1,jR(W
(j−1)). (5.21)
In a general context, Algorithm (5.20) may be interpreted as a kind of Rosenbrock
method (see e.g. [24]). However, within this thesis we use this kind of method quite
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differently, namely to approximate steady state solutions of (3.96a) and (3.96b),
that is to approximately solve (3.97a) and (3.97b).
Therefore, we are not interested in time accurate methods. This allows us to modify
the scheme using further acceleration techniques. First, for steady state computa-
tions the time step ∆t in (5.21) is replaced (see also for example [41]) by some local
time step ∆T := diag (diag (∆ti)) ∈ RNeqN×NeqN . Here Neq = 5 for the mean flow
equations and Neq = Nt for the turbulence flow equations (see Section 2.2). As
local time step we choose an approximation to the spectral radius of the diagonal
blocks of dR
dW
, more exact
∆ti := CFL · vol (Di)

 ∑
j∈N (i)
svol(eij)
(
ρ
(
∂H1st,Roe
∂Wi
)
+Cvρ
(
∂
〈
fv (Wi,Wj) , neij
〉
∂Wi
)TSL,µ=const


−1
, Cv := 8.
Using (4.13) together with Theorem 3.2.9 and Definition 3.2.3 as well as Theo-
rem 4.3.4 we find the explicit expressions,
∑
j∈N (i)
svol(eij)

ρ(∂H1st,Roe
∂Wi
)
+ ρ
(
∂
〈
fv (Wi,Wj) , neij
〉
∂Wi
)TSL,µ=const
=
∑
j∈N (i)
svol(eij)
(
λij,Roe +
Cvµeff,eij
dist(eij)ρi
max
{
4
3
,
κeff,eij(γ − 1)
µeff,eij
})
.
As a further acceleration technique, to allow for over- and underrelaxation, we
introduce a relaxation parameter ε, such that (5.21) is replaced by(
(∆T )−1M+ εαjj
dR
dW
(
W(j−1)
))
hj = αj+1,jR(W
(j−1)). (5.22)
To shorten the notation, we close this section by defining the linear operator for
stage j by
Pj = (∆T )
−1
M+ εαjj
dR
dW
(
W(j−1)
)
.
To formulate our final smoother for the nonlinear multigrid, we give a generalization
of Newton’s method using a so-called multistage implicit Runge-Kutta smoother,
given by Algorithm 3.
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Algorithm 3 Implicit Runge-Kutta smoother
1: W(0) :=WTn
2: W(1) =W(0) − α21 (P1)−1R
(
W(0)
)
3:
...
4: W(s) =W(0) − αs+1,s (Ps)−1R
(
W(s−1)
)
5: WTn+1 =W(s)
Theorem 5.1.8 Assume that CFL → ∞, s = 1 and ε = α11 = α21 = 1. Then
Algorithm 3 is Newton’s method.
Proof: With respect to the assumptions formulated we obtain
WTn+1 =WTn −
(
dR
dW
(
WTn
))−1
R
(
WTn
)
.

Theorem 5.1.8 sheds light on the fact that the derived Algorithm 3 represents only a
generalization of Newton’s method. Though we are in a position to formally apply
Newton’s method, let us shortly summarize the shortcomings of this method to
motivate the necessity of Algorithm 3 in our context.
Assuming a good initial guess WT0 is given, the function R is smooth in a neigh-
borhood ofWT0, there exists a unique root of R and that we could easily solve the
linear systems
dR
dW
hn = R
(
WTn
)
, n = 0, 1, 2, . . . , (5.23)
then no research with respect to solution algorithms to solve the RANS equa-
tions (2.1a) would be required. On the other hand, none of the requirements stated
above are satisfied in general, i.e.
a) The function R is not smooth.
b) The function R maybe has no root.
c) Even if the function R has a root, WT0 is not a good initial guess in general.
d) The linear systems (5.23) cannot be solved straightforward, it is even unknown
if the matrices dR
dW
(Wn) are regular.
These are already enough reasons to note that a straightforward implementation
of Newton’s method within the context of the Reynolds averaged Navier-Stokes
equations has nothing to do with a realistic assessment. And as a consequence, to
implement a solution algorithm with no user interaction is much more a vision than
a real world evaluation.
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Moreover, it was not our intention to use Algorithm 3 as a solution method. In our
context Algorithm 3 is applied as the smoother S in the Full Approximation Scheme
multigrid described in Algorithm 5.1.6, which is also illustrated in Figure 5.1.
5.1.7 Globalization strategies
Though we are in a position to formally apply Newton’s method (see Theorem 5.1.8),
nothing has been said about the shortcomings of this method. One of the most se-
vere shortcoming of Newton’s method is that the linearization and convergence
assertions and expectations are only true in a small neighborhood around the root.
In practice the word ”small” is useless, that is, in general it is impossible to decide
during an iteration solving a nonlinear system of equation if an iterate is a neigh-
borhood of the root. Hence, a strategy is required to find a good initial guess or
vice versa a methodology is required to deal with an initial guess which is not in a
small neighborhood of the root.
Strategy 1: Damping of correction, CFL strategy
Instead of trying to apply directly Newton’s method we can replace the method by
the algorithm∥∥∥∥ dRdW (Wn)hn +R (Wn)
∥∥∥∥
2
+ γn ‖hn‖2 = min
hn
! (5.24a)
Wn+1 = Wn + hn. (5.24b)
Here {γn}n∈N0 denotes a sequence of parameters γn ≥ 0. Algorithm 5.24 is called the
Levenberg-Marquardt algorithm. Exploiting that the minimization problem (5.24a)
is equivalent to ∥∥∥∥
(
dR
dW
(Wn)√
γnI
)
hn +
(
R(Wn)
0
)∥∥∥∥ = minhn !,
the unique defined minimizer of (5.24a) can then be determined, for example, by
solving the corresponding normal equation(
γnI+
(
dR
dW
)T
dR
dW
)
hn = −
(
dR
dW
)T
R (Wn) . (5.25)
The Levenberg-Marquardt yields the inequality
γn ‖hn‖2 ≤
∥∥∥∥ dRdWhn +R (Wn)
∥∥∥∥
2
+ γn ‖hn‖2
= min
h
[∥∥∥∥ dRdWh+R (Wn)
∥∥∥∥
2
+ γn ‖h‖2
]
≤ ‖R (Wn)‖2 ,
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and therefore we get
‖hn‖ ≤ ‖R (W
n)‖√
γn
.
Hence, the parameter γn is a damping of the correction hn. It can be shown that the
Levenberg-Marquardt algorithm converges for sufficiently large γn. On the other
hand, if γn is large, the corrections are small and convergence may be arbitrar-
ily slow. Comparing (5.25) and (5.21) gives rise to a new interpretation of the
term (∆T )−1M. Though (5.21) neglects the additional multiplication by
(
dR
dW
)T
,
the operator (∆T )−1M plays exactly the role of the stabilizing term γnI, and
the CFL-number is a weight for the corrections. This correspondence allows us to
understand that in the initial phase of our solution scheme in general a small CFL
number is required. Moreover, it also tells us that in general we cannot reach ar-
bitrary large CFL numbers. For the problems considered it is during the iteration
process in general impossible to say when the iterate is in a neighborhood of the
solution, and hence some kind of damping is required.
For the Levenberg-Marquardt algorithm there exist methods to choose γn. For
example, define
εn(γn) :=
‖R (Wn)‖2 − ‖R (Wn + hn)‖2
‖R (Wn)‖2 − ∥∥R (Wn) + dR
dW
hn
∥∥2 .
One can say that εn(γn) describes the change of the actual residual compared to its
linearization. Hence, if εn(γn) is small, it can be assumed that the trust region was
too large, and the update hn needs to be recomputed with a larger γn. Otherwise
the step is accepted and γn might be reduced in the next step. Such a trust region
consideration might be superior compared to a simple CFL number ramping,
CFL = min {CFLinit · f(n),CFLmax} , (5.26a)
f(n) =
{
1, n < 10,
αn−10, n ≥ 10, α > 1. (5.26b)
Moreover, the author is not aware of any publication where a Levenberg-Marquardt
algorithm has been investigated for solving the discretized Reynolds-averaged Navier-
Stokes equations. Naturally, when applying a Levenberg-Marquardt algorithm there
is a significant increase in the computational complexity, since also the transposed
derivatives are included into the algorithm. On the other hand the properties of
this algorithm might be better suited than those of Newton’s method.
Strategy 2: Runge-Kutta smoother
Using an implicit strategy to compute updates the actual choice of the Runge-Kutta
smoother, that is the number of stages and the choice of the stage coefficients is an
open problem. The multistage scheme can be interpreted as an admission on the
two following facts:
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a) The linear systems (5.21) cannot be solved up to a certain accuracy, or even
if this is possible, the complexity to do this is in general so large, that the
computational time required is unacceptable. And note, we are not interested
in solving (5.21), but we are interested in solving the nonlinear problem (3.97).
b) Even if we had the exact solution of (5.21), we cannot expect that an un-
damped Newton method can be successful, in particular not in the start-up
phase of the nonlinear iteration.
Hence, instead of a direct update the Runge-Kutta scheme is used as a further
damping strategy, such that in the first stages the correction is weighted with a
damping factor, and finally on the last stage the full correction is used for the
update. It was shown in [44, 45] (see also Sections 7.2 and 7.3) and that this damping
is even necessary in a neighborhood of the solution and allows for significant larger
CFL numbers than using only a one-stage scheme. With a significant increase in
the number of degrees of freedom it seems that such a damping is more important.
Our conjecture is that it becomes more troublesome to solve within only a certain
amount of complexity the linear systems (5.21) to get a reasonable update for the
nonlinear iteration.
Strategy 3: Full multigrid
A further globalization strategy to find a suited initial guess is the application of
full multigrid. Here, instead of directly starting the iterative nonlinear iteration on
the finest grid level, subsequently starting on the coarsest grid level an approximate
solution is computed and transferred to the next finer grid level. Hence, on the finest
grid level the iterative process does not start from, for example, free stream values,
but an interpolated approximate solution of the next coarser level. This is a well
known procedure in the literature of multigrid and also well known in computational
fluid dynamics. Though this is a powerful tool, to the author’s experience this start
up methodology is not used on a regular basis. If this observation is true, the reasons
need to be found and clarification about the potential and possible shortcomings of
this globalization strategy need to be investigated. For example, maybe for large
scale applications the coarse grid quality is such that a stable discretization is not
possible. Further research is required to improve full multigrid such that it can be
used on regular basis for computational fluid dynamics computations.
Strategy 4: Treatment of turbulent flow equations
The treatment of the coupled system of equations (3.95) is an open problem. On the
one hand, one can argue that (3.95) represents a coupled system of equations which
needs to be solved all at once. On the other hand, the behavior of the turbulent
flow equations during the iterative process is often significantly different compared
to the mean flow equations. For example, the no-slip wall boundary condition for
the ω equation of the kω-model (2.53) is not straightforward to implement. This
is pointed out in Section 3.6. For this reason one has arguments to treat these
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kinds of system of equations weakly coupled. There is not a satisfactory answer
yet. From the global point of view, we want to mention that boundary conditions
for the turbulent flow equations are often ad hoc. Furthermore, the initialization
of the turbulent flow variables is to the author’s point of view inappropriate. A
remarkable reference for this observation is for example the numerical behavior of
the normalized residual for the k-equation. The initial guess is so bad, such that
the normalized residual increases after initialization several orders of magnitude
before it starts to converge (see for example Figures 6.59 (left) and 6.63 (left)). So,
the possibility to treat the turbulent flow equations in principle different than the
mean flow equations might also be viewed as a globalization strategy. Section 6.11.2
presents in which way the weakly coupled algorithm can be exploited.
Strategy 5: There is no strategy
The discussed strategies 1–4 should not be misunderstood. All these are attempts
to deal with the shortcomings of Newton’s method. It can be assumed that this
method can in general not be directly applied to approximate a solution of (3.97).
The investigation and understanding of Newton’s method and the methodologies to
figure out ways to overcome its shortcomings is a long term topic of mathematics. It
cannot be expected that for the solution of the Navier-Stokes and RANS equations,
which are also not well understood from a mathematics point of view, there is an
easy way out. The idea that there exists something like a ”best practice”, that is
a classification of problems for which the same or a similar parameter choice work,
must be handled with care. For example, it is well known for the RANS equations
that small perturbations of the inflow conditions or small variations of the geometry
may lead to totally different solutions. One may view such a design point as a critical
point, for example the point of maximum lift. Often it is exactly such a design point
which is of major interest. Unfortunately, exactly for these design points there is
a good chance that the ”best practice” strategy may fail. Mathematically spoken
the problem is ill-posed, since there is no continuous dependency of the solution
with respect to these inflow parameters and geometry variations. This conclusion
makes it in particular important to improve numerical algorithms. On the other
hand, in case the problem is well posed and there exists a continuous dependency
of the solution with respect to the considered flow variations, then there is a good
chance that a ”best practice” strategy may work. Nevertheless, this discussion
motivates that research and further investigations are required to develop a deep
understanding of the components of solution algorithms and their interaction, to
significantly improve the reliability of computational fluid dynamics software, such
that it justifies industrial demands and can be used as a matter of course as a
valuable tool in a process chain.
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5.2 Linear solution methods
The linear equation (5.22) represents in general a large scale, ill-conditioned system
and cannot be solved directly. Matrix-free Krylov subspace methods are therefore
a natural choice to approximate a solution of (5.22) within a small number of steps.
5.2.1 Krylov subspace methods
At the outset there exist several Krylov subspace methods. Generally spoken, all
these methods are based on the same idea. They construct a certain Krylov sub-
space. In this subspace an approximate solution to the given linear system is com-
puted. The quality of this approximation depends on this subspace and the right
hand side of the linear system.
It is the author’s opinion that in general not the particular choice of a Krylov
subspace method is important (see for example the textbook of Saad [84] for
several such methods), but that the construction of a well suited preconditioner is
of major significance. Thus, instead of considering a variety of Krylov subspace
methods we restrict ourselves to the Generalized Minimum Residual (GMRES)
method preconditioned from the left, that is we apply this method to obtain
Prec−1j Pjx = αj+1,jPrec
−1
j R(W
(j−1)). (5.27)
The GMRES algorithm applied to (5.27) with initial guess x(0) reads as follows.
Algorithm 5.2.1 Left preconditioned GMRES method applied to (5.27):
 Solve (approximately) Precjr0 = αj+1,jR
(
W(j−1)
)−Pjx(0)
 Compute β := ‖r0‖2,v1 := 1βr0
 for k = 1, . . . , m
– Solve (approximately) Precjw = Pjvk
– for i = 1, . . . k
* hi,k := 〈w,vi〉
* w := w− hi,kvi
– hk+1,k = ‖w‖2,vk+1 = 1hk+1,kw
 V = (v1, . . . ,vm) , Hm = (hi,k)1≤i≤k+1,1≤k≤m
 Solve ym := argminy‖βe1 −Hmy‖2 by Given’s-rotations
 x(m) := x(0) +Vmym
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A preconditioner Precj should satisfy the following conditions:
 Precj ≈ Pj, that is Precj should be a good approximation to Pj.
 The storage requirement for Precj should be acceptable.
 The system Precjw = r must be efficiently (approximately) solvable.
For the implementation of GMRES it is worthwhile to mention that the modified
Gram-Schmidt orthogonalization within the Arnoldi process is often not stable, and
it cannot be assumed to be stable for the problems at hand. This is in particular true
for ill-conditioned matrices [71, 40]. So, instead a GMRES with orthogonalization
based on Householder reflections might be a better choice [84]. Moreover, also
the reduction of the upper Hessenberg matrix Hm is done on-the-fly during the
algorithm as reported in [84].
5.2.2 Construction of preconditioner
From the equation for w of the GMRES Algorithm 5.2.1 above it is obvious that
we need to approximately solve the linear systems
Precjw = Pjvk. (5.28)
So, the preconditioner we are going to design consists of two parts:
a) the linear operator Precj itself,
b) an iterative solution method for approximately solving the linear systems (5.28)
required for GMRES.
Instead of taking the exact residual R for the Jacobian a simplification satisfy-
ing R˜ ≈ R is considered to construct the preconditioner for (5.27). Here we consider
a compact stencil (see Notation 4.1.5) approximating the extended stencil, that is
we choose R˜ = Rcomp ≈ R. Considering compact discretization has for the deriva-
tive the major advantage that the stencil at point i relies only on next neighbor
information. The associated Jacobian dR
comp
dW
has several properties of interest (see
Section 4.1), for example:
a) It is much less memory intensive than the exact derivative dR
dW
.
b) It can be constructed by a loop over all edges corresponding to the design of
the residual evaluation Rcomp.
c) Assuming that R ≈ Rcomp holds, it can be assumed that dR
dW
≈ dRcomp
dW
.
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To construct a preconditionerPrecj for the mean flow equationsRmean we use (4.13)
as approximation for the inviscid and (4.34) and (4.35) for the viscous part. A
corresponding discretization is constructed by the assumptions that
∣∣ARoeij ∣∣ = const,
µeff,eij = const. and gradients are computed using a TSL approximation. We express
such a residual by
R˜compprec (W) = R˜
comp
|ARoeij |=const.,µeff,eij=const. (W) .
Using this notation and the corresponding approximate derivatives we need to in-
clude the stabilizing terms such that the final preconditioner is given by
Precj := (∆T )
−1
M+ εαjj
dR˜compprec
dW
(
W(j−1)
)
. (5.29)
The preconditioner Precj,SA for the Spalart-Allmaras turbulence model uses the
derivatives for inviscid, viscous and source terms in the way they are presented
in Section 4.4.1. Hence, in case one uses TSL approximations for the gradients
the Precj,SA is the exact derivative of the considered discretization, denoted by
Precj,SA = (∆T )
−1
M+ εαjj
dR˜comp,SAprec
dW
(
ν˜(j−1)
)
. (5.30)
The preconditioner Precj,(k,ω) for the kω-turbulence model uses for the inviscid and
viscous part the derivatives stated in Section 4.4.2. The derivatives of the source
terms need to be modified. The diagonal terms of the derivatives of the destruction
terms are neglected, that is
∂Dek,(k,ω)
∂ki
and
∂Deω,(k,ω)
∂ωi
are left out in the preconditioner. The necessity for this modification is discussed in
Section 7.4. Corresponding to (5.29) and (5.30) the preconditioner for the kω-model
is given by
Precj,(k,ω) = (∆T )
−1
M+ εαjj
dR˜
comp,(k,ω)
prec
dW
(
(k, ω)(j−1)
)
. (5.31)
For completeness, we present a further preconditioner well known in the literature
of computational fluid dynamics [116]. It is based on a further simplification of the
Jacobian and the major idea is to replace the operational count. This is realized
by approximating the local block systems by their spectral radius. Hence, instead
of (4.13) we approximate
∑
j∈N (i)
∂H1st,Roe
∂Wk
≈ 1
2


∑
j∈N (i) ρ
(∣∣ARoeij ∣∣) , k = i,
−ρ (∣∣ARoeij ∣∣) , k ∈ N (i),
0, k 6= i, k /∈ N (i).
(5.32)
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Such an approximate derivative corresponds for example to a scalar dissipative or
van Leer flux. The spectral radius is given by λij,Roe denoted in Definition 3.2.3.
Furthermore, the viscous derivatives are also approximated by their spectral radii,
that is (4.34) and (4.35) are replaced by
∂Rvisc,scalari
∂Wk
≈


∑
j∈N (i) ρ
((
∂〈fv(Wi,Wj),n〉
∂Wi
)TSL,µ=const)
, k = i,
−ρ
((
∂〈fv(Wi,Wj),n〉
∂Wi
)TSL,µ=const)
, k ∈ N (i),
0, else.
(5.33)
The spectral radii can be computed using Theorem 4.3.4 (see also [47]). Obviously,
such a preconditioner does not require memory to save a whole block CSR ma-
trix (see Section 4.1.1), but only scalar values. This idea can also be carried over to
the turbulence flow equations. In particular, for these equations we only take the
diagonal part of the derivative of the source terms. The simplifications yield a much
more memory efficient method. On the other hand, estimating the Jacobian by its
spectral radius can have rather serious detrimental effects on the convergence of an
implicit scheme, for example much slower convergence rates. In particular, for mesh
refinement studies and more complex flow cases this statement is confirmed in [48].
For later use we denote the preconditioner corresponding to these simplifications
by Precscalarj . To justify that Prec
scalar
j and Precj may be used as preconditioners
we assume that the following approximation properties hold:
Precscalarj ≈ Precj ≈ Pj.
5.2.3 Iterative solution methods for linear equations
Another ingredient to include with a powerful preconditioner is to approximate
efficiently a solution of the linear systems (5.28). The notation Precj in (5.28)
is now understood as surrogate for one of the possible linear operators designed
in Section 5.2.2. To approximately solve efficiently the linear system (5.28) linear
multigrid methods can be applied. Illustrated in Figure 5.1, we need to define the
most inner two boxes.
To formulate a linear multigrid algorithm we consider the notation used in Sec-
tion 5.1.3 and define corresponding to (5.2)
AMk := Precj : R
#Mk → R#Mk, AMkxMk = bMk .
Algorithm 5.2.2 Assume that a sequence of meshesMn ⊂ . . . ⊂M1 and the linear
equations
AMkx
(ℓ)
Mk
= bMk
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and an approximate solution x
(ℓ)
Mk
together with a smoother S = S
(
x
(ℓ)
Mk
, AMk , bMk
)
are given. Here S denotes a method which determines from the approximate solu-
tion x
(ℓ)
Mk
an update
x
(ℓ)
Mk
:= S
(
x
(ℓ)
Mk
, AMk , bMk
)
.
Let us denote by
 ωMk,pre ∈ N0 the number of presmoothing steps
 ωMk+1 ∈ N0 the number of coarse grid smoothing steps
 ωMk,post ∈ N0 the number of postsmoothing steps
Then we define a 2V = 2V
(
k, ωMk,pre, ωMk+1, ωMk,post
)
multigrid cycle by
a) Apply ωMk,pre smoothing steps, that is compute
x
(ℓ)
Mk
= S ◦ · · · ◦ S
(
x
(ℓ)
Mk
, AMk, bMk
)
= SωMk,pre
(
x
(ℓ)
Mk
, AMk , bMk
)
.
b) Compute the right hand side of the coarse grid equation
bMk+1 = P
Mk
Mk+1
(
bMk − AMk
(
x
(ℓ)
Mk
))
.
c) Apply ωMk+1 coarse grid smoothing steps, that is compute
x
(ℓ)
Mk+1
= SωMk+1
(
PMkMk+1x
(ℓ)
Mk
, AMk+1, bMk+1
)
.
d) Compute an update of the approximate solution
x
(ℓ+1)
Mk
:= x
(ℓ)
Mk
+ IMkMk+1x
(ℓ)
Mk+1
.
e) Apply ωMk,post smoothing steps, that is compute
x
(ℓ+1)
Mk
= SωMk,post
(
x
(ℓ+1)
Mk
, AMk , bMk
)
.
The linear multigrid Algorithm 5.2.2 can be derived by an application of the Full
Approximation Scheme Algorithm 5.1.6 to a linear equation in the following way.
Assuming that RMk is a linear operator, we rewrite the coarse grid equation by
RMk+1
(
U
(ℓ)
Mk+1
− PMkMk+1U
(ℓ)
Mk
)
= PMkMk+1
(
fMk −RMkU
(ℓ)
Mk
)
.
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Hence, substituting V
(ℓ)
Mk+1
= U
(ℓ)
Mk+1
− PMkMk+1U
(ℓ)
Mk
we get after application of ωMk+1
smoothing steps
V
(ℓ)
Mk+1
= SωMk+1
(
V
(ℓ)
Mk+1
,RMk+1, fMk+1
)
,
which yields the correction
V
(ℓ)
Mk+1
= U
(ℓ)
Mk+1
− PMkMk+1U
(ℓ)
Mk
.
and the update for the fine grid iterate
U
(ℓ+1)
Mk
= U
(ℓ)
Mk+1
+ IMkMk+1V
(ℓ)
Mk+1
.
These considerations give exactly the linear multigrid method Algorithm 5.2.2, and
it shows that for a linear operator Algorithm 5.1.6 is equivalent to Algorithm 5.2.2.
We now turn to the task to design a smoother for the linear multigrid method. Here
we consider straightforward iterative solution methods, for example:
 (Block) Jacobi,
 (Block) Gauss-Seidel,
 symmetric (Block) Gauss-Seidel.
However, Precj is in general neither symmetric nor it can be assumed to be block
diagonal dominant. So, in particular for high Reynolds number viscous flows, where
meshes with large anisotropies in the boundary layer are required, problem adapted
iterative methods are necessary. Exploiting line information acting in the direction
of strong coupling, these iterative solution methods may be significantly improved.
To construct such information was topic of Section 5.1.1.
Using the Notation 5.1.2, along the line Li the corresponding (block) tridiagonal
matrix TriLi ∈ R(Neqri)×(Neqri) of AMk = (Aij), Aij ∈ RNeq×Neq is given by
TriLi :=


Aℓ1i ,ℓ1i Aℓ1i ,ℓ2i
Aℓ2i ,ℓ1i Aℓ2i ,ℓ2i Aℓ2i ,ℓ3i
. . .
. . .
. . .
A
ℓ
ri−1
i ,ℓ
ri−2
i
A
ℓ
ri−1
i ,ℓ
ri−1
i
A
ℓ
ri−1
i ,ℓ
ri
i
A
ℓ
ri
i ,ℓ
ri−1
i
Aℓrii ,ℓ
ri
i


. (5.34)
In case ri = 1 the matrix TriLi simplifies to a diagonal block. Exploiting (5.34)
possible iterative solution methods to approximate a solution of
AMkx = b
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are relaxed Block line Jacobi (5.35) and Block line Gauss-Seidel (5.36) method:
x
(k+1)
Li
= (1− ωr) x(k)i + ωrTri−1Li

bLi − ∑
j∈L1,...,Ln,j /∈Gi
ALi,jx
(k)
j

 , (5.35)
x
(k+1)
Li
= (1− ωr) x(k)Li + ωrTri−1Li

bLi − ∑
j∈L1,...,Li−1,j /∈Li
ALi,jx
(k+1)
j
−
∑
j∈{1,...N}\{L1,...,Li}
ALi,jx
(k)
j

 , (5.36)
where we iterate over all Lines Li, i = 1, . . . , n. In case line information is not
available these methods reduce to the well known relaxed Block Jacobi (5.37) and
Block Gauss-Seidel (5.38) method, pointwise written for i = 1, . . . , Nelem:
x
(k+1)
i = (1− ωr)x(k)i + ωr (Ai,i)−1
(
bi −
Nelem∑
j=1,j 6=i
Ai,jx
(k)
j
)
, (5.37)
x
(k+1)
i = (1− ωr)x(k)i + ωr (Ai,i)−1
(
bi −
i−1∑
j=1
Ai,jx
(k+1)
j −
Nelem∑
j=i+1
Ai,jx
(k)
j
)
.(5.38)
Definition 5.2.3 In case we apply for (5.36) and (5.38) a forward sweep followed
by a backward sweep, we call these methods Block symmetric line Gauss-Seidel and
Block symmetric Gauss-Seidel, respectively.
Remark 5.2.4 Let us comment on some implementation details for (5.35) – (5.38):
a) Naturally, within the multigrid context we do not consider these methods as
iterative solvers but as smoothers S applied in Algorithm 5.2.2 using an early
stopping criterion.
b) For all methods we choose as initial guess x(0) = 0.
c) Only (5.35) and (5.36) need to be implemented, (5.37) and (5.38) follow by
specialization, that is neglecting line information.
d) The tridiagonal blocks TriLi and diagonal blocks Ai,i are not inverted, but
only the block LU-decomposition of TriLi and the LU-decomposition of Ai,i are
computed exploiting pivot techniques. Then the corresponding linear systems
are solved.
e) A symmetric line sweep is done as follows: First we apply the sweep over all
lines. In a parallel environment we then exchange the approximate solution
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between the partitions. Then we proceed with the sweep over all remaining
points, which is again followed by communication of the approximate solution.
To close the symmetric sweep we do everything in the opposite manner. At
the beginning, we sweep over all points which do not correspond to a line in the
reverse manner followed by communication of the approximate solution, then
the lines follow in opposite ordering closed by communicating the approximate
solution. Actually, the algorithm is line Gauss-Seidel only at the level between
partitions. We try to overcome this deficiency by communicating between the
domains several times.
f) Implementation of multi-coloring algorithms has not been considered so far
and is part of future work.
g) The coarsening strategy described in Section 5.1.2 ensures that lines required
to set up the tridiagonal systems (5.34) are retained on each multigrid level.
Of course, if on some multigrid level a line degenerates into a point, this line
is cleared from the set of lines and treated as a usual point in the following
coarsening steps. With this strategy, arbitrary coarse multigrid levels can be
constructed. In a parallel environment multigrid levels are formed within each
partition.
Finally, (5.35) – (5.38) need to be combined with a suitable stopping criterion. Here
we suggest:
fstop
(
AMk , x
(k), b, k,maxiter, ε(k)
)
=


true,
‖b−AMkx(k)‖2
‖b‖2 < ε(k),
true, k ≥ maxiter,
false, else.
(5.39)
In case we want to stop with a fixed number of iterations we choose ε(k) = −1
in (5.39).
5.3 Hierarchy of multigrid smoothers
Algorithms approximating solutions of the Reynolds averaged Navier-Stokes equa-
tions (2.1a) and (2.45) should follow the goal to reduce the user interaction with
the software to a minimum. On the other hand the literature about computational
fluid dynamics is full of suggestions of different solution algorithms and the authors
often claim that the new developed algorithm is superior with respect to some cer-
tain property. Here, it is not our goal to develop a new solution algorithm, which
is in our context a smoother for the nonlinear multigrid. But it is our goal to show
that almost all suggestions found in the literature are variants of the algorithms
suggested so far.
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5.3.1 Low cost smoothers
To obtain several low cost solution methodologies suggested in the literature about
computational fluid dynamics we now suggest the following simplification: The
number of steps in the Krylov subspace method is reduced to zero. Then, by a view
on Algorithm 5.2.1, only the first preconditioning step is left, i.e. Algorithm 5.2.1
reduces to approximate the solution of
Precjhj = αj+1,jR
(
W(j−1)
)
, (5.40)
and as a consequence Algorithm 3 simplifies to
W(0) := Wn
W(1) = W(0) − α21Prec−11 R
(
W(0)
)
... (5.41)
W(s) = W(0) − αs+1,sPrec−1s R
(
W(s−1)
)
Wn+1 = W(s).
The Runge-Kutta iteration (5.41) depends on the construction of Prec and the
iterative linear solution method, e.g. (5.35) – (5.38). A further, self-evident alter-
native of algorithm (5.41) is the freezing of the preconditioner Prec on the first
stage, that is
W(0) := Wn
W(1) = W(0) − α21Prec−11 R
(
W(0)
)
... (5.42)
W(s) = W(0) − αs+1,sPrec−11 R
(
W(s−1)
)
Wn+1 = W(s).
Assuming that the operatorPrecj , j = 1, . . . , s, do not change significantly over one
Runge-Kutta iteration and that the construction of Precj together with the com-
putation of the block LU-decomposition of TriLi is a time consuming approach,
this simple frozen Runge-Kutta iteration may yield an efficient alternative com-
pared with algorithm (5.41). Example 1 in Section 6.3 is dedicated a corresponding
investigation.
Several variants of the general formulations (5.41) and (5.42) correspond to well
known suggested solution techniques given in the literature.
Theorem 5.3.1 Consider Algorithm (5.41) or (5.42) as smoother S for Algo-
rithm 5.1.6 and Precj is constructed as described in Section 5.2.2. Approximately
solving the linear systems (5.40) by application of Algorithm 5.2.2 with n = 1 to-
gether with a symmetric (line) Gauss-Seidel method and choosing
fstop
(
AMk , x
(k), b, k, N,−1) , N > 1,
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we get exactly a solution algorithm denoted as RK/Implicit smoother or first order
preconditioned Runge-Kutta method suggested for example in [80, 93, 44].
Proof: Choosing n = 1 reduces Algorithm 5.2.2 to a single grid iteration. The
choice of fstop
(
AMk , x
(k), b, k, N,−1), means that the iterative solver is truncated
after a fixed number of iterations, e.g. N = 2, . . . , 5 is suggested in the mentioned
literature. Then the theorem follows by a straightforward comparison of the meth-
ods.

Theorem 5.3.2 Consider Algorithm (5.41) or (5.42) as smoother S for Algo-
rithm 5.1.6 and Precj is constructed as described in Section 5.2.2. Approximately
solving the linear systems (5.40) by application of Algorithm 5.2.2 with n = 1 to-
gether with a line Jacobi method and choosing fstop
(
AMk , x
(k), b, k, 1,−1), we get
exactly a solution algorithm denoted as line implicit method suggested for example
in [74, 57, 16, 43].
Proof: Choosing n = 1 reduces Algorithm 5.2.2 to a single grid iteration. The
choice of fstop
(
AMk , x
(k), b, k, 1,−1), means that the line Jacobi method (5.35) is
stopped after the first iteration. Considering as initial guess x(0) = 0, the approxi-
mate solution is obtained by
x
(1)
Li
= Tri−1Li bLi .
Then the theorem follows by a straightforward comparison of the methods.

Theorem 5.3.3 Consider Algorithm (5.41) or (5.42) as smoother S for Algo-
rithm 5.1.6 and Precj is constructed as described in Section 5.2.2. Approximately
solving the linear systems (5.40) by application of Algorithm 5.2.2 with n = 1
together with a Jacobi method and choosing fstop
(
AMk , x
(k), b, k, 1,−1), we get ex-
actly a solution algorithm denoted as point implicit method suggested for example
in [73, 63, 42].
Proof: Choosing n = 1 reduces Algorithm 5.2.2 to a single grid iteration. The
choice of fstop
(
AMk , x
(k), b, k, 1,−1), means that the Jacobi method (5.35) is stopped
after the first iteration. Considering as initial guess x(0) = 0, the approximate so-
lution is obtained by
x
(1)
i = (Ai,i)
−1 bi.
Then the theorem follows by a straightforward comparison of the methods.

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Theorem 5.3.4 Consider Algorithm (5.41) or (5.42) as smoother S for Algo-
rithm 5.1.6 and Precscalarj is constructed as described in Section 5.2.2. Approxi-
mately solving the linear systems (5.40) by application of Algorithm 5.2.2 with n = 1
together with a symmetric Gauss-Seidel method and choosing the stopping criterion
by fstop
(
AMk , x
(k), b, k, 1,−1), we get exactly a solution algorithm denoted as LU-
SGS method suggested for example in [116].
Proof: Choosing n = 1 reduces Algorithm 5.2.2 to a single grid iteration. The
choice of fstop
(
AMk , x
(k), b, k, 1,−1), means that the symmetric Gauss-Seidel method
is stopped after the first iteration, that is one forward and one backward sweep.
Then the theorem follows by a straightforward comparison of the methods.

Theorem 5.3.5 Consider Algorithm (5.41) or (5.42) as smoother S for Algo-
rithm 5.1.6 and Precj or Prec
scalar
j is constructed as described in Section 5.2.2
with αjj = 0. Approximately solving the linear systems (5.40) by application of Al-
gorithm 5.2.2 with n = 1 together with a Jacobi method and choosing the stopping
criterion by fstop
(
AMk , x
(k), b, k, 1,−1) we get exactly a solution algorithm denoted
as explicit Runge-Kutta accelerated by local time stepping [31].
Proof: Choosing n = 1 reduces Algorithm 5.2.2 to a single grid iteration. Ex-
ploiting that αjj = 0 and one Jacobi iteration with initial guess x
(0) = 0, the
approximate solution of equation (5.40) is given by
hj = ∆TM
−1R
(
W(j−1)
)
.
Then the theorem follows by a straightforward comparison of the methods.

This direct comparison of the different methods gives rise to their capability to
solve (3.97) for high Reynolds number viscous flows on anisotropic meshes. And, in
general there is no justification for the simplifications done in the methods above.
Hence, though these methods are proposed throughout the literature of computa-
tional fluid dynamics, with respect to the significant increase in mesh sizes and
complexity of flow physics we predict the methods mentioned in Theorems 5.3.2 –
5.3.5 only limited potential. In [45] and Sections 7.2 and 7.3 analytical reasons are
given. Examples considered in Chapter 6 give further indication for this statement.
5.3.2 The solution algorithm: A castle in a sand pit
Having discussed the possible variants of possible smoothers for the nonlinear multi-
grid, let us come back to the global view given in Figure 5.1. We summarize several
variants which can be chosen.
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1) Nonlinear multigrid
a) Agglomeration
* Overall coarsening ratio
* Semi / directional coarsening strategy
* Advancing front or weighted graph algorithm
b) Projection
c) Interpolation
2) Runge-Kutta smoother
a) Number of stages
b) Stage coefficients
c) CFL number
3) Krylov subspace method
a) Full Orthogonalization Method, Generalized Minimum Residual Method,
Biconjugate Gradient Stabilized Algorithm, Conjugate gradient for the
normal equations, . . .
b) Number of iterations, residual based truncation criterion
4) Linear Preconditioner
a) Construction of preconditioning matrix
* Approximate Jacobian
* Deflation based preconditioner
* Polynomial preconditioner
b) Truncation criterion for approximate linear solve
5) Linear Multigrid
a) Agglomeration multigrid
* Overall coarsening ratio
* Semi / directional coarsening strategy
* Advancing front or weighted graph algorithm
b) Algebraic multigrid
c) Smoother
* Gauss-Seidel type smoother
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* ILU decomposition
d) Projection
e) Interpolation
It is out of the scope of this thesis to investigate and compare all the variants of
algorithms which can be set up by a combination of all these different algorithms
and parameters. Moreover, note that all these subitems in general lead to a further
parameter choice as well as subvariants.
Coming back to the topic about requirements for a modern software package solving
the RANS equations (2.1a) or (2.45) it is impossible to give general recommenda-
tions. Here, we have shown that certain parameter choices yield methods of totally
different character. We can choose between Newton’s method, which is represented
in general by some kind of regularized Newton method, and explicit Runge-Kutta
methods with local time stepping.
Since there is no clear recommendation at this point in time, a modern computer
code should be implemented such that all these variants of algorithms need to
be easily constructed. That is the code design should be in such a way that a
powerful linear algebra package represents the main infrastructure of the code. This
infrastructure is then used to combine the different matrix vector operations, also
including the variants of linear solution algorithms, such that a flexible application
of all these possibilities is feasible. From both a practical point of view and scientific
point of view it is future work to reduce the number of variants and parameters.
Otherwise it is impossible to offer a software reducing the user interaction to a
minimum.
It is the strong belief of the author of this thesis, that with an increase of the
complexity of the simulations going hand in hand with a significant increase of
the mesh size and degrees of freedom, simplifications of the smoothers in the sense
that they are not close to some regularized Newton method are not suitable to find
approximate solutions of the RANS equations.
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Chapter 6
Examples
Within this thesis we have touched two major problems of computational fluid dy-
namics. The first, and major issue of this thesis is the development and investigation
of a suitable solution method for the RANS equations and corresponding boundary
value problems. In the Introduction we mentioned that in our understanding this
wording comprises both the discretization strategy and a corresponding solution
method for the resulting set of algebraic equations. Before demonstrating several
examples to show the potential of the suggested solution methods, note that within
this thesis we do not suggest one certain solution method. It was the intention
to construct a powerful algorithm to solve stiff, possibly ill-conditioned nonlinear
operator equations in general (see for example Figure 5.1). In our context this op-
erator equation arises from a discretization of the Reynolds-averaged Navier-Stokes
equations together with a boundary value problem formulated in Section 2.4.
The second topic going hand in hand with the discretization strategy is accuracy, in
particular the assessment of accuracy toward the incompressible limit. Such a topic
is of importance to find a closed representation of equations to model compressible
flow phenomena.
Since strict mathematical analysis and proofs with respect to both accuracy as-
sessment of the discretization schemes and convergence for the solution algorithms
are missing, and moreover an overall solution theory does not exist for the analytic
equations of interest, it is the goal to find a representative set of examples with
varying flow complexity. We follow this idea considering examples illustrating dif-
ferent representative flow phenomena. These examples comprise flows around an
airfoil at transonic inflow Mach numbers developing shocks, flows around wings and
wing–body configurations at different inflow Mach numbers and flows around wing–
body configurations at high angle of attack at low inflow Mach number. The last
examples develop large separations as well as global incompressible together with
strong locally compressible effects. The simulation of such flows often represents a
particular challenge for a solution algorithm.
We close this introduction of this section with one important remark. During the
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development of solution algorithms it figured out that unless an algorithm does not
work reliably and robust for a large variety of parameters for basic flow cases under
systematic increase of degrees of freedom, that is a systematic mesh refinement, it
is not worthwhile to consider the method for large scale 3D flows. The 3D examples
were in general considerably more difficult compared to the simulation of 2D flows.
6.1 Choice of suitable solution algorithm
Mentioned in Section 5.3.2, our general point of view on the construction of a solu-
tion algorithm has not considered the construction of several components. There-
fore, let us shortly summarize the actual choice of several of these components,
which have not been stated so far:
a) The nonlinear multigrid Algorithm 5.1.6:
– The agglomeration strategy is determined in Section 5.1.2.
– The projection is determined by (5.9), or equivalently (5.10).
– The interpolation is determined by (5.12).
b) We need to determine the coefficients for (5.17). In all our computations we
chose for both the mean flow and the turbulence flow equations the three
stage scheme
A :=

 1 0 03
20
1 0
0 2
5
1

 , b :=

 00
1

 . (6.1)
The choice (6.1) corresponds to recommendations given for example in [93,
91, 94].
c) Within this thesis we do not investigate the influence of the relaxation param-
eter ωr introduced in (5.35) – (5.38). We only considered the choice ωr = 1.
d) Within this thesis we furthermore do not consider the smoothing techniques
described in Theorem 5.3.2, 5.3.3, 5.3.4 and 5.3.5. In [45] and [90] it was
shown both by example and analysis that these simplifications yield to severe
stability problems of the algorithm in particular when mesh refinement studies
are considered. In Section 7.2 such an analysis together with corresponding
results and examples are given.
e) As smoother for Algorithm 5.1.6 we either consider Algorithm 3 or the method
described in Theorem 5.3.1.
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f) To determine the CFL number for iterate n, we follow (5.26). Treating the
equations loosely coupled, we allow for different CLF numbers for the mean
and turbulent flow equations,
CFLmean (n) = min {CFLinit · fmean(n),CFLmean,max} (6.2a)
CFLturb (n) = min {CFLinit · fturb(n),CFLturb,max} , (6.2b)
fmean(n) = fturb(n) =
{
1, n < 10,
γn−10, n ≥ 10. (6.2c)
The parameters CFLinit, CFLmean,max, CFLturb,max and γ are given in the de-
scription of the examples.
g) Treating the mean and turbulence flow equations loosely coupled allows for
another important ingredient. In our implementation the multigrid algorithm
for the turbulence flow equations does not work so reliably and efficiently com-
pared with the mean flow equations. Therefore, we allow for doing more non-
linear iterations on the turbulence flow equations. For the Spalart-Allmaras
model, in all test cases we used a relation of 1 : 5 steps between the mean flow
and turbulent flow equations, that is, for one multigrid cycle of the mean flow
equations we performed five for the turbulent equation. For the kω-model an
investigation with respect to this parameter choice is done in Section 6.11.2.
For this model an adequate choice seems to be a significant severe problem
compared with the Spalart-Allmaras model.
h) For 3D test cases it was often necessary to have a good initial guess. Therefore,
we applied full multigrid. On coarse meshes our strategy was to apply 50
iterations (see for example Figure 6.8) on each level.
i) All test cases are computed fully turbulent that is without transition and in
a parallel environment. The number of domains used is given as information
in the tables describing the parameters of the test cases.
j) For several examples work units are shown. To compute the work units, we
multiply the total CPU time for one computation with the number of domains
used.
k) The application of GMRES Algorithm 5.27 was always done with the initial
guess x(0) = 0. Though the exact construction of dR
dW
is available (see Chap-
ter 4), its construction and application is a rather time consuming process.
Hence, for large scale applications we have replaced it considering a symmetric
finite difference to evaluate the matrix vector product,
dR
dW
(W)h ≈ 1
2ε
(R (W + εh)−R (W − εh)) .
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Now, finding a suitable ε is in general not straightforward and a further open
problem. Some choice for ε may be found in the textbook of Blazek and by
Nishikawa et al. [6, 68] or in [65]. For the examples given here the, simple
choice ε = 10−6 worked well.
ℓ) The threshold parameter required for the line search Algorithm 5.1.1 was in
general chosen by parameter γline = 10. For an investigation of this parameter
we refer to [43].
These principal parameter choices represent the basic practical guideline followed.
In general it is observed that for a new test case an adaptation of the left-over
parameters was necessary. In the examples considered in the following sections, we
investigate for several test cases the influence of some of the parameters, to get an
idea of their impact to the solution algorithm. Note, efficiency of the algorithms
is for sure an important property. But the main focus is to be in a position to
actually solve the boundary value problems formulated in Section 2.4. This task is
already hard enough. And a method, which does not have the potential to solve
these problems, is inefficient by construction.
6.2 Characteristic values
One important measure to evaluate the power and potential of considered solution
algorithms is the history of residuals. For the mean flow equations we consider the
density residual, which is evaluated by
density residual(n) :=
√√√√Nelem∑
j=1
(Rj,mean,ρ (WTn))
2
(vol(Ωj))2
/
√√√√Nelem∑
j=1
(Rj,mean,ρ (W∞))
2
(vol(Ωj))2
.
For the one-equation Spalart-Allmaras model we denote the residual by,
turbulent residual(n) :=
√√√√Nelem∑
j=1
(Rj,turb (ν˜Tn))
2
(vol(Ωj))2
/
√√√√Nelem∑
j=1
(Rj,turb (ν˜∞))
2
(vol(Ωj))2
,
and for the two-equation kω-model we evaluate both corresponding residuals
k − residual(n) :=
√√√√Nelem∑
j=1
(Rj,turb,k (kTn , ωTn))
2
(vol(Ωj))2
/
√√√√Nelem∑
j=1
(Rj,turb,k (k∞, ω∞))
2
(vol(Ωj))2
,
ω − residual(n) :=
√√√√Nelem∑
j=1
(Rj,turb,ω (kTn , ωTn))
2
(vol(Ωj))2
/
√√√√Nelem∑
j=1
(Rj,turb,ω (k∞, ω∞))
2
(vol(Ωj))2
.
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A computation is truncated and the result is accepted as soon as
density residual(n) < 10−14. (6.3)
The example considered in Section 6.8 presents the necessity for such a strict resid-
ual. Moreover, it is also a good indicator that an early stopping of the iteration
after a residual reduction of only about 10−i, i = 2, . . . 6, which is often observed in
applications, in general leads to questionable results. Early stopping introduces a
further error component one cannot control.
Using free stream variables to normalize the residuals of the turbulence flow equa-
tions, one may not observe such a decrease of the residual. This is because the
free stream is often not a good initial guess, and hence in the initial phase of the
iteration an increase of the residual for these equations is observed. As an example
we refer to Figures 6.58, 6.59 (left) and 6.63 (left), where the initial increase of the
residual of the k-equation of several orders of magnitude can be observed for the
initial iterations, before it starts to converge.
To investigate the examples we additionally use several in aerodynamics well estab-
lished scalar values and distributions. Scalar values are the
a) drag coefficient CD,
b) lift coefficient CL.
These can be further subclassified by
CD = CD,p + CD,v, CL = CL,p + CL,v,
where the subindex p denotes the contribution of forces corresponding to pressure, v
the contribution corresponding to the viscous portion. Using polar coordinates
g(α) := (0, cosα, 0, sinα, 0)T ,
h(α) := (0,− sinα, 0, cosα, 0)T ,
where α is the angle of attack, these are defined by
CL,p (W ) :=
2
ρ∞u2∞
〈∫
∂D
〈fc (W ) , n〉 ds(y), h(α)
〉
,
CL,v (W ) :=
−2
ρ∞u2∞
〈∫
∂D
〈fv (W ) , n〉 ds(y), h(α)
〉
,
and
CD,p (W ) :=
2
ρ∞u2∞
〈∫
∂D
〈fc (W ) , n〉 ds(y), g(α)
〉
,
CD,v (W ) :=
−2
ρ∞u2∞
〈∫
∂D
〈fv (W ) , n〉 ds(y), g(α)
〉
.
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Evaluating these boundary integrals numerically in exactly the way used for the
discretization, these values are consistently determined. Related to the evaluation
of the force coefficients is the determination of surface pressure distribution Cp and
surface skin friction Cf ,
p (W (x)) :=
〈
〈fc (W (x)) , n (x)〉 , (0, n (x) , 0)T
〉
, x ∈ ∂D,
Cp (W (x)) :=
2
ρ∞u2∞
(p (W (x))− p∞) , x ∈ ∂D,
Cf (W (x)) :=
2
ρ∞u2∞
〈
〈fv (W (x)) , n (x)〉 , (0, t (x) , 0)T
〉
, x ∈ ∂D,
which is implemented in a straightforward and consistent way by evaluation of the
boundary flux. Note that t = t(x) denotes a vector in the tangential space, which
is not directly given. In the implementation considered the tangential vector is
determined by
t(x) =
1
‖t˜(x)‖ t˜(x), t˜(x) = (ρu) (x)− 〈(ρu) (x), n (x)〉n (x) , x ∈ ∂D.
For the assessment of inviscid flows we furthermore define the total pressure
ptot (W (x)) = p (W (x))
(
1 +
1
2
(γ − 1)M2
)γ/(γ−1)
,
ptot,∞ = p∞
(
1 +
1
2
(γ − 1)M2∞
)γ/(γ−1)
,
and the total pressure loss
Total pressure loss (W (x)) :=
ptot,∞ − ptot (W (x))
ptot,∞
= 1− ptot (W (x))
ptot,∞
.
The value p∞ is given in Section 2.3 and pressure p is determined by the equation of
state (2.3). For inviscid incompressible flow the total pressure loss vanishes. Hence,
this distribution is an in indicator for the accuracy of the numerical scheme.
6.3 Example 1: CASE 9, RAE 2822
The first example considered is a classical well known test case from the litera-
ture (see e.g. [13]) denoted by CASE 9. The relevant physical conditions are:
 Geometry: RAE 2822 airfoil
 Reynolds number: Re = 6.5 · 106
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Coarse Medium Fine
Mesh size 320× 64 640× 128 1280× 256
No. of quadrilaterals 20480 81920 327680
CFLinit 10 10 10
γ 5 5 5
CFLmean,max 1000 1000 1000
CFLturb,max 1000 1000 1000
Multigrid cycle (mean, turb) 4w, 4w 4w, 4w 4w, 4w
Number of domains 4 8 24
Work units: V1 1455 19056 207168
Work units: V2 1482 18240 193178
Work units: V3 840 10872 117528
Work units: V4 777 10200 107976
Table 6.1: Mesh data and parameters for the test case CASE 9, RAE2822
 Inflow Mach number: M∞ = 0.73
 Angle of attack: AoA = 2.79 °.
Turbulence is modeled using the Spalart-Allmaras model (2.52). We perform the
computations on a sequence of C-type structured meshes described in Table 6.1. A
plot of the finest mesh in a neighborhood of the airfoil is given in Figure 6.1 (left).
The outer boundary of the domain is located 20 chord lengths away from the airfoil.
This test case represents a basic flow case which exhibits a shock at the upper surface
of the airfoil. This can be observed in the Cp distribution in Figure 6.3 (left).
To approximate a solution of the corresponding set of algebraic equations (3.97),
we apply the algorithm corresponding to Theorem 5.3.1 together with a variation
in the stopping criterion and either (5.41) or (5.42). In detail, we investigate the
four following variants:
 V1: Algorithm (5.41) is applied together with algorithm (5.36) using 5 sym-
metric sweeps.
 V2: Algorithm (5.41) is applied together with algorithm (5.36) using 3 sym-
metric sweeps.
 V3: Algorithm (5.42) is applied together with algorithm (5.36) using 5 sym-
metric sweeps.
 V4: Algorithm (5.42) is applied together with algorithm (5.36) using 3 sym-
metric sweeps.
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Figure 6.1: Left: Mesh of RAE 2822, 1280×256, right: Convergence history CASE
9, RAE 2822
Remark 6.3.1 Freezing the preconditioner means not only that the block sparse
matrix is just constructed on the first stage, but also the block LU-decomposition
required in (5.36) to evaluate Tri−1Li is only computed on the first stage.
The relaxation parameter in (5.29) and (5.30) is chosen by ε = 1/2. Table 6.1
summarizes further chosen algorithmic parameters as well as work units required
until the iteration was stopped by the convergence criterion (6.3).
The results obtained suggest that for this test case the number of sweeps, either 3
or 5, has only minor impact on the total computational time. But a view on the work
units shows that these can be reduced by about a factor of two, when comparing
variant V1 with V3 and V2 with V4. A loss of robustness or any other drawback
of (5.42) compared with (5.41) was not observed.
The convergence histories of the drag and lift coefficients are shown in Figure 6.2 (left).
The work units are given in Table 6.1, and a plot of work units over number of mesh
points is shown in Figure 6.2 (right). It can be observed that we have a scaling that
is roughly in between O(N) and O(N2).
Figure 6.3 shows the Cp and Cf distributions compared with experimental data
given in [13], which are in good agreement. Unfortunately, trying to increase the
depth of the multigrid cycle, in particular for the finest computational mesh, failed.
These observations are indicators that further research in multigrid, and in partic-
ular the construction of coarse grid levels is required. Nevertheless, in a first step
a much better understanding for the interaction of all these several algorithmical
components is needed.
Remark 6.3.2 Freezing the preconditioner on the first stage seems to be an appro-
priate approach to save computational time for an overall more efficient method.
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Figure 6.2: Left: Convergence history for lift coefficient and drag coefficient, right:
Work units for RAE 2822
Figure 6.3: Left: Cp distribution for CASE 9, RAE 2822, right: Cf distribution
6.4 Example 2: MDA30P30N
To confirm the observation and conclusion of Section 6.3 we consider the high-lift
configuration MDA30P30N. Compared to Section 6.3 this example represents other
flow effects. It is a multi-element airfoil at high angle of attack characterized by
incompressible and strong local compressible effects and regions of large separation.
The meshes were generated by the SOLAR hybrid mesh generator [53]. To this end
they are unstructured but consist of purely quadrilateral elements. A plot of the
194 CHAPTER 6. EXAMPLES
Coarse Medium Fine
No. of points 119510 240955 485832
lift coefficient 4.089312 4.122349 4.136353
drag coefficient 5.213078e-02 5.129756e-02 5.080194e-02
CFLinit 10 10 10
γ 5 5 5
CFLmean,max 1000 1000 1000
CFLturb,max 1000 1000 1000
Multigrid cycle (mean, turb) 4w, 3v 4w, 3v 4w, 3v
Number of domains 24 24 24
Work units: V1 74328 158136 423192
Work units: V3 40824 84528 269760
Table 6.2: Data for the test case MDA30P30N
finest mesh is given in Figure 6.4 (left). The physical parameters of the test case
are as follows (see [37]):
 Geometry: MDA30P30N airfoil
 Reynolds number: Re = 9.0 · 106
 Inflow Mach number: M∞ = 0.2
 Angle of attack: AoA = 16.0 °.
Turbulence is modeled using the Spalart-Allmaras model (2.52). Though represent-
ing a high lift test case vortex correction was not used. Instead the farfield boundary
is located 100 chord lengths away from the airfoil. The choice of the parameter set-
tings, the number of points as well as computed lift and drag coefficients are given
in Table 6.2. The relaxation parameter in (5.29) and (5.30) is chosen by ε = 1/2.
Due to the negligible effect on the number of sweeps in the total computational time
observed in the example of Section 6.3, only a fixed number of sweeps, namely 5
together with either (5.41) or (5.42) is investigated. A comparison of the work units
given in Table 6.2 confirms the observation that freezing the preconditioner on the
first Runge-Kutta stage gives roughly a speed-up of a factor two while an impact
on the robustness of the solution method cannot be observed.
Convergence of the residual and the force coefficients is shown in Figure 6.4 (right)
and Figure 6.5 (left). Work units are plotted in in Figure 6.5 (right). Linear scala-
bility O(N) of the algorithm shown is observed both for frozen and non-frozen pre-
conditioner. With increasing mesh density the approximate linear scaling of O(N)
deteriorates.
Finally, a plot of the Cp and Cf distributions and comparison with experimental
data available from [37] is given in Figure 6.6. These are in good agreement.
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Figure 6.4: Left: Fine mesh of MDA30P30N, right: Convergence history
Figure 6.5: Left: Convergence history for lift and drag coefficient, right: Work units
for MDA30P30N
Remark 6.4.1 Having settled one major contributing factor to the total computa-
tional time, namely the construction of the preconditioner Prec, we now consider
the frozen variant (5.42) as standard. This puts us into the position to consider 3D
test cases, which require inherently much more computational resources.
6.5 Example 3: DPW III, Case 2, Wing 1
As an initial 3D test case we consider flow over a wing originally considered at the
third Drag Prediction Workshop.
Data describing the meshes and parameters are given in Table 6.3. A plot of the
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Figure 6.6: Left: Cp distribution for MDA30P30N, right: Cf distribution
Figure 6.7: Fine mesh of DPW III Wing 1
finest surface mesh is given in Figure 6.7. The relevant physical conditions of the
flow are
 Geometry: Drag Prediction Workshop III, Case 2, Wing 1
 Reynolds number: Re = 5.0 · 106
 Inflow Mach number: M∞ = 0.76
 Angle of attack: AoA = 0.5 °.
Turbulence is modeled using the Spalart-Allmaras model (2.52). We use this test
case to investigate the influence of the relaxation parameter ε introduced in (5.29)
6.5. EXAMPLE 3: DPW III, CASE 2, WING 1 197
Coarse Medium Fine
No. of points 2174364 5288507 10150588
No. of Tetrahedra 6710084 10672069 15052013
No. of Prisms 1976700 6784770 14931077
No. of Pyramids 0 0 115
No. of surface triangles 162314 297914 454484
No. of surface quadrilaterals 2820 6090 11240
drag coefficient(p) 1.494445e-02 1.466697e-02 1.470134e-02
drag coefficient(v) 6.063326e-03 6.101706e-03 6.106965e-03
drag coefficient 2.10077e-02 2.076867e-02 2.080831e-02
lift coefficient 4.730909e-01 4.765350e-01 4.783592e-01
CFLinit 10 10 10
γ 1.5 1.5 1.5
CFLmean,max 1000 1000 1000
CFLturb,max 1000 1000 1000
Multigrid cycle (mean, turb) 4w, 3v 4w, 3v 4w, 3v
Number of domains 96 120 180
Work units: V3, ε = 1 715968 1513200 2916000
Work units: V3, ε = 7/10 614016 1299240 2627280
Table 6.3: Mesh data for the test case DPW III: Case 2, Wing 1
and (5.30). In general, from our experience for large scale 3D flows, over-relaxation
is not stable. For the wing flow the relaxation parameter could be reduced on all
three meshes considered from ε = 1 to ε = 7
10
. Work units given in Table 6.3 show
that the computational time can be reduced by 10% – 15% by the reduction of ε.
The reason is that the number of multigrid cycles required to hit the truncation
criterion (6.3) using over-relaxation could be reduced by about 10% on all three
meshes. The convergence history is shown in Figure 6.8 for ε = 7/10 (right) and
for ε = 1 (left).
Remark 6.5.1 From this investigation we conclude that the over-relaxation param-
eter ε used in (5.29) and (5.30) has impact on the convergence. Observed that the
gain in efficiency choosing ε < 1 for this and many other 3D flow cases is negligible
compared to the influence of other parameters (e.g. multigrid cycle), we conclude
that choosing ε < 1 is not worthwhile to consider. In particular not when one
considers the induced instabilities to the algorithm in particular for 3D test cases.
Hence, for all following 3D test cases we choose ε = 1.
To approximate a good initial guess, a full multigrid approach has been followed.
This is indicated by the minus numbering in the plots of Figure 6.8. Starting on the
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coarsest considered level, an initial guess for the next finer mesh is approximated.
In particular for 3D flows it turned out that full multigrid is often a necessary
approach for the finding of a good initial guess, stabilizing significantly the whole
solution algorithm.
The convergence history of the force coefficients given in Figure 6.9 (left) shows
that on all three meshes roughly 50 multigrid cycles are required to reach stable lift
and drag coefficients. Figure 6.9 (right) shows the required work units. A plot of
Cp and Cf distribution at the 55% span location is given in Figure 6.10.
Figure 6.8: Convergence history for DPW III, Case 2, Wing 1 and ε = 1 (left)
and ε = 7
10
(right)
Figure 6.9: Left: Convergence history for DPW III of lift and drag coefficient, right:
Work units for DPW III, Wing 1
6.6. 3D TRANSONIC TURBULENT FLOW 199
Figure 6.10: Computed Cp (left) and Cf (right) distribution for coarse and fine
mesh at the 55% span location
6.6 Example 4: Transonic turbulent flow over a
common research model
Hybrid meshes Hexahedral meshes
Level No. of Tetrahedra No. of Prisms No. of Hexahedrons No. of points
L1 2555904 425984 638976 660177
L2 8626176 1437696 2156544 2204089
L3 20766720 3301376 5111808 5196193
L4 69728256 11261952 17252352 17441905
L5 166133760 26411008 40894464 41231169
Table 6.4: Mesh data for DPW5 CRM
As a further test case we consider a sequence of meshes representing a wing body
configuration. We use this test case for several investigations. This test case was
considered at the fifth AIAA Drag Prediction Workshop. The considered original
meshes are block-structured. A sequence of hybrid meshes were generated from the
pure hexahedral meshes. A detailed description of the meshes can be found in [110].
A plot of the L4 surface mesh is given in Figure 6.14 (left). Here we use meshes
described in Table 6.4. For the sequence of meshes we searched for the angle of
attack such that a target lift coefficient of CL = 0.5 is reached. The target lift com-
putation was stopped as soon as the lift coefficient is in the interval [0.4999, 0.5001].
The relevant physical conditions are:
 Geometry: Wing-body configuration, fifth AIAA Drag Prediction Workshop
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 Reynolds number: Re = 5.0 · 106
 Inflow Mach number: M∞ = 0.85
 Target CL = 0.5.
Turbulence is modeled using the Spalart-Allmaras model (2.52). The algorithm pa-
rameters are given in Tables 6.5, 6.6 and 6.7. We consider here only the convergence
histories for the final angle of attack.
6.6.1 Influence of choice of gradients
Level L1 L2 L3
drag coefficient(p) 1.4164 · 10−2 1.3391 · 10−2 1.3253 · 10−2
drag coefficient(v) 1.0789 · 10−2 1.0968 · 10−2 1.1024 · 10−2
drag coefficient 2.4953 · 10−2 2.4359 · 10−2 2.4277 · 10−2
AoA 2.27° 2.1484° 2.12°
CFLinit 3 3 3
γ 1.1 1.1 1.1
CFLmean,max 1000 1000 1000
CFLturb,max 1000 1000 1000
Multigrid cycle (mean, turb) 4w, 3v 4w, 3v 4w, 3v
Number of domains 24 48 72
Table 6.5: DPW5 CRM: Parameters and computed forces for hexahedral meshes
for target lift coefficient CL = 0.5 using TSL gradients (3.64)
First of all, we investigate the accuracy of the discretization with respect to the dif-
ferent gradient approximations (3.64) and (3.63) required for the viscous and source
terms. Using gradient approximation (3.64) gives agreement of the discretization
and the derivative terms used in the preconditioner. On the other hand, compar-
ing results given for hexahedral meshes L1, L2 and L3 shown in Figure 6.11, it is
observed that the convergence histories of (3.64) and (3.63) are similar. However,
when comparing the results for gradient approximations (3.64) in Table 6.5 with re-
sults given in [50] we notice that the drag coefficient and angle of attack are slightly
too low.
This test case demonstrates that the systematic error introduced using TSL gra-
dients (3.64) (see Lemma 3.4.8) can have impact on the determined approximate
solution yielding deviations in drag and lift coefficients. Hence, using such approx-
imations should be handled with care.
Therefore, at least for the mean flow equations we always use gradient approxi-
mation (3.63). Then the determined angle of attack and drag coefficient given in
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Figure 6.11: DPW5 CRM, left: Convergence history using (3.64) in the discretiza-
tion, right: Convergence history using (3.63) in the discretization
Tables 6.6 and 6.7 for both the hexahedral and hybrid meshes are in good agree-
ment with results shown in [50]. A plot of the Cp distribution for the hexahedral
L1 and L3 meshes is shown in Figure 6.13 (right).
6.6.2 Assessment of low cost smoother
Level L1 L2 L3 L4 L5
drag coefficient (p) 1.4655 · 10−2 1.3673 · 10−2 1.3483 · 10−2 1.3365 · 10−2 1.3330 · 10−2
drag coefficient (v) 1.0677 · 10−2 1.1134 · 10−2 1.1302 · 10−2 1.1431 · 10−2 1.1478 · 10−2
drag coefficient 2.5332 · 10−2 2.4807 · 10−2 2.4785 · 10−2 2.4796 · 10−2 2.4808 · 10−2
AoA 2.364° 2.193° 2.158° 2.133° 2.1245°
CFLinit 3 3 3 2 2
γ 1.1 1.1 1.1 1.05 1.05
CFLmean,max 1000 1000 1000 250 50
CFLturb,max 1000 1000 1000 250 50
Multigrid cycle (mean, turb) 4w, 3v 4w, 3v 4w, 3v 3v, 2v 3v, 2v
No. of domains 24 48 72 192 384
Table 6.6: DPW5 CRM: Parameters and computed forces for hexahedral meshes
for target lift coefficient CL = 0.5
So far, for all test cases considered we used a simplified ”low cost smoother” de-
scribed in Theorem 5.3.1. Turning now to mesh refinement studies for 3D flow
simulations, it is the intention to show that these simplifications may yield a signif-
icant loss in robustness of the solution methods.
Noted in Tables 6.6 and 6.7 for the hybrid L5 mesh it was necessary to reduce the
CFL number to 250, and for the hexahedral L4 and L5 mesh we had to reduce the
CFL number to 250 and 50 resp. Additionally, let us comment on the convergence
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Level L1 L2 L3 L4 L5
drag coefficient(p) 1.6112 · 10−2 1.4335 · 10−2 1.3792 · 10−2 1.3531 · 10−2 1.3421 · 10−2
drag coefficient(v) 1.0333 · 10−2 1.0830 · 10−2 1.0964 · 10−2 1.1236 · 10−2 1.1330 · 10−2
drag coefficient 2.6445 · 10−2 2.5165 · 10−2 2.4756 · 10−2 2.4767 · 10−2 2.4751 · 10−2
AoA 2.314° 2.1892° 2.168° 2.1355° 2.127°
CFLinit 3 3 3 3 2
γ 1.1 1.1 1.1 1.1 1.05
CFLmean,max 1000 1000 200 1000 250
CFLturb,max 1000 1000 50 1000 250
Mult. cycle (mean, turb) 4w, 3v 4w, 3v 4w, 3v 4w, 3v 3v, 2v
Number of domains 24 48 72 192 384
Table 6.7: DPW5 CRM: Parameters and computed forces for hybrid meshes for
target lift coefficient CL = 0.5
Figure 6.12: DPW5 CRM, left: Convergence history for hybrid meshes, right: Work
units for variation of methods and grids
history shown for the hexahedral L5 mesh given in Figure 6.13 (left). Unfortunately,
only after about 4000 multigrid cycles it was possible to increase the CFL number
manually up to 50. So, the process of this computation cannot be interpreted as
reliable. And, additionally, an approach to find a maximum CFL number is re-
quired. It can be doubted that such a method exists in general (see Section 5.1.7
for a more detailed discussion). An even better way out is to find a way to remove
the strong sensitivity with respect to the final CFL number. Moreover, the reduc-
tion of the CFL numbers explain the loss of scaling of the algorithms indicated in
Figure 6.12 (right), where the complexity of different variations of the algorithms
are considered.
Quite obviously, the complexity of the algorithm varies in between O(N) and O(N2)
except for the hybrid L5 mesh, shown in Figure 6.12 (right). For this mesh both a
reduction of the CFL number and a reduction of the multigrid cycle were necessary
6.6. 3D TRANSONIC TURBULENT FLOW 203
Figure 6.13: DPW5 CRM, left: Convergence history for L5 hexahedral mesh,
right: Computed Cp distribution for hexahedral L1 and L3 mesh at the 50.2%
span location
to converge this test case 14 orders of magnitude. This explains the tremendous
increase in complexity for the L5 mesh. Furthermore, it is observed that for this
test case the loss of robustness is more severe for the hexahedral meshes. This
observation, in particular the loss of robustness of multigrid, goes along with other
results presented in the literature (see [69]). Nevertheless, at least it was possible
to converge both sequences of meshes given in Table 6.4 to machine accuracy using
an agglomeration multigrid together with a smoother described in Theorem 5.3.1.
We conclude, considering mesh refinement studies in 3D increasing systematically
the number of degrees of freedom yielding more accurate solutions, in general may
lead to both a loss of scalability and robustness of the algorithm suggested in The-
orem 5.3.1.
We use this test case to show, that one possible way to overcome the loss in robust-
ness is to avoid simplifications of the smoother.
6.6.3 Assessment of Newton kind smoother
Instead of considering a severe simplification of the smoother, we now apply directly
the Implicit Runge-Kutta smoother given by Algorithm 3. For simplicity we denote
this smoother as Newton-GMRES, though being aware of the fact that it represents
some kind of damped or regularized Newton method. We truncate the GMRES
Algorithm 5.2.1 after 20 iterations. To determine (6.2a) and (6.2b) we chose
CFLinit = 3, CFLmean,max = 1000, CFLturb,max = 1000, γ =
3
2
.
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The convergence history is shown in Figure 6.14 (right). Hence, eliminating the
simplification introduced by Theorem 5.3.1 it is possible to reach higher levels of
CFL numbers indicating an improvement of the robustness of the overall solution
strategy.
It is not unexpected that simplifications in a solution algorithm moving it further
away from Newton’s method can have rather serious detrimental effects on the
convergence and robustness. These effects may often only be observed with respect
to mesh refinement studies for 3D test cases. Hence, this is a suitable example
demonstrating such an effect. Being aware of such a behavior it is necessary to
have these kinds of Newton algorithms available in a computer code approximating
solutions of the RANS equations. It can be assumed that with an increase of mesh
size, that is an increase of the number of degrees of freedom, such behavior is
reproducible for many other examples.
Figure 6.14: Left: Hexahedral L4 mesh of DPW5 CRM Right: Convergence history
of using Algorithm 3 as smoother
6.7 Example 5: High-lift Prediction Workshop
II, Case 2a
To confirm the necessity of regularized Newton kind algorithms, we consider a test
case from the second High-lift Prediction Workshop. High Reynolds number turbu-
lent flows at low Mach number and high angle of attack are of particular importance.
An aircraft in landing configuration is a typical example of such a simulation sce-
nario. For compressible flow solvers the simulation of such flows is a challenge in
itself. On the one hand often large regions of separations and vortices can be ob-
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served, on the other hand the mixture of compressible and incompressible effects
make the simulation of such flows even harder. The relevant physical conditions are
 Geometry: Case 2a, High-lift Prediction Workshop II
 Reynolds number: Re = 1.35 · 106
 Inflow Mach number: M∞ = 0.175
 Angle of attack: AoA = 7.0 °.
Turbulence is modeled using the Spalart-Allmaras model (2.52). The number of
degrees of freedom are about 10.2 · 106. It is often observed that for these flow
simulations it is very hard to obtain a converged (machine accurate) result [83, 82].
Figure 6.15: Left: Surface mesh, right: Convergence history
To conclude that there does not exist a steady state seems often to be short sighted.
We give here an example where at least within in our code framework, only a
smoother based on Newton’s method was able to find the steady state solution.
Figure 6.15 (left) shows the surface mesh, and Figure 6.15 (right) the convergence
histories for two different solution algorithms. The first order preconditioned Runge-
Kutta smoother (see Theorem 5.3.1) made the simplification that the number of
Krylov steps is zero. Hence, algorithm (5.41) is used to approximate the steady state
solution. The corresponding convergence history shown in Figure 6.15 (right) is the
one with the filled symbols. The consequence of this simplification of the nonlinear
multigrid smoother is that convergence could not be obtained, though trying several
parameter choices such as different CFL numbers. Finally, we must admit that
within our implementation it was not possible to reach a machine accurate solution
using algorithm (5.41).
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Working with a method where the number of Krylov steps was set to 20, that is
the nonlinear multigrid smoother Algorithm 3 is used, without major issues and a
CFL number of 250 a fully converged solution could be obtained. This is shown
in Figure 6.15 (right). The corresponding convergence history is the one with the
non-filled symbols. Hence, this example presents again the importance to have the
full scope of methods to solve nonlinear problems available.
6.8 Example 6: 3D three element high lift wing-
body configuration
No. of points 10733766
No. of Tetrahedra 11590308
No. of Prisms 17128338
No. of Pyramids 1523
No. of surface triangles 628690
No. of surface quadrilaterals 23933
CFLinit 10
γ 1.5
CFLmean,max 250
CFLturb,max 50
Multigrid cycle (mean, turb) 3v, 2v
Number of domains 192
Table 6.8: 3D three element wing-body configuration: Mesh data and parameters
One may argue that the necessity to obtain fully converged result is more from
theoretical nature than a practical one. On the other hand, it is obvious that a none
converged solution has an unknown error component with an unknown impact on
the relevant physical data. To demonstrate, in which way such an error component
can influence data of interest, is the goal of this example.
We consider a 3D high lift configuration. The computational grid available as well
as the parameter setting are described in Table 6.8. The mesh was generated with
CENTAUR [29]. A visualization from the top and front of the computational mesh
is given in Figure 6.16. The relevant physical conditions are
 Geometry: 3D high lift wing-body configuration
 Reynolds number: Re = 15.495 · 106
 Inflow Mach number: M∞ = 0.1816
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 Angle of attack: AoA = 24.0 °.
Turbulence is modeled using the Spalart-Allmaras model (2.52). At the 50% span
location a plot of the Cp and Cf distributions is given in Figure 6.17 and the
convergence history is shown in Figure 6.18.
Figure 6.16: Mesh of high lift 3D three element wing-body configuration in front
view (left) and top view (right)
Figure 6.17: Computed Cp (left) and Cf (right) distribution of high lift 3D three
element wing-body configuration at the 50% span location
In the convergence history shown in Figure 6.18 there is substantial slowdown of
the residual decrease after an initial drop of the residual of about 6 orders of mag-
nitude. It takes about 1000 multigrid cycles until the residual drops again with its
asymptotic convergence rate. Though it is unknown what causes this behavior of
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Figure 6.18: Convergence history for high lift 3D three element wing-body config-
uration
Figure 6.19: Computed Cf distribution (left) of high lift 3D three element wing-
body configuration at the 97% span location and difference of Cf near wing tip for
different residual reductions
the solution algorithm, it can be assumed that certain flow features described by
equations (2.1a) and (2.18) have not developed after the initial drop of the residual
of about 6 orders of magnitude. As a confirmation of this assumption a plot of
the Cf distribution at the 97% span location is given in Figure 6.19 (left). Here
the Cf distribution before the slowdown (residual drop of about 6 orders), after the
slowdown (residual drop of about 7 orders) and for the final solution (residual drop
of about 14 orders) is shown. Whereas the Cf distribution after the slowdown and
for the final solution do not show major differences, there is a significant difference
between the final solution and the approximate solution before the slowdown. As
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can be seen by Figure 6.19 (right) the size of the separation on the flap at the wing
tip is smaller for the final solution when compared with the approximate solution
after a residual reduction of about 6 orders. As soon as the final convergence rate is
reached, the difference between the approximate solution and final solution seems
to be negligible. Hence, it can be assumed that for this experiment an adequate ap-
proximate solution is given for a residual reduction of about 7 orders of magnitude.
However, this conclusion can only be made because we have knowledge about the
full convergence history and final solution. It is clear that premature stopping of the
iteration may yield flow predictions significantly differing from the final solution of
boundary value problems corresponding to equations (2.1a) and (2.18) with respect
to the discretization considered in this thesis.
6.9 Investigations for the incompressible limit
It is not only the goal of this Section to investigate the modifications presented
in Section 3.3, but, additionally, to investigate the accuracy of the different dis-
cretization schemes. Unfortunately, analytic solutions are not available for any of
the examples considered. In this regard, there is no objective argument for evaluat-
ing the accuracy of the different discretization strategies. Therefore, at the outset,
we are not in a position to conclude that one discretization strategy yields a more
accurate result than another one. Naturally, when possible we evaluate accuracy
with respect to experience and expectations.
On the other hand, to give some objective guidance, we extrapolate from the com-
puted data a data point corresponding to an infinitely fine mesh together with an
approximate order of the method. For this purpose we solve the following system
of equations
fi(c∞, κ, ω) = ‖c∞ − ci,comp.‖ − κ
(
1
(nDOFi)
1/dim
)ω
, i = 1, 2, 3. (6.4)
Here, dim denotes the space dimension, and the term 1/ (nDOF)1/dim corresponds
to the mesh size; that is, we assume that the mesh size behaves like
h ∼ 1/ (nDOF)1/dim , (6.5)
and nDOF denotes the number of degrees of freedom. For a method of order ω in
the asymptotic regime the estimate
‖c∞ − ccomp.‖ ≤ κ · hω, κ ≥ 0, (6.6)
holds true. For the unknowns c∞, κ and ω we reformulate estimate (6.6) as the
system of three equations (6.4). Having three values of ci, i = 1, 2, 3, for a given
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sequence of three meshes satisfying that the mesh sizes behave as
hi ∼ 1/ (nDOFi)1/dim ,
we need to solve for a root of system (6.4) to determine the three unknowns. This
analysis was done for the NACA 0012 airfoil test case, and for the transonic turbu-
lent flow over the Common Research Model. The computed results for the extrap-
olated force coefficient c∞ as well as the corresponding order of convergence ω and
constant κ on an infinite mesh can be found in the Tables 6.10 and 6.12.
Before for these test cases an analysis based on (6.4) is performed, a short consid-
eration about the expected order of convergence ω is required. Note the following
facts:
a) The order of the discretization of the convective terms can only be shown to
be of second order under special circumstances, for example a Cartesian mesh.
b) Gradients used to discretize the viscous terms are in general only exact for
linear functions on Cartesian meshes (see Lemma 3.4.4).
c) In general, the geometries of all considered test cases have corners and edges.
Hence, the surface boundary of all geometries cannot be represented by a
differentiable function.
d) Smoothness assumptions of solutions for the boundary value problems formu-
lated in Section 2.4 are in general not possible.
These are reasons to conclude that with respect to mesh refinement studies the
formal discretization order of two cannot be expected to be observed for solutions
or values based on solutions. That is, with respect to the discrete solution and
corresponding values such as lift and drag coefficients we only expect convergence
of order one. More examples considering the accuracy towards the incompressible
limit can be found in the article [46]. In this article in particular a turbulent flat
plate case is presented, which exhibits quite exactly convergence of order one. It is
assumed that this is due to the stagnation point singularity.
In the following Sections 6.9.1 – 6.9.4 we give examples for the extension of the
discretization to the incompressible limit presented in Section 3.3. We start with a
basic inviscid flow case to investigate the behavior for inflow Mach numbers down
to Ma∞ = 10−4. Then, we show that the extension of the discretization to the
incompressible limit is applicable to 3D transonic flow cases. As example we re-use
the test case of Section 6.6. And then, in Sections 6.9.3 and 6.9.4 we investigate
the technique for 3D high-lift flows. In particular the NASA Trap wing is discussed
in detail.
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6.9.1 Example 7: Inviscid flow over NACA 0012 airfoil
We consider a inviscid flow over the NACA 00012 airfoil. We perform the compu-
tations on a sequence of C-type structured meshes of dimension 160× 32, 320× 64
and 640× 128. The computed drag and lift coefficients are given in Table 6.9. As
expected the non-modified scheme shows for all meshes a significant loss in accu-
racy starting at about a Mach number of Ma = 0.01. Lower inflow Mach numbers
increase this loss in accuracy. Both the modification of Turkel (see 3.51) and the
one of Rossow and Swanson (see Section 3.3.4) fix this problem, and consistent
drag and lift coefficients are obtained also for the considered inflow Mach numbers
below Ma = 0.01.
Figures 6.20, 6.21 and 6.22 show the distributions for the inflow Mach number 10−4.
Though, as expected, the quality of results improve with higher mesh densities for
the non-modified scheme, even on the finest mesh of size 640× 128 the results are
not acceptable and comparable to the modified schemes. The non-modified scheme
shows in particular a poor behavior on the trailing edge. With respect to Cp–
distribution the modified schemes show comparable results. A closer look at the
total pressure loss shows advantageous behavior of the Rossow/Swanson scheme.
Figures 6.23, 6.24 and 6.25 show the results for Mach number 10−3, Figures 6.26, 6.27
and 6.28 for Mach number 10−2 and Figures 6.29, 6.30 and 6.31 for Mach num-
ber 10−1. It is of no surprise that with increasing the inflow Mach number the
results of the non-modified scheme improve. A closer look at the total pressure loss
for Ma = 10−1 even shows that the non-modified scheme exhibits better results
compared to the Turkel modification. This is confirmed by the result for Ma = 0.3
given in Figures 6.32, 6.33 and 6.34. However, the Rossow/Swanson scheme also
shows for Ma = 0.3 comparable results to the non-modified scheme for all mesh
densities.
Having evaluated the accuracy with respect to expectation, we now use the extrap-
olation method explained in Section 6.9. Using (6.4), we compute the asymptotic
values for the inflow Mach numbers Ma∞ = 0.3,Ma∞ = 10−2 and Ma∞ = 10−4.
The asymptotic values are given in Table 6.10. These values, in particular those
for ω, do not show a clear behavior. There is a discrepancy between the lift and
the drag coefficient. As expected, none of the results show the design order of the
scheme. The results for the non-modified scheme and Ma = 10−4 are so poor, that
the system of equations (6.4) could not be solved. The modification of Turkel shows
for the lift coefficient at all Mach numbers a convergence order of about 1.1 and for
the drag coefficient of about 1.85. The scheme of Rossow/Swanson shows for the lift
coefficient a convergence order of about 0.7 and for the drag coefficient of about 1.9.
Nevertheless, the variety in the results shows that the given sequence of meshes was
probably not suited to determine asymptotic values; that is, the assumptions for
the estimate (6.6) are possibly not satisfied.
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Mesh size Ma∞ Drag coefficient Lift coefficient
160 × 32
0.3
0.1
0.01
0.001
0.0001
Turkel Ro.-Sw. No mod.
6.012 · 10−4 5.930 · 10−4 7.262 · 10−4
5.921 · 10−4 5.882 · 10−4 1.424 · 10−3
5.915 · 10−4 5.884 · 10−4 9.337 · 10−3
5.915 · 10−4 5.884 · 10−4 4.920 · 10−2
5.915 · 10−4 5.884 · 10−4 3.519 · 10−1
Turkel Ro.-Sw. No mod.
0.24481 0.24745 0.25022
0.23374 0.23632 0.24034
0.23250 0.23511 0.23460
0.23250 0.23511 0.17185
0.23249 0.23511 0.11856
320 × 64
0.3
0.1
0.01
0.001
0.0001
Turkel Ro.-Sw. No mod.
3.476 · 10−4 3.195 · 10−4 3.071 · 10−4
3.307 · 10−4 3.035 · 10−4 4.819 · 10−4
3.290 · 10−4 3.011 · 10−4 3.146 · 10−3
3.290 · 10−4 3.010 · 10−4 1.391 · 10−2
3.290 · 10−4 3.010 · 10−4 7.996 · 10−2
Turkel Ro.-Sw. No mod.
0.24631 0.24792 0.25061
0.23510 0.23671 0.24097
0.23384 0.23549 0.23990
0.23383 0.23548 0.20077
0.23382 0.23548 0.07954
640× 128
0.3
0.1
0.01
0.001
0.0001
Turkel Ro.-Sw. No mod.
2.781 · 10−4 2.476 · 10−4 1.913 · 10−4
2.580 · 10−4 2.274 · 10−4 2.174 · 10−4
2.559 · 10−4 2.243 · 10−4 1.250 · 10−3
2.559 · 10−4 2.241 · 10−4 6.448 · 10−3
2.558 · 10−4 2.241 · 10−4 3.361 · 10−2
Turkel Ro.-Sw. No mod.
0.24697 0.24819 0.25085
0.23572 0.23696 0.24119
0.23445 0.23572 0.24101
0.23444 0.23571 0.20084
0.23444 0.23571 0.05032
Table 6.9: NACA 0012: Force coefficients for different Mach numbers
Ma∞ = 0.3 Ma∞ = 0.01 Ma∞ = 0.0001
drag coeff. lift coeff. drag coeff. lift coeff. drag coeff. lift coeff.
Turkel
c∞ 2.5186 · 10−4 0.24749 2.2769 · 10−4 0.23496 2.2749 · 10−4 0.23498
κ 1.0156 0.42129 0.95834 0.31373 0.9508 0.27451
ω 1.8675 1.18442 1.8444 1.13535 1.8424 1.10109
Rossow / Swanson
c∞ 2.2196 · 10−4 0.248554 1.9628 · 10−4 0.236073 1.9601 · 10−4 0.236088
κ 1.3938 0.033598 1.3289 0.021228 1.3220 0.018296
ω 1.9275 0.799701 1.9034 0.724366 1.9020 0.685891
No modification
c∞ 1.4709 · 10−4 0.251234 4.1302 · 10−4 0.24130 no sol. 0.036803
κ 1.6008 0.020188 13.086 102.17439 no sol. 0.923016
ω 1.8557 0.70044 1.7072 2.25543 no sol. 0.417258
Table 6.10: Asymptotic force coefficients for NACA 0012 airfoil
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Figure 6.20: Mesh: 160×32,Ma∞ = 0.0001: Computed Cp (left) and total pressure
loss (right)
Figure 6.21: Mesh: 320×64,Ma∞ = 0.0001: Computed Cp (left) and total pressure
loss (right)
Figure 6.22: Mesh: 640 × 128, Ma∞ = 0.0001: Computed Cp (left) and total
pressure loss (right)
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Figure 6.23: Mesh: 160×32,Ma∞ = 0.001: Computed Cp (left) and total pressure
loss (right)
Figure 6.24: Mesh: 320×64,Ma∞ = 0.001: Computed Cp (left) and total pressure
loss (right)
Figure 6.25: Mesh: 640×128,Ma∞ = 0.001: Computed Cp (left) and total pressure
loss (right)
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Figure 6.26: Mesh: 160× 32, Ma∞ = 0.01: Computed Cp (left) and total pressure
loss (right)
Figure 6.27: Mesh: 320× 64, Ma∞ = 0.01: Computed Cp (left) and total pressure
loss (right)
Figure 6.28: Mesh: 640×128,Ma∞ = 0.01: Computed Cp (left) and total pressure
loss (right)
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Figure 6.29: Mesh: 160 × 32, Ma∞ = 0.1: Computed Cp (left) and total pressure
loss (right)
Figure 6.30: Mesh: 320 × 64, Ma∞ = 0.1: Computed Cp (left) and total pressure
loss (right)
Figure 6.31: Mesh: 640× 128, Ma∞ = 0.1: Computed Cp (left) and total pressure
loss (right)
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Figure 6.32: Mesh: 160 × 32, Ma∞ = 0.3: Computed Cp (left) and total pressure
loss (right)
Figure 6.33: Mesh: 320 × 64, Ma∞ = 0.3: Computed Cp (left) and total pressure
loss (right)
Figure 6.34: Mesh: 640× 128, Ma∞ = 0.3: Computed Cp (left) and total pressure
loss (right)
218 CHAPTER 6. EXAMPLES
6.9.2 Example 8: Transonic turbulent flow over a Common
Research Model
To show the applicability of the different discretization schemes for transonic flows
we reconsider the test case of Section 6.6. Instead of considering the target lift,
for this investigation we consider a fixed angle of attack of 2.2°. For all flow cases
a residual reduction of 14 orders of magnitude was obtained. All three considered
discretization techniques show no problem with respect to convergence. A plot
of the finest grid level used for the investigations with respect to the low Mach
modifications and the convergence histories are shown in Figure 6.35.
The lift and drag coefficients for the schemes are given in Table 6.11. Application
and solution of (6.4) gave the asymptotic values in Table 6.12. For this transonic
test case larger discrepancies in results can only be observed for grid Level L1.
The other grid levels as well as the extrapolated asymptotic values are in good
agreement.
Figure 6.35: Left: Plot of hexahedral L4 mesh of NASA CRM; right: Convergence
histories for hexahedral L4 mesh
6.9.3 Example 9: 3D high lift wing-body configuration
Since we are interested in flows which exhibit both incompressible and compressible
regions, we now reconsider the 3D high-lift flow from Section 6.8. It is our goal to
show that the low Mach modification of Rossow/Swanson is applicable to these
kind of flows. To the author’s experience, it is often these flow cases which are of
interest in practice but where the traditional low Mach modification fails. A plot
of the surface mesh can be found in Figure 6.36 (left).
The convergence history presented in Figure 6.36 (right) shows that using the low
Mach modification of Rossow/Swanson causes no convergence problems, and ro-
bustness of the scheme as well as the observed convergence rate are comparable
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Mesh
drag coefficient
(no modification)
drag coefficient
(mod. Turkel)
drag coefficient
(mod. Rossow/Swanson)
L1 2.442831 · 10−2 2.425625 · 10−2 2.484298 · 10−2
L2 2.499070 · 10−2 2.495923 · 10−2 2.506497 · 10−2
L3 2.517880 · 10−2 2.516215 · 10−2 2.521016 · 10−2
L4 2.534337 · 10−2 2.533301 · 10−2 2.535941 · 10−2
lift coefficient
(no modification)
lift coefficient
(mod. Turkel)
lift coefficient
(mod. Rossow/Swanson)
L1 4.844779 · 10−1 4.792998 · 10−1 4.911367 · 10−1
L2 5.025033 · 10−1 5.020096 · 10−1 5.026062 · 10−1
L3 5.070862 · 10−1 5.068201 · 10−1 5.071321 · 10−1
L4 5.106439 · 10−1 5.104293 · 10−1 5.108746 · 10−1
Table 6.11: Computed drag and lift coefficient of DPW5 Common Research model
No modification Turkel Rossow / Swanson
drag coeff. lift coeff. drag coeff. lift coeff. drag coeff. lift coeff.
c∞ 2.5558 · 10−2 5.1407 · 10−1 2.5534 · 10−2 5.1364 · 10−1 2.5687 · 10−2 5.1508 · 10−1
κ 0.537838 62.55723 0.9511 103.60422 0.057378 26.85162
ω 1.407716 1.7656 1.522156 1.86811 0.929182 1.57627
Table 6.12: Asymptotic force coefficients for NASA CRM of 5th Drag Prediction
Workshop
to the non-modified scheme. The residuals of the scheme of Turkel stalled after
about 6 orders of magnitude. Also, an adaptation of the CFL number or several
other parameters of the solution scheme were not able to prohibit this failure of
convergence. Moreover, the convergence plots of lift and drag coefficient shown in
Figure 6.37 exhibit different values. This is clearly an indicator that for such a
complex flow the discrete solution obtained is not in the asymptotic range. The
difference in the Cp and Cf distributions given in Figure 6.38 confirms this indi-
cation. Nevertheless, this example demonstrates the improved robustness of the
Rossow/Swanson scheme compared to the original Turkel scheme.
Referring to the conclusion made in Section 6.8, we emphasize again the neces-
sity for for fully converged solutions. Hence, the non converged solution of the
Turkel scheme needs to be handled with care and the improved robustness of the
Rossow/Swanson scheme clearly has its advantages.
6.9.4 Example 10: NASA TRAP Wing
As a final example to investigate the extension of the discretization scheme to the
incompressible limit, we examine the NASA Trap Wing considered at the first
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Figure 6.36: 3D high lift wing-body configuration: View on the mesh (left), con-
vergence history (right)
Figure 6.37: 3D high lift wing-body configuration: Convergence history of drag
coefficient (left) and of lift coefficient (right)
Figure 6.38: 3D high lift wing-body configuration: Cp–distribution (left) and Cf–
distribution at the 97% span location with non-modified and modified dissipation
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AIAA High-Lift prediction workshop [83]. For the numerical computations, we
used a sequence of three meshes. The meshes were generated using VGrid and are
marked as UH6 in Table 2 of [83]. Rough data of these meshes is given in Table 6.13.
A surface plot of the finest mesh used is given in Figure 6.40 (right). The physical
Mesh No. of points No. of elements
Coarse (C) 3727008 10169092
Medium (M) 11047965 38017477
Fine (F) 32445391 127443165
Table 6.13: NASA TRAP Wing: Mesh data
parameters of the test case are as follows:
 Geometry: NASA TRAP Wing
 Reynolds number: Re = 4.3 · 106
 Inflow Mach number: M∞ = 0.2
Computations were done for the angles of attack 13°, 28°, 32°, 34°and 37°. Note
that for all numerical experiments a residual reduction of 14 orders of magnitude
was possible, even for the fully separated flow at 37°angle of attack. None of the
computed solutions showed dependency on the initial conditions, and a standard
procedure using full multigrid for the start-up phase was successful in all compu-
tations. Also, though tried for a given discretization on a given mesh, multiple
solutions were not obtained as reported by Kamenetskiy et al [33]. Figure 6.39
shows some of the convergence histories only on the finest mesh considered, in par-
ticular for the highest angle of attacks 34°and 37°as well as for the 28°case. For the
coarser meshes convergence of the computations was in general straightforward, and
on all meshes a CFL number between 100 and 1000 could be reached.
The determined force coefficients of lift and drag are given in Table 6.14. A plot of
the CL(α) branch is given in Figure 6.41, and comparisons with measurements are
done. It can be directly observed that for the given grids, that is a given resolution,
the behavior of the non-modified scheme and the modified scheme for high angles
of attack is totally different. The non-modified discretization predicts a maximum
lift between 34°and 37°, whereas the modified scheme exhibits the maximum lift
between 32°and 34°. In particular, the medium mesh shows for the modified scheme
an unexpected behavior, which does not correspond to the results for the coarse and
the fine mesh. The differences for all other angles of attack for both discretizations
are minor.
Cp distributions are shown at the 50% and 98% wing section and compared with
experimental data. For the angle of attack 13°these distributions are given in Fig-
ures 6.42, 6.43 and 6.44, for the angle of attack 28°in Figures 6.45, 6.46 and 6.47,
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Figure 6.39: Convergence histories for NASA TRAP Wing
no diss. mod. diss. mod. Ros.-Swan.
AoA Mesh drag coeff. lift coeff. drag coeff. lift coeff.
C 3.285988 · 10−1 1.973706 3.253006 · 10−1 1.989436
13° M 3.270158 · 10−1 2.010587 3.275418 · 10−1 2.022306
F 3.288310 · 10−1 2.028653 3.275920 · 10−1 2.027132
C 6.689967 · 10−1 2.812827 6.663658 · 10−1 2.823602
28° M 6.819167 · 10−1 2.899304 6.843836 · 10−1 2.909559
F 6.892306 · 10−1 2.931708 6.871403 · 10−1 2.928343
C 7.598812 · 10−1 2.939004 7.498742 · 10−1 2.876154
32° M 7.770928 · 10−1 3.036963 7.305732 · 10−1 2.488504
F 7.791266 · 10−1 3.064850 7.720406 · 10−1 3.036663
C 8.028974 · 10−1 2.933732 7.564492 · 10−1 2.234626
34° M 8.124077 · 10−1 3.046266 6.588863 · 10−1 1.644493
F 8.146982 · 10−1 3.091051 7.689900 · 10−1 2.196198
C 8.387106 · 10−1 2.078015 8.042444 · 10−1 1.871872
37° M 8.260612 · 10−1 1.943235 7.927863 · 10−1 1.657968
F 8.351719 · 10−1 1.895830 8.251337 · 10−1 1.844026
Table 6.14: Computed drag and lift coefficients for NASA Trap Wing
for the angle of attack 34°in Figures 6.48, 6.49 and 6.50, and for the angle of attack
37°in Figures 6.51, 6.52 and 6.53.
For the 13°and 28°cases the Cp-distribution at the 50% looks similar for all mesh
sizes. For the 98% wing section an assertion is not straightforward, and the results
are difficult to compare. Obviously, the differences on the main wing and the flap
are larger when compared with the slat. Due to the offset to the experimental data,
an assertion with respect to accuracy cannot be done. In particular, on the finest
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mesh considered there is again good agreement for the Rossow/Swanson modified
and the non-modified schemes.
The situation changes dramatically when considering the 34°case. Already observed
in the lift coefficient (see Figure 6.41), the non-modified scheme predicts a signif-
icantly different lift than the Rossow/Swanson modified scheme. This goes along
with the observation that for all meshes the computed Cp distribution looks differ-
ent on the slat, the main wing and on the flap. Moreover, the non-modified scheme
represents significantly better the experimental data than the Rossow/Swanson
modified scheme. The differences in the computed flow fields are further illus-
trated in Figure 6.54. In the left figure the streamlines of the velocity field for the
non-modified scheme are given. The prediction of the flow field is smooth with-
out large separations. This situation is totally different when compared with the
flow field computed with the Rossow/Swanson modified scheme. Here, the velocity
streamlines predict a huge separation over the wing. Again, note that both fig-
ures represent fully converged solutions on the given grid. They are different with
respect to the discretization of the artificial viscosity terms.
For the 37°cases, in particular on the finest mesh, both schemes predict about the
same Cp-distribution. Also, as shown in Figure 6.55, the streamlines of the flow
for the non-modified scheme and the modified one are in good agreement, and both
discrete solutions predict a large flow separation over the wing. Though the flow is
fully separated, the obtained steady-state solution still shows quite good agreement
with the experimental data. Due to the complexity of the flow and since it can be
assumed to be fully separated and unsteady, such an agreement might be accidental.
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Figure 6.40: NASA TRAP Wing: View on the mesh
Figure 6.41: NASA TRAP Wing: Representation of CL(α) branch without dissipa-
tion modification (left) and with dissipation modification(right)
6.9. INVESTIGATIONS FOR THE INCOMPRESSIBLE LIMIT 225
Figure 6.42: NASA TRAP Wing, coarse mesh: Cp–distribution at the 50%(left)
and 98%(right) wing position and angle of attack 13°
Figure 6.43: NASA TRAP Wing, medium mesh: Cp–distribution at the 50%(left)
and 98%(right) wing position and angle of attack 13°
Figure 6.44: NASA TRAP Wing, fine mesh: Cp–distribution at the 50%(left) and
98%(right) wing position and angle of attack 13°
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Figure 6.45: NASA TRAP Wing, coarse mesh: Cp–distribution at the 50%(left)
and 98%(right) wing position and angle of attack 28°
Figure 6.46: NASA TRAP Wing, medium mesh: Cp–distribution at the 50%(left)
and 98%(right) wing position and angle of attack 28°
Figure 6.47: NASA TRAP Wing, fine mesh: Cp–distribution at the 50%(left) and
98%(right) wing position and angle of attack 28°
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Figure 6.48: NASA TRAP Wing, coarse mesh: Cp–distribution at the 50%(left)
and 98%(right) wing position and angle of attack 34°
Figure 6.49: NASA TRAP Wing, medium mesh: Cp–distribution at the 50%(left)
and 98%(right) wing position and angle of attack 34°
Figure 6.50: NASA TRAP Wing, fine mesh: Cp–distribution at the 50%(left) and
98%(right) wing position and angle of attack 34°
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Figure 6.51: NASA TRAP Wing, coarse mesh: Cp–distribution at the 50%(left)
and 98%(right) wing position and angle of attack 37°
Figure 6.52: NASA TRAP Wing, medium mesh: Cp–distribution at the 50%(left)
and 98%(right) wing position and angle of attack 37°
Figure 6.53: NASA TRAP Wing, fine mesh: Cp–distribution at the 50%(left) and
98%(right) wing position and angle of attack 37°
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Figure 6.54: NASA TRAP Wing: Streamlines of xz-velocity at the 50% wing posi-
tion and angle of attack 34°
Figure 6.55: NASA TRAP Wing: Streamlines of xz-velocity at the 50% wing posi-
tion and angle of attack 37°
6.10 Example 11: Laminar flow over NACA0012
airfoil
So far, for all examples shown we have not yet exploited the full algorithmical
potential suggested in Figure 5.1. This example is dedicated to this topic. It
corresponds to the exterior viscous flow problem formulated in Section 2.4. The
relevant physical conditions are
 Geometry: NACA 0012 airfoil
 Reynolds number: Re = 5000
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 Inflow Mach number: M∞ = 0.5
 Angle of attack: AoA = 0.0 °.
The mesh used is a C-type structured mesh of size 512 × 256. For a detailed
analysis of this test case we refer to [90]. In this referred article this example is
investigated for the additional angles of attack 1.0 °, 2.0 °and 3.0 °up to a mesh
size of 4096 × 2048. It is out of the scope of this thesis to repeat such results.
But it has turned out, that for thee development of robust and reliable solution
algorithms, these test cases are of major importance. On the one hand these test
cases do not show additional complexity since turbulence is not modeled. On the
other hand, due to the large separations at the trailing edge of the airfoil (see [90] for
more details), in the context of this article only regularized Newton-kind smoothers
such as Algorithm 3 were able to find a steady state solution for the finest mesh
sizes considered. Smoothers like the LU-SGS method (see Theorem 5.3.4) were
not even able to find a steady state, already on rather coarse meshes. We refer to
Section 7.3.1 and [45] where analytical reasons for such behavior are discussed.
In this thesis, to approximate a steady state solution for the mesh of size 512×256,
we apply the nonlinear multigrid Algorithm 5.1.6 with smoother (5.42). Instead
of prescribing the number of steps to approximately solve (5.40), we choose as
truncation criterion (5.39) in combination with
ε(k) = 10−12, (6.7)
maxiter = 50.
It is the goal of this example to demonstrate the potential of linear multigrid Algo-
rithm 5.2.2 together with a residual based truncation criterion.
Therefore, we performed two iterations. In the first test we used as linear solver
a single grid iteration, and in the second test we applied a 4V linear multigrid
cycle. Figures 6.56 (left) and 6.56 (right) show the convergence histories. In Fig-
ure 6.56 (left) one observes that for the fixed truncation criterion (6.7) the conver-
gence history of the outer nonlinear residual is (almost) independent of the inner
linear solution method. This observation suggests that indeed a residual based trun-
cation criterion is advantageous compared to a fixed number of iterations. Possible
deficiencies of the inner linear solution method are compensated. To illustrate con-
vergence of the inner single grid and linear multigrid iteration, Figure 6.56 (right)
shows a representative section of the inner linear residuals. Obviously, as expected
the single grid iteration is algorithmically much less efficient. The 4V multigrid cy-
cle requires much less iterations until the truncation criterion of 10−12 is satisfied.
For a fixed number of inner iterations, say for example 10, from Figure 6.56 (right)
one can also conclude that the linear multigrid cycle reduces the linear residual by
about 5 – 6 orders of magnitude, whereas the single grid iteration only performs a
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reduction of about 2 – 3 orders of magnitude. Such a large difference in the resid-
uals may lead to a totally different update for the outer nonlinear loop and also a
different behavior of the outer nonlinear multigrid Algorithm 5.1.6.
Figure 6.56: Left: Convergence history of nonlinear residual, right: Convergence
history of linear residual
Though the inclusion of linear multigrid as well as a residual based truncation crite-
ria show algorithmical improvements, it is important that within our implementa-
tion these additional features yield a significant increase in the total computational
time. Hence, these techniques have not yet been applied to large scale 3D simula-
tions. It is of major importance and future work to improve the efficiency of such
algorithmical features.
6.11 Application of kω-model
This section, and the examples considered in Subsections 6.11.1, 6.11.2, 6.11.3,
6.11.4 and 6.11.5 deal with the application of implicit methods to the two equa-
tion kω-model (2.22) presented in Section 2.2.2. Within the community of compu-
tational fluid dynamics it seems to be accepted point of view, that it is in general
possible to approximate solutions of the corresponding exterior turbulent flow prob-
lem formulated in Section 2.4 modeling turbulence by a kω-model.
Considering an unstructured finite volume code it was the experience in the author’s
implementation of this model, that it was not straightforward at all to construct
a robust and reliable solution method for this turbulence model taking care of the
following demands:
a) Implement the model free of direct limiters for the variables k and ω.
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b) Avoid a reformulation of several parts of the model.
Note that often codes used in computational fluid dynamics have hard limitations
for k and ω to ensure positivity of the variables. The necessity of positivity is a
direct consequence of (2.54). In general, the implementations do not work without
such limitations. Neglecting those limitations often as a sudden the computation
ends with ”Not a number”. Let us shortly discuss the reasons for the demands
formulated above. Using such limitations has several major drawbacks:
a) Iterations do not converge to steady state, since artificially values for k and ω
are manipulated. Mathematically, the degree of freedom, where the limiter
acts, is then a side condition and it would be required to remove it from the
degrees of freedom.
b) Even, in case the iteration converges to a steady state, one finally has to check
that the limiter is not active. Otherwise one has maybe considerably changed
the outcome of the model.
c) The values the limitations are based on are often ad hoc values experienced
by the behavior of certain examples. Hence, it can be assumed that there is
no generality in their construction. Therefore these techniques may only work
for a few similar examples.
d) One rarely finds information about the technical details of the limitation.
Reproducibility of results is therefore often either hard or even impossible.
e) Limitation may change both the solution and the analytical formulation of
the model. Hence, the introduction of these techniques may be also viewed
as turbulence modeling.
For example, in the framework of discontinuous Galerkin codes [4, 28] the origi-
nal kω-model has been reformulated in an analytical way. Hence, actually these
authors have changed the original set of equations already on its analytic founda-
tion. Unfortunately, the authors leave it open if these modifications are active for
steady state solutions, and if they are, they leave it open in which way these limiters
influence the prediction quality of the original model.
Though a turbulence model is only a model, and modifications might be allowed, one
has to admit that finally one solves for a different set of equations and comparisons
to the original formulation are not straightforward or even impossible. To avoid all
such problems, within our framework the only limitation implemented is mentioned
in (2.24). And such limitation is mentioned also by other authors, for example [60,
62], and Section 6.11.1 gives an example for the necessity of this limitation.
To deal with the problem of positivity of k and ω we simply introduced a damping
of the updates. For example, Algorithm (5.42) gives for the variables ki and ωi, i =
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1, . . . , Nelem, the updates
k
(j)
i = k
(0)
i −∆ki, (6.8a)
ω
(j)
i = ω
(0)
i −∆ωi, (6.8b)
where (∆ki,∆ωi) denotes the symbol for ith entry of vector one obtains evaluat-
ing αj+1,jPrec
−1R (Wj). The direct application of (6.8) often yield negative values
in particular for k. Most often this was observed for the high-lift test cases. There-
fore, we replaced (6.8) by
Algorithm 4 Update for kω-model
1: procedure Loop over all mesh points to update k and ω
2: for i = 1, . . . , Nelem do
3: sn = 1
4: for n = 1, 2, . . . do
5: knewi = k
(0)
i − sn∆ki
6: if knewi > 0 then
7: k
(j)
i = k
new
i
8: break
9: else
10: sn+1 =
sn
2
11: for i = 1, . . . , Nelem do
12: sn = 1
13: for n = 1, 2, . . . do
14: ωnewi = ω
(0)
i − sn∆ωi
15: if ωnewi > 0 then
16: ω
(j)
i = ω
new
i
17: break
18: else
19: sn+1 =
sn
2
Naturally, Algorithm 4 represents some kind of damped Newton method introduc-
ing a further effect of regularization. The undesired side effect is, that the updates
may become arbitrary small yielding an overall convergence corruption. However,
for none of the considered test cases stall of convergence has been observed so far.
Compared with many others methods tried to ensure positivity of k and ω Algo-
rithm 4 was within the author’s implementation always superior. The simplicity is
a further argument for Algorithm 4. But application of Algorithm 4 cannot guaran-
tee convergence. Hence, future work needs to focus on other mechanisms to ensure
positivity of k and ω without reformulating the kω-model itself.
Nevertheless, compared to exterior turbulent flow problem in combination with the
Spalart-Allmaras model it turned out that a combination with a kω-model yield
234 CHAPTER 6. EXAMPLES
to much harder problems to set up a reliable and robust solution method. The
implementation of the model together with the solution algorithm must be viewed as
proprietary, and far away from being usable for large scale problems. It seems that
the stiffness inherent in this set of equations together with the unresolved analytical
background in which way to choose proper boundary values, the understanding for
these equations is at a very primitive level. And, finally, since the error introduced
by the turbulence model cannot be assessed, it is an interesting question if it is well
worth the effort to try to develop suitable algorithms to approximately solve for
this set of equations.
However, in the following examples it is our goal to demonstrate that in principal the
solution methodology suggested in this thesis is at least for some basic flow problems
possible to deal with this kind of equations. For all the examples considered in the
following we apply Algorithm (5.42) in combination with (5.36).
6.11.1 Example 12: CASE 10, RAE 2822
We consider turbulent flow over the RAE 2822 airfoil. The relevant physical con-
ditions are:
 Geometry: RAE 2822 airfoil
 Reynolds number: Re = 6.2 · 106
 Inflow Mach number: M∞ = 0.75
 Angle of attack: AoA = 2.81 °.
Turbulence is modeled using the kω-model (2.52). For the computation the mesh
of size 320× 64 from Section 6.3 is used.
To demonstrate the necessity of the production limiter (2.24), we visualize the
eddy viscosity in the neighborhood of the airfoil. For all the results shown machine
accurate results could be obtained on the given mesh. The convergence history is
given in Figure 6.58. The results are given in Figure 6.57. Without production
limiter the kω-model in Prk,(k,ω) shows an excess of eddy viscosity in a region
where the shock interacts with the outer region of the boundary layer. This effect
is eliminated by using in the term Prk,(k,ω) the production limiter (2.24). Hence,
the production limiter (2.24) in the kω-model is not introduced for a possible better
numerical behavior, but it has a severe impact on a corresponding solution and it
is therefore an important part of the model itself, that is part of the analytical
description of the model. And the flow prediction reacts sensitive with respect to
this reformulation.
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Figure 6.57: Eddy viscosity in the neighborhood of the airfoil without (left) and
with (right) production limiter
Figure 6.58: Convergence history
6.11.2 Example 13: CASE 9, RAE 2822
We reconsider the example of Section 6.3, now in combination with the kω-model.
Again, the relevant physical conditions are:
 Geometry: RAE 2822 airfoil
 Reynolds number: Re = 6.5 · 106
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 Inflow Mach number: M∞ = 0.73
 Angle of attack: AoA = 2.79 °.
Turbulence is modeled using the kω-model (2.52). We use again the mesh of
size 320 × 64. This test case demonstrates the influence of the balance between
the mean flow equations (2.1a) and the turbulent flow equations (2.22). Solving the
nonlinear algebraic system of equations (3.97) weakly coupled, we show that it is
in particular the turbulent flow equations, which rule the overall convergence rate.
This serves as an indicator for the stiffness introduced by this equation into the full
set of equations. Figure 6.59 (left) shows the convergence behavior comparing a
ratio of 1 : 5 compared to 1 : 50. That is, in the first computation we performed 1
nonlinear multigrid cycle for the mean flow equations compared to 5 for the tur-
bulent flow equations and in the second case we performed 50 multigrid cycles.
For the strategy 1 : 50 the convergence rate is significantly improved. However,
compared to the computation with the Spalart-Allmaras model shown in Figure 6.1
the dramatic loss in algorithmical performance cannot be overseen. On the other
hand, it is hard to assess if there is an improvement in the accuracy of the results.
Though turbulence modeling and the assessment of turbulence models is not topic
of this thesis, to the author’s opinion the discussion is worthwhile if an increase in
the complexity of a turbulence model and the introduced stiffness into the system
of equations is justified in case one cannot obtain significant better results.
Figure 6.59: Left: Comparison of convergence histories, right: Cp–distribution
This example demonstrates that compared to the solution method for the mean flow
equations the multigrid cycle for the turbulent flow equations for the kω-model is
much less efficient. Solving the equations in weakly coupled fashion we may exploit
the possibility to increase artificially the computational effort for the turbulent flow
equations. Nevertheless, though treating the turbulent flow equations implicitly a
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much more effective solution method is required to come to comparable results to
the Spalart-Allmaras model. For this turbulence model a residual reduction of 14
orders of magnitude was possible in about 100 multigrid cycles (see Section 6.3),
which reduces the computational time significantly. To find much more effective
solution methods for two equation kω models for unstructured grid solvers is future
work. Finally Figure 6.59 (right) shows the determined Cp–distribution, which is in
agreement with the measurements. Note, the computation was done fully turbulent.
6.11.3 Example 14: MDA30P30N
To demonstrate the applicability of the kω-model to a high-lift flow, we reconsider
the test case of Section 6.4. Here we only show the computation on the finest
mesh described in Table 6.2. Again, the physical parameters of the test case are as
follows (see [37]):
 Geometry: MDA30P30N airfoil
 Reynolds number: Re = 9.0 · 106
 Inflow Mach number: M∞ = 0.2
 Angle of attack: AoA = 16.0 °.
Turbulence is modeled using the kω-model (2.52). Though it is possible to reduce
the residual 14 orders of magnitude, which is shown in Figure 6.60 (left), for the kω-
model is takes several more iterations and computational time when compared with
the Spalart-Allmaras model to obtain a solution (see Figure 6.4. The convergence
history for lift and drag coefficients is given in Figure 6.60 (right).
For the kω-model the Cp distribution presented in Figure 6.61 (right) shows good
agreement with experimental data. A plot of the eddy viscosity is given in Fig-
ure 6.61 (right). One can observe that the maximum value is attained as expected
behind the airfoil. Finally, for additional assessment of the results velocity profiles
are plotted for the Spalart-Allmaras model and the kω-model and compared with
experimental data in Figure 6.62. The results signed with SOLAR are computed
on the finest mesh described in Table 6.2. Additionally, to get an idea of possible
mesh effects, an additional Spalart-Allmaras model result for a structured mesh is
plotted. Again, both models the Spalart-Allmaras and the kω-model give similar
results. Nevertheless, the velocity profiles downstream are not well predicted by
both models.
6.11.4 Example 15: Transonic turbulent flow over a Com-
mon Research Model
To illustrate the applicability of implicit algorithms in combination with the kω-
model for 3D configurations we show a result for the Common Research model of
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Figure 6.60: Left: Convergence history of residuals, right: Convergence histories of
drag and lift coefficients
Figure 6.61: Left: Cp distribution for MDA30P30N, Right: Plot of eddy viscosity
the fifth AIAA Drag Prediction workshop already considered in Section 6.4. Due
to the complexity to solve for these kinds of equations we restrict ourselves to the
hybrid L3 mesh described in Table 6.4. The physical parameters of the test case
are as follows:
 Geometry: Wing-body configuration, fifth AIAA Drag Prediction Workshop
 Reynolds number: Re = 5.0 · 106
 Inflow Mach number: M∞ = 0.85
 Angle of attack: AoA = 2.2 °.
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Figure 6.62: Left: Velocity profiles for MDA30P30N
Turbulence is modeled using the kω-model (2.52). Figure 6.63 (right) visualizes the
surface mesh and Figure 6.63 (left) the convergence history. Using consequently
implicit solution algorithms a fully converged solution is obtained.
Figure 6.63: Left: Convergence history, Right: Surface mesh of DPW5
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6.11.5 Example 16: NASA TRAP Wing
As a final example in this thesis, we show the application of the kω-model to the
NASA TRAP Wing. This test case was already considered in Section 6.9.4. To
show the application of the kω-model we restricted ourselves to the medium mesh
described in Table 6.13 and only the 28°case. The physical parameters of the test
case are as follows:
 Geometry: NASA TRAP Wing
 Reynolds number: Re = 4.3 · 106
 Inflow Mach number: M∞ = 0.2
 Angle of attack: AoA = 28.0 °.
Turbulence is modeled using the kω-model (2.52). This example is used to demon-
strate that the suggested implementation of the kω-model together with an implicit
solution method has the potential to find fully converged solutions even for 3D high-
lift configurations, which exhibit in general large regions of separation and represent
a particular challenge for a solution algorithm.
Figure 6.64 (left) shows the convergence history of the residuals, and Figure 6.64 (right)
the corresponding convergence of lift and drag coefficients. Below, Figure 6.65 (left)
illustrates the Cp distribution on the surface of the wing-body configuration, and
Figure 6.65 (right) shows the determined eddy viscosity in the symmetry plane.
Figure 6.64: Left: Convergence history of residuals, right: Convergence histories of
drag and lift coefficients
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Figure 6.65: Left: Cp distribution on the surface, right: Plot of eddy viscosity
6.12 Summary of numerical examples
It was the goal of this section to demonstrate that the methods developed and
suggested in this thesis can be applied to a variety of different flows and fully
converged solutions can be obtained. Moreover, it was the intention to demonstrate
that the methods are successful even in the case when systematically the number
of degrees of freedom are increased.
Nevertheless, it is important to emphasize that an increase of the number of degrees
of freedom together with an increase of the complexity of the simulated flow, requires
an significant additional effort in the solution methods. On the one hand, this is
observed by the fact that in general low cost smoothers suggested in Section 5.3.1 did
not have within the author’s implementation the potential to find fully converged
solutions. Examples for this fact are given in this Section 6. On the other hand,
the regularized Newton schemes suggested show a tremendous additional effort per
iteration.
This scenario ends in a very difficult situation. Fully converged solutions may only
be obtained for regularized Newton kind schemes. But the computational time per
iteration might not be acceptable, in particular not when one considers the situation
that not only one or a few results are required for demonstration purposes such as
in this thesis, but in an industrial environment plenty of such results are needed.
Hence, a significant algorithmical speed up is required. This is due to the fact
that the author of this thesis has serious doubts that significant speed up can be
expected from the evolution of computer technology in future. In particular the
investigation in Section 7.1 in Chapter 7 raise serious doubts that such a significant
speed up required can be obtained by modern hardware clusters. The investigations
in Section 7.1 give evidence that in the sense of strong scaling, that is the use of
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more resources for a fixed problem size, a saturation of speed up is reached rather
early. Then the increase in speed up does not legitimate the increase in cost.
With respect to weak scaling, that is an increase in the number of degrees of freedom
together with a usage of more resources, the examples considered in this section
gave evidence that algorithmical requirements are not yet ready to deal with such
an increase in the number of degrees of freedom. Then, the non scaling of the
mathematical algorithms is one key issue.
Chapter 7
Assessment of algorithms
The assessment of a solution algorithm for nonlinear equations is a difficult task,
in particular if almost none theoretical results are available. As pointed out in the
Introduction, for the governing equations of interest in this thesis, the compressible
RANS equations and the corresponding boundary value problems formulated in
Section 2.4, there is a severe lack of theoretical understanding. Even when we
assume that a unique solution exists, we do not have any clue about smoothness
of the solution. But in general smoothness is an assumption required to prove
convergence of a solution algorithm, and furthermore to prove convergence rates.
Based on the hierarchy of smoothers presented in Section 5.3 we have a certain
idea of the potential of the smoothers. Based on the examples shown, in particular
in Section 6.7 and Section 6.6.3 it is clear that simplifications of smoothers have
severe impact on the obtained solution algorithm based on the nonlinear multigrid
Algorithm 5.1.6. Nevertheless, even if we have some heuristic measure for the
smoother, it is open in which way it actually acts in the multigrid algorithm. Here,
the interaction with the construction of coarse grid and transfer operators plays in
important role. And the understanding of these interactions is limited.
Due to the fact that our understanding of the solutions algorithms is very restricted
and mainly based on heuristic considerations, it is of major importance to have
analysis tools available yielding deeper insight into the behavior of the algorithms.
It is the goal of Section 7.2 to develop and apply such a method to some of the
examples considered in Chapter 6.
A second topic, which has not been touched in this thesis so far, is the parallel scal-
ability of the suggested algorithms on modern high performance computer clusters.
Therefore, note that the key element of the solution algorithms is the application
of one of the methods (5.35) – (5.38). The topic of parallel scalability is of major
importance as it can be assumed that future cluster hardware is constructed using
multicore architectures. Hence, computational speed up with respect to computer
hardware can only be expected and obtained in case one can exploit multicore
architectures. Section 7.1 is dedicated to this topic.
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7.1 Scalability investigations
For several examples in Chapter 6 we have shown the necessity of implicit smoothers
for the nonlinear multigrid given by Algorithm 5.1.6. No matter if the smoother
is some regularized Newton method described by Algorithm 3 or by some low cost
variant (5.41) or (5.42), the key element is the application of the iterations (5.35)
– (5.38). In Section 6.3 it was identified that the most expensive operation is the
construction of the preconditioner. Freezing the operator on the first stage saved
about half of the computational time. A further severe question is the behavior
of a solution algorithm, which is based on the the iterations (5.35) – (5.38), with
respect to parallelization. Such question has at least two facets:
a) Since we do not use multi-coloring algorithms, application of algorithm (5.36)
is line Gauss-Seidel only at the level between partitions. Fixing the number of
degrees of freedom and increasing the number of partitions, algorithm (5.36)
is getting closer and closer to algorithm (5.35) and even (5.37).
b) Application of one of (5.35) – (5.38) requires after each iteration a commu-
nication. Again, fixing the number of degrees of freedom and increasing the
number of partitions increases significantly the communication requirements.
And moreover, the block sparse matrices become small on each domain. Such
imbalance between computational complexity on each domain going hand in
hand with an increase in communication may effect the overall efficiency.
The following investigation has the goal to get an idea for the relationship of algo-
rithmical efficiency and parallel scalability.
To this end the test case of Section 6.6 for the L2 hybrid mesh is considered. A
rough description of the mesh is given in Table 6.4. The physical parameters of the
test case are as follows:
 Geometry: Wing-body configuration, fifth AIAA Drag Prediction Workshop
 Reynolds number: Re = 5.0 · 106
 Inflow Mach number: M∞ = 0.85
 Angle of attack: AoA = 2.2 °.
Turbulence is modeled using the Spalart-Allmaras model (2.52). Hence, the number
of degrees of freedom are 6 · 2204089. However, in the plots we show we neglect the
constant factor 6 representing the degrees of freedom per node.
The computational mesh was partitioned using the so-called ”Zoltan” library [15].
The number of partitions considered are
3 · 2n, n = 0, 1, . . . , 9.
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The computations we done on the C2A2S2E-Cluster of the Institute of Aerody-
namics and Flow Technology of the German Aerospace Center. Table 7.1 gives an
overview of the number of partitions, the average number of degrees of freedom
per partition, the number of computational nodes together with the number of
computational cores.
n No. of partitions av. NDOF / partition CPU nodes CPU kernels
0 3 733333 1 3
1 6 366666 1 6
2 12 183333 1 12
3 24 91666 1 24
4 48 45833 2 48
5 96 22916 4 96
6 192 11458 8 192
7 384 5729 16 384
8 768 2864 32 768
9 1536 1432 64 1536
Table 7.1: Number of partitions and average number of degrees of freedom
The investigated solution algorithm is the one of Theorem 5.3.1 together with (5.42).
The algorithm was stopped as soon as (6.3) is satisfied. In detail, the different
settings are:
M1 – Algorithm 5.1.6 using a 4v cycle
– Runge-Kutta scheme (6.1)
– Smoother of Theorem 5.3.1 together with 3 symmetric sweeps of (5.36)
and ωr = 1
– Final CFL number: 1000
M2 – Algorithm 5.1.6 using a 4v cycle
– Runge-Kutta scheme (6.1)
– Smoother of Theorem 5.3.1 together with 3 symmetric sweeps of (5.38)
and ωr = 1
– Final CFL number: 1000
M3 – Algorithm 5.1.6 using a 4v cycle
– Runge-Kutta scheme (6.1)
– Smoother of Theorem 5.3.1 together with 6 sweeps of (5.35) and ωr = 1
– Final CFL number: 1000
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M4 – Algorithm 5.1.6 using a single grid iteration
– Runge-Kutta scheme (6.1)
– Smoother of Theorem 5.3.1 together with 6 symmetric sweeps of (5.36)
and ωr = 1
– Final CFL number: 200
M5 – Algorithm 5.1.6 using a single grid iteration
– Runge-Kutta scheme (6.1)
– Smoother of Theorem 5.3.1 together with 6 symmetric sweeps of (5.38)
and ωr = 1
– Final CFL number: 200
Table 7.2 shows on the left the number of iterations required to hit the truncation
criterion (6.3). For this investigation this is only of minor interest. The numbers
of interest are on the right. These represent the total computational time. Ta-
ble 7.3 gives additionally the average computational time per iteration. It can be
n M1 M2 M3 M4 M5 M1 M2 M3 M4 M5
3 192 349 408 3195 4617 48.1 83.5 106.5 185.7 199.3
6 192 344 408 3367 4758 25.2 43.4 55.8 108.2 109.4
12 190 339 415 3319 4691 14.3 24.5 32.5 58.8 61.2
24 193 334 416 3289 4621 8.98 14.9 20.1 35.5 37.9
48 201 334 418 3335 4606 4.99 7.89 10.7 19.4 20.0
96 200 331 425 3237 4575 2.59 4.04 5.72 10.1 9.85
192 211 330 435 3355 4308 1.54 2.20 3.25 6.28 5.49
384 214 327 430 3436 4270 1.02 1.42 2.09 4.48 3.98
768 222 328 439 3575 4272 1.03 1.32 2.05 5.14 4.31
1536 232 — — — — 1.16 — — — —
Table 7.2: Left: No. of iterations, Right: Computational time (×1000 sec.)
directly observed by computational time that while for a moderate number of par-
titions, that is up to 96 or 192 partitions the speed up due to parallelization might
be acceptable. This corresponds to about 20000 degrees of freedom per domain.
Using more domains we observe a significant loss in the parallel efficiency. This
observation is emphasized using a logarithmic plot indicating the parallel efficiency.
Figure 7.1 (left) shows the obtained speed up, and Figure 7.1 (right) the paral-
lel efficiency. These logarithmic plots present that the parallel efficiency already
for less than 50000 degrees of freedom per domain is only at about 1/2, for less
than about 3000 degrees of freedom per domain it is less than 1/10. Hence, the
implementation of the algorithms has severe scalability problems. Denoting the
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n M1 M2 M3 M4 M5
3 250.7 240.0 261.0 58.1 43.2
6 131.1 126.0 136.8 32.2 23.0
12 75.3 72.1 78.4 17.7 13.1
24 46.5 44.7 48.3 10.8 8.20
48 24.8 23.6 25.7 5.83 4.34
96 13.0 12.2 13.5 3.11 2.25
192 7.27 6.67 7.48 1.87 1.28
384 4.76 4.34 4.87 1.30 0.93
768 4.64 4.03 4.67 1.43 1.01
1536 5.01 — — — —
Table 7.3: Average computational time for one iteration in sec.
parallel efficiency by pe, the required resources to obtain the same result behave
like 1
pe
. Hence, the potential speed up using further resources has a high price. Such
Figure 7.1: Left: Speed up, Right: Parallel efficiency
consideration shows that besides the algorithmical challenges to solve the RANS
equations there are additional challenges due to a reasonable exploitation of com-
putational resources. And this effect occurring for strong scalability might not be
solved straightforward.
Of course, this is only one initial investigation with respect to strong scalability. But
it can be assumed that similar effects are observed for other examples. Future work
may focus to identify the major effects contributing to the loss in parallel efficiency.
Nevertheless, as long as there are operations inside the algorithm which cannot
be (efficiently) parallelized, the author of this thesis assumes that the qualitative
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behavior of any such algorithms will look like Figure 7.1. But maybe it is possible
to carry the effect over to a smaller number of degrees of freedom.
This investigation shows that investment in computational hardware does not nec-
essarily lead to speed up in computational time. Instead, better suited implemen-
tations of the algorithms are required for multicore architectures.
7.2 Computer aided analysis
We now turn to the topic to evaluate at least some of the smoothers suggested in
literature about computational fluid dynamics to approximate steady state solutions
of the turbulent compressible RANS equations. In Chapter 5 we have demonstrated
that all these smoothers for the FAS multigrid method given by Algorithm 5.1.6 are
based on multistage Runge-Kutta methods. In Theorems 5.3.1 – 5.3.5 an overview
of these methods was given. Demonstrated in Section 6.3 the main effort of these
methods is the construction of the block sparse matrix together with the block
LU-decomposition required in (5.36) to evaluate Tri−1Li .
So far, the development of these smoothers is based on several heuristics and a
deeper understanding of the power as well as the deficiencies is missing. Often it
is not even clear for which range of CFL numbers the methods may work, neither
the interplay of several parameters is clear. To design both a robust and efficient
solution method a deeper theoretical understanding is necessary. In this section it
is the goal to develop an analysis tool, which might give more insight in at least
some of the properties of such smoothers.
To understand the properties of Algorithm (5.42) we perform an eigenvalue analysis.
With this objective we replace (3.96) by its linearized counterpart. Therefore, we
assume that W† is a solution of (3.97), that is it satisfies R
(
W†
)
= 0. Then, for
some small disturbance ‖W‖ < ε of W† we approximate
dW(t)
dt
=
d
(
W† +W(t)
)
dt
= −M−1R (W† +W)
≈ −M−1
(
R
(
W†
)
+
dR
dW
(
W†
)
W
)
= −M−1AW(t), A := dR
dW
(
W†
)
.
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Then algorithm (5.42) reads
W(0) := Wn
W(1) = W(0) − αj+1,jPrec−1,app1 AW(0)
... (7.1)
W(s) = W(0) − αs+1,sPrec−1,app1 AW(s−1)
Wn+1 = W(s),
and can be expressed by a polynomial expression,
Wn+1 = qs
(
Prec−1,appA
)
Wn,
qs(z) = 1 +
s∑
j=1
(−1)jzjΠsi=s−j+1αi+1,i. (7.2)
Here the expression Prec−1,app1 AW
(j), j = 0, . . . , s − 1, indicates, that the linear
system
Prec1h = AW
(j)
are solved only approximately by the application of one of the iterative solution
methods (5.35) – (5.38) in combination with the stopping criterion (5.39). Then,
denoting by λi the eigenvalues and by vi the corresponding normalized eigenvectors
of the linear operator Prec−1,appA we have
Prec−1,appA = VΛV−1, Λ := diag(λi), V := (v1,v2, . . .) ,
and hence the representation
Wn+1 = Vqs(Λ)V
−1Wn.
To show that algorithm (7.1) converges to the unique limit, it is necessary and
sufficient (see [84, Chapter 4]) that the spectral radius of Prec−1,appA satisfies
ρ
(
qs
(
Prec−1,appA
))
= ρ (qs (Λ)) < 1. (7.3)
Hence, we are left with the task to find a method determining a suitable approxi-
mation to the spectrum of Prec−1,appA.
To compute approximations to the eigenvalues of P−1,appA we exploit the GMRES
method (see Algorithm 5.2.1) and its close connection to the Arnoldi process. We
apply this method to the linear equation
Prec−1,appAh = R
(
W +W†
)
. (7.4)
which is given by the inner loop of Algorithm 5.2.1:
250 CHAPTER 7. ASSESSMENT OF ALGORITHMS
Algorithm 7.2.1 Arnoldi method:
 Compute r0 = αj+1,jPrec
−1,appR
(
W +W†
)
 β := ‖r0‖2, z1 := 1βr0
 for j = 1, . . . , m
– w := Prec−1,appAzj
– for i = 1, . . . j
* hi,j := 〈w, zi〉
* w := w− hi,jzi
– hj+1,j = ‖w‖2, zj+1 = 1hj+1,jw
 Z = (z1, . . . , zm) , Hm = (hi,j)1≤i≤j+1,1≤j≤m
Application of m steps of the Arnoldi process gives the decomposition
Prec−1,appAZm = ZmHm + hm+1,mzm+1e∗m, em := (0, 0, . . . , 0, 1)
∗, (7.5)
where Hm := (hi,j)1≤i,j≤m is an upper Hessenberg matrix,
Z∗mZm = Im and Z
∗
mzm+1 = 0.
Multiplying equation (7.5) from the left by Z∗m gives
Z∗mPrec
−1,appAZmSm = Smdiag (µj)j=1,...,m , Sm := (s1, . . . , sm) , (7.6)
where we have assumed that
Hm = Smdiag (µj)j=1,...,m S
−1
m
is an eigendecomposition of Hm. Therefore, if the GMRES method with inner
Arnoldi iteration truncates after a finite number of steps with the exact solution,
the following equation holds:
Prec−1,appAZmSm = ZmSmdiag (µj)j=1,...,m . (7.7)
Under this assumption we conclude that ZmSm are eigenvectors of Prec
−1,appA
and µj are the corresponding eigenvalues. If the term hm+1,mzm+1e
∗
m in (7.5) does
not vanish, we get for the Ritz pairs (µj,Zmsj), j = 1, . . . , m, the equations∥∥Prec−1,appAZmsj − µjZmsj∥∥ = hm+1,m ‖zm+1e∗msj‖ = hm+1,m |e∗msj | . (7.8)
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The right hand side of (7.8) gives a computable a posteriori error bound for the
approximation quality of the Ritz pairs (µj,Zmsj) in the Krylov subspace
span
{
z1,Prec
−1,appAz1, . . . ,
(
Prec−1,appA
)m−1
z1
}
= span {z1, . . . , zm}
when compared with the corresponding exact eigenpairs. In all our numerical exper-
iments we plotted only the eigenvalues satisfying hm+1,m |e∗msj | < 0.1. Note that in
general no assumption can be made which eigenpairs are approximated. Typically,
the outliers in spectrum of the operator are well approximated, while eigenvalues in
the bulk of the spectrum are harder to approximate. To evaluate the matrix vector
products Ah inside the GMRES method we use the symmetric finite difference
Ah ≈ 1
2ε
{R (W + εh)−R (W− εh)} , ε = 10−6. (7.9)
To transform the spectrum we restrict ourselves to the one stage scheme
A := ( 1 ) , b := ( 1 ) ,
the three stage scheme given by (6.1) and the five stage scheme determined by
A :=


1 0 0 0 0
0.0695 1 0 0 0
0 0.1602 1 0 0
0 0 0.2898 1 0
0 0 0 0.5060 1

 , b :=


0
0
0
0
1

 .
For a motivation of these coefficients we refer to [93]. The coefficients of these
schemes determine the coefficients of the polynomial (7.2). Hence, at least for the
algorithm (7.1) formulated for the linearized problem we can only expect conver-
gence if the modified spectrum satisfies (7.3). Moreover, these modified eigenvalues
govern the asymptotic convergence. Numerical examples below will demonstrate the
good correlation between the approximate spectrum and the convergence behavior
for the nonlinear equations.
7.3 Numerical results
To show the applicability of our developed method we investigate the correspon-
dence between the spectrum of qs
(
Prec−1,appA
)
in (7.2) approximated by the eigen-
values of Hm and the algorithm (5.42) to solve the nonlinear problem. To this end
we perform five steps:
a) Compute a steady state solution. The criterion is that the normalized density
residual is reduced 14 orders of magnitude. This corresponds to (6.3).
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b) Determine an approximate spectrum of the linearized operator at the steady
state solution by computation of the eigenvalues of the upper Hessenberg
matrix constructed using Arnoldi’s method given by Algorithm 7.2.1.
c) Transform the spectrum by the polynomial describing the Algorithm (7.1),
that is evaluate the polynomial corresponding to either the one, the three or
the five stage scheme.
d) Determine the largest absolute value of the approximate eigenvalues of the
operator qs
(
Prec−1,appA
)
.
e) Starting from the steady state solution, apply the Algorithm (5.42) to observe
the correspondence to the approximate spectrum.
Note that multigrid does not play a role. The developed investigation method
only comprises single grid iterations. Hence, algorithm (5.42) is interpreted as a
(single grid) iterative method in this context. Since the analysis developed does not
comprise multigrid, the numerical experiments were also done without multigrid.
7.3.1 Laminar flow around NACA0012 airfoil
Recall the example of Section 6.10. We consider laminar flow around a NACA
00012 airfoil. The relevant physical conditions are
 Geometry: NACA 0012 airfoil
 Reynolds number: Re = 5000
 Inflow Mach number: M∞ = 0.5
 Angle of attack: AoA = 1.0 °.
The nomenclature of the different methods compared is taken from Theorems 5.3.1 –
5.3.5. This basic test case demonstrates the wide range of applicability of the devel-
oped method as well as its accuracy in predicting the behavior of a solution method-
ology. Table 7.4 gives an overview of the methods considered as well as the largest
absolute value of the approximate eigenvalues of the operator qs
(
Prec−1,appA
)
.
In case this value is ≥ 1 we expect divergence, otherwise convergence. Note that
all predictions behave as expected. The smaller the CFL number and the larger
the number of iterations are, the smaller is the computed largest absolute value.
Moreover, all our predictions correspond to the numerical behavior of the nonlinear
algorithm (5.42) even in case the values are very close to 1. In particular the behav-
ior of the line implicit method is interesting. For a CFL number of 10 the maximum
absolute value is 1.0001793147 and close to 1. And indeed, it takes about 5000 it-
erations (see Figure 7.3 (right)) until the iteration destabilizes. For a CFL number
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of 5 the method is stable, shown by Figure 7.3 (right) and indicated by a maximum
absolute value of 0.9979751065.
Besides the prediction accuracy of the developed method this test case shows clearly
on a quantitative level that strongly simplified methods are expected to work only
with a very limited CFL number. This also holds true in case the iterative linear
solution method is too simplified. Both additional features
1) Gauss-Seidel instead of Jacobi and
2) using lines along directions of strong coupling
have a positive effect of the overall behavior. This is observed in both numerical
experiments as well as the predicted behavior. Figure 7.4 (left) gives an indication
of the effects of lines, the number of sweeps as well as the symmetric Gauss-Seidel
sweep to the approximate spectrum. As expected Figure 7.4 (left) shows that the
stronger the solution algorithm is formulated, the more clustered are the eigenvalues
and an improved convergence behavior can be assumed.
Figure 7.2: Left: Approximate spectrum for the point implicit method and the
three stage scheme, Right: Convergence histories for the application of the point
implicit method and different CFL numbers.
7.3.2 Turbulent flow around DPW5 CRM
Recall the example of Section 6.6. To show the applicability of the method to large
scale 3D problems, we apply the method to the wing-body configuration considered
at the fifth AIAA drag prediction workshop. The mesh is the hexahedral L5 mesh
with 41231169 number of points (see Table 6.4 and [110]. The relevant physical
conditions are
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Figure 7.3: Left: Approximate spectrum for the line implicit method and the three
stage scheme, right: Convergence histories for the application of the line implicit
method and different CFL numbers.
Figure 7.4: Left: Approximate spectrum for the line Jacobi and the symmetric line
Gauss-Seidel method with the three stage scheme, right: Approximate spectrum
for the DPW5 CRM test case for different multistage schemes.
 Geometry: Wing-body configuration, fifth AIAA Drag Prediction Workshop
 Reynolds number: Re = 5.0 · 106
 Inflow Mach number: M∞ = 0.85
 Angle of attack: AoA = 2.1245 °. (corresponding to target CL = 0.5, see
Table 6.6)
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Here we compare different CFL numbers and the one with the three with the five
stage scheme. A plot of the different eigenvalue distributions is given in Fig-
ure 7.4 (right). Table 7.4 shows that for this test case a restriction of the CFL
number is necessary, and that a multistage scheme allows for higher CFL numbers.
Hence, the application of a multistage Runge-Kutta scheme can be interpreted as
a stabilization and globalization strategy of Newton’s method. This has already
been discussed in Section 5.1.7. The analysis tool developed gives now additionally
a quantitative assertion. Moreover, this analysis also confirms that a reduction of
the CFL number to 50 for the L5 mesh was necessary to obtain a steady state
solution (see Section 6.6).
7.4 Considerations for the kω-model
In Section 5.2.2 it is reported that the derivatives of the destruction terms
∂Dek,(k,ω)
∂ki
and
∂Deω,(k,ω)
∂ωi
(7.10)
are neglected for the construction of the preconditioner. To give a hint that within
our implementation and solution strategy this is necessary, we consider again the
example of Section 6.3 for a C-type structured mesh of size 80×16. A fully converged
solution was computed satisfying the truncation criterion (6.3).
Let us denote this converged state by W†. Using this fully converged state W† the
preconditioner Precj,(k,ω) given by (5.31) is evaluated twice for two different CFL
numbers.
a) CFL = 1000, the derivatives of the destruction terms given in (7.10) are
included.
b) CFL = 150, the derivatives of the destruction terms given in (7.10) are in-
cluded.
c) CFL = 1000, the derivatives of the destruction terms given in (7.10) are
excluded.
d) CFL = 150, the derivatives of the destruction terms given in (7.10) are ex-
cluded.
Then, using Arnoldi’s method given by Algorithm 7.2.1 together with the method
described in Section 7.2 to determine approximate eigenvalues, an approximate
spectrum of Precj,(k,ω) for the four different evaluations described above are com-
puted. The result is plotted in Figure 7.5.
In Figure 7.5 it is shown that the inclusion of the destruction terms leads to eigen-
values which are in the left half plane. In other words, the spectrum has negative
256 CHAPTER 7. ASSESSMENT OF ALGORITHMS
Test case NACA0012 airfoil
Method CFL / No. of sweeps |µmax| Numerical experiment
Point. impl.
2/−
5/−
10/−
100/−
1000/−
0.9977475838
1.0014868760
1.0118749482
1.0319916012
1.0349037529
Convergence
Divergence
Divergence
Divergence
Divergence
Line impl.
5/−
10/−
100/−
1000/−
0.9979751065
1.0001793147
1.0138678647
1.0176708058
Convergence
Divergence
Divergence
Divergence
Jacobi
1000/3
1000/5
1000/25
100/3
100/5
100/25
1.0851919018
1.0335387144
1.0187050259
1.0651620607
1.0118067193
1.0095959280
Divergence
Divergence
Divergence
Divergence
Divergence
Divergence
Symm. GS.
1000/1
1000/3
1000/5
0.9984234337
0.9959707382
0.9935652402
Convergence
Convergence
Convergence
Line Jacobi
1000/1
1000/3
1000/5
1.0176708058
1.0035661412
0.9897471389
Divergence
Divergence
Convergence
Symm. line GS
1000/1
1000/3
1000/5
0.9948666248
0.9816747477
0.9761967171
Convergence
Convergence
Convergence
Test case DPW5 CRM
One stage scheme
and Symm. line GS
1000/5
100/5
50/5
7.0094725506
4.4221723489
3.3905148561
Divergence
Divergence
Divergence
Three stage scheme
and Symm. line GS
1000/5
100/5
50/5
12.1781670588
2.2273552776
0.9972351764
Divergence
Divergence
Convergence
Five stage scheme
and Symm. line GS
1000/5
100/5
50/5
7.0336605534
0.9934794335
0.9969464849
Divergence
Convergence
Convergence
Table 7.4: Variation of solution methods and their effects on the algorithmic be-
havior.
parts for both CFL numbers 150 and 1000. As a consequence, none of the consid-
ered iterative methods (5.35) – (5.38) was possible to converge. Hence, no suitable
update could be obtained.
Neglecting the derivatives of the destruction terms (7.10) in the preconditioner
Precj,(k,ω) given by (5.31) the eigenvalues in the left half space vanish. However,
the zoom of Figure 7.5 in a neighborhood of the origin shown in Figure 7.6 indicates
that for a CFL number of 1000 there are at least two approximate eigenvalues in
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Figure 7.5: Approximate spectrum Precj,(k,ω) for different CFL numbers and in-
clusion and exclusion of the derivatives of the destruction terms (7.10)
the left half space. Hence, for CFL = 1000 we again observe divergence of the
iterative methods (5.35) – (5.38). Reducing the CFL number to 150 the approximate
eigenvalues are all located in the right half space and the iterative methods (5.35)
– (5.38) converge to an approximate solution yielding an overall stable solution
method for this test case.
This investigation has at least two conclusions. Using a full derivative for the kω-
model one possibly obtains matrices which do allow for the application of the iter-
ative solvers (5.35) – (5.38). Hence, further possibly undesired modifications of the
derivative are required. Second, even with modifications the maximum achievable
CFL number is severely restricted, already for a basic flow case on a coarse mesh.
Naturally, instead of trying to solve the corresponding linear systems by (5.35) –
(5.38) we can replace these methods for example by some Krylov subspace method
such as GMRES. Such straightforward implementation was considered, but with-
out success yet. As mentioned in Section 5.2.1 a suitable preconditioner is required.
Since (5.35) – (5.38) disqualify as preconditioners, the construction of a suitable
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Figure 7.6: Approximate spectrum Precj,(k,ω) for different CFL numbers and in-
clusion and exclusion of the derivatives of the destruction terms (7.10) in a neigh-
borhood of the origin
preconditioner is open. Considered in Section 6.10, for future work it seems worth-
while to consider in particular for kω-type models linear multigrid components with
suitable smoothers. Maybe such an approach circumvents the problems inherent to
these equations.
Chapter 8
Conclusion and Summary
To close this thesis we review the questions mentioned in the Introduction.
a) Accuracy: Starting from a full description of the discretization strategy. Are
there methods and possibilities to evaluate the accuracy of the approximate
solution?
b) Combination of multigrid with implicit smoother: What are the main
ingredients to construct a reliable algorithm to find approximate solutions of
the RANS equations for high Reynolds number turbulent flows?
c) Application to the incompressible limit: Are there possibilities to extend
the discretization and solution strategy to the incompressible limit to get a
closed formulation for the simulation of incompressible and compressible flows,
that is to solve the compressible equations for low inflow Mach numbers?
d) Analysis to assess the methods: Besides heuristic arguments, are there
possibilities to assess the developed methods?
Let us start with a discussion with respect to our findings about Accuracy. This
investigation goes hand in hand with respect to the Application to the incom-
pressible limit. Hence, we unify the answer with respect to these apects. In
the framework of an unstructured finite volume code designed to discretize and
to find approximate solutions of the compressible Reynolds-averaged Navier-Stokes
equations, different strategies are implemented to extend the scheme to the incom-
pressible limit. It has been shown that for several test cases these schemes are
successful.
Part of the work was to demonstrate that the low Mach modified schemes work for
transonic flow cases with comparable accuracy and robustness to the non-modified
schemes. Second, it was the goal of this work to show, especially for high-lift test
cases representing flows with large incompressible effects, low inflow Mach number,
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and exhibiting strong local compressible effects, that the low Mach modified schemes
can be applied successfully.
In particular, the second point fills the gap in the literature that in general low
Mach modified schemes for compressible flows are formulated, but they are gen-
erally only applied to examples which are globally incompressible. The author’s
suspicion about this fact, going along with the author’s experience, is that the
original modified scheme of Turkel works well for globally incompressible flows but
shows significant robustness problems for these kinds of mixed problems. Within
our implementation, we did not find suitable parameter settings to get fully con-
verged solutions for several test cases including high lift configurations. It should
be mentioned that within the family of low Mach modifications (3.51) we only
considered one special choice of parameters. Perhaps, other settings improve this
situation.
On the other hand, based on the work of Rossow and Swanson, we successfully
implemented another low Mach modification to extend a compressible code towards
the incompressible limit. This modification worked with comparable robustness to
the non-modified scheme. In particular, for several high lift flows we achieved fully
converged solutions.
One open point to all the considered schemes is the introduction of the entropy
fix. It is a necessary feature for robustness in computing a large number of flows.
Neglecting the entropy fix within our implementation, no solution can be obtained
in general for a large number of flow cases. In addition, the choice is ad hoc, and it
cannot really be justified. Even other choices like a Harten-switch do not circumvent
the problem inherent to the introduction of an entropy fix. It can be assumed that
further significant improvements of the discretization strategies considered in this
thesis can be achieved. Of course, the ultimate objective is to avoid ad hoc fixes
and to develop a theoretical foundation to avoid zero artificial viscosity.
In general, one major conclusion of this thesis is, that accuracy of the discretization
schemes is hard to assess. To evaluate accuracy we followed in this thesis two
different ways. On the one hand, we investigate single data points like pressure
distributions or skin-friction distributions and compare these data with expected
outcome. On the other hand, from given force coefficients on a sequence of meshes,
extrapolation was used to determine possible values for infinitely fine meshes and to
compute a corresponding order of convergence. Often, both methods do not agree
in the predicted trends. This observation suggests that meshes used were not suited
to compute mesh converged solutions.
The accuracy investigations also reveal the following. To judge a solution, it is only
of minor interest, and even perhaps misleading, if single data points of a solution
are investigated. Future work needs to focus on global convergence criteria. That
is, we need to find suitable metrics and norms (e.g. Sobolev norms) to embed the
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discrete solution into an adequate function space. The hope is that within such a
mathematical setting appropriate convergence criteria can be formulated in a much
stricter sense.
From the results obtained, we assume that the following conclusions can be stated.
For globally incompressible flow at very low inflow Mach numbers around the NACA
0012 airfoil, the scheme of Rossow/Swanson outperformed all others. For all the
other test cases, which are around an inflow Mach number of 0.2 – 0.3, no clear
accuracy improvements were found. In particular, for the NASA TRAP wing con-
sidered at several angles of attack, no clear assertion can be made, especially for
the point at maximum lift, which seems to be somewhere in the region between
32°and 36°. It cannot be excluded that for this test case meshes of significantly
higher density (an increase in number of degrees of freedom) are required to get
a representative statement. For an even more thorough discussion about accuracy
considerations we refer to [46]. The results obtained for the transonic test cases
were in the range of expectations. Experimental data such as Cp distributions
could be simulated for basic airfoil test cases, wing and wing-body flows. It was
demonstrated that TSL gradients may have significant influence on lift and drag
coefficients. Nevertheless, though results were obtained for mesh refinement studies,
an assessment of the accuracy is hard to obtain.
Second, we report about the necessity of theCombination of multigrid with im-
plicit smoother. For an agglomerated FAS multigrid scheme, we have presented
an implicit smoothing method derived by a general multistage diagonal implicit
Runge-Kutta scheme. It has been shown that this smoother comprises almost all
well known smoothing techniques suggested in the literature about computational
fluid dynamics. Techniques ranging from explicit local time stepping to regular-
ized Newton methods can be derived using certain parameter choices. We have
given evidence for several test cases that regularized Newton methods are in gen-
eral necessary to obtain fully converged solutions. In particular, with respect to
mesh refinement studies, there is strong requirement for implicit smoothers.
We have applied the algorithm successfully to different kinds of grids and grid fam-
ilies. For all considered test cases, machine accuracy could be reached. Moreover,
for all test cases an algorithmical scaling between O(N) and O(N2) was observed
when taking CPU times into account. With respect to mesh refinement studies a
loss of linear scalability of the algorithm was often observed. It is mentioned that,
in the author’s opinion, loss of scalability is no surprise and expected. So far there
exist no strict proofs that any methodology considered to solve the RANS equations
may yield a scalable algorithm. Moreover, when good algorithmical scalability of
about O(N) is observed, this can also simply mean that the meshes considered were
not fine enough in the sense that not all relevant flow features were resolved.
To improve algorithmical scalability, the deficiencies with respect to a limited num-
ber of coarse multigrid levels must be overcome. Here, two ways might be succesful.
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On the one hand, the agglomeration strategy discussed in Section 5.1.2 needs further
improvement such that a stable discretization on coarse grids is possible. On the
other hand, maybe it is possible to improve the transfer operators presented in Sec-
tion 5.1.4. In any case, to the author’s point of view, there exists a straighforward
idea for significant improvements.
With respect to computational scalability and parallelization, that is basicly the
domain decomposition, it was shown in Section 7.1 that there is strong demand for
improvements. Though the algorithmical necessity of implicit smoothers to approx-
imately solve the RANS equations is obvious, the approach for a suitable parallel
implementation is open. With respect to future exploitations of possibly massive
parallel computer architectures, an approach for significant better computational
scalability is required. Since the main effort of the algorithm comes from the ap-
plication of block sparse matrices, it might be worthwhile to investigate and try to
improve these implementations.
To give an answer to the question for anAnalysis to assess the methods we have
followed different strategies. First of all, in Section 5.3 we discussed the connection
of several well known smoothing techniques in computational fluid dynamics. Such
discussion gives a good overview of simplifications inherent to each of the meth-
ods. For an even better understanding, an analysis tool based on an approximate
eigenvalue spectrum is suggested in Section 7.2 .
Based on the linearized RANS equations, a method is developed to evaluate several
different solution methods proposed in the literature about computational fluid
dynamics. The method is based on Arnoldi’s algorithm. It is exploited to determine
an approximation of the spectrum to the original operator in the corresponding
Krylov subspace. Though several assumptions are made, the examples considered in
Section 7.3 show a good correlation between the predicted behavior of the solution
method and its behavior in the numerical experiment. Instead of considering a
simplified model problem like the classical Fourier analysis, the method can be
used to directly investigate the problem of interest.
However, so far the method has several deficiencies. First of all it is used here only
in the context of an a posteriori method. In particular, it is used to investigate and
compare different solution methods. For the problems considered in this thesis and
the parameter settings used, it turns out that crude simplifications to the derivative
yield a weak preconditioner such that only small CFL numbers can be reached,
already for a basic laminar flow problem on a rather coarse mesh. Within the
iterative solution procedure, additional features such as symmetric sweeps, including
lines and Gauss-Seidel instead of a Jacobi iteration, are gainful techniques to allow
for high CFL numbers. The application of a multistage scheme instead of a one-
stage scheme seems to be beneficial if one does not want to put too much effort in
solving the linearized systems. In particular, this analysis may be used to optimize
stage coefficients for certain kind of problems in future work.
263
Several future applications for this analysis tool may be considered. First of all, it
would be interesting to include the effect of multigrid to the analysis. Second, as
already considered in the last example, the design of optimized stage coefficients for
certain simulations could be considered. An overall goal might be the introduction
of the tool in the daily process of engineer’s work to give guidance and better
understanding of convergence and robustness problems for complex flow problems.
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