In this article, inferences about the multicomponent stress strength reliability are drawn under the assumption that strength and stress follow independent Pareto distribution with different shapes (α 1 , α 2 ) and common scale parameter θ. The maximum likelihood estimator, Bayes estimator under squared error and Linear exponential loss function, of multicomponent stress-strength reliability are constructed with corresponding highest posterior density interval for unknown θ. For known θ, uniformly minimum variance unbiased estimator and asymptotic distribution of multicomponent stress-strength reliability with asymptotic confidence interval is discussed. Also, various Bootstrap confidence intervals are constructed. A simulation study is conducted to numerically compare the performances of various estimators of multicomponent stress-strength reliability. Finally, a real life example is presented to show the applications of derived results in real life scenarios.
Introduction
The stress-strength reliability of a system defines the probability that the system will function properly until the strength exceeds stress. Due to the manufacturing variability and uncertain factors, the strength of the system varies and also when the system is put to use, it is subjected to the stress which is again random in nature. These manufacturing variables and uncertain factors can be used material, production style, humidity, temperature of the environment etc. The genesis of this problem can be seen in Birnbaum et al. (1956) . Later, Birnbaum and Mc-Carty (1958) studied statistical properties of this model. Although the model is very simple in nature but its largely applicable in fields of reliability, engineering, manufacturing etc. Since its emergence, various researchers have produced research article on different statistical distributions based on this model. For recent references see, Gunasekera (2015) , Wang et al. (2018) , Sharma (2018) , Ç etinkaya and Genç (2019) and Bai et al. (2019) . Bhattacharyya and Johnson (1974) observed that, in several practical scenarios, the performance of a system depends on more than one component and these components have their own strengths. For example, an aircraft generally contains more than one engines (k) and assume that for takeoff at least s (1 ≤ s ≤ k) engines are needed. So, the aircraft will takeoff smoothly, if s-out-of-k engines work; in engineering, a power system powering a manufacturing unit has k fuse cutouts arranged in a parallel way. The power system will keep powering the manufacturing unit as long as at least s (1 ≤ s ≤ k) fuse cutouts are working etc.
Suppose a system, with k identical and independent components, i.e., X 1 , X 2 , . . . , X k works if at least s(1 ≤ s ≤ k) components simultaneously operate. In this framework, the system has common stress Y, and follow distribution function F. The strengths of s components, are random in nature, and follow distribution function G. Then the system reliability R s;k indicates the probability that system does not fail and is given as (see Bhattacharyya and Johnson (1974) ) R s;k = P(atleast s of (X 1 , X 2 , . . . , X k ) exceeds Y ) = k p=s k p ∞ −∞ (1 − G(y)) p G(y) k−p dF (y) (1.1) Bhattacharyya and Johnson (1974) were the first to formulate this multicomponent stressstrength (MSS) model. The authors assumed that the random variables associated with the strength and stress of the system are independently exponentially distributed. Later, Draper and Guttman (1978) discussed the Bayesian perspective of the MSS reliability under the assumption that strength and stress follow independent exponential distribution. After that Pandey and Borhan Uddin (1991) discussed the MSS reliability under the assumption that multiple strength and stress follow independent Burr distributions. The authors derived the maximum likelihood estimator (MLE) and Bayes estimator of the system reliability. Also numerical computation suggested that, for small sample, Bayes estimator is better than MLE. Kizilaslan and Nadar (2015) addressed the MSS reliability of the system for the situation when strength and a common stress follow Weibull distribution. The authors derived MLE and asymptotic confidence interval of the MSS reliability. Due to complex nature of the MSS reliability, the authors have obtained approximate Bayes estimators by using Lindley's approximation and Markov Chain Monte Carlo (MCMC) method. Kızılaslan (2017) considered proportional reverse hazard rate (PRHR) model as the distribution of strength and stress of the system for the classical and Bayesian estimation of the MSS reliability. The author assumed that scale parameter of the distribution λ is common whereas shape parameters are distinct as α 1 and α 2 . The author derived MLE, asymptotic distribution and asymptotic confidence interval of MSS reliability when all involved parameters are unknown and derived uniformly minimum variance unbiased estimator of reliability when λ is known. The author also obtained Bayes estimator in closed form using independent gamma priors and approximate Bayes estimator using Lindley's approximation and MCMC technique. Kohansal (2017) considered the MSS reliability estimation using progressively Type II censored data under the assumption that strength and stress have Kumaraswamy distribution. The authors considered classical and Bayesian estimation of the system reliability under multiple strength components. Ali et al. (2018) considered the problem of estimation of reliability of s-out-of-k system for non identically distributed strength and stress i.e, strength follows Weibull distribution and stress follows Burr-III distribution. The authors performed classical and Bayesian estimation for estimation of reliability of such system. Further, it is shown that Bayes estimator performs better than MLE. Kzlaslan et al. (2018) considered the bivariate Kumaraswamy distribution for the estimation of MSS reliability under classical and Bayesian scheme. For more references readers are advised to see Rao et al. (2013) , Nadar and Kizilaslan (2016) , Gadde (2017) , and Chaturvedi and Kumari (2018) . Record values and the associated inferences are of great importance in various practical fields such as hydrology, sports, medical, life testing etc. Record values are defined as the successive extremes in the sequence of random variables. Chandler (1952) originated the concept of record values and later Foster and Stuart (1954) discussed hypothesis tests for knowing the distribution of record values based on the sum and difference of the upper and lower records in the series. The mathematical formulation of record values is defined as "Let X 1 ,X 2 ,. . . ,X n ,. . . be a sequence of independent identically distributed random variables. Define U 1 = 1 and U n+1 = min{j : j > U n , X j > X Un }.
The sequence {X Un , n = 1, 2, . . .} and {U n , n = 1, 2, . . .} are called upper record values and record times respectively." Let R = (R 1 , R 2 , . . . , R n ) be the first upper records from a sequence of random variable having f (x) and F (x) as probability density function (pdf ) and distribution function (df ) respectively. Then the joint density of R is
where r = (r 1 , r 2 , . . . , r n ) is the observed value of R. For a sufficient reading of record values see the books: Ahsanullah (1995) and Arnold et al. (1998) and for their applications, recent research papers: Belaghi et al. (2015) , Kizilaslan and Nadar (2016) , Singh et al. (2017) , Arshad and Jamal (2018), Arshad and Baklizi (2018) , Anwar et al. (2019) , Arshad and Jamal (2019c) and Arshad and Jamal (2019b) . Statistical research on stress-strength reliability based on record values is growing and various authors have derived results based on such problems. For example, Baklizi (2008 Baklizi ( , 2014 considered the estimation of stress-strength reliability for generalized exponential and exponential distribution using record values respectively. Khan and Arshad (2016) Zakerzadeh and Jafari (2015) and Chiang et al. (2018) . The Pareto distribution (PD) was first introduced by Vilfredo Pareto, who defined it as the distribution of income. The pdf of the PD with shape parameter α and scale parameter θ i.e.,
The applications of PD can be seen in the field of economics, finance, environmental studies etc. For a detailed literature on PD readers can see the book Arnold (2015) . Various statistical inferences of PD are explored by several researchers. For example, Han (2017) discussed the E-Bayesian and hierarchical Bayesian of the PD under squared error loss function and asymmetric loss functions. Further, a monte carlo study is carried out and performances of estimators are considered using mean square errors and bias values. Tripathi et al. (2017) considered the improved estimation of shape parameter of PD for unknown scale. Classes of improved estimators using different techniques are also proposed. For more references on PD see Shafay et al. (2017) and Jiang and Zhang (2018) . This article deals with estimation of the MSS reliability defined in (1.1), when the underline distribution of the strength and stress follows non identical PD and also the considered data is of record type. Let X 1 , X 2 , . . . X k be the strength of the system which is independently and identically distributed as P (α 1 , θ) and Y be the common stress of the system, distributed as P (α 2 , θ). From (1.1) and (1.3), the MSS reliability is
2 Estimation of R s;k for unknown θ
In this section, various estimators of R s;k under classical and Bayesian schemes are obtained.
Maximum Likelihood Estimation of R s;k
Let R = (R 1 , R 2 , . . . , R n ) be the first n upper record values from P (α 1 , θ) and S = (S 1 , S 2 , . . . , S m ) be the m first upper record values from P (α 2 , θ) independent of R . From (1.1), (1.2), and (1.3), the log likelihood function of α 1 , α 2 and θ is
where r and s are realizations of R and S respectively. From (2.1), it is easy to derive the MLEs of unknown parameters i.e., α 1 , α 2 and θ aŝ θ = min{r 1 , s 1 } α 1 = n ln r n − ln(min{r 1 , s 1 })
From the invariance property of MLE, we get the MLE of R s;k aŝ
Bayesian Inference of R s;k
In this section, the authors have derived the Bayes estimators of R s;k using Lindley approximation and MCMC simulation technique because of the complex nature of R s;k . For parameters α 1 , α 2 and θ, it is assumed that the prior distributions are independent and follow two parameter gamma distribution i.e,
Due to independent nature of prior, the joint prior distribution is π(α 1 , α 2 , θ) = π(α 1 )π(α 2 )π(θ),
This section considers squared error loss (SEL) function as symmetric and Linear Exponential (LINEX) loss function as asymmetric loss function for conducting Bayesian study under this reliability setup. The SEL function is defined as
with posterior mean as Bayes estimator (δ s ) . Also, the LINEX loss function is defined as
with corresponding Bayes estimator as
We see that, R s;k has a complex mathematical form and close form of Bayes estimators for such mathematical functions is a tedious task. To resolve this issue, two numerical techniques Lindley approximation (Lindley (1980) ) and MCMC are employed. The Bayes estimators of R s;k for SEL and LINEX loss function are defined respectively as
where S denotes the triple integral over the set S = {(0, ∞) 2 × (0, min(r 1 , s 1 ))}.
Lindley Approximation
Lindley (1980) approximated the ratio of the two integrals using Taylor series expansion, which is fairly applicable in the calculation of the expectation of the posterior densities. The quantity of Bayes estimator required to approximate is
where L is the logarithm of the likelihood function, ρ is the logarithm of the prior distribution of λ and λ is the vector of m parameters (λ 1 , λ 2 , . . . , λ m ). Using the Lindley approximation method, E(w(λ)|data) can be approximated as
whereλ is the MLE of λ = (λ 1 , λ 2 , . . . , λ m ), m denotes the number of unknown parameters, L ijk = ∂ 3 L/∂λ i ∂λ j ∂λ k , ρ j = ∂ρ/∂λ j and w ij = ∂ 2 w/∂λ i ∂λ j and σ ij is the (i, j)th element of the inverse of matrix [−L ij ]. All of the used quantities in this method are obtained at the MLE of λ i.e.,λ. In our problem, our quantity of interest, R s;k contains three unknown parameters as α 1 , α 2 , and θ i.e, λ = (α 1 , α 2 , θ). Therefore, the Lindley approximation is given by Under SEL function, we have
(2.8)
The required quantities for Lindley approximation are
From (2.1), we find the following quantities pertaining to likelihood function
After taking logarithm of (2.3), we obtain
Then the Bayes estimator under SEL is
Further, for the Bayes estimator under LINEX function, all the quantities defined above will remain same except w(α 1 , α 2 , θ) and its respective derivatives. So, w(α 1 , α 2 , θ) under LINEX function is
Again (2.9) is used to obtain Bayes estimator under LINEX function i.e., δ L l with modified w(α 1 , α 2 , θ) and its respective derivatives. Once again all quantities are evaluated at the MLEs of the unknown parameters.
Markov Chain Monte Carlo Method
The MCMC techniques is a powerful tool for obtaining approximate Bayes estimator with the help of marginal posterior densities. The joint posterior density of α 1 , α 2 , θ under the prior densities given in (2.3) is
The marginal posterior densities of α 1 , α 2 and θ are given as
We see that, marginal posterior densities of α 1 and α 2 have closed form of gamma distribution. Thus, using Gibbs sampling suggested by Geman and Geman (1987) , we generate random sample from marginal posterior densities of α 1 and α 2 whereas marginal posterior density of θ does not reduce to any analytical form of known distributions. But from Figure 1 , it can be seen that the marginal posterior density of θ is unimodal and has roughly symmetric form. So, we use Metropolis Hasting algorithm with proposal density of normal distribution suggested by Gelman et al. (2013) . Hence, the following Metropolis-Hasting within Gibbs sampling algorithm is used
2 , θ (0) ).
(ii) Set t=1.
(iii) Generate θ (t) by Metropolis-Hasting algorithm using normal distribution as proposal density. 
The generated sample is used to obtain the Bayes estimates of R s;k under SEL and LINEX functions. Also, it is used to obtain the HPD credible intervals for R s;k by using the method proposed by Chen and Shao (1999) . The Bayes estimators under SEL and LINEX function respectively, are
(2.10)
3 Estimation of R s;k for known θ
In this section we assume that the common scale parameter θ is known and therefore all derived results of this section are based on this assumption.
MLE and Asymptotic theory of R s;k
For known θ, the MLEs of α 1 and α 2 can be rewritten aŝ
Thus, MLE of R s;k is the same as defined as in (2.2) with the values ofα 1 andα 2 given in (3.1). Further, we observe that the closed form distribution of R s;k is quite difficult to obtain. Therefore, asymptotic behavior of R s;k is discussed. For this purpose, we consider the Fisher information matrix of α = (α 1 , α 2 ) as
The asymptotic variance of MLEs of α 1 and α 2 can easily be obtain from A(α). Also, the asymptotic variance of estimate of R s;k which containsα 1 andα 2 is given by (See Rao et al. (2015) ) as
Now, from the asymptotic property of MLE, we establish that
where N (0, 1) stands for standard normal distribution. Now, we construct the (1 − β)100% asymptotic confidence interval for R s;k as
In this section, UMVUE of R s;k is derived when θ is known, WLOG, assume θ = 1. The term R s;k can be rewritten as
Clearly, R s;k is a linear function of ϕ(α 1 , α 2 ) and ϕ(α 1 , α 2 ) depends on the unknown parameters α 1 and α 2 . Thus, it is enough to find the UMVUE of ϕ(α 1 , α 2 ).
Applying Neyman Factorization Theorem, we find that (R n , S m ) is a sufficient for (α 1 , α 2 ). Define U 1 = ln R n , U 2 = ln S m , V 1 = ln R 1 and V 2 = ln S 1 . It is easy to verify that (U 1 , U 2 ) is complete and sufficient statistics for (α 1 , α 2 ). Consider a function
It can be seen that φ(V 1 , V 2 ) is an unbiased estimator of ϕ(α 1 , α 2 ). Now, using Rao-Blackwell and Lehman-Scheffe's Theorems, we get the UMVUE of ϕ(α 1 , α 2 ) is
where f V 1 |U 1 and f V 2 |U 2 are the conditional pdfs of V 1 |U 1 and V 2 |U 2 respectively. Now, we derive these conditional pdfs. Using the formula of the joint pdf of two upper records given in the book of Ahsanullah (1995) , the joint density of (V 1 , U 1 ) is
(3.10)
Further, using (3.5), (3.9) and (3.10) in (3.6), we get
Depending on values of u 1 and u 2 , the following two cases arise:
; the UMVUE is given as
< u 2 ; the UMVUE is given as
(3.12) It follows from (3.3) and (3.12) that the UMVUE of R s;k is given by
Bootstrapping
In this subsection, a well known parametric Bootstrap method is used for obtaining the various confidence intervals for R s;k . For this purpose, we first generate the Bootstrap samples of R s;k as suggested by Efron and Tibshirani (1994) . The following algorithm is considered for generating the Bootstrap samples of R s;k .
(i) For primary samples of upper records, compute ML estimates of parameters asα 1 andα 2 .
(ii) Generate independent Bootstrap samples of upper records from the Pareto distribution for known θ using parameters values asα 1 andα 2 . After that, compute Bootstrap estimates of α 1 and α 2 as α * 1 and α * 2 , respectively.
(iii) Using the Bootstrap estimates α * 1 and α * 2 , calculate R * s;k .
(iv) Replicate step-(ii) and step-(iii) B times to obtain a sample of Bootstrap estimates R 1 * s;k , R 2 * s;k , . . . , R B * s;k of R s;k .
Using the above generated Bootstrap sample of estimates of R s;k , we find three types of confidence intervals of R s;k as follows:
(I) Standard normal interval : This method provides the simplest confidence interval of 100(1 − β)% for R s;k using standard normal approach. The confidence interval for this approach is
(II) Percentile Bootstrap (Boot-p) interval : This method uses distribution function as a tool for obtaining the percentiles of any sample. Let G(x) = P (R * s;k ≤ x) be the distribution function of Bootstrap samples of R s;k for a given x. can be replaced by the asymptotic standard errorθ * , used in (3.14). If
where t * q denotes q th quantile of T * 1 , T * 2 , . . . , T * B .
Bayesian Inference of R s;k
In this subsection, we derive the approximate Bayes estimators for known θ.
Lindley Approximation
For the two parameter (α 1 , α 2 ), equation (2.7) reduces to
All expressions for the calculation of Bayes estimator can be calculated in same manner as in Section 2.2.1.
Mrakov Chain Monte Carlo Method
It is evident from the Section 2.2.2 that, for known θ, the marginal posterior densities of α 1 and α 2 follow gamma distribution. That is, π(α 1 |α 2 , data) ∼ Gamma(n + a 1 , b 1 + ln(r n /θ)) π(α 2 |α 1 , data) ∼ Gamma(m + a 2 , b 2 + ln(s m /θ)).
Now, using Gibbs algorithm, we generate data from these marginal densities. The algorithm is as follows
The generated sample is used to obtain the Bayes estimates of R s;k under SEL and LINEX functions. Also, it is used to obtain the HPD credible intervals for R s;k by using the method proposed by Chen and Shao (1999) . The Bayes estimators under SEL and LINEX loss functions, respectively, are
(3.18)
Simulation Study
In this section, a simulation study is conducted to exhibit the performances of the various estimator derived in this article. For this purpose, various sample sizes of upper record values are generated from Pareto distribution using the method discussed by Wang and Shi (2013) . For performances of the estimator a Monte Carlo study is conducted for 1000 replications and results are reported in the following tables in terms of average estimate (AE), Mean squared error (MSE), coverage probability (CP) and average confidence interval length (AL). The results are presented in two cases: Case (I) discusses the results for unknown θ and Case (II) discusses the results for known θ. The following algorithm is used for calculation of results reported in the Tables.
1. Generate samples of upper record values from P (α 1 , θ) and P (α 2 , θ) using some predefined values of parameters.
2. Using the generated samples and applying the method discussed in previous sections, calculate estimatorR s;k . 
where R s;k is true value.
Also,the coverage probability can be obtain by using the following algorithm 1. Generate samples of upper record values from P (α 1 , θ) and P (α 2 , θ) using some predefined values of parameters.
2. Calculate the confidence interval for R s;k .
3. Repeat above steps, 1000 times and find the number of intervals (p) containing R s;k .
4. Now the coverage probability is p 1000 .
Case I when θ is unknown
In this case, we consider 2-out-of-(4,5,6) and 3-out-of-(4,5,6) components i.e., (s, k) = {(2, 4), (2, 5), (2, 6), (3, 4), (3, 5), (3, 6)} for the numerical aspects. The values of R s;k for given set of (s, k) are R 2;4 = 0.80, R 2;5 = 0.8571, R 2;6 = 0.8929, R 3;4 = 0.60, R 3;5 = 0.7143 and R 3;6 = 0.7857 for (α 1 , α 2 , θ) = (2, 4, 1.5). All results reported in The HPD intervals are also obtained by using the method of Chen and Shao (1999) and reported in Table [ [5] [6] with CPs, ALs. From these tables we observe that, as we increase the sample sizes n and m, the CPs are tending towards the desired level of significance. Also, the ALs are decreasing for large n and m. The average Biases of the estimators are exhibited in Figure [2 -3] . The biases are calculated with respective to the MSS reliability ranging from 0.1 to 0.9 as depicted in the Plots. Figure [2] shows the behavior of bias obtained at (s, k) = (3, 5), n = 20, m = 20 and θ = 2 for MSS reliability ranging from 0.1 to 0.9. Figure [3] shows the behavior of bias calculated at (s, k) = (2, 5), n = 20, m = 20 and θ = 2. It is observed from Figure [2] , that bias of Bayes estimators has negative as well as positive values whereas bias of MLE remains close to 0 for increasing reliability. Also, Figure [3] shows significant variation among Bayes estimators whereas bias of MLE again remains close to 0 for increasing reliability.
Case II when θ is known
In this case, we again consider distinct components of (s, k) as {(1, 3), (2, 3), (2, 5), (3, 5), (4, 5), (2, 6), (3, 6), (4, 6)} for the numerical aspects. The values of R s;k for given set of (s, k) are R 1;3 = 0.90, R 2;3 = 0.70, R 2;5 = 0.8571, R 3;5 = 0.7143, R 4;5 = 0.5238, R 2;6 = 0.8929, R 3;6 = 0.7857, R 4;6 = 0.6429 for (α 1 , α 2 , θ) = (1, 2, 1). All results reported in Table [ [7] [8] [9] [10] [11] are for known θ. AEs and MSEs of the derived estimators are reported in Table[ [7] [8] [9] [10] with different sets of unknown quantities. From these tables we observe that, MSEs of the estimates are decreasing as expected for large number of samples. We also observe that the performance of UMVUE is better with respect to other estimators, in terms of MSEs. Also, We see that Bayes estimators showing lesser MSEs under LINEX loss function. The MCMC Bayes estimator is performing better than Lindley Bayes estimator under SEL function whereas for c > 0 in LINEX loss function, Lindley Bayes estimator is showing promising results in terms of MSEs. Such type of behavior of Bayes estimator can be seen in Table[ [7] [8] [9] [10] . Having said that, UMVUE is still a better estimator with least MSE for MSS reliability and is recommended in practical use. An important observation we make from these tables is that, estimators are showing improvement whenever m > n. The Table [ 11] reports CPs and ALs of intervals calculated by using the method discussed in Sections [3] and [3.3] at 95% level of significance. We see that, the ALs of all kinds of intervals is decreasing as sample sizes increases. Also, for increasing sample sizes the CPs are tending towards the desired level of significance which in this case is 95%. The average Biases of the estimators are exhibited in Figure [4 -5] . The biases are again calculated with respective to the MSS reliability ranging from 0.1 to 0.9 as depicted in the Plots. Figure  [4] shows the behavior of bias for increasing reliability at n = 20 and m = 20 and θ = 1. Figure  [5] shows the behavior of bias for increasing reliability at n = 20 and m = 25 and θ = 1. From Figure [ [4] [5] , it is observed that Bayes estimators are having positive as well as negative average bias for increasing reliability. Also, we see that bias of MLE is remaining close to 0. Table 1 : For (α 1 , α 2 , θ) = (2, 4, 1.5) and Prior: (a 1 , a 2 , a 3 ) = (2, 2, 2),(b 1 , b 2 , b 3 ) = (1.5, 1.5, 1.5). 20, 20) 0.7420 0.0075 0.7454 0.0071 0.7386 0.0079 0.7368 0.0081 Table 5 : For (α 1 , α 2 , θ) = (2, 3, 1.5), P rior 1 : (a 1 , a 2 , a 3 ) = (2, 2, 2),(b 1 , b 2 , b 3 ) = (1.5, 1.5, 1.5) and P rior 2 : (a 1 , a 2 , a 3 ) = (1.5, 1.5, 1.5),(b 1 , b 2 , b 3 ) = (2, 2, 2). 3654 (20,20) 0.8960 0.2890 0.9420 0.3409 0.9120 0.2946 0.9660 0.3473 Table 6 : For (α 1 , α 2 , θ)=(2, 4, 1.5), P rior 1 : (a 1 , a 2 , a 3 )=(2, 2, 2),(b 1 , b 2 , b 3 )=(1.5, 1.5, 1.5) and P rior 2 : (a 1 , a 2 , a 3 )=(1.5, 1.5, 1.5),(b 1 , b 2 , b 3 )=(2, 2, 2). 3388 (20,20) 0.8960 0.2668 0.9500 0.3154 0.9020 0.2745 0.9540 0.3245 Table 7 : For (α 1 , α 2 , θ) = (0.5, 2, 1) and Prior: (a 1 , a 2 ) = (2, 2),(b 1 , b 2 ) = (3, 3). (15, 20) 0.7617 0.0103 0.7651 0.0097 0.7582 0.0110 0.7565 0.0113 (20, 20) 0.7620 0.0098 0.7650 0.0093 0.7589 0.0104 0.7573 0.0107 Table 11 : For (α 1 , α 2 , θ) = (0.5, 2, 1), P rior 1 : (a 1 , a 2 ) = (1, 1),(b 1 , b 2 ) = (1.5, 1.5) and P rior 2 : (a 1 , a 2 ) = (1.5, 1.5),(b 1 , b 2 ) = (1.5, 1.5). 
An Illustrative Example
In this section, two real datasets of breakdown times of several specimens of electrical insulating fluid are considered. Nelson (1972) obtained these datasets by conducting an experiment to investigate the distribution of breakdown times of several specimens of a particular type of electrical insulating fluid at constant voltage ranging from 26 kilovolts (kV) to 38 kV (see also Arshad and Jamal (2019a) ). The datasets are Data I(strength) : 0.40, 82. 85, 9.88, 89.29, 215.10, 2.75, 0.79, 15.93, 3.91, 0.27, 0.69, 100.58 27.80, 13.95, 53,24 Data II(stress) : 0.47, 0.73, 1.40, 0.74, 0.39, 1.13, 0.09, 2.38
With the help of Kolmogorov-Smirnov test we find that Data I supports P (0.3, 0.8) distribution with KS distance 0.19 and p-value 0.5711 and Data II supports P (1.4, 0.8) distribution with KS distance 0.3 and p-value 0.4. In this problem, we assume that electrical fluid of specimen considered to be good if 2 out of 4 specimens are functioning properly at constant voltage. Form Data I and Data II, two sets of upper record values R = (0.40, 82.85, 89.29, 215.10) and S = (0.47, 0.73, 1.40, 2.38) are obtained, respectively. From R and S , we find that n = 4, m = 4, θ = 0.4,α 1 = 0.64,α2 = 2.24. The ML estimate of R s;k for the given datasets isR 2;4 = 0.9105. For prior distribution, we consider (a 1 , a 2 , a 3 ) = (3, 3, 3) and (b 1 , b 2 , b 3 ) = (1.5, 1.5, 1.5). The Bayes estimator of Lindley approximation under SEL function is 0.9032 and under LINEX loss function is 0.9100. For MCMC, Bayes estimator under SEL function is 0.8813 and under LINEX loss function is 0.8832. Also, 95% HPD interval of R s;k is (0.68, 0.99).
