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(Under the direction of Alexander C. Berg.)
A fundamental problem in computer vision is knowing what is in the image and where
it is. We develop models to localize objects of multiple categories, such as person and
car, fast and accurately. In particular, we focus on designing deep convolutional neural
networks (CNNs) for object detection and semantic segmentation. A central theme of
this dissertation is to explore the design choices of network structure to combine the
full power of CNNs and the characteristics of each task to not only achieve high-quality
results but also keep the model relatively simple and fast.
At the heart of object detection is the question of how to search efficiently through a
continuous 2D bounding boxes space of various scales and aspect ratios at every possible
location in an image. A brute force approach would be searching over all possibilities,
but it is apparently not scalable and is quite difficult. An alternative is to propose some
potential locations which might contain objects, and then classify each of the proposal.
Because the search space is much smaller after the proposal step, we can use a more
powerful feature to describe each proposal. A first contribution of this dissertation is
to show that fine-tuning a much deeper network can boost the detection performance
significantly, compared to a relatively shallower network.
A second contribution of this dissertation is that we show that the search can be
approximated by discretizing the search space and then regressing the residual difference
iii
between a discrete box and a target box. This is a departure from the proposal and
then classify series of methods. We present a single stage framework, SSD, which can
simultaneously detect and classify objects fast and accurately. SSD splits the space of
small boxes more densely and the space of larger boxes more sparsely. As a result, it
can discretize the space more efficiently and ease training notably. We have empirically
shown that it is as accurate as or even better than the two-stage methods and yet is
much faster.
Unlike object detection, semantic segmentation is usually treated as a per-pixel classi-
fication problem, especially in the era of deep networks. However, a major issue is how to
incorporate global semantic context information when making local decision. Although
there are concurrent works on using techniques from graphical models such as conditional
random fields (CRFs) to introduce context and structure information, we present a sim-
ple yet effective method, ParseNet, by using the average feature for a layer to augment
the features at each location. Experimental results show that it can be as effective as a
method which uses CRFs as a post-processing step to include context information.
In order to make the above methods useful for many real-time systems, such as mo-
bile devices or self-driving cars, we have collected large-scale video datasets for multiple
categories, and hope that temporal consistency information in video can help further
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CHAPTER 1: Introduction
What does it mean, to see? The plain man’s answer (and Aristotle’s, too). would be,
to know what is where by looking.






Figure 1.1: This dissertation studies the problem of object detection and semantic seg-
mentation. Object detection is to know the location (e.g. bounding box) of each object;
and semantic segmentation is to know what each pixel is (e.g. drivable path) in an image.
Suppose the left image in Figure 1.1 is what a self-driving car sees. In order to make
a decision on what to do next, it needs to recognize there is a car in front on the left
side so that it has to slow down to not hit the car; it also needs to recognize there is
a stop sign on the right to notify itself to stop when reaching at the stop sign location.
When the traffic light turns green, it not only needs to respond to it on time but also
has to have a sense where is the drivable path so that it won’t bump into curbs or other
cars. These are only a few basic functionalities we want a self driving car to perceive the
world, and are what this dissertation is trying to solve.
We develop models to localize objects of multiple categories, such as person and
car, fast and accurately. In particular, we focus on designing deep convolutional neural
networks (CNNs) for object detection and semantic segmentation. A central theme of
this dissertation is to explore the design choices of network structure to combine the
full power of CNNs and the characteristics of each task to not only achieve high-quality
results but also keep the model relatively simple and fast.
At the heart of object detection is the question of how to search efficiently through a
continuous 2D bounding boxes space of various scales and aspect ratios at every possible
location in an image. A brute force approach would be searching over all possibilities,
but it is apparently not scalable and is quite difficult. An alternative is to propose some
potential locations which might contain objects, and then classify each of the proposal.
Because the search space is much smaller after the proposal step, we can use a more
powerful feature to describe each proposal. A first contribution of this dissertation is
to show that fine-tuning a much deeper network can boost the detection performance
significantly, compared to a relatively shallower network.
A second contribution of this dissertation is that we show that the search can be
approximated by discretizing the search space and then regressing the residual difference
between a discrete box and a target box. This is a departure from the proposal and
then classify series of methods. We present a single stage framework, SSD, which can
simultaneously detect and classify objects fast and accurately. SSD splits the space of
small boxes more densely and the space of larger boxes more sparsely. As a result, it
can discretize the space more efficiently and ease training notably. We have empirically
shown that it is as accurate as or even better than the two-stage methods and yet is
2
much faster.
Unlike object detection, semantic segmentation is usually treated as a per-pixel classi-
fication problem, especially in the era of deep networks. However, a major issue is how to
incorporate global semantic context information when making local decision. Although
there are concurrent works on using techniques from graphical models such as conditional
random fields (CRFs) to introduce context and structure information, we present a sim-
ple yet effective method, ParseNet, by using the average feature for a layer to augment
the features at each location. Experimental results show that it can be as effective as a
method which uses CRFs as a post-processing step to include context information.
In order to make the above methods useful for many real-time systems, such as mo-
bile devices or self-driving cars, we have collected large-scale video datasets for multiple
categories, and hope that temporal consistency information in video can help further
boost the performance and speed up the operations while lowering power consumption.
1.2 Thesis statement
Carefully designing and training deep neural networks from large-scale datasets en-
ables detecting and segmenting objects of multiple categories fast and accurately.
1.3 Outline
Deep convolutional neural networks (LeCun et al., 1998; Krizhevsky et al., 2012;
Szegedy et al., 2014a; Simonyan and Zisserman, 2014; He et al., 2016) have demonstrated
impressive levels of performance on the image classification task. In addition to knowing
what objects are in the image, we are also interested in pinpointing where they are. This
3
is usually accomplished by modifying the structure of the image-level neural network and
fine-tuning it for localization purposes.
Region-based Convolutional Neural Networks (R-CNN) (Girshick et al., 2014) ap-
proach object detection as a classification problem over object proposals, followed by
regression of the bounding box coordinates. In Chapter 2 we show the process by which
we fine-tuned GoogLeNet (Szegedy et al., 2014a) instead of AlexNet (Krizhevsky et al.,
2012) using the R-CNN framework and achieved high quality detection results. Addition-
ally, we augment the region proposals by combining the Selective Search boxes (Uijlings
et al., 2013) with MultiBox predictions (Erhan et al., 2014) for higher recall. Finally,
we use an ensemble of 6 GoogLeNet models when classifying each region which improves
accuracy from 38.0% to 43.9%, which in turn enabled us to win the ILSVRC2014 DET
challenge (Russakovsky et al., 2015) (a world renowned annual event for the visual recog-
nition challenge). However, this approach requires classifying thousands of proposals per
image, and is therefore very slow.
We are concerned with the efficiency of the model and the simplicity of the training
methodology as much as we are about the quality. This not only enables faster turn
around for development, but also is particularly useful when deploying the model on real
time systems, such as mobile devices or self driving cars, which are sensitive to time delay
and usually have limited computational power.
We have demonstrated that by careful design, it is possible to detect objects of mul-
tiple categories with a single evaluation of an input image and achieve state-of-the-art
performance. In Chapter 3, we present a method for detecting objects in images using
a single deep neural network. Our approach, named SSD, discretizes the output space
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of bounding boxes into a set of default boxes over different aspect ratios and scales per
feature map location. At prediction time, the network generates scores for the pres-
ence of each object category in each default box and produces adjustments to the box
to better match the object shape. Additionally, the network combines predictions from
multiple feature maps with different resolutions to naturally handle objects of various
sizes. SSD is simple compared to methods that require object proposals because it com-
pletely eliminates proposal generation and subsequent pixel or feature resampling stages
and encapsulates all computation in a single network. This makes SSD easy to train
and straightforward to integrate into systems that require a detection component. Ex-
perimental results on the PASCAL VOC, COCO, and ILSVRC datasets confirm that
SSD has competitive accuracy to methods that utilize an additional object proposal step
and is much faster, while providing a unified framework for both training and inference.
Compared to other single stage methods, SSD has much better accuracy even with a
smaller input image size.
For semantic segmentation, most successful techniques are based on Fully Convolu-
tional Networks (FCN). It can produce semantic labeling per pixel in a single evaluation
of an input image, but it disregards global semantic context. In order to integrate context,
several approaches (Chen et al., 2014; Schwing and Urtasun, 2015; Zheng et al., 2015),
propose using graphical models such as conditional random fields (CRFs) (Kra¨henbu¨hl
and Koltun, 2011), to introduce global context and structured information into a FCN.
Although powerful, these architectures can be overly complex. At the least, this leads to
time-consuming training and inference. In Chapter 4, we present a technique for adding
global context to fully convolutional networks for semantic segmentation. The approach
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is simple, using the average feature for a layer to augment the features at each loca-
tion. In addition, we study several idiosyncrasies of training, significantly increasing the
performance of baseline FCN network. When we add our proposed global feature, and
a technique for learning normalization parameters, accuracy increases consistently even
over our improved versions of the baselines. Our proposed approach, ParseNet, achieves
state-of-the-art performance on SiftFlow and PASCAL-Context with small additional
computational cost over baselines, and near state-of-the-art performance on PASCAL
VOC 2012 semantic segmentation with a simple approach.
Our ultimate goal is to develop a system that can localize multiple objects in videos
accurately in real time. To achieve this, we have collected a large-scale video dataset
across many categories. A naive approach would be applying the techniques we developed
from static images to each individual frame of a video, then tracking the most confident
detections through time. However, this requires multiple decoupled components (e.g.
detector and tracker) and is slow and not optimal. The key problem is how to detect
objects accurately per frame and associate objects correctly through time. We believe
that combining a recurrent neural network (RNN) and a convolutional neural network
(i.e. SSD) can help solve this problem. We leave it for future work.
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CHAPTER 2: Accurate Object Detection with GoogLeNet
We need to go deeper.
– Inception
2.1 Introduction
Object detection is a problem of knowing what is in an image and where it is. For
example, given an image of a cat, it needs to know where the cat is in the image. It is usu-
ally treated as a classification problem over many locations of an image. Sliding window
methods (Viola and Jones, 2001; Dalal and Triggs, 2005; Felzenszwalb et al., 2008) use an
exhaustive search to find the best locations for objects in an image. The extremely large
search space has become a bottleneck for such methods. In order to be computational
efficient, these methods can only use ”simple” features, such as HoG (Dalal and Triggs,
2005), to classify each location. On the other hand, region proposal methods (Uijlings
et al., 2013; Girshick et al., 2014) have recently gained many attention. These methods
first generate a pool of candidate regions, which may contain objects, and then classify
each of the regions. The region proposals can be either generated using low-level infor-
mation (Carreira and Sminchisescu, 2012; Endres and Hoiem, 2010; Arbelaez et al., 2011;
Alexe et al., 2012; Uijlings et al., 2013; Zitnick and Dolla´r, 2014; Arbela´ez et al., 2014) or
learned from deep neural networks (Erhan et al., 2014). Because the search space is much
smaller after the proposal step, one can use ”rich” features to classify each proposal.
There are many research on how to construct better features (Csurka et al., 2004;
Wang et al., 2010; Van De Sande et al., 2010; Je´gou et al., 2010; Sa´nchez et al., 2013)
from manually designed local descriptors (Lowe, 2004; Bay et al., 2006; Wang et al., 2009).
Selective search (Uijlings et al., 2013) is the first work which shows that the region pro-
posal method can outperform the state-of-the-art sliding window method (Felzenszwalb
et al., 2008) on PASCAL VOC object detection dataset (Everingham et al., 2010). R-
CNN (Girshick et al., 2014) then shows that using the features extracted from a fine-tuned
convolutional neural network (i.e. AlexNet (Krizhevsky et al., 2012)) can outperform
traditional features by a large margin. The key improvement is that the feature auto-
matically learned from a large scale image dataset (Russakovsky et al., 2015) with CNNs
is much better than the handcrafted features.
In this work, we show that we can get even better features from a much deeper net-
work, which further boost the object detection performance. In specific, we build our
accurate object detector using a much deeper and yet efficient neural network architec-
ture – GoogLeNet (Szegedy et al., 2014a), and show that it significantly outperforms
AlexNet (Krizhevsky et al., 2012) within the similar region proposal based framework.
With significantly more layers, the network has much higher capacity to model the com-
plexity of visual objects, which enables us to win the ILSVRC 2014 object classification




Feature matters for almost all visual recognition tasks. There are two mainstream
methods for solving object detection: sliding window and region proposal, both of which
heavily rely on the power of the feature representation.
Sliding window methods usually requires searching over all possible locations and
scales within an image to detect objects, which inevitably forces such methods to use
simple features. (Viola and Jones, 2001) used a pool of simple feature detectors, such as
rectangle detectors, to quickly reject negative regions in an image by using a boosting
classifier. It also applied the cascade idea to further improve the speed of the detector.
(Dalal and Triggs, 2005) introduced a simple-to-compute feature, Histogram of Gradient
(HoG), and used a linear SVM classifier to detect person in an image. Deformable Part
Model (DPM) (Felzenszwalb et al., 2008) extended it further by considering not only
whole object but also object parts, and used a latent SVM method to automatically
learn to detect both object and object parts and the spatial constraints between them.
On the other hand, there are other methods that do not share the exhaustive search
idea but use the object proposal idea to reduce the number of regions to examine.
Both (Carreira and Sminchisescu, 2012) and (Endres and Hoiem, 2010) proposed to
generate a set of segmentation by using many different parameters from an accurate yet
expensive contour detector (Arbelaez et al., 2011). Given such segmentation results, it
then used the learned classifier to rank the segments. Selective search (Uijlings et al.,
2013) suggested that rough object locations instead of precise object location is good
enough for the task of object detection. It used a much more efficient segmentation
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method (Felzenszwalb and Huttenlocher, 2004) to make selective search method com-
putational feasible on large datasets. Besides, it also proposed the usage of hierarchical
segmentation idea to speed up the computational time and maintain the performance. In
the most recent works like MultiBox (Erhan et al., 2014; Szegedy et al., 2014b), the se-
lective search region proposals, which are based on low-level image features, are replaced
by proposals generated directly from a deep neural network.
For object proposal based methods, because there are much less regions to be con-
sidered, it is feasible, then, to try more powerful features to help recognize complicated
and deformable objects. There are a large number of methods focusing on how to design
better feature. Such methods first need to localize distinct regions (Lindeberg, 1998;
Mikolajczyk and Schmid, 2004; Matas et al., 2004; Mikolajczyk et al., 2005; Rosten and
Drummond, 2006) within an image and extract local image feature descriptors (Lowe,
1999; Berg and Malik, 2001; Belongie et al., 2002; Mikolajczyk and Schmid, 2005; Rublee
et al., 2011; Leutenegger et al., 2011; Alahi et al., 2012)), construct visual codebooks by
performing k-means clustering (Lloyd, 1982) on these local feature descriptors, and then
encode the local features in many different ways (Csurka et al., 2004; Lazebnik et al.,
2006; Zhang et al., 2007; Philbin et al., 2008; Van Gemert et al., 2008; Zhou et al., 2010;
Wang et al., 2010; Perronnin et al., 2010; Je´gou et al., 2010; Chatfield et al., 2011; Van de
Sande et al., 2014).
Although powerful, these features are handcrafted and thus are sub-optimal and are
not capable of describing the highly complicated visual world. From neuroscience we
know that human visual cortex are hierarchical and have multi-stage processes for com-
puting features with high level semantic meaning. Neocognitron (Fukushima, 1980) is
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an early attempt to mimic such process with hand designed filters. Later (LeCun et al.,
1998) used stochastic gradient descent (SGD) via backpropagation (Rumelhart et al.,
1985) to train convolutional neural networks (CNNs) to learn the filters as well. The
latest widely success of AlexNet on ILSVRC 2012 object classification task (Krizhevsky
et al., 2012) has rekindled huge interests in CNNs. (Sharif Razavian et al., 2014) showed
that a linear classifier with features extracted from OverFeat (Sermanet et al., 2013), a
CNN pretrained on ILSVRC, outperforms all methods which uses traditional handcrafted
features on various recognition tasks. Since feature representation of the input image is
critical to many recognition tasks, deep network has a huge advantage over traditional
computer vision methods because the feature representation learned from large-scale
dataset is much better than a handcrafted feature.
The current state-of-the-art for object detection is R-CNN (Girshick et al., 2014),
a method uses the object proposal framework. Such a two-stage approach leverages
the accuracy of bounding box segmentation with low-level cues, as well as the highly
powerful classification power of state-of-the-art CNNs. We adopted a similar pipeline,
but have explored enhancements in both stages, such as MultiBox (Erhan et al., 2014)
prediction for better region proposals, and ensemble approaches for better categorization
of bounding box proposals.
2.3 Region proposal based object detection
In this work, we adopt the region proposal based object detection framework. Our
object detection system needs to first generate category independent region proposals, as
illustrated in Figure 2.1b. Then given a CNN pretrained on ILSVRC object classification
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dataset, our system needs to fine-tune it on warped proposal windows to adapt it to the
object detection dataset. Finally, our system needs to extract a fixed length feature
vector from the fine-tuned CNN for each proposal and learn a set of class-specific linear
SVMs to post classify each proposal, as shown in Figure 2.1c. In this section, we will
describe each steps and the new network architecture in details.
2.3.1 Region proposals
Recently, there are many methods (Carreira and Sminchisescu, 2012; Endres and
Hoiem, 2010; Arbelaez et al., 2011; Alexe et al., 2012; Uijlings et al., 2013; Zitnick and
Dolla´r, 2014; Arbela´ez et al., 2014) introduced for generating category independent (ag-
nostic) region proposals. These methods use different low-level cues of image to generate
a large pool of candidate regions of potential objects. In our system, we use the selective
search (Uijlings et al., 2013) because it generates the best quality proposals. Besides, we
also add about 200 proposals (Erhan et al., 2014) from MultiBox which are learned with
a deep network. As a result, we can get very high recall with relatively small number
(i.e. 1200) of proposals in each image.
2.3.2 Fine-tuning network
Since we need many data to train a CNN, we have to first use a large-scale dataset
to pretrain a model so that it has a good representation of the visual world. Usually we
use the ILSVRC classification dataset, which has 1000 classes with 1.2 million training
images, to pretrain a model since image level labels are much easier to collect than more
detailed annotations such as bounding boxes. Given a network that is first pretrained on
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(a) Input image. (b) Region proposals. (c) Post classification.
Figure 2.1: Region proposal based object detection.
object classification datasets, we need to adopt it to the object detection datasets. As
opposed to R-CNN (Girshick et al., 2014) which uses AlexNet (Krizhevsky et al., 2012),
we use a much deeper and powerful network. We will describe the details of the network
architecture later.
Given an object detection dataset where accurate bounding boxes for all objects in an
image are provided, we first generate object proposals as described in Sec. 2.3.1. During
training time, we treat all proposals with ≥ 0.5 IoU overlap with a ground truth box as
a positive sample for that box’s class and the rest negatives. At each SGD iteration, we
sample 32 positive proposals and randomly select 96 negative proposals and crop/warp
them to a fixed size (e.g. 227 × 227) to form a mini-batch to update the network’s
parameters to recognize proposals better.
Notice that without fine-tuning the network on the object proposals, the feature
extracted directly from a network, which is pretrained on the ILSVRC classification
dataset, does not give any improvement. However, after fine-tuning the network on




After the fine-tuning, we need to extract features for all proposals within an image.
We follow the same procedure as proposed in R-CNN (Girshick et al., 2014). In specific,
we crop and warp each proposal region to a fixed image size (e.g. 227 × 227). Then
we forward the warped proposal to the fine-tuned network to extract the final feature
layer (before the 1000-way classification layer) and save it as the feature representation
for each proposal. Then we train a binary linear SVM classifier for each object category
independently using the extracted features. We use the ground truth boxes as positive
samples and use hard negative mining methods (Felzenszwalb et al., 2008) to select hard
negative samples during training.
2.3.4 Network architecture
The major contribution of this work is that we use a much deeper and powerful
network, which results in better feature and improve the object detection performance
significantly. We now describe the motivation and details of the network.
The most straightforward way of improving the performance of deep neural networks
is by increasing their size. This includes both increasing the depth – the number of
network levels – as well as its width: the number of units at each level. This is an easy
and safe way of training higher quality models, especially given the availability of a large
amount of labeled training data. However, this simple solution comes with two major
drawbacks.
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Bigger size typically means a larger number of parameters, which makes the enlarged
network more prone to over-fitting. The other drawback of uniformly increased network
size is the dramatically increased use of computational resources. For example, in a
deep vision network, if two convolutional layers are chained, any uniform increase in the
number of their filters results in a quadratic increase of computation.
Inception module
A fundamental way of solving both of these issues would be to introduce sparsity and
replace the fully connected layers by the sparse ones, even inside the convolutions. The
well known Hebbian principle – neurons that fire together, wire together – suggests that
we could use convolution kernels to learn to associate similar patterns. Besides, consid-
ering the natural of multiple scales of objects, we apply convolutional kernel of multiple
sizes (e.g. 1, 3 × 3, and 5 × 5) on an input layer and concatenate the resulted feature
maps, which becomes the input of the next stage. Additionally, since pooling operations
have been essential for the success of current convolutional networks, it suggests that
adding an alternative parallel pooling path in each such stage should have additional
beneficial effect, too. Figure 2.2a shows an naive Inception module which embodies the
idea.
One big problem with the above modules, at least in this naive form, is that even a
modest number of 5× 5 convolutions can be prohibitively expensive on top of a convolu-
tional layer with a large number of filters. This problem becomes even more pronounced
once pooling units are added to the mix: the number of output filters equals to the
number of filters in the previous stage. The merging of output of the pooling layer with
15





(a) Inception module, naı¨ve version
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(b) Inception module with dimensionality reduction
Figure 2: Inception module
ber of filters in the previous stage. The merging of output
of the pooling layer with outputs of the convolutional lay-
ers would lead to an inevitable increase in the number of
outputs from stage to stage. While this architecture might
cover the optimal sparse structure, it would do it very inef-
ficiently, leading to a computational blow up within a few
stages.
This leads to the second idea of the Inception architec-
ture: judiciously reducing dimension wherever the compu-
tational requirements would increase too much otherwise.
This is based on the success of embeddings: even low di-
mensional embeddings might contain a lot of information
about a relatively large image patch. However, embed-
dings represent information in a dense, compressed form
and compressed information is harder to process. The rep-
resentation should be kept sparse at most places (as required
by the conditions of [2]) and compress the signals only
whenever they have to be aggregated en masse. That is,
1⇥1 convolutions are used to compute reductions before
the expensive 3⇥3 and 5⇥5 convolutions. Besides being
used as reductions, they also include the use of rectified lin-
ear activation making them dual-purpose. The final result is
depicted in Figure 2(b).
In general, an Inception network is a network consist-
ing of modules of the above type stacked upon each other,
with occasional max-pooling layers with stride 2 to halve
the resolution of the grid. For technical reasons (memory
efficiency during training), it seemed beneficial to start us-
ing Inception modules only at higher layers while keeping
the lower layers in traditional convolutional fashion. This is
not strictly necessary, simply reflecting some infrastructural
inefficiencies in our current implementation.
A useful aspect of this architecture is that it allows for
increasing the number of units at each stage significantly
without an uncontrolled blow-up in computational com-
plexity at later stages. This is achieved by the ubiquitous
use of dimensionality reduction prior to expensive convolu-
tions with larger patch sizes. Furthermore, the design fol-
lows the practical intuition that visual information should
be processed at various scales and then aggregated so that
the next stage can abstract features from the different scales
simultaneously.
The improved use of computational resources allows for
increasing both the width of each stage as well as the num-
ber of stages without getting into computational difficulties.
One can utilize the Inception architecture to create slightly
inferior, but computationally cheaper versions of it. We
have found that all the available knobs and levers allow for
a controlled balancing of computational resources resulting
in networks that are 3  10⇥ faster than similarly perform-
ing networks with non-Inception architecture, however this
requires careful manual design at this point.
5. GoogLeNet
By the“GoogLeNet” name we refer to the particular in-
carnation of the Inception architecture used in our submis-
sion for the ILSVRC 2014 competition. We also used one
deeper and wider Inception network with slightly superior
quality, but adding it to the ensemble seemed to improve the
results only marginally. We omit the details of that network,
as empirical evidence suggests that the influence of the ex-
act architectural parameters is relatively minor. Table 1 il-
lustrates the most common instance of Inception used in the
competition. This network (trained with different image-
patch sampling methods) was used for 6 out of the 7 models
in our ensemble.
All the convolutions, including those inside the Incep-
tion modules, use rectified linear activation. The size of the
receptive field in our network is 224⇥224 in the RGB color
space with zero mean. “#3⇥3 reduce” and “#5⇥5 reduce”
stands for the number of 1⇥1 filters in the reduction layer
used before the 3⇥3 and 5⇥5 convolutions. One can see
the number of 1⇥1 filters in the projection layer after the
built-in max-pooling in the pool proj column. All these re-
duction/projection layers use rectified linear activation as
well.
The network was designed with computational efficiency
and practicality in mind, so that inference can be run on in-
dividual devices including even those with limited compu-
tational resources, especially with low-memory footprint.
(a) Naive Inception module.
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of the pooling l f t e convolutional lay-
ers would lead t r se in the number of
outputs fro sta t t is architecture might
cover the opti al , it uld do it very inef-
ficiently, leadi t t ti l l up within a few
stages.
This leads to the second idea of the Inception architec-
ture: judiciously reducing di ension herever the compu-
tational requirements would increase too much otherwise.
This is based on the success of embeddings: even low di-
mensional embeddings might contain a lot of information
about a relatively large image patch. However, embed-
dings represent information in a dense, compressed form
and compressed information is harder to process. The rep-
resentation should be kept sparse at most places (as required
by the conditions of [2]) and compress the signals only
whenever they have to be aggregated en masse. That is,
1⇥1 convolutions are used to compute reductions before
the expensive 3⇥3 and 5⇥5 convolutions. Besides being
used as reductions, they also include the use of rectified lin-
ear activation making them dual-purpose. The final result is
depicted in Figure 2(b).
In general, an Inception network is a network consist-
ing of modules of the above type stacked upon each other,
with occasional max-pooling layers with stride 2 to halve
the resolution of the grid. For technical reasons (memory
efficiency during training), it seemed beneficial to start us-
ing I eption modules only at higher layers while keeping
the lower layers in traditional convolutional fashion. This is
not strictly necessary, simply reflecting some infrastructural
inefficiencies in our current implementation.
A useful aspect of this architecture is that it allows for
increasing the number of units at each stage significantly
without an uncontrolled blow-up in computational com-
plexity at later stages. This is achieved by the ubiquitous
use of dimensionality reduction prior to expensive convolu-
tions with larger patch sizes. Furthermore, the design fol-
lows the practical intuition that visual information should
be processed at various scales and then aggregated so that
the next stage can abstract features from the different scales
simultaneously.
The improved use of computational resources allows for
increasing both the width of each stage as well as the num-
ber of stages without getting into computational difficulties.
One can utilize the Inception architecture to create slightly
inferior, but computationally cheaper versions of it. We
have found that all the available knobs and levers allow for
a controlled balancing of computational resources resulting
in networks that are 3  10⇥ faster than similarly perform-
ing networks with non-Inception architecture, however this
requires careful manual design at this point.
5. G ogLeNet
By the“GoogLeNet” name w refer o the particular in-
carnation of the Inception architecture used in our submis-
sion for the ILSVRC 2014 competition. We also used one
d eper and wider Inceptio network with slightly superior
quality, but adding it to the ensembl seemed to improve the
results only marginally. We omit the details of that network,
as empirical evidence suggests that the influence of the ex-
act architectural parameters is relatively minor. Table 1 il-
lustrates the most common instance of Inception used in the
competition. This network (trained with different image-
patch sampling methods) was used for 6 out of the 7 models
in our ensemble.
All the convolutions, including those inside the Incep-
tion modules, use rectified linear activation. The size of the
receptive field in our network is 224⇥224 in the RGB color
space with zero mean. “#3⇥3 reduce” and “#5⇥5 reduce”
stands for the number of 1⇥1 filters in the reduction layer
used before the 3⇥3 and 5⇥5 convolutions. One can see
the number of 1⇥1 filters in the projection layer after the
built-in max-pooling in the pool proj column. All these re-
duction/projection layers use rectified linear activation as
well.
The network was designed with computational efficiency
and practicality in mind, so that inference can be run on in-
dividual devices including even those with limited compu-
tational resources, especially with low-memory footprint.
(b) Inception module with dimensionality reduction.
Figure 2.2: Inception module.
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outputs of the convolutional layers would lead to an inevitable increase in the number of
outputs from stage to stage, leading to a computational blow up within a few stages.
This leads to the second idea of the Inception architecture: judiciously reducing
dimension wherever the computational requirements would increase too much otherwise.
In specific, 1× 1 convolutions are used to compute reductions before the expensive 3× 3
and 5 × 5 convolutions. The final result is depicted in Figure 2.2b. This allows for
increasing both the width of each stage as well as the number of stages without getting
into computational difficulties.
GoogLeNet
In general, an Inception network is a network consisting of modules of the above type
stacked upon each other, with occasional max-pooling layers with stride 2 to halve the
resolution of the grid. By the ”GoogLeNet” name we refer to the particular incarnation
of the Inception architecture used in our submission for the ILSVRC 2014 competition.
Table 2.1 illustrates the most common instance of Inception used in the competition.
All the convolutions, including those inside the Inception modules, use rectified linear
activation (Nair and Hinton, 2010). The size of the receptive field in our network is
224× 224 in the RGB color space with zero mean. ”#3× 3 reduce” and ”#5× 5 reduce”
stands for the number of 1×1 filters in the reduction layer used before the 3×3 and 5×5
convolutions. One can see the number of 1 × 1 filters in the projection layer after the
built-in max-pooling in the ”pool proj” column. All these reduction/projection layers
use rectified linear activation as well.











convolution 7⇥7/2 112⇥112⇥64 1 2.7K 34M
max pool 3⇥3/2 56⇥56⇥64 0
convolution 3⇥3/1 56⇥56⇥192 2 64 192 112K 360M
max pool 3⇥3/2 28⇥28⇥192 0
inception (3a) 28⇥28⇥256 2 64 96 128 16 32 32 159K 128M
inception (3b) 28⇥28⇥480 2 128 128 192 32 96 64 380K 304M
max pool 3⇥3/2 14⇥14⇥480 0
inception (4a) 14⇥14⇥512 2 192 96 208 16 48 64 364K 73M
inception (4b) 14⇥14⇥512 2 160 112 224 24 64 64 437K 88M
inception (4c) 14⇥14⇥512 2 128 128 256 24 64 64 463K 100M
inception (4d) 14⇥14⇥528 2 112 144 288 32 64 64 580K 119M
inception (4e) 14⇥14⇥832 2 256 160 320 32 128 128 840K 170M
max pool 3⇥3/2 7⇥7⇥832 0
inception (5a) 7⇥7⇥832 2 256 160 320 32 128 128 1072K 54M
inception (5b) 7⇥7⇥1024 2 384 192 384 48 128 128 1388K 71M
avg pool 7⇥7/1 1⇥1⇥1024 0
dropout (40%) 1⇥1⇥1024 0
linear 1⇥1⇥1000 1 1000K 1M
softmax 1⇥1⇥1000 0
Table 1: GoogLeNet incarnation of the Inception architecture.
The network is 22 layers deep when counting only layers
with parameters (or 27 layers if we also count pooling). The
overall number of layers (independent building blocks) used
for the construction of the network is about 100. The exact
number depends on how layers are counted by the machine
learning infrastructure. The use of average pooling before
the classifier is based on [12], although our implementation
has an additional linear layer. The linear layer enables us to
easily adapt our networks to other label sets, however it is
used mostly for convenience and we do not expect it to have
a major effect. We found that a move from fully connected
layers to average pooling improved the top-1 accuracy by
about 0.6%, however the use of dropout remained essential
even after removing the fully connected layers.
Given relatively large depth of the network, the ability
to propagate gradients back through all the layers in an
effective manner was a concern. The strong performance
of shallower networks on this task suggests that the fea-
tures produced by the layers in the middle of the network
should be very discriminative. By adding auxiliary classi-
fiers connected to these intermediate layers, discrimination
in the lower stages in the classifier was expected. This was
thought to combat the vanishing gradient problem while
providing regularization. These classifiers take the form
of smaller convolutional networks put on top of the out-
put of the Inception (4a) and (4d) modules. During train-
ing, their loss gets added to the total loss of the network
with a discount weight (the losses of the auxiliary classi-
fiers were weighted by 0.3). At inference time, these auxil-
iary networks are discarded. Later control experiments have
shown that the effect of the auxiliary networks is relatively
minor (around 0.5%) and that it required only one of them
to achieve the same effect.
The exact structure of the extra network on the side, in-
cluding the auxiliary classifier, is as follows:
• An average pooling layer with 5⇥5 filter size and
stride 3, resulting in an 4⇥4⇥512 output for the (4a),
and 4⇥4⇥528 for the (4d) stage.
• A 1⇥1 convolution with 128 filters for dimension re-
duction and rectified linear activation.
• A fully connected layer with 1024 units and rectified
linear activation.
• A dropout layer with 70% ratio of dropped outputs.
Table 2.1: GoogLeNet incarnation of the Inception architecture.
that infer nce can be run on individual devices including even those with limited compu-
tational resources, especially with low-memory footprint. Fi ure 2.3 sh ws the resulting
network architecture. For more details, please refer to the original paper (Szegedy et al.,
2014a).
2.4 Experiments
2.4.1 ILSVRC 2014 Classific tion Challenge Setup and Results
The ILSVRC 2014 clas ification challenge involves the task of classifying the image
into one of 1000 leaf-node categories in the ImageNet hierarchy. There are about 1.2
million images for training, 50,000 for validation and 100,000 images for testing. Each
image is associated with one ground truth category, and performance is measured based
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• A linear layer with softmax loss as the classifier (pre-
dicting the same 1000 classes as the main classifier, but
removed at inference time).
A schematic view of the resulting network is depicted in
Figure 3.
6. Training Methodology
GoogLeNet networks were trained using the DistBe-
lief [4] distributed machine learning system using mod-
est amount of model and data-parallelism. Although we
used a CPU based implementation only, a rough estimate
suggests that the GoogLeNet network could be trained to
convergence using few high-end GPUs within a week, the
main limitation being the memory usage. Our training used
asynchronous stochastic gradient descent with 0.9 momen-
tum [17], fixed learning rate schedule (decreasing the learn-
ing rate by 4% every 8 epochs). Polyak averaging [13] was
used to create the final model used at inference time.
Image sampling methods have changed substantially
over the months leading to the competition, and already
converged models were trained on with other options, some-
times in conjunction with changed hyperparameters, such
as dropout and the learning rate. Therefore, it is hard to
give a definitive guidance to the most effective single way
to train these networks. To complicate matters further, some
of the models were mainly trained on smaller relative crops,
others on larger ones, inspired by [8]. Still, one prescrip-
tion that was verified to work very well after the competi-
tion, includes sampling of various sized patches of the im-
age whose size is distributed evenly between 8% and 100%
of the image area with aspect ratio constrained to the inter-
val [ 34 ,
4
3 ]. Also, we found that the photometric distortions
of Andrew Howard [8] were useful to combat overfitting to
the imaging conditions of training data.
7. ILSVRC 2014 Classification Challenge
Setup and Results
The ILSVRC 2014 classification challenge involves the
task of classifying the image into one of 1000 leaf-node cat-
egories in the Imagenet hierarchy. There are about 1.2 mil-
lion images for training, 50,000 for validation and 100,000
images for testing. Each image is associated with one
ground truth category, and performance is measured based
on the highest scoring classifier predictions. Two num-
bers are usually reported: the top-1 accuracy rate, which
compares the ground truth against the first predicted class,
and the top-5 error rate, which compares the ground truth
against the first 5 predicted classes: an image is deemed
correctly classified if the ground truth is among the top-5,
regardless of its rank in them. The challenge uses the top-5














































































































































































Figure 3: GoogLeNet network with all the bells and whistles.Figure 2.3: GoogLeNet network structure.
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on the highest scoring classifier predictions. Two numbers are usually reported: the top-1
accuracy rate, which compares the ground truth against the first predicted class, and the
top-5 error rate, which compares the ground truth against the first 5 predicted classes:
an image is deemed correctly classified if the ground truth is among the top-5, regardless
of its rank in them. The challenge uses the top-5 error rate for ranking purposes.
We participated in the challenge with no external data used for training. We adopted
a set of techniques during testing to obtain a higher performance, which we describe
next.
• We independently trained 7 versions of the same GoogLeNet model (including one
wider version), and performed ensemble prediction with them. These models were
trained with the same initialization (even with the same initial weights, due to an
oversight) and learning rate policies. They differed only in sampling methodologies
and the randomized input image order.
• During testing, we adopted a more aggressive cropping approach than that of
AlexNet (Krizhevsky et al., 2012). Specifically, we resized the image to 4 scales
where the shorter dimension (height or width) is 256, 288, 320 and 352 respec-
tively, take the left, center and right square of these resized images (in the case of
portrait images, we take the top, center and bottom squares). For each square, we
then take the 4 corners and the center 224× 224 crop as well as the square resized
to 224× 224, and their mirrored versions. This leads to 4× 3× 6× 2 = 144 crops
per image. A similar approach was used by Andrew Howard (Howard, 2013) in
the previous year’s entry, which we empirically verified to perform slightly worse
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than the proposed scheme. We note that such aggressive cropping may not be
necessary in real applications, as the benefit of more crops becomes marginal after
a reasonable number of crops are present (as we will show later on).
• The softmax probabilities are averaged over multiple crops and over all the indi-
vidual classifiers to obtain the final prediction. In our experiments we analyzed
alternative approaches on the validation data, such as max pooling over crops and
averaging over classifiers, but they lead to inferior performance than the simple
averaging.
Our final submission to the challenge obtains a top-5 error of 6.67% on both the
validation and testing data, ranking the first among other participants. This is a 56.5%
relative reduction compared to the SuperVision approach in 2012, and about 40% relative
reduction compared to the previous year’s best approach (Clarifai) (Zeiler and Fergus,
2014), both of which used external data for training the classifiers. Table 2.2 shows the
statistics of some of the top-performing approaches over the past 3 years.
Team Year Place Error (top-5) Uses external data
SuperVision 2012 1st 16.4% no
SuperVision 2012 1st 15.3% Imagenet 22k
Clarifai 2013 1st 11.7% no
Clarifai 2013 1st 11.2% Imagenet 22k
MSRA 2014 3rd 7.35% no
VGG 2014 2nd 7.32% no
GoogLeNet 2014 1st 6.67% no
Table 2.2: Results on ILSVRC2014 object classification external track.
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2.4.2 ILSVRC 2014 Detection Challenge Setup and Results
ILSVRC uses mean Average Precision (mAP) to measure the accuracy of object
detection methods. A method produces arbitrary number of detection results for each
object classes in each image. Each detection result has the format of (bij, sij) for image
Ii and object class Cj, where bij is the bounding box and sij is the score. The detection
results are first sorted in descending order based on detection scores, and are then greedily
matched to the ground truth boxes. A detection result is considered as a true positive
if the intersection over union (IoU) overlap with a ground truth box is more than 50%;
otherwise it is considered as a false positive.
Note that it also penalizes duplicate detections. In other words, if there are multiple
detections for an object (e.g. IoU threshold > 0.5), only the detection with highest score
is a true positive and all others are false positives. Given this information, we can then
compute precision as the fraction correct detections among all the detections reported,
and recall as the fraction of detected ground truth objects, for each object class. We
then compute average precision (AP) as the area under the precision/recall curve for
each object class, and mAP as the average from all object classes.
The approach we take is similar to R-CNN by (Girshick et al., 2014), which first
generates object proposals and then post-classify each proposal using deep convolutional
network. Instead of using AlexNet (Krizhevsky et al., 2012) as the post-classifier, we
replace it with the GoogLeNet (Szegedy et al., 2014a) which has many more layers and
thus much larger capacity. Additionally, we augment the region proposals by combining
the selective search boxes (Uijlings et al., 2013) with MultiBox predictions (Erhan et al.,
22
2014) for higher recall. In specific, we increase the proposal size by 2×, which halves
the number of selective search object proposals. Besides, we add 200 region proposals
generated by MultiBox (Erhan et al., 2014). As a result, we use about 60% of the
proposals used in (Girshick et al., 2014), and increase the recall from 92% to 93%, which
improve the mean average precision by 1% for a single model. Finally, we use an ensemble
of 6 GoogLeNet models when classifying each region which improves accuracy from 38.0%
to 43.9%. Note that we did not use bounding box regression as used in R-CNN. Figure 2.4
shows some high quality detection examples returned by the system.
Figure 2.4: High quality detection examples. We ranked 1st in the ILSVRC2014 DET
track (Russakovsky et al., 2015).
We first report the top detection results and show the progress since the first edition
of the detection task. Compared to the 2013 result, the accuracy has almost doubled.
The top performing teams all use convolutional networks. We report the official scores
in Table 2.3 and common strategies for each team: the use of external data, ensemble
models or contextual models. The external data is typically the ILSVRC12 classification
data for pre-training a model that is later fine-tuned on the detection data. Some teams
also mention the use of the localization data. Since a good portion of the localization task
bounding boxes are not included in the detection dataset, one can pre-train a general
bounding box regressor with this data the same way classification is used for pre-training.
The GoogLeNet entry did not use the localization data for pretraining.
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Team Year Place mAP external data ensemble approach
UvA-Euvision 2013 1st 22.6% none ? Fisher vectors
Deep Insight 2014 3rd 40.5% CLS-LOC 3 CNN
CUHK DeepID-Net 2014 2nd 40.7% CLS-LOC ? CNN
GoogLeNet 2014 1st 43.9% CLS-LOC 6 CNN
Table 2.3: Results on ILSVRC2014 object detection external track. Unreported
values are noted with question marks.
In Table 2.4, we compare results using a single model only. All the methods fol-
lowed the R-CNN framework (Girshick et al., 2014) with slightly different region pro-
posals and different CNN models. Notably DeepID-Net proposed a new deformation
layer which learns the deformable between object parts and the whole object as was
done in DPM (Felzenszwalb et al., 2008), and was built on ZFNet (Zeiler and Fergus,
2014) – a network with same depth and accuracy as AlexNet. Our single model has
similar accuracy even without this extra information because of the extraordinary power
of GoogLeNet. The top performing model is by Deep Insight, which used context and
bounding box regression as extra steps for their detector. Surprisingly it only improves
by 0.3 points with an ensemble of 3 models while the GoogLeNet obtains significantly
stronger results with the ensemble.
Team mAP Contextual model Bounding box regression
Trimps-Soushen 31.6% no ?
Berkeley Vision 34.5% no yes
UvA-Euvision 35.4% ? ?
CUHK DeepID-Net 37.7% no ?
GoogLeNet 38.0% no no
Deep Insight 40.2% yes yes




The R-CNN type of method formulate the object detection problem as a classification
problem over region proposals. Although powerful, it is very slow and has several decouple
steps, making it hard to train and evaluate. We are concerned with the efficiency of the
model and the simplicity of the training methodology as much as we do about the quality.
This not only enables faster turn around for development, but also is particularly useful
when deploying on real time systems, such as mobile devices or self driving cars, which are
sensitive to time delay and usually have limited computational power. In next chapter,
we introduce an end-to-end simple system which is much faster and more accurate as
well.
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CHAPTER 3: Fast Object Detection from Static Images
Everything should be made as simple as possible, but not simpler.
– Albert Einstein
3.1 Introduction
Current state-of-the-art object detection systems are variants of the following ap-
proach: hypothesize bounding boxes, resample pixels or features for each box, and ap-
ply a high-quality classifier. This pipeline has prevailed on detection benchmarks since
the Selective Search work (Uijlings et al., 2013) through the current leading results on
PASCAL VOC, COCO, and ILSVRC detection all based on Faster R-CNN(Ren et al.,
2015) albeit with deeper features such as (He et al., 2016). While accurate, these ap-
proaches have been too computationally intensive for embedded systems and, even with
high-end hardware, too slow for real-time applications. Often detection speed for these
approaches is measured in seconds per frame (SPF), and even the fastest high-accuracy
detector, Faster R-CNN, operates at only 7 frames per second (FPS). There have been
many attempts to build faster detectors by attacking each stage of the detection pipeline
(see related work in Sec. 4.4), but so far, significantly increased speed comes only at the
cost of significantly decreased detection accuracy.
We present the first deep network based object detector that does not resample pix-
els or features for bounding box hypotheses and and is as accurate as approaches that
do. This results in a significant improvement in speed for high-accuracy detection (59
FPS with mAP 74.3% on VOC2007 test, vs. Faster R-CNN 7 FPS with mAP 73.2%
or YOLO 45 FPS with mAP 63.4%). The fundamental improvement in speed comes
from eliminating bounding box proposals and the subsequent pixel or feature resampling
stage. We are not the first to do this (cf (Sermanet et al., 2013; Redmon et al., 2015)),
but by adding a series of improvements, we manage to increase the accuracy significantly
over previous attempts. Our improvements include using a small convolutional filter to
predict object categories and offsets in bounding box locations, using separate predictors
(filters) for different aspect ratio detections, and applying these filters to multiple fea-
ture maps from the later stages of a network in order to perform detection at multiple
scales. With these modifications—especially using multiple layers for prediction at dif-
ferent scales—we can achieve high-accuracy using relatively low resolution input, further
increasing detection speed. While these contributions may seem small independently, we
note that the resulting system improves accuracy on real-time detection for PASCAL
VOC from 63.4% mAP for YOLO to 74.3% mAP for our SSD. This is a larger relative
improvement in detection accuracy than that from the recent, very high-profile work on
residual networks (He et al., 2016). Furthermore, significantly improving the speed of
high-quality detection can broaden the range of settings where computer vision is useful.
We summarize our contributions as follows:
• We introduce SSD, a single-shot detector for multiple categories that is faster than
the previous state-of-the-art for single shot detectors (YOLO), and significantly
more accurate, in fact as accurate as slower techniques that perform explicit region
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proposals and pooling (including Faster R-CNN).
• The core of SSD is predicting category scores and box offsets for a fixed set of
default bounding boxes using small convolutional filters applied to feature maps.
• To achieve high detection accuracy we produce predictions of different scales from
feature maps of different scales, and explicitly separate predictions by aspect ratio.
• These design features lead to simple end-to-end training and high accuracy, even
on low resolution input images, further improving the speed vs accuracy trade-off.
• Experiments include timing and accuracy analysis on models with varying input
size evaluated on PASCAL VOC, COCO, and ILSVRC and are compared to a
range of recent state-of-the-art approaches.
3.2 The Single Shot Detector (SSD)
This section describes our proposed SSD framework for detection (Sec. 3.2.1) and
the associated training methodology (Sec. 3.2.2). Afterwards, Sec. 3.3 presents dataset-
specific model details and experimental results.
3.2.1 Model
The SSD approach is based on a feed-forward convolutional network that produces
a fixed-size collection of bounding boxes and scores for the presence of object class in-
stances in those boxes, followed by a non-maximum suppression step to produce the final
detections. The early network layers are based on a standard architecture used for high
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(a) Image with GT boxes (b) 8 × 8 feature map (c) 4 × 4 feature map
loc : ∆(cx, cy, w, h)
conf : (c1, c2, · · · , cp)
Figure 3.1: SSD framework. (a) SSD only needs an input image and ground truth
boxes for each object during training. In a convolutional fashion, we evaluate a small set
(e.g. 4) of default boxes of different aspect ratios at each location in several feature maps
with different scales (e.g. 8×8 and 4×4 in (b) and (c)). For each default box, we predict
both the shape offsets and the confidences for all object categories ((c1, c2, · · · , cp)). At
training time, we first match these default boxes to the ground truth boxes. For example,
we have matched two default boxes with the cat and one with the dog, which are treated as
positives and the rest as negatives. The model loss is a weighted sum between localization
loss (e.g. Smooth L1 (Girshick, 2015)) and confidence loss (e.g. Softmax).
quality image classification (truncated before any classification layers), which we will call
the base network1. We then add auxiliary structure to the network to produce detections
with the following key features:
Multi-scale feature maps for detection
We add convolutional feature layers to the end of the truncated base network. These
layers decrease in size progressively and allow predictions of detections at multiple scales.
The convolutional model for predicting detections is different for each feature layer (cf
Overfeat(Sermanet et al., 2013) and YOLO(Redmon et al., 2015) that operate on a single
scale feature map).
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Figure 3.2: A comparison between two single shot detection models: SSD and
YOLO (Redmon et al., 2015). Our SSD model adds several feature layers to the end of
a base network, which predict the offsets to default boxes of different scales and aspect
ratios and their associated confidences. SSD with a 300 × 300 input size significantly
outperforms its 448× 448 YOLO counterpart in accuracy on VOC2007 test while also
improving the speed.
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Convolutional predictors for detection
Each added feature layer (or optionally an existing feature layer from the base net-
work) can produce a fixed set of detection predictions using a set of convolutional filters.
These are indicated on top of the SSD network architecture in Fig. 3.2. For a feature
layer of size m × n with p channels, the basic element for predicting parameters of a
potential detection is a 3× 3× p small kernel that produces either a score for a category,
or a shape offset relative to the default box coordinates. At each of the m× n locations
where the kernel is applied, it produces an output value. The bounding box offset out-
put values are measured relative to a default box position relative to each feature map
location (cf the architecture of YOLO(Redmon et al., 2015) that uses an intermediate
fully connected layer instead of a convolutional filter for this step).
Default boxes and aspect ratios
We associate a set of default bounding boxes with each feature map cell, for multiple
feature maps at the top of the network. The default boxes tile the feature map in a
convolutional manner, so that the position of each box relative to its corresponding cell
is fixed. At each feature map cell, we predict the offsets relative to the default box shapes
in the cell, as well as the per-class scores that indicate the presence of a class instance in
each of those boxes. Specifically, for each box out of k at a given location, we compute
c class scores and the 4 offsets relative to the original default box shape. This results
in a total of (c + 4)k filters that are applied around each location in the feature map,
yielding (c + 4)kmn outputs for a m × n feature map. For an illustration of default
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boxes, please refer to Fig. 3.1. Our default boxes are similar to the anchor boxes used
in Faster R-CNN (Ren et al., 2015), however we apply them to several feature maps of
different resolutions. Allowing different default box shapes in several feature maps let us
efficiently discretize the space of possible output box shapes.
3.2.2 Training
The key difference between training SSD and training a typical detector that uses
region proposals, is that ground truth information needs to be assigned to specific outputs
in the fixed set of detector outputs. Some version of this is also required for training in
YOLO(Redmon et al., 2015) and for the region proposal stage of Faster R-CNN(Ren
et al., 2015) and MultiBox(Erhan et al., 2014). Once this assignment is determined,
the loss function and back propagation are applied end-to-end. Training also involves
choosing the set of default boxes and scales for detection as well as the hard negative
mining and data augmentation strategies.
Matching strategy
During training we need to determine which default boxes correspond to a ground
truth detection and train the network accordingly. For each ground truth box we are
selecting from default boxes that vary over location, aspect ratio, and scale. We begin
by matching each ground truth box to the default box with the best jaccard overlap (as
in MultiBox (Erhan et al., 2014)). Unlike MultiBox, we then match default boxes to
any ground truth with jaccard overlap higher than a threshold (0.5). This simplifies the
learning problem, allowing the network to predict high scores for multiple overlapping
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default boxes rather than requiring it to pick only the one with maximum overlap.
Training objective
The SSD training objective is derived from the MultiBox objective (Erhan et al.,
2014; Szegedy et al., 2014b) but is extended to handle multiple object categories. Let
xpij = {1, 0} be an indicator for matching the i-th default box to the j-th ground truth




ij ≥ 1. The overall
objective loss function is a weighted sum of the localization loss (loc) and the confidence
loss (conf):
L(x, c, l, g) =
1
N
(Lconf (x, c) + αLloc(x, l, g)) (3.1)
where N is the number of matched default boxes. If N = 0, wet set the loss to 0. The
localization loss is a Smooth L1 loss (Girshick, 2015) between the predicted box (l) and
the ground truth box (g) parameters. Similar to Faster R-CNN (Ren et al., 2015), we
regress to offsets for the center (cx, cy) of the default bounding box (d) and for its width
(w) and height (h).
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The confidence loss is the softmax loss over multiple classes confidences (c).
















and the weight term α is set to 1 by cross validation.
Choosing scales and aspect ratios for default boxes
To handle different object scales, some methods (Sermanet et al., 2013; He et al.,
2014) suggest processing the image at different sizes and combining the results afterwards.
However, by utilizing feature maps from several different layers in a single network for
prediction we can mimic the same effect, while also sharing parameters across all object
scales. Previous works (Long et al., 2014; Hariharan et al., 2015) have shown that using
feature maps from the lower layers can improve semantic segmentation quality because
the lower layers capture more fine details of the input objects. Similarly, (Liu et al.,
2015b) showed that adding global context pooled from a feature map can help smooth
the segmentation results. Motivated by these methods, we use both the lower and upper
feature maps for detection. Figure 3.1 shows two exemplar feature maps (8 × 8 and
4 × 4) which are used in the framework. In practice, we can use many more with small
computational overhead.
Feature maps from different levels within a network are known to have different (em-
pirical) receptive field sizes (Zhou et al., 2015). Fortunately, within the SSD framework,
the default boxes do not necessary need to correspond to the actual receptive fields of
each layer. We design the tiling of default boxes so that specific feature maps learn to be
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responsive to particular scales of the objects. Suppose we want to use m feature maps
for prediction. The scale of the default boxes for each feature map is computed as:
sk = smin +
smax − smin
m− 1 (k − 1), k ∈ [1,m] (3.4)
where smin is 0.2 and smax is 0.9, meaning the lowest layer has a scale of 0.2 and the
highest layer has a scale of 0.9, and all layers in between are regularly spaced. We impose
different aspect ratios for the default boxes, and denote them as ar ∈ {1, 2, 3, 12 , 13}. We
can compute the width (wak = sk
√




ar) for each default box.
For the aspect ratio of 1, we also add a default box whose scale is s′k =
√
sksk+1, resulting
in 6 default boxes per feature map location. We set the center of each default box to
( i+0.5|fk| ,
j+0.5
|fk| ), where |fk| is the size of the k-th square feature map, i, j ∈ [0, |fk|). In
practice, one can also design a distribution of default boxes to best fit a specific dataset.
How to design the optimal tiling is an open question as well.
By combining predictions for all default boxes with different scales and aspect ratios
from all locations of many feature maps, we have a diverse set of predictions, covering
various input object sizes and shapes. For example, in Fig. 3.1, the dog is matched to a
default box in the 4 × 4 feature map, but not to any default boxes in the 8 × 8 feature
map. This is because those boxes have different scales and do not match the dog box,
and therefore are considered as negatives during training.
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Hard negative mining
After the matching step, most of the default boxes are negatives, especially when
the number of possible default boxes is large. This introduces a significant imbalance
between the positive and negative training examples. Instead of using all the negative
examples, we sort them using the highest confidence loss for each default box and pick
the top ones so that the ratio between the negatives and positives is at most 3:1. We
found that this leads to faster optimization and a more stable training.
Data augmentation
To make the model more robust to various input object sizes and shapes, each training
image is randomly sampled by one of the following options:
• Use the entire original input image.
• Sample a patch so that the minimum jaccard overlap with the objects is 0.1, 0.3,
0.5, 0.7, or 0.9.
• Randomly sample a patch.
The size of each sampled patch is [0.1, 1] of the original image size, and the aspect ratio
is between 1
2
and 2. We keep the overlapped part of the ground truth box if the center of
it is in the sampled patch. After the aforementioned sampling step, each sampled patch
is resized to fixed size and is horizontally flipped with probability of 0.5, in addition to




Our experiments are all based on VGG16 (Simonyan and Zisserman, 2014), which
is pre-trained on the ILSVRC CLS-LOC dataset (Russakovsky et al., 2015). Similar to
DeepLab-LargeFOV (Chen et al., 2014), we convert fc6 and fc7 to convolutional layers,
subsample parameters from fc6 and fc7, change pool5 from 2 × 2 − s2 to 3 × 3 − s1,
and use the a` trous algorithm (Holschneider et al., 1990) to fill the ”holes”. We remove
all the dropout layers and the fc8 layer. We fine-tune the resulting model using SGD
with initial learning rate 10−3, 0.9 momentum, 0.0005 weight decay, and batch size 32.
The learning rate decay policy is slightly different for each dataset, and we will describe
details later. The full training and testing code is built on Caffe (Jia et al., 2014) and is
open source at: https://github.com/weiliu89/caffe/tree/ssd .
3.3.1 PASCAL VOC2007
On this dataset, we compare against Fast R-CNN (Girshick, 2015) and Faster R-
CNN (Ren et al., 2015) on VOC2007 test (4952 images). All methods fine-tune on the
same pre-trained VGG16 network.
Figure 3.2 shows the architecture details of the SSD300 model. We use conv4 3, conv7
(fc7), conv8 2, conv9 2, conv10 2, and conv11 2 to predict both location and confidences.
We set default box with scale 0.1 on conv4 32. We initialize the parameters for all the
newly added convolutional layers with the ”xavier” method (Glorot and Bengio, 2010).
2For SSD512 model, we add extra conv12 2 for prediction, set smin to 0.15, and 0.07 on conv4 3.
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For conv4 3, conv10 2 and conv11 2, we only associate 4 default boxes at each feature
map location – omitting aspect ratios of 1
3
and 3. For all other layers, we put 6 default
boxes as described in Sec. 3.2.2. Since, as pointed out in (Liu et al., 2015b), conv4 3
has a different feature scale compared to the other layers, we use the L2 normalization
technique introduced in (Liu et al., 2015b) to scale the feature norm at each location in
the feature map to 20 and learn the scale during back propagation. We use the 10−3
learning rate for 40k iterations, then continue training for 10k iterations with 10−4 and
10−5. When training on VOC2007 trainval, Table 3.1 shows that our low resolution
SSD300 model is already more accurate than Fast R-CNN. When we train SSD on a
larger 512 × 512 input image, it is even more accurate, surpassing Faster R-CNN by
1.7% mAP. If we train SSD with more (i.e. VOC2007 trainval + VOC2012 trainval –
07+12) data, we see that SSD300 is already better than Faster R-CNN by 1.1% and that
SSD512 is 3.6% better. If we take models trained on COCO trainval35k as described
in Sec. 3.3.4 and fine-tuning them on the 07+12 dataset with SSD512, we achieve the
best results: 81.6% mAP.
Method data mAP aero bike bird boat bottle bus car cat chair cow table dog horse mbike person plant sheep sofa train tv
Fast 07 66.9 74.5 78.3 69.2 53.2 36.6 77.3 78.2 82.0 40.7 72.7 67.9 79.6 79.2 73.0 69.0 30.1 65.4 70.2 75.8 65.8
Fast 07+12 70.0 77.0 78.1 69.3 59.4 38.3 81.6 78.6 86.7 42.8 78.8 68.9 84.7 82.0 76.6 69.9 31.8 70.1 74.8 80.4 70.4
Faster 07 69.9 70.0 80.6 70.1 57.3 49.9 78.2 80.4 82.0 52.2 75.3 67.2 80.3 79.8 75.0 76.3 39.1 68.3 67.3 81.1 67.6
Faster 07+12 73.2 76.5 79.0 70.9 65.5 52.1 83.1 84.7 86.4 52.0 81.9 65.7 84.8 84.6 77.5 76.7 38.8 73.6 73.9 83.0 72.6
Faster 07+12+COCO 78.8 84.3 82.0 77.7 68.9 65.7 88.1 88.4 88.9 63.6 86.3 70.8 85.9 87.6 80.1 82.3 53.6 80.4 75.8 86.6 78.9
SSD300 07 68.0 73.4 77.5 64.1 59.0 38.9 75.2 80.8 78.5 46.0 67.8 69.2 76.6 82.1 77.0 72.5 41.2 64.2 69.1 78.0 68.5
SSD300 07+12 74.3 75.5 80.2 72.3 66.3 47.6 83.0 84.2 86.1 54.7 78.3 73.9 84.5 85.3 82.6 76.2 48.6 73.9 76.0 83.4 74.0
SSD300 07+12+COCO 79.6 80.9 86.3 79.0 76.2 57.6 87.3 88.2 88.6 60.5 85.4 76.7 87.5 89.2 84.5 81.4 55.0 81.9 81.5 85.9 78.9
SSD512 07 71.6 75.1 81.4 69.8 60.8 46.3 82.6 84.7 84.1 48.5 75.0 67.4 82.3 83.9 79.4 76.6 44.9 69.9 69.1 78.1 71.8
SSD512 07+12 76.8 82.4 84.7 78.4 73.8 53.2 86.2 87.5 86.0 57.8 83.1 70.2 84.9 85.2 83.9 79.7 50.3 77.9 73.9 82.5 75.3
SSD512 07+12+COCO 81.6 86.6 88.3 82.4 76.0 66.3 88.6 88.9 89.1 65.1 88.4 73.6 86.5 88.9 85.3 84.6 59.1 85.0 80.4 87.4 81.2
Table 3.1: PASCAL VOC2007 test detection results. Both Fast (Girshick, 2015)
and Faster R-CNN (Ren et al., 2015) use input images whose minimum dimension is
600. The two SSD models have exactly the same settings except that they have different
input sizes (300 × 300 vs. 512 × 512). It is obvious that larger input size leads to
better results, and more data always helps. Data: ”07”: VOC2007 trainval, ”07+12”:
union of VOC2007 and VOC2012 trainval. ”07+12+COCO”: first train on COCO
trainval35k then fine-tune on 07+12.
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To understand the performance of our two SSD models in more details, we used the
detection analysis tool from (Hoiem et al., 2012). Figure 3.3 shows that SSD can de-
tect various object categories with high quality (large white area). The majority of its
confident detections are correct. The recall is around 85-90%, and is much higher with
“weak” (0.1 jaccard overlap) criteria. Compared to R-CNN (Girshick et al., 2014), SSD
has less localization error, indicating that SSD can localize objects better because it di-
rectly learns to regress the object shape and classify object categories instead of using
two decoupled steps. However, SSD has more confusions with similar object categories
(especially for animals), partly because we share locations for multiple categories. Fig-
ure 3.4 shows that SSD is very sensitive to the bounding box size. In other words, it has
much worse performance on smaller objects than bigger objects. This is not surprising
because those small objects may not even have any information at the very top layers.
Increasing the input size (e.g. from 300× 300 to 512× 512) can help improve detecting
small objects, but there is still a lot of room to improve. On the positive side, we can
clearly see that SSD performs really well on large objects. And it is very robust to differ-
ent object aspect ratios because we use default boxes of various aspect ratios per feature
map location.
3.3.2 Model analysis
To understand SSD better, we carried out controlled experiments to examine how
each component affects performance. For all the experiments, we use the same settings
and input size (300×300), except for specified changes to the settings or component(s).
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Figure 3.3: Visualization of performance for SSD512 on animals, vehicles, and
furniture from VOC2007 test using (Hoiem et al., 2012). The top row shows
the cumulative fraction of detections that are correct (Cor) or false positive due to poor
localization (Loc), confusion with similar categories (Sim), with others (Oth), or with
background (BG). The solid red line reflects the change of recall with ”strong” criteria
(0.5 jaccard overlap) as the number of detections increases. The dashed red line is using
the ”weak” criteria (0.1 jaccard overlap). The bottom row shows the distribution of
top-ranked false positive types.
SSD300
more data augmentation? 4 4 4 4
include {1
2
, 2} box? 4 4 4 4
include {1
3
, 3} box? 4 4 4
use atrous? 4 4 4 4
VOC2007 test mAP 65.5 71.6 73.7 74.2 74.3
Table 3.2: Effects of various design choices and components on SSD perfor-
mance.
40



































airplane bicycle bird boat cat chair table
SSD300: BBox Area
































airplane bicycle bird boat cat chair table
SSD300: Aspect Ratio

































0.93airplane bicycle bird boat cat chair table
SSD512: BBox Area






























airplane bicycle bird boat cat chair table
SSD512: Aspect Ratio
Figure 3.4: Sensitivity and impact of different object characteristics on
VOC2007 test set using (Hoiem et al., 2012). Each plot shows the normalized
AP (Hoiem et al., 2012) with standard error bars (red). Black dashed lines indicate
overall normalized AP. The plot on the left shows the effects of BBox Area per category,
and the right plot shows the effect of Aspect Ratio. Key: BBox Area: XS=extra-small;
S=small; M=medium; L=large; XL =extra-large. Aspect Ratio: XT=extra-tall/narrow;
T=tall; M=medium; W=wide; XW =extra-wide.
Data augmentation is crucial
Fast and Faster R-CNN use the original image and the horizontal flip to train. We use
a more extensive sampling strategy, similar to YOLO (Redmon et al., 2015). Table 3.2
shows that we can improve 8.8% mAP with this sampling strategy. We do not know how
much our sampling strategy will benefit Fast and Faster R-CNN, but they are likely to
benefit less because they use a feature pooling step during classification that is relatively
robust to object translation by design.
More default box shapes is better
As described in Sec. 3.2.2, by default we use 6 default boxes per location. If we
remove the boxes with 1
3
and 3 aspect ratios, the performance drops by 0.6%. By further
removing the boxes with 1
2
and 2 aspect ratios, the performance drops another 2.1%.
Using a variety of default box shapes seems to make the task of predicting boxes easier
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conv4 3 conv7 conv8 2 conv9 2 conv10 2 conv11 2 Yes No
4 4 4 4 4 4 74.3 63.4 8732
4 4 4 4 4 74.6 63.1 8764
4 4 4 4 73.8 68.4 8942
4 4 4 70.7 69.2 9864
4 4 64.2 64.4 9025
4 62.4 64.0 8664
Table 3.3: Effects of using multiple output layers.
for the network.
Atrous is faster
As described in Sec. 3.3, we used the atrous version of a subsampled VGG16, following
DeepLab-LargeFOV (Chen et al., 2014). If we use the full VGG16, keeping pool5 with
2 × 2 − s2 and not subsampling parameters from fc6 and fc7, and add conv5 3 for
prediction, the result is about the same while the speed is about 20% slower.
Multiple output layers at different resolutions is better
A major contribution of SSD is using default boxes of different scales on different
output layers. To measure the advantage gained, we progressively remove layers and
compare results. For a fair comparison, every time we remove a layer, we adjust the
default box tiling to keep the total number of boxes similar to the original (8732). This
is done by stacking more scales of boxes on remaining layers and adjusting scales of boxes
if needed. We do not exhaustively optimize the tiling for each setting. Table 3.3 shows a
decrease in accuracy with fewer layers, dropping monotonically from 74.3 to 62.4. When
we stack boxes of multiple scales on a layer, many are on the image boundary and need
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to be handled carefully. We tried the strategy used in Faster R-CNN (Ren et al., 2015),
ignoring boxes which are on the boundary. We observe some interesting trends. For
example, it hurts the performance by a large margin if we use very coarse feature maps
(e.g. conv11 2 (1 × 1) or conv10 2 (3 × 3)). The reason might be that we do not have
enough large boxes to cover large objects after the pruning. When we use primarily finer
resolution maps, the performance starts increasing again because even after pruning
a sufficient number of large boxes remains. If we only use conv7 for prediction, the
performance is the worst, reinforcing the message that it is critical to spread boxes of
different scales over different layers. Besides, since our predictions do not rely on ROI
pooling as in (Girshick, 2015), we do not have the collapsing bins problem (i.e. ROI
pooling from low-resolution feature maps) (Zhang et al., 2016). The SSD architecture
combines predictions from feature maps of various resolutions to achieve comparable
accuracy to Faster R-CNN, while using lower resolution input images.
3.3.3 PASCAL VOC2012
We use the same settings as those used for our basic VOC2007 experiments above,
except that we use VOC2012 trainval and VOC2007 trainval and test (21503 images)
for training, and test on VOC2012 test (10991 images). We train the models with 10−3
learning rate for 60k iterations, then 10−4 for 20k iterations. Table 3.4 shows the results of
our SSD300 and SSD5123 model. We see the same performance trend as we observed on
VOC2007 test. Our SSD300 improves accuracy over Fast/Faster R-CNN. By increasing




R-CNN. Compared to YOLO, SSD is significantly more accurate, likely due to the use
of convolutional default boxes from multiple feature maps and our matching strategy
during training. When fine-tuned from models trained on COCO, our SSD512 achieves
80.0% mAP, which is 4.1% higher than Faster R-CNN.
Method data mAP aero bike bird boat bottle bus car cat chair cow table dog horse mbike person plant sheep sofa train tv
Fast 07++12 68.4 82.3 78.4 70.8 52.3 38.7 77.8 71.6 89.3 44.2 73.0 55.0 87.5 80.5 80.8 72.0 35.1 68.3 65.7 80.4 64.2
Faster 07++12 70.4 84.9 79.8 74.3 53.9 49.8 77.5 75.9 88.5 45.6 77.1 55.3 86.9 81.7 80.9 79.6 40.1 72.6 60.9 81.2 61.5
Faster 07++12+COCO 75.9 87.4 83.6 76.8 62.9 59.6 81.9 82.0 91.3 54.9 82.6 59.0 89.0 85.5 84.7 84.1 52.2 78.9 65.5 85.4 70.2
YOLO 07++12 57.9 77.0 67.2 57.7 38.3 22.7 68.3 55.9 81.4 36.2 60.8 48.5 77.2 72.3 71.3 63.5 28.9 52.2 54.8 73.9 50.8
SSD300 07++12 72.4 85.6 80.1 70.5 57.6 46.2 79.4 76.1 89.2 53.0 77.0 60.8 87.0 83.1 82.3 79.4 45.9 75.9 69.5 81.9 67.5
SSD300 07++12+COCO 77.5 90.2 83.3 76.3 63.0 53.6 83.8 82.8 92.0 59.7 82.7 63.5 89.3 87.6 85.9 84.3 52.6 82.5 74.1 88.4 74.2
SSD512 07++12 74.9 87.4 82.3 75.8 59.0 52.6 81.7 81.5 90.0 55.4 79.0 59.8 88.4 84.3 84.7 83.3 50.2 78.0 66.3 86.3 72.0
SSD512 07++12+COCO 80.0 90.7 86.8 80.5 67.8 60.8 86.3 85.5 93.5 63.2 85.7 64.4 90.9 89.0 88.9 86.8 57.2 85.1 72.8 88.4 75.9
Table 3.4: PASCAL VOC2012 test detection results. Fast (Girshick, 2015) and
Faster R-CNN (Ren et al., 2015) use images with minimum dimension 600, while the
image size for YOLO (Redmon et al., 2015) is 448 × 448. data: ”07++12”: union of
VOC2007 trainval and test and VOC2012 trainval. ”07++12+COCO”: first train
on COCO trainval35k then fine-tune on 07++12.
3.3.4 COCO
To further validate the SSD framework, we trained our SSD300 and SSD512 architec-
tures on the COCO dataset. Since objects in COCO tend to be smaller than PASCAL
VOC, we use smaller default boxes for all layers. We follow the strategy mentioned in
Sec. 3.2.2, but now our smallest default box has a scale of 0.15 instead of 0.2, and the
scale of the default box on conv4 3 is 0.07 (e.g. 21 pixels for a 300× 300 image)4.
We use the trainval35k (Bell et al., 2016) for training. We first train the model with
10−3 learning rate for 160k iterations, and then continue training for 40k iterations with
10−4 and 40k iterations with 10−5. Table 3.5 shows the results on test-dev2015. Similar
to what we observed on the PASCAL VOC dataset, SSD300 is better than Fast R-CNN
4For SSD512 model, we add extra conv12 2 for prediction, set smin to 0.1, and 0.04 on conv4 3.
5Result is taken from (Bell et al., 2016).
6Result is taken from (COCO, 2016).
44
Method data
Avg. Precision, IoU: Avg. Precision, Area: Avg. Recall, #Dets: Avg. Recall, Area:
0.5:0.95 0.5 0.75 S M L 1 10 100 S M L
Fast train 19.7 35.9 - - - - - - - - - -
Fast5 train 20.5 39.9 19.4 4.1 20.0 35.8 21.3 29.5 30.1 7.3 32.1 52.0
Faster trainval 21.9 42.7 - - - - - - - - - -
ION train 23.6 43.2 23.6 6.4 24.1 38.3 23.2 32.7 33.5 10.1 37.7 53.6
Faster6 trainval 24.2 45.3 23.5 7.7 26.4 37.1 23.8 34.0 34.6 12.0 38.5 54.4
SSD300 trainval35k 23.2 41.2 23.4 5.3 23.2 39.6 22.5 33.2 35.3 9.6 37.6 56.5
SSD512 trainval35k 26.8 46.5 27.8 9.0 28.9 41.9 24.8 37.5 39.8 14.0 43.5 59.0
Table 3.5: COCO test-dev2015 detection results. Fast (Girshick, 2015), Faster
R-CNN (Ren et al., 2015), and ION (Bell et al., 2016) all use images with minimum
dimension 600
in both mAP@0.5 and mAP@[0.5:0.95]. SSD300 has a similar mAP@0.75 as ION (Bell
et al., 2016) and Faster R-CNN (COCO, 2016), but is worse in mAP@0.5. By increasing
the image size to 512× 512, our SSD512 is better than Faster R-CNN (COCO, 2016) in
both criteria. Interestingly, we observe that SSD512 is 5.3% better in mAP@0.75, but
is only 1.2% better in mAP@0.5. We also observe that it has much better AP (4.8%)
and AR (4.6%) for large objects, but has relatively less improvement in AP (1.3%) and
AR (2.0%) for small objects. Compared to ION, the improvement in AR for large and
small objects is more similar (5.4% vs. 3.9%). We conjecture that Faster R-CNN is more
competitive on smaller objects with SSD because it performs two box refinement steps,
in both the RPN part and in the Fast R-CNN part. In Fig. 3.5, we show some detection
examples on COCO test-dev with the SSD512 model.
3.3.5 Preliminary ILSVRC results
We applied the same network architecture we used for COCO to the ILSVRC DET
dataset (Russakovsky et al., 2015). We train a SSD300 model using the ILSVRC2014
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Figure 3.5: Detection examples on COCO test-dev with SSD512 model. We
show detections with scores higher than 0.6. Each color corresponds to an object category.
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DET train and val1 as used in (Girshick et al., 2014). We first train the model with 10−3
learning rate for 320k iterations, and then continue training for 80k iterations with 10−4
and 40k iterations with 10−5. We can achieve 43.4 mAP on the val2 set (Girshick et al.,
2014). Again, it validates that SSD is a general framework for high quality real-time
detection.
3.3.6 Data Augmentation for Small Object Accuracy
Without a follow-up feature resampling step as in Faster R-CNN, the classification
task for small objects is relatively hard for SSD, as demonstrated in our analysis (see
Fig. 3.4). The data augmentation strategy described in Sec. 3.2.2 helps to improve the
performance dramatically, especially on small datasets such as PASCAL VOC. The ran-
dom crops generated by the strategy can be thought of as a ”zoom in” operation and
can generate many larger training examples. To implement a ”zoom out” operation that
creates more small training examples, we first randomly place an image on a canvas of
16× of the original image size filled with mean values before we do any random crop op-
eration. Because we have more training images by introducing this new ”expansion” data
augmentation trick, we have to double the training iterations. We have seen a consistent
increase of 2%-3% mAP across multiple datasets, as shown in Table 3.6. In specific, Fig-
ure 3.6 shows that the new augmentation trick significantly improves the performance on
small objects. This result underscores the importance of the data augmentation strategy
for the final model accuracy.
To understand the performance on COCO, we used the detection analysis tool from (Dol-
lar, 2016). Because COCO has smaller objects than PASCAL VOC, Figure 3.7 shows
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Method
VOC2007 test VOC2012 test COCO test-dev2015
07+12 07+12+COCO 07++12 07++12+COCO trainval35k
0.5 0.5 0.5 0.5 0.5:0.95 0.5 0.75
SSD300 74.3 79.6 72.4 77.5 23.2 41.2 23.4
SSD512 76.8 81.6 74.9 80.0 26.8 46.5 27.8
SSD300* 77.5 81.2 75.8 79.3 25.1 43.1 25.8
SSD512* 79.5 83.2 78.5 82.2 28.8 48.5 30.3
Table 3.6: Results on multiple datasets when we add the image expansion data
augmentation trick. SSD300* and SSD512* are the models that are trained with the
new data augmentation.



































airplane bicycle bird boat cat chair table
SSD300: BBox Area

































0.93airplane bicycle bird boat cat chair table
SSD512: BBox Area


































airplane bicycle bird boat cat chair table
SSD300*: BBox Area
































0.98airplane bicycle bird boat cat chair table
SSD512*: BBox Area
Figure 3.6: Sensitivity and impact of object size with new data augmentation
on VOC2007 test set using (Hoiem et al., 2012). The top row shows the effects of
BBox Area per category for the original SSD300 and SSD512 model, and the bottom row
corresponds to the SSD300* and SSD512* model trained with the new data augmentation
trick. It is obvious that the new data augmentation trick helps detecting small objects
significantly.
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that SSD struggles with localizing small objects well. Besides the false negatives (miss
detections), we can also observe that there are two remaining major issues to solve: poor
localization (LOC), confusion with background (BG). To improve the localization quality,
we could design a better tiling of default boxes so that its position and scale are better
aligned with the receptive field of each position on a feature map; we could also redesign
the base network such that it is more suitable for object detection task instead of object
classification task (e.g. having more equally distributed feature maps of various sizes).
To help reduce confusion with background, we could mine more hard negative samples
during training. We leave these for future work. We also show the analysis for person
in Figure 3.8 and all 12 super categories in Figure 3.9, which have the same issues as
described.
Inference time
Considering the large number of boxes generated from our method, it is essential
to perform non-maximum suppression (nms) efficiently during inference. By using a
confidence threshold of 0.01, we can filter out most boxes. We then apply nms with
jaccard overlap of 0.45 per class and keep the top 200 detections per image. This step
costs about 1.7 msec per image for SSD300 and 20 VOC classes, which is close to the
total time (2.4 msec) spent on all newly added layers. We measure the speed with batch
size 8 using Titan X and cuDNN v4 with Intel Xeon E5-2667v3@3.20GHz.
Table 3.7 shows the comparison between SSD, Faster R-CNN (Ren et al., 2015), and
YOLO (Redmon et al., 2015). Both our SSD300 and SSD512 method outperforms Faster
R-CNN in both speed and accuracy. Although Fast YOLO (Redmon et al., 2015) can
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Figure 3.7: Comparison between SSD300* and SSD512* from COCO minival
using COCO API (Dollar, 2016). Each plot shows the cumulative fraction of detec-
tions that are correct with jaccard overlap 0.75 (C75) and 0.5 (C50) or false positive due
to poor localization (Loc), confusion with similar categories (Sim), with others (Oth),
or with background (BG), or false negative (FN). overall-all-all is a plot for all cate-
gories with all sizes, and the rest are for objects with large (area > 962 pixels), medium
(322 < area < 962 pixels), or small (area < 322 pixels) sizes.
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Figure 3.8: Comparison between SSD300* and SSD512* on coco person from
COCO minival using COCO API (Dollar, 2016). Each plot shows the cumulative
fraction of detections that are correct with jaccard overlap 0.75 (C75) and 0.5 (C50)
or false positive due to poor localization (Loc), confusion with similar categories (Sim),
with others (Oth), or with background (BG), or false negative (FN). person-person-all is
a plot for person with all sizes, and the rest are for person with large (area > 962 pixels),
medium (322 < area < 962 pixels), or small (area < 322 pixels) sizes.
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Figure 3.9: Comparison between SSD300* and SSD512* on all coco categories
from COCO minival using COCO API (Dollar, 2016)
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Method mAP FPS batch size # Boxes Input resolution
Faster R-CNN (VGG16) 73.2 7 1 ∼ 6000 ∼ 1000× 600
Fast YOLO 52.7 155 1 98 448× 448
YOLO (VGG16) 66.4 21 1 98 448× 448
SSD300 74.3 46 1 8732 300× 300
SSD512 76.8 19 1 24564 512× 512
SSD300 74.3 59 8 8732 300× 300
SSD512 76.8 22 8 24564 512× 512
Table 3.7: Results on Pascal VOC2007 test. SSD300 is the only real-time detec-
tion method that can achieve above 70% mAP. By using a larger input image, SSD512
outperforms all methods on accuracy while maintaining a close to real-time speed.
run at 155 FPS, it has lower accuracy by almost 22% mAP. To the best of our knowledge,
SSD300 is the first real-time method to achieve above 70% mAP. Note that about 80%
of the forward time is spent on the base network (VGG16 in our case). Therefore, using
a faster base network could even further improve the speed, which can possibly make the
SSD512 model real-time as well.
3.4 Related Work
There are two established classes of methods for object detection in images, one based
on sliding windows and the other based on region proposal classification. Before the
advent of convolutional neural networks, the state of the art for those two approaches –
Deformable Part Model (DPM) (Felzenszwalb et al., 2008) and Selective Search (Uijlings
et al., 2013) – had comparable performance. However, after the dramatic improvement
brought on by R-CNN (Girshick et al., 2014), which combines selective search region
proposals and convolutional network based post-classification, region proposal object
detection methods became prevalent.
The original R-CNN approach has been improved in a variety of ways. The first
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set of approaches improve the quality and speed of post-classification, since it requires
the classification of thousands of image crops, which is expensive and time-consuming.
SPPnet (He et al., 2014) speeds up the original R-CNN approach significantly. It intro-
duces a spatial pyramid pooling layer that is more robust to region size and scale and
allows the classification layers to reuse features computed over feature maps generated at
several image resolutions. Fast R-CNN (Girshick, 2015) extends SPPnet so that it can
fine-tune all layers end-to-end by minimizing a loss for both confidences and bounding
box regression, which was first introduced in MultiBox (Erhan et al., 2014) for learning
objectness.
The second set of approaches improve the quality of proposal generation using deep
neural networks. In the most recent works like MultiBox (Erhan et al., 2014; Szegedy
et al., 2014b), the Selective Search region proposals, which are based on low-level image
features, are replaced by proposals generated directly from a separate deep neural net-
work. This further improves the detection accuracy but results in a somewhat complex
setup, requiring the training of two neural networks with a dependency between them.
Faster R-CNN (Ren et al., 2015) replaces selective search proposals by ones learned from
a region proposal network (RPN), and introduces a method to integrate the RPN with
Fast R-CNN by alternating between fine-tuning shared convolutional layers and predic-
tion layers for these two networks. This way region proposals are used to pool mid-level
features and the final classification step is less expensive. Our SSD is very similar to
the region proposal network (RPN) in Faster R-CNN in that we also use a fixed set of
(default) boxes for prediction, similar to the anchor boxes in the RPN. But instead of
using these to pool features and evaluate another classifier, we simultaneously produce a
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score for each object category in each box. Thus, our approach avoids the complication
of merging RPN with Fast R-CNN and is easier to train, faster, and straightforward to
integrate in other tasks.
Another set of methods, which are directly related to our approach, skip the proposal
step altogether and predict bounding boxes and confidences for multiple categories di-
rectly. OverFeat (Sermanet et al., 2013), a deep version of the sliding window method,
predicts a bounding box directly from each location of the topmost feature map after
knowing the confidences of the underlying object categories. YOLO (Redmon et al.,
2015) uses the whole topmost feature map to predict both confidences for multiple cat-
egories and bounding boxes (which are shared for these categories). Our SSD method
falls in this category because we do not have the proposal step but use the default boxes.
However, our approach is more flexible than the existing methods because we can use de-
fault boxes of different aspect ratios on each feature location from multiple feature maps
at different scales. If we only use one default box per location from the topmost feature
map, our SSD would have similar architecture to OverFeat (Sermanet et al., 2013); if
we use the whole topmost feature map and add a fully connected layer for predictions
instead of our convolutional predictors, and do not explicitly consider multiple aspect
ratios, we can approximately reproduce YOLO (Redmon et al., 2015).
3.5 Conclusions
We have introduced SSD, a fast single-shot object detector for multiple categories.
A key feature of our model is the use of multi-scale convolutional bounding box outputs
attached to multiple feature maps at the top of the network. This representation allows
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us to efficiently model the space of possible box shapes. We experimentally validate
that given appropriate training strategies, a larger number of carefully chosen default
bounding boxes results in improved performance. We build SSD models with at least
an order of magnitude more box predictions sampling location, scale, and aspect ratio,
than existing methods (Redmon et al., 2015; Erhan et al., 2014). We demonstrate that
given the same VGG-16 base architecture, SSD compares favorably to its state-of-the-art
object detector counterparts in terms of both accuracy and speed. Our SSD512 model
significantly outperforms the state-of-the-art Faster R-CNN (Ren et al., 2015) in terms
of accuracy on PASCAL VOC and COCO, while being 3× faster. Our real time SSD300
model runs at 59 FPS, which is faster than the current real time YOLO (Redmon et al.,
2015) alternative, while producing markedly superior detection accuracy.
Apart from its standalone utility, we believe that our monolithic and relatively simple
SSD model provides a useful building block for larger systems that employ an object
detection component. A promising future direction is to explore its use as part of a system
using recurrent neural networks to detect and track objects in video simultaneously.
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CHAPTER 4: Fast Semantic Segmentation with Context Cues
I stand at the window and see a house, trees, sky. Theoretically I might say there
were 327 brightnesses and nuances of colour. Do I have ”327”? No. I have sky, house,
and trees.
– Max Wertheimer, Laws of organization in perceptual forms
While localizing objects is a large step toward high level image understanding, we
also want to do per-pixel labeling to get more fine-grained understanding of images. In
this work, we propose ParseNet, an end-to-end simple and effective convolutional neural
network for semantic segmentation. One of our main contributions, as shown in Fig. 4.1,
is to use global context to help clarify local spurious predictions. This technique can
be applied selectively to feature maps within a network, and can be used to combine
information from multiple feature maps, as desired.
4.1 Introduction
Semantic segmentation merges image segmentation with object recognition to pro-
duce per-pixel labeling of multiple classes in an image. The currently most successful
techniques for semantic segmentation are based on the FCN framework (Long et al.,
2014). These are adapted from networks designed to classify whole images (Krizhevsky
et al., 2012; Szegedy et al., 2014a; Simonyan and Zisserman, 2014), and have demon-
strated impressive level of performance. The FCN approach can be thought of as sliding
a classification network around an input image, and processing each sliding window area
independently. Such unrolled convolutional operation can reuse the computation from
the overlapped regions between the sliding windows, and is thus computational efficient.
Also since FCN tries to optimize per-pixel accuracy, it disregards global information
about an image, thus ignoring potentially useful scene-level semantic context. In order
to integrate more context, several approaches (Chen et al., 2014; Schwing and Urtasun,
2015; Lin et al., 2015; Zheng et al., 2015), propose using techniques from graphical models
such as conditional random fields (CRFs) models to introduce global context and struc-
tured information into a FCN. Although powerful, these architectures can be complex,
combining both the challenges of tuning a deep neural network and a CRF, and require
a fair amount of experience in managing the idiosyncrasies of training methodology and
parameters. At the very least, this leads to time-consuming training and inference.
In this work, we propose ParseNet, an end-to-end simple and effective convolutional
neural network for semantic segmentation. One of our main contributions, as shown in
Fig. 4.1, is to use global context to help clarify local confusions. Looking back at pre-
vious work, adding global context for semantic segmentation is not a new idea, but has
so far been pursued in patch-based frameworks (Lucchi et al., 2011). Such patch-based
approaches have much in common with detection and segmentation works that have also
shown benefits from integrating global context into classifying regions or objects in an
image (Szegedy et al., 2014b; Mostajabi et al., 2014; Mottaghi et al., 2014). Our ap-
proach allows integrating global context in an end-to-end fully convolutional network
(as opposed to a patch-based approach) for semantic segmentation with a small com-
putational overhead. In our setting, the image is not divided into regions or objects,






























(e) ParseNet contexture module overview.
Figure 4.1: ParseNet uses extra global context to clarify local confusion and
smooth segmentation.
convolutional networks did not include global features, and there were limits in the pixel
distance across which consistency in labeling was maintained.
The key idea that allows adding global context to the FCN framework is simple,
but has several important consequences in addition to improving the accuracy of FCN.
First, the entire end-to-end process is a single deep network, making training relatively
straightforward compared to combining deep networks and CRFs. In addition, the way
we add global context does not introduce much computational overhead versus training
and evaluating a standard FCN, while improving performance significantly. In our ap-
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proach, the feature map for a layer is pooled over the whole image to result in a context
vector. This is appended to each of the features sent on to the subsequent layer of the
network. In implementation, this is accomplished by unpooling the context vector and
appending the resulting feature map with the standard feature map. The process is
shown in Fig. 4.1. This technique can be applied selectively to feature maps within a
network, and can be used to combine information from multiple feature maps, as desired.
Notice that the scale of features from different layers may be quite different, making it
difficult to directly combine them for prediction. We find that L2 normalizing features for
each layer and combining them using a scaling factor learned through backpropagation
works well to address this potential difficulty.
In section 4.3, we demonstrate that these operations, appending global context pooled
from a feature map along with an appropriate scaling, are sufficient to significantly im-
prove performance over the basic FCN, resulting in accuracy on par with the method
of (Chen et al., 2014) that uses detailed structure information for post processing. That
said, we do not advocate ignoring the structure information. Instead, we posit that
adding the global feature is a simple and robust method to improve FCN performance by
considering contextual information. In fact, our network can be combined with explicit




Context is known to be very useful for improving performance on detection and
segmentation tasks using deep learning. (Mostajabi et al., 2014; Szegedy et al., 2014b)
and references therein illustrate how context can be used to help in different tasks. For
semantic segmentation, per pixel classification is often ambiguous in the presence of only
local information. However, the task becomes much simpler if contextual information
from the whole image is available.
It is known that features from the top layers of a network have very large receptive
fields (e.g. fc7 in FCN with VGG has a 404×404 pixels receptive field). It is theoretically
possible for an FCN to learn to capture context information if that is useful. However,
in practice, we observe that the network learns to be ”myopic” (e.g. focus on object
parts) and to ignore some background information. The empirical size of the receptive
fields is much smaller than the theoretical maximum, and is not enough to capture the
global context. Following (Zhou et al., 2015), we slide a small patch of random noise
across the input image, and measure the change in the activations of the desired layer.
If the activation does not vary significantly, that suggests the given random patch is
outside of the empirical receptive field, as shown in Figure 4.2. The effective receptive
field at the last layer of this network barely covers 1
4
of the entire image. Fortunately, it
is rather straightforward to get the context within the FCN architecture. Specifically, we
use global average pooling and pool the context features from the last layer or any layer
if that is desired. The quality of semantic segmentation is greatly improved by adding
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the additional global feature to local feature map, either with early fusion 1 or late
fusion as discussed in Sec. 4.2.2. For example, Fig 4.1 has misclassified a large portion
of the image as bird since it only used local information, however, adding contextual
information in the loop, which might contain strong signal about the presence of cat,
corrects the mistake. Experiment results on VOC2012 and PASCAL-Context dataset
also verify our assumption. Compared with (Chen et al., 2014), the improvement is
similar as of using CRF to post-process the output of FCN.
In addition, we also tried to follow the spatial pyramid idea (Lazebnik et al., 2006) to
pool features from increasingly finer sub-regions and attach them to local features in the
sub-regions, however, we did not observe significant improvements. We conjecture that
it is because the (empirical) receptive field of high-level feature maps is larger than or
is similar to those sub-regions. However features pooled from the whole image are still
beneficial.
4.2.2 Early Fusion and Late Fusion
Once we get the global context feature, there are two general standard paradigms of
using it with the local feature map. First, the early fusion, illustrated in in Fig. 4.1 where
we unpool (replicate) global feature to the same size as of local feature map spatially
and then concatenate them, and use the combined feature to learn the classifier. The
alternative approach, is late fusion, where each feature is used to learn its own classifier,
followed by merging the two predictions into a single classification score (Long et al.,
1Use the unpool operation by simply replicating the global feature horizontally and vertically to have
the same size as the local feature map.
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(a) Original Image (b) Activation map (c) Theoretical RF (d) Empirical RF
Figure 4.2: Receptive field (RF) size for last layer. (a) original image; (b) activation
map on bicycle from a channel of the last layer of a network; (c) theoretical receptive field
of the maximum activation (marked by red cross) is defined by the network structure;
(d) empirical receptive field affecting the activation. Clearly empirical receptive field is
not large enough to capture the global context.
2014; Chen et al., 2014). There are cons and pros for both fusion methods. If there is no
additional processing on combined features, early fusion is quite similar to late fusion as
pointed out in (Hariharan et al., 2015). With late fusion, there might be a case where
individual features cannot recognize something but combining them may and there is no
way to recover from independent predictions. Our experiments show that both methods
work more or less the same if we normalize the feature properly for the early fusion case.
When merging the features, one must be careful to normalize each individual feature
to make the combined feature work well; in classical computer vision this is referred to
as the cue combination problem. As shown in Fig. 4.3, we extract a feature vector at a
position combined from increasing higher level layers (from left to right), with the lower
level features having a significantly larger scale than the higher level layers. As we show in
Sec. 4.3.2, by naively combining features, the resultant feature will not be discriminative,
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and heavy parameter tuning will be required to achieve sufficient accuracy. Instead, we
can first L2 normalize each feature and also possibly learn the scale parameter, which
makes the learning more stable. We will describe more details in Sec. 4.2.3.
4.2.3 L2 Normalization Layer
As discussed above and shown in Fig. 4.3, we need to combine two (or more) feature
vectors, which generally have different scale and norm. Naively concatenating features
leads to poor performance as the ”larger” features dominate the ”smaller” ones. Although
during training, the weight might adjust accordingly, it requires very careful tuning of
parameters and depends on the dataset, thus goes against the principle of simplicity and
robustness. We find that by normalizing each individual feature first, and also learning
to scale each differently, it makes the training more stable and improves performance.
The L2 norm layer is not only useful for feature combination. As was pointed out
above, in some cases late fusion also works equally well, but only with the help of L2
normalization. For example, if we want to use lower level features to learn a classifier,
as demonstrated in Fig. 4.3, some of the features will have very large norm. It is not
trivial to learn with it without careful weight initialization and parameter tuning. A
work around strategy is to apply an additional convolutional layer (Chen et al., 2014;
Hariharan et al., 2015) and use several stages of fine-tuning (Long et al., 2014) with
a much lower learning rate for the lower layer. This again goes against the principle
of simplicity and robustness. In our work, we apply the L2 norm and learn the scale
parameter for each channel before using the feature for classification, which leads to
more stable training.
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Figure 4.3: Features from 4 different layers have activations that are of dras-
tically different scales. Each color corresponds to a different layers’ feature. While
blue and cyan are on a comparable scale, red and green features are of a scale 2 orders of
magnitude less.
Formally, let ` be the loss we want to minimize. Here we use the summed softmax
loss. For a layer with d-dimensional input x = (x1 · · ·xd), we will normalize it using
L2-norm




is the L2 norm of x.
Note that simply normalizing each input of a layer changes the scale of the layer and
will slow down the learning if we do not scale it accordingly. For example, we tried to
normalize a feature s.t. L2-norm is 1, yet we can hardly train the network because the
features become very small. However, if we normalize it to e.g. 10 or 20, the network
begins to learn well. Motivated by batch normalization (Ioffe and Szegedy, 2015) and
PReLU (He et al., 2015), we introduce a scaling parameter γi, for each channel, which
scales the normalized value by yi = γixˆi.
2We have only tried L2 norm, but can also potentially try other lp norms.
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The number of extra parameters is equal to total number of channels, and are neg-
ligible and can be learned with backprogation. Indeed, by setting γi = ||x||2, we could
recover the L2 normalized feature, if that was optimal. Notice that this is simple to
implement as the normalization and scale parameter learning only depend on each input
feature vector and do not need to aggregate information from other samples as batch
normalization does. During training, we use backpropagation and chain rule to compute























For our case, we need to do L2-norm per each pixel in a feature map instead of the whole.
We can easily extend the equations by doing it elemental wise.
4.3 Experiments
In this section, we mainly report results on two benchmark datasets: VOC2012 (Ev-
eringham et al., 2014) and PASCAL-Context (Mottaghi et al., 2014). VOC2012 has 20
object classes and one background class. Following (Long et al., 2014; Chen et al., 2014),
we augment it with extra annotations from (Hariharan et al., 2011) that leads to 10,582,
1,449, and 1,456 images for training, validation, and testing. PASCAL-Context (Mot-
taghi et al., 2014) fully labeled all scene classes appearing in VOC2010. We follow the
same training + validation split as defined and used in (Mottaghi et al., 2014; Long et al.,
2014), resulting in 59 object + stuff classes and one background classes with 4,998 and
5105 training and validation images. All the results we describe below use the training
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images to train, and most of the results are on the validation set. We also report results
on VOC2012 test set. All our models use the VGG-16 architecture pretrained on ILSVRC
classification dataset (Russakovsky et al., 2015), and are fine-tuned for different training
datasets using Caffe (Jia et al., 2014).
4.3.1 Best fine-tuning practices
As hyper-parameters are important for training/fine-tuning network, by exploring
the hyper-parameter space a bit, we can reproduce better baseline performance for the
state-of-the-art systems.
PASCAL-Context
We start from the public system FCN-32s3 on PASCAL-Context. It uses the accu-
mulated gradient and affine transformation tricks that were introduced in (Long et al.,
2014). As such, it can deal with input images of any size without warping and cropping
them to a fixed size, which can distort the image and affect the final segmentation result.
Table 4.1 shows our different versions of reproduced baseline results. Baseline A uses
the exactly same protocol, and our result is 1.5% lower. In Baseline B, we tried more
iterations (160k vs. 80k) of fine-tuning and achieved similar performance to the reported
numbers. Then, we modified the network a bit, i.e. we used ”xavier” initialization (Glo-
rot and Bengio, 2010), higher base learning rate (1e-9 vs. 1e-10), and lower momentum
(0.9 vs. 0.99), and we achieved 1% higher accuracy as shown in Baseline C. Furthermore,
we also removed the 100 padding in the first convolution layer and observed no significant
3https://gist.github.com/shelhamer/80667189b218ad570e82\#file-readme-md
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difference but network trained slightly faster. Finally, we also used the ”poly” learning
rate policy (base lr × (1 − iter
max iter
)power, where power is set to 0.9.) as it is proved to
converge faster than the normal ”step” policy, and thus can achieve 1.5% better perfor-
mance with the same iterations (80k). All experimental results on PASCAL-Context are







Table 4.1: Reproducing FCN-32s on PASCAL-Context. There are various modi-
fications of the architecture that are described in Section 4.1.
PASCAL VOC2012
We carry over the hyper-parameters we found on PASCAL-Context to VOC2012.
We tried both DeepLab and DeepLab-LargeFOV models4. Table 4.2 shows the repro-
duced baseline results. DeepLab is very similar to FCN-32s, and our reproduced result,
namely DeepLab Baseline, is 5.2% better (64.96 vs. 59.80) using the parameters we
found in PASCAL-Context. DeepLab-LargeFOV uses the filter rarefication technique
(a` trous algorithm) that has much fewer parameters and is faster. We also use the
same parameters on this architecture and can achieve 3.5% improvements. We name it
as DeepLab-LargeFOV Baseline. The gap between these two models is not significant
anymore as reported in (Chen et al., 2014).




DeepLab (Chen et al., 2014) 59.80
DeepLab-LargeFOV (Chen et al., 2014) 62.25
DeepLab Baseline 64.96
DeepLab-LargeFOV Baseline 65.82
Table 4.2: Reproducing DeepLab and DeepLab-LargeFOV results on PASCAL
VOC2012.
performance using FCN models. Below, we report all our results with the reproduced
baseline networks.
4.3.2 Combining Local and Global Features
In this section, we report results of combining global and local features on three
datasets: SiftFlow (Liu et al., 2011), PASCAL-Context, and PASCAL VOC2012. For
simplicity, we use pool6 as the global context feature, conv5 as conv5 3, conv4 as conv4 3,
and conv3 as conv3 3 through the rest of paper.
SiftFlow
SiftFlow is a relatively small dataset that only has 2,688 images with 33 densely la-
beled semantic categories. The image size is 255×255. We do not use the geometric cate-
gories during training. We use the DeepLab Baseline network with the hyper-parameters
found in PASCAL-Context. Instead of using two stages of learning as done in (Long
et al., 2014), we used the concatenated features from different layers and global context
features to directly learn to segment the images. As shown in Table 4.3, adding more
layers can normally improve the performance as lower level layers have more detailed
information. We also notice that adding global context features does not help much. We
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FCN-16s (Long et al., 2014) 85.2 51.7 39.5 76.1
fc7 85.1 44.1 35.4 75.6
pool6 + fc7 85.7 43.9 35.5 76.4
pool6 + fc7 + conv5 85.4 51.4 38.7 76.3
pool6 + fc7 + conv5 + conv4 86.8 52.0 40.4 78.1
Table 4.3: Results on SiftFlow. We report four metrics used in FCN (Long et al.,
2014): pixel accuracy, mean accuracy, mean IU, and frequency weighted IU. Early fusion
can work equally well as late fusion as used in FCN. With more layers of feature, the
performance is consistently increasing. The global feature is not that helpful as the
receptive field size of fc7 is large enough to cover most of the input image.
PASCAL-Context
We then apply the DeepLab Baseline model on PASCAL-Context by concatenating
features from different layers of the network. As shown in Table 4.4, by adding global
context pool6, it instantly helps improve by about 1.6%, which means that context is
useful here as opposed to the observation in SiftFlow. Context becomes more important
proportionally to the image size. Another interesting observation from the table is that,
without normalization, performance keeps increasing until we add conv5. However, if
we naively keep adding conv4, it starts decreasing the performance a bit; and if we add
conv3, the network collapses. Interestingly, if we normalize all the features before we
combine them, we don’t see such a drop, instead, adding all the features together can
achieve the state-of-the-art result on PASCAL-Context as far as we know.
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w/o Norm w/ Norm
FCN-32s (Long et al., 2014) 35.1 N/A
FCN-8s (Long et al., 2014) 37.8 N/A
fc7 36.6 36.2
pool6 + fc7 38.2 37.6
pool6 + fc7 + conv5 39.5 39.9
pool6 + fc7 + conv5 + conv4 36.5 40.2
pool6 + fc7 + conv5 + conv4 + conv3 0.009 40.4
Table 4.4: Results on PASCAL-Context with or without normalization. Adding
more layers helps if we L2 normalize them.
PASCAL VOC2012
Since we have reproduced both DeepLab Baseline and DeepLab-LargeFOV Baseline
on VOC2012, we want to see how global context, normalization, and early or late fusion
affects the performance.
We start with using the DeepLab Baseline, and try to add pool6 to it. It improves from
64.92% to 67.49% by adding pool6 with normalization. Interestingly, without normalizing
fc7 and pool6, we don’t see any improvements as opposed to what we observed from
SiftFlow and PASCAL-Context. We hypothesize this is due to images in VOC2012
mostly have one or two objects in the image versus the other two datasets, which have
multiple labels per image, and we need to adjust the weight more carefully to make the
context feature more useful. It also suggests that context is more useful for sparsely
labeled images.
DeepLab-LargeFOV Baseline performance is higher than DeepLab Baseline and it is
faster, thus we switch to use it for most of the experimental comparison for VOC2012.
As shown in Table 4.5, we observe a similar pattern to DeepLab Baseline: adding pool6
can help improve the performance by 3.8%. However, we also notice that if we do not
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normalize fc7 and pool6 and learn the scaling factors, its effect is diminished. Further-
more, we notice that early fusion and late fusion both work very similarly. Figure 4.4
illustrates some examples of how global context helps. We can clearly see that without
using the context feature, the network confuses between similar categories and makes
spurious predictions. Two similar looking patches are indistinguishable by the network
if considered in isolation. However, adding context solves this issue as the global context
helps to discriminate the local patches more accurately. On the other hand, sometimes
context also confuses the predictions as shown in Figure 4.5. For example, in the first
row, the global context feature definitely captured the spotty dog information that it used
to help discriminate sheep from dog. However, it also added bias to classify the spotty
horse as a dog. The other three examples have the same issue. Overall, by learning to






fc7 N NA 65.82
fc7 Y NA 65.66
pool6 + fc7 N E 65.30
pool6 + fc7 Y E 69.43
pool6 + fc7 Y L 69.55
pool6 + fc7 N L 69.29
Table 4.5: Adding context for DeepLab-LargeFOV Baseline on VOC2012.
We also tried to combine lower level features as was done with PASCAL-Context
and SiftFlow, but no significant improvements using either early fusion or late fusion
were observed. We believe it is because the fc7 of DeepLab-LargeFOV Baseline is the
same size as of conv4, and including lower level features will not help much as they
are not sufficiently discriminative. Besides, we also tried the idea similar to spatial
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pyramid pooling where we pool 1× 1 global features, 2× 2 subregion features, and 4× 4
subregion features, and tried both early fusion and late fusion. However, we observed no
improvements. We conjecture that the receptive field of the high level feature map (e.g.
fc7) is sufficiently large that sub-region global feature does not help much.
System bkg aerobikebirdboatbottle bus car cat chair cow table dog horsembikepersonplantsheep sofa train tv mean
FCN-8s - 76.8 34.2 68.9 49.4 60.3 75.3 74.7 77.6 21.4 62.5 46.8 71.8 63.9 76.5 73.9 45.2 72.4 37.4 70.9 55.1 62.2
Hypercolumn - 68.7 33.5 69.8 51.3 70.2 81.1 71.9 74.9 23.9 60.6 46.9 72.1 68.3 74.5 72.9 52.6 64.4 45.4 64.9 57.4 62.6
TTI-Zoomout-16 89.8 81.9 35.1 78.2 57.4 56.5 80.5 74.0 79.8 22.4 69.6 53.7 74.0 76.0 76.6 68.8 44.3 70.2 40.2 68.9 55.3 64.4
DL-CRF-LFOV 92.6 83.5 36.6 82.5 62.3 66.5 85.4 78.5 83.7 30.4 72.9 60.4 78.5 75.5 82.1 79.7 58.2 82.0 48.8 73.7 63.3 70.3
DL-LFOV Base.5 92.3 82.6 36.1 76.1 59.3 62.3 81.6 79.5 81.4 28.1 70.0 53.0 73.2 70.6 78.8 78.6 51.9 77.4 45.5 71.7 62.6 67.3
ParseNet6 92.4 84.137.0 77.0 62.8 64.0 85.879.783.7 27.7 74.8 57.6 77.1 78.3 81.0 78.2 52.6 80.4 49.9 75.7 65.0 69.8
Table 4.6: PASCAL VOC2012 test Segmentation results.
Finally, we test two models, DeepLab-LargeFOV Baseline and ParseNet, on the
VOC2012 test set. ParseNet is DeepLab-LargeFOV Baseline plus global context. As
shown in Table 4.6, we can see that our baseline result is already higher than many exist-
ing methods due to proper fine-tuning. By adding the global context feature, we achieve
performance that is within the standard deviation of the DeepLab-CRF-LargeFOV (Chen
et al., 2014) using fully connect CRF to smooth the outputs and perform better on more
than half of categories. Again, our approach is simple to implement and train. Using
late fusion has almost no extra training/inference cost.
4.4 Related Work
Deep convolutional neural networks (CNN) (Krizhevsky et al., 2012; Szegedy et al.,
2014a; Simonyan and Zisserman, 2014) have become powerful tools not only for whole






























































































































Figure 4.5: Global context confuse local patch predictions.
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et al., 2014; Szegedy et al., 2014b; Gupta et al., 2014). This success has been attributed
to both the large capacity and effective training of the CNN. Following the proposal +
post-classification scheme (Uijlings et al., 2013), CNNs achieve state-of-the-art results
on object detection and segmentation tasks. As a caveat, even though a single pass
through the networks used in these systems is approaching or already past video frame
rate for individual patches, these approaches require classifying hundreds or thousands of
patches per image, and thus are still slow. (He et al., 2014; Long et al., 2014) improve the
computation by applying convolution to the whole image once, and then pool features
from the final feature map of the network for each region proposal or pixel to achieve
comparable or even better results. Yet, these methods still fall short of including whole
image context and only classify patches or pixels locally. Our ParseNet is built upon the
fully convolutional network architecture (Long et al., 2014) with a strong emphasis on
including contextual information in a simple approach.
For semantic segmentation, using context information (Rabinovich et al., 2007; Shot-
ton et al., 2009; Torralba, 2003; Gonfaus et al., 2010) from the whole image can signifi-
cantly help classifying local patches. (Lucchi et al., 2011) shows that by concatenating
features from the whole image to the local patch, the inclusion of post processing (i.e.
CRF smoothing) becomes unnecessary because the image level features already encode
the smoothness. (Mostajabi et al., 2014) demonstrate that by using the ”zoom-out” fea-
tures, which is a combination of features for each super pixel, region surrounding it, and
the whole image, they can achieve impressive performance for the semantic segmentation
task. These approaches pool features differently for local patches and the whole image,
making it difficult to train the whole system end-to-end. Exploiting the FCN architec-
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ture, ParsetNet can directly use global average pooling from the final (or any) feature
map to generate the feature of the whole image and use it as context. Experimental
results confirm that ParseNet can capture the context of the image and thus improve
local patch prediction results.
There is another line of work that attempts to combine graphical models with CNNs
to incorporate both context and smoothness priors. (Chen et al., 2014) first uses a FCN
to estimate the unary potential, then applies a fully connected CRF to smooth the pre-
dictions spatially. As this approach consists of two decoupled stages, it is difficult to
train the FCN properly to minimize the final objective of smooth and accurate semantic
segments. A more unified and principled approach is to incorporate the structure infor-
mation during training directly. (Schwing and Urtasun, 2015) propagates the marginals
computed from the structured loss to update the network parameters, (Lin et al., 2015)
uses piece-wise training to make learning more efficient by adding a few extra piece-wise
networks, while (Zheng et al., 2015) convert CRF learning to a recurrent neural network
(RNN) and use message passing to do the learning and inference. However, we show
that our method can achieve comparable accuracy, with a simpler – hence more robust
– structure, while requiring only a small amount of additional training/inference time.
4.5 Conclusion
In this work we presented ParseNet, a simple fully convolutional neural network ar-
chitecture that allows for direct inclusion of global context for the task of semantic
segmentation. We have explicitly demonstrated that relying on the largest receptive field
of the FCN network does not provide sufficient global context, and the largest empiri-
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cal receptive field is not sufficient to capture global context – modeling global context
directly is required. On the PASCAL VOC2012 test set, the segmentation results of
ParseNet are within the standard deviation of the DeepLab-LargeFOV-CRF, which sug-
gests that adding a global feature has a similar effect of post processing FCN predictions
to a graphical model. As part of developing and analyzing this approach we have pro-
vided analysis of many architectural choices for the network, discussed best practices for
training, and demonstrated the importance of normalization and learning weights when
combining features from multiple layers of the network. By themselves, our practices
for training significantly improve the baselines we use before adding global context. The
guiding principle in the design of ParseNet is simplicity and robustness of learning. Re-
sults are presented on three benchmark datasets, and are state of the art on SiftFlow
and PASCAL-Context, and near the state of the art on PASCAL VOC2012. Given the
simplicity and ease of training, we find these results very encouraging. In our ongoing
work, we are exploring combining our technique with structure training/inference as done
in (Schwing and Urtasun, 2015; Lin et al., 2015; Zheng et al., 2015).
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CHAPTER 5: Object Detection from Video
The abstract analysis of the world by mathematics and physics rests on the concepts
of space and time.
– James J. Gibson, Reasons for Realism
5.1 Introduction
Although we have witnessed revolutionary breakthroughs (Girshick et al., 2014; Gir-
shick, 2015; Ren et al., 2015; Redmon et al., 2015; Liu et al., 2015a) for localizing objects
from static images brought by deep convolutional neural networks together with millions
of static training images, little is exploited in the temporal domain from videos. People
do not acquire the full visual ability by staring at millions of static internet images, we
rather move around all the time and recognize objects dynamically. In the same way,
computer vision algorithms must evolve to deal with a dynamic environment and be able
to handle both space and time.
We propose an important yet less explored problem – object detection from video
(VID). VID could utilize the temporal consistency information to solve some of the
difficulties, such as motion blur and occlusion, that are hard to solve from static images.
Besides, there are a lot of unsolved problems in VID as well. For example, could we
detect and track multiple objects consistently and robustly for very long time? Are
there unified frameworks that can integrate detection and tracking together and train
both end-to-end? What dataset do we need to tackle this problem? What are the right
metrics to measure the progress for such problems?
In this work, we have two major contributions. The first one is that we have con-
structed a large-scale video dataset. The dataset has 30 categories, which are a subset of
the 200 ILSVRC object detection categories; and it has 3862 training, 555 validation, and
1861 testing snippets with more than 2 million bounding boxes fully labeled for all ob-
jects in the snippets. Compared to many existing activity recognition datasets (Laptev
and Caputo, 2005; Soomro et al., 2012; Karpathy et al., 2014; Fabian Caba Heilbron
and Niebles, 2015; Over et al., 2015), creating a video dataset with bounding boxes
fully labeled is much more difficult. Compared to a similar dataset – Youtube-Objects
dataset (Prest et al., 2012), which has 10 object classes, 155 videos, and 6975 bounding
box annotated in 6087 frames, our dataset is much bigger and more challenge. To the
best of our knowledge, it is the largest dataset of its kind and it serves as a new bench-
mark dataset in ILSVRC (Russakovsky et al., 2015) since 2015. We look forward to new
methods which can detect and track objects efficiently for very long time within unified
frameworks.
The second contribution is that we have defined two metrics to measure the perfor-
mance of methods on this problem. The main metric we used is exactly the same as
the metric used in evaluating object detection methods from static images (Russakovsky
et al., 2015). In specific, we treated frames in a snippet as individual images, and com-
pute mean average precision (mAP) based on per frame evaluation results. This metric
can measure the accuracy of object detection methods in videos, but it lacks the temporal
consistency – an important property of this new problem. Thus we also proposed a new
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auxiliary metric which shifts from object centric to tracklet1 centric. A detected tracklet
is a true positive if the tracklet IoU overlap with a ground truth tracklet is more than a
defined threshold (e.g. 0.5). To compute tracklet IoU overlap, we need to first greedily
match a detected bounding box to a ground truth box and evaluate if it is a true positive
or not2; and then compute the percentage of the number of correctly detected ground
truth boxes among the union of both detected boxes and ground truth boxes. A closely
related metric is the MOTA metric (Bernardin and Stiefelhagen, 2008) used in multiple
object tracking (MOT) problem (Leal-Taixe´ et al., 2015). Unlike MOTA that counts
the number of false negative objects, the number of false positive detections, and the
number of detections with switching ID, our metric rather counts the number of true and
false positive tracklets – a closer mimic of our main metric. A recent paper (Zhang and
Wang, 2016) introduced a stability error metric for the VID problem, we think we can
also incorporate such metric into our auxiliary metric by using multiple box and tracklet
IoU overlap thresholds. We leave it for future work.
5.2 Data collection
As we have learned through many years of experience from ILSVRC (Russakovsky
et al., 2015), high quality large scale data is a key to the recent success in recognizing
or localizing objects from static images. Creating a benchmark dataset for a specific
problem is a powerful thing and enables researchers to develop new methods to solve
the problem and monitor the progress. For example, we saw that the whole community
1A tracklet is a collection of detected bounding boxes from many frames with same ID.
2This is achieved by computing the bounding box IoU overlap between a detected box and a ground
truth box. A detected box is a true positive if the box IoU overlap is larger than a threshold (i.e. 0.5).
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was making rapid progress within the last few years on ILSVRC benchmark datasets for
three core computer vision problems: object classification, object localization, and object
detection. What is more exciting, because the large scale characteristics of the ILSVRC
datasets, methods developed through the years not only have improved the accuracy of
these tasks, but also have evolved to be fast and have unified frameworks.
Since we aim to solve the problem of detecting and tracking multiple objects of mul-
tiple classes simultaneously within a video, a first important step is to build a large scale
benchmark video dataset with high quality fully labeled bounding boxes. There already
exist many datasets (Laptev and Caputo, 2005; Soomro et al., 2012; Karpathy et al.,
2014; Fabian Caba Heilbron and Niebles, 2015; Over et al., 2015) on activity recognition.
However, activity recognition is still a classification problem, albeit over all the frames
of a video. To take it a step further, we have collected a large scale video dataset with
bounding boxes fully labeled for all categories which appeared in each video, and hope
researchers can come up with methods to detect and track objects simultaneously in
videos. If we could do it accurately in real-time from videos, it will become useful to
many more real applications, such as mobile devices or self driving cars. We also believe
that it is a building block for high level understanding of videos.
5.2.1 Define the categories
To construct a dataset, the first step is to define interesting categories for the problem.
We select the categories from the 200 object detection categories from ILSVRC. The
categories are carefully chosen based on factors such as movement type, level of video
clutterness, average number of object instances, etc. For example, we only select objects
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Data collection





















Figure 5.1: Define video object categories. We select the categories from the 200
object detection categories from ILSVRC. We discard static objects, crowded objects,
and abnormal objects, which eventually gives us 30 categories.
which can move by themselves (e.g. car) instead of static objects (e.g. chair). We also
discard objects which usually appear in a group (e.g. ant) because it is hard and expensive
to annotate all the object instances, and remove objects which do not have enough videos
from the web. Figure 5.1 shows the selection process, and it eventually gives us 30 video
object categories. Compared to a similar dataset, Youtube-Objects (Prest et al., 2012),
which only contains 10 categories, we have significantly more categories.
5.2.2 Curate the snippets
After defining the object categories, we need to collect video snippets which contain
these object categories. A naive way would be searching on Youtube using the keywords
related to the categories, which end up having too many random videos with non-relevant
objects. Instead, for each object category, we first use Freebase3 to manually search all
the unique ids related to each of the category. Then, we curated most of the videos
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Figure 5.2: Curate video snippets for each category. The figure describes the key
steps for collecting the final video snippets for cat.
using the YouTube Data API (Google, 2015) and manually selected or verified so that
each snippet contains the correct categories. Since most of the videos on Youtube are
usually composed of multiple scenes, we have to either use an automatic shot boundary
detector (Mathe, 2015) to segment a video into many snippets, or manually segment it,
with a follow up step to manually verify that each snippet contains the object categories.
Besides, we also manually filter out snippets where objects are too crowded or are mostly
stationary. Figure 5.2 describes the steps on how we collect the snippets for each category
(e.g. cat).
5.2.3 Collect bounding boxes
With the above selection process, each snippet now has its associated object cate-
gories. Then we need to annotate every objects for all the categories in a snippet. We
could annotate every single frame individually as how we annotate static images from
the ILSVRC object detection task; but it is unavoidably time-consuming and expensive.
It is easy to observe that there is a lot of redundancy within a snippet. We could utilize
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the temporal consistency information within a snippet to help annotate objects more ef-
ficiently. In particular, we used a tool, VATIC (Vondrick et al., 2013)4, to draw bounding
boxes for objects in a video. We made a few minor modifications to the tool. With such
tool, we can draw boxes for every few (e.g. 5) frames and get the rest boxes automat-
ically either by simple linear interpolation or by tracking, which significantly boost the
annotation speed. Figure 5.3 shows the GUI of our bounding box annotation tool. Code
is available at: https://github.com/weiliu89/vatic .
5.2.4 Dataset statistics
In total, we have collected 6,258 snippets with more than 2 million of manually labeled
bounding boxes. We split the dataset into 3862 snippets for training, 555 snippets for
validation, and 1861 snippets reserved for testing. Ground truth tracklet annotations are
released for the training and validation snippets. We kept the annotations for testing
snippets private, which were used to evaluate methods during annually competition held
in conjunction with ILSVRC. As far as we know, it is the first dataset of such scale with
bounding boxes fully annotated for such a variety of object categories. It was added as a
new challenge since ILSVRC2015. With such a dataset, we can explore many problems




http://github.com/weiliu89/vatic/tree/vidFigure 5.3: Bounding box annotation GUI. Our annotation system is a slightlymodified VATIC. We asked annotators to annotate every objects appeared in a video.
5.3 Evaluation metric
5.3.1 Challenge
A key challenge of localization in the video, as shown in Fig. 5.4, is that objects
may look completely different from two frames due to viewpoint change, illumination
variation, complex dynamics, motion blur or occlusion. If we naively detect objects in
each frame, we may pinpoint an object when it is clear and upfront without occlusion but
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not able to capture the heavily occluded or blurred one. Unlike multi-object tracking,
we do not know the number of objects in a snippet and do not know when they appear
or disappear. To monitor the progress on this new benchmark dataset and problem, we
have defined two metrics.
Figure 5.4: Challenges of object detection from videos. The elephant in the left
image is relatively easy to detect. The middle image introduces illumination change and
motion blur, making it harder to localize. The same elephant (marked in red) is heavily
occluded in the right image, and is very hard to detect if the system do not reason with
motion information from the video.
5.3.2 Main metric
A straightforward way to measure the performance is to evaluate it as an object
detection problem in static images. In other words, we treat each frame in a snippet as
an individual image. A method detect objects of multiple categories from each frame;
and an average precision (AP) is computed for each object category across all frames
from all snippets. The exact metric protocol is defined as follows:
• Algorithm outputs a list of bounding box detections with confidences.
• A detection is considered correct if intersection over union (IoU) overlap with
ground truth > threshold (0.5).
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• Evaluated by average precision per object class.
• Winners of challenge is the team that wins the most object categories.



















Figure 5.5: Main metric result in VID over the years.
Figure 5.5 shows the result on the video dataset using the main metric in last two
years. We can see that researchers have made significant improvement on this dataset,
thanks to the better object detectors developed through the years. It is noticeable that
the performance on the video dataset is much higher than the one from static images. It
is not surprising that detection in video is relatively simpler than detection in (random)
web-crawled images because there are many redundancy in the videos. Actually these
results are obtained by using a combination of object detection and object tracking
methods, albeit in a ad-hoc way.
5.3.3 Auxiliary metric with tracking
As described above, the goal of introducing this new dataset and new problem is
to encourage the community to develop unified frameworks which can detect and track
multiple objects simultaneously. The main metric is a good way to measure the progress,
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but misses temporal consistency information, which is critical to this problem. Thus, we
have introduced a new auxiliary metric in addition to the main metric to take tracking
information into account. In specific, a method not only has to return the detected
bounding boxes with confidence for each object category, but also needs to assign a
unique tracklet ID which is used to associate detections from different frames within a
snippet. The exact evaluation protocol is defined as follows.
• Algorithm outputs a list of bounding box detections with confidences and tracklet
ID.
• Tracklets are sorted by the mean confidence.
• A detection is considered correct if intersection over union (IoU) overlap with
ground truth > threshold (0.5).
• A tracklet is considered correct if intersection over union (IoU) overlap with ground
truth tracklet > threshold (0.25, 0.5, 0.75).
• Evaluated by average precision per class. Final score is an average over different
thresholds.
• Winners of challenge is the team that has the highest mean average precision.
To understand the new metric better, let’s examine a concrete example. Given a
snippet with two giant panda ground truth tracklets, as shown in Figure 5.6a, a method
has to return a list of detected tracklets. The first step is compute the score for a tracklet,
which is the mean score across all the detected boxes in a tracklet. After this, we sort the
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(a) Exemplar snippet with ground truth tracklets.
(b) All detections are matched to panda1 based on bounding box IoU overlap, but
one (i.e. the last) frame is missed. The tracklet IoU overlap between the detected
tracklet and the ground truth tracklet is 0.75.
(c) The first detection is matched to panda1 while the rest two are matched to
panda2. The tracklet IoU overlap is 0.67.
(d) Only one out of three frames are detected for panda2. The tracklet IoU overlap
is 0.33.
Figure 5.6: Exemplar snippet with ground truth and detected tracklets.
For example, Figure 5.6b shows a detected tracklet with the highest mean score (i.e.
0.8). We first evaluate each detected bounding box from the tracklet by assigning it to
the most overlapped ground truth if the IoU overlap is larger than a threshold (e.g. 0.5).
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In this example, we see that all three detected boxes are assigned to panda1. However,
since there are in total 4 ground truth boxes for panda1, and we miss detecting one
frame. Thus, the IoU overlap between this tracklet and the ground truth tracklets is
3
4
= 0.75. Take another detected tracklet as shown in Figure 5.6c. The first detection is
matched to panda1 while the other two are matched to panda2. We compute the tracklet
IoU overlap between the detected tracklet with both ground truth tracklets and take the
maximum, which gives us 0.67. Figure 5.6d shows another detected tracklet where only
one out of three frames are detected for panda2, and thus the tracklet IoU overlap is 0.33.
Based on the computed tracklet IoU overlap, we can check if a detected tracklet is true
positive or false positive based on a given tracklet IoU overlap threshold5. In particular,
we used three overlap thresholds: 0.25, 0.5, and 0.75. Obviously the task becomes much
harder with higher overlap threshold because we need to get most of the bounding boxes
detected correctly within a tracklet. The final score is the average over these different
thresholds.
5.4 Conclusion and Future Work
We have collected the first large scale video dataset with bounding box fully labeled
for 30 object categories and have defined two metrics for measuring the performance
of methods on this dataset. We have already seen some progress on solving the object
detection from video problem by combining state-of-the-art object detectors with track-
ing (Kang et al., 2016), albeit not in a unified framework. With this benchmark dataset,
we firmly believe that the research community can come up with a unified framework
5Note that duplicated detected tracklets are considered as false positive.
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to combine detection and tracking together and achieve better performance. Besides,
we think such dataset can help the tracking community significantly as well. We have
seen that it is been used to train a state-of-the-art real time tracker in (Bertinetto et al.,
2016), and expect more progress in that direction in future.
In the long term, since it is expensive and not scalable to manually collect a large
annotated dataset for thousands or millions of objects, we would also like to explore
utilizing weakly supervised or unsupervised information in videos and synthetic dataset
to further improve the performance.
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