Assume-guarantee reasoning enables a "divide-and-conquer" approach to the verification of large systems that checks system components separately while using assumptions about each component's environment. Developing appropriate assumptions used to be a difficult and manual process. Over the past five years, we have developed a framework for performing assume-guarantee verification of systems in an incremental and fully automated fashion. The framework uses an off-the-shelf learning algorithm to compute the assumptions. The assumptions are initially approximate and become more precise by means of counterexamples obtained by model checking components separately. The framework supports different assume-guarantee rules, both symmetric and asymmetric. Moreover, we have recently introduced alphabet refinement, which extends the assumption learning process to also infer assumption alphabets. This refinement technique starts with assumption alphabets that are a subset of the minimal interface between a component and its environment, and adds actions to it as necessary until a given property is shown to hold or to be violated in the system. We have applied the learning framework to a number of case studies that show that compositional verification by learning assumptions can be significantly more scalable than non-compositional verification.
Introduction
Model checking is an effective technique for finding subtle errors in concurrent systems. Given a finite model of a system and a required property of that system, model checking determines automatically whether the property is satisfied by the system. The cost of model checking techniques may be exponential in the size of the system being verified, a problem known as state explosion [12] . This can make model checking intractable for systems of realistic size.
Compositional verification techniques address the state-explosion problem by using a "divide-and-conquer" approach: properties of the system are decomposed into properties of its components and each component is then checked separately. In checking components individually, it is often necessary to incorporate some knowledge of the context in which each component is expected to operate correctly.
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Assume-guarantee reasoning [24, 31] addresses this issue by using assumptions that capture the expectations that a component makes about its environment. Assumptions have traditionally been developed manually, which has limited the practical impact of assume-guarantee reasoning.
To address this problem, we have proposed a framework [15] that fully automates assume-guarantee model checking of safety properties for finite labeled transition systems. At the heart of this framework lies an off-the-shelf learning algorithm, namely L* [4] , that is used to compute the assumptions. In one instantiation of this framework, a safety property È is verified on a system consisting of components Å ½ and Å ¾ by learning an assumption under which Å ½ satisfies È . This assumption is then discharged by showing it is satisfied by Å ¾ . In [6] we extended the learning framework to support a set of novel symmetric assume-guarantee rules that are sound and complete. In all cases, this learning-based framework is guaranteed to terminate, either stating that the property holds for the system, or returning a counterexample if the property is violated.
Compositional techniques have been shown particularly effective for wellstructured systems that have small interfaces between components [8, 20] . Interfaces consist of all communication points through which components may influence each other's behavior. In our initial presentations of the framework [15, 6] the alphabets of the assumption automata included all the actions in the component interface. In a case study presented in [30] , however, we observed that a smaller alphabet can be sufficient to prove a property. This smaller alphabet was determined through manual inspection and with it, assume-guarantee reasoning achieves orders of magnitude improvement over monolithic, i.e., non-compositional, model checking [30] .
Motivated by the successful use of a smaller assumption alphabet in learning, we investigated in [19] whether the process of discovering a smaller alphabet that is sufficient for checking the desired properties can be automated. Smaller alphabets mean smaller interfaces among components, which may lead to smaller assumptions, and hence to smaller verification problems. We developed an alphabet refinement technique that extends the learning framework so that it starts with a small subset of the interface alphabet and adds actions to it as necessary until a required property is either shown to hold or shown to be violated by the system. Actions to be added are discovered by analysis of the counterexamples obtained from model checking the components.
The learning framework and the alphabet refinement have been implemented within the LTSA model checking tool [27] and they have been effective in verifying realistic concurrent systems, such as the ones developed in NASA projects. This paper presents and expands the material presented in [15] (original learning framework for automated assume-guarantee reasoning with an asymmetric rule), [6] (learning for symmetric rules), and [19] (alphabet refinement for the original framework).
In addition, we describe here a new extension that uses a circular rule, alphabet refinement for symmetric and circular rules, and present new experimental data.
The rest of the paper is organized as follows. Section 2 provides background on labeled transition systems, finite-state machines, assume-guarantee reasoning, and the L* algorithm. Section 3 follows with a presentation of the learning framework that automates assume-guarantee reasoning for asymmetric and circular rules. Section 4 presents the extension of the framework with symmetric rules, followed by Section 5 which presents the algorithm for interface alphabet refinement. Section 6 provides an experimental evaluation of the described techniques. Section 7 surveys related work and Section 8 concludes the paper.
Preliminaries
In this section we give background information for our work: we introduce labeled transition systems and finite-state machines, together with their associated operators, and also present how properties are expressed and checked in this context. We also introduce assume-guarantee reasoning and the notion of the weakest assumption. Moreover we provide a detailed description of the learning algorithm that we use to automate assume-guarantee reasoning. The reader may wish to skip this section on the first reading.
Labeled Transition Systems (LTSs)
Let Ø be the universal set of observable actions and let denote a local action unobservable to a component's environment. We use to denote a special error state, which models the fact that a safety violation has occurred in the associated transition system. We require that the error state have no outgoing transitions. Formally, an LTS Å is a four-tuple É «Å AE Õ ¼ where: and then sends it to the Output LTS with action send. After being sent some data, Output produces some output using the action output and acknowledges that it has finished, by using the action ack. At this point, both LTSs return to their initial states so the process can be repeated.
Traces
A trace Ø of an LTS Å is a finite sequence of observable actions that label the transitions that Å can perform starting at its initial state (ignoring the -transitions).
For example, input and input, send are both traces of the Input LTS in Fig. 1 .
We sometimes abuse this notation and denote by Ø both a trace and its trace LTS. 
The parallel composition operator is a commutative and associative operator that combines the behavior of two components by synchronizing the actions common to their alphabets and interleaving the remaining actions. For example, in the parallel composition of the Input and Output components from Fig. 1 , actions send and ack will each be synchronized while input and output will be interleaved. 
LTSs and Finite-State Machines
As described in Section 4, some of the assume-guarantee rules require the use of the "complement" of an LTS. LTSs are not closed under complementation, so we need to define here a more general class of finite-state machines (FSMs) and associated operators for our framework.
An On the other hand, an LTS is in fact a special instance of an FSM, since it can be viewed as an FSM for which all states are accepting. From now on, whenever we apply operators between FSMs and LTSs, it is implied that each LTS is treated as its corresponding FSM.
We call an FSM Å deterministic if and only if ÄÌ Ë´Åµ is deterministic. 
Parallel Composition of FSMs
Let Å ½ É ½ «Å ½ AE ½ Õ ½ ¼ ½ and Å ¾ É ¾ «Å ¾ AE ¾ Õ ¾ ¼ ¾ be two FSMs. Then Å ½ Å ¾ is an FSM Å É «Å AE Õ ¼ ,
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Assume-Guarantee Triples
In the assume-guarantee paradigm a formula is a triple Å È , where Å is a component, È is a property, and is an assumption about Å's environment. The formula is true if whenever Å is part of a system satisfying , then the system must also guarantee È [21, 31] 
Weakest Assumption
A central notion of our work is that of the weakest assumption [20] , defined formally here. The notion of a weakest assumption depends on the interface between the component and its environment. Accordingly, in the second condition above, projecting Å ¾ onto ¦ forces Å ¾ to communicate with Å ½ only through actions in ¦. In [20] we showed that weakest assumptions exist for components expressed as LTSs and properties expressed as safety LTSs. Additionally, we provided an algorithm for computing weakest assumptions. Update Ì using queries (5) Construct candidate DFSM from´Ë Ì µ (6) Make the conjecture (7) if is correct return else (8) Add ¾ ¦ £ that witnesses the counterexample to 
The L* Learning Algorithm
The learning algorithm L* was developed by Angluin [4] and later improved by Rivest and Schapire [32] . L* learns an unknown regular language Í over alphabet ¦ and produces a deterministic finite-state machine ( The counterexample is analyzed using a process described below to find a suffix of that witnesses a difference between Ä´ µ and Í (line 8). Suffix must be such that adding it to will cause the next conjectured automaton to reflect this difference. Once has been added to , L* iterates the entire process by looping around to line 2.
As stated previously, on line 8 L* must analyze the counterexample to find a suffix of that witnesses a difference between Ä´ µ and Í. This is done by finding the earliest point in at which the conjectured automaton and the automaton that would recognize the language Í diverge in behavior. This point found by determining where ·½ , where is computed as follows:
(1) Let Ô be the sequence of actions made up of the first actions in . Let Ö be the sequence made up of the actions after the first actions in . Thus, ÔÖ. By using binary search, the point where ·½ can be found in Ç´ÐÓ µ queries, where is the length of .
Characteristics of L*
L* is guaranteed to terminate with a minimal automaton Å for the unknown language Í. Moreover, for each closed observation table´Ë Ì µ, the candidate DFSM that L* constructs is smallest, in the sense that any other DFSM consistent ¾ with the function Ì has at least as many states as . This characteristic of L* makes it particularly attractive for our framework. The conjectures made by L* strictly increase in size; each conjecture is smaller than the next one, and all incorrect conjectures are smaller than Å. Therefore, if Å has Ò states, L* makes at most´Ò ½µ incorrect conjectures. The number of membership queries made by L* is Ç´ Ò ¾ · Ò ÐÓ Ñµ, where is the size of the alphabet of Í, Ò is the number of states in the minimal DFSM for Í, and Ñ is the length of the longest counterexample returned when a conjecture is made.
Learning for Assume-Guarantee Reasoning
In this section we introduce a simple, asymmetric assume-guarantee rule and we describe a framework which uses L* to learn assumptions that automate reasoning about two components based on this rule. We also discuss how the framework has been extended to reason about Ò components and to use circular rules.
Assume-Guarantee Rule ASYM
Our framework incorporates a number of symmetric and asymmetric rules for assume-guarantee reasoning. The simplest assume-guarantee proof is for checking a property È on a system with two components Å ½ and Å ¾ and is as follows [21] : Note that the rule is not symmetric in its use of the two components, and does not support circularity. Despite its simplicity, our experience with applying compositional verification to several applications has shown it to be most useful in the context of checking safety properties.
For the use of rule ASYM to be justified, the assumption must be more abstract than Å ¾ , but still reflect Å ¾ 's behavior. Additionally, an appropriate assumption for the rule needs to be strong enough for Å ½ to satisfy È in premise 1. Developing such an assumption is difficult to do manually. In the following, we describe a framework that uses L* to learn assumptions automatically.
Learning Framework for Rule ASYM
To learn assumptions, L* needs to be supplied with a Teacher capable of answering queries and conjectures. We use the LTSA model checker to answer both of these questions. The learning framework for rule ASYM is shown in Fig. 4 . The alphabet of the learned assumption is ¦ ¦ Á . As a result, the sequence of automata conjectured by L* converges to the weakest assumption Û .
The Teacher
To explain how the teacher answers queries and conjectures we use the following lemma. Answering Conjectures A conjecture consists of an FSM that L* believes will recognize the language being learned. The Teacher must return true if the conjecture is correct. Otherwise, the Teacher must return false and a counterexample that witnesses an error in the conjectured FSM, i.e., a trace in the symmetric difference of the language being learned and that of the conjectured automaton. In our framework, the conjectured FSM is an assumption that is being used to complete an assume-guarantee proof. We treat the conjectured FSM as an LTS, as described in Section 2.2, which we denote as the LTS . To answer the conjecture, the Teacher uses two oracles:
Oracle 1 guides L* towards a conjecture that makes premise 1 of rule ASYM true. It checks Å ½ È and if the result is false, then a counterexample Ø is produced. Since the Å ½ È is false, we know that Ø ¦ ¾ Ä´ µ. But, since is reachable in Ø ¦ Å ½ È err , by Lemma 6 we know that Ø ¦ ¾ Ä´ Û µ.
Thus, Ø ¦ witnesses a difference between and Û so it is returned to L* to answer the conjecture. If the triple is true, then the Teacher moves on to Oracle 2.
Oracle 2 is invoked to check premise 2 of rule ASYM, i.e., to discharge on Å ¾ by verifying that ØÖÙ Å ¾ is true. This triple is checked and if it is true, then the assumption makes both premises true and thus, the assume-guarantee rule guarantees that true Å ½ Å ¾ È is true. The Teacher then returns true and the computed assumption . Note that is not necessarily Û , it can be stronger than Û , i.e., Ä´ µ Ä´ Û µ, but the computed assumption is sufficient to prove that the property holds. If the triple is not true, then a counterexample Ø is produced. In this case further analysis is needed to determine if either È is indeed violated by Å ½ Å ¾ or if is not precise enough, in which case needs to be modified.
Counterexample analysis
The counterexample Ø from Oracle 2 must be analyzed to determine if it is a real counterexample, i.e., if it causes Å ½ Å ¾ to violate È . To do this, the Teacher performs a query on Ø ¦, in other words it uses LTSA to check Ø ¦ Å ½ È (here again Ø ¦ is treated as a trace LTS and its alphabet is ¦). If this triple is true, then by Lemma 6 we know that Ø ¦ ¾ Ä´ Û µ. Since this trace caused true Å ¾ to be false, we also know that Ø ¦ ¾ Ä´ µ, thus Ø ¦ witnesses a difference between and Û . Therefore, Ø ¦ is returned to L* to answer its conjecture.
If the triple Ø ¦ Å ½ È is false, then the model checker returns a (new) counterexample that witnesses the violation of È on Å ½ in the context of Ø ¦. With ¦ ¦ Á , is guaranteed to be a real error trace in Å ½ Å ¾ È err (we will see in Section 5 that when ¦ is only a subset of ¦ Á , this is no longer the case). Thus, true Å ½ Å ¾ È is false and is returned to the user as a counterexample.
Remarks A characteristic of L* that makes it particularly attractive for our framework is its monotonicity. This means that the intermediate candidate assumptions that are generated increase in size; each assumption is smaller than the next one. We should note, however, that there is no monotonicity at the semantic level. If is the th assumption conjectured by L*, then ·½ , but it is not necessarily the case that Ä´ µ Ä´ ·½ µ.
Example
Given components Input and Output shown in Fig. 1 and the property Order shown in Fig. 2 , we will check true Input Output Order using rule ASYM. To do this, we set Å ½ Input, Å ¾ Output, and È Order. The alphabet of the interface for this example is ¦ ´´«Input «Orderµ «Outputµ send output ack .
As described, at each iteration L* updates its observation table and produces a candidate assumption whenever the table becomes closed. The first closed table obtained is shown in Table 1 and its associated assumption, ½ , is shown in Fig. 5 . The Teacher answers conjecture ½ by first invoking Oracle 1, which checks ½ Input Order . Oracle 1 returns false, with counterexample Ø input, send, ack, input , which describes a trace in ½ Input Order err that leads to state . Table 1 Mapping Ì ½ (Fig. 7) and (Fig. 8) , are produced. Using , which is the weakest assumption Û , both Oracles report true, so it can be concluded that true Input Output ¼ Order also holds.
Correctness and Termination
Theorem 7 Given components Å ½ and Å ¾ , and property È , the algorithm implemented by our framework for rule ASYM terminates and correctly reports on whether true Å ½ Å ¾ È holds.
PROOF.
To prove the theorem, we first argue the correctness, and then the termination of our algorithm.
Correctness: The Teacher in our framework uses the two premises of the assumeguarantee rule to answer conjectures. It only reports that true Å ½ Å ¾ È is true when both premises are true, and therefore correctness is guaranteed by the compositional rule. Our framework reports an error when it d etects a trace Ø of Å ¾ which, when simulated on Å ½ , violates the property, which implies that Å ½ Å ¾ violates È .
Termination: At any iteration, after an assumption is conjectured, our algorithm reports on whether true Å ½ Å ¾ È is true and terminates, or continues by providing a counterexample to L*. By correctness of L*, we are guaranteed that if it keeps receiving counterexamples to conjectures, it will eventually, at some iteration , produce Û . During this iteration, Oracle 1 will return true by definition of Û . The Teacher will therefore apply Oracle 2, which will return either true and terminate, or will return a counterexample. This counterexample represents a trace of Å ¾ that is not contained in Ä´ Û µ. Since, as discussed before, Û is both necessary and sufficient, analysis of the counterexample will report that this is a real counterexample, and the algorithm will terminate. ¾
Generalization to Ò Components
We presented our approach so far to the case of two components. Assume now that a system consists of Ò ¾ components. To check if system Å ½ Å ¾ ¡ ¡ ¡ Å Ò satisfies È , we decompose it into: Å ½ and Å ¼ ¾ Å ¾ Å ¿ ¡ ¡ ¡ Å Ò and the learn-ing framework is applied recursively to check the second premise of the assumeguarantee rule.
At each recursive invocation for Å and Å ¼ Å ·½ Å ·¾ ¡ ¡ ¡ Å Ò , we solve the following problem: find assumption such that the following are both true:
Here ½ is the assumption for Å ½ and plays the role of the property for the current recursive call. Correctness and termination for this extension follows by induction on Ò from Theorem 7.
Extension with a Circular Rule
Our framework can accommodate a variety of assume-guarantee rules that are sound. Completeness of rules is required to guarantee termination. We investigate here another rule, that is similar to ASYM but it involves some form of circular reasoning. This rule appeared originally in [21] (for reasoning about two components).
The rule can be extended easily to reasoning about Ò ¾ components.
Soundness and completeness of this rule follow from [21] . Note that this rule is similar to the rule ASYM applied recursively for Ò · ½ components, where the first and the last component coincide (hence the term "circular"). Learning based assume-guarantee reasoning proceeds as described in Section 3.3.
Learning with Symmetric Rules
Although sound and complete, the rules presented in the previous section are not always satisfactory since they are not symmetric in the use of the components.
In [6] we proposed a set of symmetric rules that are sound and complete and we also described their automation using learning. They are symmetric in the sense that they are based on establishing and discharging assumptions for each component at the same time.
Symmetric Assume-Guarantee Rules
Here we present one of the rules that we found particularly effective in practice. The rule may be used for reasoning about a system composed of Ò ¾ components: 
Learning Framework for Rule SYM-N
The framework for rule SYM-N is illustrated in Fig. 10 . To obtain appropriate assumptions, the framework applies the compositional rule in an iterative fashion. At each iteration L* is used to generate appropriate assumptions for each component, based on querying the system and on the results of the previous iteration. Each assumption is then checked to establish the premises of Rule SYM-N. We use separate instances of L* to iteratively learn Û½ , Û¾ ÛÒ .
The Teacher
As before, we use model checking to implement the Teacher needed by L* or that some of the candidate assumptions need to be modified. If (some of the) assumptions need to be refined in the next iteration, then behaviors must be added to those assumptions. The result will be that at least the behavior that the counterexample represents will be allowed by those assumptions during the next iteration.
The new assumptions may of course be too abstract, and therefore the entire process must be repeated. If Ø is not a violating trace of at least one component Å , then we use Ø to weaken the corresponding assumption(s). 
Counterexample analysis
Correctness and Termination
Learning with Alphabet Refinement
In this section, we present a technique that extends the learning based assumeguarantee reasoning framework with alphabet refinement. We first illustrate the benefits of smaller interface alphabets for assume-guarantee reasoning through a simple client-server example from [30] . Then, we explain the effect of smaller interface alphabets on learning assumptions. We then describe the alphabet refinement algorithm, give its properties, and discuss how it extends to reasoning about Ò components as well as to circular and symmetric rules.
Example
Consider a system consisting of a server component and two identical client components that communicate through shared actions. Each client sends requests for reservations to use a common resource, waits for the server to grant the reservation, uses the resource, and then cancels the reservation. For example, the LTS of a client is shown in Fig. 11 , where ½ ¾. The server, shown in Fig. 13 deny a request, ensuring that the resource is used only by one client at a time. We are interested in checking the mutual exclusion property illustrated in Fig. 12 , that captures a desired behavior of the client-server application.
To check the property compositionally, assume that we decompose the system as: Å ½ Client ½ Client ¾ and Å ¾ Server. The complete alphabet of the interface between Å ½ È and Å ¾ (see Fig. 14 Using this alphabet and the learning framework in Section 3, an assumption with eight states is learned, shown in Fig. 16 . However, a (much) smaller assumption is sufficient for proving the mutual exclusion property. With the assumption alphabet ¦ client 1 .cancel, client 1 .grant, client 2 .cancel, client 2 .grant , which is a strict subset of ¦ Á (and, in fact, the alphabet of the property), a three-state assumption is learned, shown in Fig. 15 . This smaller assumption enables more efficient verification than the eight state assumption obtained with the complete alphabet. In the following section, we present an extension of the learning framework that infers automatically smaller interface alphabets (and the corresponding assumptions).
Learning Based Assume-Guarantee Reasoning and Small Interface Alphabets
Before describing the alphabet refinement algorithm, let us first consider the effect of smaller interface alphabets on our learning framework. Let Å ½ and Å ¾ be components, È be a property, ¦ Á be the interface alphabet, and ¦ be an alphabet such that ¦ ¦ Á . Suppose that we use the learning framework of Section 3 but we now set this smaller ¦ to be the alphabet that the framework uses when learning the assumption. From the correctness of the assume-guarantee rule, if the framework reports true, true Å ½ Å ¾ È . When it reports false, it is because it finds a trace 2 .cancel action to occur before the client 1 .grant action. Thus, in the context of ¦ Á the above violating behavior would be infeasible. We conclude that when applying the learning framework with alphabets smaller than ¦ Á , if true is reported then the property holds in the system, but violations reported may be spurious.
Algorithm for Alphabet Refinement
Alphabet refinement extends the learning framework to deal with alphabets that are smaller than ¦ Á while avoiding spurious counterexamples. The steps of the algorithm are as follows (see Fig. 17 When spurious counterexamples are detected, the Refiner extends the alphabet with actions from the alphabet of the weakest assumption and the learning of assumptions is restarted. In the worst case, ¦ Á is reached and, as proven in our previous work, learning then only reports real counterexamples. The highlighted steps in the above high-level algorithm are further specified next.
Alphabet initialization
The correctness of our algorithm is insensitive to the initial alphabet. We set the initial alphabet to those actions in the alphabet of the property that are also in ¦ Á , i.e., «È ¦ Á . The intuition is that these interface actions are likely to be significant in proving the property, since they are involved in its definition. A good initial guess of the alphabet may achieve big savings in terms of time since it results in fewer refinement iterations.
Extended counterexample analysis
An additional counterexample analysis is appended to the original learning framework as illustrated in Fig. 17 . The steps of this analysis are outlined in Fig. 18 . The extension takes as inputs both the counterexample Ø returned by Oracle 2, and the counterexample that is returned by the original counterexample analysis. We modified the "classic" learning framework (Fig. 4) to return both and Ø to be used in alphabet refinement (as explained below). As discussed, is obtained because Ø ¦ Å ½ È does not hold. The next step is to check whether in fact Ø uncovers a real violation in the system. As illustrated by the client-server example, the results of checking Å ½ È err in the context of Ø projected to different alphabets may be different. The correct (non-spurious) results are obtained by projecting Ø on the alphabet ¦ Á of the weakest assumption. Counterexample analysis therefore calls LTSA to check Ø ¦ Á Å ½ È . If LTSA finds an error, the resulting counterexample is real. If error is not reached, then the counterexample is spurious and the alphabet ¦ needs to be refined. Refinement proceeds as described next.
Alphabet refinement When spurious counterexamples are detected, we need to augment the current alphabet ¦ so that these counterexamples are eventually eliminated. A counterexample is spurious if in the context of Ø ¦ Á it would not be obtained. Our refinement heuristics are therefore based on comparing and Ø ¦ Á to discover actions in ¦ Á to be added to the learning alphabet (for this reason is also projected on ¦ Á in the refinement process). We have currently implemented the following heuristics:
AllDiff: adds all the actions in the symmetric difference of Ø ¦ Á and ¦ Á . A potential problem of this heuristic is that it may add too many actions too soon. If it happens to add useful actions, however, it may terminate after a small number of iterations.
Forward: scans the traces Ø ¦ Á and ¦ Á in parallel from beginning to end looking for the first index where they disagree; if such an is found, both actions Ø ¦ Á´ µ ¦ Á´ µ are added to the alphabet. By adding fewer actions during each iteration, the algorithm may end up with a smaller alphabet. But, it may take more iterations before it does not produce a spurious result. Backward: is similar to Forward, but scans from the end of the traces to the beginning.
Correctness and Termination
For correctness and termination of learning with alphabet refinement, we first show progress of refinement, meaning that at each refinement stage, new actions are discovered to be added to ¦. PROOF. We prove by contradiction that Ø ¦ Á ¦ Á . Suppose Ø ¦ Á ¦ Á . We know that is an error trace on Å ½ È err . Since actions of that are not in ¦ Á are internal to Å ½ È err , then ¦ Á also leads to error on Å ½ È err . But then Ø ¦ Á leads to error on Å ½ È err , which is a contradiction.
We now show that there exists an action in the symmetric difference between Ø ¦ Á and ¦ Á that is not in ¦ (this action will be added to ¦ by alphabet refinement).
Trace Ø ¦ Á is Ø ¦, with some interleaved actions from ¦ Á Ò ¦. Similarly, ¦ Á is Ø ¦ with some interleaved actions from ¦ Á Ò ¦, since is obtained by composing the trace LTS Ø ¦ with Å ½ È err . Thus Ø ¦ ¦. We again proceed by contradiction. If all the actions in the symmetric difference between Ø ¦ Á and ¦ Á were in ¦, we would have Ø ¦ Á Ø ¦ ¦ ¦ Á , which contradicts Ø ¦ Á ¦ Á . ¾ Correctness follows from the assume-guarantee rule and the extended counterexample analysis. Termination follows from termination of the original framework, from the progress property and also from the finiteness of ¦ Á . Moreover, from the progress property it follows that the refinement algorithm for two components has at most ¦ Á iterations.
Theorem 11
Given components Å ½ and Å ¾ , and property È , L* with alphabet refinement terminates and returns true if Å ½ Å ¾ satisfies È and false otherwise.
PROOF.
Correctness: When the teacher returns true, then correctness is guaranteed by the assume-guarantee compositional rule. If the teacher returns false, the extended counterexample analysis reports an error for a trace Ø of Å ¾ , such that Ø ¦ Á in the context of Å ½ violates the property (the same test is used in the algorithm from [15] ) hence Å ½ Å ¾ violates the property.
Termination: From the correctness of L*, we know that at each refinement stage (with alphabet ¦), if L* keeps receiving counterexamples, it is guaranteed to generate Û ¦ . At that point, Oracle 1 will return true (from Lemma 5). Therefore, Oracle 2 will be applied, which will return either true, and terminate, or a counterexample Ø. This counterexample is a trace that is not in Ä´ Û ¦ µ. It is either a real counterexample (in which case the algorithm terminates) or it is a trace Ø such that Ø ¦ leads to error on Å ½ È err by an error trace , but Ø ¦ Á does not lead to error on Å ½ È err . Then from Proposition 10, we know that Ø ¦ Á ¦ Á and there exists an action in their symmetric difference that is not in ¦. The Refiner will add this action (and possibly more actions, depending on the refinement strategy) to ¦ and the learning algorithm is repeated for this new alphabet. Since ¦ Á is finite, in the worst case, ¦ grows into ¦ Á , for which termination and correctness follow from Theorem 7. ¾ We also note a property of weakest assumptions, which states that by adding actions to an alphabet ¦, the corresponding weakest assumption becomes weaker (i.e., contains more behaviors) than the previous one. With alphabet refinement, our framework adds actions to the alphabet, which translates into adding more behaviors to the weakest assumption that L* tries to learn. This means that at each refinement stage , when the learning framework is started with a new alphabet ¦ such that ¦ ½ ¦ , it will try to learn a weaker assumption Û ¦ than Û ¦ ½ , which was its goal in the previous stage. Moreover, all these assumptions are under-approximations of the weakest assumption Û ¦ Á that is necessary and sufficient to prove the desired property. Note that at each refinement stage the learning framework might stop before computing the corresponding weakest assumption. The above property allows reuse of learning results across refinement stages (see Section 8).
Proposition 12
Generalization to Ò Components
Alphabet refinement can also be used when reasoning about more than two components using rule ASYM. Learning with alphabet refinement follows this recursion. At each recursive invocation for Å and Å ¼ Å ·½ Å ·¾ ¡ ¡ ¡ Å Ò , we solve the following problem:
find assumption
and alphabet ¦ such that the rule premises hold, i.e. ½ , the alphabet of the weakest assumption is recomputed.
Correctness and termination of this extension follow from Theorem 11 (and from finiteness of Ò). The proof proceeds by induction on Ò.
Extension to Circular and Symmetric Rules
Alphabet refinement also applies to the rules CIRC-N and SYM-N. As mentioned, CIRC-N is a special case of the recursive application of rule ASYM for Ò·½ components, where the first and last component coincide. Therefore alphabet refinement applies to CIRC-N as we described here. If Ø is violating for some , then we check whether Ø, with the entire alphabet of the weakest assumption for is still violating. If it is, then Ø is a real error trace for Å . If it is not, the alphabet of the current assumption for is refined with actions from the alphabet of the corresponding weakest assumption.
If Ø is a real error trace for all , then it is reported as a real violation of the property on the entire system. If alphabet refinement takes place for some , the learning of the assumption for this is restarted with the refined alphabet, and premise Ò · ½ is re-checked with the new learned assumption for .
Experiments
We implemented learning with rules ASYM, SYM-N, CIRC-N, with and without alphabet refinement in LTSA and evaluated the implementations for checking safety properties of various concurrent systems that we briefly describe below. The goal of the evaluation was to assess the performance of learning, the effect of alphabet refinement on learning, to compare the effect of the different rules, and to also compare the scalability of compositional verification by learning to that of noncompositional verification.
Models and properties
We used the following LTSA models. Gas Station [22] models a self-serve gas station consisting of customers, two pumps, and an operator. For ¿ , we checked that the operator correctly gives change to a customer for the pump that he/she used. Chiron [25, 5] models a graphical user interface consisting of artists, a wrapper, a manager, a client initialization module, a dispatcher, and two event dispatchers. For ¾ , we checked two properties: the dispatcher notifies artists of an event before receiving a next event, and the dispatcher only notifies artists of an event after it receives that event. MER [30] models the flight software component for JPL's Mars Exploration Rovers. It contains users competing for resources managed by an arbiter. For ¾ , we checked that communication and driving cannot happen at the same time as they share common resources. Rover Executive [15] models a subsystem of the Ames K9 Rover. The models consists of a main 'Executive' and an 'ExecCondChecker' component responsible for monitoring state conditions. We checked that for a specific shared variable, if the Executive reads its value, then the ExecCondChecker should not read it before the Executive clears it.
Gas Station and Chiron were analyzed before, in [14] , using learning-based assume-guarantee reasoning (with ASYM and no alphabet refinement). Four properties of Gas Station and nine properties of Chiron were checked to study how various 2-way model decompositions (i.e., grouping the modules of each analyzed system into two "super-components") affect the performance of learning. For most of these properties, learning performs better than non-compositional verification and produces small (one-state) assumptions. For some other properties, learning does not perform that well, and produces much larger assumptions. To stress-test our implementation, we selected some of the latter, more challenging properties for our studies here.
Results
We performed several sets of experiments. All experiments were performed on a Dell PC with a 2.8 GHz Intel Pentium 4 CPU and 1.0 GB RAM, running Linux Fedora Core 4 and using Sun's Java SDK version 1.5. The results are shown in Tables 3, 4 , 5, and 6. In the tables, is the maximum assumption size reached during learning, 'Mem.' is the maximum memory used by LTSA to check assumeguarantee triples, measured in MB, and 'Time' is the total CPU running time, measured in seconds. Column 'Monolithic' reports the memory and run-time of noncompositional model checking. We set a limit of 30 minutes for each run. The sign '-' indicates that the limit of 1GB of memory or the time limit has been exceeded. For these cases, the data is reported as it was when the limit was reached.
In Table 3 , we show the performance of learning with the ASYM rule, without alphabet refinement, and with different alphabet refinement heuristics, for two-way decompositions of the systems we studied. For Gas Station and Chiron we used decompositions generalized from the best two-way decompositions at size 2, as described in [14] . For Gas Station, the operator and the first pump are one component, and the rest of the modules are the other. For Chiron, the event dispatchers are one component, and the rest of the modules are the other. For MER, half of the users are in one component, and the other half with the arbiter in the other. For the Rover we used the two components described in [15] . As these results indicate that 'bwd' heuristic is slightly better than the others, we used this heuristic for alphabet refinement in the rest of the experiments. Table 4 shows the performance of the recursive implementation of learning with rule ASYM, with and without alphabet refinement, as well as that of monolithic (non-compositional) verification, for increasing number of components. For these experiments we used an additional heuristic to compute the ordering of the modules in the sequence Å ½ Å Ò for the recursive learning, to minimize the sizes of the
We generated offline all possible orders with their associated interface alphabets and then chose the order that minimizes the sum È Ò ½ ¦ Á . Automatic generation of orderings was not always possible because of the combinatorial explosion. In some cases with large parameter Ò, we lifted the results obtained for small values of the parameter on the same model to the model with the larger parameter.
We also compared learning with and without alphabet refinement for rules SYM-N and CIRC-N under the same conditions as in the previous experiments. The results are in Tables 5 and 6 .
Discussion
The results overall show that rule ASYM is more effective than the other rules and that alphabet refinement improves learning significantly. Tables 5 and 6 indicate that generally rules SYM-N and CIRC-N do not improve the performance of learning or the effect of alphabet refinement, but they can some- times handle cases which were challenging for ASYM, as is the case of SYM-N for Chiron, property 2. Thus there is some benefit in using all of these rules. Table 3 shows that alphabet refinement improved the assumption size in all cases, and in a few, up to almost two orders of magnitude (see Gas Station ¿ learning without refinement did not finish within the time limit, whereas with refinement it did. The benefit of alphabet refinement is even more obvious in Table 4 where 'No refinement' exceeded the time limit in all but one case, whereas refinement completed in almost all cases, producing smaller assumptions, and using less memory in all the cases, up to two orders of magnitude less in a few. Table 4 indicates that learning with refinement scales better than without refinement for increasing number of components. As increases, the memory and time consumption for 'Refinement' grows slower than that of 'Monolithic'. For Gas Station, Chiron (Property 1), and MER, for small values of , 'Refinement' consumes more memory than 'Monolithic', but as increases the gap is narrowing, and for the largest 'Refinement' becomes better than 'Monolithic'. This leads to cases such as MER with where, for a large enough parameter value, 'Monolithic' runs out of memory, whereas 'Refinement' succeeds. 
Related work
Several frameworks have been proposed to support assume-guarantee reasoning [24, 31, 13, 21] . For example, the Calvin tool [18] uses assume-guarantee reasoning for the analysis of Java programs, while Mocha [2] supports modular verification of components with requirements specified based in the Alternating-time Temporal Logic. The practical impact of these approaches has been limited because they require non-trivial human input in defining appropriate assumptions.
Our previous work [20, 15] proposed to use L* to automate assume-guarantee reasoning. Since then, several other frameworks that use L* for learning assumptions have been developed; [3] presents a symbolic BDD implementation using NuSMV [10] . This symbolic version was extended in [29] with algorithms that decompose models using hypergraph partitioning, to optimize the performance of learning on resulting decompositions. Different decompositions are also studied in [14] where the best two-way decompositions are computed for model-checking with the FLAVERS [17] and LTSA tools. L* has also been used in [1] to synthesize interfaces for Java classes, and in [33] to check component compatibility after component updates.
Our approach for alphabet refinement is similar in spirit to counterexample-guided abstraction refinement (CEGAR) [11] . CEGAR computes and analyzes abstractions of programs (usually using a set of abstraction predicates) and refines them based on spurious counter-examples. However, there are some important differences between CEGAR and our algorithm. Alphabet refinement works on actions rather than predicates, it is applied compositionally in an assume-guarantee style and it computes under-approximations (of assumptions) rather than behavioral over-approximations (as it happens in CEGAR). In the future, we plan to investigate more the relationship between CEGAR and our algorithm. The work of [23] proposes a CEGAR approach to interface synthesis for C libraries. This work does not use learning, nor does it address the use of the resulting interfaces in assumeguarantee verification.
A similar idea to our alphabet refinement for L* in the context of assume-guarantee verification has been developed independently in [7] . In that work, L* is started with an empty alphabet, and, similar to our approach, the assumption alphabet is refined when a spurious counterexample is obtained. At each refinement stage, a new minimal alphabet is computed that eliminates all spurious counterexamples seen so far. The computation of such a minimal alphabet is shown to be NP-hard. In contrast, we use much cheaper heuristics, but do not guarantee that the computed alphabet is minimal. The approach presented in [34] improves upon assumeguarantee learning for systems that communicate based on shared memory, by using SAT based model checking and alphabet clustering.
The theoretical results in [28] show that circular assume-guarantee rules can not be both sound and complete. These results do not apply to rules such as ours that involve additional assumptions which appear only in the premises and not in the conclusions of the rules. Note that completeness is not required by our framework (however incompleteness may lead to inconclusive results).
Conclusions and Future Work
We have introduced a framework that uses a learning algorithm to synthesize assumptions that automate assume-guarantee reasoning for finite-state machines and safety properties. The framework incorporates symmetric, asymmetric and circular assume-guarantee rules and uses alphabet refinement to compute small assumption alphabets that are sufficient for verification. The framework has been applied to a variety of systems where it showed its effectiveness.
In future work we plan to look beyond checking safety properties and to address further algorithmic optimizations, e.g., reuse of query results and learning tables across alphabet refinement stages. Moreover, we plan to explore techniques alternative to learning for computing assumptions, e.g., we are investigating CEGAR-like techniques for computing assumptions incrementally as abstractions of environments.
Finally we plan to perform more experiments to further evaluate our framework.
