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Relation between coined quantum walks and
quantum cellular automata
Masatoshi Hamada, Norio Konno, and Etsuo Segawa,
Department of Applied Mathematics,
Yokohama National University
Abstract. Motivated by the recent work of Patel et al., this paper clarifies a con-
nection between coined quantum walks and quantum cellular automata in a general
setting. As a consequence, their result is naturally derived from the connection.
1 Introduction
Very recently Patel et al. [1] constructed a quantum walk (QW) on a line
without using a coin toss instruction, and analyzed the asymptotic behavior
of the walk on the line and its escape probability with an absorbing wall. In
fact the QW investigated by them can be considered as a class of quantum
cellular automata on the line (see [2, 3, 4], for examples), so we call their
non-coined QW a quantum cellular automaton (QCA) in this paper. On the
other hand, a usual QW with a coin toss instruction was introduced and
intensively studied by Ambainis et al. [5], (see Refs. [6, 7, 8] for reviews of
the QW). Here we call the QW a coined QW. At a first glance, the QCA looks
different from the coined QW. However, we show that there exists a one-to-
one correspondence between them in a more general setting. The purpose of
the present paper is to clarify this connection. Once the connection is well
understood, the result by Patel et al. [1] is straightforwardly obtained.
The rest of this paper is organized as follows. Section 2 is devoted to
the definition of the QCA. In Section 3, the definitions of A-type and B-type
QWs are presented. In Section 4 (resp. 5), we describe a connection between
QCAs and A-type (resp. B-type) QWs. Section 6 gives a relation between
QCAs and two-step coined QWs. Finally, we discuss the case given by Patel
et al. [1].
1
2 Definition of QCA
Let Z (resp. Z+) denote the set of (resp. non-negative) integers and C
indicate the collection of complex numbers. We define the dynamics of a one-
dimensional QCA including the model investigated by Patel et al. [1]. (As
for recent reviews on QCAs, see Aoun and Tarifi [9], Schumacher and Werner
[10].) Let η
(m)
k (n)(∈ C) be the amplitude of the QCA at time n ∈ Z+ and at
location k ∈ Z starting from m ∈ Z, that is, η(m)m (0) = 1 and η(m)k (0) = 0 if
k 6= m. Moreover, let
x
(m:±)
k (n) = |αη(m)k (n) + βη(m±1)k (n)|2
and
x(m:±)(n) = (x
(m:±)
k (n) : k ∈ Z)
where α, β ∈ C with |α|2 + |β|2 = 1. As we will show later, the x(m:±)k (n) is
equivalent to a probability distribution of a coined QW at time n, where a
pair (α, β) corresponds to an initial qubit state of the QW. The evolution of
the QCA on the line is given by
η(m)(n+ 1) = Uη(m)(n)
where U is the unitary matrix
U =


. . . −3 −2 −1 0 +1 +2 +3 +4 . . .
...
. . . · · · · · · · · . . .
−3 . . . b a 0 0 0 0 0 0 . . .
−2 . . . a b c d 0 0 0 0 . . .
−1 . . . d c b a 0 0 0 0 . . .
0 . . . 0 0 a b c d 0 0 . . .
+1 . . . 0 0 d c b a 0 0 . . .
+2 . . . 0 0 0 0 a b c d . . .
+3 . . . 0 0 0 0 d c b a . . .
+4 . . . 0 0 0 0 0 0 a b . . .
... . . . · · · · · · · · . . .


with a, b, c, d ∈ C and η(m)(n) is the configuration
η(m)(n) = t(. . . , η
(m)
−1 (n), η
(m)
0 (n), η
(m)
+1 (n), . . .)
for any n ∈ Z+, here t indicates the transposed operator. Let ||u|| =∑
∞
k=−∞ |uk|2. The unitarity of U ensures that if ||η(m)(0)|| = 1, then ||η(m)(n)|| =
2
1 for any n ∈ Z+. Furthermore, if ||x(m:±)(0)|| = 1, then ||x(m:±)(n)|| = 1 for
any n ∈ Z+. A little algebra reveals that U is unitary if and only if
|a|2 + |b|2 + |c|2 + |d|2 = 1, (1)
ad+ ad+ bc + bc = 0, (2)
ac+ bd = 0, (3)
ab+ ab = 0, (4)
cd+ cd = 0 (5)
where z is a complex conjugate of z ∈ C. Here we consider a, b, c, d satisfying
Eqs. (1) - (5). Trivial cases are “|a| = 1, b = c = d = 0”, “|b| = 1, a = c =
d = 0”, “|c| = 1, a = b = d = 0”, and “|d| = 1, a = b = c = 0”. For other
cases, we have the following five types:
Type I: |b|2 + |c|2 = 1, bc + bc = 0, bc 6= 0, a = d = 0.
Type II: |a|2 + |b|2 = 1, ab+ ab = 0, ab 6= 0, c = d = 0.
Type III: |c|2 + |d|2 = 1, cd+ cd = 0, cd 6= 0, a = b = 0.
Type IV: |a|2 + |d|2 = 1, ad+ ad = 0, ad 6= 0, b = c = 0.
Type V: a, b, c, d satisfying Eqs. (1) - (5) and abcd 6= 0.
Let supp[x(m:±)(n)] = {k ∈ Z : x(m:±)k (n) > 0}. Then, it is easily
seen that for any n ∈ Z+, supp[x(0:±)(n)] ⊂ {−2,−1, 0, 1} in Type I, and
supp[x(0:±)(n)] ⊂ {−1, 0, 1, 2} in Type II. So both Types I and II are also
trivial cases. To investigate non-trivial Types III - V, we introduce a coined
QW in the next section.
We see that a direct computation implies that (a, b, c, d) satisfying Eqs.
(1) - (5) has the following form:
(a, b, c, d) = eiδ(cos θ cosφ,−i cos θ sin φ, sin θ sin φ, i sin θ cosφ) (6)
where θ, φ, δ ∈ [0, 2pi). From now on, we assume that (a, b, c, d) has the
above form. Remark that the case studied by Patel et al. is δ = pi/2 and
θ = φ = pi/4, that is, (a, b, c, d) = (i/2, 1/2, i/2,−1/2), which belongs to
Type V.
3 Definition of coined QW
The time evolution of one-dimensional both A-type and B-type coined QWs
is given by the following unitary matrix:
U =
(
a′ b′
c′ d′
)
3
where a′, b′, c′, d′ ∈ C. So we have |a′|2 + |b′|2 = |c′|2 + |d′|2 = 1, a′c′ + b′d′ =
0, c′ = −△b′, d′ = △a′, where △ = detU = a′d′ − b′c′ with |△| = 1.
Let |L〉 = t(1, 0) and |R〉 = t(0, 1). For an A-type coined QW, each coin
performs the evolution:
|L〉 → U |L〉 = a′|L〉+ c′|R〉,
|R〉 → U |R〉 = b′|L〉+ d′|R〉
at each time step for which that coin is active, where L and R can be respec-
tively thought of as the head and tail states of the coin, or equivalently as
an internal chirality state of the particle. The value of the coin controls the
direction in which the particle moves. When the coin shows L, the particle
moves one unit to the left, when it shows R, it moves one unit to the right.
Then a B-type coined QW is also defined in a similar way as we will state
later. Thus the coined QW can be considered as a quantum version of a clas-
sical random walk with an additional degree of freedom called the chirality
which takes values left and right.
The amplitude of the location of the particle is defined by a 2-vector
∈ C2 at each location at any time n. The probability that the particle is at
location k is given by the square of the modulus of the vector at k. For the
j-type coined QW (j = A,B), let |Ψj,k(n)〉 denote the amplitude at time n
at location k where
|Ψj,k(n)〉 =
(
ψLj,k(n)
ψRj,k(n)
)
with the chirality being left (upper component) or right (lower component).
For each j = A and B, the dynamics of |Ψj,k(n)〉 for the j-type coined
QW starting from the origin with an initial qubit state ϕ = t(α, β), (where
α, β ∈ C and |α|2 + |β|2 = 1), is presented as the following transformation:
|Ψj,k(n+ 1)〉 = Pj|Ψj,k+1(n)〉+Qj |Ψj,k−1(n)〉 (7)
where
PA =
(
a′ b′
0 0
)
, QA =
(
0 0
c′ d′
)
and
PB =
(
a′ 0
c′ 0
)
, QB =
(
0 b′
0 d′
)
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It is noted that U = Pj +Qj (j = A,B). The unitarity of U ensures that the
amplitude always defines a probability distribution for the location. From
Eq. (7), we see that a unitary matrix of the system is described as


. . .
...
...
...
...
...
...
. . . O Pj O O O . . .
. . . Qj O Pj O O . . .
. . . O Qj O Pj O . . .
. . . O O Qj O Pj . . .
. . . O O O Qj O . . .
. . .
...
...
...
...
...
. . .


with O =
(
0 0
0 0
)
for j = A and B. Remark that the A-type (resp. B-type) coined QW is
called an A-type (resp. a G-type) quantum random walk in our previous
paper [11].
4 Connection between QCA and A-type coined
QW
To begin with, we investigate a relation between the QCA and the A-type
coined QW. To do so, the unitary matrix of the QCA
U =


. . . −3 −2 −1 0 +1 +2 +3 +4 . . .
...
. . . · · · · · · · · . . .
−3 . . . b a 0 0 0 0 0 0 . . .
−2 . . . a b c d 0 0 0 0 . . .
−1 . . . d c b a 0 0 0 0 . . .
0 . . . 0 0 a b c d 0 0 . . .
+1 . . . 0 0 d c b a 0 0 . . .
+2 . . . 0 0 0 0 a b c d . . .
+3 . . . 0 0 0 0 d c b a . . .
+4 . . . 0 0 0 0 0 0 a b . . .
... . . . · · · · · · · · . . .


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is rewritten as
U =


. . . −1 0 +1 +2 . . .
...
. . .
...
...
...
...
...
−1 . . . TA QA O O . . .
0 . . . PA TA QA O . . .
+1 . . . O PA TA QA . . .
+2 . . . O O PA TA . . .
... . . .
...
...
...
...
. . .


where
PA =
(
d c
0 0
)
, TA =
(
b a
a b
)
, QA =
(
0 0
c d
)
We consider a pair (2k − 1, 2k) in the QCA as a site k in the A-type coined
QW for any k ∈ Z. Moreover we observe that 2k − 1 (resp. 2k) site in
the QCA corresponds to right (resp. left) chirality at a site k in the A-type
coined QW. We call the QCA a generalized A-type coined QW. When TA
is not zero matrix, the particle has non-zero amplitudes for maintaining its
position during each time step. More precisely,
|ΨA,k(n)〉 =
(
ψRA,k(n)
ψLA,k(n)
)
and
|ΨA,k(n + 1)〉 = QA|ΨA,k+1(n)〉+ TA|ΨA,k(n)〉+ PA|ΨA,k−1(n)〉
From the above observation, we see that “Type V QCA ←→ generalized
A-type coined QW”, where “X ←→ Y ” means that there is a one-to-one
correspondence between X and Y ; that is,
ψRA,k(n) = βη
(−1)
2k−1(n) + αη
(0)
2k−1(n), ψ
L
A,k(n) = βη
(−1)
2k (n) + αη
(0)
2k (n)
x
(0:−)
2k−1(n) = |ψRA,k(n)|2, x(0:−)2k (n) = |ψLA,k(n)|2
Here we recall Type III: |c|2 + |d|2 = 1, cd + cd = 0, cd 6= 0, a = b = 0. In
this case, TA becomes zero matrix. So we see that Type III is nothing but
an A-type QW by interchanging PA and QA, and the roles of left and right
chiralities with c = b′ = c′, d = a′ = d′. That is, “Type III QCA←→ A-type
coined QW”.
We should remark that as tanφ increases (see Eq. (6)), the relative weight
of TA increases and the particle has greater probability of maintaining its
position. This property also holds in a generalized B-type case introduced in
the next section.
6
5 Connection between QCA and B-type coined
QW
As in the case of the A-type coined QW, we study a relation between the
QCA and the B-type coined QW; that is, “Type V QCA ←→ generalized
B-type coined QW”. To do this, the unitary matrix of the QCA
U =


. . . −2 −1 0 +1 +2 +3 +4 +5 . . .
...
. . . · · · · · · · · . . .
−2 . . . b c d 0 0 0 0 0 . . .
−1 . . . c b a 0 0 0 0 0 . . .
0 . . . 0 a b c d 0 0 0 . . .
+1 . . . 0 d c b a 0 0 0 . . .
+2 . . . 0 0 0 a b c d 0 . . .
+3 . . . 0 0 0 d c b a 0 . . .
+4 . . . 0 0 0 0 0 a b c . . .
+5 . . . 0 0 0 0 0 d c b . . .
... . . . · · · · · · · · . . .


is rewritten as
U =


. . . −1 0 +1 +2 . . .
...
. . .
...
...
...
...
...
−1 . . . TB PB O O . . .
0 . . . QB TB PB O . . .
+1 . . . O QB TB PB . . .
+2 . . . O O QB TB . . .
... . . .
...
...
...
...
. . .


where
PB =
(
d 0
a 0
)
, TB =
(
b c
c b
)
, QB =
(
0 a
0 d
)
We consider a pair (2k, 2k + 1) in the QCA as a site k in the B-type coined
QW for any k ∈ Z. Moreover we observe that 2k (resp. 2k + 1) site in
the QCA corresponds to left (resp. right) chirality at site k in the B-type
coined QW. We call the QCA a generalized B-type coined QW. When TB
is not zero matrix, the particle has non-zero amplitudes for maintaining its
position during each time step. As in the case of the A-type QW, it is shown
that “Type V QCA ←→ generalized B-type coined QW”, that is,
ψLB,k(n) = αη
(0)
2k (n) + βη
(1)
2k (n), ψ
R
B,k(n) = αη
(0)
2k+1(n) + βη
(1)
2k+1(n)
x
(0:+)
2k (n) = |ψLB,k(n)|2, x(0:+)2k+1(n) = |ψRB,k(n)|2
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We think of Type IV: |a|2 + |d|2 = 1, ad + ad = 0, ad 6= 0, b = c = 0. In
this case, TB is zero matrix. So Type IV becomes a B-type coined QW with
d = a′ = d′, a = b′ = c′; that is, “Type IV QCA ←→ B-type coined QW”.
Meyer [2, 3, 4] has investigated the B-type coined QWs, which was called
a quantum lattice gas automaton. His case (for example, Eq. (24) in his
paper [2]) can be obtained by δ → 3pi/2, φ→ ρ, and θ → pi/2+ θ in Eq. (6).
6 Connection between Type V QCA and two-
step coined QW
In the previous two sections, we have clarified the following relations: “Type
III QCA←→ A-type coined QW”, “Type IV QCA←→ B-type coined QW”,
moreover “Type V QCA←→ generalized A-type coined QW←→ generalized
B-type coined QW”. This section gives a relation between Type V QCA and
two-step coined QW. The meaning of the “two-step” is that we identify the
one-step transition of Type V QCA with the two-step transition of two-step
coined QW.
First “Type V QCA ←→ two-step A-type coined QW” is given. Next
“Type V QCA←→ two-step B-type coined QW” is also presented. Combin-
ing them all, we finally obtain the following relations:
“Type V QCA ←→ generalized A-type coined QW ←→ two-step A-type
coined QW”
“Type V QCA ←→ generalized B-type coined QW ←→ two-step B-type
coined QW”
Now we present “generalized A-type coined QW ←→ two-step A-type
coined QW” in the following way. A direct computation implies that a gen-
eralized A-type coined QW with
PA =
(
d c
0 0
)
, TA =
(
b a
a b
)
, QA =
(
0 0
c d
)
is equivalent to a two-step A-type coined QW with
PA(1) =
(
i cosφ eiθ2 sinφ eiθ2
0 0
)
, PA(2) = e
iδ
(
sin θ e−iθ2 −i cos θ eiθ1
0 0
)
and
QA(1) =
(
0 0
sin φ eiθ1 i cosφ eiθ1
)
, QA(2) = e
iδ
(
0 0
−i cos θ e−iθ2 sin θ e−iθ1
)
for any θ1, θ2 ∈ [0, 2pi) where
PA = PA(2)PA(1), QA = QA(2)QA(1), TA = PA(2)QA(1) +QA(2)PA(1)
8
Note that (a, b, c, d) has the form given in Eq. (6) and U(n) ≡ PA(n)+QA(n)
is unitary for n = 1, 2.
In a similar fashion, we show that “generalized B-type coined QW ←→
two-step B-type coined QW”; that is, a generalized B-type coined QW with
PB =
(
d 0
a 0
)
, TB =
(
b c
c b
)
, QB =
(
0 a
0 d
)
corresponds to a two-step B-type coined QW with
PB(1) =
(
i cosφ eiθ2 0
sinφ eiθ1 0
)
, PB(2) = e
iδ
(
sin θ e−iθ2 0
−i cos θ e−iθ2 0
)
and
QB(1) =
(
0 sinφ eiθ2
0 i cosφ eiθ1
)
, QB(2) = e
iδ
(
0 −i cos θ eiθ1
0 sin θ e−iθ1
)
for any θ1, θ2 ∈ [0, 2pi) where
PB = PB(2)PB(1), QB = QB(2)QB(1), TB = PB(2)QB(1) +QB(2)PB(1)
Remark that PB(n) +QB(n) = PA(n) +QA(n) for n = 1, 2.
From now on we discuss the case given by Patel et al. [1]. In their
notation, we take general 2× 2 blocks of Ue and Uo as
Ue =
(
cosφ1 i sinφ1
i sinφ1 cosφ1
)
, Uo =
(
cos φ2 i sin φ2
i sinφ2 cosφ2
)
Their special case is φ1 = φ2 = pi/4, i.e.,
Ue = Uo =
1√
2
(
1 i
i 1
)
(8)
By using Ue and Uo, the following matrices are defined:
U e =


. . . −2 −1 0 +1 +2 +3 . . .
...
. . . · · · · · · . . .
−2 . . . cosφ1 i sin φ1 0 0 0 0 . . .
−1 . . . i sin φ1 cosφ1 0 0 0 0 . . .
0 . . . 0 0 cosφ1 i sin φ1 0 0 . . .
+1 . . . 0 0 i sin φ1 cosφ1 0 0 . . .
+2 . . . 0 0 0 0 cosφ1 i sin φ1 . . .
+3 . . . 0 0 0 0 i sin φ1 cosφ1 . . .
... . . . · · · · · · . . .


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and
U o =


. . . −2 −1 0 +1 +2 +3 . . .
...
. . . · · · · · · . . .
−2 . . . cosφ2 0 0 0 0 0 . . .
−1 . . . 0 cosφ2 i sinφ2 0 0 0 . . .
0 . . . 0 i sinφ2 cosφ2 0 0 0 . . .
+1 . . . 0 0 0 cosφ2 i sinφ2 0 . . .
+2 . . . 0 0 0 i sinφ2 cosφ2 0 . . .
+3 . . . 0 0 0 0 0 cosφ2 . . .
... . . . · · · · · · . . .


Noting that U = U eUo, we have
(a, b, c, d) = (i cosφ1 sin φ2, cosφ1 cosφ2, i sinφ1 cosφ2,− sinφ1 sinφ2) (9)
Therefore, by choosing θ = φ1, φ = pi/2 − φ2, and δ = pi/2 in Eq. (6), we
obtain Eq. (9).
Furthermore, we see that if θ+φ = pi/2, 3pi/2, θ1 = θ2, and δ = 2θ1+pi/2,
then U(1) = U(2). To get the case of Patel et al., we take θ = φ = pi/4, θ1 =
θ2 = 0, and δ = pi/2, so
U(1) = U(2) =
1√
2
(
i 1
1 i
)
(10)
Remark that Ue = Uo is not equal to U(1) = U(2) in their case (see Eqs.
(8) and (10)). To obtain their asymptotic result, we define their walk at
time n with the initial qubit state ϕ = t(1/
√
2, 1/
√
2) by Xϕn . Note that if
ϕ = t(α, β) satisfies αβ = αβ, then the distribution is symmetric at any time,
(see Theorem 4 in [12]). Then, our limit theorem [11, 12, 13] implies that
P (a ≤ Xϕn /n ≤ b)→
∫ b
a
4
pi(4− x2)√4− 2x2dx (n→∞)
for −√2 ≤ a < b ≤ √2. It should be noted that their case can be considered
as a two-step coined QW with U(1) = U(2), so we make a change of vari-
ables; x → x/2 in our original papers [11, 12, 13]. The above limit density
function corresponds to Eq. (34) at time t = 1 in their paper [1]. Thus,
their asymptotic result can be easily derived from the connection between
the QCA and the two-step coined QW that is given in this section. Moreover,
it would be shown that a similar convergence theorem holds for any general
model with U(1) = U(2) as in the above case.
Finally we should remark that in more general setting, Severini [14] has
studied combinatorial properties of the digraphs of unitary matrices to clarify
the following question: On which digraphs can QWs be defined ?
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