-The information presented in this paper defines LogLog-Beta (LogLog-β). LogLog-β is a new algorithm for estimating cardinalities based on LogLog counting. The new algorithm uses only one formula and needs no additional bias corrections for the entire range of cardinalities, therefore, it is more efficient and simpler to implement. Our simulations show that the accuracy provided by the new algorithm is as good as or better than the accuracy provided by either of HyperLogLog or HyperLogLog++. In addition to LogLog-β we also provide another one-formula estimator for cardinalities based on order statistics, a modification of an algorithm described in Lumbroso's work.
Introduction
Cardinality estimation of a multiset has numerous applications in data management, data analysis, and data services, see papers [2] [17] . In this paper we present a new algorithm related to a particular probabilistic counting family called LogLog Counting. LogLog Counting has been long studied: see the earlier ideas in Alon and Matias and Szegedy [1] and Flajolet [8] , the basic LogLog and SuperLogLog algorithms in Duran and Flajolet [6] , the popular HyperLogLog in Flajolet et al. [9] , and the recent improvement HyperLogLog++ in Heule et al. [11] .
The HyperLoglog algorithm in Flajolet et al. [9] serves as the foundation for our study. Our new algorithm, LogLog-β, can be regarded as a modification of the HyperLogLog. In this introduction we will briefly present the HyperLogLog algorithm. The remainder of the paper is organized as follows: section II details the new algorithm LogLog-β, section III gives some accuracy tests on LogLog-β, and section IV provides another one-formula only cardinality estimator and some further discussions on the two new algorithms.
HyperLogLog algorithm in Flajolet et al. [9] has five major components: data randomization by a hash function, stochastic averaging and register vector generation, the raw estimation formula, the Linear Counting in Whang and Vander-Zanden and Taylor [16] , and bias corrections.
Let be a multiset of data, be a vector of size with S M m with , be a hash function where the m = 2 p , , … p = 4 5 h hash value is a -bit array, let be a function that maps a 2 3 ρ bit array to its number of leading zeros plus one, and be a α m parameter dependent of (see [9] ). m
, let be the integer formed by the left ∈S s i p bits of and be the right bits of , set
Apply the raw formula:
(1)
where is the number of elements of with value .
When using a 64-bit hash function, step 5 in above algorithm is no longer needed as long as the cardinality does not near
. In this paper we use 64-bit hash function in 2 64 algorithms and simulations.
The accuracy of cardinality estimation provided by formula (1) gets better when cardinality becomes larger (proved by Flajolet et al. [9] ), but the accuracy from Linear Counting degenerates as cardinality increases. Therefore, loss of accuracy around switching point , defined in [9] , is 2 5m inevitable. A major improvement in HyperLogLog++ [11] (in addition to using 64-bit hash and sparse representation) is provided a bias correction table for a range of cardinalities to boost the accuracy around the switching point. The bias correction table and correction range are dependent and m determined empirically based on the estimates offered by formula (1) . In this paper HyperLogLog++ refers to the implementation without sparse representation.
The new algorithm, LogLog-β, uses only one formula and needs neither bias corrections nor Linear Counting, and therefore implementation is simplified. Our simulations show the accuracy provided by the new algorithm is as good as or better than the accuracy provided by either of HyperLogLog or HyperLogLog++ (without sparse representation).
II.
LogLog-β algorithm estimation for small or pre-asymptotic cardinalities. The main idea of the new algorithm, LogLog-β, is to modify the raw formula and to make it applicable to the entire range of cardinalities, from very small to very large.
A. LogLog-β algorithm LogLog-β Algorithm:
, let be the integer formed by the left ∈S s i p bits of and be the right 64-p bits of , set
where is the number of elements of with value and z M 0 is a function of and .
Clearly, formula (2) is a modification of formula (1) is a kind of bias minimizer and (m, ) β z should go to when goes to 0. Therefore, for very large 0 z cardinalities, formula (2) is almost the same as formula (1) . The ultimate goal is to find such that formula (2) (m, ) β z could yield highly accurate estimations for the entire range of cardinalities.
There are many ways to choose for example (m, z),
+ β 1 2 + … sake of convenience of discussion in this paper we limit to the following form:
where , , and , ,…, are 
If we randomly generate data sets with given cardinalities , , …, and (from very small to very large) and c 1 
The number of terms of should be used is (m, z) β determined by accuracy requirement: the larger the better k accuracy the algorithm provides. However, we cannot reach arbitrary accuracy by simply increasing : the optimal k accuracy that can be achieved is dictated by , the size of m vector . In our study we found 3 to 7 to be a reasonable M range for . k
III. Accuracy tests of LogLog-β
As long as is properly determined, the LogLog-β (m, z) β algorithm can provide estimation for different ranges of cardinalities with accuracy comparable to HyperLogLog++. Namely, formula (2) and it is used for in all the accuracy tests in this study. 4 p = 1 By using above and any of the hash functions (m, z) β MURMUR3, MD5, and SHA, we found the test results of LogLog-β to be almost the same. Specifically, the function was calculated using one hash function could be used (m, z) β in LogLog-β in place of any other hash function as long as their hash values are uniformly distributed and well randomized. We chose MMURMUR3 for this study because of its performance.
Both tests on the mean of relative errors and the mean of absolute values of relative errors for randomly generated 00 5 datasets per cardinality show that LogLog-β provides slightly better estimations than HyperLogLog and HyperLogLog++, especially for the cardinalities in the range of to 0, 00 1 0 , see Fig. 1 and Fig. 2 . Please note that LogLog-β has 5, 00 8 0 better performance in terms of accuracy and stability over Linear Counting for almost all the small to mid-range cardinalities. Figure 3 shows the relative error of one randomly generated dataset per cardinality. Fig.1 . The mean of relative errors of cardinality estimations for randomly 00 5 generated datasets per cardinality (the -axis). Tested cardinalities are from x to in every . 00 5 00, 00 2 0 00 5 Figure 4 , 5, and 6 show the empirical histograms of cardinality estimations for randomly generated datasets 00 5 per cardinality with cardinality being 1,000; 50,000; and 100,000
respectively. Both HyperLogLog and HyperLogLog++ use the same formulas in Fig. 4 and 6: Linear Counting for cardinality and formula (1) (with a , 00 = 1 0 minor bias correction for HyperLogLog++) for cardinality= . Therefore, the histograms corresponding to 00, 00 1 0 HyperLogLog and HyperLogLog++ are almost identical in Fig. 4 and 6 . In both figures LogLog-β shows comparable or slightly better behaviors. In Figure 5 HyperLogLog, HyperLogLog++, and LogLog-β show different behaviors since HyperLogLog uses formula (1) and HyperLogLog++ uses both formula (1) and bias correction. More discussions
The formula (2) of algorithm LogLog-β requires two major changes compared to HyperLogLog Raw (1), and these two changes make the formula capable of covering the entire range of cardinalities with comparable or better accuracy. Replacing with makes no difference for the very large m 2 (m ), m − z cardinalities but has significant impact on the estimates of small and mid-range cardinalities. It forces the estimates to roughly align with the real cardinalities. The other change, adding a term β to the denominator, further corrects the m, z) ( remaining error/bias. The combination of the two changes makes formula (2) work more accurately for the entire range of cardinalities. Both changes are essential, and the second change could have many variations and forms. In terms of implementation and computation complexity, LogLog-β offers more advantages: one formula for the entire range of cardinalities, a much simpler process flow, and no bias correction and lookup tables. Furthermore, for any existing implementations of HyperLogLog or HyperLogLog++ (without sparse representation), LogLog-β requires no regeneration of vectors and it can be applied M directly to the existing vectors. Therefore, switching to LogLog-β requires a very small effort and produces comparable or better results.
The idea of replacing by can be applied to m 2 (m ) m − z other cardinality estimation algorithms as well. For example, we apply this idea to an unbiased optimal cardinality estimation algorithm proposed and studied in Lumbroso [13] . The algorithm, like HyperLogLog, performs well for very large cardinalities but depends on Linear Counting and bias corrections for small and pre-asymptotical cardinalities. The core algorithm in Lumbroso [13] , without Linear Counting and bias correction, is described as follows:
Let , , , and be the same as described in S M m p HyperLogLog algorithm, but be a hash function with h hash value in interval 0, ),
( 1 Lumbroso's Core Algorithm: 
It is proved by Lumbroso [13] that the above algorithm yields optimal estimation for very large cardinalities. To make it work for small or mid-range cardinalities we substitute in 1 formula ( (4) where is the number of with value 1. There is no need z
[i] M to add a correction term to the denominator in this case. The estimations provided by formula (4) are strikingly accurate for all ranges of cardinalities, especially for the small and mid-range cardinalities. In Figure 7 we show some test results on this new algorithm, called MMV (Mean of Minimum Values).
Formula (2) of LogLog-β and formula (4) of MMV, derived from different approaches (counting vs. ordering), are deeply related (detailed study is in a separate paper). The term of (2) could be regarded as an approximation of the 2
term of (4). For a given both algorithms provide [i ] M + 1 m comparable accuracies, but LogLog-β requires less memory. 
