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We give conditions on f involving pairs of lower and upper solutions which lead
to the existence of at least three solutions of the two point boundary value problem
y"+ f (x, y, y$)=0, x # [0, 1], y(0)=0= y(1). In the special case f (x, y, y$)=
f ( y)0 we give growth conditions on f and apply our general result to show the
existence of three positive solutions. We give an example showing this latter result
is sharp. Our results extend those of Avery and of Lakshmikantham et al.  2000
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1. INTRODUCTION
In this paper we consider two point boundary value problem for second
order ordinary differential equations of the form
y"+f (x, y, y$)=0, for all x # [0, 1], (1)
y(0)=0= y(1), (2)
doi:10.1006jdeq.2000.3797, available online at http:www.idealibrary.com on
443
0022-039600 35.00
Copyright  2000 by Academic Press
All rights of reproduction in any form reserved.
where f : [0, 1]_R2  R is continuous. We also consider the special case
of (1)
y"+ f ( y)=0, for all x # [0, 1], (3)
where f ( y)0 for all y # R. By a solution of (1) we mean a twice con-
tinuously differentiable function y satisfying (1) everywhere.
We assume there exist two lower solutions :1 and :2 and two upper solu-
tions ;1 and ;2 for problem (1) and (2) satisfying :1:2 , ;1;2 . We
impose additional conditions on f which yield a priori bounds on the
derivatives of solutions y of problem (1) and (2) satisfying :1 y;2 , and
show there are three solutions. In the special case f (x, y, y$)= f ( y)0 we
give growth conditions on f which lead to the existence of three positive
solutions. We give an example showing this latter result is sharp. A novel
feature of our work is that we do not require that ;1:2 on [0, 1].
Further, we use Schauder degree theory rather than monotone mappings
for our general result and allow the right hand side to depend on x and y$.
Moreover, in the special case of problem (3) and (2) we construct lower
and upper solutions and apply our general result to show there are three
positive solutions.
Work establishing the existence of three solutions of nonlinear equations
using a degree theoretic approach traces back to Leggett and Williams
[10]. Using the Fixed Point Index in ordered Banach spaces they
developed a fixed point theorem which guarenteed the existence of three
fixed points. They applied this theorem to prove that there are three
positive solutions for Hammerstein integral equations of the form
y=0 G(x, s) f (s, y(s)) ds, 0/Rn, when suitable inequalities are imposed
on the kernel G and on f. Green’s functions for differential operators closely
related to our problem satisfy these inequalities. Avery used the Leggett
and Williams approach to study problem (3) and (2). Sun Yong and Sun
Jingxian [11] gave an extension of the LeggettWilliams multiple fixed
point theorem on ordered Banach spaces. They also used the Fixed Point
Index in ordered Banach spaces but gave no applications to differential
equations.
Motivated by the papers of Leggett and Williams and of Sun Yong and
Sun Jingxian, Anderson [4] applied the integral equation approach to the
third order three point boundary value problem &x$$$(t)+ f (x(t))=0,
x(0)=x$(t2)=x"(1)=0, where t2 # [12, 1). Again the Green’s function
satisfies inequalities similar to those in Leggett and Williams. Moreover,
Avery and Peterson, [3], studied the discrete analogue of our problem
using the Sun-Sun Fixed Point Theorem.
Our results extend those of Avery [5] and of Lakshmikantham et al.
For more information on multiple solutions of problem (1) and (2) and
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related results see Avery [5], Avery and Peterson [3], and Guo and
Lakshmikantham [8] and the references therein.
2. BACKGROUND NOTATION AND DEFINITIONS
In order to state our results we need some notation.
We denote the closure of a set T by T and its boundary by T. Let
ARn and BRm. As usual, Cm(A; B) denotes the space of m times con-
tinuously differentiable functions from A to B endowed with the maximum
norm, while C m0 (A; B) denotes the subset of C
m(A; B) which are 0 on A.
In the case of continuous functions we abreviate these to C(A; B) and
C0(A; B), respectively. In the case B=R we omit the B. Thus, for
y # C([0, 1]), &y&=max[ | y(x)| : x # [0, 1]], while for y # C 1([0, 1]),
&y&=max[ | y$(x)|, | y(x)| : x # [0, 1]]. Let B be a Banach Space and I
denote the identity on B. If A, BB, let CC(A; B) denotes the space of
completely continuous functions from A to B. If 0B is a bounded open
set, p # B, F # CC(0 ; B) and p  (I&F )(0), we denote the Schauder
degree of I&F on 0 at p by d(I&F, 0, p). It is common in the proofs of
existence of solutions of two point boundary value problems for (1) to
modify f. We will do this making use of the following functions (see [12]).
If cd are given, let ? : R  [c, d] be the retraction given by
?( y, c, d)=max[min[d, y], c]. (4)
For each =>0, let K # C(R) satisfy
(1) tK(t, =)<0, for all t{0,
(2) K(0, =)=0, and
(3) |K(t, =)|= for all t.
If cd and =>0 are given, let T # C(R) be given by
T( y, c, d, =)=K( y&?( y, c, d ), =). (5)
Let Q : [0, 1]_[0, 1]  R be given by
Q(x, t)={(1&x) t,(1&t) x,
for all 0tx1,
for all 0xt1.
Define C: C([0, 1])  C 20([0, 1]) by
C (,)(x)=|
1
0
Q(x, t) ,(t) dt,
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for all , # C([0, 1]) and x # [0, 1]. Clearly C is completely continuous,
C (,)(0)=0=C (,)(1), and C (,)"=,. Define F : C1([0, 1])  C([0, 1])
at x # [0, 1] by
F (,)(x)= f (x, ,(x), ,$(x)).
Thus, y # C1([0, 1]) is a solution of (1) and (2) iff y=CF ( y).
Definition 1. We call : (;) a C0-lower (a C 0-upper) solution for (1)
if : (;) # C([0, 1]), and for each t # (0, 1) there exists an open interval, It ,
such that t # It (0, 1) and :t (;t) # C 2(It), such that
:t (x):(x) (;t (x);(x)) for all x # It ,
:t (t)=:(t) (;t (t)=;(t)),
:t"(x)+ f (x, :t (x), :t$(x))0, for all x # It (6)
( f (x, ;t (x), ;t$(x))+;t"(x)0, for all x # It). (7)
We will say : (;) is a strict C0-lower (a strict C 0-upper) solution for (1) if
the inequality (6) ((7)) is strict for each t # (0, 1). If, in addition,
: # C1([0, 1]) (; # C 1([0, 1])) then we say : (;) is a C1-lower (a C1-upper)
solution for (1). We say : (;) is a lower (an upper) solution for (1) and (2)
if in addition :(0)0 and :(1)0 (;(0)0 and ;(1)0).
If there exist lower solutions : and upper solutions ; with :; we set
;M=max[;(x) : x # [0, 1]],
:m=min[:(x) : x # [0, 1]].
Remark 2. If a C1-lower solutions : is in C2([0, 1]) then we may take
It=[0, 1] and :t=:. C1-lower solutions were studied by Jackson [6] and
independently by Ako [1, 2].
As mentioned earlier our central idea leads to existence of multiple solu-
tions for those f for which there are a priori bounds on y$ for solutions y
satisfying :1 y;2 . The following BernsteinNagumo condition guaren-
tees such a priori bounds.
Definition 3. Let : be a C 1-lower solution and ; be a C 1-upper solu-
tion for (1) satisfying :; on [0, 1]. We say f satisfies the Bernstein
Nagumo condition with respect to (2), :, and ; if there exists h #
C([0, ); (0, )) and N>0 such that
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| f (x, y, p)|h( | p| ), for all (x, y, p) # [0, 1]_[:(x), ;(x)]_R and
(8)
|
N
0
sd s
h(s)
>;M&:m . (9)
3. EXISTENCE OF SOLUTIONS
Theorem 1. Let f : [0, 1]_R2  R be continuous and assume that there
exist two C1-lower solutions :1 and :2 and two C 1-upper solutions ;1 and ;2
for problem (1) and (2) satisfying
(i) :1:2;2 ,
(ii) :1;1;2 ,
(iii) :2  ;1 ,
(iv) If y is a solution of (1) and (2) with y:2 , then y>:2 on (0, 1),
and
(v) If y is a solution of (1) and (2) with y;1 , then y<;1 on (0, 1).
If f satisfies the BernsteinNagumo condition with respect to (2), :1 , and ;2 ,
then problem (1) and (2) has at least three solutions y1 , y2 , and y3 satisfying
:1 y1;1 , :2 y2;2 , and y3  ;1 and y3  :2 .
Proof. We modify f for y not between :1 and ;2 to obtain a second dif-
ferential equation and reformulate the new problem as an integral equa-
tion. We show that solutions of the modified problem lie in the region
where f is unmodified and hence are solutions of our problem. We use
Schauder degree theory to prove existence of three solutions for the
modified problem and compute the required Schauder degrees using a
homotopy and further modifications.
Choose L, =>0 such that
|
L
0
sd s
h(s)+=
>;2, M&:1, m , (10)
where L>max[ |:$(x)|, |;$(x)| : x # [0, 1]]. Let
k(x, y, p)= f (x, ?( y, :1(x), ;2(x)), ?( p, &L, L))+T( y, :1(x), ;2(x), =),
(11)
where ? and T are given by (4) and (5), respectively. Thus k is a con-
tinuous function on [0, 1]_R2 satisfying
447MULTIPLE SOLUTIONS
k(x, y, p)>f (x, :1 , p), for y<:1(x), p # R (12)
k(x, y, p)<f (x, ;2 , p), for y>;2(x), p # R (13)
|k(x, y, p)|h( | p| )+=, for | p|L, and (14)
|k(x, y, p)|M, for (x, y, p) # [0, 1]_R2, (15)
and some constant M. Moreover, we may choose M so that |:1 |, |;2 |<M
on [0, 1].
Consider
y"+k(x, y, y$)=0, for all x # [0, 1], (16)
together with (2). It suffices to show that problem (16) and (2) has three
solutions y1 , y2 , and y3 satisfying :1 yi;2 and | yi$|L on [0, 1], for
i=1, 2, 3, since f and k coincide in this region.
Suppose that y is a solution of (16) and (2). We show that y is a solution
of (1). We show that :1 y;2 on [0, 1]. Suppose for example that
y(t)<:1(t) for some t # (0, 1). From the boundary conditions and con-
tinuity we may assume that :1& y attains its positive maximum at
t # (0, 1). Thus :1, t& y attains its positive maximum at t # It , where It and
:1, t are given in the definition of C1-lower solution. Thus :$1 (t)=:$1, t (t)=
y$(t) so that | y$(t)|<L and :"1, t (t) y"(t). From the definition of k we
have
y"(t)=&k(t, y(t), y$(t)) (17)
<& f (t, :1, t (t), :$1, t (t)) (18)
:"1, t (t) (19)
a contradiction. Thus :1 y on [0, 1]. Similarly y;2 on [0, 1]. Now, by
the standard argument, | y$|<L on [0, 1] so that y is the required solution.
Let 0=[ y # C 10([0, 1]) : &y&<M+L] and define K : C 10([0, 1]) 
C([0, 1]) at x # [0, 1] by
K (,)(x)=k(x, ,(x), ,$(x)).
Thus y # C 1([0, 1]) is a solution of (16) and (2) iff (I&CK)( y)=0.
Moreover it is easy to see that CK (0 )/0. Thus d(I&CK, 0, 0)=1.
Let 0:2=[ y # 0 : y>:2 on (0, 1)] and 0
;1=[ y # 0 : y<;1 on (0, 1)].
Since :2  ;1 , :2>&M, and ;1<M, it follows that 0;1{<{0:2 ,
0 ;1 & 0 :2=<, and 0"[0:2 _ 0
;1]{<.
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By assumptions (iv) and (v) there are no solutions y # 0:2 _ 0
;1. Thus
d(I&CK, 0, 0)=d(I&CK, 0"[0:2 _ 0
;1], 0)
+d(I&CK, 0;1, 0)+d(I&CK, 0:2 , 0). (20)
We show that d(I&CK, 0;1, 0)=d(I&CK, 0:2 , 0)=1. Then d(I&CK,
0"[0:2 _ 0
;1], 0)=&1, and there are solutions in 0"[0:2 _ 0
;1], 0;1,
and 0:2 , as required.
We show that d(I&CK, 0:2 , 0)=1. The proof that d(I&CK, 0
;1, 0)=1
is similar and hence omitted. We define I&CL, the extension to 0 of the
restriction of I&CK to 0 :2 , as follows.
Let
l(x, y, p)= f (x, ?( y, :2(x), ;2(x)), ?( p, &L, L))+T( y, :2(x), ;2(x), =),
(21)
where ? and T are given by (4) and (5), respectively. Thus l is a continuous
function on [0, 1]_R2 and satisfies
l(x, y, p)>f (x, :2 , p), for y<:2(x), p # R (22)
l(x, y, p)<f (x, ;2 , p), for y>;2(x), p # R (23)
|l(x, y, p)|h( | p| )+=, for | p|L, and (24)
|l(x, y, p)|M, for (x, y, p) # [0, 1]_R2, (25)
where M is given above.
Define L: C 10([0, 1])  C([0, 1]) at x # [0, 1] by
L(,)(x)=l(x, ,(x), ,$(x)).
Thus y # C 1([0, 1]) is a solution of (I&CL)( y)=0 iff y is a solution of
y"+l(x, y, y$)=0, for all x # [0, 1], (26)
together with (2). Arguing as before, it follows that y is a solution of (26)
and (2) only if y # 0:2 . Thus d(I&CL, 0"0:2 , 0)=0. Moreover it is easy
to see that CL(0 )/0. Thus d(I&CL, 0, 0)=1. Thus
d(I&CK, 0:2 , 0)=d(I&CL, 0:2 , 0)
=d(I&CL, 0"0 :2 , 0)+d(I&CL, 0:2 , 0)
=d(I&CL, 0, 0)=1.
Thus there are three solutions, as required.
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Remark 4. Under the assumptions of the previous theorem it follows
from Thompson, [13, Theorem 1], that there exist a maximal and a mini-
mal solution of problem (1) and (2) lying between :1 and ;2 . Thus we may
assume :1 y1<{ y3<{ y2;2 on [0, 1].
Remark 5. Condition (iv) of Theorem 1 will be satisfied if, for example,
either :2 is a strict lower solutions for problem (1) and (2), or solutions of
initial value problems for (1) have unique solutions (see Jackson [6]).
As an application of Theorem 1 we have the following generalisation of
Avery [5].
Theorem 2. Assume there exist real numbers a, b, c, e and a continuous
nonnegative function f such that
(i) 0<a<b<c, 0<e<12,
(ii) f ( y)<8a, y # [0, a],
(iii) f ( y)2b(e(1&2e)), y # [b, b(2e+1)(4e)], and
(iv) f ( y)8c, y # [0, c].
Then problem (3) and (2) has at least three solutions solutions y1 , y2 , and y3
satisfying &y1&<a, :2 y2 , and &y3&>a and y3  :2 , where :2 is given by
xbe, for all x # [0, e],
:2(x)={b(2e+1)(4e)&b(x&12)2(e(1&2e)), for all x # [e, 1&e],b(1&x)e, for all x # [1&e, 1].
Proof. Let :1(x)#0, ;1(x)=4ax(1&x), and ;2(x)=4cx(1&x), for
0x1, and :2 be as given above. It is easy to check that 0;1(x)a,
;1"=&8a, 0;2(x)c, and ;"=&8c, for 0x1. It follows that ;1 is
a strict upper solution and ;2 is an upper solution for problem (3) and (2)
such that ;1<;2 on (0, 1). Since :2 is symmetric in x=12, :2(e&)=
:2(e+), and :$2 (e&)=:$2 (e+), it follows that :2 is in C1([0, 1]). More-
over :2 satisfies :2"=0& f (:2), on [0, e] _ [1&e, 1], and :2"=
&2b(e(1&2e))& f (:2) on [e, 1&e], so that :2 is a C1-lower solution for
problem (3) and (2). Moreover :2(12)=b(2e+1)(4e)b>a=;1(12).
Since 2b(e(1&2e)) f ( y)8c, for b ymin[b(2e+1)(4e), c], and
b<min[b(2e+1)(4e), c], it follows that 2b(e(1&2e))8c. Therefore
:$2 (0)=be4c(1&2e)<4c=;$2 (0), :2(e)=b4ce(1&2e)<4ce(1&e)=
;2(e), and :2(12)=b(2e+1)(4e)=b2+b(4e)b2+(1&2e) cc=
;2(12), since b22ce. It follows that :2<;2 on (0, 1).
We show that there is no solution y of problem (3) and (2) with y:2
on [0, 1], and y(t)=:2(t), for some t # (0, 1). Assume this is false and there
is such a solution. Consider the case t # (0, e). Since y$(t)=:$2 (t) and y:2
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and y"0=:2" on [0, e], it follows that y=:2 for all x # [0, e]. Thus
0= y"(e)=&f ( y(e))=&f (:2(e))=&f (b), a contradiction, so that t  (0, e).
Similarly t # [1&e, 1) leads to the contradiction that y"(1&e)=0, so that
t  [1&e, 1). Assume that t # [e, 1&e). Again y$(t)=:$2 (t) and y:2 and
y"&16b=:2" on [e, 1&e]. Thus y=:2 on [e, 1&e] so that y"(1&e)
&16b<0 and y$(1&e)=be. It follows that y(x)<:2(x), for x #
(1&e, 1&e+$) for some $>0, a contradiction. Thus y(t){:2(t) for any
t # (0, 1), as required.
Since ;1 is a strict lower solution of problem (3) and (2) there is no solu-
tion y of problem (3) and (2) with y;1 on [0, 1], and y(t)=;1(t), for
some t # (0, 1).
Thus the conditions of Theorem 1 are satisfied and there are three solu-
tions of problem (3) and (2), as required.
Remark 6. Condition (iv) is satisfied if, for example, lim sup f ( y)y <8.
Avery [5] established Theorem 2 in the special case e=14 however he
required the strict inequality f ( y)<8c, y # [0, c], where we require the
inequality f ( y)8c, y # [0, c], and, moreover, he required the inequality
f ( y)16b for y # [b, 4b] where we require it only for y # [b, 3b2].
If f is Lipschitz and independent of y$ and :2;1 , our existence result,
Theorem 1, follows from Guo and Lakshmikantham [8, Corollary 2.4.2]
by an argument similar to that in [8, Example 2.4.2].
If b<4ea, then :$2 (0)<;$1 (0) so that :2  ;1 even though &:2&=
b(2e+1)(4e)>b>a=&;1& . If b4ea, then :$2 (0);$1 (0) so that
:2;1 on [0, 1]. Thus, assuming that f is lipschitz and independent of x
and y$, our existence result, Theorem 2, follows from Guo and
Lakshmikantham [8, Corollary 2.4.2] in the case b4ea by an argument
similar to that in [8, Example 2.4.2]. It does not appear to follow by their
argument in the case b<4ea.
Remark 7. The conditions of the preceding theorem are sharp as can
be seen from the following example.
Example. Let
0, for all y # (&, 1],
16(1+=)( y&1)=, for all y # [1, 1+=],
f ( y)={16(1+=), for all y # [1+=, (3&’)2],16(1+=)(6&’&4y)’, for all y # [(3&’)2, (6&’)4],
0, for all y # [(6&’)4, ),
where ’ # (0, 12) is given and = # (0, ’3) is chosen below.
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Thus f0 is lipschitz continuous. Moreover if we set a=1, b=1+=,
c=3, and e=12, then f ( y)16b, for b yb32&’32&’2,
f ( y)=08a, for 0 ya, and f ( y)16(1+=)8c, for 0 yc. Thus
all the conditions of Theorem 2 are satisfied with e=14 except condition
(iii) which fails on a subinterval of (b32&’, b32), where ’>0 may be
chosen as small as we please.
We show that y#0 is the only solution of problem (3) and (2).
Clearly y#0 is the only solution of problem (3) and (2) with &y&1.
Assume that y#% 0 is a second solution with y$(0)=k. Since f0, y is con-
cave. Since solutions of initial value problems are unique it follows from (2)
that k>0, y$(12)=0, and y(12)=&y&>1. We show that y$(12)>0, a
contradiction, and hence y#0 is the only solution.
Now y"=0 for y1 so that y(x)=kx for 0x1k, and k>2 as
y(12)>1. Since f ( y)16(1+=), for all y, it follows that
y$(x)k&16(1+=)(x&1k)=l0(x), for all x1k, and (27)
y(x)k(x&1k)&8(1+=)(x&1k)2+1=l1(x), for all x1k. (28)
Thus
y$(12)l0(12)=([k&4(1+=)]2&16(=+=2))k
>0, for |k&4|>10- =,
since 0<=<1. Thus |k&4|10 - =. Now l1(x)=32&’4 when
h(x, =, k)=&k(x&1k)+8(1+=)(x&1k)2+12&’4=0. Since h(12&
- ’(4 - 2), 0, 4)=0, and hx(12&- ’(4 - 2), 0, 4)= &4 - ’2<0, it
follows from the implicit function theorem that there is #>0 such
that for |=|#, |k&4|# and |x&(12&- ’(4 - 2))|#- ’(8 - 2),
h(x, =, k)=0 has a unique solution x(=, k)12&- ’(8 - 2). Thus
y"(x)=0 for xx(=, k) so that y$(x)= y$(x(=, k)) for xx(=, k). It suffices
to show that y$(x(=, k))>0, for ’ # (0, 12) given, |k&4|10 - =, and
= # (0, ’) sufficiently small.
Now y$(s)l0(s)>([k&8(1+=) s]2+16(1+=)[1&(2s)2(1+=)])k>0
for s<1(2 - 1+=). Choosing =>0 sufficiently small that max[=, 10- =]
# and (4 - 2&- ’)(8 - 2)<1(2- 1+=), it follows that y$(12)=
y$(x(=, k))>0, a contradiction. Thus there is no solution satisfying y0.
Thus there is only one solution.
Remark 8. In light of the proofs of Theorems 1 and 2 we have the
following result.
Theorem 3. Let f : [0, 1]_R2  [0, ) be continuous. Assume that
there exists a C1-lower solution : for (1) on [l, m] for some l, m satisfying
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0<l<m<1 and that there exist two C 1-upper solutions ;1 and ;2 for
problem (1) and (2) satisfying
(i) ;1<;2 on (0, 1),
(ii) ;2>:2>;1 on [l, m],
(iii) :$(l )=:(l )l and :$(m)=&:(m)(1&m),
(iv) If y is a solution of (1) and (2) with y:2 , on [l, m], then y>:2
on [l, m], and
(v) If y is a solution of (1) and (2) with y;1 , then y<;1 on (0, 1).
If f satisfies the BernsteinNagumo condition with respect to (2), :1 #0, and
;2 , then problem (1) and (2) has at least three solutions solutions y1 , y2 , and
y3 satisfying :1 y1;1 , :2 y2;2 , and y3  ;1 and y3  :2 .
Proof. Since f0, it is easy to see that :1 #0 is a C 1-lower solution for
problem (1) and (2). Define :2 # C1([0, 1]) by
x:(l )l, for all x # [0, l],
:2(x)={:(x) for all xx # [l, m], and(1&x) :(m)(1&m), for all x # [m, 1].
As in the proof of Theorem 2 we can show that :2 is a C1-lower solution
for problem (1) and (2). Moreover, using (iv) and (v) and arguing as in the
proof of Theorem 2, we can show that (iv) and (v) of Theorem 1 are
satisfied. The result follows from Theorem 1.
Remark 9. We may weaken (iii) in Theorem 3 to
(iii)$ :$(l ):(l )l and :$(m)&:(m)(1&m).
If either :$(l )>:(l )l andor :$(m)<&:(m)(1&m), then :2 will be a
C0-lower solution rather than a C1-lower solution however the proof of
Theorem 1 still carries over since max[ |:$2 (x)| : x # [l, m]] is finite and the
other arguments carry over. Moreover, if we strengthen the assumption on
f so that :2 is strict C1-lower solution for (1) on [l, m] and on
[0, l] _ [m, 1], then Assumption (iv) follows.
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