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A well-posedness theory of measure valued solutions to balance
laws is presented. Nonlinear semigroups are constructed by means
of the operator splitting algorithm. This approach allows to separate
the differential terms from the integral ones, leading to a signiﬁcant
simpliﬁcation of the proofs. Continuous dependence with respect
to parameters is also shown. The whole framework allows a uniﬁed
approach to a variety of structured population models, providing to
each of them the basic well posedness and stability results.
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1. Introduction
Structured population models have been widely studied in the mathematical biology literature
for many years, see [5,11,14,16,18–20,22–24]. Most of these models can be written as evolutionary
PDEs for the density of individuals [14,23] with a speciﬁc structural variable x, for instance the age
for the age-structured equation [24] or a phenotypic trait for the selection–mutation equations [5].
The typical functional space in which early achievements were obtained is the space of integrable
functions or densities. For instance, global existence and continuity with respect to model ingredients
with integrable initial data were established in [23,24].
For many biological applications it is often necessary to consider initial data or coeﬃcients which
are not integrable functions, but measures. In fact, setting a model in the space of measures was
suggested in [14, Section 5.3], in [13, Section 1] and in [24, Section III.5] and, since then, several ways
* Corresponding author.
E-mail addresses: carrillo@mat.uab.es (J.A. Carrillo), rinaldo@ing.unibs.it (R.M. Colombo), pgwiazda@mimuw.edu.pl
(P. Gwiazda), aulikowska@mimuw.edu.pl (A. Ulikowska).0022-0396/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2011.11.003
3246 J.A. Carrillo et al. / J. Differential Equations 252 (2012) 3245–3277of dealing with this problem were proposed. The weak∗ semigroup approach was developed in [11],
where global existence of solutions in the set of ﬁnite Radon measures was proved, together with their
weak∗ continuous dependence on time and initial datum. A different treatment of the problem, based
on the theory of nonlinear semigroups in metric spaces, was presented in [18,19]. An alternative
construction of measure-valued solutions to these models can be obtained following ideas coming
from kinetic theory [15,7] by means of a Picard-type result for evolutions in the set of measures,
see [6]. Here, we follow and extend the approach in [18,19] by constructing the solutions using the
operator splitting, or fractional step, method [9,10] in metric spaces. This allows for a signiﬁcant
shortening of the proofs compared to [18,19], while at the same time gaining more generality.
The main aim of this paper is the study of the following Cauchy problem
⎧⎪⎨
⎪⎩
∂tμ + ∂x
(
b(t,μ)μ
)+ c(t,μ)μ = ∫
R+
(
η(t,μ)
)
(y)dμ(y),
μ(0) = μo
with
⎧⎪⎨
⎪⎩
t ∈ [0, T ],
x ∈ R+,
μ ∈ M+(R+),
(1.1)
where μ(t) is the measure determining the distribution of the population with respect to the struc-
tural variable x.
The framework presented below applies to a variety of relevant biological models, allowing a
uniﬁed analytical approach to several entirely different biological situations considered in the cur-
rent literature. In Section 3.1 we show that (1.1) includes the McKendrick age structured population
model [20] as well as the nonlinear age structured model [23,24]. Then, Section 3.2 deals with the
linear and nonlinear size structured models for cell division presented in [14] and in [22, Chapter 4],
as well as with the size structured model for evolution of phytoplankton aggregates, see [3]. Also a
simple cell cycle structured population model ﬁts in the present setting, as shown in Section 3.3. The
body size structured model [11] is considered in Section 3.4. Finally, the selection–mutation models
in [1,5,8] are tackled in Section 3.5.
This paper is organized as follows. Section 2 presents the analytical results, separately considering
the linear autonomous case in Section 2.1, the linear nonautonomous case in Section 2.2 and the
general case in Section 2.3. Section 3 shows that the present framework applies to several models
considered in the current literature, as already remarked. All proofs are deferred to Section 4.
2. Main results
Throughout, x ∈ R+ = [0,+∞[. We emphasize that R+ is used only for the ambient space, so it
always refers to structural variables and not to time. Nevertheless, to avoid misunderstandings, we
sometimes denote the ambient space by R+x to underline that we refer to a structural variable. The
choice of R+ as the structural variable ambient space does not play any speciﬁc role but it is adopted
to include some typical nonlinear age-structured models.
As usual, given a metric space X , we denote by C([0, T ]; X) the space of continuous functions.
When X is a normed space, BC([0, T ]; X) is the space of bounded continuous functions with the
supremum norm and Wk,p([0, T ]; X) denotes the usual Sobolev space. The set of positive Radon mea-
sures on R+ with bounded total variation is denoted by M+(R+), which is a complete metric space
when equipped with the distance
d(μ1,μ2) = sup
{ ∫
R+
ϕ d(μ1 − μ2): ϕ ∈ C1
(
R
+;R) and ‖ϕ‖W1,∞  1
}
(2.1)
and a subspace of (W1,∞(R+;R))∗ , the dual of W1,∞(R+;R) endowed with the usual norm
‖u‖W1,∞ = max{‖u‖L∞ ,‖∂xu‖L∞}. Let us observe that the condition ϕ ∈ C1(R+;R) in (2.1) can be
substituted by ϕ ∈ W1,∞(R+;R) through a standard mollifying sequence argument applied to the
test function ϕ , since its derivative is not involved in the value of the integral. Therefore, this metric
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ﬁes some of the technical proofs below. The metric d is usually called the Bounded Lipschitz distance,
see [25] or the ﬂat metric distance, see [21]. The assumptions on the different ingredients of the model
are:
b, c : [0, T ] × M+(R+)→W1,∞(R+;R) with
b(t,μ)(0) 0 for (t,μ) ∈ [0, T ] × M+(R+),
η : [0, T ] × M+(R+)→ (BC∩Lip)(R+x ;M+(R+)).
The space Lip(R+x ;M+(R+)) consists of all Lipschitz functions from R+x with values in the met-
ric space (M+(R+),d). The space BC(R+x ;M+(R+)) denotes the set of functions that are bounded
with respect to the norm ‖ · ‖(W1,∞)∗ and continuous with respect to d. A norm in the space
(BC∩Lip)(R+x ;M+(R+)) is deﬁned as
‖ · ‖BCL = ‖ · ‖BCx + Lip(·), where ‖ f ‖BCx = sup
x∈R+
∥∥ f (x)∥∥
(W1,∞)∗ .
Note that (M+(R+),d) is separable, hence strong measurability and weak measurability are equiva-
lent, see [19] for more details. We also refer to [17, Appendix E.5] for the basic results about Banach
space valued functions. In this framework, the integral
∫
R+
(
η(t,μ)
)
(y)dμ(y)
appearing in (1.1) is a Bochner integral with values in M+(R+x ).
Remark 2.1. It is worth to note that the space (BC∩Lip)(R+;M+(R+)) is not a subspace of
W1,∞(R+; (W1,∞(R+;R))∗), although the set of Radon measures M+(R+) is a nonnegative cone
in (W1,∞(R+;R))∗ . As an example, consider f (x) = δ(y = x) where δ is Dirac delta. It is easy to
check, that f is bounded with respect to the norm ‖ · ‖(W1,∞)∗ and Lipschitz continuous with respect
to d, since
‖ f ‖BCx = sup
x∈R+
∥∥ f (x)∥∥
(W1,∞)∗ = sup
x∈R+
sup
{ψ: ‖ψ‖W1,∞1}
∫
R+
ψ(x)dδ(x) 1,
d
(
f (x1), f (x2)
)= min{2, |x1 − x2|} |x1 − x2|.
However, f ′(x) = δ′(x) is not a well deﬁned functional on W1,∞(R+;R).
We also need to assume some time regularity for our model functions, i.e.,
b, c ∈ BCα,1([0, T ] × M+(R+);W1,∞(R+;R)) with b(t,μ)(0) 0, (2.2)
η ∈ BCα,1([0, T ] × M+(R+); (BC∩Lip)(R+x ;M+(R+))). (2.3)
Here, BCα,1([0, T ] × M+(R+); X) is the space of X valued functions which are bounded with respect
to the ‖ · ‖X norm, Hölder continuous with exponent α with respect to time and Lipschitz continuous
in d with respect to the measure variable. This space is equipped with the ‖ · ‖BCα,1 norm deﬁned by
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t∈[0,T ],μ∈M+(R+)
(∥∥ f (t,μ)∥∥X + Lip( f (t, ·))+H( f (·,μ))) (2.4)
where
H
(
f (·,μ)) := sup
s1,s2∈[0,T ]
(∥∥ f (s1,μ) − f (s2,μ)∥∥X/|s1 − s2|α).
A relevant choice of functions b, c and η is the following:
b(t,μ) = b˜
(
t,
∫
R+
β(y)dμ(y)
)
, c(t,μ) = c˜
(
t,
∫
R+
γ (y)dμ(y)
)
and
η(t,μ) = η˜
(
t,
∫
R+
h(y)dμ(y)
)
with β,γ ,h ∈ W1,∞(R+;R+), b˜, c˜ ∈ BCα,1([0, T ] × R+x ; W1,∞(R+;R)) and the right-hand side η˜ ∈
BCα,1([0, T ]×R+x ; (BC∩Lip)(R+x ;M+(R+))). As a particular example, consider the following nonlin-
ear functions b, c and η:
b(t,μ)(x) = hb(t) fb(x)Gb
( ∫
R+
ϕb dμ
)
, c(t,μ)(x) = hc(t) fc(x)Gc
( ∫
R+
ϕc dμ
)
,
and
[
η(t,μ)(x)
]
(A) = hη(t) fη(x)Gη
( ∫
R+
ϕη dμ
)
ν(A)
where hb,hc,hη ∈ Cα([0, T ];R+), fb, fc, fη,ϕb,ϕc,ϕη,Gb,Gc,Gη ∈W1,∞(R+;R+) and ν ∈ M+(R+).
We begin our analytical study with the basic deﬁnition of solutions to (1.1).
Deﬁnition 2.2. Given T > 0, a function μ : [0, T ] → M+(R+) is a weak solution to (1.1) on the time
interval [0, T ] if μ is narrowly continuous with respect to time and for all ϕ ∈ (C1 ∩ W1,∞)([0, T ] ×
R;R), the following equality holds:
T∫
0
∫
R+
(∂tϕ(t, x) +
(
b(t,μ)
)
(x) ∂xϕ(t, x) −
(
c(t,μ)
)
(x)ϕ(t, x))dμt(x)dt
+
T∫
0
∫
R+
( ∫
R+
ϕ(t, x)d
[
η(t,μ)(y)
]
(x)
)
dμt(y)dt
=
∫
R+
ϕ(T , x)dμT (x) −
∫
R+
ϕ(0, x)dμo(x). (2.5)
J.A. Carrillo et al. / J. Differential Equations 252 (2012) 3245–3277 3249Here, by narrowly continuous functions we refer to the narrow convergence introduced in [2, §5.1].
The integral
∫
R+ ϕ(t, x)d[η(t,μ)(y)](x) denotes the integral of ϕ(t, x) with respect to the measure
η(t,μ)(y) in the variable x. Similarly,
∫
R+ ϕ(T , x)dμT (x) is the integral of ϕ(T , x) with respect to the
measure μ(T ) in the variable x.
Remark 2.3. It is possible to rewrite (1.1) on all R. We extend b, c, η for x < 0 as follows:
b(t,μ)(x) = b(t,μ)(−x), c(t,μ)(x) = c(t,μ)(−x), η(t,μ)(x) = η(t,μ)(−x)
for all t ∈ [0, T ], μ ∈ M+(R) and allow the initial measure μo to be a nonnegative measure on R.
In this more general setting, Deﬁnition 2.2 deﬁnes a solution on R by formula (2.5) for all test
functions ϕ ∈ (C1 ∩ W1,∞)(R;R). All results and proofs in this paper remain valid for the problem
considered on the whole R. However, due to the fact that we are strongly focused on biological appli-
cations, we follow the approach presented in the earlier literature, where the use of R+ is suggested.
The restriction to R+ is in fact a special case in the sense that for each initial datum μo ∈ M+(R+),
the solution μt ∈ M+(R+) for each t ∈ [0, T ] as well (see Lemma 4.8).
2.1. The linear autonomous case
The linear autonomous case of (1.1) reads
⎧⎪⎨
⎪⎩
∂tμ + ∂x
(
b(x)μ
)+ c(x)μ = ∫
R+
η(y)dμ(y),
μ(0) = μo
with
{
t ∈ [0, T ],
x ∈ R+, (2.6)
where the unknown μ = μ(t) is in M+(R+) for all times t ∈ [0, T ]. In the present case, the assump-
tions (2.2)–(2.3) reduce to
b, c ∈W1,∞(R+;R) with b(0) 0, (2.7)
η ∈ (BC∩Lip)(R+x ;M+(R+)). (2.8)
A ﬁrst justiﬁcation of Deﬁnition 2.2 of weak solution and of assumptions (2.7)–(2.8) is provided by
the following result.
Proposition 2.4.With the notations introduced above:
i) If η(y) has density g(y) for all y ∈ R+ with respect to the Lebesgue measure, with g ∈ (BC∩Lip)(R+;
L1(R+;R+)), i.e.,
∫
R+
( ∫
R+
ϕ(x)d
[
η(y)
]
(x)
)
dμt(y) =
∫
R+
( ∫
R+
ϕ(x)g(x, y)dx
)
dμt(y)
for all ϕ ∈ C(R+;R), with g(y) ∈ L1(R+;R+) for all y ∈ R+ and g(x, y) := g(y)(x) ∈ R+ for all
x, y ∈ R+ , then η satisﬁes (2.8).
ii) If μo has density uo with respect to the Lebesgue measure, with uo ∈ (L1 ∩ C1)(R+;R+), then μo ∈
M+(R+).
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u ∈ Lip([0, T ];L1(R+;R+)) and u(t) ∈ C1(R+;R+), then u is weak a solution to
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂tu + ∂x
(
b(x)u
)+ c(x)u = ∫
R+
g(x, y)u(t, y)dy,
u(0, x) = uo(x),
u(t,0) = 0
if and only if μ is a solution to the linear equation (2.6) in the sense of Deﬁnition 2.2.
The proof is immediate and, hence, omitted. To prove the well posedness of (2.6), we use the
operator splitting algorithm, see [9] and [10, §3.3]. To this aim, we consider separately the problems
∂tμ + c(x)μ =
∫
R+
η(y)dμ(y) and ∂tμ + ∂x
(
b(x)μ
)= 0.
Remark that both problems are particular cases of (1.1), so that Deﬁnition 2.2 applies to both. Consider
ﬁrst the ODE part.
Lemma 2.5. Let c ∈W1,∞(R+;R) and η ∈ (BC∩Lip)(R+x ;M+(R+)). Then, the Cauchy problem for
∂tμ + c(x)μ =
∫
R+
η(y)dμ(y) (2.9)
generates a local Lipschitz semigroup Sˆ : [0, T ] × M+(R+) → M+(R+), in the sense that:
i) Sˆ0 = Id and for all t1, t2 ∈ [0, T ] with t1 + t2 ∈ [0, T ], we have Sˆt1 ◦ Sˆt2 = Sˆt1+t2 .
ii) For all t ∈ [0, T ] and for all μ1,μ2 ∈ M+(R+), the following estimate holds:
d( Sˆtμ1, Sˆtμ2) exp
(
3
(‖c‖W1,∞ + ‖η‖BCL)t)d(μ1,μ2).
iii) For all t ∈ [0, T ] and for all μo ∈ M+(R+) deﬁne μ(t) = Sˆtμo . Then, the solution to the Cauchy problem
satisﬁes μ ∈ Lip([0, T ],M+(R+)) and the following estimate holds:
d( Sˆtμo,μo)
(‖c‖L∞ + ‖η‖BCx)exp ((‖c‖L∞ + ‖η‖BCx)t)μo(R+)t.
iv) Let c1, c2 ∈W1,∞(R+;R), η1, η2 satisfy (2.8), and denote by Sˆ1, Sˆ2 the corresponding semigroups. Then,
for all t ∈ [0, T ] and μ ∈ M+(R+)
d
(
Sˆ1t μ, Sˆ
2
t μ
)

(‖c1 − c2‖L∞ + ‖η1 − η2‖BCx)e(‖c1‖L∞+‖c2‖L∞+‖η1‖BCx+‖η2‖BCx )tμ(R+)t.
v) For all μ ∈ M+(R+), the orbit t → Sˆtμ of the semigroup is a weak solution to (2.9) in the sense of
Deﬁnition 2.2.
The proof is deferred to Section 4.1, where we exploit the dual formulation of (2.9). The analogous
result about the convective part is below.
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∂tμ + ∂x
(
b(x)μ
)= 0 (2.10)
generates a local Lipschitz semigroup Sˇ : [0, T ] × M+(R+) → M+(R+), in the sense that:
i) Sˇ0 = Id and for all t1, t2 ∈ [0, T ] with t1 + t2 ∈ [0, T ], we have Sˇt1 ◦ Sˇt2 = Sˇt1+t2 .
ii) For all t ∈ [0, T ] and for all μ1,μ2 ∈ M+(R+), the following estimate holds:
d( Sˇtμ1, Sˇtμ2) exp
(‖∂xb‖L∞t)d(μ1,μ2).
iii) For all t ∈ [0, T ] and for all μo ∈ M+(R+) deﬁne μ(t) = Sˇtμo . Then, the solution of the Cauchy problem
satisﬁes μ ∈ Lip([0, T ];M+(R+)) and the following estimate holds:
d( Sˇtμo,μo) ‖b‖L∞μo
(
R
+)t.
iv) Let b1,b2 ∈ W1,∞(R+;R) with b1(0),b2(0)  0 and denote by Sˇ1, Sˇ2 the corresponding semigroups.
Then, for all t ∈ [0, T ] and μ ∈ M+(R+)
d
(
Sˇ1t μ, Sˇ
2
t μ
)
 ‖b1 − b2‖L∞μ
(
R
+)t.
v) For all μ ∈ M+(R+), the orbit t → Sˇtμ of the semigroup is a weak solution to (2.10) in the sense of
Deﬁnition 2.2.
The proof of the above lemma is deferred to Section 4.2. To apply [10, Corollary 3.3], see also [9,
Theorems 3.5 and 3.8], about the convergence of the operator splitting algorithm, we need to estimate
the defect of commutativity of the two semigroups.
Proposition 2.7. Let (2.7) and (2.8) hold. Let Sˆ be the semigroup deﬁned in Lemma 2.5 and Sˇ the one in
Lemma 2.6. Then, for all μ ∈ M+(R+) and for all t ∈ [0, T ], the following estimate on the lack of commuta-
tivity of Sˇ and Sˆ holds:
d( Sˇt Sˆtμ, Sˆt Sˇtμ) 3 t2 ‖b‖L∞
(‖c‖W1,∞ + ‖η‖BCL)exp[3(‖c‖L∞ + ‖η‖BCL)t]. (2.11)
The above commutativity estimate allows us to apply the usual operator splitting technique, ob-
taining the following ﬁnal result in the linear autonomous case.
Theorem 2.8. Let (2.7) and (2.8) hold. The operator splitting procedure applied to the semigroups Sˇ and Sˆ
yields a local Lipschitz semigroup S that enjoys the following properties:
i) S0 = Id and for all t1, t2 ∈ [0, T ] with t1 + t2 ∈ [0, T ], we have St1 ◦ St2 = St1+t2 .
ii) For all t ∈ [0, T ] and for all μ1,μ2 ∈ M+(R+),
d(Stμ1, Stμ2) exp
[
3
(‖∂xb‖L∞ + ‖c‖W1,∞ + ‖η‖BCL)t]d(μ1,μ2).
iii) For all t ∈ [0, T ] and for all μo ∈ M+(R+),
d(Stμo,μo)
(‖b‖L∞ + (‖c‖L∞ + ‖η‖BCx)exp [(‖c‖L∞ + ‖η‖BCx)t])μo(R+)t.
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Then, for all μ ∈ M+(R+) and for all t ∈ [0, T ],
d
(
S1t μ, S
2
t μ
)
 exp
[
5
(‖b1‖W1,∞ + ‖c1‖W1,∞ + ‖η1‖BCL)t]
· tμ(R+)(‖b1 − b2‖L∞ + ‖c1 − c2‖L∞ + ‖η1 − η2‖BCx).
v) For all μ ∈ M+(R+), the orbit t → Stμ of the semigroup is a weak solution to linear autonomous prob-
lem (2.6) in the sense of Deﬁnition 2.2.
vi) The following tangency condition holds: limt→0+ 1t d(Stμ, Sˇt Sˆtμ) = 0.
Above, ii) corresponds to the Lipschitz dependence from the initial datum, iii) to the time regular-
ity of the solution, iv) shows the stability with respect to the deﬁning equations and vi) allows for a
characterization in terms of evolution equations in metric spaces, see [10].
2.2. The linear nonautonomous case
We now assume that, for a ﬁxed α ∈ ]0,1],
b, c ∈ BCα([0, T ];W1,∞(R+;R)) with b(t)(0) 0 for all t ∈ [0, T ], (2.12)
η ∈ BCα([0, T ]; (Lip∩BC)(R+;M+(R+))) (2.13)
and consider the following linear nonautonomous version of (1.1):
⎧⎪⎨
⎪⎩
∂tμ + ∂x
(
b(t, x)μ
)+ c(t, x)μ = ∫
R+
η(t, y)dμ(y),
μ(0) = μo
with
{
t ∈ [0, T ],
x ∈ R+. (2.14)
The space BCα([0, T ]; X) consists of Hölder continuous, X valued functions with norm
‖ f ‖BCα = ‖ f ‖BCt + H( f ) = sup
t∈[0,T ]
∥∥ f (t)∥∥X + sup
s1,s2∈[0,T ]
‖ f (s1) − f (s2)‖X
|s1 − s2|α .
To simplify the statements of the next theorems, for any ﬁnite set of elements xk in the normed space
X , k ∈ {1, . . . ,n}, deﬁne
∥∥(x1, . . . , xn)∥∥X :=
n∑
k=1
‖xk‖X .
Remark 2.9. We assume that b, c, η are Hölder continuous with respect to time, because the method
we used in the proof of Theorem 2.10 requires this regularity. In general, uniform continuity is not
suﬃcient in our case. However, all proofs remain valid for uniform continuous functions whose mod-
ulus of continuity ω is such that
∑∞
n=1 ω(2−n) < +∞.
Theorem 2.10. Let (2.12) and (2.13) hold. Then, the linear nonautonomous problem (2.14) generates a global
process P : [0, T ]2 × M+(R+) → M+(R+), in the sense that:
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P (to, to)μ = μ,
P (t1, to)μ ∈ M+
(
R
+),
P (t2, t1) ◦ P (t1, to)μ = P (t2, to)μ.
ii) For all to, t,μ1,μ2 satisfying 0 to  t  T and μ1,μ2 ∈ M+(R+)
d
(
P (t, to)μ1, P (t, to)μ2
)
 e3‖(b,c,η)‖BCt (t−to)d(μ1,μ2).
iii) For all to, t,μ satisfying 0 to  t  T and μ ∈ M+(R+)
d
(
P (t, to)μ, P (to, to)μ
)

∥∥(b, c, η)∥∥BCte2‖(b,c,η)‖BCt (t−to)μ(R+)(t − to).
iv) For i = 1,2, let bi , ci , ηi satisfy assumptions (2.12) and (2.13). Call P i the corresponding process.
Then, for all to, t,μ satisfying 0  to  t  T and μ ∈ M+(R+), there exists a constant C∗ =
C∗(to, T ,‖b1‖BCt ,‖c1‖BCt ,‖η1‖BCt ) such that
d
(
P1(t, to)μ, P
2(t, to)μ
)
 C∗(t − to)e5‖(b1,b2,c1,c2,η1,η2)‖BCt (t−to)
· ∥∥(b1, c1, η1) − (b2, c2, η2)∥∥BCtμ(R+).
v) For all μ ∈ M+(R+), the trajectory t → P (t,0)μ is a weak solution to linear nonautonomous prob-
lem (2.6) in the sense of Deﬁnition 2.2. This solution is unique.
2.3. The nonlinear case
This section is devoted to the general problem (1.1) and presents the main result of this paper.
Theorem 2.11. Let (2.2) and (2.3) hold. Then, there exists a unique solution μ ∈ (BC∩ Lip)([0, T ];M+(R+))
to the full nonlinear problem (1.1). Moreover:
i) For all 0 t1  t2  T there exist constants K1 and K2 , such that
d
(
μ(t1),μ(t2)
)
 K1eK2(t2−t1)μo
(
R
+)(t2 − t1).
ii) Let μ1(0),μ2(0) ∈ M+(R+) and bi , ci , ηi satisfy assumptions (2.2) and (2.3) for i = 1,2. Let μi
solve (1.1)with initial datum μi(0) and coeﬃcients (bi, ci, ηi), i = 1,2. Then, there exist constants C1 , C2
and C3 such that for all t ∈ [0, T ]
d
(
μ1(t),μ2(t)
)
 eC1td
(
μ1(0),μ2(0)
)+ C2eC3tt∥∥(b1, c1, η1) − (b2, c2, η2)∥∥BCt .
3. Biological models
This section is devoted to showing that (1.1) comprehends various relevant models in mathematical
biology of current interest. We consider the models in below in their simplest version, often referring
to their formulations in terms of L1 densities. However, they are currently studied in the framework
of Radon measures, as highlighted in the given references.
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Consider the age structured population of cells evolving due to processes of mortality and equal
mitosis. Here, mitosis is understood as the birth of two new cells and the death of a mother cell.
Linear models are based on the assumption, that birth and death rates are linear functions of the
population density, what excludes such phenomena as crowding effects or environment limitations.
Hence, it is more reasonable to consider nonlinear models, as an example we recall [24, Ex. 5.1],
where the death rate depends on the population density:
∂t p(t, x) + ∂xp(t, x) = −
(
β(x) + μ(x) + τ
∫
R+
p(t, y)dy
)
p(t, x),
p(t,0) = 2
∫
R+
β(y)p(t, y)dy. (3.1)
Here, t is time; x is age; p(t, x) is the density of cells having age x at time t; β(x), μ(x) and τ are
respectively the division rate, the natural mortality rate and the coeﬃcient describing the inﬂuence of
crowding effects on the evolution. Setting in (1.1)
μ(t)(A) =
∫
A
p(t, x)dx, b(μ)(x) = 1,
c(μ)(x) = β(x) + μ(x) + τμ(t)(R+), and (η(y))(A) = 2β(y)δ(x = 0) if 0 ∈ A,
we obtain (3.1). This model is at the basis of several studies. For instance, one may introduce a birth
rate that depends on the population density
β(x) = b¯(x)β¯
( ∫
R+
p(t, y)dy
)
.
Otherwise, one may simplify (3.1) obtaining the well-known and widely studied McKendrick age
structured model [20]. Refer to [23] and the references therein for further possibilities.
3.2. Nonlinear size structured model for asymmetric cell division
For unicellular organisms, structuring population by age does not apply well, mainly because age
is not the most relevant parameter that determines mitosis. Therefore, it is often more reasonable to
consider size structured models, see [14, Section I.4.3, Ex. 4.3.6], for which
∂tn + ∂x
(
V (x)n
)
n = −(μ(x) + b(x))n + 2 ∫
R+
b(y)d(x, y)n(t, y)dy (3.2)
where t is time, x is size, n(t, x) is a density of cells having size x at time t , b(x), u(x) are respectively
division rate and mortality rate. V describes the dynamics of evolution of the individual at the state x.
If division occurs, a mother cell of size y divides into two daughter cells of sizes x and y − x, what
is described by the kernel d. In general, the structural variable considered here does not need to be
a size. It can be maturity (see Section 3.3), which is described by the cell diameter or by the level
of a chemical substance signiﬁcant for the cell division process. Another biological process which ﬁts
into (3.2) is the evolution of phytoplankton aggregates (without a coagulation term), see [3]. Setting
in (1.1)
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∫
A
n(t, x)dx, b(μ)(x) = V (x),
c(μ)(x) = μ(x) + b(x) and η(y)(A) = 2
∫
A
b(y)d(x, y)dx,
we obtain (3.2). In the linear case, with d(x, y) = 2δ(x = y/2), we obtain the model [22, Section 4.1]
describing equal mitosis. If d(x, y) = [δ(x = σ y) + δ(x = (1 − σ)y)], we obtain the general mito-
sis model [22, Section 4.2]. Setting d(x, y) = [δ(x = y) + δ(x = 0)], we return to the McKendrick
model [20].
3.3. The cell cycle structured population model
This model is a special case of the one mentioned in Section 3.2. It describes the structure of cells
characterized by the position x in the cell cycle, where 0 < xo  x 1. A new born cell has a maturity
xo and mitosis occurs only at a maturity x = 1. For simplicity, no mortality of cells is assumed, see [24,
Ex. 2.3]. The model thus reads
⎧⎪⎨
⎪⎩
∂t p(t, x) + ∂x
(
xp(t, x)
)= 0,
xo p(t, x0) = 2p(t,1),
p(0, x) = po(x).
This model is a particular case of (1.1), obtained setting b(μ)(x) = x, c(μ) = 0, μ(t)(A) = ∫A p(t, x)dx
and
η(y)(A) =
{
2δ(x = xo) if xo ∈ A, for y = 1,
0, for y 
= 1.
3.4. Body size structured model with possible cannibalistic interactions
Let us now present a model slightly more general than the one in Section 3.2. This generalization
is necessary for modeling those biological phenomenas, where the growth rate depends on the popu-
lation density. As an example, we consider the following model, studied in [11,18,19], which describes
the evolution of a body size structured population:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂tn + ∂x
(
g(x,n)n
)+ h(x,n)n = 0,
g(x0,n)n(t, x0) =
xm∫
x0
β(y,n)n(t, y)dy,
n(0, x) = no(x),
where t is time, x is the individual body size, xo is the size of each new born individual, xm is the
maximum body size, n(t, x) is the density of population having size x at time t (or rather concen-
tration, if we allow n(t, ·) to be a Radon measure), g describes the dynamics of individual’s growth,
h is a death rate and β is related to the inﬂux of new individuals. It is worth mentioning that the
dependence of the coeﬃcients on n allows to model e.g. the evolution of a cannibalistic populations,
see [12].
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μ(t)(A) =
∫
A
n(t, x)dx, b(μ)(x) = g(x,n),
c(μ)(x) = h(x,n) and η(y)(A) = δ(x = xo) ⊗ β.
3.5. Selection–mutation models
Selection mutation models have been proposed in [1,5,8] to model species evolution. More pre-
cisely, one is interested in the evolution of a density of individuals u(t, x) at time t with respect to an
evolutionary variable x ∈ R+ . For instance, one could consider x as the maturation age of a species.
These models typically include a selection part due to the environment that can be model led by
logistic growth and a mutation term in which offsprings are born with a slightly different trait than
their parents. For instance, a typical model reads
⎧⎪⎨
⎪⎩
∂u
∂t
(t, x) = (1− ε)b(x)u(t, x) −m(x, P (t))u(t, x) + ε ∫
R+
b(y)γ (x, y)u(t, y)dy,
u(0, x) = uo(x),
where P (t) = ∫
R+ u(t, x)dx is the total population, m is the death rate, b is fertility rate, and ε gives
the probability of mutation of the offspring. Finally, the mutant population is modeled by an inte-
gral operator where γ (x, y) is the density of probability that the trait of the mutant offspring of an
individual with trait y is x. Also this model is a particular case of (1.1), obtained by setting
μ(t)(A) =
∫
A
u(t, x)dx, b(μ)(x) = 0,
c(μ)(x) = (1− ε)b(x) −m(x,μ(t)(R+)) and η(y)(A) = ε ∫
A
b(y)γ (x, y)dx.
4. Proofs
4.1. The ODE (2.9)
A convenient way to deal with the problem (2.9) relies on its dual formulation
∂tϕ − c(x)ϕ +
∫
R+
ϕ(t, y)d
[
η(x)
]
(y) = 0 in [0, T ] ×R+,
ϕ(T ) = ψ in R+ (4.1)
with ψ ∈ (C1 ∩ W1,∞)(R+;R) and c, η as in (2.7), (2.8). A function ϕT ,ψ ∈ C1([0, T ] × R+;R) is a
solution to the dual problem to (2.9), if it satisﬁes (4.1) in the classical strong sense. The relation
between (2.9) and (4.1) is explained by the following lemma.
Lemma 4.1. Fix μo ∈ M+(R+). Then:
i) Problem (2.9) admits a unique solution μ ∈ Lip([0, T ];M+(R+)). More precisely, for all t, τ ∈ [0, T ],
d
(
μ(t, ·),μ(τ , ·)) (‖c‖L∞ + ‖η‖L∞)exp((‖c‖L∞ + ‖η‖L∞) max{t, τ })μo(R+)|t − τ |.
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([t1, t2] ×R+;R) we have
t2∫
t1
∫
R+
(
∂tϕ(t, x) − c(x)ϕ(t, x) +
∫
R+
ϕ(t, y)d
[
η(x)
]
(y)
)
d
[
μ(t)
]
(x)dt
=
∫
R+
ϕ(t2, x)d
[
μ(t2)
]
(x) −
∫
R+
ϕ(t1, x)d
[
μ(t1)
]
(x). (4.2)
iii) If μ ∈ Lip([0, T ];M+(R+)) solves (2.9), then for any ψ ∈ (C1 ∩W1,∞)(R+;R), there exists a function
ϕT ,ψ ∈ C1([0, T ] ×R+;R) solving the dual problem (4.1) and such that
∫
R+
ψ(x)d
[
μ(t)
]
(x) =
∫
R+
ϕT ,ψ (T − t, x)dμo(x). (4.3)
iv) For any ψ ∈ (C1 ∩W1,∞)(R+;R), let ϕT ,ψ ∈ C1([0, T ] ×R+;R) solve the dual problem (4.1). Then the
measure μ ∈ Lip([0, T ];M+(R+)) deﬁned by (4.3) solves (2.9).
v) If μo is positive, then also μ(t) is positive for all t ∈ [0, T ].
Preliminary to the proof of Lemmas 2.5 and 4.1 is the study of (4.1).
Lemma 4.2. For any T > 0 and ψ ∈ (C1 ∩W1,∞)(R+;R) there exists a unique solution ϕT ,ψ ∈ C1([0, T ] ×
R
+;R) to (4.1). If ψ  0, then ϕT ,ψ (t, x) 0 for all t ∈ [0, T ] and x ∈R. Moreover, for τ ∈ [0, T ] and x ∈ R+
the following estimates hold
∥∥ϕT ,ψ (τ , ·)∥∥L∞  ‖ψ‖L∞e(‖c‖L∞+‖η‖BCx )(T−τ ), (4.4)∥∥∂xϕT ,ψ (τ , ·)∥∥L∞  ‖ψ‖W1,∞e3(‖c‖W1,∞+‖η‖BCL)(T−τ ), (4.5)
sup
τ∈[T−t,T ]
∣∣∂τ ϕT ,ψ (·, x)∣∣ ‖ψ‖L∞(‖c‖L∞ + ‖η‖BCx)e(‖c‖L∞+‖η‖BCx )t . (4.6)
If moreover ϕ1 , respectively ϕ2 , solves (4.1) with terminal data ψ and parameters c1, η1 , respectively c2, η2 ,
then
∥∥ϕ1(τ , ·) − ϕ2(τ , ·)∥∥L∞  ‖ψ‖W1,∞(‖c1 − c2‖L∞ + ‖η1 − η2‖BCx)(T − τ )
· e(‖c1‖L∞+‖η1‖BCx+‖c2‖L∞+‖η2‖BCx )(T−τ ). (4.7)
The proof of Lemma 4.2 is an immediate consequence of standard ODE estimates. The next proof
slightly generalizes that of [18, Lemma 3.6], to which we refer for further details.
Proof of Lemma 4.1. The proof consists of several steps.
1. Regularization. Let ρ ∈ C∞c (R;R+) be such that
∫
R
ρ(x)dx = 1. For ε > 0 deﬁne the molliﬁers
ρε = ρ(x/ε)/ε. We consider Eq. (2.9) with initial datum uεo and coeﬃcient ηε , where
uεo · L1 = μo ∗ ρε and uεo ∈ BC
(
R
+;R+),
ηε(y) · L1 = η(y) ∗ ρε and ηε(y) ∈ BC(R+;R+),
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Above, the convolution on R+ is given by (ν ∗ ρε)(x) = ∫
R+ ρ
ε(x − ε − ξ)dν(ξ). Below, we denote
ηε(y)(x) = ηε(y, x). Note that
∥∥ηε∥∥BCx  ‖η‖BCx , d(μo,uεo) ε→0−→ 0 and sup
y∈R+
d
(
η(y),ηε(y)
) ε→0−→ 0 (4.8)
where d is as in (2.1). Indeed, ﬁx ψ ∈ (C1 ∩W1,∞)(R+;R) with ‖ψ‖W1,∞  1. Then,
∫
R+
ψ(x)d
(
ρε ∗ μo − μo
)
(x) =
∫
R+
( ∫
R+
ρε(ξ − ε − x)
(
ψ(ξ) − ψ(x))dξ)dμo(x)

∫
R+
( ∫
R+
ρε(ξ − ε − x)|x− ξ |dξ
)
dμo(x) 2εμo
(
R
+),
∫
R+
ψ(x)d
(
ρε ∗ η(y) − η(y))(x) = ∫
R+
( ∫
R+
ρε(ξ − ε − x)
(
ψ(ξ) − ψ(x))dy)d[η(y)](x)

∫
R+
( ∫
R+
ρε(ξ − ε − x)|x− ξ |dy
)
d
[
η(y)
]
(x)
 2ε
[
η(y)
](
R
+) 2ε∥∥η(y)∥∥
(W1,∞)∗  2ε‖η‖BCx .
2. Equality (4.3) holds in the regular case. Note that
⎧⎪⎨
⎪⎩
∂
∂t
uε(t, x) = −c(x)uε(t, x) +
∫
R+
ηε(y, x)uε(t, y)dy, (t, x) ∈ [0, T ] ×R+,
uε(0, x) = uεo(x), x ∈ R+,
(4.9)
is a Cauchy problem for an ODE in L1(R+;R) with a globally Lipschitz right-hand side. Therefore, the
existence and uniqueness of a classical solution uε is immediate, see [5]. Integrating (4.9) we obtain
that for any t ∈ [0, T ] and for any ϕ ∈ (C1 ∩W1,∞)([0, T ] ×R+;R),
t∫
0
∫
R+
(
∂τϕ(τ , x) − c(x)ϕ(τ , x) +
∫
R+
ϕ(τ , y)ηε(x, y)dy
)
uε(τ , x)dxdτ
=
∫
R+
ϕ(t, x)uε(t, x)dx−
∫
R+
ϕ(0, x)uεo(x)dx. (4.10)
Choosing as ϕ a solution of the dual problem (4.1) with T = t , we obtain
∫
R+
ψ(x)duεt (x) =
∫
R+
ϕεt,ψ (0, x)du
ε
o(x), (4.11)
which is the smooth version of (4.3).
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by εm , respectively εn . Moreover, let v be the solution to
⎧⎪⎨
⎪⎩
∂
∂t
v(t, x) = −c(x)v(t, x) +
∫
R+
ηεm (y, x)v(t, y)dy, (t, x) ∈ [0, T ] ×R+,
v(0, x) = uεno (x), x ∈ R+.
By estimate (4.7) for dual problem and push-forward formula (4.11),
d
(
uεn (t, ·), v(t, ·)) sup
y∈R+
d
(
η(y),ηε(y)
)
e(2‖c‖L∞+‖ηεn ‖BCx+‖ηεm ‖BCx )T uεno
(
R
+) T
while by estimates (4.4)–(4.5) for a dual problem and push-forward formula (4.11)
d
(
uεm(t, ·), v(t, ·)) exp(3(‖c‖W1,∞ + ∥∥ηεm∥∥BCL)T )d(uεmo ,uεno ).
Therefore, by (4.8), d(uεn (t, ·),uεm (t, ·)) n,m→∞−→ 0 uniformly with respect to time. By the completeness
of M+(R+), the sequence uεn (t, ·) · L1 converge uniformly with respect to time to a unique limit μt .
4. The limit is narrowly Lipschitz in time. Using (4.6) and (4.8), we obtain the following uniform
Lipschitz estimate for all 0 τ  t
d
(
uε(t, ·),uε(τ , ·)) (‖c‖L∞ + ‖η‖BCx)exp((‖c‖L∞ + ‖η‖BCx)τ )uεo(R+)(t − τ ).
Hence, μt is also narrowly Lipschitz in time.
5. The limit solves (2.9). We proved, that uε(t, ·) converges narrowly and uniformly with respect to
time to the unique limit μt . Notice, that ∂τ ϕ(τ , ·) and c(x)ϕ(τ , ·) are bounded continuous functions,
while
∫
R+ ϕ(τ , y)η
ε(·, y)dy converges uniformly to ∫
R+ ϕ(τ , y)η(·, y)dy. Thus, passage to the limit
in the integral (4.10) completes the proof of i).
6. ii) holds. Assume that μ ∈ Lip([0, T ];M+(R+)) is a solution to (2.9) in the sense of Deﬁni-
tion 2.2. Fix a ϕ ∈ (C1 ∩W1,∞)([0, T ] × R+;R), then we prove that (4.2) holds for t ∈ [t1, t2]. Deﬁne
ϕε(t, x) = κε(t)ϕ(t, x), where
κε ∈ C∞c
([t1, t2[, [0,1]), κε(t1) = 1, lim
ε→0κε(τ ) = χ[t1,t2[(τ )
and
lim
ε→0κ
′
ε = δ(t = t1) − δ(t = t2) in M+
([0, T ]).
Use ϕε as a test function in the deﬁnition of weak solution. Using the Lipschitz continuity of t → μ(t)
and the Lebesgue Dominated Convergence Theorem we conclude
∫
R+
ϕ(t2, x)d
[
μ(t2)
]
(x) −
∫
R+
ϕ(t1, x)d
[
μ(t1)
]
(x)
= lim
ε→0
T∫
d
dt
κε(t)
∫
+
ϕ(t, x)d
[
μ(t)
]
(x)dt0 R
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ε→0
T∫
0
κε(t)
∫
R+
[
∂tϕ(t, x) − c(x)ϕ(t, x) +
∫
R+
ϕ(t, y)d
[
η(x)
]
(y)
]
d
[
μ(t)
]
(x)dt
=
t2∫
t1
∫
R+
[
∂tϕ(t, x) − c(x)ϕ(t, x) +
∫
R+
ϕ(t, y)d
[
η(x)
]
(y)
]
d
[
μ(t)
]
(x)dt.
7. iii) holds. Equality (4.3) follows setting t1 = 0, t2 = t and ϕ(s, x) = ϕT ,ψ (s + (T − t2), x).
8. iv) holds. We proved that there exists a unique solution to (2.9) which also fulﬁlls (4.3). This
equation characterizes μ uniquely, hence each μ given by (4.3) is a solution to (2.9).
9. v) holds. It immediately follows from the analogous property of the dual equation stated in
Lemma 4.2 and push-forward formula (4.3). 
Proof of Lemma 2.5. Claims i) and v) follow from iii) in Lemma 4.1, since the dual problem to (2.9)
is autonomous. Claim iii) is a consequence of i) in Lemma 4.1.
To prove ii), choose ψ ∈ C1(R+;R) with ‖ψ‖W1,∞  1 and μ1,μ2 ∈ M+(R+). By the push-forward
formula in iii) of Lemma 4.1 and by the estimates (4.4)–(4.5) for the dual problem, we have
∫
R+
ψ(x)d( Sˆtμ1 − Sˆμ2)(x)
=
∫
R+
ϕT ,ψ (T − t, x)d(μ1 − μ2)(x)
 sup
{ ∫
R+
ϕ(x)d(μ1 − μ2)(x):
ϕ(x) ∈ C1(R+;R),
‖ϕ‖W1,∞  e3(‖c‖W1,∞+‖η‖BCL)t
}
 sup
{ ∫
R+
ψ(x)d(μ1 − μ2)(x): ψ(x) ∈ C
1(R+;R),
‖ψ‖W1,∞  1
}
e3(‖c‖W1,∞+‖η‖BCL)t
= exp(3(‖c‖W1,∞ + ‖η‖BCL)t)d(μ1,μ2).
Hence, ii) holds.
Finally, to prove iv), let c1, c2 satisfy (2.7), η1, η2 satisfy (2.8) and call Sˆ1, Sˆ2 the corresponding
semigroups. Then, using (4.7) and Lemma 4.1
∫
R+
ϕ(x)d
(
Sˆ1μ − Sˆ2μ)
=
∫
R+
(
ϕ1T ,ψ (T − t, ·) − ϕ2T ,ψ (T − t, ·)
)
dμ(x)

(‖c1 − c2‖L∞ + ‖η1 − η2‖BCx)e(‖c1‖L∞+‖c2‖L∞+‖η1‖BCx+‖η2‖BCx )tμ(R+)t
completing the proof. 
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Proof of Lemma 2.6. Claims i) and v) are classical results, see for instance [2, Section 8.1]. Integrating
along characteristics, we can explicitly write
Sˇtμ = X(t;0, ·)#μ where
{
∂τ X(τ ; t, x) = b(X(τ ; t, x)),
X(t; t, x) = x. (4.12)
Hence ( Sˇtμ)(A) = μ(X(0; t, A)) for any measurable subset A of R+ . By the standard theory of ODEs,
we have X(to; t, X(t; to, x)) = x. Using the deﬁnition (2.1) of the distance, we prove ii) as follows:
d( Sˇtμ1, Sˇtμ2) = sup
{ ∫
R+
ϕ(x)d( Sˇtμ1 − Sˇtμ2)(x): ϕ ∈ C1
(
R
+;R) and ‖ϕ‖W1,∞  1
}
= sup
{ ∫
R+
ϕ
(
X(0; t, x))d(μ1 − μ2)(x): ϕ ∈ C1(R+;R),‖ϕ‖W1,∞  1
}
 sup
{ ∫
R+
ψ(x)d(μ1 − μ2)(x):
ψ ∈ C1(R+;R),
‖ψ‖L∞  1,
‖∂xψ‖L∞  ‖∂x X(0; t, ·)‖L∞
}
max
{
1,
∥∥∂x X(0; t, ·)∥∥L∞}d(μ1,μ2)
 exp
(‖∂xb‖L∞t)d(μ1,μ2)
where we used [22, §6.1.2]. Concerning iii), i.e. the Lipschitz continuity with respect to time,
d( Sˇtμ,μ) = sup
{ ∫
R+
ϕ(x)d( Sˇtμ − μ)(x): ϕ ∈ C1
(
R
+;R) and ‖ϕ‖W1,∞  1
}
 sup
{ ∫
R+
∣∣ϕ(X(0; t, x))− ϕ(x)∣∣dμ(x): ϕ ∈ C1(R+;R),‖ϕ‖W1,∞  1
}
 ‖b‖L∞μ
(
R
+)t.
Finally, to prove iv), let b1,b2 satisfy (2.7) and call Sˇ1, Sˇ2 the corresponding semigroups. Then, with
obvious notation,
d
(
Sˇ1t μ, Sˇ
2
t μ
)= sup{ ∫
R+
ϕ(x)d
(
Sˇ1t μ − Sˇ2t μ
)
(x):
ϕ ∈ C1(R+;R),
‖ϕ‖W1,∞  1
}
= sup
{ ∫
R+
ϕ(x)d
(
Sˇ1t μ
)
(x) −
∫
R+
ϕ(x)d
(
Sˇ2t μ
)
(x):
ϕ ∈ C1(R+;R),
‖ϕ‖W1,∞  1
}
 sup
{ ∫
R+
∣∣ϕ(X1(0; t, x))− ϕ(X2(0; t, x))∣∣dμ(x): ϕ ∈ C1(R+;R),‖ϕ‖W1,∞  1
}
 ‖b1 − b2‖L∞μ
(
R
+)t
completing the proof. 
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∂tϕ + b(x)∂xϕ = 0 ∈ [0, T ] ×R+,
ϕ(T ) = ψ ∈ R+ (4.13)
with ψ ∈ (C1∩W1,∞)(R+;R) and b as in (2.7). We say that a map ϕT ,ψ ∈ C1([0, T ]×R+) solves (2.10)
if (4.13) is satisﬁed in the classical strong sense.
For completeness, we state the following results, whose proofs are found where referred.
Lemma 4.3. (See [18, Lemma 3.6].) Fix μo ∈ M+(R+). A map μ : [0, T ] → M+(R+) solves (2.10) with
initial datum μo in the sense of Deﬁnition 2.2 if and only if for any ψ ∈ (C1 ∩W1,∞)(R+;R)∫
R+
ψ(x)d
[
μ(t)
]
(x) =
∫
R+
ϕT ,ψ (T − t, x)dμo(x), (4.14)
where ϕT ,ψ ∈ C1([0, T ] ×R+;R) is the solution of the dual problem (4.13) for any T > 0. Moreover, if μo is
nonnegative, then so is μ.
Lemma 4.4. (See [2, Lemma 8.1.2].) Fix t1, t2 ∈ [0, T ] with t1 < t2 . If μ ∈ Lip([0, T ];M+(R+)) solves (2.10),
then for any ϕ ∈ (C1 ∩W1,∞)([t1, t2] ×R+;R) we have
t2∫
t1
∫
R+
(
∂tϕ(t, x) + ∂xϕ(t, x)b(x)
)
d
[
μ(t)
]
(x)dt
=
∫
R+
ϕ(t2, x)d
[
μ(t2)
]
(x) −
∫
R+
ϕ(t1, x)d
[
μ(t1)
]
(x). (4.15)
Lemma 4.5. (See [18, Lemma 3.5].) For any T > 0 andψ ∈ (C1∩W1,∞)(R+;R), there exists a unique solution
ϕT ,ψ ∈ C1([0, T ] ×R+;R) of (4.13). Moreover, for τ ∈ [0, T ] and x ∈ R+ ,
∥∥ϕT ,ψ (τ , ·)∥∥L∞  ‖ψ‖L∞ ,∥∥∂xϕT ,ψ (τ , ·)∥∥L∞  ∥∥ψ ′∥∥L∞e‖∂xb‖L∞ (T−τ ),∥∥∂τ ϕT ,ψ (·, x)∥∥L∞  ∥∥ψ ′∥∥L∞‖b‖L∞ .
4.3. The operator splitting algorithm
Proof of Proposition 2.7. Let ψ ∈ (C1 ∩W1,∞)(R+;R) with ‖ψ‖W1,∞  1 and μ ∈ M+(R+). Then,∫
R+
ψ(x)d( Sˆt Sˇtμ − Sˇt Sˆtμ)
=
∫
R+
ϕˆT ,ψ (T − t, x)d( Sˇtμ) −
∫
R+
ϕˇT ,ψ (T − t, x)d( Sˆtμ)
=
∫
+
ϕˇT ,(ϕˆT ,ψ (T−t,·))(T − t, x)dμ −
∫
+
ϕˆT ,(ϕˇT ,ψ (T−t,·))(T − t, x)dμ
R R
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∫
R+
(
ϕˆT ,ψ
(
T − t, X(T − t; T , x))− ϕˆT ,ψ(X(T−t;T ,·))(T − t, x))dμ
 sup
x∈R+
∣∣ϕˆT ,ψ (T − t, X(T − t; T , x))− ϕˆT ,ψ(X(T−t;T ,·))(T − t, x)∣∣μ(R+).
Set ϕ1 = ϕˆT ,ψ and ϕ2 = ϕˆT ,ψ(X(T−t;T ,·)) and consider the term in the modulus. Use the estimates for
the dual problem in Lemma 4.2 and (4.12) to obtain
ϕ1
(
T − t, X(T − t; T , x))− ϕ2(T − t, x)
= ψ(X(T − t; T , x))−
T∫
T−t
c
(
X(T − t; T , x))ϕ1(s, X(T − t; T , x))
+
T∫
T−t
∫
R+
ϕ1(s, y)d
[
η
(
X(T − t; T , x))](y)ds − ψ(X(T − t; T , x))
+
T∫
T−t
c(x)ϕ2(s, x)ds −
T∫
T−t
∫
R+
ϕ2(s, y)d
[
η(x)
]
(y)ds ±
T∫
T−t
c(x)ϕ1(s, x)ds
±
T∫
T−t
c
(
X(T − t; T , x))ϕ1(s, x)ds ±
T∫
T−t
∫
R+
ϕ1(s, y)d
[
η(x)
]
(y)ds
=
T∫
T−t
c(x)
(
ϕ2(s, x) − ϕ1(s, x)
)
ds +
T∫
T−t
ϕ1(s, x)
(
c(x) − c(X(T − t; T , x)))ds
+
T∫
T−t
c
(
X(T − t; T , x))(ϕ1(s, x) − ϕ1(s, X(T − t; T , x)))ds
+
T∫
T−t
∫
R+
(
ϕ1(s, x) − ϕ2(s, x)
)
d
[
η(x)
]
(y)ds
+
T∫
T−t
∫
R+
ϕ1(s, y)d
[
η
(
X(T − t; T , x))− η(x)](y)ds
 ‖c‖L∞
T∫
T−t
sup
x
∣∣ϕ1(s, x) − ϕ2(s, x)∣∣ds + ‖∂xc‖L∞‖b‖L∞t
T∫
T−t
sup
x
∣∣ϕ1(s, x)∣∣ds
+ ‖c‖L∞‖b‖L∞t
T∫
sup
x
∣∣∂xϕ1(s, x)∣∣ds
T−t
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T∫
T−t
sup
x
∣∣ϕ1(s, x) − ϕ2(s, x)∣∣ds + Lip(η)‖b‖L∞t
T∫
T−t
sup
x
∣∣ϕ1(s, x)∣∣ds
:= I1 + I2 + I3 + I4 + I5.
Using estimate (4.4) for the dual problem, we conclude that
I1  ‖c‖L∞
∥∥ψ ′∥∥L∞‖b‖L∞t2e(‖c‖L∞+‖η‖BCx )t,
I2  ‖∂xc‖L∞‖b‖L∞t2‖ψ‖L∞e(‖c‖L∞+‖η‖BCx )t,
I4  ‖η‖BCx
∥∥ψ ′∥∥L∞‖b‖L∞t2e(‖c‖L∞+‖η‖BCx )t,
I5  Lip(η)‖b‖L∞t2‖ψ‖L∞e(‖c‖L∞+‖η‖BCx )t .
Directly from estimate (4.5) follows, that I3  ‖c‖L∞‖b‖L∞t2‖ψ‖W1,∞e3(‖c‖W1,∞+‖η‖BCL)t . Hence,
∫
R+
ψ(x)d( Sˆt Sˇtμ − Sˇt Sˆtμ)
 3t2‖ψ‖W1,∞‖b‖L∞ exp
[
3
(‖c‖W1,∞ + ‖η‖BCL)t](‖c‖W1,∞ + ‖η‖BCL).
Taking the supremum over all functions ψ we conclude the proof. 
Proof of Theorem 2.8. Points i)–vi) are consequences of the results obtained in [10, Corollary 3.3
and Lemma 3.4], see also [9, Proposition 3.2], combined with the estimates provided by Lemmas 2.5
and 2.6.
Passing to iv), we use [4, Theorem 2.9], to estimate the distance between S1t μ and S
2
t μ:
d
(
S1t μ, S
2
t μ
)
 Lip
(
S1t
) t∫
0
lim inf
h→0
1
h
d
(
S1h S
1
τμ, S
2
h S
1
τμ
)
dτ . (4.16)
Let ν = S1τμ. Using Lemmas 2.5 and 2.6 compute
d
(
S1hν, S
2
hν
)
 d
(
S1hν, Sˇ
1
h Sˆ
1
hν
)+ d( Sˇ1h Sˆ1hν, Sˇ2h Sˆ2hν)+ d( Sˇ2h Sˆ2hν, S2hν)
 d
(
Sˇ1h Sˆ
1
hν, Sˇ
1
h Sˆ
2
hν
)+ d( Sˇ1h Sˆ2hν, Sˇ2h Sˆ2hν)+ o(h)
 exp
(‖∂xb1‖L∞h)d( Sˆ1hν, Sˆ2hν)+ ‖b1 − b2‖L∞( Sˆ2hν)(R+)h + o(h)

(‖c1 − c2‖L∞ + ‖η1 − η2‖BCx)e(‖∂xb1‖L∞+‖(c1,c2)‖L∞+‖(η1,η2)‖BCx )hν(R+)h
+ ‖b1 − b2‖L∞e2(‖c2‖L∞+‖η2‖BCx )hν
(
R
+)h + o(h)
therefore, by the lim inf formula (4.16),
d
(
S1t μ, S
2
t μ
)
 Lip
(
S1
)(‖b1 − b2‖L∞ + ‖c1 − c2‖L∞ + ‖η1 − η2‖BCx)
t∫ (
S1τμ
)(
R
+)dτ .
0
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nition (2.1) of the metric:
t∫
0
(
S1τμ
)(
R
+)dτ 
t∫
0
∣∣(S1τμ)(R+)− μ(R+)∣∣dτ + tμ(R+)

t∫
0
[‖b1‖L∞ + (‖c1‖L∞ + ‖η1‖BCx)e(‖c1‖L∞+‖η1‖BCx )τ ]μ(R+)τ dτ + tμ(R+)
which proves point iv) in Theorem 2.8.
To complete the proof, we show that t → Stμ solves the linear autonomous problem (2.6) in
the sense of Deﬁnition 2.2. Fix n ∈ N and deﬁne ε = T /n. First, as in [9, Section 5.3], consider the
following continuous operator splitting:
F ε(t)μ =
{
Sˇ2t−2iε( Sˆε Sˇε)iμ for t ∈ [iε, (i + 1/2)ε[,
Sˆ2t−(2i+1)ε Sˇε( Sˆε Sˇε)iμ for t ∈ [(i + 1/2)ε, (i + 1)ε[,
where i = 0, . . . ,n − 1. This formula is, in our case, equivalent to that given by [10, Corollary 3.3].
Deﬁne με(t) = F ε(t)μo for a μo ∈ M+(R+). For any ϕ ∈ C∞c ([0, T ] ×R+;R),
∫
R+
ϕ(T , x)d
[
με(T )
]
(x) −
∫
R+
ϕ(0, x)dμo(x)
=
T∫
0
∫
R+
[
∂tϕ(t, x) + b(x)∂xϕ(t, x) − c(x)ϕ(t, x) +
∫
R+
ϕ(t, y)d
[
η(x)
]
(y)
]
d
[
με(t)
]
(x)dt
+ R(ε) (4.17)
where
R(ε) =
n−1∑
i=0
(i+1/2)ε∫
iε
[ ∫
R+
(
∂tϕ(t + ε/2, x) − 2c(x)ϕ(t + ε/2, x)
)
d
[
με(t + ε/2)](x)
+
∫
R+
( ∫
R+
ϕ(t + ε/2, y)d[2η(x)](y))d[με(t + ε/2)](x)
−
∫
R+
(
∂tϕ(t, x) − 2c(x)ϕ(t, x) +
∫
R+
ϕ(t, y)d
[
2η(x)
]
(y)
)
d
[
με(t)
]
(x)
]
dt
+
n−1∑
i=0
(i+1)ε∫
(i+1/2)ε
[ ∫
R+
(
∂tϕ(t − ε/2, x) + 2b(x)∂xϕ(t − ε/2, x)
)
d
[
με(t − ε/2)](x)
−
∫
+
(
∂tϕ(t, x) + 2b(x)∂xϕ(t, x)
)
d
[
με(t)
]
(x)
]
dtR
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n−1∑
i=0
(i+1/2)ε∫
iε
{ ∫
R+
(
∂tϕ(t + ε/2, x) − ∂tϕ(t, x)
)
d
[
με(t + ε/2)](x) (4.18)
−
∫
R+
2c(x)
(
ϕ(t + ε/2, x) − ϕ(t, x))d[με(t + ε/2)](x) (4.19)
+
∫
R+
∫
R+
(
ϕ(t + ε/2, y) − ϕ(t, x))d[2η(x)](y)d[με(t + ε/2)](x) (4.20)
+
∫
R+
(
∂tϕ(t, x) − 2c(x)ϕ(t, x) +
∫
R+
ϕ(t, y)d
[
2η(x)
]
(y)
)
d
[
με(t + ε/2) − με(t)](x)}dt
(4.21)
+
n−1∑
i=0
(i+1)ε∫
(i+1/2)ε
{ ∫
R+
(
∂tϕ(t − ε/2, x) − ∂tϕ(t, x)
)
d
[
με(t − ε/2)](x) (4.22)
+
∫
R+
2b(x)
(
∂xϕ(t − ε/2, x) − ∂xϕ(t − ε/2, x)
)
d
[
με(t − ε/2)](x) (4.23)
+
∫
R+
(
∂tϕ(t, x) + 2b(x)∂xϕ(t, x)
)
d
[
με(t − ε/2) − με(t)](x)}dt. (4.24)
Notice, that t → με(t) is uniformly bounded in BC([0, T ], (M+(R+),d)). Due to the regularity of ϕ ,
we have the following uniform convergences:
∂tϕ(t + ε/2, x) − ∂tϕ(t, x) ⇒ 0 ⇒ (4.18) → 0,
2c(x)
(
ϕ(t + ε/2, x) − ϕ(t, x)) ⇒ 0 ⇒ (4.19) → 0,(
ϕ(t + ε/2, y) − ϕ(t, y)) ⇒ 0 ⇒ (4.20) → 0,
∂tϕ(t − ε/2, x) − ∂tϕ(t, x) ⇒ 0 ⇒ (4.22) → 0,
2b(x)
(
∂xϕ(t − ε/2, x) − ∂xϕ(t, x)
)
⇒ 0 ⇒ (4.23) → 0,
as ε → 0. To show the convergence of (4.21) and (4.24), it is suﬃcient to note that με(t) is uni-
formly Lipschitz continuous, i.e. d(με(t),με(t−ε)) Kε, where K is a Lipschitz constant independent
from t , for instance the same as in Theorem 2.8, see [9, Proposition 3.2]. Moreover, according to [10,
Corollary 4.4 and Proposition 4.6], με(t) converges uniformly with respect to time in d to Stμ. Hence,
passing to the limit in (4.17) gives
∫
R+
ϕ(T , x)d
[
μ(T )
]
(x) −
∫
R+
ϕ(0, x)dμo(x)
=
T∫ ∫
+
[
∂tϕ(t, x) + b(x)∂xϕ(t, x) − c(x)ϕ(t, x) +
∫
+
ϕ(t, y)d
[
η(x)
]
(y)
]
d
[
μ(t)
]
(x)dt.0 R R
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R
+;R). To this aim, ﬁx ϕ ∈ (C1 ∩W1,∞)([0, T ]×R+;R), choose a sequence ϕn ∈ C∞c ([0, T ]×R+;R+)
such that ϕn → ϕ in W1,∞loc as n → +∞ and supn ‖ϕn‖W1,∞ < C . An application of a standard limiting
procedure completes the proof of v). 
Proof of Theorem 2.10. First, we prove that there exists a process P given by i). Fix n ∈ N, deﬁne
tin = iT /2n for i = 0,1, . . . ,2n and approximate b, c and η as follows:
bn(t, x) =
2n−1∑
i=0
b
(
tin, x
)
χ[tin,ti+1n [(t),
cn(t, x) =
2n−1∑
i=0
c
(
tin, x
)
χ[tin,ti+1n [(t),
ηn(t, x) =
2n−1∑
i=0
η
(
tin, x
)
χ[tin,ti+1n [(t).
Call Sk,n the semigroup constructed in Theorem 2.8 on the interval [tkn, tk+1n [. Assume to  t , to ∈
[tion , tio+1n [, t ∈ [tin, ti+1n [ and deﬁne the map Fnt,to : [0, T ] × M+(R+) → M+(R+) by
Fnt,toμ =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Si,nt−toμ if i = io,
(Si,n
t−tin ◦ S
i−1,n
tin−to )μ if i = io + 1,
(Si,n
t−tin ◦ (©
i−1
j=io+1 S
j,n
T /2n ) ◦ Sio,ntio+1n −to )μ otherwise.
(4.25)
We now prove that as n → +∞, Fn converges to a process P , see also [10, Deﬁnition 2.4], whose
trajectories solve (2.6) in the sense of Deﬁnition 2.2. Assume ﬁrst that to = ioT /2n and t = iT /2n with
i > io . Then, Fnt,toμ = (©i−1j=io S
j,n
T /2n )μ and
d
(
Fnt,toμ, F
n+1
t,to μ
)= d(FniT /2n,toμ, Fn+12iT /2n+1,toμ)= d
( i−1©
j=io
S j,nT /2nμ,
2i−1©
j=2io
S j,n+1
T /2n+1μ
)
 d
(
Si−1,nT /2n
i−2©
j=io
S j,nT /2nμ, S
i−1,n
T /2n
2i−3©
j=2io
S j,n+1
T /2n+1μ
)
+ d
(
Si−1,n
T /2n+1
(
Si−1,n
T /2n+1
2i−3©
j=2io
S j,n+1
T /2n+1μ
)
, S2i−1,n+1
T /2n+1
(
S2i−2,n+1
T /2n+1
2i−3©
j=2io
S j,n+1
T /2n+1μ
))
 e3(‖(bn,cn)(t
i−1
n )‖W1,∞+‖ηn(ti−1n )‖BCL)T /2nd
(
Fn(i−1)T /2n,toμ, F
n+1
2(i−1)T /2n+1,toμ
)
+ e5(‖(bn,cn)(ti−1n )‖W1,∞+‖ηn(ti−1n )‖BCL)T /2n+1 T /2n+1
(( 2i−2©
j=2io
S j,n+1
T /2n+1μ
)(
R
+))
· (∥∥(bn, cn)(ti−1n )− (bn+1, cn+1)(t2i−1n+1 )∥∥L∞ + ∥∥ηn(ti−1n )− ηn+1(t2i−1n+1 )∥∥BCx)
 e3‖(b,c,η)‖BCt T /2
n
d
(
Fn(i−1)T /2n,toμ, F
n+1
2(i−1)T /2n+1,toμ
)
+ e5‖(b,c,η)‖BCt (t−to)(∥∥(bn, cn, ηn) − (bn+1, cn+1, ηn+1)∥∥ )T /2n+1μ(R+)BCt
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+ e5‖(b,c,η)‖BCt (t−to)∥∥(bn, cn, ηn) − (bn+1, cn+1, ηn+1)∥∥BCt T /2n+1μ(R+),
where the last inequality holds due to the fact, that
( 2i−2©
j=2io
S j,n+1
T /2n+1μ
)(
R
+) e2‖(b,c,η)‖BCt (t−to−T /2n+1)μ(R+).
Gronwall’s inequality (see [19, Lemma 4.2]) allows us to obtain the estimate
d
(
Fnt,toμ, F
n+1
t,to μ
)
 1
2
[
e3‖(b,c,η)‖BCt (t−to) − 1
3‖(b, c, η)‖BCt
]
e5‖(b,c,η)‖BCt (t−to)μ
(
R
+)
· ∥∥(bn, cn, ηn) − (bn+1, cn+1, ηn+1)∥∥BCt .
There exist a constant C∗ = C∗(T ,‖(b, c, η)‖BCt ), such that for all t ∈ [to, T ],
1
2
[
e3‖(b,c,η)‖BCt (t−to) − 1
3‖(b, c, η)‖BCt
]
 C∗(t − to)
hence,
d
(
Fnt,toμ, F
n+1
t,to μ
)
 C∗e5‖(b,c,η)‖BCt (t−to)
∥∥(bn, cn, ηn) − (bn+1, cn+1, ηn+1)∥∥BCtμ(R+)(t − to).
Due to the assumptions about Hölder regularity of functions b, c, η we conclude that there exist
constants Hb, Hc, Hη such that
sup
t
∥∥bn(t) − bn+1(t)∥∥W1,∞  Hb2−nα,
sup
t
∥∥cn(t) − cn+1(t)∥∥W1,∞  Hc2−nα,
sup
t
∥∥ηn(t) − ηn+1(t)∥∥(W1,∞)∗  Hη2−nα (4.26)
meaning that
∥∥bn(t) − bn+1(t)∥∥BCt + ∥∥cn(t) − cn+1(t)∥∥BCt + ∥∥ηn(t) − ηn+1(t)∥∥BCt  (Hb + Hc + Hη)2−nα,
which implies
∑∞
n=1 ‖(bn, cn, ηn) − (bn+1, cn+1, ηn+1)‖BCt < ∞. Hence, for m,k → ∞ series∑k
n=m ‖(bn, cn, ηn) − (bn+1, cn+1, ηn+1)‖BCt converges to 0. Thus, we conclude that for each μ ∈M+(R+) the sequence Fnt,toμ is a Cauchy sequence, which converge uniformly with respect to time
to a measure ν ∈ M+(R+). By deﬁnition we set P (t, to)μ = ν . Claim i) follows then from the con-
struction of Fnt,to , since we are dealing with linear problems.
Remark 4.6. To pass from the estimates performed for n-th and (n + 1)-th level of approxi-
mation to the estimates for arbitrary n and k we need to be able to claim that the series∑∞
n=1 ‖(bn, cn, ηn) − (bn+1, cn+1, ηn+1)‖BCt converges. In general, uniform continuity does not guar-
antee such convergence. However, as mentioned in Remark 2.9, it is suﬃcient to assume that b, c and
η are uniformly continuous with modulus of continuity ω such that
∑∞
n=1 ω(2−n) < +∞.
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d
(
Fnt,toμ, F
n+1
t,to μ
)
 d
( i−1©
j=io
S j,nT /2nμ,
2i−1©
j=2io
S j,n+1
T /2n+1μ
)
+ o
(
1
2n
)
.
What holds due to the fact, that Fnt,toμ is Lipschitz continuous and the length of time intervals
]tio−1n , tion [, ]tin, ti+1n [ is equal to T /2n .
To prove iii), one can easily check, that for t = iT /2n
( i−1©
j=io
S j,nT /2nμ
)(
R
+) e2‖(b,c,η)‖BCt (t−to)μ(R+).
Therefore,
d
( i−1©
j=io
S j,nT /2nμ,μ
)
 d
(
Si−1,nT /2n
( i−2©
j=io
S j,nT /2nμ
)
,
i−2©
j=io
S j,nT /2nμ
)
+ d
( i−2©
j=io
S j,nT /2nμ,μ
)

∥∥(b, c, η)∥∥BCte‖(b,c,η)‖BCt T /2n T2n
(
e2‖(b,c,η)‖BCt ((i−io)−1)T /2
n
μ
(
R
+))
+ d
( i−2©
j=io
S j,nT /2nμ,μ
)
.
Hence, iterating the procedure we obtain
d
( i−1©
j=io
S j,nT /2nμ,μ
)

∥∥(b, c, η)∥∥BCte2‖(b,c,η)‖BCt (t−to)μ(R+)(t − to).
Passing to ii) and iv), let b, b˜, c, c˜, η and η˜ satisfy assumptions (2.12) and (2.13). Call Si,n and S˜ i,n
corresponding semigroups constructed in Theorem 2.8 on the interval [tin, ti+1n [. Deﬁne maps Fnt,toμ
and F˜ nt,toν as in (4.25). Assume ﬁrst that to = ioT /2n and t = iT /2n with i > io . Then,
d
(
Fnt,toμ, F˜
n
t,toν
)= d(FniT /2n,toμ, F˜ niT /2n,toν)= d
( i−1©
j=io
S j,nT /2nμ,
i−1©
j=io
S˜ j,nT /2nν
)
= d
(
Si−1,nT /2n
i−2©
j=io
S j,nT /2nμ, S˜
i−1,n
T /2n
i−2©
j=io
S˜ j,nT /2nν
)
 d
(
Si−1,nT /2n
i−2©
j=io
S j,nT /2nμ, S
i−1,n
T /2n
i−2©
j=io
S˜ j,nT /2nν
)
+ d
(
Si−1,nT /2n
i−2©
j=io
S˜ j,nT /2nν, S˜
i−1,n
T /2n
i−2©
j=io
S˜ j,nT /2nν
)
 e3(‖(bn,cn)(t
i−1
n )‖W1,∞+‖ηn(ti−1n )‖BCL)T /2nd
(
Fn(i−1)T /2n,toμ, F˜
n
(i−1)T /2n,toν
)
+ e5(‖(bn,cn)(ti−1n )‖W1,∞+‖ηn(ti−1n )‖BCL)T /2n T /2n
(( i−2©
j=io
S˜ j,nT /2nν
)(
R
+))
· (∥∥(bn, cn)(ti−1n )− (b˜n, c˜n)(ti−1n )∥∥ ∞ + ∥∥ηn(ti−1n )− η˜n(ti−1n )∥∥ )L BCx
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(
Fn(i−1)T /2n,toμ, F˜
n
(i−1)T /2n,toν
)
+ e5‖(b,b˜,c,c˜,η,η˜)‖BCt (t−to)∥∥(b, c, η) − (b˜, c˜, η˜)∥∥BCt T /2nν(R+).
Therefore, using Gronwall’s inequality (see [19, Lemma 4.2]) we obtain
d
(
Fnt,toμ, F˜
n
t,toν
)
 e3‖(b,c,t)‖BCt (t−to)d(μ,ν)
+
[
e3‖(b,c,t)‖BCt (t−to) − 1
3‖(b, c, t)‖BCt
]
e5‖(b,b˜,c,c˜,η,η˜)‖BCt (t−to)ν
(
R
+)
· ∥∥(b, c, η) − (b˜, c˜, η˜)∥∥BCt .
Using the arguments as in proof of i), we conclude that there exists a constant C∗ , such that
d
(
Fnt,toμ, F˜
n
t,toν
)
 e3‖(b,c,η)‖BCt (t−to)d(μ,ν)
+ C∗(t − to)e5‖(b,b˜,c,c˜,η,η˜)‖BCt (t−to)ν
(
R
+)∥∥(b, c, η) − (b˜, c˜, η˜)∥∥BCt .
For to and t , which are not grid points, we prove this inequality using again the same arguments as
in proof of i). Therefore, passage to the limit with n ends the proof.
Passing to v), let ϕ ∈ (C1 ∩W1,∞)([0, T ] ×R+;R) and n ∈ N. From Theorem 2.8 we know that for
each i = 0,1, . . . ,2n−1, orbits of the semigroup Si,n are weak solutions of the linear nonautonomous
problem (2.14) on [ti−1n , tin[. Therefore,
∫
R+
ϕ(T , x)dμn(T ) −
∫
R+
ϕ(0, x)dμo
=
T∫
0
∫
R+
[
∂tϕ(t, x) + bn(t, x)∂xϕ(t, x) − cn(x)ϕ(t, x) +
∫
R+
ϕ(t, y)d
[
ηn(t, x)
]
(y)
]
dμn(t)dt
=
T∫
0
∫
R+
[
∂tϕ(t, x) + b(t, x)∂xϕ(t, x) − c(x)ϕ(t, x) +
∫
R+
ϕ(t, y)d
[
η(t, x)
]
(y)
]
dμn(t)dt + Rn
where
Rn =
T∫
0
∫
R+
((
bn(t, x) − b(t, x)
)
∂xϕ(t, x) +
(
c(t, x) − cn(t, x)
)
ϕ(t, x)
)
dμn(t)dt
+
T∫
0
∫
R+
∫
R+
ϕ(t, y)d
[
ηn(t, x) − η(t, x)
]
(y)dμn(t)dt.
From the previous analysis in this proof we know, that μn(t) converges narrowly and uniformly with
respect to time to the unique limit μt . Due to the assumptions (4.26) about Hölder regularity of
functions b, c, η, we use the analogous arguments as in proof of claim i) in Lemma 4.1 and pass to
the limit in the integral, what ends the proof.
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Indeed, the existence of a solution to the dual problem implies the uniqueness of solutions to (2.14).
More precisely, if ϕT ,ψ solves (4.27), then the equality
∫
R+
ψ(x)d
[
μ(t)
]
(x) =
∫
R+
ϕT ,ψ (T − t, x)dμo(x)
deﬁnes the solution to (2.14). Therefore, uniqueness follows from Lemma 4.7 below. 
We remark here that the cost of applying the operator splitting method is that the tangency condi-
tion vi) in Theorem 2.8 suﬃces to guarantee the uniqueness of the semigroup based on the operator
splitting method, but not in general weak solutions to (2.5). It follows from the fact that with the
W1,∞ regularity of coeﬃcients there is a strong convergence of the operator splitting method for the
original problem, but not for the dual one (in sense of norm topology of C1 ∩W1,∞). Hence the limit
of dual semigroups under operator splitting converges only in W1,∞ weakly∗ and therefore the limit
is not necessarily an admissible test function for (2.5) and hence the idea of the proof of uniqueness
for weak solutions from [19] could not be applied. Therefore, we directly prove below the uniqueness
of solutions to (4.27) exploiting its dual formulation.
Lemma 4.7. Deﬁne a dual problem to (2.14), that is,
{
∂tϕ(t, x) + b(t, x)∂xϕ(t, x) − c(t, x)ϕ(t, x) +
∫
R+ ϕ(t, y)d[η(t, x)](y) = 0,
ϕ(T , x) = ψ(x). (4.27)
For any ψ ∈ (C1 ∩W1,∞)(R+;R) there is a unique ϕT ,ψ ∈ C1([0, T ] ×R+;R) solving (4.27).
Proof. Step 1. Assume additionally that b ∈ (C1 ∩ W1,∞)([0, T ] × R+;R). To prove the assertion we
change variables in (4.27) in order to investigate the behavior of ϕT ,ψ along the characteristics X ,
that is, along the solutions to
∂τ X(τ ; t, x) = b
(
X(τ ; t, x)),
X(t; t, x) = x.
The following change of variables in (4.27)
(t, x) → (t,Θ(t,T )(x)), where Θ(t,T )(x) = X(T − t; t, x), (4.28)
yields
∂tϕ(t, x˜) = c(t, x˜)ϕ(t, x˜) −
∫
R+
ϕ(t, y˜)d
[
η(t, x˜)
]
(y)
with x˜ = Θ(t,T )(x) and y˜ = Θ(t,T )(y). The assumption of differentiability of b with respect to x im-
plies that {Θ(t,T )}t∈[0,T ] is a family of C1-diffeomorphisms on R+ . To prove the existence of a unique
solution we use Banach Fixed Point Theorem. Let C0([0, T ],BC1(R+;R)) be the space of continuous
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tions on R+ . We equip this space with the norm
‖ϕ‖BC = sup
t
∥∥ϕ(t)∥∥W1,∞ , where ∥∥ϕ(t)∥∥W1,∞ = max{∥∥ϕ(t, ·)∥∥L∞ ,∥∥∂xϕ(t, ·)∥∥L∞}.
Let us introduce the complete metric space BC(I, B¯ R,ψ ), where I = [T − ε, T ] with ε to be chosen
later and B¯ R,ψ = { f : f ∈ BC1,‖ f − ψ‖W1,∞  R}. Deﬁne the operator Γ : BC(I, B¯ R,ψ ) → BC(I, B¯ R,ψ )
as follows:
(Γ ϕ)(t)(x˜) = ψ(x˜) +
T∫
t
(
c(s, x˜)ϕ(s, x˜)ds −
∫
R+
ϕ(s, y˜)d
[
η(s, x˜)
]
( y˜)
)
ds.
We prove that Γ is well deﬁned, i.e., that its image is continuously differentiable with respect to x
and contained in B¯ R,ψ for ε small enough. Indeed,
∥∥(Γ ϕ)(t) − ψ∥∥L∞  ε(‖ψ‖W1,∞ + R)(‖c‖BCt + ‖η‖BCt) and
∂x
(
Γ ϕ(t) − ψ)=
T∫
t
∂x˜c(s, x˜)ϕ(s, x˜)ds +
T∫
t
c(s, x˜)∂x˜ϕ(s, x˜)ds
− ∂x
( T∫
t
∫
R+
ϕ(s, y˜)d
[
η(s, x˜)
]
( y˜)ds
)
.
Due to the regularity of the coeﬃcients c and η, we conclude that the derivative of the image of the
operator Γ is continuous. To estimate the L∞ norm of the derivative of x˜ → ∫ Tt ∫R+ ϕ(s, y˜)d[η(s, x˜)]×
( y˜)ds it is suﬃcient to estimate its Lipschitz constant
∣∣∣∣∣
T∫
t
∫
R+
ϕ(s, y˜)d
[
η(s, x˜1)
]
( y˜)ds −
T∫
t
∫
R+
ϕ(s, y˜)d
[
η(s, x˜2)
]
( y˜)ds
∣∣∣∣∣

T∫
t
∥∥ϕ(s, ·)∥∥L∞
∫
R+
d
∣∣η(s, x˜1) − η(s, x˜2)∣∣( y˜)ds
 ε
(‖ψ‖W1,∞ + R) sup
t∈[T−ε,T ]
∥∥η(t, x˜1) − η(t, x˜2)∥∥(W1,∞)∗
 ε
(‖ψ‖W1,∞ + R) sup
t∈[T−ε,T ]
Lip
(
η(t, ·))|x˜1 − x˜2| ε(‖ψ‖W1,∞ + R)‖η‖BCt |x˜1 − x˜2|.
Moreover,
∥∥∂x(Γ ϕ)(t)∥∥L∞  ε‖c‖BCt(‖ψ‖W1,∞ + R)+ ε‖c‖BCt(‖ψ‖W1,∞ + R)
+ ε‖η‖BCt
(‖ψ‖W1,∞ + R) 2ε(‖ψ‖W1,∞ + R)(‖c‖BCt + ‖η‖BCt).
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ν1 =
[(‖ψ‖W1,∞ + R)(‖c‖BCt + ‖η‖BCt)]−1,
ν2 =
[
2
(‖ψ‖W1,∞ + R)(‖c‖BCt + ‖η‖BCt)]−1.
For such ε operator Γ is well deﬁned.
Now, we prove that, for ε small enough, Γ is a contraction. To this aim we estimate
sup
t∈[T−ε,T ]
∥∥Γ ϕ1(t) − Γ ϕ2(t)∥∥L∞  sup
t∈[T−ε,T ]
T∫
t
∥∥c(s, ·)∥∥L∞ · ∥∥ϕ1(s, ·) − ϕ2(s, ·)∥∥L∞ ds
+ sup
t∈[T−ε,T ]
T∫
t
(∥∥ϕ1(s, ·) − ϕ2(s, ·)∥∥L∞
∫
R+
d
[
η(s, x˜)
]
(y)
)
ds
 ε
(‖c‖BCt + ‖η‖BCt)∥∥ϕ1 − ϕ2∥∥BC
and
sup
t∈[T−ε,T ]
∥∥∂x(Γ ϕ1(t) − Γ ϕ2(t))∥∥L∞
 sup
t∈[T−ε,T ]
T∫
t
∥∥∂xc(s, ·)∥∥L∞ · ∥∥ϕ1(s, ·) − ϕ2(s, ·)∥∥L∞ ds
+ sup
t∈[T−ε,T ]
T∫
t
∥∥c(s, ·)∥∥L∞ · ∥∥∂x(ϕ1(s, ·) − ϕ2(s, ·))∥∥L∞ ds
+ sup
t∈[T−ε,T ]
∣∣∣∣∣∂x
T∫
t
∫
R+
(
ϕ1(s, y˜) − ϕ2(s, y˜))d[η(t, x˜)]( y˜)ds
∣∣∣∣∣
 ε
(‖c‖BCt∥∥ϕ1 − ϕ2∥∥BC + ‖c‖BCt∥∥ϕ1 − ϕ2∥∥BC + ‖η‖BCt∥∥ϕ1 − ϕ2∥∥BC)
 2ε
(‖c‖BCt + ‖η‖BCt)∥∥ϕ1 − ϕ2∥∥BC.
Hence, we conclude that ε <min{ν3, ν4}, where
ν3 =
(‖c‖BCt + ‖η‖BCt)−1 and ν4 = (2(‖c‖BCt + ‖η‖BCt))−1.
From the Banach Fixed Point Theorem it follows that, for each ψ , there exists unique solution ϕT ,ψ
to (4.27). This solution can be extended to the whole interval [0, T ], as ε does not depend on time.
Since Θ is a C1-diffeomorphism, the regularity of solutions does not diminish after changing variables
back to the original ones (t, x).
Step 2. Avoiding the additional regularity. In Step 1 we assumed that the additional regularity b ∈
(C1∩W1,∞)([0, T ]×R+;R). Actually, we will show next that it is suﬃcient to require W1,∞ regularity.
Notice that for a linear nonautonomous case (2.14) the well posedness of expression (2.5) in Deﬁ-
nition 2.2 of a weak solution requires less regularity of a test function ϕ , that is,
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where D[1,b]ϕ(t, x) = ∂tϕ(t, x) + b(t, x)∂xϕ(t, x) is a directional derivative of ϕ along a characteristic.
Such a regularity is guaranteed, if we assume that b ∈ W1,∞([0, T ] × R+;R), what we shall show
in the following. In view of Step 1, it is suﬃcient to show that D[1,b]ϕ is a continuous function
on [0, T ] × R+ . To this end, ﬁx (to, xo) ∈ [0, T ] × R+ and chose an arbitrary sequence {(tn, xn)}n∈N
such that (tn, xn) → (to, xo). Lipschitz continuity of b implies that Θ(t,T )(x) deﬁned in (4.28) is a
homeomorphism on R+ for each T > 0 and t ∈ [0, T ]. Moreover, Θ(t,T )(x) is a continuous map in
variables t , T and x. Notice that the change of variables (4.28) yields
D[1,b]ϕ(t, x) = ∂tϕ
(
t,Θ(t,T )(x)
)
,
meaning that the directional derivative along a characteristic is transformed into the derivative with
respect to the t variable. Taking into account the argumentation given above we conclude that
D[1,b]ϕ(tn, xn) → D[1,b]ϕ(to, xo) is directly implied by
∂tϕ
(
tn,Θ(tn,to)(xn)
)→ ∂tϕ(to, xo),
what holds due to the fact that the solution ϕ to (4.7) after a change of variables (4.28) is a
C1([0, T ],BC1(R+;R)) function and regularity of Θ . 
Proof of Theorem 2.11. Let b, c, η be functions given by (2.2)–(2.3) and μo ∈ M+(R+) be an initial
measure in (1.1). Let us introduce a complete metric space BC(I; B¯ R(μo)) where I = [0, ε] with ε to
be chosen later on and B¯ R(μo) = {ν ∈ M+(R+): d(μo, ν) R}. The space BC(I; B¯ R(μo)) is equipped
with the norm given by ‖μ‖BC = supt∈[0,T ] ‖μ(t)‖(W1,∞)∗ . This space is complete since B¯ R(μo) is a
closed subset of the complete metric space M+(R+). We deﬁne the operator T on BC(I; B¯ R(μo)) as
follows
T : BC(I; B¯ R(μo))→ BC(I; B¯ R(μo)) where T (μ) = ν(b,c,η)(μ).
Here, ν(b,c,η)(μ) is the solution to (2.14) with coeﬃcients b(·,μ), c(·,μ), η(·,μ) and initial data μo .
From assumptions on coeﬃcients and the deﬁnition of norm ‖ · ‖BCα,1 (2.4) we observe
Mb = sup
t∈[0,T ],ν∈M+(R+)
∥∥b(t, ν)∥∥W1,∞ < ∞,
Mc = sup
t∈[0,T ],ν∈M+(R+)
∥∥c(t, ν)∥∥W1,∞ < ∞,
Mη = sup
t∈[0,T ],ν∈M+(R+)
∥∥η(t, ν)∥∥BCL < ∞.
For further simplicity we introduce a constant M = Mb + Mc + Mη . First, we need to prove, that the
operator T is well deﬁned, meaning that its image must be a bounded continuous function taking
values in B¯ R(μo). Continuity of ν(b,c,η)(μ) follows from iii) in Theorem 2.10. Moreover, for each t ∈
[0, ε] we have
d
(T (μ)(t),μo) ∥∥(b, c, η)∥∥BCte2‖(b,c,η)‖BCt tμo(R+)t  Me2Mεμo(R+)ε  R.
We need to assume, that ε < 1. Then, Me2Mμo(R+)ε  R , or equivalently
ε  R
[
Me2Mμo
(
R
+)]−1 =: ζ1. (4.29)
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operator with Lipschitz constant smaller than 1. Here, we use iv) in Theorem 2.10
∥∥T (μ) − T (ν)∥∥BC = sup
t∈[0,ε]
∥∥T (μ1)(t) − T (μ2)(t)∥∥(W1,∞)∗ = sup
t∈[0,ε]
d
(T (μ1)(t),T (μ2)(t))
= sup
t∈[0,ε]
d
(
ν(b,c,η)(μ1)(t), ν(b,c,η)(μ2)(t)
)
 sup
t∈[0,ε]
C∗e5(‖(b,c,η)(μ1)‖BCt+‖(b,c,η)(μ2)‖BCt )t
· ∥∥(b, c, η)(μ1) − (b, c, η)(μ2)∥∥BCtμo(R+)
 sup
t∈[0,ε]
[
e3‖(b,c,η)(μ1)‖BCtε − 1
3‖(b, c, η)(μ1)‖BCt
]
e10(Mb+Mc+Mη)εμo
(
R
+)
· (Lip(b) + Lip(c) + Lip(η)) · d(μ1(t),μ2(t))

[
e3Mε − 1
M
]
e10Mεμo
(
R
+) · (Lip(b) + Lip(c) + Lip(η))‖μ1 − μ2‖BC
where Lip(b) = supt∈[0,T ] Lip(b(t, ·)) < ∞, what holds due to assumptions on b (similarly for c and η).
Lipschitz constant of T is smaller than 1, if the following inequality holds
Lip(T ) =
[
e3Mε − 1
M
]
e10Mεμo
(
R
+)(Lip(b) + Lip(c) + Lip(η))< 1.
We need to assume, that ε < 1. Hence,
e3Mε <
[
e10Mμo
(
R
+)(Lip(b) + Lip(c) + Lip(η))/M]−1 + 1,
ε < ln
([
e10Mμo
(
R
+)(Lip(b) + Lip(c) + Lip(η))/M]−1 + 1)/3M =: ζ2.
We have just proved, that T is a contraction on a complete metric space BC(I, B¯ R(μo)), where ε =
min{1, ζ1, ζ2} > 0. From the Banach Fixed Point Theorem it follows, that there exists unique μ∗ , such
that T (μ∗) = μ∗ . Hence, existence of the unique solution to (1.1) on the time interval [0, ε] is proved.
This solution can be extended on the whole [0, T ] interval, because ζ1 and ζ2 do not depend on time.
Moreover, from iii) in Theorem 2.10, we conclude, that solution to (1.1) is Lipschitz continuous with
respect to time.
The estimates in claims i) and ii) are consequences of estimates for the linear nonautonomous case
(see Theorem 2.10). 
The following lemma rigorously formalizes the content of Remark 2.3.
Lemma 4.8. Consider Eq. (1.1) on the wholeR. If the initial datumμo is supported inR+ , then for all t ∈ [0, T ],
the corresponding solution μt to (1.1) is also a measure supported on R+ .
Proof. As a ﬁrst step we consider the linear autonomous case given by (2.6). In view of the construc-
tion of the solution via the operator splitting algorithm, it is suﬃcient to show that any value attained
by the map F ε(t)μo deﬁned in the proof of Theorem 2.8, i.e.,
F ε(t)μo =
{
Sˇ2t−2iε( Sˆε Sˇε)iμo for t ∈ [iε, (i + 1/2)ε[,
Sˆ2t−2(i+1)ε Sˇε( Sˆε Sˇε)iμo for t ∈ [(i + 1/2)ε, (i + 1)ε[
3276 J.A. Carrillo et al. / J. Differential Equations 252 (2012) 3245–3277is a measure on R+ for each t ∈ [0, T ] and μo ∈ M+(R+). Fix ε > 0 and νˇ, μˆ ∈ M+(R+). For-
mula (4.12) and the assumption b(0) > 0 imply that Sˇενˇ ∈ M+(R+). To prove that Sˆενˆ ∈ M+(R+)
we use the regularized version of (2.9), that is, Eq. (4.9) on the whole R
⎧⎪⎨
⎪⎩
∂
∂t
uε(t, x) = −c(x)uε(t, x) +
∫
R
ηε(y, x)uε(t, y)dy, (t, x) ∈ [0, T ] ×R,
uε(0, x) = uεo(x), x ∈ R,
(4.30)
where uεo = νˆ ∗ ρε . Without loss of generality, ρε can be chosen so that supp(uεo) ⊂ (−ε,+∞) and
supp(ηε(y, ·)) ⊂ (−ε,+∞). Fix x¯ ∈ (−∞,−ε]. It is straightforward that uεo(x¯) = 0 and
(
∫
R
ηε(y, x¯)uε(t, y)dy) = 0. Then, (4.30) can be considered as an ODE of the form
d
dt
uε(t) = −c(x¯)uε(t), uε(0) = uεo(x¯) = 0.
From the standard ODE theory it follows that uε(t, x¯) = 0 for all t ∈ [0, T ], meaning that if supp(uεo) ⊂
(−ε,+∞), then supp(uε(t, ·)) ⊂ (−ε,+∞) as well. The previous analysis shows that d(uεt ,μt) → 0
for ε → 0, where μt is a solution to (2.9). Therefore, we conclude that a limit μt is a measure on R+ .
Since the choice of νˇ, μˆ is arbitrary, we proved that F εt μo ∈ M+(R+)μo for all μo ∈ M+(R+).
In view of Theorem 2.8, the limit ε → 0 in F εt completes the proof in the linear autonomous case.
The linear nonautonomous case and the nonlinear case follow from the construction of solutions as
in the proofs of Theorems 2.10 and 2.11. 
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