Abstract: An integro-differential Dirac system with an integral term in the form of convolution is considered. We suppose that the convolution kernel is known a priori on a part of the interval, and recover it on the remaining part, using a part of the spectrum. We prove the uniqueness theorem, provide an algorithm for the solution of the inverse problem together with necessary and sufficient conditions for its solvability.
Introduction
In this paper, we study an inverse spectral problem for the integro-differential Dirac system By + x ∫ 0 M(x − t)y(t) dt = λy, 0 < x < π, (1.1) where λ is the spectral parameter,
) , y(x) = ( y 1 (x) y 2 (x) ) , the functions p, q are complex-valued and belong to the class L 2,π (0, π), where Inverse spectral problems consist in recovering differential operators from their spectral characteristics. Classical results on inverse spectral problems for Sturm-Liouville and Dirac differential operators can be found in the monographs [12, 16, 17, 19, 21] . In recent years, inverse problems for integro-differential operators attract much attention of mathematicians. Such operators are nonlocal and therefore more difficult to investigate than differential operators. First results on inverse problems for integro-differential operators were obtained in the works [11, 18, 30] . In the paper [4] , a new method was proposed, based on the reduction of an inverse problem for a nonlocal operator to a nonlinear integral equation, containing series of convolutions. Later on, this method has been successfully applied for solutions of inverse problems for Sturm-Liouville operators with an integral delay (see [5, 6, 8] ) and for the Dirac system in the form (1.1) (see [3] ).
We describe the results of the paper [3] in more detail. Let D = D(p, q) be the boundary value problem for system (1.1) with the boundary conditions
(1.
2)
The following inverse spectral problem has been investigated in [3] .
Inverse Problem 1. Given the spectrum of D, find p and q.
The main results of [3] can be formulated as follows. The proof of Theorem 1.1 is constructive, and gives an algorithm for the solution of Inverse Problem 1.
In this paper, we suppose that the kernel of the integral term M(x) is known a priori on the subinterval (0, a), π 2 ≤ a < π. We show that in this case only a fractional part of the spectrum is sufficient to reconstruct the matrix M(x) on the subinterval (a, π). Such problem statement is similar in some sense to the Hochstadt-Lieberman problem [14] , which consists in recovering the potential of the Sturm-Liouville operator on a finite interval from a spectrum, while the potential on the half of the interval is known a priori. The Hochstadt-Lieberman problem, also called the half-inverse problem, and its generalizations for various classes of differential operators and pencils were studied in [1, 2, 7, 10, 13, 15, 20, [22] [23] [24] [25] [26] [27] [28] [29] . However, the paper [9] is the only one we know on a half-inverse problem for an integro-differential operator, where the Sturm-Liouville operator with an integral delay in the form of convolution is recovered from a half of the spectrum and the convolution kernel is given a priori on the half of the interval.
The paper is organized as follows: In Section 2, we provide the system of the main equations for Inverse Problem 1, derived in [3] , and show the benefits of the knowledge of the functions p and q on a subinterval. In Section 3, the partial inverse problem is formulated, which consists in recovering the functions p and q on the remaining part of the interval from an abstract subset of the spectrum {λ k } k∈I , I ⊂ ℤ. We prove the uniqueness theorem in terms of completeness of some system of vector functions, associated with the given subspectrum. We also provide a constructive algorithm for the solution of the partial inverse problem. In Section 4, we consider the case a = π − π m , m ∈ ℕ, m ≥ 2, I = {sm : s ∈ ℤ}. In this case, the partial inverse problem is uniquely solvable. Using the results of Section 3, we obtain the necessary and sufficient conditions for the solvability of the inverse problem in this special case.
Main equations
In this section, we modify the system of the main equations from the paper [3] , assuming that the functions p and q are known on the subinterval (0, a).
Let us introduce the following notations for the convolutions:
where δ is the Dirac delta function:
In the paper [3] , Inverse Problem 1 was reduced to the following system of nonlinear integral equations with respect to the functions p and q:
Here a nj and b nj are certain coefficients, satisfying the estimates
and the functions w 1 , w 2 can be found from the following representation of the characteristic function ∆(λ), whose zeros coincide with the eigenvalues of D:
Suppose that the matrix-function M(x) is known on the interval (0, a). Introduce the functions
3)
One can easily show that
so system (2.1) takes the form
where 
For arbitrary functions f, g ∈ L 2 (0, π), their convolution f * g also belongs to L 2 (0, π), and
where ‖ ⋅ ‖ is the norm in L 2 (0, π). Consequently, the series A 1 and B 1 converge in L 2 (0, π), and the functions A nk and B nk satisfy the estimate
For t ∈ (0, a), system (2.4) takes the form
Thus, knowing the functions p, q ∈ L 2 (0, a), we can find
For t ∈ (a, π), we have system (2.4) with respect to the functions p 2 and q 2 .
Lemma 2.1. Consider arbitrary functions w
, which satisfy estimate (2.9). Then system (2.4) has a unique solution
Proof. Set
Then system (2.4) for t ∈ (a, π) can be rewritten in the form
H(t, s)y(s) ds = μ(t). (2.11)
According to the conditions of the theorem, μ ∈ L 2 (a, π) ⊕ L 2 (a, π) and the entries of the matrix function , π) ). Thus, the Volterra integral equation (2.11) of the second kind has a unique solution y ∈ L 2 (a, π) ⊕ L 2 (a, π).
Abstract partial inverse problem
Let I be a subset of ℤ. In this section, we study the following partial inverse problem.
Inverse Problem 2.
Given the functions p, q on the interval (0, a) and a subset of the spectrum {λ k } k∈I , construct p and q on the interval (a, π).
Of course, the uniqueness of the solution and the possibility of the constructive solution of Inverse Problem 2 depend on a and a subset I. Note that the subset {λ k } k∈I can contain multiple eigenvalues. Denote by {λ k } k∈J the subset of all the distinct eigenvalues among {λ k } k∈I , and let M := {m k } k∈J be the corresponding multiplicities, m k ≥ 1. The analysis in the previous section shows that we need to know w 1 and w 2 on the interval (0, b) in order to find p 2 and q 2 . Introduce the function
It follows from (3.1) and (3.2) that
Consider the complex Hilbert space
In view of (3.4), the functions w 1 and w 2 on (0, b) are uniquely specified by the values of
if the system of vector functions
is complete in H. The values
. Along with D, we consider another boundary value problemD = D(p,q ) of the same form, but with different coefficients. We agree that if a certain symbol γ denotes an object related to D, the corresponding symbolγ denotes an analogous object related toD. Now we are ready to formulate a uniqueness theorem for Inverse Problem 2.
Theorem 3.1. Let p(x) =p (x) and q(x) =q (x) a.e. on (0, a), and let the eigenvalues {λ k } k∈ℤ and {λ k } k∈ℤ be numbered in such a way that the asymptotic formula (1.3) holds for both sequences, and λ k =λ k for k ∈ I, where the subset I is such that the system S I is complete in H. Then p(x) =p (x) and q(x) =q (x) a.e. on (a, π).
and B nk (t) =B nk (t) for n ≥ 2, k = 1, 2 and t ∈ [0, π). Relations (2.10) yield w 1 (x) =w 1 (x) and w 2 (x) =w 2 (x) a.e. on (b, π). By virtue of (3.3) and equality λ k =λ k , k ∈ I, we have
Since the system S I is complete in H, we obtain w 1 (t) =w 1 (t) and w 2 (t) =w 2 (t) a.e. on (0, b). Applying Lemma 2.1, we arrive at the assertion of the theorem.
If the system S I is a Riesz basis in H, one can solve Inverse Problem 2 by the following algorithm. (ii) Find w 1 (t) and w 2 (t) for t ∈ (b, π) by formulas (2.10).
(iv) Construct the system of vector functions S I , and determine the functions w 1 (t) and w 2 (t) from the coordinates for x ∈ (a, π).
Specific partial inverse problem
The formulation of the results in the previous section contain abstract conditions of the completeness or the Riesz-basicity of the system S I . In this section, we show that these conditions hold for some certain subsets I with a certain a. Proof. According to the asymptotic relation (4.1), the system S I is l 2 -close to the system
which is an orthogonal basis in H. Thus, it remains to prove that S I is complete in H.
This means that the entire function
has zeros λ k with the multiplicities m k for k ∈ J.
On the other hand, in view of (4.1) and Theorem 1.1, the sequence {λ sm } s∈ℤ is the spectrum of some boundary value problem D of the form (1.1)-(1.2) on the interval (0, π m ) instead of (0, π). Its characteristic function admits the following representation (see (2.2)):
Clearly, the function Proof. Since the system S I , constructed from the given {λ k } k∈I , is a Riesz basis by Lemma 4.1, one can construct the functions p, q ∈ L 2,π (a, π) using Algorithm 3.2. By construction, {λ k } k∈I are eigenvalues of the problem D = D(p, q) . The uniqueness of D follows from Theorem 3.1.
For m = 2, we get a half inverse problem when the functions p and q are known a priori on the interval (0, π 2 ) and can be recovered on ( π 2 , π) by the half of the spectrum {λ 2k } k∈ℤ .
Funding: This work was supported by Grant 17-11-01193 of the Russian Science Foundation.
