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Prediction of Wheat Production Using Artificial Neural 
Networks and Investigating Indirect Factors Affecting It:  
Case Study in Canterbury Province, New Zealand 
M. Safa1*, S. Samarasinghe2, and M. Nejat3  
ABSTRACT 
An artificial neural network (ANN) approach was used to model the wheat production. 
From an extensive data collection involving 40 farms in Canterbury, New Zealand, the 
average wheat production was estimated at 9.9 t ha-1. The final ANN model developed was 
capable of predicting wheat production under different conditions and farming systems 
using direct and indirect technical factors. After examining more than 140 different 
factors, 6 factors were selected as influential input into the model. The final ANN model 
can predict wheat production based on farm conditions (wheat area and irrigation 
frequency), machinery condition (tractor hp ha-1 and number of passes of sprayer) and 
farm inputs (N and fungicides consumption) in Canterbury with an error margin of ±9% 
(±0.89 t ha-1). 
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INTRODUCTION 
Wheat provides nearly 55% of the 
carbohydrate and 20% of the calories 
consumed (Breiman and Graur, 1995). Also, 
more than 40% of the world’s grain is fed to 
livestock (Pimentel and Pimentel, 2008). 
Wheat is cultivated under a wide range of 
climatic conditions and it is consumed more 
than any other cereal grain (Singh et al., 
2007). Global production of bread wheat, in 
2010, was 651 million tons (Mt), with an 
average yield of 3.0 t ha-1 (FAO, 2012). The 
world’s major bread wheat producing areas 
are in northern China, northern India, 
northern USA and the adjoining areas in 
Canada, and in Europe, Russia, Latin 
America, and Africa (Kole, 2006). Wheat 
covers around 25% of the total global area 
devoted to cereal crops (Singh et al., 2007). 
It is the staple food of nearly 35% of the 
world’s population. Recent statistics show 
that the demand for wheat grows faster than 
for any other major crops. In the last few 
decades, the development of new seed 
varieties has increased the yield. However, 
in many areas, because of the use of old 
growing systems, yields have stayed at less 
than desired levels (Rosegrant et al., 1995; 
Ozkan et al., 2004).  
The forecasted global demand for wheat, 
in 2020, varied between 840 and 1,050 Mt 
(Rosegrant et al., 1995; Kronstad, 1998). To 
achieve this target, global production will 
need to increase by 1.6 to 2.6% annually 
from the present production. Increases in 
realized grain yield have provided about 
90% of the growth in cereal production since 
1950 (Mitchell et al., 1997). For wheat, the 
global average grain yield must increase 
from the current 3 to 3.8 t ha-1.  
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Several models and algorithms have been 
developed to predict yield of agricultural 
productions. Many authors have found linear 
correlation of yield with soil properties and 
environmental conditions (Sudduth et al., 
1997; Khakural et al., 1999; Gemtos et al., 
2005). Many other studies have used linear 
methods especially multiple linear 
regressions to predict yields using soil 
properties (Sudduth et al., 1997; Khakural et 
al., 1999; Wendroth et al., 1999). However, 
using nonlinear methods mainly artificial 
neural networks (ANNs) and fuzzy logics 
for yield prediction have become more 
common in recent studies (Salehi et al., 
1998; Kominakis et al., 2002; Kaul et al., 
2005; Sharma et al., 2007; Papageorgiou et 
al., 2011; Papageorgiou et al., 2013).  
In some of these studies, the effects of 
different factors, mainly soil properties and 
farm inputs, were investigated on test plots 
(Uno et al., 2005; Niska et al., 2010) or 
information were collected from real farm 
conditions by survey. Most studies show 
nonlinear statistical methods can predict 
yield better than multiple linear regression 
models; however, Uno et al. (2005) couldn’t 
find clear difference between the two 
methods. 
Several uncontrolled factors influence 
agricultural production; therefore, even 
complex and mathematical models cannot 
give the accurate results (Papageorgiou et 
al., 2011; Safa and Samarasinghe, 2011). 
Several ANNs were employed for setting 
target yields. Schultz et al. (2000) show the 
advantages of applying ANNs in agricultural 
studies. ANNs has been used to predict the 
yield of different agricultural production, for 
example, it was used to predict yield of corn 
(Uno et al., 2005), wheat (Alvarez, 2009; 
Faramarzi et al., 2010; Özdoğan, 2011), 
maize (Folberth et al., 2012) ,soybean 
(Soares et al., 2013), banana (Soares et al., 
2013) and milk production (Kominakis et 
al., 2002; Sharma et al., 2007). All available 
studies on arable production have 
concentrated on specific direct technical 
variables mainly soil properties and soil 
moisture and no article were fund to develop 
a model to predict crop yield based on a 
wide range of direct and indirect variables. 
Several studies have used NN models for 
classification, prediction, and problem 
solving. NNs have been applied by 
researchers in a wide range of application 
areas, such as mathematics, engineering, 
medicine, economics, environment, and 
agriculture (Sözen, 2009). Many of 
researchers have applied neural networks in 
the modelling of various scenarios to solve 
different problems, in which no explicit 
formulations were available (Fang et al., 
2000). The main advantage of neural 
networks is that they are able to use prior 
information (historical underlying process 
data) to develop an accurate representation 
of the process or relationship of interest.  
The benefits of using NN models are the 
simplicity of application and robustness in 
results. NN models have developed into a 
powerful approach that can approximate any 
nonlinear input-output mapping function to 
any degree of accuracy in an iterative 
manner. NN models have many attractive 
properties for modelling complex production 
systems, and some of these are: universal 
function approximation capability, 
resistance to noisy or missing data, 
accommodation of multiple non-linear 
variables with unknown interactions and 
good generalization ability (Hagan et al., 
2002). 
In most studies, a feed-forward Multi-
Layered Perception (MLP) paradigm 
consisting of one or more inputs, hidden 
layers, and output layer trained by back 
propagation (BP) is used. Due to its 
documented ability to model any function, 
MLP trained with BP is selected to develop 
apparatus, processes, and product prediction 
models (Hornik et al., 1989; Heinzow and 
Tol 2003; Jebaraj and Iniyan, 2006). In the 
processing of inputs by the network, each 
neuron in the first layer (hidden layer) 
processes the weighted inputs through a 
transfer function to produce its output. The 
transfer functions may be a linear or a 
nonlinear function. There are several 
transfer functions, such as Logistic, 
 Modelling Wheat Production Using ANN ________________________________________  
793 
Hyperbolic-tangent, Gussian, and Sine. The 
output depends on the particular transfer 
function used. This output is then sent to the 
neurons in the next layer through weighted 
corrections and these neurons complete their 
outputs by processing the sum of weighted 
inputs through their transfer functions. 
When this layer is the output layer, neuron 
output is the predicted output.  
Several methods of error estimation have 
been proposed. The mean square error 
(MSE) over all training patterns [(Equation 
(1)] is the most commonly used error 
indicator. MSE is very useful to compare 
different models; it shows the networks 
ability to predict the correct output. The 








MSE −= ∑  (1) Where, ti and zi 
are the actual and the predicted output for 
the ith training pattern, and N is the total 
number of training patterns (Samarasinghe, 
2007). Root mean square error (RMSE) is 
another error estimation, which shows the 
error in the units of actual and predicted 
data. 
It is better to solve any problem with the 
minimum number of variables. When the 
number of variables is notably high, 
especially when there are limited number of 
samples, data reduction is useful. Also, 
when some input variables correlate with 
one another, another problem that is called 
multicollinearity, will appear. Correlation 
between inputs reduces the chance of having 
a unique solution (Samarasinghe, 2007). The 
best common method for data reduction and 
removal of multicollinearity is principal 
component analysis (PCA). PCA is a useful 
method to select the most important 
uncorrelated variables. PCA uses the mean 
and variance of each input variable and the 
covariance between variables to create a 
covariance matrix (COV) (Samarasinghe, 
2007) and transforms the COV to obtain 
independent components that are linear 
summations of the original inputs. The 
results allow to either pick individual 
original variables that are uncorrelated or 
use independent components that are 
independent as inputs to the model. 
MATERIALS AND METHODS 
This study was conducted over 35,300 
hectares of irrigated and dry land wheat 
fields in Canterbury, New Zealand, which 
represents around 90% of the wheat area 
and wheat production in New Zealand 
(Statistics New Zealand, 2010). 
Canterbury is the largest region in New 
Zealand, with an area of 45,346 km2 
(Statistics New Zealand, 1999). There is a 
wide range of landscapes in Canterbury 
from sweeping coastlines and dry plains to 
rugged bush-covered mountain ranges. 
Canterbury soil comprises yellow-grey 
earths, and their associated stony soils, 
over a very thick layer of gravel covered 
by fine materials of variable thickness. 
These soils were appropriate for intensive 
cropping of cereals and fodder crops and 
high-density sheep grazing. The maximum 
daily average temperature in summer is 
between 20 and 23˚C. Furthermore, the 
average annual rainfall in most areas is 
between 650-700 millimeters; however, 
the high mountains receive over 4,000 
millimeters of rain annually (Statistics 
New Zealand, 1999, 2004). 
In this study, a wide range of factors, 
around 140, including farmers’ social 
status, age of tractors and equipment, 
power of tractors, number and size of 
paddocks were studied. Moreover, these 
indirect factors and wheat production were 
examined to design the model to predict 
wheat production.  
For use in the ANN model, it was 
necessary to select a limited number of 
relevant and influential variables without 
any bias; therefore, all information was 
investigated carefully. There were around 
140 original variables, each of which 
could be a potential input in the final 
model. The collected data indicated that 
some inputs can be dropped; for example, 
39 farms were managed by owners; 
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therefore, farm ownership was eliminated 
from the process, or some of the 
operations were not commonly used; 
consequently, those machines or 
operations were eliminated from the 
analysis as well. Finally 63 columns of 
inputs and outputs were selected and saved 
in another spreadsheet. This information 
was used to draw the graphs and carry out 
statistical analysis using MS Excel and 
SPSS software, respectively. 
 A strong feature of this study was in 
selecting a few of the best variables from 
several inputs. In this study, for variable 
reduction, correlation and principal 
component analysis (PCA) were used. 
Initially, variables were selected on the 
basis of no significant correlation between 
them but high relationship to energy 
consumption. Out of the variables that had 
significant correlations to each other and 
to energy consumption, the one with the 
strongest correlation with energy 
consumption was selected and the other 
was removed. The selected variables were 
further reduced by using PCA to select the 
final most relevant set of variables. 
Specifically, the PCs were carefully 
studied to select the uncorrelated inputs 
based on their coefficients in each PC.  
Finding appropriate variables is the first 
step of model creation. After processing 
original data and input reduction, six 
variables were selected: wheat area (ha), 
total tractor horsepower per hectare (hp ha-
1), nitrogen consumption (kg), fungicide 
consumption (kg), irrigation frequency, 
and number of passes of sprayer. These 
variables were not correlated and they 
were selected by using Principal 
Component Analysis (PCA).  
 NNs can be successfully trained to 
describe the influence of direct and 
indirect factors on wheat production. The 
sample size used in this study was 40 
farms. Initially, a sample of 30 farms was 
randomly selected for training, and the 
remaining sample of 10 farms was used 
for validation.  
After several trials by using Peltarion 
Synapse software, a modular neural 
network with two hidden layers was 
selected. In the modular network structure, 
the model is characterized by a series of 
independent neural networks after the 
input layer, which operates on the inputs 
to achieve some subtasks of the task the 
network expects to perform. These 
subtasks are trained separately with 
different examples from the sample and 
their outputs are summed in the output 
layer. The structure of the model prepares 
the network to use simultaneously 
different model functions for the data. 
The Quick Prop was used as the learning 
method; because, it was fast in reducing 
the error and finding the best model. 
Quick Prop implicitly uses the second 
derivative of error to adjust weights. In 
each iteration of Quick Prop, the update 



































Where, ∆wm is the current weight 
increment, dm is the average derivative of 
the error with respect to the weight for the 
current epoch m; and ∂E/∂wm is the current 
error gradient for a particular input vector 
(Samarasinghe, 2007).  
Preliminary trials indicated that two 
hidden layer networks gave better results 
than one hidden layer network. Different 
functions were tested and in the final 
model, hyperbolic tangent (tanh) function 
was selected for the first hidden layer and 
logistic function was applied for the 
second hidden layer.  
It is important to note that various 
combinations of number of layers and 
number of neurons, and different 
functions, structures, and learning methods 
were examined to find the best model with 
minimum iteration. Number of neurons 
was optimized by using a genetic 
algorithm programme. 
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Table  1. Statistics of wheat production (t ha-1). 
 Mean Max Min SD 95% confidence interval Lower Upper 
t ha-1 9.9 15 6 1.94 9.29 10.53 
 
RESULTS AND DISCUSSION 
Wheat Production and Its Correlation 
with other Factors 
To develop a practical model, simple 
statistical analysis of yield and more 
understanding of link between yield and 
other parameters is necessary. Yield was one 
of the simplest parameters for comparing 
farms and farmers. For many farmers, 
quantity of yield was more important than 
quality and environmental impacts. They 
tried to produce more crops by improving 
techniques and machinery as well as 
increasing farm inputs. In this study, 
maximum and minimum yield ranged 
between 6 and 15 tons per hectare, and 
average yield was estimated around 9.9 t ha-1 
(Table 1). Average yield in this study was 
1.4 t ha-1 more than the national average 
yield, in 2007 (Statistics New Zealand, 
2008).  
The study showed that yield (t ha-1) on 
larger farms was less than on smaller farms 
and it was negatively correlated with the size 
of farm at r= -0.36 (Figure 1). Nevertheless, 
there was no significant correlation between 
yield and either the size of wheat area or 
crop area.  
A positive correlation between the wheat 
area (ha)/total farm (ha) and crop area (ha) 
/total farm (ha) indices and yield was found 
and the relationship for wheat of r= 0.53 is 
shown in Figure 2. It was clear that in mixed 
farms, which produced crop and dairy 
together, the proportion of wheat area was 
less than in arable farms. This association 
confirmed that farmers focused on the more 
beneficial aspects of their farms. Therefore, 
the proportion of wheat area to the total farm 
would be more important than the size of 
wheat area in farm yield analysis. This may 
be due to different reasons; for example, 
usually farmers produced crops they have 
more knowledge about and experience with. 
In other words, when farmers had 
experience on wheat (crop) production, the 
proportion of wheat areas on their farms 
increased. This would be correct even for 
arable farms; where farmers produced only 
crops, the yield and proportion of area 
dedicated to particular crops the farmers had 
experience with were higher than those for 
other crops. This will be an interesting 
subject for research in future studies.  
There was a negative correlation between 
the yield and numbers of sheep and cows at 
r= -0.41 and r= -0.38, respectively. These 
results indicated that the size of the farm and 
the proportion of crop area was a key factor 
to increase the yield in wheat production, 
and farmers who kept more livestock usually 
had lower wheat yields than farmers who 
concentrated on crop production.  
As shown in Figure 3, there was a positive 
significant relationship between yield and 
tractor power (hp ha-1) index, with r= 0.48. 
This indicated that as the power of tractors 
(mechanization) per hectare increased, the 
yield also increased, which explained why 
farmers have preferred to buy more 
powerful tractors and combines; however, 
the connection between the two factors 
should be investigated carefully. 
The results of this study confirmed the 
farmer’s opinion of the role of nitrogen in 
crop production. They believed that nitrogen 
(urea) was one of the most important factors 
to increase yield, revealed through the 
positive significant correlation between 
yield and nitrogen (r= 0.43), as shown in 
Figure 4. It can be concluded that any plan 
to reduce nitrogen consumption, in current 
circumstances, would reduce wheat and 
other agricultural production. 
























































































Figure 1. Correlation between a) total farm area and yield, b) proportion of wheat area and yield, c) yield (tonnes /ha) and tractor hp/ha, d) yield (tonnes /ha) and N 
consumption, e) yield (tonnes /ha) and fungicide consumption.          Continued… 
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Figure1-e. Correlation between yield (tonnes /ha) and fungicide consumption. 
 
consumption was significantly correlated 
with yield (r= 0.59). Maybe, and just maybe, 
fungi reduced yield more than other pests or 
they were more active on the farms with 
higher yield than on other farms. It was 
noticeable that fungicide consumption in 
wheat production was extremely low and its 
effect on yield must be taken into 
consideration. 
The Model Results 
Multiple Linear Regression Model 
To predict wheat production, multiple 
linear regression and NN methodologies 
were developed. The multiple Linear 
Regression model has been extensively used 
in agricultural experiments evaluations, with 
positive expected linear effects and negative 
quadratic effects (Colwell, 1994). A simple 
model with the highest r2 is designed 
through a combination of forward, 
backward, and stepwise regression 
adjustments. Terms are maintained in the 
final model if they are significant at P= 0.05 
(Alvarez, 2009). In the first step, the 
relationship between wheat production and 
each input variable was tested with simple 
linear regression using the r2 as the decision 
criterion. Then, a multiple Linear Regression 
model was developed for predicting wheat 
production as follows: 
Y=a0+a1V1+a2V2+ . . . +anVn+ є  (3) 
Where, a0-an are the regression 
coefficients, V0-Vn are the independent 
variables, and є is error.  
The model was in linear form to represent 
linear relationships of dependent variable 
with the independent variable. For better 
comparison with NN model, 25% of samples 
were randomly selected for validation and 
75% of samples were used for training. 
After running the model, predictions on 
validation data were estimated. A multiple 
Linear Regression model was fitted to wheat 
production data and accounted for around 
81% of the variance in validation 
data. Figures 6 and 7 compare the predicted 
wheat production for training and validation 
data, respectively. The figures show that the 
correlations between actual wheat 
production and predicted yield for training 





Figure 6. Relationships between observed and predicted wheat production a) training, b) validation, 
using multiple linear regression model. 
 
 
Figure 8. Structure of modular network and number of neurons in each layer. 
 
and validation are similar. The final RMSE 
for validation data was 0.56 t ha-1. 
Neural Network Model  
As stated previously, after testing different 
learning algorithms, neuron activation 
functions, and network structures, a modular 
network with two hidden layers were 
developed as shown in Figure 8. In the final 
model, Quick Prop learning method 
provided better performance than the other 
gradient decent methods and a linear 
function was selected for input layer. The 
hyperbolic tangent (tanh) function was 
selected for the first part of hidden layer and 
logistic function was applied for the second 
part of hidden layer and output layer. The 
number of neurons in each layer was 
optimized using a genetic algorithm 
optimizer.  
As shown in Figure 8, after input layer, the 
modular network is separated into two parts. 
The number of neurons in the first and 
second layers of the top part was optimized 
using a genetic algorithm optimizer that 
indicated 18 and 15 neurons for the first and 
second hidden layers, respectively. But, in 
the second part, the number of neurons was 




Figure 9. Relationships between observed and predicted wheat production a) training b) validation,  using 
artificial the neural networks model. 
 
Figure 11. Predicted, observed, and the 95% confidence interval, for the wheat production based on the 
artificial neural networks model (training data). 
 
optimized to be 18 and 5 for the first and 
second hidden layers, respectively. The 
results are combined at the output layer to 
produce the final output, the wheat 
production.  
The NN model achieved the best results 
after 5,473 iteration, with scaled MSE= 7.2 
E-3 (inputs and outputs were scaled between 
-1 and +1 for the neural networks model). 
The actual RMSE of the final NN model was 
estimated to be 0.37 t ha-1 on validation data. 
It was the lowest RMSE among several NN 
models examined in this study. Furthermore, 
RMSE of NN model on validation data was 
lower than that of the linear regression 
model. As shown in Figures 9 and 10, wheat 
production estimated by the NN accounted 
for 96 and 91% of the actual variability in 
yield in training and validation data, 
respectively. Correlation between observed 
and predicted wheat production is very high 
with R2= 0.92 and r= 0.95 (training) and as 
the figures shows, it is higher than that of 
the multiple Linear Regression model. 
Results also showed that the correlation 
between actual and predicted wheat 
production in NN model (R2= 0.91 and r= 
0.95) was much higher than that of Linear 
Regression model for validation data as 
well.  
As shown in Figures 11 and 12, the final 
model predicted wheat production with an 
error margin of around ±0.70 t ha-1 (training 
data) and ±0.89 t ha-1 (validation data); and 
considering the uncertainties involved, this 
level of error is remarkable. In agricultural 
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Figure 12. Predicted, observed, and the 95% confidence interval, for the wheat production based on 
the artificial neural networks model (validation data). 
 
Table 2. MSE and RMSE for training and validation of the multiple linear regression and ANN models. 
 Linear ANN 
 Training Validation Training Validation 
MSE 0.52 0.31 0.16 0.14 
RMSE 0.72 0.56 0.40 0.38 
 
 
production, there are several uncontrolled 
factors which could influence yield; 
therefore, the result of this study is very 
interesting and the final model can predict 
wheat production with acceptably small 
error.  
The NN model can estimate wheat 
production and compare yield on farms 
easily. Farmers can use the model to explore 
the factors that have more potential to 
increase wheat production on their farms. 
Additionally, decision makers and scientists 
can estimate yield in different regions of 
Canterbury and they can evaluate the effects 
of different factors on wheat production. 
Comparison between ANN model and 
multiple linear regression models showed 
that the correlation between the actual and 
predicted energy consumption for the ANN 
model was much higher than that for the 
linear regression model for both training and 
validation data; furthermore, RMSE of the 
ANN model on validation data was much 
lower than that of the linear regression 
model (Table 2).  
CONCLUSIONS 
This study was the first time an ANN 
model was designed to predict agricultural 
production using direct factors as well as 
indirect factors, and it showed the potential 
of using indirect factors to predict 
agricultural production. The final neural 
network model, using a carefully selected set 
of six inputs from more than 140 different 
factors, can predict wheat production based 
on wheat area, irrigation frequency, 
machinery condition (tractor hp ha-1 and 
number of passes of sprayer), and farm 
inputs (N and fungicides consumption) in 
Canterbury arable farms with an error 
margin of ±9% (± 0.89 t ha-1).  
The results of this study showed the ability 
of ANN models to predict wheat production 
using heterogeneous data better than using a 
multiple regression model (as a common 
model used in agricultural studies), as shown 
in Table 2. Using dissimilar variables, such 
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as farm conditions and social factors would 
improve the ability of decision makers to 
look at the problem from different 
perspectives.  
This study showed the ability of an ANN 
models to predict wheat production of farm 
inputs using indirect parameters. Improving 
the model to predict the yield of all farm 
products can provide more practical results 
for decision makers. It was clear that 
changing some of the effective variables in 
the short term was not possible; however, 
the model can help scientists and decision 
makers to find the best direction to increase 
farm production in the future.  
Increasing the number of samples and 
testing more variables for at least five years 
can help design a model to predict the trend 
of agricultural production under different 
conditions. The results in this study may be 
considered as a first step in developing 
methods suitable for predicting wheat 
production for the whole Canterbury region 
by using social, technical, and geographical 
factors together. The method can be applied 
to other cropping areas of the world and to 
different crops.  
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ﺗﻮﻟﻴﺪ ﮔﻨﺪم ﺑﺎ اﺳﺘﻔﺎده از ﺷﺒﻜﻪ ﻫﺎي ﻋﺼﺒﻲ و  ﻣﻄﺎﻟﻌﻪ ﻓﺎﻛﺘﻮرﻫﺎي ﻏﻴﺮ   ﺑﻴﻨﻲﭘﻴﺶ 
 ﻟﻌﻪ ﻣﻮردي در اﺳﺘﺎن ﻛﺎﻧﺘﺮﺑﺮي ﻧﻴﻮزﻟﻨﺪ: ﻣﻄﺎﻣﺴﺘﻘﻴﻢ
 م. ﺻﻔﺎ، س. ﺳﺎﻣﺎراﺳﻴﻨﮓ، م. ﻧﺠﺎت
  ﭼﻜﻴﺪه
( ﺑﺮاي ﺗﻮﻟﻴﺪ ﻧﻮﻋﻲ از ﮔﻨﺪم ﻣﻮرد اﺳﺘﻔﺎده ﻗﺮار ﮔﺮﻓﺖ ﻛﻪ از NNAﻳﻚ روش ﺷﺒﻜﻪ ﻣﺼﻨﻮﻋﻲ ﻋﺼﺒﻲ )
 9.9آوري ﺷﺪه اﺳﺖ. ﻣﻴﺎﻧﮕﻴﻦ ﺗﻮﻟﻴﺪ ﮔﻨﺪم ﻧﻴﻮزﻳﻠﻨﺪ ﮔﺮد ،ﻣﺰرﻋﻪ در ﻛﻨﺘﺮﺑﺮي 04ﺑﻴﻦ داده ﻫﺎﻳﻲ وﺳﻴﻊ از 
( ﻗﺎدر ﺑﻪ ﭘﻴﺶ ﺑﻴﻨﻲ ﺗﻮﻟﻴﺪ ﮔﻨﺪم ﺗﺤﺖ ﺷﺮاﻳﻂ NNAﺗﻦ ﺑﺮ ﻫﻜﺘﺎر ﺑﺮآورد ﺷﺪه اﺳﺖ. ﻣﺪل ﻧﻬﺎﻳﻲ ﺗﻮﺳﻌﻪ )
ﻣﺨﺘﻠﻒ و ﺳﻴﺴﺘﻢ ﻫﺎي ﻛﺸﺎورزي ﺑﺎ اﺳﺘﻔﺎده از ﻋﻮاﻣﻞ ﻣﺴﺘﻘﻴﻢ و ﻏﻴﺮ ﻣﺴﺘﻘﻴﻢ اﺳﺖ. ﭘﺲ از ﺑﺮرﺳﻲ ﺑﻴﺶ از 
در داده ﻫﺎ اﻧﺘﺨﺎب ﺷﺪ. ﻣﺪل ﻧﻬﺎﻳﻲ )  ﮔﺬارﻋﺎﻣﻞ ﺑﻪ ﻋﻨﻮان ﻋﻮاﻣﻞ اﺻﻠﻲ و ﺗﺎﺛﻴﺮ  6ﻋﺎﻣﻞ ﻣﺨﺘﻠﻒ  041
ﺑﺮ اﺳﺎس اﻳﻦ  (ﺗﻦ ﺑﺮ ﻫﻜﺘﺎر 98.0 ±) %9±ي ﺑﺎ ﺧﻄﺎي ﻣﺠﺎز ( ﭘﻴﺶ ﺑﻴﻨﻲ ﺗﻮﻟﻴﺪ ﮔﻨﺪم را در ﻛﻨﺘﺮﺑﺮNNA
وﺿﻌﻴﺖ ﻣﺎﺷﻴﻦ آﻻت )ﻣﻴﺰان اﺳﺐ ﺑﺨﺎر  ،ﻣﻮارد اﻧﺠﺎم داد: ﺷﺮاﻳﻂ ﻣﺰرﻋﻪ )ﻣﻨﻄﻘﻪ ﻛﺎﺷﺖ و ﺗﻌﺪاد آﺑﻴﺎري( 
 .ﺗﺮاﻛﺘﻮر ﺑﺮ ﻫﻜﺘﺎر و ﺗﻌﺪاد ﮔﺬر ( و ﻧﻬﺎده ﻫﺎي ﻣﺰرﻋﻪ ) ﻣﻴﺰان اﺳﺘﻔﺎده از ﻛﻮد ﻧﻴﺘﺮوژن و ﻗﺎرچ ﻛﺸﻬﺎ(
