INTRODUCTION
presented a test of normality based on a statistic W consisting essentially of the ratio of the square of the best, or approximately best, linear unbiased estimator of the population standard deviation to the sample variance. They supplied weights for the ordered sample observations needed in computing the numerator of Wand also percentile points of the null distribution of W for samples of size 3 to 50. Subsequent investigation (Shapiro, Wilk & Chen, 1968) revealed that this test has surprisingly good power properties. It is an omnibus test, that is, it is appropriate for detecting deviations from normality due either to skewness or kurtosis, which appears to be superior to 'distance' tests, e.g. the chi-squared and Kolmogorov-Smirnov tests. It also usually dominates such standard tests as Jbl, third standardized sample moment; b,, fourth standardized sample moment; and u, ratio of the sample range to the sample standard deviation.
Shapiro and Wilk did not extend their test beyond samples of size 50. A number of reasons indicate that it is best not to make such an extension. First, there is the problem of the appropriate weights for the ordered observations for the numerator of W. Each sample size requires a new set. The proliferation of tables is obvious and undesirable. However, even if the appropriate weights were computed from the expected values of the ordered observations from the standardized normal distribution (Harter, 1961) , there would still be the uninviting problem of finding the appropriate null distribution of W. Because W's moments beyond the first are unknown, Cornish-Fisher expansions or similar techniques are not applicable. Further, the extension of the normal approximation for W based on Johnson's bounded curves (Shapiro & Wilk, 1968) when the sample is greater than 50 would require an extrapolation and the procedure for implementing it is not available. Simulation runs seem to be the only available way to obtain the null distribution.
We present a new test of normality applicable for samples of size 50 or larger which possesses the desirable omnibus property. It requires no tables of weights and for samples of size 50 or more its null distribution can be approximated by Cornish-Fisher expansions, using moments up to the fourth. The test is based on a statistic D which is up to a constant the ratio of Downton's (1966) linear unbiased estimator of the normal distribution standard deviation to the sample standard deviation.
The test statisticD, the mechanics of performing the test and probability points generated by Cornish-Fisher expansions are in $2.In $ 3there are results of a simulation check on the Cornish-Fisher expansions for the null distribution of D. For the usual levels of significance these simulations indicate that the expansionsadequately approximate the null distribution for samples of size 50 or more. Simulation results of powers for various alternative distributions, at the 10% level of significance with samples of size 50, appear in $4. These show that the test based on D is omnibus and that its power properties compare favourably with other tests of normality such as W, Jbl, b, and u. In $ 5the computation of the moments of D and the details involved with the Cornish-Fisher expansions for the null distribution of D are discussed.
DESCRIPTION OF THE TEST AND TABLES
Let XI, ...,X, represent a random sample of size n and let XI,, < ... < X,,, represent the ordered observations derived from it. The statistic D is where X being the sample mean. Downton's (1966) original unbiased estimator of the normal distribution standard deviation is 2JrrT/{n(n -1)). Thus, up to a constant, D is equal to the ratio of Downton's estimator to the sample standard deviation.
If the sample is drawn from a normal distribution the expected value of D and its asymptotic standard deviation are, respectively, or approximately (24n)-l= 0.28209479, and
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Details are given in 5 5. An approximate standardized variable, possessing asymptotically mean zero and variance unity, is
If the sample is drawn from a nonnormal distribution the expected value of Y tends to differ from zero. The direction of the difference depends on the alternative distribution. Simulation suggests that if the alternative distribution has greater than normal kurtosis, then Y tends to be on the average less than zero, while if the kurtosis is less than normality then Y tends to be greater than zero. The important point is that deviations from normality are reflected both in values of Y greater than or less than its normal distribution mean. To guard against all possibilities a two-sided test needs to be employed. The mechanics of performing the test are simple. Draw a random sample of size n (n >, 50). Order the observations and compute D either by (2.1) or by the equivalent formula where T is given by (2.2). As can be seen from (2.5) the range of D is small. Numerical accuracy of about 5 decimal places should be aimed a t in calculating it. Next transform D to its standardized Y value by use of (2.6). Table 1gives the critical values for a range of significance levels; e.g. if n = 100 and the test level is 0.10 the critical values are -2.075 and 1.137.
I n 5 5 we show that the null distribution of D and hence of Y is asymptotically normal and that Cornish-Fisher expansions using moments up to the fourth are available. Here we desire to demonstrate, using simulation results, that for most practical purposes these expansions adequately approximate the null distribution of D for samples as small as 50.
14,000 normal random samples of both sizes 50 and 60 were generated and the resulting Table 1 . The results are in Table 2 , in percentages, where an observed percentage is equal to the percentage of the total number of samples for a given sample size yielding values of Y less than or equal to the corresponding Cornish-Fisher percentile, desired percentages. The variation is within normal sampling variation as measured by the chi-squared test and for two-sided tests a t levels 0.01, 0.02, 0.05, 0.10 and 0.20 the observed levels and the desired levels agree to at least two decimal places. For most practical purposes this appears adequate. Because D is asymptotically normal it is reasonable to assume that if the CornishFisher expansions work well for samples as small as 50 and 60 they will be adequate for larger size samples. Table 2 also contains simulation results for other sample sizes. For n = 100 (1000 samples), as is to be expected, there is good agreement. For n = 30 (1000 samples) and n = 40 (5000 samples) the Cornish-Fisher expansions and the observed match less well.
To investigate the power of D we generated from 200 to 400 random samples, of size 50 for each of several alternative distributions, 42 in all, and performed a two-sided 10 percent level significance test on them. The alternatives cover a wide variety of possibilities, representing a good selection of third and fourth standardized moments, J,bl and ,bzrespectively.
Most of them were also considered by Shapiro et al. (1968) in their comparative study of tests of normality. The main difference is our inclusion of Johnson's (1949) unbounded curves to represent more alternatives with , b, > 3.0. They used the double chi-squared distributions here. Table 3 contains the empirical powers for some of these alternatives. A complete table of all the alternatives and their powers is available from the author.
We include for comparison with D the results of Shapiro et al. (1968) for W ,Jb,, b, and u .
We also include new power calculations for Jbl and b, using Johnson's unbounded curves as alternatives.
I n judging the comparative power of D a few points should be kept in mind. First, while Table 3 contains empirical powers for n = 50 we stress that this is the smallest sample size we suggest for the use of D. There is still available W. The main use of D comes when W is unavailable, for example when n k 100. However, even for n = 50, D is as powerful or more powerful than W for about one half of the alternative distributions considered. t Not considered by Shapiro et al. (1968) .
Secondly, if the type of deviation from normality is known a test other than D may be u priori appropriate. Geary (1947) has shown that 4b1 and b, have optimal large sample properties if the deviation is due solely to skewness or kurtosis, respectively. Also the empirical results of Shapiro et ul. (1968) indicate u has very good sensitivity for symmetric alternatives with short tails, for example the uniform distribution. The statistic D is most useful when the type of deviation from normality is unknown. It maintains good power over a wide spectrum of alternatives. It is as powerful as or more powerful than 4bl for about half of the skewed distributions considered and always as powerful as or more powerful than
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Jb, for symmetric alternatives. For about three-quarters of both the symmetric and skewed alternatives Dis as powerful as or more powerful than b,. Also D is as powerful or more powerful than u for about two-thirds of the symmetric alternatives while almost always so for skewed alternatives.
Thirdly, even if the type of deviation from normality is known a serious practical consideration, namely the lack of adequate tables of critical values for an appropriate test, may lead to D's use. Except for Jb, where a simple normal approximation of the null distribution exists (D 'Agostino, 1970b) elaborate tables of critical values do not exist, nor are any approximations yet known for the other tests of normality, i.e. b, and u when n > 50.
ASYMPTOTIC OF D NULL DISTRIBUTION
If the distribution from which the sample is drawn is normal then D is asymptotically normal with variance of order l/n. This follows because both T/n2 and Sare asymptotically normal with variance of order l / n and the ratio of two such variables, i.e. D, also is asymptotically normal with variance of order l/n. The result for T/n2 follows by applying the technique of Chernoff, Gastwirth & Johns (1967) to it. For S and D we have standard large sample theory (Rao, 1965, pp. 319, 366 and 321) .
The above result implies that the technique of Cornish-Fisher expansions (Fisher & Cornish, 1960) is appropriate for approximating the null distribution of D. These expansions require the cumulants of D. The expansion using the first four cumulants is as follows. If Dp and Zp are the l00P percentile points (0 < P < 1) of D and the standard normal distribution respectively, then the Cornish-Fisher expansion for Dp in terms of Zp is It has been possible to compute the first four cumulants of D under the null hypothesis of normality. Barnett, Mullen & Saw (1967) give the first four noncentral moments of T, the numerator of D, and Kendall & Stuart (1969, p. 372) give the first four noncentral moments of nBS. From these the noncentral moments of D up to the fourth can be computed. This follows because D and S are independent by sufficiency (Hogg & Craig, 1956) 
An omnibus test of normality
The third and fourth noncentral moments are more complicated and will not be given. EIowever, they are readily available using (5.4) and the above two references. Given the noncentral moments the needed cumulants can be computed (Kendall & Stuart, 1969, p. 70 ). These in turn can be used in the expansions.
Percentile points of Y are obtained from those of D by use of (2.6).
For n > 200 approximations can be used in the Cornish-Fisher expansions which produce percentile points for Y differing by at most four units in the third decimal place from those given in Table 1 . The approximations are These were found by fitting functions by least squares to the actual values of Jb2(D)), y1 and 7,. With these approximations we suggest use of the exact value of E(D) given in (5.5). If exact values are not possible the approximation should be adequate.
Finally, we mention that the normal approximation to D, i.e. taking Y of (2.6) as normal with mean zero and variance unity, does not appear to be appropriate except for extremely large n, well over 1000. Rather than its use, we suggest the use of either Table 1 or the Cornish-Fisher expansions in conjunction with the approximations (5.7) and (5.8).
We close by reviewing a bit of statistical history. Downton (1966) suggested the statistic as a quite efficient alternative for unbiasedly estimating the normal distribution standard deviation. Barnett et al. (1967) suggested the use of v* in the statistic for testing about the mean of a normal distribution. David (1968) showed a*was Gini's mean difference, a venerable statistical tool. D7Agostino (1970a) showed a*could be used as the basis for a very efficient estimator of the normal distribution standard deviation having a small mean squared error. Now we attempt to use it in D to give us a criterion for judging normality. I n all these applications it does well. I am grateful to Professor D. R. Cox and a referee for numerous suggestions especially with respect to the presentation of Table 1. 
