Abstract-This work examines a transmission system which adapts a finite set of code rates and a continuously varying transmit power. We propose a technique for finding the average reliable throughput (ART)-maximizing policy satisfying an average power constraint for a slow fading additive white Gaussian noise (AWGN) channel. ART is a measure motivated by the information outage and can, for example, be argued to characterize the long-term average throughput of a data packet transmission system with a transmit queue and a feedback protocol which requests retransmission of erroneously received packets.
1. For a given set of code rates, the optimum allocation policy suggests quantizing the fading state space into a set of +1 corresponding intervals. For each quantization interval the optimal policy specifies a minimum transmitted power assignment which guarantees zero information outage. The optimum average power assignments across quantization intervals have a waterfilling relationship with respect to the interval channel quality measure.
The joint optimization of quantization intervals and the
corresponding rate assignments are shown to have multiple local maxima. Nevertheless, this optimization problem can be reduced to a simple one-dimensional search over a parameter which determines the outage interval. Numerical results show that, in a Rayleigh-fading channel, there is only a 1-dB gap between the ergodic capacity and the throughput of a two-rate adaptive transmission system when the throughput is less than 6 bits/s/Hz. A special case of our optimal policy assignment is the optimal power and rate policy for an adaptive -QAM system. Index Terms-Adaptive coded modulation, adaptive transmission, average reliable throughput (ART), bit loading, block-fading channels, delayed constrained communications, information outage, -QAM.
I. INTRODUCTION
I N [1] , two adaptive transmission policies are compared: the truncated inversion policy with continuously variable transmitted power but a fixed code rate and the fixed transmitted power with continuously variable code rates. It is shown that the latter is superior in terms of the maximum average throughput. Both policies represent limiting cases of practical policies that support a finite set of code rates and power levels. In [2] , the optimization of a discrete adaptive transmission design based on information outage has been studied. In this case, the problem formulation was limited to the case where the number of code rates and transmitted power levels are the same. However, this restriction may not necessarily reflect practical design constraints; it is common to have significantly fewer code rates than power levels. For instance, in an IS-95 system [3] , which has been available commercially for more than 10 years, the transmission power adapts on a grid of 1-dB steps over a dynamic range of 60 dB or more. On the other hand, even for the most recent adaptive system designs [4] , [5] , the number of code rates is only around 10 .
In this paper, we examine an extreme case of a system design with a finite number of code rates and a continuously variable transmitted power. Though similar problems for adaptive -QAM systems have been studied in [6] , [7] , this paper emphasizes the optimum system design with the physical constraints of average power and a number of codebooks. The primary design problem will be the selection of code rates and the corresponding assignments of rate and power for any given channel state.
We assume additive white Gaussian noise (AWGN) and a slow multiplicative fading environment with a channel state which is constant during the transmission of a codeword. It is assumed that the exact current channel state information is known at both the transmitter and the receiver. The channel state space is partitioned into a countable number of intervals. Upon each transmission, a message is encoded at a rate corresponding to the current channel state interval and a power level corresponding to the current channel state. Since each codeword experiences an AWGN channel, random Gaussian codes organized in multiple codebooks are employed. Similar scenarios with channel state uncertainty are examined in [8] .
For the proposed adaptive system, it is possible that the instantaneous mutual information corresponding to a channel state is less than the assigned code rate. In this case, an information outage event occurs. The information outage is an intrinsic characteristic of communications over fading channels with a decoding delay constraint [9] , [10] or, alternatively, with codewords not long enough to experience ergodic fading. One extreme case of such a scenario is the above-mentioned slow-fading channel assumption where the channel is constant during the transmission of a codeword. For delay-limited cases, the strict sense Shannon capacity is zero [9] . During an outage, a transmission is not considered reliable and, thus, it is frequently convenient to assume that the transmitted data can be ignored [11] . This assumption leads to the capacity versus outage problem which focuses on the tradeoff between the outage probability and the supportable rate; see, for example, [12] , [13] . The practice of ignoring data received during an 0018-9448/$20.00 © 2006 IEEE outage is supported by the fact that the outage probability matches well the error probability of actual codes [14] , [15] . Consequently, we characterize the performance of a system design based on the concept of average reliable throughput (ART), defined as the average data rate assuming zero rate when the channel is in outage [2] .
As a motivation for the ART metric, consider a system where the transmitter has a transmit queue, and in each block, a packet of bits, where is the length in dimensions of the slot, and is the fading state, is transmitted over the channel at rate . In addition, suppose that any decoding error is revealed with probability . When an information outage occurs and results in a decoding error, the corresponding packet is left in the queue; otherwise, the packet is removed from the queue. In this case, the ART is the average service rate. Under mild conditions, if the queue is fed by an ergodic stationary arrival process of rate , also measured in bits per dimension, then the queue is stable if and only if is less than ART. Since most existing data packet systems have some feedback protocols that ask for retransmission of erroneously received packets, ART characterizes the long-term average throughput of such systems and determines the arrival rates for which there exists a policy that makes the queue stable.
Following the formulation of the finite code rate set problem, we explore optimum (ART-maximizing) policies where a policy is defined by a channel state space partition together with the corresponding transmitted power and rate allocation. In this work, we will show that, for an optimum policy, there are no outages in the sense that the transmitted power is nonzero only if the sender employs a code rate that allows for reliable decoding at the receiver. Furthermore, the transmitter employs a zero transmission power policy only for a subset of worst channel states. We show that an optimum policy employing codebooks can uniquely be characterized by a partition of the channel state space with intervals: the zero rate/power interval in addition to intervals corresponding to nonzero code rates. In particular, the optimum power allocation has a water-filling character which is uniquely determined by the channel state space partition.
Unlike in [2] , the joint optimization over the channel state space partitions and the code rate/power assignments considered here can be reduced to a one-parameter search. This outcome is quite surprising since the throughput maximization problem is generally not a convex optimization problem and can have multiple local maxima for an arbitrary distribution of the channel state. In this paper, the channel state distribution is only constrained to be continuous and differentiable.
In addition, we have obtained the optimum partition for a given set of rates to be assigned and a given average power constraint. Such a solution is of particular interest to practical heuristic designs where codes can be selected only from a limited set of good channel codes before one chooses an optimum channel state partition. Though not surprisingly, our derivation also shows that a partition of channel state intervals is indeed the optimum choice. As a byproduct, we also provide an optimum solution for the -QAM spectral efficiency maximization problem introduced in [6] and addressed in [7] , [16] .
Finally, numerical results show that, for a Rayleigh-fading channel, there is a gap of only 1 dB between the ergodic capacity and the throughput of a two-rate adaptive transmission system when the throughput is less than 6 bits/s/Hz. Thus, in comparison with the results in [2] , we find that power adaptation can indeed be very helpful for adaptive transmission with discrete code rates. This agrees with the conclusion for power adaptation in -QAM systems in [7] .
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a multiplicative flat-fading channel model similar to that in [1] . The complex received signal (1) where is the channel (fading) state, is the complex transmitted signal, and is a circularly symmetric AWGN with variance . The channel state is a real random variable of unit mean with a probability density function (pdf)
, a continuous cumulative distribution function (cdf)
, and a domain . Only in Section IV, is assumed to be continuous, differentiable, and strictly increasing in . In this paper, fading is assumed to be sufficiently slow so that the channel state is constant during the transmission of a codeword.
A generalized adaptive transmission system can be modeled as follows. At any channel state , the transmitter transmits codewords coded at a rate with a power level , where denotes expectation. The code rate is chosen from a set where . Without loss of generality, we assume that for . An adaptive transmission policy can uniquely be specified by the assigned code rate and the corresponding allocated power level . Such a policy is denoted by the tuple . Let (2) denote the set of channel fading states in which rate is employed. Each policy specifies a partition of the set of channel states . In general, can be a countable union of intervals in or simply a measurable set of channel states. Since there are nonzero code rates, we call an -level policy. Since (1) is an AWGN channel for any given , the corresponding maximum mutual information is given by . Adopting the notation (3) the maximum mutual information associated with any state is . For any , given a code rate of a capacity-achieving Gaussian codebook, and a power allocation , the information is guaranteed to be successfully received iff . We define the binary outage indicator function otherwise.
The expected value of over the channel states is the information outage introduced in [13] .
Given a policy , the ART is (5) Let otherwise (6) denote the conditional pdf of the channel state given that it belongs to . The conditional average power given is (7) Also, the average transmitted power for the policy is (8) Throughout this paper, we only consider the policies with and such that both (5) and (7) are meaningful, i.e., the integrals are either Riemann or Lebesgue integrable. The objective will be to maximize ART subject to an average power constraint and a constraint that there are codebooks of distinct nonzero rates
In (5), for any with either or , there is zero contribution toward ART and, consequently, it is optimum to assign over all such . For a with nonzero and , we observe that an optimum policy must be locally optimum over . Local optimality requires that given , , and , must be the solution of (10) subject to (10a)
Given any nonnegative , (10) is equivalent to the following local outage minimization problem:
The solution of (11) is presented in [12, Proposition 4] and will be summarized here. We define a channel inversion power allocation , (12) which represents the minimum power required to communicate reliably at rate for channel state . Let (13) denote the largest possible assigned rate over without outage given the average power allocation over . If , the solution of (11) is trivial; we allocate power and achieve zero outage over . On the other hand, if , outage within is inevitable and the corresponding optimum power allocation is the truncated channel inversion (14) where is a subset of better channel states in , i.e., and implies . Moreover, the set is chosen to satisfy the average power constraint (15) Note that is not defined for and . This is due to the fact that, in the vicinity of , the channel is too poor to support any positive rate. Thus, the following must hold:
and . In the optimization problem (10), we assume that is known. However, for any , given the conditional average power , we can also choose to maximize the conditional ART. Specifically, local optimality implies that the optimum rate/power allocation must solve (16) subject to (16a)
Since rate defined by (13) is achievable under (16), any rate is suboptimal for (16) . For any , outage probability within is nonzero. Thus, for any optimum rate , the optimum power allocation in (16) has the form (14) . Since there is no transmission for , we can incorporate this set of channel states into the set of zero-power zero-rate channel states and redefine . For the new policy, there is no outage for states ; we reliably achieve zero rate by using zero power. Moreover, the assigned rate and the corresponding power satisfy
Note that (17) and (18) are consistent with the definition of which implies that whenever . Consequently, it is clearly sufficient to denote any optimum policy by . Moreover, (18) and (9d) imply (9e).
From (5), (7), and (8), the corresponding overall average power and ART are (19) (20)
Our objective is to maximize subject to both the average power constraint and the constraint that the rate set has a cardinality and includes the zero rate . Even though (20) is much simpler than (5), a simple solution is not available. In the next two sections, we will obtain necessary and sufficient conditions for optimum policies by applying the Lagrange multiplier method and the Karush-Kuhn-Tucker (KKT) conditions [17] . Given these conditions, the optimum policies can be found by a relatively simple search method.
III. PARTITION OPTIMIZATION
In this section, we address the subproblem of finding the optimum given a specific rate set . This problem is of interest since a valid strategy for designing adaptive transmission systems is to choose a subset of good error control codes before deciding , i.e., the channel state partition . Furthermore, since this subproblem and the -QAM spectral efficiency maximization problem in [6] (solved only in a suboptimal manner in [6] ) are closely related, the optimum solution presented here is also the optimum solution of the problem in [6] .
For a given rate set including distinct positive rates, the throughput maximization problem (9) becomes (21) subject to (21a)
In comparison with the problem (9), (21) has fewer constraints. Specifically, given , with (21b), (9b) and (9e) are redundant. In addition, with (21a), we implicitly take in the form specified in (17) , which further implies that (9d) is automatically satisfied.
The maximization problem (21) is a variation of the bit-loading problem in [18] . Both problems belong to the general class of Knapsack problems (KPs) [19] . The traditional bit-loading problem is to optimize the rate/power allocation over a finite number of parallel channels where any rate assigned to a channel can only be an integer. In this work, the rate/power allocation is over , which is an uncountable set. Furthermore, elements of are not necessarily integers.
A. Related KPs
A good example of a KP is the Fractional Knapsack problem (FKP). For an FKP, there is a knapsack of size and an integer number objects each with a reward value and a weight , . An FKP studies how to fill the knapsack in order to maximize the total value of the objects inside the knapsack (22) subject to (22a)
Because the FKP allows a fraction of an object to be placed in the knapsack, (22) can be solved by a greedy algorithm that keeps putting the objects into the knapsack in descending valuesize ratio order until the capacity is reached. Without loss of generality, we assume that the value-size ratios corresponding to the objects are distinct. Therefore, an optimum solution can be described by two parameters, i.e., a boundary value-size ratio and a fraction value . In order to achieve the optimum, all objects with a value-size ratio larger than must be put into the knapsack. In addition, there is an item with a value-size ratio equal to and only a fraction of that item is put in the knapsack. The rest of the objects are left untouched.
When is constrained to be or in (22) , the problem becomes a -KP. The optimum solution of a -KP can be obtained by dynamic programming using Bellman recursion [20] . A more efficient algorithm can be obtained based on the results in [21] . Different from FKP, the optimum solution of a -KP cannot typically be described analytically by a few parameters. However, it should be clear that the solution of an FKP provides an upper bound of the solution of a -KP.
A more complex knapsack problem is the generalized multiple-choice knapsack problem (GMCKP) introduced by Pisinger [22] . For a GMCKP, there are knapsacks. For knapsack , there is a set of objects where the th object has reward and weight , respectively. A simplified special case of the GMCKP is then (23) subject to (23a)
Again, a GMCKP does not typically have a simple analytical solution due to (23b). With a proper procedure, it is demonstrated in the next subsection that (23) is similar to the fixed rate set problem (21) . For (21), the number of knapsacks is infinite and all objects can only contribute an infinitely small amount in either value or size. Hence, similar to FKP, we can find a simple analytical solution for (21) . However, a practical system may not have the advantage from the fractional scenario and, thus, the references provided here become useful.
B. Optimum Partition
In [18] (see also [23] ), it is proved that a greedy rate/power allocation is the optimum solution for the bit-loading problem in parallel channels. We will show that the same allocation is indeed optimum for (21) . Moreover, such a solution implies that quantization is the optimum partition. The optimum quantization partition boundaries are also derived. Fig. 1 depicts a policy with an arbitrary, and not particularly intelligent, rate and partition assignment. The wave-like power assignment in Fig. 1(b) is the result of the local optimization in (16) . The average rate in (20) is the integral of the rate pulses in Fig. 1(a) weighted by the channel state pdf . Similarly, the average power in (19) is the integral of the wave crests of Fig. 1(b) weighted by . To express these integrals in a more useful form, we introduce the incremental rate and power functions (24) (25) for . Since elements in are a strictly increasing sequence, the incremental rates and power are both positive.
At any channel state , the transmitted code rate and the corresponding required transmitted power assignments can be expressed as sums of and
where the coefficients, , in (26) and (27) is a set of binary / -value functions. Since for , (26) implies that and
A given rate set specifies the incremental rates and the incremental powers . Thus, given , describes a policy of interest. The corresponding ART and average power are The precedence constraint simply says that if , then for all . In addition, if , then for all . Later, it is shown that the precedence constraint can be lifted because it is always satisfied by an optimal policy. In the absence of the precedence constraint, the maximization problem (21) can be viewed as a version of the GMCKP (23) in which each knapsack can have an infinite number of objects and the objects have infinitesimal rewards and weights . In order to identify a policy that provides an optimum solution to the throughput maximization problem (21), we introduce the incremental efficiency (or, simply, efficiency) (32) which is a ratio between an increment in the throughput from to at state and the corresponding power expenditure . Note that in (32), it requires nonzero for that is satisfied by the definitions of and in (12) and (25), respectively. For optimization with integer rates, the efficiency concept may not be necessary [23] . Nevertheless, it is a key for solving the problem with noninteger code rates.
Lemma 1:
The incremental efficiency has the following properties: a) for all ; b) for fixed , increases in ; c) for fixed , decreases in .
From (29), ART can now be expressed in terms of the incremental efficiency as (33)
Together with the constraint (30), the maximization of forms a KP [19] , which is solved by the following policy. and the positive constant is determined by the average power constraint .
The existence of an MPEQ is guaranteed. The procedure for finding the MPEQ solution is the same as that for an FKP. Starting from all , we repeatedly assign to the highest remaining until is reached. Such a procedure is always successful since in (30), is continuous and is bounded due to the continuity of . Note that the uniqueness of the efficiency lower bound and MPEQ is an issue discussed later in the subsection.
For any MPEQ, and imply that for some , and , i.e., and, consequently, . Thus, MPEQ leads to a quantization in the sense that and imply that . In addition, Lemma 1 part c) guarantees that MPEQ satisfies the precedence constraint (31). . Moreover, these boundaries indicate that for a given set of rates , an optimum policy is given by a quantization of the channel state set into exactly intervals corresponding to the set of rates . Thus, an optimum policy for a given can be represented by the vector (37) An MPEQ policy is illustrated in Fig. 2 
C. MQAM Spectral Efficiency Maximization
Problem (21) is closely related to a special case of the spectral efficiency maximization problem for an adaptive -QAM system [6] , which suggests employing a set of predetermined -QAM constellations of sizes in . The constellation corresponds to turning off the transmitter. The transmission scheme requires that given a channel state in , a transmitter transmits a quadrature amplitude modulation (QAM) symbol constellation of size , , with power . Without loss of generality, we assume for . To guarantee a specified bit-error rate (BER) for all channel states, the transmitted power is (38) where [6] . Let , . Consequently, . The spectral efficiency maximization prob- 
where and . Following the procedure derived in this section, we obtain the optimum partition as a quantization with boundaries (40) where is determined by the average power constraint. An evaluation of this policy in Rayleigh fading is given in Section V-C.
IV. OPTIMUM POLICIES
In the previous sections, we have demonstrated that an ARTmaximizing policy, defined in Section II, with a rate set must be an MPEQ corresponding to . More specifically, Theorem 1 shows that any candidate ART-maximizing policy with a rate set must have channel states partitioned into intervals. Furthermore, we found that the optimum solution employs rate in the interval , where is defined in (36) 
with the corresponding given by (41). An optimum policy is denoted by . Clearly, for a policy specified by , if the are not distinct, the policy degrades to a policy with fewer than distinct rates. Consequently, without loss of generality, we concentrate on with distinct elements. For an level policy , the corresponding ART is For an interval , the conditional average channel quality is defined by
Here, is normalized by in order to simplify the latter derivations and . Equations (12) 
We note that problem (50) can have multiple local maxima. For example, when , becomes
Now, since is necessary to achieve the maximum ART, must be a function of defined by (54) Consequently, becomes which is simply a function of given by (55) An illustration of with multiple local maxima is shown in Fig. 3 . Note that in Fig. 3 , the violates the continuity assumption in Section II. However, it is not very hard to imagine that a continuous similar to that in Fig. 3 will lead to a similar scenario with multiple local maxima.
A. Water-Filling Power Allocation
According to (49), given a channel state partition that specifies the conditional average channel quality , the rate is uniquely expressed in terms of the conditional average power in the interval as
Given a fixed , the ART maximization problem (50) can be written as
It is straightforward to show using the KKT conditions that the optimum solution of (57) for given is (58) where is the water-filling level which satisfies
We have shown that an optimum policy must have . Hence, (56) implies that for . That is, for optimum policies, the operator in (58) should not have any impact. This in turn enforces the implicit requirement on in the form of for , for policies of interest. Consequently, (59) implies (60) and (56) implies that the optimum rates corresponding to are given by (61) Since characterizes the channel states of interval , the water-filling result is analogous to those in both the original continuous adaptive transmission problem [1] and the parallel Gaussian channel problem [24] .
Note that the water-filling power allocation (58) is optimum within the set of policies that explicitly require in the form of (41). For a poorly chosen partition , policies with given by (41) may not be even locally optimum within the interval . Therefore, the water-filling power allocation (58) must be used with some caution.
Moreover, because can have multiple local maxima, hill-climbing techniques based on alternating optimization of the partition and rates can at best only reach a local maxima. In the following, we show how the necessary conditions for optimality and , the first element of uniquely specify an optimum policy. Thus, the search for optimum policies is reduced to a line search over .
B. Necessary Conditions for Optimum Policies
The corresponding Lagrangian function for (50) is (62) The Lagrangian function has a positive multiplier . The unit of the Lagrangian function is the same as ART.
Given fixed and variable , (50) becomes the partition optimization problem studied in Section III. Formally, the partial derivative of the Lagrangian function with respect to is (63) Note that it is here where is required to be continuous and differentiable. However, this is not required for the MPEQ in Section III. The necessary conditions for optimality (64) imply (65) where the last equality is from (36). Therefore, the optimum Lagrange multiplier is equal to the incremental efficiency at defined in (32). On the other hand, a similar optimization problem can be formulated from (50) for given and variable . This problem is the power allocation problem studied in Section IV-A. The necessary conditions for the optimum policies are (66) implying (67) where the last equality is due to (61). Therefore, the optimum Lagrange multiplier is the reciprocal of the water level of the water-filling power allocation obtained in Section IV-A.
Both (65) and (67) imply that for an optimum policy
For convenience, we define obtained from (58). Thus, from (65), (67), and (68), we obtain a set of necessary conditions for optimum policies as (69) (70) by substituting (61).
C. Search for Optimum Policies
Since and depend on , (70) provides equations for the unknowns . The only inconvenience is that (70) are nonlinear and are limits of integrals defining and . Therefore, it is hard to solve by using any direct substitution. However, in the following, based on the monotonic relationship between and , a simple algorithm can be found to search for the optimum solution.
Naturally, the average channel quality becomes better when is enlarged by adding more good channel states. Such an intuition brings two monotonic relations below.
Lemma 2:
is strictly increasing in .
Lemma 3: is strictly increasing in . In particular, Lemma 3 follows from the following restatement of (48): (71) These two lemmas are the building blocks of a constructive procedure for finding the optimum policy given described in Fig. 4 . Particularly, in steps 1b and 2b, Lemma 2 implies the existence of a unique solution and in the step 2a, Lemma 3 implies the existence of the unique solutions .
Theorem 3:
For each value of , there exists a unique policy that satisfies the necessary conditions (70). Overall, (48) and (70) offer equalities. With , we repeatedly use (48) and (70) to uniquely determine other and all . Indeed, at the step , given , can be determined by either (70) or by (48) with . These two approaches are distinct and must agree for the optimum policies. In this sense, the equalities (48) and (70) implicitly restrict . However, since (70) are only necessary conditions obtained from (68), it implies that all local optimum satisfy all equalities, i.e., (48) and (70). Therefore, the optimum will not be unique when multiple local maxima achieve the same objective value. In this case, there will be multiple optimum policies . Since there is only one undetermined parameter , a line search over solves the problem of maximizing ART subject to a power constraint and a finite code rate set. However, it is not yet clear whether the search is well behaved for general fading distributions.
Finally, let the maximum ART for any -level policy be (72) where is any -level optimum policy. In this section, following the approach in [12] , we let and evaluate the system performance numerically.
A. Optimum Code Rates and Partition
Theorem 3 suggests that it is possible to perform a line-search on the single parameter to find and obtain . In Fig. 5 , we present a comparison between and several known throughputs for a Rayleigh-fading channel. is the ergodic capacity given in [1] .
, proposed in [2] , is the maximum ART corresponding to a discrete adaptive transmission policy with code rates and power levels.
requires about 3 dB less average transmitted power than to achieve the same throughput.
Since is obtained through exhaustive search, the required computation complexity increases exponentially with respect to and it is not desirable to evaluate for large . In [2] , by employing a greedy iterative algorithm initialized with an asymptotically optimum solution of , a good lower bound of is found. In Fig. 5 , is about 1 dB away from . We observed that , which suggests employing adaptive systems with a small number of code rates and a large number of power levels. Finally, it can be shown that is only a fraction of a decibel away from for throughput values less than 8 bits/s/Hz.
Therefore, an important message embedded in these results is that for a practical power-limited adaptive system design, a combination of a few optimized coding rates and variable transmitted power buys almost all the available ergodic capacity. Moreover, it is shown in [8] that the claim still holds for scenarios when the precise channel state information is not available.
B. Optimum Partition for Preset Code Rates
Here, we have a comparison between the performance of the optimum partition and that of a partition motivated by the design in [6] . Given a code rate set with , a suboptimal partition is (74) where is a parameter tuned to satisfy the power constraint (21a) since , . Fig. 6 shows the results of two partition methods for (75)
Using the optimum partition can reduce the transmitted power requirement by as much as 0.5 dB in comparison with using the other suboptimal partition for . However, for a small , there is only a negligible difference between the results corresponding to the optimum partition and the suboptimal partition. 
C. Spectral Efficiency
In Fig. 7 , we show the results of spectral efficiency of adaptive -QAM systems with a . The results show that for three regions ( ), there is a negligible difference between the spectral efficiency corresponding to the optimum partition and the suboptimal partition [6] . The difference becomes distinguishable when there are more regions (larger ). Overall, the suboptimal solution of Goldsmith and Chua [6] for variable -QAM is indeed very close to the optimum.
VI. CONCLUSION
In this paper, the average reliable throughput maximization problem for adaptive transmission systems with a finite number of code rates and continuously varying power level is formulated. By exploring the properties of the optimum policies, we can obtain through a simple line-search algorithm. Moreover, while studying the properties of the optimum policies, we discovered the optimum partition given an increasing rate assignment. This is particularly useful for designing adaptive systems with the channel codes selected from a limited set of good codes. The approach used in solving our maximization problem can be applied to solve a spectrum efficiency maximization problem formulated in [6] .
APPENDIX PROOFS

A. Proof: Lemma 1
Claim a) is straightforward since, regardless of how much the transmitted power is, we cannot have nonzero rate for reliable communication when
. Combining (12) , (25), (24) , and (32), we have 
Since is positive, we have (c).
B. Proof of Theorem 1
Given an arbitrary power allocation and the MPEQ allocation , we observe that (80) 
where (85) 
since applying (81) on instead of will confirm that the right-hand side of (88) equals the right-hand side of (87); (89) is valid because for channel states with ; and (90) is found by substituting from (84) and applying the relation of (80) on again.
C. Proof of Proposition 1
The claim a) is a direct consequence of Definition 1. Specifically, Definition 1 implies that wherever if . Therefore, 
D. Proof of Lemma 2
Note that decreases in for . Defining , (70) can be written as
Since strictly increases in , the lemma follows.
E. Proof of Lemma 3
From (48), let .
(105) since strictly increases in . Therefore, strictly increases in .
F. Proof of Theorem 4
An optimum policy with distinct nonzero can be expanded to an policy with distinct nonzero by splitting any of its intervals (including zero-power interval ) into two intervals. If the first interval is split, without changing , the new policy will have the same ART as the original. On the other hand, we can split any intervals of the original policy with nonzero power and re-allocate power according to (58). The newly split intervals will increase their contribution to ART while the contribution from the other intervals stays the same. Therefore, the new policy has a higher ART than that one corresponding to the original policy. We have (106) 
