We study the notion of super weakly compact subsets of a Banach space, which can be described as a local version of superreflexivity. Our first result is that the closed convex hull of a super weakly compact set is super weakly compact. This allows us to extend to the non convex setting the main properties of these sets. In particular, we give non linear characterizations of super weak compactness in terms of the (non) embeddability of special trees and graphs. We conclude with a few relevant examples of super weakly compact sets in non superreflexive Banach spaces.
Background
The uniform convexity in Banach spaces and the related notion of superreflexivity have been largely exploited along decades, as they provide a natural generalization of both finite dimensional spaces and Hilbert spaces. Some ideas behind have been distilled leading to notions such as uniformly convex function or super-weakly compact operators. More recently, some local versions of super-reflexivity have been proposed [11, 29, 30] . Before going on, let us recall that we are dealing with real Banach spaces (mostly denoted by X for general results along this paper). We believe that our notation is totally standard and it can be found in fundamental books such as [16] or [1] together with the basic results needed for the understanding of what follows. We will start with the definition of super weak compactness. Definition 1.1. A weakly closed subset K ⊂ X is said to be super weakly compact (SWC) whenever K U is a weakly compact subset of X U for any free ultrafilter U .
Let I be an infinite set and denote ℓ ∞ (X) the space of all bounded families (x i ) i∈I in X equipped with the norm (x i ) i = sup i∈I x i X . Given a free ultrafilter U on I, recall that X U is the quotient of ℓ ∞ (X) by the subspace of those (x i ) i∈I such that lim i,U x i = 0. Then K U is the set of all equivalence classes in X U of families (x i ) i∈I such that x i ∈ K for all i ∈ I. For the definition of super weak compactness, it is enough to consider just one free ultrafilter on N since, by the Eberlein-Šmulyan theorem [16, Theorem 3 .109], the weak compactness is separably determined.
Those readers acquainted with the notion of super-reflexivity will note that Definition 1.1 implies straightforwardly that B X is SWC if (and only if) X is super-reflexive. However, there are examples of SWC sets which do not embed in super-reflexive spaces [30, Example 3.11] . Other examples of SWC sets show that they are quite ubiquitous. For instance, any weakly compact subset of L 1 (µ) for µ a finite measure, or more generally L 1 (µ, X) with X super-reflexive, is SWC, see [30] and section 6 of this paper for more general results.
The definition of a super weakly compact set was introduced in [11] for convex sets it terms of finite representability, in a very similar way as the one for Banach spaces, see [5] or [16] . The same class of sets was previously studied by the second named author in [29] as finitely dentable sets, which means that Dz(K, ε) is finite for every ε > 0 (see the definition of this index in section 2). In particular, one can find there the relationship (via interpolation) with the uniformly convexifying operators of B. Beauzamy [4] , later called super weakly compact operators. To explain the definition, note that an operator T : X → Y induces an operator between the ultrapowers of the spaces T U : X U → Y U for a free ultrafilter U on an index set as follows: T U ((x i ) i ) = (T (x i )) i , for (x i ) i ∈ X U . Then, an operator T : X → Y is said to be super weakly compact if T U is weakly compact for any ultrafilter U (equivalently, a free ultrafilter on N). A more updated account of properties of SWC convex sets (SWCC) can be found in [30] , as well as some renorming properties of the Banach spaces generated by such sets.
The properties of non convex SWC sets have been extensively studied in the recent paper [13] . Among other things, it is proved there that a set A ⊂ X such that A U is relatively weakly compact in X U (such an A is called relatively SWC) has SWC weak closure (Proposition 3.10 in [13] ). This result is quite relevant to us since the characterizations that we will provide later are actually for relative super weak compactness. One problem left open in [11] is to know whether the closed convex hull of a SWC set is SWC. In section 2, we show that the answer is affirmative (Theorem 2.2). In other words, we prove a Krein-Šmulian theorem for super weak compactness that will allow us to derive properties for SWC sets that were known for SWCC sets. This will lead us to a characterization of super weakly compact sets as subsets of the image of a unit ball of a reflexive Banach space by a super weakly compact operator (see Theorem 2.4) . This relation to SWC operators is a source of properties for SWC sets: they have the Banach-Saks property, they are uniformly Eberlein and the spaces they generate have good renormings (see [29, 30] for SWCC sets and Corollary 2.5 for SWC sets).
The rest of the paper is devoted to several developments around super weakly compact sets (SWC) and super weakly compact convex sets (SWCC), especially those related to non linear properties. In section 3 we will discuss criterions to recognize super weak compactness in absence of convexity based on a theorem of James. In section 4 we will introduce uniformly convex sets and discuss their properties as a tool to enjoy properties of uniformly convex norms without renorming the whole space. In section 5, we establish an analogous for SWC sets of Bourgain's [8] and Johnson-Schechtman's [20] metric characterizations of super-reflexivity in terms of the embeddability of dyadic hyperbolic trees, diamond graphs or Laakso graphs. These results are obtained by combining the non linear characterization of super weakly compact operators due to Causey and Dilworth [9] and our Theorem 2.2. With also characterize non SWC sets in terms of the embeddabilty of the infinite dyadic tree, obtaining an analogue of Baudier's [3] characterization of super-reflexivity. Finally we provide in section 6 several examples and properties of SWC sets in particular Banach spaces: L 1 (µ)-spaces, C(K)spaces, JBW * -triples, c 0 and L p (µ, X) spaces.
Removing the convexity
Before establishing that the closed convex hull of a SWC set is again SWC let us recall the most important characterizations of that property among the convex sets. For that we will need some assorted definitions. Let C be a bounded closed convex set of X. We say that C is dentable if for any nonempty closed convex subset D of C and any ε > 0 it is possible to find an open halfspace H of X (i.e a set of the form H = {x ∈ X, x * (x) > α}, with x * ∈ X * and α ∈ R) intersecting D such that diam(D ∩ H) ≤ ε. We shall denote H the set of all the open half-spaces of X and call "slice of D" a set of the form D ∩ H, where H ∈ H. If C is dentable we may consider the following "derivation":
ε is what remains of D after removing all the slices of D of diameter at most ε. Consider now the sequence of sets defined by [C] 0 ε = C and, for every n ∈ N, inductively by
If there is n ∈ N such that [C] n−1 ε = ∅ and [C] n ε = ∅ we say that Dz(C, ε) = n. We say that C is finitely dentable if Dz(C, ε) is finite for every ε > 0.
For the last section of the paper, we also need to define a fragmentability index for weakly closed and bounded subsets of X. It is based on a different derivation. Let D be a nonempty weakly closed and bounded subset of a Banach space X and ε > 0. Our next derivation is then defined as follows:
ε is what remains of D after removing all the weakly open subsets of D of diameter at most ε. Again, for C weakly closed and bounded, we define inductively (C) 0 ε = C and, for every n ∈ N, (C) n ε = ((C) n−1 ε ) ′ ε . If there is n ∈ N such that (C) n−1 ε = ∅ and (C) n ε = ∅ we set S(C, ε) = n. We say that C is finitely fragmentable if S(C, ε) is finite for every ε > 0.
A convex set C ⊂ X is said to have the finite tree property if there exists ε > 0 such that C contains ε-separated dyadic trees of arbitrary height. Recall that a dyadic tree of height n ∈ N is a set of the form {x s : |s| ≤ n}, indexed by finite sequences s ∈ n k=0 {0, 1} k of length |s| ≤ n, such that x s = 2 −1 (x s⌢0 + x s⌢1 ) for every |s| < n, where {0, 1} 0 := {∅} indexes the root x ∅ and "⌢" denotes concatenation. We say that a dyadic tree
After all these preparatory definitions the most relevant equivalences of super weak compactness for convex sets are listed in the following statement, which is taken from [30] (Proposition 2.4).
Proposition 2.1. Let X be a Banach space and K ⊂ X a bounded closed convex subset. The following conditions are equivalent:
(i) K is super weakly compact;
(ii) K is finitely dentable;
(iii) K does not have the finite tree property;
(iv) There is a reflexive Banach space Z and a super weakly compact operator T : Z → X such that K ⊂ T (B Z ); (v) K supports a bounded uniformly convex function; (vi) X has an equivalent norm ||| · ||| such that ||| · ||| 2 is uniformly convex on K.
We will now prove the Krein-Šmulian type of result announced in the introduction, solving a question raised in [13] . We will state the result in terms of relative super weak compactness for the sake of generality. We recall that a subset A of a Banach space X is said to be relatively super weakly compact (relatively SWC) if A U is relatively weakly compact in X U . Proof. Let R ⊂ X be a relatively SWC set. We denote C its closed convex hull. We start with a convenient description of C. For n ∈ N, we denote
It is clear that C is the norm closure of the increasing union of the R n 's. Consider now the bounded linear operator T : X U → X * * defined by
Let x ∈ C. Using the above description of C, for each n ≥ 0, we can pick x n 1 , . . . , x n 2 n ∈ R, so that the sequence 2 −n 2 n k=1 x n k ∞ n=0 is norm converging to x. Then consider the sequence z = (z k ) ∞ k=1 ∈ R U defined as follows: z = (x 0 1 , x 1 1 , x 1 2 , . . . , x n 1 , . . . , x n 2 n , . . .). We clearly have that T (z) = x, which shows that C ⊂ T (R U ).
The set R U is again relatively SWC as a subset of X U . This is easily understood in terms of finite representativity, see [13, Proposition 3.4] . Note also that relative super weak compactness is preserved by bounded linear operators [13, Theorem 3.6 ]. So we have that the set T (R U ) is relatively SWC. We have shown that C is closed, convex and relatively SWC. So C U is closed, convex and relatively weakly compact, and therefore C U is weakly compact. This implies that C is SWC as desired. Remark 2.3. A trivial consequence of the preceding theorem is that the weak closure of a relatively SWC set is SWC. See also [13, Proposition 3.10] . It also clearly follows that the closed absolutely convex hull aco(R) of a relatively SWC set R is SWC.
As an immediate application we also obtain the following for non convex sets.
Theorem 2.4. A set K ⊂ X is super weakly compact if and only if there exists a reflexive Banach space Z and a super weakly compact operator T :
Proof. Just use Theorem 2.2 together with statement (iv) from Proposition 2.1.
The natural application of Theorem 2.2 is to remove the difficulties of dealing only with convex sets in relation with super weak compactness. In particular, some previously known properties of SWCC sets which in their definition do not appeal to convexity are inherited by the SWC sets. Let us stress the following ones.
Corollary 2.5. Let K ⊂ X be a SWC set. Then:
(a) K is uniformly Eberlein; (b) K has the Banach-Saks property;
(c) K is finitely dentable. None of the above implications can be reversed.
Proof. For SWCC, (a) was established in [29] and (b) in [30, Theorem 1.3]. Finally, remember that (c) is equivalent to super weak compactness in the setting of convex sets.
There exists non super-reflexive spaces with the Banach-Saks property [15, p. 84 ]. In [29, Example 4.9 ] an example of a finitely dentable weakly compact set whose closed convex hull is not finitely dentable is provided, but this example is not separable and the argument quite indirect. See Proposition 6.5 in this paper for a more simple example.
To conclude this section, we mention that we can also remove convexity from Theorem 1.6 and Theorem 1.9 in [30] . A Banach space X is generated by a subset K if the linear span of K is dense in X. Then we will say that X is super weakly compactly generated (super WCG) if it is generated by a SWC set. A Banach space X is said to be strongly generated by a subset K ⊂ X if for any weakly compact H ⊂ X and any ε > 0 there is n ∈ N such that H ⊂ nK + εB X . Then we say that X is strongly super weakly compactly generated (S 2 WCG) if it is strongly generated by a SWC set. It follows from Theorem 2.2 that these definitions coincide with the definitions given in [30] . Let us just recall their links with renorming properties. We start with a definition. Given a bounded set H ⊂ X, the norm of the Banach space (X, · ) is said to be H-UG smooth if
The norm is said to be strongly UG smooth if it is H-UG smooth for some bounded and linearly dense subset H of X. We now reformulate the results from [30] .
Theorem 2.6. Let X be a Banach space. Then:
(a) X is generated by a SWC set (i.e. is a super WCG Banach space) if and only if it admits an equivalent strongly UG smooth norm. (b) If X is strongly generated by a SWC set (i.e. is a S 2 WCG Banach space), then there is an equivalent norm on X such that its restriction to any reflexive subspace of X is both uniformly convex and uniformly Fréchet-smooth.
Application of James sequences
For a non super-reflexive Banach space X, the dual of the ultrapower X U is strictly larger than (X * ) U and so it contains unknown or non representable elements making difficult the study of weak compactness. For that reason, the following purely intrinsic characterization of weak compactness due to James [18] , is extremely useful for the characterization of SWC sets.
The straightforward application of the above statement to the definition of super weak compactness with ultrapowers leads to the following characterization [13, Corollary 4.9] of SWC sets, which actually provides a "measure of non super weak compactness". Proposition 3.2. For a closed subset C of X the following statements are equivalent:
(i) C is not relatively SWC.
(ii) There exists θ > 0 such that for every n ∈ N it is possible to find points (x k ) n k=1 in C such that for every 1 ≤ k < n, dist conv{x j : j ≤ k}, conv{x j : j > k} ≥ θ.
Note that this can be used in the construction of arbitrary large dyadic trees inside a non SWCC set (see implication (iii) ⇒ (i) in Proposition 2.1). Moreover, the trees obtained that way have the following stronger separation property. Corollary 3.3. Let K be closed convex non SWC. Then there exists δ > 0 such that for every n ∈ N there is a δ-separated dyadic tree of height n in K such that the distance between nodes of consecutive levels is also at least δ.
Proof. Take 2 n points in K fulfilling statement (ii) of Proposition 3.2 and build a dyadic tree by averaging on dyadic partitions of {1, 2, . . . , 2 n }, see [6, p. 412 ] for instance. Then this tree is clearly θ-separated in the sense of the definition of the finite tree property. Let now x, y be two nodes in consecutive levels, and assume y is one level above x. If x is not an ancestor of y, then both are convex combinations of the original points in such a way that x − y ≥ θ. If x is an ancestor of y, then x − y ≥ θ 2 . Therefore δ = θ 2 does the work.
Then, the strong separation of trees provides non finitely dentable Lipschitz functions, thanks to an argument of Cepedello-Boiso [10] .
Corollary 3.4. Let K be a closed convex non SWC set. Then there exists a non finitely dentable Lipschitz function defined on K.
Proof. As K is not norm compact, it contains a uniformly separated sequence. Performing contractions at all those points we deduce that K contains a uniformly separated sequence (K n ) of translations of λK for some λ ∈ (0, 1). So, there exists δ > 0 such that for any n ∈ N, there exists a δ-separated dyadic tree T n in K n with nodes of consecutive levels that are also δ-separated. We may as well assume that the sequence (K n ) is also δ-separated. For n ∈ N, denote now O n the set of nodes at odd levels of T n and consider the closed subset F = ∞ n=1 O n of K and the function defined by f (x) = d(F, x), which is 1-Lipschitz. Note that any slice S where the oscillation of f is less than δ cannot contain points of consecutive levels of the same T n . On the other hand, the derivation process cannot remove a node of the tree T n before all its descendants. Both things imply that f cannot be finitely dentable.
The next result adds up to the characterizations of SWCC sets in Proposition 2.1. Proof. This is just combination of [29, Corollary 5.3] where the the approximation by differences of Lipschitz convex functions is proved for uniformly continuous functions defined on SWCC sets, and Corollary 3.4 knowing that a function which is uniform limit of differences of bounded continuous convex functions is finitely dentable, see [29, Theorem 1.4 ].
The characterization of SWC sets given in Proposition 3.2 can be improved from a combinatorial point of view by reducing the number of points whose convex combinations are separated. Note that the following characterizes non super weak compactness by the fact that "cubes" can be embedded uniformly in a certain fashion. Theorem 3.6. A subset C of X is not relatively super weakly compact if and only if there exists θ > 0 such that for every n ∈ N it is possible to find a map f n :
Proof. If C is not relatively super weakly compact, then apply Proposition 3.2 for 2 n points and make the obvious arrangement. Only the reverse implication is actually an improvement, so assume now that C is super weakly compact and, in order to get a contradiction, that there exists θ > 0 and maps f n : {0, 1} n → C as in our statement. In the sequel we will denote {0, 1} ω the set of all infinite sequences in{0, 1} and {0, 1} <ω , the set of all finite such sequences. If s and t are sequences such that t strictly extends s, we write s ≺ t. For s ∈ {0, 1} <ω , denote
which we view as subset of the weakly compact subset K = C U w of X U . Note that it follows from our assumptions on the maps f n that for a fixed n ∈ N and for any s = t ∈ {0, 1} n , the weak closures of F s and F t have an empty intersection. Thus, we can apply Urysohn's Lemma to produce a weakly continuous map φ n : K → [0, 1] such that
We now set φ = (φ n ) ∞ n=1 , which is a weakly continuous map from K to [0, 1] N , with the property that
Consider now the minimal weakly closed subset H of K such that φ(H) = {0, 1} N , whose existence is easily deduced by weak compactness. We will show that H is not θ-dentable.
It follows now, again from the properties of the maps f n , that there are two points in H ∩ V at distance not less than θ. This is a contradiction because weakly compact subsets are dentable [16, Theorem 11.11 ].
In the case of convex sets, James [18, Theorem 3] proved the following more precise characterization of weak compactness, which this time involves linear functionals. Theorem 3.7. Let C ⊂ X be a closed convex set. Then C is not weakly compact if and only if there exist θ > 0, and sequences (x n ) ⊂ C, (x * n ) ⊂ B X * such that x * n (x k ) = 0 if n > k and x * n (x k ) = θ if n ≤ k. As an application, we get the following analoguous characterization of convex SWC sets.
Theorem 3.8. Let C ⊂ X be closed and convex. The following statements are equivalent:
(i) C is not SWCC;
(ii) There exists θ > 0 such that for every n ∈ N there exist (
Proof. In view of Proposition 3.2, we only need to show (i) ⇒ (ii). So assume that C is not SWCC. Then C U is not weakly compact, so Theorem 3.7 insures the existence of θ > 0 and sequences (u n ) ⊂ C U , (u * n ) in the unit ball of (X U ) * such that u * n (u k ) = 0 if n > k and u * n (u k ) = θ if n ≤ k. Now, we can use the finite representability of C U in C to find, for a fixed n ∈ N, a sequence (x 1 , . . . , x n ) in C and a linear isomorphism R n from the linear span of {u 1 , . . . , u n } onto the linear span E n of {x 1 , . . . , x n } such that R n (u i ) = x i for all i ≤ n, R n ≤ 2 and R −1 n ≤ 2. For k ∈ {1, . . . , n}, define now a linear functional y * k on E n by y * k (x i ) = u * k (u i ). Remark that y * k E * n ≤ 2 and denote x * k its Hahn-Banach extension to X. Replacing θ by θ 2 , we get the desired result. For our applications to embedding results in section 5, it will be useful to refine this last result by showing that a non SWCC set C is such that for any finite codimensional subspace Y of X, C ∩ Y satisfies property (ii) with a parameter θ independent of Y . This is very much in the spirit of Corollary 5 in [9] , but we will detail here the version that is the most adapted for our embedding questions. As usual, we start with a statement about non weakly compact sets. Proposition 3.9. Let C ⊂ X be closed, convex, bounded, symmetric and not relatively weakly compact. Then, there exists θ > 0 such that for every finite codimensional subspace Y of X, there exists
Proof. First, we claim that for every finite codimensional subspace Y of X, there is a compact subset K of X such that C is included in 3C ∩ Y + K. Indeed, denote by Z the space linearly spanned by C and equipped with | | C , the Minkowski functional of C, as the norm. It is standard that (Z, | | C ) is a Banach space (see [16, Exercise 2.22] for instance). Since C is bounded, the identity mapping I, from Z to X is bounded. Then W = I −1 (Y ) is also a closed finite codimensional subspace of Z. Then, a well known application of the Bartle-Graves selection theorem (see [14] ) insures that there exists a compact subset L of Z such that B Z ⊂ 3B W + L. Applying the map I and denoting K = I(L) finishes the proof of our claim.
Assume now that the conclusion of the proposition is false. Then for any ε > 0, there exists a finite codimensional subspace Y of X such that C ∩ Y w * ⊂ X + εB X . But our first claim implies that C w * ⊂ 3C ∩ Y w * + K, for some compact subset K of X. We deduce that for any ε > 0, C w * ⊂ X + 3εB X , which implies that C is weakly compact, a contradiction.
We now turn again to non super weakly compact sets. Theorem 3.10. Let C ⊂ X be closed, convex, bounded and symmetric. The following statements are equivalent.
(ii) There exists θ > 0 such that for every finite codimensional subspace Y of X, every n ∈ N, there exist (x k ) n k=1 ⊂ C ∩Y and (x * k ) n k=1 ⊂ B X * such that x * n (x k ) = 0 if n > k and x * n (x k ) = θ if n ≤ k. Proof. Again, we only need to show (i) ⇒ (ii). So assume that C is not SWCC, let U be a non trivial ultrafilter on N and Y be a finite codimensional subspace of X. Then, using norm compactness in a finite dimensional complement of Y in X, we easily see that Y U is a finite codimensional subspace of X U . Then, identifying (C ∩ Y ) U with C U ∩ Y U and using Proposition 3.9
we deduce the existence of θ > 0, independent of Y , such that (C ∩ Y ) U w * (the weak * closure is meant here in (X U ) * * ) has points at distance from X U greater than θ. Now, the proof James' theorem (Theorem 3.7 of this paper) provides us with sequences (u n ) ∞ n=1 in (C ∩ Y ) U , (u * n ) ∞ n=1 in the unit ball of (X U ) * (actually in the unit ball of (Y U ) * , but we may consider their Hahn-Banach extensions) such that u * n (u k ) = 0 if n > k and u * n (u k ) = θ if n ≤ k. We conclude, similarly to the proof of Theorem 3.8, by using the finite representability of (C ∩ Y ) U in C ∩ Y .
Uniformly convex sets
Let us say that a symmetric convex set K is uniformly convex if for every ε > 0 there is δ > 0 such that
There is a more popular definition of uniform convexity for sets in finite dimension, but its natural extension to Banach spaces [28] is not equivalent to ours and only super-reflexive spaces can contain such sets. For a uniformly convex set K we may define the convexity modulus as
On the other hand, a lower bound for δ of power type is not guaranteed as we will see later in examples.
Lemma 4.1. Let K be uniformly convex and | · | K its Minkowski functional. Then whenever x, y ∈ K we have
Proof. Note that we always have δ K (2 x ) ≤ |x| K . Thus we may assume x = −y. Let λ = 1 − max{|x| K , |y| K } and z = x + y |x + y| K .
Observe that x + λz, y + λz ∈ K and so x + y 2 Proof. Uniform convexity implies that [K] ′ ε ⊂ (1−δ K (ε))K. Then an homogeneity argument clearly yields that [K] n ε ⊂ (1 − δ K (ε)) n K. So, there exists n ∈ N such that the -diameter of [K] n ε is smaller than ε and therefore such that [K] n+1 ε is empty. On the other hand, if K is SWC, by Theorem 2.4 and [4] , there is a uniformly convex operator T : Z → X such that K ⊂ T (B Z ). It is then obvious that T (B Z ) is uniformly convex. Proposition 4.3. Let K be SWCC and symmetric. Then for every δ > 0 there is a uniformly convex set C such that K ⊂ C ⊂ (1 + δ)K.
Proof. If Z is the linear span of K and | · | K the Minkowski functional of K, then (Z, | | K ) is a Banach space (see again [16, Exercise 2.22] ) and the inclusion of Z into X is a super weakly compact operator. Therefore, there is a renorming | · | u of Z making this operator uniformly convex. Note that all the norms | · | K + ε| · | u for ε > 0 make the operator uniformly convex. Then, for ε > 0 small enough, the unit ball C of | · | K + ε| · | u provides the desired set.
Finally we will prove a version of Kadec's theorem [21] Proposition 4.4. Let K be a uniformly convex set with modulus of convexity δ K . Then for any finite or infinite sequence (x n ) such that n ±x n ∈ K we have n δ K (2 x n ) ≤ 1.
Proof. As above | · | K stands for the Minkowski functional of K. Modifying the signs we may suppose without loss of generality that
By Lemma 4.1 we have that for all k > 1:
Since we also have that δ K (2 x 1 ) ≤ |x 1 | K , summing up, we obtain ∞ n=1 δ K (2 x n ) ≤ |x 1 + · · · + x k−1 + x k | K ≤ 1.
Relation to metric trees, diamonds graphs and Laakso graphs
The characterization of the non super-reflexivity of a Banach space X by the equi bi-Lipschitz embeddability of the family of binary trees of arbitrary height equipped with the hyperbolic metric, due to J. Bourgain [8] , is one of the milestones of the non linear geometry of Banach spaces. Note that F. Baudier [3] proved that it is also equivalent to the Lipschitz embeddability of the infinite binary tree. Then, Johnson and Schechtman [20] showed that super-reflexivity is also characterized by the non equi bi-Lipschitz embeddability of the diamond graphs or of the Laakso graphs (we refer the reader to [20] for their precise definitions). In this section we describe the analogous characterization of (non) relative super weak compactness.
In order to illustrate this section, we will only recall the definition of the simplest of these families: the metric binary trees. For N ∈ N, we denote
There is a natural order on T N defined by s t if the sequence t extends s. This allows us to introduce the greatest ancestor of s and t denoted a s,t . For s ∈ T N , we denote |s| the length of s. We now define a distance on T N by the formula The most natural way to describe this distance is as the graph (or shortest path) metric of T N equipped with its natural graph structure (two sequences are adjacent if one them is the immediate predecessor of the other in the ordering ). For s ∈ T N , s + denotes the set made of the two immediate successors of s for . We also need to add some notation and terminology. Let f : (M, d) → (X, ) be a map from a metric space into a Banach space. The average range of f is the following subset of X
Obviously a map is Lipschitz if ave(f ) is bounded. We say that f is θ- θ d(s, t) , which is equivalent to say that the inverse map is θ −1 -Lipschitz. A family of maps from M into X is said uniformly separated if they are all θ-separated for some θ > 0.
We can now state our result. Proof. We know from Theorem 2.2 that L is not relatively SWC if and only if K is not SWC. Denote also Z the linear span of K and T the identity from (Z, | | K ) to (X, ). We may as well assume that L ⊂ B X and thus that T ≤ 1. Note now that K is not SWC if and only if the operator T is not SWC. Although it is not exactly stated in these terms, it follows from the work of Causey and Dilworth [9] that T is not SWC if and only if there exists θ > 0 and maps f N :
. This concludes the proof.
Remark 5.2. The above results apply to unit balls of Banach spaces, which allows to recover Bourgain's theorem. Note that in this generalization it is very important that the characterization is given in terms of the norm of the ambient space for the separation and in terms of the Minkowski functional of K for the Lipschitz constant.
Remark 5.3. For a very general approach, we refer the reader to the recent paper by A. Swift [33] , where it is shown (Theorem 6.7) that super-reflexivity is equivalent to the non equi-Lipschitz embeddability of any family of bundle graphs generated by a given finitely branching bundle graph.
The article by Causey and Dilworth [9] is written in terms of super weakly compact operators and applies to symmetric convex sets. We include below a proof, for the case of trees, using only the tools of our paper.
Proof of Theorem 5.1. Assume that L is not relatively SWC. Then K is not SWC and there exists θ > 0 such that for every N ∈ N there exists
in B X * satisfying condition (ii) in Theorem 3.8. Bourgain's map [8] , see also [27, Lemma 13.11] , defined by
where σ : T N → {1, . . . , 2 N +1 − 1} is a suitable labelling of the nodes of the tree (see [8] or [3] for details), is clearly θ-separated and its average range is in K.
Assume now that L is relatively SWC, and thus, by Theorem 2.2 that K is SWC. Aiming for a contradiction, assume also that there exists f : T N → X which is θ-separated with ave(f ) ⊂ K. Since K is SWC, we may assume, without loss of generality that K is uniformly convex with modulus δ. Let | | K be the Minkowski functional of K and notice that f is C-Lipschitz for some C ≤ 1 if we endow K with | | K . Now we will show that Kloeckner's fork argument [23] is valid in this context. Given nodes s 0 , s 1 , s 2 , s ′ 2 such that s 1 ∈ s + 0 and {s 2 , s ′ 2 } = s + 1 , we claim that
2 ) which all are in K and so that |x| K , |y| K , |y ′ | K ≤ C. Then we have
x + y 2 K > C − δ(θ) and
x + y ′ 2 K > C − δ(θ), which imply x − y < θ and x − y ′ < θ, and therefore f (s 2 ) − f (s ′ 2 ) = y − y ′ < 2θ contradicting the θ-separation and proving our claim. If N was even, the application of this argument would provide a selection of nodes equivalent to T N 2 , on which the restriction of f is θ-separated with respect to and the Lipschitz constant has been reduced to C − δ(θ) with respect to | | K . Starting with a tree of height N = 2 k+1 , the recursive application of this argument would provide a θ-separated map from T 2 with Lipschitz constant C − kδ(θ), which is impossible for large values of k.
We conclude this section by showing a metrical characterization of super weak compactness that is the exact analogue of Baudier's characterization of super-reflexive Banach spaces [3] . Let us denote T ∞ the union of all the T N 's for N ∈ N, that we equip with the distance d defined as in (5.1). Proof. It follows from Theorem 5.1 that we only need to show one implication. So assume that L is not relatively SWC and let us build an embedding f . Armed with Theorem 3.10, we only need to reproduce Baudier's original barycentric gluing argument [3] . So we will just recall the main steps of his construction.
Denote k n the cardinality of T 2 n+1 . Then we can build inductively, using Theorem 3.10 and a standard Mazur gliding hump argument, subspaces (F n ) ∞ n=1 of X, points x n,1 , . . . , x n,kn in K ∩ F n , linear functionals x * n,1 , . . . , x * n,kn in B X * so that x * n,k (x n,i ) = 0 if k > i and x * n,k (x n,i ) = θ if k ≤ i, for some fixed θ > 0. We also make sure in the construction that (F n ) ∞ n=1 is a Schauder decomposition of its closed linear span Z. Let now σ n : T 2 n+1 → {1, . . . , k n } be an enumeration of T 2 n+1 following the lexicographic order. Now define f n (∅) = 0 and ∀s ∈ T 2 n+1 \ {∅}, f n (s) = t s
x n,σn(t) .
Finally, still following Baudier's lead, we define f : T ∞ → Z ⊂ X as follows: f (∅) = 0 and if 2 n ≤ |s| ≤ 2 n+1 , for some n ∈ N ∪ {0}, then
We have now gathered all the ingredients to follow the estimates carried out in [3] and conclude that there exists C, η > 0 such that f is C-Lipschitz as a function with values in the linear span of K equipped with | | K and η-separated. A final rescaling of f by a factor 1 C yields the conclusion.
Examples of super weakly compact sets
Here we will discuss some examples we believe that are interesting. Proposition 6.1. For any measure space (Ω, Σ, µ) and for any compact Hausdorff space K all the weakly compact subsets of L 1 (Ω, µ) and C(K) * are SWC. Therefore, any weakly compact operator with range L 1 (µ) or domain C(K) is super weakly compact.
Proof. We may proceed only with separable weakly compact subsets of L 1 (Ω, µ) as super weak compactness is separably determined. Note that any separable subset of L 1 (Ω, µ) is supported on a σ-finite set Ω ′ . On the other hand L 1 (Ω ′ , µ) is isometric to some space L 1 (ν) where ν is a finite measure. As L 1 (ν) is strongly generated by the unit ball of L 2 (ν), we deduce that any weakly compact subset of L 1 (Ω, µ) is SWC, see [4, p. 123] or [30, Proposition 2.7 (5) ]. The proof for C(K) * is similar. Note that this space can be decomposed as an ℓ 1 sum of L 1 (µ) spaces. The consequence for weakly compact operators with range in an L 1 (µ) space is evident. Let now T : C(K) → X be a weakly compact operator. Then T * : X * → C(K) * is weakly compact too, and thus it is super weakly compact. Then T is again super weakly compact by Beauzamy's duality.
Note that the C(K) case includes in particular L ∞ (µ) spaces, see [31, Lemma 5.3 ] for a result is this direction. The particular properties of L 1 (µ) as a Banach lattice may suggest a possible generalization of Proposition 6.1 in this setting. Actually, we propose here an upgrade of the above result that is rather based on its algebraic structure. We shall deal with preduals of JBW * -triples, which includes in particular preduals of Von Neumann algebras and thus the complex L 1 (µ) spaces. We are grateful to Ondřej F.K. Kalenda who kindly provided us with the following result and the arguments for the proof below. The definition of JBW * -triple and basic related information can be found in papers [7, 17] for instance. Theorem 6.2. Every weakly compact subset of a JBW * -triple predual is SWC.
Proof. Let us start by noticing that any JBW*-triple E has a unique predual [2] . As in the proof of the previous result we may suppose that the weakly compact set K ⊂ E is separable. By [7, Theorem 1.1] E is 1-Plichko. In particular, it has 1-SCP [7, Corollary 1.3] , that is, every separable subspace is contained in a 1-complemented separable subspace, so we may assume that K ⊂ F where F is 1-complemented in E. Now, we claim that F * is a JBW * -triple. Indeed, by [22] a 1-complemented subspace of a JB * -triple is again a JB * -triple and the claim follows by duality. Since F is a separable predual of a JBW * -triple, it is strongly WCG [17, Corollary 9.4] . It remains to show that F is actually strongly generated by a SWC set which would imply that K is SWC by [30, Proposition 2.7 (5) ]. In order to do that it is necessary to look into the extra information provided by the proofs in [17] . The compact K(φ) that strongly generates F in [17, Theorem 9.3(c)] (see also [17, We can then deduce, and extend, the following classical result of W. Szlenk [32] . Corollary 6.3. A weakly convergent sequence in L 1 (µ), or more generally in a JBW * -triple predual, has a subsequence whose Cesàro mean converges in norm to the same limit.
Proof. A weakly convergent sequence together with its limit is a weakly compact set, which in L 1 (µ) or a JBW * -triple predual is SWC and therefore, by Corollary 2.5 has the Banach-Saks property. Now we will consider subsets of c 0 which are families of characteristic functions of finite sets of N, namely sets of the form K = {χ F : F ∈ F} with F ⊂ [N] <ω . Here [N] <ω denotes the set of finite subsets of N. For a finite set F , we denote |F | its cardinality. Observe that for every p ∈ N the family F = {F ⊂ N : |F | ≤ p} produces a SWC set as it is covered by I(pB ℓ 2 ) where I : ℓ 2 → c 0 is the canonical injection, which is a SWC operator. We now give a necessary condition for such a set K to be SWC in c 0 . Proof. Actually, we will show that the cardinality of the set in the statement is below N p for some p ∈ N and N = |A| large enough. Assume that the result is false. So for any fixed p ∈ N the cardinality is not eventually bounded by N p . Note that the expression N 0 + N 1 + · · · + N p − 1 is a polynomial of degree p − 1 on N , so by our assumption there is N ∈ N such that
The Sauer-Shelah Lemma then insures that there is a subset S of A with |S| = p such that {F ∩ S : F ∈ F} = 2 S . Now, take an enumeration of S = {n 1 , . . . , n p } and define points (
In particular, n k ∈ F k if and only if i ≥ k, which clearly implies that (x k ) p k=1 satisfies Proposition 3.2 whith θ = 1. As p can be arbitrarily large, K is not SWC.
Another non trivial example leading to an explicit estimate is provided by the Schreier family S, which is made up of those F ∈ [N] ω such that |F | ≤ min(F ), we have that {χ F : F ∈ S} is weakly compact in c 0 while
However, the property of Proposition 6.4 does not characterize super weak compactness in c 0 , as it is shown by the following example. Proposition 6.5. There exists a family F of finite subsets of N such that K = {χ F : F ∈ F} is weakly compact, finitely dentable, non SWC and so that for every finite set A ⊂ N we have {F ∩ A : F ∈ F} = |A| + 1.
Proof. Define for every n ∈ N and m ∈ {1, . . . , n} the sets F n,m = k ∈ N :
Consider the families F n = {F n,m : 1 ≤ m ≤ n} and F = {∅} ∪ n∈N F n . It is easy to see that any sequence in K = {χ F : F ∈ F} admits a subsequence that is either stationary or weakly null. Therefore, K is weakly compact. Note that for every n in N the sequence (x m ) n m=1 = (χ Fn,m ) n m=1 satisfies condition (ii) of Proposition 3.2 with θ = 1, and so K is not SWC. Now we will show that any x ∈ K \ {0} can be separated with a slice from the rest of K. If x = χ Fn,m take x * = (a k ) ∞ k=1 ∈ ℓ 1 , where a k is 1 if k ∈ F n,m ; −1 if n(n − 1) 2 + m < k ≤ n(n + 1) 2 ; 0 otherwise.
With this choice, we have that {x} = {y ∈ K : x * (y) > m − 1/2}, which shows that [K] ′ ε = {0} for any ε < 1 and implies the finite dentability of K. Finally, observe that {F ∩ A : F ∈ F n , F ∩ A = ∅} = A ∩ n(n − 1) 2 , n(n + 1) 2 leading to the estimation of the statement (adding 1 for F = ∅). Remark 6.6. The set K we just described is isometric to N, equipped with the discrete metric, and the same is true for the subset L of c 0 made of 0 together with the elements of the canonical basis of c 0 . However, K is not SWC, while L is SWC (for instance, because it is weakly compact and included in the image of the unit ball of ℓ 2 by the identity map from ℓ 2 in c 0 ). This underlines the fact that convexity or the use convex hulls seems unavoidable if one is looking for metrical characterizations of super weak compactness. Now we will discuss super weak compactness of some subsets of the Bochner-Lebesgue space L p (X) = L p ([0, 1], X). Our starting point is the following result of Beauzamy [4, Proposition II.3] restated in terms of super weak compactness. Theorem 6.7. Let X, Y be two Banach spaces and p ∈ (1, +∞). If T : X → Y is super weakly compact, then the induced operator T p : L p (X) → L p (Y ), defined by T p f (t) = T (f (t)), is super weakly compact.
For a subset K of X, we denote L p (K) the set of all f in L p (X) whose essential range is included in K. Then, we deduce the following. Corollary 6.8. A subset K of X is SWC if and only if L p (K) is SWC for some or all p in (1, +∞).
Proof. Note that K is isometric to a closed subset of L p (K). So we have only one implication to show and we assume that K is SWC. So, there exists a Banach space Z and a super weakly compact operator T : Z → X such that K ⊂ T (B Z ). Then L p (K) ⊂ T p (B L p (Z) ) is super weakly compact by Beauzamy's result.
This last result leads to the following characterization of SWC sets by means of the fragmentability index. Theorem 6.9. A weakly compact subset K ⊂ X is SWC if and only if L 2 (K) is finitely fragmentable.
Proof. Let H denote the closed convex hull of K. Assume first that K is SWC, then so is H and then L 2 (H) is SWC. Indeed, property (iv) in Proposition 2.1 insures the existence of a super weakly compact operator T : Z → X with Z a reflexive Banach and such that H ⊂ T (B Z ). Then, we obtain that L 2 (H) is a subset of T 2 (B L 2 (Z) ), with L 2 (Z) being reflexive and T 2 super weakly compact by Theorem 6.7. Thus L 2 (H) is SWC and hence finitely dentable. Note now that L 2 (K) ⊂ L 2 (H) and that its fragmentability index is bounded by its dentability index and therefore is finite.
Assume now that L 2 (K) is finitely fragmentable. Firstly we will reduce the problem to the convex case by showing that L 2 (H) is finitely fragmentable. In order to do that, consider the bounded operator T : L 2 ([0, 1] 2 , X) → L 2 ([0, 1], X) defined by Let us remark that there is an isometry U from L 2 ([0, 1] 2 , X) onto L 2 ([0, 1], X) such that U (L 2 ([0, 1] 2 , K)) = L 2 ([0, 1], K). Now note that any simple function with values in conv(K) can be uniformly approximated by elements from T (L 2 ([0, 1] 2 , K)). That implies that L 2 (H) ⊂ T (L 2 ([0, 1] 2 , K)) and thus the desired result, as the fragmentability index of the linear continuous image remains finite. Now we can apply an argument of the first named author [24, 25] that states Dz(H, ε) ≤ S L 2 (H), ε 2 .
Therefore H is finitely dentable and hence SWC.
