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Abstract: Dual urban drainage models allow users to simulate pluvial urban flooding by analysing
the interaction between the sewer network (minor drainage system) and the overland flow (major
drainage system). This work presents a free distribution dual drainage model linking the models Iber
and Storm Water Management Model (SWMM), which are a 2D overland flow model and a 1D sewer
network model, respectively. The linking methodology consists in a step by step calling process
from Iber to a Dynamic-link Library (DLL) that contains the functions in which the SWMM code is
split. The work involves the validation of the model in a simplified urban street, in a full-scale urban
drainage physical model and in a real urban settlement. The three study cases have been carefully
chosen to show and validate the main capabilities of the model. Therefore, the model is developed
as a tool that considers the main hydrological and hydraulic processes during a rainfall event in an
urban basin, allowing the user to plan, evaluate and design new or existing urban drainage systems
in a realistic way.
Keywords: urban drainage; dual drainage; Iber; SWMM; urban flooding
1. Introduction
The rise of impervious areas in cities due to urbanization has increased the occurrence of flooding
and its consequences during extreme rainfall events. In order to mitigate flood impacts it is essential
for cities to have a drainage network properly planned and designed. Urban drainage systems are
made of two clearly different subsystems: the sewer (minor) network and the surface (major) network.
During a rainfall event, the water exchange between both subsystems can be in both directions through
inlets and manholes. The surface overland flow, the sewer flow and the exchange between both of
them are commonly computed using dual drainage models that solve all the processes in an integrated
and realistic way [1–4].
The first dual drainage approaches were 1D/1D models that simplify the surface flow as open
channels or ponds, solving the 1D Saint-Venant equations [5]. Modelling a street as an open channel is
a sensible approach as long as the water velocities presents a preferent direction [6]. However, the flow
in urban districts has a significant two-dimensional behaviour that is necessary to consider in the
numerical modelling in order to achieve truthful results. Therefore, 1D/2D dual drainage models were
developed, that solve the two-dimensional shallow water equations on the surface while maintaining
the one-dimensional approach in the sewer network [7–9]. These 1D/2D approaches, combined with
accurate digital elevation models (DEM), allow modellers to obtain more realistic results. There are
different 1D/2D dual drainage models, some of them developed on research works [10], others with
licensed software such as Infoworks ICM or Mike-Urban. To date, there are some free distribution
1D/2D drainage models that solve surface and sewer flow and their interaction but there are not usually
used in real projects of engineering with guarantee and user-friendliness.
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Storm Water Management Model (SWMM) [11] model is used frequently as 1D sewer network
engine in 1D/2D urban drainage models. Thus, coupling SWMM with overland flows models solves
the limitation of SWMM to simulate and visualise the flood area. There exist multiple methods of
coupling SWMM with overland flows models [9,12–21] in which different coupling methodologies
are used. Some models modify or adapt the SWMM code [12] while others call SWMM libraries
and functions without editing the engine code [9]. Regarding the flow exchange, there are models
that considerer only a unidirectional exchange from sewer network to the surface [13,15] and others
that consider a bidirectional exchange that allows flow enter to the sewer [14]. The election of the
overland flow model determines the complexity of the dual model and its computation time. In this
way, for overland flow, there is a wide variety of models based on the equations of fully dynamic
shallow water and others based on simplified models as the local inertial model, diffusive wave model
or the kinematic wave [16].
In addition, there is commercial software such as XP-SWMM [20], PCSWMM [22], Mike-Urban [21]
or FLO-2D Pro that couple SWMM engine with 2D overland flow models.
In this work, a 1D/2D dual urban drainage model is developed linking two free distributed
hydraulic models: Iber [23] and SWMM [11]. The model links the Iber source code with the SWMM
Dynamic-link Library (DLL), which contains functions that allow simulation data to be exchanged
between SWMM and other software. The SWMM dynamics libraries used here were developed in [24],
and up to now, they have not been implemented in any 1D/2D dual drainage model. The model
presented here is therefore a new free tool that allows an accurate and complete analysis of the flood
area extension and its duration due to the bidirectional exchange implemented. The validation of the
model is shown in three different test cases that demonstrate its capabilities.
2. Materials and Methods
2.1. Hydraulic Models
2.1.1. Iber
Iber is a 2D numerical model for simulating turbulent free surface flow and transport processes in
shallow waters [23,25]. It is a free distribution software that can be downloaded at www.iberaula.com.
The hydrodynamics module of Iber solves the 2D depth-averaged shallow water equations, also known
as dynamic wave equations to distinguish them from simpler diffusive and kinematic wave models.
The model also incorporates several hydrological processes, and its application to rainfall-runoff and
overland flow computations has been validated in previous works [26–29]. The mass and momentum















































 = −gh∂zb∂y − g n2h7/3 ∣∣∣q∣∣∣qy (3)
where h is the water depth, qx, qy and
∣∣∣q∣∣∣ are the two components of the unit discharge and its modulus,
zb is the bed elevation, n is the Manning coefficient, g is the gravity acceleration, R is the rainfall
intensity, and i is the infiltration rate.
The hydrodynamic equations are solved with an unstructured finite volume solver, including a
specific numerical scheme for hydrological applications, the so-called DHD scheme [26]. The use of
this scheme is strongly recommended in rainfall-runoff computations.
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2.1.2. SWMM 5.1
The Storm Water Management Model (SWMM) is a 1D dynamic sewer network model developed
for the simulation of rainfall-runoff processes and the conveyance of water flows through drainage
systems. The sewer network is modelled as a network of links (pipes) connected by nodes (manholes).
The hydrodynamics module of SWMM solves the 1D Saint-Venant equations for gradually varied,
unsteady flow. These are referred to as dynamic wave analysis and are implemented in the module
EXTRAN (Extended Transport) [30].
The SWMM code is split into functions grouped in a single Dynamic-link Library (DLL) [9,24],
which simplifies their communication with other software. Each function has a specific task, e.g., start the
simulation or advance the simulation step by step.
2.2. Linking Methodology
The structure of SWMM5 allows its interaction and linking with the source code of Iber.
The SWMM5-DLL is built from the source code of the OWA-SWMM Open-Source Library [24].
The OWA-SWMM source code is written in C++ and includes a Toolkit API that allows to get and set
all the model parameters and hydraulic variables before, during and after the simulation. Once the
SWMM-DLL is built, it can be directly invoked from the source code of Iber, and no further actions
are needed. Despite new GPU-parallelized releases of Iber are coded in C++ [27], in this work we
have used the standard Iber code, which is written in FORTRAN. Therefore, as the OWA-SWMM is
written in C++, a standard intrinsic module has been incorporated at the Iber code to stablish the
interoperability between the two languages.
The linking methodology includes a set of subroutines that are added to the Iber source code,
in order to invoke the SWMM functions and other related operations. In Figure 1, a flow diagram of
the 1D/2D linking methodology is presented. Before starting the simulation, each inlet and manhole
defined in SWMM must be associated to a surface mesh element in Iber. This can be done automatically
(nearest neighbour) or manually by the user. Each inlet and manhole can be assigned to one or more
surface elements. This might be appropriate depending on the spatial scale of the study case and the
mesh resolution, as it will be shown in the next section.
In a similar way, before the simulation starts, the roof elements defined in Iber are associated to
the nearest manhole in SWMM.
Once the simulation starts, at each time step the model solves the surface and sewer flow equations.
The surface and sewer network equations are computed by the two solvers in an independent way,
using different time steps. The time step in Iber depends on a Courant–Friedrichs–Lewy (CFL) stability
constraint that relates the maximum permissible computational time step, the grid size, the flow
velocity and the water depth [26]. Similarly, the time step in SWMM is computed by a Courant
condition that limited the time step to the time needed for a wave to propagate through the entire
pipe [30]. Therefore, a time step synchronization is necessary to guarantee a correct coupling between
models and to do the water exchange between minor and major drainage networks at the same elapsed
time. The time step of SWMM is usually larger than the Iber time step; thus, the SWMM elapsed time
is considered as the synchronization time. The synchronization implies that, at certain computation
steps, the Iber time step must be adjusted in order to avoid to exceed the elapsed time of SWMM [9,31].
In order to do so, the computational time step in Iber is defined as follows:
∆tIbern+1 = min
Tsyn + ∆tSWMM n+1 − n∑
i=1
∆tIberi , ∆tIber CFLn+1
 (4)
where ∆tIbern+1 is the time step of Iber for the step n + 1, adjusted to the synchronization with
SWMM if it was necessary, ∆tSWMM n+1 and ∆tIber CFLn+1 are the SWMM and Iber time steps computed
independently in both models for the step n + 1 (i.e., without considering synchronization), Tsyn is the
time of the last synchronization, and
∑n
i=1 ∆tIberi is the elapsed time of Iber.
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Figure 1. Flow diagram of the 1D/2D urban drainage model.
The water exchange is done every time at which the models are synchronized, assuming a constant
water discharge during the whole time step. The interaction between the overland flow and the sewer
drainage system occurs only through inlets and manholes. The surface water can only enter the sewer
network through the inlets, while the water can only return to the surface through the manholes.
This last assumption is reasonable due to when the system is surcharged, the volume of water returned
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through the inlets is negligible respect the volume returned through the manholes. However, if a
manhole is flooded, all the inlets associated to it will not caught any surface flow.
The inlets are directly connected to manholes. In the present version, the conveyance time between
the inlet and the manhole is not considered, i.e., the water that enters an inlet is instantaneously
directed to the manhole associated to that inlet. This assumption is reasonable since in real applications
the conveyance time between inlets and manholes is usually negligible compared to the conveyance
time through the major and minor drainage networks. Furthermore, even if detailed studies about the
flow in inlets have been performed in the last years [32,33], information about the conduits that link
inlets and manholes is usually not available in real case studies.
Roofs are also directly connected to manholes. Thus, all the rain that falls in a roof element is
automatically added to the associate manhole regardless the roof height and its conveyance time.
Moreover, the roofs will add flow to the manhole node regardless of whether it is flooded or not.
It is highlighted that the conveyance time can be included to the model if the information of the
roof is available. In addition, the official version will also include the possibility of modelling SuDS
(Sustainable Drainage System) techniques such as green roofs or permeable pavements, among others.
To compute the aforementioned interactions between Iber and SWMM, the exchanged discharge
introduced in the sewer network is calculated in Iber. Thus, as Iber has a time step smaller than SWMM,
for each of the n Iber time steps that are needed to complete a SWMM time step, the cumulative volume
of water exchanged is evaluated. Then, when the synchronization occurs, the functions of SWMM
are invoked to introduce the volume caught by the inlets in the sewer between the previous and the
current synchronization time as a manhole discharge. Free weir, submerged weir and orifice equations
used in previous studies [9,10,31] have been implemented to compute the flow interchange depending
on the water level at the surface mesh element, the mesh element elevation and the hydraulic head
at the manhole. On the other hand, if a manhole is flooding, the node flood discharge is computed
by SWMM and transferred to the surface as an Iber source. It is highlighted that the same water
volume that is extracted from Iber is introduced in SWMM and, vice versa. Finally, SWMM step is
computed establishing the next synchronization time and it will not run again until Iber reaches this
synchronization time and new exchange occurs.
3. Case Studies and Results
In order to validate the dual drainage model presented in Section 2 and to show its capabilities,
three case studies have been modelled. The case studies were chosen in order to assess numerical
aspects such as mass conservation and numerical stability, to validate model output against laboratory
experimental data and to show the workflow methodology to set up a model in a real application.
The study cases include free surface and surcharged flow conditions in the drainage network as well as
water discharge exchanges in both directions, i.e., from major to minor network and vice versa. All the
tests have been solved using the DHD scheme of Iber and a wet-dry threshold of 0.1 mm.
3.1. Simplified Urban Street
3.1.1. Case Study Description
This case study consists in a synthetic urban street, and it is aimed to verify some numerical
aspects and basic capabilities of the model. The spatial domain includes a roadway with pavements at
both sides, a pedestrian area, a green area and buildings (Figure 2a). The roadway is 40 m in length and
7 m in width, and it is separated from the 2-m wide pavements by a 15-cm high curb. The roadway and
pavements have 2% and 1% slopes in the transversal direction, respectively, and 1% longitudinal slope.
The buildings are 10 m in width and are directly connected to the manholes. The sewer system and
the surface are connected by 8 inlets and 4 manholes. Each inlet is connected to its nearest manhole.
Manholes M1, M2 and M3 are connected by a pipe with an inner diameter of 500 mm, while the pipe
that connects manholes M4 and M2 has in inner diameter of 300 mm. Both pipes have a slope of 1%.
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The network outlet (O1) is located 10 m downstream from manhole M3, following the pipe slope,
and its invert elevation is −2 m (Figure 3). The invert manhole relative depth regarding the surface is
−2 m for M1, M2 and M3 and −2.05 m for M4. At O1, the reference elevation for the head is the surface
elevation, 0 m in this location.
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Figure 4 shows the evolution of water depths and discharges at the four manholes. At all the
manholes, the water depth increases slowly during the first 60 min, due to the rainfall input and to
the water coming from the imposed hydrographs at manholes M1 and M4. At that time, the sudden
rise of the downstrea boundary hydraulic head condition triggers a sharp increase in the manhole
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In order to verify the lobal m ss c nservation of the coupled model, including the surface and
sewer models as well as the linking methodology, the mass balance error was computed at each time
step of the simulation as
error = (P− S−Vinlet −Vroo f s −Vboundary −Vin f iltration + V f lood
)
(5)
where P is the precipitation volume, S is the overland flow storage, Vinlet is the volume intercepted
by the inlets, Vroo f s is the volume intercepted by the roofs, Vboundary is the outlet volume through the
domain boundaries, Vin f iltration is the infiltration volume, and V f lood is the volume that returns to the
surface through the manholes. The relative accumulated mass balance error in relation with the outlet
boundary volume is at every time step lower than 1% (Figure 6b).
3.2. Full-Scale Urban Dr inage Physical Mo el
3.2.1. Case Study Description
This case presents the experimental validation of the dual drainage model using a set of laboratory
data obtained in a real scale physical model. The physical model consists of a full-scale street
section of 36 m2 with a sewer system and a rainfall simulator. This facility was used in previous
studies [10,35–37] to validate urban drainage models and to measure wash-off and sediment transport
in urban environments. The street consists of a concrete roadway and a concrete pavement separated
by a 15-cm high curb. The roadway has 2% and 0.5% transversal and longitudinal slopes, respectively.
Surface runoff is drained through two inlets and through a lateral channel that ends into a third
inlet. From there, water is conveyed through the sewer system to a downstream outfall (Figure 7).
The street geometry and experimental data presented in WASHTREET [38] were used to build the
numerical model.
Three different rainfall intensities of 30, 50 and 80 mm/h were simulated. In order to compare
the experimental data with the numerical results, the hydraulic variables in a set of control points
were analysed (Figure 7b). The water discharges through the two inner inlets and at the outfall were
compared. In addition, the water depth at 6 locations within the pipes and at 3 surface control points
were compared.
The surface domain was discretized using an unstructured mesh with an average element size
of 0.06 m and approximately 20,000 elements. From previous studies in this laboratory facility [36],
the Manning coefficient was set to 0.016, and an initial abstraction of 0.6 mm was established in the
whole surface. In the lateral plastic channel and in all the pipes of the sewer network, the Manning
coefficient was set to 0.008 [10].
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3.2.2. Results
Figure 8 shows the experimental and numerical hydrographs computed at the two inlets and at the
outfall for the three rainfall intensities. The numerical and experimental data present a good agreement
at both inlets being the mean absolute error (MAE) less than 0.01 L/s for all the rainfall intensities.
Regarding the agreement at the outfall, a small-time lag between the numerical and experimental data
can be observed during the rising limb of the hydrographs (MAE less than 0.09 L/s). This difference is
due to the way in which the outfall discharge was measured in the experimental tests. Experimental
discharge was measured in a deposit located at the end of the sewer network that produced a slight
lamination of the experimental hydrograph [37].
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Finally, Figure 10a shows the water volumes computed during the simulation. Most of the rainfall
volume is drained through the inlets. Using the mass conservation Equation (5), the mean mass
conservation error during the whole simulation in relation with the precipitation volume is 0.003%
and tends to zero at the end of simulation (Figure 10b).
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areas are sho n in Figure 11. Due to the lack of field data that could be used to calibrate the odel
para eters, the anning coefficient as set to 0.016 in the urban area and to 0.20 in the rest of the
do ain [39,40]. The SCS Curve Number Method was used to compute infiltration losses. Based on the
GCN250 dataset [41], a curve-number (CN) of 75 was imposed for all the pervious areas, while the
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urban domain was considered to be completely impervious. The spatial domain included in the
computations includes all the surrounding terrains that drain into the urban region, in order to consider
the surface runoff coming from upstream areas.
Water 2020, 12, x FOR PEER REVIEW 11 of 15 
 
A synthetic hyetograph with a duration of 1 h and a return period of 25 years was computed 
from regional intensity–duration–frequency curves (IDF) [43] using the alternating block method 
(Figure 12b). The hyetograph was imposed homogeneously in space. 
   
(a) (b) 
Figure 11. (a) DEM of the study area; (b) sewer network of the urban settlement. 
3.3.2. Results 
Figure 12a shows the spatial distribution of the maximum water depth computed during the 
simulation with the fine mesh. To facilitate the visualization of the results, water depths lower than 
0.01 m are not represented. The results obtained with the coarse mesh are very similar and are 
therefore not shown in the figure.  
  
(a) (b) 
Figure 12. (a) Maximum depths at surface; (b) numerical hydrographs computed at outfalls for a 1 h 
design storm with a 25-year return period for coarse (C) and fine (F) mesh. 
Figure 11. (a) DEM of the study area; (b) sewer network of the urban settlement.
Th sewer system (Figure 11b) is composed of 727 manholes, 753 links and 3 outfalls. The information
of the sewer system was provided in GIS data format, so it was necessary to convert it to the SWMM
input format. To do so, the R software package swmmr was used. The R package swmmr is a free
tool that contains specific functions to read and write SWMM files, run SWMM simulations from
R and convert SWMM input files to and from GIS data [42]. The inlets were not included in the
SWMM input file. Thus, all the inlets that do not have an associated manhole in the GIS data are
automatically assigned by the model to the nearest manhole. Unlike in the two previous case studies,
the DTM available for this case has a limited resolution (2 m), which means that the pathlines of water
at the streets could not be resolved with an enough resolution to direct the water towards the inlets.
Other methodologies to catch overland flow when the topography does not have enough resolution,
such as the definition of a density of inlets in a micro-catchment that drains into a manhole [33], will be
analysed in future works.
In order to evaluate the effect of the numerical discretisation on the results, two different
computational meshes with different spatial resolution were used to discretize the domain. The coarse
mesh has 100,000 elements and an average element size of 10 m, while the fine mesh has 1,000,000
elements, with an average element size of 2 m inside the urban area and of 20 m in the rest of the domain.
A synthetic hyetograph with a duration of 1 h and a return period of 25 years was computed
from regional intensity–duration–frequency curves (IDF) [43] using the alternating block method
(Figure 12b). The hyetograph was imposed homogeneously in space.
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3.3.2. Results
Figure 12a shows the spatial distribution of the maximum water depth computed during the
simulation with the fine mesh. To facilitate the visualization of the results, water depths lower than
0.01 m are not represented. The results obtained with the coarse mesh are very similar and are therefore
not shown in the figure.
Figure 12b shows the discharges at the three outfalls (see location in Figure 11b) computed with
the fine and coarse meshes. The hydrographs computed at outfall O2 with both meshes are virtually the
same (MAE of 0.01 m3/s). At outfall O1, there are some minor differences at some time steps, but those
are not significant for practical purposes (MAE of 0.06 m3/s), and the peak discharge computed with
both meshes is the same. Regarding outfall O3, the MAE increases to 0.11 m3/s, and the difference in
peak discharge is around 8%. While these differences are larger than in the case of O1 and O2, they are
still small for the analysis of sewer networks in real applications, where the uncertainties on input
data are in general larger than those values. Moreover, it should be considered that the CPU time was
15 times larger when using the fine mesh in relation to the coarse mesh.
A simulation without the sewer network was carried out in order to highlight the role of the sewer
drainage system during a rainfall event. Figure 13 shows the maps of maximum depth during the
rainfall event considering and not considering the sewer network in the model. The results are shown
only in the urban impervious area, and the building shapes were removed from the figure in order
to facilitate the visualization. The extension of the flood is significantly different, being, as expected,
bigger for the case without sewer network, which corroborates the essential role that play the sewer
network systems during extreme rainfall events. Thus, the no consideration of the sewer network
implies a 10% and 35% of increase in the depths and in the flood extension, respectively.
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during and after the si ulation.
The capabilities of the model wer shown i three case studies at different spatial scale . The first
case study was used to validate the basic capabilities of the m del and to show its uitability to compute
surface flooding condit ons caused by the surcharg of the sewer network. In the second case study,
the numerical results a e compared against exp rimental data obtained in full-scale urban drainage
physical model. Finally, the third case was used to show the capability of the model to simulate pluvial
fl ods in real urban settlements, incorporating the available GIS data of the sewer system.
Further developments of the model will include different methodologies to compute the transfers
of water captur d by inlets and roofs, th imp ementation o SuDS (Sustainable Drainage System)
techniques and the enhanc ment of the computational ti e. In additi , future work will also comp re
the present model with other well-known dual drainage models, in order to analyse its capabilities
and its advantages and disadvantages against these.
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3. Chen, A.S.; Leandro, J.; Djordjević, S. Modelling sewer discharge via displacement of manhole covers during
flood events using 1D/2D SIPSON/P-DWave dual drainage simulations. Urban Water J. 2016, 13, 830–840.
[CrossRef]
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