In the PREVENIR-5 study, artificial neural networks (NN) were applied to a large sample of patients with recent first acute coronary syndrome (ACS) to identify determinants of persistence of evidence-based cardiovascular medications (EBCM: antithrombotic ? beta-blocker ? statin ? angiotensin converting enzyme inhibitor-ACEI and/ or angiotensin-II receptor blocker-ARB).
Introduction
Acute coronary syndrome (ACS) includes life-threatening clinical conditions ranging from unstable angina to non-ST-elevation myocardial infarction (NSTEMI) and ST-elevation myocardial infarction (STEMI) that are a major cause of emergency medical care and hospitalization in industrialized countries [17, 23] . Patients with ACS after the initial phase carry a high risk of recurrence of ischemic events. Therefore, active secondary prevention is an essential element of long-term management. European clinical practice guidelines (European Society of Cardiology) support the use of four major classes of drugs, i.e., angiotensin-converting enzyme inhibitors (ACEI) and/or angiotensin II receptor blockers (ARB), beta blockers, antithrombotic agents, and statins for long-term treatment of patients after an acute coronary event [5, 32, 34] . Unfortunately, there is evidence that these therapies are neither consistently prescribed when appropriate nor adhered to by patients in daily clinical practice [27] . In a recent analysis of real-world use of secondary prevention therapies over [2003] [2004] within the 90 days following an hospitalization for ACS, Lee et al. [27] found exposure rates of 52% for ACEIs or ARBs, 64% for beta-blockers and 63% for statins in a cohort of 1,135 patients. Similar results were obtained in three European observational studies [8, 14, 19] .
Long-term persistence of evidence-based cardiovascular medications (EBCM) remains a key concern to achieve optimal outcomes. In a survey of 1,326 patients with coronary artery disease assessing the adherence to EBCM by comparing baseline prescription at hospital discharge to self-reported medical regimen at 1 year, Kulkarni et al. [26] reported that only 54% of patients were adherent to all of their initial medications. In 1,700 patients hospitalized for ACS in 2006 in France, the four-drug combination therapy had been prescribed in 46% of patients at hospital discharge, 80% of them were still taking the combination 14 months after hospital discharge [3] .
Defining predictors of long-term EBCM persistence has implications for the disease management approach of individual patient. Traditional statistical approaches such as logistic or Cox regressions, commonly used for prediction analyses in cardiology, tend to select only variables which have a high level of linear correlation with the outcome variable. Complex non-linear relationships between independent and dependent variables can be accurately detected by artificial neural networks (NNs) [9] . Artificial NNs are biologically inspired by computer programs designed to simulate the way in which the human brain processes information [31] . NN is formed from hundreds of single units, artificial neurons or processing elements, connected with coefficients (weights), which constitute the neural structure and are organized in layers [1] . NNs present the main advantage not to be based on ''a priori'' assumptions and to allow detection of links between factors that conventional statistical techniques may not be able to detect [1, 7, 33] . In studies carried out in the cardiovascular field, NNs provided a better predictive accuracy than did traditional statistical techniques [4, 6, 35] .
In the present French, cross-sectional, observational PREVENIR-5 study, NNs (Multi-Layer Perceptron) have been applied to a large sample of patients with recent ACS to identify persistence factors of EBCM. The prediction accuracy of NN was compared with that of logistic regression (LR) using classification performance indices, i.e., Area Under Receiver-Operating Characteristics (AU-ROC), sensitivity, specificity, accuracy, and positive predictive value (PPV).
Methods

Study design
Male or female adult patients hospitalized for a first episode of ACS (NSTEMI, STEMI, or unstable angina) during 2004 or 2005, and followed routinely by a general practitioner (GP), were included in this study. No exclusion criteria were applied except for current participation in a clinical trial. The physicians were randomly selected from a comprehensive national database of French GPs. The sample was regionally stratified to ensure the representativeness of the study with regard to French medical practice. The study was proposed by mail to 39,665 GPs and 3,122 (7.9%) gave their consent to participate and signed the financial agreement. Each participating GP was asked to include the first three consecutive patients, who fulfilled the eligibility criteria over a three-month period. The following data were prospectively collected by the GP at the inclusion visit (day of consultation): patients' and ACS characteristics, medications at hospital discharge and at inclusion visit, cardiovascular risk factors, last biological measurements, concomitant cardiovascular and other diseases, and concomitant treatments. The study met the quality standard described in the declaration of Helsinki and the Good Epidemiological Practices [21] and was approved by local legal authorities (''French Information Technology and Liberties Commission'' and ''French Medical Committee''). Participation in the study was voluntary. This observational study did not modify the clinical practices of the physicians.
Clinical endpoints
The endpoints were to identify key persistence factors of EBCM in ACS patients using NN and LR and to compare the two models prediction performances. Persistence was defined as current use of EBCM prescribed at hospital discharge and non persistence as the discontinuation of at least one of the drugs the day of consultation. The analysis was performed on the subgroup of patients who received the four-drug combination at hospital discharge (N = 2,132), i.e., any antithrombotic agent ? beta-blocker ? statin ? ACEI and/or ARB (EBCM).
Variable selection with neural networks
Neural network constructions were carried out using the Statistica Neural Networks software release 7.1. LR was performed with SAS Software 8.2. Two types of NN models were built, one using the LR variable selection (NN-varLR) and the other using the NN variable selection (NN-varNN) . Therefore, three models were compared (NN-varLR, NNvarNN, and LR). Three different methods were used to select the most significant variables for each NN model: forward and backward stepwise feature selections and a genetic input selection algorithm. Forward selection consists in choosing the most predictable variable then checks for a second variable that, added to the first, most improves the model; this process is repeated until either all variables have been selected or no further improvement is made. Backward stepwise feature selection is the reverse process: it starts with all the variables and then removes a variable at each stage which less degrades the model. Genetic algorithm [16] selection is a heuristic seeking the optimal set of input variables. This heuristic builds a model by a succession of artificial transformations (mutation, crossover, and selection) from an initial population of variables sets. Each of the genetic selections was made from a population of 100 individuals (one individual corresponds to one set of variables) on 100 generations. Each set of variables corresponds to a binary string where a 0 indicates that the variable is not in the set of variables, and a one indicates that the variable is in this set. This set is tested with the help of a neural network, and the objective function is the error of this neural network on a training set. With the choice (100 individuals and 100 generations), it performs 10,000 evaluations of sets of variables. For example, the selection of one set of variables is about 60 times longer with the genetic algorithm than the backward selection, but genetic algorithms are well-suited for feature selection as there is a large number of possible variables. Because of their differences and complementarities, the authors decided to combine these three methods to select the inputs of the NN models.
With a view to improving generalization capability of networks and to decreasing the network size and execution size, a penalty can be used to penalize the large sets of variables. In this way, a penalty parameter is multiplied by the number of selected variables and added to the error level. Following different analyses, it was finally used a small penalty equal to 0.0001 with half of selection algorithms and no penalty with the other half selection algorithms. Each method calculates the value of the set of covariates selected at each step while building the NN. The authors have chosen to perform each method 40 times: 20 without penalty and 20 with a penalty equal to 0.0001. Indeed, 120 (3 9 40) selections were performed. Covariates were kept as an input for the final model if it was selected in at least 80% of the 120 individual models; this value of 80% leads to the inclusion of a reasonable number of variables regarding the complexity of the NN models. Table 1 displays the selected variables for LR and NN for EBCM subgroup.
Neural networks modelling
The Multi-Layer Perceptron (MLP) NN was applied as a classifier, with a single-layer of hidden nodes using hyperbolic activation functions [20] . The number of neurons on the hidden layer was determined according to the number and the nature of variables at the entry. Weights and bias of NN were determined by training with a two-phase procedure. The first phase is a quite short burst of backpropagation, with a moderate training rate. The second phase is a longer run of conjugated gradient descent, a much more powerful algorithm, which is less likely to encounter convergence problems than otherwise due to the use of backpropagation first. During this learning process, the weights in a MLP are adjusted using least squares fitting together with the training two-phase procedure to minimize a root mean square error function. In order to interpret the network outputs as probabilities and to make them comparable to the results of logistic regression, the authors used a cross entropy error function to adjust weights. This cross entropy function is specially designed for classification problems where it is used in combination with hyperbolic activation function.
A continuous input value is prescaled to a range between 0 and 1; a two-state nominal variable, which corresponds to one entry of the neural network, is represented by transformation into a numeric value (e.g., ''Gender'' = 0 or 1); a many-state nominal variable is recoded into as many binary entries as modalities (e.g., ''Age'' is a four-state nominal variable which corresponds to four inputs). The NN-varLR was composed of: (a) one input layer corresponding to the 11 covariates (given by the Logistic Regression). Seven covariates with two modalities correspond to a binary entry. The other covariates are recoded into as many entries as modalities (one covariate with three modalities, one with four modalities and two covariates with five modalities). The network built that way has 24 binary entries; (b) one hidden layer composed of six neurons with hyperbolic activation function; and (c) one output layer composed of the one neuron with logistic activation function. The NN-varNN was composed of (a) one input layer corresponding to the eight covariates (given by the neural selection). Three covariates correspond to a binary entry and the other covariates are recoded into as many entries as modalities (two covariates with three modalities, one with four modalities, and two with five modalities). The network built that way has 23 binary entries; (b) one hidden layer composed of eight neurons with hyperbolic activation function; and (c) one output layer composed of the one neuron with logistic activation function.
In order to avoid over-fitting and to obtain networks with a strong capacity of generalization, the authors divided data randomly in two datasets by cross validation: learning set to build the models and a testing set for the evaluation (not used for construction). The learning set was composed of 70% of the total random population (testing set with 30% of the remaining population).
Comparison between logistic regression and neural networks
The predictive accuracy of the three models, LR, NN with inputs of LR selection (NN-varLR), and NN with inputs of NN selection (NN-varNN) , was assessed using AUROC.
The AUROC is a good measure of the overall predictive accuracy of an analytic tool. It represents a plot of sensitivity versus (1-specificity). Sensitivity measures the fraction of positive cases classified as positive and specificity measures the fraction of negative cases classified as negative. The positive predictive value (PPV) corresponds to the number of true positives divided by the sum of true positives and false positives.
Rule extraction methodology
To identify patients profiling, the Orthogonal Search-based Rule Extraction (OSRE) methodology was used to extract rules from NN [12, 13] . OSRE is a rule extraction algorithm that efficiently extracts comprehensive rules from smooth models such as those created by NNs. This method, which is a refinement of RULENEG algorithm, constructed a hierarchical list of rules from the best to the less good: decreasing order of sensitivity and PPV. This construction was performed on the learning set then validated on the remaining data. 
Patients' characteristics
Patients' characteristics (N = 4,850) are described in Table 2 . The majority was male (80.1%) and the mean age was 64 years. ACS included STEMI (43.7%), unstable angina (33.1%), NSTEMI (18.4%), or unknown (4.8%). The majority of patients were regularly followed by their GP with quarterly, monthly or bimonthly visit rates for 40.7, 36.5, and 19.1% of patients, respectively. Moreover, 96.1% of the patients were also followed by a specialist, mainly a private (65.0%) or hospital (34.6%) cardiologist.
EBCM persistence
At hospital discharge, EBCM was prescribed to 2,132 patients (44.0%). At inclusion visit, EBCM was persistent in 1,849 patients (86.7%). Persistence rates of antithrombotic agents, ACEI and/or ARB, beta-blockers, Hypnotics at inclusion visit 10
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Hormone replacement treatment at inclusion visit 3 X and statins were 99.4, 94.3, 92.9, and 98.1%, respectively (Table 3) . Non persistence was mostly due to the discontinuation of beta-blockers (7.1%) and ACEI and/or ARB (5.7%). The main reason for treatment discontinuation reported by the practitioner was intolerance particularly for statins (48.8%), ACEI and/or ARB (36.1%) and betablockers (38.4%) ( Table 4 ).
Persistence profile
The rule extracted from the OSRE algorithm was:
• 25 \ body mass index-BMI \ 30 kg/m 2 ) and • low educational level, and • hypercholesterolemia, and • no coronary by-pass grafting (CABG) for the first ACS.
Rules generated indicated that patients with the association of overweight, hypercholesterolemia, no CABG for their first ACS, and low educational level represented a relevant persistence profile with a PPV of 0.958.
Comparison between NN and LR
The AUROC curves of persistence showed better predictive accuracy for NN models compared with LR model for EBCM, whatever the variables selection with AUC of 0.78, 0.80, and 0.69 for NN-varLR, NN-varNN, and LR, respectively (Figure 1 ).
Discussion
This large-scale, epidemiological and cross-sectional study reflects real-life general medical practice regarding the long-term therapeutic management of ACS in France. NN models successfully identified persistence profile of patients with a high PPV, confirming their relevance as predictive tools. The NN model showed a higher prediction performance than LR and should be considered as a helpful tool in medical decision support by identifying specific subgroups of patients.
The MLP neural network is the most widely applied to real world problems in medical diagnosis and prediction [20] . One of the criticisms toward NN is that their process inside is unknown and some authors consider them as ''black boxes''. To prevent this criticism and to enhance the NN selection process, the authors decided to use several variables selection techniques perfectly coded and to use one penalty for some selection methods. Using these three different techniques for the variables selection may be criticized as a time-consuming process. However, it was a guarantee for avoiding over-fitting, which is the main limit of the NN [1] and leading to a gain in selection improvement.
The PREVENIR-5 survey confirms the low prescription of combined EBCM at hospital discharge in patients with ACS, despite the well-documented efficacy of aspirin, beta-blockers, statins, and ACEIs as secondary prevention of coronary artery disease [29] . Only 44% of patients received treatment with an antithrombotic, a beta-blocker, a statin, and an ACEI and/or ARB. This prescription rate was consistent with that observed in the recent PREVE-NIR-4 observational study carried out in 2006, in which 46% of patients received the combination therapy (b-blocker, antithrombotic, statin, and ACEI) [3] . However, it seems to be better than results reported by Danchin et al. [10] in French patients admitted to intensive care units in 2000 for acute myocardial infarction; only 27% of these patients received the quadritherapy at hospital discharge. Yan et al. [36] reported a significant increase in the discharge use of all four classes of medications over time with 29 and 52% of patients prescribed optimal medical therapy in the Canadian ACS I (September 1999-June 2001) and ACS II (October 2002-December 2003) registries, respectively. Some factors associated with lower rate prescription have been identified: elderly patients, female gender, missing of low density lipoprotein-cholesterol measurement, history of peripheral artery disease or stroke, and finally the difficulty of observance [28] . The rates of persistence for EBCM as well as for each compound separately were high in PREVENIR-5 patients as already observed in the most recent studies. In PRE-VENIR-4 survey carried out in 2006, 80% of coronary patients were still taking the quadritherapy 14 months on average after hospital discharge [3] . When analyzed separately, beta-blockers, antithrombotics, statins, and ACEIs were persistent over the 14-month period for 92, 97, 96, and 86% of patients, respectively [3] . In 13,830 patients from the GRACE registry, therapy was maintained 6 months after hospital discharge for myocardial infarction or unstable angina for 92% of patients taking aspirin on discharge, 88% of those taking beta-blockers, 80% of those taking ACEIs, and 87% of those taking statins [11] . The high persistence rates for PREVENIR-5 patients can be explained by the fact that almost all the patients were regularly followed by both GPs and cardiologists. A regular follow-up by the attending physician and/or specialist suggests effective physician-patient interactions and efficient communication is also thought to be an important determinant of adherence to treatment [11] . A patient who clearly understands the usefulness of a drug and the potential consequences of not taking it is more likely to continue the treatment. Moreover, half of the patients were less than 65 years old and few patients presented concomitant disease. Patients were started on medication at the time of hospital discharge and adherence is generally superior in this setting to when therapies are initiated in the outpatient setting [15] . These rates of persistence were higher than those reported in the early to mid 1990s suggesting an improvement in adherence to treatment over the past decade [18, 24, 25, 30] . This gradual improvement may be explained by the diffusion of the findings of major randomized trials into medical practice and a good followup of the clinical guidelines.
Using NNs, the associated predictive factors correlated with a persistence profile were absence of CABG, overweight, hypercholesterolemia, and low educational level for patients receiving combined treatment at hospital discharge. The cardiovascular risk factors particularly hypercholesterolemia were frequently shown to be associated with treatment persistence, especially for statin therapy [22] . Conversely to the results, adherent patients were significantly more likely to have a higher educational status in an American observational study [26] . Low educational status may be a marker of limited financial resources to afford medications in United States but not in France where patients benefit from a different health care system. In France, cardiovascular risk factors such as overweight or hypercholesterolemia are frequently associated with low educational status. Although prior studies have suggested age-influenced adherence [2] , the study did not find an association between patient age and persistence whatever the model used.
The study had several limitations, the most significant being inherent to the cross-sectional design of the study. As a result it was not possible to examine the time relationship between patient factors and persistence. However, no impact on NN or LR models was expected.
In conclusion, long-term persistence of EBCM prescribed after hospital discharge for a first ACS was high. The neural approach and rule extraction allowed the identification of patient profiling for persistence of EBCM, i.e., absence of CABG, overweight, hypercholesterolemia, and low educational level. This large epidemiological French study shows that NN should be recognized as powerful predictive tools, to be considered routinely alongside standard LR.
