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Einleitung 
Schwingungsunterdrückung und Formkontrolle sind zwei wesentliche Anwendungsgebiete 
der adaptiven mechanischen Systeme. Als Hauptanwendungsgebiete der Formkontrolle kön-
nen adaptive Teleskope, Satellitenantennen und adaptive Flügel genannt werden. 
Die erste Anwendung der Formkontrolle in der Astronomie am Ende der 70er und der 80er 
Jahre waren adaptive Teleskope [HAR 78, MER 88, MER 89]. Durch gezielte Veränderungen 
der Reflektoroberfläche kann man den Einfluss der Turbulenz der Atmosphäre kompensieren. 
Damit lassen sich Bilder von Sternen mit hoher Qualität gewinnen. In [HAR 78] wurde eine 
Reihe von deformierbaren Spiegeln mit verschiedenen physikalischen Prinzipien vorgeschla-
gen. Die gängigsten Vertreter sind im Bild E-1 schematisch dargestellt. Durchgesetzt haben 
sich die segmentierten und dünnen Spiegel, die mittels piezoelektrischer Aktoren ausgelenkt 
werden [GLI 97], z.B. wurden in [MER 88] 187 Aktoren in einem Teleskop mit 3.5m 
Durchmesser verwendet. Ein Grund dafür ist, dass eine solche Konfiguration der Aktoren 
leicht zu regeln ist, weil die Auslenkung eines Aktors von anderen Aktoren relativ unabhän-
gig ist. 
segmentierte Spiegel
dünne Spiegel Membran-Spiegel
monolithische Spiegel
axiale Aktoren
Kraft-Aktoren Positions-Aktoren elektrostatische Aktoren Biege-Aktoren
axiale u. Kipp-Aktoren monolithische Piezo-Aktorenmit Mehrfach-Elektroden
 
Bild E-1: Die wichtigsten Typen des deformierbaren Spiegels. Segmentierte und dünne Spiegel können 
sowohl in der adaptiven als auch in der aktiven Optik eingesetzt werden. Monolithische und Membran-
Spiegel sind hochfrequent deformierbar und somit besonders für die adaptive Optik geeignet. Die schraf-
fierten Gebiete stellen den festen mechanischen Rahmen dar, beim monolithischen Spiegel ist der Piezo-
Block rautiert gekennzeichnet. Über dem Membran-Spiegel befindet sich eine transparente Elektrode, die 
auch von oben auf den Spiegel Zug- und Druckkräfte ausübt [MER 89]. 
Die Anzahl der notwendigen Stellelemente ist vom Durchmesser des Spiegels und der beo-
bachteten Wellenlänge abhängig, und durch die Beziehung ( ) 12222.1a 10n D −= λ  gegeben, wobei 
D der Teleskopdurchmesser (mm) und λ die Wellenlänge (mm) ist [MER 89]. In Zukunft 
wird der Durchmesser des Teleskops immer größer und die beobachtete Wellenlänge immer 
kürzer. In [MAL 94] wurde ein 8-10 m Teleskop mit 400-1000 Aktoren untersucht (simu-
liert). In [GIL 99] wird ein 100 m Teleskop mit 200 000 Aktoren vorgeschlagen. 
Mit zunehmendem Bedarf im Telekommunikationsbereich setzt man immer mehr Kommuni-
kationssatelliten ein. Je größer die Kapazität der Satelliten ist, desto höhere Frequenzen der 
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Trägerwelle werden benötigt. Daraus folgen die höheren Anforderungen an die Genauigkeit 
der Form der Antennen und der Trägerplatten [MEL 98]. Wegen der Anforderungen an eine 
leichte Konstruktion ist das Fachwerk die häufig benutzte Struktur für die Satellitenantenne 
und ihre Trägerplatte. Bild E-2 zeigt ein Beispiel. Die Hauptquelle der Ungenauigkeit ist die 
Ungleichheit der Länge der einzelnen Stäbe, wegen Herstellungsfehler sowie Temperaturän-
derungen im Betrieb [BUR 90, HAF 91, FUR 95, HAK 94, HAK 96]. 
 
Bild E-2: Die Seitenansicht und Draufsicht einer Antenne mit Fachwerkstruktur. 
Die Autoren der genannten Literaturquellen untersuchen die Möglichkeiten, wie solche Fehler 
kompensiert werden können. Zum Beispiel, welchen Einfluss hat die Änderung im einzelnen 
Stab auf die gesamte Form? Welche Stäbe sollen durch die aktiven Elemente ersetzt werden? 
Wie viele solcher Elemente werden benötigt, damit die Fehler beseitigt werden können? Alle 
Untersuchungen wiesen darauf hin, dass eine relativ große Anzahl von Aktoren notwendig ist, 
um die Fehler vollständig zu kompensieren. In [BUR 90] und [HAF 91] wurde eine Fach-
werkantenne mit 55-m Durchmesser untersucht. Die vertikalen Koordinaten der 61 Verbin-
dungsstellen in der Oberfläche wurden kontrolliert. Die Oberfläche enthielt 156 Stäbe. Die 
Aktoren sollten innerhalb dieser 156 Stäbe eingesetzt werden. Das Ergebnis zeigte: um voll-
ständige Fehlerkompensation zu erreichen, benötigt man 58 Aktoren. In [FUR 95] wurde eine 
etwas kleinere Antenne untersucht und das Ergebnis war ähnlich: für 27 Kontrollpunkte benö-
tigt man 24 Aktoren.  
[HAK 94] und [HAK 96] haben auch Trägerplatten und Antennen mit Fachwerken unter-
sucht. In [SAL 94] wurde eine aufblasbare Antenne mit Piezokeramiken als aktive Elemente 
betrachtet. Die beiden Untersuchungen ergaben ähnliche Ergebnisse wie [BUR 90, HAF 91] 
und [FUR 95]. Fassen wir alle Ergebnisse zusammen, können wir den folgenden Zusammen-
hang erhalten (Bild E-3). Im Bild sind na und nc die Anzahl der Aktoren bzw. der 
kontrollierten Punkte. ε ist der Fehler ohne Kontrolle. εc ist der Restfehler nach der Kontrolle. 
Weiterhin wurden einige Verfahren zur Platzierung der Aktoren in diesen Literaturquellen 
angegeben. 
Einleitung 3
0
0 ,2
0 ,4
0 ,6
0 ,8
1
1 ,2
n a /n c
R e ih e 2 1 0 ,7 2 1 0 ,5 3 2 0 ,4 0 6 0 ,3 2 4 0 ,2 6 9 0 ,2 0 8 0 ,1 7 0 ,1 2 9 0 ,0 8 6 0 ,0 4 5 0 ,0 1 3
0 0 ,0 8 0 ,1 6 0 ,2 4 0 ,3 2 0 ,4 0 ,5 2 0 ,6 0 ,6 8 0 ,7 6 0 ,8 4 0 ,9 2
( )2c εε
 
Bild E-3: Die Beziehung zwischen dem Verhältniss na/nc und dem Restfehler εc/ε für die Fachwerkstruktur 
Mit zunehmender Entwicklung im Bereich des Materials machten Verbundwerkstoffe den 
Leichtbau möglich. Man versucht die Antenne mit Verbundwerkstoffen zu bauen und die Ak-
toren in die Verbundwerkstoffe zu integrieren [MEL 98, PAR 99, DÖN 98]. Das Prinzip von 
Biege-Aktoren wurde dabei verwendet. [MEL 98] stellte ein Fertigungsverfahren vor und gab 
eine parabolische Antenne mit 0.7m Durchmesser und eine Konfiguration von den Aktoren 
mit 24 Piezoplatten an. In [DÖN 98] wurde eine parabolische Antenne mit 0.8m Durchmesser 
und eine andere Konfiguration von Aktoren mit 132 Piezoplatten vorgegeben. In [PAR 99] 
wurde ein kreisförmiger Scheibenreflektor für die Kompensation der Deformation wegen des 
Eigengewichts untersucht. Hier wurden 12 Piezoplatten verwendet. Die Konfiguration der 
Piezoplatten ist in [PAR 99] angegeben. Der aktive Bereich beträgt 14% des gesamten 
Reflektors und der quadratische Fehler aufgrund des Eigengewichts kann um mehr als 80% 
reduziert werden. 
Die Beziehung zwischen der Konfiguration von Aktoren (Wie viele Aktoren sollen benutzt 
werden? Wo soll man sie platzieren?) und den gegebenen Anforderungen (Formgenauigkeit 
oder andere Genauigkeit) wurde allerdings in den Literaturquellen nicht angegeben.  
Mit der Entwicklung der Luftfahrt gibt es zunehmende Anforderungen an die Technologie der 
Formkontrollen. Zum Beispiel können adaptive Flügel die Eigenschaften der Aerodynamik 
der Flugzeuge verbessern und sie können entweder mehr Passagiere befördern oder weiter 
fliegen [AUS 94, HAN 97, EHL 98, HEY 99, MON 99 und SIM 99].  
Alle Literaturquellen, die oben zitiert wurden, weisen darauf hin, dass die Formkontrolle eine 
sehr große Anzahl von Aktoren und Sensoren benötigt. Ist die übliche Regelungstechnik für 
diese Aufgabe geeignet? Im nächsten Kapitel sollen zunächst die bestehenden Methoden der 
Modellreduktions- und Regelungstechnik analysiert und eigene Lösungsmethoden vorgestellt 
werden. Im Kapitel 2 wird das Datenreduktionsverfahren in der Bildverarbeitung betrachtet. 
Im Kapitel 3 und 4 werden die Datenreduktionstechniken für adaptive mechanische Systeme, 
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Modal-Entwicklung und Karhunen-Loéve-Entwicklung im Ein- und Ausgangsraum, vorge-
stellt. Der Einfluss der Reduktion und der Erweiterung auf die stationäre Genauigkeit und die 
Stabilität in den rückgekoppelten adaptiven mechanischen Systemen wird untersucht. Eine 
Methode, die Vorteile von Modal-Entwicklung und Karhunen-Loéve-Entwicklung im Ein- 
und Ausgangsraum beibehält und die Nachteile beider Methoden überwindet, wird in Kapitel 
5 vorgeschlagen. Kapitel 6 beschäftigt sich mit der Optimierung der Platzierung von Aktoren 
und Sensoren. Im Kapitel 7 wird eine Methode diskutiert, die sicher stellt, dass der im redu-
zierten Raum entworfene Regler das abgeschlossene System stabilisiert. Eine verteilte Reali-
sierung eines solchen Reglers wird dort angegeben. Kapitel 8 präsentiert experimentelle Er-
gebnisse. Schließlich wird eine Zusammenfassung im Kapitel 9 angegeben. 
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1. Problemdarstellung  
Fast alle Literaturquellen, die im vorhergehenden Kapitel zitiert wurden, beschäftigen sich mit 
dem statischen Bereich. Dies ist für die Formkontrollen notwendig. Die unerwarteten Störun-
gen und das unvollständig bekannte System machen die einfache Steuerung in der Praxis 
nicht verwendbar. Damit muss die Regelungstechnik auch für die Formkontrollen herangezo-
gen werden. 
1.1. Modellbildung und Modellreduktion 
Um den Reglerentwurf durchzuführen, benötigt man eine mathematische Beschreibung des 
physikalischen dynamischen Systems, also ein Modell. Es gibt zwei Kategorien der Modell-
bildung: experimentelle und theoretische Modellbildung. Bei der experimentellen Modellbil-
dung misst man die Eingangs- und Ausgangssignale der gegebenen Anzahl von Aktoren und 
Sensoren. Durch den geeigneten Identifikationsalgorithmus erhält man das dynamische Mo-
dell. Man sollte beachten, dass die Anzahl von Aktoren und Sensoren für die Formkontrolle 
relativ sehr groß ist. Somit ist der Identifikationsvorgang für die Formkontrolle sehr aufwen-
dig und sehr mühsam. Immerhin wird man ein geeignetes Modell für einen Reglerentwurf 
erhalten.  
In der theoretischen Modellbildung geht man vom physikalischen Prinzip des Systems aus 
und stellt die partielle Differentialgleichung für mechanische Systeme auf. Durch Diskretisie-
rung wird die partielle Differentialgleichung zur gewöhnliche Differentialgleichung (s. An-
hang B). Bei mechanischen Systemen kann man auch direkt die Finite-Elemente-Methode 
(FEM)[BAT 90, BER 98] benutzen, um eine gewöhnliche Differentialgleichung herzuleiten. 
Jedoch ist das durch FEM gebildete Modell für den Regelungsentwurf nicht geeignet, weil die 
Anzahl der Freiheitsgrade in diesem Fall zu hoch ist. 
Die Lösung dieses Problems ist die Modellreduktion. Es gibt mehre Methoden für die Modell-
reduktion, sowohl in der Regelungstechnik als auch in der Strukturdynamik.  
1.1.1. Modellreduktion in der Regelungstechnik 
In der Regelungstechnik geht man davon aus, dass ein System, G = (A, B, C), existiert. Die 
Freiheitsgrade oder Ordnungen des Systems sind sehr hoch. Gesucht ist ein System Gr mit 
niedriger Ordnung als G. Gr sollte einigermaßen „gleich“ G sein. Der verwendete Maßstab 
der Modellreduktion in der Regelungstechnik ist die Norm. Die am häufigsten verwendete 
Norm ist die quadratische Norm ||·||2, die unendliche Norm ||·||∝ und die Hankelsche Norm 
||·||H. 
In der Regelungstechnik gibt es grundsätzlich zwei Kategorien für die Modellreduktion. Eine 
ist die sogenannte „abgeschnittene“ Reduktion (truncated reduction), die andere ist die „rest-
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teilberücksichtigende“ Reduktion (residualized reduction). In beiden Kategorien werden zu-
nächst die Zustandsvariablen x nach einem bestimmten Kriterium sortiert und in zwei Teile  
xT = [x1T, x2T] partitioniert. Ein Teil x1T ist der sogenannte dominante Teil, der andere x2T der 
undominante. Die Systemmatrizen (A, B, C) werden auch entsprechend partitioniert. 
[ ] 

=


+



=


2
1
22
1
2
1
x
x
CCy
u
B
B
x
x
AA
AA
x
x
  
  
21
1
2221
1211
&
&
 (1.1.1-1) 
Bei der abgeschnittenen Reduktion wird x2 einfach weggelassen und das reduzierte System ist  
Grtr = (A11, B1, C1).  (1.1.1-2) 
Der stationäre Wert dieses reduzierten Systems ist Grtr(t = ∝) = -C1A11-1B1 und wird nie gleich 
mit dem des Originals sein. Damit ist diese Art von Reduktion für die Formkontrolle nur be-
dingt geeignet. Bei der restteilberücksichtigenden Reduktion wird x2 berücksichtigt. Es wird 
angenommen, dass 2x&  gleich Null ist und x2 ist durch x1 und u darstellbar. Als reduziertes 
System erhält man 
 Grre = (Ar, Br, Cr, Dr)  (1.1.1-3) 
mit Ar = A11-A12A22-1A21, Br = B1-A12A22-1B2 und Cr= C1- C2A22-1A21 und Dr= - C2A22-1B2. Es 
ist leicht zu bestätigen, dass der stationäre Wert des reduzierten Systems immer mit dem des 
Originals übereinstimmt. Deshalb ist diese Art von Reduktion für die Formkontrolle geeignet. 
Wegen der Mehrdeutigkeit der Zustandsvariablen ergibt sich die Frage, welche Zustandsvari-
able ausgewählt werden soll, damit das reduzierte System besser mit dem Original überein-
stimmt? In der Regelungstechnik werden häufig zwei Koordinatensysteme ausgewählt, näm-
lich das balancierte Koordinatensystem und das Modalsystem. Also gibt es drei wählbare Kri-
terien: Vergleichmaße, Dominanzmaße und Koordinatensysteme der Zustandsvariablen. Aus 
der Kombination der drei Kriterien erhält man die verschiedenen Reduktionsmethoden. In 
Anhang C.8 werden nach dem Bedarf der Formkontrolle, d.h. in der Kategorie restteilberück-
sichtigender Reduktion, die Reduktionsmethoden von balancierter quadratischer Norm [GAW 
90, GAW 96], balancierter unendlicher Norm [GRE 95], balancierter Hankelscher Norm 
[GRE 95, GLO 84, SKO 96], modaler quadratischer Norm [YOU 92] und modaler unendli-
cher Norm [GAW 96] so wie die Reduktionsmethoden von Litz [FÖL 94] im Detail disku-
tiert. 
Die kritische Stelle des balancierten Verfahrens ist die Balancierung des durch physikalische 
Prinzipien gebildeten Modells, weil normalerweise das gebildete Modell nicht balanciert ist. 
Im Balanceverfahren ist die Auflösung der Ljapunowschen Gleichung (s. Anhang C.7) ein 
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bedeutender Schritt. Aber bislang sind alle Algorithmen mit der Rechenkomplexität O(n3) 
[PEN 99], d.h. für ein System mit sehr hoher Ordnung ist es kaum möglich, mit diesem Ver-
fahren die Systemreduktion durchzuführen. 
Die kritische Stelle der modalen quadratischen Norm Reduktion ist die Modalisierung des 
Modells, weil das durch physikalische Prinzipien hergestellte Modell normalerweise auch 
nicht in Modalkoordinaten angegeben ist. Die Modalisierung der Gleichung (1.1.1-1) erfor-
dert die Berechung von Eigenwerten und Eigenvektoren mit dem Aufwand O(n3). Wegen der 
Diagonalität von A in der Modaldarstellung ist die Lösung der Ljapunowschen Gleichung nur 
noch O(n2). Im Vergleich mit der balancierten Reduktion ist die Rechenkomplexität etwa 
gleich, das heißt O(n3). 
Für mechanische Systeme kann die Rechenkomplexität etwas reduziert werden. M und K sind 
die Massen- und Steifigkeitsmatrix. Zunächst werden die Eigenvektoren und Eigenwerte aus 
ΛMΦKΦ =  berechnet. Da der Dimension von K und M halb so groß wie die von A ist, benö-
tigt diese Berechnung nur 0,125O(n3). Unter Verwendung der Modaldarstellung 2 in [GAW 
96] wird die Matrix A in der Gleichung (1.1.1-1) blockdiagonal. Die Ljapunowsche Glei-
chung (c-19) ist durch 
0,0 j
T
ij
ij
o
ij
o
T
i
T
ji
T
j
ij
c
ij
ci =++=++ CCAWWABBAWWA    i,j = 1,...0,5n, 
lösbar, wobei Ai eine 2×2 Matrix in der diagonalen Stelle der Matrix A ist. Bi und Ci sind 2×p 
bzw. m×2 Matrizen. p und m sind die Anzahl der Aktoren bzw. Sensoren. Zählt man den 
Aufwand der Lösung dieser 2×2 Ljapunowschen Gleichung als Konstante, wird die Rechen-
komplexität der gesamten Ljapunowschen Gleichung (c-19) auf 0,25O(n2) reduziert. Zusam-
menfassend benötigt man für modale quadratische Norm Reduktion etwa 0,125O(n3) Zeit. 
Wegen der zweifachen Auflösung der Ljapunowschen Gleichung und der Zerlegung des 
Steuerbarkeits- und Beobachtbarkeitsgramians benötigt die balancierte quadratische Norm 
Reduktion mehr Zeit als die modale quadratische Norm Reduktion. Zum Beispiel benötigt die 
Eigenvektoren- und Eigenwerteberechnung von ΛMΦKΦ =  (mit 0,5n=2844) 168 Stunden 
auf einem Pentium III Rechner mit 900 MHz und 512M RAM. Die berechneten Eigenvekto-
ren und Eigenwerte werden für weitere Berechnung verwendet. Mit einem Pentium III Rech-
ner, 800 MHz und 384M RAM kostet die modale quadratische Norm Reduktion 16,25 Stun-
den und bei gleichem Rechner ist die balancierte quadratische Norm Reduktion nach 168 
Stunden Berechnung immer noch ohne Ergebnis. 
Der Schwachpunkt der vorher erörterten Methoden ist der Modalisierung oder Balancierung 
des durch physikalische Prinzipien gebildeten Modells. Es ist kaum möglich, besonders für 
balancierte Methoden, die Modellreduktion durchzuführen, wenn die Ordnung des Original-
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systems sehr hoch ist. Für die Formkontrolle gilt genau dieser Fall. Außerdem ist die Dimen-
sion der Übertragungsfunktion durch die Modellreduktion unverändert (s. Gleichung (1.1.1-2) 
und (1.1.1-3)). 
1.1.2 Modellreduktion in der Strukturdynamik 
In der Strukturdynamik geht man davon aus, dass die Massen- und Steifigkeitsmatrizen M 
und K vorhanden sind und die Dimension oder Ordnung dieser Matrizen sehr hoch ist. Die 
Aufgabe der Modellreduktion ist das Suchen alternativer Massen- und Steifigkeitsmatrizen 
mit niedrigerer Ordnung. Die Eigenfrequenz des originalen und des reduzierten Systems soll 
im niedrigen Frequenzbereich möglichst gleich sein. 
Bei allen Reduktionstechniken gibt es ein bestimmtes Verhältnis zwischen dem aktiven („a“) 
und dem weggelassenen („d“) (delete) Freiheitsgrad. Dies kann in der allgemeinen Form als 
a
d
a
n xTx
x
x  =

=  (1.1.2-1) 
dargestellt werden, wobei xn als Verschiebungsvektor der FE-Modell mit vollem Freiheits-
grad bezeichnet wird. T ist die Projektions- oder Transformationsmatrix. Abhängig von der 
benutzten Reduktionstechnik nimmt die Projektionsmatrix T unterschiedliche Formen an. Die 
Projektionsmatrix wird benutzt, um die reduzierten Massen- und Steifigkeitsmatrizen mit  
TMTM  Ta =  (1.1.2-2) 
TKTK  Ta =  (1.1.2-3) 
zu bilden. Die Guyansche und Ironsche Reduktion [GUY 65, IRO 65], die dynamische Kon-
densation [MIL 80], System Equivalent Reduction Expansion Process (SEREP) [OCA 89-2, 
OCA 96] und das verbesserte Reduktionssystem (Improved Reduced System (IRS)) [OCA 
89-1] sind solche Reduktionstechniken. Im Anhang C.9 werden diese Reduktionstechniken 
erläutert. 
Die Guyansche und Ironsche Reduktion basiert nur auf der Steifigkeitsmatrix und damit ge-
hen die Trägheitskräfte des Systems nicht mit in die Reduktion ein. Die für das reduzierte 
System berechneten Eigenfrequenzen sind immer höher als die Eigenfrequenzen des Original-
systems [AVI 89]. Das durch die dynamische Kondensationstechnik reduzierte Modell ist 
eine Funktion der Frequenz ω. Das reduzierte Modell entspricht dem ursprünglichen Modell 
nur, wenn ω  gleich einer Eigenfrequenz des ursprünglichen Systems ist. Das reduzierte Sys-
tem ist nur für diese einzelne Eigenfrequenz genau [AVI 89]. 
In SEREP werden die Modalmatrix und die Eigenfrequenzen des reduzierten Systems der 
Modalmatrix und den Eigenfrequenzen des ursprünglichen Systems entsprechen, falls die 
gesamten Verschiebungen nur mit entsprechenden Modalkoordinaten dargestellt werden kön-
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nen [AVI 89, OCA89-2, OCA 96]. Dieser Fall geht mit der Schwingungsunterdrückung ein-
her. Für die Formkontrolle wird diese Bedingung häufig nicht erfüllt. Damit sind die Eigen-
frequenzen des reduzierten Systems nie gleich den entsprechenden Eigenfrequenzen des Ori-
ginalsystems (s. C.9). 
Eine andere Kategorie der reduzierten Modelle kann man mit Hilfe des Konzepts der genera-
lisierten Koordinaten erzeugen. Diese sind Exact Reduced System (ERS) [FUH 86], General 
Dynamic Reduction (GDR) [CRA 68] und Extended Guyan Reduction (EGR) [CON 89]. 
Diese Methoden enthalten entweder nichtlineare Eigenprobleme oder die Auflösung der kom-
pletten Eigenwerte und Eigenvektoren des vollen Systems [OCA 90]. Deshalb werden sie hier 
nicht weiter erörtert. 
 
Bild 1-1: Die Skizze des begrenzten Reduktionsverhältnisses bei der 
Bedingung der weggelassenen Freiheitsgrade. 
Aus der Sicht der Formkontrolle ist man nicht nur an der Gleichheit der Eigenfrequenz in vol-
lem und reduziertem System interessiert, sondern vor allem an der Gleichheit der stationären 
Verstärkung, die in der Reduktionstechnik der Strukturdynamik unberücksichtigt beleibt. Die 
Diskussion im Anhang C.9 zeigt, dass nur noch die Guyansche und Ironsche Reduktion und 
das verbesserte Reduktionssystem unter den jeweiligen Bedingungen für die Formkontrolle 
geeignet sind. Aber wenn die Anzahl der Aktoren und Sensoren relativ hoch ist, wird das Re-
duktionsverhältnis sehr begrenzt sein.  
Bild 1-1 zeigt ein Beispiel. Es gibt vier dünne (graue) Piezoplatten als Aktoren. Die Punkte 
bedeuten die Knoten der FEM. Es gibt insgesamt 112 Knoten. Mit je 3 Freiheitsgraden pro 
Knoten sind insgesamt 336 Freiheitsgrade im System vorhanden. Nur die 40 roten (eckigen) 
Knoten und 8 blauen (5eckigen) Knoten haben keine direkte Verbindung mit die Aktoren. 
Damit kann das System von maximal 112 Knoten auf 64 Knoten und insgesamt 192 Frei-
heitsgrade reduziert werden. Jedoch ist diese Anzahl von Freiheitsgraden für die üblichen 
Methoden der Regelungstechnik immer noch zu hoch. Wenn noch mehr Aktoren eingesetzt 
werden, wird die Anzahl der Freiheitsgrade noch weiter nach oben getrieben. 
Gleichgültig, welche Reduktionsmethode in der Regelungstechnik oder Strukturdynamik be-
nutzt wird, erhält man nur bedingt ein für den Reglerentwurf geeignetes Modell mit relativ 
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wenigen Freiheitsgraden. In der Regelungstechnik sind die Auflösung der Ljapunowschen 
Gleichung und/oder der Eigengleichung für das System mit größeren Freiheitsgraden ein 
Hindernis. In der Strukturdynamik hängt das Reduktionsverhältnis von der Anzahl der Akto-
ren und Sensoren ab und das reduzierte System ist entweder in der Dynamik1-1 oder in der 
Statik1-2 nicht fehlerfrei. Obwohl man ein für den Reglerentwurf geeignetes Modell erhalten 
kann, ist dieses Modell wegen der sehr großen Anzahl von benötigten Aktoren und Sensoren 
für die Formkontrollen zu hoch dimensioniert. 
1.2. Die Methoden zum Reglerentwurf 
Es gibt viele Methoden zum Reglerentwurf. Der einfachste und robuste Regelalgorithmus ist 
der PID-Regler. PID-Regler werden weitgehend in allen Bereichen verwendet. Aber dies gilt 
nur für einschleifige Eingrößensysteme (Single-Input Single-Output). Es gibt keine Methode 
zum Reglerentwurf für Mehrgrößensysteme (Multiple-Input Multiple-Output) mit dem PID-
Algorithmus. Wenn man den PID-Algorithmus für Mehrgrößensysteme verwenden möchte, 
muss man den Algorithmus auf eine Regelgröße nach der anderen anwenden und den Koppe-
lungseffekt berücksichtigen. Wenn die Anzahl der Regelgrößen relativ groß ist, ist diese Me-
thode für den Reglerentwurf aufwendig. 
Um den Reglerentwurf für MIMO-Systeme zu realisieren, werden die Entwurfsmethoden in 
zwei Richtungen entwickelt: Die eine ist eine allgemeine Methode, die sowohl für MIMO als 
auch für SISO verwendbar ist. Diese ist LQG (H2), H∞ und µ-Synthese. Die andere versucht, 
die gekoppelten Mehrgrößesysteme zu entkoppeln und einzelne Eingrößesysteme zu erhalten, 
so dass die Methoden für Eingrößensysteme, zum Beispiel PID-Regler, verwendet werden 
können. Man spricht hier von der sogenannten dominanten Methode. 
1.2.1. LQG-Reglerentwurf 
Die Methode des LQG (H2)-Reglerentwurfs wurde am Ende der 50er und Anfang der 60er 
Jahre des letzten Jahrhunderts entwickelt. LQG besteht aus optimaler Regelung [BEL 57, 
BER 61, DRE 60] und optimaler Filterung [KAL 60, KAL 61]. Bei der optimalen Regelung 
geht man davon aus, dass alle Zustandsvariablen messbar sind. Die Aufgabe der optimalen 
Regelung ist die Berechnung der optimalen Stellgröße bei einem bestimmten Gütekriterium. 
Die optimale Filterung beschäftigt sich damit, die Zustandsvariablen von verrauschten Syste-
men zu schätzen. Nach der Entwicklung der Separationstheorie [WON 68] wurde LQG in der 
                                                          
1-1: Die Guyansche und Ironsche Reduktion 
1-2: System Equivalent Reduction Expansion Process 
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Praxis verwendbar. Eine ausführliche Bibliographie über dem LQG findet man in [MEN 71]. 
Eine ausführliche Einführung findet man auch im Anhang C.10. 
Die Auflösung der Riccati-Gleichung spielt eine wichtige Rolle im LQG-Regler. Ob die Auf-
lösung schwer oder leicht ist, hängt von der Dimension der Riccati-Gleichung ab. Diese ist zu 
mindest abhängig von der Anzahl der Zustandsvariablen n. Daher ist es notwendig, die Zu-
standsvariablen zu reduzieren, falls n zu groß ist. Man sollte beachten, dass die Dimension der 
Riccati-Gleichung (c-51c) nicht mehr n sondern n + m ist, wobei m die Anzahl der Messgrö-
ßen darstellt. Ist m relativ groß, wird die Auflösung der Riccati-Gleichung immer schwerer, 
obwohl die Zustandsvariablen schon durch die Modellreduktion reduziert werden. 
Weiterhin werden die Reglerparameter (Ac, Bc, Cc) durch das zu regelnde System (A, B, C), 
die Charakteristik des Rauschens (W und V oder R und Bd) und die Gewichtung (Q und R 
oder C1 und D12) eindeutig bestimmt. Eine Änderung oder Ungenauigkeit in den Systempa-
rametern und Rauschcharakteristiken ändert die Charakteristik des geschlossenen Systems. 
Dies ist genau der andere große Nachteil des LQGs.  
1.2.2. H∞-Reglerentwurf und µ-Synthese 
Der große Nachteil des LQGs ist die fehlende Robustheit. Um diesen Nachteil zu bewältigen, 
versucht man die Unsicherheit (uncertainty) des Systems in den Entwurf einzubeziehen. Ein 
Regler wird durch das gegebene nominale Modell entworfen. Man versucht zu erklären, unter 
welchen Bedingungen und für eine wie große Unsicherheit das System unter Benutzung die-
ser Regler stabil bleiben wird und akzeptable Leistungen erreichen kann. 
Um dies möglich zu machen, wird die unendliche Norm verwendet. Die quadratische Norm 
hat zahlreiche gute mathematische und numerische Eigenschaften. Jedoch ist die quadratische 
Norm keine induzierte Norm. So befolgt die quadratische Norm keine multiplika-tive Eigen-
schaft der induzierten Normen. D.h., die unendliche Norm erfüllt ||G1G2||∝ ≤ ||G1||∝ ||G2||∝, aber 
die quadratische Norm hat keine analoge Eigenschaft[SKO 96]. Diese Tatsache macht das 
Synthetisieren der Regler, die die unendliche Norm des geschlossenen Systems minimieren, 
attraktiv, wenn man am direkten loop shaping interessiert ist, um den an die Norm gebunde-
nen Robustheitstest zu erfüllen. 
Die Definition der unendlichen Norm ist in Gleichung (c-26) gegeben. Um diese Norm besser 
zu verstehen, nimmt man an, dass β = ||Tzw||∝, wobei Tzw eine MIMO Übertragungsmatrix mit 
der Dimension nz × nw ist. Für jede Frequenz ϖ ∈  R, jeden Vektor der Amplitude a∈ wnR , 
und jeden Vektor der Phase φ ∈ wnR  definiert man ein Eingangssignal w(t)T = [a1sin(ϖ t+φ1), 
…, anwsin(ϖ t+φnw)]. Bei der Anwendung dieses Signals auf das System Tzw, resultiert ein 
stationäres Ausgangsignal in der  Form  z(t)T = [b1sin(ϖ t+ψ1),  …,  bnzsin(ϖ t+ψnz)],  wobei  
1. Problemdarstellung 12
b∈ znR ist. Dann ist ||b||2 ⁄ ||a||2 ≤ β , und zwar ist β der kleinste Wert für alle a, ϖ  und φ . 
Eine ausführliche Einführung in die Darstellung der Unsicherheit eines geregelten Systems 
und die D-K Iteration, ein Algorithmus für µ-Synthese, einschließlich des H∞ - Reglerentwurf 
steht im Anhang C.11 zur Verfügung.  
Es gibt einige theoretische Schwachpunkte des D-K Iterationsalgorithmus. Einer ist die Be-
rechnung von µ. In der Gleichung (c-63), obwohl die untere Grenze von µ gleich µ ist, ist das 
maximale Problem nicht konvex [DOY 91], d.h. es gibt keine Garantie, ein globales Maxi-
mum zu finden. Auf der anderen Seite ist die obere Grenze konvex, aber sie ist nicht gleich µ. 
Der bekannte worst Case hat eine obere Grenze, die etwa 15% größer als µ ist [BAL 01]. Der 
andere Schwachpunkt ist der D-K Algorithmus selbst. Er gibt keine Garantie zu einem globa-
len, sogar lokalen Minimum zu konvergieren [STE 91]. 
Es gibt auch einige technischen Schwachpunkte dieses Algorithmus. Die Ordnung des durch 
diesen Algorithmus entworfenen Reglers ist normalerweise sehr hoch und dieser Regler ist in 
der Praxis ohne andere Maßnahmen kaum verwendbar. Die Ordnung dieses Reglers ist  
 ∑
=
+=
n
1i
i )(Ordnung2)(Ordnung)(Ordnung DPK  
wobei P die verallgemeinerte Strecke am Anfang der Iteration ist, n die Dimension der Unsi-
cherheitsmatrix ∆ und Di die Gewichtungsübertragungsmatrix des i-ten Blocks in ∆. Die Di-
mension von D hängt von der Anzahl der Aktoren und Sensoren, sowie den Methoden der 
Darstellung der Systemunsicherheit ab. Wenn die Anzahl von Aktoren und Sensoren relativ 
groß ist, wird das Anpassen in Schritt 2 des D-K Iterationsalgorithmus sehr schwer.  
Nun wird das gleiche Beispiel, das im Anhang C aufgeführt wird, benutzt, um den D-K Itera-
tionsalgorithmus anzuwenden. Ein typisches mechanisches System 
)s(G)s(G)s(G
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333
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111
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1 ++=++++++++ ωωζωωζωωζ  
soll geregelt werden, Die Parameter sind in Tabelle c-1 gegeben. Weiterhin werden jeweils 
±50% Unsicherheit in ζ1, ω1 und k1 angenommen. Daraus folgt etwa ±80% Unsicherheit für 
2ζ1ω1 und ω12. Die Regelstrecke G1(s) wird zu 
)8.01(108906.1s)8.01(625.75s
)5.01(01.164)s(G
2
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2
2
k
1
ωζω δδ
δ
+×+++
+=  
G2(s) und G3(s) werden im Reglerentwurf vernachlässigt. Die parametrische Unsicherheit 
wird hier verwendet und damit hat die Unsicherheitsmatrix ∆ die Form ∆= [ ]),,(diag 22k ωζω δδδ . 
Das Zielobjekt ist ( )yrWz p −=  und  
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Damit soll der stationäre Fehler kleiner oder gleich ± 0.0011 sein. Um die Bedingung (A2) zu 
erfüllen, benötigt man noch die Gewichtung für das Rauschen. Hier wird die Konstante 0.001 
verwendet. Die verallgemeinerte Strecke hat 4 Zustandsvariablen, drei Ein- und Ausgänge für 
die Systemunsicherheit, einen Messausgang und einen Sollwert-Ausgang für den Regler, und 
je einen Eingang für Störung, Rauschen, Sollwert und Steuerung.  
Weil die reale Unsicherheit im D-K Iterationsalgorithmus in der MATLAB µ–Toolbox nicht 
erlaubt ist [BAL 01], wird hier die einzelne komplexe Unsicherheit benutzt. Die Ergebnisse 
der D-K Iteration in Tabelle 1-1 zeigen, dass mit einem Regler der Ordnung 26 dieses System 
die robuste Regelgüte erreichen wird (µ<1). 
 Tabelle 1-1: Ergebnisse der D-K Iteration und der µ Wert des PID-Reglers 
Iteration Nr. 1 2 3 4 5 PID 
Ges. D Ordn. 0 6 6 24 22  
Reglerordnung 4 10 10 28 26 2 
Erreichend γ 932.155 44.3171 2.9039 0.942 0.940  
Max. µ Wert 562.951 12.6496 1.3513 0.939 0.939 0.939 
 
Die Simulationsergebnisse mit dem durch D-K Iteration entworfenem H∞-Regler für acht ge-
störte Systeme sind in Bild 1-2 und Tabelle 1-2 gezeigt. Bild 1-3 und Tabelle1-3 zeigen ent-
sprechende Ergebnisse mit dem im Anhang C.5 entworfenen PID-Regler. Der µ Wert des 
PID-Reglers mit gleicher Gewichtung Wp wird auch in Tabelle 1-1 gezeigt. Tabelle 1-4 zeigt 
die Bedeutung von Gpi. 
Tabelle 1-2: Kennwerte des Verlaufs vom Bild 1-2. 
 Go Gp1 Gp2 Gp3 Gp4 Gp5 Gp6 Gp7 Gp8 
Fehler(t=∞) -5.61e-5 -7.79e-5 1.45e-4 -7.79e-5 1.42e-4 -8.74e-5 -4.87e-5 -8.74e-5 -4.87e-5
BÜbersch* 2.51e-6 1.99e-6 1.11e-4 1.98e-6 1.09e-4 1.92e-6 2.98e-6 1.91e-6 2.95e-6 
Ttrans(Sek)* 0.29271 0.26717 0.43330 0.26588 0.43239 0.25741 0.30258 0.25705 0.30212
BÜbersch: Überschwingungsamplitude; Ttrans: Verlaufzeit bis innerhalb der ±0.5% Schranke.  
Tabelle 1-3: Kennwerte des Verlaufs vom Bild 1-3. 
 Go Gp1 Gp2 Gp3 Gp4 Gp5 Gp6 Gp7 Gp8 
Fehler(t=∞) -3.83e-7 -3.78e-7 -1.21e-6 -4.04e-7 -1.21e-6 -2.68e-7 -4.43e-7 -2.68e-7 -4.45e-7
BÜbersch* 0.04823 0.20744 0.00035 0.19845 0.00033 0.08595 0.02502 0.09741 0.09741
Ttrans(Sek)* 0.11618 0.13110 0.12643 0.12848 0.12495 0.12195 0.11763 0.12324 0.12324
BÜbersch: Überschwingungsamplitude; Ttrans: Verlaufzeit bis innerhalb der ±0.5% Schranke.  
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Bild 1-2: Der Verlauf des nominalen und gestörten Systems mit dem durch 
D-K Iteration entworfenen H∞-Regler. 
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Bild 1-3: Der Verlauf des nominalen und gestörten Systems mit dem im Anhang C.5 entworfenen PID-Regler. 
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Tabelle 1-4: Das gestörte System. 
 Go Gp1 Gp2 Gp3 Gp4 Gp5 Gp6 Gp7 Gp8 
kδ  0 -1 1 -1 1 -1 1 -1 1 
ζωδ 2  0 -1 -1 1 1 -1 -1 1 1 
2ωδ  0 -1 -1 -1 -1 1 1 1 1 
  G2+G3 G2+G3 G2+G3 G2+G3 G2+G3 G2+G3 G2+G3 G2+G3 
 
Ein Vergleich beider Ergebnisse weist darauf hin, dass beide Regler eine vergleichbare Re-
gelgüte erreichen können. Der PID-Regler ist schneller und genauer,  hat aber ein höheres 
Überschwingen. Der H∞-Regler dagegen ist langsamer und ungenauer, zeigt aber kaum Über-
schwingen. Jedoch ist der PID-Regler (Ordnung 2) viel einfacher als der H∞-Regler (Ordnung 
26). Hätte das geregelte System 5 Ein- und Ausgänge, und 2 Zustände, wäre der H∞-Regler 
zumindest von der Ordnung 58 (2 für Zustände, 2×5 für die Gewichtung, 2×5×3 für 5 Unsi-
cherheit kδ  und jeweils 2×4 für Unsicherheit ζωδ 2  und 2ωδ ). Daher ist der H∞-Regler für eine 
relativ große Anzahl von Aktoren und Sensoren 
1. nicht berechenbar und 
2. nicht realisierbar. 
 
1.2.3. Die dominante Methode 
Wenn ein m×m Mehrgrößensystem diagonal ist, kann dieses System als m faches 
Eingrößensystem betracht und die Entwurfsmethode für Eingrößensysteme, z.B. der PID-
Algorithmus, verwendet werden. In der Praxis ist dies normalerweise nicht der Fall. Wie kann 
das nicht diagonale System diagonalisiert werden? Muss das System wirklich diagonal sein, 
um die Entwurfsmethode für Eingrößensysteme zu verwenden? 
In den 70er Jahren des letzten Jahrhunderts hatte Rosenbrock[ROS 74] erstmals das Konzept 
der diagonalen Dominanz angewendet, um die Entwurfsmethoden für Eingrößensysteme auf 
Mehrgrößensysteme zu erweitern. Rosenbrock hatte folgendes System untersucht (s. Bild 1-
4). Dabei ist F eine diagonale Verstärkungsmatrix und  Q(s)∈Cm×m  die Übertragungsfunktion 
des Systems, das aus der Strecke, dem Post- und Prekompensator besteht. Die abgeschlossene 
Übertragungsfunktion von r zu y ist  
H(s) = R(s)-1Q(s) (1.2.3-1) 
wobei R(s) = (I+ Q(s) F) = (F-1+ Q(s)) F = T(s)F. Rosenbrock hatte gezeigt, dass das System 
H(s) stabil wird, wenn  
1. das System tii(s) stabil ist und (1.2.3-2a) 
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Bild 1-4: Das fundmentale rückgekoppelte System für die diagonale Dominanz 
Die Bedingung (1.2.3-2b) heißt Zeilendiagonaldominanz (row diagonal dominant) bzw. Spal-
tendiagonaldominanz (column diagonal dominant). Später wurden mehr dominante Maße von 
Wissenschaftlern eingeführt, z. B. die M-matrix basierte Dominanz (dM) bei Araki und Nwo-
kah [ARA 75], die verallgemeinerte Dominanz (dG) bei Limebeer [LIM 82] und die funda-
mentale Dominanz (dF) und die L-Dominanz (dL) bei Yeung and Bryant [YEU 92]. 
Wie kann man ein System dominant diagonalisieren? Die einfachste Methode ist eine Vertau-
schung des Paars von Sensoren und Aktoren. Zum Beispiel hat ein 4×4 System bezüglich der 
Frequenz ω  folgenden Wert 








−−−−
−−−−
−−++−
−−−−
=
j..j..j..j..
j..j..j..j..
j..j..j..j..
j..j..j..j..
)j(
0305210210022001
0403010204030105
5105020501573021
0107500240222021
ωT  
Die entsprechende Spaltendominanz ist dc = [6.0464, 1.221, 4.3733, 2.9654]. Nach der Defi-
nition (Gleichung 1.3.3-2) hat T bezüglich der Frequenz ω  keine diagonale Dominanz. Wenn 
man die Zeile 3 zur Zeile 1, Zeile 4 zur Zeile 3 und Zeile 1 zur Zeile 4 verschiebt, d.h. wenn 
man das Paar von Sensoren und Aktoren (s1,a1), (s3,a3) und (s4,a4) zu (s3,a1), (s4,a3) und 
(s1,a4) umordnet, wird die entsprechende Spaltendominanz dc = [0.68117, 1.221, 4.1515, 
2.27]. Nach dieser Vertauschung wird die erste Spalte von T diagonal dominant sein. Obwohl 
die Restspalten nicht diagonal dominant sind, ist der dominante Wert immerhin verbessert. 
Wenn durch die Vertauschung des Paars von Sensoren und Aktoren die diagonale Dominanz 
nicht erreicht werden kann, kann man einen konstanten oder einen frequenzabhängigen Pre- 
und/oder Postkompensator einfügen. In [BRY 96] wird ein Algorithmus für den Prekompen-
sator mit der Formel ∑
−=
p
1i
iis K angegeben. 
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Ein Vorteil der dominanten Methode ist die Dekomposition eines komplexen Systems zu 
mehreren einfachen Systemen, sodass die erfolgreichen Entwurfsmethoden der einfachen Sys-
teme verwendet werden können. Der zweite Vorteil ist, dass die Modellreduktion hier nicht 
notwendig ist. Alle Berechnungen, Umordnung der Paare von Sensoren und Aktoren, Berech-
nung des Pre- und/oder Postkompensators und einschließlich der Regler, können in einem 
endlichen Frequenzbereich durchgeführt werden. Der Aufwand der Berechung hängt nun nur 
noch von der Anzahl der Sensoren und Aktoren ab. Obwohl die Anzahl der Sensoren und 
Aktoren relativ groß ist, ist sie immer noch viel kleiner als die Anzahl der Zustandsvariablen. 
Der Nachteil ist auch offensichtlich. Durch den einfachen realisierbaren Pre- und/oder Post-
kompensator können nicht alle Systeme diagonalisiert werden. Obwohl das System diagonali-
siert werden kann, ist der Entwurfsvorgang immer aufwendig, wenn die Anzahl von Sensoren 
und Aktoren relativ groß ist. 
1.3. Ziel dieser Arbeit 
Die Analyse zeigt, dass sowohl die vorhandene Modellreduktionstechnik als auch die übliche 
Regelungstechnik für Aufgaben der Formkontrolle wegen der großen Anzahl der benötigten 
Aktoren und Sensoren nicht gut geeignet ist. Das Problem besteht darin, dass die bekannten 
Modellreduktionstechniken nur die Anzahl der Freiheitsgrade reduzieren können. 
Die Datenverdichtungstechnik, die in der Telekommunikation und in der Bildverarbeitung 
weitgehend Verwendung findet, bietet die Möglichkeit, die Redundanz zu verringern oder die 
wichtigen Informationen von den ursprünglichen Daten zu extrahieren. Unter Verwendung 
der Datenverdichtung könnten die großen Mengen von Soll- und Istdaten, die um die Form zu 
beschreiben und zu steuern verwendet werden, beträchtlich reduziert werden. Im reduzierten 
Datenraum soll der Regelalgorithmus realisiert werden. Die vielen Stellgrößen, die für eine 
genaue Formeinstellung benötigt werden, sollen aus relativ wenigen Zustandsvariablen, die 
durch den Regelalgorithmus berechnet werden, erzeugt werden. Hier ergibt sich das zur Da-
tenverdichtung inverse Problem: Erweiterung. Die daraus resultierende allgemeine Struktur 
für den geschlossenen Regelkreis findet man in Bild 1-5. 
Das Ziel dieser Arbeit ist es, die geeignete Reduzierung und Erweiterung zur Realisierung der 
Datenreduktion in adaptiven mechanischen Systeme zu finden. Durch diese Reduktion und 
Erweiterung sollte der Reglerentwurf im reduzierten Raum vereinfacht werden. Der Einfluss 
der Reduktion und der Erweiterung auf die stationäre Genauigkeit und Stabilität des geschlos-
senen Regelkreises sollen detailliert untersucht werden. 
1. Problemdarstellung 18
Mechanisches
    System
Erweiterung Reduktion
Regler
v Sollgrößen
v verdichtete Größen
m-Sensorenp-Aktoren
 
Bild 1-5: Adaptives mechanisches System mit Datenreduktion und -erweiterung 
Mit anderen Worten sollen die Reduktions- und Erweiterungsmethoden die stationäre Genau-
igkeit und die Stabilität des geschlossenen Regelkreises nicht gefährden. Weiterhin wird der 
Einfluß der Modellfehler auf Reduktion und Erweiterung diskutiert. Der Reglerentwurf im 
verdichteten Datenraum ist nicht Hauptaufgabe dieser Arbeit. Jedoch wird eine Methode an-
gegeben, die gewährleistet, dass der im reduzierten Raum entworfene Regler das originale 
abgeschlossene System stabilisiert. Schließlich wird ein einfacher Reglerentwurf als Beispiel 
aufgezeigt. 
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2. Verfahren der Datenreduktion und ihre Eignung 
Eine schematische Darstellung eines adaptiven mechanischen Systems ist in Bild 2-1 gezeigt. 
Ein adaptives mechanisches System besteht aus einem mechanischen Grundkörper, auf dem 
die Sensoren (Sensorfeld) und Aktoren (Aktorfeld) angeordnet sind. Ein Regelsystem ermög-
licht die Anpassung des adaptiven mechanischen Systems an veränderte Umweltbedingungen 
(Formbeeinflussung, Vibration u.ä.). Wird jeder Sensor/Aktor als ein Pixel betrachtet, können 
das Sensorfeld und das Aktorfeld als ein Bild angesehen werden. Viele Datenreduktionsalgo-
rithmen (Kompressionsalgorithmen) aus der Bildverarbeitung und Kommunikationstechnik-
können hier möglicherweise verwendet werden. Man sollte aber beachten, dass die Randbe-
dingungen der Datenreduktion im adaptiven mechanischen System andere als in der Bildver-
arbeitung sind. Eine Anforderung ist vor allem, dass die mathematischen Operationen auch im 
komprimierten Raum erlaubt werden sollen. k sei ein Kompressionsalgorithmus. a, b und c 
sind das zu komprimierende Bild, dann sollte gelten: 
k(c) = k(αa + βb) = αk(a) + βk(b) (2-1a) 
zusätzlich sollte für den differentiellen und integralen Operator gelten 
k(c) = k(α op a) = α op k(a) (2-1b) 
wobei α und β beliebige Faktoren sind. Zumindest sollten keine großen Abweichungen in den 
Gleichungen (2-1a) und (2-1b) auftreten. 
 
Aktorfeld
Aktorsignale
Regler
-
Grundkörper
Sensorfeld
Sensorsignale
Führungsvektor
 
Bild 2-1: Eine schematische Darstellung eines adaptiven mechanischen Systems 
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2.1. Grundcodierung in der Datenkompression 
Um den Datenkompressionsalgorithmus in der Bildverarbeitung besser zu verstehen, werden 
zunächst die Grundlagen der Codierung in der Datenkompression erörtert. 
2.1.1. Lauflängen-Codierung (Run Length Encode) 
Die Idee dieses Ansatzes ist sehr einfach [SAL 00]: Falls ein Datenelement d nacheinander n 
Mal im Eingabefluss auftritt, werden die n vorkommenden Datenelemente durch ein Paar n d 
ersetzt. Die n-mal nacheinander vorkommenden Datenelementen heißen eine laufende Länge 
von n, und dieser Ansatz zur Datenkompression heißt Lauflängen-Codierung (RLE). 
Bei der wirklichen Verwendung sollte man einige Dinge beachten. Zunächst ist die Frage, wie 
man die laufende Länge n von den Datenelementen unterscheidet? Häufig wird ein Präfix, 
z.B. @, gesucht, das selten oder nie im Eingabefluss eintritt, und das Paar n d wird durch @ n 
d ersetzt. Dass aufeinander folgende Daten exakt gleich sind, ist zwar meist selten, bei korre-
lierten Prozessen sind die Differenzen jedoch gering. Dann kann eine Schranke einer be-
stimmten Größe gesetzt werden. Wenn die Differenz zwischen nacheinander kommenden 
Daten innerhalb der Schranke liegt, werden diese zwei Datenelemente als „gleich“ betrachtet. 
Dieser Vorgang wird als Quantisierung bezeichnet. In den folgenden zwei Beispielen sind die 
möglichen Datenelemente im Eingabefluss die Ziffern 1 bis 5. @ wird als Präfix benutzt. Im 
ersten Beispiel ist die Schranke gleich Null und im zweiten Beispiel ±1. 
(1) 1 4 4 4 4 3 2 2 2 2 5 3 2 3 2 2 3 4 => 1 @ 4 4 3 @ 4 2 5 3 2 3 2 2 3 4 
(2) 1 4 4 4 4 3 2 2 2 2 5 3 2 3 2 2 3 4 => 1 @ 5 4 @ 4 2 5 @ 7 3 
         Original          komprimiert 
Es wird deutlich, dass RLE die Bedingung der Gleichung (2-1a) nicht erfüllen wird. 
2.1.2. Golombscher Code  
Der Golombsche Code wurde in der 60er Jahren des letzten Jahrhunderts von Golomb [GOL 
66] entwickelt. Der Golombsche Code codiert eine ganze Zahl n in 3-Tupel, (q, r, b). b ist ein 
fest ausgewählter Parameter, 


 −=
b
1nq  und 1qbnr −−=  (2.1-1) 
wobei  x  die kleinste ganze Zahl von x ist. Z. B. ist   19.1 = . Da b fest ist, muss man nur 
(q, r) zu codieren. Die Codierung besteht aus zwei Teilen. Der erste Teil ist der Wert von q+1, 
der unär codiert wird, und der zweite Teil, der binäre Wert von r wird entweder in  blog2  
Bits (für kleine Reste) oder in  blog2  Bits (für große Reste) codiert, wobei  x  die größte 
ganze Zahl von x ist. Z. B. ist   22.1 = . Eine unäre Codierung einer ganzen Zahl, n, ist n-1 
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eins folgt bei einer null oder umgekehrt n-1 null folgt bei einer eins. Z. B. ist die unäre Codie-
rung von 4 1110 oder 0001. Wählen wir b = 3, erzeugt den möglichen Rest 0, 1, und 2. Diese 
Zahlen werden mit 0, 10 bzw. 11 codiert. Wählen wir b = 5, erzeugen die 5 Reste von 0 bis 4, 
die mit 00, 01, 100, 101 bzw. 110 codiert werden. Einige Beispiele der Golombschen Codie-
rung mit b = 3 und b = 5 werden in Tabelle 2-1 gezeigt. 
Tabelle 2-1: Einige Golombsche Codes für b = 3 und b = 5 
N 1 2 3 4 5 6 7 8 9 10 
b = 3 0|0 0|10 0|11 10|0 10|10 10|11 110|0 110|10 110|11 1110|0 
q+1|r 1|0 1|1 1|2 2|0 2|1 2|2 3|0 3|1 3|2 4|0 
b = 5 0|00 0|01 0|100 0|101 0|110 10|00 10|01 10|100 10|101 10|110 
q+1|r 1|0 1||1 1|2 1|3 1|4 2|0 2|1 2|2 2|3 2|4 
 
Codiert man die Zahlen 1 bis 10 durch 4 Bit je Zahl, benötigt man 40 Bit für die Darstellung 
von 1 bis 10, während 38 Bit der Golombsche Code für b = 3 benötigt und 41 Bit für b = 5. 
Damit spielt die Wahl des Parameters b eine wichtige Rolle, ob die Golombsche Codierung 
die Daten komprimiert oder expandiert. 
( ) pp1)n(P 1n−−=  für einige 0 ≤ p ≤ 1 ist die Wahrscheinlichkeit der ganzen Zahl n, die im 
Eingabefluss auftritt. Der Golombsche Code ist ein optimaler Code für diese Daten, wenn b 
so ausgewählt ist, dass 
( ) ( ) ( ) ( )b1b1bb p1p11p1p1 −+−<≤−+− −+  (2.1-2) 
Aus der Tabelle 2-1 ist es deutlich, dass die Golombsche Codierung die Bedingung der Glei-
chung (2-1a) nicht erfüllen wird. 
2.1.3. Huffman-Codierung 
Die Idee der Huffman-Codierung [HUF 52] besteht darin, dass häufig vorkommende Daten-
elemente durch kürzere Codes und selten vorkommende Datenelemente mit längeren Codes 
codiert werden. Die Huffman-Codierung ist die beste Codierung bei variabler Codelänge, 
wenn die Wahrscheinlichkeit der vorkommenden Datenelemente eine negative Potenz von 2 
ist. 
Die Methode beginnt mit der Aufstellung einer Liste mit allen vorkommenden Datenelemen-
ten in absteigender Folge ihrer Wahrscheinlichkeiten. Dann wird ein Baum mit einem Daten-
element an jedem Blatt von unten nach oben konstruiert. Dies wird schrittweise fortgeführt, 
indem zwei Datenelemente mit den kleinsten Wahrscheinlichkeiten vorgewählt, in den oberen 
Teil des Baums hinzugefügt, aus der Liste gelöscht und durch ein Hilfselement ersetzt wer-
den. Wenn die Liste auf gerade ein Hilfselement verringert wurde, ist der Baum komplett. Der 
Baum wird dann durchgelaufen, um den Code des Datenelements festzustellen. Bild 2-2 in 
der nächsten Seite zeigt diesen Vorgang durch ein Beispiel. 
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Bild 2-2: Der Vorgang der Huffman-Codierung 
 
Der Huffman-Code ist ein nicht eindeutiger Code. Zum Beispiel ist das Komplement des Co-
des in Bild 2-2 auch der Huffman-Code. Der Huffman-Code ist kontextabhängig. Für die 
gleichen Datenelemente mit unterschiedlichem Eingabefluss ist die Huffman-Codierung un-
terschiedlich. Damit wird die Bedingung der Gleichung (2-1a) nicht erfüllt. 
2.1.4. Arithmetische Codierung 
Die Huffman-Codierung ist nur die beste Codierung der variablen Codelänge, wenn die 
Wahrscheinlichkeit der vorkommenden Datenelemente eine negative Potenz von 2 ist. Der 
Grund ist, dass die Huffman-Codierung einen Code mit einer integralen Anzahl von Bits je-
dem vorkommenden Datenelement zuweist. Bei einem Datenelement mit der Wahrschein-
lichkeit von 0.4 werden bei einem Huffman-Code 1 oder 2 Bit zugewiesen, weil –log2(0.4) ≈ 
1.32. Idealerweise sollte einem Code 1.32 Bit zugewiesen werden, aber dies ist unmöglich. 
Die arithmetische Codierung überwindet dieses Problem durch die Zuweisung eines Codes zu 
einer Folge von Datenelementen statt zu einem einzelnen Datenelement [SAL 00]. In der a-
rithmetischen Codierung soll die Wahrscheinlichkeit der vorkommenden zu komprimierenden 
Datenelemente näherungsweise bekannt sein. Eine Tabelle mit allen möglichen zu kompri-
mierenden Datenelementen und ihren Wahrscheinlichkeiten soll wie Tabelle 2-2 erstellt wer-
den. Der Codierungsvorgang beginnt mit der Definition zweier Variable L und H, und sie 
werden zunächst zu 0 bzw. 1 gesetzt. Wenn ein Datenelement vorkommt, werden die Werte 
von L und H durch  
newH = oldL + (oldH-oldL)×HighRange(X) 
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newL = oldL + (oldH-oldL)×LowRange(X) 
aktualisiert, wobei X das zu komprimierende Datenelement ist. Die Werte von LowRange und 
HighRange sind in den Spalten 3 und 4 der Tabelle 2-2 aufgelistet. 
Tabelle 2-2: Zu komprimierende Datenelemente und ihre Wahrscheinlichkeit 
Datenelement Wahrscheinlichkeit LowRange HighRange 
a1 0.5 0.5 1.0 
a2 0.1 0.4 0.5 
a3 0.2 0.2 0.4 
a4 0.1 0.1 0.2 
a5 0.1 0 0.1 
 
Die kürzeste binäre Darstellung des Werts zwischen L und H nach dem Einlesen aller zu 
komprimierenden Datenelemente ist der arithmetische Code der ganzen Datenelemente. Ta-
belle 2-3 zeigt ein Beispiel mit 5 möglichen Datenelementen mit a1 bis a5 und einem Eingabe-
fluss a1a2a3a1a1a4a3a1a1. Das Ergebnis ist (0.)10110111110101012 (0.71809287210). 
Tabelle 2-3: Der Vorgang der arithmetischen Codierung 
Datenelement Die Berechnung der Werte von L und H 
L 0.0+(1.0-0.0)×0.5 = 0.5 a1 H 0.0+(1.0-0.0)×1.0 = 1.0 
L 0.5+(1.0-0.5)×0.4 = 0.7 a2 H 0.5+(1.0-0.5)×0.5 = 0.75 
L 0.7+(0.75-0.7)×0.2 = 0.71 a3 H 0.7+(0.75-0.7)×0.4 = 0.72 
L 0.71+(0.72-0.71)×0.5 = 0.715 a1 H 0.71+(0.72-0.71)×1.0 = 0.72 
L 0.715+(0.72-0.715)×0.5 = 0.7175 a1 H 0.715+(0.72-0.715)×1.0 = 0.72 
L 0.7175+(0.72-0.7175)×0.2 = 0.7180 a3 H 0.7175+(0.72-0.7175)×0.4 = 0.7185 
L 0.7180+(0.7185-0.7180)×0.1 = 0.71805 a4 H 0.7180+(0.7185-0.7180)×0.2 = 0.71810 
L 0.71805+(0.71810-0.71805)×0.5 = 0.718075 a1 H 0.71805+(0.71810-0.71805)×1.0 = 0.718100 
L 0.718075+(0.718100-0.718075)×0.5 = 0.7180875 a1 H 0.718075+(0.718100-0.718075)×1.0 = 0.7181000 
 
Wie der Huffman-Code ist der arithmetische Code ein kontextabhängiger Code. Für die glei-
chen Datenelemente im unterschiedlichen Eingabefluss ist die arithmetische Codierung auch 
unterschiedlich. Damit wird die Bedingung der Gleichung (2-1a,b) nicht erfüllt. 
2.2. Datenkompression in der Bildverarbeitung 
Es gibt mehrere Methoden für die Bildkompression. In [SAL 00] werden über 30 Methoden 
angegeben. Manche sind verlustfrei, manche sind verlustbehaftet. Manche sind für die Grau-
wertbilder und die Bilder mit kontinuierlichem Grauwert geeignet, manche sind für die binä-
ren Bilder oder die Bilder mit diskretem Grauwert geeignet. In dieser Arbeit werden nur die 
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Grauwertbilder und die Bilder mit kontinuierlichem Grauwert betrachtet. Anhand unserer 
Anforderung, dass die mathematischen Operationen im komprimierten Raum erlaubt werden 
sollten, wird die Bedingung in der Gleichung (2-1) für jede erörterte Methode geprüft. 
2.2.1. Bildkompression mit RLE 
Die Komprimierung eines Bildes mit RLE basiert auf der folgenden Beobachtung: wenn man 
ein Pixel in einem Bild zufällig auswählt, gibt es eine gute Chance, dass seine Nachbarn einen 
gleichen oder ähnlichen Wert haben werden [SAL 00]. Der Kompressor scannt das Bild und 
codiert die wiederholten Pixel als ein Paar (Lauflänge, Pixelwert). Die mögliche Scannweise 
wird in Bild 2-3 verdeutlicht. Z.B. startet ein Bild von 8-Bit Grauwerten mit 
 12,12,12,12,12,12,12,12,12,35,76,112,67,87,87,87,5,5,5,5,5,5,1,.... 
und wird zu  9,12,35,76,112,67,3,87,6,5,1,...,  komprimiert, wobei die Ziffern mit der Un-
terstreichung die Lauflänge sind.  
Nun stellt sich die Frage, wie man Lauflänge und Pixelwert unterscheidet? Dies hängt davon 
ab, wie tief der Grauwert ist. Falls der Grauwert von 0-127 oder der maximale Grauwert grö-
ßer als 255 ist, kann er mit maximalem Grauwert + Lauflänge als Lauflänge dargestellt wer-
den. Z.B. wird obiges Beispiel 
 136,12,35,76,112,67,130,87,133,5,1,.... 
wenn der maximale Grauwert gleich 127 ist, oder 
    0x1009,0x000c,0x0023,0x004c,0x0070,0x0043,0x1003,0x0057,0x1006,0x0005,0x0001,... 
wenn der maximale Grauwert gleich 4095 ist. Hier wird die Zahl hexadezimal dargestellt, um 
dies deutlich zu zeigen. Wenn der maximale Grauwert gleich 255 ist, wird der Grauwert um 1 
reduziert und der Wert 255 als Präfix benutzt. Dann wird obiges Beispiel 
 255,9,12,35,76,112,67,255,3,87,255,6,5,1,... 
1
2 1 4 3 6 5 8 7
4
7
2
5
8
3
6
9
10
a) Zeilenweise oder
    Spaltenweise
b) Zick-Zack c) Individuelle Zeile d) Individuelle Spalte 
 
Bild 2-3: Das Scannen der RLE 
Da die Komprimierung hier nur durch die RLE erreicht wird und die RLE die Bedingung der 
Gleichung (2-1a) nicht erfüllt, dürfen die mathematischen Operationen (+ und -) in der komp-
rimierten Domäne nicht durchgeführt werden. 
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2.2.2. Vektorquantisieren 
Beim Vektorquantisieren wird ein gegebenes Bild in kleine Blöcke von Pixeln, normalerweise 
2×2 oder 4×4, geteilt. Jeder Block wird durch einen Vektor dargestellt. Der Kompressor bein-
haltet eine Liste (Codebuch) des Vektors und komprimiert jeden Block durch den Index des 
Blocks im Codebuch. 
Im Fall des 2×2 Blocks besteht jeder Block aus 4 Pixeln. Wenn jedes Pixel k Bit hat, ist jeder 
Block von 4k Bit Länge, und es gibt 24k verschiedene Blöcke. Ebenfalls ist der Index des Co-
debuchs, durch welchen der Block ersetzt wird, von 4k Bit Länge. Weshalb ist das eine Kom-
pression? Tatsache ist, dass irgendein Bild nie alle möglichen Blöcke enthalten wird. Für 8 
Bit Pixel ist die Anzahl der 2×2 Blöcke 232, aber alle bestimmten Bilder beinhalten vielleicht 
nur ein paar tausend unterschiedliche Blöcke. Der Index des Codebuches benötigt deshalb 
maximal 14 Bit statt 32 Bit Länge. 
Es gibt viele Algorithmen[LIN 80] [CON 94a,b], die dieses Prinzip verwenden und das Bild 
komprimieren. Aber sie werden nicht weiter erörtert. Wir interessieren uns hier vor allem da-
für, ob die mathematischen Operationen in der komprimierten Domäne durchgeführt werden 
dürfen, d.h. ob die Bedingung der Gleichung (2-1a,b) erfüllt ist. Beim Vektorquantisieren 
wird der Pixelblock durch den Index des Blocks im Codebuch ersetzt. Es gibt vielleicht die 
Möglichkeit, das Codebuch so zu organisieren, dass es für den bestimmten Faktoren α und β 
die Bedingung der Gleichung (2-1a) erfüllt; aber das ist für beliebige α und β unmöglich.  
2.2.3. Block-Matching 
Beim Block-Matching wird ein Bild in kleine Blöcke von z.B. 4×4 Pixeln unterteilt [STO 97]. 
Der Kompressor beinhaltet ein Fenster zum Eingabefluss der Pixelblöcke und verschiebt eine 
Reihe von Pixelblöcken, in dem Fenster von rechts nach links, während das Bild komprimiert 
wird. Das Fenster ist in zwei Teile geteilt. Der Teil auf der linken Seite heißt der Suchpuffer. 
Er enthält immer die Blöcke, die schon komprimiert worden sind. Der Teil auf rechten Seite 
heißt voraussehender Puffer. Er enthält die Blöcke, die noch nicht bearbeitet worden sind. 
Der Kompressor nimmt den am weitesten links liegenden Block im voraussehenden Puffer als 
aktuellen Block und sucht rückwärts eine Übereinstimmung im Suchpuffer. Falls keine Über-
einstimmung gefunden wird, werden ein Merkmal (0, 0) und selbiger Block als Code ausge-
geben und das Fenster wird nach rechts um einen Block verschoben. Falls eine Überstimmung 
gefunden ist, werden der Abstand, d, zwischen dem aktuellen Block und der Übereinstim-
mung und die Länge, n, der Übereinstimmung als ein Merkmal oder Code (d, n) ausgegeben 
und das Fenster wird n Blöcke nach rechts verschoben. 
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Bild 2-4 zeigt ein Beispiel. Im Bild 2-4 werden die 4×4 Pixelblöcke wegen der Einfachheit 
durch Buchstaben dargestellt. Die gleichen Buchstaben bedeuten die gleichen Blöcke. Bild 2-
5 zeigt die mögliche Scannweise des Block-Matching. 
sirsideastmaneasilyteasesseasickseals
s irsideastmaneasilyteasesseasickseals
si rsideastmaneasilyteasesseasickseals
sir sideastmaneasilyteasesseasickseals
sirsideastmaneasilyteasesseasickseals
sirsid eastmaneasilyteasesseasickseals
sirside astmaneasilyteasesseasickseals
sirsidea stmaneasilyteasesseasickseals
sirsideas tmaneasilyteasesseasickseals
(0,0) “s”
(0,0) “i”
(0,0) “r”
(3,2) 
(0,0) “d”
(0,0) “e”
(0,0) “a”
(8,1) 
(0,0) “t”
Suchpuffer Voraussehender Puffer Zu bearbeitende Blöcke Komprimierter Code 
 
Bild 2-4: Das Beispiel für Block-Matching 
 
a) Zeilenweise
Vorausseh-
Pufferender 
Suchpuffer
b) Zick-Zack
c) Das geradlinige
    Durchlaufen 
d) Das zyklische 
    Durchlaufen  
Bild 2-5: Das Scannen für Block-Matching 
Sind die mathematischen Operationen in der komprimierten Domäne des Block-Matching 
Codierens erlaubt? Im Prinzip ja, aber nicht direkt. Man kann zunächst die passenden Blöcke 
finden und die Operation auf den Blöcken durchführen. Dann muss man feststellen, ob das 
Ergebnis, neuer Block, bereits vorgekommen ist. Wenn nein, werden das Merkmal (0,0) und 
der neue Block als der neue komprimierte Code ausgegeben, wenn ja, wird zunächst das 
Merkmal (d,n) berechnet und dann als der neue komprimierte Code ausgegeben. Dieser Vor-
gang ist komplizierter als der Vorgang, beide Operanden zunächst zu dekomprimieren, dann 
die Operation durchzuführen und schließlich wieder zu komprimieren. Damit ist die Bedin-
gung der Gleichung (2-1a,b) für Block-Matching praktisch auch nicht erfüllt. 
2.2.4. Block-Rundungs-Codierung (Block Truncation Coding (BTC)) 
Das Prinzip der BTC-Methode besteht darin, die Pixel in einem Bild zu quantisieren, während 
die ersten zwei oder drei statistischen Momente erhalten werden. In der grundlegenden BTC 
wird das Bild normalerweise in 4×4 oder  8×8  Pixelblöcke geteilt [DAS 95].  Die ersten zwei  
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Momente sind der Erwartungswert und die Varianz, und werden definiert als 
∑
=
=
n
1i
ipn
1p  bzw. ∑
=
=
n
1i
2
i
2 p
n
1p  (2.2-1) 
wobei  n die Anzahl der Pixel im Block ist und pi der Grauwert des jeweiligen Pixels. Die 
Streuung des Blocks ist 
22 pp −=σ  (2.2-2) 
Das Prinzip der Quantisierung besteht darin, drei Werte zu wählen: eine Schwelle pthr, einen 
großen Wert p+ und einen kleinen Wert p-. Jedes Pixel wird entweder durch p+ oder p- ersetzt, 
so dass die ersten zwei Momente der neuen Pixel gleich dem originalen Moment des Pixel-
blocks sind. Die Regel der Quantisierung ist, dass ein Pixel pi zu p+ quantisiert wird, falls es 
größer oder gleich der Schwelle ist, und zu p- quantisiert wird, falls er kleiner als die Schwelle 
ist. 
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    ,
 (2.2-3) 
Es ist klar, dass der Erwartungswert p  eine Wahl für die Schwelle ist. Der große und kleine 
Wert, p+ bzw. p- können aus den Gleichungen, welche die ersten zwei Momente enthalten, 
berechnet werden. Diese Gleichungen sind 
++−− += pnpnpn ,      ( ) ( )222 pnpnpn ++−− +=  (2.2-4) 
wobei n+ die Anzahl der Pixel, die größer oder gleich der Schwelle ist und n- die Anzahl der 
Pixel, die kleiner als die Schwelle ist. Natürlich ist n++n- gleich n. Die Lösungen der Glei-
chungen (2.2-4) sind 
−
+
− −=
n
npp σ ,      +
−
+ −=
n
npp σ  (2.2-5) 
Diese Lösungen sind im allgemeinen reelle Zahlen, aber sie müssen zunächst auf eine ganze 
Zahl gerundet werden. Daraus folgt, dass der Erwartungswert und die Varianz des quantisier-
ten Blocks etwas von Original abweichen können.  
Der neu quantisierte Block enthält nur zwei Werte, p+ und p-. Damit kann, z. B., ein 4×4 
Block mit k Bit Grauwerten zu zwei k Bit Grauwerten, p+ und p-, und eine 16 Bit Zahl komp-
rimiert werden, wobei Bit 1 und Bit 0 die Position des Werts p+ bzw. p- im quantisierten 
Block entspricht. Der Kompressionsfaktor ist 
      
k2n
kn
+  
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Ein Beispiel: der originale 4×4 Block mit 8 Bit Grauwerten ist 










93751112
22510251
252544115
34177117
 
der Erwartungswert ist p = 52.81, so ist n+ = 6 und n- = 10. Die Streuung ist σ = 41.40, und  
der große und kleine Wert sind p+ = 106.26 bzw. p - = 20.74. Nach dem Runden bekommen 
der große und kleine Wert p+ = 106 bzw. p - = 21. Der originale 4×4 Block wird zu einer 16 
Bit Zahl 










⇒=
1101
0010
0001
0001
348910010111000100001 102  und zwei Werte 21 und 106 komprimiert. 
Da der Quantisierungsschritt (Gleichungen (2.2-2) und (2.2-5)) nicht linear ist, ist bei der 
BTC-Methode die Bedingung der Gleichung (2-1a) nicht erfüllt. 
2.2.5. FELICS 
FELICS ist eine Abkürzung aus Fast Efficient Lossless Image Compression System [HOW 
93]. Es handelt sich hierbei um eine spezielle Kompressionsmethode für Grauwertbilder. Das 
Prinzip von FELICS besteht darin, jeden Pixel mit einem Code variabler Länge zu codieren. 
Die Länge des Codes hängt von zwei vorher vorgekommenen Nachbarn ab. Bild 2-6 zeigt die 
zwei bekannten Nachbarn A und B von einigen Pixeln P. 
Für einen allgemeinen Pixel sind die Nachbarn sein oberer und 
linker Pixel. Für einen Pixel in der obersten Zeile sind die 
Nachbarn seine zwei linken Pixel. Für einen Pixel in der ersten 
Spalte sind die Nachbarn die ersten zwei Pixel seiner oberen 
Zeile. Die ersten zwei Pixel haben keine vorkommenden Nach-
barpixel und damit werden sie nicht komprimiert. 
Nun betrachtet man die zwei Nachbarn A und B vom Pixel P. 
Hier werden sowohl drei Pixel als auch seine Grauwerte durch 
A, B und P dargestellt. L und H ist der kleinere bzw. der größe-
re Nachbar, L = min(A,B) und H = max(A,B). Pixel P sollte einen Code mit der variablen 
Länge bekommen, der davon abhängt, wo P relativ zu L und H liegt. Es gibt grundsätzlich 
drei Fälle: P liegt zwischen L und H, P ist kleiner als L, oder P ist größer als H. 
Falls P zwischen L und H liegt, bekommt P einen Code, der mit 0 startet. Drei ganze Zahlen, 
k, a und b, werden berechnet durch 
A
B
P
A B P
A B
P
 
Bild 2-6: Die zwei Nachbarn 
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 ( ) 1LHlogk 2 +−= , )1LH(2a 1k +−−= + , und )21LH(2b k−+−= . 
Ein Codebuch mit der Anzahl von a+b Codes wird erzeugt. Die Anzahl von a Codes ist durch 
2k-1, 2k-2 ,..., 2k-a als k Bit Zahlen dargestellt. Die Anzahl von b Codes ist durch 0, 1, ..., b-1 
als k+1 Bit darstellbar. Das Codebuch wird so organisiert, dass die ersten b/2 Codes die gera-
den Codes von 0, 2, ..., b-2 sind, gefolgt von 2k-a, ..., 2k-2, 2k-1 und schließlich sind die unge-
raden Codes von 1, 3, ..., b-1. Dann ist der Code von P gleich dem P-L-ten Wert des Code-
buchs und plus dem Präfix 0. 
Falls P kleiner als L oder größer als H ist, bekommt P ein Präfix 10 bzw. 11. Der Wert L-P 
oder P-H wird durch Golombschen Code mit dem Parameter b = 2m codiert, wobei m typi-
scherweise gleich 0, 1, 2, oder 3 ist. Der Golombsche Code plus jeweiligem Präfix ist der Co-
de von P, wenn P außerhalb L und H liegt. Im folgenden werden drei Beispiele angegeben. 
1. Beispiel: A = 7, B = 115 und P = 44. Damit ist L = 7, H = 115, und P liegt zwischen L 
und H. Das Präfix ist 0 und die drei ganzen Zahlen sind k = 6, a = 19 und b = 90. Die 
ersten 45 Einträge des Codebuchs sind die 7 Bit Zahlen 0, 2, 4, ..., 88. 44 ist der 37te 
Eintrag des Codebuchs. Damit ist der Code von P = 44 0|10010102.  
2. Beispiel: A = 106, B = 116 und P = 66. Daher ist L = 106, H = 116, und P ist kleiner 
als L. Das Präfix ist also 10. L-P ist gleich 40 und entsprechend Golombschem Code 
mit b=23 ist 111101112. Damit ist der Code von P 10|111101112. 
3. Beispiel A = 113, B = 231 und P = 110. Somit ist L = 113, H = 231, und P ist wieder-
um kleiner als L. L-P ist gleich 3 und entsprechend Golombschem Code mit b=23 ist 
00112. Dann ist der Code von P 10|00112. 
Die drei Beispiele zeigen, dass die Bedingung der Gleichung (2-1a) bei FELICS nicht erfüllt 
ist. 
2.2.6. MLP 
MLP ist eine Abkürzung aus Multilevel Progressive Method [HOW 92]. Die MLP ist eine 
berechnungsaufwendige, verlustfreie Methode für die Komprimierung des Grauwertbilds. Sie 
verwendet den Kontext, den Grauwert der Pixel vorherzusagen. Der Unterschied zwischen 
dem geschätzten und dem aktuellen Wert (der Fehler) wird durch den arithmetischen Code 
codiert. Die Laplacesche Verteilung wird benutzt, um die Wahrscheinlichkeit des Fehlers zu 
schätzen. Diese Methode enthält vier getrennte Schritte: (1) Auswahl der Pixel, (2) Vorhersa-
ge (Bildmodellierung), (3) Fehlermodellierung und (4) arithmetische Codierung der Fehler. 
Die MLP komprimiert das Bild Ebenenweise und progressiv, und die zu komprimierenden 
Pixel in jeder Ebene haben eine eigene, bestimmte Reihenfolge. Bei der MLP muss das Bild 
quadratisch sein, und die Pixel pro Zeile (Spalten) müssen eine Potenz von 2 sein. Die Anzahl 
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der Pixel, die in der ersten Ebene bearbeitet wird, soll auch eine Potenz von 2 sein. Sei n die 
Anzahl der Pixel pro Zeile und Spalten des Bilds und m die Anzahl der Pixel pro Zeile und 
Spalten der erst bearbeiteten Ebene, wird die Anzahl der zu bearbeitenden Ebene zu  
MaxLevel = 1 + 2(log2(n)-log2(m)) 
Bild 2-7 zeigt die Reihenfolge des ausgewählten Pixels in jeder Ebene durch ein Beispiel mit 
n = 16 und m = 4, wobei B(i,j) der Grauwert eines Pixels in der Zeile i und Spalte j eines Bilds 
B ist. 
: die ausgewählten Pixel in der 1. Ebene
: die ausgewählten Pixel in der 2. Ebene
: die ausgewählten Pixel in der 3. Ebene
: die ausgewählten Pixel in der 4. Ebene
: die ausgewählten Pixel in der 5. Ebene
step = n/m
for( L = 0; L < MaxLevel; L ++ ) {
    if( L == 0 ) {
        for( i = step/2; i < n; i = i + step ) 
            B(i,i) unkomprimiert ausgaben
        j1_min = j2_min = step/2; j1_max = j2_max = i - step;
    } else if( L ist ungrade ) {
        if( L == 1 ) {
            for( i = 0; i < n; i = i + step )
                Komprimierung vom B(i,i) mit 45° gedrehter Gewich-
                tungsmatrix
            
        } else {
            for( i = step/2; i < n; i = i + step )
                
    } else {
        for( i = 0; i < n; i = i + step )
            for( j = 0; j < n; j = j + step )
                
    }
}  
j1_min = j2_min = 0; j1_max = j2_max = i - step;
Komprimierung vom B(i,i) mit 45° gedrehter Gewich-
                tungsmatrix
            j1_min = j2_min = step/2; 
            j1_max = j2_max = i - step;
        }
Komprimierung vom B(i,j) und B(j,i) mit rhombus-
                formiger Gewichtungsmatrix
         j1_min = j2_min = 0; j1_max = j2_max = i - step;
        step = step/2;
 
a) Die ausgewählten Pixel in jeder Ebene.             b) C-artiger Algorithmus für die Auswahl der Pixel. 
Bild 2-7: C-artiger Algorithmus für Auswahl der Pixel und ein Beispiel mit n = 16 und m = 4. 
Ein Pixel wird durch einen gewichteten Mittelwert von 16 bekannten Nachbarn ermittelt. Die-
se 16 Nachbarn kommen aus allen früheren komprimierten Pixeln und bilden eine Rhombus-
form mit 4×4 Pixeln um den zu komprimierenden Pixel. Bild 2-8 a) zeigt die rhombusförmi-
gen 16 Gewichtungen. Wenn ein Pixel nah am Rand liegt und dort einige Nachbarn verloren 
sind, werden nur die existierenden Nachbarn verwendet. Der gewichtete Mittelwert muss 
normalisiert werden. Bild 2-8 b) zeigt einige mögliche Nachbarn. Bild 2-8 c) gibt einen C-
artigen Algorithmus für die Prognose eines Pixels B(i,j) an. 
Sei R die Prognose eines Pixels B(i,j), ist der Prognosefehler gleich E = R-B(i,j). Wenn die 
Graustufe eines Bilds gleich P ist, ist der maximale und minimale Wert von E gleich P-1 bzw. 
–P+1. Die Wahrscheinlichkeit, dass E eintritt, wird durch die Laplace-Verteilung 
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angegeben[SAL 00]. Damit kann man eine Tabelle mit 2P-1 Einträgen, wie die Tabelle 2-2, 
aufgebaut werden. Mit dieser Tabelle kann man jeden Prognosefehler E arithmetisch codie-
ren. Man sollte beachten, dass der Parameter V in der Laplace - Verteilung die Länge des Co-
des bestimmt. In [SAL 00] werden mehre Möglichkeiten angegeben. 
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: bearbeitete Pixels in frühen Ebenen 
a) 4 4 rhombusformige Gewichtungsmatrix
Prognose eines Pixels B(i,j) mit rhombusformige
Gewichtung
sw = 0; R = 0;
for( k1 = 0; k1 < m; k1++ ) {
    for( k2 = 0; k2 < m; k2++ ) {
        j1 = step/2*(k1-k2) + i;
        j2 = step/2*(k1+k2-m+1) + j;
        if( j1_min <= j1 <= j1_max &&
                j2_min <= j2 <= j2_max ) {
            sw = sw + w(k1,k2);
            R = R + w(k1,k2)*B(j1,j2);
        }
    }
}
R = R/sw;
Prognose eines Pixels B(i,j) mit 45° gedrehter 
Gewichtung
sw = 0; R = 0;
for( k1 = 0; k1 < m; k1++ ) {
    j1 = step/2*(2*k1-m+1) + i;
    for( k2 = 0; k2 < m; k2++ ) {
        j2 = step/2*(2*k2-m+1) + j;
        if( j1_min <= j1 <= j1_max &&
                j2_min <= j2 <= j2_max ) {
            sw = sw + w(k1,k2);
            R = R + w(k1,k2)*B(j1,j2);
        }
    }
}
R = R/sw;
: der Pixel mit 6 Gewichtungen
: der Pixel mit vollen Gewichtungen
: der Pixel mit 9 Gewichtungen  
b) Einige mögliche Nachbarn.       c) C-artiger Algorithmus für die Prognose eines Pixels. 
Bild 2-8: Die Prognose eines Pixels B(i,j) 
Wegen der Eigenschaft der arithmetischen Codierung wird die Bedingung der Gleichung (2-
1a,b) für MLP nicht erfüllt. 
2.2.7. DPCM 
Unter DPCM versteht man Differential Pulse Code Modulation [SAL 00]. Die DPCM-
Methode basiert auf der Tatsache, dass die benachbarten Pixel in einem Bild korreliert sind. 
Da korrelierte Werte im allgemeinen ähnlich sind, sind ihre Differenzen klein und eine Kom- 
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pression kann erzielt werden. 
Die differentielle Codierungsmethode berechnet die Differenzen di = ai – ai-1 zwischen auf-
einanderfolgenden Datenelementen ai und codiert die Differenzen di. Im Prinzip kann eine 
beliebig geeignete, verlustbehaftete oder verlustfreie Methode verwendet werden, die Diffe-
renzen zu codieren. In der Praxis wird häufig die Quantisierung, eine verlustbehaftete Metho-
de, verwendet. Die zu codierende Quantität ist nicht die Differenz  di, sondern eine quantisier-
te Zahl idˆ . Die Differenz zwischen di und idˆ  ist der Quantisierungsfehler qi. Damit ist idˆ = di 
+ qi. 
Die verlustbehaftete Kompression der Differenz stößt auf ein neues Problem, nämlich die 
Fehlerakkumulation. Dies wird leicht verständlich, wenn man die Funktion des Decoders be-
trachtet. Der Decoder liest die codierten Werte idˆ  ein, decodiert sie und benutzt die 
rekonstruierten Werte iaˆ  statt ai zu generieren. Der Decoder startet mit dem Einlesen von a0. 
Dann liest er 1dˆ = d1 + q1 ein und berechnet 1aˆ  = a0 + 1dˆ  = a0 + d1 + q1 = a1 + q1. Der nächste 
Schritt ist 2dˆ = d2 + q2 einzulesen und 2aˆ  = 1aˆ  + 2dˆ  = a1 + q1 + d2 + q2 = a2 + q1 + q2 zu be-
rechnen. Im allgemeinen ist der decodierte Wert naˆ  gleich ∑
=
+=
n
i
inn qaa
1
ˆ und enthält die 
Summe der n Quantisierungsfehler. 
Der Grund liegt darin, dass der Encoder die exakte Differenz idˆ  aus dem originalen Daten-
element iaˆ  erzeugt, während der Decoder nur unter der Benutzung der quantisierten Differenz 
idˆ  den rekonstruierten Wert iaˆ  generiert. Die Lösung ist daher um die Berechnung der Diffe-
renz im Encoder di = ai – 1ˆ −ia  zu modifizieren.  
Der Decoder startet nun mit dem Einlesen von a0. Dann liest er 1dˆ = d1 + q1 ein und berechnet 
1aˆ  = a0 + 1dˆ  = a0 + d1 + q1 = a1 + q1. Der nächste Schritt ist 2dˆ = d2 + q2 einzulesen und 2aˆ  = 
1aˆ  + 2dˆ  = 1aˆ  + d2 + q2 = a2 + q2 zu berechnen. Der decodierte Wert 2aˆ enthält genau den ein-
zigen Quantisierungsfehler q2, und im allgemeinen ist der decodierte Wert iaˆ  gleich iaˆ  = ai + 
qi, damit enthält er nur den Quantisierungsfehler qi. 
Beim nächsten Schritt bei der Entwicklung einer allgemeinen differentiellen Codierungsme-
thode ist der Vorteil zu nennen, dass die zu komprimierenden Datenelemente korreliert sind. 
Dies bedeutet, dass ein Datenelement ai nicht nur vom vorhergehenden Datenelement ai-1 ab-
hängt, sondern auch von einigen näheren Nachbarn. Eine bessere Prognose kann daher unter 
Benutzung der N vorhergehenden Nachbarn erreicht werden, den aktuellen Wert ai zu codie-
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ren. D.h. eine Funktion von jia −ˆ , j = 1, 2, ..., N, ( )Niiii aaafp −−−= ˆ,...,ˆ,ˆ 21  wird benutzt, ai 
vorherzusagen. In der Praxis ist eine lineare Funktion von jia −ˆ , die gewichtete Summe der N 
vorhergehenden Nachbarn, die häufigste verwendete Funktion: 
∑
=
−=
N
j
jiji awp
1
ˆ  (2.2-6) 
wobei wj und N die Parameter der differentiellen Kompressionsmethode sind. [SAL 00] gibt 
einige Möglichkeiten zur Bestimmung dieser Parameter an. In der Bildkompression können 
die Nachbarn wie im Bild 2-5 a), b) und Bild 2-6 ausgewählt werden. 
Da die Gleichung (2.2-6) linear ist, wird die Bedingung der Gleichung (2-1a,b) erfüllt, wenn 
die Gewichtungen wj unverändert und die Quantisierungsfehler vernachlässigt werden. 
2.2.8. JPEG 
JPEG ist die Abkürzung für Joint Photographics Experts Group, eine Arbeitsgemeinschaften 
zur Bildcodierung. Sie wurde 1986 gegründet, um einen Standard zur Codierung von bewe-
gungslosen Farb- oder Grauwertbildern zu definieren. 1989 veröffentlichte sie ein grundle-
gendes Verfahren (Baseline System, s. Bild 2-9). Hierbei handelt es sich um ein verlustbehaf-
tetes, auf der Diskreten Kosinus-Transformation(DCT) basiertes und sequentielles System mit 
Huffman-Codes und 8Bit Genauigkeit pro Bildpunkt [STR 00]. Der Standard für diese Ver-
fahren wurde 1992 beschlossen. Die Weiterentwicklung des JPEG-Standards führte im März 
2000 zur Vorabversion des "JPEG2000"-Standards [ISO 00]. 
Der Decoder bzw. der Encoder des Baseline Systems bestehen im wesentlichen aus den 
Komponenten Transformation, Quantisierung und Codierung. 
Durch den instationären Charakter der Bildsignale variieren die spektralen Anteile eines Bil-
des von Ausschnitt zu Ausschnitt. Somit ist die Zerlegung des Bildes für die Berechnung der 
DCT sinnvoll. Das zu komprimierende Bild wird in Blöcke mit der Größe 8×8 Bildpunkte 
zerlegt. Danach erfolgt eine separate Transformation von Zeilen und Spalten für jeden Block. 
Für die Diskrete Kosinus-Transformation (2D-DCT) eines Bildblocks b(x,y) der Dimension 
8×8 Pixel [SAL 00] ergibt sich: 
( ) ( ) ( ) ( ) ( ) ( ) 

 +

 += ∑∑
= = 16
vπ1y2cos
16
uπ1x2cosx,yvCuC
4
1u,v
0x 0y
  7 7 bB  (2.2-7a) 
wobei 
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≠
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  /uC  ( )
0
0
1
21
≠
=

=
v
v
  
für
für
  /vC  (2.2-7b) 
Als Ergebnis der DCT liegen Blöcke (Matrix B(u,v)) mit der Dimension 8×8 vor, welche die  
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Spektralkoeffizienten enthalten. 
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Bild 2-9: Grundlegendes Verfahren (Baseline System) [HUN 93] 
 
 
Bild 2-10: 8×8 Block, a) Position der DCT-Koeffizienten in Abhängigkeit von der Ortsfrequenz; 
b) Zick-Zack-Abtastung der Koeffizienten nach aufsteigenden Frequenzen [STR 00] 
Bild 2-10 zeigt, wie die Koeffizienten hinsichtlich ihrer Ortsfrequenz in der Matrix B ange-
ordnet sind. Man sollte bemerken, dass bei diesem Schritt noch keine Datenreduktion oder 
Kompression stattfindet. 
Für die Rücktransformation, Inverse Diskrete Kosinus-Transformation (2D-IDCT), im Deco-
der wird die folgende Formel verwendet: 
( ) ( ) ( ) ( ) ( ) ( ) 

 +

 += ∑∑
= = 16
yπ1v2cos
16
xπ1u2cosu,vvCuC
4
1x,y
0u 0v
7 7
Bb  (2.2-8) 
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Die Koeffizienten der DCT werden entsprechend durch die Gleichung (2.2-9) quantisiert mit 
dem Ziel, ihre effektive Wortlänge zu verkürzen und die Anzahl der Koeffizienten mit dem 
Wert 0 zu erhöhen. 
( ) ( )


=
v,uQ
v,uroundv,u Bq  (2.2-9) 
Jeder Koeffizient B(u,v) wird durch einen ihm zugeordneten Quantisierungswert Qu,v divi-
diert. Das Ergebnis der Division wird auf den nächstliegenden ganzzahligen Wert q(u,v) ge-
rundet. Für die inverse Quantisierung der Spektralkoeffizienten ( )v,u~B  gilt: 
( ) ( ) v,uQv,uv,u~ qB =  (2.2-10) 
 
Bild 2-11: Matrizen mit Quantisierungswerten für Luminanz (a) und Chrominanzen (b) [STR 00] 
Die Quantisierungswerte Qu,v sind in einer Tabelle abgelegt. Innerhalb des JPEG-Standards 
[ISO 94] werden für die Luminanz und die Chrominanzen Tabellen vorgeschlagen (s. Bild 2-
11). Bei Grauwertbildern wird nur die Luminanz-Tabelle verwendet, bei Farbbildern die dem 
Farbkanal zugehörige Tabelle.  
Die Wahl der Werte für die vorgeschlagenen Tabellen erfolgt unter Berücksichtigung der 
menschlichen Wahrnehmung [STR 00]. In einer Testreihe wurde für jeden Koeffizienten ein 
mittlerer Quantisierungswert ermittelt, bei dem die Veränderung des Koeffizienten im rück-
transformierten Bild noch nicht zu erkennen ist. Da die Quantisierungstabellen variabel sein 
können, werden sie im Bitstrom des Bildes mit abgelegt. Der meiste Informationsverlust des 
JEPGs findet durch dies Quantisierung statt. Jedoch findet die Kompression hier nicht statt. 
Bei der Codierung werden der DC-Koeffizent und die AC-Koeffizienten (Ergebnis der DCT) 
getrennt behandelt. Bei der Codierung der DC-Koeffizienten geht man davon aus, dass be-
nachbarte Blöcke einen ähnlichen Gleichanteil besitzen. Damit kann ein DC-Koeffizent aus 
seinem Vorgänger vorhergesagt werden (s. Bild 2-12). Codiert wird deshalb nur der erste DC-
Koeffizent und der Prädiktionswert (PREDC) der folgenden Koeffizienten. Die Werte von 
PREDC  werden  in  mehrere  Kategorien  eingeteilt und  jeder  Kategorie wird ein Codewort  
2. Verfahren der Datenreduktion und ihre Eignung 36
(unärer Code(s. 2.1.2)) zugewiesen. Die Kategorien werden durch  
( )  1PREDClogk 2 +=  (2.2-11a) 
berechnet. Zusätzlich zum Codewort der Kategorie ist ein PREDC-Wert durch seine Position 
innerhalb der Kategorie gekennzeichnet. Dies wird durch  
0PREDC
0PREDC
12PREDC
PREDC
p k <
>


−+=  (2.2-11b) 
bestimmt. Der Code für einen PREDC-Wert besteht aus dem Codewort der Kategorie und 
dem k-Bit Binärwert für die Position innerhalb der Kategorie. 
unärcode(k) binärcode(p) 
Ist z. B. PREDC gleich 1118, wird die Kategorie von 1118 ( )   127.1011118logk 2 =+=  + 
1 = 10 + 1 = 11, und die Position innerhalb der Kategorie wird zu 1118. Das Codewort für 
1118 ist 11111111110100010111102. Falls PREDC gleich –5 ist, wird die Kategorie von -5 
( )  315logk 2 =+= , und die Position innerhalb der Kategorie wird zu p = –5+7 = 2. Das 
Codewort wird zu 1100102. 
 PREDDCPREDC i −=   0
0
0
1
=
>

= −
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+
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1-Block-
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 a) Encoder b) Decoder 
Bild 2-12 Modell für die Codierung der DC-Koeffizienten  
Die AC-Koeffizienten werden entsprechend der in Bild 2.2-10b dargestellten Abtastung in 
einen Vektor umgewandelt. Dadurch sind die AC-Koeffizienten hinsichtlich ihrer Ortsfre-
quenz im Vektor geordnet. Da die AC-Koeffizienten nur wenige Nichtnullen enthalten, ist es 
sinnvoll, dass eine Kombination der Lauflängen-Codierung (RLE) mit entweder der Huffman-
Codierung oder der arithmetischen Codierung verwendet wird. Für jede nicht null vom AC-
Koeffizient x wird der Encoder: (1) alle Null z, die vor x liegen, suchen; (2) die Kategorie k 
und die Position innerhalb der Kategorie p von x durch die Gleichung (2.2-11a,b) bestimmen; 
(3) das Paar (z, k) als Zeilen- und Spaltenummer für die Tabelle 2-4 verwenden; (4) der in der 
Tabelle 2-4 gefundene Huffman-Code k-Bit Binärwert von p anhängen. Der resultierende 
Code ist der Code von x und von der vor x gelegenen z Nullen. Schließlich wird die Reihen-
folge letzter Nullen als 1010 (EOB) codiert. 
Die  Codeworttabellen  für  die  DC- und  AC-Koeffizienten  werden im Bitstrom des kompri- 
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Table 2-4.1: Die empfohlene Huffman-Codes für Luminanz und Grauwertbild der AC-Koeffizienten, Teil 1 
k
z  1 2 3 4 5 
0 00 01 100 1011 11010 
1 1100 11011 11110001 111110110 11111110110 
2 11100 11111001 1111110111 111111110100 111111110001001 
3 111010 111110111 111111110101 111111110001111 1111111110010000
4 111011 1111111000 1111111110010110 1111111110010111 1111111110011000
5 1111010 11111110111 1111111110011110 1111111110011111 1111111110100000
6 1111011 111111110110 1111111110100110 1111111110100111 1111111110101000
7 11111010 111111110111 1111111110101110 1111111110101111 1111111110110000
8 111111000 111111111000000 1111111110110110 1111111110110111 1111111110111000
9 111111001 1111111110111110 1111111110111111 1111111111000000 1111111111000001
10 111111010 1111111111000111 1111111111001000 1111111111001001 1111111111001010
11 1111111001 1111111111010000 1111111111010001 1111111111010010 1111111111010011
12 1111111010 1111111111011001 1111111111011010 1111111111011011 1111111111011100
13 11111111000 1111111111100010 1111111111100011 1111111111100100 1111111111100101
14 11111111011 1111111111101100 1111111111101101 1111111111101110 1111111111101111
15 11111111001 1111111111110101 1111111111110110 1111111111110111 1111111111111000
Table 2-4.2: Die empfohlene Huffman-Codes für Luminanz und Grauwertbild der AC-Koeffizienten, Teil 2 
k
z  6 7 8 9 10 
0 1111000 11111000 1111110110 111111110000010 111111110000011 
1 111111110000100 111111110000101 111111110000110 111111110000111 111111110001000 
2 111111110001010 111111110001011 111111110001100 111111110001101 111111110001110 
3 1111111110010001 1111111110010010 1111111110010011 111111110010100 1111111110010101
4 1111111110011001 1111111110011010 1111111110011011 1111111110011100 1111111110011101
5 1111111110100001 1111111110100010 1111111110100011 1111111110100100 1111111110100101
6 1111111110101001 1111111110101010 1111111110101011 1111111110101100 1111111110101101
7 1111111110110001 1111111110110010 1111111110110011 1111111110110100 1111111110110101
8 1111111110111001 1111111110111010 1111111110111011 1111111110111100 1111111110111101
9 1111111111000010 1111111111000011 1111111111000100 1111111111000101 1111111111000110
10 1111111111001011 1111111111001100 1111111111001101 1111111111001110 1111111111001111
11 1111111111010100 1111111111010101 1111111111010110 1111111111010111 1111111111011000
12 1111111111011101 1111111111011110 1111111111011111 1111111111100000 1111111111100001
13 1111111111100110 1111111111100111 1111111111101000 1111111111101001 1111111111101010
14 1111111111110000 1111111111110001 1111111111110010 1111111111110011 1111111111110100
15 1111111111111001 1111111111111010 1111111111111011 1111111111111101 1111111111111110
 
mierten Bildes ohne zusätzliche Informationsreduktion fehlerfrei und optimal komprimiert 
abgelegt. Im JPEG-Standard werden für die Tabellen Vorschläge gemacht. Jeder Anwender 
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kann aber selbst bei Bedarf einen Huffman-Code konstruieren, um eine optimale Kompressi-
on zu erreichen. Als ein Beispiel betracht man die quantisierte Reihenfolge 
{
56
0080160001 L ,  
wobei 8 der DC-Koeffizient ist und der Rest AC-Koeffizienten sind. Die Kategorie und die 
Position innerhalb der Kategorie für 8 sind 4 bzw. 8. Also ist der Code für 8 1111010002. Der 
erste nicht null AC-Koeffizient ist 1. Es gibt eine Null vor ihm. Die Kategorie und die Posi-
tion innerhalb der Kategorie für 1 sind 1 bzw. 1. Der Huffman’s Code für 1 ist 11002. Damit 
ist der Code für 1 1100|12. Der zweite AC-Koeffizient ungleich Null ist 6. Es gibt keine Null 
vor ihr. Die Kategorie und die Position innerhalb der Kategorie für 6 sind 3 bzw. 6. Der Huff-
man’s Code für 6 ist 1002. Damit ist der Code für 6 100|1102. Der dritte AC-Koeffizient 
ungleich Null ist wieder 1. Aber es gibt 3 Nullen vor ihm. Die Kategorie und die Position in-
nerhalb der Kategorie für 1 sind 1 bzw. 1. Der Huffman’s Code für diese 1 ist 1110102. Damit 
ist der Code für diese 1 111010|12. Die restlichen Nullen werden als 1010 codiert. Fassen wir 
alle zusammen, wird der Code für {
56
0080160001 L  zu 11110100011001100110111010110102, 
eine 31-Bit Binärzahl sein. Wenn das Bild 8-Bit Grauwerte hat, benötigt man 64×8 = 512 Bits 
für das originale Bild. Nun erreicht die Kompressionsrate für JEPG 16,5 und ist sehr beein-
druckend. 
Man sollte beachten, dass die Datenreduktion nur durch die Codierungsmethode im Codie-
rungsschritt stattfindet. Anhand der Eigenschaften der RLE und Huffman-Codierung wird 
JEPG die Bedingung der Gleichung (2-1a) nicht erfüllen. 
2.3. Zusammenfassung und Bewertung 
In der Bildverarbeitung wird die Datenreduktion in den meisten Fälle durch neue Codierungs-
techniken erreicht. Diese Codierungstechniken reduzieren oder beseitigen die Redundanz im 
normalen binären Code. Aber diese Codierungstechniken sind meist nichtlinear und können 
die Bedingung in der Gleichung (2-1a,b), die für Anwendung in adaptiven mechanischen Sys-
teme notwendig ist, nicht erfüllen. D.h. die Datenreduktionstechniken in der Bildverarbeitung 
können nicht direkt in adaptiven mechanischen System verwendet werden. 
Die einzige Methode, welche die Bedingung in der Gleichung (2-1) einigermaßen erfüllt, ist 
Differential Pulse Code Modulation. Im reduzierten Raum sind jedoch die Pixel (Anzahl der 
Sensoren und Aktoren) nicht weniger als im originalen Raum. Das bedeutet, dass der Regler-
entwurf im reduzierten Raum genau so schwer wie im originalen Raum wird. Damit kann 
diese Methode uns nicht weiter helfen. 
Interessant ist aber der Ansatz der diskreten  Kosinus-Transformation  im JEPG.  Obwohl der  
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Ansatz der DCT im JEPG nicht zu einer Datenreduktion führt, kann man durch Umformen 
der Gleichung (2.2-7) und (2.2-8) dieses Ziel erreichen. Rechnet man die Gleichung (2.2-7a) 
aus, und ordnet man b(x,y) und B(u,v), x, y, u, v, = 0,...,7, als einen Vektor b = [b(0,0),..., 
b(7,0),b(0,1),...,b(7,1),...,b(0,7),...,b(7,7)]T bzw. B = [B(0,0),...,B(7,0),B(0,1),...,B(7,1), 
...,B(0,7), ..., B(7,7)]T um, kann die Gleichung (2.2-7a) zu 
B = W b (2.3-1) 
werden, wobei die Berechnung von W in Bild 2-13 angegeben wird.  
Bild 2-13: C-artiger Algorithmus für Berechung der Matrix W 
Ebenfalls kann der Gleichung (2.2-8) zugeordnet 
b = WT B (2.3-2) 
werden. Bei der Umordnung der Quantisierungsmatrix (Bild 2-11) in die Bildpixel können 
alle Nullen nach der Quantisierung weggelassen werden und die Daten werden reduziert, ohne 
irgendeine Codierungstechnik zu brauchen. 
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d) Nach Umordnung 
 
 
 
 c) Nach Quantisierung 
Bild 2-14: Beispiel für Umordnung. Nach Umordnung wird die Reihenfolge der Pixels nach Spalten 
erzählt. a) Originale Pixels. b) DC- und AC-Koeffizienten. c) Die Koeffizienten nach Quantisie-
rung. d) Die Koeffizienten ungleich Null und ihren Indizes. 
70 1 1 0 0 0 0 0 
0 0 0 0 0 0 0 0 
-1 -1 0 -1 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
for ( v = 0; v < 8; v++) { 
    for ( u = 0; u < 8; u++ ) { 
        for ( y = 0; y < 8; y++ ) { 
            for (x = 0; x = 8; x++ ) { 
                if u == 0, C1=1/ 2 ; else C1 = 1; 
                if v == 0,C2 = 1/ 2 ; else C2=1;  
                W(8*v+u,8*y+x)=1/4*C1*C2*cos((2*y+1)*v)*π/16)*cos((2*x+1)*u*π/16); 
            } 
        } 
    } 
} 
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Bild 2-14 zeigt ein Beispiel. Bild 2-14 a) zeigt die originalen Pixel. Nach der Umordnung 
wird die Reihenfolge der Pixel nicht in 2-D berechnet, sondern in 1-D und zwar spaltenweise 
von oben nach unten gezählt. Bild 2-14 b) und c) zeigen die DCT-Koeffizienten und die Ko-
effizienten nach der Quantisierung. Die Werte sind gleich denjenigen, die durch Gleichung 
(2.2-7) und (2.2-9) berechnet werden. Aber nur die Reihenfolge wird wie in Bild 2-14 a) ge-
zählt. Bild 2-14 d) zeigt die Werte, die nicht gleich Null sind, und ihre Indizes. Nun muss man 
nur noch diese Werte speichern. Wenn man je 8-Bit für den Wert und 6-Bit für den Index 
benutzt, benötigt man 6×8+6×6= 84 Bit für dieses Beispiel. Die Kompressionsrate ist 6,10.  
Zwar ist die Kompressionsrate niedriger als bei JEPG, aber auf diesen Art und Weise werden 
die mathematischen Operationen im reduzierten Datenraum erlaubt, weil die durch die Codie-
rungstechniken eingeführte Nichtlinearität hier nicht mehr existiert. 
Die DCT gehört zu den sogenannten orthogonalen Transformationen. Es gibt noch viele 
Transformationen, die zu dieser Kategorie gehören: Wavelet-Transformation, Karhunen-
Loève-Transformation, Modaltransformation in der Mechanik, usw.. Die Basisfunktionen (W 
in Gleichung (2.3-1)) dieser Transformationen sind miteinander orthogonal, d.h. die inneren 
Produkte der Spalte i und Spalte j sind gleich Null. Für die DCT sind die Basisfunktionen der 
Kosinus mit verschiedenen Frequenzen.  Für  Wavelet-Transformationen  sind die Basisfunk-
tionen die Funktionen, welche die folgende Bedingung erfüllen [BUR 98] 
)nbxa(wa)x(w m2
m
n,m −= −
−
 
wobei a und b konstant sind, und w(x) heißt Wavelet oder Mutterfunktion. Das bekannte Wa-
velet ist das Haar-Wavelet [HAA 10], das Meyer-Wavelet [MEY 93] und das Daubechies-
Wavelet [DAU 88], das in JEPG-2000 verwendet wird. Da die Basisfunktionen der DCT- und 
Wavelet-Transformation durch die vorgegebenen Funktionen festgelegt ist, ist es schwer oder 
unmöglich, eine optimale Transformation für individuelle interessante Bilder (Formen in un-
serer Formkontrolle) zu finden. Deshalb werden wir diese beiden in dieser Arbeit nicht weiter 
verfolgen. 
Die Basisfunktionen der Modaltransformation in der Mechanik sind die Eigenmoden. Die 
Eigenmoden beschreiben die Eigenschaften der mechanischen Systeme und hängen haupt-
sächlich von der Randbedingen der mechanischen Systeme ab. Die Basisfunktionen der 
Karhunen-Loève-Transformation sind nicht fest vorgegebene Funktionen, sondern durch Bei-
spiele „gelernte“. Dies gibt die Möglichkeit, eine optimale Transformation für individuell 
interessante Bilder (Formen in unserer Formkontrolle) zu machen. Im weiteren Kapitel dieser 
Arbeit werden diese beiden intensiv untersucht.  
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3. Datenreduktions- und Erweiterungstechnik in adaptiven me-
chanischen Systemen 
Die Bewegung eines mechanischen Systems kann durch Anwendung der FEM (s. Anhang A 
und B) mit dem Differentialgleichungssystem 
Cxy
FuKxxDxM
=
=++ &&&  (3-1) 
beschrieben werden, wobei M, D, und K die Massen-, Dämpfungs- und Steifigkeitsmatrizen 
(n×n) sind. x ist der (n×1) Verschiebungsvektor der FEM. Dieser wird später auch als Zu-
standsvariable3.1 bezeichnet. C ist die Messmatrix (m×n), F die Steuermatrix (n×p), y die 
Messgrößen (n×1) und u die Stellgrößen (p×1). n ist die Anzahl der Freiheitsgrade des me-
chanischen Systems, m die Anzahl der Sensoren und p die Anzahl der Aktoren. 
3.1. Modal-Entwicklung  
Wie im kontinuierlichen Fall können die Eigenmoden und die Eigenfrequenzen durch die 
Lösung des allgemeinen Eigenwertproblems  
KΨ = MΨΩ2     mit  ΨTΨ = I,   ψiTMψi = mi,   ψiTKψi = ki, i = 1,...,n (3.1-1) 
berechnet werden, wobei Ω eine diagonale Eigenfrequenzmatrix ist und Ψ die Eigenmoden 
enthält. In der Mechanik werden üblicherweise die Eigenmoden mit den Massen normiert. 
D.h. 
( ) == −− 1in1T mdiag ΨMΨΨΨΦ  (3.1-2) 
Führt man die sogenannte modale Transformation  
ΨqxΦqx == oder          (3.1-3) 
durch, setzt sie in die Gleichung (3-1) ein, berücksichtigt die Dämpfung und multipliziert 
links mit TΨ oder TΦ , wird die Gleichung (3-1) zu 
qΨCy
Fuψqqq
qΦCy
Fuφqqq
  
oder 
  
=
=++
=
=ω+ωζ+
T
iiiiiii
T
ii
2
iiiii
kdm
2
&&&
&&&
, i = 1,...,n (3.1-4) 
Hier heißt qi die verallgemeinerte oder modale Koordinate des Eigenmode i und ζi die modale  
                                                          
3.1 Hier wird der Begriff der Zustandsvariable unterschiedlich zur Regelungstechnik verwen-
det. 
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Dämpfung des Eigenmode i. Durch die modale Transformation wird das mechanische System 
entkoppelt.  
Die Modaltransformation wird weitergehend in der Schwingungsunterdrückung angewendet 
[BAL 78][MEI 85][SHA 91][THO 93][FUL 96][GAW 96][HANS 97]. Es soll analysiert 
werden, ob die Modaltransformation auch sinnvoll in der Formkontrolle verwendet werden 
kann? 
U0  
Bild 3-1: Eine schematische Darstellung der Formkontrolle 
 u = U01(t) sind die Stellgrößen, die auf ein mechanisches System, z.B. ein einseitig fester 
Balken (s. Bild 3-1), wirken, wobei 1(t) die Sprungsfunktion ist. Die Antworten des mechani-
schen Systems auf die Stellgrößen werden anhand der Gleichung (3.1-4) und (c-2) durch 
( ) ( )( )         , m,,1ityqtyy n
1j
j
dynst
jji
n
1j
jdyn2
j
0
T
jji
i L=ω+=


 ω+ω= ∑∑ == ϕ
ϕϕ
c
FUc
 (3.1-5a) 
dargestellt. ci ist die i-te Zeile der Messmatrix C. ydyn(ωjt) ist der dynamische Teil der Antwor-
ten. Je nachdem welche Größe ζj annimmt, hat ydyn(ωjt) drei verschiedene Formen (s. Glei-
chung (c-2)). Durch Umformen wird die Gleichung (3.1-5a) zu 
( )         , m,,1ityqy n
1j
j
dyn
n
1j
st
jjii L=ω+= ∑∑
==
ϕc  (3.1-5b) 
Der erste Term in der Gleichung (3.1-5b) ist die statische Form des mechanischen Systems 
nach der Einwirkung der Stellgrößen. Der zweite Term ist die dynamische Antwort auf die 
Einwirkung der Stellgrößen, der nach gewisser Zeit verschwinden wird. Es ist deutlich, dass 
die statische Form eine lineare Kombination der Modalkoordinaten ist.  
Das Ziel der Datenverdichtung ist, die Messgröße y zu reduzieren. Es erscheint zweckmäßig, 
die Modalkoordinaten q bzw. entsprechende Näherungen als komprimierte Größen anzuse-
hen, da sie weitgehend entkoppelt sind und nur über die Eingangsgrößen gemeinsam beein-
flusst werden. 
3.1.1. Modalreduktion 
In Analogie zur Modellreduktion wird der Begriff von dominanten Modalkoordinaten einge-
führt 
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[ ]T vnTvT −= qqq   und [ ]vnv −= ΦΦΦ   (3.1-6) 
Bei der komprimierten Beschreibung sind nur noch v dominante Modalkoordinaten, die der 
Vektor qv enthält, von Bedeutung. Es gilt 
vnvnvv −−+= qCΦqCΦy   (3.1-7) 
Nährungsweise soll sich qv aus y errechnen lassen, d. h. 
yRq  =v~  (3.1-8a) 
mit R (v×m) als Transformationsmatrix. Die rekonstruierten Messgrößen y~ erhält man zu 
v
~ qSy  =   (3.1-8b) 
bzw. genähert  
v
~~ qSy  =  (3.1-8c) 
S ist gleichfalls die entsprechende Transformationsmatrix (m×v). Die Matrizen R und S sind 
jetzt geeignet zu bestimmen. Dabei soll vorausgesetzt werden, dass für qv nur die Näherung 
v
~q  nach Gleichung. (3.1-8a) zur Verfügung steht. 
Durch Einsetzen erhält man: 
vnvnvv ~ −−+== qCΦRqRCΦyRq   (3.1-9a) 
und 
vnvnvvv  ~~ −−+== qCΦSRqSRCΦqSy   (3.1-9a) 
Bei fehlerfreier Rekonstruktion müsste gelten: 
vv IRCΦ =  (3.1-10a) 
vnvvn −×− = 0RCΦ  (3.1-10b) 
mISR =  (3.1-10c) 
wobei Ix die (x × x) Einheitsmatrix ist. Die Gleichungen (3.1-10a...c) können jedoch im all-
gemeinen Fall nicht gleichzeitig erfüllt werden. Deshalb sollen nachstehend einige ausge-
wählte Lösungen näher untersucht werden. 
Allgemein wird dabei entsprechend den Eigenschaften mechanischer Systeme vorausgesetzt: 
mv <  (3.1-11) 
 
Variante 1 
Die Gleichung (3.1-10b) wird weggelassen. Dabei ist vorausgesetzt, dass die nicht dominie-
renden Modalkoordinaten nur einen geringen Einfluss auf das Ergebnis haben, und der zweite 
Term in Gleichung (3.1-7) praktisch verschwindet. Setzt man weiterhin voraus, dass qv nur 
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unbedeutend von v~q  abweicht, folgt unmittelbar aus Gleichung (3.1-7) durch Vergleich mit 
Gleichung (3.1-8b) für den Idealfall yy ~= . 
vCΦS =  (3.1-12) 
Da in sinnvollen Fällen m > v gilt, ist Gleichung (3.1-10a) unterbestimmt. Eine allgemeine 
Lösung kann angegeben werden. Damit steht auch R zur Verfügung. In dieser Arbeit wurde 
eine Lösung von [MATLAB] verwendet (Faktorisierung durch Householder Orthogonalisie-
rung mit Spaltenpivotisierung). 
 
Variante 2 
Als Näherung soll weiterhin gelten wie in Variante 1 
vCΦS =   
Es soll Gleichung (3.1-10a) gelten. Weiterhin werden für m < n die ersten m1 - v Gleichungen 
aus Gleichung (3.1-10b) ausgewählt, wobei m1 ≤ m ist. Es folgt ein eindeutig oder ein überbe-
stimmt zu lösendes Gleichungssystem für R: 
[ ] [ ]vmvvxv 1 −×= 0ICΦCΦR     (3.1-13) 
wobei xCΦ den ersten m1 - v Spalten von un−CΦ entspricht. Gilt m > n, kann man aus Glei-
chung (3.1-10a) und Gleichung (3.1-10b) bis zu n Variablen eine eindeutige Lösung finden. 
Die restlichen m - n Variablen werden auf Null gesetzt. 
 
Variante 3 
Jetzt sollen Gleichung (3.1-10a) und Gleichung (3.1-10b) im quadratischen Mittel erfüllt wer-
den. Man erhält nach einigen Umformungen: 
[ ] ( ) ( )( ) 1TTvnvv −−×= CΦCΦCΦ0IR   (3.1-14) 
Ähnlich folgt für S unter Benutzung von R durch Approximation von Gleichung (3.1-10c) im 
Sinne der Methode der kleinsten Quadrate. 
TT RSRR =  oder ( ) 1TT −= RRRS  (3.1-15) 
Die drei Varianten kann man durch die gewichtete Methode der kleinsten Quadrate zusam-
menfassen. 
[ ] w0IwRCΦ vnvv −×=   (3.1-16) 
In Gleichung (3.1-16) ist w eine (n×n) diagonale Gewichtsmatrix. Für Variante 1 sind die ers-
ten v diagonalen Elemente von w gleich 1 und der Rest gleich 0. Für Variante 2 sind die ersten 
m1 diagonalen Elemente von w gleich 1 und der Rest gleich 0. Für Variante 3 sind alle diago-
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nalen Elemente von w gleich 1. Natürlich können beliebige x < m von n Eigenmoden ausge-
wählt werden, wenn man sich für diese Eigenmoden besonders interessiert. 
Die Lösung der Variante 1, R, enthält nur v Spalten, die nicht null sind. Dies bedeutet, dass 
nur diesen v Spalten zugeordnete Sensoren Bedeutung für die Berechnung der Modalkoordi-
naten haben. Dies deutet eine Möglichkeit an, für interessante Eigenmoden die benötigten 
Sensoren geeignet zu platzieren. 
In der Variante 2 und 3 werden alle Sensorinformationen verwendet. In Variante 2 enthält die 
i-te dominante Größe i~q , i = 1, ..., v, den i-ten Eigenmode und alle nicht ausgewählten n-m1 
Eigenmoden. Man sollte beachten, dass die Lösung der Variante 2 (R) nur m1 Spalten enthält, 
die nicht null Elemente sind, wenn m1 < m ist. In Variante 3 enthält die i-te dominante Größe 
i
~q  im allgemeinen alle Eigenmoden. 
3.1.2. Modalerweiterung 
Durch die Datenreduktion erhält man v dominante Modalkoordinaten. Aber nur v modale 
Stellgrößen können durch die erhaltenen Modalkoordinaten bestimmt werden. Deshalb ist es 
nötig, einen Algorithmus zu finden, der die v modalen Stellgrößen auf p Aktorsignale im rea-
len Raum erweitert. Anhand des Prinzips der unabhängigen modalen Regelung soll die Trans-
formationsmatrix T (p×v) 
v
T
v IFTΦ =  (3.1-17a) 
vvn
T
vn ×−− = 0FTΦ  (3.1-17b) 
sein. Analog zur Reduktion gibt es auch drei Varianten für die Erweiterung, nämlich 
 
Variante 1 
Auflösung der Gleichung (3.1-17a) unter der Benutzung der Faktorisierung durch Househol-
der Orthogonalisierung mit Spaltenpivotisierung. 
 
Variante 2 
Auflösung der Gleichung (3.1-18) 


=


×vx
v
T
x
T
v
0
I
T
FΦ
FΦ
  (3.1-18) 
wobei x undominante Modalkoordinaten mit v + x = p1 sind und p1 ≤ p. 
 
Variante 3 
Auflösung der Gleichung (3.1-17a) und (3.1-17b) mittels der Methode der kleinsten Quadrate. 
Diese drei Varianten kann man auch zu 
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

=
×− vvn
vT
0
I
wTFΦw     (3.1-19) 
vereinen. Die Auswahl der Gewichtung ist analog der Vorgehensweise bei der Reduktion. 
Auf diese Art und Weise kann das System (3-1) zu: 
qΦCRq
uFTΦqΩqΩΖq
~~
~~2~
vx
mdx
T
v
2
vvv
  
 
=
=++ &&&  (3-1a) 
umgeschrieben werden, wobei mdu   und q~  die Stellgrößen bzw. die verdichteten Messgrößen  
im Modal-Raum sind. Rx und Tx sind die Reduktions- bzw. Erweiterungsmatrix mit den je-
weiligen Varianten. Nun hat man den Systemeingang und -ausgang reduziert. Das System (3-
1a) ist auch entkoppelt und die Zahl der Freiheitsgrade des Systems wird reduziert. Alle Reg-
lersynthesen für einschleifige Eingrößenregelsysteme können hier verwendet werden. Wie 
viele verdichtete Messgrößen notwendig sind, wird uns im nächsten Kapitel beschäftigen. 
3.2. Karhunen-Loéve-Entwicklung 
Die Karhunen-Loéve-Entwicklung (KLE) wurde in den 40iger Jahren des letzten Jahrhunderts 
unabhängig voneinander von Karhunen [KAR 46] und Loève [LOE 48] für die optimale Rei-
henentwicklung eines stochastischen Prozesses entwickelt. Obwohl außer dem Messrauschen 
der Regelungsvorgang in der Formkontrolle nicht stochastisch ist, kann die KLE sinngemäß 
verwendet werden. 
Betracht man einen beliebigen, durch einen Vektor p∈ℜn dargestellten Punkt in einem n di-
mensionalem Raum, kann man immer beliebig viele Koordinatensysteme, also eine Menge 
von n orthogonalen Basisvektoren wµ∈ℜn µ = 1,...,n, finden, mit denen dieser Punkt be-
schrieben wird.  
Wawp == ∑
=
n
1
a
µ
µµ    und   pWa
T=  (3.2-1) 
Der Vektor wµ  wird als Basisvektor der KLE bezeichnet. Der Rekonstruktionsfehler ε mit v 
Basisvektoren wµ  µ = 1,...,v, wird wie folgt definiert. 
( ) ( )
2
n
v1
2
v
1
n
1
T aaaˆˆ 


=


 −=−−= ∑∑∑
+=== µ
µµ
µ
µµ
µ
µµε wwwpppp  (3.2-2) 
Die Aufgabe der KLE ist es nun, ein solches Koordinatensystem zu finden, dass für eine vor-
gegebene Menge von Punkten,  P = [p1, p2,..., ps] im n dimensionalen Raum der Rekonstruk-
tionsfehler 
∑∑ ∑∑ ∑∑∑
+== +== +=+==
===−−=
n
v1
p
T
s
1k
n
v1
2k
s
1k
n
v1
k
n
v1
kT
s
1k
kkTkk )a(aa)ˆ()ˆ(
µ
µµ
µ
µ
µ
µµ
µ
µµε wCwwwpppp (3.2-3) 
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bei vorgegebenem v möglichst klein wird. Minimiert man den Rekonstruktionsfehler nach 
Gleichung  (3.2-3) durch die Lösung der entsprechenden Eigenwertgleichung (Gleichung 
(3.2-4)), 
[ ]n21p ...wwwWwwC ==    mit  µµµ λ  (3.2-4) 
erhält man die gewünschte Transformationsmatrix W und die Eigenwerte λµ, sowie den Re-
konstruktionsfehler 
∑
+=
=
n
v1µ
µλε  (3.2-5) 
wobei Cp die Korrelationsmatrix der Punktmenge P mit Tp PPC =  ist und WTW=I. Man be-
zeichnet die Elemente von a als Karhunen-Loéve-Koeffizienten oder Karhunen-Loéve-
Koordinaten (KLK). Diese Koordinaten konstruieren den sogenannte Karhunen-Loéve-Raum 
(KLR). 
3.2.1. Reduktionstechnik mit der Karhunen-Loéve-Entwicklung 
Die einfachste Weise bei der Verwendung der KLE für die Formkontrolle ist das Durchführen 
der KLE direkt im Ein- und Ausgangsraum. Man nimmt an, dass eine repräsentative Menge 
der interessierenden gemessenen Daten Y= [y1,y2,...yl] (m×l) zur Verfügung steht. Diese Daten 
können die Solldaten und/oder die Deformation wegen einer Störung sein. Sie können auch 
die stationären Werte und/oder eine Periode der dynamischen Werte sein. Dann lässt man sich 
die Transformationsmatrix der KLE 
[ ]S21S w...wwW =  (3.2-6) 
in üblicher Weise ermitteln [KAR 46][LOE 48]3.2. S ist dabei die gewählte Länge der Reihen-
entwicklung der Gleichung (3.2-1) bei vorgegebenem Rekonstruktionsfehler ε. 
3.2.2. Erweiterungstechnik mit der Karhunen-Loéve-Entwicklung 
Auf diese Weise hat man nur den Systemausgang, aber nicht den Systemeingang reduziert. 
Wie in der Modalreduktion erhält man S KLK nach der Reduktion und nur S Stellgrößen im 
KLR können durch die erhaltenen KLK bestimmt werden. Deshalb ist es auch nötig, eine Me-
                                                          
3.2 Schritt 1: Bilden der Korrelationsmatrix der interessierenden gemessenen Daten 
 Cy = YYT 
Schritt 2: Berechnen der Eigenvektoren und Eigenwerte von Cy (Gleichung 3.2-4) 
Schritt 3: Sortieren der Eigenwerte und der entsprechenden Eigenvektoren nach absteigen-
der Reihenfolge 
Schritt 4 Wahl der Länge der Reihenentwicklung anhand der Gleichung (3.2-5) und des 
vorgegebenen Rekonstruktionsfehler ε. 
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thode zu finden, die die S KLE-Stellgrößen zu p Stellgrößen im realen Raum erweitert. Es ist 
offensichtlich, dass man die gleiche Matrix WS nicht einfach benutzen kann, um die S Stell-
größen ukl im KLR wieder in die Stellgrößen u im realen Raum zurückzutransformieren. 
Folglich benötigt man eine Methode, welche die Transformationsmatrix T bestimmt, um den 
Regelkreis zu schließen. Wie man die Matrix konkret bestimmen kann, wird uns auch im 
nächsten Kapitel beschäftigen. 
Auf diese Art und Weise kann das System (3-1) zu: 
CXWa
FTuKXXDXM
T
s
kl
=
=++ &&&
 (3-1b) 
umgeschrieben werden, wobei klu  die Stellgrößen im KLR sind. a sind die verdichteten 
Messgrößen oder KLK.  
Jetzt hat man den Systemeingang und -ausgang reduziert. Aber das System (3-1b) ist immer 
noch gekoppelt und die Zahl der Freiheitsgrade des Systems wird nicht geändert. Die bekann-
ten Reduktionsmethoden (siehe Abschnitt 1.2.1 und C.8) können hier selbstverständlich ver-
wendet werden, um die Freiheitsgrade des Systems zu reduzieren. Da das System gekoppelt 
ist und mehrere Eingänge und mehrere Ausgänge hat, muss man für die Reglersynthese H∞-
Regler verwenden (siehe Abschnitt 1.3.2 und C.11). 
3.3. Zusammenhang zwischen Modal- und Karhunen-Loéve-Entwicklung 
Anhand der Gleichung (3.1-4) können die Messgrößen eines mechanischen Systems beschrie-
ben werden als 
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MMsy  (3.3-1) 
wobei  )s( jiϕ  der Wert des i-ten Eigenmode an der j-ten Sensorstelle ist. Man sollte beach-
ten, dass ijji )s( ϕϕ c=  ist3.3, wobei cj die j-te Zeile der Messmatrix C ist. Die verdichtete 
Größe aj der KLE wird zu 
[ ] ∑ ∑
= =
==
m
1k
n
1i
ikikjmj1jj )t(q)s()s()t,()s(,),s(a ϕwsyww L  
wobei wj die j-te Spalte der Matrix WS ist. Vertauscht man beide Summen, und definiert man 
 ∑
=
=
m
1k
kikjji )s()s(a ϕw , erhält man 
                                                          
3.3 Falls der Sensor als ein Punkt betrachtet wird, ansonst ist diese Gleichung eine Näherung. 
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∑
=
=
n
1i
ijij )t(qaa  (3.3-2) 
Das bedeutet, dass die KLK eine lineare Kombination der Modalkoordinaten sind. Jede KLK 
enthält alle Modalkoordinaten. 
Die stationären Werte der Modalkoordinaten qst können durch 
stT2st )( uΦΩq a−=  (3.3-3) 
dargestellt werden, wobei )(T aΦ  der Wert der Eigenmoden an den Aktorstellen ist. Setzt 
man die Gleichung (3.3-3) in die Gleichung (3.3-1) ein, erhält man die stationären Messgrö-
ßen zu 
stT2st )()( uΦΩsΦy a−=  (3.3-4) 
Wählt man die Stellgrößen u so, dass die stationären Werte ust = IU0 sind, wobei U0 die Amp-
litude(eine skalare Konstante) von u ist, wird die Gleichung (3.3-4) zu 
0
T2 U)()( aΦΩsΦY −=  
Bildet man die Korrelationsmatrix von Y, ergibt sich 
2
0
T2T2T U)()()()( sΦΩΦΦΩsΦYY −−= aa  (3.3-5) 
Multipliziert man rechts mit )( sΦ , wird die Gleichung (3.3-5) zu 
2
0
T2T2T U)()()()()()( sΦsΦΩΦΦΩsΦsΦYY −−= aa  (3.3-6) 
Beim Vergleich mit einer Matrixdarstellung der Gleichung (3.2-4) bei der Berechnung der 
KLE: 
WΛWYY =T , 
kann man feststellen, dass die Transformationsmatrix der KLE W gleich den Eigenmoden Φ  
ist, wenn )( sΦ  und )( aΦ  zueinander orthogonal sind. Dies wird erfüllt, wenn die Anzahl 
der Sensoren und Aktoren gleich der Anzahl der Freiheitsgrade ist. Daraus folgt, dass in der 
Praxis die durch die stationären Messgrößen mit den Eingaben u = U0I1(t) berechnete Trans-
formationsmatrix W der KLE eine Approximation der Eigenmoden der mechanischen Syste-
me ist.  
3.4. Simulationsergebnisse 
Das Simulationsobjekt ist ein einseitig befestigter Balken. Bild 3-2 zeigt die Skizze des Simu-
lationsaufbaus. 10 Piezoplatten (10×10mm) werden als Aktoren verwendet. 10 Dehnungs-
messstreifen (6.35(effektive Länge)×2.72 mm) und die z-Koordinaten der Mittelpunkte des 
Dehnungsmessstreifen werden als Sensoren benutzt. Das Material des Grundkörpers ist Mes-
sing. Die Materialkonstanten sind in Tabelle 3-1 aufgelistet. 
3. Datenreduktions- und Erweiterungstechnik in adaptiven mechanischen Systemen  50
Zur Einschätzung des vorgestellten Reduktionsverfahrens ist eine quantitative Fehlerbewer-
tung erforderlich. Auf diese Weise lässt sich auch die Mindestzahl v der reduzierten Daten 
bestimmen. Wir führen ein: 
Rekonstruktionsfehler:    ( )ySRIyyE −=−= ~y  (3.4-1) 
Reduktionsfehler:            qRCΦqqqE −=−= vvvq ~  (3.4-2) 
Piezoplatten als Aktoren Dehnungsmeßstreifen  als Sensoren
10
 m
m
1 
m
m
10 mm5 mm
145 mm
z
x
 
Bild 3-2: Skizze des Simulationsaufbaus 
Tabelle 3-1: Die Materialkonstanten von Messing und Piezokeramik 
Messing:  
E-Mod.(N/m2) 1.12×1011 
Querkontraktionszahl 0.333 
 
Piezokeramik: 
Elastik: (N/m2) Piezoelektrik:(N/Vm) Dielektrik: (C/Vm) 
c11 1.076x1011 c33 1.004×1011 e15 12.0 κ11 1.98×10-9 
c12 6.312x1010 c44 1.962×1010 e33 15.1 κ33 2.10×10-9 
c13 6.385x1010 c66 2.224×1010 e31 -9.6  
 
Weiterhin definiert man entsprechende Skalarmaßstäbe als Mittelwert über die Komponenten 
und die Zeit. 
2
1
T
0
2
y dtmT
1



 −= ∫ yy ~ε  (3.4-3) 
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vvq dtvT
1



 −= ∫ qq ~ε  (3.4-4) 
Diese lassen sich durch Bezug auf den Effektivwert des unverfälschten Vektors auch leicht als 
relative Größen angeben. 
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Obwohl bei Verwendung der Gleichung (3.2-5) die Mindestzahl v der reduzierten Daten für 
die KLE bestimmt werden kann, wird die Gleichung (3.4-3) im Simulationsbeispiel verwen-
det, um die Ergebnisse mit der Modalreduktion zu vergleichen. 
Um die Transformationsmatrix WS gewinnen zu können, wird zunächst jeder Aktor individu-
ell mit 200V Spannung beaufschlagt und jeder stationäre Wert gemessen und die Korrela-
tionsmatrix gebildet. Unter Verwendung der Gleichung (3.2-4) wird WS jeweils für die Koor-
dinaten und für die Dehnungsmessstreifen als Sensor berechnet. Bild 3-3 zeigt die durch die 
individuelle Aktion des Aktors erzeugten 10 Formen. Die „gelernten“ KLK für die z-
Koordinaten des zentralen DMSs und des DMS als Sensoren werden in der Tabelle 3-2 aufge-
listet. 
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Bild 3-3: Die durch die individuelle Aktion des Aktors erzeug-
ten 10 Formen 
 
Für die erste Simulation werden willkürlich den Aktoren folgende Spannungen  
uc = [185, 168, 152, 130, 110, 89, 69, 48, 27, 7]T (V) 
eingespeist, die stationären Ausgangssignale des Sensors werden gemessen und Reduktion 
und Rekonstruktion werden durchgeführt. Für die Reduktion und Rekonstruktion werden die 
ersten 6 Eigenmoden betrachtet. Die Tabellen 3-3 und 3-4 zeigen die stationären Reduktions-
fehler mit den zentralen z-Koordinaten der DMS bzw. mit den DMS-Signalen als Sensoren. 
Die ersten Zeilen in den Tabellen sind die Anzahl der verdichteten Größen v. Z. B. v = 3 be-
deutet, dass der erste bis dritte Eigenmode aus den Sensorsignalen extrahiert (reduziert) wer-
den. Die Reduktionsfehler in den Zeilen 2 bis 4 der Tabellen werden durch Gleichung (3.4-4) 
angegeben. Da die KLE die Eigenmoden nicht extrahiert, werden die Ergebnisse der KLE hier 
nicht berücksichtigt. 
 
 
Tabelle 3-2: „gelernte“ KL-Koordinaten 
akl Koordinaten DMS 
1 0.65263 0.17515 
2 0.01620 0.17296 
3 0.00202 0.16910 
4 0.00051 0.16431 
5 0.00018 0.15935 
6 0.00000 0.15483 
7 0.00000 0.15110 
8 0.00000 0.14837 
9 0.00000 0.14670 
10 0.00000 0.13654 
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Tabelle 3-3: Stationärer Reduktionsfehler (εq %) mit z-Koordinaten des DMSs als Sensoren und uc  
Verd. Größe v 1 2 3 4 5 6 
Variante 1 4.113 0.454 0.105 0.089 0.083 0.076 
Variante 2 3.782 675.38 781.47 781.48 781.5 795.36 
Variante 3 92.157 92.099 92.100 92.163 92.174 92.212 
 
Tabelle 3-4: Stationärer Reduktionsfehler (εq %) mit den DMS-Signalen als Sensoren und uc  
Verd. Größe v 1 2 3 4 5 6 
Variante 1 51.7 75.0 71.8 73.1 72.4 68.8 
Variante 2 21.4 70.6 76.9 76.9 76.9 80.5 
Variante 3 100 100 100 100 100 100 
 
Wie erwartet ist die Variante 3 für die Reduktion, oder genauer gesagt, für die Extraktion so-
wohl mit Koordinaten als auch mit DMS nicht gut geeignet, weil jede extrahierte Komponen-
te alle Eigenmoden enthält (siehe 3.1.1). 
Die Variante 1 ist für die Extraktion gut geeignet, wenn die Koordinaten als Sensorsignale 
benutzt werden. Der Reduktionsfehler wird mit steigender Anzahl der extrahierten Größen 
reduziert. Die extrahierte Größe i der Variante 1 enthält den i-ten Eigenmode und die Eigen-
moden, die größer als v sind. Normalerweise ist der Anteil der niedrigeren Eigenmodi im Sig-
nal größer als der der höheren Eigenmodi. Mit steigender Anzahl der extrahierten Größen v 
wird der Anteil, der nicht zur extrahierten Größe gehört, reduziert. Damit wird der Fehler ver-
ringert. Man sollte beachten, dass die Anzahl der Sensoren ansteigen muss, um das Abtastthe-
orem einzuhalten, wenn die Anzahl der extrahierten Größen steigt.  
Wenn ein DMS als Sensor benutzt wird, ist Variante 1 für die Extraktion nicht gut geeignet. 
Der Grund besteht darin, dass die Größe des DMS relativ zu der Größe des Balkens zu groß 
ist und die Anzahl des DMS zu klein ist. Dadurch enthält das Signal des DMS zu viele Ei-
genmoden und diese können nicht sauber getrennt werden. 
Die Variante 2 ist sehr schlecht für die Extraktion sowohl mit den Koordinaten als Sensorsig-
nal als auch mit der Dehnung als Sensorsignal geeignet. Die Dehnung als Sensorsignal ist 
jedoch besser als die Koordinaten als Sensorsignal. In Variante 2 enthält die extrahierte Größe 
i, 1 ≤ i ≤ v, die i-te Eigenmode und die Eigenmodi, die größer als m sind. Wenn die Anzahl 
der Sensoren zu klein ist, oder der Abstand der Sensoren zu groß ist, dass das Abtastungstheo-
rem nicht eingehalten werden kann, werden die Eigenmodi nicht sauber getrennt und dadurch 
große Fehler verursacht. Später wird ein anderes Beispiel gegeben, um die genaue Ursache 
festzustellen. 
In Tabelle 3-5 und 3-6 werden die Ergebnisse des stationären Rekonstruktionsfehlers mit den 
zentralen z-Koordinaten der DMS bzw. mit den DMS-Signalen als Sensoren angegeben. Hier 
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wird die KLE miteinbezogen und in Zeile 5 eingetragen. Für die KLE bedeutet die verdichtete 
Größe v = 3, dass die KLK a1 bis a3 verwendet werden, um die Messdaten zu rekonstruieren. 
Der Rekonstruktionsfehler in diesen Tabellen wurde mit Gleichung (3.4-3) berechnet. 
Wie erwartet ist die Variante 2 sehr schlecht geeignet für die Rekonstruktion sowohl mit den 
Koordinaten als Sensorsignal als auch mit der Dehnung als Sensorsignal. Der Grund wird 
später erklärt werden. Wenn die Koordinaten als Sensorsignal verwendet werden, ist die KLE 
die beste Methode für die Rekonstruktion. Sie braucht etwa die Hälfte der verdichteten Größe 
der besten Modaltransformation (Variante 1), um das gleiche Fehlerniveau zu erreichen. 
Wenn die Dehnung als Sensorsignal benutzt wird, ist die Variante 1 die beste Methode für die 
Rekonstruktion, dagegen ist die KLE sehr schlecht. Auf dieses Ergebnis wird in Tabelle 3-2 
hingewiesen. Obwohl die Variante 3 für Reduktion sehr schlecht ist, liefert sie die vernünfti-
gen Ergebnisse sowohl für die Koordinaten als Sensorsignal als auch für die Dehnung als 
Sensorsignal. 
Tabelle 3-5: Stationärer Rekonstruktionsfehler (εy %) mit z-Koordinaten der DMS als Sensoren und uc 
Verd. Größe v 1 2 3 4 5 6 
Variante 1 4.994 0.558 0.150 0.074 0.065 0.056 
Variante 2 5.779 671.90 711.54 711.64 711.20 737.24 
Variante 3 36.217 27.236 22.192 14.403 10.485 8.483 
KL 2.601 0.140 0.097 0.015 0.013 0.002 
 
Tabelle 3-6: Stationärer Rekonstruktionsfehler (εy %) mit DMS als Sensoren und uc 
Verd. Größe v 1 2 3 4 5 6 
Variante 1 24.44 10.61 4.30 3.86 2.76 2.66 
Variante 2 35.34 239.35 407.84 407.5 407.38 1225.8 
Variante 3 28.94 11.59 9.58 8.92 8.92 7.41 
KL 99.25 98.31 97.23 96.08 94.43 92.40 
 
In der zweiten Simulation werden die gleichen Spannungen wie in der ersten Simulation in 
die Aktoren eingespeist, die dynamischen Ausgangssignale der Sensoren werden gemessen 
und die Reduktion und Rekonstruktion werden durchgeführt. Für die Reduktion und Rekon-
struktion werden ebenfalls die ersten 6 Eigenmoden betrachtet. Für die KLE wird die durch 
die stationären Werte gelernte Transformationsmatrix WS verwendet. Die Tabelle 3-7 und 3-8 
zeigen den dynamischen Reduktionsfehler und Tabelle 3-9 und 3-10 den dynamischen Re-
konstruktionsfehler. 
Beim Vergleich der Tabellen 3-3 bis 3-6 mit den Tabellen 3-7 bis 3-10 ergibt sich, dass bei 
der modalen Transformation die Reduktions- und Rekonstruktionsfehler der dynamischen und 
statischen Fälle in der gleichen Größenordnung sind. Bei der KLE ist der dynamische Rekon-
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struktionsfehler ein bisschen größer als der statische, wenn die Koordinaten als Sensorsignal 
verwendet werden. Aber diese Abweichung ist so gering, dass sie in der Praxis keine Bedeu-
tung hat. Dies bedeutet, dass die Transformationsmatrix WS durch die statischen Werte gelernt 
werden kann. 
Tabelle 3-7: Dynamischer Reduktionsfehler (εq %) mit z-Koordinaten der DMS als Sensoren und uc  
Verd. Größe v 1 2 3 4 5 6 
Variante 1 2.912 0.355 0.102 0.084 0.080 0.075 
Variante 2 3.780 675.31 781.52 781.52 781.55 795.4 
Variante 3 92.20 92.18 92.18 92.25 92.26 92.29 
 
Tabelle 3-8: Dynamischer Reduktionsfehler (εq %) mit den DMS-Signale als Sensoren und uc  
Verd. Größe v 1 2 3 4 5 6 
Variante 1 55.9 74.2 71.8 72.9 72.3 68.6 
Variante 2 21.4 70.5 77.0 77.0 77.0 80.6 
Variante 3 100 100 100 100 100 100 
 
Tabelle 3-9: Dynamischer Rekonstruktionsfehler (εy %) mit z-Koordinaten der DMS als Sensoren und uc 
Verd. Größe v 1 2 3 4 5 6 
Variante 1 3.537 0.432 0.146 0.069 0.063 0.057 
Variante 2 4.98 673.36 713.06 713.16 712.72 738.81 
Variante 3 36.88 27.15 22.06 14.35 10.44 8.44 
KL 1.550 0.115 0.105 0.017 0.017 0.013 
 
Tabelle 3-10: Dynamischer Rekonstruktionsfehler (εy %) mit DMS als Sensoren und uc 
Verd. Größe v 1 2 3 4 5 6 
Variante 1 20.02 9.49 4.26 3.85 2.76 2.69 
Variante 2 33.35 242.1 412.6 412.2 412.1 1240.3 
Variante 3 70.71 70.50 53.28 36.21 35.75 35.64 
KL 99.19 98.17 96.99 95.72 93.97 91.75 
 
In der dritten Simulation wirkt eine gleichmäßig verteilte Störungskraft (ud = 0.01 N) am äu-
ßersten Rand des Balkens ein und bei allen Aktoren wird keine Spannung eingespeist. Die 
dynamischen Ausgangssignale des Sensors werden gemessen und die Reduktion und Rekon-
struktion werden durchgeführt. Für die KLE wird die gleiche Transformationsmatrix WS wie 
in der Simulation 1 und 2 verwendet. Die Tabellen 3-11 und 3-12 zeigen die dynamischen 
Reduktionsfehler und die Tabellen 3-13 und 3-14 die dynamischen Rekonstruktionsfehler. 
Beim Vergleich der Tabellen 3-7 bis 3-10 mit den Tabellen 3-11 bis 3-14 ergibt sich, dass der 
Reduktions- und Rekonstruktionsfehler der Störung bei Variante 1 und 2 kleiner als der Re-
duktions- und Rekonstruktionsfehler der Steuerung sind. Dies gilt sowohl für die Koordinaten 
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als Sensorsignal als auch für die Dehnung als Sensorsignal. Für die Variante 3 ist der Reduk-
tionsfehler bei der Störung gleich dem bei der Steuerung, sowohl für die Koordinaten als Sen-
sorsignal als auch für die Dehnung als Sensorsignal. Der Rekonstruktionsfehler der Variante 3 
ist gleich für die Koordinaten als Sensorsignal bei der Störung wie bei der Steuerung, aber bei 
der Dehnung als Sensorsignal ist der Rekonstruktionsfehler der Störung kleiner als der der 
Steuerung. Daraus folgt, dass die Mindestzahl v der reduzierten Größe durch die Testergeb-
nisse der Steuerungskräfte bestimmt werden kann. 
Tabelle 3-11: Dynamischer Reduktionsfehler (εq %) mit z-Koordinaten der DMS als Sensorsignalen 
und ud  
Verd. Größe v 1 2 3 4 5 6 
Variante 1 2.887 0.391 0.083 0.041 0.022 0.012 
Variante 2 0.307 29.18 32.38 32.38 32.38 33.61 
Variante 3 92.20 92.19 92.19 92.25 92.26 92.30 
 
Tabelle 3-12: Dynamischer Reduktionsfehler (εq %) mit den DMS-Signalen als Sensorsignalen und ud  
Verd. Größe v 1 2 3 4 5 6 
Variante 1 10.01 0.482 0.252 0.206 0.159 0.074 
Variante 2 55.26 62.04 64.40 64.40 64.40 64.74 
Variante 3 100 100 100 100 100 100 
 
Tabelle 3-13: Dynamischer Rekonstruktionsfehler (εy %) mit z-Koordinaten der DMS als Sensor-
signalen und ud 
Verd. Größe v 1 2 3 4 5 6 
Variante 1 3.442 0.461 0.102 0.040 0.017 0.009 
Variante 2 2.64 28.97 29.96 29.98 29.95 32.08 
Variante 3 36.99 27.23 22.10 14.40 10.48 8.47 
KL 1.466 0.134 0.097 0.067 0.063 0.062 
 
Tabelle 3-14: Dynamischer Rekonstruktionsfehler (εy %) mit DMS als Sensorsignalen und ud 
Verd. Größe v 1 2 3 4 5 6 
Variante 1 18.96 7.30 3.75 2.41 1.90 1.26 
Variante 2 57.19 212.15 376.41 376.36 375.96 666.54 
Variante 3 24.08 10.82 10.29 9.29 9.16 7.27 
KL 99.37 98.51 97.44 96.19 94.43 92.11 
 
Für die KLE ist der Rekonstruktionsfehler bei der Störung etwas größer als bei der Steuerung, 
wenn die Koordinaten als Sensorsignale verwendet werden. Aber dieses hat in der Praxis kei-
ne Bedeutung. Da der Rekonstruktionsfehler beim dynamischen und statischen Fall der Steue-
rung kaum unterschiedlich ist, kann die Transformationsmatrix WS durch die statischen Daten 
gewonnen werden, die bei der individuell maximalen Aktivierung des Aktors entstehen. 
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In der letzten Simulation dieses Kapitels werden die z-Koordinaten der folgenden Positionen 
x = [0,5,10,15,20,25,30,...,145] (mm) und y = 5 mm 
als Sensorsignal verwendet. Die anderen Bedingungen sind gleich den Bedingungen in der 
ersten Simulation. Der Reduktions- und Rekonstruktionsfehler ist in den Tabellen 3.4-15 und 
3.4-16 aufgelistet. 
Tabelle 3-15: Stationärer Reduktionsfehler (εq %) mit z-Koordinaten der Position von [x, y] als Sen-
soren und uc  
Verd. Größe v 1 2 3 4 5 6 
Variante 1 4.113 0.414 0.101 0.050 0.026 0.050 
Variante 2 0.004 0.318 0.898 0.899 0.918 0.918 
Variante 3 67.18 67.14 67.25 67.25 67.27 67.27 
 
Tabelle 3-16: Stationärer Rekonstruktionsfehler (εy %) mit z-Koordinaten der Position von [x, y] als 
Sensoren und uc 
Verd. Größe v 1 2 3 4 5 6 
Variante 1 5.307 0.568 0.141 0.062 0.059 0.050 
Variante 2 3.638 0.504 0.910 0.913 0.924 0.924 
Variante 3 59.29 52.26 48.35 45.91 45.58 44.32 
 
Beim Vergleich der Tabellen 3-15 und 3-16 mit den Tabellen 3-3 und 3-5 ergibt sich, dass das 
Resultat der Variante 2 erheblich verbessert wurde. Das bedeutet, dass der Abstand der z-
Koordinaten des zentralen DMS so groß ist, dass die Abtasttheorie für die 10-te Eigenmode 
nicht gewährleistet werden kann. 
 
Zusammenfassend liefert die Variante 1 der Modalreduktionstechnik immer akzeptable Er-
gebnisse der Reduktion und Rekonstruktion, sowohl mit Koordinaten als auch mit der Deh-
nung als Sensorsignal. Wenn die Sensoren so platziert werden, dass das Abtasttheorem für die 
berücksichtigten Eigenmoden nicht verletzt wird, werden die Ergebnisse der Variante 2 besser 
als Variante 1 [LIL 97][ZHA 97]. Weil in der Variante 3 alle Eigenmoden berücksichtigt 
werden und die Sensorplatzierung die Abtasttheorem für alle Eigenmoden nicht gewährleisten 
kann, sind die Ergebnisse immer schlechter als in Variante 1 und 2. 
Die KLE liefert die besten Ergebnisse für die Rekonstruktion, wenn die Koordinaten als Sen-
sorsignal verwendet werden. Für Dehnung als Sensorsignal ist die KLE sehr schlecht geeig-
net. Ein Grund dafür ist, dass die Dehnungssignale relativ unkorreliert sind. Die KLE braucht 
die Korrelation der Signale(siehe Fußnote 3.2 und die Gleichung (3.2-5)). Eine wichtige Er-
kenntnis ist, dass die Mindestzahl v der reduzierten Größen durch die Testergebnisse der stati-
schen Steuerungskräfte bestimmt werden kann, sowohl für die Modalreduktion als auch für 
die KLE. 
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4. Einfluss der Reduktion und der Erweiterung auf die stationäre 
Genauigkeit und die Stabilität in rückgekoppelten adaptiven 
mechanischen Systemen 
Im letzten Kapitel wurden die Methoden der Reduktion ohne Rückkopplung vorgestellt. The-
orien und Simulationen zeigen, dass durch Reduktion ein Fehler entsteht. In der Formkontrol-
le ist jedoch die Rückkopplung erforderlich. Wie wird sich das System verhalten? Wird das 
System stabil bleiben, wenn die Reduktionstechnik verwendet wird? Wie genau wird das Sys-
tem sein, wenn die Reduktionstechnik verwendet wird? In diesem Kapitel sollen diese Fragen 
beantwortet werden. 
4.1. Einfluss der Reduktion und der Erweiterung auf die stationäre Genau-
igkeit 
Zunächst wird die Genauigkeit unter Verwendung der Reduktionstechnik untersucht. Es wird 
vorausgesetzt, dass wir 
1. die Reduktions- und Erweiterungsmatrix R bzw. T,  
2. die Transformationsmatrix Φ  und Ws, und 
3. einen Regler mit der Form s)s(RG , der für das abgeschlossene System stabil ist, 
haben. Für die Übertragungsfunktion des geschlossenen Systems folgt bei Verwendung der 
Reduktionstechnik 
[ ] )s()s()s()s(s)s()s( R1R rGTRGGITGy −+=  (4.1-1) 
wobei [ ] FKDMCG 12 ss)s( −++=  die Übertragungsfunktion der zu regelnden Strecke ist 
und r der Sollwert im verdichteten Raum. Bei der Modalreduktion kann G(s) wie 
[ ] FΦΩΖΩCΦG T12s2)s( −++= 2s  
geschrieben werden. 
Bei der Verwendung des Endwertsatzes wird die Gleichung (4.1-1) zu 
[ ] st1st )0s()0s( rTRGTGy −===  (4.1-2) 
4.1.1. Modal-Entwicklung 
Bei der Modalreduktion werden 
[ ]1redv EIRCΦ  =  und [ ] TT 1erwTvT   EIFTΦ =  für Variante 1 (4.1-3a) 
[ ]2redvm,vv 1 E0IRCΦ   −=  und [ ] TT 2erwT vp,vTvT 1    E0IFTΦ −=  für Variante 2 (4.1-3b) 
3redERCΦ =  und 3erwT EFTΦ =  für Variante 3 (4.1-3c) 
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und r = qs sein. 
Setzt man die Gleichungen (4.1-3a,b,c) in die Gleichung (4.1-2) ein, erhält man für Variante 1 
und 2, 
( ) ( )[ ] sts2verw1red2verw2xxvvst qΩEEΩEΩCΦIRCΦCΦy  - −+−=  (4.1-4a) 
und 
( ) sts13erw2n3red3erw2nst qEΩEEΩCΦy −−=  (4.1-4b) 
für Variante 3. 
Für Variante 1 ist Eerw und Ered in der Gleichung (4.1-4a) gleich Eerw1 bzw. Ered1. x ist gleich 
n-v. Für Variante 2 ist x = min(n-m1, n-p1). Eerw ist gleich den letzten x Zeilen von Eerw2 und 
Ered gleich den letzten x Spalten von Ered2. 
Beim Vergleich der Definition der Rekonstruktions- und Reduktionsfehler im Kapitel 3 mit 
den Gleichungen (4.1-4a) und (4.1-4b) ergibt sich, dass die stationäre Genauigkeit wegen der 
Rückkopplung und des Reduktions- und Erweiterungsfehlers weder vom Rekonstruktionsfeh-
ler noch vom Reduktionsfehler direkt beschrieben werden kann. Aber die Gleichung (4.1-4a) 
weist darauf hin, dass die stationäre Genauigkeit proportional zur Genauigkeit der Rekon-
struktion ist. Wenn der Rekonstruktionsfehler gleich Null ist, ist IRCΦ −v gleich Null (s. 
Gleichung (3.4-1) und Gleichung (3.1-12)).  
Es sei  
st
s
st
s yRq =  (4.1-5) 
dann wird die Gleichung (4.1-4a) zu sts
st yy = . D. h. der stationäre Fehler ist gleich Null. 
Daraus folgt, dass für Variante 1 und 2 die Mindestzahl v der verdichteten Größen durch die 
Rekonstruktionsfehler der Sollformen bestimmt werden kann. Wegen des Effektes der Rück-
kopplung und des Reduktions- bzw. Erweiterungsfehlers ist die stationäre Genauigkeit niedri-
ger als die Genauigkeit der Rekonstruktion der Sollformen.  
Hat man eine perfekte Erweiterung (Eerw = 0), wird die stationäre Genauigkeit genau gleich 
der Genauigkeit der Rekonstruktion der Sollformen sein. Zur Realisierung einer perfekten 
Erweiterung benötigt man sogenannte Modalaktoren. Das Prinzip der Modalaktoren ist gleich 
dem Prinzip der Modalsensoren [LEE 92]. Ein Modalaktor ist ein verteilter Aktor. Entweder 
die Form oder das Polarisierungsfeld des Piezoaktors soll gleich der zu steuernden Eigenmode 
sein. Dies ist keine leichte Aufgabe in der Praxis, besondern für Aktoren. Bislang wurden nur 
Modalsensoren auf Balken realisiert. 
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Für Variante 3 gibt es keinen Zusammenhang zwischen der stationären Genauigkeit und der 
Rekonstruktions- oder Reduktionsgenauigkeit. Falls man die Variante 3 verwenden möchte, 
kann der Sollwert der Modalkoordinaten durch 
( ) IREΩEEΩCΦ =−− serwnrederwn 132332  (4.1-6) 
berechnet werden. 
4.1.2. Karhunen-Loéve-Entwicklung 
Bei der Karhunen-Loéve-Entwicklung werden R = WST und r = aS. Dann wird die Gleichung 
(4.1-2) zu 
[ ] stS1TSst )0s()0s( aTGWTGy −===  (4.1-7) 
Nun soll T so bestimmt werden, dass yst = WS aSst. Da WSTWS gleich der Einheitsmatrix ist, 
erhält man S)0s( WTG == . Daraus folgt 
S)0s( WGT
+==  (4.1-8) 
Das hochgesetzte „+“ bedeutet eine allgemeine Inversion, wenn die Anzahl der Sensoren und 
der Aktoren nicht gleich ist. Es ist deutlich, dass der Sollwert der Karhunen-Loéve-
Koeffizienten gleich 
st
s
T
S
st
S yWa =  (4.1-9) 
sein muss. Damit ist die stationäre Genauigkeit gleich der Rekonstruktionsgenauigkeit der 
Sollformen. 
4.2. Einfluss der Reduktion und der Erweiterung auf die Stabilität 
Im letzten Abschnitt wurde der Einfluss der Reduktion und der Erweiterung auf die stationäre 
Genauigkeit des abgeschlossenen Systems untersucht. Bei der Karhunen-Loéve-Entwicklung 
ist die stationäre Genauigkeit des abgeschlossenen Systems gleich der Reduktionsgenauigkeit 
der Sollformen. Dies gilt bei der Modal-Entwicklung nur approximativ. 
Nach der Reduktion und Erweiterung wird der Regler im reduzierten Raum entworfen. Kann 
dieser Regler das originale System stabilisieren? In diesem Abschnitt wird der Einfluss der 
Reduktion und der Erweiterung auf die Stabilität untersucht. 
4.2.1. Modal-Entwicklung 
Die Gleichung (4.1-1) beschreibt die Übertragungsfunktion des abgeschlossenen Systems. 
Um die Analyse zu erleichtern, wird die Gleichung wie folgend umgeschrieben. 
)s(s/)s()s(
)s()s(
)s()s(
sRT
vn
T
v
dddc
cdcc qFTG
Φ
Φ
q
GG
GG
  

=


−
 (4.2-1) 
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wobei   vR
T
v
2
vvv
2
cc s/)s(s2s)s( RCΦFTGΦΩΩΖG +++= ,   s/)s()s( RT vndc FTGΦG −= ,  
vnRcd s/)s()s( −= RCΦGG   und vnRT vn2 vnvnvn2dd s/)s(s2s)s( −−−−− +++= RCΦFTGΦΩΩΖG  
sind. 
Beim Vergleich mit der Gleichung (3-1a) ergibt sich, dass Gcc(s) die Übertragungsfunktion 
ist, anhand der der Regler entworfen werden soll. Die anderen Übertragungsfunktionen wer-
den im Reglerentwurf nicht berücksichtigt. Das abgeschlossene System wird genau dann sta-
bil, wenn alle Wurzeln der Gleichung 
)()() ( )s()s()s()s(det)s(det0
)s()s(
)s()s(
det cd
1
ccdcddcc
dddc
cdcc GGGGG
GG
GG −−==


 (4.2-2) 
links der j-Achse liegen. Im Reglerentwurfsvorgang ist es garantiert, dass alle Wurzeln der 
Gleichung det(Gcc(s)) links der j-Achse liegen, aber es ist nicht garantiert, dass alle Wurzeln 
der Gleichung det(Gdd(s)-Gdc(s)Gcc(s)-1Gcd(s)) links der j-Achse liegen. Das bedeutet, dass der 
durch Gcc(s) entworfene Regler, der Gcc(s) stabilisiert, keine Garantie gibt, dass das abge-
schlossene System stabil ist. 
Für die Variante 1 und 2 sind FTΦT vn−  und vn−RCΦ  gleich Eerw1,2 bzw. Ered1,2. Hat man eine 
perfekte Reduktion oder Erweiterung, wird die Übertragungsfunktion Gdc(s) oder Gcd(s) 
gleich Null und 2 vnvnvn
2
dd s2s)s( −−− ++= ΩΩΖG . Dadurch wird die Gleichung (4.2-2) zu 
)()() ( )s(det)s(det0
)s()s(
)s()s(
det ddcc
dddc
cdcc GG
GG
GG ==


 
Ist Gdd(s) stabil, wird garantiert, dass das abgeschlossene System stabil wird, wenn Gcc(s) sta-
bil ist. 
Da bei der Variante 2 die ersten m1-v Spalten in Ered2 und die ersten p1-v Zeilen in Eerw2 gleich 
Null sind, ist die Variante 2 „stabiler“ als Variante 1. 
Man sollte beachten, wenn man den Regler finden kann, so dass die Abweichungen der Wur-
zeln der Gleichung 
)( )s()s()s()s(det cd
1
ccdcdd GGGG
−−  = 0  
mit den höheren Eigenfrequenzen der offenen Regelkreise klein sind, wird der Regler 
garantieren, dass das abgeschlossene System stabil wird. Im Abschnitt 7.2 wird eine Methode 
angegeben, solche Regler zu entwerfen. 
4.2.2. Karhunen-Loéve-Entwicklung 
Bei der Karhunen-Loéve-Entwicklung wird der Regler anhand der Gleichung (3-1b) entwor-
fen. Die Übertragungsfunktion des abgeschlossenen Systems wird zu 
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( ) )s(s/)s()0s()s(s/)s()0s(ss sRSTSRS2 aGWFGXCWGWFGKDM    ===+++ (4.2-3) 
Der Vergleich der beiden Gleichungen weist darauf hin, dass das abgeschlossene System sta-
bil ist, wenn man anhand der Gleichung (3-1b) einen Regler finden kann. 
Man sollte beachten, dass das Finden eines Reglers anhand der Gleichung (3-1b) viel schwe-
rer ist als das Finden eines Regler anhand der Gleichung (3-1a). Da das System der Gleichung 
(3-1b) gekoppelt ist, muss man auf die Methoden des Reglerentwurfs für mehrere Eingänge 
und mehrere Ausgänge, z.B. H∞-Regler, zurückgreifen. Weil die Ordnung der Gleichung (3-
1b) sehr hoch sein kann, muss man auf die Methoden der Modellreduktion in der Regelungs-
technik zurückgreifen. Sämtliche Modellreduktionsmethoden in der Regelungstechnik geben 
jedoch keine Garantie, dass der Regler, der anhand des reduzierten Modells entworfen wird 
und das reduzierte Modell stabilisiert, das originale Modell stabilisiert[GAW 96]. 
4.3. Zusammenfassung 
Die Reduktion und Erweiterung beeinflussen das Verhalten des rückgekoppelten Systems bei 
der Modal-Entwicklung. In der Modal-Entwicklung der Variante 1 und 2 bestimmt die Re-
konstruktionsgenauigkeit der Zielformen die Genauigkeit des rückgekoppelten Systems. We-
gen der Reduktions- und der Erweiterungsfehler ist die Genauigkeit des rückgekoppelten Sys-
tems etwas niedriger als die Genauigkeit der Rekonstruktion der Zielformen. Diese Abwei-
chung hängt von der Größe des Reduktions- und Erweiterungsfehlers, aber nicht von den 
Reglerparametern ab. Durch die Einstellung der Reglerparameter kann diese Abweichung 
nicht beseitigt werden. 
Die Modal-Entwicklung der Variante 1 und 2 macht den Reglerentwurf sehr leicht. Aber we-
gen des Reduktions- und Erweiterungsfehlers gibt der Regler, der im reduzierten Raum ent-
worfen wurde, keine Garantie, dass das rückgekoppelte System stabil wird. 
Bei der Modal-Entwicklung der Variante 3 können weder die Rekonstruktionsgenauigkeit 
noch die Reduktionsgenauigkeit der Zielform die Genauigkeit des rückgekoppelten Systems 
bestimmen. Wenn man diese Variante verwenden möchte, muss die Reduktion der Zielformen 
(Gleichung (4.1-6)) anders als die Reduktion der Messdaten (Gleichung (3.1-14)) durchge-
führt werden. 
Die Variante 3 der Modal-Entwicklung macht den Reglerentwurf nicht leicht, weil das redu-
zierte System immer gekoppelt ist. Wie bei Variante 1 und 2 gibt der Regler, der im reduzier-
ten Raum entworfen wurde, keine Garantie, dass das rückgekoppelte System stabilisiert wird. 
Man sollte beachten, obwohl es für die im reduzierten Raum entworfenen Regler theoretisch 
keine Garantie gibt, dass sie das rückgekoppelte Originalsystem stabilisieren, bedeutet dies 
nicht, dass keine Methoden gibt, bei denen die im reduzierten Raum entworfenen Regler das 
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rückgekoppelte Originalsystem stabilisieren. Im Abschnitt 7.2 wird ein solche Methode vor-
geschlagen. 
Reduktion und Erweiterung beeinflussen das Verhalten des rückgekoppelten Systems bei der 
Karhunen-Loéve-Entwicklung nicht wie bei der Modal-Entwicklung. Bei der Karhunen-
Loéve-Entwicklung ist die Genauigkeit des rückgekoppelten Systems gleich der Reduktions-
genauigkeit der Zielform. Falls man einen Regler im reduzierten Raum finden kann, gibt der 
Regler eine Garantie, dass das rückgekoppelte System stabilisiert wird. Da die Freiheitsgrade 
des reduzierten Systems gleich denen des Originalsystems und die Freiheitsgrade des Origi-
nalsystems sehr hoch sind, können die bestehenden Modellreduktionstechniken nicht immer 
gewährleisten, dass ein für den Reglerentwurf geeignetes Modell entsteht. Deshalb ist sehr 
schwer, einen solchen Regler zu finden. 
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5. Karhunen-Loéve-Entwicklung im Zustandsraum 
In den letzten zwei Kapiteln wurden Datenreduktions- und Erweiterungstechnik für adaptive 
mechanische Systeme, Modal-Entwicklung und Karhunen-Loéve-Entwicklung im Ein- und 
Ausgangsraum, vorgestellt und die Wirkung von Reduktions- und Erweiterungsfehler auf das 
rückgekoppelte System untersucht. 
Die Modal-Entwicklung hat folgenden Vorteile: 
1. Die Eingänge, Ausgänge und die Ordnung des Systems werden gleichzeitig reduziert 
und das System wird entkoppelt. Damit wird der Reglerentwurf leichter. 
2. Unsensibilität zur Art der Sensoren. 
Die Modal-Entwicklung hat folgenden Nachteile: 
1. Sensibilität zum Reduktions- und Erweiterungsfehler. 
2. Für die genauere Formkontrolle sind viele verdichtete Größen notwendig. 
Die Karhunen-Loéve-Entwicklung im Ein- und Ausgangsraum hat einige Vorteile: 
1. Für die genauere Formkontrolle sind wenige verdichtete Größen notwendig. 
2. Unsensibilität zum Reduktions- und Erweiterungsfehler. 
Aber die Karhunen-Loéve-Entwicklung im Ein- und Ausgangsraum hat auch Nachteile: 
1. Nur die Eingänge und Ausgänge werden reduziert, die Systemordnung ist nicht geän-
dert und das System ist immer noch gekoppelt. Damit wird der Reglerentwurf nicht 
leichter. 
2. Sensibilität zur Art der Sensoren. 
Kann man die Vor- und Nachteile beider Methode miteinander ergänzen? In diesem Kapitel 
wird diese Frage beantwortet. 
5.1. Das Prinzip der Karhunen-Loéve-Entwicklung 
Betracht man eine beliebige kontinuierliche Funktion f(r) mit ∞<∫ rr d)(f  und r ∈D∈ℜ n, 
kann man immer beliebig viele verschiedene Mengen der orthogonalen Funktionen wµ (r),  µ 
= 1,...,∝, finden, so dass  
∑∞
=
=
1
)(a)(f
µ
µµ rwr    und   rrr
D
d)(w)(fa ∫= µµ  (5.1-1) 
Z.B., wenn wµ (r) eine Sinusfunktion ist, ist die Gleichung (5.1-1) die Fouriersinustransforma-
tion. 
Die Aufgabe der KLE ist es nun die orthogonalen Funktionen wµ (r), µ = 1,...,v, zu finden, so 
dass der Rekonstruktionsfehler 
5. Karhunen-Loéve-Entwicklung im Zustandsraum 64
( ) rrr
D
d)(fˆ)(f
2∫ −=ε  (5.1-2) 
und v so klein wie möglich werden, wobei )(fˆ r  die Approximation der Funktion f(r) unter 
der Verwendung der ersten v Terme in der Gleichung (5.1-1) ist. Wegen der Orthogonalität 
der Funktion wµ (r) kann man die Gleichung (5.1-2) als 
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 (5.1-3) 
darstellen, wobei s ∈ D ist. Um die Gleichung (5.1-3) unter der Bedingung der Orthogonalität 
von wµ (r ) zu minimieren, kann die Methode der Lagrangeschen Multiplikatoren benutzt 
werden. Die Lösung ist 
)(wd)(w)(f)(f rsssr
D
µµµ λ=∫ ,  µ = 1,...,∝. (5.1-4a) 
und der Rekonstruktionsfehler folgt zu 
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µλε  (5.1-4b) 
Um Eigenfunktionen and Eigenwerte von Gleichung (5.1-4a) zu bestimmen, kann man die 
Funktion f(r) an den Stellen r1,r2,...,rn, abtasten. Dann kann die Gleichung (5.1-4a) als 
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M  (5.1-5) 
umgeschrieben werden, wobei bj, j = 1,...,n, Integralkonstante sind. Sei X=[f(r1),...,f(rn)]T, 
wµ=[wµ (r1),...,wµ (rn)]T und B = diag(bj), erhält man aus Gleichung (5.1-5)  
µµµ λ wBwXX =T  (5.1-6) 
Die Gleichung (5.1-6) ist ein normales Eigenwert- und Eigenvektorproblem. Die Lösung die-
ses Problems ist bekannt. Die Lösung der Gleichung (5.1-6) ist eine Approximation der Lö-
sung der Gleichung (5.1-4a). Seien alle integralen Konstanten in der Gleichung (5.1-6) gleich 
eins, ist die Gleichung (5.1-6) gleich der Gleichung (6a) in [ZHA 00]. 
5.2. Karhunen-Loéve-Entwicklung für mechanische Systeme 
Die Antwort eines mechanischen Systems ist abhängig von Raum und Zeit. Sie kann in den 
zwei Teile geteilt werden. Ein Teil hängt vom Raum ab und der andere von der Zeit. Anhand 
der Gleichung (5.1-1) kann die Antwort in 
5. Karhunen-Loéve-Entwicklung im Zustandsraum 65
∑∞
=
==
1
21 )(w)t(a)t(f)(f)t,(f
µ
µµ rrr  und rrr
D
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zerlegt werden. Man versucht nun eine Menge orthogonaler Funktionen wµ (r), µ = 1,...,v, zu 
finden, so dass der Rekonstruktionsfehler 
( ) dtd)t,(fˆ)t,(f
T
2
rrr
D
∫ ∫ −=ε  
und v möglichst klein ist, wobei )t,(fˆ r  die Approximation der Funktion f(r,t) unter der Ver-
wendung der ersten v Terme in der Gleichung (5.2-1) ist. Analog zum Abschnitt 5.1 wird die 
optimale Lösung gegeben durch 
)(wd)(dtw)t,(f)t,(f
T
rsssr
D
µµµ λ=∫ ∫ ,  µ = 1,...,∝. (5.2-2) 
An diesem Punkt werden die Knotenpunkte der FEM als die Abtastpunkte im Raum 
(f(r,t)=X(t)), t1, t2, ...,ts als die zeitlichen Abtastpunkte benutzt. Jetzt seien alle integralen Kon-
stanten gleich eins; dann folgt für die numerische Lösung der Gleichung (5.2-2) 
µµµ λ wwXX =T  mit X = [x(t1),...,x(ts)] und µ = 1,...,n (5.2-3) 
wobei n die Anzahl der Knotenpunkte der FEM oder die Ordnung der FEM ist. Setzt man wµ 
in die Gleichung (5.2-1) ein und verwendet man die diskrete Darstellung im Raum, erhält man  
∑
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1
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und der Rekonstruktionsfehler wird zu 
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Man sollte beachten, dass die abgetasteten Daten die Sollwerte und/oder die Deformation 
durch die Störung sein können. Diese Daten können auch die stationären Werte und/oder dy-
namische Werte sein. 
5.3. Verwendung der Karhunen-Loéve-Entwicklung für die Formkon-
trolle 
Im Abschnitt 5.2 wurde die KLE im Zustandsraum vorgestellt, um die Antworten der mecha-
nischen Systeme zu repräsentieren. Bei der Verwendung dieser Repräsentation kann man zu-
nächst die Ordnung der Systeme für die Formkontrolle reduzieren. Setzt man die Gleichung 
(5.2-4a) in die Gleichung (3-1) ein und multipliziert man von links mit WvT, erhält man 
aCy
uFaKaDaM
 kl
klklklkl
=
=++ &&&  (5.3-1) 
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mit vkl
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die Regelkreise zu schließen braucht man nur eine Transformation Rkl und eine Rücktrans-
formation Tkl zu finden. Rkl bildet den Messraum in den Karhunen-Loève-Raum ab, und Tkl 
transformiert die Stellgröße vom Karhunen-Loève-Raum in den realen Steuerraum zurück. Rkl 
und Tkl können dargestellt werden durch [ZHA 00][ZHA 01] 
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oder        (5.3-2) 
An diesem Punkt erhält man ein zu regelndes System mit nur v Freiheitsgraden, v „Sensoren” 
und v „Aktoren”. 
Die stationäre Genauigkeit und die Stabilität sind zwei wichtige Kriterien für die Formkon-
trolle. Außerdem stellt sich die Frage, wieviele orthogonalen Funktionen wµ benutzt werden 
sollen. In folgenden Abschnitte werden diese Fragen detailliert untersucht. 
5.3.1. Stationäre Genauigkeit 
Es wird vorausgesetzt, dass wir einen Regler der Form s)s(RG  haben, der für das abge-
schlossene System die Stabilität garantiert. Dann wird die Übertragungsfunktion des abge-
schlossenen Systems bei der Verwendung der Gleichung (5.3-2) zu 
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Bei der Verwendung des Endwertsatzes und der Gleichungen (5.3-2) und (5.2-4a) wird die 
obige Gleichung zu  
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 (5.3-3) 
D.h. bei der Verwendung der KLE im Zustandsraum ist der stationäre Fehler des abgeschlos-
senen Systems gleich dem Rekonstruktionsfehler der Zielformen. 
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5.3.2. Auswahl der Anzahl der orthogonalen Funktionen 
Die Gleichung (5.3-4) weist daraufhin, dass alle Eigenwerte benötigt werden, um die Min-
destzahl v zu bestimmen. Im Zustandsraum ist die Anzahl der Zustandsvariablen normaler-
weise sehr groß. Wegen der Beschränkung der Rechnerleistungen ist die Berechnung aller 
Eigenwerte für ein sehr großes System unmöglich. Eine wichtige Frage für die Verwendung 
der KLE im  Zustandsraum in der Praxis ist,  wie viele orthogonalen Funktionen  wµ  benutzt  
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werden sollen? 
Für ein kleines System5.1 (n ist klein) kann man wie im Ein- und Ausgangsraum alle Eigen-
werte und Eigenvektoren der Gleichung (5.2-3) erhalten. Dann werden alle Eigenwerte und 
entsprechende Eigenvektoren in absteigender Reihenfolge sortiert und die Mindestzahl v, die 
Anzahl der benötigten orthogonalen Funktionen, für den erlaubten Fehler ε wird durch die 
Gleichung (5.3-4) bestimmt. 
Für ein großes System hat man folgenden Satz: 
Satz 1: Der Eigenwert λµ  der Matrix XXT in der Gleichung (5.2-3) ist gleich Null für µ > s, 
wenn der Rang(X) = s und s < n sind. 
Beweis: Sei der Rang(X) = s und s < n, wird die singuläre Wertzerlegung von X zu 
Ts V
0
σ
UX 

= . 
Schreibt man die Gleichung (5.2-3) um zu 
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wobei Λ = diag([λ1,λ2,...,λn]) ist. Es ist klar, dass Λ nur s Werte enthält, die nicht 
gleich Null sind.       
Das heißt, man benötigt maximal so viele orthogonale Funktionen wie die Anzahl der Ziel-
formen, sofern man genug Aktoren hat, und die Aktoren stark genug sind, so dass alle Ziel-
formen realisierbar sind. Dann bestimmt man die Mindestzahl v durch die Gleichung (5.3-4). 
Aus technischen und finanziellen Gründen kann man die Voraussetzung des Satzes 1 in der 
Praxis nicht immer erfüllen. In diesem Fall sind die Zielformen vielleicht nicht genau reali-
sierbar. Damit ist Satz 1 nicht unmittelbar verwendbar. 
Man setzt voraus, dass die Deformation aufgrund der Steuerung im linearen Bereich liegt. 
Wegen der Einfachheit wird nur der stationäre Fall berücksichtigt. Es wird weiter vorausge-
setzt, dass die Stellgrößen mit U(t) = U0 u(t) verteilt werden können. U0 ist die positionsab-
hängige Amplitude und u(t) der zeitabhängige Teil. Das bedeutet, dass die Stellgrößen die 
gleiche Form im Zeitbereich und unterschiedliche Amplituden für unterschiedliche Positionen 
haben. 
Anhand der Gleichung (3-1) und für u(t) gleich der Sprungsfunktion gilt: X = K-1FU0. Der 
Rang(X) ≤ min(n, p, s), wobei p die Anzahl der Aktoren und s die Anzahl der unterschied-
                                                          
5.1 Dies hängt von der Rechnerleistung ab. Für einem normalen PC-Rechner ist n < 2000 ein 
kleines System 
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lichen positionsabhängigen Amplituden der Stellgrößen ist. Im allgemeinen ist n >> p und s ≥ 
p; dann gilt: Rang(X) ≤ p. Deshalb gibt es maximal p Eigenwerte, die nicht gleich Null sind, 
in der Gleichung (5.2-3) bei Verwendung des Satzes 1. Das bedeutet, dass man nur p Eigen-
werte und entsprechende Eigenvektoren zu berechen braucht. Man bestimmt die Mindestzahl 
v dann durch die Gleichung (5.3-4). 
Tabelle 5-1 zeigt die Eigenwerte der Gleichung (5.2-3) mit den abgetasteten Daten bei unter-
schiedlichem U0 als Beispiel. Diese Daten werden durch das link Modell im Kapitel 8 berech-
net. Es gibt 5 unabhängige Aktoren im Modell. Die U0 Menge 1 ist eine binäre Kombination 
von -20 und +20 (V) (s = 32). In der U0 Menge 2 wird der Aktor individuell durch -50V (min) 
und +50V (max) angeregt (s = 10). In der U0 Menge 3 werden alle Aktoren durch minimale, 
maximale und zufällige Werte angeregt (s = 12). In den abgetasteten Daten (X) der Mengen 1 
bis 3 sind nur die stationären Werte enthalten. In den abgetasteten Daten der Menge 4 wird 
die gleiche U0 Menge wie die Menge 3 benutzt, aber sie enthält noch einen zusätzlichen dy-
namischen Anteil. 
Tabelle 5-1: Die Eigenwerte der Gleichung (5.2-3) mit den abgetasteten Daten bei Verwendung unter-
schiedlicher U0 Menge 
Eigenwerte Menge 1 Menge 2 Menge 3  Menge 4  
1 159.04 62.124 208.52 2106 
2 2.7263 1.0650 0.3232 3.4802 
3 0.4594 0.1794 0.0434 0.4349 
4 0.06531 0.0255 0.0070 0.0740 
5 0.02416 0.0094 0.0033 0.0402 
6 1.8968×10-14 9.3853×10-15 3.087×10-14 0.0040 
7 1.7571×10-14 7.4947×10-15 2.9795×10-14 3.381×10-6 
8 -1.6649×10-14 6.6982×10-15 2.6249×10-14 1.1705×10-7 
9 -1.7303×10-14 -7.5516×10-15 2.5260×10-14 1.3800×10-8 
10 -1.9373×10-14 -92991×10-15 2.4487×10-14 1.3352×10-9 
 
Die Tabelle 5-1 zeigt, dass die Dynamik die Anzahl der Eigenwerte, die nicht gleich Null 
sind, erhöht. Das bedeutet, dass der Rekonstruktionsfehler größer wird, wenn die gleiche An-
zahl der orthogonalen Funktionen wie im statischen Fall benutzt wird, um den dynamischen 
Verlauf darzustellen. Da jedoch diese Verschlechterung sehr gering ist, hat sie für die Praxis 
keine Bedeutung. 
5.3.3. Stabilität 
Nun erweitert man die Darstellung von X in der Gleichung (5.2-4a) von v auf n : 
x(t) = [Wv,Wn-v] a(t) = W a(t) (5.3-5) 
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wobei a(t) = [a1(t), a2(t),..., an(t)]T ist. Dann erhält man die Übertragungsfunktion des 
abgeschlossenen Systems ähnlich wie die Gleichung (4.2-1) mit unterschiedlicher Definition 
der G(s) Matrix. 
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sind. GR(s) ist die Übertragungsfunktion des Reglers. Die gleichen Argumentationen wie für 
die Modal-Entwicklung können hier verwendet werden. Das heißt, dass der durch Gcc(s) ent-
worfene Regler, der Gcc(s) stabilisiert, theoretisch keine Garantie gibt, dass das abgeschlosse-
ne System stabil ist, aber es gibt solche Methoden, mit denen man durch Gcc(s) entworfene 
Regler finden kann, die das abgeschlossene System stabilisieren. Dies wird im Abschnitt 7.2 
nachgewiesen. 
5.3.4. Diagonalisierung des reduzierten Systems im KLR 
Nun sind die Systemordnungen n, die Systemeingänge p und die Systemausgänge m auf v 
reduziert worden. Aber das System (5.3-1) ist noch gekopplt. Das bedeutet, dass der 
Reglerentwurf immer noch schwierig sein kann, wenn v relativ groß ist. In Analogie zum 
normalen mechanischen System (System (3-1)) könnte man jedoch die Modal-Entwicklung 
auf das System (5.3-1) anwenden, wenn die Bedingung des Systems (5.3-1) und des Systems 
(3-1) dieselbe ist. 
 
Satz 2: Die Matrix Mkl, Dkl und Kkl sind symmetrisch.  
Beweis: KklT = (WvTKWv)T = WvTKTWv = WvTKWv = Kkl.  
In Analogie kann man beweisen, dass Mkl und Dkl auch symmetrisch sind.   
 
Nun kann man die Modal-Entwicklung auf das System (5.3-1) anwenden. Man definiert:  
kl
~ QPa  =  mit Tklklklkl v21 q,...,q,q ][  =Q  und ][ v1 ~...~~ ppP = .  
Dann kann das System (5.3-1) umgeschrieben werden als: 
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wobei 
iklq  (i=1,...,v) als die modalen Koordinaten im Karhunen-Loève-Raum oder die moda-
len Karhunen-Loéve-Koordinaten bezeichnet werden. i~p  kann durch die Lösung des Eigen- 
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wertproblems 
ikl
2
ilikl
~~
k pMpK ω=  
berechnet werden. 
Satz 3: Der Eigenvektor i~p  ist orthogonal in Bezug auf die Matrizen Mkl und Kkl,  
d.h. iikl
T
i m~~ =pMp  , iiklTi k~~ =pKp , 0~~ iklTj =pMp  und 0~~ iklTj =pKp  mit i ≠ j.  
Beweis: Aufgrund der Symmetrie der Matrizen Mkl und Kkl und analog zum Beweis der 
Orthogonalität des Eigenvektors für mechanische Systeme[THO 93], kann man 
ihn beweisen.      
Es kann Mkl und Kkl als die Massen- und Steifigkeitsmatrix, i~p  und ii
2
i
mkkl =ω  als Eigen-
mode und Eigenfrequenz im Karhunen-Loève-Raum definiert werden. 
Um die entkoppelten Modalkoordinaten Qkl aus den Messdaten y zu gewinnen und die Modal-
stellgrößen auf die realen Stellgrößen zurückzuführen, braucht man nur die Transformations-
matrix R und T zu finden. Beim Vergleich der Gleichungen (5.3-1), (5.3-2) und (5.3-7) ergibt 
sich: 
   und    
  und  
kl
1
kl
klkl
~
~
m
RRQ PyR
PTTTuu
−==
==
 (5.3-8a) 
und die Gleichung (5.3-7) wird zu 
v,...,1iukqkqdqm iiiiiiii mklklklkl ==++     ,&&&  (5.3-8b) 
wobei umkl die modalen Stellgrößen im Karhunen-Loève-Raum sind. Da die modale Trans-
formation ( P~ ) im Karhunen-Loève-Raum eine lineare Transformation mit vollem Rang ist, 
werden sich die Eigenschaften bezüglich stationärer Genauigkeit und Stabilität nicht ändern. 
Das System (5.3-8) bietet uns ein reduziertes System an, in dem die Freiheitsgrade von n auf v 
reduziert werden, sowie die Eingänge von p auf v und die Ausgänge von m auf v. Das System 
ist entkoppelt, alle Entwurfsmethoden für einschleifige Eingrößenregelsysteme können hier 
verwendet werden. Die stationäre Genauigkeit des Systems ist gleich der Rekonstruktionsge-
nauigkeit der Zielformen. Wie stark die Reduzierung erfolgen kann, hängt nur vom Interesse 
des Benutzers ab. Wenn man nur an wenigen Steuerzielen bzw. einer geringen Variation der 
vorgegeben Form interessiert ist, könnte die Reduzierung ziemlich groß sein. 
Das System (5.3-8) ist ein fast perfektes System. Jedoch liefert der durch Gcc(s) entworfene 
Regler keine Garantie, dass das abgeschlossene System stabil ist. Diese Schwäche muss man 
zunächst in Kauf nehmen. Aber man sollte beachten, dass keine Garantie nicht bedeutet, dass 
kein Regler das abgeschlossene System stabilisiert.  Im  Abschnitt  7.2  kann diese Schwäche  
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auch überworden werden. 
5.4. Geometrische Interpretation der Karhunen-Loéve-Entwicklung und 
der Modal-Entwicklung 
Betracht man jeden Freiheitsgrad als eine Dimension, sind die Zustände des Systems (3-1) für 
die gegebene Eingabe eine Trajektorie im n dimensionalen Raum. Falls die Systemeingaben 
gleich )tsin( ii ω MφF +  sind, dann ist die Spur der Zustandsvariablen des Systems die Achse 
der Modalkoordinate qi. Die Transfermatrix W in der KLE stellt die Richtung der Proben im n 
dimensionalen Raum dar. Wenn die Anzahl der Proben eins ist, ist w1 gleich dem Richtungs-
kosinus dieser Probe. Wenn die Anzahl der Proben zwei ist und die zweite Probe nicht auf der 
Linie liegt, die durch die erste Probe und den Ursprung des Koordinatensystems konstruiert 
wird, stellen w1 und w2 eine Ebene dar, die durch den ursprünglichen Punkt, die Probe 1 und 
die Probe 2 konstruiert wird. w3 ist die Normale dieser Ebene. Zusätzlich ist die Projektion 
der Proben auf w1 immer größer als die auf w2. Bild 5-1 zeigt die Modalkoordinate und die 
KLE Transfermatrix W mit einer und zwei Proben. Dieses wird aus folgenden einfachen Sys-
tem errechnet [THO 93] und die zwei Proben sind [4,2,2]T und [0.94925,1.7471,2.3410]T. Die 
Wahl des Systems und der Proben ist willkürlich. 
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Bild 5-1: Geometrische Interpretation der KLE und Modal-Entwicklung. a) Modalkoordinate und KLE Matrix 
mit einem Beispiel; b) Modalkoordinate und KLE Matrix mit zwei Beispielen 
 
Es wird gezeigt, dass die Modalkoordinaten nur von der Struktureigenschaft eines Systems 
abhängig sind. Wenn das Steuerziel, z.B. auf oder näher an der Achse q1 liegt, könnte nur q1 
verwendet werden, um das System zu beschreiben. Wenn dies nicht der Fall ist, müssen viele 
q‘s benutzt werden, um das System zu beschreiben. Die Transfermatrix der KLE ist jedoch 
nicht von der Struktureigenschaft eines Systems, sondern vom Steuerziel abhängig. Es gibt 
eine unterschiedliche Transfermatrix für die unterschiedlichen Mengen der Steuerziele (Pro-
ben). Die Transfermatrix wird in solcher Weise konstruiert, dass die Projektion der Proben auf 
wi+1 immer kleiner als die auf wi ist. Deshalb kann man immer einen kleinen Teil von W ver-
wenden, um ein komplexes System darzustellen. Betrachtet man weiterhin die Gleichungen a 
= WTx und qΦx  = , kann man leicht feststellen, dass die Karhunen-Loève-Koordinaten durch 
eine lineare Kombination der Modalkoordinaten beschrieben werden können. 
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6. Optimierung der Aktoren- und Sensorenpositionierung mittels 
des genetischen Algorithmus 
In den letzten drei Kapiteln wurde die Datenreduktions- und Erweiterungstechnik für adaptive 
mechanische Systeme vorgestellt und untersucht. Die Karhunen-Loéve-Entwicklung im Zu-
standsraum bietet uns ein reduziertes System an, in dem die Freiheitsgrade von n auf v redu-
ziert werden, sowie die Eingänge von p auf v und die Ausgänge von m auf v. Die stationäre 
Genauigkeit des Systems wird durch die Rekonstruktionsgenauigkeit der Zielformen be-
stimmt. Wie stark die Reduzierung erfolgen kann, hängt nur vom Interesse des Benutzers ab. 
Das System ist entkoppelt, alle Entwurfsmethoden für einschleifige Eingrößenregelsysteme 
können hier verwendet werden. 
Jedoch wurde in den Untersuchungen nur vorausgesetzt, dass m Sensoren und p Aktoren ge-
braucht wurden. Die Frage, wieviel Sensoren und Aktoren für gewünschte Formen tatsächlich 
gebraucht werden und wo sie platziert werden sollen, wurde in den letzten drei Kapiteln nicht 
beantwortet. Sie werden in diesem Kapitel analysiert. 
6.1. Einführung in die Optimierung der Aktoren- und der Sensorenposi-
tionierung 
Die Optimierung der Aktoren- und Sensorenpositionierung ist ein komplexes Problem. Es 
hängt von vielen Faktoren ab, z. B., was ist das Regelziel: Schwingungsunterdrückung oder 
Formkontrolle? Welche Kriterien sollen für die Optimierung verwendet werden? Soll der Re-
gelalgorithmus in die Optimierung miteinbezogen werden? Außerdem wird die Platzierung 
der Aktoren die Eigenschaft des Systems ändern.  
Im allgemeinen kann die optimale Platzierung der Aktoren und Sensoren wie folgt beschrie-
ben werden: Gegeben ist ein mechanisches System (in Übertragungsform) 
)p()s()p(
)p()p,a()p()p,a()p( d
XCY
DGUGX
=
+=
 (6.1-1)  
und ein Kriterium der Optimierung (Zielfunktion) 
),,,( safJ ux=  (6.1-2)  
wobei p 6.1eine komplexe Variable ist. x ist die Zustandsvariable und y ist der Vektor der 
Messgrößen. u und d sind Stellgrößen bzw. Störungsgrößen. )p,a()s()p,a,s( GCG =  ist 
die sogenannte Regelstrecke und )p,a()s()p,a,s( dd GCG =  die sogenannte Störungsstre-
                                                          
6.1 p ist gleich s in der üblichen Übertragungsdarstellung. Hier wird p verwendet, um die Ver-
wechselung mit s (Sensoren) zu vermeiden. 
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cke. Man sollte beachten, dass Regel- und Störungsstrecke eine Funktion der Platzierung von 
Aktoren (a) und Sensoren (s) sind. 
Nun ist es die Aufgabe der Optimierung, eine Platzierung der Aktoren und Sensoren so zu 
finden, dass J in der Gleichung (6.1-2) maximal oder minimal wird. 
Bei der Schwingungsunterdrückung ist es das Ziel der Regelung, die Dämpfung des Systems 
zu erhöhen. Es handelt sich um einen dynamischen Feedbackvorgang. Es gibt zwei Wege, die 
Optimierung durchzuführen. Einer davon ist, dass der Regelalgorithmus in die Optimierung 
miteinbezogen wird [RAO 91, CHE 91, KIM 97]. In diesem Fall wird der Regelalgorithmus 
vordefiniert, z. B. Geschwindigkeitsfeedback[CHE 91], LQR[RAO 91, LIM 93], LQG [LIM 
93], oder PD-Regler [KIM 97], etc.. Die verbrauchte Energie des abgeschlossenen Systems 
[RAO 91, CHE 91], die Kostenfunktion des Regelalgorithmus[LIM 93] und eine Kombina-
tion von beiden[KIM 97] sind die häufig verwendeten Zielfunktionen der Optimierung. 
Der Nachteil dieser Methode ist der Bedarf an höherer Rechnungsleistung, falls ein komple-
xer Regelalgorithmus benutzt werden soll[LIM 98]. Deshalb gehen viele Autoren[HAC 92, 
BAR 92, LIM 93, LIM 98] den anderen Weg, bei dem die optimale Platzierung der Aktoren 
/Sensoren und die Auswahl des Regelalgorithmus getrennt behandelt werden. In diesem Fall 
sind die Steuerbarkeits- /Beobachtbarkeitsgramian[HAC 92, BAR 92, LIM 93] und Hankel-
sche Singularwerte des offenen Systems[LIM 98] häufig benutzte Zielfunktionen. 
In der Formkontrolle ist es das Ziel der Regelung, die gewünschten Formen gegen Störungen 
beizubehalten, oder, anhand der Sollwerte die Formen zu ändern, oder beides. In [BUR 90, 
HAF 91, HAN 95] wird die Beibehaltung der gewünschten Formen unter der Annahme be-
rücksichtigt, dass die Störung bekannt ist. Dies bedeutet, dass die Störung ohne Benutzung 
der Information über die Zustandsvariablen gemessen werden kann. In diesem Fall handelt es 
sich um einen statischen Prozess und das Feedback ist nicht nötig. Die hier verwendete Ziel-
funktion ist normalerweise die Fehlerfunktion des quadratischen Mittels (RMS). Wenn die 
Störung nur durch Zustandsvariable gewonnen werden kann, sind die Resultate in [BUR 90, 
HAF 91, HAN 95, FUR 95] nicht verwendbar, weil dies das Feedback bedeutet. 
Bei einer Formänderung bedingt durch die Sollwerte handelt es sich um sowohl einen stati-
schen als auch einen dynamischen Vorgang. Die stationäre Genauigkeit soll zuerst berück-
sichtigt werden. Die Stabilität soll natürlich auch gewährleistet werden. Dies wurde in [WEB 
99] behandelt. In [WEB 99] wurde die RMS als Zielfunktion verwendet. Damit können die 
Stellgrößen in den Optimierungsvorgang als optimale Designvariablen miteinbezogen werden 
und die optimale Platzierung der Sensoren wird ignoriert. Da der Optimierungsvorgang sehr 
komplex ist, ist es möglich, dass die Berechnung der optimalen Stellgrößen so komplex wird, 
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dass sie in dem Regler beinahe unmöglich umgesetzt werden kann. Dies ist der Nachteil die-
ser Methode. 
In diesem Kapitel wird ein Optimierungsvorgang unter Benutzung des genetischen Algorith-
mus unter folgenden Annahmen vorgestellt und untersucht: 
1. Als Zielfunktion wird nicht wie üblich in der Formkontrolle das quadratische Mittel, 
sondern der Formparameter verwendet. Z.B. wird die Brennweite für eine paraboli-
sche Form als Zielfunktion benutzt. 
2. Der Regelalgorithmus wird nicht in den Optimierungsvorgang einbezogen. 
3. Die Stellgrößen werden nicht als optimale Variablen betrachtet. Die Berechnung der 
Stellgrößen wird wie die der Regler im stationären Zustand erfolgen. 
6.2. Einführung in die Funktion des genetischen Algorithmus 
Der genetische Algorithmus (GA) ist ein auf dem aus der Natur entstehenden Mechanismus 
basierendes Suchverfahren. Dieses Suchverfahren stellt keine Anforderungen, wie z. B. Ste-
tigkeit, Differenzierbarkeit, etc., an die Zielfunktion für die Optimierung. Es ist geeignet für 
die Optimierung komplexerer Systeme, wie z. B. das Problem der Aktoren- und Sensoren-
platzierung. 
Der GA besteht im wesentlichen aus drei Komponenten: einer Population, einer Fitness- oder 
Leistungsfunktion und einem natürlichen Suchverfahren. Die Population ist eine Menge der 
sogenannten Chromosomen, das auf der Reihe von 0 und 1 basiert, z. B. [010110001]. Das 
Chromosom codiert die zu optimierende Information, die hier die Position der Aktoren und 
Sensoren repräsentiert. Die Fitnessfunktion misst die Leistung der einzelnen Chromosomen, 
hier ist es die erreichbare Genauigkeit für die gegebene Platzierung der Aktoren und Senso-
ren. Das natürliche Suchverfahren ist ein Mechanismus, mit dem die neue Generation (eine 
neue Menge von Chromosomen) anhand der Leistung jeder Chromosome in der alten Genera-
tion erzeugt werden kann. 
Dieses Suchverfahren enthält Reproduktion, Paarung, Kreuzung und Mutation. Bei der Re-
produktion handelt es sich um die Auswahl der Kandidaten, welche in der nächsten Genera-
tion erzeugt werden. Im Volksmund unterscheidet die Reproduktion, wer sich verheiraten 
darf. Das Prinzip der Reproduktion ist, das beste Individuum (Chromosom) auszuwählen. Es 
gibt viele Reproduktionsalgorithmen. Rouletterad (roulette wheel), deterministische Abtas-
tung (deterministic sampling), restliche stochastische Abtastung ohne Wiederholung (remain-
der stochastic sampling without replacement) und restliche stochastische Abtastung mit Wie-
derholung (remainder stochastic sampling with replacement) sind häufig benutzte Algorith-
men für die Reproduktion[LIM 98]. 
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Im Rouletteradalgorithmus wird zunächst der Bruchteil der einzelnen Leistung zu den gesam-
ten Leistungen ∑=
i
ililip )()()(  berechnet. Dann wird das Individuum i mit der Wahr-
scheinlichkeit p(i) ausgewählt. Wegen der Eigenschaft der Wahrscheinlichkeit ist es möglich, 
dass das beste Individuum nicht zu den Kandidaten gehört. 
Um dies zu vermeiden, entwickelte man mehrere verbesserte Algorithmen, z. B. die determi-
nistische Abtastung, die restliche stochastische Abtastung ohne Wiederholen und die restliche 
stochastische Abtastung mit Wiederholen. In diesen Algorithmen wird zunächst die soge-
nannte Erwartungsnummer des Individuums n(i) = np(i) berechnet, wobei n die Anzahl der 
Bevölkerung ist. Wenn die Erwartungsnummer des Individuums i größer als eins ist, darf das 
Individuum i sich mindestens n(i) mal verheiraten. Wenn nach diesem Vorgang noch m 
Kandidaten übrig bleiben, werden die m Kandidaten je nach Algorithmus unterschiedlich be-
handelt. In der deterministischen Abtastung werden die übrigen m Kandidaten aus dem größ-
ten Wert des Bruchteils von n(i) ausgewählt. Für die restliche stochastische Abtastung ohne 
Wiederholen werden die übrigen m Kandidaten nach der Wahrscheinlichkeit des Bruchteils 
von n(i) ausgewählt. Für die restliche stochastische Abtastung mit Wiederholen werden die m 
Kandidaten durch den Rouletteradalgorithmus mit den m größten Bruchteilen von n(i) als 
Fitness bestimmt. 
Im Volksmund entscheidet die Paarung, wer sich mit wem verheiratet. Der am häufigsten 
verwendete Algorithmus ist der Zufall. Der Zufallsmechanismus ist fair, aber es gibt auch ein 
Problem. Da ein Individuum mehrmals bei den Kandidaten vorkommen kann, ist es möglich, 
dass unter dem Zufallsmechanismus für das Individuum sich dieselben Paare finden lassen. In 
dieser Arbeit wird ein Mechanismus hinzugefügt werden, um dieselbe Paarung zu verhindern. 
Die Kreuzung und die Mutation beschreiben, wie die Kinder erzeugt werden. Die Kreuzung 
simuliert eine Tatsache der Natur, dass die Eigenschaft eines Kindes quasi 50% von seinem 
Vater und 50% von seiner Mutter bekommen wird. In der Kreuzung werden einige Stellen im 
Chromosom mit gewisser (relativ größerer) Wahrscheinlichkeit zufällig ausgewählt. Die An-
zahl der Stellen kann je nach der Länge des Chromosoms beliebig sein. Bild 6-1 zeigt das 
Prinzip der Kreuzung. 
A1 A1 A1A1
B1 B1 B1B1
A2 A3 A3A2 B2B2
B2 B3 B3B2 A2A2
Vor Kreuzung Nach Kreuzung Vor Kreuzung Nach Kreuzung
Ein Punkt Kreuzung Zwei Punkt Kreuzung
 
Bild 6-1: Das Prinzip des Kreuzungsvorgangs 
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Die Mutation simuliert die Tatsache der Natur, dass sich manche Eigenschaft eines Lebewe-
sens plötzlich verändern kann. Bei der Mutation wird eine Stelle im Chromosom mit einer 
gewissen (relativ kleinen) Wahrscheinlichkeit zufällig gesucht, und dort der Wert verändert. 
Bild 6-2 zeigt das Prinzip der Mutation. 
...... ............ ......1 11 00 0
Vor Nach
Mutation
 
Bild 6-2: Das Prinzip der Mutation 
Im allgemeinen sieht ein GA folgendermaßen aus[WHI 93][LIM 98]: 
1. Initialisierung einer Population, eine Menge von Chromosomen. 
2. Bewertung jedes Chromosoms in der Population mittels der Fitnessfunktion.  
3. Erzeugung neuer Chromosome durch Paarung aktueller Chromosome; Verwendung 
der Mutation und Kreuzung, wenn die Eltern (Chromosome) sich paaren. 
4. Bewertung der neuen Chromosome. 
5. Wenn die Stoppbedingungen erfüllt sind, wird der GA beendet und das beste Chromo-
som zurückgegeben; ansonsten geht es bei Schritt 3 weiter. 
6.3. Anwendung des GA zur Optimierung der Aktoren- und Sensorenposi-
tionierung 
Im letzten Abschnitt wurde der genetische Algorithmus vorgestellt und das natürliche Such-
verfahren im Detail behandelt. Das Suchverfahren ist unabhängig von der Anwendung. Eine 
erfolgreiche Anwendung des GA hängt jedoch von der Kodierung des Problems auf den 
Chromosomenbereich und der Auswahl der Fitnessfunktion ab. In diesem Abschnitt wird an-
hand eines Beispiels gezeigt, wie man das Problem der Optimierung der Aktoren- und Senso-
renpositionierung durch den genetischen Algorithmus lösen kann. 
6.3.1. Das zu simulierende Objekt 
Das zu simulierende Objekt ist eine parabolische Platte mit dem Maß 864,98 × 200 × 2 mm 
(Bogenlänge × Breite × Dicke). Der Mittelpunkt (in x-Richtung) der parabolischen Platte wird 
befestigt. Das Grundmaterial ist ein Verbundwerkstoff. Die äquivalenten Materialkonstanten 
eines 3D FEM-Modells sind in der Tabelle 6-1 aufgelistet. Die Piezoplättchen werden als 
Aktoren benutzt. Es gibt zwei Größen für die Piezoplättchen, eine ist 25 × 25 × 0,2 mm3 (Län-
ge × Breite × Dicke) und andere ist 20 × 25 × 0,2 mm3. Die Materialkonstanten für die 
Piezoplättchen wurde in der Tabelle 3-1 aufgelistet. Bild 6-3 zeigt eine Skizze des Objekts. 
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Tabelle 6-1: Die äquivalenten Materialkonstanten des Verbundwerkstoffs  
E-Mod.(N/m2) E11 E22 E33 
 4,76×104 4,76×104 1,11×104 
G-Mod.(N/m2) G12 G13 G23 
 1,88×104 3,56×103 3,56×103 
Querkontraktionszahl µ12 µ13 µ23 
 0,241 0,483 0,483 
                                                                                                                                    
 
Bild 6-3: Die Skizze des zu simulierenden Objekts 
In ihrer Basisform hat die parabolische Platte eine Brennweite von 1150 mm. Das Ziel der 
Regelung ist, die Brennweite der parabolischen Platte zwischen 1100 mm und 1200 mm zu 
variieren. Um die Simulation zu vereinfachen, werden 25 mm Schritte benutzt. Wegen der 
Symmetrie des Objekts wird nur die rechte Hälfte des Objekts bei der Simulation berücksich-
tigt. 
6.3.2. Kodierung der Positionen der Aktoren und Sensoren 
Um die Information über die Positionen von Aktoren und Sensoren auf den Chromosomenbe-
reich zu kodieren, werden zunächst alle möglichen Positionen für Aktoren und Sensoren fest-
gelegt (s. Bild 6-4). In der Simulation werden Dehnungsmessstreifen als Sensoren verwendet. 
Weil wir die Form der parabolischen Platte nur in der x-z Ebene ändern möchten, werden die 
Piezoplättchen in derselben Spalte elektrisch verbunden und als ein Aktor betrachtet. Die 
Dehnungsmessstreifen sind in der Mitte (y-Richtung) platziert (s. Bild 6-4). Dann werden die 
Piezoplätten und die Dehnungsmessstreifen in derselben Spalte gleichzeitig ausgewählt. Bild 
6-5 zeigt ein Beispiel für ein Chromosom und die entsprechende Platzierung der Aktoren und 
Sensoren. 
6.3.3. Auswahl der Ziel- und Fitnessfunktion 
Die Oberfläche des simulierten Objekts kann mit )y,x(g)y,x(z =  beschrieben werden. In 
der Basisform ist )y,x(g  parabolisch, d.h., 2x)f4(1)y,x(g = , wobei f = 1150 mm die 
Brennweite ist. Das Regelziel ist die Brennweite (Line) der parabolischen Platte für vorgege-
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bene Werte zu ändern. Durch die Regelung wird die Form der Platte geändert und die Ober-
fläche ist möglicherweise nicht mehr exakt parabolisch. Wir definieren den Schnittpunkt zwi-
schen z-Achse und einem Strahl, der vom Punkt (xi, zi) reflektiert wird, als „Brennpunkt pi“ (s. 
Bild 6-6). Dann ist die Brennweite des Punktes (xi, zi) 
)x
)y,x(g2
))y,x(g(1
z()z,y,x(f i
ji
2
ji
iiji ′
′−−=  (6.3-1) 
wobei xgg ∂∂=′  ist. Die Brennweite der Platte kann dann berechnet werden durch  
∑∑
= =
=
m
1j
n
1i
iji )z,y,x(fmn
1f  (6.3-2) 
wobei m und n die betrachtete Anzahl der Punkte in x- bzw. y-Richtung sind. Für jede ge-
wünschte Sollform kf  kann die Form der Platte durch Stellgrößen geändert werden. Der Ist-
wert der Brennweite der Platte kann mittels der Gleichungen (6.3-1) und (6.3-2) berechnet 
werden. 
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Bild 6-4: Alle möglichen Aktoren- und Sensorenpositionen,  
a) größere Piezoplättchen; b) kleinere Piezoplättchen 
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Aktor Sensor
1Chromosom: 1 1 0 1 1 0 0 1 0 1  
Bild 6-5: Ein Beispiel für die Kodierung der Position von Aktoren und Sensoren aufs Chromosom 
 
Der absolute Fehler zwischen Soll- und 
Ist-Brennweite und die Standardabwei-
chung der Ist-Brennweite kann durch 
Gleichung (6.3-3) und (6.3-4) beschrie-
ben werden. Für eine gewünschte Men-
ge der Sollformen kf , k = 1,...,r, kön-
nen der totale durchschnittliche Fehler 
zwischen Soll- und Ist-Brennweite und 
die totale Standardabweichung der Ist-
Brennweite durch die Gleichung (6.3-5) 
und (6.3-6) dargestellt werden. 
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Die Gleichungen (6.3-3) und (6.3-5) stellen den Abstand zwischen dem Sollwert und dem 
durchschnittlichen Istwert dar. Die Gleichungen (6.3-4) und (6.3-6) beschreiben die Glätte der 
geregelten Platte. Beide sind voneinander unabhängig (s. Bild 6-7). Je kleiner beide Werte 
sind, desto genauer ist die Regelung. Damit ist es zweckmäßig, dass eine lineare Kombination 
von der Gleichung(6.3-3) mit der Gleichung (6.3-4) bzw. der Gleichung (6.3-5) mit der Glei- 
Bild 6-6: Die Skizze der Definition der Brennweite
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chung (6.3-6) als Zielfunktion verwendet wird. 
2211 fitcfitcJ +=  
)53.6(  )33.6( 1 −−= oderGleichungfit  (6.3-7) 
)63.6(  )43.6( 2 −−= oderGleichungfit  
wobei c1 + c2 = 1 ist. Man sollte beachten, dass der GA nur für die Maximierung verwendet 
werden kann. Für unser Minimierungsproblem wird 
2211
3
fitcfitc
c
fit +=  (6.3-8) 
als Fitnessfunktion benutzt. 
0 50 100 150 200 250 300 350 400 450 500
-10 
0 
10 
20 
30 
40 
50 
60 
70 
80 
Sollform 
Istform  
fit1 : kleiner
: größerfit2 
0 50 100 150 200 250 300 350 400 450 5000
10
20
30
40
50
60
70
80
Sollform  
Istform  
fit1  : größer  
: kleiner  fit2  
 
Bild 6-7: Die Bedeutung von fit1 und fit2  
6.3.4. Berechnung der Stellgrößen 
Nun nehmen wir an, dass wir einen Regler haben, der die Stabilität des abgeschlossenen Sys-
tems garantiert und die Form p)p(R hat. Für eine gewünschte Sollform sollen die Stellgrö-
ßen 
))()()(()( 1 ppppp soll YYRU −= −  (6.3-9) 
sein. Setzt man die Gleichung (6.1-1) in die Gleichung (6.3-9) ein und ordnet man sie um, 
erhält man 
( ) ))(),()()(( )(),()()()( 1 ppaspppasppp dsoll dGCYRGCRU −+= −  
Für die Formkontrolle wird normalerweise die stationäre Genauigkeit zuerst betrachtet. Die 
stationären Stellgrößen sind ( ) ))()(( )()( 1 dGCYGCU asas dsoll −= − . In dieser Arbeit wird die 
Störung nicht berücksichtigt und die Stellgrößen vereinfachen sich zu  
( ) sollas YGCU  )()( 1−=  (6.3-10) 
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6.3.5. Bewertung des Chromosoms mittels der Fitnessfunktion 
Für jedes Chromosom wird zunächst die Platzierung der Aktoren und Sensoren decodiert. 
Dann werden )(sC  und )(aG  durch die FEM berechnet. Für die gewünschte Sollform wer-
den die Stellgrößen mit der Gleichung (6.3-10) kalkuliert. Damit erhält man die Koordinaten 
der Messpunkte durch die Gleichung (6.1-1) und die Basiskoordinaten der Platte. In dieser 
Arbeit wird ein Gitter von 10×22 (y × x) Punkten an der Oberfläche der Platte als Messpunkt 
verwendet. Die Brennweite wird durch die Gleichung (6.3-1) und (6.3-2) bestimmt und die 
Fitness dieses Chromosoms wird durch die Gleichung (6.3-3) bis (6.3-8) berechnet. Man soll-
te beachten, dass dies ein sehr rechnenintensiver Vorgang ist. 
6.3.6. Parameter des verwendeten genetischen Algorithmus 
Die folgenden GA-Parameter werden verwendet: 
1. c1 = 0.5, c2 = 0.5 und c3 = 100000 
2. Reproduktion: deterministische Abtastung 
3. Paarung: Zufall und keine Selbstpaarung 
4. Kreuzung: zwei Punkte mit 100% Wahrscheinlichkeit. 
5. Mutationswahrscheinlichkeit: 1%  
6. Populationsgröße: 50 
7. Anzahl der Generationen: n 
8. Abbruch: Nach n Generationen 
9. Ergebnis: das beste Chromosom in den n Generationen 
Man sollte beachten, wenn die selben Ergebnisse in den konsekutiven 3 Generationen vor-
kommen, wird der Vorgang zufällig neu initialisiert. 
6.4. Simulationsergebnisse 
In der ersten Simulation wird der GA verwendet, um eine optimale Platzierung der Aktoren 
und Sensoren für alle gewünschten Sollformen zu finden. fit1 und fit2 in der Fitnessfunktion 
werden durch die Gleichung (6.3-5) bzw. (6.3-6) berechnet. Zwei Arten von Aktoren, ein grö-
ßerer (25 × 25 × 0,2 mm) und ein kleinerer (20 × 25 × 0,2 mm), werden verwendet. Für den 
größeren und den kleineren Aktor ist die Anzahl der Generationen n = 35 bzw. n = 60. Bild 6-
8 zeigt die optimale Platzierung der Aktoren und Sensoren für alle gewünschten Sollformen 
mit den größeren (Bild 6-8 a) und den kleineren Aktoren (Bild 6-8 b). Die erreichbare 
Genauigkeit ist in der Tabelle 6-2 und 6-3 für die größeren bzw. die kleineren Aktoren ange-
geben. 
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Tabelle 6-2: Die erreichbare Genauigkeit der optimalen Platzierung mit größeren Aktoren 
|∆f|(mm) fsoll=1100 fsoll=1125 fsoll=1175 fsoll=1200 Gesamt 
Mittelwert 1.90 1.89 2.15 6.38 3.08 
Streuung 17.67 13.38 9.90 19.93 15.79 
Fitness 10219 13101 16595 7602 10598 
 
Tabelle 6-3: Die erreichbare Genauigkeit der optimalen Platzierung mit kleineren Aktoren 
|∆f|(mm) fsoll=1100 fsoll=1125 fsoll=1175 fsoll=1200 Gesamt 
Mittelwert 0.82 5.89 1.39 1.44 2.38 
Streuung 14.31 6.32 7.21 15.28 11.67 
Fitness 13220 16387 23270 11960 14229 
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Bild 6-8: Die optimale Platzierung der Aktoren und Sensoren für alle gewünschten Sollformen 
Ein Vergleich der Tabelle 6-2 mit der Tabelle 6-3 weist darauf hin, dass die kleineren (mehre-
re) Aktoren ein besseres Ergebnis (34%) als die größeren (wenige) Aktoren liefern. Die Simu-
lation hat auch gezeigt, dass die Größe der Aktoren die optimale Platzierung beeinflusst. 
Die optimale Platzierung der Aktoren und Sensoren ist abhängig von der Basisform und der 
Sollform. Es gibt unterschiedliche optimale Platzierungen für unterschiedliche Sollformen. 
Deshalb ist das optimale in der Simulation 1 erreichte Ergebnis ein Kompromiss für die gege-
benen vier Sollformen. Damit wird auch die Simulation 1 als die Gruppenanpassung bezeich-
net. Auf der anderen Seite ist der Optimierungsvorgang in der Simulation 1 nicht für Massen- 
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produktion geeignet. 
In der Simulation 2 werden zunächst die Aktoren und die Sensoren an allen Kandidatenposi-
tionen platziert. Dann wird der GA verwendet, um eine optimale Benutzung der Sensoren und 
Aktoren für jede gewünschte Sollform zu finden. Dies wird auch als individuelle Anpassung 
bezeichnet. In diesem Fall werden fit1 und fit2 in der Fitnessfunktion durch die Gleichung 
(6.3-3) bzw. (6.3-4) berechnet und auch zwei Arten von Aktoren benutzt. Bild 6-9 zeigt die 
Ergebnisse. Z. B. werden im Bild 6-9 b) die Aktoren und Sensoren, die sich in den mit 1 be-
zeichneten Spalten befinden, für alle Sollformen verwendet. Die mit 2 bis 7 bezeichneten Ak-
toren und Sensoren werden für unterschiedliche Sollformen unterschiedlich benutzt. Z. B. 
werden die mit 2 bezeichneten Aktoren und Sensoren nur für die Sollform 1 und die mit 4 
bezeichneten Aktoren und Sensoren für die Sollformen 2 bis 4 verwendet. Die erreichbare 
Genauigkeit ist in Tabelle 6-4 und Tabelle 6-5 für die größeren bzw. kleineren Aktoren aufge-
listet. 
Tabelle 6-4: Die erreichbare Genauigkeit der optimalen Benutzung mit größeren Aktoren 
|∆f|(mm) fsoll=1100 fsoll=1125 fsoll=1175 fsoll=1200 Gesamt 
Mittelwert 1.75 0.18 0.92 0.59 0.86 
Streuung 16.83 13.83 10.07 17.28 14.77 
Fitness 10766 14277 18205 11191 12795 
 
Tabelle 6-5: Die erreichbare Genauigkeit der optimalen Benutzung mit kleineren Aktoren 
|∆f|(mm) fsoll=1100 fsoll=1125 fsoll=1175 fsoll=1200 Gesamt 
Mittelwert 0.92 0.00 0.02 0.01 0.24 
Streuung 12.77 7.54 7.28 14.67 11.04 
Fitness 14608 26499 27383 13622 17737 
 
Der Vergleich der Tabelle 6-4 mit der Tabelle 6-5 weist wieder darauf hin, dass mehrere Ak-
toren besser (38%) als wenige Aktoren sind. Und der Vergleich der Tabelle 6-4 und 6-5 mit 
der Tabelle 6-2 und 6-3 ergibt, dass beide sich verbessert haben, und zwar 21% für die größe-
ren und 25% für die kleineren Aktoren. 
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Bild 6-9: Die optimale Benutzung der Aktoren und Sensoren 
Die Stellgrößen in der Simulation 1 und 2 wurden durch die Gleichung (6.3-10) berechnet. Es 
ist möglich, dass die durch die Gleichung (6.3-10) berechneten Werte größer sind als die, die 
in der Praxis erlaubt sind. Deshalb wird eine harte Schwelle d.h. 
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, 
in der Simulation 3 benutzt, um der Situation in der Praxis zu entsprechen. In der Simulation 
3 werden die kleineren Aktoren benutzt. Die anderen Bedingungen entsprechen denen in der 
Simulation 1 und lim ist gleich 100 V. Bild 6-10 zeigt die optimale Platzierung der Aktoren 
und Sensoren für alle gewünschte Sollformen mit der Schwelle. Die erreichbare Genauigkeit 
wird in der Tabelle 6-6 aufgelistet. 
Tabelle 6-6: Die erreichbare Genauigkeit der optimalen Platzierung mit kleineren Aktoren 
und der Schwelle 
|∆f|(mm) fsoll=1100 fsoll=1125 fsoll=1175 fsoll=1200 Gesamt 
Mittelwert 1.87 3.99 1.34 1.29 2.12 
Streuung 14.51 6.82 9.05 16.52 12.40 
Fitness 12211 18492 19263 11224 13774 
 
Beim Vergleich des Bildes 6-10 mit dem Bild 6-8 b) ergibt sich, dass die Beschränkung der 
Stellgrößen die optimale Platzierung beeinflusst. Dieser Einfluss ist negativ. Die erreichbare 
Genauigkeit bei der Beschränkung ist 3% schlechter als die ohne Beschränkung (Vergleich 
der Tabelle 6-6 mit der Tabelle 6-3). 
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Bild 6-10: Die optimale Platzierung der Aktoren und Sensoren für alle gewünschte 
Sollformen mit der Schwelle 
Die Simulationen zeigen, dass die optimale Platzierung der Aktoren und Sensoren ein sehr 
komplexer Vorgang ist. Viele Faktoren, z. B. die Basisform, die Sollformen, die Größe der 
Aktoren, die erlaubten Stellgrößen, die Zielfunktion, etc., beeinflussen die optimale Platzie-
rung. Die erreichbare Genauigkeit hängt sehr stark von der Position der Aktoren und Sensoren 
ab. Deshalb ist die Optimierung notwendig. 
Die Simulationen zeigen auch, dass die erreichbare Genauigkeit mit mehreren kleineren Akto-
ren besser als die mit wenigen größeren Aktoren ist. Die erreichbare Genauigkeit durch indi-
viduelle Anpassung ist viel besser als die durch Gruppenanpassung. Außerdem ist die indivi-
duelle Anpassung für ein Massenprodukt besser geeignet. 
Die Simulationen zeigen weiterhin, dass der genetische Algorithmus für die Optimierung der 
Platzierung von Aktoren und Sensoren gut geeignet ist. Der GA verlangt keine Vorausset-
zung, wie z. B. Stetigkeit, Differenzierbarkeit, etc., an die Zielfunktion der Optimierung. Da-
mit kann man die geeignete und komplexe Zielfunktion verwenden und die Optimierung 
durchführen. 
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7. Überlegungen zum Regelungsentwurf 
Bisher wurde die Datenreduktions- und Erweiterungstechnik für adaptive mechanische Sys-
teme und die Optimierung der Aktoren- und Sensorenplatzierung durch den genetischen Al-
gorithmus vorgestellt und untersucht. Durch den genetischen Algorithmus können wir fest-
stellen, wieviel oder welche Aktoren und Sensoren für das gegebene Problem notwendig sind. 
Dies ist auch im Sinne der ersten Stufe der Datenreduktion. Durch die Karhunen-Loéve-
Entwicklung im Zustandsraum können wir die benötigte Datenmenge weiter reduzieren, falls 
sie immer noch zu groß ist. 
Es bleiben noch zwei Fragen unbeantwortet. Diese sind: Wie entwirft man im reduzierten 
Raum einen stabilen Regler? Und wie kann der Regler implementiert werden? In diesem Ka-
pitel wird zunächst das Konzept der verteilten Implementierung des zentralen Reglers zum 
Beantworten der Frage zwei untersucht. Obwohl die Antwort der Frage eins nicht Hauptauf-
gabe dieser Arbeit ist, werden einige Besonderheit über den Reglerentwurf im reduzierten 
Raum erläutert und eine Methode zum Reglerentwurf im modalen Karhunen-Loéve-Raum 
wird vorgeschlagen. 
7.1. Die verteilte Implementierung eines zentralen Reglers 
Für die Formkontrolle ist eine relativ große Anzahl von Aktoren und Sensoren nötig. Obwohl 
durch die Verwendung der KLE die Daten massiv reduziert werden können, kann auf die leis-
tungsfähigen Datenverbindungen zwischen Sensoren/Aktoren und dem Regler nicht verzich-
tet werden, wenn es um einen zentralen Regler geht. Dies ist genau die Schwierigkeit der 
Implementierung eines zentralen Reglers für die Formkontrolle. Auf der anderen Seite ist der 
Entwurf eines zentralen Reglers viel einfacher als der eines verteilten Reglers. Die Datenre-
duktions- und Erweiterungstechnik macht es möglich, einen zentralen Regler verteilt zu imp-
lementieren. In diesem Abschnitt soll dieses Konzept unter folgenden Annahmen untersucht 
werden: 
1. ein stabiler, diagonaler Regler GR(s) (v×v) existiert. 
2. die Reduktions- und Erweiterungsmatrix R bzw. T sind bekannt und sie werden ent-
weder durch die Gleichung (5.3-8a) oder die Gleichungen (3.1-10a,b) und (3.1-17a,b) 
bestimmt. 
3. m Sensoren und p Aktoren sind nötig. 
Anhand dieser Annahmen gelten die Beziehungen: 
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wobei yr und ur die Messgrößen bzw. Stellgrößen im reduzierten Raum sind. 
Nun teilen wir die m Messgrößen und p Stellgrößen in k (≥ v) Gruppen. In jeder Gruppe gibt 
es mk Sensoren mit ∑
=
=
k
1i
imm und pk Aktoren mit ∑
=
=
k
i
ipp
1
. Entsprechend teilen wir die Re-
duktionsmatrix R und die Erweiterungsmatrix T auch in k Teile, so dass jedes Teil von R mk 
Spalten und jedes Teil von T pk Zeilen hat, d.h. 
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Dann wird die Gleichung (7.1-1) zu 
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Dies bedeutet, dass die Datenreduktion R y und die Datenerweiterung Tur in k Teile Ri yi bzw. 
Tiur, i = 1, 2, ..., k, unterteilt werden. Jede Teilreduktion und –erweiterung kann als ein Sub-
system betrachtet werden. 
Fall 1: Zentrale Regelung und verteilte Reduktion und Erweiterung (Bild 7-1) 
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Bild 7-1: Das Schema der zentralen Reglung und der verteilten Reduktion und Erweiterung (k = 6). 
Das mechanische System ist im Bild nicht dargestellt. 
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In diesem Fall werden v Regelalgorithmen zentral durchgeführt und die Reduktion und die 
Erweiterung werden auf k Subsysteme verteilt. Im Subsystem i wird die Teilreduktion Ri yi 
durchgeführt, die Ergebnisse (v Größen) werden zum zentralen Regler geschickt und v Stell-
größen werden vom zentralen Regler erwartet. Damit ist ein 
2kv mal Datenaustausch  (7.1-4) 
zwischen dem zentralen Regler und dem Reduktions- und Erweiterungssubsystem nötig. Falls 
der Datenaustausch als Telegramm stattfindet, können die v reduzierten Messgrößen von je-
dem Subsystem zusammengepackt werden und die Übertragung der v Stellgrößen vom zentra-
len Regler zu den einzelnen Subsystemen kann über Broadcast (d.h. eins an alle) realisiert 
werden. So genügen  
k+1 Telegramme (7.1-5) 
Fall 2: Verteilte Regelung und verteilte Reduktion und Erweiterung (Bild 7-2) 
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Bild 7-2: Das Schema der verteilten Reglung und der verteilten Reduktion und Erweiterung (k = 6, v = 4). 
Im Bild sind nur die Verbindungen mit dem Subsystem 3 angetragen. Das mechanische System ist nicht 
im Bild dargestellt.  
In diesem Fall werden v Regelalgorithmen in v von k Subsystemen realisiert. Z. B. werden die 
Regelalgorithmen 1, 2, 3 und 4 im Bild 7-2 in den entsprechenden Subsystemen 2, 3, 5 bzw. 6 
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implementiert. Im Subsystem 3 wird die Datenreduktion yr3 = R3 y3 durchgeführt. yr3 enthält 4 
Komponenten. Die eigene Komponente yr3(2) wird für eigenen Regelalgorithmus 2 verwen-
det. Die andere Komponenten yr3(1), yr3(3) und yr3(4) werden zu den entsprechenden Subsys-
temen 2, 5 und 6 gesendet. Bevor man den Regelalgorithmus 2 durchführt, muss das Subsys-
tem 3 noch auf die fremden Reduktionsteile (yr1(2), yr2(2), yr4(2), yr5(2) und yr6(2)) von den 
anderen Subsystemen warten. Nach der Ausführung des Regelalgorithmus 2 sendet das Sub-
system 3 die Stellgröße ur(2) zu den anderen Subsystemen und muss wiederum auf die frem-
den Stellgröße ur (1), ur (3) und ur (4) warten, um die Datenerweiterung durchzuführen. Damit 
ist ein 2(v+k-2) facher Datenaustausch nötig. Falls der Datenaustausch durch das Telegramm 
stattfinden soll, benötigt man nur noch 2v+k-2 Telegramme, weil die Sendung der Stellgröße 
ur(2) mit einem Telegramm über Broadcast realisiert werden kann. Dies gilt auch für die an-
deren Subsysteme, die einem Regelalgorithmus enthalten. 
Das Subsystem, das keinen Regelalgorithmus enthält, z. B. Subsystem 1 im Bild 7-2, führt die 
Datenreduktion durch, sendet die reduzierten Messgrößen yr1 zum Subsystem 2, 3, 5 und 6 
und wartet auf die zu erweiternden Stellgrößen von diesen Subsystemen. Damit braucht man 
einen 2(v-1) facher Datenaustausch bzw. 2(v-1) Telegramme. Dies gilt auch für das Subsys-
tem 4. 
Insgesamt benötigt man einen 
4vk-2k-2v fachen Datenaustausch (7.1-6) 
und 
(3v-2)k Telegramme  (7.1-7) 
für die verteilte Regelung und die verteilte Reduktion und Erweiterung. Ein numerisches Bei-
spiel wird in der Tabelle 7-1 aufgezeigt. 
Tabelle 7-1: Der Vergleich der ausgetauschten Daten und der benötigten Telegramme zwi-
schen dem Fall 1 und dem Fall 2 
k = 6 
Zentrale Regelung,  
verteilte Reduktion und Erweiterung  
verteilte Regelung,  
verteilte Reduktion und Erweiterung 
v 
Anzahl der ausge-
tauchten Daten 
Anzahl der benö-
tigten Telegramme
Anzahl der ausge-
tauchten Daten 
Anzahl der benö-
tigten Telegramme 
1 12 7 10 6 
2 24 7 32 24 
3 36 7 54 42 
4 48 7 76 60 
5 60 7 98 78 
 
Es ist offensichtlich, dass Fall 2 mehr Datenaustausch und mehr Telegramme als Fall 1 
braucht. Für eine gegebene Abtastsrate ist die Übertragungsrate im Fall 2 höher als die im Fall 
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1. Dies bedeutet, dass die zentrale Regelung mit verteilter Reduktion und Erweiterung im all-
gemeinen weniger Kosten im Kommunikationssystem verursacht oder besser anwendbar ist 
als die verteilte Regelung mit verteilter Reduktion und Erweiterung. Für manche speziellen 
Systeme, z. B. das schwach gekoppelte System oder das System, in dem der Dehnungsmess-
streifen als Sensor benutzt wird, ist die verteilte Regelung mit verteilter Reduktion und Erwei-
terung vielleicht günstiger, da in solchen Systemen durch geeignete Gruppierung ein fast au-
tonomes verteiltes Regelungssystem konstruiert werden kann.  
7.2. Der Reglerentwurf im modalen Karhunen-Loéve-Raum 
Im Kapitel 3 haben wir erwähnt, dass die Bewegung eines mechanischen Systems mit der 
Differentialgleichung 
Cxy
FuKxxDxM
=
=++ &&&  (3-1) 
beschrieben werden kann. Im Kapitel 3 haben wir auch die modale Transformation 
 Φqx =  (3.1-3) 
eingeführt, so dass die Gleichung (3-1) zu 
qCΦy
FuΦqKΦΦqDΦΦqMΦΦ
 
 
=
=++ TTTT &&&
 (7.2-1) 
wird. Die Wurzeln der Gleichung 
0)det( 2 =++ KDM λλ  
sind die Pole der offenen Regelkreise nach Gleichung (3-1). Nach der Ähnlichkeitsinvari-
anz[BAR 94] sind die Pole der Gleichung (7.2-1) gleich den Polen der Gleichung (3-1). 
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Da MΦΦ T , DΦΦT  und KΦΦT  diagonal sind, und es sei 
 vvqΦx =  mit v ≤ n (7.2-2) 
sind die Pole der Gleichung 
vv
T
vvv
T
vvv
T
vvv
T
v
qCΦy
FuΦqKΦΦqDΦΦqMΦΦ
 
 
=
=++ &&&  (7.2-3) 
gleich den ersten v Polen der Gleichung (7.2-1). 
Im Kapitel 5 haben wir die Karhunen-Loéve-Entwicklung im Zustandsraum eingeführt (s. die 
Gleichungen (5.3-7) und (5.3-8a)) 
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klx-klqkls
~ QTQPWx ==   (7.2-4) 
wobei s < n ist und die Gleichung (3-1) zu 
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 (7.2-5) 
wird. Da klqx
T
klqx −− MTT , klqx
T
klqx −− DTT  und klqx
T
klqx −− KTT auch diagonal sind, stellt es sich nun die 
Frage, ob die Pole der Gleichung (7.2-5) auch die ersten s Pole der Gleichung (7.2-1) sind. 
Zunächst schreibt man die Gleichungen (7.2-3) und (7.2-5) in der Zustandsdarstellung. Da 
vv
T
v IMΦΦ = , vvvTv 2 ΩΖDΦΦ =  und 2vvTv ΩKΦΦ =  sind, wird die Gleichung (7.2-3) zu 
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 (7.2-6) 
Ebenfalls kann die Gleichung (7.2-5) zu 
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 (7.2-7) 
umstellen, wobei sklqx
T
klqx IMTT =−− , klklklqxT klqx 2 ΩΖDTT =−−  und 2klklqxT klqx ΩKTT =−−  sind. Die 
Eigenwerte von Av und die Eigenwerte von Akl sind die Pole der offenen Regelkreise der Glei-
chung (7.2-3) bzw. der Gleichung (7.2-5), und die Pole der Gleichung (7.2-3) sind gleich den 
ersten v Polen der Gleichung (3-1). 
Nun wird angenommen, dass Gleichheit in den Gleichungen (7.2-2) und (7.2-4) gilt. Setzt 
man die beide Gleichungen zusammen, erhält man die Beziehung zwischen dem modalen 
Raum und dem modalen Karhunen-Loéve-Raum (KLR). 
klklqqklx-klq
T
vvklx-klqvv
~ QTQMTΦqQTqΦ −==⇒=   (7.2-8) 
Setzt man die Gleichung (7.2-8) in die Gleichung (7.2-6) ein, erhält man die Gleichung 
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T  ist. Weiterhin sei  1klklklkl
−= VΛVA  und 1vvvv −= VΛVA .  Man  
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erhält die Beziehung zwischen den Eigenwerten der Gleichung (7.2-7) und den Eigenwerten 
der Gleichung (7.2-6) zu 
klklqq
1
vvv
T
klqq
1
klkl VTVΛVTVΛ −
−
−
−=  (7.2-9) 
Es ist offensichtlich, dass die Eigenwerte der Gleichung (7.2-7) nicht gleich den ersten s Ei-
genwerten der Gleichung (7.2-6) sind, falls s < v ist. D.h. die Wurzeln im modalen KLR sind 
nicht dieselben im Originalraum. Mit anderen Worten: die abgeschlossenen Regelkreise sind 
definitiv nicht stabil, wenn man die Entwurfsmethode im modalen Raum, z. B. die Methode, 
die in Anhang C.5 gegeben ist, direkt im modalen KLR verwendet. 
Es ist notwendig, eine Methode zu entwickeln, mit der man die gewünschten abgeschlossenen 
Pole im Originalraum vorgeben und die Reglerparameter im modalen KLR berechen kann, 
ansonsten ist die KLE im Zustandsraum nutzlos. 
Man geht zunächst davon aus, dass der Regler im modalen KLR folgende Zustandsdarstel-
lung hat 
ccccklq
ccccc
uDxCu
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+=
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 (7.2-10) 
wobei Ac, Bc, Cc, und Dc die Reglerparameter sind. uc ist die Reglereingabe und uklq die Reg-
lerausgabe. Dann konstruiert man ein äquivalentes Regelungssystem, in dem sich die Zu-
standsvariable im modalen Raum und die Eingabe- und Ausgabevariable im modalen KLR 
befinden: 
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 (7.2-11) 
wobei R und T die Reduktions- bzw. Erweiterungsmatrix der modalen KLE ist (s. Abschnitt 
5.3). Anhand des allgemeinen Regelprinzips und Beachtung der Gleichung (5.3-8a) wird die 
Reglereingabe zu 
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v
v
vref
1
c
~
q
q
RCaPu &  (7.2-12) 
wobei aref die Sollwerte im KLR sind. Setzt man die Gleichung (7.2-12) in die Gleichung 
(7.2-10) und die Darstellung von uklq in der Gleichung (7.2-10) in die Gleichung (7.2-11) ein, 
erhält man 
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Fasst man die Gleichungen (7.2-13a) und (7.2-13c) zusammen, erhält man die abgeschlossene 
Übertragungsfunktion 
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 (7.2-14) 
wobei 
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sind. Die charakteristische Funktion der Gleichung (7.2-14) ist 
det(sI-Acl) = 0 (7.2-15) 
Die Aufgabe des Reglerentwurfs ist nun, die Matrix K zu finden, so dass alle Wurzeln der 
charakteristischen Funktion (7.2-15) links der j-Achse liegen. Diese Aufgabe kann durch fol-
gende Optimierungstechnik gelöst werden[FÖL 94]. 
{ }Jmin
K
 (7.2-16a) 
2s2v2
1i is
i
*
ii )(P
)(P))(det(w
2
1J ∑+
=
−+= ξ
ξξKGI  (7.2-16b) 
BAICG 1ii )()(
−−= ξξ  (7.2-16c) 
∏+
=
−=
s2v2
1j
jKii
* )()(P   λξξ  (7.2-16d) 
)det()(P iis AI −= ξξ  (7.2-16e) 
wobei λKj, j = 1, 2, …, 2v+2s, die vorgegebenen gewünschten Eigenwerte von Acl sind und ξi, 
i = 1, 2, …, 2v+2s, die sogenannte Stützstellen. Die vorgegebenen gewünschten Eigenwerte 
dürfen mehrfache sein, ebenso die Eigenwerte der Strecke (Gleichung (3-1)). Die Stützstellen 
dagegen, müssen nur im Wert untereinander und von allen Eigenwerten der Strecke verschie-
den sein, aber sind im übrigen beliebig. wi > 0 sind die frei wählbaren Gewichtsfaktoren.  
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Die Optimierung (7.2-16) ist nichtlinear, dadurch existiert keine formelmäßige Lösung, aber 
es existieren mehre numerische Lösungen, z. B. mit dem Optimierungswerkzeug von [MAT-
LAB]. 
Im Anhang C wurde erwähnt, dass der PID-Regler der einfachste und robusteste Regler ist. 
Im Kapitel 5 haben wir gezeigt, dass das zu regelnde System im modalen KLR diagonal und 
von der Ordnung 2 ist. Deshalb genügen s PID-Regler für s Karhunen-Loéve-Koordinaten. 
Nun schreibt man die PID-Regler (Gleichung (c-6)) um zu 
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Für s PID-Regler sind die Reglerparameter in der Gleichung (7.2-10) 
Ac = diag(Aci), Bc = diag(Bci), Cc = diag(Cci) und Dc = diag(Dci) (7.2-18) 
Die Gleichung (7.2-19) zeigt ein Beispiel für s = 2. 
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 (7.2-19) 
Nun werden die zu optimierenden Parameter von 9s2 auf 4s reduziert und das Optimierungs-
problem (7.2-16) wird zu 
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 (7.2-20) 
Darin ist das J dasselbe wie in Gleichung (7.2-16b). Die Optimierung (7.2-20) kann ebenfalls 
durch das Optimierungswerkzeug von [MATLAB] erfolgen. 
Die 2v+2s vorgegebenen gewünschten Eigenwerte von Acl enthalten 2s Eigenwerte der s Reg-
ler. Diese Eigenwerte existieren im modalen KLR und die Vorgaben sollen auch im modalen 
KLR gültig sein. Die genaue Vorgabe der Eigenwerte im modalen KLR ist schwer, weil die 
Beziehung zwischen dem abgeschlossenen modalen Raum und dem abgeschlossenen modalen 
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KLR unbekannt ist. Jedoch garantieren die Nebenbedingungen der Optimierung (7.2-20) die 
Stabilität des PID-Reglers. Damit braucht man die genaue Vorgabe der Eigenwerte des Reg-
lers nicht. Einige Nährungswerte mit kleineren Gewichtungsfaktoren wi genügen. 
Die 2v vorgegebenen gewünschten Eigenwerte von Acl sind die Eigenwerte der Strecke und 
diese sind im modalen Raum. Die genauere Vorgabe ist möglich. Wie groß v sein soll, hängt 
von der dynamischen Anforderung der zu regelnden Regelkreise ab. Falls die Bandbreite des 
abgeschlossenen Systems gleich ωcl sein soll, genügt ein minimales v, so dass  
ωcl ≤ ω(v) (7.2-21) 
wobei ω(v) die v-te Eigenfrequenz der offenen Regelkreise ist. 
Da die Eigenwerte der Strecke in den vorgegebenen gewünschten Eigenwerten von Acl auf-
tauchen dürfen, kann man die v-ten Eigenwerte der offenen Regelkreise als die vorgegebenen 
gewünschten Eigenwerte der geschlossenen Regelkreise angeben, so dass die Eigenwerte der 
geschlossenen Regelkreise, die größer als die v-ten Eigenwerte sind, gleich der Eigenwerten 
(v+1,...,n) der offenen Regelkreise sind. Da die offenen Regelkreise stabil und die geschlosse-
ne Subregelkreise mit der Ordnung 2v+2s auch stabil sind, sind die originalen Regelkreise 
stabil. D.h. durch die Optimierung (7.2-20) ist garantiert, dass der Regler, der im modalen 
Karhunen-Loéve-Raum entworfen wurde, das System (3-1) stabilisiert. 
Nun ist die Karhunen-Loéve-Entwicklung im Zustandsraum perfekt. Die KLE bietet uns ein 
reduziertes System an, in dem die Freiheitsgrade von n auf v reduziert werden, sowie die Ein-
gänge von p auf v und die Ausgänge von m auf v. Die stationäre Genauigkeit des Systems ist 
gleich der Rekonstruktionsgenauigkeit der Zielformen. Wie stark die Reduzierung erfolgen 
kann, hängt nur vom Interesse des Benutzers ab. Wenn man nur an wenigen Steuerzielen bzw. 
einer geringen Variation der vorgegeben Form interessiert ist, kann die Reduzierung ziemlich 
groß sein. Das reduzierte System ist entkoppelt. Obwohl die Theorie keine Garantie gibt, dass 
der im reduzierten Raum entworfene Regler das unreduzierte System stabilisiert, kann man 
durch Verwendung der Optimierung (7.2-20) eine solche Garantie gewährleisten. 
Dennoch hängt ein guter Einsatz der KLE im Sinne des Reglerentwurfs von den Vorgaben 
zweckmäßiger Eigenwerte ab. Wie gut die Vorgaben sind, kann man nicht mit einigen For-
meln bestimmen. Man braucht Gefühl und Erfahrung wie bei den übrigen Reglerentwurfsme-
thoden. 
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8. Experimentelle Untersuchungen und Ergebnisse 
Bislang haben wir die Datenreduktions- und Erweiterungstechnik für adaptive mechanische 
Systeme und den Reglerentwurf im reduzierten Raum vorgestellt und untersucht. Die KLE 
bietet uns eine Methode an, das System in den Freiheitsgraden (n auf v) sowie im Eingang (p 
auf v) und im Ausgang (m auf v) zu reduzieren. Die stationäre Genauigkeit des Systems ent-
spricht der Rekonstruktionsgenauigkeit der Zielformen. Wie stark die Reduzierung erfolgen 
kann, hängt nur von den Zielvorgaben des Benutzers ab. Wenn man nur an wenigen Steuer-
zielen interessiert ist, könnte die Reduzierung ziemlich groß sein. Die im Abschnitt 7.2. vor-
gestellte Methode garantiert, dass der im reduzierten Raum entworfene Regler das unreduzier-
te System stabilisiert. 
Bislang basieren diese Ergebnisse nur auf der Theorie und Simulation. In diesem Kapitel 
werden experimentelle Untersuchungen zur Anwendung der beschriebenen Methoden vorge-
stellt. Die Ergebnisse bestätigen die Richtigkeit dieser Methode. 
Aus technischen Gründen werden die Ergebnisse der optimalen Platzierung der Aktoren und 
Sensoren nicht experimentell untersucht. 
8.1. Beschreibung des Versuchsaufbaus 
Das Versuchsobjekt ist eine eindimensionale parabelförmige Platte mit dem Maß 
800×100×1,5 mm (Bogenlänge × Breite × Dicke). Das Grundmaterial besteht aus Messing. 
Die parabelförmige Platte wird am Mittelpunkt (in x-Richtung) befestigt (s. Bild 8-1).  
Aus technischen Gründen wurde die Platzierung der Aktoren und Sensoren nicht durch den 
genetischen Algorithmus optimiert, sondern sie wurden einfach gleichmäßig verteilt. Die Pie-
zokeramikstäbe vom Typ P-810.10 von der Firma Physik Instrument wurden als Aktoren und 
die Dehnungsmesssteifen als Sensoren benutzt. Da die Form der parabelförmigen Platte nur in 
x-Richtung geändert werden soll, wurden die Aktoren in y-Richtung auch gleichmäßig verteilt 
und gruppiert. D. h. die Aktoren mit der gleichen x-Koordinate werden in einer Gruppe, so-
wohl physikalisch als auch elektronisch zusammengefasst. Es gibt neun solche Gruppen. Jede 
Gruppe wird als ein unabhängiger Aktor bezeichnet. Der Abstand zwischen der Mitte der 
zwei unabhängigen Aktoren beträgt 80 mm. Das Material der Vierkante besteht aus Alumini-
um. Die Dehnungsmessstreifen werden in der Mitte (y-Richtung) und unter den Aktoren posi-
tioniert.  
Ein 3D-Meßsystem[CAL 01, ALB 98] mit zwei Kameras wird benutzt, um die Formverände-
rung des Versuchsobjekts zu messen. Durch das 3D-Meßsystem werden je Messung 26 Posi-
tionen (die schwarzen Kreise im Bild 8-1c)) auf der Oberfläche vermessen[ALB 98]. Basie-
rend auf den gemessenen 3D-Koordinaten der 26 Punkte wird ein mathematisches 3D-Modell 
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der Plattenoberfläche ermittelt. Anhand dieses 3D-Modells können beliebig feinere Gitter-
punkte erzeugt und dann gemäß der Gleichung (6.3-2) die Brennweite berechnet werden. 
Kamera 1
Aktoren: 9 unabhängig PZS (P-810.10) Sensoren: 10 DMS
Vierkant
800 mm 80 mm 25 mm
a1 a2 a4 a5 a6 a7 a8 a9
z
y
x
s10
s9
s8s7
s6s5s4s3
s2s1
a3
10
0 
m
m
Kamera 2
  a) 
   b) 
 
  c) 
            
1 1
1: Alu-Vierkant (10 x 10)
2: Piezostabaktor P 810.10 
3: M2-Justageschraube mit 
    Feingewinde (0,25) 
4: Messingblech (1,5 mm) 
5: Dehnmessstreifen (350 ) Ω
6: M3-Befestigungsschraube 
2 3
4 5 66                      d) 
Bild 8-1: Schema und Photo des Versuchsaufbaus; a) Schema; b) Sicht von oben; c) Frontansicht; d) Aktorbe-
festigung 
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In der Basisform (alle unabhängigen Aktoren mit 50 V) hat die parabelförmige Platte gemäß 
der Gleichung (6.3-2) etwa 2261 mm Brennweite. Das Ziel des Versuches ist es, die Brenn-
weite zwischen 2240 mm und 2300 mm zu variieren. Das Schema (a)), die Sicht von oben 
(b)), die Frontansicht (c)) und die Aktorbefestigung (d)) sind im Bild 8-1 angegeben. Die Ma-
terialdaten vom Grundkörper, Vierkant und P-810.10 sind in der Tabelle 8-1 aufgelistet. 
Tabelle 8-1: Materialdaten 
 Dichte (g/cm³) Elastizitätsmodul (N/mm²) Poisson'sche Zahl 
Messing 8.50 1.12x105 0.333 
Aluminium 2.72 0.75x105 0.330 
 Dichtung (g/cm³) Elastizitätsmodul (N/mm²) Piezoelektr. Konst. 
P-810.10 2.56 3.07x103 4.61x102(N/(Vm)) 
 
8.2. Hysteresekompensation an Piezokeramikstabaktoren 
Piezokeramikstabaktoren haben eine mehrdeutige statische Kennlinie, eine in ihrer Breite und 
Neigung aussteuerungsabhängige Hysterese. Um das lineare Finite-Element-Modell (FEM) 
zu verwenden, ist es nötig, die Hysterese zu kompensieren. 
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 a) Hysterese der Piezostabaktoren b) Inverse Hysterese der Piezostabaktoren 
Bild 8-2: Hysterese und inverse Hysterese der Piezostabaktoren. 
Es sei y = f(x) die Hysterese der Piezostabaktoren, wobei x die Aktoreingabe und y die Deh-
nung ist. Die Aufgabe der Kompensation ist es, eine Funktion x = g(u) zu finden, so dass die 
Funktion f(g(u)) linear ist (die (rote) Strichlinie im Bild 8-2 a)), wobei u die Reglerausgabe 
ist. Die Funktion x = g(u) kann aus Bild 8-2 a) prinzipiell bestimmt werden. Wenn die Akto-
reingabe z. B. von 0 V bis 60 V reicht, ist der Dehnungssignal etwa 10 mV. Falls die Akto-
reingabe von 100 V herunterfährt und der Dehnungssignal 10 mV bleiben möchte, muss die 
Aktoreingabe nicht 60 V, sondern etwa 50 V sein(s. Bild 8-2 b). Führt man diesen Vorgang 
für jeden Punkt auf der Hysteresekurve durch, erhält man die inverse Hysterese(s. Bild 8-2 
b)). 
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In der Literatur [BER 01] und [DÖS 97] wird folgendes Modell sowohl für die Hysterese als 
auch für die inverse Hysterese vorgestellt: 
)e1)(xxsgn(keh)h,xx(h
)h,xx(h)x(fy
u1u1 xxk
u2
xxk
uuu
uu
−−−− −−+=−
−+=
 (8.2-1) 
wobei f(x) eine zu bestimmende eindeutige, nichtlineare Funktion und die Funktion h() der 
verbleibende mehrdeutige Rest ist. xu ist der sogenannte Umkehrpunkt des Eingangssignals 
und hu = h(x = xu) ist der Funktionswert des mehrdeutigen Rests am Umkehrpunkt. sgn() ist 
die Vorzeichenfunktion. k1 und k2 sind die zu bestimmenden Konstanten. 
Die Gleichung (8.2-1) zeigt, dass die Funktion h() symmetrisch und der Abstand zwischen 
den Umkehrpunkten und der Funktion f() gleich ist (siehe die (grüne) durchgezogene Linie 
mit „+“ im Bild 8-3c). Mit anderen Worten ist die durch die Gleichung (8.2-1) dargestellte 
Hysterese eine um die nichtlineare Funktion f() symmetrische Funktion.  
Dies führt zu einer Skizze, wie man die Funktion f() bestimmen kann: 
1. Berechnung der Mittelpunkte (die (magenta) „*“ Punkte im Bild 8-3 a)) 
2. Berechnung der Abstände zwischen den Mittelpunkten und den Umkehrpunkten (die 
(grünen) „+“ Punkte im Bild 8-3 a)) und ihrem maximalen Wert. 
3. Festlegung der Punkte (die (braunen) „o“ Punkte im Bild 8-3 a)), die auf der Funktion 
f() liegen sollen, mit dem maximalen Abstand zu den Umkehrpunkten. 
4. Finden der Funktion f() durch die kleinste quadratische Spline-Approximation (der 
3ten Ordnung).  
Bild 8-3 b) zeigt das durch die oben genannte Methode aus der gemessenen Hysterese (Bild 
8-3 a)) gewonnene Hysterese-Modell mit k1 = 0.051 und k2 = 17.151. Der Vergleich des Bilds 
8-3 a) und b) zeigt, dass die durch die Gleichung (8.2-1) dargestellte Hysterese sehr nahe an 
der gemessenen Hysterese liegt. Aber der Vergleich der h() Funktion zwischen der gemesse-
nen Hysterese – f() und der berechneten Hysterese – f() weist darauf hin, dass das durch die 
Gleichung (8.2-1) dargestellte Hysterese-Modell noch einen relativ großen Fehler enthält. 
Dieser Fehler ist für unsere Anwendung noch zu groß, deshalb wird das Hysterese-Modell 
(8.2-1) verbessert. 
Der Hauptgrund des Fehlers ist, dass die gemessene Hysterese nicht um die Funktion f() 
symmetrisch ist. Deshalb werden im verbesserten Modell bei der steigenden und fallenden 
Eingabe unterschiedliche Konstanten k1 und k2 verwendet. Außerdem wird eine Funktion 
fk2(x,xu) für jeden Umkehrpunkt eingefügt, um den Unterschied zwischen der gemessenen und 
berechneten Hysterese zu korrigieren. 
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a) Das Prinzip der Berechnung der Funktion f() 
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b) Das durch Gl. (8.2-1) beschriebene Hysteresemodell 
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c) Die gemessenen((blaue) durchgezogene Linie) und       d) Die gemessenen ((blaue) durchgezogene linie) und  
     berechneten (grüne) durchgezogene Linie mit „+“)            verbessert berechneten(grüne) durchgezogene Linie  
  h() Funktionen                                                                     mit „+“) h()Funk tionen 
Bild 8-3: Das Prinzip der Hysterese-Modellbildung 
Bild 8-3 d) zeigt die gemessenen und die durch das verbesserte Hysterese-Modell (8.2-2) be-
rechneten h() Funktionen. Bild 8-4 zeigt die gemessene Hysterese des Aktors a5 vor und nach 
der durch das verbesserte Hysterese-Modell (8.2-2) durchgeführten Kompensation. Die Ta-
belle 8-2 listet die maximale Hysterese vor und nach der Kompensation auf. 
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   a) vor der Hysteresekompensation        b) Nach der Hysteresekompensation 
Bild 8-4: Darstellung des Ergebnisses der Hysteresekompensation des Aktors 5  
 
Tabelle 8-2: Die maximale Hysterese aller Aktoren vor und nach der Kompensation 
Hysterese (mV) a1 a2 a3 a4 a5 a6 a7 a8 a9 
Vor Komp. 35 32 33 38 38 30 35 35 35 
Nach Komp. 4 4 6 4 3 4 4 2 5 
 
8.3. Modellbildung und –verifikation 
Nach der Hysteresekompensation werden die 3D geometrischen Daten im ruhenden Zustand 
(alle Aktoren mit 50 V) gemessen. Anhand dieser Daten werden zwei FE-Modelle mit 3D-
Elementen, eines für die linke Seite und ein zweites für die rechte Seite, konstruiert. Jedes 
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Modell hat 2989 Freiheitsgrade. Das linke Modell hat 5 Ein- und Ausgänge und das rechte hat 
4. Zur Verifizierung des statischen Verhaltens werden die einzelnen unabhängigen Aktoren 
aktiviert (0 V und 100 V), die durch die FE-Modelle berechneten Verformungen werden mit 
den durch das 3D-Messsystem gemessenen Ergebnissen verglichen und die Parameter der FE-
Modelle werden aktualisiert. Tabelle 8-3 zeigt die Endergebnisse nach der Anpassung. Dabei 
wird der Fehler ε entsprechend %100n)( 2MessemMessenModell ×= ∑ −ε  berechnet. Bild 8-5 zeigt die 
berechnete und gemessene Verformung (Bild 8-5 a)) und die Abweichung (Bild 8-5 b)) bei 
den Aktoren a5 und a6 mit 100 V Eingabe an.  
 
Tabelle 8-3: Die Endergebnisse nach der Anpassung. 
 
a5a6 a4a7 a3a8 a2a9 a1 
+ 50 V (100V) 3.97 2.77 3.09 4.56 2.37 
- 50 V ( 0V) 2.47 3.13 2.87 4.13 2.76 
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   a) Absolute Verformung        b) Abweichung zwischen der gemessenen und der 
               berechneten Verformung 
Bild 8-5: Modellberechnung und 3D Messung für a5a6 = 100V 
 
Nach der Verifikation des statischen Verhaltens werden die durch das im Anhang B.3 vorge-
stellte Modell berechneten Dehnungssignale mit den gemessenen verglichen, weil die Mo-
dellparameter, z. B. der Verstärker, die Empfindlichkeit des Materials und die effektive Länge 
bzw. Breite des Dehnungsmessstreifens (s. Gleichung (b-11)), durch die Kalibrierung be-
stimmt werden müssen. Tabelle 8-4 listet den relativen Fehler der Dehnungssignale nach der 
Kalibrierung auf. Der Fehler wird wie in Tabelle 8-3 berechnet. 
Tabelle 8-4: Der relative Fehler der Dehnungssignale nach der Kalibrierung 
 s1 s2 s3 s4 s5 s6 s7 s8 s9 
ε (%) 2.41 2.85 1.26 0.5 2.05 1.79 0.69 1.55 1.65 
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8.4. Durchführung der KLE, Reglerentwurf und Sollwertberechnung 
Nach der Modellverifikation erhält man ein lineares Modell. Anhand dieses Modells wird die 
KLE im Zustandsraum durchgeführt. Da die Konstruktion der Aktoren (s. Bild 8-1 a) und d)) 
die Verdrehung nicht überwinden kann und im Versuchsobjekt eine mechanische schwer 
kompensierbare Verdrehung existiert8-1, können die berechneten Sollformen nicht direkt als 
die repräsentative Menge für die KLE verwendet werden. Deshalb werden die auf die beste-
hende Verdrehung bezogenen Deformationen, die durch aktive einzelne Aktoren mit der mi-
nimalen und maximalen Spannung erzeugt wurden, als die repräsentative Menge für die Be-
rechnung der KLE benutzt. Anhand des Ergebnisses des Abschnitts 5.3.2 genügt es, jeweils 5 
und 4 orthogonale Funktionen zu berechnen. Tabelle 8-5 listet jeweils 10 entsprechenden 
KLK auf. 
Tabelle 8-5: Die KL-Koeffizienten des linken und rechten Modells 
 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 
links 62.12 1.07 0.18 0.03 0.01 9×10-15 9×10-15 7×10-15 7×10-15 7×10-15 
rechts 74.19 1.42 0.24 0.04 9×10-14 9×10-15 9×10-15 8×10-15 8×10-15 8×10-15 
 
Die ersten zwei orthogonalen Funktionen der beiden Modelle werden benutzt, um das origina-
le Modell zu reduzieren. Damit ist der Rekonstruktionsfehler, auch der stationäre Fehler, 
gleich 0.21 für das linke und 0.28 für das rechte Modell. Anhand der Gleichungen (5.3-1), 
(5.3-2) und (5.3-8) werden die Transformationsmatrizen Rkl, T und P
~  ermittelt: 
Linkes Modell: 



×××××−
×××××= −−−−−
−−−−−
32333
33322
kl 109034.4106000.2101673.2100367.2104274.2
101101.1103894.5102275.7100519.2105057.2
       
           
R  (8.4-1) 



×−×−×−×−×
××××= 23333
2122
T
107665.31099.3103273.1108922.3105367.4
7670.610002.1101848.6108441.6102647.7
      
                         
T  (8.4-2) 



−
−=
      
  
11360488.4
199.992.1136~P ,   


×−
−=× −−    . 
               
80578101379.3
7688.08041.8
10~ 2
41P  (8.4-3) 
Rechtes Modell: 



××××−
×−×−×−×−= −−−−
−−−−
3333
3322
kl 101291.3100590.3102488.1103118.3
103665.3102441.8108261.2108476.2
R  (8.4-4) 



×−×−×−×
××−×−×−= 3333
32
T
101383.4108531.1102985.2100701.4
108097.1100233.4109228.6109409.5
T  (8.4-5) 
                                                          
8-1: Der Grundköper selber und Ungleichheit der Aktoren sind möglich Gründe. 
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


−
−−=
      
  
4.1133559.16
33.1193.1136~P ,   


−
−−=×−
8096.812838.0
92517.07873.8
10~ 41P  (8.4-6) 
Da nur je zwei KLK verwendet werden, genügen je zwei PID-Regler im modalen KLR. Auf-
grund des Ergebnisses vom Abschnitt 7.2 werden zwei gemischte Modelle aufgebaut: 
Linkes Modell: 
343
3
kl
klq333
102557.917539.0104397.7
100063.526508.016397.0
2.16613.298
5065679.580
16.5877.1435
68286
57302
5.1474
14.273
21.229
8987.5
qQ
uqqq
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
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

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
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Rechtes Modell: 
332
3
kl
klq333
107184.118664.010469.5
109156.624303.015862.0
6.153846.295
52814584.85
39.4991.1385
67040
56997
1467
16.268
99.227
8686.5
qQ
uqqq
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Die Zustandsvariablen dieses Modells befinden sich im modalen Raum und die Ein- und 
Ausgangsvariablen befinden sich im modalen KLR. Die Regler sollen so entworfen werden, 
dass die Eigenwerte der abgeschlossenen Regelkreise (ab dem dritten) möglichste gleich den 
Eigenwerten der offenen Regelkreise (ab dem dritten) sind. Bei der Verwendung der im Ab-
schnitt 7.2 beschriebenen Optimierungsmethode ergeben sich folgende Reglerparameter 
(
N
NDIP +++= s
s
s
)s(PID ): 
Linkes Modell: 


=
57688.0-
6188.1-
P , 

=
667.21
871.18
I , 

=
02582.0
18758.0
D und 


=
368.23
6881.8
N  (8.4-7) 
Rechtes Modell: 








=
3
1-
3
1-
P , 








=
3
50
3
50
I , 








=
3
04.0
3
04.0
D  und 

=
50
50
N  (8.4-8) 
Da die Konstruktion der Aktoren die theoretisch berechneten Sollformen nicht erreichen 
kann, können die durch die Gleichung (5.3-3) ( ref
T
vref xWa = ) berechneten Sollwerte im KLR 
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nicht verwendet werden. Deshalb können die Sollwerte im KLR nur durch die Simulation 
berechnet werden (s. Bild 8-6). 
Die 42 Punkte in der Mitte der parabelförmigen Platte (y-Richtung) und die Gleichungen von 
(6.3-1) bis (6.3-4) werden benutzt, um die Brennweite zu berechnen (das Element „Calfoc“ 
im Bild 8-6). Die berechnete Brennweite wird im „Anzeiger“ angezeigt (s. Bild 8-6). Um die 
gewünschten Sollwerte im KLR zu finden, wird der Goldene-Schnitt-Algorithmus verwendet 
und die theoretische Sollbrennweite, die durch die Gleichung (5.3-3) berechnet wird, wird als 
Anfangswert benutzt. Tabelle 8-6 zeigt die so berechneten Sollwerte im KLR. 
Tabelle 8-6: Die durch die Simulation berechnete Sollwerte im KLR. 
 Brennweite (mm) Linke Seite (x < 0) Rechte Seite (x > 0) 
Etikett f  fσ  a1 a2 a1 a2 
2240 2240.1 131 2.3559 0.1731 -2.5065 0.1711 
2250 2250.1 110 1.2486 0.0918 -1.3284 0.0907 
2280 2280.0 188 -2.0008 -0.1471 2.1287 -0.1453 
2300 2300.0 335 -4.1253 -0.3032 4.3890 -0.2996 
 
8.5. Simulations- und Experimentalergebnisse 
Bild 8-6 zeigt das Simulationsdiagramm vom Werkzeug SIMULINK [MATLAB]. In der Ta-
belle 8-7 werden Namen, Bedeutungen und die verwendeten Daten aller Elemente aufgelistet. 
Die Bilder von „Graphic“ im Bild 8-6 für die Brennweite 2300 werden im Bild 8-7 noch ein-
mal gezeigt. 
Tabelle 8-7: Namen, Bedeutungen und die verwendeten Daten aller Elemente im Simulationsdiagramm 
Namen des Elements Verwirklichung Verwendete Daten 
Linkes Modell Das volle Modell der linken parabelförmigen Platte  
Rechtes Modell Das volle Modell der rechten parabelförmigen Platte  
Rkl_L Die Transformationsmatrix Rkl des linken Modells und Transformierung der Dehnungssignale zur KLK. Die Werte in (8.4-1) 
Rkl_R Die Transformationsmatrix Rkl des rechten Modells und Transformierung der Dehnungssignale zur KLK. Die Werte in (8.4-4) 
inv(Pkl_L) Abbildung der Werte vom KLR zum modalen KLR des linken Modells 
41 10~ ×−P  in (8.4-3) 
inv(Pkl_R) Abbildung der Werte vom KLR zum modalen KLR des rechten Modells 
41 10~ ×−P  in (8.4-6) 
PID L1 und PID L2 PID-Algorithmus des linken Modells PID-Parameter in (8.4-7) 
PID R1 und PID R2 PID-Algorithmus des rechten Modells PID-Parameter in (8.4-8) 
Tkl_L 
Die Transformationsmatrix T des linken Modells und 
Transformation der modalen KL-Stellgrößen zu den rea-
len Stellgrößen 
Die Werte in (8.4-2) 
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Tabelle 8-7: Namen, Bedeutungen und die verwendeten Daten aller Elemente im Simulationsdiagramm (Fortset-
zung) 
Namen des Elements Verwirklichung Verwendete Daten 
Tkl_R Die Transformationsmatrix T des rechten Modells und 
Transformation der modalen KL-Stellgrößen zu den rea-
len Stellgrößen 
Die Werte in (8.4-5) 
Step_L Sollwerte im KLR des linken Modells Werte in der Tabelle 8-6 
Step_R Sollwerte im KLR des rechten Modells Werte in der Tabelle 8-6 
Calfoc Berechnung der Brennweite und Streuung mit 42 Punkte  
Dehnung Anzeiger und Zeigen der Verläufe der Dehnungssignale  
SollIst Anzeiger und Zeigen der Verläufe der Soll- und Istwerte  
Fehler Anzeiger und Zeigen der Verläufe der Differenz zwischen Soll- und Istwerte  
U Anzeiger und Zeigen der Verläufe der Stellgrößen  
Anzeiger Zeigen der Brennweite und Streuung   
X-Y Graphic Darstellung der Verformung  
 
 
K*u
inv(Pkl_R)
K*u
inv(Pkl_L)
U 
K*u Tkl_R K*u Tkl_L 
Step_R 
Step_L 
SollIst 
Vector 
Selector 
Selector2 
Vector 
Selector 
Selector1 
K*u Rkl_RK*uRkl_L
X(n+1) = A*X(n)+Bc*Uc(n)+BdUd(n)
Y1(n) = C1*X(n)
Y2(n)=C2*X(n)
     Rechtes Modell
PID
PID R2
PID
PID R1
PID
PID L2
PID
PID L1
X(n+1) = A*X(n)+Bc*Uc(n)+BdUd(n)
Y1(n) = C1*X(n)
Y2(n)=C2*X(n)
      Linkes Modell 
  X-Y
Graphic
Fehler
Xdyn
Dynamik
Demux
Demux
Dehnung
sfcalfoc
Calfoc
2.2401e+003 
1.3132e+002 
Anzeiger 
2 
2 2
2 
2
2 
2
2
2
2 
2
2
2
2
9 
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126
126
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Bild 8-6: Simulationsdiagramm auf der Basis von SIMULINK  
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Bild 8-7: Simulationsergebnis für die Brennweite 2300  
Die Simulation zeigt, dass die im reduzierten Raum und durch die Gleichung (7.2-20) entwor-
fenen Regler das System mit vollen Freiheitsgraden stabilisieren und die guten Ergebnisse 
sowohl im dynamischen (s. Bild 8-7 b)) als auch im statischen Bereich (s. Bild 8-7 a)) errei-
chen können. 
Das Mess- und Regelungssystem im Bild 8-6 wurde auf einem Rechner unter Windows NT 
mit C implementiert und die parabelförmige Platte geregelt. Nach der Stabilisierung wird die 
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geregelte Platte mit dem 3D Messsystem gemessen und die Brennweite wie in der Simulation 
berechnet. Tabelle 8-8 listet den Vergleich zwischen der Simulation und der Messung auf. 
Bild 8-8 zeigt den Vergleich der Dehnungsverläufe zwischen Simulation und Messung für die 
Brennweite 2240 (mm). 
Tabelle 8-8: Der Vergleich der Ergebnisse zwischen der Simulation und der Messung 
 Simulierte Brennweite (mm) Gemessene Brennweite (mm) 
Etikett f  fσ  f  fσ  
2240 2240.1 131 2239.0 108 
2250 2250.1 110 2248.8 117 
2280 2280 188 2283.1 145 
2300 2300.0 335 2303.4 198 
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 a) Simulierte Dehnungssignale  b) Gemessene Dehnungssignale 
Bild 8-8: Der Vergleich der dynamischen Verläufe zwischen der Simulation und der 
Messung für die Brennweite 2240 (mm) 
Der Versuch zeigt, dass die im reduzierten Raum und durch die Gleichung (7.2-20) entworfe-
nen Regler auch ohne Modifizierung das reale System stabilisieren (s. Bild 8-8 b)). Aber das 
Bild 8-8 und die Tabelle 8-8 zeigen, dass es Unterschiede zwischen der Simulation und der 
Messung sowohl im dynamischen als auch im statischen Bereich gibt. Die Gründe dafür sind 
die Modellfehler, die übrige Hysterese, etc.. Im unseren Fall ist das Modell etwas härter als 
das Versuchsobjekt. Diese Abweichung kann man durch die Modifizierung der Sollwerte 
ausgleichen. Tabelle 8-9 zeigt diese Ergebnisse. 
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Tabelle 8-9: Die verbesserten Ergebnisse der Messung durch die Modifizierung der Sollwerte 
Sollwerte Gemessene Brennweite (mm) 
Etikett f  fσ  
90% von 2240 2240.2 117 
90% von 2250 2250.0 125 
90% von 2280 2279.9 132 
90% von 2300 2300.1 144 
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9. Zusammenfassung und Ausblick 
In dieser Arbeit wird die „Datenreduktion“ in das verteilte Regelungskonzept eingegliedert 
und besonders für adaptive mechanische Systeme betrachtet. Anhand der Anforderungen bei 
der Formkontrolle in adaptiven mechanischen Systemen wurden die bestehenden Modellre-
duktions- und Regelungstechniken analysiert. Die herkömmlichen Modellreduktions- und 
Regelungstechniken sind der Aufgabe der Formkontrolle wegen der relativ großen Anzahl an 
Aktoren und Sensoren nicht in allen Fällen gewachsen. 
Die Datenreduktionstechnik wird bisher weitgehend in der Telekommunikation und Bildver-
arbeitung erfolgreich verwendet. Wegen der unterschiedlichen Randbedingungen zwischen 
Bildverarbeitung und adaptiven mechanischen Systeme wurden die bekannten Datenreduk-
tionstechniken detailliert untersucht. Obwohl die meisten Datenreduktionstechniken die 
Randbedingungen für das adaptive mechanische System nicht erfüllen können, kann das Prin-
zip von JPEG (einem etablierten Verfahren für Einzelbilder), die Verwendung der orthogona-
len Transformation, gut in adaptiven mechanischen Systemen verwendet werden. 
Eine direkte Anwendung der orthogonalen Transformation ist die Modal-Entwicklung. Die 
Modal-Entwicklung beschreibt die Eigenschaft der mechanischen Systeme. Die Modal-
Entwicklung ist unsensibel zur Art der Sensoren. Durch die Modal-Entwicklung wird das me-
chanische System entkoppelt. Die Eigenwerte des reduzierten Systems sind gleich denen des 
originalen Systems. Die Verwendung der im Abschnitt 7.2 vorgestellten Methode kann garan-
tieren, dass die im reduzierten Raum entworfenen Regler das originale abgeschlossene Sys-
tem stabilisieren. Die Modal-Entwicklung ist sensibel zum Reduktions- und Erweiterungsfeh-
ler. Wegen solcher Fehler wird der stationäre Fehler des geschlossenen Systems nicht gleich 
dem Rekonstruktionsfehler sein. Für die genauere Formkontrolle sind viele verdichtete Grö-
ßen (Modal-Koordinaten) notwendig und die Anzahl solcher verdichteten Größen ist für die 
Regelungstechnik häufig unakzeptabel. 
Um die verdichteten Größen maximal zu reduzieren, ist die Anwendung der Karhunen-Loéve-
Entwicklung im Ein- und Ausgangsraum die einfachste Methode. Die Karhunen-Loéve-Ent-
wicklung im Ein- und Ausgangsraum ist die optimierte Reduktionstechnik im Sinne des 
kleinsten quadratischen Fehlers. Die Karhunen-Loéve-Entwicklung im Ein- und Ausgangs-
raum ist unsensibel zum Reduktions- und Erweiterungsfehler und der stationäre Fehler des 
geschlossenen Systems ist gleich dem Rekonstruktionsfehler der Karhunen-Loéve-
Entwicklung der Sollformen. Die Karhunen-Loéve-Entwicklung im Ein- und Ausgangsraum 
ist sensibel zur Art der Sensoren, d.h. zur Gewinnung der Abtastpunkte der Messgrößen. Das 
durch die Karhunen-Loéve-Entwicklung im Ein- und Ausgangsraum reduzierte System ist 
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gekoppelt. Die Freiheitsgrade des reduzierten Systems sind unverändert. Ein solches System 
ist trotzdem schwierig für den Reglerentwurf. Übliche Modellreduktionstechniken können 
nicht sicher gewährleisten, aus dem System mit der sehr hohen Anzahl der Freiheitsgraden ein 
für den Reglerentwurf geeignetes Modell im Sinne der niedrigeren Freiheitsgrade zu erhalten. 
Um Vor- und Nachteile beider Methoden (Modal-Entwicklung und Karhunen-Loéve-
Entwicklung im Ein- und Ausgangsraum) miteinander zu ergänzen, wird die Karhunen-
Loéve-Entwicklung im Zustandsraum entwickelt. Die Karhunen-Loéve-Entwicklung im Zu-
standsraum ist perfekt, sie bietet uns ein reduziertes System an, in dem die Freiheitsgrade (n 
auf v) reduziert werden können. Dazu gehört im Eingang (p auf v) und im Ausgang (m auf v). 
Das reduzierte System ist entkoppelt. Die stationäre Genauigkeit des Systems ist gleich der 
Rekonstruktionsgenauigkeit der Zielformen. In welchem Umfang die Reduktion erfolgen 
kann, hängt von den Vorgaben des Benutzers ab. Wenn man nur an wenigen Steuerzielen 
bzw. einer geringen Kurvenvariation interessiert ist, kann die Reduktion erheblich sein. Die 
Verwendung der im Abschnitt 7.2 vorgestellten Methode kann garantieren, dass die im redu-
zierten Raum entworfenen Regler das originale geschlossene System stabilisieren. Die expe-
rimentellen Untersuchungen bestätigen diese Aussagen. 
 
Mechanisches
    System
Erweiterung Reduktion F
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v Sollgrößen
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   Form
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m-Sensoren
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Bild 9-1: Das verbesserte Konzept der Formkontrolle 
Die experimentellen Untersuchungen zeigen, dass der Modellfehler die Regelgenauigkeit be-
einflusst. Der Modellfehler ist in der Praxis nicht vermeidbar. Deshalb wird ein verbessertes 
Konzept unter Nutzung der Informationsfusion in Bild 9-1 vorgestellt. Im Bild 9-1 wird der 
9 Zusammenfassung und Ausblick 113
optisch gemessene Formparameter, z. B. die Brennweite, in die Regelungsschleife miteinbe-
zogen (Auch vereinfachte Messverfahren sind an dieser Stelle denkbar). Der Unterschied zwi-
schen dem Sollwert und dem gemessenen Wert wird durch die Funktion F in Sollwerte im 
Karhunen-Loéve-Raum umgewandelt, so dass der Fehler durch der Modellungenauigkeiten 
verringert werden kann, indem die vorgegebene Zielgröße wesentlich die Sollgrößen gene-
riert. 
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Anhang A: Grundlagen der Beschreibung mechanischer Systeme 
Bei phänomenologischer Betrachtungsweise lassen sich mechanische Strukturen nach ihrer 
mathematischen Beschreibungsform unterteilen in Strukturen mit verteilten Parametern und 
Strukturen mit aggregierten Parametern [JUN 93]. Während die erste Klasse durch partielle 
Differentialgleichungen (PDE) in Raum und Zeit beschrieben wird, genügen für die zweite 
Klasse von Strukturen gewöhnliche Differentialgleichungen (ODE). Diese zweite Beschrei-
bungsform ist eine Vereinfachung, die in vielen Fällen auf flexible oder starre Mehrkörpersys-
teme angewandt werden kann. 
Die Herleitung der Bewegungsdifferentialgleichungen für verteilte Systeme erfolgt mit den 
Methoden der klassischen Kinetik (Impulssatz, Schwerpunktsatz) oder der analytischen Me-
chanik (Prinzip der virtuellen Verrückungen, Prinzip von d´Alembert)[MAG 90]. Sie werden 
auf infinitesimale Massenpunkte angewandt [GÉR 97][PIL 94], um ein dynamisches Kräfte-
gleichgewicht aufzustellen. Weiterhin werden noch geometrische Zusammenhänge und Mate-
rialeigenschaften berücksichtigt. Die so erhaltenen Gleichungen werden zu einem System 
partieller Differentialgleichungen zusammengefaßt. 
A.1 Bewegungsdifferentialgleichung der mechanischen Systeme im allge-
meinen 
A.1.1 Die kinematische Gleichung—Die Beziehung zwischen Verzerrung und Ver-
schiebung 
Es werden zwei Punkte A und B mit einer infinitesimalen Länge ds in einem 3-D Festkörper 
betrachtet. Nach der Deformation bewegt sich der Punkt A nach A′ und der Punkt B nach B′. 
Vor der Deformation gilt für die Koordinaten von A (x,  y,  z) und von B (x+dx,  y+dy,  z+dz).  
A ds
dx dy
dz
x
y
y
v
y'
z
z
w
z'x
u
x'
ds'
dx' dy'
dz'B
Unverzerrter
Festkörper Verzerrter
Festkörper
B'
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Bild a-1: Deformation eines 3-D Festkörpers 
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Nach der Deformation werden die Koordinaten von A' (x', y', z') und von B' (x'+dx', y'+dy', 
z'+dz') sein, wie im Bild a-1 gezeigt wird. Die Länge ds eines Linienelements, das A mit B im 
unverzerrten Körper verbindet, ist durch die Gleichung 
2222 dzdydxds ++=  (a-1) 
gegeben. Während der Deformation wird dieses Linienelement verlängert und gedreht. Das 
neue Linienelement, das A' und B' im verzerrten Körper verbindet, hat die Länge ds', mit 
2222 zdydxdsd ′+′+′=′  (a-2) 
Die Verschiebung von Punkt A nach A' ist durch den Vektor  
[ ] [ ] TT zzyyxx)t,z,y,x(w)t,z,y,x(v)t,z,y,x(u)t,z,y,x(   −′−′−′==u  (a-3) 
charakterisiert. Ähnlich ist die Verschiebung von Punkt B zu B' durch u+du gegeben, wobei 
du nach der Kettenregel des Differentials dargestellt wird durch 
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Ersetzt man x', y', z' in Gleichung (a-2) durch Gleichung (a-3) und benutzt man die Gleichung 
(a-1) ergibt sich die Gleichung 
22222 dwdvdu)dwdzdvdydudx(2dssd +++++=−′  (a-5) 
Der Ersatz des totalen Differentials der Gleichung (a-4) in Gleichung (a-5) führt zu 
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Man sollte beachten, dass 22 dssd −′  null ist, wenn es keine relative Verschiebung zwischen 
den Punkten A und B gibt, während sie nach A′ und B′ bewegt werden. Dies heißt Starrkör-
perverschiebung. Für 22 dssd −′  ungleich Null ändert sich die Länge des Linienelements ds, 
d.h. der Festkörper ist gespannt. Daher kann 22 dssd −′  als ein passendes Maß der Deforma-
tion des Festkörpers betrachtet werden. 
Falls die Verzerrung klein ist, d.h. 1
x
u <<∂
∂ , 1
y
v <<∂
∂  und 1
z
w <<∂
∂ , können die quadratischen 
Terme in Gleichung (a-7) vernachlässigt werden. Dies führt zu der sogenannten Verzerrungs-
Verschiebungs-Beziehung: 
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    uDε                                  =  
A.1.2 Die konstitutive Gleichung—Die Beziehung zwischen Spannung und Verzerrung 
Die Spannungen σ in dem Festkörper sind mit den Verzerrungen über das sogenannte verall-
gemeinerte Hookesche Gesetz verbunden, nämlich mit 
εCσ       ]     [ == Txyxzyzzyx σσσσσσ  (a-9) 
wobei C die Elastizitätsmatrix des Materials vom Festkörper ist. Für ein isotropes Material, z. 
B. Metall, ist  
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wobei E das Elastizitätsmodul oder Young´s Modul ist und ν die Querkontraktionszahl. Für 
ein monotropes Material, z.B. Mehrschichtverbundwerkstoffe, könnte 
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sein. 
A.1.3 Oberflächenkräfte und Randbedingungen 
Die Spannungsbestandteile auf der Oberfläche, d.h. der Grenze, eines Körpers müssen im 
Gleichgewicht mit den Kräften sein, die an der Oberfläche angreifen. Die Gleichgewichtszu-
stände bekommt man durch die Betrachtung des Zustandes der Spannung an einem Punkt auf 
der Oberfläche. Nehmen wir an, dass ein kleines Element auf der Oberfläche eines Körpers 
mit einem Einheitsnormalenvektor a (außen positiv) liegt. Es definiert seine Orientierung in 
Bezug auf das Koordinatensystem. Der Richtungskosinus der Normalen ist a = [ax,ay,az]T. Der 
Vektor der Spannung (Kraft) auf der Oberfläche ist gegeben durch p = [px, py, pz]T, der aus 
den Spannungen im Element resultiert, kann in den Spannungen durch den Richtungskosinus 
zxzyyzxx aaap σσσ ++= x  ausgedrückt werden. Diese Verhältnisse gelten für jeden Punkt 
auf der Oberfläche. Ähnliche Relationen gelten für die anderen Bestandteile von p.  
In der Zusammenfassung sind 
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                                                               σAp T=  (a-11b) 
-  
Bild a-2: Die Oberfläche S eines Körpers wird in zwei Oberflächen Su und Sp aufgeteilt. Das Symbol Su kenn-
zeichnet Regionen mit bekannten Verschiebungen, während Sp alles andere bezeichnet, einschließlich 
jener Teile der Oberfläche, an denen angewandte Kräfte auftreten. 
Wenn die Oberflächenkräfte (pro Flächeneinheit) von außen aufgewendet werden, werden sie 
als vorgeschriebene Oberflächenzugkräfte p  bezeichnet. Nehmen wir an, dass die vollständi-
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ge Oberfläche des Körpers S ist, und dass jene Teile der Oberfläche mit vorgeschriebenen 
Zugkräften als Sp bezeichnet werden. Der Rest der Oberfläche, d.h. S-Sp, wird als Su bezeich-
net, um anzuzeigen, wo vorgeschriebene Verschiebungen u  erscheinen (Bild a-2).  
A.1.4 Das Prinzip der virtuellen Arbeit und das dynamische Gleichgewicht 
Die Arbeit aufgrund der Verzerrung eines Körpers ist definiert durch 
∫−= V Ti dV21W     σε  (a-12) 
Die durch die (externen) vorgeschriebenen Kräfte getane Arbeit kann durch 
∫∫ += V TS Te dV21dS21W  *V p  pupu  (a-13) 
dargestellt werden, wobei *Vp  die vorgeschriebene (angewandte) Körperkraft ist. 
Die virtuelle Arbeit eines verzerrbaren Körpers wird dann beschrieben durch die Gleichung 
∫∫∫ −+=+= V TV TS Tie dV21dV21dS21WWW   *V        p σεpupu δδδδδδ  
Das Prinzip der virtuellen Arbeit gibt an, dass ein verzerrbarer Körper im Gleichgewicht ist, 
wenn die virtuelle totale Arbeit für jede unabhängige kinematische zulässige virtuelle Ver-
schiebung gleich null ist, d.h. 
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Nach dem Prinzip von d´Alembert wird ein dynamisches Problem in ein äquivalentes stati-
sches Gleichgewichtsproblem umgewandelt, indem die Trägheit als Körperkraft verwendet 
wird. 
Man erhält so die Gleichung 
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wobei Vp  die angewandten restlichen Körperkräfte sind.  
Nun betrachten wir zunächst das Integral ∫S T dS   puδ . Setzt man die Gleichung (a-11) ein, 
berechnet sie und sortiert sie nach ax, ay, und az, erhalten wir 
( )( )( )∫∫ 
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
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σδσδσδ
σδσδσδ
σδσδσδ
δ pu  (a-15) 
Nach dem integralen Satz von Gauß, ( ) ∫∫ 



∂
∂+∂
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V
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dSavavav
  
      ,  
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wird die Gleichung (a-15) zu 
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Beim Vergleich mit der Gleichung (a-8) erhalten wir 
∫∫∫ += V TV TTS T dVdVdS           σεσDupu δδδ  
Weil S = Sp + Su ist, gilt 
∫∫ ∫∫ −+= V TTS S TTV T dVdSdSdV             p u σDupupuσε δδδδ  (a-16a) 
oder  
( ) ∫∫ ∫∫ −+= V TTS S TTV T dVdSdSdV             p u σDupupuσDu  (a-16b) 
Setzen wir die Gleichung (a-16a) in Gleichung (a-14) ein und ordnen wir die Terme um, er-
halten wir 
( ) 0dS
2
1dV
t2
1dS
2
1W
S
T
V 2
2
TT
S
T =−



∂
∂−++−= ∫∫∫
up   
V 
  
 
   puupσDuppu δρδδδ  
Zulässige virtuelle Verschiebungen müssen (kinematischen) Verschiebungsrandbedingungen 
genügen, d.h. die Verschiebung u auf dem Teil der Oberfläche Su muss gleich der vorge-
schriebenen Verschiebung u  sein. 
uu =  auf Su (a-17) 
So wird das Integral 0dS
S
T =∫
u 
  puδ . Damit erhalten wir 
( ) 0dV
t2
1dS
2
1W
V 2
2
TT
S
T =



∂
∂−++−= ∫∫  V     p upσDuppu ρδδδ  (a-18) 
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Weil die virtuellen Verschiebungen δu im Volumen V und auf der Oberfläche Sp in Gleichung 
(a-18) beliebig sind, bekommen wir die Darstellung für das dynamische Gleichgewicht eines 
Körpers im Volumen V und auf den Oberflächen Sp. 
2
2
T
tV ∂
∂=+ upσD ρ  in V (a-19a) 
pp =   auf Sp (a-19b) 
Die Gleichung (a-19b) ist die mechanische oder statische (Kraft-, Spannungs-) Randbedin-
gung. 
Setzen wir das dynamische Gleichgewicht (a-19a), die konstitutive Gleichung (a-9) und die 
kinematische Gleichung (a-8) zusammen, erhalten wir die Bewegungsdifferentialgleichung 
eines mechanischen Systems zu 
2
2
TTT
t
v vv ∂
∂=+=+=+ uPCDuDPCεDPσD ρ  in V (a-20a) 
und die entsprechende statische Spannungsrandbedingung zu 
pCDuACεAσAp ==== TTT    auf Sp (a-20b) 
A.1.5 Die allgemeine Lösung der Bewegungsdifferentialgleichung mit freier Schwin-
gung—Die Eigenmodi des mechanischen Systems 
Nun betrachten wir die allgemeinen Lösungen dieser Gleichung. Zuerst wird der Fall berück-
sichtigt, in dem keine externen Kräfte angewandt werden, d.h. 0=Vp , 0=p  und 0=u . In 
diesem Fall können wir eine harmonische Bewegung annehmen, d.h. 
( ) ( ) tcosz,y,xt,z,y,x  ωuu =  
Die Bewegungsdifferentialgleichung und die Randbedingung werden zu 
p
T
2T
Sauf0
Vin0
               
      
=
=+
CDuA
uCDuD ρω
 (a-21) 
Ähnlich wird die virtuelle Arbeit (durch die Benutzung der Gleichungen (a-18) und (a-16b)) 
zu 
( )( ) 0dV
2
1W
V
T2T =+= ∫  uuCDuDu ρωδδ  (a-22) 
Das homogene System der Gleichung (a-21) und die dazugehörige virtuelle Arbeit (a-22) de-
finieren ein Eigenwertproblem. Seine Eigenwerte (unendlich viel) werden mit 
L
L
≤≤≤≤ 321
321
0
,,,
ωωω
φφφ
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bezeichnet. Die Eigenvektoren ∞= ,,2,1   , Liiφ , sind die Eigenmoden des mechanischen 
Systems (Gleichung (a-21)). 
Es wird gezeigt, dass die Eigenvektoren ∞= ,,2,1i,i L   φ , zu einander orthogonal sind. Die 
Gleichung (a-20) wird für den i-ten Mode zu 0i
2
ii
T =+ φCDφD  ρω . Multiplizieren mit Tjφ  
von links und Integrieren über das Volumen, ergibt die Gleichung 
0dVdV
V i
T
j
2
iV i
TT
j =+ ∫∫     φφCDφDφ ρω  
Nach der Gleichung (a-16b), unter Beachtung der Integrale   
p ∫ =S T 0dSpu und 0dSS T =∫ u pu   
und den jetzigen Bedingungen (ohne externe Kräfte), wird die Gleichung zu 
( ) 0dVdV
V i
T
j
2
iV i
T
j =− ∫∫     φφCDφDφ ρω  (a-23) 
Ähnlich können wir für den j-te Mode dasselbe machen 
( ) 0dVdV
V j
T
i
2
jV j
T
i =− ∫∫    φφCDφDφ ρω  (a-24) 
Ziehen wir die Gleichung (a-24) von der Gleichung (a-23) ab und beachten wir, dass das In-
tegral ( ) ( ) dVdV
V j
T
iV i
T
j ∫∫ =   CDφDφCDφDφ  ist, bekommen wir ( ) 0dVV iTj2i2j =− ∫   φφρωω . 
Falls ji ωω ≠  für  i ≠ j , erhalten wir 0dVV iTj =∫   φφρ  und so ist also ( ) 0dVV iTj =∫ CDφDφ . 
Für  i = j definieren wir iV i
T
i mdV =∫   φφρ  und ( ) iV iTi kdV =∫ CDφDφ , wobei mi als modale 
Masse bzw. ki als modale Steifigkeit bezeichnet ist. Es kann also gezeigt werden, dass die 
Eigenmoden mit einer mehrfachen Eigenfrequenz linear unabhängig sind und folglich können 
sie so ausgewählt werden, dass sie orthogonal sind. Daher können wir die Orthogonalität der 
Eigenmodi zusammenfassen zu 
( )


=
≠=


=
≠=
∫
∫
jik
ji0
dV
jim
ji0
dV
i
V i
T
j
i
V i
T
j
 
 
 
  
CDφDφ
φφρ
i
i
m
k
mit =i  ω ∞= ,,2,1j,i, L    (a-24) 
 
A.1.6 Die allgemeine Lösung der Bewegungsdifferentialgleichung der erzwungenen 
Schwingung 
Nun betrachten wir den Fall, bei dem die externe Kräfte einwirken, d.h. Vp , p  und u  sind 
nicht mehr gleich Null. Es ist zweckmäßig, die Verschiebungen im quasi statischen und im 
dynamischen Teil zu zerteilen, um die Antwort auf die räumlichen Randbedingungen von der 
Antwort auf die Körperbelastung zu trennen,  
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( ) ( ) ( ) ( ) ( ) ( )∑∞
=
+=+=
1i
iiqsdynqs z,y,xtqt,z,y,xt,z,y,xt,z,y,xt,z,y,x φuuuu  
wobei qi(t) die zum Eigenmode ϕi zugehörige normale Koordinate ist. Die quasi statische 
Verschiebung resultiert aus der Anwendung der nicht homogenen Randbedingungen 
uqs
pqs
T
qs
T
Sauf
Sauf
Vin0
  
  
     
uu
pCDuA
CDuD
=
=
=
 (a-25a) 
Während sich die dynamische Verschiebung aus der Anwendung der homogenen Randbedin-
gungen 
udyn
pdyn
T
Sauf0
Sauf0
            
  
=
=
u
CDuA
 (a-25b) 
ergibt. Die quasi statische Verschiebung kann auf die Eigenmoden projiziert werden und 
durch eine lineare Kombination von den Eigenmoden und den Projektionen dargestellt wer-
den. 
( ) ( ) ( )∑∞
=
=
1i
iiqs z,y,xtat,z,y,x φu   mit ( ) dVm
1ta qsV
T
i
i
i uφ∫=   ρ  
Nun wird die gesamte Verschiebung zu  
( ) ( ) ( ) ( ) ( )( ) ( )∑∞
=
+=+=
1i
iiidynqs z,y,xtatqt,z,y,xt,z,y,xt,z,y,x φuuu   (a-26) 
Durch Einsetzen der Gleichung (a-26) in der Bewegungsdifferentialgleichung (a-20a), und 
Multiplizieren mit Tjφ von links und Integrieren über das Volumen wird die Bewegungsdiffe-
rentialgleichung zu 
( ) ( )∑∫∫∫ ∞
=
+=++
1i
2
ii
2
V i
T
jV
T
jV dynqs
TT
j td
aqd
dVdVdV
 
v
   
φφPφuuCDDφ ρ  (a-27) 
Durch Verwendung der Gleichung (a-16b) am ersten Term der Gleichung (a-27) erhält man 
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v
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Unter Berücksichtigung der Randbedingung (a-25), der Orthogonalität der Eigenmoden (a-24) 
und S=Sp+Su , erhalten wir 
( ) ( )
∞=
++=+++ ∫∫∫
,,2,1j
dVdSdSaqk
td
aqdm
V
T
jS
TT
jS
T
jiij2
ii
2
j
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L                                                                                                  
v
    
PφuCDAφpφ  (a-28) 
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Die Gleichungen (a-28) sind unendlich viele und von einander unabhängige ordentliche Dif-
ferentialgleichungen. Sie können einzeln gelöst werden. Setzen wir dann die einzelne Lösung 
von qi(t)+ai(t) in der Gleichung (a-26) ein, haben wir die allgemeine Lösung der erzwungenen 
Schwingung des mechanischen Systems. 
Man sollte beachten, dass die obige allgemeine Lösung nur in der Theorie von Bedeutung ist, 
weil die Eigenmode iφ  im allgemein nicht durch eine analytische Formel dargestellt werden 
kann. Aber sie zeigt die Existenz der Eigenschaften der mechanischen Systeme und den Weg 
zur Lösung. 
A.2 Ein Balken als Beispiel 
Im Rahmen der Balkentheorie werden unter der Voraussetzung einer Biege- und Längskraft-
beanspruchung in der (x—z)-Ebene die folgenden kinematischen Hypothesen eingeführt: Ein 
in seiner Ebene als starr betrachteter Querschnitt kann sich in Richtung der Balkenachse x und 
der Achse z verschieben sowie um die y-Achse verdrehen. Er hat somit den kinematischen 
Freiheitsgrad 3 (Bild a-3). 
A
A'
A''
B
B'
B''
o
o'
xy
z
Querschnittsneigung
Querschnittsverdrehung
∂
∂
w(x)
x
θ (x)
w(x)
u (x)0 
u(x)  
Bild a-3: Verformungskinematik des Balkens in der (x—z)-Ebene 
Von den kinematischen Hypothesen wird die Verschiebung in Richtung y nicht berücksich-
tigt. Nach der Taylorentwicklung der Verschiebungen in Richtung x und z um die Mittelflä-
che (z = 0) folgen die Verschiebungsgleichungen  
)t,x(w)t,0,x(w)t,z,x(w
)t,x(z)t,x(u
x
)t,0,x(uz)t,0,x(u)t,z,x(u
0
00
==
−=∂
∂−= θ  (a-29) 
u0(x,t) ist die Verschiebung der Punkte der Balkenachse in Richtung x. Man erkennt, dass 
durch die Vereinfachung der wirklichen Verformungskinematik die Größen u0(x,t), θ0(x,t) und 
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w0(x,t) unabhängig von y und z sind. In Gleichung (a-29) entspricht der Ansatz für u(x,z,t) 
einer linearen und für w(x,z,t) einer konstanten Approximation der realen Verschiebungen. 
Setzt man die Verschiebung (a-29) in der kinematischen Gleichung (a-8) ein, erhält man 
0,0,
x
)x(w
0,0,
x
z
x
)x(u
yzxy0xz
zy
00
x
==∂
∂+−=
==∂
∂−∂
∂=
εεθε
εεθε
     
     
 (a-30a) 
Es ist somit nur eine Dehnung und eine Schubverzerrung von Null verschieden. 
x
)x(w)x()x(),x(z)x()z,x( 0xz0x0x ∂
∂+−=−= θεκεε    (a-30b) 
ε0x(x) = εx(x,0) ist die Dehnung der Balkenachse, x
)x(
)x( 00 ∂
∂= θκ  ihre Krümmung. Die nähe-
rungsweise Berücksichtigung der Schubverformung führt somit zu einer Drehung des eben 
bleibenden Querschnitts um die y-Achse. 
Setzt man die Verzerrungen (a-30) in die konstitutive Gleichung (a-9) für das monotrope Ma-
terial ein, erhält man 
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Es ist offensichlich, dass σy, σz , σyz und σxy nicht mehr wie εy, εz , εyz und εxy gleich Null sind. 
Aber es ist auch klar, dass σy, σz , σyz und σxy nicht unabhängige Variablen sind. Sie können 
durch σx bzw. σxz dargestellt werden. Definiert man 
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Damit können σy, σz , σyz und σxy durch 
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dargestellt werden. Es folgt 
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Somit erhält man 
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 (a-31a) 
Ähnlich erhält man für das isotrope Material 
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Die Arbeit bei einer Verformung des Balkens wird nach der Definition in Gleichung (a-12) zu 
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wobei L die Balkenlänge ist und A der Balkenquerschnitt. Definiert man weiter die Quer-
schnittkraft N, das Biegemoment M und die Schubkraft Q als 
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 (a-32) 
erhält man die Verformungsarbeit zu 
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mit [ ] [ ])x(M),x(Q),x(N)x(),x(),x( T0xzx0 == sε  und   T κεε . 
Die Beziehung zwischen der neuen definierten Dehnung ε und der Querschnittkraft s ist die 
reduzierte konstitutive Gleichung für den Balken: 
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wobei ks ein Schubkorrekturfaktor ist und 12
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2
A
2 == ∫   das Trägheitsmoment über der 
y-Achse. Hier ist h die Dicke des Balkens. Man sollte beachten, dass das Integral dAzI
A∫=    
gleich Null ist, wenn z von der Mittellinie des Balkens gemessen wird. Für das isotrope Mate-
rial wird die Gleichung (a-32a) zu 
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Die Arbeit, die durch die Trägheit verursacht wird (3. Term in Gleichung (a-14)), wird für den 
Balken zu 
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mit den neu definierten Matrizen  
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Beachtet man die Gleichung (a-30), erhält man die reduzierte kinematische Gleichung für den 
Balken 
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Der tiefgestellte Index u bedeutet, dass der Operator D auf u durchgeführt wird. 
Auf eine ähnliche Art und Weise kann das Integral über die Körperkraft Vp  (2. Term) in 
Gleichung (a-14) als dxdV
x
T
V
T ∫∫ =   V   pupu δδ  geschrieben werden, wobei [ ]m,p,p zxT =p  
ist. Hier sind xp  und zp  die Kräfte pro Längeneinheit, und m  ist die Momentintensität d.h. 
das Moment pro Längeneinheit. 
Das erste Integral in Gleichung (a-14) repräsentiert die durch die Oberflächenkräfte belastete 
virtuelle Arbeit. Falls diese Oberflächenkräfte am Ende (0,L) des Balkens aufgewendet wer-
den, würden sie konzentrierte Kräfte sein, und das Integral würde sich zu 
[ ] L0TS T dSp    supu δδ =∫  reduzieren, wobei [ ]M,V,NT =s  die konzentrierten Kräfte am Ende 
sind. 
In der Zusammenfassung würde der Ausdruck des Prinzips der virtuellen Arbeit für den Bal-
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Durch die partielle Integration, wie z.B. dx
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Weil die virtuellen Verschiebungen δu entlang die Richtung x und am Ende des Balkens be-
liebig sind, bekommen wir die Darstellung für das dynamische Gleichgewicht oder die Bewe-
gungsdifferentialgleichung eines Balkens entlang der Richtung x und am Ende zu, 
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[ ]TM,V,N=s , wobei der tiefgestellte Index s bedeutet, dass der Operator D auf s durchge-
führt wird. 
Man kann nun die Eigenmoden der Gleichungen (a-35) berechnen. Man nimmt an, dass im 
allgemein die Verschiebung eines Balkens, in dem die Masse und der Querschnitt gleichmä-
ßig verteilt werden, als 
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dargestellt werden kann. Setzt man dies in Gleichung (a-35) ein, erhält man 
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Es wird gezeigt, dass die Verschiebung u0(x,t) von den Verschiebungen w0(x,t) und θ0(x,t) 
unabhängig ist. Damit kann u0(x,t) von w0(x,t) und θ0(x,t) getrennt berechnet werden. Die all-
gemeine Lösung von u0(x) kann durch 
x
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dargestellt werden, wobei B1 und B2 konstant sind und von den Randbedingungen abhängen. 
In Tabelle a-1 werden einige Randbedingungen und entsprechende Eigenmoden und Fre-
quenzgleichungen angegeben. Man sollte beachten, dass die Konstanten B1 und B2 zu einem 
U zusammengefasst werden können, weil für gegebene Randbedingungen jeweils eine Kon-
stante gleich Null ist. 
Nun berechnet man die allgemeinen Lösungen von w0(x) und θ0(x). Aus der Gleichung (a-36) 
erhält man  
0)( 224 =Ω+Ω−+Ω+ ηαλαηλ  (a-37) 
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Tabelle a-1: Die Eigenmoden und die Frequenzgleichung der Achsverschiebung u0 eines Balkens oder der Ver-
schiebung eines Stabes. 
Randbedingungen 
x = 0                 x = L 
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Die Wurzeln dieser quadratischen Gleichung in λ2 sind 
2
)1(4)()( 2222 −ΩΩ−+Ω±+Ω−= ηααηαηλ  
Die Eigenwertgleichung hat eine positive und eine negative Wurzel unter der Bedingung  
1<Ωηα  
Nun kann vielleicht gefolgert werden, dass solange der Schub- und die Rotationsträgheit ge-
nügend klein bleiben, die Wurzeln in die Form ±iλ1, ±λ2 eingesetzt werden können und die 
allgemeine Lösung von w0(x) nimmt die Form 
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an. Die Konstanten B3 bis B6 sind von den Randbedingungen abhängig. In Tabelle a-2 werden 
einige Randbedingungen und entsprechende Eigenmoden und Frequenzgleichungen aufgelis-
tet. Wie im Fall der Lösung von u0(x,t) werden die Konstanten B3 bis B6 zu einem W in der 
Tabelle a-2 zusammengefaßt, weil für die gegebenen Randbedingungen jeweils entweder eine 
Konstante nicht gleich Null oder eine durch andere darstellbar ist. Weil die Verschiebungen 
von  w0(x)  und  θ0(x) gekoppelt sind, kann die allgemeine Lösung von θ0(x) durch Gleichung  
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(a-36) ermittelt werden.  
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Die Ergebnisse sind in Tabelle a-3 dargestellt. 
Der Rechnungsvorgang von w0(x) sieht so aus: Zunächst wird  λ durch die Frequenzgleichung 
berechnet. Dann wird das Ergebnis in die Eigenmoden eingesetzt und die Eigenfrequenz wird 
durch die Gleichung (a-37) berechnet. 
Faßt man alles zusammen, erhält man die Eigenmoden des Balkens zu 
[ ]Tiiwiui 000 ,,)x( θφφφ=φ  (a-38) 
Die Konstante U und W in Tabelle a-1 bis a-3 werden entweder durch  
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bestimmt. 
 
Tabelle a-2: Die Eigenmoden und die Frequenzgleichung der Verschiebung w0 eines Balkens. 
Randbedingungen 
x = 0                 x = L 
Eigenmoden )x(iw0φ  Frequenzgleichung 
g.g*(
0w
0
x
w
0
2
0
2
=
=∂
∂
) g.g*(
0w
0
x
w
0
2
0
2
=
=∂
∂
) xsinW γ  πλ i= , i = 1,2,…, 
Fest (
0w
0
x
w
0
0
=
=∂
∂
) g.g*(
0w
0
x
w
0
2
0
2
=
=∂
∂
) 
)      
(
)xcoshx(cosC
)xsinhx(sinW
cg γγ
γγ
−
−−
 λλ tantanh =  
Fest (
0w
0
x
w
0
0
=
=∂
∂
) Frei (
0
x
w
0
x
w
3
0
3
2
0
2
=∂
∂
=∂
∂
) 
)      
(
)xcoshx(cosC
)xsinhx(sinW
cf γγ
γγ
−
−−
 0coscosh1 =+ λλ  
Fest (
0w
0
x
w
0
0
=
=∂
∂
) Fest (
0w
0
x
w
0
0
=
=∂
∂
) 
)      
(
)xcoshx(cosC
)xsinhx(sinW
cc γγ
γγ
−
−−
 0coscosh1 =− λλ  
Frei (
0
x
w
0
x
w
3
0
3
2
0
2
=∂
∂
=∂
∂
) Frei (
0
x
w
0
x
w
3
0
3
2
0
2
=∂
∂
=∂
∂
) 
)      
(
)xcoshx(cosC
)xsinhx(sinW
ff γγ
γγ
+
−+
 0coscosh1 =− λλ  
*gelenkig gelagert, 
L
λγ = , λλ
λλ
coshcos
sinhsinCC cfcg +
+==  und λλ
λλ
coshcos
sinhsinCC ffcc −
−==  
 
Anhang A: Grundlagen der Beschreibung mechanischer Systeme 132 
Tabelle a-3: Die Eigenmoden der Querschnittsverdrehung θ0 eines Balkens. 
Randbedingungen 
x = 0        x = L 
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Damit ist gezeigt, dass die Eigenfrequenzen sehr stark von den Randbedingungen, den geo-
metrischen Daten (h/L) und den Materialdaten abhängen. Dagegen sind die Eigenmoden 
kaum von den Materialdaten abhängig, wenn der Schubeffekt sehr klein ist. D.h. für einen 
dünnen und langen Balken und in niedrigen Frequenzbereichen sind die Eigenmoden nur von 
den Randbedingungen abhängig, falls die Konstanten in den Eigenmoden durch die Glei-
chung (a-39b) bestimmt werden. 
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Anhang B: Grundlagen der Methode der Finiten Elemente 
Wie in Anhang A erwähnt, lassen sich die Bewegungsdifferentialgleichungen der mechani-
schen Systeme in den meisten Fällen nicht oder nur mit großem Aufwand analytisch lösen 
[FAR93, KEV 96, MOR 94, STR 73]. Sowohl in der Mechanik als auch in der Regelungs-
technik liegt daher der Schwerpunkt des Interesses bei numerischen Lösungen[GAS87, 
GIL73]. In der Mechanik haben sich im wesentlichen die Methode der Finiten Differenzen 
[SMI93] und die Methode der Finiten Elemente (FEM) durchgesetzt [BAT 90, KNO 92]. 
Die Methode der Finiten Elemente ist ein Ansatz, partielle Differentialgleichungen nähe-
rungsweise zu lösen. Ausgangspunkt ist das Prinzip der virtuellen Arbeit. Durch die Wahl 
geeigneter Ansatzfunktionen oder Interpolationsfunktionen für die auftretenden, unabhängi-
gen Verschiebungszustände wird das System partieller Differentialgleichungen in ein System 
gewöhnlicher Differentialgleichungen umgewandelt. Im Folgenden soll das Prinzip der FEM 
etwa ausführlicher erläutert werden. 
B.1 Das Prinzip der FEM 
Der Ausgangspunkt der FEM ist das Prinzip der virtuellen Arbeit des mechanischen Systems, 
also die Gleichung (a-14) 
0dVdV
t
dVdSW
V
T
V 2
2
T
V
T
S
T =−∂
∂−+= ∫∫∫∫    V   )(       p CDuDuuupupu δρδδδδ  (b-1) 
Es macht Sinn, wenn im diskretisierten System die gleiche Arbeit wie im kontinuierlichen 
System geleistet wird. D.h. δWc = δWd = 0. Es wird weiterhin angenommen, daß die Ver-
schiebungen u an den n Punkten „gemessen“ werden können. Diese „gemessenen“ Verschie-
bungen an den n Punkten werden als x bezeichnet. In der FEM wird diese Größe als Knoten-
variable bezeichnet. Man sollte beachten, dass x nur eine Funktion der Zeit ist. Dann können 
die Verschiebungen u(x,y,z,t) im Volumen V durch die Interpolation von den Verschiebungen 
an den n „gemessenen“ Punkten x dargestellt werden. 
)t()z,y,x()t,z,y,x( xNu =  (b-2) 
und damit 
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==∂
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 (b-3) 
wobei N(x,y,z) die Ansatzfunktionen oder Interpolationsfunktionen sind. 
Setzt man die Gleichung (b-2) und die Gleichung (b-3) in die Gleichung (b-1) ein, erhält man 
die virtuelle Arbeit des diskretisierten Systems 
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Weil die virtuellen Verschiebungen δ x im Volumen V und auf der Oberfläche Sp beliebig 
sind, erhält man die Darstellung der gewöhnlichen Differentialgleichung des diskretisierten 
Systems zu 
VS p
FFKxxM +=+&&  (b-4) 
Man sollte beachten, dass die Massen- und Steifigkeitsmatrix nach der Definition symmet-
risch sind. Weiterhin kann ein komplexes Volumen in mehrere aber endlich viele einfache 
und ordentliche Volumen (Elemente), z.B. Hexaeder, Tetraeder, usw. zerteilt werden. Dann 
wird z.B. die Massenmatrix zu 
∑∑∫ ==
i
i
i
i
V
iiTi dV
i
MNNM  
 
ρ  
Das hochgestellte i bedeutet, dass die Wirkung der Ansatzfunktion, der Materialdichte und 
des Volumens auf das i-te Element bezogen wird. Ebenfalls können die Steifigkeitsmatrix, 
Volumenkräfte und Oberflächenkräfte also durch die Summe der entsprechenden einzelnen 
Elemente dargestellt werden. Das ist ein Grund, warum diese Methode Finite Elemente Me-
thode heißt.  
Überlicherweise wird die Dämpfung in der Mechanik als Koeffizient der Geschwindigkeit 
formuliert: t 
 ∂∂ xD . Dabei wird die Matrix D sehr oft als Linearkombination der Massen- und 
Steifigkeitsmatrix angenommen: D = αM + βK. 
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B.2 Anwendung der Piezo-Elemente 
Das piezoelektrische Element wird in dieser Arbeit als Aktor benutzt. Für das piezoelektrische 
Element existiert eine elektro-mechanische Koppelung [BER 98]. Deshalb wird eine Variable 
des elektrischen Potentials in die Verschiebung eingeführt. Die kinematische Gleichung (a-8) 
und das Materialgesetz (Gleichung (a-9)) werden  
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Das tiefgestellte m und e bedeuten die mechanische bzw. elektrische Größe, z.B. ist σe die 
elektrische Verschiebung (C/m2). C ist die mechanische Elastizitätskonstante des piezoelektri-
schen Materials, e piezoelektrische Konstante und κ Dielektrizitätskonstante. ue ist das elekt-
rische Potential (V) und E das elektrische Feld (V/m). 
Ebenfalls wird eine elektrische Kraft in den Oberflächenkräften eingeführt. 
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wobei ep  die elektrische Ladung ist. Nun wird die virtuelle Arbeit zu 
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Interpoliert man das elektrische Potential wie die mechanische Verschiebung, erhält man  
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−+   &&  (b-7a) 
QuKxK =+ eeeem  (b-7b) 
In den Gleichungen (b-7) ist x wie in normalen Elementen die mechanische Verschiebung, 
und ue enthält die elektrischen Potentiale an den n „gemessenen“ Punkten. Weiterhin kann 
man die n elektrische Potentiale in drei Gruppen unterteilen: 1. Potentiale auf den oberen E-
lektroden 1eu , 2. Potentiale auf den untere Elektroden 
2
eu  und 3. restliche Potentiale 
3
eu  (Bild 
b-1). 
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Bild b-1: Das Piezo-Element als Aktor. 
Entsprechend werden die Steifigkeitsmatrizen Kme, Kee und die Ladung Q verteilt. 
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Weil die Ladungen nur auf den Elektroden gesammelt werden, werden die Ladungen Q3 Null 
[LEE 92]. Damit werden die Gleichungen (b-7) zu 
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Löst man die dritte Gleichung von (b-8b) nach 3eu  auf und setzt man das Ergebnis in die Glei-
chung (b-8a) und in die erste und zweite Gleichung von (b-8b) ein, erhält man, 
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ˆ KKKKK −+= , 31ee133ee3me1me1meˆ KKKKK −−=  und 32ee133ee3me2me2meˆ KKKKK −+=  
Weil in dieser Arbeit die Piezo-Elemente als Aktoren benutzt werden, ist die Gleichung (b-
9b) ohne Bedeutung. Sei 1eu  gleich +u, 
2
eu  gleich –u und definiert man 2me1me ˆˆ KK −  als Fc, wird 
die Gleichung (b-9a) 
VSc p
FFuFKxxM ++=+   &&  (b-10) 
wobei mmKˆK =  ist und u die Differenz der elektrischen Potentiale zwischen den oberen und 
unteren Elektroden. 
B.3 Modellbildung für Dehnungsmeßstreifen 
In dieser Arbeit werden Dehnungsmeßstreifen als Sensoren benutzt. Eine genaue Beschrei-
bung oder eine Modellbildung der Dehnungsmeßstreifen (DMS) ist für die genaue Modellbil-
dung und Simulation der adaptiven mechanischen Systeme notwendig. Das Extrahieren der 
Dehnungsinformationen aus Dehnungsmeßstreifen an unterschiedlichen Punkten des finite 
Elemente-Modells für den Vergleich mit den Testergebnissen ist keine triviale Sache. Das 
Extrahieren von Dehnungsinformationen an den nicht Knotenpunkten des finiten Elemente-
Modells stellt zusätzliche Herausforderungen dar. Es entsteht noch eine andere Schwierigkeit 
aus der Tatsache, dass Dehnungsmeßstreifen eine durchschnittliche Dehnung über einem be-
grenzten Bereich messen. Nur wenige Arbeiten berichteten über diesen Effekt in der Literatur. 
[NIC 98] gibt eine Methode an, in der angenommen wird, dass das Dehnungsfeld linear in-
nerhalb des Bereichs des Dehnungsmeßstreifens ist. In diesem Abschnitt wird eine Methode 
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aufgezeigt, in der die Annahme des Dehnungsfelds innerhalb des Bereichs des Dehnungs-
meßstreifens von der Ansatzfunktion der FEM bestimmt wird. 
 
Bild b-2: Das geometrische Modell eines Dehnungsmeßstreifens  
Das Bild b-2 zeigt einen Dehnungsmeßstreifen. Der Dehnungsmeßstreifen wird parallel zu 
dem Dehnungsfeld ε(x,y) gelegt. lsg = xb – xa ist die effektive Länge des Dehnungsmeßstrei-
fens. Es wird angenommen, daß die Breite des einzelnen Streifens vom DMS bsg gleich ist. yi 
ist die Mitte des einzelnen Streifens in Richtung y, 1n
byy
2
b
sg
sgabsg
ai iyy +
+−×+−= ,  i = 1,2,...,nsg  
und yb – ya ist die effektive Breite vom DMS. nsg ist die Anzahl der einzelnen Streifen des 
DMSs. Das Signal vom DMS wird von [KEI 95] zu 
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bl
1kdxdy)y,x(
A
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eff
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=
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×−
== εεε  (b-11) 
angegeben. Hier ist k eine Konstante, die von der Empfindlichkeit und vom Verstärker für den 
DMS abhängt. 
Nun betrachtet man zuerst, dass der DMS auf einer Ebene (z.B. x-y Ebene), innerhalb eines 3-
D finiten Elemente-Modells aufgelegt wird (Bild b-3). Weil der DMS innerhalb des Elements 
ist, wird das Dehnungsfeld ε(x,y,z0) durch die Ansatzfunktion N und Knotenvariable x des 
Elements bestimmt (b-2). 
xN
x
)z,y,x(
)z,y,x( 00 ∂
∂=ε  
Das Signal vom DMS wird zu 
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Die Gleichung (b-12) gibt das Prinzip der Simulation eines DMS als Sensor an. 
 
Bild b-3: Der DMS innerhalb einer x-y Ebene eines 3-D finiten Element-Modells 
Wegen der technischen Gründe werden die Ansatzfunktionen nicht in einem globalen Koor-
dinatensystem x-y-z, sondern in einem lokalen Koordinatensystem ξ-η-ζ dargestellt. Der Ur-
sprung des Koordinatensystems liegt in der Mitte des Elements(Hexaeders). Jede Oberfläche 
des Elements hat entweder den Wert 1 oder –1. Dann werden die Verschiebungen innerhalb 
des Elements, zu 
∑ ∑∑
= ==
===
n
1i
n
1i
ii
n
1i
iiii w),,(N)z,y,x(w,v),,(N)z,y,x(vu),,(N)z,y,x(u ζηξζηξζηξ   ,  
wobei n die Anzahl der Knoten eines Elements ist. Weiterhin wird die globale Koordinate 
(x,y,z) eines beliebigen Punkts innerhalb des Elements durch die Ansatzfunktionen und die 
Koordinaten der Knotenkoordinaten (xi,yi,zi) des Elements dargestellt. 
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Nun können die Dehnungen dargestellt werden durch 
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wobei J die Jacobi Matrix ist. J wird durch 
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definiert und ijJ  ist das algebraische Komplement des Elements i,j von J. Wie im Bild b-3 
gezeigt, ist das Signal vom DMS (in Richtung x) nun 
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i
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33),(S 0x
sgisg
DMS dd),,(fb)y(l
1k ξηζηξε ηξ  (b-14) 
wobei lsg(yi) die Länge des Einzelstreifens eines DMS an der Koordinate yi ist. Die Si(ξ,η) ist 
eine Abbildung der Fläche lsg(yi)×bsg im ξ–η Koordinatensystem. Obwohl die Fläche 
lsg(yi)×bsg in der x–y Ebene rechteckig ist, kann die Fläche Si(ξ,η) in der ξ–η Ebene wegen des 
nicht rechteckigen finiten Elements nicht mehr rechteckig sein (Bild b-4). 
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a) b) 
Bild b-4: Die Abbildung der Fläche des DMSs von der x-y Ebene zu der ξ–η Ebene 
a) Das finite Element und der DMS in der  x-y Ebene; b) Die Abbildung der Fläche vom DMS in der ξ–η Ebene 
Um das Integral 
ξηζηξηξ dd),,(f 33),(S 0xi J∫  (b-15) 
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berechnen zu können, muss man die Fläche Si(ξ,η) durch weitere Abbildungen zu einem 
Rechteck umformen. Weil die bsg normalerweise sehr klein ist, können die Strecken AB und 
CD (Bild b-4, b)) in Richtung η als linear betrachtet werden und die linearen Ansatzfunk-
tionen benutzt werden. In Richtung ξ muss jedoch die Ansatzfunktion, die im finiten Element 
in der gleichen Richtung benutzt wird, eingesetzt werden. Setzt man 
∑ ∑
= =
==
m
1j
m
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jjjj )s,r(N)s,r()s,r(N)s,r( ηηξξ      ,  
ein, wird das Integral (b-15) zu 
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wobei m die Anzahl der benutzten Knoten auf der Fläche Si(ξ,η) ist. (ξj,η j) ist die Knotenko-
ordinate. Jrs ist die 2-D Jacobische Matrix und definiert durch 
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Tauscht man fx(ξ,η,ζ0) mit fy(ξ,η,ζ0), erhält man die Gleichung für die Berechnung der Deh-
nung in Richtung y.  
 
Bild b-5: Der DMS berührt mehre 3-D finiten Element-Modelle 
Falls der DMS sich nicht ganz innerhalb eines Elements befindet (Bild b-5), gilt die Glei-
chung (b-14) ebenfalls, wenn Si(ξ,η) als die Fläche und nsg als die Anzahl der Streifen des 
DMS innerhalb des Elements betrachtet werden. In diesem Fall wird der DMS mehrere finite 
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Elemente berühren. Das Signal des DMSs wird durch die Summe der Teilsignale, die durch 
die Berührung der einzelnen finiten Elemente erzeugt werden, berechnet.  
∑∑ ==
i
ii
i
i
DMSDMS xc  εε  (b-17) 
wobei εiDMS das Teilsignal ist, das durch die Berührung des finiten Elements i erzeugt wird, 
und durch Gleichung (b-14) und (b-16) berechnet wird. 
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Anhang C: Relevante Grundlagen der Regelungstechnik 
Dieser Anhang enthält eine kurze Zusammenstellung der für diese Arbeit bedeutsamen 
Grundlagen der Regelungstechnik. Die Leserin und der Leser, die nicht detailliert mit der Re-
gelungstechnik vertraut sind, können weitere umfangreiche Informationen über die Rege-
lungstechnik in [FÖL 94], [FÖL 00], [DOY 92], [GAW 96] und [SKO 96] finden.  
C.1 Systemantwort über gegebene Eingangsgröße 
Es sei G(s) die Übertragungsfunktion eines Systems und U(s) die Laplace-Transformation 
einer gegebenen Eingangsgröße. Die Antwort des Systems h(t) kann dann mit 
{ })s(U)s(GL)t(h 1−=  
beschrieben werden, wobei L-1 die Inversion der Laplace-Transformation L bedeutet [FÖL 
94]. Im folgenden werden zwei einfache Beispiele eingeführt. In diesen Beispielen ist das 
System eine Differentialgleichung 2-ter Ordnung mit folgender Übertragungsfunktion 
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 (c-2) 
Im ersten Beispiel wird die Sinusfunktion als Eingangsgröße benutzt. Sie wird häufig bei der 
Schwingungsunterdrückung verwendet. Im zweiten Beispiel wird die Sprungfunktion als Ein-
gangsgröße benutzt. Sie findet häufig bei der Formkontrolle Verwendung. Die Systemantwor-
ten der beiden Beispiele mit  u(t) = U0sin(ωrt)  und  u(t) = U01(t)  werden in Gleichung (c-1)  
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und (c-2) gegeben, wobei U0 die Amplitude der Eingangsgröße ist [FÖL 00]. 
C.2 Endwertsatz der Laplace-Transformation 
Bei mancher Anwendung, z.B. der Formkontrolle, interessiert man sich zunächst nur für das 
stationäre Verhalten des Systems. Deshalb ist eine vollständige Lösung des dynamischen Vor-
gangs, wie in (c-1) und (c-2) beschrieben wird, aufwendig und nur begrenzt nötig. Man kann 
den Endwertsatz der Laplace-Transformation verwenden, um die stationären Werte eines 
dynamischen Vorgangs zu berechnen. 
Der Endwertsatz lautet [FÖL 94]: Strebt f(t) für t → ∞ einem endlichen Grenzwert zu, so gilt 
)s(sFlim)t(flim
0st →∞→
=  
Der stationäre Wert der Gleichung (c-2) kann als Beispiel wie folgt berechnet werden: 
2
0
22
0
0st
kU
s)s2s(
kU
slim)t(hlim ωωζω =++= →∞→   
C.3 Steuerung und Regelung [FÖL 94] 
Unter einer Regelung versteht man eine Anordnung, in der bei unvollständig bekannter Stre-
cke, insbesondere bei unvollständiger Kenntnis der Störgrößen, die Regelgröße x, d.h. die 
Ausgangsgröße der Strecke, laufend gemessen und mit der Führungsgröße w verglichen wird, 
um mittels der so gebildeten Differenz die Regelgröße an den Sollverlauf anzugleichen. Unter 
einer Steuerung versteht man eine Anordnung, die Regelgröße gezielt zu beeinflussen ohne 
laufende Rückführung der Regelgröße und dem Vergleich mit der  Führungsgröße.  Im Bild c-
1 werden diese beiden Begriffe graphisch dargestellt. 
 
Bild c-1: Der Begriff der a) Regelung und b) Steuerung 
Die Steuerung kann nur verwendet werden, wenn die Strecke vollständig bekannt und die 
Störung vernachlässigt werden kann oder direkt meßbar ist. 
C.4 Genauigkeit und Stabilität eines Regelkreises 
Eine vollständig bekannte Strecke und direkt meßbare Störung sind in der Praxis selten. Des-
halb wird häufig die Regelung benutzt. Durch die laufende Rückführung der Regelgröße er-
hebt sich vor allem eine wichtige Frage, ob das System stabil ist. Die zweite Frage, die un-
trennbar mit der Regelung verbunden ist, ist die stationäre Genauigkeit, d.h. wie klein ist die 
Abweichung zwischen Führungs- und Regelgröße, die nach dem Abklingen der durch Änder- 
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ungen der Führungs- und Störgröße verursachten Einschwingvorgänge erreicht werden kann. 
 
Bild c-2: Ein detaillierteres Blockschema der Regelung 
Bild c-2 zeigt ein detaillierteres Blockschema der Regelung. Im Bild ist G(s) die Übertra-
gungsfunktion vom Steuereingang zur Regelgröße x, Gd(s) die Übertragungsfunktion von der 
Störgröße d zur Regelgröße x und GR(s) die Übertragungsfunktion des Reglers. Die Abwei-
chung e, zwischen Führungsgröße w, und Regelgröße x, kann wie folgt  
))s(D)s(G)s(W())s(G)s(G1()s(E d
1
R −+= −  (c-3) 
beschrieben werden [FÖL 94]. Ist ein System stabil, geht die Abweichung e nach Abklingen 
der Einschwingvorgänge auf einen konstanten Wert über oder liegt innerhalb einer vorgege-
benen Schranke. Dies ist garantiert, wenn alle Wurzeln der Gleichung 1+G(s)GR(s) = 0 links 
der imaginären Achse der komplexen Ebene liegen. Die Gleichung  
0))s(G)s(G1( R =+  
wird als charakteristische Gleichung des Regelkreises bezeichnet.  
Für ein stabiles System beschreibt der Endwert von E(s) die stationäre Genauigkeit des Sys-
tems [FÖL 94]. 
{ }))s(D)s(sG)s(sW())s(G)s(G1(lim)(e d1R0s −+=∞ −→  
Es ist klar, dass die stationäre Genauigkeit oder der stationäre Fehler eines Regelkreises nicht 
nur von der Struktur der Strecke bzw. des Reglers, sondern auch vom Verlauf der Führungs- 
und Störgröße abhängt. Sind G(s) und Gd(s) rationale Übertragungsglieder 
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dann wird der stationäre Fehler zu 
{ }))s(sDec)s(sW(a))s(Gba(lim)(e 01001R000s −−→ −+=∞  (c-4) 
Nun untersuchen wir zunächst den stationären Fehler, der durch Änderungen der Führungs-
größe verursacht wird. Wenn der Verlauf der Führungsgröße begrenzt ist ( )t(wlim
t ∞→
 ≤ kon-
stant), ist )s(sWlim
0s→
 konstant und der Fehler { }ka))s(Gba(lim)(e 01R000sw −→ +=∞  hängt nur von 
Regler- und Streckenstruktur ab. 
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Es sei GR(s) aus rationalen Gliedern, also
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−+=∞ . 
Falls die Strecke oder der Regler ein Integrierglied enthält (a0 = 0 oder g0 = 0), ist der durch 
Änderungen der Führungsgröße verursachte Fehler gleich null. 
Für eine impulsartige Störung (D(s) = konstant) ist der durch Änderungen der Störgröße ver-
ursachte Fehler nach Gleichung (c-4) bereits gleich null. Für eine begrenzte Störung, z.B. 
Sprünge oder Sinusfunktionen, hängt der Fehler ew von Regler- und Streckenstruktur ab. Ins-
gesamt kann man folgendes zusammenfassen: 
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 (c-5) 
C.5 Reglerentwurf für einschleifige Eingrößenregelsysteme 
Es gibt viele Reglersynthesen für einschleifige Eingrößenregelsysteme. Der einfachste und 
robusteste Regelalgorithmus ist der PID-Regler. Beim PID-Algorithmus wird die Übertra-
gungsfunktion dargestellt mit 
)s(E
)Ns(s
NIs)INP(s)NDP()s(E)
Ns
NDs
s
IP()s(U
2
+
++++=+++=  (c-6) 
wobei E(s) die Abweichung zwischen Führungs- und Regelgröße ist.  
 
Bild c-3: Das Konzept des zwei dimensionalen Reglers 
Wie in Gleichung (c-3) dargestellt, ist der Verlauf von Steuerung und Störung unterschied-
lich. Durch einen PID-Regler kann man beide nicht zu der gewünschten Form bringen. Des-
halb benutzt man sogenannte zwei dimensionale Regler [SKO 96] (Bild c-3). Im Bild c-3 ist 
GR(s) der PID-Regler. Er bewirkt, dass der Regelkreis stabil bleibt und den gewünschten Ver-
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lauf der Störungsunterdrückung realisiert. Gf(s) ist ein Vorfilter. Er bringt der Verlauf der 
Steuerung die gewünschte Form. 
In mechanischen Systemen ist der Nenner von G(s) und von Gd(s) gleich (Bild c-3) und als 
Beispiel wird die folgende Gleichung 
)s(U
m
f
)s(U
m
f
)s(X)
m
ks
m
ds( d
dc2 +=++  (c-7) 
als Regelstrecke benutzt. 
Setzt man Gleichung (c-6) in die Gleichung (c-7) ein und beachtet man, dass E(s) = W(s) – 
X(s) ist, bekommt man 
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 (c-8) 
Nun stellt man die Parameter des PID-Reglers, P, I, D und N so ein, daß der zweite Term in 
Gleichung (c-8) in gewünschter Form umgewandelt werden kann. Daraus folgt 
)as)(as)(as)(as(
)NIs)INP(s)NDP((
m
f
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m
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432´1
2c2
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++++++++
                                                  
 (c-9) 
wobei a1, a2, a3, und a4 die gewünschten Wurzeln sind. Natürlich sollen diese Wurzeln garan-
tieren, dass der Regelkreis stabil bleibt, d.h. der reale Teil der Wurzel Re(ai) < 0, i = 1,2,3,4. 
Durch Vergleich der Koeffizienten beider Seiten kann man leicht feststellen, dass 
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Setzt man die Gleichung (c-9) und (c-10) in die Gleichung (c-8) ein, wird die Gleichung (c-8) 
zu 
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Nun kann man den Vorfilter bestimmen. Sei 
)as)(as(
aa
21
21
−−  die gewünschte Form des Ver- 
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laufs der Steuerung, dann folgt  
)NIs)INP(s)NDP((f
aa)as)(as(m
)s(G 2
c
2143
f ++++
−−=  (c-11) 
Damit ist der Synthesevorgang noch nicht ganz abgeschlossen. Die Gleichungen (c-10) und 
(c-11) beschreiben die Beziehungen für den Regler, den Vorfilter, die gewünschten Wurzeln 
und das geregelte System. Unser Ziel ist jedoch für ein gegebenes System den Regler und den 
Vorfilter direkt zu berechnen. Sind die gewünschte Wurzeln beliebig wählbar? Die Antwort 
ist klar nein, weil der PID-Regler eine beschränkte Form hat. Er kann die beliebigen Wünsche 
nicht erfüllen. Nun ist die Frage, wie kann man die gewünschten Wurzeln festlegen?  
Im allgemeinen soll der Regelkreis einen Schwingvorgang mit gegebener Dämpfung ζs erhal-
ten und die restlichen Wurzeln sollen weit entfernt links der imaginären Achse liegen, so dass 
dieser Einschwingvorgang eine Hauptrolle spielt, z.B. (s-a1)(s-a2) = s2+2ζsωss+ωs2 , a3 > 
ζsωs  und a4 > ζsωs. Weithin sollen der PID-Regler und das Vorfilter stabil sein. Damit hat 
man folgende Beschränkungen∗ zwischen den PID-Parametern und den gewünschten Wurzeln  
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 (c-12a) 
oder mit weniger einschränkenden Bedingungen 
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Fall 1: Der Regler soll die Systemdämpfung ζs erhöhen. D.h. 222 2s
m
k
m
ds ωζω ++=++ s s  
und ss4ss32ssss22ssss1 aa,i1a,i1a ωβζωαζζωωζζωωζ −=−=−−−=−+−=   und           
In diesem Fall wird man von der ersten Bedingung in den Gleichungen (c-12a) und (c-12b) 
ausgehen, und ωs wird dargestellt durch 
 mit    1n
)2(
n2
s
s >++= ζβα
ζωω  (c-13) 
                                                          
∗ Falls fc <0 ist, sollen I, P, D oder ND+P, NP+I, NI kleiner als oder gleich Null sein 
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Setzt man Gleichung (c-13) in die restlichen zwei Bedingungen in Gleichungen (c-12a) und 
(c-12b) ein, kann man zwei ungleiche Systeme (c-14a) und (c-14b) erhalten. Wenn man ein 
minimales n oder einen Bereich von n finden kann, der für die beiden ungleichen Systeme 
erfüllt wird, ist die Aufgabe für die Reglersynthese lösbar und man kann durch Gleichung (c-
13) den Bereich von ωs berechnen, ansonsten sind α, β und/oder ζs neu zu wählen. Wenn ω in 
diesem Bereich liegt, wählt man ωs = ω, ansonsten ωs = ωmin . 
Für die Bedingung (c-12a) erhält man  
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und für die Bedingung (c-12b) 
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Fall 2: Der Regler soll die Systempole nicht ändern. D.h. )s)(s(
m
k
m
ds 21
2 λλ −−=++ s  und 
2211 aa λλ ==   ,  
Für die Bedingung (c-12b) erhält man  
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Es ist klar, dass für ein beliebiges ai mit Re(ai) < 0, i = 3,4, die Bedingungen immer erfüllt 
werden. So wählt man  
a3 = -α(λ1+λ2)/2 und a4 = -β(λ1+λ2)/2. (c-14c) 
Für die Bedingen (c-12a) erhält man 
0)aa(N 43 ≥−−=  
Anhang C: Relevante Grundlagen der Regelungstechnik 150
0
f)aa(
maa))aa)(()aa((D
0
f)aa(
maa)
)aa(
)((P
c
3
43
43
214321
2
43
c43
43
43
21
21
≥−−+−−−−−−−=
≥−−−−−−−=
λλλλ
λλλλ
 
Daraus folgt 
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Somit erhält man 
a3 = -αλmax und a4 = -βλmax mit λmax = max(Re(-λ1), Re(-λ2), Re(λ1λ2(-λ1-λ2) )) (c-14-d) 
Obwohl bei der PID-Reglersynthese die Systemunsicherheit nicht berücksichtigt wird, ist der 
PID-Regler robust. Dies wird im folgenden Beispiel gezeigt. 
Ein typisches mechanisches System 
)s(G)s(G)s(G
s2s
k
s2s
k
s2s
k
3212
333
2
3
2
222
2
2
2
111
2
1 ++=++++++++ ωωζωωζωωζ  (c-15) 
soll geregelt werden, wobei die Parameter in Tabelle c-1 gegeben werden. Weiterhin werden  
Tabelle c-1: Die Parameter des zu regelnden Systems 
i ζ ω k 
1 7.7782×10-2 388.91 164.01 
2 4.9606×10-1 2480.3 2291.6 
3 1.429 7145.0 3556.5 
 
jeweils ±50% Unsicherheit in ζ1, ω1 und k1 berücksichtigt. Daraus folgt  
2ζ1ω1 ∈[15.125,136.13], ω12∈[3.7813×104, 3.4031×105] und k1 ∈[82.005, 246.01] 
Dies ist etwa ±80% Unsicherheit für 2ζ1ω1 und ω12. Die Regelstrecke mit durchschnittlichen 
Werten von k1, 2ζ1ω1 und ω12  
520 108906.1s625.75s
01.164)s(G ×++=  
wird als nominales Modell in der PID-Reglersynthese verwendet. Die gewünschte System-
dämpfung ζs soll 0.7 sein und die Bedingung (c-12a) soll benutzt werden. Nach Berechnung 
der Gleichungen (c-14a) und (c-13) wird festgestellt, dass die nominale Frequenz ω (ω 
=348.81) in dem erlaubten Bereich liegt. So kann man ωs = ω nehmen. Damit erhält man die 
gewünschten Systempole 9.2434a2.1826a,i337.304a 432,1 −=−=±−=   und    10.52 , wobei α = 6 
und β = 8 eingesetzt werden. Dann werden die Parameter von PID-Regler und Vorfilter durch 
die Gleichungen (c-10) und (c-11) berechnet. Die Ergebnisse sind 
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Nun wird die Robustheit dieser Regler getestet. Die Ergebnisse werden im Bild c-4 gezeigt. 
Im Bild c-4 ist y0 der Verlauf des nominalen Systems bei Sprungeingabe. y1 ist der Verlauf 
der Systemsantwort mit maximal k1, minimal 2ζ1ω1 und ω12. y2 ist der Verlauf der Systems-
antwort mit y1 plus G2(s) (s. (c-15)). y3 ist der Verlauf des Systems mit y2 plus G3(s) (s. (c-
15)). Es gibt kaum Unterschiede zwischen diesen Verläufen. Dies bedeutet, dass dieser PID-
Regler sehr robust ist. 
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Bild c-4: Die Robustheit des PID-Reglers 
Die größte Schwäche des PID-Algorithmus ist, dass es bisher keine Entwurfsmethode für 
Mehrgrößensysteme gibt [FÖL 94]. 
C.6 Darstellung des Regelkreises im Zustandsraum 
Bislang wird der Regelkreis immer durch die komplexe Übertragungsfunktion, die das Ver-
hältnis zwischen Eingangs- und Ausgangsgröße beschreibt, dargestellt. Es gibt auch eine so-
genannte Zustandsraum-Darstellung. Dies ist besonders für Mehrgrößensysteme zweckmäßig.  
Eine Zustandsvariable ist eine Variable zwischen Eingangs- und Ausgangsvariable und kann 
durch ihren Anfangswert und die Eingangsvariablen eindeutig bestimmt werden. Eine typi-
sche Zustandsraum-Darstellung eines Regelkreises ist [FÖL 94]:  
uDxCy 
uBxAx
  
  
+=
+=&
 (c-16) 
wobei x die Zustandsvariablen sind, u Eingangsgrößen und y Ausgangsgrößen. Die Übertra-
gungsfunktion der Zustandsraum-Darstellung ist 
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DBAIC
U
YG +−== −1)s(
)s(
)s()s(  (c-17) 
Die beiden Gleichungen, (c-16) und (c-17), können auch als (A, B, C, D) bezeichnet werden. 
Es gibt auch die Transformation der Übertragungsfunktion in die Zustandsraum-Darstellung, 
aber diese Transformation ist nicht eindeutig. Sie hängt von den ausgewählten Zustandsvari-
ablen ab. Folglich sind einige Zustandsraum-Darstellungen der G1(s) in (c-15): 
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Die Darstellung (c-18a) ist die sogenannte Regelungsnormalform mit 
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Die Darstellung (c-18b) ist die sogenannte Beobachtungsnormalform mit 
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[GAW 96]. 
C.7 Die Steuerbarkeit und Beobachtbarkeit 
Die Steuerbarkeits- und Beobachtbarkeitsgramian einer Regelstrecke (A, B, C, D) werden 
definiert durch [GAW 96][DOY 92] 
∫∫ == t
0
TA
o
t
0
AT
c dee)t(W,dee)t(W
TT ττ ττττ AA CCBB    
Eine stationäre Lösung von Wc(∝) und Wo(∝) kann bestimmt werden aus den folgenden Lya-
punovschen Gleichungen [GAW 96][DOY 92] 
0)(W)(W,0)(W)(W Too
TTT
cc =+∞+∞=+∞+∞ CCAABBAA    (c-19) 
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Falls Wc(∝) > 0  (positiv definit) und vollen Rang hat (invertierbar), gilt für die Regelstrecke 
(A, B, C, D): Zustand steuerbar. Falls Wo(∝) > 0 (positiv definit) und vollen Rang hat (inver-
tierbar), gilt für die Regelstrecke (A, B, C, D): Zustand beobachtbar. 
Falls Wc(∝) gleich Wo(∝) und beide diagonal sind, heißt die Regelstrecke (A, B, C, D) eine 
balancierte Realisierung. 
Mit folgenden Schritten kann eine nicht balancierte Regelstrecke balanciert werden [GAW 
96]: 
1. Berechnung der Steuerbarkeits- und Beobachtbarkeitsgramian mittels der Gleichung (c-
19) 
2. Zerlegen der Steuerbarkeits- und Beobachtbarkeitsgramian zu Wc(∝) = PPT und Wo(∝) 
= QTQ 
3. Konstruieren der Matrix H = QP und Zerlegen der Matrix H mit der singulären Wert-
zerlegung, H = QP = VΣ 2UT, wobei Σ = diag(σ1, σ2, ..., σn) Hankel singulärer Wert der 
Regelstrecke heißt. 
4. Konstruieren der Transformationsmatrix R=PUΣ -1 und R-1=Σ -1VTQ. 
Dann heißt die Zustandsdarstellung (Ab, Bb, Cb, Db)=(R-1AR, R-1B, CR, D) eine balancierte 
Realisierung der Zustandsdarstellung (A, B, C, D).  
C.8 Modellreduktion in der Regelungstechnik 
In Regelungstechnik gibt es grundsätzlich zwei Kategorien für die Modellreduktion. Eine ist 
sogenannte abgeschnittene Reduktion (truncated reduction), die andere ist restteilberück-
sichtigende Reduktion (residualized reduction). Obwohl die abgeschnittene Reduktion nicht 
für die Formkontrolle geeignet ist, ist die Berechnung des reduzierten Systems viel leichter als 
die restteilberücksichtigende Reduktion (Vergleich der Gleichung (1.2.1-2) mit der Gleichung 
(1.2.1-3)). Glücklichweise gibt es eine Methode, durch welche sich die Beschreibung des re-
duzierten Systems in die beiden Kategorien umwandeln lässt [GRE 95]. 
Es sei BAICDG 1)s()s( −−+=  und BAICDGH ~)~p(~~)p1()p( 1−−+==   
mit  
1~ −= AA , BAB 1~ −= , 1~ −−= CAC  und BCADD 1~ −−=  (c-20) 
dann sind die Steuerbarkeits- und Beobachtbarkeitsgramian, Wc und Wo, in beiden Systemen 
gleich, d.h. 
WcG = WcH und WoG = WoH (c-21) 
Weiterhin sei Htr(p) eine abgeschnittene Reduktion von H(p) und Gre(s) eine restteilberück-
sichtigende Reduktion von G(s), dann gilt 
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Gre(s) = Htr(1/s) (c-22) 
 
C.8.1 Die balancierte und die modale quadratische Norm Reduktion 
In der balancierten und modalen quadratischen Norm Reduktion lassen sich die quadratische 
Norm, auch euklidische Norm genannt, der Differenz der Messgrößen zwischen dem Origi-
nalsystem und dem reduzierten System, y bzw. yr, als ein Vergleichmaß angeben.  
2r
J yy −=  (c-23) 
Man kann auch ein relatives Vergleichmaß definieren als 
2
2r
y
yy −=δ  (c-24) 
Für eine optimale Reduktion soll der Vektor ryy −  mit dem Vektor ry  orthogonal sein, 
d.h. ryyyy
T
r
T
r = . In der Konsequenz ergibt sich 
2
2r
2
2r
T2
2r
2 2J yyyyyyyyyy Tr
T
r −=−+=−=  (c-25) 
Es ist bekannt[GAW 96], dass )(spur c
*2
2
CWCy = , wobei C* die konjugierte oder einfache 
Transponierte ist, wenn die Matrix C komplex bzw. real ist und Wc ist die Steuerbarkeitsgra-
mian. 
In der balancierten quadratischen Norm Reduktion, geht man davon aus, dass das Originalsys-
tem balanciert ist, d.h. die Steuerbarkeits- und Beobachtbarkeitsgramian sind diagonal und 
gleich. Sei [ ]n21 ,,, cccC L=  und ( )n21c ,,,diag σσσ L== ΣW , dann gilt  
∑∑
==
==
n
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1i
i
*
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2
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ψσccy .  
Damit kann iψ  als das Dominanzmaß der Zustandsvariablen xi betrachtet werden. Sortiert 
man iψ  und nimmt man den Teil von x mit größerem iψ  als x1, so dass für vorgegeben Jsoll 
oder δsoll  
soll
n
1vi
i2r22r
J≤=−=− ∑
+=
ψyyyy  oder 
solln
1i
i
n
1vi
i
2
2r δ≤=−
∑
∑
=
+=
ψ
ψ
y
yy  
gilt, erhält man das abgeschnittene reduzierte System anhand der Gleichung (1.2.1-2). Statt 
der Matrix C und der Gleichung (1.2.1-2) erhält man die restteilberücksichtigende Reduktion 
mit der Matrix C~  und der Gleichung (1.2.1-3). 
Bei der modalen quadratischen Norm Reduktion,  geht man davon aus,  dass das Originalsys-
tem durch Modalkoordinaten dargestellt wird, d.h. die Matrix A ist diagonal, damit ist 
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22r xCyy +=  und )(spurJ 2c22222r2 WCCxCyy 2*22 ==−=  für die abgeschnittene Re-
duktion, wobei die tiefgestellte 2 den abgeschnittenen Teil der Matrix C und Wc bedeutet. 
Nun ist die Matrix Wc nicht mehr diagonal. Definiert man eine sogenannte Modalkostenmat-
rix ][ψ ij=Ψ  mit )(spur jicj*iij  ψ Wcc= , dann gilt   ψ∑∑=
i j
ij
2J i, j ∈ abgeschnittene Modal-
koordinaten und ∑∑
= =
=
n
1i
n
1j
ij
2
2
ψy . 
Es ist klar, für die abgeschnittene Reduktion von Ordnung n zu Ordnung r gibt es n!/(r!(n-r)!) 
Möglichkeiten, damit werden n!/(r!(n-r)!) Berechnungen benötigt, um eine optimale Lösung 
zu finden. Es ist kaum möglich dies zu realisieren, obwohl n und r relativ klein sind, z. B. für 
n=100 und r=10 benötigt man 1,2×1012 Berechnungen. Mit folgendem durch den Autor ent-
wickeltem Algorithmus kann man eine suboptimale Lösung finden und benötigt man nur 
O(n2) Operation. 
1. Suche eine minimale iiψ  und diese Modalkoordinate wird zur abgeschnittenen Menge 
gehören, damit der Reduktionsfehler   ψ ii
2)n(J =  
2. ∑∑=+−
i j
ij
2)1kn(J ψ , i, j ∈ abgeschnittene Menge, ist der Reduktionsfehler für k 
abgeschnittene Modalkoordinaten. 
3. Suche eine Modalkoordinate p∉abgeschnittene Menge, so dass pp
j
pj ψψ +∑  minimiert 
wird. 
4. Dann wird p zur abgeschnittenen Menge gehören. Der Reduktionsfehler mit k+1 abge-
schnittenen Modalkoordinaten wird 2pp
j
pj
2 )1kn(J2)kn(J +−++=− ∑ ψψ , für k=1, 
...,n. 
Nun kann J(k), k = 1,...,n, als das Dominanzmaß der Modalkoordinaten betrachtet werden. 
Für vorgegebenes Jsoll oder δsoll sucht man ein k, so dass J(k) ≤ Jsoll oder J(k)/J(1) ≤ δsoll und 
erhält das abgeschnittene reduzierte System durch die J(k) entsprechenden Modalkoordinaten 
und die Gleichung (1.2.1-2). Für die restteilberücksichtigende Reduktion wird die Matrix C in 
der Modalkostenmatrix durch C~  ersetzt und statt der Gleichung (1.2.1-2) wird die Gleichung 
(1.2.1-3) bei der Berechnung des reduzierten Systems benutzt. 
C.8.2 Die balancierte und die modale unendliche Norm Reduktion 
Eine unendliche Norm einer Übertragungsfunktion ist der maximale singuläre Wert dieser 
Funktion im ganzen Frequenzbereich.  
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)))j(((max)j( ωω ω GG σ=∞  (c-26) 
Physikalisch bedeutet eine unendliche Norm die größte Verstärkung der Übertragungsfunk-
tion. Daher wird die Differenz der maximalen Verstärkung zwischen dem originalen und dem 
reduzierten System, G bzw. Gr, als ein Vergleichmaß in der balancierten und modalen unend-
lichen Norm Reduktion verwendet.  
∞−= rJ GG  (c-27) 
Wie in der quadratischen Norm geht man in der balancierten unendlichen Norm Reduktion 
davon aus, dass das Originalsystem balanciert ist und die gleiche und diagonale Steuerbar-
keits- und Beobachtbarkeitsgramian hat. Die Größe des Elementes in der Gramian entspricht 
der Bedeutung der entsprechenden Zustandsvariablen x, dadurch kann die Gramian als das 
Dominanzmaß betrachtet werden. Sortiert man die Gramian ( )n21 ,,,diag σσσ L=Σ  mit σ1 ≥ 
σ2 ≥ ,…, ≥ σn und partitioniert man die Matrizen A, B und C entsprechend, wird 
∑
+=∞
≤−=
n
1ri
ir 2J σGG  
wobei r die Ordnung des reduzierten Systems ist. Das reduzierte System Gr erhält man unter 
Nutzung der Gleichung (1.2.1-2) für die abgeschnittene und der Gleichung (1.2.1-3) für die 
restteilberücksichtigende Reduktion. Weil die Hankelsche Norm eines Systems gleich σ1 und 
die Hankelsche Norm kleiner als und gleich der unendlichen Norm ist, kann man auch wie im 
Fall der quadratischer Norm einen relativen Reduktionsfehler angeben. 
1
n
1ri
i
r 2
σ
σ∑
+=
∞
∞ ≤−=
G
GGδ  
In der Reduktion der modalen unendlichen Norm wird vorausgesetzt, dass das Originalsystem 
mit den Modalkoordinaten, A=diag(λ1, λ2, ... , λn), BT = [b1T,b2T, ..., bnT] und C = [c1, c2, ..., 
cn], dargestellt wird. Die Differenz der Übertragungsfunktion zwischen originalem und redu-
ziertem System kann durch ∑
+= −=−
n
1ri i
ii
r s λ
bcGG  repräsentiert werden, damit ist der 
Reduktionsfehler 
∑∑
+=+=∞
=≤−=
n
1ri i
ii
n
1ri
ir )Re(
)(J
λ
σ
ψ
bcGG  
wobei Re(a) realer Teil von a ist und (a)σ  der maximale singuläre Wert von a. Da die Be-
rechnung der unendlichen Norm ∞G  in Modalkoordinaten schwierig ist, gibt es keine relati-
ve Fehlerdarstellung in diesem Fall. 
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C.8.3 Die balancierte Hankelsche Norm Reduktion 
Gegeben sei ein stabiles System G(s). Ein Eingabesignal u(t) wird bis t = 0 auf G(s) ange-
wendet und die Messgröße y(t) wird nach t > 0 gemessen. Eine Hankelsche Norm eines Sys-
tems G(s) ist das maximale Verhältnis der quadratischer Norm von zwei Signalen. 










=
∫
∫
∞−
∞
0
2
2
0
2
2
)t(H
d)(
d)(
max)s(
ττ
ττ
u
y
G
u
 
Die Hankelsche Norm bemisst die Energiespeicherfähigkeit eines Systems und wird durch 
folgende Formel berechnet 
( ) 1ocH)s( σρ == WWG  
wobei ρ(a) der maximale Eigenwert von a ist. Damit ist die Berechnung der Hankelschen 
Norm eines Systems immer mit der Balancierung eines Systems verbunden. Bei der Reduk-
tion der Hankelschen Norm wird die Differenz zwischen dem originalen, G(s), und dem redu-
zierten, Gr(s), System gebildet und die Hankelsche Norm darauf angewendet. Diese Hankel-
sche Norm wird als das Vergleichmaß benutzt. 
Hr
J GG −=  (c-28) 
Durch folgende Schritte kann man ein reduziertes System mit r-ter Ordnung und σr+1 Reduk-
tionsfehler erreichen[SKO 96]: 
1. Balancieren des gegebenen Systems durch die in C.7 gegebenen Schritte und Sortieren 
der Hankelschen Singulärwerte in absteigender Reihefolge. 
2. Neu Ordnen der Hankelschen Singulärwerte zu 
Σ = diag(σ1,…,σr,σr+t+1,…,σn,σr+1,…,σr+t) = diag(Σ1, σr+1It) = diag(Σ1, Σ2) 
Man sollte beachten, dass in der Theorie σr+1 bis σr+t gleich sind. In der Praxis werden 
σr+1 bis σr+t so ausgewählt, dass σr+t - σr+1 ≤ ε, wobei ε eine vorgegebene beliebig klei-
ne Zahl ist. 
3. Partitionieren der balancierten Matrizen A, B, C nach der Anordnung der Hankelschen 
Singulärwerte.  

=
2221
1211
AA
AA
A ,  

=
2B
B
B 1  und [ ]  21 CCC = . 
4. Definieren ( DCBA ˆ,ˆ,ˆ,ˆ    ) durch 
( )T1T11111T112 1r1ˆ UBCΣAΣAEA 1rσσ ++− −+= , ( )UCBΣEB T1111ˆ 1rσ +− += ,  
UCΣCC T111ˆ 1rσ ++= , UD 1rσ +−=ˆ , tn21 −+−= IΣE 2 1rσ  und ( )+−= T22 BCU  
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Damit hat die Matrix Aˆ  r stabile Eigenwerte und alle übrigen, n-r-t, sind unstabil. 
5. Das reduzierte System Gr(s) mit der Ordnung r ist das stabile Subsystem von 
( DCBA ˆ,ˆ,ˆ,ˆ    ) und der Reduktionsfehler ist 1rHrJ +=−= σGG . 
Analog zur balancierten unendlichen Norm Reduktion kann hier auch ein relativer Reduk-
tionsfehler angegeben werden. 
1
1r
H
Hr
σ
σ +=−=
G
GGδ  
C.8.4 Die Reduktionsmethode von Litz 
Wie bei der Reduktion der modalen quadratischen und unendlichen Norm setzt das Litzsche 
Reduktionsverfahren die modalen Koordinaten voraus. 
A = diag(λ1, λ2, ... , λn), B = [bik] und C = [cji] mit i = 1, ..., n; j = 1, ..., m; k = 1, ..., p 
Die Differenz der Übertragungsfunktion zwischen originalem und reduziertem System wird 
durch ∑
+= −=−
n
1ri i
ii
r s λ
bcGG  repräsentiert, wobei ci die i-te Spalte von C ist und bi die i-te Zeile 
von B. Statt des Dominanzmaßes
)Re(
)(
i
ii
i λ
σ
ψ
bc=  in der Reduktion der modal unendlichen 
Norm wird in der Litzschen Reduktion 
i
j k
ikji
i
bc
λ
ψ
∑ ∑
=  als das Dominanzmaß definiert. 
Anders als die restteilberücksichtigende Reduktion wird bei der Litzschen Reduktion nicht 
0=2x&  vorausgesetzt, sondern 12 xEx  = angenommen. Die Matrix E ist durch 
mindt)t()t(J
0
2
212
     
!=−= ∫∞ xEx  
bestimmt. Die genaue Formel von E findet man in [FÖL 94]. 
C.9 Modellreduktion in Strukturdynamik 
Die erste Reduktionstechnik in der Strukturdynamik wurde in den 60ziger Jahren des letzten 
Jahrhunderts von Guyan und Irons [GUY 65][IRO 65] entwickelt. Die Guyansche und Iron-
sche Reduktionstechnik basiert auf der statischen Gleichung des Struktursystems:  
FxK =  (c-29) 
Dabei sind F die kompletten Kräfte, die auf das System einwirken und alle Steuerungs- und 
Störungskräfte enthalten. Die Gleichung (c-29) kann in die aktiven „a“ und weggelassenen 
„d“ Freiheitsgrade partitioniert werden. 
  

=




d
a
d
a
ddda
adaa
F
F
x
x
KK
KK  (c-30) 
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Durch das Ausweiten des oberen und unteren Teils der Gleichung (c-30) erhält man die aktive 
Reihe der Gleichungen adadaaa FxKxK =+  und die weggelassene Reihe der Gleichungen 
ddddada FxKxK =+ . Löst man die weggelassenen Gleichungen nach xd auf und setzt man 
mit xa = xa zusammen, bekommt man 
FKx
KK
I
FK
0
x
KK
I
x
x 1
da
da
1
dd
a
d
1
dd
a
da
1
dd
a
d
a −
−−− +


−=

+


−=


     (c-31) 
wobei 

= −− 1
dd
1
d K0
00
K
  
       ist. 
Weil die Matrix K symmetrisch ist und [ ] 1d1ddad −−− KKKKI    gleich Null ist, wird Ts zu 



−=


−= − s
a
da
1
dd
a
s t
I
KK
I
T    (c-32) 
Ts ist als die Projektionsmatrix in der Guyanschen und Ironschen Reduktion definiert. Die 
reduzierten Massen- und Steifigkeitsmatrizen können dann durch die Gleichungen (1.2.2-2) 
und (1.2.2-3) bestimmt werden.  
Die dynamische Kondensation (Dynamic condensation), eine Erweiterung von Guyanschen 
und Ironschen Reduktion, wurde in [MIL 80] entwickelt. Ein ungedämpftes System kann mit 
einer Übertragungsfunktion dargestellt werden.  
( M s2+K ) X(s) = F(s) (c-33) 
Sei s = jω, wird die Gleichung (c-33) zu 
(-Mω2+K)X(ω) = B(ω)X(ω) = F(ω) (c-34) 
Partitioniert man die Gleichung (c-34) wie die Gleichung (c-30), bekommt man 
  

=




d
a
d
a
ddda
adaa
)(
)(
)(
)(
)()(
)()(
ω
ω
ω
ω
ωω
ωω
F
F
X
X
BB
BB  (c-35) 
Bei der Anwendung der Guyanschen und Ironschen Reduktion auf die Gleichung (c-35) für 
eine gegebene ω erhält man  



−=


−= − d
a
da
1
dd
a
d )()()(
)( ωωωω t
I
BB
I
T    (c-36) 
Diese Kondensationstechnik ist eine Funktion der Frequenz ω. Das reduzierte Modell ent-
spricht dem ursprünglichen Modell nur, wenn ω gleich einer Eigenfrequenz des ursprüngli-
chen Systems ist. Zusätzlich ist das reduzierte System nur für diese einzelne Eigenfrequenz 
genau [AVI 89]. 
In  den  90iger  Jahren  des  letzten  Jahrhunderts wurden zwei weitere  Reduktionsverfahren,  
Anhang C: Relevante Grundlagen der Regelungstechnik 160
nämlich das System Equivalent Reduction Expansion Process (SEREP) [OCA89-2][OCA 96] 
und das Improved Reduced System (IRS) [OCA89-1] entwickelt. Im SEREP geht man vom 
ursprünglichen FEM Modell aus, und alle Eigenmoden und Eigenfrequenzen werden berech-
net. So erhält man qΦx  =n , wobei Φ  die Modalmatrix ist und q die Modalkoordinate. Parti-
tioniert man die Verschiebung x und die Modalmatrix in den aktiven „a“ Teil und weggelas-
senen „d“ Teil  
q
Φ
Φ
x
x
x  

=

=
d
a
d
a
n  
erhält man 
aSEREPaa
d
a
d
a xTxΦ
Φ
Φ
x
x
  =

=

 +  (c-37) 
wobei +aΦ die allgemeine Inversion von aΦ  bedeutet. Bei der Schwingungsunterdruckung 
interessiert man sich nur für einige Eigenfrequenzen und die gesamten Verschiebungen kön-
nen nur mit entsprechenden Modalkoordinaten dargestellt werden, z. B. mnmn qΦx  = , wobei 
m < n ist. Falls m < a ist, wird Tam
1-
am
T
ama ΦΦΦΦ )(=+  oder, 1ama −+ =ΦΦ  falls m = a ist. Die Mo-
dalmatrix und die Eigenfrequenzen des reduzierten Systems werden in beiden Fällen gleich 
amΦ  bzw. den entsprechenden Eigenfrequenzen des ursprünglichen Systems sein [AVI 89] 
[OCA89-2] [OCA 96]. Wenn m = n ist, der häufigste Fall in der Formkontrolle, wird 
1-
a
T
a
T
aa )( ΦΦΦΦ =+ . Damit wird 


=

= −
SEREP
a
1
a
T
a
T
ad
a
SEREP t
I
ΦΦΦΦ
I
T  
)(
 (c-38) 
Die reduzierte Massen- und Steifigkeitsmatrizen werden zu 
1-
a
T
aSEREP
T
SEREPa )( ΦΦMTTM ==  und  
1-
a
T
a
T
a
2
a
1-
a
T
aSEREP
T
SEREPa )()( ΦΦΦΩΦΦΦKTTK ==  
wobei Ω  die Eigenfrequenzen des Originalsystems sind. Die Eigenfrequenzen des reduzier-
ten Systems bekommt man zu 
a
1-
a
T
a
T
a
2
a
1-
a
T
a
T
aaa
T
a
2
a ΨΦΦΦΩΦΦΦΨΨKΨΩ )()(==  
wobei aΨ  die Modalmatrix des reduzierten Systems ist. Wären die Eigenfrequenzen des re-
duzierten Systems gleich den entsprechenden Eigenfrequenzen des Originalsystems, müsste 
] ,[)( 0IΦΦΦΨ =a1-aTaTa  sein. Aber dies ist in der Mathematik unmöglich. Infolgedessen sind 
die durch die reduzierte Massen- und Steifigkeitsmatrizen  berechneten  Eigenfrequenzen  nie 
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 gleich den entsprechenden Eigenfrequenzen des Originalsystems im Fall der Formkontrolle. 
Bei der Guyanschen und Ironschen Reduktion werden die Trägheitskräfte nicht in Betracht 
gezogen, dagegen versucht IRS sie zu berücksichtigen, um die Reduktion zu verbessern. We-
gen asn xTx  =  ist as'na ΨTΦ  =  eine gute Näherung für die Modalvektoren des originalen 
Systems. Anhand der Gleichung (c-28) und der Eigengleichung des kompletten Systems ist 
weiterhin 
2'
na
'
n
''
n ΩMΦFKΦ ==  (c-39) 
eine gute Näherung für die Trägheitskräfte. Hier werden die Eigenfrequenzen 2Ω  des redu-
zierten Systems als Näherungswert des kompletten Systems benutzt. Ein Ausdruck für die 
Trägheitskräfte wie in Gleichung (c-39) erlaubt uns, die Anpassung an die Verschiebungsvek-
torformen als  
aa
1
as
1
d
2
as
1
dn
1
d ΨKMMTKΩΨMTKFK
−−−− =≈   
zu entwickeln. Dan wird die verbesserte Modalmatrix inΦ  des kompletten Systems  
aiaa
1
as
1
dsaa
1
as
1
das
i
n ΨTΨKMMTKTΨKMMTKΨTΦ =+=+= −−−− )(  (c-40) 
wobei i für improved steht. Die Form der Gleichung (c-40) deutet an, dass die Transformation 
vom kompletten System zum reduzierten System gegeben ist durch 
ain xTx  =  (c-41) 
Benutzt man die Gleichung (c-31) kann die Gleichung (c-40) in die Partitionsform  



+−=
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
+−= −−−− is
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a
1
ada
1
ddddda
1
ddda
1
dd
a
i tt
I
KMKKMMKKK
I
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]-[
  (c-42) 
umgeschrieben werden. Nun können die verbesserten reduzierten Massen- und Steifigkeits-
matrizen mit Gleichung (c-41), (1.2.2-2) und (1.2.2-3) folgendermaßen dargestellt werden 
i
T
i
i
a TMTM  =  (c-43) 
i
T
i
i
a TKTK  =  (c-44) 
Die weggelassenen Trägheitseffekte sind in dieser Darstellung erfasst worden. 
Aus der Sicht der Formkontrolle interessiert man sich nicht nur für die Gleichheit der Eigen-
frequenz zwischen komplettem und reduziertem System, sondern vor allem für die Gleichheit 
der stationären Verstärkung, die in der Reduktionstechnik der Strukturdynamik nicht berück-
sichtigt wird. Die auf das System einwirkenden verteilten Kräfte F können in vier Teile zer-
legt werden, nämlich den räumlichen und zeitlichen Anteil sowie den Steuerungs- und Stö-
rungsanteil.  
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ddc uBuBF +=  
wobei B und u den räumlichen bzw. zeitlichen Anteil bezeichnen und die tiefgestellten „c“ 
und „d“ auf dem Steuerungs- bzw. Störungsanteil hinweisen. Das Element in B wird null sein, 
wenn es keine direkte Verbindung mit Steuerungs- oder Störungskräften gibt. Weiterhin kön-
nen die räumlichen Steuerungs- und Störungsanteile zum aktiven „a“ und weggelassenen „d“ 
partitioniert werden. 
d
d
d
c
c u
B
B
u
B
B
F
F
  
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d
a
d
a
d
a  
Nun kann die stationäre Verstärkung des kompletten Systems wie folgend dargestellt werden 
( ) ( ) dc BCKBCKGG 11dc 00 −− +==+= ωω  
wobei C die Messmatrix ist. Nach dem Ausführen der Inversion von K in partitionierter Form, 
erhält man 
[ ] 
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c   (c-45a) 
wobei saK  das reduzierte System von der Guyanschen und Ironschen Reduktion ist. st  ist in 
Gleichung (c-32) definiert. Ca und Cd entsprechen den Messmatrizen des „aktiven“ bzw. 
„weggelassenen“ Teils. Wenn die Verschiebungsvariable keine direkte Verbindung mit dem 
Sensor gibt,  wird das entsprechende Element in C Null sein.  Man kann auch die Gleichung 
(c-45a) in der Modalform darstellen: 
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wobei  
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     (c-45c) 
dadaaama ΦCΦCC +=  und dddadamd ΦCΦCC +=  (c-45d) 
xd
T
daxa
T
aamxa BBB ΦΦ +=  und xdTddxaTadmxd BBB ΦΦ +=  (c-45e) 
Die stationäre Verstärkung des reduzierten Systems kann allgemein dargestellt werden als 
[ ] 
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+

=+
dd
da
d
aT
x
1-x
axdad
x
ac
x
a B
B
B
B
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c
c   (c-46) 
wobei „x“ auf die verschiedenen Reduktionstechniken hinweist. Nun wird geprüft, ob die 
Gleichung (c-46) gleich der Gleichung (c-45a) oder (c-45b) ist, oder unter welche Bedingun-
gen dies sein kann. 
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Für die Guyansche und Ironsche Reduktion ist Ts in Gleichung (c-32) definiert und die Glei-
chung (c-46) bekommt die Form 
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Der Vergleich der Gleichung (c-47) mit der Gleichung (c-45a) deutet darauf hin, dass die sta-
tionäre Genauigkeit nur dann erfüllt wird, wenn Bcd und Bdd gleich Null sind. D. h. nur die 
Verschiebungsvariablen, die keine direkte Verbindung mit Steuerungs- und Störungskräften 
haben, können weggelassen werden. 
Für das verbesserte Reduktionssystem ist Ti in Gleichung (c-42) definiert und iaK  kann durch 
idd
T
i
s
a
i
a tKtKK +=  dargestellt werden. Damit wird Gleichung (c-46) zu 
[ ] ( )( ) ( ) ( ) 





+






+−+−+−
+−
−−
−−
dd
da
d
a
T
i
T
s
1i
ais
1i
ais
T
i
T
s
1i
a
1i
a
da B
B
B
B
ttKttKtt
ttKKCC
c
c   (c-48) 
Es ist klar, dass die stationäre Genauigkeit nur dann erfüllt wird, wenn 
1. Bcd = 0, Bdd = 0 und Cd = 0 ist und 
2. idd
T
i tKt  im Vergleich mit 
s
aK  ignoriert werden kann. 
Die Definition von TSEREP wird bei SEREP für eine Variation der Gleichung (c-38), 
1
a
T
a
T
aSEREP
−= )( ΦΦΦΦT , benutzt. Dann wird die Gleichung (c-46) zu 
[ ] 





+


mdd
mda
dm
am
a
1-
a
T
a
1-
SEREP
T
SEREP
1-
a
T
a
T
amdma B
B
B
B
ΦΦΦKTTΦΦΦCC
c
c )()()(  
Durch einigen Umformungen erhält man 
[ ] 





+




++
++
−−−−−
−−−
mdd
mda
dm
am
ad
1
aa
1-2
a
T
aa
T
ad
1-2
a
T
aa
T
ad
ad
1
aa
1-2
a
1-2
a
mdma B
B
B
B
ΦΦtIΩΦΦtIΩΦΦ
ΦΦtIΩtIΩ
CC
c
c 
)()(
)()(
  (c-49) 
wobei 2a
T
aa
T
ad
2
dad
1
aa
−−−= ΩΦΦΩΦΦt   ist. Der Vergleich mit der Gleichung (c-45b) deutet darauf 
hin, dass die stationäre Genauigkeit nur dann erfüllt wird, wenn 
1. Bmcd = 0, Bmdd = 0 und Cmd = 0 ist und 
2. t im Vergleich mit I ignoriert werden kann. 
Weiterhin wird durch den Vergleich mit der Gleichung (c-45d) und (c-45e) gezeigt, dass die 
Erfüllung der Bedingung 1 kaum möglich ist. 
C.10 LQG-Reglerentwurf 
Die Methode des LQG (H2)-Reglerentwurfs wurde am Ende 50iger und Anfang 60iger Jahren 
des letzten Jahrhunderts entwickelt. LQG besteht aus optimaler Regelung [BEL 57][BER 
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61][DRE 60] und optimaler Filterung [KAL 60] [KAL 61]. Ursprünglich ist die Aufgabe der 
LQG wie folgt formuliert:  
Gegeben ist ein lineares dynamisches System mit 
vxCy 
wuBxAx
~
~
+=
++=
 
  &
 (c-50a) 
und ein quadratisches Gütekriterium 
( )∫∞ +=
0
T dtJ    uRuxQxT  (c-50b) 
Das System und die Messwerte sind durch das Gaußsche Systemrauschen ( w~ ) und Messrau-
schen ( v~ ) beeinflusst. Die Kovarianzmatrizen des Systemrauschens und des Messrauschens 
sind W und V. Gesucht ist ein Regler K(s) mit, 
yKu )s(=  (c-50c) 
so dass das Gütekriterium minimiert wird und die Zustandsvariablen den Wert Null erhalten. 
Die Lösung von K ist ein sehr bekanntes dynamisches System, das durch Zustandsraumdar-
stellung repräsentiert werden kann: 
),,(),,( xffxccc KKCKBKA CBA :K −−−=      (c-51a) 
wobei 
1T
ofc
T1
r
−− == VCPKPBRK   und  (c-51b) 
Pc und Po werden durch folgende Riccati-Gleichungen bestimmt  
0QPBBRPAPPA =+−+ − cT1cccT  (c-51c) 
0WCPVCPAPAP =+−+ − o1ToToo  (c-51d) 
Es ist deutlich, dass die Ordnung des Reglers gleich der Ordnung des zu regelnden Systems 
ist. Die Lösungsschwierigkeit hängt von der Ordnung des zu regelnden Systems ab. Ein 
Nachteil der Darstellung in den Gleichungen (c-51a bis c-51d) ist das Einbeziehen der 
Rauschscharakteristiken. Genaues Wissen der Rauschenscharakteristiken ist nicht so einfach 
in der Praxis und was soll man tun, wenn die Systemstörung nicht stochastisch ist? Deshalb 
hat man den LQG weiterentwickelt und in [GRE 95] wird eine allgemeine Darstellung von 
LQG gegeben. 
In der allgemeinen Darstellung von LQG sind folgende Systeme gegeben: 
uDwDxCy 
uDwDxCz
uBwBxAx
22
1211
++=
++=
++=
212
1
21
 
 
   &
 (c-52a) 
Gesucht ist ein Regler K(s) mit Gleichung (c-50c), so dass das Gütekriterium 
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∫∞=
0
2
2zw
dt)s(  zzR T  (c-52b) 
minimiert wird und nach wie vor die Zustandsvariablen auf Null gehalten werden. Dabei ist z 
das Objekt. Rzw(s) ist die Übertragungsfunktion von w zu z. w ist die sogenannte exogene Ein-
gabe. Man kann, z. B., alle Systemstörungen, Messrauschen und Sollwerte in w zusammen-
fassen. Die Matrizen B1, D21 und D11 sind die entsprechenden Einflussmatrizen der Zustands-
variablen, Messwerte und des Regelobjekts. Die Matrizen C1 und D12 entsprechen den Ge-
wichtsmatrizen bei Vergleich mit Gleichung (c-50b). Systemstörungen und Messrauschen 
sind nicht nur auf das Gaußsche Rauschen beschränkt. Wegen der Gleichung (c-52b) wird 
diese allgemeine Darstellung als H2-Regler bezeichnet. 
Eine wichtige Bedingung für die Lösung des H2-Reglers ist D11 gleich Null, d.h. die exogene 
Eingabe darf das Regelobjekt nicht beeinflussen. Die Lösung von K ist, ähnlich wie in Glei-
chung (c-51a—c-51d), die folgende: 
),,(),,( xfx22f2fx2ccc KKKDKCKKBA CBA :K −+−−=      (c-53a) 
wobei 
( ) ( ) ( )( ) 1T2121T2oT211fcT21T12112T12x −− +=+= DDCPDBKPBCDDDK  und   (c-53b) 
Pc und Po werden nach wie vor durch die Riccati-Gleichungen bestimmt  
0CCPBBPAPPA =+−+ ~~~~~~ TcT22cccT  (c-53c) 
0BBPCCPAPPA =+−+ To2T2oToo  (c-53d) 
mit  
( ) ( ) ( )( ) 1T12112T1212T1TT2112T122T221T12112T122 ~~~~~ CDDDDICCCBDDBBBCDDDBAA −−− −==−=  ,  ,  (c-53e) 
( ) ( ) ( )( ) T1211T2121T211T21T2121T22T221T2121T211 BDDDDIBBBCDDCCCCDDDBAA −−− −==−=  ,  ,  (c-53f) 
Bei Vergleich der Gleichungen (c-53a)—(c-53f) mit den Gleichungen (c-51a)—(c-51d) ergibt 
sich, dass die Größe CT1(I-D12(DT12D12)-1DT12)C1 und die Größe (DT12D12)-1 in der Gleichung 
(c-53e) quasi der Gewichtsmatrix Q bzw. R in der Gleichung (c-51c) entsprechen. Die Größe 
B1(I-DT21(D21DT21)-1D21)BT1 und die Größe (D21DT21)-1 in der Gleichung (c-53f) entsprechen 
der Kovarianzmatrix W bzw. V in der Gleichung (c-51d). Man sollte beachten, dass sowohl 
die Gewichtmatrizen Q und R als auch die Kovarianzmatrix W und V voneinander unabhän-
gig sind. Dagegen sind die Größe CT1(I-D12(DT12D12)-1DT12)C1 und die Größe (DT12D12)-1 bzw. 
die Größe B1(I-DT21(D21DT21)-1D21)BT1 und die Größe (D21DT21)-1 nicht mehr voneinander 
unabhängig.  
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uDwDxCy
uBwBxAx
2
21
2221 ++=
& y
u
 w
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( ) yuDKB
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ff
f
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22-
ˆ-&ˆ
xK
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Bild c-5: Die Skizze des LQG-Reglerkonzepts. 
Das Bild c-5 zeigt die Skizze des LQG-Reglerkonzepts. Dieses Reglerkonzept kann nicht di-
rekt bei der Formkontrolle verwendet werden. Eine wichtige Funktion der Formkontrolle ist 
die gezielte Formänderung, d.h. die Sollwerte dürfen nicht ständig Null bleiben. In der Praxis 
interessiert man sich nicht vor allem für die Zustandsvariablen x, sondern für dem Unter-
schied zwischen den Sollwerte r und den gemessenen Variablen y. Diese Differenz, (r - y), 
soll zu Null werden. Anhand dieser Vorstellungen kann man die Zielvorgabe so aufstellen.  
( ) uRyrQz     ~-~ +=  (c-54a) 
Das zu regelnde System ist also wie folgt gegeben durch:  
vDuDxCy
uBuBxAx
vu
~
~
cdd
++=
++=
  
 &
 (c-54b) 
wobei v~  das Messrauchen ist und ud die Systemstörungen. Setzt man v~  ud und r als eine 
exogene Eingabe wT = [udT, Tv~ , rT] zusammen, erhält man  
[ ] {
[ ] [ ]
[ ]{ [ ] [ ]u
D
Dw
D
ID0x
C
Ce 
u
D
DQRw
D
QDQ0x
C
QCz
u
B
Bw
B
00BxAx
22
1211
21
   
   
   
32143421
4342143421321
43421&
u
21
v~
2
uv~
1
cd
,,
~~~,~,
,,
−+−+−=
−+−+−=
++=
 (c-55) 
wobei e=(r – y) die Differenz zwischen Sollwert und Istwert ist. Es ist klar, dass D11 in Glei-
chung (c-55) nicht mehr gleich Null ist. Die Lösungen von Gleichungen (c-53a)—(c-53f) 
können hier nicht verwendet werden. 
Es seien u die Steuerkräfte, durch die die stationären Zustandsgrößen x und die Messgrößen y 
x  bzw. ry =  erreichen können, und weiterhin unter Berücksichtigung der Gleichung (c-54b) 
unter der Annahme, dass keine Systemstörung und kein Messrauchen einwirken, erhält man 
folgende Beziehungen zwischen x , u  und r : 
( )
( ) rBCADu
rBCADBAx
u
u
+−
+−−
−=
−−=
c
1
c
1
c
1
 (c-56) 
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Man sollte beachten, dass das hochgesetzte + eine allgemeine Inversion der Klammer bedeu-
tet, falls die Anzahl der Eingaben und der Ausgaben des Systems nicht gleich sind. Weiterhin 
sei  
ryyuuuxxx −=−=−= ~~~  und  ,  (c-57) 
bekommt man die Gleichung (c-54b) zu 
rvDuDxCy
uBuBxAx
vu +++=
++=
~~~
~~~
~
cdd
  
 &   
Fügt man die Integratoren für die Ausgabefehler yre −=&  als zusätzliche Zustandsvariablen 
ein und beschreibt das Regelobjekt nach wie vor in der Form uDxCz ~121   += ( , bekommt man 
die allgemeine Darstellung von LQG für Formkontrolle: 
{ { {
[ ] [ ] [ ]{ u
D
Dw
D
ID0x
C
0Cy
uDxCz
u
B
D
B
w
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B
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x
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ˆ
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






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

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
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 (c-58) 
Nun ist D11 gleich Null und die Lösungen der Gleichungen (c-53a)—(c-53f) können verwen-
det werden. Die optimalen Steuerkräfte für Gleichung (c-58) sind 
rKeKxKuxKeKxKu       rexxex ˆˆ +−−=++−−=  (c-59a) 
wobei  
[ ] ( ) ( )  cT21T12112T12ex ˆ, PBCDDDKK += − und ( )( )+−− −−= c1c1x BCADBAKIK ur   (c-59b) 
Pc in der Gleichung (c-59b) wird durch die Riccati-Gleichung (c-53c) bestimmt und die Mat-
rizen T22
~~ BB  und A~  in der Gleichung (c-53c) werden durch ( ) T2112T122 ˆˆ BDDB −  und 
( ) 1T12112T122ˆˆ CDDDBA −−   ersetzt. Die geschätzte Zustandsvariable xˆ(   kann durch Gleichungen 
(c-53b,53d,53f) berechnet werden. Weil die Integration aus dem Ausgabefehler bekannt ist, 
genügt die Berechnung der geschätzten Zustandsvariable xˆ . Ersetzt man die entsprechenden 
Matrizen in den Gleichungen (c-53b,53d,53f) durch die in der Gleichung (c-58) und teilt man 
Po als 

= 22
o
21
o
12
o
11
o
o PP
PP
P  auf, erhält man 
( ) ( ) yKuDKBxCKAx    fufcf ˆˆ +−+−=&       mit (c-59c) 
0BBCPRCPAPAPRCPK =+−+= −− Tdd11o1T11oT11o11o1T11of  und  (c-59d) 
wobei ( ) Tv~v~ DDIR +=  ist. Das Bild c-6 zeigt dieses Konzept. 
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Bild c-6: Die Skizze des Konzepts LQG mit Integratoren 
C.11 Der H∞-Reglerentwurf und die µ-Synthese 
Es gibt zwei Kategorien der Darstellung der Unsicherheit (uncertainty) eines Modells: die 
parametrische Unsicherheit und die konzentrierte Unsicherheit  [SKO 96]. Die parametrische 
Unsicherheit ist geeignet für das durch physikalische Prinzipien gebildete Modell. Ein solches 
Modell ist immer durch differentiale oder partialdifferentiale Gleichungen dargestellt. Die 
Koeffizienten oder Koeffizientenmatrizen sind unmittelbar mit der physikalischen Größe oder 
der Konstanten verbunden. Die Unsicherheit von solchen physikalischen Größen oder Kon-
stanten verursacht die Unsicherheit des gebildeten Modells. 
Sei P (n×m) eine Koeffizientenmatrix eines Modells und  von p physikalischen Größen x1, x2, 
..., xp abhängig. Jede xi , i = 1,..., p, wird von ix  bis ix  variieren. Dann kann xi durch 
)r1(0xx xixiii δ+=  dargestellt werden, wobei 2/)xx(0x iii += , iiixi 0x/)xx(r −=  und 
][ 1,1xi −∈δ . x0i heißt der nominale Wert von xi. rxi ist die maximale Änderung von xi in Pro-
zent. Bei Verwendung der Taylorentwicklung um den nominalen Wert von xi wird P zu 
∑∑
== ∂
∂+=−
==∂
∂+=
p
1i
xixii
i
p1
0ii
pp,,11
p
1i i
0 r0xx
)0x,,0x(
)0xx(
0xx0xxx
δL
L
P
PPPP  
Definiert man xii
i
p1xi r0x
x
)0x,,0x(
∂
∂= LPRP  und [ ]4434421
p
mmmm
T ,...,E ××= IIP , erhält man 
[ ] [ ]( ) PPPPPP ΕRPEIIRRPP ∆+=+= 0xp1xxp1x0 ,,diag,, δδ LL  (c-60) 
Die Dimension von RP, ∆P und EP ist n×mp, mp×mp bzw. mp×m.  
Nun betracht man folgende Gleichungen 
11
2221212
2121111
vr
rMrMv
rMrMv
 ∆=
+=
+=
  
Die Beziehung zwischen v2 und r2 ist ( )( ) 21211121222 rMMIMMv  −∆−∆+= . Der in Klammern 
M11
M22M21
M12
∆
r1
r2v2
v1
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 stehende Term kann auch als FU(M,∆) geschrieben werden und heißt oben geschlossene Li-
near Fractional Transformation (LFT) [BAL 01]. Bei Vergleich von FU(M,∆) mit Gleichung 
(c-60) ist deutlich, dass M22 = P0,  M21  =  RP,  M11 = 0, und  M12 = EP  sind. Analog zum 
FU(M, ∆) kann man auch den Unterteil mit ∆ schließen. Man bekommt die sogenannte unten 
geschlossene lineare Bruchteiltransformation, ( ) ( ) 211221211 MMIMM,MF −∆−∆+=∆L . Da-
mit kann man sowohl mit FU(M,∆) als auch mit FL(M,∆) die Unsicherheit einer Matrix dar-
stellen. (siehe Bild c-7) 
0
P0RP
EP
∆P P0
0EP
RP
∆P
= =P
 
Bild c-7: Die Darstellung der Ungenauigkeit einer Matrix durch LFT 
Da ( ) ( ) 101101010101 I −−−−−−− +−=+= PΕRPΕRPPΕRPP PPPPPPPPP ∆∆∆ , erhält man die Dar-
stellung der Unsicherheit von P-1 zu 
-E P RP P0
-1
P0
-1-P R0
-1
P
E PP 0
-1
∆P P0-1
-E P RP P0
-1E PP 0
-1
-P R0
-1
P
∆P
= =P -1
 
Bild c-8: Die Darstellung der Ungenauigkeit P-1 durch LFT 
Für ein mechanisches System  
x Cy
uFuFxKxDxM
=
+=++ ddcc   &&&  
besteht die Unsicherheit aus der Unsicherheit von Massen-, Dämpfen-, Steifigkeits-, Steue-
rungs-, Störungs- und Messmatrix. Die Unsicherheit der Dichte ρ ist die Hauptursache der 
Unsicherheit der Massenmatrix. Anhand der Gleichung (c-60) und der Definition von M in 
der FEM (siehe B.1) ergibt sich 
[ ] [ ]( ) MMMMM ΕRMEIIRRMM ∆+=+= 0Mr1r10 ,,diag,, ρρρρ δδ LL  
wobei r die Anzahl der verschiedenen Materialien im System ist.  
Die Unsicherheit der Steifigkeitsmatrix hängt von den Materialien ab. Für homogene Materia-
lien, z. B. Metal, ist die Unsicherheit des Elastizitätsmoduls E, und der Querkontraktionszahl 
ν, die Hauptursache. Es gibt 5 unabhängige Elastizitäts-, 3 Piezoelektrizitäts- und 2 Dielektri-
zitätsparameter für die Piezomaterialien, und 6 Elastizitätsparameter für die Verbundenwerk-
stoffe, wenn ein 3D-Modell verwendet wird [BER 98] [ALT 96]. Gibt es s unabhängige mate-
rielle Parameter im System, ergibt sich 
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[ ] [ ]( ) KKKKKK ΕRKEIIRRKK ∆+=+= 0cs1ccs1c0 ,,diag,, δδ LL  
Häufig wird die Dämpfungsmatrix durch die lineare Kombination von Massen- und Steifig-
keitsmatrix dargestellt, D = αM+βK. Die Unsicherheit der Dämpfungsmatrix ist damit auch 
eine lineare Kombination aus der Unsicherheit der Massen- bzw. Steifigkeitsmatrix und der 
Unsicherheit beider Koeffizienten. 
[ ] [ ]( ) DDD00MMM00 ,diag, ΕRDΕRΕREIIRRDD KKK ∆∆∆ +=+++=  δδ βααββαβα  
wobei Rα = α0M0 rα und Rβ = β0K0 rβ. 
Die Steuerungsmatrix beschreibt den Einfluss der Aktoren auf das System. Wenn der i-ten 
Knoten eine Kraft oder ein Moment vom j-ten Aktor entgegennimmt, wird Fc(i,j) nicht gleich 
Null. Die Größe dieses Werts hängt von der Art des Aktors ab. Die Unsicherheit dieses Werts 
bestimmt die Unsicherheit der Steuerungsmatrix. Für Piezoaktoren bestimmen 3 piezoelektri-
sche und 2 dielektrische Konstanten die Unsicherheit, wenn man ein 3D Modell für Piezo-
elemente verwendet. Es ergibt sich 
[ ] [ ]( )
cccccc 0c51
51
0cc ,,diag,, FFFFFF ΕRFEIIRRFF ∆+=+= δδ LL  
Wenn die Störungsmatrix nur den Einfluss der äußeren Kräfte oder des äußeren Momentes 
beschreibt, gibt es keine Unsicherheit für Fd. Aber wenn der Einfluss von Temperaturen auch 
berücksichtigt wird, wird die Unsicherheit der Temperaturkoeffizienten des Materials die Un-
sicherheit der Störungsmatrix beeinflussen. 
[ ] [ ]( )
dddddd 0dtr1t
tr1t
0dd ,,diag,, FFFFFF ΕRFEIIRRFF ∆+=+= δδ LL  
Die Unsicherheit der Messmatrix hängt von der Art verwendeter Sensoren ab. Für den Deh-
nungsmessstreifen (DMS) ist die Unsicherheit von der Effektenlänge, der Breite des einzelnen 
Streifens, der Empfindlichkeit und dem Verstärker des DMSs verantwortlich (siehe B.3). 
Damit ist  
[ ] ( ) CCC0CblkbClCkC0 ,,diag,, ERCEIIIRRRCC ∆+=+=  δδδ  
Ersetzt man alle Unsicherheitsmatrizen durch, z. B., die oben geschlossene LFT, betracht man 
die Eingänge und Ausgänge jedes ∆ als die neuen Ausgänge bzw. Eingänge der Matrix und 
fasst alle Eingänge und Ausgänge zusammen, erhält man das Modell, in das die Unsicherheit 
eingebunden wird. Bild c-9 zeigt diesen Vorgang. 
Im folgenden wird die Struktur in Bild 1.1 als Beispiel verwendet, um die Inhalte von A, B, C 
und D in Bild c-9 zu zeigen. Es wird vorausgesetzt, dass die DMS als Sensoren benutzt wer-
den und das Material der Hauptstruktur der Verbundenwerkstoff ist. Sei weithin ],[ TTT xxX &= , 
],,,,,[ TC
T
Fc
T
Fd
TT
K
T
M
T ZZZZZZZ αβ=∆  und ],,,,,[ TCTFcTFdTTKTMT WWWWWWW αβ=∆ , dann werden  
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∫ ∫
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a) Das originale Regelungssystem 
∫ ∫
Fc
Fd
K
D
C
-
-
ud
ud
uc
uc
x&& x& y
y
ZCZM
ZFd
ZFd
ZFc
⇓
∆C
∆Fd
∆Fc
∆M
∆Κ
∆D
 A  B   B ’  B
C D  D ’ D
C  D  D ’ D
1 2 3
1  11 12 13
3 31 32 33 
∆
s-1
X& X
 
b) Berücksichtigung der Systemunsicherheit 
Bild c-9: Der Vorgang der Zusammenstellung von Matrizenunsicherheit zum Systemunsicherheit.  
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Wenn die Dimension von M, K und D n×n, Fd n×q, Fc n×p und C m×n sind, ist die Dimensi-
on von RM n×2n, RK n×16n, Rαβ n×2n, RFd n×2q, RFc n×5p und RC m×3n. Damit sind die zu-
sätzlichen Aus- und Eingänge für die Unsicherheit Z∆ bzw. W∆ ein Vektor mit der Dimension 
(23n+5p+2q)×1 und ∆ eine (23n+5p+2q)×(23n+5p+2q) reale blockdiagonale Matrix. 
Die parametrische Unsicherheit hat einen Vorteil: die Ordnung oder der Freiheitsgrad des mit 
der Unsicherheit eingebundenen Modells sind gleich dem des nominalen Modells. Aber man 
muss in Kauf nehmen, dass die Anzahl der Ein- und Ausgänge sich dramatisch zulegt und die 
Modellreduktion kann die Ein- und Ausgänge nicht reduzieren. 
Die konzentrierte Unsicherheit ist geeignet für das durch Experimente gebildete Modell, z.B., 
durch n mal Experimente werden n verschiedene Modelle, G1(jω), G2(jω), ..., Gn(jω), gebil-
det. Wenn der Mittelwert von G1(jω), G2(jω), ..., Gn(jω) als G0(jω) bezeichnet wird, kann das 
mit der Unsicherheit eingebundene Modell durch 
))j()j()(j()j( 0 ωωωω ∆wIGG +=  (c-62) 
mit 1 )( ≤∞ωj∆  und ∞∞
− ≤−  )(  )()( 10 ωωω jjj wIGG  dargestellt werden. Definiert 
man eine skalare Gewichtfunktion w(jω) mit || wij(jω) ||∝ ≤ || w(jω) ||∝ für alle i und j, kann 
Gleichung (c-62) und damit ∆(jω) auch als  
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)j(,),j((diag)j(
))j()j(w)(j()j(
p1
0
ωωω
ωωωω
δδ L=
+=
∆
∆IGG
 (c-63) 
dargestellt werden[STE 91]. Die skalare Gewichtfunktion w(jω) kann folgende Form anneh-
men, [SKO 96] 
1sr
rs
)s(w 0+
+=
∞ )τ (
 τ
 (c-64) 
wobei r0 die relative Unsicherheit im stationären Zustand ist. 1/τ entspricht ungefähr der Fre-
quenz, wo die relative Unsicherheit 100% erreicht, und r∝ ist die relative Unsicherheit bei 
hohen Frequenzen. Es sei  
G = (Ag, Bg, Cg, Dg) und w = (Aw, Bw, Cw, Dw), 
dann wird die Zustandsdarstellung des mit der Unsicherheit eingebundenen Modells G zu 
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 (c-65) 
Bild c-10 zeigt dieses Konzept. 
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Bild c-10: Die durch LFT dargestellte konzentrierte Unsicherheit. 
In der konzentrierten Unsicherheit ist die Anzahl der Ein- und Ausgänge des Modells nur ver-
doppelt. Aber die Ordnungen des Modells werden wegen der Gewichtung erhöht und diese 
Erhöhung hängt von den Ordnungen der einzelnen Gewichte und der Anzahl der Aktoren ab. 
Die Erhöhung ist mindestens gleich der Anzahl der Aktoren. Für eine relativ große Anzahl der 
Aktoren kann die Erhöhung auch dramatisch sein, damit ist es unakzeptabel für den Regler-
entwurf. 
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Analog zum LQG kann weiterhin ein Zielobjekt definiert werden, z. B. wie in der Gleichung 
(c-54a), ( ) uWyrWz     uP - += . Die Gewichtungen WP und Wu können auch frequenzabhängig 
sein. In diesem Fall könnte  
IIW
As
MsW
B
B
PP ∗
∗
+
+== ω
ω
  oder ( ) IW 1yrP T1 −−≈  
sein, wobei ω*B die Bandbreite, M und A der erlaubte Fehler bei hohen bzw. niedrigen Fre-
quenzen ist. Tyr ist die gewünschte Übertragungsfunktion vom Sollwert r zum gemessen Wert 
y. Die Wu könnten die Form in der Gleichung (c-64) annehmen. Wenn die Gewichtungen WP 
und Wu frequenzabhängig sind, müssen die Zustandsvariablen erweitert und die Ordnungen 
der Gleichung erhöht werden. Fasst man Störungen, Messrauchen und Sollwerte zusammen 
(dT = [udT, Tv~ , rT]), erhält man die sogenannt allgemeine Regelstrecke (siehe Bild c-11a) und 
b)). 
X& X
 
 a) Zustandsdarstellung b) Absorption von s-1I   
 
 c) Absorption von K  d) RS e) RL 
Bild c-11: Das Schema der allgemeinen Regelstrecke und Regelung 
Nun ist das Ziel des Reglerentwurfs, einen stabilen Regler K zu finden [SKO 96][ BAL 01],  
1. der alle Teilübertragungsfunktion Nij i,j = 1,2 stabilisiert (Nominalstabilität) (Bild c-11 
c)) und 
2. mit dem die Nominalleistung ||N22||∝ ≤ γ erreicht wird und 
3. der die geschlossene Regelstrecke Tzd unter der Unsicherheit ∆ stabilisiert (Robust-
heitsstabilität) (Bild c-11d)) und  
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4. mit dem die Robustheitsleistungen ||Tzd||∝ ≤ γ erreicht werden (Bild c-11e)).  
Um einen solchen Regler zu finden benötigt man den Begriff des strukturierten singulären 
Werts µ. 
Es sei M ∈ Cn×n und die drei nicht negativen Ganzenzahlen mr, mc und mC ; m = mr + mc + mC 
≤ n. Die Blockstruktur K (mr, mc mC) ist ein m-Tupel der positiven Ganzzahl 
( )m1mmmm1mm1 k,,k,k,,k,k,,k crcrrr LLL ++++=K  (c-66) 
wobei nkm
1i i
=∑ = ist. Dies definiert nun die Menge der erlaubten Störung oder Unsicherheit, 
nämlich, 
( ){
}icmrmicmrm CcrrrkkCiciri
C
m
C
1mmkc
c
m1mk
c
1mkr
r
m1k
r
1
,,
,,,,,,,,blockdiag
++++ ×
++
∈∆∈∈
∆∆=∆=
CCR
IIII
 δ δ             
:δδδδ LLLKX
 (c-67) 
Man sollte beachten, dass nn×∈ CKX  ist und dass diese Blockstruktur hinreichend allgemein 
ist, um die Darstellung der wiederholten realen Skalare, der wiederholten komplexen Skalare 
und der vollen komplexen Blöcke zu erlauben. Der rein komplexe Fall entspricht mr = 0. 
Nun ist der strukturierte singuläre Wert, µK(M), einer Matrix M ∈ Cn×n mit Bezug auf eine 
Blockstruktur K (mr, mc mC) definiert als 
( ) { } 10)det(min
X
−


 =∆−∆= ∈∆ MIM :)(σµ KK
 (c-68) 
mit µK(M) = 0, falls kein KX∈∆  0)det( =∆− MI auslöscht [DOY 82][YOU 90]. 
Dann gelten für Robustheitsstabilität und Robustheitsleistung folgenden Sätze [SKO 96][ 
BAL 01]: 
Sei γ > 0 und ∆ stabil, ist das System Tzd = Fu(N, ∆) stabil für alle KX∈∆  mit ||∆||∝ < 1/γ, ge-
nau dann, wenn 
{ } γ))((µ ≤=
∈
∆ ωω jmax 11R11 NN K∆  (c-69) 
und das System Tzd = Fu(N, ∆)  ist stabil für alle KX∈∆  mit ||∆||∝ < 1/γ und ||Fu(N, ∆)||∝ ≤ γ, 
genau dann, wenn 
{ } γω))((µ ≤=
∈
∆
jmax
R
ˆ NN Kω∆  (c-70) 
wobei 



 ∈∈

= × zdP
P
nn,ˆ C
0
0 ∆∆∆
∆∆  : KX  ist. nz und nd sind die Dimensionen des Zielob-
jekts z, bzw. der exogenen Eingabe d. 
Mit anderen Worten, wenn man einen Regler K findet,  der die Gleichung (c-69) erfüllt, dann  
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ist das geschlossene System Tzd mit der Störungsgroße, ||∆||∝ < 1/γ, immer stabil. Weiterhin 
gilt, wenn die Gleichung (c-70) erfüllt wird, dann ist zusätzlich garantiert, dass die Leistung 
||Fu(N, ∆)||∝ ≤ γ erreicht werden kann. 
Wenn man die Ausgänge Z∆ und z als einen Ausgang und die Eingänge W∆ und d als einen 
Eingang betrachtet, gilt N = FL(P,K), so kann man die Gleichung (c-70) als 
{ } γ)),((µ ≤=
∈
∆
KPN LR Fmaxˆ Kω∆  (c-71) 
umschreiben. 
Nun ist die Frage, wie man µ berechnen kann, weil die Elemente in ∆ unbekannt sind und 
durch die Definition µ nicht berechnet werden kann. Sei KQ  eine Menge mit 
{ }
icmrmk
C
i
*C
i
c
i
*c
i
r
i I,1,11- ++=∆∆=∈∈∆=   δδ  ],[δ: KK XQ  
und KD  eine Menge mit 
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[ ] }Rd,0,,
d,,d,,,,e,,eblockdiag
i
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ii22i
kmk1mm1mm
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ii
mC1cmrmcrrr
∈<∈=<−∈
=
×
++ ++
0               
: 
ππ
θθ rm1
CDD
IIDDDD
θ
LLLKD  (c-72) 
dann gilt für jede Matrix M ∈ Cn×n und kompatible Blockstruktur K [DOY 82] [YOU 90] 
[YOU 91] [SKO 96] 
{ } { })(σ)(µ)(ρ 1R minmax −∈∈ ≤= DMDMQM DQ KDKQ K  (c-73) 
wobei ρR(A) der maximal absolute reale Eigenwert von A ist. 
PK, D
K
min
 
Bild c-12: Darstellung der Berechung von Robustleistung 
Ersetzt man die ( )Kµ  in der Gleichung (c-71) durch die obere Grenze in der Gleichung       
(c-71), erhält man { } γ)),((σ ≤ −∈∈ 1LFminmax DR DKPDKDω . Tauscht man die Reheinfolge von 
max() und min() um, und benutzt man die Definition der unendlichen Norm, wird die Glei-
chung (c-71) zu 
{ } γω),(ω ≤∞−∈ 1L )(F)(minD DKPDKD  (c-74) 
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wobei D(ω) eine reale rationale stabile Übertragungsmatrix mit der minimalen Phase ist. Nun 
ist es die Aufgabe des Reglerentwurfs, über alle stabile Regler K die Gleichung (c-74) zu mi-
nimieren ( Bild c-12). Daraus bekommt man den sogenannten D-K Iterationsalgorithmus[STE 
91][BAL 01]: 
1. Festhalten von D(ω)(Bild c-13a). In dieser Phase werden D und D-1 in die Strecke P 
absorbiert. Dann wird die Optimierung { } γ),(
stabil 
≤∞∈ KPDLK Fmin durchgeführt.  
Dies ist ein Problem der Optimierung des H∝-Reglers. Es gibt eine suboptimale Lösung 
wie folgende: [GLO 88][GRE 95] 
Sei die allgemeine Strecke PD  
 
uDwDxCy 
uDwDxCz
uBwBxAx
22
1211
++=
++=
++=
212
1
21
 
 
   &
 (c-75a) 
mit 
(A1) (A, B2, C2) ist stabilisierbar und beobachtbar. 
(A2) D12 und D21 haben vollen Rang. 
(A3) 

 −
121
2j
DC
BIA  ω
 hat vollen Spaltenrang für alle ω.  
(A4) 

 −
212
1j
DC
BIA  ω
 hat vollen Zeilenrang für alle ω. 
(A5) D11 = 0 und D22 = 0 (Bemerkung: diese Bedingung dient nur für die Vereinfa-
chung der Darstellung. Es gibt einen Algorithmus [GRE 95], der D11 und D22 e-
liminiert, wenn D11 und D22 in der Gleichung (c-75a) nicht gleich NULL ist.) 
, dann existiert ein stabiler Regler K mit ||FL(PD, K)||∝ ≤ γ, genau dann, wenn 
(i) X∝ ≥ 0 eine Lösung der algebraischen Riccati-Gleichungen  
 0CCXBBBBXAXXA =+−++ ∞−∞∞∞ ~~~~~~ TT22T112T )(γ  (c-75b) 
ist, so dass alle Eigenwerte von ∞− −+ XBBBBA )(γ T22T112 ~~~  links der  j-Achse lie-
gen, wobei A~ , T22
~~ BB und CC ~~ T durch die Gleichung (c-53e) bestimmt werden und 
(ii) Y∝ ≥ 0 eine Lösung der algebraischen Riccati-Gleichungen 
0BBYCCCCYAYYA =+−++ ∞∞∞∞ T2T21T12-T )(γ  (c-75c) 
ist, so dass alle Eigenwerte von )(γ 2
T
21
T
1
2- CCCCYA −+ ∞  links der  j-Achse lie-
gen, wobei A , TBB und CC T2 durch die Gleichung (c-52f) bestimmt werden und 
(iii) ρ(X∝Y∝) < γ2 ist. 
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Alle solche Regler sind durch K = FL(Kc,U) bestimmt, wobei U ein kausales lineares 
System ist mit ||U||∝ < γ, und  
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Falls U(s) = 0 ist, bekommt der sogenannte zentrale Regler Kz: (Ac, Bc1, Cc1). 
Bemerkung: Der Regler Kc ist nicht immer existent für ein gegebenes γ. Die Bedingun-
gen (i)--(iii) werden nicht erfüllt, wenn γ zu klein ist. Damit ist die Lösung des 
(sub)optimalen H∝-Reglers ein iterativer Vorgang über γ. Die Ordnungen von K sind 
gleich der Ordnung der verallgemeinerten Strecke PD. Wegen der Bedingungen (i) und 
(ii) ist der Integrator in K nicht zugelassen; somit ist die Regelung theoretisch für eine 
Formkontrolle nicht mehr fehlerfrei. 
PPD DK
K
minmin
 
 a) D festhalten und K  Berechen b) K festhalten und D  Berechen  
Bild c-13: Darstellung der D-K Iteration 
2. K festhalten (Bild c-13b). In dieser Phase werden die optimalen frequenzabhängigen 
Gewichte D(ω) in einem großen, aber endlichen Frequenzbereich durch die Berechnung 
der oberen Grenze von µ [YOU 91] gesucht, so dass die Gleichung (c-74) minimiert 
wird. Die gefundenen optimalen frequenzabhängige Gewichte D(ω) werden zu einer 
stabilen realen, rationalen Übertragungsmatrix mit minimaler Phase D(s) eingepasst 
[BAL 01]. 
3. Falls die Gleichung (c-73) kleiner als 1 ist, wird der D-K Iterationsalgorithmus beendet, 
ansonsten wird zum 1. Schritt übergegangen und die Iteration fortgesetzt. 
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