In the context of the Anderson model, Minami proved a Wegner type bound on the expectation of 2 × 2 determinant of Green's functions. We generalize it so as to allow for a magnetic field, as well as to determinants of higher order.
Introduction
Minami [2] considered the Anderson model
, where ∆ is the discrete Laplacian and V = {V x } x∈Z d consists of independent, identically distributed real random variables, whose common density ρ is bounded. He showed that in the localization regime the eigenvalues of the Hamiltonian restricted to a finite box Λ ⊂ Z d are Poisson distributed if appropriately rescaled in the limit as Λ grows large. The result and, up to small changes, its proof also apply when the kinetic energy −∆ is replaced by a more general operator K = K * with a rapid off-diagonal decay of its matrix elements K(x, y) in the position basis (x, y ∈ Z d ), as long as
Use of this property is made in the proof of Lemma 2 in [2] , where H, and hence its resolvent G(z) = (H − z) −1 , is assumed symmetric: G(z; x, y) = G(z; y, x), cf. eqs. (2.68, 2.75).
In physical terms, eq. (1) corresponds to the absence of an external magnetic field, and it may thus be desirable to dispense with it. This is achieved in this note. But first we recall Minami's Lemma 2. Let Im
for x = y and Im z > 0, and similarly if the Hamiltonian H is truncated to a subset Λ ⊂ Z d with x, y ∈ Λ. Because of G * (z; x, y) = G(z; y, x), the above matrix element
agrees with Im(G(z; x, y)) only if the symmetry (1) is assumed, which we shall not do here. Then the agreement is limited to x = y. For the sake of clarity we remark that it is the operator interpretation (3) of Im G, and not the one in the sense of matrix elements, which makes (2) true and useful in the general case. The core of the argument is contained in the following
The right hand side is trivially bounded by π 2 , since det Im A > 0. In [2] , eqs. (2.72, 2.74), the equality was established in the special case a 12 = a 21 . It was applied to
where H is H with V x and V y set equal to zero. With the so defined 2 × 2 matrix A the two matrices under "det Im" in (2) and on the left hand side of (4) agree, a fact known as Krein's formula. That A is actually well-defined and satisfies Im A > 0 is seen from Im(z − H) = Im z > 0 and the following remarks [3] , which apply to any complex n × n matrix C:
Indeed, C is invertible, since otherwise Cu = 0 for some 0 = u ∈ C n , implying (u, (Im C)u) = Im(u, Cu) = 0, contrary to our assumption. Moreover, Im(−C
where C is the restriction of C to a subspace, as a sesquilinear form. In fact, Im C = Im C.
A more qualitative understanding of the bound π 2 for (4) may be obtained from its generalization to n × n matrices:
Lemma 2 Let A = (a ij ) i,j=1,...,n with Im A > 0. Then
As a result, eq. (2) also generalizes to the corresponding determinant of order n.
Proofs
Proof of Lemma 1. Following [2] we will use that
and dx 1
We observe that det Im A = (Im a 11 )(Im
and hence the right hand side of (4), do not depend on Re a ii , (i = 1, 2). Similarly the left hand side, by a shift of integration variables. We may thus assume Re a ii = 0. The matrix on the left hand side of (4) is
and its determinant equals
The v 2 -integration of the second factor (11) is of the type (7) 
By (8), the v 1 -integral is obtained by computing the discriminant ∆ of this quadratic function: In doing so we tacitly assumed that ∆, and hence (12), are positive. This is indeed so, because ∆ ≤ 0 would imply that A − diag(v 1 , v 2 ) is singular for some v 1 , v 2 ∈ R, which contradicts Im A > 0, cf. (5). It also follows because ∆/4 equals the expression under the root in (4), a claim we need to show anyhow: from (9) and Since the last two terms equal (|a 12 | 2 − |a 21 | 2 ) 2 /4, we establish the claim and, by eqs. (11, 13), the lemma.
Proof of Lemma 2. By induction in n. It may start with n = 0, in which case the determinant is 1 by natural convention, or with n = 1, where the claim, i.e.,
is easily seen to hold as an equality. We maintain the induction step
for some (n − 1) × (n − 1) matrix B with Im B > 0. This is actually a special case of
where B is the Schur complement of a nn , given as
in terms of the (n − 1, 1)-block decomposition of an n × n matrix:
By a computation similar to (10) the integrand in (14) is
In the first line we used that v ∈ R and that the determinant is linear in the last row; in the second that
By ( 
