We propose a semi-supervised framework incorporating feature mapping with multiclass classification. By learning multiple classification tasks simultaneously, this framework can learn the latent feature space effectively for both labeled and unlabeled data. The knowledge in the transformed space can be transferred not only between the labeled and unlabeled data, but also across multiple classes, so as to improve the classification performance given a small amount of labeled data. We show that this problem is equivalent to a sequential convex optimization problem by applying constraint concave-convex procedure (CCCP). Efficient algorithm with theoretical guarantee is proposed and computational issue is investigated. Extensive experiments have been conducted to demonstrate the effectiveness of our proposed framework.
Introduction
In many practical applications of semi-supervised learning, the default feature representation may not be optimal for some specific classification tasks, especially when the data lies on a low dimensional manifold of the latent feature space. Many unsupervised feature extraction methods, such as Principal Component Analysis (PCA) [17] , Latent Semantic Analysis (LSA) [12] , Locally Linear Embedding (LLE) [22] , ISOMAP [25] , sparse coding [21] , etc, were proposed to detect such latent manifold structure, but the learned manifold may not correlate with the classification task. For example, PCA and LSI extract features of large variance without using label information, and the extracted features are usually suboptimal for the specific classification task. In contrast, supervised feature learning, such as Lin-ear Discriminative Analysis (LDA) attempts to find out principal components which separate oppositive classes while minimizing the variance within each class. In general, supervised feature extraction methods with sufficient labeled data can achieve better performance than the unsupervised one. However, labeled data is expensive and time consuming to collect; while unlabeled data can be abundantly available. Therefore, a natural question that arises whether the latent feature space can be extracted from both labeled and unlabeled data, and lead to improved performance for the classification tasks.
On the other hand, the classification performance of multiclass classification problems can be improved by considering multiple prediction tasks simultaneously [1, 14, 26] , referred to as multi-task learning [2, 3, 8] . Ando and Zhang [2] proposed a framework for predictive structure learning from multiple tasks under an assumption that the underlying structure is a shared lowdimensional subspace which can be parameterized by a linear feature map. In fact, many classes may share some common latent characteristics in real-life classification applications. For example, in optical character recognition, characters are represented by low-level features such as gray-scale and positions of image pixels. However, the character recognition task becomes challenging with noisy low-level features. High-level underlying features (such as the strokes) extracted from related character recognition tasks, can represent the characters more effectively. Text categorization is another example, in which documents are usually represented in a term vector space. The classification performance may degenerate dramatically when many overlapping terms occur among classes; while topic-level features can be extracted from various categories to represent documents sparsely and concisely in a latent topic space. Therefore, knowledge can be transferred across classes by discovering the inter-class shared structure such as a sparse common feature set. This can lead to more effective and useful feature space and improve the classification accuracy as reported in many previous works [1, 14, 26] . However, traditional multi-task learning methods rarely extract knowledge from the unlabeled data.
Based on these observations, in this paper, we propose a unified framework that can learn the latent feature mapping as well as multi-class classification tasks simultaneously from both labeled and unlabeled data. In particular, we focus on a linear feature mapping, so that this simple linear feature map also parameterizes the shared common structure across multiple classes from both labeled and unlabeled data. Moreover, a set of sparse multi-class classifiers are learned with this shared feature map. Finally, we develop an efficient learning algorithm using cutting plane technique and constraint concave-convex procedure (CCCP). Experiments show that the semi-supervised latent feature mapping can greatly improve classification performance.
The rest of the paper is organized as follows: In Section 2, we discuss related works. Section 3 presents an overview of our proposed framework. Detailed description and analysis are presented in Section 4. Theoretical proof and convergence analysis are discussed in Section 5. Experiments are described in Section 6. Section 7 concludes this paper.
2 Related Work 2.1 Semi-Supervised Classification Most of the recent semi-supervised learning try to seek the distribution information under the auxiliary of the unlabeled data as exemplified in Generative Mixture Model [18] , self training [30] , co-training [6] , density-based methods [15] , and graph regularization [24, 33, 34] . Among these methods, density-based methods and graph regularization are discriminative since they rely on the clustering assumption, in other words, the classifier hyperplane should go through the low-density regions in the input space. Transductive SVM (TSVM), being one of most prominent examples, extends the standard SVM by considering the unlabeled data. TSVM tries to find the optimal hyperplane that separates both labeled and unlabeled of oppositive classes. In order to reduce the training complexity of TSVM, Collobert et al. [9] optimizes the non-convex objective of TSVM using an approximate optimization algorithm known as CCCP. The key idea of CCCP is to replace the concave part of the objective with a linear upper bound for given parameters at each iteration. Then the optimization problem becomes convex, and the parameters can be updated efficiently. The whole process is repeated until convergence. Recently, Zhao et al. proposed an efficient semi-supervised SVM algorithm, which applies the cutting plane technique to reduce the huge constraint sets dramatically [32] . Generally, this method can converge quickly since it just selects very few violated constraints.
Instead of learning a semi-supervised classifiers directly, Basu et al. [5] and Xing et al. [28] investigated the learning of distance metric based on pairwise constraints such as 'must-link' and 'cannot-link'. Recently, sparse coding (SC) [21] has been proposed to learn a sparse representation of the data on the vector space extracted from some other not related unlabeled data. SC sheds some light on the reality that even very different unlabeled instances share salient features with the labeled training data, and sparse representation can improve the classification performance. Relevance Component Analysis (RCA) [4] has been proposed to learn linear representation functions between the data points by applying the side information. All these methods attempt to learn a good feature representation using labeled and unlabeled data for classification tasks.
Multi-task Learning
Another direction for improving the classification performance is to consider multiple prediction tasks simultaneously referred to as multi-task learning. The essence of this joint learning paradigm is due to an intuitive assumption that some common features/structures may help the prediction of related tasks. Dekel et al. [13] showed that extracting the underlying representation of shared characteristics across the classes can ameliorate the multiclass learning, because it can learn to transfer the knowledge between related classes. Torralba et al. [26] proposed to train the visual image classes jointly instead of independently. This will reduce the computational and sample complexity, at the same time, improving the classification by generic features. Argyriou et al. [3] assumed that multiple tasks share the sparse hidden hypothesis space and extended L 1 norm regularization to find the hidden representation. Recently, Amit et al. [1] suggested a method to learn the classifier and discover the common structure simultaneously under the supervised setting. They proposed a joint regularization framework based on the trace norm regularizer on the coefficient matrix, where the trace norm refers to the sum of the singular values of a matrix. They proposed a gradient-based optimization method to solve the convex problem.
All these methods try to discover the shared features in the sparse representation so as to transfer knowledge across multiple classes improving the accuracy. However, in many real-world multiple classification applications, it is expensive or time-consuming to get sufficient labeled data for each class, and they do not consider the unlabeled data if available. Quattoni et al. [20] proposed a transfer learning method to find the most relevant prototype by joint sparse approximation, where the prototype representation is computed from the unlabeled data. However, this method still does not combine the sparse representation and semi-supervised learning in a uniform way. A natural question arises: Can we transfer the knowledge not only across classes, but also among the labeled and unlabeled data? 
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We define S Crammer and Singer [10] proposed a unified multiclass SVM training problem, which learns k classifiers simultaneously by maximizing the separation between oppositive classes. By extending the Crammer and Singer's multiclass SVM formulation on both labeled and unlabeled patterns, the transductive multiclass SVM is formulated as:
where where C > 0 and C * > 0 are the tradeoff parameters to control the fitness of classifiers on the labeled and unlabeled data respectively and
is the hinge loss function defined for labeled patterns. We can extend such hinge loss function to the unlabeled data as follows:
The optimal k hyperplanes can be obtained by solving this transductive multiclass SVM problem. However, as is well known that the data representation in the input space is not always be optimal, so we always need to find an appropriate feature mapping ϕ(x) to transform the input space to the latent feature space. Moreover, the optimization problem in Problem 3.2 is usually formulated equivalently to the following constrained optimization problem by transforming the hinge loss function as constraint form:
where Γ l and Γ u denote the index set of the labeled and unlabeled data respectively.
From another prospective, when we consider learning the k classifiers simultaneously, based on the standard setting of multi-task learning, we can assume that these k classifiers share the same structure, or hypothesis space, denoted as H(x). Then each classifier can be represented as:
where H i 's are the features in the hypothesis space and w it is the weight parameter corresponding to the t-th task on the i-th feature. Our main assumption is that only very few features are shared by the tasks, then most of the w it 's are zero. We can solve the optimal parameters by minimizing the following regularization function:
where L is the empirical loss function and w is the regularization term for the weight parameters. γ controls the tradeoff between the regularization on classifiers w and the joint empirical loss of the labeled and unlabeled data.
Generally speaking, the hypothesis space can be represented as H(θ, x), where θ is the parameter. It is obvious that when we directly restrict the hypothesis space as the latent feature space ϕ(x) and the empirical loss function as the hinge loss, we can combine the latent feature mapping with the multi-task learning in a unified framework. For simplicity, we focus on the linear orthonormal mapping. We can denote ϕ(x) = H(θ, x) = Ax. Our problem can be formulated as:
where AA T indicates the columns of A are orthonormal. Remind that A is the common linear mapping across the classes, and Ax is the latent feature space or hypothesis space. Recall that our target is to learn the weighted classifier vectors w with respect to the optimal latent feature extraction matrix A. Formally, if we get the optimal feature map A * , we predict the class sample x in the latent feature space A * x:
The challenge of solving this optimization problem is to learn the predictors w p , p = 1, ..., k , slack variables ξ i , i = 1, ..., n, and the latent feature map A simultaneously under the semi-supervised setting. Unfortunately, the optimization stated in Problem 3.7 is neither convex for the variable w nor convex for the joint variable (w, A). Furthermore, how to learn the latent feature map matrix A efficiently is also a difficulty. To our knowledge, this is the first work of learning the classifiers and latent feature mapping simultaneously under the semi-supervised multiclass setting.
4 Description of Our Framework 4.1 Reformulation by L 1 Regularization In the standard multiclass SVM, the regularization on the hyperplane is the Frobenious norm w F , which can combine the classification tasks by using the L 2 norm regularization. Recall that Frobenious norm is the (2,2) norm, which is equal to the sum of the squared singular values of w. Precisely, it first computes the L 2 norm of each row (across the classifier) of w i (corresponding to the feature i). Then it applies the L 2 norm again on the vector n(w) = ( w ), where n(w) indicates the degree of each feature shared by multiple classes. When many classes share a set of sparse common features, there will be few characteristics i ∈ {1, ..., d} having relatively heavy weight in each classifier in the latent feature space Ax. At the same time, most of the unshared features will have a weight of zero.
Minimizing the L 2 norm across all the features will reduce the weight of the most relevant features. Conversely, L 1 regularization favors to set the weight of the most irrelevant features to be zero, at the same time, retaining high weight for the relevant features. Therefore, minimizing the L 1 norm on n(w) can achieve the more sparser solution and preserve the shared latent feature across the classes [19, 3] . If we can discover the most relevant common features in latent feature space, we can have a more concise and accurate representation of the data leading to improvement in the classification performance. After replacing Frobenious norm as (2, 1) norm in Problem 3.7, we can obtain the following: Theorem 4.1. Problem 3.7 using (2, 1) norm for w is equivalent to the following problem: (4.9)
Proof. This proof is based on the multi-task feature learning in [3] , and we extend it in semi-supervised
Hence the optimal value of Problem 4.9 is less than or equal to the minimum value of Problem 3.7.
The last inequality holds based on the Cauchy-Schwarz Inequality, and the range constraint ensures that w i = 0 if ν i = 0. Hence the minimum value of Problem 3.7 is less than or equal to the minimum of Problem 4.9.
For the constraints,
which avoids from obtaining the trivial solution. λ p ∈ range(D) shows that λ is a multiple of the submatrix of A spanned by the eigenvectors with nonzero eigenvalues.
By ensuring λp = Dηp, we get
This can handle the ill-conditioned problem when there exist very small values of ν i , which refer to the eigenvalues of D. We will illustrate in Section 5 that there exist many eigenvalues ν i of D approaching to zero because each eigenvalue measures the degree of importance. Therefore, the rank of D indicates the number of important features shared by the classes. We will also show that the objective function of Problem 4.9 is convex on the joint variable (λ, D) in Section 5.
The format of the constraints in Problem 4.9 is the same as that of the constraints in the standard transductive multiclass SVM. When D + degenerates to the identity matrix, it is the standard transductive multiclass maximum margin classfication regardless of the regularization parameters. Therefore, we can handle the constraints with many efficient techniques. In this paper, we apply the cutting plane technique [16] to solve this transductive multiclass problem.
Cutting Plane Algorithm
One challenge in solving Problem 4.9 is that the number of variables is very large. To tackle this, we employ the strategy proposed by Zhao et al. [32] to decrease the number of variables. Specifically, for the unlabeled data, we rewrite the constraints of Problem 3.7 by using indicator functions to replace the explicit loss. Next, we can further reduce the n slack variables {ξ i : i = 1, ..., n} to their average
ξ i . It can be proved that these transformations are equivalent. This can reduce the number of variables by 2n−1. However, The number of constraints increases from nk + 2 to (k + 1) n + 2. The transformed problem, which is a constrained quadratic programming problem, can be formulated as follows: (4.10)
where e p is a k × 1 vector with only the p-th element being 1 and all other elements being 0, e 0 is an all-zero vector, and e is the all-one vector,
Cutting plane method can reduce the burden of the polynomial number of constraints and has been proved to be very efficient in solving many optimization problems with a large number of constraints [16, 27] . In practice, instead of considering all the constraints in Problem 4.10, only a subset of constraints, namely the working constraints set Ω, will be considered. The optimal solution is computed with respect to Ω. Next, the most violated constraint denoted by c in the original constraint set will be identified based on the current solution. Ω is then updated by Ω ← Ω ∪ c. The algorithm iterates until there is no constraint having a degree of violation over a predefined threshold δ [27] . According to the principle that the most violated constraint will cause the largest ξ, the most violated constraint can be identified as follows:
We can obtain the most violated constraint using the following rules:
Proof. Suppose we obtain the optimal solution of Problem 4.10 with the current working constraint set Ω. Denote ξ * and λ p , p = 1, ..., k as the optimal slack variable and the optimal margin vectors respectively. In order to finding out the most violated constraint, we let σ be the degree of violation, we have the following expression:
where
The cutting plane method iteratively selects the most violated constraint using the current classifier vector, and adds it to the working constraint set Ω.
is also a feasible solution. The objective value is less than or equal to the optimal value of Problem 4.9, because the corresponding constraint set is smaller than the constraint set of Problem 4.9. As a result, δ can be used as the stopping criterion.
However, a trivial "optimal" solution can be obtained by assigning all the samples to some large classes. To prevent from obtaining the trivial solution, Xu et al. introduced a class balance constraint [29] :
where r ≥ 0 is the constant which controls the class imbalance. One can estimate the class ratio according to the labeled data and vary r on different pairs of classes. In our experiments, we set r to a predefined value because the number of labeled data is limited in semi-supervised learning. Therefore, the optimization problem is formulated as: (4.14) Table 1 describes the outline of our learning algorithm for semi-supervised feature mapping and multiclass classification. We solve Problem 4.9 by applying the cutting plane method in each step until no constraint has a degree of violation over δ. [23] . Essentially, for the first constraint in Problem 4.14, the first part
is related to the labeled data and is convex. However the second part
is related to the loss of unlabeled data and is not convex. The idea of CCCP is to replace the non-convex part of a constraint by the First-Order Taylor expansion at the optimal point obtained in the previous iteration t. Specifically, we let This formula can be approximated by linear function as follows:
As a result, we obtain the following optimization problem on (λ, D, ξ) with convex constraints and convex objective function: 
According to Theorem 4.3, we can get trace(D) = 1 and the maximum number of non-zero eigenvalues of D depending on the rank of λ. Generally speaking, the number of classes is much more smaller than the dimension of the input space. This forces D to be an ill-conditioned matrix and affects the subsequent optimization. Therefore, we apply the strategy described in Algorithm 3 to avoid from obtaining a singular Hessian matrix. We show the corresponding theoretical analysis in Section 5. Table 3 describes the outline of our method in solving the Problem 4.15. We divide the variables into two sets, D and (λ, ξ). We compute the optimal solution of one set given the other set fixed until convergence. When the difference between two iterations is less than a predefined threshold σ 2 , return the optimal value of Problem 4.15. When we solve (λ, ξ) with the semi-definite matrix D fixed, we transform the range constraint by λ = Dη. Then Problem 4.16 can be transformed to the following better posted quadratic programming problem:
Moreover, for the large multiclass classification, we also derive the dual form of the above problem. The number of variables in the dual form is |Ω|+2, where |Ω| denotes the size of current working constraints. For the cutting plane method, it just requires few steps to converge. The total number of the working constraints should be very small. Consequently, solving the quadratic programming can be accomplished in polynomial time. on (λ, D) . According to [7] and [11] , a function f is convex if and only if the epigraph of the function, denoted as epi f is a convex set, where
Proof. It is trivial that if λ
. We obtain the epigraph as follows:
Based on Schur Complement Theory [31] , the following equality can be obtained:
It can be verified that the left-hand-side of Equation 5.19 is positive semi-definite cone, hence the inverse image is a convex set. Therefore, the right-hand-side which corresponds to the epigraph of function f (λ p , D), is also convex set. As a consequence, f is jointly convex on (λ, D). Proof. Referring to Theorem 4.3, the optimal value of D can be represented in terms of λ in a closed form. We can minimize the object function in Problem 4.18 with respect to (η, ξ). We can cascade all the η i , i ∈ Γ l ∪ Γ u and ξ to a unified vector υ ∈ R k * d+1 . Next, the problem can be formulated into a typical constrained quadratical programming with the variable υ.
We apply the preconditioned conjugate gradient method to solve Problem 4.15 with respect to the Hessian matrix D. In each step, we solve the following unconstrained quadratic programming problem:
where D c is the block diagonal matrix diag(D, ..., D, 1). According to the standard convergence rate analysis of quadratic programming, in each step we have:
where σ n (D c ) and σ 1 (D c ) are the largest and least eigenvalues of D c respectively. As shown in our updating strategy of D in Algorithm 3, the largest eigenvalue of D c is 1, and the least eigenvalue is d . The convergence rate is controlled by d . Therefore, the number of steps for convergence is finite and bounded by O( d ).
Computation Complexity Analysis
For solving Problem 4.18 in the primal form, the complexity is
. We have proved in Section 5.1 that it can converge in a finite number of steps in Theorem 5.2. When the dimension of data is very high, we can solve the problem in the dual form, leading to the time complexity of O(|Ω| 2 ). This can significantly reduce the time complexity. However, the main shortcoming of the dual form is that the Hessian matrix is ill-conditioned, and prevents from obtaining the optimal solution.
According to Theorem 4.3, when we solve the optimal D with respect to the fixed (λ, ξ), we apply singular value decomposition on λ. Essentially, suppose [U, S, V ] =SVD(λ). Let s be the diagonal vector of matrix S and S abs be the vector which satisfies S abs i Since the computation complexity of SVD is O(kd 2 ), where k is the rank of λ, our proposed algorithm will take O(kd 2 ) in each step. Zhao et al. [32] shows that the cutting plane method will converge in CR δ number of steps. As a result, the overall computation complexity of algorithm is O(
6 Experiment 6.1 Datasets Our experiments were performed on several real-word datasets from different domains. There are four UCI datasets 1 and three datasets from the 20-Newsgroup text corpus 2 . UCI datasets include balance, lenses, wine, and zoo. They have a relatively low dimension. The 20-Newsgroup corpus consists of approximately 20,000 newsgroup articles harvested from 20 different Usenet newsgroups. We created three datasets from 20-Newsgroup according to the method described in [5] . Specifically, we randomly sampled 100 articles in each of the 20 categories from the original corpus. In order to demonstrate the classification performance, we selected three different datasets based on different nature of classes. 3-different-class was derived from three different topics and the topics share few common terms. 3-related-class was constructed by three closely related topics and there exists overlapping between each pair of the topics. Such overlapping is much more significant in 3-similar-class, since many articles are cross-posted and there is no apparent boundary between the topics. The detailed information of these three datasets is listed in Table 4 .
Visualization for Dimension Reduction
We investigate linear dimension reduction using our semisupervised feature mapping and visualize the result. We chose three different datasets, namely, wine, 3-similar-class and zoo for this visualization experiment. The corresponding dataset size is 190, 300 and 130 respectively. The data are reduced from the original dimension (d=13, d=16, and d=1864 respectively) to 2-dimensional space. There are three classes in the wine and 3-similar-class datasets and seven classes in the zoo dataset. We randomly sampled 10% class instances as labeled data.
As shown in Figure 1 , our semi-supervised feature mapping can obtain the best performance in comparison with the other three methods when projecting the input data to 2-dimensional space. For PCA, it is a totally unsupervised method, so it cannot exploit the label information. LDA can extract the latent feature based on the labeled data. However, since there are just few labeled instances, it still cannot obtain a convincing result. RCA can make use of the unlabeled data by transforming the label information to pairwise constraints. For the high dimensional data, like 3-similar-class, we use PCA to project the original data into 100-dimensional space, and then apply RCA to further project the data to 2-dimensional space. We can observe that the performance of RCA is the worst among all the methods especially for high-dimensional dataset.
It can be noticed that our semi-supervised framework can achieve a significant advantage in contrast to other three dimension reduction methods on the 3-similar-class dataset. Since the three classes are overlapped greatly, it is very difficult for traditional feature extraction methods to get an effective representation in 2-dimensional space. In contrast, our semi-supervised feature mapping directly correlated to the classification task indicating that this framework can extract the label information in the process of learning the classifier. Specifically, it considers all the instances as labeled by the learnt classifier. Moreover, we can control the dimension of the latent feature space by assigning appropriate regularization parameters. The bigger regularization parameter on the classifier vector, the lower is the dimension of latent feature space. Practically, in order to get better projection result in 2-dimensional space, we chose a relatively large regularization parameter.
Classification Performance and Discussion
We compared our proposed framework with Transductive Support Vector Machine algorithm (TSVM), which takes advantage of the unlabeled data, to demonstrate that feature mapping in multiclass semi-supervised setting can improve the classification result. Gaussian kernel was adopted in TSVM. We also compared with traditional feature extraction methods such as PCA, LDA, and RCA, to show that our semi-supervised feature mapping can produce better data representation for classification. We generated 10 different folds for each dataset by randomly splitting it into two equal partitions for 10 times. In each fold, one partition (i.e., 50%) of the data was used as the labeled data and the other partition was used as the unlabeled data. The unlabeled data was also used for the testing set. For UCI datasets, we consider all the labeled data and unlabeled data as the training set. In order to show the performance with respect to very few labeled data, we varied the ratio of the labeled data in the training set for the 20-Newsgroup datasets. Specifically, in each separate training, we random selected the ratio α of the labeled data combining with the unlabeled data as the training set. We varied α from 20% to 100%. Classification performance is evaluated by counting the misclassified instances with respect to the whole training data size, then computing the average performance of the 10 folds. Performance of TSVM on the transformed data after feature extraction strongly depends on the reduced dimension. For PCA, LDA, and RCA, we projected the original data to T -dimensional space. T is determined by the multiple of k and T ≤ 20, where k is the number of classes. We report the best performance among different T . Comparatively, we restricted the dimension of our latent feature mapping to be no bigger than the number of classes k. For RCA on 20-Newsgroup datasets, we projected the original data into 100-dimensional space. Then we applied RCA to further reduce the dimension.
For the parameter setting, our algorithm determines the regularization parameters based on the following consideration. One basic rule is that when α increases, we reduce C because the empirical loss on the labeled data will accumulate. When the number of classes increases, the number of the dimension of the latent feature space will increase. Therefore, we should emphasize more on the L 1 norm regularization so as to discover more underlying shared features.
As shown in the results as depicted in Figure 2 and Figure 3 , we can obtain much better performance comparing to TSVM and TSVM on the transformed feature space by dimension reduction methods. When there are clear boundaries between classes, almost all these methods can obtain good result as exemplified in the lenses, zoo, and 3-different-class datasets. However, if the classes share common features especially when the labeled data is very few compared with the dimension of the feature space such as the 3-related-class and 3-similar-class datasets, TSVM has difficulty and cannot extract the optimal latent feature space. Such shortcoming can be tackled by our framework, which attempts to discover a relatively low-dimensional latent feature space among multiple classes. It extracts the latent features by L 1 regularization and ignores other irrelevant features. For example, in the 3-similar-class dataset, our framework is able to discover three latent Figure 2 : Classification performance on UCI datasets feature (i.e., topics) and tries to discover them by jointly minimizing the empirical loss on multiple classifiers. One of our main contributions is that when discovering the latent feature space, we can take good advantage of both the labeled and unlabeled data. Another contribution is that our framework can preserve sufficient information in relatively low-dimensional space (i.e., the number of classes k) as the input space, meanwhile, most of the noise features can be deleted. This leads to exceptionally good projection performance in 2-dimensional space.
Conclusions and Future Work
We have proposed a theoretically motivated semisupervised framework for feature mapping and multiclass classification. This framework can learn the latent feature space by taking advantage of both labeled data and unlabeled data, and discover the relatively lowdimensional shared feature space across multiple classes by L 1 regularization technique. We have proposed an efficient method to transform our task to sequential convex problem with CCCP. Experiments show that our semi-supervised feature mapping can get better data representation for improving classification.
One future direction is to apply this framework for domain adaptation. Our method can discover some common features shared by multiple classes in the latent feature space. If there comes new classes, we can adapt some discovered latent features on the new classes. This can transfer useful knowledge for the new classes. 
For simplicity, we denote b i = u T i Cu i . Since a i ≤ 1, according to the Cauthy-Schwartz Inequality, .
