Abstract-The problem of texture classification arises in several disciplines such as remote sensing, computer vision, and image analysis. In this paper we present two feature extraction methods for the classification of textures using two-dimensional (2-D) Markov random field (MRF) models. It is assumed that the given M x M texture is generated by a Gaussian MRF model. In the first method, the least square (LS) estimates of model parameters are used as features. In the second method, using the notion of sufficient statistics, it is shown that the sample correlations over a symmetric window including the origin are optimal features for classification. Simple minimum distance classifiers using these two feature sets yield good classification accuracies for a seven class problem.
I. INTRODUCTION
T EXTURAL and contextual features are two important pattern elements in human interpretation of data. There are many applications like identification of large scale geologic formation, land use patterns, and interpretation of aerial images where texture classification is an important element. A good review of literature on this subject can be found in [l] and [2] . The texture classification problem can be stated as follows: there are a finite number of classes Ci, i = 1,2, -, r. A number of training textures belonging to each class are available. Based on the information extracted from these sets, a rule is designed to classify the given test texture of unknown class to one of the r classes. The important steps in a classification problem are the choice of features, which reduces the dimension of data to a computationally reasonable amount, and the design of the classifier. Currently used methods utilize 1) features derived from second-order gray level statistics including the gray level cooccurence matrices [ 11, [3] , 2) features derived from gray level run length statistics 3 ) features derived from gray level difference statistics v i , 4) features, e.g., moments derived from decorrelation methods [4] , and 5 ) features, e.g., rings and wedges derived from Fourier power spectrum 131.
Classification using features obtained from the gray level cooccurence matrices is set on the premise that human texture perception rely on the second-order probabilities as reflected in these matrices. However, such matrices are not used directly. Instead, features, e.g. , energy, entropy, local homogeneity, etc. , computed from these matrices are used to discriminate textures.
In the gray-level run-length method one constructs a matrix each of whose elements denotes the number of occurences of a particular gray level of a specified length. Depending on the orientation of the runs one can come up with different matrices. From each of these matrices, features, e.g., short run emphasis, long run emphasis, etc., are computed to be used for classifying textures.
In the gray level difference method one computes the occurence of difference of two gray levels separated by a specified distance. It thus generates a set of single variable probability distributions. One computes features, e. g., contrast, angular second moment etc. from these distributions.
The decorrelation method of feature extraction [4] using a Laplacian window has this underlying modeling interpretation: suppose the texture is modeled as a 2-D separable causal Markov field, where the observation y (s) at a location s is written as Then as el, d2 -+ 1, the decorrelated residuals generated by the Laplacian operators are similar to those obtained by
where Of, e;, and P* are the least square (LS) estimates.
Thus, from the point of view of image modeling, in the limit, the decorrelation features are extracted from the moments of the residuals obtained by fitting (1.1) to the given texture. The loss of information during the process of dimensionality reduction may be significant since the residuals themselves contain only partial information in the original data. It is interesting to note that no classification experiments have been done using these features. The performance of the feature vectors is justified using the Bhattacharya distance measure. The relation between the Bhattacharya distance used and the error bounds for misclassification are true only when the feature vectors are Gaussian, with known mean vector and covariance matrices [5] . In practice, one or both of these assumptions are not true. The Fourier features extracted from the power spectrum can be used to discriminate textures. In [3] , the power spectrum.was computed from the periodogram and features, e.g., rings and wedges, were extracted from it. Well documented results in l-D spectral estimation [6] show that spectral estimates obtained by fitting a model possess better statistical properties compared to the periodogram estimates. Using the maximum entropy method (MEM), an improved estimate of the power spectrum and the ring and wedge features were obtained and used in classifying textures [7] .
In this paper we present two methods of texture feature extraction and classification using MRF models [SI-[llj. The MRF model considered in this paper is noncausal, i.e., the intensity y ( s ) at site s is a function of the neighbors of s in all directions. The MRF models are characterized by conditional densities of the form
P ( Y ( S ) I all Y ( S + r), r E Y)
where N is a symmetric neighbor set not including the origin. In the special case, when y ( s ) is Gaussian, the MRF models are equivalently characterized by a linear interpolative equation [8] , [9] containing a set of unknown parameters. Conventionally, when N = ((0, l ) , (0, -l ) , (-1, 01, (1, O)), the MRF model is said to be of first order, when N = {(0, l), (0, -I), (-1, 0), (1, 0), (1, -l ) , (-1, l), (-1, -l), (1, l ) ) , second order, and so on. The structure of N for higher order models is depicted in Fig. 1 .
We first assume that the textures are Gaussian and fit Gaussian MRF models. This approach leads to two methods of feature extraction. The first method consists of constructing the feature vector with the least squares (LS) estimates of the parameters [IO] . Since textures close to the original one can be constructed using LS estimates in most situations, the LS estimates are suggested as information preserving features. Using a simple minimum distance classifier and leave-one-out strategy, an accuracy of over 99 percent is achieved for textures of size 64 X 64.
In the second method, we show that, if the texture under study is truly generated by a Gaussian MRF model, then the sample correlations over a specific window defining the model are sufficient statistics [12] for the parameters of the model. Using sample correlations over a window, one can identify an underlying Gaussian MRF model as described in [ 131 and [14] and synthesize a texture close to the original. Thus the vector of sample correlations is suggested as an information preserving optimal feature vector. Using 11 sample correlations and the same classifier mentioned above, classification accuracy of over 93 percent is obtained for textures of size 64 X 64.
The organization of the paper is as follows. In Section 11, the Gaussian MRF model representation is given along with the synthesis results of natural textures.' In Section 111, a lossless feature set is derived using the notion of sufficient statistics. Classification experiments using the above two methods are detailed in Section IV.
11. GAUSSIAN MRF MODEL REPRESENTATION [SI, [9] Assume that the zero mean observations from the given One can synthesize textures close to the original one using 6 * , v* [ll] . Some examples of texture synthesis using a fourth-order GMRF model (12 parameters) are given in Fig. 2 . Since the textures synthesized using a fourth-order model retain most of the statistical character- Table I . Experimental details of the classification are given in Section IV. In [ 151, a similar set of features was extracted for texture classification using spatial autoregressive (SAR) models. The SAR models form a class which is a subset of Gaussian MRF models in that, given a Gaussian SAR model, an equivalent Gaussian MRF model always exists, but the converse is not true always. For non-Gaussian textures, the probability structure of these two classes of models is different. Since LS estimates are inconsistent [ 101 for SAR models, approximate maxium likelihood (ML) estimates obtained using gradient techniques have been used for parameter estimation. The texture classification problem'using Gaussian MRF models has also been considered in [16] . The coding estimates [ 171 have been used for parameter estimation. As pointed out in [ 171, even for the first-order MRF model, the coding estimate is statistically very inefficient compared to the LS or ML estimates.
LOSSLESS FEATURE SET
The transformation from the given texture to the feature vector is many-to-one and usually involves some loss of information. One can however derive a lossless feature vector for texture classification using Gaussian MRF models by using the notion of sufficient statistics [ 
121.
Suppose that the M 2 X 1 lexicographically ordered vector y from the texture is represented by a Gaussian MRF model (2.1) characterized by 6 and v. Then the probability density of y has the form [18] IEEE TRANSACTIONS ON ACOUSTICS, SPEECH, AND SIGNAL PROCESSING, VOL. ASSP-33, NO. were carried out to test their effectiveness in classifying textures. A set of seven textures were chosen from Brodatz album, each available as a 256 X 256 digitized picture from the USC Signal and Image Processing Institute database [20] . Each image was divided into 16 nonoverlapping subimages. Thus each texture class had 16 samples. Two sets of subimages were used-64 X 64 and 32 X 32. No histogram equalization was done on the images. The mean of each subimage was subtracted and the data was assumed to be a realization of a fourth-order GMRF model since it was adequate enough to synthesize the original 256 X 256 images. A minimum distance classifier using class mean and class covariance was designed. A leave-one-out strategy was adopted: to classify a particular. sample, it was taken out and the classifier was trained on the remaining 15 samples of that class and 16 samples from each of the other classes. This was repeated for all 112 samples.
Let each of the K classes contain n samples, whose feature dimension is ( r + 1) corresponding to the set 5 = { Cd (0) , Cd (r) 1 r E N,} or to the set q = { 6 *, v*/fi2}, where f i 2 is the sample variance. First the feature mean and the feature variance 8 i * ) for the ith class, i = 1, * , K were computed. Then the test sample was taken out and the feature mean and the feature variance &i) for that class were recomputed using other samples from it. The test sample, x' is then assigned to the class K * for which the weighted distance
is minimum. For 64 X 64 sized texture samples, using 11 as the feature vector, only one out of the 112 samples was misclassified, yielding a classification accuracy of over 99 percent. Using size of the subimages.This is expected since for smaller images the estimates are based on a fewer number of samples. Although the role of correlation function for texture classification is known among researchers [ 13, no quantitative justification is available. Using the notion of sufficient statistics with a GMRF model, it is shown that by using sample correlations one can achieve reasonable success in texture classification. This should be particularly attractive when special-purpose hardware can be used to compute sample correlations. Another attractive aspect of the methods described in this paper is the information preserving nature of the features used. The LS estimates are information preserving as shown in Fig. 2 . The sample correlations are also information preserving as one can identify an underlying GMRF model from the sample correlation array by the methods described in [13] and [14] .
