Previous web image re-ranking approaches usually construct similarity measure on image level. Considering the diversity of large scale web image database, these approaches ignore the difference of importance between target area and background area in images, thus are not robust to background clutter and may bring some false similarity contribution among images, especially for object query images. We propose ContextRank, re-ranking images by building Markov random process of a surfer jumping across visual words within and among images. For intra-image context, links of visual words are constructed if they are close enough within an image. For inter-image context, links of visual words between image pairs are constructed by incorporating both feature similarity and spatial consistency. Equally speaking, we build a random walk model on visual word level where spatial information is taken into account. The stationary distribution of visual words in each image is derived by calculating the principle eigenvector of link matrix. The score of images are the sum of scores of visual words in each image. Evaluation on object images collected from the Google search engine shows that our approach outperforms VisualRank, and is comparable with the state-of-art. Compared to VisualRank, our method reaches better performance without significant extra computation cost, which is suitable for potential requirement of large scale web image retrieval.
INTRODUCTION
The needs for large scale web multimedia search and retrieval have emerged to tens of millions of web users during the last ten years. Currently, web image search has been supported by many commercial search engines, such as Google, Live, Yahoo, et al.
Most of them are implemented by indexing and searching the associated textual information of images. Text based search has shown effectiveness and efficiency for retrieving text information from the massive web pages. Although text does provide some useful information for describing image content, it is not the true description of visual content which is directly pictured from the real world. Retrieval only by text may mislead users' experiences for many reasons, such as semantic uncorrespondence between texture and visual description, and commercial or political inclinations in text. Therefore, it is reasonable to retrieve firstly by text and hyperlink analysis, keeping the power of quickly retrieving a corpse of web database, and then re-rank the top ranked documents by visual analysis. This idea has been investigated in many works [1, 2, 3, 4] , where they use different but effective ways to measure the visual correspondence of those top N images to a given query. However, considering the diversity of web images, such as different content, different context and sources, many issues should be taken into account carefully.
For a query category, the relevant images should be appropriately clustered in a good feature space. An efficient re-ranking algorithm should be able to discover those images that contain the target pattern and find the cluster and images belonging to it. An efficient way was proposed by Jing et al. [1] , building pairwise similarity matrix of Top 1000 images, and using VisualRank to calculating the score of each image. But it may be a problem that in [1] , each matched local feature weighs equally, regardless of the context information whether the local descriptor is located on the background or the target area. Therefore a lot of false contributions to the similarity score will be brought in. Context information like spatial consistence and link information could help to filter those obvious false links.
How to automatically locate those local features in target areas is a challenging issue. According to study in [5] , the local descriptors in object area tend to have more links with each other, while those in background are likely to be isolated in a graph, and unlikely to have consistent links with those located at the object area. Their approach is able to find the most salient local descriptors locating on object area. Our method is based on the same assumption with [5] , but we do not aim to locate the features in target area, but to reweigh visual words based on both local features differences and their spatial context. The third issue is how to utilize multiple information sources. There is a lot of information metadata describing a web image, such as anchor text, geo-tag, concept score and time stamps. All these could be directly used for context analysis, or integrated by some text processing method to derive an initial text retrieval results, such as Google Pagerank [6] . The efficiency of initial result has been studied by [1] [2] [3] . In [4] , the initial rank is treated as noisy label and supervised learning procedure is fitted Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. to an unsupervised re-ranking requirement. We do not employ any supervised learning approach, since the model derived by supervised learning is likely to be biased to the chosen training data. And more importantly, the model may deteriorate when false positive and false negative examples are introduced, leading to the instability of performance. We describe the visual relation of image by building pairwise relationship among visual words in an unsupervised way.
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The last but not lease is how to develop computationally efficient retrieval method. One solution in our work is bag-of-word representation, which has proved fast and effective for large scale image retrieval [4, 9, 14] . The affinity matrix W in our method is extremely sparse. Moreover we have decomposed W into blocks, making parallel computation feasible.
Our approach aims to re-rank object web images in unsupervised way by constructing a unified Markov random walk among visual words within and across images. The framework is shown in Figure 1 . Firstly, the top N image list is returned by a querying keyword. We construct an affinity matrix W by incorporating two context modeling. Here two assumptions are considered.
(i) A surfer is likely to jump among neighboring visual words within an image.
(ii) A surfer is likely to jump from visual word A in image i, to visual word B in image j, if there exist a matching between these two visual words.
Based on (i), for visual words within an image, visual cooccurrence cue is used to construct the link for the visual words within a certain spatial range. This is helpful in discovering the most salient local descriptor that contains abundant structure information of image. Based on (ii), for visual words in different images, we construct the link based on image matching using spatial consistency. Using these two link construction methods, we build a transition matrix whose state space is composed of visual words in each image. Then Pagerank is performed on visual word level to calculate their stationary distribution. The score of the image is derived by summing up the score of visual words appeared in the image. Our method could be explained by intra-image and inter-image Markov random walk, and the derived distribution is more stationary and distinguishable.
The rest of the paper is organized as follows: Section 2 introduces related work. Section 3 explains our method in detail. Section 4 presents experimental results. Section 5 presents some discussion. Conclusions are drawn in the final section.
RELATED WORK
Web image Re-ranking is related to traditional Content Based Image Retrieval (CBIR). An overview of CBIR could be found in [7] . However, query image is often unavailable in web search scenario, so approaches of traditional CBIR could not be directly applied. Correspondingly, in Automatic Annotation Based Retrieval (AABR), Learning approaches such as SVM [8] are trained to detect or classify certain objects or events. The retrieved results are ranked by their score measuring the probability that a visual concept exists. However, the derived mapping from visual feature to high level concept is not as good as expected because strong visual variance exists among images and videos.
The problem of web image re-ranking is different from purely CBIR or AABR. Unlike CBIR that uses only visual analysis, both textual and visual analyses are employed in re-ranking task. No concept detector should be trained to calculate the probability of visual concept existence in re-ranking problem.
The well studied graph based methods are very popular ways that could construct the relationship of data objects [1, 3, 10, 11, 12] . They have been widely used in large scale web mining and text retrieval. The simplicity and effectiveness of such approaches applied in visual information processing were also demonstrated by He et al. [10] , who first suggest combining Pagerank with visual similarity for image retrieval. Then Hsu et al. [3] employ the similar idea for video retrieval. Jing et al.
[1] re-rank more than one thousand of Google product and landscape query images. Tian et al. [2] generalize the graph based methods. Our method is closely related to these graph based approaches.
In principle, link analysis such as Pagerank [6] is a good way to describe data with large intra-class variance, by building manifold with pair-wise similarity calculation. Believe propagation could be used to propagate label information on this data manifold [12] . Previous graph based re-ranking approaches treat each image as a node, and their feature similarity as the edge, which more or less neglect the structure on image content level. Studies in text retrieval provide some further views. For example, LexRank [11] is proposed to identify the most salient sentences for extractive summarization in a set of document. In Cai et al. [13] , where the web pages are decomposed into blocks and link analysis is done on block level, and images in the same web page but different block are possible to be clustered into different topics. These studies inspire us to extend link analysis to a finer level.
A good method to re-rank images by visual content analysis could also be derived from bag-of-words approach in text retrieval, which has shown scalability and robustness in processing large scale of text documents. This idea has also been successfully applied to image and video data mining [9, 14, 15, 16, 17] . Original bag-of-word model ignores the spatial information and high order relationship of image features. Incorporating spatial relationship of visual words can help enhancing the distinguishability [18, 19, 20, 21] . Inspired by these researches, we combine intra-image context and inter-image context together with a random walk graph theory to model the inter-image and intra-image relation of visual words.
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Random Walk among Visual Words
Random walk model has been widely used in modern information retrieval [6] [11] . In our study, we have a visual vocabulary with K visual keywords. All the local features of the images are assigned a visual word index. For an image category that contains top N results retrieved by text retrieval, each visual word that appears in each image is treated as a node. We denote them by
The aim is to find the stationary probability
For each Markov random walk model, there is a transition matrix P , defining the conditional probability of state space. The probability of current state r given last state s is defined as:
here X represents the state of a surfer. With one step transition probability matrix P , the k step transition matrix k P could be computed as:
If this finite state space Markov process is positive recurrent, there is a unique stationary distribution:
In this case k P converges to a rank-one matrix, where each row is the stationary distribution π [22] .
In our method, the one step transitional matrix P is derived from the symmetric visual affinity matrix of W with column sum to 1, that is:
The stationary distribution π is a column vector whose entries sum to 1 that satisfies the equation:
π is the eigenvector of P of eigenvalue 1. Since P is sparse and the dimension of P is quite large in our experiment, we calculate π iteratively by a power method. 
To avoid the trivial solution and ensure the uniqueness of π , a damping factor is necessary. Then (6) is rewritten from (5) as: 
( ) IS i is the initial score of image i . _ ( ) num nz m is the number of visual words with non zero frequencies. If ( ) vw m does not appear in image i, the corresponding damping factor is 0.
Furthermore, both P and W could be decomposed into blocks.
Each block is the transition sub-matrix of visual words in image i , and visual words in image j , which we denote the blocks as (1 )
G is a matrix with , , 1,... C is a matrix with , , 1,... The reasons we divide W and P into blocks are two folds. Firstly, it is easier for us to index non-zero element in P . In fact, P is very sparse. The number of non-zero elements in P is only about 0.12% of total size. Therefore, we do not have to store all the element of P for storage saving. Secondly, parallel computing of W is applicable in our approach since the computation of each block is independent with others. We use the same iterative scheme as in [6] to get the stationary distribution π , the score of visual words. The final distribution was calculated in 50 iterations, which in our experiment is enough to guarantee the convergence.
Intra-image Context Modeling
High order relationship of local features has been extensively studied [21] , where it has been demonstrated that incorporating higher order feature could increase the object categorization accuracy. In principle, we could model any order of context relations, but for trade-off of computational efficiency and performance, we utilize the 2 nd order relationship in our study, for it has been shown in [21] that 2 nd order relations provide the largest performance enhancement.
Our method is an extension of Markov stationary feature (MSF) [22] . This approach has the natural potential to be implemented on histogram features. We apply the Markov conditional process to describe the structure of visual words in an image.
The spatial co-occurrence statistics within image correspond to the blocks , , 1... [23] , depends on which region detector we use. Therefore, to further portray the spatial structure of visual words, we use a Gaussian spatial window. For all descriptors indexed by visual word m and those indexed by n in image i, we have:
Here, d(k, k') is the spatial Euclidean distance of k and k'. R is the parameter controlling the range. We can also use other windows. But Gaussian window is able to make the graph smoother.
We visualize the effect of intra-image context modeling in Figure  2 . We have excluded the influence of inter-image context. The visual words shown in red are those with higher stationary probability. They are either those visual words with abundant structure information with neighbors, or have higher frequencies. These red visual words could be treated as the skeleton of the image. However, the skeleton is not the essential description of objects, but could be located in background as well. Incorporating inter-image context will help to further weigh more on those visual words on objects.
Inter-image Context Modeling
We use a spectral method similar to [24] to construct the link and incorporate structure context across images, i.e., calculating the blocks , ,
The advantages of spectral matching approaches are based on the observation that correct assignments are likely to establish links among each other and thus form a strongly connected cluster. Incorrect correspondences establish links with the other correspondences only accidentally, so they are unlikely to belong to strongly connected clusters. Compared to [14] , where only neighboring visual words are used to evaluate the matching, spectral methods are able to incorporate a global structure correspondence across images, thus avoiding the false matching of the visual words in patches that look similar, but should not be matched. Other method that is flexible to incorporate more context information to derive a good matching is also preferred in our framework.
Candidate selection
For calculating link across images, a set of potential correspondences should be found by matching the index of visual words. In average there are 200~500 candidate pairs for a pair of images. We could see in Figure 3 (a), after quantized into visual words, there is a lot of false matching for local descriptors. This phenomenon is also described in [14] . But in the next step we will see that spectral matching is robust to filter those false links.
Consistence calculation among candidate pair
We build the adjacency matrix M of a graph whose nodes represent the candidate pairs and the weights on the links represent pairwise agreements between potential pairs. Note that M is not the matrix block , , , k k represents the index of local features in image i and j respectively, we have: , k k in image j respectively. S σ is used to control the sensitivity of similarity calculation, the smaller S σ is, the structure constraints will be stronger.
The score of each potential correspondence is derived by calculating M 's principle eigenvector * x as in [24] , with each entry the corresponding score of candidate pairs. We get the principle eigenvector * x by iterative method as well.
Choosing good correspondences
We use a heuristic method to choose the good correspondences, as described in Table 1 . N is used to control the choosing strategy. It could be one-to-one for critical matching, i.e., N =1.
Or it could be one-to-many for general object matching. We set N =3 for evaluation. 
Construct link across images
We use 
is given by (11):
In (11), 
here i n , j n denote the number of local feature in image i and j, respectively. The weighting factor is intended for balancing the irregular number of different local features for different image pairs. Intuitively, ten correspondences from an image pair with a total of 100 feature pairs ( i j n n × ) should be weighted more than ten correspondences by an image pair with one thousand features. 
Context Combining
We generate a synthetic data to show how ContextRank combine two contexts. Suppose we have four images. Image A and B are relevant images, while C and D are irrelevant. The spatial distribution and links of visual words are shown in Figure 4 . Where dashed lined represents the link of visual words. The bold links mean the similarity scores equal to 1, and the fine lines mean the similarity scores are randomly distributed within [0,1].
We repeatedly generate the matrix P 100 times and average the score of all the visual words in the four images to get the score of image using schemes in Section 3.5. We find that for 100 times, image A or image B rank the top one, and for 75 times both image A and B rank top 2. The top six of the averaged visual word score is those visual words with bigger circle.
By using intra-image context, visual words with abundant neighbors are identified, which could be treated as the skeleton of an image that their scores are much easier to propagate. By using inter-image context, the correspondences of visual words across images are constructed. The links of the skeleton visual words are more significant than others. When these two functions work together, all the visual words are reweighted by context and those most salient visual words are identified.
Calculating the Final Score of Images
After getting the stationary distribution π of visual words in each image, a simple scheme is used to derive the final image score as: We will see in Section 4.5, our scheme has already increased the weight of visual words that are locating on object area and reduce the weight of those locating on background area.
EXPERIMENT
Dataset
We evaluate our method on the datasets provided in [4] and [9] .
Dataset I [4] contains 18 object categories downloaded from the Google search engine. The authors in [4] design a filter to remove about 90% of the drawing and symbolic images. The image database has 44636 images in total and 2480 images in average for each category. Filtered drawing and symbolic images are not included. It contains 11 animal objects and 7 other artificial objects. Dataset II is constructed by Fergus et al. [9] , with seven image categories downloaded from Google as well. We experiment on five of them and make comparison with reports from [4] and [9] .
System Overview
We use SIFT with DoG [23] . Averagely about 200 SIFT are extracted for each image. A visual vocabulary with size 400 is calculated using an accelerated K-means algorithm [25] for each object image category. 
Parameter Setting
We run parameter setting in dataset I . There are 3 parameters which could affect the performance: ① bandwidth R of spatial window of intra-image context in 
Performance of Re-ranking
Re-ranking on dataset I
In our experiment for evaluating the performance of re-ranking, a list of results contains: ① Text: Text baseline reported in [4] .
② SVM: Results in [4] , with the best average performance.
③ VR: VisualRank using initial results in [1].
④ CRO: ContextRank without using initial results.
⑤ CRW: ContextRank using initial score based on equation (7).
The three parameters in both CRO and CRW are set as the values checked in Section 4.3, i. e., R =15, S σ =10, and b =0.2.
We list the precision at 15% recall in Table 2 . Here results in black stand for the best precision of one category compared with the other four. Among all, Text has one best result, SVM has nine, VR has two, CRO has none and CRW has six. We see that compared with the text baseline, CRW successfully improve 16 object categories out of 18, while VisualRank only improve 3 out of 18. Our approach outperforms VisualRank significantly, and is comparable with the SVM approach. However, note that in [4] , four kinds of region detectors are used combined with SIFT feature, and we only use DoG region detector. Using more region detectors should increase the performance. Furthermore, SVM may suffer more from the variation of the number of training samples, while we directly apply ContextRank for re-ranking, without choosing training samples.
Initial text score plays an important role for the final ranking in ContextRank. The average precision is improved by 20.8% when utilizing initial score. However, CRO still outperform VisualRank even no initial score is used. This also shows the advantage of our approach. The precision-Recall curves of CRW of some object categories are shown in Figure 6 .
Re-ranking on dataset II
We evaluate our method on dataset II to compare ours with [4] and [9] . The precision at 15% recall are shown in Figure 7 . Note that the initial score is not provided in the dataset, but we know the initial rank we just use an estimated score that is linearly related with their rank, i.e., the higher the rank is, the higher the score is. Ours outperform [4] on airplane, leopard and motorbike, and outperform [9] in airplane and motorbike. For leopard and wristwatch, our approach is comparable with [9] .
Top Ranked Visual Words
As we can see, the final image score is derived by accumulating the scores of visual words of the image. We must figure out how the visual words are reweighted according to their location. Figure 8 shows some typical examples in dataset I with both target object and complicated background. Visual words with top 5 highest scores are marked by red. By incorporating intra-image and inter-image visual context, the visual words with higher score are mostly located in object area. In some images, there are a few visual words not located in the object area. The reason may be the object co-occurrence effect. For example, tigers are usually walking on the grass, and motorbikes are usually driven by human.
Sample Results
The top 10 images of two image categories in dataset I returned by our approach are shown in Figure 9 . The images with green dots mean relevant, and images with red dots irrelevant. For each category, the first row is the initial result, the second row for VisualRank, and the last row for ContextRank. We can see that VisualRank has even worse re-ranking result, while our approach does gain significant improvements.
DISCUSSION
The aim of Pagerank is to find the central cluster of data. Since what we rank is the visual words in each image, it is possible to have multiple clusters on the graph. According to [5] , those local features located in object area tend to have consistent links with each other. However, when similar background occurs repeatedly, or the target objects co-occur with other objects frequently, such as human, the algorithm may be distracted to find another cluster that is not indicating visual words describing target object. These co-occurred objects could also provide some useful information for the object query, which could also be seen as a kind of context. We will try to identify this problem in future study.
CONCLUSION
In this paper, we propose a novel approach for re-ranking object image categories retrieved from the Google search engine. Two kinds of visual context information are considered. Intra-image context models the visual co-occurrence information of an image. Inter-image context is helpful to construct the good link among image pairs using global consistence of candidate in image pairs, thus it is able to filter most of false links or those links locating on background region. Experiment results show that our approach significantly outperform VisualRank for re-ranking object images.
Our approach is comparable with [4] and [9] . Future study includes experiments on more object categories, better modeling of image context information beyond pair-wise context and construction of better visual vocabulary. We also need to study how to incorporate text information more effectively. 
