Summary. This chapter proposes a hybrid approach by combining a Euclidian distance (EU) based genetic algorithm (GA) and particle swarm optimization (PSO) method. The performance of the hybrid algorithm is illustrated using four test functions. Proportional integral derivative (PID) controllers have been widely used in industrial systems such as chemical process, biomedical process, and in the main steam temperature control system of the thermal power plant. Very often, it is difficult to achieve an optimal PID gain without prior expert knowledge, since the gain of the PID controller has to be manually tuned by a trial and error approach. Using the hybrid EU-GA-PSO approach, global and local solutions could be simultaneously found for optimal tuning of the controller parameters.
Introduction
During the last decade, genetic algorithm-based approaches have received increased attention from the engineers dealing with problems, which could not be solved using conventional problem solving techniques. A typical task of a GA in this context is to find the best values of a predefined set of free parameters associated with either a process model or a control vector. A possible solution to a specific problem can be encoded as an individual (or a chromosome), which consists of group of genes. Each individual represents a point in the search space and a possible solution to the problem can be formulated. A population consists of a finite number of individuals and each individual is decided by an evaluating mechanism to obtain its fitness value. Using this fitness value and genetic operators, a new population is generated iteratively which is referred to as a generation. The GA uses the basic reproduction operators such as crossover and mutation to produce the genetic composition of a population. Many efforts for the enhancement of conventional genetic algorithms have been proposed. Among them, one category focuses on modifying the structure of the population or on the individual's role while another category is focused on modification/efficient control of the basic operations, such as crossover or mutation, of conventional genetic algorithms [9] .
The proportional integral derivative (PID) controller has been widely used owing to its simplicity and robustness in chemical process, power plant, and electrical systems [1] . Its popularity is also due to its easy implementation in hardware and software. However, using only the P, I, D parameters, it is often very difficult to control a plant with complex dynamics, such as large dead time, inverse response, and for power plants having a high nonlinear characteristics [5] . Recently, there has been a growing interest in the usage of intelligent approaches such as fuzzy inference systems, neural network, evolutionary algorithms, and their hybrid approaches for the tuning of a PID controller [1-4, 6, 7] .
This chapter introduces a hybrid approach consisting of genetic algorithm and particle swarm optimization (PSO) algorithm. To obtain an advanced learning structure, there are two processing steps in the proposed method. In the first step, Euclidean distance is used to select the global data for crossover and mutation operators to avoid local minima, and to obtain fast convergence. In the second step, in order to enhance the learning efficiency of GA, PSO strategy is applied. The proposed approach focuses on the advantage of PSO into the mutation process of GA, for improving the GA learning efficiency. A PSO like search proceeds through the problem space, with the moving velocity of each particle represented by a velocity vector. Therefore, global and local optimal solution can be simultaneously achieved and the most appropriate parameter of the PID controller can be selected for the given plant and system [11] .
We first illustrate the performance of the proposed hybrid approach using four test functions. Further the performance of hybrid EU-GA-PSO approach is validated by tuning a PID controller of a automatic voltage regulator (AVR). The chapter is organized as follows: In Sect. 7.2, we introduce the hybrid approach using Euclidean distance-based genetic algorithm and PSO algorithm with some simple illustrations. Detailed experiment results for function optimization are illustrated in Sect. 7.3 followed by PID controller tuning in Sect. 7.4. Some Conclusions are also provided in the end.
Hybrid Approach Using Euclidean Distance Genetic
Algorithm and Particle Swarm Optimization Algorithm
Particle Swarm Optimization Algorithm
The PSO algorithm conducts search using a population of particles which correspond to individuals in a genetic algorithm [8, 10] . A population of particles is initially randomly generated. Each particle represents a potential solution and has a position represented by a position vector. A swarm of particles moves through the problem space, with the moving velocity of each particle represented by a velocity vector. At each time step, a function representing a quality measure is calculated by using as input. Each particle keeps track of its own best position, which is associated with the best fitness it has achieved so far in a vector. Furthermore, the best position among all the particles obtained so far in the population is kept track as output. In addition to this global version, another local version of PSO keeps track of the best position among all the topological neighbors of a particle. At each time step, by using the individual best position, and global best position, a new velocity for particle is updated. The computation for PSO is easy and adds only a slight computational load when it is incorporated into the conventional GA. Furthermore, the flexibility of PSO to control the balance between local and global exploration of the problem space helps to overcome premature convergence of elite strategy in GA, and also enhances search ability.
Genetic Algorithm with Euclidean Data Distance
When individuals in a genetic algorithm are differentiated to search for optimal solutions, there is a high chance for obtaining local optimal solutions. Using the conventional GA or PSO approach, optimal solutions are obtained mostly with some initial differentiated data and there is a high possibility for obtaining local optimal solutions. The proposed approach uses data points with the longest Euclidean distance for crossover process to avoid such local optimization. The idea is to obtain global solutions by considering the entire search space (all the data points). We consider the Euclidean distance for the function
with the initial conditions as depicted in Table 7 .2 shows the Euclidean distance when applied to (7.1) and the relationship between the optimal value, average value, maximum and minimum values of the objective function.
As per proposed method, all the data points have a higher chance to be included in the search and thus a local solution could be avoided. The distance between two points on n search space is defined by
To further demonstrate the performance, the Himmelblau function F 2 (x) is used:
The contour to obtain optimal solution by crossover using a conventional GA is illustrated in Fig. 7 .3. Data points are selected by 
As evident from by the proposed genetic algorithm based on Euclidean distance shows that there are optimal solutions in both local and global spaces and its solution is obtained after 50 generations.
The influence of mutation in GA or in a hybrid system of PSO and GA has been studied to speed up the running time to obtain optimal solutions [12] . We used the 
where n is the number of agents in each group; m the number of members in each group; t the number of reproduction steps; v (t) j,g the speed vector of agent j in reproduction step of tth, V
j,g the position vector of agent j in reproduction step of tth; w the weighting factor; c 1 , c 2 the acceleration constant; rand(), Rand() the random value between 0 and 1; pbest j the optimal position vector of agent j; and gbest is the optimal position vector of group.
The value of position vector and speed vector is determined by the acceleration constants c 1 , c 2 . If these values are large, each agent moves to the target position with high speed and abrupt variation. If vice versa, agents wander about target place. As weighting factor w is for the search balance of the agent, the value for optimal search is given by 
. In this research, the value of speed vector for each agent is limited to 1/2 to avoid abrupt variation of position vector. Calculation process for each step is given in Fig. 7 .5
[
Step 1] Initialize all GA variables. [ Step 2] Initialize all PSO variables. [ Step 3] Calculate affinity of each agent for condition of optimal solution of GA. At this point, optimal position condition of PSO is introduced into the GA loop. [ Step 4] Arrange the group of PSO and agents in GA as shown in Fig. 7 .6. [
Step 5] Update position vector pbest and speed vector gbest. [ Step 6] Perform crossover in GA using Euclidian distance and position vector of PSO. [ Step 7] Perform mutation in GA. [ Step 8] If condition of GA is satisfied with the target condition (iteration number or target value), reproduction procedure is halted. Otherwise, it goes to step 3. In Fig. 7 .5, IG, ED, PV, and SV refers to initial group, Euclidean distance, position vector, and speed vector, respectively.
In this paper, initially, position of individuals are calculated by the Euclidean distance-based method and then mutation and crossover are performed to improve the running speed and to obtain global optimal solutions.
Experiment Results

Performance Analysis for Different Particle Sizes
To prove the learning structure suggested in this paper, function
is used as an example. Figure 7 .7 illustrates the contour characteristics of the function. Fig. 7.9 illustrates the characteristics between the existing GA and the proposed EU-GA-PSO approach. As evident, the GA-PSO converges much faster than the conventional GA approach. Table 7 .3 depicts the relationship between variation of function and differentiation rate of PSO. When the differentiation rate is smaller, the convergence speed is faster but at the final step, the differentiation rate is larger and the convergent speed is faster. Figure 7 .10 illustrates the performance between GA and Hybrid GA-PSO. For comparison of both systems, test function, F 1 (x) and Euclidean data distance are used. Particle size for comparing the different characteristics is selected as 10. As evident from Fig. 7 .10, after the first step, the conventional GA has faster convergence speed but during the final stages, GA-PSO has more stable speed because GA-PSO searches for optimal solution by incorporating position and direction for search (Tables 7.4 and 7.5).
Performance Characteristics of Hybrid GA-PSO Algorithm
. .
Importance of GA Parameter Selection
In GA, in order to transfer gene information of parents or grandparents to offsprings effectively, differentiation is carried out through different selection schemes namely RemSel (Remainder stochastic Sample with Replacement Selection), UnivSel (Stochastic Universal Sampling Selection), and RwSel (Roulette Wheel Selection). Performance results are illustrated in Figs. 7.10-7.17 and initial condition of the considered four test functions are presented in Table 7 .6. For detailed illustrations, we used the following four test functions:
(1) Square function 
Figures 7.12 and 7.13 illustrate how the optimal solutions are obtained for the Rosenbrock function and Table 7 .7 depicts the empirical results. As evident, GA-PSO has better convergence in the search for optimal solutions. 
Figures 7.14 and 7.15 depict how the proposed method could fasten the convergence for the Himmelblau function. The GA-PSO method depicts better optimal solutions after 5 generations. On the other hand, after 50 generations, GA-PSO represents both optimal solutions (local optimal and global optimal) but it reveals that it is possible to have a local optimal solution because the conventional method has optimal solution at one location. (4) Fox hole function 
PID Controller Tuning for the AVR System
The transfer function of PID controller of the AVR system is given by
and block diagram of the AVR system is shown in Fig. 7 .18. The performance index of control response is defined by
where k p , k i , k d is the parameters of PID controller; β the weighting factor; Mo the overshoot; t s the settling time (2%); ess the steady-state error and t the desired settling time. In (7.8), if the weighting factor, β increases, rising time of response curve is small, and when β decreases, rising time is big.
Performance criterion is defined as Mo = 50.61%, ess = 0.0909, t r = 0.2693(s), . . . t s = 6.9834(s) and the following parameter settings were used. In PSO, the number of each agent is fixed as 10 with the number of groups as 5:
Weighting factor: w max = 0.9, w min = 0.4 Restriction of velocity vector:
Terminal voltage step response of an AVR system without controller is given in Fig. 7 .19 and the characteristics of the AVR system obtained due to the variation of β using GA, PSO, and hybrid EU-GA-PSO approach is illustrated in Figs. 7 .20-7.32. Empirical results are summarized in Tables 7.8-7.9. 
Conclusions
In this chapter, a hybrid combination of Euclidean distance-based genetic algorithm and PSO algorithm are introduced for function optimization and the enhancement of optimal tuning of the conventional PID controller. By incorporating the Euclidean distance measure for selecting mutation or crossover points, the search space is well explored. Therefore, GA can provide exact optimal solution, while it can avoid local optimal solutions. Experiment results reveal the efficiency of the proposed approach with a faster convergence and optimal solutions. The GA-PSO system proposed in this chapter could be easily extended to model other complex problems involving local optimal and global optimal solutions. Owing to their popularity in the industrial world, over the past 50 years, several approaches for determining PID controller parameters have been developed for stable processes that are suitable for autotuning and adaptive control and for single input single output (SISO) systems. In spite of the enormous amount of research work reported in the tuning approaches, many PID controllers are poorly tuned in practice. One of the reasons is that most of the tuning methods are derived for particular processes and situations, and therefore apply well only to their own areas. It is a common experience that we are not certain which tuning method should be chosen to provide good control to a given process. Intelligent controllers could even selfinitialize and recalibrate even with little a priori knowledge especially due to the occurrence of significant changes in the process dynamics.
