Abstract-Feature learning and object classification in machine learning have become very active research areas in recent decades. Identifying good features has various benefits for object classification in respect to reducing the computational cost and increasing the classification accuracy. We propose using a multimodal learning and object identification framework with an alternative platform, called High Performance Computing Cluster (HPCC Systems ® ), to speed up the optimization stages and to handle data of any dimension. Our framework first learns representative bases (or centroids) over unlabeled data for each model through the K-means unsupervised learning method. Then, to extract the desired features from the labeled data, the correlation between the labeled data and representative bases is calculated. These labeled features are fused to represent the identity and then fed to the classifiers to make the final recognition.
In addition, many research studies have focused on improving optimization methods and the use of Graphics Processing Units (GPUs) to improve the training time for machine learning algorithms. This study is aimed at exploring feature learning and object classification ideas in HPCC Systems platform. HPCC Systems is a Big Data processing and massively parallel processing (MPP) computing platform used for solving Big Data problems. Algorithms are implemented in HPCC Systems ® with a language called Enterprise Control Language (ECL) which is a declarative, data-centric programming language. It is a powerful, high-level, parallel programming language ideal for Big Data intensive applications.
We evaluate our proposed framework in this new platform on various databases such as the CALTECH-101, AR databases, and a subset of wild PubFig83 data that we add multimedia content. For instance, we are able to improve on the classification accuracy result of [3] from 74.3% to 78.9% on AR database using Decision Tree C4.5 classifier.
I. INTRODUCTION
Feature learning and object classification have been very active research areas in machine learning in the past few decades. There are two major stages: feature representation from images and classification over the representations. The performance of classification depends on the extracted features, classification models, and their corresponding parameters.
To extract good features from data to be used in the classification stages, hand-engineering approaches have been proposed. In addition to the labor-intensive techniques that do not scale well to new problems, there have been many methods proposed (such as sparse coding [16] and sparse auto-encoders [17] ) that can automatically learn better feature representations than the hand-engineered ones. Although those unsupervised methods achieve good performance if required settings are satisfied, one of the major drawbacks is their complexity. Also, many of those methods require careful selection of multiple hyperparameters like learning rates, momentum, sparsity penalties, weight decay, and many other parameters that must be chosen through cross-validation, thus increasing running times dramatically. Coates et al. [3] compared sparse auto-encoders, sparse restricted boltzmann machines, Gaussian mixture models, and K-means learning methods. Surprisingly, the best results were achieved using the K-means method that has been used in image processing, but that has not been widely practiced for deep unsupervised feature learning. In addition to the best results of the K-means method, the only requirement is to select a best number of centroids from the data. In this paper, we propose to extend the use of the K-means algorithm with multimodal learning and recognition framework in the High Performance Computing Cluster environment for any dimensional data.
In addition to these points, there is a big demand for new ideas to deal with the feature learning and classification stages on high dimensional data. The high dimensionality of unlabeled data demands new developments in learning methods. In spite of recent advances in representation learning, most of the current methods are limited when dealing with large scale unlabeled data. Complex deep architecture and expensive training time are mostly responsible for lack of good feature representations for large scale data. As a solution to deal with high dimensional data, researchers in the machine learning community have adopted the use of GPUs and parallel programming techniques to speed up computationally intensive algorithms. Furthermore, important studies have been carried out to propose more efficient optimization methods to speed up the convergency (such as [15] ). In addition to these various ideas and platforms, our motivation in this study is to investigate a new environment, High Performance Computing Cluster (HPCC Systems), to assess our proposed framework's effectiveness in terms of computation time and classification accuracy.
A. Background and Advantages of HPCC Systems
® HPCC Systems is a massively parallel processing computing platform used for solving Big Data problems. A multinode system leverages the full power of massively parallel processing (MPP). While the single-node system is fully functional, it does not take advantage of the true power of an HPCC Systems platform which has the ability to perform operations using MPP. Algorithms are implemented in HPCC with a language called Enterprise Control Language (ECL). ECL compiler generates highly optimized C++ for execution. It is open source and easy to setup. Figure 1 shows an HPCC Systems multi-cluster setup. The figure shows a THOR processing cluster which is similar to Google and Hadoop MapReduce platforms with respect to its function, filesystem, execution, and capabilities but offers higher performance [6] .
We chose HPCC Systems because of its scalability in respect to code reuse irrespective of the size of dataset and number of clusters. It provides programming abstraction and parallel runtime to hide complexities of fault tolerance and data parallelism.
One of the aims of this study is to show that researchers are able to run their proposed methods on HPCC Systems even using a single core computer. We expect a faster training time if the algorithms are tested on a multinode HPCC Systems platform cluster. We leave the use of a system combining multiple computers for our future studies.
B. Contributions
• We propose the use of HPCC Systems in the implementation of the feature learning and object classification tasks. We show that i) HPCC Systems enables researchers to leverage a multi-cluster environment to speed up the running time of any computationally intensive algorithm; ii) it lowers the budget cost by using existing computers instead of designing an expensive system with GPUs; and iii) it is scalable in respect to code reuse irrespective of the size of dataset and number of clusters.
• We propose a new feature learning and recognition framework using a multimodal strategy. Our new idea is to use the HPCC Systems platform that can handle identity recognition with high recognition accuracy rates. For instance, by dividing a face image into several subunits, we can extract intra-region information more precisely. We will discuss this in the next sections.
II. METHODS
In this section, we describe the proposed learning of object representations as well as the recognition framework. Our framework consists of image reading in HPCC Systems platform, feature learning from unlabeled data, feature extraction from labeled data using the learnt bases, and classification stages. Our framework is shown in Fig. 2 . This figure shows the specific framework that we follow for the face databases such as Caltech-101, AR databases, and a subset of wild PubFig83 data with multimedia content. For the Caltech-101 data, we use patches instead of facial regions. We give details for each stage in the following sections.
A. Image Reading In HPCC Systems Platform
Our work is the first study on image classification using HPCC Systems, to the best of our knowledge. First, we explain how we integrate databases into the HPCC Systems in which images are represented as Binary Large OBject (BLOB). BLOB support in ECL begins with the DATA value type which makes it perfect for housing BLOB data. There are essentially three issues around working with this type of data: i) How to get the data into the HPCC Systems THOR Cluster (Spraying). ii) How to work with the data, once it is in HPCC. iii) How to get the data back out of HPCC Systems THOR Cluster (Despraying). The BLOB spray is described in [7] and [8] . The image dataset should be sprayed in BLOB format. There are different formats for spraying data such as delimited for Comma Separable Value (CSV), fixed for texts and blob for images. We explored the BLOB spray option which will result in a dataset on the cluster where each record is one of the image datasets. Typically, we use a prefix of both the name and length to define the record structure of the image dataset. Since we are using grayscale images, we convert all images to Comma Separable Value. The following steps are followed to use the image database: i) Extract patches or regions from images. ii) Normalize the patches. iii) Convert these patches to CSV. iv) Spray the CSV to HPCC Systems platform. The next section describes how we learn the features from the data.
B. Feature Learning
Most applications in image processing involve the use of high dimensional data. The goal of unsupervised learning is to find a lower dimensional projection of the unlabeled data that preserves all the information in the data while reducing redundant dimension. The problem in unsupervised learning is to find hidden structures in unlabeled data.
We propose a multimodal feature learning framework that runs the K-means learning method for each region of the data. Using the multimodal learning, our aim is to extract representations that promote to capture intra-region changes more precisely. The K-means clustering method obtains specialized bases for the corresponding region of the data. Instead of estimating a single centroid of an image/data, feature learning for each divided region increases the deep representation that learns more representative information as we assess this point in our experimental results.
Coates et al. [3] proved that the K-means method can achieve comparative or better results than other possible unsupervised learning methods. In view of this, we aim to extend the K-means method for multimodal learning and classification framework in HPCC Systems. The algorithm takes the dataset X and outputs a function f : R n → R k that maps an input vector x (i) to a new feature vector of k features. To extract high quality features in order to obtain a high classification accuracy, we run the methods with respect to the key points of this stage such as using: i) a good number of samples, ii) choice of parameters, and iii) number of bases.
K-means is a partitioning algorithm in which we construct various bases or centroids and evaluate based on specific criteria. It is an unsupervised clustering method and partitioning algorithm where data are assigned in clusters defined by their centroid, based on their features and distance from the centroids. The goal is to minimize the sum of the square errors (SSE) as can be seen in Eq. (1). The SSE is used to make partitions and it is the sum of squared differences between each observation in its cluster as a centroid over all the k clusters. The SSE strictly decreases after recomputing new centers in the K-means algorithm. The new center of a cluster comes from the average of all data points in this cluster, which minimizes the SSE [10] ; as follows:
where m i is the mean of points in C i and x is the data point in cluster C i . Given two partitions, we choose the one with the smallest error. Each cluster is represented by the center of the cluster which is the centroid. Points are assigned to the cluster with the nearest centroid. The distance between clusters is based on their centroids:
where K i and K j are two groups of points or information, and C i and C j are the corresponding centroids. Given k, the number of clusters, the K-means clustering algorithm is outlined as in Figure 3 .
In order to specify the best k, we run a range of values. The computational complexity is O(tkn) where n is the number of data points, k is the number of clusters and t is the number of iterations. It is an efficient method since usually, k, t << n. The work [9] summarizes recent results and technical points that are needed to make effective use of K-means clustering for learning large-scale representations of images. Figure 4 shows the centroids learned by K-means implemented in ECL from the AR dataset without whitening as an example.
C. Feature Extraction
For each region, we train one K-means algorithm. The learned and specialized bases are able to capture nonlinear structure of the corresponding image regions. We use these bases for the feature extraction and dimensionality reduction of the labeled data. The new projected data is calculated using the correlation information between the labeled data and estimated bases or centroid.
Let X i be any image region and C i is the corresponding learned bases using the K-means method. The feature of labeled data correspoinding to image regions is calculated as
. Then, these extracted features are fused together through concatenating one by one to get the multimodal representation as
where M equals to the number of image region (and sometimes equals to the number of image region and multimedia data such as speech in addition to image information). The multimodal learning and classification idea improves the recognition rates as we analyze in the experimental results. The reason behind this is that the extraction of intra-region information is estimated more precisely when the learning method focuses on a specific image regions separately.
D. Classification
Classification is a supervised learning process that aims at accurately predicting some value or attribute of an object based on known facts about the object. It involves deriving a rule or model from a training set which is then used to predict a test set. In machine learning, all classification algorithms follow three logical steps. Learning the model from a training set, testing with respect to obtaining measures of how well the classifier fits, and classifying which involves testing the model on new data in order to compute a classification accuracy.
We apply the proposed multimodal object representation learning method to the object classification task. To do this, we train classification methods and configurations in our experiments. Once the proposed framework is trained, it can be used to identify a testing object. The testing data should undergo similar procedure that training data goes through.
III. EXPERIMENTS AND RESULTS
In this study, we assess our design on a subset of the Caltech-101 [2] , AR [4] , and a subset of PubFig83 database [11] that we add speech content in addition to face images. Our aim is to assess our feature learning and classification framework in HPCC Systems platform. Note that all data in our experiments are locally normalized to have the Gaussian distribution.
1) Evaluation on Caltech-101:
The Caltech-101 database consists of 102 categories. As a subset of Caltech-101, we use 10 classes (which have more than 60 images per class) for both unsupervised and supervised learning steps. We randomly select up to 60 images per class and pre-process them as in [1] : The images are converted to gray-scale, then down-sampled and zero padded to 143 × 143 pixels. Finally, we normalize the images to have the standard Gaussian distribution.
In this experiment, we assess the performance of proposed method in HPCC Systems and compare directly with [3] . We run methods using 3, 000 randomly selected patches of 16 × 16 dimensional pixels. In the unsupervised learning part, we train the entire unlabeled training set of images before the classification step. We learn 32 bases in the unsupervised learning of all methods in two platforms.
For the supervised learning, we use 30 training and 30 testing images for each category. To extract features from the labeled training samples, we follow the convolutional extraction process of Coates et al. [3] . We use stride 1 with 16 × 16 patches to obtain a dense feature extraction. The non-linear mapping transforms the input patches into a new representation with 32 features using the learned bases. Then we use pooling for dimensionality reduction. 132 pooled features are used to train the classifiers.
We show the visualizations of the bases (or centroids) learned by K-means in Figure 5 . We achieve 83.5% identification accuracy using the C4.5 Decision tree classification method; whereas Coates et al. [3] achieves only 80.7% rate using the linear SVM.
2) Evaluation on AR Face Database:
We also test our proposed idea on AR [4] face database. The aligned AR database contains 100 subjects (50 men and 50 women), with 26 different images per subject which totals 2, 600 images taken in two sessions. In this database, there are facial expression (neutral, smile, anger, scream), illumination and occlusion (sunglass, scarf) challenges. In our experiment, we use images without the occlusion challenges that totals to 1, 400 images for both the unsupervised learning and classification steps. Figure 6 shows some example images from a subject.
First, we learn the base for each facial region separately. We segment four essential facial regions with sizes of 39 x 51 (left eye and right eye), 30 x 60 (mouth), and 45 x 42 (nose). We believe that better representations are obtained by running unsupervised learning for each region. We also obtain the features of the labeled facial regions using the corresponding learned bases separately. To do this, we calculate the correlation between each labeled sample and each center vector (base) to get a vector of features. We combine the features extracted from the four facial regions (and other possible modalities), and train the classifiers.
For the AR database, we follow a scenario described in [5] which reported one of the state-of-the-art recognition rates. Each subject has 14 images with facial expression and illumination changes. Various train-test image partitions are tested. We conduct 10 runs for train-test procedure to get the average recognition rate for each partition. Table I shows the face classification results of our proposed framework (using K-means and C4.5 Decision tree methods) in HPCC Systems and [3] . We improve the classification results of [3] by 4.6%. From this result, we can infer that we learn more representative features and our classification method is better than [3] . The most important result here is to prove that our framework developed in HPCC Systems achieves at least comparative or better results than its alternative. Our preliminary result points that more research studies on HPCC Systems are beneficial to the machine learning society. 
3) Identity Recognition on the Wild and Multimedia Database:
In recent years, several unconstrained databases have emerged in the literature for face identification or verification. Unlike the traditional face databases which are composed of images taken in controlled environments, face images in unconstrained databases are generally collected from Internet sources. In particular, these images contain unrestricted varieties of expression, pose, lighting, occlusion, resolution, etc. Therefore, unconstrained face recognition is a very challenging task.
We prepare a data set from aligned version of wild PubFig83 database [11] . We select 10 subjects which totals to 1, 000 face images. Some example images are shown in Figure 7 . For the images, we randomly select 50 images per subject as the training set, and the rest of the images are used as the testing set in the supervised learning step. Four essential facial regions are used for facial representation learning. We segment four essential facial regions with sizes of 32 x 52 (left eye and right eye), 48 x 76 (mouth), and 60 x 48 (nose), which are further reduced by half using bicubic interpolation. Table II shows the classification results across 10 runs using various classification configurations. We run the K- means method in HPCC Systems platform, then the learned bases are used to extract features from labeled data. Our proposed method achieves 91.5%. As we observe from the two databases that we reported above, the C4.5 decision tree achieves the best and much superior classification rate.
To assess the feasibility of the proposed framework on the multimedia data, we downloaded several videos for 10 subjects from YouTube to extract around 5 minute speech information. There have been research efforts to show that it is beneficial to leverage the knowledge from multimedia data [14] . For instance, multimedia entertainment companies have started to offer information on cast and characters for movies and shows during playback, presumably via a combination of visual and sound contents [13] . Also, it is beneficial to borrow knowledge from some other related taks for feature extraction.
We employ the Mel frequency cepstral coefficients (MFCCs) [12] , and their first and second derivatives to represent the acoustic features. Note that the content and quality of the speech data are heterogeneous. These features are calculated every 10 milliseconds using 25 milliseconds Hamming-window 1 , and their first 12 elements are selected to form a 36-dimensional feature vector for each frame. In the experiment, features extracted from every 40 consecutive frames are concatenated to be a 1440-dimensional feature vector which is considered as one training/test example. The unsupervised generic features are learned over 5000 examples (500 per subject). Half of the samples are randomly selected to train the classifiers and the rest is used for the testing.
In addition to the experiments on the visual content, Table II shows the identity recognition across 10 runs using speech only and multimedia representation with visual and speech contents. For these two cases, we run the C4.5 decision tree classification method. We achieved 91.6% recognition rate only using the speech information. When we combine the visual and speech information together in a multimodal way, we achieved 94.0% recognition accuracy. By combining different information such as features of different facial regions and corresponding speech contents, we increase the classification accuracy by 2.5%.
IV. DISCUSSION
We have successfully performed feature learning and object classification in HPCC Systems platform. Although we used considerably smaller dimensional features such as 16 for AR and 32 for Caltech-101 databases, we achieved very promising classification results. Also, faster training time is absolutely expected when a multinode HPCC Systems platform cluster is used. We leave the use of a system combining multiple computers for our future studies. Further evaluations with higher dimensional features would be straightforward using an HPCC Systems with multiple CPUs.
We observed that the C4.5 decision tree classification method achieves higher accuracy compared other alternatives. When we increase the depth of the C4.5 decision tree algorithm, we obtained a higher classification accuracy. Hence, the deeper the tree, the more complex the decision rules and the fitter the model. Also, the C4.5 decision tree is less variant to the parameter and structure selection than some of the classification methods such as deep neural networks.
In addition to visual information, the proposed multimodal learning framework is also capable of integrating other multimedia content, e.g., speech, by treating individual sources as a unique modality. Representations of multimedia data are learned in a similar way to face images and then fused together with face descriptors to feed to the identity recognition step.
The K-means learning can be used for engineering complex features. A potential application of this project would be in the area of medical imaging. It can be used in finding distinct features that could lead to improved diagnostic accuracy. Considering medical databases, patients may have a unique realvalue measure for certain tests such as glucose or cholesterol. Clustering patients first would help us understand how binning should be done on real-value features to improve accuracy on classification.
V. CONCLUSION
In this ongoing study, we have presented an interesting and novel idea to analyze feature learning and object classification problems in a considerably new platform (HPCC Systems ® ) that can lead to faster optimization/calculation of algorithms and low cost of hardware designs. We have assessed our proposed idea on several databases such as CALTECH-101, AR databases, and a subset of wild PubFig83 data with multimedia content. Our framework developed in ECL programming language in HPCC Systems is compared with a well cited method [3] developed using MATLAB. We observed that the results obtained using the HPCC Systems platform are at least comparable with the outcome from this alternative method. Our proposed novel identity recognition algorithm can lead to further exploration of face recognition problems. We increased the classification accuracy of AR database to 78.6% when compared with the method described in Coates et al [3] . We analyzed several supervised learning methods and observed that the C4.5 decision tree classification method boosts the recognition rates. Also, we prove that our learning framework leverages new representations that are learned over multimedia data automatically.
Our future work will include integrating an improved method to select the feature or cluster number automatically to obtain a higher accuracy. We also plan to integrate multiple CPUs in the HPCC system to speed up the process, compete with GPU hardware and handle larger dimensional calculations.
