Completeness of the wave operators for perturbations of uniformly propagative systems  by Schulenberger, John R & Wilcox, Calvin H
JOURNAL OF FUNCTIONAL ANALYSIS 7, 447-414 (1971) 
Completeness of the Wave Operators for Perturbations 
of Uniformly Propagative Systems* 
JOHN R. SCHULENBERGER AND CALVIN H. WILCOX 
Department of Mathematics, University of Denver, University Park, 
Denver, Colorado 80210 
Communicated by Tosio Kato 
Received April 5, 1970 
Many wave propagation phenomena of classical physics are governed by 
symmetric hyperbolic systems of the form 
E(x) Dtu + i A,Dju = 0 (1) 
i=1 
(E(x) and Ai are Hermitian matrices, E(x) is positive definite, and the A, are 
constant.) The solutions of (1) generate a group of unitary operators exp( -itA) 
on the Hilbert space X defined by the energy norm 
II ZJ II2 = j-,. u(x)* E(x) 44 dx. (2) 
The group generator is a self-adjoint extension of the differential operator 
A = -iE(x)-l f A,D, (3) 
I=1 
on X. If E(x) is replaced by a constant E0 the corresponding space and operator 
are denoted by X0 and d, . In this paper it is shown that the wave operators 
W&l, A, ; J) = s;hz exp(itd)jexp(-itA,)Po 
..I (4) 
exist and are complete if d, is uniformly propagative (the roots X,(p) of 
det(XEa - Cy=r A,p,) = 0 have constant multiplicity and constant algebraic 
sign for all real p # 0), E(x) and D,E(x) are continuous and bounded 
(j = 1, 2,..., n), E(x) is uniformly positive definite, and 
s (1 + I x I”)” I E(x) - El, Ia dx < co iP (5) 
* This research was supported by the Office of Naval Research. Reproduction in 
whole or part is permitted for any purpose of the United States Government. 
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for some p > n/2. (In (4), J : SO -+ 3 is the identification map, J;1 = u, 
and PO is the orthogonal projection onto the absolutely continuous subspace for 
d,, . W+ are complete if the ranges of W+ equal PZ where P is the orthogonal 
projection onto the absolutely continuous subspace for A.) 
1. INTRODUCTION 
A unified description of many of the wave propagation phenomena 
of classical physics is provided by the class of symmetric hyperbolic 
systems of partial differential equations of K. 0. Friedrichs [6]. These 
systems have the form 
E(x)D,u + i Aj(x)Dju = 0, 
j=l 
(1.1) 
where x = (x1 , x2 ,..., x%) E Rn, t E R1, D, = a/at, Dj = a/+ , 
u = U(X, t) is a complex m x 1 (column) matrix, and E(x), A,(x), 
A&),..., A,(x) are m x m matrices with the properties 
E(x), A,(x),..., A,(x) are Hermitian (1.2) 
and 
E(x) is positive definite. (1.3) 
In applications x defines a point in space, t defines the time, and the 
components of u(x, t) describe the state at position x and time t of a 
medium in which waves can propagate. The matrices E(x), A,(x),..., 
A,(x) characterize the medium. Some of the wave equations of classical 
physics are exhibited in the form (1.1) in Ref. [24, Appendix]. 
Conditions (1.2), (1.3) imply that the roots hj( p, x) of the charac- 
teristic equation 
det(h&(x) - f Aj(x)pj) = 0 
Cl 
(1.4) 
are real-valued for p E R”. Physically, the hj( p, x) are the speeds with 
which wave fronts can propagate through the position x in the 
direction p. If hj = hj( p) is independent of x the medium described 
by (1 .I) is said to be homogeneous. If Xi = h,(x) is independent of p 
the medium is said to be isotropic. 
A system 
E&u + i A,D,u = 0 (1.5) 
j=l 
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with constant coefficients E, , A, ,..., A, satisfying (1.2), (1.3) clearly 
defines a homogeneous medium. The medium, and the system (1.5), 
is said to be uniformly propagative [24] if the roots Aj( p) have constant 
multiplicity and constant algebraic sign for all p E R” - {O}. 
This paper deals with perturbations of uniformly propagative 
systems of the form 
E(x) D,u + 5 A,Dp = 0 
j=l 
(1.6) 
where E(x), A, ,..., A, satisfy (1.2), (1.3), the matrices A, ,..., A, are 
constant and E(x) is uniformly bounded and positive definite in R”. 
This means that the eigenvalues of E(x) are uniformly bounded away 
from 0 and co; that is, there exist positive constants c and c’ such that1 
&f*-g < 5*qx) 5 < c’(4*5) for all x E Rn and 5~ C*. (1.7) 
System (1.6) is said to be a perturbation of a uniformly propagative 
system (1.5) if 
,$,F~ E(x) = Eo uniformly in x/I x I. 
Systems of the form (1.6) are of particular interest because many wave 
propagation phenomena of classical physics are governed by systems 
of this form [24]. 
Symmetric hyperbolic systems (1.1) are distinguished among 
general first-order systems by possessing a conservation of energy 
law which states that 
I 24(x, t)* B(x) u(x, t) dx = constant (1.9) R" 
for all solutions of the system. This motivates the introduction of a 
Hilbert space based on (1.9). To this end let V’ denote the set of all 
m x 1 matrix-valued functions u(x) which are Lebesgue measurable 
on Rn and satisfy 
I u(x)* U(X) dx < co. R" (1.10) 
1 If M is a matrix then *M denotes the transpose and M* = ti%i denotes the adjoint 
(conjugate transpose) of M. 
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Vm is a vector space. Moreover, (1.7) implies that 
(u, ~1 = j,, u(x)* E(x) 44 dx (1.11) 
defines an inner product on “y;, and the pair (Vm , (e, a)) is a Hilbert 
space &?. Similarly, if 
(u, 40 = j,, u(x)* QW dx (1.12) 
then (+‘i , (-, *)J is a Hilbert space ZO and (1.7) implies that the 
norms in Z and X0 are equivalent. 
Equation (1.6) can be written as a Schrodinger equation 
D,u = -iAu (1.13) 
where 
A = -iE(x)-l 2 AiDj (1.14) 
j=l 
is self-adjoint on A? if its domain D(A) is defined properly (cf. Ref. [24] 
and Section 3 below). Similarly, (1.5) can be written 
D,u = -iA,u (1.15) 
where 
A, = -iEt’ i A,D, (1.16) 
j=l 
is self-adjoint on 9s . 
In what follows the identification map from 8s into TZ’ is denoted 
by J> 
J:So-X, Ju = u. (1.17) 
J and J-l are bounded operators because the norms in SO and 2 are 
equivalent. Moreover, a simple computation shows that the adjoint 
operator J* is given by 
J* :.%‘+Xo, J*u = E;lEu, (1.18) 
and J* and J*-’ are bounded. 
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In Ref. [24] it was shown that solutions of the perturbed system (1.6) 
are asymptotically equal for t -+ &CC to solutions of the unperturbed 
system (1.5) if and only if the wave operators 
W*(A, A, ; J) = ;;4& e~t~Je-itfl,Po (1.19) 
exist. Here PO denotes the orthogonal projection in PO onto the 
absolutely continuous subspace of A, [ll, p. 5161. Moreover, it was 
proved that the wave operators exist if (1.5) is uniformly propagative, 
(1.7) holds, and 
E(x) - E, = 0( 1 x I-1-a) for 1 x j -+ 00, uniformly in x/l x 1, (1.20) 
for some positive constant 01. 
It was also shown in Ref. [24] that the wave operators W, : X0 --t s’F 
define isometries from &$” = P”,Yto into SF. The problem of deter- 
mining the ranges of W, was raised but not answered in Ref. [24]. The 
wave operators W+(A, A,; J) are said to be complete if and only if 
their ranges are 2 itc = PZ’, where P is the orthogonal projection in 
A? onto the absolutely continuous subspace of A. It is known that 
W,(A, A,; J) are complete if and only if the wave operators 
W&/lo , A; J*) = $ii eiAot J*emiAtP 
exist [3, 12, 241. 
The purpose of this paper is to derive criteria for the completeness 
of the wave operators for perturbations of uniformly propagative 
systems. The principal result obtained here is 
THEOREM 1.1. Let (1.5) dJi e ne a uniformly propagative system and 
Zet (1.6) dejine a perturbed system satisjying (1.7) and (1 A). Moreover, 
assume that E(x) and DIE(x),..., D,E(x) are bounded and continuous 
in Iin, and 
I (1 + I x 12)p I E(x) - E, I2 dx < co (1.22) R” 
for some constant TV > n/2. Then the wave operators W,(A, A,; J) exist 
and are complete. 
COROLLARY 1.2. If all the hypotheses of Theorem 1.1 except (1.22) 
hold and if 
E(X) - E. = O(l x I-“-a) for I x I -+ co, uniformly in x/l x 1, (1.23) 
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for some positive constant 01, then the wave operators W,(A, A,; J) exist 
and are complete. 
The Corollary is immediate because (1.23) implies (1.22). The 
completeness criterion (1.23) is much stronger than the existence 
criterion (1.20). A similar discrepancy which existed in the quantum 
mechanical theory of potential scattering has recently been removed 
by T. Kato [13]; see also T. Kato and S. T. Kuroda, Ref. [14]. It may 
be expected that more refined methods will yield the completeness of 
the wave operators W,(A, (1,; J) under weaker hypotheses such 
as (1.20). 
The proof of the completeness theorem given below depends in an 
essential way on a coerciveness theorem for nonelliptic operators (1 
which was proved by the authors in Ref. [22]. The symbol of the 
operator /1 is the matrix 
4% 4 = E(x)-1 i A,p, , pER*. (1.24) 
j-1 
/1 is elliptic (at x E P) if and only if rank (1( p, X) = m. Thus /1 is 
elliptic if and only if the system (1.5) has no propagation speeds 
Aj( p) = 0. Th e case of nonelliptic operators /1 is of particular interest 
because most of the wave equations of classical physics are in this class. 
The coerciveness theorem of Ref. [22] may be stated as follows. 
THEOREM 1.3. Let E(x) and A, ,..., A, satisfy all of the hypotheses 
of Theorem 1 .l except for (1.22). Then u E D(A) n N(A)‘- implies that 
DpE,8forj = 1,2,..., n and there exists a constant K > 0 such that 
fl 11 D,u [I2 < K(lJAu [I2 + II u 11”) for all u E D(A) A N(A)l. (1.25) 
Here N(A)J- is the orthogonal complement in SF of N(A), the null space 
ofA. 
For nonelliptic operators A, N(A) = N(/l,) # {0} and the proof of 
(1.25) is given in Ref. [22]. For elliptic operators A, N(A) = N(A,) = 
(01 so that D(A) n N(A)1 = I)(A) and (1.25) is the standard coercive- 
ness inequality of the theory of elliptic systems; cf. Refs. [l, 221. 
The remainder of this paper is organized as follows. Section 2 con- 
tains a discussion of related literature. Its purpose is to show how the 
results reported in this paper are related to earlier work in the field. 
Section 3 contains a summary of results on uniformly propagative 
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systems and their perturbations which are needed for the proof of 
Theorem 1.1. Sections 4 and 5 contain the new results in this paper. 
Section 4 deals with the abstract scattering problem; that is, .X’ and #a 
are abstract Hilbert spaces, {@“} and (e@lAo} are corresponding 
groups of unitary operators, and J : Z0 -+ 2 is a bounded operator 
which maps Z0 onto 2 and has a bounded inverse. The main result of 
Section 4 is an abstract completeness theorem (Theorem 4.5) which 
gives operator-theoretic conditions on A, A, , and J which are suffi- 
cient to guarantee the completeness of the wave operators. The results 
reported in Section 4 are based on work of M. S. Birman [3] who has 
developed the abstract theory of scattering with two Hilbert spaces. 
Birman has given an abstract completeness theorem, quoted below as 
Theorem 4.1, which implies Theorem 1 .l when A is elliptic. 
Theorem 4.5 is introduced to deal with the cases where A is nonelliptic. 
In Section 5, the coerciveness theorem and the results of Section 4 are 
used to prove Theorem 1.1. 
2. DISCUSSION OF RELATED LITERATURE 
The class of uniformly propagative systems was introduced by 
Wilcox in 1966 [24]. In the same paper scattering theory was formu- 
lated for perturbations of these systems and existence theorems were 
given for the wave operators. Subsequently, the authors have devel- 
oped the theory of uniformly propagative systems and their perturba- 
tions in a series of papers [2, 19, 20, 21, 22, 25, 261. The dichotomy in 
the theory based on the occurrence or nonoccurrence of static solutions 
in & was already noted in Ref. [24]. Such solutions exist if and only if 
the operator A is nonelliptic [22], and a number of complications in 
the theory are associated with this case. Thus, the Green’s matrix 
(resolvent kernel) for A, has a nonintegrable singularity [2] and, 
correspondingly, the Lippmann-Schwinger equation which is satisfied 
by the Green’s matrix for A is a singular integral equation [20]. 
Moreover, A fails to be coercive on its domain in this case [22]. The 
lack of a coerciveness theorem for nonelliptic operators has been an 
obstacle to the proof of a completeness theorem for the wave operators. 
Three different approaches to developing a theory of scattering for 
processes governed by differential equations can be distinguished. The 
first approach, historically, is due to T. Kato [9, lo], J. M. Jauch [8], 
and S. T. Kuroda [15]. It starts with an abstract formulation of the 
scattering problem in terms of a pair of self-adjoint operators A and A, 
on a Hilbert Space &?. Operator-theoretic conditions on .4 and A,, 
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are sought which guarantee the existence and completeness of the 
wave operators. These results are then applied to classes of differential 
operators. Expositions of this method are contained in Ref. [l I, 
Chap. lo] and Ref. [14]. 
A second approach is the method of eigenfunction expansions 
pioneered by T. Ikebe [7]. In this method, eigenfunction expansions 
are developed for A and A,, and are used to construct the wave opera- 
tors. The completeness of the wave operators is closely related to the 
completeness of the eigenfunction expansions. 
A third approach is the method of Lax and Phillips [16]. This 
method starts with a single self-adjoint operator (1 on a Hilbert space 
2 and a pair of subspaces D, and D- , the outgoing and incoming 
subspaces, which satisfy certain axioms. It is shown that two canonical 
representations R, of the group emit* can be constructed using D, . 
R, are used to define the scattering operator and analyze its properties. 
Each of these three approaches has been applied to certain classes 
of symmetric hyperbolic systems. It is an interesting fact that all three 
methods failed to yield general results when (1 was nonelliptic, 
because of the lack of a coerciveness theorem for (1. 
An abstract theory of scattering with two Hilbert spaces was 
initiated by Wilcox in 1966 [24]. In 1967 T. Kato [12] generalized the 
formulation of the theory and showed that the two-space theory could 
be reduced, in principle, to the earlier theory with one space. In 1968 
M. $. Birman [3] extended to the abstract theory with two spaces his 
abstract stationary method for proving the existence and completeness 
of wave operators. His result, quoted below as Theorem 4.1, implies 
Theorem 1.1 when /l is elliptic. However, it is shown below by an 
example that one of the hypotheses of Theorem 4.1 will not hold if fl 
is nonelliptic. Thus, Theorem 1 .l cannot be derived from Theorem 
4.1. Applications of Birman’s theory to scattering theory for differential 
operators were announced by Birman in 1969 [5]. The results an- 
nounced there include the case of Theorem 1.1 in which n is elliptic and 
also the special case of Maxwell’s equations for an isotropic medium. 
The method of eigenfunction expansions has been applied to a 
class of symmetric hyperbolic systems (1.1) by K. Mochizuki [18]. 
In this work /I is not assumed to be elliptic. However, the following 
assumptions are made: The unperturbed system (1.5) is isotropic and 
E, = I, E(x) = I, and Ai = A, (constant) outside a compact set, 
and the commutator 
(2-l) 
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has a bounded extension to all of Z. The last assumption is used to 
prove that n is coercive on D(A) n N(/l)J-. It is easy to see that the 
commutator is bounded if and only if E(x) A,(X) - Aj(x) E(x) = 0 
forxERnandj= 1,2,..., n. This is a very stringent condition. For 
example, it is satisfied by Maxwell’s equations only for the case of an 
isotropic medium. 
The Lax-Phillips method has been applied to symmetric hyperbolic 
systems under the following additional assumptions [16, 171: n is odd, 
Aj(x) = Ajo (a constant matrix) outside a compact set, (1 is elliptic, 
II has the unique continuation property, and E(x) = I. 
The purpose of this paper is to extend the abstract method of 
M. S. Birman to cover the case of nonelliptic operators /1. The 
principal results of the paper are a new abstract theorem (Theorem 
4.5), which is applicable to nonelliptic operators A, and Theorem 1 .I, 
which is derived from Theorem 4.5. The proof that Theorem 4.5 
is applicable to nonelliptic differential operators fl depends in an 
essential way on the new coerciveness theorem quoted above as 
Theorem 1.3. 
Theorem 1.3 can also be used to extend Mochizuki’s theory to a 
much wider class of systems (1.6). An exposition of these results is 
planned for a separate paper. 
In the Lax-Phillips theory, the assumptions that n is odd and that 
E(x) and A,(x) (j = I,..., n) are constant outside a compact set seem 
to be essential. Under these assumptions the authors have formulated 
the Lax-Phillips theory for perturbations of uniformly propagative 
systems of the form (1.6) where (1 is not necessarily elliptic. The 
representation theorems are proved much as before, and it is expected 
that the coerciveness theorem will make it possible to carry through 
the complete theory. An exposition of these results is planned for a 
separate paper. 
3. UNIFORMLY PROPAGATIVE SYSTEMS AND THEIR PERTURBATIONS 
This section contains a review of the definitions and theorems 
concerning uniformly propagative systems and their perturbations 
that are needed in Sections 4 and 5. Most of these results were proved 
in earlier papers [24-261 an d are quoted here without proof. 
The notation 
d(p) = @u(p) = (27r)-n/2 1 e--ip%(x) dx 
R" 
(3.1) 
5SQ/7/3-7 
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is used for the Fourier transform in what follows. The Plancherel 
theory states that @ defines a unitary transformation on X0 with 
inverse given by 
u(x) = @*zi(x) = (2++ j dW(p) dp. 
R- 
(3.2) 
The differential operator 
A = --i i A,D, 
i=l 
with symbol 
A(P) = i A,P, 
j=l 
(3.4) 
enters into the definitions of the operators A, and A. The Plancherel 
theory can be used to define a closed extension of A in X0 as follows. 
DEFINITION 3.1. A : ZO -+ X0 is the linear operator defined by 
the conditions that 
D(A) = Z. n {U : A(p) G(p) E So} (3.5) 
and Au = z, if and only if e(p) = A(p) z2( p). 
DEFINITION 3.2. A, : PO --t ZO is the linear operator defined by 
the conditions that 
WJ = D(A) (3.6) 
and 
A, = E,-lA. (3.7) 
DEFINITION 3.3. A : S -+ Z is the linear operator defined by 
the conditions that 
DC4 = P(4) (3.8) 
and 
A = E-lJAJ-1. (3.9) 
It was shown in Ref. [24] that A, and A are self-adjoint operators 
on the Hilbert spaces X0 and SC?, respectively. It is this pair to which 
Theorem 1.1 applies. 
The basic property of uniformly propagative systems is described 
in the following theorem [24,26]. 
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THEOREM 3.4. If (1.5) is a uniformly propagative system, then the 
characteristic polynomial P( p, A) = det(hE, - A(p)) has 1 distinct 
real roots for each p E R 12 - {0} and these can be enumerated to form 1 
distinct analytic branches in one of the following two ways: 
Case 1. l-2pand 
or 
kl(P) > **. > X,(p) > 0 > h-,(p) > .** > L,(p) (3.10) 
Case 2. 1 = 2p + 1 and 
hsP> > -** > h,(p) > h,(p) = 0 > h-,(p) > **- > h-,(p). (3.11) 
The roots are homogeneous functions of degree one: that is, 
hk( p) = 1 p / Xk(q) where 7 = p/I p 1. The roots hk(7) are the speeds 
with which plane wave solutions of (1.5) can propagate in the direction 
7 [24]. (1.5) h as static solutions in X0 if and only if Case 2 holds; 
that is, the system has zero as a propagation speed. 
Associated with each uniformly propagative system is a complete 
family of orthogonal projections Pk , one for each propagation speed 
X,(p), which reduces (1, [26]. Thus if 
77(Z) = 
1 
l 
if 1 = 2p, 
0 if E=2p+l, 
(3.12) 
then the Pk have the properties 
PiP, = 6j,P, for + d lj I, I A- I < P, (3.13) 
p,* = P k for v(l) < I R I < p, (3.14) 
f; Pk = I, (3.15) 
IkI=n(Z) 
A,pk 3 pkn, for n(l) < 1 k 1 < p. (3.16) 
The operators Pk can be written as 
Pk = @Pks,Q, (3.17) 
where pk is a multiplicative operator defined by a matrix-valued 
function pk(p) which is homogeneous of degree zero: Pk(p) = P,(q), 
77 = p/i p I. In particular, in Case 2 
&o(p) = fi 
2P 
(3.18) 
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where 
Q2D(P) = J$, UP) # 0, (3.19) 
L,,(P) = Ao(PP + Ql(P) ~ow2a-1 
and the &(P) are homogeneous 
coefficients in 
+ e-9 + Q20-I(P) A,(P) + Q2W I, 
(3.20) 
scalar polynomials of degree K, the 
Q(P, 4 = AZ + Q~P) AZ-l + *-* + Q,-,(P) A + Q,(P)> (3.21) 
the minimal polynomial for A,(p) [25]. It follows that A,(p) p&p) = 0 
= 4hw2,(P)* M ore fit enerally, 4(p) is the eigenprojection for A,(p) 
and the eigenvalue Ak( p) : A,(p) Pk( p) = hk( p) pk( p). 
In Case 2 of Theorem 2.4, P, is the orthogonal projection onto the 
infinite-dimensional null space of A, in X0 . More generally, the 
spectral family 17,,(X) for A, is given by [26] 
where 
II,(h) = @*n,(h) a, (3.22) 
fro@> = f: fw - &c(P)) eck(P) (3.23) Ikl=n(Z) 
and H(h) is the Heaviside function: H(X) = 0 for h < 0, H(X) = 1 
for X > 0. 
In Case 1, A, is absolutely continuous [26]. In Case 2, A, has zero 
as an eigenvalue and 
PO = I - PO (3.24) 
is the orthogonal projection onto its absolutely continuous subspace 
=@“o”, 
sac = poz 
0 0' (3.25) 
It is evident from the relation 
A J = E-l JE,A, 
(cf. (3.7) (3.8), and (3.9)) that 
(3.26) 
JWAo) = W4. (3.27) 
This implies the following results which play a vital role in the proof 
of the completeness theorem: 
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LEMMA 3.5. If N(A)1 is the orthogonal complement of N(A) in Z 
and N(A,)l is the orthogonal complement of N(A,) in S0 then 
J*N(n)’ = Npl,)~. (3.28) 
Proof. By the definition of ]*, 
(% Iv> = (I*% v)o (3.29) 
for all u E X’ and ZI E SO . By (3.27), TI E N(A,) if and only if JV E N(A). 
Thus (3.29) implies that u E N(A)J- if and only if J*u E N(A,)l, 
which proves (3.28). 
COROLLARY 3.6. Let P : SF -+ 2 be the orthogonal projection onto 
the absolutely continuous subspace Xac for the operator A. Then 
J*PZ C P”Zo . (3.30) 
Proof. (3.30) p is e uivalent to the statement that 
J*S=” C #p. (3.31) 
To prove this note that, since PO = I - PO is the orthogonal projec- 
tion onto JQ” in & 0, 
&zc = R(PO) = N(Lto)L in tiO. (3.32) 
Moreover, ~‘8 = Zao 0 tis and N(A) C A?, whence 
iPac = (X8)’ C N(d)l in &. (3.33) 
Thus Lemma 3.5 implies 
/*a? C J*Iv(A)~ = N(Ao)L = G&F, (3.34) 
which proves (3.31). 
Lemma 3.5 can be combined with the coerciveness theorem, 
Theorem 1.3, to prove the following 
LEMMA 3.7. Under the hypotheses of Theorem 1.3, 
J*(D(A) n N(A)l) C &A,) n N(LI,)~. (3.35) 
460 SCHULENBERGER AND WILCOX 
Proof. Define the Sobolev space 
~l=~n(u:D,u~~forj=1,2 ,..., n}. (3.36) 
Then Theorem 1.3 implies that 
D(A) n N(fl)l C 21. (3.37) 
Thus u E J*(I)(A) n N(A)l) implies that u E N(A,,)l (by Lemma 3.5) 
and u = J*v = E;‘Ev, where v E X1. Now E;‘E and its first 
derivatives are continuous and bounded. It follows easily that u = 
E;lEv E Xl. Moreover, it is clear that X1 C D(d,). Thus 
u E Z1 n N(A,)J- C D(AO) n N(A,,)l, which proves (3.35). 
COROLLARY 3.8. Under the hypotheses of Theorem 1.3, 
J*(L)(A) n sf+=) C &I,) n Sp. (3.38) 
Proof. This follows from (3.35) because sac C N(A)1 and 
&$” = N(A,).~ 
Corollary 3.8 can be reformulated as 
COROLLARY 3.9. Under the hypotheses of Theorem 1.3, 
J*PD(n) c Pvql,). (3.39) 
This is equivalent to Corollary 3.8 because of 
LEMMA 3.10. Let A be an arbitrary self-adjoint operator on a 
Hilbert space &. Let P be the orthogonal projection of S? onto the 
absolutely continuous subspace Zac of A : Xac = P&?. Then 
l%(A) = D(A) n i7Pc. (3.40) 
Proof. Let H = 1 - P. Then P reduces A [ll, p. 516 ff.] and 
u E D(d) implies // Au /I2 = 11 APu /I2 + 1) MU l12. (3.41) 
In particular, u E D(A) implies Pu E D(A); that is, PD(A) C D(A). 
Moreover, u E PD(A) implies u E P%’ = JP. Thus 
P&l) C D(A) n Sac. (3.42) 
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Conversely, u E D(A) n YP implies that u = Pu E D(A), whence 
u E PD(A). Thus 
D(A) n s?ac C P&l). (3.43) 
(3.42) and (3.43) imply (3.40). 
4. AN ABSTRACT COMPLETENESS THEOREM 
This section deals with the abstract theory of scattering with two 
Hilbert spaces. Thus X0 and A? denote a pair of separable Hilbert 
spaces and A, and A denote self-adjoint operators on 2s and X, 
respectively. 17,(X) and 17(h) denote the spectral families for A, and A 
and PO and P denote the orthogonal projections onto their absolutely 
continuous subspaces. J : X0 --t & denotes a bounded linear operator 
which maps so onto Z and has a bounded inverse. The wave 
operators are defined by 
W&(.4, A, ; J) = sijkz eitAJeKitAoPo 
when these limits exist. 
(4.1) 
The purpose of this section is to derive an abstract completeness 
theorem for the wave operators (4.1) which is applicable to the 
perturbations of uniformly propagative systems described in Section 1. 
The theorem derived below is based on work of M. S. Birman [3]. 
Birman has given an abstract completeness theorem which implies 
Theorem 1.1 in the case where A is an elliptic operator (Case 1 of 
Theorem 3.4, system (1.6) has no static solutions) [3, 51. It is shown 
below that Birman’s abstract theorem is not applicable to perturbations 
of uniformly propagative systems when A is not elliptic (Case 2 of 
Theorem 3.4, system (1.6) has static solutions). Then a modified 
completeness theorem is derived which is applicable to both cases. 
In what follows &(X0 , X) denotes the set of all trace-class 
operators from so to 5 [l 1, p. 5191 and B,(Z) denotes the set of all 
compact operators on Z [I 1, p. 1581. With this notation Birman’s 
abstract completeness theorem may be stated as follows [3, p. 11721. 
THEOREM 4.1. Suppose that the following conditions are satisfied: 
JWO) = WV, (4.2) 
and for every bounded interval 6 C Al 
WW~J - MJ q@) E q% 9 2) (4.3) 
462 SCHULENBERGER AND WILCOX 
and 
u*J - 1) 17,N E qq, (4.4) 
where II(s) and II,,(S) denote the spectral measures corresponding to II(h) 
and 17,(h). Then the wave operators W,(A, A,,; J) and W,(A, , A; J*) 
exist. The operators W+(A, A,; J) map 8:” = PO Z. isometrically onto 
~$9~ = PZ and provide a unitary equivalence between At” and Aac, 
the parts of A, and A in 8:” and Sac, respectively. Moreover, 
w4-4 4 ; J)l* = W*(fl, , (1; I*). (4.5) 
Birman has shown [5] that Theorem 4.1 implies Theorem 1 .l in 
the case in which A is elliptic. However, Theorem 4.1 cannot be used 
to prove Theorem 1 .l if A is not elliptic, because condition (4.4) is 
violated in this case for some perturbations E(x) of the class considered 
in Theorem 1 .l. To see this let 4(x) E Cg(P; Cm), the class of Cm- 
valued functions which are infinitely differentiable in Rn and have 
compact support. Let r) E R” be a unit vector and define 
+hm(x) = m-20L2,( -iD)(eimq’z+(x)), m = 1, 2,..., 
where L,,(p) is defined by (3.30) and D = (D1 ,..., 0,). 
(4-h) 
LEMMA 4.2. The sequence {I,&} C Z. and #, -+ 0 weakly in Z. . 
Moreover, in Case 2 of Theorem 3.4 there exist perturbations satisfying 
the conditions of Theorem 1.1 for which (J*J - I) 17,(a) #, does not 
converge to zero strongly. 
Proof. Application of Leibniz’s rule gives 
L(X) = ei”“‘xL2,(77) 4(x) + O(m-l) (4.7) 
uniformly for x E supp +. Thus if 4 E Z. then 
e-imn+[12,,(v) $(x)1 * E,#(x) dx + O(m-l) (4.8) 
and therefore (#, , #). --t 0 when m -+ co by the Riemann-Lebesgue 
lemma. Thus I& -+ 0 weakly in Z. . Now consider the sequence 8, = 
(J*J - 017,@) An. (3.18) . im ~1 ies that 16, E POX0 = N(A,). If 6 
is an interval containing zero then 17,(S) PO = PO by (3.22) and (3.23). 
Thus $m = PO+, = n,(S) PO& = 17,(a) $, for all such 6. Thus if 
OES 
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Now 
and if B(x) = E;lE(x) - I, 
(kz > cd)0 = I,“,,, ei(m’-m)73(4 -L&I) WI * 4PW L4rl) vW1 dx 
+ O(m-l) + O(m’-1). (4.11) 
Moreover, taking m’ = m or m = m’ gives corresponding expressions 
for jl Bm I\,, and /I Brnr I/,, . Note that if m -+ co, m’ + 00, and m' - m -+ co 
then (0, , 0,~)~ -+ 0 by (4.11). Thus (4.10) implies 
The last term is not zero for all + and all perturbations. To see this 
note that since L,(q) = $&d-q) p,(q) and !&(rl) # 0, %W2,(rlM(~) = 0 
for all I# E IZ’,~(R~; Cm) if and only if B(x) P,,(q) = 0, or equivalently 
(W - Eo) PO(T) = 0 f or all x E R". Now it is clear that there are 
perturbations E(x) such that (E(x) - E,) P,,(y) # 0. For example, let 
#(x) E Com(Rn) be chosen so that $(~a) = 1 and define E(x) = 
I?,, + or+(x)1 where 01 E R. Then E(x) is Hermitian and positive definite 
for all sufficiently small 0~. Moreover, E(x,,) - E, = CJ and hence 
(E(x,) - E,) I’&?) = &‘a(~) # 0 if 01 f 0 and P,,(q) # 0. Thus em 
does not in general converge strongly to zero. 
Lemma 4.2 shows that Theorem 4.1 cannot be used to prove 
Theorem 1.1. A new abstract theorem (Theorem 4.5) is given below 
which, together with Theorem 1.3 (the coerciveness theorem), implies 
Theorem 1.1. 
Birman’s proof of Theorem 4.1 is based on his theory of the local 
wave operators defined by 
W*(A, A, ; J; 6) = s,-f-h& eit”Je-it~Po170(s) (4.13) 
and 
w+(A, , A; J*; 6) = s;$+% eitAo J*e-it”PlI(6) (4.14) 
where 6 C R is a bounded interval. The following lemma is an easy 
consequence of the definitions. 
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LEMMA 4.3. Assume that for each bounded interval 6 C R 
W&l, A, ; J; 6) and W*(Lt, , Lt; /*, 6) exist, (4.15) 
W*(A, A, ; J; 6) maps P”IIo(S)~o isometrically onto HT(S)2?, (4.16) 
and 
W*(A, , A; J*; 6) maps PI!(S) % isometrically onto P”IIo(S) so . (4.17) 
Then all the conclusions of Theorem 4.1 hold. 
Birman proves Theorem 4.1 by proving that his hypotheses (4.2), 
(4.3), (4.4) imply (4.15), (4.16), and (4.17). His proof of this is based 
on his stationary theory of the local wave operators which implies the 
following theorem. 
THEOREM 4.4. Hypotheses (4.15), (4.16), and (4.17) of Lemma 4.3 
hold (and hence the conclusions of Theorem 4.1 hold) if the following 
conditions are satisfied: 
Condition A. For each bounded interval 6 C R, the operator 
I7(S)(AJ - JA,) 17,(S) is defined on D(A,) and 
Condition B. For each bounded interval 6 C R, there exists a 
sequence of Bore1 sets X, C 6 such that (J, X, = 6 (mod 0) (i.e., u, X, 
di@rs from 6 by a set of Lebesgue measure zero) and for n = 1, 2, 3,..., 
(4.19) 
Condition B”. For each bounded interval 6 C R, there exists a 
sequence of Bore1 sets X, C 6 such that u, X, = 6 (mod 0) and for 
n = 1, 2, 3 ,..., 
We(S) I* - 4 rr(xJ 6 Bo(=m- (4.20) 
Condition C. For each bounded interval 6 C R, there exists a 
sequence of Bore1 sets X, C 6 such that (J, X, = 6 (mod 0) and for 
n = 1) 2, 3 ,..., 
u*J - 4 Irr,<x,> E Jwfo). (4.21) 
The sequences {X%) in Conditions B, B” and C need not be the same. 
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It is interesting that in the proof of Theorem 4.4, (4.19) and (4.21) 
are applied only to functions f~ L&,(X,) Pox0 and (4.20) is applied 
only to functions g E n(X,) PZ. Thus L&(X,) can be replaced by 
PO&(X,) in (4.19) and (4.21) and 17(X,) can be replaced by PI7(X,) 
in (4.20). Indeed, this is evident from the fact that in each of Condi- 
tions B, BO, and C, (J, X, = 8 (mod 0). Thus (4.19), (4.20), and (4.21) 
can be replaced by 
(J*F) J - 0 ~“~o(x?J E BOWA (4.19’) 
um~) J* - 4 P~Vn) E BOW)9 (4.20') 
cl*1 - 4 p”=ow E Bovo). (4.21') 
The modified conditions are called Conditions B, Do, and c, respec- 
tively. Thus the conclusions of Theorem 4.4 remain true if Conditions 
A, B, B”, and e hold. For convenience this is stated as 
THEOREM 4.4'. The conclusions of Theorem 4.1 hold if Conditions 
A, B, B”, and c are satisfied. 
Birman has proved Theorem 4.1 by showing that his hypotheses 
(4.2), (4.3), and (4.4) imply the validity of Conditions A, B, B”, and C. 
Thus Theorem 4.1 follows from Theorem 4.4. A similar reduction, 
based on Theorem 4.4’, is used in the proof of Theorem 4.5 below. 
It has been shown that hypothesis (4.4) of Theorem 4.1 does not 
hold in the situation of Theorem 1 .l. Thus to find an abstract com- 
pleteness theorem which implies Theorem 1 .l it is necessary to 
weaken (or eliminate) hypothesis (4.4). At the same time new hypothe- 
ses may be added if they hold in the situations of Theorem 1.1. These 
considerations suggest 
THEOREM 4.5. Suppose that the following conditions are satisjed: 
JWO) = W)l (4.22) 
]*PD(fl) c POD(A,), (4.23) 
and for each bounded interval 6 C R, 
w%~~ - IA,) 17,(S) E ~l~% ? 99 (4.24) 
u*/ - 4 P0n,(3 E Bowa (4.25) 
Then all the conclusions of Theorem 4.1 hold. In particular the wave 
operators W,(A, A,; J) exist and are complete. 
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Theorem 4.5 differs from Theorem 4.1 in that Condition (4.4) has 
been weakened to Condition (4.25) and Condition (4.23) has been 
added. The validity of (4.23) in the situation of Theorem 1.1 was 
proved as Corollary 3.9 above. 
Proof of Theorem 4.5. It will be shown that the hypotheses of the 
theorem imply the validity of Conditions A, ij, go, and C. The 
theorem then follows from Theorem 4.4’. 
Condition A is the same as (4.24) and Condition C, (4.21)‘, is 
equivalent to (4.25). To verify Conditions B and B” it is clearly suffi- 
cient to show that if 6 and d are bounded intervals in R, with 6 
properly contained in d, then 
and 
u*w) J - 4 DoP) E BOWJ (4.26) 
(J(4 J* - 0 m-9 E BOW)9 (4.27) 
where 
IT(S) = m(s) and ITo(S) = PvIo(S). (4.28) 
P~oofof(4.26). Let 2, = {h : 1 X j 3 r> and d, = (R A) n (-r, r). 
Birman has shown that (4.22) implies [3, p. 11731 
II .w-G) Jn,Wll = W1), Y-+ co, (4.29) 
and 
II HOW J-‘wvll = wl>, r+ co, (4.30) 
and that (4.24) implies 
w?J J17,@) E BOG% 7 2) 
and 
(4.31) 
17,w .f*w9 E BOW, @I). (4.32) 
Now consider the proposition (4.26). For Y sufficiently large 
u*w4 J - Oflo@) 
= (J”J - WTm - J*w,) P&(S) - J*n(&) ml(S). (4.33) 
The first term on the right is in Bo(Zo) by (4.25) and the second term 
is in Bo(Ho) by (4.31). M oreover, the third term on the right tends to 
zero in norm by (4.29). Thus, (4.33) implies (4.26) since Bo(So) is 
closed in the operator norm [ll, p. 1581. 
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Finally, consider the proposition (4.27). For r sufficiently large 
Here the second term on the right is in B,(Z) by (4.32) and the third 
term is O(r-l) by (4.30). H ence, the correctn_ess of (4.27), and therefore 
Theorem 4.5, will follow if (I* - J-l) D(S) E B,(X, X00). This is 
asserted by 
LEMMA 4.6. Under the hypotheses of Theorem 4.5, 
(J* - J-l) mq 6 Bo(S, 6). 
Proof. First note that 
(4.35) 
Indeed, 
II IT,w J*ff@)ll = W1)> r--+m. (4.36) 
flo(&> J*m) = {flo(ZJ(~o - YHVO - 4 J*m41* (4.37) 
Now J*PD(A) C POD(A,) C D(A,) by (4.23). Hence the term in 
brackets is a closed operator defined on all of &? and is therefore 
bounded. The term in braces is O(r-l), r -+ co. Combining these 
statements gives (4.36). 
To prove (4.35) recall that J*PD(A) C Pox0 by (4.23). Thus 
u* - J-9 ma) 
= (J*J)-’ (J*J - 4 J*qs) 
= (J*J)-1 (J*J - I) PoJ*n(s) (4.38) 
= u*J>-’ KJ*J - 1) I”r(-5 r> J*m) + (I*1 - mo(zT) J*qs)l. 
Here (J*J - I) fio(--r, r) E Bo(Zo) by (4.25) and ~o(Z,.) J*fi(S) = 
O(r-l), r + co, by (4.36). The remaining operators in (4.38) are 
bounded. Hence, making r + co in (4.38) gives (4.35). 
It is interesting that the proof of Theorem 4.5 differs from Birman’s 
proof of Theorem 4.1 only in the method for verifying (4.27). The 
proof given here, based on (4.34) and Lemma 4.6, depends in an 
essential way on the new hypothesis (4.23). 
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5. PROOF OF THE COMPLETENESS THEOREM FOR PERTURBATIONS 
OF UNIFORMLY PROPAGATIVE SYSTEMS 
This section contains a proof of Theorem 1 .l, the completeness 
theorem for the wave operators associated with perturbations of 
uniformly propagative systems in Section 1. The proof consists in 
showing that the hypotheses of Theorem I. 1 imply that the hypotheses 
of Theorem 4.5 hold for the space ZO and 2 and the operators A, , A, 
PO, P, and J defined in Section 1. The correctness of Theorem 1 .l 
then follows from Theorem 4.5. 
Hypotheses (4.22) and (4.23) of Theorem 4.5 were verified for 
perturbations of uniformly propagative systems in Section 3, Defini- 
tion 3.3 and Corollary 3.9. Thus only hypotheses (4.24) and (4.25) 
need to be verified. The verification is given as a series of lemmas. 
LEMMA 5.1. Let 17,(h) be the spectral family for a uniformly 
propagative system (1.5) and no(A) = P”17,(h). Then if 6 = (a, b) C R 
is any interval, 
a@) = @* f xl,@; 6 4 Pk,(P> 
[ 
@, 
IPI= 1 
where xk( p; a, b) is the characteristic function of the set (p : a < Ak( p) <b}. 
Proof. Equations (3.22) and (3.23) imply that 
no(s) = CD* [ f; 
Ikl=n(ZJ 
VW - UP)) - H(Q - UP))) &PI] @. (5.2) 
Since 
WJ - h,(P)) - H(a - X,(P)) = XkW 4 4 (5.3) 
this implies 
L, 
a,(s) = @* 1 xl,@; a, 4 &P) 1 @. (5.4) Ikl=n(l) 
In Case 1 of Theorem 3.4, r(Z) = 1 and PO = 1. Hence (5.4) implies 
(5.1) in this case. In Case 2, 
n,,(s) = p’l?,(s) = @* Ij”(p) ,ico Xk(& a~ b, pk(t)] @ 
= @* ,& x&‘; a, @ pkt,)] @ (5.5) 
because p”(p) = I - PO(p) and PO< p) pk(p) = sO$k( P). 
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For each positive integer j let Bj = {p : 1 p j < j) and let xj(p) 
denote the characteristic function of B, . Define an operator M, on 
=%I bY 
Mj = @“Xj@. (5.6) 
LEMMA 5.2. The operator Mi satisjies 
Mj is an orthogonal projection on A$ , 
M+l, C AoMj , 
(5.7) 
(5-V 
that is, Mj reduces A, . Further, for any bounded interval 6 C R there 
exists a positive integer j such that 
I”f,(S) = M,fl#). (5.9) 
Proof. (5.7) is immediate from (5.6) because xi2 = xj and xj is 
real-valued. To prove (5.8) note that M,u = ~*xj2i E O(A,,) for all 
u E &$ . Hence, if u E II(A,) then 
W&u = @*Xj(P) AI(P) fi(P) = **A,(P) XdP> G(P) 
= AJD*~~(P) d(p) = A,Mju. (5.10) 
To prove (5.9) note that if k f 0 then Xk(q) is bounded away from zero 
for all unit vectors 7. Hence, there exist positive constants (TV and u2 
such that 
O<‘TlGlhk(rl)l <%! for 17 j = 1 and K # 0. (5.11) 
Thus if a < X,(p) < b then a < / p 1 h,(q) < 6, whence 
(5.12) 
It follows that if j > max( / a 1, 1 b 1)/u,, then {p : a < h,(p) < b} C Bj 
and hence Xi(P) xd P; a, b) = xk(p; a, b). For this choice of j, 
MA’%,(S) = @* f: Xi(P) XIC( P; a, b) Pk( P> @ = fly 1 (5.13) Ikl=l 
by Lemma 5.1. 
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Lemma 5.2 is used below to verify hypothesis (4.25) of Theorem 4.5. 
Note that if (1.5) h as static solutions (A, nonelliptic) equation (5.9) 
does not hold with 17,(S) in pl ace of no(a) because if a < 0 < b 
{p : a < h,(p) = 0 < b} = R” r) Bj for every j. (5.14) 
Thus Lemma 5.2 cannot be strengthened to imply hypothesis (4.4) 
of Theorem 4.1, as was shown by the counterexample of Lemma 4.2. 
It is for this reason that the weaker hypothesis (4.25) of Theorem 4.5 
is essential for the proof of Theorem 1.1. 
The notation 
&(R”) = &(Rn) n f: 1 
r 
(1 + 1 x 12)U If(x)l” dx < co (5.15) 
R” 
is used below, where s2(Rn) is the usual Lebesgue space of square- 
integrable functions. Clearly, hypothesis (1.22) of Theorem 1.1 is 
equivalent to 
for 1 ,< 01, /3 < m (5.16) 
with p > n/2. 
The verification of the trace-class condition (4.24) given below is 
based on the following theorem due to W. Stinespring [23] and 
M. S. Birman [4, p. 51. 
THEOREM 5.3. Let K C Rn be a bounded region with piecewise 
smooth boundary. Let P&(K) denote the Hilbert space of all m x 1 
matrix-valued functions u(x) which are Lebesgue-measurable on K 
and satisfy 
// u 11; = s, u(x)* U(X) dx < co. (5.17) 
Let T : 2&,(K) + 2Yz,, = Z2,,(Rn) be the linear operator defined by 
W4 = 1, W, P) 4~) 4% (5.18) 
where T(x, p) = eix.pq(x) and q(x) is an m x m matrix-valued function 
which satisfies 
MxN‘Ts E av”) for 1 < 01, fi < m (5.19) 
and some TV > n/2. Then T E B1(g2,,(K), 9&. 
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Application of this theorem gives 
LEMMA 5.4. Let E(x) - E, satisfy (5.16) and define Tl : X0 -+ SO 
bY 
T,u = (J*J - I) Mp 
and T2 : 2, + & by 
T,u = (E-lJ - JE,l) Mp. (5.21) 
Then Tl E B,(i%?,,) and T2 E Bl(pO , 8). 
Proof. The map S : %a --t .JZz,, defined by S+ = Ebil”$ is unitary 
and induces the map TX = ST,S-l : Y2,, --+ 6pz,, . Moreover, 
Q = E1,12( J* J - I) MjE$Pv = E:I”(E;‘EJ - I) E,112Mj~ 
= E;‘l”(EJ - E,) E;1J2@*xj6. (5.22) 
Hence ;i;v is given by the integral operator 
p’,v(x) = (27~‘)-~/~ j, eiz’“ql(x) 8(p) dp 
3 
(5.23) 
where qr(x) = E;‘/“(E(x) - E,,) E;;1/2 (5.23) implies that TI is deter- 
mined by its restriction T r” to Z2,,(Bj). Hypothesis (5.16) implies 
that qr satisfies (5.19). Th us pro E B1(JZ&(Bi), g2,,) by Theorem 5.3 
and it follows that i?r E B1(2&) and hence Tl = S-lplS E B,(Zo). 
The verification that T, E B,(Zo, Z) is similar. Define S’: X--+ LZ2,, 
by S’$ = E112$. Then S’ is unitary and p2 = S’T,F : Osp,,, -+ 9&, 
is given by 
paw = EV=T2E;V2 = EV(E-lJ - JE,l) E;112@*xi6. 
Hence T’,v is given by the integral operator 
(5.24) 
F2v(x) = (27r-“12 IB, eiz’$(x) 8(p) dp 
> 
(5.25) 
where q2(x) = E(x)‘/“[E(x)-’ - E;1]&1/2 = -E(x)-~/~[E(x) - Eo]E;3/2. 
Hypothesis (5.16) implies that q2 satisfies (5.19), since E(x)-‘/” is 
bounded, and the remainder of the verification goes as before. 
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LEMMA 5.5. Under the hypotheses of Theorem 1.1, for any bounded 
interval 6 C R, 
VJ - PO) no(s) E ~lwl~ -@T (5.26) 
and 
u*1 - 4 no(s) E BOG%3 (5.27) 
Proof. It was shown in Section 3 that PO + P,, = I, R(P,,) = IV(&), 
and JN(A,) = N(A). It follows that 
VJ - 540) no(s) = VJ - J~o)(PO + PO) UoP) 
= (AJ - J/lo) P”17,(S) = (AJ - JAo)no(S). (5.28) 
Moreover, by Lemma 5.2, MjAO C A,,Mj and there exists an integer j 
such that ii&S) = J4&,(8). H ence, to prove (5.26) it suffices to show 
that 
(A./ - .vo) 4 E a% t Jo (5.29) 
Now Definitions 3.1, 3.2, and 3.3 imply that AJ = E-l]A and 
Ill0 = ]E;‘A, whence AJ - JAO = (E-lJ - JE$)A. Thus, for 
any+E%, 
(A] - J/l,) nir,+ = (PJ - JE,‘) A@**icJ. 
If A^ is defined by .&(p) = A(p) G(p), this can be written 
(AJ - JA,) A$$ = (JPJ - J.@) cD*&r$ 
= (PJ - Jq) @*&4&) 
= [(IPJ - pq’) Mi][@*A#D] 4. 
(5.30) 
(5.31) 
Now the operator @*Ax,@ is clearly bounded on Z0 and 
by Lemma 5.4. Hence (5.31) implies (5.26) [ll, p. 5201. 
To prove (5.27) note that by Lemma 5.2, (j*J - I) If,-,(S) = 
fe+vva ‘) qMjR,(4 f or j sufficiently large. Hence (5.27) follows from 
. . 
This completes the proof of Lemma 5.5. Moreover, Lemma 5.5 
implies that hypotheses (4.24) and (4.25) of Theorem 4.5 hold under 
the hypotheses of Theorem 1.1. Hence the proof of Theorem 1 .l is 
also complete. 
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