Reed-Muller codes encode an m-variate polynomial of degree r by evaluating it on all points in {0, 1} m . We denote this code by RM (m, r). The minimal distance of RM (m, r) is 2 m−r and so it cannot correct more than half that number of errors in the worst case. For random errors one may hope for a better result.
INTRODUCTION
Consider the following challenge:
Given the truth table of a polynomial f (x) ∈ F2[x1, . . . , xm] of degree at most r, in which 1/2− o(1) fraction of the locations were flipped (that is, given the evaluations of f over F m 2 with nearly half the entries corrupted), recover f efficiently.
If the errors are adversarial, then clearly this task is impossible for any degree bound r ≥ 1: any two different linear polynomials disagree on half of the domain, so f cannot be recovered even if an adversary flips a quarter of the bits. Hence, we turn to considering random sets of errors of size (1/2−o(1))2 m , and we hope to recover f with high probability (in this case, one may also consider the setting where each bit is independently flipped with probability 1/2 − o(1). By standard Chernoff bounds, both settings are almost equivalent).
Even in the random model, if every bit was flipped with probability exactly 1/2, the situation is again hopeless: in this case the input is completely random and carries no information whatsoever about the original polynomial.
It turns out, however, that even a very small relaxation leads to a dramatic improvement in our ability to recover the hidden polynomial: in this paper we prove, among other results, that even at corruption rate 1/2 − o(1) and degree bound as large as o( √ m), we can efficiently recover the unique polynomial f whose evaluations were corrupted. Note that in the worst case, given a polynomial of such a high degree, an adversary can flip a tiny fraction of the bits -just slightly more than 1/2 √ m -and prevent unique recovery of f , even if we do not require an efficient solution;
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Recasting the playful scenario above in a more traditional terminology, this paper deals with similar questions related to recovery of low-degree multivariate polynomials from their randomly corrupted evaluations on F m 2 , or in the language of coding theory, we study the problem of decoding Reed-Muller codes under random errors in the binary symmetric channel (BSC). We turn to some background and motivation.
Reed-Muller Codes
Reed-Muller (RM) codes were introduced in 1954, first by Muller [25] and shortly after by Reed [26] who also provided a decoding algorithm. They are among the oldest and simplest codes to construct -the codewords are multivariate polynomials of a given degree, and the encoding function is just their evaluation vectors. In this work we mainly focus on the most basic case where the underlying field is F = F2, the field of two elements, although our techniques do generalize to larger finite fields. Over F2, the Reed-Muller code of degree r in m variables, denoted by RM (m, r), has block length n = 2 m , rate m ≤r /2 m and its minimal distance is 2 m−r .
RM codes have been extensively studied with respect to decoding errors in both the worst case and random setting. We begin by giving a review of Reed-Muller codes and their use in theoretical computer science and then discuss our results.
Background
Error-correcting codes (over both large and small finite fields) have been extremely influential in the theory of computation, playing a central role in some important developments in several areas such as cryptography (e.g. [28] and [6] ), theory of pseudorandomness (e.g. [8] ), probabilistic proof systems (e.g. [5, 29] and [4] ) and many more.
An important aspect of error correcting codes that received a lot of attention is designing efficient decoding algorithms. The objective is to come up with an algorithm that can correct a certain amounts of errors in a received word. There are two settings in which this problem is studied:
Worst case errors. This is also referred to as errors in the Hamming model [18] . Here, the algorithm should recover the original message regardless of the error pattern, as long as there are not too many errors. The number of errors such a decoding algorithm can tolerate is upper bounded in terms of the distance of the code. The distance of the code C is the minimum Hamming distance of any two codewords in C. If the distance is d, then one can uniquely recover from at most d − 1 erasures and from (d − 1)/2 errors. For this model of worst-case errors it is easy to prove that Reed-Muller codes perform badly. They have relatively small distance compared to what random codes of the same rate can achieve (and also compared to explicit families of codes).
Another line of work in Hamming's worst case setting concerns designing algorithms that can correct beyond the unique-decoding bound. Here there is no unique answer and so the algorithm returns a list of candidate codewords. In this case the number of errors that the algorithm can tolerate is a parameter of the distance of the code. This question received a lot of attention and among the works in this area we mention the seminal works of Goldreich and Levin on Hadamard Codes [14] and of Sudan [32] and Guruswami and Sudan [17] on list decoding Reed-Solomon codes. Recently, the list-decoding question for Reed-Muller codes was studied by Gopalan, Klivans and Zuckerman [15] and by Bhowmick and Lovett [7] , who proved that the list decoding radius 1 of Reed-Muller codes, over F2, is at least twice the minimum distance (recall that the unique decoding radius is half that quantity) and is smaller than four times the minimal distance, when the degree of the code is constant.
Random errors. A different setting in which decoding algorithms are studied is Shannon's model of random errors [30] . In Shannon's average-case setting (which we study here), a codeword is subjected to a random corruption, from which recovery should be possible with high probability. This random corruption model is called a channel. The two most basic ones, the Binary Erasure Channel (BEC) and the Binary Symmetric Channel (BSC), have a parameter p (which may depend on n), and corrupt a message by independently replacing, with probability p, the symbol in each coordinate, with a "lost" symbol in the BEC(p) channel, and with the complementary symbol in the BSC(p) case. In his paper Shannon studied the optimal trade-off achievable for these channels (and many other channels) between the distance and rate. For every p, the capacity of BEC(p) is 1 − p, and the capacity of BSC(p) is 1 − h(p), where h is the binary entropy function. 2 Shannon also proved that random codes achieve this optimal behavior. That is, for every 0 < ε there exist codes of rate 1 − h(p) − ε for the BSC (and rate 1 − p − ε for the BEC), that can decode from a fraction p of errors (erasures) with high probability.
For our purposes, it is more convenient to assume that the codeword is subjected to a fixed number s of random errors. Note that by the Chernoff-Hoeffding bound, (see e.g., [2] ), the probability that more than pn + ω( √ pn) errors occur in BSC(p) (or BEC(p)) is o(1), and so we can restrict ourselves to the case of a fixed number s of random errors, by setting the corruption probability to be p = s/n. We refer to [1] for further discussion on this subject.
Decoding Erasures to Decoding Errors
Recently, there has been a considerable progress in our understanding of the behavior of Reed-Muller codes under random erasures. In [1] , Abbe, Shpilka and Wigderson showed that Reed-Muller codes achieve capacity for the BEC for both sufficiently low and sufficiently high rates. Specifically, they showed that RM (m, r) achieves capacity for the BEC for r = o(m) or r > m − o( m/ log m). More recently, Kumar and Pfister [22] and Kudekar, Mondelli,Şaşoglu and Urbanke [21] independently showed that Reed-Muller codes achieve capacity for the BEC in the entire constant rate regime, that
These regimes are pictorially represented in Figure 1 .
Another result proved by Abbe et al. [1] is that Reed-Muller codes RM (m, m − 2r − 2) can correct any error pattern if the same erasure pattern can be decoded in RM (m, m − r − 1). This reduction is appealing on its own, since it connects decoding from erasures -which is easier in
Figure 1: Regime of r for which RM (m, r) is known to achieve capacity for the BEC both an intuitive and an algorithmic manner -with decoding from errors; but its importance is further emphasized by the progress made later by Kumar and Pfister and Kudekar et al., who showed that Reed-Muller codes can correct many erasures in the constant rate regime, right up to the channel capacity. This result show that RM (m, m − (2r + 2)) can cope with most error patterns of weight (1 − o(1)) m ≤r , which is the capacity of RM (m, m − (r + 1)) for the BEC. While this is polynomially smaller than what can be achieved in the Shannon model of errors for random codes of the same rate, this number is still much larger (super-polynomial) than the distance (and the list-decoding radius) of the code, which is 2 2r+2 . Also, since RM m, m 2 + o( √ m) can cope with 
Our Contributions
In this work we give an efficient decoding algorithm for Reed-Muller codes that matches the parameters given by Abbe et al. Following the aforementioned results about the erasure correcting ability of Reed-Muller codes, the results can be partitioned into the low-rate and the high-rate regimes. We begin with the result for the low rate case.
Theorem 1 (Low rate, informal). Let r < δ √ m for a small enough δ. Then, there is an efficient algorithm that can decode RM (m, r) from a random set of
The running time of the algorithm is O(n 4 ) and it can be simulated in NC.
For high rate Reed-Muller codes, we cannot hope to achieve such a high error correction capability as in the low rate case, even information theoretically. We do give, however, an algorithm that corrects many more errors (a super-polynomially larger number) than what the minimal distance of the code suggests, and its running time is also nearly linear in the block length of the code.
Theorem 2 (High rate, informal). Let r = o( m/ log m). Then, there is an efficient algorithm that can decode RM (m, m − (2r + 2)) from a random set of (1 − o(1)) m ≤r errors. Moreover, the running time of the algorithm is 2 m · poly( m ≤r ) and it can be simulated in NC.
Recall that the block length of the code is n = 2 m , and thus the running time is near linear in n when r = o(m).
A general property of our algorithm is that it corrects any error pattern in RM (m, m − 2r − 2) for which the same erasure pattern in RM (m, m − r − 1) can be corrected. Stated differently, if an erasure pattern can be corrected in RM (m, m − r − 1) then the same pattern, where the "lost" symbol is replaced with arbitrary 0/1 values, can be corrected in RM (m, m − (2r + 2)). This property is useful when we know RM (m, m − r − 1) can correct a large set of erasures with high probability, that is, when m − r − 1 falls in the red region in Figure 1 . Thus, our result has implications also beyond the above two instances. In particular, it may be the case that our algorithm performs well for other rates as well. For example, consider the following question and the theorem it implies. Recall that Abbe et al. [1] also proved that the answer to Question 3 is positive for r = m − o(m) (that is, for RM (m, o(m))) but this case does not help us as we need to consider RM (m, m − (2r + 2)) and m − (2r + 2) < 0 in this case. The coding theory community seems to believe the answer to Question 3 is positive, for all values of r, and conjectures to that effect were made 3 in [9, 3, 24] . Recent simulations have also suggested that the answer to the question is positive [3, 24] . Thus, it seems natural to believe that the answer is positive for most values of r, even for r = Θ(m). As a conclusion, the belief in the coding theory community suggests that our algorithm can decode a random set of roughly m ≤r errors in RM (m, m − (2r + 2)). For example, for r = ρ · m, where ρ < 1/2, the minimal distance of RM (m, m − (2r + 2)) is roughly 2 2ρm whereas our algorithm can decode from roughly 2 h(ρ)m random errors (assuming the answer to Question 3 is positive), which is a much larger quantity for every ρ < 1/2.
In the full version of this paper [27] , we also present an abstraction of our decoding procedure that may be applicable to other linear codes. This is a generalization of the abstract Berlekamp-Welch decoder or "error-locating pairs" method of Duursma and Kötter [13] that connects decodable erasure patterns on a larger code to decodable error patterns. A specific instantiation of this was observed by Abbe et al. [1] by connecting decodable error patterns of any linear code C to decodable erasure patterns of an appropriate "tensor" C of C (by essentially embedding these codes in a large enough RM code). Although Abbe et al. did not provide an efficient decoding algorithm, the algorithm we present directly applies here. The abstraction of the "error-locating pairs" method should hopefully be applicable in other contexts too, especially considering the generality of the results of [22, 21] .
Related Literature
In subsubsection 1.1.2 we surveyed the known results regarding the ability of Reed-Muller codes to correct random erasures. In this section we summarize the results known about recovering RM codes from random errors.
Once again, it is useful to distinguish between the low rate and the high rate regime of Reed-Muller codes. We shall use d to denote the distance of the code in context. For RM (m, r) codes, d = 2 m−r .
In [20] , the majority logic algorithm of [26] is shown to succeed in recovering all but a vanishing fraction of error patterns of weight up to d log d/4 for all RM codes of positive rate. In [11] , Dumer showed for all r such that min(r, m − r) = ω(log m) that most error patterns of weight at most (d log d/2) · (1 − log m log d ) can be recovered in RM (m, r). To make sense of the parameters, we note that when r = m − ω(log m) the weight is roughly (d log d/2). To compare this result to ours, we first consider the case when r = m − o( m/ log m). Here the algorithm of [11] can When ρ is a small constant, we have that
, so the number of errors we can correct is roughly 2 (1−Θ(ρ 2 ))m , which is a larger quantity than the minimal distance d = 2 (1−ρ)m , and also than the above O(d log d) result of [11] .
When ρ = 1 − ε for some small constant ε > 0, h(ε/2) = Ω(ε log(1/ε)), and the number of errors we can correct is around 2 ε log(1/ε)m ≈ d log(1/ε) . As a last example, suppose ρ = 1/2 − δ for some small constant δ > 0. In this case, which gives a bound of roughly 2 (1/2+η+δ)m on the number of errors, for an absolute constant η > 0, compared to 2 (1/2+δ)m , which is the minimal distance.
In order to exhibit the fact that h 1 2 − ρ 2 is always larger than 1 − ρ, we plot the graphs of the two functions side by side in Figure 2 . Recall that the former function is the logarithm of the number of errors we can correct, normalized by m, assuming a positive answer to Question 3; and the latter is the logarithm of the minimal distance, normalized by m.
We now turn to considering RM codes of low rate. For the special case of r = 1, 2, [19] shows that RM (m, r) codes are capacity-achieving. In [31] , it is shown that RM codes of fixed order (i.e., r = O(1)) can decode most error patterns of weight up to 1 2 n(1 − c(2 r − 1)m r /nr!), where c > ln(4). In [1] , Abbe et al. settled the question for low order Reed-Muller codes proving that RM (m, r) codes achieve capacity for the BSC when r = o(m) [1] . We note however that all the results mentioned here are existential in nature and do not provide an efficient decoding algorithm.
A line of work by Dumer [10, 12] based on recursive algorithms (that exploit the recursive structure of Reed-Muller codes), obtains algorithmic results mainly for lowrate regimes. In [10] , it is shown that for a fixed degree, i.e., r = O(1), an algorithm of complexity O(n log n) can correct most error patterns of weight up to n(1/2 − ε) given that ε exceeds n −1/2 r . In [11] , this is improved to errors of weight up to 1 2 n(1 − (4m/d) 1/2 r ) for all r = o(log m). The case r = ω(log m) is also covered in [11] , as described above.
We note that all the efficient algorithms mentioned above (both for high-and low-rate) rely on the so called Plotkin construction of the code, that is, on its recursive structure (expanding an m-variate polynomial according to the m-th variable f (x1, . . . , xm) = xmg(x1, . . . , xm−1) + h(x1, . . . , xm−1)), whereas our approach is very different.
We summarize and compare our results with [10, 12, 11] for various range of parameters in Figure 3 (degree is r and distance is d = 2 m−r ). The dotted region in Figure 3 corresponds to the uncovered region in Figure 1 beyond m/2, via the connection given in Theorem 4. Figure 2 compares our results, for the linear degree regime (r = ρm), with those of [11] .
Notation and Terminology
Before explaining the idea behind the proofs of our results we need to introduce some notation and parameters. We shall use the same notation as [1] .
• We denote by M(m, r) the set of m-variate monomials over F2 of degree at most r.
• For non-negative integers r ≤ m, RM (m, r) denotes the Reed-Muller code whose codewords are the evaluation vectors of all multivariate polynomials of degree at most r on m boolean variables. The maximal degree r is sometimes called the order of the code. E(m, r) indexed by u, which is a k-dimensional vector, consisting of all evaluations of degree ≤ r monomials at u. For a subset of columns U ⊆ F m 2 we denote by U r the corresponding submatrix of E(m, r).
• E(m, r) is a generator matrix for RM (m, r). The duality property of Reed-Muller codes (see, for example, [23] ) states that E(m, m − r − 1) is a parity-check matrix for RM (m, r), or equivalently, E(m, r) is a paritycheck matrix for RM (m, m − r − 1).
• We associate with a subset U ⊆ F m 2 its characteristic vector 1U ∈ F n 2 . We often think of the vector 1U as denoting either an erasure pattern or an error pattern.
• For a positive integer n, we use the standard notation [n] for the set {1, 2, . . . , n}.
We next define what we call the degree-r syndrome of a set.
Definition 5 (Syndrome). Let r ≤ m be two positive integers. The degree-r syndrome, or simply r-syndrome of a set U = {u1, . . . , ut} ⊆ F m 2 is the m ≤r -dimensional vector α whose entries are indexed by all monomials M ∈ M(m, r),
Note that this is nothing but the syndrome of the error pattern 1U ∈ F n 2 in the code RM (m, m − r − 1) (whose parity check matrix is the generator matrix of RM (m, r)).
Proof Techniques
In this section we describe our approach for constructing a decoding algorithm. Recall that the algorithm has the property that is decodes in RM (m, m − 2r − 2) any error pattern U which is correctable from erasures in RM (m, m − r − 1). Such patterns are characterized by the property that the columns of E(m, r) corresponding to the elements of U are linearly independent vectors. Thus, it suffices to give an algorithm that succeeds whenever the error pattern 1U gives rise to such linearly independent columns, which happens with probability 1 − o(1) for the regime of parameters mentioned in Theorem 1 and Theorem 2.
So let us assume from now on that the error pattern 1U corresponds to a set of linearly independent columns in E(m, r). Notice that by the choice of our parameters, our task is to recover U from the degree (2r + 1)-syndrome of U . Furthermore, we want to do so efficiently. For convenience, let t = |U | = (1 − o(1)) m ≤r . Recall that the degree-(2r + 1) syndrome of U is the m ≤2r+1 -long vector α such that for every monomial M ∈ M(m, 2r + 1), αM = t i=1 M (ui). Imagine now that we could somehow find degree-r polynomials fi(x1, . . . , xm) satisfying fi(uj) = δi,j. Then, from knowledge of α and, say, f1, we could compute the sums σ = t i=1 (f1 · x )(ui), for ∈ [m]. Indeed, if we know α and f1 then we can compute each σ , as it just involves summing several coordinates of α (since deg(f1 · x ) ≤ r + 1). We now observe that σ = t i=1 (f1 · x )(ui) = (f1 · x )(u1) = (u1) . In other words, knowledge of such an f1 would allow us to discover all coordinates of u1 and in particular, we will be able to deduce u1, and similarly all other ui using fi.
Our approach is thus to find such polynomials fi. What we will do is set up a system of linear equations in the coefficients of an unknown degree r polynomial f and show that f1 is the unique solution to the system. Indeed, showing that f1 is a solution is easy and the hard part is proving that it is the unique solution.
To explain how we set the system of equations, let us assume for the time being that we actually know u1. Let f = M ∈M(m,r) cM · M , where we think of {cM } as unknowns. Consider the following linear system: M(m, r) . In words, we have a system of 2 + m ≤r + m · m ≤r equations in m ≤r variables (the coefficients of f ). Observe that f = f1 is indeed a solution to the system. Furthermore, a solution to the equations in item 2 gives (the coefficients of) a linear combination of the columns of Ur that equals u r 1 . Since those columns are linearly independent, there is a unique such linear combination, which implies f1 is the unique solution to the system. Now we explain what to do when we do not know u1. Let v = (v1, . . . , vm) ∈ F m 2 . We modify the linear system above to:
Now the point is that one can prove that if a solution exists then it must be the case that v is an element of U . Indeed, the set of equations in item 2 implies that v r is in the linear span of the columns of U r . The linear equations in item 3 then imply that v must actually be in the set U .
Notice that what we actually do amounts to setting, for every v ∈ F m 2 , a system of linear equations of size roughly m ≤r . Such a system can be solved in time poly m ≤r . Thus, when we go over all v ∈ F m 2 we get a running time of 2 m · poly m ≤r , as claimed. Our proof can be viewed as an algorithmic version of the proof of Theorem 1.8 of Abbe et al. [1] . That theorem asserts that when the columns of U r are linearly independent, the (2r + 1)-syndrome of U is unique. In their proof of the theorem they first use the (2r)-syndrome to claim that if V is another set with the same (2r)-syndrome then the column span of U r is the same as that of V r . Then, using the degree (2r + 1) monomials they deduce that U = V . This is similar to what our linear system does, but, in contrast, [1] did not have an efficient algorithmic version of this statement.
DECODING ALGORITHM FOR REED-MULLER CODES
In this section we give our decoding algorithm. The proofs for all the claims in this section appear in the full version of this paper [27] .
We begin with the following basic linear algebraic fact.
Lemma 6. Let u1, . . . , ut ∈ F m 2 such that {u r 1 , . . . , u r t } are linearly independent. Then, for every i ∈ [t], there exists a polynomial fi so that for every j ∈ [t],
The algorithm would proceed by making a guess v = (v1, . . . , vm) ∈ F m 2 for one of the error locations. If we could come up with an efficient way to verify that the guess is correct, this would immediately yield a decoding algorithm. We shall verify our guess by using the dual polynomials f1, . . . , ft described above. We shall find them by solving a system of linear equations that can be constructed from the (2r + 1)-syndrome of {u1, . . . , um}. We will need the following crucial, yet simple, observation. .
The following lemma shows how to verify a guess for an error location. It is the main ingredient in the analysis of our algorithm and the reason why it works. Basically, the lemma gives a system of linear equations whose solution enables us to decide whether a given v ∈ F m 2 is a corrupted coordinate or not, without knowledge of the set of errors U but only of its syndrome. In a sense, this lemma is analogous to the Berlekamp-Welch algorithm, which also gives a system of linear equations whose solution reveals the set of erroneous locations ( [33] , and see also the exposition in Chapter 13 of [16] Observe that if indeed v = ui for some i ∈ [t], then the polynomial fi guaranteed by Lemma 6 satisfies those equations. Hence, the lemma should be interpreted as saying the converse: that if there exists such a solution, then v = ui for some i. Further, given the (2r + 1)-syndrome of {u1, . . . , ut} as input, Observation 7 shows that each of the above constraints are linear constraints in the coefficients of f . Thus, finding such an f is merely solving a system of O m ≤r linear equations in m ≤r unknowns and can be done in poly m ≤r time. Lemma 8 implies a natural algorithm for decoding from t errors indexed by vectors {u1, . . . , ut}, assuming {u r 1 , . . . , u r t } are linearly independent, that we write down explicitly in Algorithm 1.
Theorem 9. Given the (2r + 1)-syndrome of t unknown vectors {u1, . . . , ut} ⊆ F m 2 such that {u r 1 , . . . , u r t } are linearly independent, Algorithm 1 outputs {u1, . . . , ut}, runs in time 2 m · poly( m ≤r ) and can be realized using a circuit of depth poly(m) = poly(log n).
Observe that the the proof of correctness for Algorithm 1 is valid, for any value of r, whenever the set of error locations {u1, . . . , ut} satisfies the property that {u r 1 , . . . , u r t } are linearly independent. Therefore, we would like to apply Theorem 9 in settings where {u r 1 , . . . , u r t } are linearly independent with high probability.
Algorithm 1 : Reed-Muller Decoding Input: A (2r + 1)-syndrome of {u1, . . . , ut} 1: E = ∅ 2: for all v = (v1, . . . , vm) ∈ F m 2 do 3:
Solve for a polynomial f ∈ F2[x1, . . . , xm] of degree at most r:
and M ∈ M(m, r).
4:
if there is a polynomial f that satisfies the above system of equations then 5:
Add v to the set E. 6: return the set E as the error locations.
For the constant rate regime, Kumar and Pfister [22] and Kudekar, Mondelli,Şaşoglu and Urbanke [21] proved that RM (m, m − r − 1) achieves capacity for r = m/2 ± O( √ m). Using Theorem 12, we apply Theorem 9 to obtain the following corollary, which was stated informally as Theorem 2.
Corollary 13. Let ε > 0, and r ≤ m be two positive integers. Then there exists a (deterministic) algorithm that is able to correct t = m−log(( m ≤r ))−log(1/ε) ≤r − 1 random errors in RM (m, m − (2r + 2)) with probability at least 1 − ε.
The algorithm runs in time 2 m · poly m ≤r .
If r = o( m/ log m), the bound on t is (1 − o(1)) m ≤r , as promised.
More generally, a positive answer to Question 3 is equivalent to {u r 1 , . . . , u r t } for t = (1 − o(1)) m ≤r being linearly independent with probability 1 − o(1) (see Corollary 2.9 in [1] ), and thus we also obtain the following corollary, which was stated informally as Theorem 4. We note that for all values of r, 2 m · poly m ≤r is polynomial in the block length n = 2 m , and when r = o(m) this is equal to n 1+o(1) .
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