Introduction
Circuit partitioning is the process of dividing a given circuit into subcircuits. As the size of modern circuits increases, partitioning is gaining more and more importance. For example, it has been observed( [l] ) that, in a multiple chip emulation system, the utilization of chip area is only 10%-20% because of the limitation on the number of pins, which corresponds to the number of nets being part it ioned .
Traditionally, the circuit partitioning problem is done by first modeling a circuit as a graph (or hypergraph)z and then partitioning is performed on the modeling graph. Graph partitioning problems, for different objective functions (e.g.: min-cut, minimum ratio cut), are known to be NP-hard ( [ $ I [19] ([9] ). Excellent results have been reported. All these graph partitioning algcrithms strictly abide by the modeling graph, with no attempt to change the graph. ]This work has been supported in part by NSF grant ME' 9419119 and i n part by Xilinx through the California MICRO program. 2We will call this graph the modeling graph throughout the paper.
Another class of algorithms does not strictly abide by the modeling graph. In [lo], [14] , and [15 nodes eling graph is changed. (141 extends the FiducciaMattheyses(FM) algorithm by associating with every node three gains, moving, duplicating, and unduplicating. During each step of a greedy run of iterative improvement, the best gain of the node with one of the three actions is then selected.
[lo] and [15], on the other hand, select nodes to be duplicated implicitly. Given an existing partition, [lo] uses the max-flow min-cut theorem to find the optimal set of nodes that should be replicated. In contrast, [15] finds the optimal set of nodes to be replicated without the restriction to any rior partition. Although both the optimalities in [lo7 and [15] are guaranteed only on graphs (not hypergraphs) without size constraints, modified heuristics are proposed in [lo]. and [15] on hypergraphs with size constraints. Major improvements have been reported with some penalty on area increase due to node replications.
We use the term graph domain to refer to the information concerning only connections among nodes, and the term logic domain to refer to the information concerning the function performed by each node. From this viewpoint, all the algorithms mentioned above only use graph domain information. Modeling a circuit partitioning problem as a graph partitioning problem, in spite of its simplicity, sometimes loses optimality. Since each vertex, which models a gate in a given circuit, actually performs some logic function,. partitioning on a graph unnecessarily gives up potential useful logic domain information. In Section 2, we discuss our motivation of using logic domain information to assist the graph-only partitioning methodology and also point out the loose coupling between the stages of logic synthesis and partitioning. In this viewpoint, our technique can also be viewed as a first step toward integrating these two stages.
In this paperl using the concept of.alternative wires in the logic domain, we propose an efficient method that is able to preserve a locally optimal solution in the graph domain while a different graph, representing the same circuit, is generated. When a conventional graph partitioning technique reaches a locally optimal solution, our proposed technique generates a different graph that is logically equivalent to the original circuit, and that has equal or better partitioning solution. Faced with a different graph which is newly generated, together with are allowed to be replicated and, as a result, t h e mod-a currently good partitioning solution, a conventional graph partitioning technique may then escape from local optimum and continue searching for better solutions in a different graph domain. Essentially, instead of abiding by a strict graph model, we take advantage of the fact that a node is free to merge or split with other nodes and that a wire is free to be replaced by its alternative wires, as long as we keep the functionality correct.
To the best of our knowledge, the only studies that utilize logic information in the partitioning problem are [2], [5], and [13] . In [2], the problem of assigning primary inputs (PIS) and primary outputs (POs) to a multi-chip environment is investigated. The proposed method essentially tries all the combinations of assignments of PIS and POs to a given multi-chip environment. Calculating the minimum necessary communication lines between the partitioned blocks for each assignment, the method can then choose the optimal PIS and POs assignment.
There are two weaknesses in this method. First, even though ithe method avoids physically exhausting all the combinattions of assignments by integrating all solutions into a logic function, the computational cost is much more expensive than traditional graph domain partitioning. Second, the area estimation for each partitioned block is difficult because the proposed method starts even before any logic o timization and technology malpping processes. In [5f by collapsing and then decomposing some nodes around the cut lines in a given partition, a technique that locally combines logic and graph domain information to improve the partitioning is proposed. Although this technique generates very p o d P artitioning results, it has the drawbacks of the arge increase in area and the computational expensiveness. In [13, the concept of "functional replication" ploitin ; the fact that, in FPGAs, the configurable logic blocks(CLBs) may perform more than one functions, a technique is proposed to replicate part of a CLB by looking into the functional dependencies inside a CLB. This technique generates very good results. However it is limited to FPGA partitioning only, and the logic domain information is limited to the functional dependencies only.
We have implemented our technique and combined it with the well known Fiduccia-Mattheyses (FM) graph domain partitioning algorithm [7] . This combined algorithm iteratively improves a given partition by switching between logic domain and graph domain. Experimentad results on MCNC benchmarks generate very good final solutions. Also, our proposed technique does not have area penalty as in the replication based techniques.
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Motivation
As stated in Section 1, strictly abiding by a modeling graph sometimes loses optimality. Suppose we want to perform technology-independent logic optimization followed by a stage of 2-way partitioning. Consider Fig.  1 , where two equivalent circuits are shown, both with no redlundancies. I nore the dotted wire and treat the thick wire as a regufar wire for now. As far as the number of 2-input gates and the number of connections are concerned, the circuit in Fig. l(a) is not better than The above example demonstrates two problems. First, a graph partitioner, even a perfect one that always finds the optimum solution in the graph domain, may generate sub-optimal solution when the search space includes logic domain. At the partitioning stage, although it is impossible to capture all logic domain information, it is desirable to have an algorithm that is able to efficiently extract a small portion of the logic domain information and assist a graph partitioner in a positive way. Second, the relationship between the stages of logic optimization and partitioning is loosely coupled. On one hand, the process of area or timing minimization in lo ic synthesis uses only logic information without consifiering the potential difficulties the subsequent graph model would encounter when the circuit needs to be partitioned. On the other hand, the graph partitioning stage operates on the modeling graph without considering the logic functions performed in vertices. In other words, the traditional separation of the logic domain information and the graph domain information actually traded simplicity of modeling for quality of partit ioning .
The concept of alternative wires is B good tool in solving the above problems. A wire 201 is an alternative wire of wire wj if the addition of wir together with the removal of wj, does not change the circuit behavior. Before we formally present our technique, let us demonstrate the effect of alternabive wires in the above example. In Fig. l(a) , assume we obtain the optimal l(a).
solution of cut cost 3 in the graph domain (cutting in the middle of the figure, as mentioned before). Using the alternative wire information in the logic domain, we know that the dotted wire g3-+g7 is an alternative wire for the thick wire gl-+g5. Realizing that the partitioning cost is reduced by 1, we then remove gate g5, which is no longer needed, and decompose the new 3-input AND gate g7 to two 2-input AND gates 95' and g7', so that the area estimation on both sides remains correct. In the logic domain, we have performed a logic transformation from the circuit in Fig. l(a) to the one in Fig.  l(b) . In the graph domain, we have changed the graph modeling the circuit in Fig. l(a) to the one modeling the circuit in Fig. l (b This different graph can fursearching for better solutions in the new graph domain, which may have brought the graph partitioner out of a local optimum in the previous graph domain. Since the replacement of a wire by its alternative wire may bring the partitioner out of a local optimum, we also call such a replacement a perturbation. Note that the effect of perturbations on the balance of areas among partitioned blocks is very small because the operations using alternative wires involve only a very small percentage of nodes.
Alternative Wires
The concept of alternative wires has been used in several works in logic synthesis (e.g.: [3] [4][6]). In this section, we first very briefly review the technique to find alternative wires (for details, see [4] ). We then discuss a simple statistics on alternative wires.
Brief Review
ther be given back to t L e graph partitioner to continue
The concept of alternative wires is very similar to the concept of redundancy addition and removal [6] . In a combinational circuit, a wire is redundant if and only if the corresponding stuck-at fault is untestable. To remove a target wire wj that is irredundant, we want to add a redundant wire w' that can make wi become redundant. Wire wj is tierefore an alternative wire of wire wg. We can use automatic test pattern generation (ATPG) based method to achieve the purpose of redundancy addition and removal.
Given a stuck-at (s-a) fault f , define mandatoqi assignments to be the unique values certain nodes have to hold for a test pattern to exist. For a given s-a fault f , the set of mandatory assignments, denoted as SMA ( f) Fig.  l(a) , let the thick wire g l -+ g5 be the target wire. By direct implication, we have SMA(g1 ---t 95 s-a-1)
. The dotted wire g3+g7 is a candidate connection. To verify if 3+g7 is redundant or not, we check SMA(g3+g7 s-a-17 and conclude it is inconsistent. We then know wire g3+g7 s-a-1 is untestable and hence redundant. We can safely add the redundant wire g3-+g7 without changing the circuit behavior. The addition of wire g3-97 forces wire g1-95 to become redundant, and therefore can be safely removed.
Alternative Wires Statistics
To demonstrate how much we are able to perturb a circuit's modeling graph, Table 1 lists some statistics of the alternative wires on the larger MCNC benchmark circuits we choose for experiments. In Table 1 , the first three columns list the circuit names, the number of nodes, and the number of wires, respectively3. Column "wires have" lists the number of wires that have at least one alternative wire, and column "(%)" lists the percentage of these wires with respect to the total number of wires. Column "ah" lists the total number of alternative wires. Column avg)" lists the average number of alternative wires for "6 t ose wires that do have alternative wires. Take the entry "1355" as an example, the circuit has 463 nodes and 812 wires. Only 48 wires ("wires have") among the total 812 wires, have at least one alternative wire. Some of these 48 wires have more than one alternative wires, and the total number ~ ~~ 3The preprocessing steps of these circuits will be described in of alternative wires is 90 ("alt") . Dividing 90 by 48, on average leach of these 48 wires has 1.9 ("(avg)") alternative wires. As indicated by the entry "avg" at the bottom of Table 1 , on average 11% of the wires have alternative wires, and we can expect to have 2.8 alternative wires for each of these 11% wires. This provides a large number of perturbations, all of which keep the functionality of the circuit intact, but each of of which generates a different graph than the previous modeling graph. Note that these simple statistics are only referring to the first perturbation. Once the first perturbation happens, the relationship of alternative wires among all wires in the circuit changes and the statistics may be different. Also note that many of the perturbations may have negative gains on the partitioning. During an iterative improvement, since we can easily know the gain of a perturbation, we can simply skip these negative perturbations. This point will become clearer in the next section.
Algorithm
The desi n automation environment we consider is a stage OS tecfmology-independent logic optimization followed by a stage of multi-way partitioning. The cost function of partitioning is the total number of pins required in each partitioned block. Moreover, we also assume that there will be a technology-dependent logic optimiz,ation and technology mapping step after the partitioning stage so that, at the partitioning stage, we have the freedom of changing the logic. The input to our algorithm is a logic circuit consisting of 2-input gates.
The Gain of a Logic Perturbation
Recall that a perturbation is the replacement of a target wire by one of its alternative wires. Fig. 2 , where thick lines represent target wires and dotted lines represent alternative wires, shows several situations when perturbations happen. Given an initial partition, we can view perturbations as the replacement of pairs of wires with all nodes sitting fixed in all the partitioned blocks Fig. 2(a) ). Since our cost function is the toperturbation can have a gain of 2, 1, 0, -1, or -2. For simplicity, we do not go into the details but explain the gain situations by examples. Denote the target wire by wt and the alternative wire by w,. A perturbation has a ,gain of 2 when the removal of the target wire wt decreases 2 pins needed while the addition of the alternative wire Wa does not increase the need of any pin. An example is shown in Fig. 2(b) , where the removal of wt decrease one pin from block A and another from block C, while the source and destination nodes of w a reside in the same block (block B). A perturbation has a gain of 1 when the removal of w t decreases 2 pins while the adldition of wa increases 1 pin, or when wt decreases 1 pin while w a does not change pin needs. An example is shown in Fig. 2 (c . Similarly, one example for each in Fig. 2(d) , (e), and t), respectively. Note that, as discutrsed in Section 3.2, we will only focus on attempting to remove the cut wires, and therefore all the target wires in Fig. 2 are in between blocks.
tal num b er of pins required in each partitioned block, a of the situation of t h e ains of 0, -1, and -2 is shown . At the end of each of the m best initial partitions, we check if the resulting partition is better than the best partition seen so far, and record the better one (Lines 18-19).
Experimental Results
We have implemented the algorithm in Section 4 and conducted an experiment using 12 larger MCNC benchmarks on a Sun Sparc 5 with 128 M B memory. For each benchmark circuit, we first run script.boolean in SIS [18], then we decompose the circuits to 2-input gates. The resulting circuit is passed to a very good 2-input gate optimizer from [3] to further optimize the circuit. These optimizations are important because the alternative wire technique can be used as logic optimization tool, and, as a consequence, our algorithm in Section 4 may encounter cases where we can remove some gates and decrease the number of gates in the circuit. This would make our algorithm have both a role of partitioner and a partial role of a logic optimizer. To make fair comparisons to other partitioners, also for the sake of isolating the partitioning problem, these circuits are fully optimized as far as the number of 2-input gates is concerned. The number of nodes and number of wires are shown in Table 1 in Section 3.2.
We would like to exhaust the graph domain information in order to justify the power of the logic domain information. To exhaust the graph domain information, we ran our FM program, which is able to handle multi-way partitions, for 250 times on each circuit. This provides a very good, if not optimal, set of solutions in the graph domain. We set the tolerance of area imbal- Tables 2 and  3 , respectively. The column "FM" in each Table is the result of the FM method, and the column "perturb" is the result of our algorithm. In both of these columns we have three subcolumns in common. Subcolumn "area" shows ratio of the the areas, in terms of the percentage of the whole circuit, of the smallest partitioned block versus that of the largest. Because we set the imbalance tolerance to 20% of the average area in each partitioned block, the maximal ratios are 40%:60% and 16%:24% in 2-way and 5-way partitions. Subcolumn "best" shows the best cost, in terms the total number of pins required for every partitioned blocks. Subcolumn "cpu" lists the CPU time (in seconds). To compare our result with the FM result, subcolumn "(%)" under column "perturb" lists the percentage of improvement.
In the 2-way partitionin case shown in Table 2 Faced with a different graph, FM quickly brought the cost down to 38.
A perturbation was found with gain 1. This brought the cost down to 37.
Taking a different graph again, FM brought the cost down to 32, which is our final result. Furtherinore, if we regard the result of the 250 FM runs as the best any partitioner can do in the graph domain, our experiment clearly indicates that partitioning with logic domain information, to some degree, remedies the gap between the logic optimization stage and the partitioning stage. In the 5-way case, as can be seen from Tables 3, our algorithm obtained 10% of improvement. Note that in all cases we do not have area overhead, as opposedl to the replication-based approaches.
Conclusion
We have proposed an algorithm, based on the technique of alternative wires, to perturb and assist a graph partitioner with logic domain information. Perturbing the circuit with logic domain information changes the modeling graph, and therefore many times brings graph partitiomers out of local optima. Note that when logic domain information is included in the arena, it is not only the iterative-based methods that can be stuck at local olptima. Any graph partitioner, in some sense, may deal with a "bad" modeling graph from the very be inning, thereby stucking at a local optimum. Our te&nique can be combined with almost any graph partitioner, and the experimental results show very good improvements. In addition to the encouraging experimental results, we believe this could be a first step toward integrating the lo ic optimization stage and the partitioning stage in a fesign automation process. FUture research direction, therefore, will be on building a more closely-coupled relationship between logic synthesis and partitioning.
