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FACTORIZATION AND REFLEXIVITY ON FOCK SPACES
Alvaro Arias and Gelu Popescu
Abstract. The framework of the paper is that of the full Fock space F2(Hn) and
the Banach algebra F∞ which can be viewed as non-commutative analogues of the
Hardy spaces H2 and H∞ respectively.
An inner-outer factorization for any element in F2(Hn) as well as characteriza-
tion of invertible elements in F∞ are obtained. We also give a complete character-
ization of invariant subspaces for the left creation operators S1, · · · , Sn of F
2(Hn).
This enables us to show that every weakly (strongly) closed unital subalgebra of
{ϕ(S1, · · · , Sn) : ϕ ∈ F∞} is reflexive, extending in this way the classical result of
Sarason [S].
Some properties of inner and outer functions and many examples are also consid-
ered.
0. Introduction
Let Hp, 1 ≤ p ≤ ∞ be the classical Hardy spaces on the disk. H2 is a Hilbert
space with orthonormal basis {zn}∞n=0 and it is well known that if ϕ ∈ H∞, then
‖ϕ‖∞ = ‖Mϕ‖, where Mϕ : H2 → H2 is the multiplication operator. Hence,
(1) ‖ϕ‖∞ = sup {‖ϕp‖2 : ‖p‖2 ≤ 1, and p is a polynomial on z}.
The set of polynomials on z, P(z), determine the Hardy spaces: H2 is the closure
of P(z) in the Hilbert space with orthonormal basis {zn}∞n=0. Once we have H2,
H∞ consists of all ϕ ∈ H2 such that (1) is finite.
In [Po3], [Po4] the second author introduced and studied a “non-commutative”
analogue of H∞. Let P be the set of polynomials in n non-commutative indeter-
minates e1, · · · , en. To stress the non-commutativity of the product we use tensor
notation; (i.e., e1 ⊗ e2 represents the product of e1 and e2 and is different from
e2 ⊗ e1). A typical element of P looks like
(2) p = a0 +
m∑
k=1
∑
1≤i1,··· ,ik≤n
ai1···ikei1 ⊗ · · · ⊗ eik ,
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where m ∈ N and a0, ai1···ik ∈ C. Let F2(Hn) be the Hilbert space having the
monomials as an orthonormal basis (i.e., 1 and the elements of the form ei1 ⊗ · · ·⊗
eik). This will be viewed as analogue to H
2; P is dense there.
Define F∞ as the set of all g ∈ F2(Hn) such that
(3) ‖g‖∞ = sup {‖g ⊗ p‖2 : p ∈ P, ‖p‖2 ≤ 1} <∞,
where ‖ · ‖2 = ‖ · ‖F2(Hn).
It is easy to prove (see [Po3]) that (F∞, ‖ · ‖∞) is a non-commutative Banach
algebra (if f, g ∈ F∞, then f ⊗ g ∈ F∞ and ‖f ⊗ g‖∞ ≤ ‖f‖∞‖g‖∞) which can be
viewed as a non-commutative analogue of the Hardy space H∞; when n = 1 they
coincide.
F∞ shares many properties with H∞. For instance, the second author (see
[Po3]) extended the classical von Neumann’s inequality [vN] to polynomials in F∞.
He proved that if T1, · · · , Tn ∈ B(H), for some Hilbert space H, are such that the
operator matrix [T1 · · ·Tn] is a contraction (i.e., ‖
∑n
i=1 TiT
∗
i ‖ ≤ 1) then for every
p ∈ P,
‖p(T1, · · · , Tn)‖ ≤ ‖p‖∞,
where p(T1, · · · , Tn) is obtained from (2) by replacing the ei’s by Ti’s.
There are also many analogies with the invariant subspaces of H2, inner and
outer functions in H∞, Toeplitz operators, etc. (see [Po2], [Po4]). We will give
precise definitions for many of these facts below.
For i ≤ n define Si : F2(Hn) → F2(Hn) by Siψ = ei ⊗ ψ. These are unilateral
shifts with orthogonal final spaces and are analogue to S = Mz : H
2 → H2,
multiplication by z, the unilateral shift on H2.
For ϕ ∈ F∞ let ϕ(S1, · · · , Sn) : F2(Hn)→ F2(Hn) be defined by ϕ(S1, · · · , Sn)ψ =
ϕ ⊗ ψ for every ψ ∈ F2(Hn). Following the classical case the second author (see
[Po4]) defined:
1. ϕ ∈ F∞ is inner iff ϕ(S1, · · · , Sn) is an isometry on F2(Hn), and
2. ϕ ∈ F∞ is outer iff ϕ⊗ F2(Hn) is dense in F2(Hn).
In this paper we define
3. ψ ∈ F2(Hn) is outer iff ψ ⊗ P is dense in F2(Hn).
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In Section 1 we will set the notation, terminology and prove a few elementary
facts about F2(Hn), F∞ and inner and outer functions. In Section 2 we will
study some factorization properties of inner and outer functions and will complete
the characterization of the invariant subspaces for S1, · · · , Sn started in [Po1]. In
Section 3 we will provide many examples of inner functions. We will see that the
theory of inner functions is more interesting in the non-commutative case than in
the commutative one. In Section 4 we will prove that every weakly (strongly) closed
unital subalgebra A of F∞ is reflexive; i.e., Alg LatA = A. The proof of this uses
most of the examples of inner functions presented in Section 3. We will finish in
Section 5 with some open problems.
1. Preliminaries
In this section we will set the notation, terminology and prove a few elementary
facts.
F2(Hn) is called the full Fock space on the n-dimensional Hilbert space Hn with
orthonormal basis (e1, · · · , en). It is usually represented by
F2(Hn) = C1⊕
⊕
m≥1
H⊗mn .
Let Λ = {1, 2, · · · , n} be fixed throughout the paper. For every k ≥ 1, let F (k,Λ)
be the set of all functions from {1, 2, · · · , k} to Λ, and let
F =
∞⋃
k=0
F (k,Λ),
where F (0,Λ) stands for {0}. We use F to describe F2(Hn) and simplify the
notation. If f ∈ F (k,Λ), let
ef = ef(1) ⊗ ef(2) ⊗ · · · ⊗ ef(k), and for k = 0, e0 = 1.
Then F2(Hn) is the Hilbert space with orthonormal basis {ef : f ∈ F}.
Moreover, we use F to describe finite products. If T1, T2, · · · , Tn ∈ B(H) for
some Hilbert space H, and f ∈ F (k,Λ) we denote
(4) Tf = Tf(1)Tf(2) · · ·Tf(k), T0 = I.
We will use the following elementary results.
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Lemma 1.1. Let ϕ, ψ ∈ F∞. If ϕ⊗ ψ = 0, then ϕ = 0 or ψ = 0.
Proof. Let ϕ =
∑
f∈F afef and ψ =
∑
g∈F bgeg be non-zero elements. Let k is
the smallest integer such that for some f¯ ∈ F (k,Λ), af¯ 6= 0, and ℓ the smallest
integer such that for some g¯ ∈ F (ℓ,Λ), bg¯ 6= 0.
We have that ϕ⊗ψ =∑h∈F[∑ef⊗eg=eh afbg
]
eh. Let h¯ be such that eh¯ = ef¯⊗eg¯.
It is easy to see that
〈ϕ⊗ ψ, eh¯〉 =
∑
ef⊗eg=eh¯
af bg = af¯bg¯ 6= 0.
Hence, ϕ⊗ ψ 6= 0.
Corollary 1.2. Suppose that ϕ ∈ F∞, ϕ 6= 0 and that ϕ = ϕ⊗ ψ. Then ψ = 1.
Proof. If ϕ = ϕ⊗ψ, then ϕ⊗ (1−ψ) = 0. Since ϕ 6= 0, we get that 1−ψ = 0.
Recall that ϕ ∈ F∞ is inner iff the map ψ → ϕ ⊗ ψ is an isometry on F2(Hn)
and that ψ ∈ F∞ is outer iff ψ⊗F2(Hn) is dense in F2(Hn). It is immediate from
the definitions that
Proposition 1.3. ϕ is inner iff {ϕ⊗ef : f ∈ F} is an orthonormal set in F2(Hn).
Proposition 1.4. ψ is outer iff there exist hn ∈ F2(Hn) (or pn ∈ P) such that
ψ ⊗ hn → e0 (ψ ⊗ pn → e0) in F2(Hn).
We will also use
Proposition 1.5. Let ϕ be inner. The map ψ → ϕ ⊗ ψ is an isometry on F∞.
Moreover, if φ = ϕ⊗ ψ, then ψ ∈ F∞ if and only if φ ∈ F∞ and ‖ψ‖∞ = ‖φ‖∞.
Proof. Let ϕ be inner and ψ ∈ F∞. For every p ∈ P one has
‖(ϕ⊗ ψ)⊗ p‖2 = ‖ϕ⊗ (ψ ⊗ p)‖2 = ‖ψ ⊗ p‖2.
It follows from (3) that ‖ϕ⊗ ψ‖∞ = ‖ψ‖∞.
Suppose now that φ = ϕ⊗ ψ. It is clear that supp∈(P)1 ‖φ⊗ p‖2 is finite if and
only if supp∈(P)1 ‖ψ ⊗ p‖2 is finite too.
Proposition 1.6. ϕ ∈ F∞ is inner iff ‖ϕ‖2 = ‖ϕ‖∞ = 1.
Proof. Suppose that ϕ ∈ F∞ is inner. Then ‖ϕ‖∞ ≥ ‖ϕ ⊗ e0‖2 = ‖ϕ‖2 = 1. On
the other hand, if p =
∑
f afef ∈ P, we have that ‖ϕ⊗ p‖22 =
∑
f |af |2‖ϕ⊗ ef‖22 =∑
f |af |2 = ‖p‖22. Therefore ‖ϕ‖∞ ≤ 1.
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Conversely, suppose that ‖ϕ‖∞ = ‖ϕ‖2 = 1. Then for every f ∈ F , 1 =
‖ϕ‖2 = ‖ϕ ⊗ ef‖2. It is well known that if x, y ∈ ℓ2 satisfy ‖x‖2 = ‖y‖2 = 1 and
‖x± y‖2 ≤
√
2, then x and y are orthogonal. Let f, g ∈ F , f 6= g. Since ‖ϕ‖∞ = 1,
‖ϕ⊗ef±ϕ⊗eg‖2 = ‖ϕ⊗(ef±eg)‖2 ≤ ‖ef±eg‖2 =
√
2. Therefore, ϕ⊗ef ⊥ ϕ⊗eg .
A sequence S = {Sλ}λ∈Λ of unilateral shifts on a Hilbert spaceH with orthogonal
final spaces is called a Λ-orthogonal shift if the operator matrix [S1S2 · · ·Sn] is non-
unitary; i.e., L = H ⊖ (⊕λ∈Λ SλH) 6= {0}. L is called the wandering subspace of
S. The second author (see [Po2]) used L to get a Wold decomposition for H. He
proved that
(5) f, g ∈ F , f 6= g =⇒ SfL ⊥ SgL,
(see (4) for the notation of Sf ), and
(6) H =
⊕
f∈F
SfL.
Moreover the dimension of L, called the multiplicity of the shift, determines up to
unitary equivalence the Λ-orthogonal shift.
A model for the Λ-orthogonal shifts of multiplicity one is provided by the unilat-
eral shifts Si : F2(Hn)→ F2(Hn) defined by Siψ = ei⊗ψ, i ≤ n. These operators
are also called the left creation operators on the full Fock space.
Let U : F2(Hn)→ F2(Hn) be the flip operator defined by Uϕ = ϕ˜ where
ef = ef(1) ⊗ · · · ⊗ ef(k), Uef = e˜f = ef(k) ⊗ ef(k−1) ⊗ · · · ⊗ ef(1).
It is easy to check that U is unitary and that U = U∗ = U−1. We use U to describe
right multiplication on F2(Hn).
Lemma 1.7. Let ψ ∈ F2(Hn) and suppose that
sup{‖p⊗ ψ‖2 : p ∈ P, ‖p‖2 ≤ 1} <∞.
Then ψ˜ ∈ F∞ and the supremum is equal to ‖ψ˜‖∞.
Proof. Since U is an isometry on F2(Hn) and U(p ⊗ q) = U(q) ⊗ U(p) = q˜ ⊗ p˜,
we have
sup
p∈(P)1
‖p⊗ ψ‖2 = sup
p∈(P)1
‖ψ˜ ⊗ p˜‖2 = sup
p∈(P)1
‖ψ˜ ⊗ p‖2 = ‖ψ˜‖∞.
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Remark. U is unbounded in F∞. Example 6 of Section 3 tells us that if p(e1)
is a polynomial in e1, then ‖e2 ⊗ p(e1)‖∞ = ‖p(e1)‖∞ but ‖U(e2 ⊗ p(e1))‖∞ =
‖p(e1)⊗ e2‖∞ = ‖p(e1)‖2.
2. Factorization results
In this section we will prove
Theorem 2.1. If ψ ∈ F 2(Hn), ψ 6= 0, then there exist ϕ inner and g outer
functions such that ψ = ϕ ⊗ g. Moreover, the factorization is essentially unique
and ψ ∈ F∞ if and only if g ∈ F∞ and ‖ψ‖∞ = ‖g‖∞.
And together with [Po3, Corollary 3.5],
Theorem 2.2. Let Φ : F∞ → B(F2(Hn)) be defined by Φ(ϕ) = ϕ(S1, · · · , Sn).
Then:
(i) Φ is an algebra homomorphism.
(ii) ‖Φψ‖ = ‖ψ‖∞, for any ψ ∈ F∞.
(iii) ψ is invertible in F∞ if and only if Φψ is invertible in B(F2(Hn)).
To prove Theorem 2.1 we will first complete the characterization of invariant
subspaces for S1, · · · , Sn started in [Po1] for Λ-orthogonal shifts of arbitrary mul-
tiplicity.
We say that the inner functions ϕ1, ϕ2 are orthogonal if ϕ1 ⊗ F2(Hn) ⊥ ϕ2 ⊗
F2(Hn).
Theorem 2.3. If M⊂ F2(Hn) is invariant for each S1, · · · , Sn then there exists
a sequence {ϕ}j∈J of orthogonal inner functions such that
M =
⊕
j∈J
F 2(Hn)⊗ ϕ˜j .
Moreover, this representation is essentially unique.
Proof. LetM be a nontrivial closed invariant subspace for S1, · · · , Sn. According
to (6)
(7) M =
⊕
f∈F
SfL,
where L =M⊖(S1M⊕· · ·⊕SnM) is the wandering subspace for S1|M, · · · , Sn|M.
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Let {ϕ˜j}j∈J be an orthonormal basis in L. According to (5), for each j ∈ J
(8) Sf ϕ˜j ⊥ Sgϕ˜j , for any f, g ∈ F , f 6= g.
By Proposition 1.3 we infer that ϕj is an inner function. On the other hand the
relations (7) and (8) imply the following orthogonal decomposition
M =
⊕
j∈J
F 2(Hn)⊗ ϕ˜j .
Suppose that M =⊕i∈I [F2(Hn)⊗ ψ˜i] for some orthogonal inner functions ψi.
Let L′ = ∨i∈I ψ˜i. It is easy to see that
M =
⊕
f∈Sf
SfL′.
This implies that L′ = M⊖ (S1M⊕ · · · ⊕ SnM) is the wandering subspace for
S1|M, · · · , Sn|M and L = L′. Since {ϕ˜j}j∈J and {ψ˜i}i∈I are orthogonormal basis
in L we infer that they have the same cardinality and that there exists a unitary
operator U ∈ B(L) such that Uϕ˜j = ψ˜j , j ∈ J .
Corollary 2.4. If ϕ1, ϕ2 are inner functions such that ϕ1 ⊗ F2(Hn) = ϕ2 ⊗
F2(Hn), then there exists α ∈ C, |α| = 1 such that ϕ1 = αϕ2.
Proof. Let M = F2(Hn)⊗ ϕ˜1 = F2(Hn)⊗ ϕ˜2. It is clear that M is invariant for
S1, · · · , Sn. It follows from the proof of Theorem 2.3 that [ϕ˜1] = [ϕ˜2]. Since ϕ˜1, ϕ˜2
are normalized in F2(Hn) there exists α ∈ C, |α| = 1 such that ϕ˜1 = αϕ˜2.
The next lemma will show that all the cyclic invariant subspaces of F2(Hn) are
of the form F2(Hn)⊗ ϕ˜ for some inner function ϕ.
Lemma 2.5. Let V = {V1, · · · , Vn} be a Λ-orthogonal shift of arbitrary multi-
plicity acting on the Hilbert space K. If M⊂ K is a cyclic invariant subspace of
V, that is
M =
∨
f∈F
Vfψ, for some ψ ∈ K, ψ 6= 0
then V|M := {V1|M, · · · , Vn|M} is unitarily equivalent to the Λ-orthogonal shift of
multiplicity 1.
Proof. Let ψ ∈ K, ψ 6= 0 be a fixed element in K and let
M =
∨
f∈F
Vfψ.
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Since V is a Λ-orthogonal shift in K it follows from (5) and (6) that K =⊕
f∈F VfL, where L = K ⊖ (V1K ⊕ · · · ⊕ VkK) is the wandering subspace of V.
Since V|M is also a Λ-orthogonal shift let us denote by L0 its wandering
subspace. Therefore, L0 ⊂M and
(9) M =
⊕
f∈F
VfL0, where L0 =M⊖ (V1M⊕ · · · ⊕ VnM).
Consider w0 = PL0ψ, where PL0 is the orthogonal projection from K onto
L0. Notice that according to (9) it follows that w0 6= 0. Let ℓ0 ∈ L0 be such that
ℓ0 ⊥ w0. Since L0 is wandering subspace for V|M we have
ℓ0 ⊥ Vfψ, for any f ∈ F (k,Λ), k ≥ 1.
On the other hand
〈ℓ0, ψ〉 = 〈ℓ0, PL0ψ〉 = 〈ℓ0, w0〉 = 0.
Therefore, ℓ0 ⊥ Vfψ, for any f ∈ F . Since ℓ0 ∈ M =
∨
f∈F
Vfψ we infer
that ℓ0 = 0. Thus, dim L0 = 1 and according to [Po3, Theorem 1.2] it follows
that V|M is unitarily equivalent to the Λ-orthogonal shift of multiplicity one
S = {S1, · · · , Sn}. The proof is complete.
Corollary 2.6. If ψ ∈ F 2(Hn), ψ 6= 0 then there exists an inner function ϕ ∈ F∞
such that
clos[P ⊗ ψ] = F 2(Hn)⊗ ϕ˜.
Moreover, the representation is essentially unique.
Proof. Let M = clos[P ⊗ ψ]. It follows from the previous lemma that L =M⊖
(S1M⊕ · · · ⊕ SnM), the wandering subspace for S1|M, · · · , Sn|M, has dimension
1. Using Proposition 2.3 we get that M = F2(Hn)⊗ ϕ˜ for some inner function ϕ.
The “uniqueness” is a consequence of Corollary 2.4.
Proof of Theorem 2.1. Let M = clos [P ⊗ ψ˜] . Then M is a nontrivial
closed invariant subspace for each S1, · · · , Sn . By Corollary 2.6 it is of the form
M = F 2(Hn) ⊗ ϕ˜, where ϕ ∈ F∞ is inner. Since ψ˜ ∈ M, there must exist
g˜ ∈ F 2(Hn) such that
ψ˜ = g˜ ⊗ ϕ˜ and then ψ = ϕ⊗ g.
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Since ϕ˜ ∈M, there exist pn ∈ P such that
ϕ˜ = lim
n→∞ pn ⊗ ψ˜ = limn→∞(pn ⊗ g˜)⊗ ϕ˜ =
[
lim
n→∞ pn ⊗ g˜
]⊗ ϕ˜.
We use that ϕ is inner for the last equality. By Corollary 1.2, limn→∞ pn ⊗ g˜ = e0.
Hence limn→∞ g ⊗ p˜n = e0, and using Proposition 1.4 we conclude that g is outer.
It follows from Proposition 1.5 that g ∈ F∞ iff ψ ∈ F∞.
Suppose now that ψ = ϕ1⊗g1 = ϕ2⊗g2 for some ϕ1, ϕ2 inner and g1, g2 outer.
Then we have that ϕ1⊗F2(Hn) = ϕ2⊗F2(Hn), and using Corollary 2.4 we get that
ϕ1 = αϕ2 for some α ∈ C, |α| = 1. Hence 0 = ϕ1 ⊗ g1 −ϕ2 ⊗ g2 = ϕ2 ⊗ (αg1 − g2).
By Lemma 1.1, αg1 = g2.
As in the classical case, there is a factorization result for inner functions.
Corollary 2.7. Let ϕ1, ϕ2 be inner functions. ϕ1 ⊗ F2(Hn) ⊂ ϕ2 ⊗ F2(Hn) if
and only if there exists ϕ3 inner such that ϕ1 = ϕ2 ⊗ ϕ3.
Proof. Suppose that ϕ1 ⊗ F2(Hn) ⊂ ϕ2 ⊗ F2(Hn). Then ϕ1 = ϕ2 ⊗ ψ for some
ψ ∈ F2(Hn). Let ψ = ψi ⊗ ψe be the inner-outer factorization of ψ. Therefore,
ϕ1 = (ϕ2 ⊗ ψi) ⊗ ψe. By the uniqueness of the factorization of ϕ1 we deduce that
ψe = 1. The converse is clear.
We will finish the details of Theorem 2.2 now. Parts (i) and (ii) appear in [Po3].
The third part is included in the proof of the next theorem.
Theorem 2.8. ϕ ∈ F∞ is invertible if and only if ϕ is outer and there exists δ > 0
such that ‖ϕ⊗ p‖2 ≥ δ‖p‖2, for any p ∈ P.
Proof.. Let ϕ ∈ F∞ be invertible and find ψ ∈ F∞ such that ϕ⊗ψ = ψ⊗ϕ = e0.
Hence we infer that
ϕ(S1, · · · , Sn)ψ(S1, · · · , Sn) = ψ(S1, · · · , Sn)ϕ(S1, · · · , Sn) = IF 2(Hn).
Therefore the operator ϕ(S1, · · · , Sn) is invertible which implies:
(10) range ϕ(S1, · · · , Sn) = F 2(Hn), and
(11) ϕ(S1, · · · , Sn) is bounded below.
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The relation (10) shows that ϕ is outer and (11) implies that there exists δ > 0
such that
(12) ‖ϕ⊗ p‖2 ≥ δ‖p‖2, for any p ∈ P.
Conversely, assume ϕ ∈ F∞ is outer such that (12) holds. This implies that
ϕ(S1, · · · , Sn) is invertible in B(F 2(Hn)). Let T ∈ B(F 2(Hn)) be such that
Tϕ(S1, · · · , Sn) = ϕ(S1, · · · , Sn)T = IF 2(Hn)
Then for any h ∈ F 2(Hn) we have
(13) T (ϕ⊗ h) = ϕ⊗ Th = h.
Let h = e0 and ψ = Te0. Then (13) gives us
(14) ϕ⊗ ψ = e0 and T (ϕ) = e0.
We clearly have
ϕ = e0 ⊗ ϕ = (ϕ⊗ ψ)⊗ ϕ = ϕ⊗ (ψ ⊗ ϕ).
Then according to (14) and (13) we have e0 = T (ϕ) = T (ϕ ⊗ (ψ ⊗ ϕ)) = ψ ⊗ ϕ.
Therefore,
ϕ⊗ ψ = ψ ⊗ ϕ = e0.
We claim that ψ ∈ F∞. Let p ∈ P. It is clear that
p = e0 ⊗ p = (ϕ⊗ ψ)⊗ p = ϕ⊗ (ψ ⊗ p)
Therefore, by (13)
T (p) = T (ϕ⊗ (ψ ⊗ p)) = ψ ⊗ p.
Hence,
‖ψ‖∞ = sup
p∈(P)1
‖ψ ⊗ p‖2 = sup
p∈(P)1
‖Tp‖2 = ‖T‖ <∞.
The proof is complete.
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3. Examples of inner and outer functions
In this section we will present many examples of inner and outer functions in
F∞. Recall that ϕ ∈ F∞ is inner iff the map h→ ϕ⊗h is an isometry on F2(Hn),
(equivalently, h→ h⊗ ϕ˜ is an isometry on F2(Hn)), and ϕ ∈ F∞ is outer iff there
exists pn ∈ F2(Hn) such that ϕ⊗ pn → e0 in F2(Hn).
The first observation is that any inner (respectively outer) function in H∞ be-
comes inner (respectively outer) in F∞ if we substitute z by ef . We call these
examples “inherited”.
Example 1. Inherited inner and outer functions.
For any f ∈ F , f 6= 0 let Vf : H2 → F2(Hn) be the isometry defined by
Vfz
k = ekf . We denote Vfϕ = ϕf .
Proposition 3.1. Vf : H
∞ → F∞ is an isometry. Moreover, if ϕ ∈ H∞ is inner
then ϕf is inner in F
∞, and if ϕ ∈ H∞ is outer then ϕf is outer in F∞.
Proof. Let F2f = [e0, ef , e2f , · · · ]. Any h ∈ F satisfies eh = ekf ⊗eg for some k ∈ N0
and g ∈ F that “does-not-start” from f (i.e., S∗feg = 0, see (4) for the notation of
Sf ). We decompose F2(Hn) as
(15) F2(Hn) =
⊕
g∈F
S∗
f
eg=0
[F2f ⊕ eg].
Since ϕf ∈ F2f we have that for any g ∈ F that does not start from f ,
ϕf ⊗ [F2f ⊗ eg] ⊂ F2f ⊗ eg.
Moreover, it is easy to see that
sup
p∈(F2
f
⊗eg)1
‖ϕf ⊗ p‖2 = sup
p∈(F2
f
)1
‖ϕf ⊗ p‖2 = sup
p∈(H2)1
‖ϕp‖2 = ‖ϕ‖∞.
Combining this with the fact that ϕf acts diagonally in the decomposition of
F2(Hn) given by (15) we conclude that ‖ϕf‖∞ = ‖ϕ‖∞.
Suppose that ϕ ∈ H∞ is outer. Then we can find a sequence of pn ∈ H2 such
that ϕpn → 1 in H2. Since Vf is an isometry on H2 we get that Vf (ϕpn) =
ϕf ⊗ Vf (pn)→ e0 in F2(Hn). By Proposition 1.4 we get that ϕf is outer in F∞.
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Suppose now that ϕ ∈ H∞ is inner. We want to prove that whenever h1, h2 ∈ F
satisfy h1 6= h2, we will have that ϕf ⊗ eh1 ⊥ ϕf ⊗ eh2 .
Consider first the case eh1 = e
k
f , eh2 = e
ℓ
f for k 6= ℓ. Since ϕ ∈ H∞ is inner then
ϕzk ⊥ ϕzℓ. Hence using that Vf is an isometry we get that ϕf ⊗ eh1 ⊥ ϕf ⊗ eh2 .
Suppose now that ehi ∈ F2f ⊗ egi , i = 1, 2 for some g1, g2 ∈ F that do not start
from f .
If g1 6= g2 then ϕf ⊗ ehi ∈ F2f ⊗ egi for i = 1, 2. Since these two subspaces are
orthogonal we conclude that ϕf ⊗ eh1 ⊥ ϕf ⊗ eh2 .
If g1 = g2 then eh1 = e
k
f ⊗ eg and eh2 = eℓf ⊗ eg for some k 6= ℓ. Hence,
〈ϕf ⊗ eh1 , ϕf ⊗ eh2〉 = 〈ϕf ⊗ ekf , ϕf ⊗ eℓf 〉 = 0.
The last equality follows from the first case.
Example 2. (Invertible elements) If ψ ∈ F∞ is invertible, then ψ is outer.
In particular, the following examples are invertible (and hence outer):
(i) For ϕi ∈ F∞, ‖ϕi‖∞ < 1 for i ≤ k, let
ψ = (e0 − ϕ1)⊗ (e0 − ϕ2)⊗ · · · ⊗ (e0 − ϕk).
(ii) For ϕ ∈ F∞, and ϕn = ϕ⊗ · · · ⊗ ϕ (n-times), let
ψ = expϕ =
∞∑
k=0
ϕn
n!
.
(iii) For λ ∈ Cn, ‖λ‖2 < 1 let ψ = zλ, where the zλ’s are defined in Example 8.
We will present examples of inner functions now. The first example is the sim-
plest.
Example 3. (The monomials) For every f ∈ F , ef is inner.
Examples 4 and 6 below appear in [A].
Example 4. For every k ∈ N let Xk = span {ef : f ∈ F (k,Λ)} (i.e., the span of
the monomials with k letters). Then any x ∈ Xk, ‖x‖2 = 1 is inner.
Proof. The main point is that if f1, f2 ∈ F (k,Λ) and g, h ∈ F then ef1 ⊗ eg =
ef2 ⊗ eh iff f1 = f2 and g = h.
We can easily see that if x =
∑
f∈F (k,Λ) afef ∈ Xk and g, h ∈ F , g 6= h then
x⊗ eg is orthogonal to x⊗ eh. If we require that ‖x‖2 = 1, x is inner.
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Example 5. Let ef1 , · · · , efk be monomials such that the first letter of all of them
are different. (i.e., k 6= ℓ implies that fk(1) 6= fℓ(1)). Then for any
∑
i≤k |ai|2 = 1
we have that
∑
i≤k aiefi is inner.
Proof. The proof is similar to that of Example 4. Since the fi’s start from different
letters, for any g, h ∈ F , efi ⊗ eg ⊥ efj ⊗ eh if i 6= j.
We can easily see that if x =
∑
i≤k aiefi and g, h ∈ F , g 6= h then x ⊗ eg is
orthogonal to x⊗ eh. If we require that ‖x‖2 = 1, x is inner.
Example 6. Let ψ ∈ F2(Hn−1), ‖ψ‖2 = 1, (i.e., ψ does not have any en). Then
ψ ⊗ en is inner.
Proof. Let Fn−1 be the set of words on the letters e1, · · · , en−1. Let f1, f2 ∈ Fn−1
and g1, g2 ∈ F . The main point is that
ef1 ⊗ en ⊗ eg1 = ef2 ⊗ en ⊗ eg2 if and only if f1 = f2 and g1 = g2.
To see this notice that the first time that en appears in ef1 ⊗ en ⊗ eg1 is right after
ef1 . Since the same is true for f2 the words must agree before en (i.e., f1 = f2) and
after (i.e., g1 = g2).
It is easy to prove now that if g1, g2 ∈ F , g1 6= g2, then ψ⊗en⊗eg1 ⊥ ψ⊗en⊗eg2 .
The normalization condition guarantees that ψ ⊗ en is inner.
Example 7. (Mo¨bius functions) For any f ∈ F , and µ ∈ C with |µ| < 1, we have
that ϕ(f, µ) = (ef − µ)⊗ (1− µ¯ef )−1 is inner.
These are particular cases for Example 1 above. The products of these elements
can be viewed as analogue to the Blashke products. However, [ϕ(f, µ)⊗F2(Hn)]⊥ is
always infinite codimensional. In fact, since (1−µ¯ef )−1 is invertible and (1−µ¯ef )−1,
(ef −µ) commute, we have that h ∈ [ϕ(f, µ)⊗F2(Hn)]⊥ iff for every ψ ∈ F2(Hn),
〈(ef − µ)⊗ ψ, h〉 = 0. Then, looking only at the basic elements we get that
(16) h ∈ [ϕ(f, µ)⊗ F2(Hn)]⊥ ⇐⇒ ∀g ∈ F , 〈ef ⊗ eg, h〉 = µ〈eg, h〉.
It is easy to see that
hf (µ) =
∞∑
k=0
µkekf
satisfies (16) and thus belongs to [ϕ(f, µ)⊗ F2(Hn)]⊥.
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One can also check that if g ∈ F “does-not-start” from f (i.e., S∗feg = 0, see (4)
for the notation of Sf ), then hf (µ)⊗eg ∈ [ϕ(f, µ)⊗F2(Hn)]⊥. Moreover, the span
of these elements is dense in [ϕ(f, µ)⊗ F2(Hn)]⊥. We leave the details out.
We need the following lemma in the next section.
Lemma 3.2. Let Ω ⊂ {µ ∈ C : |µ| < 1} be a set with an accumulation point in
{µ ∈ C : |µ| < 1}. Then ⋂{ϕ(f, µ)⊗ F2(Hn) : f ∈ F , µ ∈ Ω} = {0}.
Proof. Let ψ ∈ ⋂{ϕ(f, µ) ⊗ F2(Hn) : f ∈ F , µ ∈ Ω} and fix f ∈ F . For every
µ ∈ Ω, we have that 〈ψ, hf(µ)〉 = 0. Hence,
〈ψ, e0〉+ µ〈ψ, ef〉+ µ2〈ψ, e2f 〉+ µ3〈ψ, e3f 〉+ · · · = 0 for all µ ∈ Ω.
Since the map µ→∑∞k=0 µk〈ψ, ekf 〉 is analytic on µ and the zeros accumulate inside
the disk, the map is zero. Hence 〈ψ, e0〉 = 〈ψ, ef 〉 = 0. Since f is arbitrary, we
conclude that ψ = 0.
The following example is more technical and it is not used in the rest of the
paper. However, it gives rise to non-trivial inner functions and to an interesting
ideal in F∞ that seems to capture the “non-commutativity” of the product.
Example 8. 1-codimensional invariant subspaces.
Let M be a 1-codimensional subpace of F2(Hn) invariant for S1, · · · , Sn. Then
M = [z]⊥ for some z ∈ F2(Hn) and [z] is invariant for S∗1 , · · · , S∗n. That is, for
every i ≤ n there exists λi ∈ C such that
S∗i z = λiz.
Assume that 〈z, e0〉 = 1.
For f ∈ F (k,Λ) let λf = λf(1)λf(2) · · ·λf(k) and λ0 = 1. We claim that for any
f ∈ F
(17) 〈z, ef 〉 = λf and then z =
∑
f∈F
λfef .
To see this notice that for every i ≤ n, 〈z, ei〉 = 〈z, Sie0〉 = 〈S∗i z, e0〉 = λi. Similarly,
〈z, ei⊗ ej〉 = 〈z, SiSje0〉 = 〈S∗j S∗i z, e0〉 = λiλj . Proceeding inductively we get (17).
Since the λi’s determine z and M we will denote them by zλ and Mλ from now
on.
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It is not hard to see that
zλ =
∑
f∈F
λfef = 1 +
∞∑
k=1
(λ1e1 + λ2e2 · · ·+ λnen)k.
Then a necessary and sufficient condition for zλ ∈ F2(Hn) is that ‖λ‖2 =
√∑
i≤n |λi|2 <
1. Moreover, by Example 4 and Proposition 1.6, ‖λ1e1 + · · ·λnen‖2 = ‖λ1e1 +
· · ·λnen‖∞ and then zλ ∈ F∞.
We have thus proved:
Proposition 3.3. M is a 1-codimensional invariant subspace for S1, · · · , Sn if
and only if M = [zλ]⊥ for some λ ∈ Cn, ‖λ‖2 < 1.
It follows from Proposition 2.3 thatMλ =
⊕
j∈J [F2(Hn)⊗ ϕ˜j ] for some orthog-
onal inner functions ϕj , j ∈ J . Recall that |J |, the cardinality of J , is the dimension
of the wandering subspace Lλ =Mλ⊖[S1Mλ⊕· · ·⊕SnMλ] for S1|Mλ , · · · , Sn|Mλ .
Moreover, whenever ϕ˜ ∈ Lλ satisfies ‖ϕ˜‖2 = 1 we have that ϕ is inner.
Let Qλ be the orthogonal projection ontoMλ and Pλ the orthogonal projection
onto Lλ. One can easily check that Pλ = Qλ −
∑
i≤n SiQλS
∗
i and that
Qλef = ef − λf‖zλ‖22
zλ for any f ∈ F ,
Pλei =
1
‖zλ‖22
(ei − λi)⊗ zλ for i ≤ n,
Pλe0 = e0 − 1‖zλ‖22
zλ.
If ef = ei ⊗ eg for some i ≤ n and g ∈ F we can also check that Pλef = λg‖zλ‖22 (ei −
λi)⊗ zλ.
It is easy to see that (17) implies that z˜λ = zλ, since λf = λf˜ . Then we get
Proposition 3.4. Lλ = span {ϕ˜0, ϕ˜1, · · · , ϕ˜n} where
ϕ0 = a0
[
e0 − 1‖zλ‖22
zλ
]
, and ϕi = ai
[
zλ ⊗ (ei − λi)
]
i = 1, 2 · · · , n.
The ai ∈ C are chosen so that ‖ϕi‖2 = 1 for i = 0, 1, · · · , n. Moreover, the ϕi’s
and any normalized linear combination of them are inner function.
Remarks. (1) We have thatMλ = F2(Hn)⊗ϕ˜0+F2(Hn)⊗ϕ˜1+· · ·+F2(Hn)⊗ϕ˜n.
However, the ϕi’s are not orthogonal inner functions.
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(2) We also have that ψ ∈Mλ if and only if 〈ψ, zλ〉 = 0 if and only if there exist
gi ∈ F2(Hn), i = 0, 1, · · · , n such that
ψ = g0 ⊗ ϕ˜0 + g1 ⊗ ϕ˜1 + · · ·+ gn ⊗ ϕ˜n.
This can be view as a “weak-factorization” result.
(3) It is easy to compute that ‖zλ‖22 = 11−‖λ‖2
2
.
If M is an invariant subspace for S1, · · · , Sn and p ∈ P we always have (Propo-
sition 2.3) that p⊗M ⊂M. In general we do not have thatM⊗p ⊂M. However,
this is always true for the 1-codimensional invariant subspaces.
Lemma 3.5. Let Mλ = [zλ]⊥ for some λ ∈ Cn, ‖λ‖2 < 1. For any p ∈ P we have
that p⊗Mλ ⊂Mλ and Mλ ⊗ p ⊂Mλ.
Proof. The first inclusion is clear. If ϕ ∈Mλ and p ∈ P then 〈p⊗ ϕ, zλ〉 = 0.
The key point for the other one is that ϕ ∈ Mλ if and only if ϕ˜ ∈ Mλ. To see
this recall that zλ = z˜λ. Then
〈ϕ˜, zλ〉 = 〈ϕ, z˜λ〉 = 〈ϕ, zλ〉.
If p ∈ P and ϕ ∈Mλ we have that
〈ϕ⊗ p, zλ〉 = 〈ϕ⊗ p, z˜λ〉 = 〈ϕ˜⊗ p, zλ〉 = 〈p˜⊗ ϕ˜, zλ〉 = 0.
Let N = ⋂‖λ‖2<1Mλ and N∞ = N ⋂F∞. N is a “2-sided” invariant subspace
and N∞ is a two-sided ideal in F∞.
There are plenty of elements in N . For example ϕ = e1 ⊗ e2 − e2 ⊗ e1 ∈ N . For
every λ ∈ Cn, ‖λ‖2 < 1 we have
〈ϕ, zλ〉 = 〈e1 ⊗ e2, zλ〉 − 〈e2 ⊗ e1, zλ〉 = λ1λ2 − λ2λ1 = 0.
More generally if f ∈ F (k,Λ) and π ∈ Πk, (π is a permutation on {1, 2, · · · , k}),
let π(f) ∈ F (k,Λ) be defined by π(f)(i) = f(π(i)). Then ef − eπ(f) ∈ N .
Proposition 3.6. F∞/N∞ is a commutative algebra.
Proof. Let ϕ =
∑
f∈F afef , ψ =
∑
g∈F bgeg be elements in F
∞. We want to
prove that ϕ⊗ ψ − ψ ⊗ ϕ ∈ N . Notice that
ϕ⊗ ψ − ψ ⊗ ϕ =
∑
f∈F
∑
g∈F
afbg[ef ⊗ eg − eg ⊗ ef ].
Let λ ∈ Cn, ‖λ‖2 < 1. Since 〈ef ⊗ eg − eg ⊗ ef , zλ〉 = 0 we get that 〈ϕ⊗ ψ − ψ ⊗
ϕ, zλ〉 = 0. Since λ is arbitrary we finish.
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4. Reflexivity results
Let H be a Hilbert space and B(H) be the algebra of all bounded operators
on H. If A ∈ B(H) then the set of all invariant subspaces of A is denoted by
Lat A. For any U ⊂ B(H) we define
Lat U =
⋂
A∈U
Lat A.
If S is any collection of subspaces of H, then Alg S := {A ∈ B(H) : S ⊂
Lat A}. The algebra U ⊂ B(H) is reflexive if U = Alg Lat U .
The main theorems of this section are the following.
Theorem 4.1. The algebra {ϕ(S1, S2, · · · , Sn) : ϕ ∈ F∞} is reflexive.
Theorem 4.2. If U is a strongly closed subalgebra of {ϕ(S1, · · · , Sn); ϕ ∈ F∞}
containing the identity then U is reflexive.
Proof of Theorem 4.1. Let A ∈ Alg LatF∞. For every ϕ inner we have that
F 2(Hn)⊗ ϕ˜ ∈ LatF∞. Then A[F 2(Hn)⊗ ϕ˜] ⊂ F 2(Hn)⊗ ϕ˜. In particular we have
(18) Aϕ˜ = ψϕ ⊗ ϕ˜ for some ψϕ ∈ F 2(Hn).
For every f ∈ F we can find ψf such that
Aef = ψf ⊗ ef .
(Notice that both ef and e˜f are inner and we do not have to carry the tilde).
Let k ≥ 1. Example 4 of Section 3 tells that xk = ak
∑
f∈F (k,Λ) ef , where
ak = [card(F (k,Λ))]
−1/2, is inner (notice that xk = x˜k). Using (18) we have that
(19) Axk = ψk ⊗ xk = ak
∑
f∈F (k,Λ)
ψk ⊗ ef .
On the other hand, we have that
(20) Axk = A
(
ak
∑
f∈F (k,Λ)
ef
)
= ak
∑
f∈F (k,Λ)
Aef = ak
∑
f∈F (k,Λ)
ψf ⊗ ef .
We claim that for every f ∈ F (k,Λ), ψk = ψf . Fix f ∈ F (k,Λ) and let Pf be
the orthogonal projection onto F2(Hn) ⊗ ef . From (19) we get that Pf (Axk) =
akψk⊗ef (the other terms are zero), and from (20) we get that Pf (Axk) = akψf⊗ef .
Therefore, ψk ⊗ ef = ψf ⊗ ek and then ψk = ψf .
18 ALVARO ARIAS AND GELU POPESCU
Let k > 1. Example 5 of Section 3 tells us that y = 1√
2
[e1 + e
k
2 ] is inner (notice
that y = y˜). Using (18) we have that
(21) Ay = ψy ⊗ y = 1√
2
[ψy ⊗ e1 + ψy ⊗ ek2 ].
On the other hand,
(22) Ay =
1√
2
[Ae1 +Ae
k
2 ] =
1√
2
[ψ1 ⊗ e1 + ψk ⊗ ek2 ].
The last equality is clear since e1 has one letter and e
k
2 has k letters. Combining
(21) and (22) we conclude that ψk = ψ1.
Summarizing we have that Ae0 = ψ0 for some ψ0 ∈ F 2(Hn), and if f ∈ F (k,Λ),
k ≥ 1, then Aef = ψ1 ⊗ ef . It is easy to see that ψ1 ∈ F∞.
Let B = A − ψ1(S1, S2, · · · , Sn). We still have that B ∈ Alg LatF∞ and if we
set ψ = ψ0 − ψ1,
Be0 = ψ
Bef = 0 if f 6= 0.
We want to prove that B = 0. This gives us that A = ψ1 ∈ F∞.
Equation (18) applies to B as well. That is, if ϕ is inner, then Bϕ˜ = ψϕ⊗ ϕ˜. On
the other hand it is clear that Bϕ˜ = 〈e0, ϕ˜〉ψ. Hence, if 〈e0, ϕ˜〉 6= 0, we have that
ψ =
1
〈e0, ϕ˜〉ψϕ ⊗ ϕ˜ ∈ F
2(Hn)⊗ ϕ˜, and ψ˜ ∈ ϕ⊗F2(Hn).
It is easy to see that ϕ(f, µ) (the Mo¨bius maps of Example 7, Section 3) satisfy
〈e0, ϕ˜(f, µ)〉 6= 0 for any f ∈ F and 0 < |µ| < 1. This implies that
ψ˜ ∈
⋂
{ϕ(f, µ)⊗ F2(Hn) : f ∈ F , 0 < |µ| < 1}.
By Lemma 3.2 we conclude that ψ = 0.
Remark The previous proof does not work in the commutative case. We are using
the fact that e1 and e2 are non-commutative to conclude that
1√
2
[e1 + e
k
2 ] is inner.
However, 1√
2
[z + zk] is not inner in H∞.
The following notation will be useful in the proof of Theorem 4.2: If A ∈ B(H)
and m is a positive integer, then H(m) denotes the direct sum of m copies of
H and A(m) stands for the direct sum of m copies of A. If U ⊂ B(H), then
U (m) := {A(m) : A ∈ U}.
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According to [RR, Theorem 7.1], if U is an algebra of operators containing the
identity, then the closure of U in the strong operator topology is
{B : Lat U (m) ⊂ Lat B(m) for m = 1, 2, 3, · · · }.
To prove Theorem 4.2 we need the following
Theorem 4.3. If A,B ∈ {ϕ(S1, · · · , Sn); ϕ ∈ F∞} are such that Lat A ⊂
Lat B, then
Lat A(m) ⊂ Lat B(m), for any m = 1, 2, · · · .
Proof. It will enough to show that every cyclic invariant subspace of A(m) is
invariant under B(m). Let x 6= 0 be an element in F 2(Hn)(m) and let M =∨
f∈F
S
(m)
f x. According to Lemma 2.5 there is a unitary operator U : F
2(Hn)→M
such that
S
(m)
i |M = USiU−1, for any i = 1, 2, · · · .
Since A and B are strong limits of polynomials in S1, · · · , Sn it follows that
(23)
A(m)|M = UAU−1, and
B(m)|M = UBU−1.
Let G be the smallest invariant subspace of A(m) containing x, i.e.,
G =
∨
f∈F
A
(m)
f x.
Since A(m) = ϕ(S
(m)
1 , · · · , S(m)n ) for some ϕ ∈ F∞ it follows that G ⊂ M.
The relation (23) and the fact that A(m)G ⊂ G implies UAU−1(G) ⊂ G whence
A(U−1G) ⊂ U−1G. But Lat A ⊂ Lat B implies B(U−1G) ⊂ U−1G. Therefore,
UBU−1(G) ⊂ G which together with (23) show that B(m)G ⊂ G.
Corollary 4.4. Let A,B ∈ {ϕ(S1, · · · , Sn) : ϕ ∈ F∞} be such that Lat A ⊂
Lat B, then B belongs to the strongly closed algebra generated by A and the
identity.
The proof of the following theorem is analogue to the proof of the Theorem 4.3
if we replace A with any subset A ⊂ {ϕ(S1, · · · , Sn) : ϕ ∈ F∞}. We omit the
proof.
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Theorem 4.5. If B ∈ {ϕ(S1, · · · , Sn) : ϕ ∈ F∞} is such that Lat A ⊂ Lat B
then
Lat A(m) ⊂ Lat B(m), for any m = 1, 2, · · · .
Moreover, B belongs to the strongly closed algebra generated by A and the
identity.
Proof of Theorem 4.1. Let B ∈ B(F2(Hn)) be such that
Lat U ⊂ Lat B.
It is clear that
Lat {S1, · · · , Sn} ⊂ Lat {ϕ(S1, · · · , Sn); ϕ ∈ F∞} ⊂ Lat U ⊂ Lat B.
According to Theorem 4.1, we have
B ∈ {ϕ(S1, · · · , Sn); ϕ ∈ F∞}.
Now Theorem 4.5 implies that B ∈ U .
Let us recall from [Po2] that an operator T ∈ B(F2(Hn)) is called multi-analytic
if TSi = SiT for each i ∈ Λ = {1, 2, · · · , n}. The following result is an easy
consequence of Theorem 4.2 and the characterization of the multi-analytic operators
in terms of their symbols [Po4].
Corollary 4.6. Any strongly closed subalgebra of multi-analytic operators contain-
ing the identity is reflexive.
Let us remark that in the particular case when Λ = {1} we find again the result
of Sarason [S].
5. Open Questions
We finish this paper with some questions.
Let Inv (F∞) be the group of invertible elements in F∞, and G0 be the connected
component in Inv (F∞) which contains the identity. From the general theory of
Banach algebras [D] we know that the collection of finite products of elements in
expF∞ is G0 and that Inv (F∞)/G0 is a discrete group.
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Problem 1. Characterize Inv (F∞)/G0.
Problem 2. Characterize the proper maximal invariant subspaces for the Λ-orthogonal
shift of F2(Hn).
It is clear that all of the Mλ of Example 8, Section 3 are maximal. However,
there are many invariant subspaces for the shift that are not inside any of them.
Take, for instance, ef = e1 ⊗ e2 ⊗ · · · ⊗ en and µ ∈ C, 1√n < |µ| < 1. We claim
that M = F2(Hn)⊗ ϕ˜(f, µ) is not a subset of Mλ for any λ ∈ Cn, ‖λ‖2 < 1. (See
Example 6, Section 3 for the notation).
It is clear thatM⊂Mλ if and only if zλ ∈M⊥ and since zλ = z˜λ it is equivalent
to zλ ∈ [ϕ(f, µ)⊗F2(Hn)]⊥. Using (16) we get that M⊂Mλ if and only if
∀g ∈ F , 〈ef ⊗ eg〉 = µ〈eg, zλ〉, equivalently
∀g ∈ F , λfλg = µλg.
Since λ0 = 1, we have that λf = λ1λ2 · · ·λn = µ. However,
∑
i≤n |λi|n < 1 implies
that
|µ| = |λ1λ2 · · ·λn| < 1√
n
,
contradicting the condition on µ.
Problem 3. Characterize the proper maximal subspaces of F2(Hn) of the form
ϕ⊗ F2(Hn), ϕ inner.
It follows from Corollary 2.7 that if ϕ1, ϕ2 are inner and ϕ1 ⊗ F2(Hn) ⊂ ϕ2 ⊗
F2(Hn) then there exists ϕ3 inner such that ϕ1 = ϕ2 ⊗ ϕ3. Then the maximal
subspaces of the form ϕ⊗ F2(Hn) correspond to “prime” inner functions.
Problem 4. Is every inner function ϕ a product of “prime” ones? The question
referes mainly to convergence.
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