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In the early 2000’s, Gourley (2000), Wu et al. (2001), Ashwin et al.
(2002) initiated the study of the positive wavefronts in the delayed
Kolmogorov–Petrovskii–Piskunov–Fisher equation
ut(t, x) = u(t, x) + u(t, x)
(
1− u(t − h, x)),
u  0, x ∈Rm. (∗)
Since then, this model has become one of the most popular objects
in the studies of traveling waves for the monostable delayed
reaction–diffusion equations. In this paper, we give a complete
solution to the problem of existence and uniqueness of monotone
waves in Eq. (∗). We show that each monotone traveling wave
can be found via an iteration procedure. The proposed approach
is based on the use of special monotone integral operators (which
are different from the usual Wu–Zou operator) and appropriate
upper and lower solutions associated to them. The analysis of the
asymptotic expansions of the eventual traveling fronts at inﬁnity is
another key ingredient of our approach.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and main results
It is well known that the traveling waves theory was initiated in 1937 by Kolmogorov, Petrovskii,
Piskunov [22] and Fisher [15] who studied the wavefront solutions of the diffusive logistic equation
ut(t, x) = u(t, x) + u(t, x)
(
1− u(t, x)), u  0, x ∈Rm. (1)
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for (1), if the proﬁle function φ is positive and satisﬁes φ(−∞) = 0, φ(+∞) = 1.
The existence of the wavefronts in (1) is equivalent to the presence of positive heteroclinic connec-
tions in an associated second order non-linear differential equation. The phase plane analysis is the
natural geometric way to study these heteroclinics. The method is conclusive enough to demonstrate
that (a) for every c  2, the KPP-Fisher equation has exactly one traveling front u(x, t) = φ(ν · x+ ct);
(b) Eq. (1) does not have any traveling front propagating at the velocity c < 2; (c) the proﬁle φ is
necessarily strictly increasing function.
The stability of traveling fronts in (1) represents another important aspect of the topic: however,
we do not discuss it here. Further reading and relevant information can be found in [6,24,30,39].
Eq. (1) can be viewed as a natural extension of the ordinary logistic equation u′(t) = u(t)(1−u(t)).
An important improvement of this growth model was proposed by Hutchinson [20] in 1948 who
incorporated the maturation delay h > 0 in the following way:
u′(t) = u(t)(1− u(t − h)), u  0. (2)
This model is now commonly known as the Hutchinson’ s equation. Since then, the delayed KPP-Fisher
equation or the diffusive Hutchinson’s equation
ut(t, x) = u(t, x) + u(t, x)
(
1− u(t − h, x)), u  0, x ∈Rm, (3)
is considered as a natural prototype of delayed reaction–diffusion equations. It has attracted the atten-
tion of many authors, see [2,4,12,16,17,19,25,35,38,40]. In particular, the existence of traveling fronts
connecting the trivial and positive steady states in (3) (and its non-local generalizations) was studied
in [2,4,8,12,18,29,35,38]. Observe that the biological meaning of u is the size of an adult population,
therefore only non-negative solutions of (3) are of interest. It is worth to mention that there is another
delayed version of Eq. (1) derived by Kobayashi [21] from a branching process:
ut(t, x) = u(t, x) + u(t − h, x)
(
1− u(t, x)), u  0, x ∈Rm.
However, since the right-hand side of this equation is monotone increasing with respect to the de-
layed term, the theory of this equation is fairly different (and seems to be simpler) from the theory
of (3), see [32,38,41].
This paper deals with the problem of existence and uniqueness of monotone wavefronts for Eq. (3).
The phase plane analysis does not work now because of the inﬁnite dimension of phase spaces as-
sociated to delay equations. Recently, the existence problem was considered by using two different
approaches. The ﬁrst method, which was proposed in [38], uses the positivity and monotonicity prop-
erties of the integral operator
(Aφ)(t) = 1
′
{ t∫
−∞
er1(t−s)(Hφ)(s)ds +
+∞∫
t
er2(t−s)(Hφ)(s)ds
}
, (4)
where (Hφ)(s) = φ(s)(β + 1 − φ(s − h)) for some appropriate β > 1, and ′ = (r2 − r1) with
r1 < 0 < r2 satisfying z2 − z − β = 0, and −1/2 = c > 0 is the front velocity. A direct veriﬁcation
shows that the proﬁles φ ∈ C(R,R+) of traveling waves are completely determined by the integral
equation Aφ = φ. Wu and Zou have found a subtle combination of the usual and the Smith and
Thieme nonstandard orderings on an appropriate proﬁle set Γ ∗ ⊂ C(R, (0,1)) which allowed them
(under speciﬁc quasimonotonicity conditions) to indicate a pair of upper and lower solutions φ±
such that φ−  A j+1φ+  A jφ+ , j = 0,1, . . . . Then the required traveling front proﬁle is given by
φ = lim A jφ+ . More precisely, in [38, Theorem 5.1.5], Wu and Zou established the following
A. Gomez, S. Troﬁmchuk / J. Differential Equations 250 (2011) 1767–1787 1769Proposition 1. For any c > 2, there exists h∗(c) > 0 such that if h  h∗(c), then Eq. (3) has a monotone
traveling front with wave speed c.
The above result was complemented in [35, Remark 5.15] and [29], where it was shown that
Proposition 1 remains valid if c = 2. It should be observed that Wang et al. [35] have also used the
method of upper and lower solutions, however their lower solution is different from that in [38].
Recently, Ou and Wu [28] showed that Proposition 1 can be proved by means of a perturbation
argument (considering h > 0 as a small parameter).
The second method was proposed in [12]. It essentially relies on the fact that, in a ‘good’ Banach
space, the Frechet derivative of lim→0 A along a heteroclinic solution ψ of the limit delay differential
equation (2) is a surjective Fredholm operator. In consequence, the Lyapunov–Schmidt reduction was
used to prove the existence of a smooth family of wave solutions in some neighborhood of ψ . The
following result was proved in [12, Corollary 6.6]:
Proposition 2. There exists c∗ > 0 such that if 0 < h < 1/e then for any c > c∗ , Eq. (3) has a wave solution
u(x, t) = φ(ν · x+ ct), |ν| = 1, satisfying φ(−∞) = 0, φ(+∞) = 1.
We remark that the positivity of this wave was not proved in [12] and the value of c∗ > 0 was not
given explicitly. Nevertheless, as it was shown in [13] for the case of the Mackey–Glass type equations,
the method of [12] may be reﬁned to establish the existence of positive wavefronts as well. Moreover,
it follows from [13] that Proposition 2 is still valid for h ∈ (0,3/2). The recent work [3] suggests that
the approach of [12] can be also used to prove the uniqueness (up to shifts) of the positive traveling
solution of (3) for suﬃciently fast speeds.
In this paper, motivated by ideas in [10,38], we give a criterion for the existence of positive mono-
tone wavefronts in (3) and prove their uniqueness (modulo translation). In order to do this, instead
of using operator (4) as it was done in all previous works, we work with different integral operators,
namely:
(Aϕ)(t) = 1
(μ − λ)
+∞∫
t
(
eλ(t−s) − eμ(t−s))ϕ(s)ϕ(s − h)ds, (5)
where  ∈ (0,0.25) and 0< λ < μ are the roots of z2 − z + 1 = 0, and with
(Bϕ)(t) = 4
+∞∫
t
(s − t)e2(t−s)ϕ(s)ϕ(s − h)ds (6)
which can be considered as the limit of A when  → 0.25. Remarkably, all monotone wavefronts (in
particular, the wavefronts propagating with the minimal speed c = 2) can be found via a monotone
iterative algorithm which uses A,B and converges uniformly on R.
Before stating our main results, let us introduce the critical delay h1 = 0.560771160 . . . . This value
coincides with the positive root of the equation
2h2 exp
(
1+
√
1+ 4h2 − 2h)= 1+√1+ 4h2
and plays a key role in the following result (which is proved in Section 2):
Lemma 3. Let  ∈ (0,0.25], h > 0. Then the characteristic functionψ(z, ) := z2− z−exp(−zh) has exactly
two (counting multiplicity) negative zeros λ1  λ2 < 0 if and only if one of the following conditions holds
(1) 0< h 1/e,
(2)   ∗(h) and 1/e < h h1 .
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∗
(
h(t)
)= th(t), h(t) = (2t +√4t2 + 1 )exp(−1− 2t
1+ √4t2 + 1
)
, t ∈ [0,0.445 . . .].
Let us state now the main results of this paper.
Theorem 4. Eq. (3) has a positive monotone wavefront u = ϕ(ν · x+ ct), |ν| = 1, connecting 0 with 1 if and
only if one of the following conditions holds
(1) 0 h 1/e = 0.367879441 . . . and 2 c < c∗(h) := +∞;
(2) 1/e < h h1 = 0.560771160 . . . and 2 c  c∗(h) := 1/√∗(h).
Furthermore, set φ(s) := ϕ(cs). Then for some appropriate φ− (given below explicitly), we have that φ =
lim j→+∞ A jφ− (if c > 2), and φ = lim j→+∞ B jφ− (if c = 2), where the convergence is monotone and uni-
form on R. For each ﬁxed c 
= c∗(h), φ(t) is the only possible monotone proﬁle (modulo translation) and φ,φ−
have the same asymptotic representation 1− eλ2t(1+ o(1)) at +∞.
Corollary 5. If h > h1 = 0.560771160 . . . then the delayed KPP-Fisher equation does not have any positive
monotone traveling wavefront.
Next, let us deﬁne the continuous function #(h) parametrically by
#
(
h(t)
)= t + 2+
√
2t + 4
t2
, h(t) = − ln(2+
√
2t + 4 )
t
, t ∈ (−2,−1.806 . . .]. (7)
Set h0 := 0.5336619208 . . . (see also Lemma 9 for its complete deﬁnition) and
c#(h) :=
⎧⎨
⎩
+∞, when h ∈ (0,0.5 ln2],
1/
√
#(h), when h ∈ (0.5 ln2,h0],
2, when h > h0
(see Fig. 1).
Theorem 6. Let u = ϕ(ν · x+ ct), |ν| = 1, be a positive monotone traveling front of Eq. (3). Set φ(s) := ϕ(cs).
Then, for some appropriate t0 , positive K j and every small positive σ , we have at t = −∞
φ(t + t0) =
⎧⎨
⎩
−K2teλt + O (e(2λ−σ )t), when c = 2,
eλt − K1eμt + O (e(2λ−σ )t), when 2< c < 1.5
√
2,
eλt + O (e(2λ−σ )t), when c  1.5√2 = 2.121 . . . .
Similarly, at t = +∞
φ(t + t0) =
⎧⎨
⎩
1− eλ2t + O (e(2λ2+σ )t), when h  h0, c ∈ [2, c#(h)] ∩R,
1− eλ2t + K3eλ1t + O (e(λ1−σ )t), when h ∈ (0.5 ln2,h1] and c ∈ (c#(h), c∗(h)),
1− K4teλ2t + O (e(λ2−σ )t), when c = c∗(h) and h ∈ (1/e,h1].
(8)
Theorem 6 suggests the way of approximating the traveling front proﬁle: e.g., for c 
= 2, c∗(h), we
can take functions a−(t) := c1e−λt and a+(t) := 1− eλ2t and glue them together at some point τ . The
point τ and c1 > 0 have to be chosen to assure maximal smoothness of the approximation at τ . As
we will see in Section 3, this idea allows to construct reasonable lower approximations to the exact
traveling wave. See also Fig. 2 below.
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Fig. 2. On the left: increasing sequence of approximated waves A jφ− , j = 0,1,2,3,4, and the Ablowitz–Zeppetella exact solu-
tion φ ( = 0.24 and h = 0). On the right: approximations B jφ− , j = 0,1,2,3 ( = 0.25 and h = 0.56).
Remark 7. As it was showed by Ablowitz and Zeppetella [1], Eq. (1) has the explicit exact wavefront
solution u = ϕ(ν · x+ ct), |ν| = 1, with c = 5/
√
6 = 2.041 . . . and the (scaled) proﬁle
φ(s) =
(
1
2
+ 1
2
tanh
(
5s
12
+ s0
))2
, φ(s) := ϕ(cs).
If we select s0 = 0.5 ln2, then
φ(s) = 1− 2e−5s/6−2s0 + O
(
e−5s/4
)= 1− e−5s/6 + O (e−5s/4), s → +∞,
so that φ = lim j→+∞ A jφ− in view of Theorem 4 and the uniqueness (up to translations) of the
traveling front for the non-delayed KPP-Fisher equation. Fig. 2 (on the left) shows ﬁve approximations
A jφ− , j = 0,1,2,3,4, and the exact solution φ , the graphs are ordered as φ− < Aφ− < A2φ− <
A3φ− < φ . On the right, the four ﬁrst approximations B jφ− , j = 0,1,2,3, of φ are plotted when
c = 2, h = 0.56. It should be noted that the limit function φ and the initial approximation φ− have
the same ﬁrst two terms (1 − exp(λ2t)) of their asymptotic expansions at +∞. See Theorem 4 and
Sections 3, 4. However, as the analysis of the Ablowitz–Zeppetella solution shows, these φ and φ−
may have different ﬁrst terms of their expansions at −∞. This partially explains a better agreement
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value of τ is given in Section 3).
The structure of the remainder of this paper is as follows. In Section 2, the characteristic function
of the variational equation at the positive steady state is analyzed. In the third [the fourth] section,
we present a lower [an upper] solution. Section 5 contains some comments on the smoothness of
upper and lower solutions. Theorems 4 and 6 are proved in Sections 6 and 7, respectively.
Remark 8. After this article had been submitted for publication, the problem of existence and nonex-
istence of monotone traveling fronts to Eq. (3) has been recently considered by Kwong and Ou
in [23], where a different approach based on a shooting technique was developed. By presenting a
constructive approximation algorithm, indicating asymptotic formulas and proving the uniqueness of
monotone fronts, our work complements the interesting investigation in [23]. Next, the existence of
fast positive traveling fronts to Eq. (3) in the case h ∈ [0,3/2] has been recently established in [14] by
Faria and one of the authors (cf. the paragraph after Proposition 2).
2. Characteristic equation at the positive steady state
In this section, we study the zeros of ψ(z, ) := z2 − z − exp(−zh), ,h > 0. It is straightforward
to see that ψ always has a unique positive simple zero. Since ψ ′′′(z, ) is positive, ψ can have at most
three (counting multiplicities) real zeros, one of them positive and the other two (when they exist)
negative. Lemma 3 in the Introduction provides a criterion for the existence of two negative zeros
λ1  λ2 < 0. We start by proving this result:
Proof of Lemma 3. Consider the equation −z = exp(−zh). An easy analysis shows that (i) this equa-
tion has exactly two real simple solutions z1 < z2 < 0, z2 > −e, if h ∈ (0,1/e), (ii) it has one double
real root z1 = z2 = −e if h = 1/e, and (iii) it does not have any real root if h > 1/e. As a consequence,
z2 − z = exp(−zh) (9)
has two negative simple solutions if  > 0 and h ∈ (0,1/e].
A similar argument shows that for every h > 1/e there exists ∗(h) > 0 such that Eq. (9) (a) has
two negative simple roots if  > ∗(h), (b) has one negative double root if  = ∗(h), (c) does not
have any solution if  < ∗(h). In particular,  = ∗(h), z = λ1(h) = λ2(h), solve the system
z2 − z = exp(−zh), 2z − 1 = −h exp(−zh),
which yields the parametric representation for ∗(h) given in the Introduction.
Finally, a direct graphical analysis of (9) shows that ∗(h) is increasing with respect to h. Hence,
since ∗(h) 0.25, we conclude that h (∗)−1(0.25) =: h1 = 0.560771 . . . . 
Lemma 9. Let λ1  λ2 < 0 be two negative zeros of ψ(z, ) and  ∈ (0,0.25] be ﬁxed. Then λ1  2λ2 if and
only if one of the following conditions holds
(1) 0< h 0.5 ln2 = 0.347 . . . ;
(2)   #(h) and 0.5 ln2< h h0 := 0.5336619208 . . . .
Proof. This lemma can be proved analogously to the previous one, we brieﬂy outline the main argu-
ments. First, for each ﬁxed positive # we may ﬁnd h(#) > 0 such that λ1 < 2λ2 if h ∈ (0,h(#)) and
λ1 = 2λ2 if h = h(#). In this way,
#λ22 − λ2 = exp
(−λ2h(#)), 4#λ22 − 2λ2 = exp(−2λ2h(#)),
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strictly increasing on (0,+∞) and h(0+) = 0.5 ln2, h0 = h(0.25). 
Lemma 10. Let λ1  λ2 < 0 be two negative zeros of ψ(z, ) and  ∈ (0,0.25] be ﬁxed. Then λ j < λ1 for
every complex root of ψ(z, ) = 0.
Proof. Set α := (1+2−√1+ 42 )/(2), a := −e−αh/(√1+ 42−2), k := /(√1+ 42−2). Then
α,k > 0, a < 0, and
ψ(z + α) = (√1+ 42 − 2)(kz2 − z − 1+ ae−zh).
It is easy to see that p(z) := kz2 − z − 1 + ae−zh also has two negative and one positive root. Since
the translation z → z + α of the complex plain does not change the mutual position of zeros of ψ ,
the statement of Lemma 10 follows now from [33, Remarks 19, 20]. 
3. A lower solution when λ1 < λ2
In this section, we assume either condition (1) or condition (2) of Theorem 4 holds. In addition,
let c ∈ [2, c∗(h)) so that λ1 < λ2 (where λ1 := −∞ if h = 0) and λμ. Set
τ = 1
λ2
ln
λ
λ − λ2 > 0, φ−(t) =
{ −λ2
λ−λ2 e
λ(t−τ ), if t  τ ,
1− eλ2t if t  τ .
It is easy to see that φ− ∈ C1(R) ∩ C2(R \ {τ }) with φ′−(t) > 0, t ∈R, and
φ′′−(t) − φ′−(t) + φ−(t)
(
1− φ−(t − h)
)
< 0, t ∈R \ (τ , τ + h]. (10)
Lemma 11. Inequality (10) holds for all t ∈R.
Proof. The case h = 0 is obvious, so let h > 0. It suﬃces to consider t ∈ (τ , τ + h]. If we take t ∈
(τ , τ + h], then
φ′′−(t) − φ′−(t) + φ−(t)
(
1− φ−(t − h)
)
= −λ22eλ2t + λ2eλ2t +
(
1− eλ2t)(1+ λ2
λ − λ2 e
λ(t−τ−h)
)
= −eλ2(t−h) + (1− eλ2t)(1+ λ2
λ − λ2 e
λ(t−τ−h)
)
= 1− eλ2(t−h) + λ2
λ − λ2 e
λ(t−τ−h) − eλ2t − eλ2t λ2
λ − λ2 e
λ(t−τ−h)
= 1+ λ2
λ − λ2 e
λs − λ
λ − λ2 e
λ2s − λ
λ − λ2 e
λ2(s+h) − λλ2
(λ − λ2)2 e
λ2(s+h)eλs =: ρ(s)
where s = t − τ − h ∈ (−h,0]. The direct differentiation shows that
ρ ′(s) = −λ2λ
λ − λ
[
−eλs + eλ2s + eλ2(s+h)
(
1+ λ + λ2
λ − λ e
λs
)]
> 0,
2 2
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λ−λ2 e
λs) > 1, if λ + λ2  0,
(
1+ λ + λ2
λ − λ2 e
λs
)
 1+ λ + λ2
λ − λ2 =
2λ
λ − λ2 > 0, if λ + λ2 < 0.
Finally, we have that ρ(s) < 0 for all s ∈ [−h,0] since ρ ′(s) > 0 and
ρ(0) = −λ2(λ − λ2)−2eλ2h < 0. 
Remark 12 (A lower solution when λ1 = λ2). We cannot use φ− as a lower solution when c = c∗(h),
1/e < h h1. Indeed, by Theorem 6, in this case φ− converges to the positive steady state faster than
the heteroclinic solutions. In Section 5, we will present an adequate lower solution for this situation.
However, it will not be C1-smooth.
4. An upper solution when λ1 < λ2
Suppose that λ1 < λ2 and set φ2(t) := 1 − eλ2t + ert for some r ∈ (λ1, λ2). Recall that λ1 := −∞
if h = 0. Obviously, ψ(r, ) > 0 and φ2(t) ∈ (0,1) for t > 0. Next, it is immediate to check that
φ2 :R→R has a unique critical point (absolute minimum) t0 = t0(r) > 0:
t0(r) = ln(−r) − ln(−λ2)
λ2 − r , λ2e
λ2t0 = rert0 .
Observe that if h ∈ (0,1/e), then we can assume that t0(r) h since
lim
r→λ2−
t0(r) = −1/λ2 > 1/e > h,
where the last inequalities were established in the proof of Lemma 3. It is clear that the function
φ+(t) =
{
φ2(t), if t  t0(r),
φ2(t0(r)), if t  t0(r)
is C1-continuous and increasing on R. Moreover, φ+(t) ∈ C2(R \ {t0(r)}).
Lemma 13. For all r < λ2 suﬃciently close to λ2 , φ+ satisﬁes the inequality
φ′′(t) − φ′(t) + φ(t)(1− φ(t − h)) 0, t ∈R.
Proof. Step I. First we prove that, for all t  t0, the following inequality holds:
(Nφ2)(t) := φ′′2 (t) − φ′2(t) + φ2(t)
(
1− φ2(t − h)
)
 0.
In particular, this implies that (Nφ+)(t) 0 if t  t0 + h. For t = t0 + s, we have that
(Nφ2)(t) = ψ(r, )ert − ψ(λ2, )eλ2t +
(−eλ2t + ert)(eλ2(t−h) − er(t−h))
= ψ(r, )ert + (−eλ2t + ert)(eλ2(t−h) − er(t−h))
= ert0
[
ψ(r, )ers +
(
− r
λ
eλ2s + ers
)
ert0
(
r
λ
eλ2(s−h) − er(s−h)
)]
2 2
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[
ψ(r, ) +
(
− r
λ2
e(λ2−0.5r)s + e0.5rs
)
ert0
(
r
λ2
e−λ2he(λ2−0.5r)s − e−rhe0.5rs
)]
= ert[ψ(r, ) + A1(s)ert0 A2(s)].
It is easy to see that A j(+∞) = 0 and that A j has a unique critical point s j , with
lim
r→λ2−
s1(r) = −1/λ2, lim
r→λ2−
s2(r) = h − 1/λ2.
Therefore, for some small δ > 0 and for all r close to λ2, the function A1(s)ert0 A2(s) is strictly in-
creasing to 0 on the interval [h − 1/λ2 + δ,+∞) and it is strictly decreasing on [0,−1/λ2 − δ]. This
means that if (Nφ2)(t) 0 for all t ∈ [t0 − 1/λ2 − δ, t0 +h− 1/λ2 + δ] then (Nφ2)(t) 0 for t  t0. In
order to prove the former, consider the expression
e−rt0
r − λ2
(
φ′′2 (t) − φ′2(t) + φ2(t)
(
1− φ2(t − h)
))
= ψ(r, )e
rs + (− r
λ2
eλ2s + ers)ert0( r
λ2
eλ2(s−h) − er(s−h))
r − λ2 := Γ(r, s).
Since Γ(r, s) is analytical on some open neighborhood Ω ⊂ R2 of the compact segment {λ2} ×
[−1/λ2 − δ,h − 1/λ2 + δ] ⊂R2, we ﬁnd that, for every ﬁxed  > 0,
lim
r→λ2−
Γ(r, s) = ψ ′(λ2, )eλ2s < 0
uniformly on [−1/λ2 − δ,h − 1/λ2 + δ]. As a consequence, we obtain that
φ′′2 (t) − φ′2(t) + φ2(t)
(
1− φ2(t − h)
)
> 0, t ∈ [t0 − 1/λ2 − δ, t0 + h − 1/λ2 + δ].
Step II. Now, we are ready to prove that (Nφ+)(t)  0, t ∈ [t0, t0 + h]. Indeed, since φ2(t0) 
φ2(t − h) for t ∈ [t0, t0 + h], we have that
(Nφ+)(t) = φ′′2 (t) − φ′2(t) + φ2(t)
(
1− φ2(t0)
)
 φ′′2 (t) − φ′2(t) + φ2(t)
(
1− φ2(t − h)
)
 0, t ∈ [t0, t0 + h].
Finally, since the inequality (Nφ+)(t) > 0, t  t0, is obvious, the proof of the lemma is completed. 
Remark 14 (An upper solution when λ1 = λ2). We cannot use φ+ as an upper solution when c = c∗(h),
1/e < h  h1. Moreover, in this case it is not diﬃcult to show that φ+ satisﬁes inequality (10) for all
r < λ2 suﬃciently close to λ2 and for large positive t .
5. Some comments on upper and lower solutions
5.1. Non-smooth solutions
The problem of smoothness of the lower (upper) solutions is an interesting and important aspect of
the topic, see [5,26]. As we have seen in the previous sections, C1-smoothness condition can be rather
restrictive even when a simple nonlinearity (the birth function) is considered. The above mentioned
works [26] show that continuous and piece-wise C1-continuous lower (upper) solutions φ± still can
be used if some sign conditions are fulﬁlled at the points of discontinuity of φ′± . Moreover, as we
prove it below even discontinuous functions φ± can be also used. We start with a simple result of
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piece-wise continuous solutions, cf. [5].
Lemma 15. Let ψ :R→R be a bounded classical solution of the second order impulsive equation
ψ ′′ + aψ ′ + bψ = f (t), ψ |t j = α j, ψ ′|t j = β j,
where {t j} is a ﬁnite increasing sequence, f : R → R is bounded and continuous at every t 
= t j and the
operator  is deﬁned by w|t j := w(t j+) − w(t j−). Assume that z2 + az + b = 0 has two positive roots
0< λμ. Then we have
if λ < μ then ψ(t) = 1
μ − λ
+∞∫
t
(
eλ(t−s) − eμ(t−s)) f (s)ds + 1
μ − λ
∑
t<t j
[(
λeμ(t−t j) − μeλ(t−t j))α j
+ (eλ(t−t j) − eμ(t−t j))β j], t 
= t j;
if λ = μ = −0.5a then ψ(t) =
+∞∫
t
(s − t)e−0.5a(t−s) f (s)ds
+
∑
t<t j
e−0.5a(t−t j)
[
(t j − t)(β j + 0.5aα j) − α j
]
, t 
= t j. (11)
Proof. See [31, Theorem 87]. 
Next, the corollary below shows that our lower solution is an upper solution in the sense of Wu
and Zou [38]:
Corollary 16. Assume that ψ : R→ R is bounded and such that the derivatives ψ ′,ψ ′′ : R \ {t j} → R exist
and are bounded. Suppose also that ψ is a classical solution of the impulsive inequality
ψ ′′ + aψ ′ + bψ  f (t), ψ |t j = α j, ψ ′|t j = β j.
If α j  0, β j  0, then
ψ(t) 1
μ− λ
+∞∫
t
(
eλ(t−s) − eμ(t−s)) f (s)ds, when λ < μ,
ψ(t)
+∞∫
t
(s − t)e−0.5a(t−s) f (s)ds, when λ = μ = −0.5a.
Proof. Suppose that λ < μ, the case λ = μ is similar. Clearly, q(t) := f (t) − (ψ ′′(t) + aψ ′(t) +
bψ(t)) 0 and λeμ(t−t j) < μeλ(t−t j) , eλ(t−t j) > eμ(t−t j) for t < t j . Thus the desired inequality follows
from (11). 
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In Section 3, a lower C1-solution was presented for the case when λ1 < λ2. However, to apply our
iterative procedure in the critical case λ1 = λ2, we also need to construct a lower solution for the cor-
responding range of parameters. It is worth to mention that our approach does not require any upper
solution once a lower solution is found and the existence of the heteroclinic is proved, see Corol-
lary 27. Here, we provide a continuous and piece-wise analytic lower solution φ−(t) if λ1 = λ2. Our
solution has a unique singular point τ ′ where φ−|τ ′ = 0, φ′−|τ ′ > 0. This shows that, in general,
the sign conditions of Corollary 16 need not to be satisﬁed.
Take some positive A > (e−λ2h −1)/h and let τ ′ be the positive root of the equation At+1= e−λ2t .
It is easy to see that τ ′ > h. Consider the piece-wise smooth function φ− :R→ [0,1) deﬁned by
φ−(t) =
{
0, if t  τ ′,
1− (At + 1)eλ2t, if t  τ ′. (12)
Proposition 17. The inequality (Kφ−)(t) > φ−(t) holds for all t ∈R.
Proof. Below, we are assuming that h 
= h1 so that λ < μ and K = A; however, a similar argument
works also in the case h = h1 (when K = B). It suﬃces to prove that (Aφ−)(t) > φ−(t) for t  τ ′ . Let
C2-smooth function ψ be deﬁned by
ψ(t) =
⎧⎨
⎩
1− (At + 1)eλ2t, if t  τ ′ − h,
B(t), if 0 t  τ ′ − h,
0, if t  0,
for some appropriate continuous decreasing B(t). Set
ζ(t) := ψ ′′(t) − ψ ′(t) + ψ(t)(1− ψ(t − h)).
It is easy to check that ζ ∈ C(R,R) is bounded on R and ζ(t) < 0 for all t > τ ′ . But then, for all
t > τ ′ , we have that
φ−(t) = ψ(t) = (Aψ)(t) + 1
(μ − λ)
+∞∫
t
(
eλ(t−s) − eμ(t−s))ζ(s)ds < (Aψ)(t)
 1
(μ − λ)
+∞∫
t
(
eλ(t−s) − eμ(t−s))φ−(s)φ−(s − h)ds = (Aφ−)(t). 
5.3. Ordering the upper and lower solutions
Finally, we show that the condition of the correct ordering φ−  φ+ is not at all restrictive pro-
vided that solutions φ± are monotone and satisfy some natural asymptotic relations.
Lemma 18. Assume that functions φ± :R→ [0,1), j = 1,2, are increasing and, for some ﬁxed k ∈ {0,1}, the
following holds
lim
t→−∞φ±(t)e
−λt = α±, lim
t→+∞
(
1− φ±(t)
)
t−ke−λ2t = β±,k,
where β±,k > 0, and α− ∈ [0,+∞), α+ ∈ (0,+∞]. Then there exists a real number σ such that φ−(t) <
φ+(t + σ) for all t ∈R.
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β+,keλ2σ0 < β−,k , α−e−λσ0 < α+ . Then there exist t1, t2 such that t1 < t2 and φ−(t − σ0) < φ+(t),
t ∈ I := (−∞, t1]∪ [t2,+∞). Now, set σ = σ0 + (t2 − t1). Since both functions are increasing, we have
φ−(t − σ) φ−(t − σ0) < φ+(t), t ∈ I,
φ−(t − σ) < φ+
(
t − (t2 − t1)
)
 φ+(t), t ∈ [t1, t2]. 
6. Proof of Theorem 4
6.1. Necessity
Let u(t, x) = ζ(ct +ν · x) be a positive bounded monotone solution of the delayed KPP-Fisher equa-
tion. Then ϕ(t) = ζ(ct) satisﬁes
ϕ′′(t) − ϕ′(t) + ϕ(t)(1− ϕ(t − h))= 0, t ∈R,
ϕ′(t) = ϕ′(0) − ϕ(0) + ϕ(t) +
t∫
0
ϕ(s)
(
1− ϕ(s − h))ds. (13)
The latter relation implies that ϕ(±∞) ∈ {0,1} since otherwise ϕ′(±∞) = ∞. Hence ϕ : R→ (0,1).
Let φ ∈ C2(R, (0,1)) be an arbitrary solution of (13). Suppose for a moment that φ′(t0) = 0. Then nec-
essarily φ′′(t0) < 0 so that t0 is the unique critical point (absolute maximum) of φ. But then φ′(s) < 0
for s > t0, so that φ′′(s) < 0, s  t0, which yields the contradiction φ(+∞) = −∞. In consequence,
either φ′(s) > 0 or φ′(s) < 0 for all s ∈R. But as we have seen, φ′(s) < 0 implies φ(+∞) = −∞, a con-
tradiction. Hence, any solution φ ∈ C2(R, (0,1)) of (13) satisﬁes φ′(t) > 0, φ(−∞) = 0, φ(+∞) = 1.
Lemma 19. If φ ∈ C2(R, (0,1)) satisﬁes (13), then  ∈ (0,0.25].
Proof. Suppose for a moment that  > 0.25. Then the characteristic equation λ2 − λ + 1 = 0 asso-
ciated with the trivial steady state of (13) has two simple complex conjugate roots ω± = (2)−1(1±
i
√
4 − 1 ).
Since φ ∈ C2(R, (0,1)) is a solution of (13), it holds that φ′(t) > 0, t ∈ R, φ(−∞) = 0. Set z(t) =
(φ(t),φ′(t))T , it is easy to check that z(t) satisﬁes the following asymptotically autonomous linear
differential equation
z′(t) = (A + R(t))z(t), t ∈R, A = ( 0 1−1/ 1/
)
, R(t) =
(
0 0
φ(t − h)/ 0
)
.
Since R(−∞) = 0, ∫ 0−∞ |R ′(t)|dt = φ(−h) and the eigenvalues ω± of A are complex conjugate, we
can apply the Levinson theorem [11, Theorem 1.8.3] to obtain the following asymptotic formulas at
t = −∞:
φ(t) = (a + o(1))et/(2) cos(t√4 − 1(1+ o(1))+ b + o(1)),
φ′(t) = (c + o(1))et/(2) sin(t√4 − 1(1+ o(1))+ d + o(1)),
where a2 + c2 
= 0. But this means that either φ(t) or φ′(t) is oscillating around zero, a contradic-
tion. 
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C2(R, (0,1)).
Proof. On the contrary, let us assume that Eq. (13) has a solution φ ∈ C2(R, (0,1)). Then Lemma 19
implies that  ∈ (0,0.25] and therefore the assumptions of this lemma imply that ψ(z, ) does not
have negative zeros. Following the approach in [34], we will show that this will force φ(t) to oscillate
about the positive equilibrium. For the convenience of the reader, the proof is divided in several steps.
Claim I. y(t) := 1− φ(t) > 0 has at least exponential decay as t → +∞.
First, observe that
 y′′(t) − y′(t) = φ(t)y(t − h), t ∈R. (14)
Therefore, with γ := φ(t0), which is close to 1, and g(t) := φ(t)y(t − h) − φ(t0)y(t), we obtain that
 y′′(t) − y′(t) − γ y(t) − g(t) = 0, t ∈R.
Note that g(t) > 0 for all suﬃciently large t . Since y(t), g(t) are bounded on R, it holds that
y(t) = − 1
(m − l)
( t∫
−∞
el(t−s)g(s)ds +
+∞∫
t
em(t−s)g(s)ds
)
,
where l < 0 and 0 < m are roots of z2 − z − γ = 0. The latter representation of y(t) implies that
there exists T0 such that
y′(t) − ly(t) = −1

+∞∫
t
em(t−s)g(s)ds < 0, t  T0. (15)
Hence, (y(t)exp(−lt))′ < 0, t  T0, and therefore
y(t) y(s)el(t−s), t  s T0, g(t) = O
(
elt
)
, t → +∞. (16)
It is easy to see that these estimates are valid for every negative l > (2)−1(1 − √1+ 4 ). Finally,
(15), (16) imply that y′(t) = O (elt), t → +∞.
Claim II. y(t) := 1− φ(t) > 0 is not superexponentially small as t → +∞.
We already have proved that y(t) is strictly decreasing and positive on R. Since the right-hand side
of Eq. (14) is positive and integrable on R+ , and since y(t) is a bounded solution of (14) satisfying
y(+∞) = 0, we ﬁnd that
y(t) =
+∞∫ (
1− e(t−s)/)φ(s)y(s − h)ds. (17)
t
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y(t) 0.5
(
1− e−0.5h/)
t∫
t−0.5h
y(s)ds := ξ
t∫
t−0.5h
y(s)ds, t  T1 − h.
Now, since y(t) > 0 for all t , we can ﬁnd positive C,ρ such that y(s) > Ce−ρs for all s ∈ [T1 − h, T1].
We can assume that ρ is large enough to satisfy the inequality ξ(e0.5ρh − 1) > ρ . Then we claim
that y(s) > Ce−ρs for all s  T1 − h. Conversely, suppose that t′ > T1 is the leftmost point where
y(t′) = Ce−ρt′ . Then we get a contradiction:
y
(
t′
)
 ξ
t′∫
t′−0.5h
y(s)ds > Cξ
t′∫
t′−0.5h
e−ρs ds = Ce−ρt′ξ e
0.5ρh − 1
ρ
> Ce−ρt′ .
Claim III. y(t) > 0 cannot hold when ψ(z, ) does not have any zero in (−∞,0).
Observe that y(t) = 1− φ(t) satisﬁes
 y′′(t) − y′(t) − (1− y(t))y(t − h) = 0, t ∈R,
where in virtue of Claim I, it holds that (y(t), y′(t)) = O (exp(lt)) at t = +∞. Then [27, Proposition 7.2]
implies that there exists γ < l such that y(t) = v(t) + O (exp(γ t)), t → +∞, where v is a non-empty
(due to Claim II) ﬁnite sum of eigensolutions of the limiting equation
 y′′(t) − y′(t) − y(t − h) = 0, t ∈R,
associated to the eigenvalues λ j ∈ F = {γ < λ j  l}. Now, since the set F does not contain any real
eigenvalue by our assumption, we conclude that y(t) should be oscillating on R+ , a contradiction. 
6.2. Suﬃciency
Suppose that  ∈ (0,0.25] and let 0 < λ  μ be the roots of the equation z2 − z + 1 = 0. In
Lemmas 21–24 below, K stands either for A or B (deﬁned by (5), (6)).
Lemma 21. If φ,ψ ∈ C(R, (0,1)) and φ(t)ψ(t) for all t ∈R, then Kφ,Kψ ∈ C(R, (0,1)) and (Kφ)(t)
(Kψ)(t), t ∈R. Moreover, if φ is increasing then Kφ is also increasing.
Proof. The proof is straightforward. 
Lemma 22. Let  ∈ (0,0.25]. If φ+ ∈ C1(R, (0,1)) satisﬁes the inequality
φ′′(t) − φ′(t) + φ(t)(1− φ(t − h)) 0
for all t ∈R′ :=R \ {T1, . . . , Tm} and φ′′+(t),φ′+(t) are bounded on R′ , then (Kφ+)(t) φ+(t) for all t ∈R.
Proof. If ω(Ti) := 0 and
ω(t) := φ′′+(t) − φ′+(t) + φ+(t)
(
1− φ+(t − h)
)
, t ∈R′ =R \ {T1, . . . , Tm}
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φ′′+(t) − φ′+(t) + φ+(t) = ω1(t), t ∈R′,
where ω1(t) := ω(t) + φ+(t)φ+(t − h) is bounded on R′ . Let now  ∈ (0,0.25). By Lemma 15, we
obtain that
φ+(t) = 1
(μ − λ)
+∞∫
t
(
eλ(t−s) − eμ(t−s))ω1(s)ds
= (Aφ+)(t) + 1
(μ− λ)
+∞∫
t
(
eλ(t−s) − eμ(t−s))ω(s)ds (Aφ+)(t).
The case  = 0.25 (which corresponds to K = B) is completely analogous to the previous one. 
The proof of the next lemma is similar to that of Lemma 22:
Lemma 23. Let  ∈ (0,0.25]. If φ− ∈ C1(R, (0,1)) satisﬁes the inequality
φ′′(t) − φ′(t) + φ(t)(1− φ(t − h)) 0
for all t ∈R \ {T1, . . . , Tm} and φ′′−(t),φ′−(t) are bounded on R \ {T1, . . . , Tm}, then (Kφ−)(t) φ−(t) for all
t ∈R.
Set φ±j+1 := (Kφ±j ), j  0, φ±0 := φ± , and let the increasing functions φ−  φ+ be as in Lem-
mas 22, 23. Then
φ−  φ−1  · · ·Φ− Φ+  · · · φ−j · · · · · ·φ+1  φ+,
where Φ±(t) = lim j→∞ φ±j (t) pointwise and φ±j are increasing (by Lemma 21).
Lemma 24. Φ± are wavefronts and Φ±(t) = lim j→∞ φ±j (t) uniformly on R.
Proof. Applying the Lebesgue’s dominated convergence theorem to φ−j+1 := Kφ−j , we obtain that
Φ−(t) = (KΦ−)(t). Differentiating this equation twice with respect to t , we deduce that Φ− : R→
(0,1) is a C2-solution of (13) (and thus Φ ′−(t) > 0). As a consequence of the Dini’s theorem, we have
that Φ−(t) = lim j→∞ φ−j (t) uniformly on compact sets. Since Φ−, φ−j are asymptotically constant and
increasing, this convergence is uniform on R. The proof for Φ+ is similar. 
Corollary 25. Eq. (3) has a monotone wavefront u(x, t) = ζ(x · ν + ct), |ν| = 1, connecting 0 with 1 if one of
the following conditions holds
(1) 0 h 1/e and 2 c;
(2) 1/e < h < h1 and 2 c < c∗(h).
Proof. It is an immediate consequence of Lemmas 11, 13, 18, 22–24. 
If c = c∗(h), the reasoning of the last proof does not apply because of the lack of explicit upper
solutions. Below, we follow an idea from [34, Section 6]:
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1/e < h h1 and c = c∗(h).
Proof. Case I. Fix some h ∈ (1/e,h1) and  = ∗(h). Then there exists a decreasing sequence  j ↓
∗(h) such that Eq. (13) has at least one monotone positive heteroclinic solution φ j(t) normalized by
φ j(0) = 0.5. It is clear that φ j(t) = (Aφ j)(t). Moreover, each y j(t) := 1− φ j(t) > 0 solves (17) so that
∣∣φ′j(t)∣∣=
∣∣∣∣∣1
+∞∫
t
e(t−s)/φ(s)
(
1− φ j(s − h)
)
ds
∣∣∣∣∣ 1, t ∈R.
Thus, by the Ascoli–Arzelà theorem combined with the diagonal method, {φ j} has a subsequence
{φ jk } converging (uniformly on compact subsets of R) to some continuous non-decreasing non-
negative function φ∗, φ∗(0) = 0.5. Applying the Lebesgue’s dominated convergence theorem to
φ jk (t) = (Aφ jk )(t), we ﬁnd that φ∗ is also a ﬁxed point of A. Hence, φ∗ : R → [0,1] is a mono-
tone solution of Eq. (13) considered with  = ∗(h). Since φ∗(0) = 0.5, φ∗ : R→ (0,1) is actually a
monotone wavefront.
Case II. Finally, let  = 0.25 and h = h1. This case can be handled exactly in the same way as Case I
if we keep  = 0.25 ﬁxed, replace A with B, and take some increasing sequence h j ↑ h1 instead of
 j ↓ ∗(h). 
Corollary 27. Assume that c = c∗(h), 1/e < h h1 , and let φ− be as in (12). If A is suﬃciently large, then
φ−  φ−1  · · · φ−j  · · ·Φ = KΦ,
where Φ is a wavefront and Φ(t) = lim j→∞ φ−j (t) uniformly on R.
Proof. If c = c∗(h) we will take the heteroclinic solution Φ− whose existence was established in
Lemma 26 as an upper solution. Due to (8), we can assume that
β+,1 := lim
t→+∞
(
1− Φ−(t)
)
t−1e−λ2t > 0.
Next, let φ− be deﬁned by (12). Since α− := limt→−∞ φ−(t)e−λt = 0 and
β−,1 := lim
t→+∞
(
1− φ−
(
t − 1
A
))
t−1e−λ2t = Ae−λ2/A > β+,1,
for suﬃciently large A, Lemma 18 implies that φ−(t) < Φ−(t+σ), t ∈R, for some σ . Finally, it suﬃces
to take φ+(t) := Φ−(t + σ) and repeat the proof of Lemma 24. 
6.3. Uniqueness
The uniqueness of wavefronts is an important and interesting topic. Among the most inﬂuential
contributions to it, we would like to mention the seminal papers [10] and [7], e.g. see [8,29,36]. In
particular, our method of proof follows a nice idea due to Diekmann and Kaper, see [10, Theorem 6.4].
Suppose that c 
= c∗(h) and let φ1, φ2 be two different (modulo translation) proﬁles of wavefronts
propagating at the same speed c. Due to Theorem 6, we may assume that φ1, φ2 have the same
asymptotic representation φ j(t) = 1 − eλ2t(1 + o(1)) at +∞. Moreover, φ j = Kφ j , where K = A if
c > 2 and K = B if c = 2. Set ω(t) := |φ2(t) − φ1(t)|e−λ2t . Then ω(±∞) = 0, ω(t)  0, t ∈ R, and
ω(τ) = maxs∈Rω(s) := |ω|0 > 0 for some τ . From the identity φ2 − φ1 = Kφ2 − Kφ1, we deduce that
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e−λ2τ
(μ− λ)
+∞∫
τ
(
eλ(τ−s) − eμ(τ−s))(ω(s)eλ2s +ω(s − h)eλ2(s−h))ds
<
|ω|0e−λ2τ
(μ − λ)
+∞∫
τ
(
eλ(τ−s) − eμ(τ−s))(eλ2s + eλ2(s−h))ds = |ω|0 = ω(τ), if c > 2;
ω(τ) < 4e−λ2τ
+∞∫
τ
(s − τ )eλ(τ−s)(ω(s)eλ2s +ω(s − h)eλ2(s−h))ds
< 4|ω|0e−λ2τ
+∞∫
τ
(s − τ )eλ(τ−s)(eλ2s + eλ2(s−h))ds = |ω|0 = ω(τ), if c = 2,
which is impossible. Hence, |ω|0 = 0 and the proof is complete.
7. Proof of Theorem 6
First, using the bilateral Laplace transform (Ly)(z) := ∫
R
e−sz y(s)ds (see e.g. [37]), we extend
[27, Proposition 7.1] (see also [3, Lemma 4.1] and [34, Lemma 22]) for the case J =R.
Lemma 28. Set χ(z) := z2 + αz + β + pe−zh and let y ∈ C2(R,R) satisfy
y′′(t) + αy′(t) + β y(t) + py(t − h) = f (t), t ∈R, (18)
where α,β, p,h ∈R and
y(t) =
{
O (e−Bt), as t → +∞,
O (ebt), as t → −∞; f (t) =
{
O (e−Ct), as t → +∞,
O (ect), as t → −∞, (19)
for some non-negative b < c, B < C,b + B > 0. Then, for each suﬃciently small σ > 0, it holds that
y(t) =
{
w+(t) + e−(C−σ )to(1), as t → +∞,
w−(t) + e(c−σ )to(1), as t → −∞,
where
w±(t) = ±
∑
λ j∈F±
Resz=λ j
[
ezt
χ(z)
∫
R
e−zs f (s)ds
]
is a ﬁnite sum of eigensolutions of Eq. (18) associated to the eigenvalues λ j ∈ F+ = {−C + σ < λi  −B}
and λ j ∈ F− = {bλi < c − σ }.
Proof. We will divide our proof into several parts.
Step I. We claim that there exist non-negative B ′,b′ such that B ′  B,b′  b, B ′ + b′ > 0 and
y′(t), y′′(t) =
{
O (te−B ′t), as t → +∞,
O (teb
′t), as t → −∞. (20)
We will distinguish two cases:
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fore y′(t) is uniformly continuous on R. Since B+b > 0 then either y(+∞) = 0, limsups→−∞ |y(s)| <
∞ or y(−∞) = 0, limsups→+∞ |y(s)| < ∞. Suppose, for example that B > 0 (hence y(+∞) = 0), the
other case being similar. Then, applying the Barbalat lemma, see e.g. [38], we ﬁnd that y′(+∞) = 0.
This implies that y′(t) = − ∫ +∞t y′′(s)ds = O (e−Bt) at t = +∞. Thus we may set B ′ = B . Now,
y′(t) = y′(0) + ∫ t0 y′′(s)ds = O (t) at t = −∞ so that we can choose b′ = 0.
Case B. Let now α 
= 0. For example, suppose that α > 0 (the case α < 0 is similar). Then, for
some ξ ,
y′(t) = ξe−αt +
t∫
−∞
e−α(t−s)
{
f (s) − β y(s) − py(s − h)}ds.
In fact, since the second term of the above formula is bounded on R and we cannot have y′(−∞) =
±∞ (due to the boundedness of y(t)), we obtain that ξ = 0. But then y′(t) = O (ebt), t → −∞ and
y′(t) = O (te−min{α,B}t), t → +∞. Note that b′ + B ′ = min{α + b, B + b} > 0. Finally, (18) assures that
(20) is also valid for y′′(t).
Step II. Applying the bilateral Laplace transform L to (18), we obtain that χ(z) y˜(z) = f˜ (z), where
y˜ = Ly, f˜ = L f and −B ′ < z < b′ . Moreover, from the growth restrictions (19), we conclude that y˜
is analytic in −B < z < b while f˜ is analytic in −C < z < c. As a consequence, H(z) = f˜ (z)/χ(z) is
analytic in −B < z < b and meromorphic in −C < z < c. Observe that H(z) = O (z−2), z → ∞, for
each ﬁxed strip Π(s1, s2) = {s1 z s2}, −C < s1 < s2 < c. Now, let σ > 0 be such that the vertical
strips c − 2σ < z < c and −C < z < −C + 2σ do not contain any zero of χ(z). By the inversion
formula [37, Theorem 5a], for each δ ∈ (−B,b), we obtain that
y(t) = 1
2π i
δ+i∞∫
δ−i∞
ezt y˜(z)dz = 1
2π i
δ+i∞∫
δ−i∞
ezt H(z)dz = w±(t) + u±(t), t ∈R,
where
w±(t) = ±
∑
λ j∈F±
Resz=λ j
ezt f˜ (z)
χ(z)
, u±(t) = 1
2π i
∓(c−σ )+i∞∫
∓(c−σ )−i∞
ezt H(z)dz.
The above sum is ﬁnite, since χ(z) has a ﬁnite set of the zeros in F± . Now, for a(s) = H(∓(c−σ)+ is),
we obtain that
u±(t) = e
∓(c−σ )t
2π
{∫
R
eista(s)ds
}
, t ∈R.
Next, since a ∈ L1(R), we have, by the Riemann–Lebesgue lemma, that
lim
t→∞
∫
R
eista(s)ds = 0.
Thus we get u±(t) = e∓(c−σ)to(1) at t = ∞, and the proof is completed. 
Now we can prove Theorem 6:
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y(t) = O (elt), t → +∞, for every negative l > (2)−1(1−√1+ 4 ). Moreover, f (t) := −y(t)y(t−h) =
O (e2lt), t → +∞, y(t) = O (1), t → −∞ and
 y′′(t) − y′(t) − y(t − h) = −y(t)y(t − h), t ∈R.
Therefore Lemma 28 implies that, for every small σ > 0,
y(t) =
∑
2l+σ<λ jl
Resz=λ j
ezt f˜ (z)
χ(z)
+ e(2l+σ )to(1), t → +∞.
Now, observe that (2)−1(1 − √1+ 4 ) > λ2 so that either λ2 ∈ (2l + σ , l) or λ2  2l. In the latter
case, we obtain y(t) = e(2l+σ)to(1), t → +∞, which allows to repeat the above procedure till the
inclusion λ2 ∈ (2 jl + σ ,2 j−1l) is reached for some integer j. In this way, assuming that λ1 < λ2, for
each small σ > 0, we ﬁnd that
y(t) = ηeλ2t + O (e(λ2−σ )t), where η :=
∫
R
e−λ2s y(s)y(s − h)ds
−χ ′(λ2) > 0. (21)
Now, if c = c∗(h) (i.e. λ1 = λ2), we obtain analogously that
y(t + t0) = ξteλ2t + O
(
e(λ2−σ )t
)
, t → +∞,
for some appropriate t0 and ξ > 0.
Suppose now that h ∈ (0,h0], c  c#(h). Then Lemmas 9, 10 imply that λ j < λ1  2λ2. This
means that formula (21) can be improved as follows:
y(t) = ηeλ2t + O (e(2λ2+σ )t), t → +∞.
Finally, if h ∈ (0.5 ln2,h0] and c ∈ (c#(h), c∗(h)), it holds that 2λ2 < λ1 < λ2. Then
y(t) =
∑
2λ2+σ<λ jλ2
Resz=λ j
ezt f˜ (z)
χ(z)
+ e(2λ2+σ )to(1)
= ηeλ2t + θeλ1t + e(λ1−σ )to(1), where θ :=
∫
R
e−λ1s y(s)y(s − h)ds
−χ ′(λ1) < 0.
Case II: asymptotics at t = −∞. This case is much easier to analyze since the characteristic polyno-
mial z2 − z + 1 of the variational equation
 y′′(t) − y′(t) + y(t) = 0,  ∈ (0,0.25], (22)
along the trivial equilibrium of (13) has only two real zeros 0< λμ. It is easy to check that 2λμ
if and only if c  1.5
√
2= 2.121 . . . .
Since φ(−∞) = 0 and Eq. (22) is exponentially unstable on R− , we conclude that the perturbed
equation
 y′′(t) − y′(t) + y(t)(1− φ(t − h))= 0
1786 A. Gomez, S. Troﬁmchuk / J. Differential Equations 250 (2011) 1767–1787is also exponentially unstable on R− (e.g. see [9]). As a consequence, φ(t) = O (emt), t → −∞, for
some m > 0. Now we can proceed as in Case I, since
φ′′(t) − φ′(t) + φ(t) = f1(t),
with f1(t) := φ(t)φ(t − h) = O (e2mt). The details are left to the reader. 
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