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Abstract 
Line Spectral Frequencies (LSF) provide an alternate parameterization of the analysis 
and synthesis filters used in Linear Predictive Coding (LPC) of speech. In this paper, a 
new method of quantization over the LSF vectors using the Karhunen-Loeve transform 
is presented. The new technique, which operates at about 1.8 kbits/s, has good quality 
and is not sensitive to quantization noise. \Yhen compared with other existing methods, 
this algorithm is better in terms of robustness and complexity. 
Keywords: speech coding, low bit rate, Linear Predictive Coding, Line Spectral Frequen-
cies, Karhunen-Loeve transform. 
1. Introduction 
Various speech Linear Predictive Coding methods have been studied for 
speech transmission at low bit rate. The LSF speech analysis method is 
known as one of the most powerful LPC techniques. The LSF parameters 
are completely equivalent, in a mathematical sense, to other LPC coeffi-
cients, such as the predictor or parcor coefficients. However, the LSF pa-
rameters have some interesting properties for quantization and interpola-
tion which make them more attractive than the other LPC coefficients. 
The emphasis of this work is on the efficient and accurate quantization 
of the LSF parameters. However, the improved performance of this system 
is based on properties of specific Karhunen-Loeve (KL) transfor,m, which 
is determined from a statistical characteristic of LSF by analysing a speech 
data base. 
The rest of the paper is organized as follows. Section 2 includes a re-
view of the LSF speech analysis method, and we also mentioned the main 
properties of the LSF parameters. In Section 3, we describe the mathe-
matical form of Karhunen-Loeve transform and we show how to use it to 
quantize efficiently the LSF coefficients in speech coding. In Section 4 we 
describe the statistical properties of the LSF coefficients in order to de-
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termine the Karhunen-Loeve transform matrix, and the suggested coding 
scheme using optimized nonuniform LIoyd-Max quantizer is presented. Fi-
nally, Section 5 contains our studies, conclusion and suggestions for further 
research. 
2. Line Spectral Frequencies 
The Line Spectrum Frequencies (LSF or Line Spectrum Pair LSP) transfor-
mation of the LPC predictive coefficients was first introduced by ITAKCRA 
in 1975 [1]. The starting point for deriving the LSF parameters is the re-
sponse of the order P prediction error filter 
P 
Ak(z) = 1 - L akZ-k. (1) 
k=l 
The coefficients {ak} are the direct form predictive coefficients. In speech 
coding, the LPC coefficients are known to be inappropriate for quantization 
because of their relatively large dynamic range. Moreover, one or other 
pole of LPC filter may exists outside the unit circle in consequence of the 
quantization error, which cause filter instability problems. Different sets of 
parameters representing the same spectral information, such as reflection 
coefficients and log area ratios, etc., were thus proposed for quantization in 
order to alleviate the above mentioned problems. The LSF parameters have 
both well-behaved dynamic range and filter stability preservation property, 
and can be used to encode LPC spectral information even more efficiently 
than many other parameters. 
From Eg. (1), Adz) may be decomposed to a set of two transfer func-
tions, one having even symmetry, and the other one having odd symmetry. 
This can be accomplished by taking a sum and a difference between Ad z) 
and its conjugate function as follows 
Sum filter: 
P () A () - (k-'-l) A ( -1 \ k+1 Z =.tik z + z '.tik z ) 
Difference filter: 
Q () A () -(k+I) A ( -1) k+1 z = .'"ik z - Z .'"ik Z 
The LPC analysis filter, reconstructed by the use of these two filters, is 
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Three important properties of Pk+l(Z) and of Qk+l(Z) are listed as fol-
lows [2]: 
All zeros of Pk+1(Z) and Qk+l(Z) are on the unit circle. 
Zeros of Pk+ 1 (z) and Q k+l (z) are interlaced with each other 
(Wl < W2 < . . . < wp ) 
- The minimum phase property of Ak (z) is preserved after quantization 
of the zeros of Pk+l(Z) and Qk+l(Z), 
Since all roots of Pk+l(Z) and Qk+l(Z) are on the unit circle, they can be 
expressed as e j ;.,;,. The Wi-S are then called the LSP frequencies (LSF). Since 
the LSF parameters are frequencies, they are quantized in the frequency 
axis, thereby the LPC filter is stable if the order of the LSF coefficients is 
valid. The first two properties are useful for finding the roots of Pk+ 1 (z) 
and Qk+l(Z). The third property ensures the stability of the synthesis filter. 
In the LSF representation some intrinsic properties of them permit 
more efficient quantization than other parameters [3, 4]. One useful prop-
erty of the LSF is that an error in one line spectrum affects the all-pole 
spectrum only near that frequency (i.e., frequency selective). Thus, LSF 
coefficients may be quantized in accordance with properties of auditory per-
ception, namely, coarser quantizer may be applied for high-frequency com-
ponents of the spectral envelope. Another useful prope~ty is that a given 
LSF set has fixed spectral error sensitivities which can be estimated read-
ily to benefit parameter quantization. We also mentioned that quantiza-
tion error of the LSF coefficients does not cause filter instability problem 
because they do not act as a filter coefficient in this representation. 
3. Karhunen-Loeve Transforlll 
We used the orthogonal Karhunen-Loeve transform in order to reduce the 
residual redundancy in a set of the LSF coefficients. The discrete-time 
Karhunen-Loeve transform is defined below. 
Let Rx = E{XXT}, the autocorrelation matrix of the column vector 
X of the LSF coefficients. Let Ui denote the eigenvectors of Rx (normal-
ized to unit norm) and Ai the corresponding eigenvalues. Since any auto-
correlation matrix is symmetric and nonnegative definite, there are orthog-
onal eigenvectors (k vectors) and the corresponding eigenvalues are real 
and nonnegative. 
The Karhunen-Loeve transform matrix is then defined as T = UT, 
where U = [Ul U2 ... Uk], that is, the columns of U are the eigenvectors 
of Rx. 
We note that there is only one transform matrix T, which can be de-
termined from the average Rx over all speech-frame of the input sequence. 
78 H. L. VU 
However, the Karhunen-Loeve transform can be applied directly to speech 
signal, but we will get the impracticable large matrix in this case. 
The transform coefficients can be expressed in the form Y = T X, as 
the elements of column vector Y. Then the auto correlation matrix of Y is 
given by 
Thus we see that the Karhunen-Loeve transform does indeed decorrelate 
the input vector, namely the elements of column vector Y are uncorrelated. 
The LSF coefficients are given back by inverse transform: 
X = TTy = UY. 
It has been known [5] that the Karhunen-Loeve transform is indeed the 
best possible transform for minimizing the overall distortion of quantization 
error for a given bit allocation. 
o 500 1000 1500 2000 2500 3000 3500 4000 
Fig. 1. The distribution plots for the first 4 LSF (horizontal axis is in Hz) 
4. Statistical Properties of LSF and Coding Schemes 
We study the statistical property of LSF by using a different speech data 
base of male and female speech data. Each frame is 20 ms long and 10th 
order LPC analysis is employed. The distribution plots of the first 4 LSF 
coefficients are shown in Fig. 1 and the last 6 LSF parameters are shown 
in Fig. 2, respectively. 
Our investigation indicates that the LSF parameters within frame, 
and from frame to frame, are correlated. Thus after decorrelating a set of 
the LSF coefficients by Karhunen-Loeve transform, we get a set of coeffi-
cients which has the following properties: 
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o 500 1000 1500 2000 2500 3000 3500 4000 
Fig. 2. The distribution plots of the last 6 LSF (horizontal axis is in Hz) 
Coefficients are uncorrelated, thus we can quantize them indepen-
dently. 
Some of them have a dominant value, other remaining values are much 
smaller. Therefore the small value coefficients need not be quantized 
and transmitted. 
The dynamic range of Karhunen-Loeve coefficients is less than the 
LSF coefficients' dynamic range, namely, these parameters can be 
more efficiently quantized. 
Since the LSF coefficients are interlaced with eacl:i. other, there is a 
possibility to interpolate from one coefficient to the other within frame 
or between frames in order to smooth the spectrum of speech. 
From our previous discussion (Section 2), the high-frequency components of 
the speech spectral envelope can be quantizeci even more coarsely because a 
spectrally less sensitive line spectrum only influences the all-pole spectrum 
near the perceptually less critical spectral valleys. In addition, the LSF 
parameters lend themselves to frame to frame interpolation with smooth 
spectral changes because of their frequency domain interpretation. For this 
reason there exists a speech waveform method, in which the high-frequency 
coefficients are not transmitted and will be regenerated at the receiver 
from the lower frequency components. In this case the high-frequency 
parameters are totally lost. 
In this paper we propose a new method derived from the Karhunen-
Loeve transform to reduce the high-frequency distortions. The first 4 LSF 
coefficients are encoded directly into 4 bits for each parameter. The re-
maining coefficients then are transformed with Karhunen-Loeve matrix, 
but only three dominant Karhunen-Loeve coefficients are quantized (into 
3 bits for each parameter) and transmitted. 
The Karhunen-Loeve symmetric transform matrix (6 x 6) was com-
puted from average Rx values from speech data bases (both of male and of 
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female). We remark that this transform matrix is quite speaker indepen-
dent, thus it is not required to transmit in every speech frame. 
At the receiver three parameters, which have been chosen by us from 
our experiment of studying of different speech data bases, and other domi-
nant Karhunen-Loeve coefficients produce the high-frequency components 
by inverse Karhunen-Loeve transform. The spectral envelope (formans 
structure) of voiced segments of original speech, reconstructed speech based 
on LPC and based on LSF are shown in Fig. 3, Fig. 4, Fig. 5, respectively: 
104 Original vowel 5~x ____ -r ____ -' ____ -T ____ ~ ____ -' ____ ~ 
-5L---~~--~----~----~----~----~ 
o 50 100 150 200 250 300 
Spectrum of org. speech 
50L---~--~--~--~--~--~--~--~ 
o 500 1000 1500 2000 2500 3000 3500 4000 
Frequency [Hz] 
Fig. 3. Voiced segments and their short-time spectrum 
It can be seen that with a 30% reduction in bit rate requirements 
(from 36 bits /frame to 25 bits/frame), the spectrum of reconstructed speech 
from LSF coders is similar to the spectrum of LPC coders. We have also 
investigated the assessment of speech quality by objective test, such as the 
Cepstrum Distance Measure [6}: 
1 
D = [[C,(O) - c,(O)J' + 2 ~[C'(k) - C,(k)J'] ' [dBJ 
where cx(k),cy(k), k = 0,1,2, ... denote the original and distorted speech 
cepstrum coefficients, respectively. 
It is known that this spectral distortion measure is highly correlated 
with a subjective test result (the correlation has ranged from 0.8 to 0.9) 
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Fig. 5. Voiced segments from LSF coders and their spectrum 
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[3,4]. To a great surprise, the resulting cepstrum distortion for LSF coders, 
when 25 bits are used to represent speech spectrum, is less than the distor-
tion of 36 bits used in representing LPC coders. (The spectral distortions 
are 12.13 dB and 11.77 dB for LPC and LSF coders, respectively!). We 
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also mention that optimized nonuniform quantizers are used with Lloyd-
Max algorithm to design minimal mean-squared error (distortion) quanti-
zation operation. 
Our results of reconstructed speech both from coders based on LPC 
and based on LSF are shown in Fig. 6. 
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LSF speech ai 1,8 kbiis/s 
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Fig. 6. Original and reconstructed speech in time domain 
5. Conclusion and Further Studies 
This paper presents the use of Karhunen-Loeve transform for the LSF coef-
ficients in low bit rate speech encoding. The basic idea in developing these 
schemes has been to reduce the high-frequency distortions by transforming 
of the LSF coefficients before using quantization of speech parameters. 
We note that the distortion caused by the LSF coders was less audible 
than for other coders with a popular parameter in speech coding. Further 
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study in speech degradation is required, when the Karhunen-Loeve matrix 
is changed significantly between different speech sources, and we also try to 
eliminate this effect by interpolating the LSF coefficients within the speech 
frame. 
Replacing the scalar quantization by the vector quantization is among 
the interesting ideas for further research on this subject [7]. 
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