A set X of vertices of a graph G is called a clique cut of G if the subgraph of G induced by X is a complete graph and the number of connected components of G − X is greater than that of G. A clique cut X of G is called a chordal cut of G if there exists a union U of connected components of G−X such that G[U ∪X] is a chordal graph.
Introduction and Preliminaries

Introduction
A set X of vertices of a graph G is called a clique of G if the subgraph of G induced by X is a complete graph. A set X of vertices of a graph G is called a vertex cut of G if the number of connected components of G − X is greater than that of G. We call a vertex cut X of G a clique cut of G if X is a clique of G. A clique cut X of G is called a chordal cut of G if there exists a union U of connected components of G − X such that G[U ∪ X] is a chordal graph.
In this paper, we consider the following problem:
Problem. Given a graph G, does the graph have a chordal cut?
Example. A cycle has no clique cut and so has no chordal cut.
Example. Every clique cut of a chordal graph is a chordal cut.
This paper is organized as follows: Subsection 1.2 describes the authors' motivation to consider this problem. Subsection 1.3 prepares some lemmas which will be used in the following sections. Section 2 presents a main result of this paper. We show that K 2,2,2 -free hole-edge-disjoint graphs have chordal cuts if they satisfy a certain condition. Section 3 shows that the main result can be applied to obtain a sharp upper bound for the competition numbers of graphs.
Motivation
Some problems on the competition numbers of graphs motivated us to consider the problem stated above.
The competition graph of a digraph D, denoted by C(D), has the same set of vertices as D and an edge between vertices u and v if and only if there is a vertex x in D such that (u, x) and (v, x) are arcs of D. The notion of competition graph was introduced by Cohen [2] as a means of determining the smallest dimension of ecological phase space. Roberts [13] observed that any graph together with sufficiently many isolated vertices is the competition graph of an acyclic digraph. Then he defined the competition number k(G) of a graph G to be the smallest number k such that G together with k isolated vertices added is the competition graph of an acyclic digraph. It does not seem to be easy in general to compute k(G) for all graphs G, as Opsut [12] showed that the computation of the competition number of a graph is an NPhard problem. It has been one of important research problems in the study of competition graphs to characterize a graph by its competition number. Now we recall a theorem which shows that a chordal cut of a graph is related to its competition number. 
Preliminaries
First let us fix basic terminology. A walk in a graph G is a vertex sequence For a hole C in a graph G, we denote by X (G) C the set of vertices which are adjacent to all the vertices of C:
For a graph G and a hole C of G, we call a walk (resp. path) W a C-avoiding walk (resp. C-avoiding path) if the following hold:
(1) None of the internal vertices of W are in
C , (2) If the length of W is 1, then one of the two vertices of W is not in
C,uv denote the set of all C-avoiding (u, v)-paths in G. For a hole C ∈ H(G) of a graph G and an edge e = uv ∈ E(C) of the hole C, we define
It is easy to see that T
C,e and S (G)
C,e = ∅. Also note that the set S (G) C,uv is not empty if and only if G has a C-avoiding (u, v)-path. We call a graph G a hole-edge-disjoint graph if all the holes of G are mutually edge-disjoint. We say that a graph is K 2,2,2 -free if it does not contain the complete tripartite graph K 2,2,2 as an induced subgraph. The following are some fundamental properties of K 2,2,2 -free hole-edge-disjoint graphs.
free hole-edge-disjoint graph and let C ∈ H(G). Then the following hold:
(1) G has no C-avoiding path between two non-adjacent vertices of C,
Proof. It follows from [9, Theorem 2.18]. Lemma 1.3. Let G be a K 2,2,2 -free hole-edge-disjoint graph and let C ∈ H(G) and e ∈ E(C). If S (G)
C,e is a vertex cut of G. Proof. If the length of C is at least 5, then it follows from [9, Lemma 2.11]. We can also prove the lemma similarly when the length of C is equal to 4 since G is K 2,2,2 -free.
C,e is a clique cut of G. Proof. It follows from Lemmas 1.2 and 1.3.
Proof. It follows from [9, Lemma 3.1].
We close this subsection with noting that the set S C,e = ∅.
C,e = ∅. Now we show the "only if" part. Let e = uv and suppose that S (G) C,uv = ∅. Then G has a C-avoiding (u, v)-path. Let P := uw 1 · · · w l−1 v be a shortest path among all C-avoiding (u, v)-path in G, where l ≥ 2. Then the path P and the edge uv form an induced cycle C ′ which share the edge uv with the hole C. Since G is holeedge-disjoint, C ′ must be a triangle. Therefore, the length l of P is equal to 2, i.e., P = uw 1 v. Hence
Main Results
For a hole C in a graph G and an edge e of C, if there is no confusion, we denote the sets X (G)
C,e , and T
(G)
C,e defined by (1.1)-(1.4) simply by X C , X C,e , S C,e , and T C,e , respectively. Let G be a K 2,2,2 -free hole-edge-disjoint graph. For a hole C in G and an edge e = uv of C, we define Q C,e and U C,e as follows (see Figure 1 for an illustration):
Q C,e the connected component of G−X C,e containing V (C)\{u, v} U C,e the union of the connected components of G − X C,e − Q C,e each of which contains a vertex in T C,e
Note that T C,e ⊆ V (U C,e ). We say that G has the chordal property if there exist C ∈ H(G) and e ∈ E(C) such that the graph G[V (U C,e ) ∪ X C,e ] is chordal. In this definition, X C,e is a chordal cut of G if T C,e = ∅. Now we present our main result:
C,e = ∅ for any C ∈ H(G) and any e ∈ E(C). Then G has the chordal property. Consequently, G has a chordal cut.
Proof. Since S C,e = ∅ for any C ∈ H(G) and any e ∈ E(C), T C,e = ∅ holds for any C ∈ H(G) and any e ∈ E(C) by Proposition 1.6. In addition, by Proposition 1.4, X C,e is a clique cut of G for any C ∈ H(G) and any e ∈ E(C). We will show that one of these clique cuts is a chordal cut of G by contradiction.
Suppose that G does not have the chordal property. Then, for any C ∈ H(G) and any e ∈ E(C), the graph G[V (U C,e ) ∪ X C,e ] contains a hole. Now we fix a hole C * ∈ H(G) and an edge e * ∈ E(C * ). By our assumption, G[V (U C * ,e * ) ∪ X C * ,e * ] contains a hole. Then, for any hole C in G[V (U C * ,e * ) ∪ X C * ,e * ], the following Claims 1-4 hold: Claim 1. If there exists e = uv ∈ E(C) such that T C,e ⊆ V (U C * ,e * ) ∪ X C * ,e * , then {u, v} ⊂ X C * ,e * Proof of Claim 1. Since T C,e ⊆ V (U C * ,e * ) ∪ X C * ,e * , there exists a vertex w in T C,e \ (V (U C * ,e * ) ∪ X C * ,e * ). Suppose that one of u, v is not contained in X C * ,e * . Without loss of generality, we may assume that u is not in X C * ,e * . Then u is contained in V (U C * ,e * ) since u ∈ V (C) and V (C) is contained in V (U C * ,e * ) ∪ X C * ,e * . Since w ∈ X C * ,e * , the vertices u and w are still adjacent in G − X C * ,e * . However w ∈ V (U C * ,e * ) while u ∈ V (U C * ,e * ). This implies that u and w belong to different components of G − X C * ,e * and so we reach a contradiction. Thus, {u, v} ⊂ X C * ,e * .
G U C,e
Q C,e X C,e G − X C,e Figure 1 : Q C,e and U C,e in G − X C,e Claim 2. |{e ∈ E(C) | T C,e ⊂ V (U C * ,e * )}| ≥ |E(C)| − 2, Proof of Claim 2. By contradiction. Suppose that |{e ∈ E(C) | T C,e ⊂ V (U C * ,e * )}| < |E(C)| − 2. Then |{e ∈ E(C) | T C,e ⊂ V (U C * ,e * )}| > |E(C)| − (|E(C)| − 2) = 2, and so there exist two distinct edges e 1 = u 1 v 1 and e 2 = u 2 v 2 on C such that T C,e 1 \ V (U C * ,e * ) = ∅ and T C,e 2 \ V (U C * ,e * ) = ∅. Take vertices w 1 ∈ T C,e 1 \ V (U C * ,e * ) and w 2 ∈ T C,e 2 \ V (U C * ,e * ). Then u 1 w 1 v 1 and u 2 w 2 v 2 are C-avoiding paths. Since u 1 , v 1 , u 2 , v 2 are on the hole C, at least one pair of vertices in T := {u 1 , v 1 , u 2 , v 2 } is not adjacent. Therefore there exists a vertex in T but not in X C * ,e * . Without loss of generality, we may assume that u 1 ∈ X C * ,e * . By Claim 1, T C,e 1 ⊂ V (U C * ,e * ) ∪ X C * ,e * . Since T C,e 1 ∩ V (U C * ,e * ) = ∅, T C,e 1 ⊂ X C * ,e * and so w 1 ∈ X C * ,e * . Suppose that w 2 ∈ X C * ,e * . Since X C * ,e * is a clique by Lemma 1.2 (2), w 1 and w 2 are adjacent. Then there exist both a C ′ -avoiding (u 1 , u 2 )-path and a Cavoiding (u 1 , v 2 )-path, contradicting Lemma 1.2 (1). Thus w 2 ∈ X C * ,e * . Then w 2 ∈ V (U C * ,e * ) ∪ X C * ,e * . By Claim 1, {u 2 , v 2 } ⊂ V (U C * ,e * ) ∪ X C * ,e * . This implies that u 1 w 1 u 2 and u 1 w 1 v 2 are C-avoiding paths, which contradicts Lemma 1.2 (1).
Claim 3.
For some e ′ ∈ {e ∈ E(C) | T C,e ⊂ V (U C * ,e * )}, there is no Cavoiding path from any vertex in T C,e ′ to any vertex in X C * ,e * in G.
Proof of Claim 3. By Claim 2, there exist two distinct edges e 1 = u 1 v 1 and e 2 = u 2 v 2 in {e ∈ E(C) | T C,e ⊂ V (U C * ,e * )}. That is, T C,e 1 ⊂ V (U C * ,e * ) and T C,e 2 ⊂ V (U C * ,e * ). Suppose that G has C-avoiding paths P 1 and P 2 from w 1 to a vertex in X C * ,e * and from w 2 to a vertex in X C * ,e * , respectively, for some w 1 ∈ T C,e 1 and w 2 ∈ T C,e 2 . Then P 1 P −1 2 contains a C-avoiding (w 1 , w 2 )-path. However, this path extends to a C-avoiding (u 1 , v 2 )-path, which contradicts Lemma 1.2 (1). This argument implies that for at least one of T C,e 1 , T C,e 2 , G has no C-avoiding path from any of its vertices to any vertex in X C * ,e * . Without loss of generality, we may assume that T C,e 1 satisfies this property (for, otherwise, we can relabel the vertices on C so that the vertex u 2 is labeled as u 1 ).
Claim 4.
For some e ′ ∈ {e ∈ E(C) | T C,e ⊂ V (U C * ,e * )},
Proof of Claim 4. By Claim 3, there exists e 1 = u 1 v 1 ∈ {e ∈ E(C) | T C,e ⊂ V (U C * ,e * )}, such that G has no C-avoiding path from any vertex in T C,e to any vertex in X C * ,e * . Since V (C) ⊂ V (U C * ,e * ) ∪ X C * ,e * by the choice of C, it holds that {u 1 , v 1 } ⊂ V (U C * ,e * ) ∪ X C * ,e * . Now take a vertex x in X C . If x ∈ X C * ,e * , then x is still adjacent to a vertex on C in G − X C * ,e * and so x ∈ V (U C * ,e * ). Therefore X C ⊂ V (U C * ,e * ) ∪ X C * ,e * and thus
Then, since any vertex in W and z belong to a component of U C,e 1 , any vertex in W and z are connected by a Cavoiding path. Thus, by Claim 3, W ∩ X C * ,e * = ∅ and so W is a connected subgraph of G − X C * ,e * . Since T C,e 1 ⊂ V (U C * ,e * ), we have z ∈ V (U C * ,e * ). Therefore, V (W ) ⊂ V (U C * ,e * ) since z belongs to W , which is connected in G − X C * ,e * . Since y ∈ V (W ), we have y ∈ V (U C * ,e * ). We have just shown
Furthermore, by Claim 2, there is another edge e 2 = u 2 v 2 ∈ E(C) such that T C,e 2 ⊂ V (U C * ,e * ). Now take w 2 in T C,e 2 . Then w 2 ∈ V (U C * ,e * ) ∪ X C * ,e * . However, w 2 ∈ V (U C,e 1 ) ∪ X C,e 1 since w 2 is still adjacent to at least one of u 2 , v 2 in G − X C,e 1 . Thus V (U C,e 1 ) ∪ X C,e 1 V (U C * ,e * ) ∪ X C * ,e * and the claim follows.
To complete the proof, we denote by H C,e the set of holes in G[V (U C,e ) ∪ X C,e ] for C ∈ H(G) and e ∈ E(C). Let C 1 ∈ H(G) and e 1 ∈ E(C 1 ). By our assumption that G does not have the chordal property, there exists a hole C 2 ∈ H C 1 ,e 1 . By Claim 4, there exists e 2 ∈ {e ∈ E(C 2 ) | T C 2 ,e ⊂ V (U C 1 ,e 1 )} such that V (U C 2 ,e 2 ) ∪ X C 2 ,e 2 V (U C 1 ,e 1 ) ∪ X C 1 ,e 1 . Again, by our assumption, there exists a hole C 3 ∈ H C 2 ,e 2 . Then, by Claim 4, there exists e 3 ∈ {e ∈ E(
Repeating this process, we have C 1 , C 2 , . . . , C i , . . . and e 1 , e 2 , . . . , e i , . . . such that
which is impossible since V (U C 1 ,e 1 ) ∪ X C 1 ,e 1 is finite. This completes the proof.
The following theorem gives another sufficient condition for the existence of a chordal cut. Theorem 2.2. Let G be a K 2,2,2 -free hole-edge-disjoint graph. Suppose that there exists a hole C ∈ H(G) such that
Then G has the chordal property. Consequently, G has a chordal cut.
Proof. Let C be a hole of G such that |{e ∈ E(C) | S C,e = ∅}| ≥ h(G). Then there exists an edge e ∈ E(C) such that S C,e = ∅ and G[V (U C,e ) ∪ X C,e ] does not contain any holes, i.e., G[V (U C,e ) ∪ X C,e ] is a chordal graph. By Proposition 1.4, X C,e is a clique cut. Therefore X C,e is a chordal cut of G and thus the theorem holds.
An Application
Kim [4] conjectured that k(G) ≤ h(G) + 1 holds for a graph G (see [1, 3, 4, 5, 6, 7, 8, 9, 10, 11] for the studies on this conjecture). It was shown in [10] (see also [5] ) that this conjecture is true for any K 2,2,2 -free hole-edge-disjoint graph. Theorem 2.1 gives another proof for it. Proof. We prove by induction on h = h(G). The case h = 0 corresponds to a theorem by Roberts [13, Corollary 3] . Suppose that the statement holds for any K 2,2,2 -free hole-edge-disjoint graph with exactly h − 1 holes for h ≥ 1. Let G be a K 2,2,2 -free hole-edge-disjoint graph with exactly h holes.
First, we consider the case where there exist C ∈ H(G) and e ∈ E(C) such that T C,e = ∅. Then, by Proposition 1.6, S C,e = ∅. By Lemma 1.5, G−e is a K 2,2,2 -free hole-edge-disjoint graph with at most h−1 holes. By induction hypothesis, there exists an acyclic digraph D Next, we consider the case where T C,e = ∅ for any C ∈ H(G) and any e ∈ E(C). Then, by Proposition 1.6, S C,e = ∅. Therefore, by Theorem 2.1, G has the chordal property. That is, there exist a hole C * ∈ H(G) and an edge e * ∈ E(C) such that G[V (U C * ,e * ) ∪ X C * ,e * ] is chordal. Let H C * ,e * be the subgraph of G induced by V (G) \ V (U C * ,e * ). Then H C * ,e * does not contain any C-avoiding path by the definition of U C * ,e * . Moreover, H C * ,e * is K 2,2,2 -free. Thus the graph G 1 := H C * ,e * − e * contains at most h − 1 holes by Lemma 1.5. By the induction hypothesis, we have k(G 1 ) ≤ h. Let G 2 := G[V (U C * ,e * ) ∪ X C * ,e * ]. Then G 2 is a chordal graph and X C * ,e * is a clique of G 2 . Moreover, E(G 1 )∪E(G 2 ) = E(G), and V (G 1 )∩V (G 2 ) = X C * ,e * . Hence, by Theorem 1.1, k(G) ≤ h + 1.
