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Abstract 
Howell, L.H., Numerical conformal mapping of circular arc polygons, Journal of Computational and 
Applied Mathematics 46 ( 1993) 7-28. 
Solutions to the Schwarzian differential equation are conformal maps from the upper half-plane to 
circular arc polygons, plane regions bounded by straight line segments and arbitrary arcs of circles. We 
develop methods for numerically integrating this equation, both directly and through the use of a related 
linear differential equation. Particular attention is given to the behavior near corner singularities. We 
also derive alternate versions of the transformation which map from the unit disk and from an infinite 
strip. While the former may be of primarily theoretical interest, the latter can be used to map highly 
elongated regions such as channels for internal flow problems. Such regions are difficult or impossible 
to map from the disk or the half-plane due to the so-called crowding phenomenon. 
Keywords: Schwarz-Christoffel transformation; Schwarzian; ordinary differential equation; elongated 
regions; crowding; conformal mapping. 
1. Introduction 
Though the Schwarz-Christoffel transformation has been widely used for computing conformal 
maps onto both bounded and unbounded polygons, its use as a general conformal mapping tool is 
limited by its restriction to regions with straight sides. One popular way of extending the method to 
support curved boundaries is by considering the limit of a large number of sides. Analytic treatments 
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Fig. 1. Conformal map of the unit disk onto a circular arc polygon. The lines shown are images of radii and 
concentric ircles in the disk. 
using this approach date back at least to Woods [ 171 in 1961, and fully numerical implementations 
have existed for over a decade (cf. [2,5,8,15] ). There is another approach to Schwarz-Christoffel 
problems with curved sides, however, which has received relatively little attention. 
Many curved regions of practical interest are bounded by straight lines and arcs of circles. In 
1869 Schwarz [ 13 ] showed that any mapping w = f (z ) from the upper half-plane to such a region 
satisfies the ordinary differential equation 
(f,z)= ;$ l-4 ++-, 
jzl (2 - Zj)' 
j=l 
(1.1) 
where zj is the location of the jth prevertex on the real axis, ajn is the interior angle at the vertex 
wj = f (Zj ), and the /3j are y1 additional real parameters which do not have a simple geometric 
interpretation. Figure 1 shows a map onto a circular arc polygon from the unit disk, which is 
conformally equivalent to the upper half-plane. The notation {f, z} is shorthand for the expression 
{f,z} = [+I’- f [El*, 
often called the Schwarzian differential operator or simply the Schwarzian. Equation 
similarly been referred to as the Schwarzian differential equation. 
Thorough discussions of the derivation and analytic properties of the Schwarzian and 
(1.2) 
(1.1) has 
(1.1) can 
be found in [7,12]. Most important for our purposes is the fact that the operator (1.2) is invariant 
under Mijbius transformations in the w-plane, i.e., {M o f, z} = {f, z}, where 
M(w) = 
aw + b 
GZ-Z’ 
ad - bc # 0. (1.3) 
These are the transformations which send circular arcs into other circular arcs, and thus send 
circular arc polygons into other circular arc polygons, where straight line segments are included as 
a special limiting case. There is a one-to-one correspondence between Mijbius transformations of 
the image polygon and sets of initial conditions for f, f’ and f” in the Schwarzian differential 
equation. Also, if a Mijbius transformation M is chosen that sends a vertex Wj to the origin and 
both of the sides meeting at that vertex to straight lines- the side toward w,+ I being the positive 
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real axis- then the mapping function M o f can be expressed in the form (z - Zj )“I& (z 1, where 
gj is a nonzero analytic function with a real Taylor series about zj, and 
1 -CK; gj(Zj) 
Bj=------. 
Qj gj(Zj) 
(1.41 
As with the more familiar Schwarz-Christoffel transformation, only three of the prevertices Zj can 
be chosen a priori for the map onto any given polygon; this is a consequence of the Riemann mapping 
theorem. There is no known analytic procedure for determining the remaining prevertices, so they 
must be computed numerically. Equation ( 1.1) depends on the so-called accessory parameters /Ij as 
well, which must also be determined numerically, but are known to satisfy three equality constraints 
n 
C Pj = 07 (1.5) 
j=l 
n 
C[2/3jZj + (1 -a;>1 = O (1.6) 
j=l 
and 
2 [pjZ,2 + (1 - aj)Zj] = 0. (1.71 
j=l 
The existence of unknown constants in the transformation formula for y1 2 3 is commonly known 
as the parameter problem. Obtaining these parameters involves the solution of a system of nonlinear 
equations; this and the numerical integration of the transformation equation itself are the two main 
computational problems encountered with all relatives of the Schwarz-Christoffel transformation. 
Except for those few special cases where analytic solutions are possible, all Schwarz-Christoffel 
calculations follow essentially the same pattern. First, initial guesses must be made for the unknown 
parameters. There are no known heuristics for making good guesses for general problems, so 
typically something simple is used, such as equally spaced prevertices. The mapping function is 
then integrated numerically along a number of contours in order to determine the shape of the image 
polygon corresponding to the chosen parameters. This computed polygon will generally differ from 
the desired region-some sides will have the wrong length, and in the case of circular arc polygons 
some will have the wrong curvature. Based on the observed differences, changes are made to the 
unknown parameters and a new image polygon is computed. If the adjustments are appropriate, 
successive approximations will eventually converge to the correct parameter set/image polygon. 
Some researchers, see, e.g., [ 8,151, have designed their own iterative procedures for solving this 
parameter problem. Others, see, e.g., [ 1,161, have used various nonlinear equations packages to 
automate the process. (We apply this approach to a circular arc problem in Section 7.) In either 
case, a new set of integrations must be performed at each step to determine the shape of each new 
image polygon. 
Once all the parameters of the transformation have been determined, it may be integrated to 
compute the images of as many points in the region as are desired. Depending on the amount of 
work that will be done with the mapping, solving the parameter problem may either be a relatively 
short preprocessing step or may be the most expensive part of the calculation. 
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The only previous computational implementation of ( 1.1) that we are aware of is that of Bjorstad 
and Grosse [ 1 ] in 1987 (available from Netlib [4] ), which uses standard numerical packages both 
for integrating the differential equation and for determining the unknown prevertices zj and the 
parameters Pj. (The parameter problem appears to be considerably more difficult for circular arc 
polygons than for ordinary polygons-we consider some of the relevant issues in [ 91.) In the 
present paper we will first develop a more efficient method for integrating (1.1). We will then 
derive two new transformations, one of which maps onto circular arc polygons from the unit disk, 
the other from an infinite strip. The first of these provides some insight into the behavior of the 
auxiliary parameters p,, which may lead to more efficient algorithms for solving the parameter 
problem. The second can be used for computing maps onto highly elongated regions that cannot be 
mapped from the disk or the half-plane. 
2. Numerical integration 
In their algorithm, Bjorstad and Grosse use the unit disk instead of the 
standard domain. This requires a slight modification of the Schwarzian 
follows: 
{f,i] = P[h(i)lh’(i) 2, 
where P(z) is the right-hand side of ( 1.1) and the Mobius transformation 
h(c) = is 
upper half-plane as their 
differential equation, as 
(2.1) 
(2.2) 
maps the unit disk to the upper half-plane. In the course of solving the parameter problem, their 
program must integrate (2.1) many times to determine the shape of every approximate polygon. 
Each of the contours of integration runs from the center of the disk to a point midway between 
two prevertices; corner positions are then found by computing the points where sides intersect. 
Since there are no singularities on the paths of integration, a standard subroutine (Shampine and 
Gordon’s ODE [ 141) can be used to solve the equivalent system of six first-order real differential 
equations. 
In order to compute a solution to (2.1) as an initial-value problem, f (0)) f’ (0) and f” (0) must 
be used. It is not possible to determine the correct values a priori, but fortunately the invariance 
of the Schwarzian under arbitrary Mobius transformations permits the initial values to be adjusted 
after the fact. Bjorstad and Grosse’s program starts out with arbitrary initial conditions at the origin. 
Integrating along the radial contours reveals the shape of the image polygon corresponding to those 
initial values. Next, a Mobius transformation is used to send f (0 ) to wc, f (in) to w ,,, and the side 
containing w, and w1 to the proper circle. This last condition fixes both the curvature of this side 
and its tangent at w,,, so a total of six real degrees of freedom are involved- the number required 
to make the Mobius transformation, and the initial conditions, unique. It is now known what 
the initial conditions should have been to start with. On each succeeding iteration, with slightly 
different parameters zj and pj, the integration package uses the computed initial values from the 
previous iteration, thus yielding a polygon which typically requires only a small renormalization. 
Bjorstad and Grosse report that this procedure decreases the cost of the later integrations by a 
factor of up to four. 
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There are three drawbacks to this integration scheme that have prompted us to develop a 
somewhat different algorithm. First, the method of determining corners as intersections breaks 
down when the two circles are tangent to one another, as occurs when a; is an integer. Second, 
the contours of integration all reach from the center of the disk to its edge. Often a number of 
prevertices will be clustered together in a small group, making the integrals along each of several 
contours particularly difficult due to nearby singularities. Third, in integrating through the interior 
of the domain Bjorstad and Grosse are forced to use complex arithmetic, with a resulting decrease 
in efficiency. 
All of these difficulties can be overcome by integrating along the boundary of the standard region 
from one prevertex to the next. In our own program we have returned to the upper half-plane as the 
standard domain, since this makes it trivial to use real arithmetic on the boundary. The behavior 
of the function at each singularity is known, and while we know of no alternative formulation of 
the problem which would remove every singularity from the real axis at once, it is not difficult to 
obtain analytic behavior at each prevertex in turn using y1 different changes of variables. 
Separate solutions around each of the prevertices can be pieced together using Mobius transfor- 
mations. Starting with arbitrary initial conditions at each prevertex, we integrate halfway to each 
of the adjacent prevertices. This gives us two sets off, S’ and S” values at the midpoint of each 
boundary segment. Let fi (z) be the computed solution starting from zl, the leftmost prevertex, 
and let fi (z) be the solution computed from z2. The expression 
(2.3) 
is a Mobius transformation sending solution 2 into solution 1. Differentiating this equation twice 
gives us enough information to obtain values for the coefficients: 
c = fi’f,” - f;f;' 
d = 2f,'(fiV2 - cfi 
a = cfl + (cf2 + d&, 
J2 
b = (ch + d)f, - ah- 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
The transformation thus obtained is then applied to the values of f2 and its derivatives computed 
for the point midway between z2 and z3, a new transformation is found to make f3 match those 
values, and so on around the rest of the polygon. This gives a solution for the entire region, based 
on the initial conditions chosen at zl, which can then be modified further to give any desired 
normalization. 
Though the normalization method from [ 11, described above, is not always well defined (see 
[ 9]), we use it in our program since we have not been able to find a better one. This requires an 
additional integration from z1 to i, the point in the upper half-plane corresponding to the center 
of the disk. For this and similar integrations into the interior of the domain we have found it 
advantageous to use parameterized contours corresponding to straight lines in the disk rather than 
in the half-plane, as these contours almost invariably require fewer evaluations of the right-hand 
side P(z). While we will continue to refer to the upper half-plane as the standard domain and to 
12 L. H. Howell/Circular arc polygons 
z as the independent variable, it should be understood that it is easy to transform quantities in the 
standard domain between the disk and the half-plane whenever it is convenient to do so. 
Method 1: nonlinear system 
As for the singularity removal scheme itself, we have two different methods currently in use. The 
first uses direct transformations of ( 1.1)) based on an analysis of the singular behavior near each 
prevertex given in [ 121. For nonintegral values of aj there is always a solution near zj which can 
be expressed in the form 
(Z - ZjJa'gj(Z), (2.8) 
where gj is a nonzero analytic function with a real Taylor series about zj. From this solution, which 
maps the real axis near zj onto two straight lines meeting at the origin, any other desired solution 
can be obtained via a Mobius transformation. By differentiating (2.8) three times and substituting 
for f and its derivatives in ( 1.1)) we generate a nonsingular differential equation which can be 
solved for gj. This equation is somewhat complicated, and is most easily expressed in the first-order 
system form used for the actual computation: 
Y’, = Y2> (2.9) 
Y; = Y2Y3 + (2.10) 
(2.11) 
where 
Yl = gj2 Y2 = s;> y3=fll_cuj-1 f' Z - Zj 
and 
Rj=C[’ lpa’ +A]_ 
kfj 2 (z - zk)2 
Note that though the equations appear to be singular at Zj, the definition of /3j (1.4) provides two 
initial conditions, 
y2tzj) = ajh -Yl(zj) and Y3(zj) = &, 1 - (Y/’ J 
which cause the singularities to cancel out. The remaining initial value yr (zj ) is arbitrary and we 
simply set it to 1. 
The first-order system (2.9)-(2.11) is nonsingular and can be solved by a standard software 
package. When integrals over long contours are required, we follow Bjorstad and Grosse and use 
ODE [ 141 for this purpose. For shorter contours, such as those required for graphics, the simpler 
routine RKF45 [ 6 ] tends to be more efficient. (Direct solution of ( 1.1) may only really be necessary 
while solving the parameter problem itself. Bjorstad and Grosse present a series expansion method 
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which is probably the fastest way to calculate f (z ) for large numbers of values after the parameter 
problem has been solved.) 
Some care must be taken in the implementation to compute accurate values for the derivatives 
at zj. Though the initial conditions cause the (z - zj)-’ terms to cancel to leading order, thus 
eliminating the singularity, these terms do provide a linite contribution to y; and y;. Expanding gj 
in a Taylor series about Zj provides the correct derivatives 
Y;(Zj) = 
iYz(Zj) + Rj(Zj) 
2 - cy, 
(2.12) 
and 
Y;(Zj) = 
(1 + ~j)Y2(Zj)Y3(Zj) + QjYl(Zj)Y;(Zj) 
2 + aj 
(2.13) 
Method 2: linear system 
In practice, the preceding integration scheme works well when we integrate away from the real 
axis into the upper half-plane, but it occasionally fails when used along the real axis. This is because 
the transformation sending the two circular arcs adjacent to Zj into two straight lines may actually 
send a point on one of those arcs to infinity. The result is a movable singularity, one which is not 
associated with a singular term in the governing differential equation. In order to overcome this 
problem, we have made use of an alternative formulation of ( 1.1) described in [ 7,121. 
If u1 and ~2 are two linearly independent solutions to the equation 
U” + Q(z)u = 0, 
then the quotient f (z ) = u1 /u2 is a solution to 
{f,z) = W(z). 
For (1.1) we have 
(2.14) 
(2.15) 
Q(Z)=e ! l-4 
{ 
l Pj 
j=, 4(Z-Zj)2 + TZ-Zj . 1 (2.16) 
The effect is to replace the solution of a third-order nonlinear equation with two solutions of a 
second-order linear equation. For analytic work this is an immense improvement, and most existing 
knowledge about the analytic properties of the Schwarzian comes indirectly from the study of 
(2.14). For computational purposes the advantage is less clear, but the linearity of (2.14) does 
provide one key benefit: there are no spontaneous singularities. The points where f goes to infinity 
are simply the zeros of 2~2, which cause no difficulty for an integration package. 
The coefficient function Q, and hence the solutions ut and 2~2, do have singularities at the 
prevertices zj, and these must be removed by a procedure similar to that which we used for f. If 
we assume that these singularities take the form (z - zj)‘Uj (z) for some analytic function Uj and 
substitute this into (2.14), we obtain 
VI’ + {y(y- 1) + $(I -Cr~)}llj(Z-Zj)-2 + [2yVl + ~pj’uj](Z-Zj)-l + Qj(Z)Vj = 0. 
(2.17) 
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(Here Qj = $Rj denotes the terms of Q which are not singular at zj.) In order to eliminate 
the (z - Zj)-2 term the quantity in braces must be zero, so y has the two possible values 
yi = i ( 1 + aj) and y2 = i ( 1 - aj) corresponding to the two linearly independent solutions. The 
quantity in brackets must also be zero at zj, so the initial condition Uj (Zj) = - (/3j/4y)Vj(Zj) is 
determined automatically. Written as a first-order system, (2.17) thus becomes 
v; = Y4, 
y; = _ l - aj 
[ GYY~ + ( f & + Qj) ~31) 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
with initial conditions yi(zj) = 2(1 + aj), yz(zj) = -pj, ys(Zj) = 2(1 -aj) andyd(zj) = -/3j. 
We use a single system of four equations rather than two systems of two equations so as not to 
duplicate the effort of computing Q,. As before, since y2 and y4 are not constants, the (z - Zj )-’ 
terms do contribute to yi and yI, at zj. A Taylor series expansion of Uj about zj reveals that the 
proper initial behaviors are 
yi(zj) = _ iBjY2(zj) + Qj(zj)Yl(zj) ipjy4(zj) + Qj(zj)Y3(zj) 
2 + ffj 
and y;(zJ) = - 
2 - Gfj 
Once a solution to the system (2.18)-(2.2 1) has been computed- we again use ODE for this 
purpose-the mapping function f and its derivatives can be obtained via the relations 
and 
f(z) = (z - z.pa J 
Y3’ 
f’(z) = f(z) ( E - 2 + 2) Z - Zj 
f”(Z) = f’(z) G -22). 
( J 
(2.22) 
(2.23) 
(2.24) 
These values will differ from those computed from the nonlinear system (2.9)-( 2.11) by the 
constant factor ( 1 + aj>/ ( 1 - aj), due to the differing initial conditions. This factor need only be 
taken into account when both methods are used from the same prevertex, as the matching procedure 
described earlier will otherwise make the proper correction automatically. 
There are three cases remaining in which both methods described here will break down, those 
being when aj takes on one of its possible integer values. The solution f (z ) then has a logarithmic 
singularity, so the analytic function gj (z) does not exist. As for the linear equation (2.14), changing 
the dependent variable to vj either provides only one solution or else fails to remove the singularity. 
When aj is 0, the two values of y are the same; the solution not accounted for has a logarithmic 
singularity. When aj is 1, there are two distinct y’s, 1 and 0. Expanding both solutions Uj in Taylor 
series about Zj, however, shows that z”y3 = izipjyi, so the computed solutions are identical up to 
a constant, and another, logarithmic, solution exists. The case aj = 2 fails in a different way. The 
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Table 1 
Numbers of integrand evaluations required to map each of the figures in this paper, by four different methods 
Figure Method la Method 2 [ 11, arbitrary 
initial conditions 
[ 11, correct 
initial conditions 
1 123c+ 1914r 123c+ 1936r 1591c 1338c 
2 273c+ 1976r 273c+ 1784r 2259~ 2172~ 
3 281c+2528r 281c+2342r 3204~ 3131c 
4 223c+ 1514r 223c+ 1574r 1579c 3359c 
aEvaluations performed in real or complex arithmetic are distinguished by the letters “r” or “c”, respectively. 
In each case a relative error less than 10P9 was required. 
two distinct y’s yield two linearly independent solutions y1 and y3. Only one of these is analytic: 
y3 has a logarithmic singularity starting with its second derivative. Note that the initial behavior 
for yi, given above, becomes infinite as aj approaches 2. 
None of these problems are insurmountable. In each case the exact nature of the logarithmic 
singularity can be determined and an appropriate nonsingular formulation for (2.14) derived. In 
practice we have not needed to take this step, as the singularities are weak and do not greatly affect 
the solution for slightly perturbed values of (Y,. The instance aj = 1, in particular, seems to be an 
important one for many applications. 
3. Integration examples 
In Table 1 we summarize the results from four experiments comparing our methods with those 
described by Bjorstad and Grosse. The first two columns give the numbers of integrand evaluations 
required for the methods described in this paper. The complex evaluations in both cases are for 
integrating from z1 to the center of the disk using the nonsingular version of the Schwarzian 
equation. The real evaluations are for integrating along the real axis to the other prevertices-in 
the first column by means of the nonlinear system (2.9)-(2.11) and in the second column by 
means of the associated linear system (2.18)-(2.21). Though the two methods yield very similar 
results for each of these examples, it should be remembered that the nonlinear version occasionally 
exhibits spontaneous singularities along the boundary which cause the integration scheme to fail 
altogether. (We have not used the linear version for integrating ( 1.1) into the interior of the region, 
but in Section 6 we do use this method for a similar transformation which uses an infinite strip as 
its standard domain. ) 
The third column of the table gives the numbers of evaluations required for Bjorstad and Grosse’s 
method with arbitrary initial conditions (f = f” = 0, f’ = 1 at [ = O), while in the fourth 
column we show the number required when the correct initial conditions for the normalized polygon 
are used. In these cases the contours of integration all extend from the center of the disk to points 
midway between prevertices, so all of the integrals must be computed using complex arithmetic. 
We have not seen any large improvements associated with using the correct (normalized) initial 
conditions for the differential equation, but this does not mean that other examples might not 
illustrate the effect more dramatically. 
As for the examples themselves, the region in Fig. 1 is well-behaved in all respects. The method of 
Bjorstad and Grosse has a distinct advantage in terms of the number of evaluations required. Since 
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Fig. 2. Conformal map of the unit disk onto a mildly 
crowded circular arc polygon. 
Fig. 3. A more complicated version of the previous 
figure. 
complex arithmetic is several times more expensive than real arithmetic, however, our algorithm is 
still faster. 
Figure 2 shows a mildly crowded region, a variation on an example from [ 11. In this case starting 
all integration paths from the central point is costly since the prevertices for the right half of the 
figure are tightly clustered on the unit circle. Adding more detail to the crowded region, as in Fig. 3, 
serves to enhance this effect. 
In the last example, Fig. 4, we show an initial guess to the region of Fig. 2 obtained by 
taking prevertices equally spaced around the unit circle and setting all of the quantities pj = 
pj(l + Zf) + (1 - Cr;)Zj t o zero. (These quantities appear in a variant form of the Schwarzian 
differential equation based in the unit disk rather than the upper half-plane, as described in the 
next section.) In this case using the correctly normalized initial conditions at i = 0 is over twice 
Fig. 4. This region is a distorted version of Fig. 2, used as an initial guess for solving the parameter problem. 
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as costly as using the default values! 
Actually, due to symmetry this last example is more well-behaved than most initial guesses. In 
problems with an asymmetrical arrangement of crj values it is not possible to have all of the &‘s be 
zero, so the image regions are often much more highly distorted. Unless a method can be found for 
generating more suitable initial guesses, such distorted regions must be considered the rule rather 
than the exception, and must be correctly handled both by integration methods and by algorithms 
for solving the parameter problem. 
While we may be accused of choosing examples here that show off the benefits of our approach, 
it is difficult to see how examples could be constructed that would particularly favor basing all 
contours of integration at a central point. We expect the advantages of integrating along the 
boundary of the region to become steadily more pronounced as the number of corners and the 
geometric complexity of the region being mapped increases. In addition, the methods we describe 
here are directly applicable to other mapping problems where there are no convenient central points 
from which to base the contours of integration, as is the case with the map from a strip described 
in Section 6. 
4. Mapping from the unit disk 
In this section we derive a version of the Schwarzian differential equation for maps from the unit 
disk to circular arc polygons. This equation does not appear to offer any significant advantages over 
( 1.1) for numerical integration. It does, however, introduce a different set of auxiliary parameters 
analogous to the pi which have proven useful in solving the parameter problem, and it may be of 
additional theoretical interest as well. 
The correspondence we will use between the half-plane and the disk is defined by the two maps 
1-i Z=h(<)=i - ( > l+C 
and 
[ = h-yZ) = i-z 
i + z’ 
where for clarity we use < to denote points in the disk. It is not difficult to show that 
{f, i) = [h’(i) 1 2u- o h -I, Zl> 
(4.1) 
(4.2) 
(4.3) 
where f (C) is the mapping function from the disk and (fob -’ ) (z ) is therefore the mapping function 
from the upper half-plane. (This property of the Schwarzian holds for any Mobius transformation 
of the independent variable, not just h.) We can now write the Schwarzian differential equation in 
terms of [: 
(4.4) 
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Expanding the individual terms and simplifying then gives, after a bit of algebra, 
{f,i> = ;e 
lpa,2 (1 + ijj2 + 2 -2iPj (1 + ij) 
j=, (i-ij12 (1 + Cl2 j=l (i-i,) (1 +i) 3' 
(4.5) 
The most striking features of (4.5) are the factors ( 1 + [) in the denominators of both sums. 
The mapping function from the disk should be completely symmetrical; it should not distinguish 
any special points on the circle; and it certainly should not have singularities which seem to 
be completely independent of the prevertex positions! These apparent singularities are not really 
present-they are artifacts of the change of variables which sends the point at infinity in the 
upper half-plane to the point -1 on the circle. To eliminate them we must separate them from the 
legitimate singular factors ([ - cj), then apply the relations ( 1.5 )- ( 1.7) which reflect the behavior 
of (1.1) at 03. 
A partial fraction expansion of each term yields, after much manipulation, 
(f,() = 2 A l-4 - 
i 
1 - (3; 2ipj 
j=l 2 (C-ij)2 (ij+ l)(i-ij) - (ij+ 1)2(5-1j) 
2ipj 
+ (i+ 1)3 
1 1-a; 2i/Jj 
+ z(i+ 1)2 + ([j+ l)(i+ 1)2 
1 - aI’ 2% 
+ (ij+ l)(i+ 1) + (ij+ 1)2(1+ 1) ’ 1 
(4.6) 
where each row contains the terms featuring a different power of [ + 1. If we express the constraints 
(1.5)-(1.7) in terms of <, they become 
kbj = 0, (4.7) 
j=l 
n 
CL 1 - ij 2ip-- ’ 1 + i, + (1-a;) = 0 j=l I 
and 
$ [-pi (&J.L)2 + i (3) (I -O:I] = O’ 
(4.8) 
(4.9) 
with these relations all the terms of (4.6) except the first row drop out, and we are left with 
u-,5) = 2 
i 
i l -as - (Cj +‘,(;?_ ii) - 2ipj 
j=l 2 (i-ij)2 (ij + l)2(i-ij) 1 ’ 
(4.10) 
The differential equation (4.10) is free of singularities caused by factors of the form [ + 1. It 
is not yet symmetrical, though, because the factors [j + 1 still distinguish - 1 from other points 
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on the circle. All of these factors should now be absorbed into a new definition for the accessory 
parameters. We could, for example, simply declare a new set of constants &, defined as 
(4.11) 
putting the equation for the disk map into exactly the same form as ( 1.1). These quantities would 
not be useful for solving the parameter problem, however, because they are complex. A better choice 
is to use the parameters 
4PjCi 
pi = (1 + ij)2 + i(1 --a/‘) 
1 -ij ( ) 1. (4.12) 
In terms of zj, this is 
Bj = Pj(l + Z/‘) + (1 -Cfs)Zj, (4.13) 
which shows that all of the /$ are real and that j3J = pj when zj = 0. If we now use the definition 
(4.12) to substitute for /3j in (4. lo), we can finally simplify the differential equation to the following 
symmetrical form. 
Theorem 4.1. Any conformal map from the unit disk to a circular arc polygon satisfies the differential 
equation 
where the parameters pj are real and subject to the three equality constraints 
(4.14) 
(4.15) 
(4.16) 
j=l 
and 
c<j[i/l- (1 -a;)] = 0. (4.17) 
j=l 
Proof. Proofs of an equivalent statement for the Schwarzian differential equation appear in [ 7,121. 
Equation (4.14) is derived from ( 1.1) by a change of variables. The constraints can be obtained 
from the equivalent relations ( 1.5)-( 1.7) by substituting for Zj and p, and rearranging terms. q 
It is not difficult to confirm that the three constraints on the parameters /3(i correspond to the 
first three terms of the Laurent expansion for {f, [} at infinity. The reflection principle insures 
that all branches off are analytic at cc, and the Laurent series for the Schwarzian of any analytic 
function in powers of z-l begins with the zp4 term. 
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We have observed two practical benefits from using the parameters p; instead of the original pi, 
both relating to the difficulty of solving the parameter problem. First, as noted in [ 11, the nonlinear 
systems used for solving this problem are often extremely ill-conditioned (for an example of such a 
system, see Section 7 ) . When the new parameters are used they typically improve the conditioning 
of the nonlinear system by about an order of magnitude. This is only a partial solution, as the 
problem is still ill-conditioned, but any improvement is to be desired. Second, since there is no 
known general procedure for estimating the values of the auxiliary parameters, an obvious initial 
guess is to simply set IZ - 3 of them to zero. Doing this with the /?j usually yields initial guesses 
that are less wildly distorted than if the same thing is done with the /3j. 
Though both of these claims are based on experience, they are difficult to back up with hard data. 
Some supporting evidence is given in [9]. As no firm conclusions can be drawn, however, there 
seems to be little justification for lengthening this paper with several pages of essentially anecdotal 
material. 
In place of detailed evidence, we offer a brief heuristic explanation which makes these conclusions 
seem at least reasonable. For closed polygons, rotating the prevertices around the unit circle does not 
significantly change the mapping problem. We may therefore expect that it should not significantly 
change the formulation of the problem, either. The parameters PI are invariant under rotations of 
the disk, while the original pj change dramatically according to (4.13). The reason for this is that 
the pj are related to the derivative of the mapping function, and when an unbounded domain such 
as the upper half-plane is mapped onto a bounded region this derivative varies considerably around 
the boundary. The /3; are more closely related to the derivative of the map from the disk, and thus 
experience no such variation when the disk is rotated. 
5. Mapping from an infinite strip 
Conformal maps from the unit disk or upper half-plane onto highly elongated regions are subject 
to a form of ill-conditioning known as the crowding phenomenon, a term introduced in [ 111. The 
effect is for prevertices to crowd exponentially close together on the unit circle or the real axis as 
the aspect ratio (conformal modulus) of the target region increases. For aspect ratios beyond 10 
or 20 a map from the region to the disk may still be computable, but mapping from the disk or 
half-plane to the elongated region becomes effectively impossible in finite-precision arithmetic. An 
extensive literature on the crowding phenomenon exists, to which some additional pointers can be 
found in the reference lists in [ 9, lo]. 
In [ lo] Howell and Trefethen discuss the crowding phenomenon and its specific consequences 
for the computation of Schwarz-Christoffel transformations. The same problem applies with equal 
force to the use of the Schwarzian differential equation ( 1.1): as the region being mapped becomes 
increasingly elongated, groups of prevertices cluster exponentially close together and quickly become 
indistinguishable in finite-precision arithmetic. The solution to the problem is also the same: 
mapping from the unit disk or the upper half-plane amounts to asking the wrong question. Instead, 
we should use an elongated region such as an infinite strip as the standard domain. (The use of 
the strip for maps onto straight-sided channels is also discussed in [ 5,8,15 1. ) 
Just as in the previous section, we derive the new transformation formula via a direct change of 
variables. Specifically, we switch from the upper half-plane to a strip of unit width by substituting 
en2 for z in all the appropriate formulas. (There seems to be little need in this case to introduce a 
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new variable, like the [ of the last section. It should be clear from context which standard domain 
is intended.) The left and right ends of the strip therefore correspond to the points 0 and 00 on 
the real axis, respectively. As in [ lo], we distinguish the left end from the yt finite prevertices by 
calling it prevertex number 0; quantities at the right end will be identified by a subscript 30, as in 
the angle formed at the image of this point: a,~. 
Since one of the prevertices in the upper half-plane is at m, some minor modifications are 
required to the mapping function ( 1.1) and the constraints ( 1.5 )- ( 1.7) before we apply the change 
of variables. The third constraint ( 1.7) implies pm = 0, with /3jZj - - ( 1 - a;) as Zj --f 03. The 
terms for this prevertex simply drop out of the mapping function (1.1) and the first constraint 
(1.5), while the second constraint (1.6) becomes 
fJ2pjZj + (1 -Qyl?)] = (1 -CY’,). 
J=o 
(5.1) 
Substituting elrz for z now gives the differential equation 
(5.2) 
and the two relations between parameters 
Po+&G=O (5.3) 
j=l 
and 
(1-Q:) + fJ2/ljf3rzi + (1 -a;)] = (1 -Cl!k), 
j=l 
(5.4) 
where z and zj now refer to quantities in the strip domain and w = f (z) is the mapping function 
from the strip to a circular arc polygon. 
The first step in simplifying these formulas is to express {f, enz} in terms of f and its z 
derivatives. The chain rule and a bit of manipulation yields the surprisingly simple relation 
{f, en’} = e-2nz [ ${f, z} + i] . (5.5) 
Substituting this into (5.2) and multiplying by e 2nz then gives the intermediate form 
~{.f,Z}+t=t(l-~3)+S0e^z+~~ 
1 -c$ 
j=l (1 _e-n(z-z,))2 + 2 henz j=l 1 - e- (z-zJ)' (5'6) 
We can further simplify this by substituting - CJ=i & for DO and then combining the terms 
containing fij. The parameter /IO and the constraint (5.3) are thus eliminated from the problem 
entirely, and the differential equation becomes 
A&, z} = -;a; + ; 2 
1 -c$ 
+e 
ljjenzJ 
j=, (1 _ e-n(~-z,) )* j=, 1 - e-n(z-zJ)’ (5.7) 
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Now consider the interpretation of the parameters /?j in terms of the geometry of the mapping. The 
derivative in the definition of pj, equation (1.4), is taken in the upper half-plane. When mapping 
to a highly elongated region these derivatives will be of widely varying orders of magnitude, making 
the /?j a poor set of parameters to use in the mapping function. A better choice is given by the new 
parameters /3(’ = eRZj/3j, which correctly reflect the scaling of derivatives in the strip domain. The 
numerical calculations for the regions shown in Section 7 confirm that these parameters are indeed 
of order 1. This final change gives us the following theorem. 
Theorem 5.1. The differential equation for the map from an infinite strip to a circular arc polygon, 
and the one remaining constraint, can be written as 
${f,z} = +; + ;e 
1 -a; Pj 
J=, (1 _ e-n(z-z,))2 +I5 i=I 1 - e-n(z-zl) 
and 
(I-& + 5[2P;‘+ (1 -Q/2)] = (1 -c&,. 
(5.8) 
(5.9) 
j=l 
The differential equation (5.8 ) has a number of properties which make it well-suited for numerical 
computation. Not only are the constant parameters zj, aj and j37 all of roughly the same order 
of magnitude, but except for the inevitable poles the individual terms in both sums all remain of 
manageable size throughout the length of the strip. Both the ODE (5.8) and the constraint (5.9) 
are also invariant under translations, i.e., the prevertices can be moved as a group any distance 
along the strip without changing any terms in either equation. 
Far to the left of the group of prevertices, all of the terms in (5.8) except the CKO term drop out, 
leaving {f, z} N -in2a$ In the other direction the denominators all approach 1, so 
(5.10) 
Using (5.9), this simplifies to {f,z} N -$n2c&. The expected asymptotic behaviors for the 
mapping function at the ends of the channel are f’ (z) N enno and f’ (z ) N ewnamz; by taking the 
Schwarzians of these expressions the limits from the differential equation are easily shown to be 
correct. 
Conformal maps to infinite channels generated by (5.8) have one important complication not 
encountered with the strip transformation for straight-sided channels. The ends of a channel should 
be at infinity, corresponding to negative values for c)io and cy,. In (5.8) and (5.9)) however, 
these parameters only appear as a; and &. This means that positive and negative values for 
these, and indeed for any of the cy parameters, are indistinguishable to the governing equations. 
The reason is simple: in contrast to the Schwarz-Christoffel transformation and related formulas 
for straight-sided polygons, which are invariant only under linear transformations, the circular arc 
formulas are invariant under arbitrary Mobius transformations. The point at infinity can therefore 
not have any special properties to distinguish it from other points of the complex plane. An angle 
at infinity, with ct d 0, appears on the Riemann sphere as an ordinary angle measuring Jcy)rc. A 
Mobius transformation can move this angle to any other point of the plane. The placement of the 
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divergent points at infinity must be explicitly required by the normalization and the solution of the 
parameter problem; it no longer follows automatically from the form of the mapping function. 
6. Integration of the strip formula 
In Section 2 we describe two methods for integrating the Schwarzian differential equation in the 
neighborhood of its prevertex singularities. One of these methods, using the expression (2.8) to 
replace the singular function f (z) by the related analytic function gj (z), occasionally breaks down 
due to spontaneous singularities at points along the boundary. A similar method applied to the strip 
transformation (5.8) appears to be even more vulnerable to such singularities, rendering it nearly 
useless for integration along the sides of the strip. We will therefore concentrate our attention in 
this section on the linear system method, which is not vulnerable to spontaneous singularities and 
is usable both along the boundary and in the interior of the domain. 
The linear equation (2.14) can be integrated directly in parts of the domain away from all 
the prevertex singularities. Rewriting it as a first-order system makes it possible to use standard 
integration packages, i.e., 
Y’1 = Y2, (6.1) 
Y; = -Q(Z)Y1, (6.2) 
Y; = Y4, (6.3) 
v: = -Q(Z)Y3, (6.4) 
where 
Q(Z) = in2 
[ 
-;(-Y; + ;e 
1 - C$ +iI Pi’ j=l (1 _e-~(z-z,))2 1 j=l 1 -e-n(z-zJ) ’ (6.5) 
We use a single system of four equations instead of two systems of two equations in order to avoid 
duplicating the effort of calculating Q(z). The solutions to this system are related to the mapping 
function f (z) by the transformations 
Y2 = ($ - ;gy,, 
Y3 = $A 
1 j-” 
Y4 = _Tf.f’Y’ 
(6.6) 
(6.7) 
(6.8) 
and 
(6.9) 
(6.10) 
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(6.11) 
Near one of the prevertices zj the situation is a bit more complicated. We look for solutions 
of the form u = (1 - e-n(z-z/))y~j, where Vj is analytic at zj. Differentiating this expression and 
substituting into (2.14) gives 
uJ’ - 2yr~1; + n2y2vj + Qj(z)vj + 
y(y- 1) + $(l -c$) 
(1 _ e-n(z-z,))2 
7&j 
+ 
2y7TV; - 7T2 (2Y2 - Y - i/?y)Vj 
1 _ e-n(z-z,) = > 
o 
(6.12) 
where Qj (z ) consists of all the terms of Q (z ) not singular at zj. Eliminating the first singular term 
yields two possible values yt = i ( 1 + aj) and 72 = i ( 1 - aj), corresponding to two independent 
solutions of (2.14). The second singular term requires us to take 
VJ(Zj) = $(4~2-2Y-p;‘)Vj(Zj) (6.13) 
as an initial condition. This term also provides a nonzero contribution to the second derivative at 
zj; expanding vj in a Taylor series about this point yields the correct initial behavior 
Vy(Zj) = 
1 
2y7T* + 1 
{ [n3(2Y2 - Y - ipi’) + 2I’n] Vj(Zj) - [Y2X2 + Qj(zj)] Vj(Zj)}. 
(6.14) 
We can now write down a first-order system suitable for numerical integration along contours 
beginning at a prevertex zj: 
Y’1 = Y2, (6.15) 
y; = 2ylny2 - (n2y: + Qj(z))Yl- 
2yt7cy2 - 7c2(2yf - y1- ;lJ;‘,Yl 
1 _ e-n(z-z,) > (6.16) 
v; = Y4, (6.17) 
Yk = 2y211Y4 - (n*Yi •k Qj(Z) )Y3 - 
2y2ny4 - x2(27,2 - Y2 - iPy)Y3 
1 _ e-n(z-z,) > (6.18) 
where the initial behavior at zj is determined up to two constant factors by (6.13) and (6.14). The 
mapping function f is obtained from yl through y4 via the relations 
f = (1 - e-~w)=’ 2, (6.19) 
(6.20) 
(6.21) 
The restrictions on initial conditions at each prevertex require a matching procedure to piece 
together different sections of the image polygon. The method we described in Section 2 for the map 
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from the upper half-plane also works for the strip problem without significant modification. All but 
one of the necessary contours can be taken along the sides of the strip (where real arithmetic can 
be used), but at least one must cross the strip in order to correlate the solutions obtained from 
prevertices on opposite sides. 
There is one important numerical difference between the unmodified system (6.1)-( 6.4) and 
the system (6.15)-(6.18) with singularity removal. All of the factors present in the former are 
well-behaved over long distances, so there is no difficulty in integrating them up or down the strip 
between widely separated points. The latter system, however, involves the factor ( 1 - e-n(z-z~) PI, 
which can become large far away from zj. We therefore use the system with singularity removal 
only in the immediate neighborhood of each singularity, switching to the system (6.1)-(6.4) for 
the greater portions of any particularly long contours. 
7. Parameter problem, examples 
Once the shape of the image polygon has been determined by numerical integration for a particular 
set of zj and /3; values, the region can be normalized through the use of an appropriate Mobius 
transformation. In the second of the two regions shown in Fig. 5, for example, we fix w1 and w,, at 
their correct positions and give the side leaving w1 towards w2 the correct orientation and curvature. 
The remaining differences between the two polygons involve incorrect positions for prevertices and 
incorrect values for the parameters &‘, which have to be determined through solution of a system 
of nonlinear equations. 
Let us number the prevertices on the strip from 1 to m from left to right along the bottom side, 
then from rn + 1 to y1 back the other way along the top side, so that the two leftmost prevertices 
are 1 and n. According to the Riemann mapping theorem, three real parameters must be fixed to 
make a conformal map between simply-connected regions unique. For the strip transformation two 
of these are required to fix the images of the ends of the strip at the ends of the channel, and the 
remaining one permits us to fix z1 at the origin. There are then 2n - 2 unknowns which can be 
considered independent variables in the parameter problem 
Xj = 
I 
Re(z,), j = 1, 
lOg(Zj - Zj-I), 2<j<m, 
lOg(Zj - Zj+l), m+l<j<n-1, (7.1) 
&,1> n<jdn+m-1, 
P;_n+ZY n+m<j<2n-2, 
where /3;+, is not included since it can be determined from the other PI’ via the constraint (5.9). 
For dependent variables we need 2n - 2 independent quantities which characterize the shape of 
the image polygon. In our program we use 2n - 5 of these to quantify the errors in curvature and 
arc length for each of the n - 2 finite sides of the channel, less the curvature of the side from WI to 
w2 which is already accounted for by the normalization. The remaining three values are determined 
by the curvature of the side going left from wI, that of the side going right from ww,, and the 
orientation of the sides leaving w,,. Except in certain pathological situations, these quantities can 
all be correct only when the shape of the image polygon matches its desired form in every detail. 
Numerous minor variations on this system are possible, for example by taking the curvature of the 
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Fig. 5. Top: The desired shape of a channel with 
live finite corners. Bottom: This distorted version of 
the same region was an intermediate step encoun- 
tered while solving the parameter problem. It uses 
incorrect values for some of the parameters z, and 
j3J’. Note that neither end of the channel is correctly 
mapped to infinity. 
Fig. 6. This portion of an outflow geometry is not 
particularly elongated and could be mapped from the 
half-plane or the unit disk. Any details far upstream 
would not be resolvable, however. 
side going right from w, + I instead of w,. Switching to such alternate formulations can sometimes 
be helpful when the solution procedure is not making good progress. 
With equal numbers of unknowns to be determined and dependent variables defined by the 
shape of the image polygon, the parameter problem is now in an appropriate form for solution by 
standard nonlinear equations software packages. We use a dogleg-type quasi-Newton algorithm for 
this purpose, an implementation of Schnabel’s pseudocode from Dennis and Schnabel [ 3 1. Other 
packages which we have tried on similar problems, as in [ 9, lo], typically give similar performance, 
and Schnabel’s version has the advantage of being easy to customize. 
In [ 11, Bjorstad and Grosse report serious difficulties with ill-conditioning of the parameter 
problem for ( 1.1)) apparently due to the use of the parameters p, as unknowns. We report similar 
difficulties in [ 91, and in addition point out several ways that a characterization of the image 
polygon similar to the one used here can fail for highly distorted regions. 
Unfortunately, the same problems also affect the use of the strip transformation (5.8). Jacobian 
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Fig. 7. This region is too elongated to map from the 
half-plane, but consists of pieces which can be solved 
and assembled separately, thus making it easy to find 
a good initial guess for the parameter problem. 
Fig. 8. The curved portion of this channel and the 
sharp corner were difficult to generate, and required 
continuation techniques for solving the parameter 
problem. 
matrices produced by the nonlinear equations software are often so highly ill-conditioned that the 
most slowly varying components are not even being properly resolved. The normalization described 
at the beginning of this section is not always well-defined, and the characterization of the polygon in 
terms of arc-lengths and curvatures of the various sides breaks down for some distorted polygons, as 
when a side passes through the point at infinity. As a result, we often have to resort to continuation 
techniques and constructing a solution out of simpler parts in order to map more complicated 
regions. 
We stress, however, that these limitations only apply to the initial process of solving for the 
unknown parameters. Once these have been obtained, the strip transformation (5.8) provides an 
efficient way to map points from the strip onto highly elongated channels. Maps of rectangles onto 
closed regions should also be possible by combining this transformation with the elliptic function 
techniques described in [lo]. Any progress made in understanding the role of the accessory 
parameters and efficiently solving the parameter problem for ordinary circular arc polygons will 
probably be applicable to the strip transformation as well. 
We close with three examples of maps onto circular arc channels, see Figs. 6-8. The last two of 
these in particular are far too elongated to be mapped by any method based in the unit disk or the 
upper half-plane. 
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