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Résumé - Le problème de la trajectographie passive par mesures d’angle d’un objet en mouvement uniformément accéléré,
dans un espace de dimension 3, à partir d’un observateur fixe est considéré dans ce papier. On démontre dans un premier
temps que, pourvu qu’une des composantes du vecteur accélération soit connue, la trajectoire du mobile est complètement
observable à partir d’un continuum de mesures d’azimut-site. La confrontation d’estimateurs classiques aux données permet
de d’apprécier le maximum de vraisemblance et le filtre de Kalman étendu en coordonnées polaires modifiées.
Abstract – Angles-only tracking of an accelerated objet in a 3D environment is analyzed. We prove that if one of the
components of acceleration vector is known, the mobile trajectory is observable from an elevation-bearing history collected
by a motionless observer. Classical estimators are then confronted to data.
1. Présentation du problème et notations
L’observateur (fixe) se trouve au centre du repère
( )zyx ,,,0 . Il mesure continûment le couple azimut-
site ( ) 0,)(),( ≥ttt ϕθ . Le mobile se déplace selon
un mouvement uniformément accéléré. Sa base de
lancement est au point de coordonnées ( )000 ,, zyx ,
son vecteur-vitesse initial est de coordonnées
( )000 ,, zyx &&&  et son vecteur-accélération de
coordonnées ( )zyx &&&&&& ,,  est supposé constant. Seule
l’accélération verticale z&&  est parfaitement connue ;
on la notera dans la suite g. La trajectoire
déterministe du mobile peut donc être entièrement
caractérisée par le vecteur
( )TyxzyxzyxtX 000000000 ,,,,,,,)( &&&&&&&= .
Le mouvement du mobile peut être décrit par
l’équation d’état (pour 00 =t )
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synthétisée sous la forme
)()(),()( 00 tRtXtttX += φ .
L’équation de mesure après linéarisation [2] s’écrit
)(
00000
00000
)(cos)(sin)(cos)(sin)(sin
0)(sin)(cos)(
tX
ttttt
tt
tZ




−
−
=
ϕϕθϕθ
θθ
ou de manière plus concise,
)()()( tXtCtZ = .
Notons que cette mesure est toujours nulle, i.e.
[ ]TtZ 00)( ≡ .
Le système complet est ainsi décrit par le système
linéaire (non-stationnaire)
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2. Etude de l’observabilité
Deux analyses de l’observabilité sont
envisageables : l’une portant sur le système à temps
discret, l’autre sur le système à temps continu [2,3].
Si la première est plus en accord avec la réalité, la
seconde est plus rapide pour le problème qui nous
intéresse.
La démonstration de l’observabilité du système (ou
encore de l’état X(t)) est fondée sur le résultat
suivant [2] :
Le système est observable sur l’intervalle [ ]10 , tt  si
et seulement si
[ ]( ) ( )0,,0),()( 100 =⇒∈∀= YtttYtttC φ .
On aboutit alors à la conclusion suivante :
La trajectoire d’un mobile en mouvement
uniformément accéléré peut être entièrement
reconstituée à partir du continuum de mesures
azimut-site délivré par un observateur fixe,  pourvu
que l’on connaisse parfaitement l’accélération
verticale (la constante de gravité) et que les
mesures varient dans le temps.
Démonstration :
La démonstration de ce résultat est fondée sur une
technique de linéarisation des mesures exactes,
employée auparavant dans [1,2] pour les modèles
dynamiques à temps continu.
Soit un vecteur Y tel que
[ ]100 ,,0),()( tttYtttC ∈∀=φ . Désignons ses
coordonnées par ( )Tyyyyyyyy 87654321 ,,,,,,,  ;
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Le noyau de )(tΓ , noté classiquement [ ])(tKer Γ ,
est donc une droite de R3.
Désignons, par souci de simplification des écritures,
les coordonnées de )( 0tX  par
( )Txxxxxxxx 87654321 ,,,,,,, et posons
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Puisque [ ])(tKer Γ  est une droite et que par
définition,
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le vecteur 2
2
10 2
XttXX ++  est colinéaire au
vecteur 2
2
10 2
YttYY ++ , dans la mesure où 0≠Y .
Faisons ici l’hypothèse que Y  n’est pas nul ; il
existe donc une fonction réelle )(tα ∞∈ C  telle
que




++=++ 2
2
102
2
10 2
)(
2
YttYYtXttXX α .
Montrons dans un premier temps que 087 == yy .
En effet, la colinéarité des deux vecteurs entraîne
en particulier que
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Le second déterminant étant un polynôme de degré
4, sa nullité n’est possible que si 08 =y . Puis, la
même argumentation implique que 07 =y .
Le vecteur ( )TyyyyyyY 0,0,,,,,, 654321=  satisfait
donc l’équation
[ ] [ ]102
2
1010 ,,02
)( tttXttXXtYYt ∈∀=



++−+α
(*)
Calculons alors les dérivées successives du membre
de gauche de l’équation précédente :
[ ] [ ] )1(,,0)()(’ 1021110 ttttXXYttYYt ∈∀=−−++ αα
[ ] [ ] )2(,,0)(’2)(’’ 102110 tttXYttYYt ∈∀=−++ αα
[ ] [ ] )3(,,0)(’’3)(’’’ 10110 tttYttYYt ∈∀=++ αα .
En conclusion, si 0≠Y , alors l’équation (3)
entraîne que 0Y  et 1Y  sont liés (à moins que l’un
des deux soient nuls). Notons que les deux ne
peuvent pas être nuls simultanément, car ce serait
contraire à notre hypothèse. Examinons les trois
cas :
1) 0Y  et 1Y  ne sont pas nuls : dans ce cas, ils sont
colinéaires et par l’équation (2) sont colinéaires
à 2X . L’équation (1) nous permet de conclure
que 1X  est colinéaire à 2X .
2) 0Y  est nul et 1Y  ne l’est pas : l’examen de
l’équation (2) puis celui de l’équation (1) nous
conduisent à la même conclusion : 1X  est
colinéaire à 2X .
3) Enfin, 0Y  n’est pas nul alors que 1Y  l’est : on
conclut encore que 1X  est colinéaire à 2X .
Dans tous les cas de figure, si 0≠Y , l’équation (*)
entraîne que 0X  est colinéaire à 1X  et à 2X .
De deux choses l’une :
- soit 0X , 1X  et 2X  sont réellement
colinéaires : c’est le cas où les mesures
demeurent constantes et le système n’est pas
observable.
- Soit ce n’est pas le cas ; alors nécessairement
0=Y  et par conséquent le système est
observable.
Remarque : la connaissance de g est fondamentale ;
la gravité est équivalente à une manœuvre de
l’observateur.
3. Le cas particulier d’une trajectoire
parabolique inscrite dans un plan
On considère, dans cette partie, le cas particulier où
le mobile a une trajectoire parabolique inscrite dans
le plan vertical d’équation { }0=y . Lancé selon un
vecteur vitesse ( )00 , zx && , le mobile n’est soumis
qu’à la pesanteur g supposée connue. Dès lors, sa
trajectoire est entièrement décrite par l’équation
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On dispose également des seules mesures de site
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l’observateur. L’observabilité de )( 0tX à partir du
continuum de mesures ( ) 0,)( ≥ttϕ ) est encore
assurée. Dans un premier temps nous quantifions
l’estimabilité du mobile (pour des bruits additifs
gaussiens sur un ensemble fini de mesures
discrètes) suivant [3]. Puis nous passons en revue
quelques estimateurs classiques en trajectographie
passive.
3.1 Analyse de l’estimabilité du mobile
On note le vecteur des mesures disponibles
( )Tnµµµ ,,0 L= où kµ , le site observé à l’instant
kt  est défini par ( ) kkkk t εεϕµ ,+=  étant le bruit
de mesure à l’instant kt  supposé gaussien, blanc de
variance constante 2σ . Un calcul théorique [6]
fournit l’expression de la matrice d’information de
Fisher (FIM), relative à l’estimation du vecteur
d’état de la source à un instant de référence
(i.e. )( 0tX , soit pour n observations :
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Une mesure de l’estimabilité de )( 0tX est le
déterminant de cette matrice. Restreignons-nous
tout d’abord au cas de 4 observations consécutives ;
on a alors : TGGFIM 2−= σ , où
[ ]TGGG 41 ,,L=  ; d’où l’on déduit :
( )[ ]28)( FIMdétFIMdét σ= . En considérant un
D.L. d’ordre 4 de chacun des vecteurs kG , on
montre aisément [3] que
( ) [ ]1111 ,,,4 GGGGdétGdét &&&&&& . Or
[ ]kkkk GGGGdét &&&&&& ,,, ne dépend pas de ( )ktϕ . Ceci
conduit à l’approximation suivante :
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Dans le cas général ( 3≥n ), on écrit de même
TGGFIM 2−= σ , où [ ]TnGGG ,,1 L= . Le calcul
de dét(FIM) est alors obtenu par le théorème de
Binet-Cauchy , i.e. ( )[ ]2)( ∑=
E
E
T GdétGGdét , où
E est un ensemble de 4 indices
{ }41 ,, ii L parcourant l’ensemble { }n,,1L  et tels
que niiii ≤<<<≤ 43211 . On en déduit
l’approximation suivante :
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3.2 Estimateurs proposés :
a) le maximum de vraisemblance (MLE)
Il est connu que l’estimateur du maximum de
vraisemblance lorsque l’on dispose de mesures
polluées par un bruit additif gaussien s’identifie à
celui des moindres carrés pondérés par l’inverse de
la matrice de variance-covariance du vecteur-bruit.
Si l’on note ( )[ ] ( ) ( )[ ]TntttXh ϕϕ ,,00 L=  le
vecteur-modèle de mesure, la méthode consiste à
minimiser le critère
( )[ ] ( )[ ] 200 1−−∆ RtXhtXQ µ
où R est la matrice de variance-covariance du
vecteur-bruit ( )Tnεε ,,0 L .
En trajectographie, comme dans bon nombre de
problèmes d’estimation, la technique la plus
employée (et avec raison car elle est facile à mettre
en œuvre et donne des résultats satisfaisants) est
celle de Gauss-Newton. Nous n’en détaillerons pas
les étapes. Précisons que la technique de
Levenberg-Marquardt doit être utilisée et que
l’optimisation du pas de descente est réalisée par
une simple dichotomie.
Remarque : la connaissance de l’accélération g par
l’observateur fait de ce problème un cas de
[ ]1111 ,,, GGGGdét &&&&&&
trajectographie passive par mesures d’angle (TPA)
pour lequel d’autres méthodes ont été proposées.
b) Le Filtre de Kalman étendu en coordonnées
polaires modifiées (MPK) [5] :
En TPA , c’est la représentation à ce jour qui assure
le meilleur comportement du filtre. Facile à mettre
en œuvre, la méthode a l’avantage d’assurer le
temps réel.
3.2 Confrontation aux données :
Des simulations selon la technique de Monté-Carlo
permettent d’apprécier « l’écart » de tout estimateur
à la borne de Cramèr-Rao (BCR) en comparant la
matrice empirique de variance-covariance d’un
nuage d’estimés à cette dernière. Des mesures
indépendantes entre elles ( 22 IR σ= ) ont été
générées. La BCR prend alors l’expression
suivante :
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Deux types de scenarii ont permis d’apprécier les
performances « pratiques » des estimateurs
proposés : des scenarii en rapprochement
(relativement à l’observateur) et des scenarii en
éloignement. Nous présentons ici les performances
des deux estimateurs quant à leur biais et à leur
matrice de variance-covariance  sous la forme d’un
tableau dont la première colonne indique les
coordonnées de )( 0tX  couplées avec leur écarts-
types minimaux (en fait la racine carrée de la
diagonale de la BCR), les deux autres colonnes les
coordonnées de la moyenne empirique des estimées
)(ˆ 0tX  fournis par le MLE ou le MPK (couplées
avec leur écarts-types empiriques). Dans les deux
scenarii, l’observateur est au point de coordonnées
(30000, 0) et le missile est lancé depuis le point de
coordonnées (0, 0). Chaque scenario dure 60s ; les
mesures sont acquises toutes les secondes et l’écart-
type de mesure est de 1°. Nous avons procédé à un
jeu de simulations de 500 tirages pour calculer
moyennes et matrices de variance-covariance
empiriques. Dans les deux scenarii, le MLE a été
initialisé au point (5000, 5000, 0, 0) et le PMK
selon les recommandations de [5].
Les unités employées sont le mètre et le mètre par
seconde.
a) Scenario en rapprochement :
Dans ce scenario, les coordonnées de la vitesse du
missile est (200, 300).
Réalité MLE MPK
0  (2263)
0  (230)
200 (64)
300 (6.2)
-241(2282)
31 (225)
202.81 (67)
299.68(6.4)
538 (2178)
-100 (285)
182 (63)
303 (6.5)
b) Scénario en éloignement :
Dans ce scenario, les coordonnées de la vitesse du
missile est (-200, 300).
Réalité MLE MPK
0  (4119)
0  (275)
-200 (144)
300 (91)
-280 (417)
19 (284)
-196.8(144
300 (95)
-449(4219)
115 (369)
-181 (128)
298 (99)
Si le MLE présente le biais le plus faible et la
matrice de variance-covariance la plus proche de la
BCR, le MPK a un comportement tout à fait
acceptable.
4. Conclusion
L’observabilité d’un mobile uniformément accéléré
dont on mesure le site et l’azimut a été etablie (une
composante de l’accélération, soit g,étant connue).
Nous avons évalué l’estimabilité et proposé
quelques estimateurs. Reste pour la suite à étudier
la convergence numérique des méthodes
d’estimation envisagées, tenir compte du clutter et
analyser le cas plus réaliste où g dépend de l’état.
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