A supplier has a periodic review inventory system that provides several lead-time options to its customers. The inventory replenishment lead time is a multiple of the inventory review cycle.
Introduction
We consider inventory models where a supplier offers two delivery lead time options and the corresponding prices in order to serve two classes of customers: long lead-time customers and short lead-time customers. For convenience, a long (short) lead-time customer will be referred generically as Long (Short) and his order will be called a Long (Short) order. Long is price sensitive and is willing to wait if the product is not immediately available. Short demands an immediate delivery of the product when available and is willing to pay a higher price for it. We assume that the supplier replenishes its inventory periodically and the replenishment lead time is one cycle. Customer orders arrive at random. Therefore, at the time of the placement of an order, Short is informed if his order is filled immediately, whereas Long is informed whether his order is filled immediately or will be filled in the next replenishment cycle. When the supplier has no on-hand inventory, both Short and Long orders are backlogged with the corresponding backlog costs. Since unmet orders are fully backlogged, we use priority rules to clear backlogged orders. We use three backlog clearing priority rules. The priority rules considered are FirstCome First-Served (FCFS), Myopic Short order First-Served (MSFS), and Strategic Short order First-Served (SSFS). The FCFS rule does not differentiate between the customer classes, and clears the outstanding orders purely according to their respective arrival times. The MSFS rule clears the outstanding Short orders first. The SSFS rule not only clears the outstanding Short orders first, but also reserves inventory for the upcoming Short orders before clearing the Long orders. In addition, we consider inventory commitment and inventory replenishment decisions.
The inventory commitment and replenishment problems deal with how on-hand inventory is allocated upon the arrival of an order and how inventory is replenished at the beginning of a cycle, respectively.
The most relevant literature is that of inventory models serving multiple-customer classes. A representative result, known as inventory-rationing policy, defines a static threshold representing the maximum number of orders to be reserved for each customer class. Veinott (1965) introduces the concept of rationing; Topkis (1968) refines it by dividing the replenishment cycle into a finite number of intervals. On-hand inventory is allocated to each time interval, at the end of which, orders are express filled or backlogged (or lost in the lost-sale case). Kaplan (1969) independently obtains the same inventory-rationing policy for the backlog case as does Topkis (1968) , but without considering the inventory-replenishment issue. Cattani and Souza (2002) introduce two customer classes asking for different lead times, and they compare numerically the performances of the inventory-rationing policy and the first-come first-served policy. Jang (2000) and Jang and Kim (2006) study a newsvendor-type model that considers two classes of customers with different waiting costs. They also consider production, inventory rationing, and distribution decisions. Frank, Zhang, and Duenyas (2003) characterize the optimal policies in a periodic-review inventory system facing deterministic and stochastic demands, where the deterministic demand must be satisfied and inventory replenishment has a setup cost. An inventory-rationing policy is used to reserve inventory for the committed deterministic demand. Ding, Kouvelis, and Milner where S, R, and B are the order-up-to, reserve-up-to, and backlog-up-to levels, respectively. To serve both transaction and contractual customers, Gupta and Wang (2007) study a periodicreview infinite-horizon inventory model in the make-to-order and make-to-stock/make-to-order environments. They prove that a threshold policy is optimal for the make-to-order mode and that a two-critical-number policy performs well for the make-to-stock/make-to-order mode.
Compared with these inventory rationing models, our model allocates goods upon the arrival of an order and uses priority rules in clearing backlogs. This key difference is of practical interest, because as pointed out by Ding, Kouvelis, and Milner (2006) , "in most practical cases, demand arrives according to a continuous-time stochastic process during a period and firms are required to respond to demands immediately." In our model, the evolution of inventory depends on the realization sequence of Short and Long orders, and the deployed inventory delivery policies for them. On the contrary, when the inventory-rationing models deliver goods to customers at the end of a replenishment cycle after all of the demands are realized, as in the existing literature, then the evolution of inventory depends only on the cumulative demand and, therefore, the order-arrival sequence does not matter.
In the continuous-review inventory framework, Deshpande, Cohen, and Donohue (2003) develop a model for selecting policy parameters and analyzing performance of a static threshold rationing policy, under the assumption that the inventory is replenished according to a (Q, r) policy, that is, when the inventory position reaches the level r, a replenishment order for Q units is placed. To serve customer classes with different shortage costs under a continuous-review (Q, r) policy, Arslan, Graves, and Roemer (2007) develop a mechanism of cost evaluation and optimization for a deterministic replenishment lead-time model. They focus on efficient heuristic algorithms to calculate how to ration inventory among the customer classes.
Another line of research focuses on characterizing production control and inventory-rationing policies using queuing models. Ha (1997a Ha ( , 1997b ) studies a single-product production system that operates in a make-to-stock environment with backlogging and lost sales. Véricourt, Karaesmen, and Dallery (2001, 2002) extend Ha (1997a) to a manufacturing system with multi-class customers.
Carr and Duenyas (2000) extend these models further to a multi-product manufacturing system in order to address the sequencing issues under admission control. The queuing approach used in these papers allows them to implement a priority rule that can account for the arrival sequence of the customers as well as their different penalty costs. However, there is no lead-time commitment (or guarantee) to customers who have been promised delivery. But in our model, Long is given a committed delivery time (either immediately or in the next cycle). We model the lead-time commitment dynamics and characterize the inventory-commitment policy.
Wang and Yan (2008) study a lost-sale inventory system where a supplier offers two delivery options to its customers. They characterize the inventory-commitment policies for Short and Long orders and the inventory replenishment policy. They also extend their model for a supply capacity constraint. Unlike in Wang and Yan (2008), the supplier in our model has one-cycle replenishment lead time, and full demand backlogging with priority rules.
Our work contributes to the literature in the following ways. (1) We derive the optimal inventory-replenishment policy at the beginning of the cycle. (2) In each cycle, given a starting inventory inherited from the previous cycle, we deal with an inventory problem that dynamically commits inventory for Long and Short orders. (3) We study three different priorities rules to clear the accumulated backlogs.
In the next section, we develop the model and its dynamics. In Section 3, we characterize the optimal inventory-commitment policy under the FCFS rule. Next, we study the same under the MSFS and the SSFS rules in Sections 4 and 5, respectively. We consider the inventory replenishment policies in Section 6. We evaluate models with different priority rules in Section 7.
Finally, we summarize the results and suggest further research directions in Section 8.
Problem Formulation
We consider a periodic-review inventory system with a supplier offering two lead-time options to serve price and lead-time sensitive customers. At the beginning of each cycle, the supplier replenishes inventory and allocates it to outstanding and future orders. Within each cycle, orders arrive randomly. When a Short order arrives, it is met immediately, so long as the supplier has a positive on-hand inventory. On the other hand, for a Long order, the supplier chooses between filling it from on-hand inventory or backlogging it to the next cycle. Both Short and Long orders are backlogged when the on-hand inventory is zero. Leftover inventories are carried over to the next cycle. The supplier has one cycle lead time to replenish its inventory.
We divide each cycle i into T − 1 periods 1, 2, · · · , T − 1. These are small enough so that at most one order arrives in each period. Short arrives with probability of π s , places an order at a high unit price p s , and expects the order to be filled immediately. The supplier incurs a penalty cost c ps when he runs out of on-hand inventory and must backlog the Short order. Long arrives with probability π f , places an order at a low unit price p f , and expects the order to be filled no later than the beginning of the next cycle. At that time, the supplier decides whether to fill the order from the on-hand inventory, or to backlog the order to the next cycle with backlog penalty.
The supplier incurs a penalty cost c p for each unsatisfied Short order and for each backlogged Long order when it cannot be filled at the beginning of the next cycle. Let π 0 be the probability of no orders in a period. Then, we have π s + π f + π 0 = 1.
In each period, Short has a priority over any of the backlogged Long orders. However, at the beginning of the next cycle, when the inventory is replenished, backlogged orders are cleared according to three different priority rules. 
The FCFS Model
In period t of cycle i, let the on-hand inventory level and the number of outstanding orders be n and m, respectively. A Short order arrives with probability of π s , and the supplier fills it with the on-hand inventory or backlogs it with a penalty c ps . A Long order arrives with probability of π f , and the supplier chooses to fill it from the on-hand inventory (u i (t) = 1), or promises to fill it at the beginning of the next cycle (u i (t) = 0). Note that there is no penalty for not filling a Long order immediately. Hence, it is optimal for the supplier to satisfy Short as long as there is a positive on-hand inventory. Now we write the dynamic programming equations for the problem. Denote the value function for period t of cycle i as V F i (t, n, m), where n and m are the on-hand inventory and the number of outstanding orders in period t, respectively. Then, for cycle i, 1 ≤ i ≤ I − 1, period t, and
where h is the inventory holding cost. Note that the inventory level n can be negative, and in this case, the supplier incurs a penalty cost c ps for backlogging a Short order.
At the beginning of cycle i + 1, a replenishment order Q i arrives (which is placed in cycle i).
Under FCFS, the outstanding orders are filled, as many as possible, from the on-hand inventory n at the end of cycle i and the replenished quantity Q i . If all of the outstanding orders cannot be filled completely, that is, n + Q i < m, then the supplier backlogs these orders regardless of their lead-time preferences and incurs penalty cost. This leads to the initial inventory level of n + Q i − m < 0 at the beginning of cycle i + 1. Then, the dynamic programming equations between the cycles are,
where c p (m − n − Q i ) + denotes the penalty for backlogging Short and Long orders when the supplier does not have sufficient inventory.
For the last cycle I, since there is no inventory replenishment, the Long orders are either filled or rejected and the Short orders are filled to the extent possible. That is, for i = I and
The value function for the terminal of cycle I is
where S(n, 0) is the penalty/salvage function. For mathematical convenience, we need the following assumptions. As an example, let S(n, m) = s s (−n)
where s s and s f are penalty costs for not being able to meet the customer orders. It is straightforward to check that S(n, m) satisfies Assumption 3.1.
The optimal inventory-commitment policy
By (6), we know that V F I (T, n, m) is convex in n. Next, we derive a number of structural properties of V F I (t, n, m) and obtain the optimal inventory-commitment policy for cycle I. In this subsection, we assume that V In order to find the optimal inventory-commitment policy using (1), we need to study the value functions V 
We obtain the following lemma. Its proof is in the Appendix. Part (a) of the lemma indicates that when the supplier has some on-hand inventory, then the greater the on-hand inventory level n is, the better it is to use a unit of on-hand inventory to serve Long. More interestingly, part (b) reveals that this decision is independent of the outstanding order level m. This is because the supplier takes care of the tradeoff between the holding cost for a unit of product and the possible penalty from failing to fill a Short order. Since there is no penalty cost for backlogging Long to the next cycle, the outstanding orders do not play any role in the tradeoff. Also, no matter whether the supplier fills the order immediately or in the next cycle, the difference between the on-hand inventory and the outstanding order (n − m) does not change, which means that the penalty cost for running out of replenished inventory (the first term in (3)) does not change. Therefore, Q i does not come into play in the tradeoff, and the property (c) holds. Now, to characterize the optimal inventory-commitment policy for Long, we define what the inventory-commitment level is.
Definition 3.2 For each outstanding order level
Based on this definition and Lemma 3.1, it is straightforward to characterize the optimal inventory-commitment policy for Long. This inventory-commitment policy specifies the optimal decision with respect to the state variables n and m. With the inventory-commitment policy, the supplier balances the tradeoff between committing on-hand inventory and keeping on-hand inventory; the former action reduces the inventory holding cost and the latter avoids the potential backlog cost for Short. Its proof appears in the Appendix.
Next, we present a theorem characterizing the optimal inventory-commitment level at any time t.
Theorem 3.2 characterizes how the optimal inventory-commitment policy changes with time t. As t increases, there is less remaining time and, therefore, it is more likely that the supplier chooses to use one unit of on-hand inventory for Long. This is because the less the remaining time in the cycle is, the fewer are the potential Short orders.
The following lemma characterizes the value function further. Its proof appears in the Appendix. 
The MSFS Model
The FCFS rule, studied in Section 3, attempts to fill the outstanding orders m to the extent possible. If we cannot fill all backlogged Short and Long upon replenishment, that is, if n + Q i − m < 0, then they are further backlogged. In this section, we consider an inventory model with a priority rule giving a higher priority to Short. Under this rule, the Long orders are cleared only after all outstanding Short orders are filled. We denote this priority rule as the Myopic Short order First-Served (MSFS) rule. Since the replenishments arrive at the beginning of 1, 2, · · · , I −1 cycles, the dynamics of the inventory and the outstanding orders under MSFS will be different and is discussed below.
As in the FCFS model, the dynamic programming equations are the same to the expressions
At the end of cycle i, inventory to be carried over is determined from the inventory level n, which can be both positive or negative, the outstanding order level m, and replenishment 
Then, based on these properties, to close up the backward induction, we need Lemma 4.1. Its proof appears in the Appendix.
Note that the marginal cost of inventory commitment depends on Q i , which is different from the independence of Q i in the FCFS model. This is because the supplier's decision on clearing the Long changes the system states n and m, which, together with Q i , lead to different penalty costs in (9) at the end of each cycle. Since we have obtained that
is nonincreasing in n, independent of m, and nonincreasing in Q i , it is straightforward for us to characterize the inventory-commitment policy as follows.
Theorem 4.1 For the inventory model with MSFS rule, (a) the optimal inventory-commitment policy is characterized by a switching curve C L (i, t, m).
is independent of m, and nondecreasing in Q i .
(c) The optimal inventory-commitment policy for the Long is to commit one unit of on-hand inventory immediately if n(t) > C L (i, t, m), and, otherwise, to backlog the Long to the next cycle.
Theorem 4.1 reveals that the inventory-commitment policies for the MSFS rules have a threshold type policy. In addition, different from being independent of Q i of the FCFS rule, the inventorycommitment level for the MSFS rule is nondecreasing in Q i . This is because, for the MSFS rule, a greater replenished order reduces the possibility of running out of on-hand inventory, and therefore, reduces potential penalty costs for further backlogging uncleared outstanding orders.
Note that when the Short are backlogged, each uncleared Short order incurs a penalty cost c ps . If this penalty cost for the Short equals c p , then the backlogged Short and Long lead-time customers incur the same penalty cost. In this special case, this MSFS model is equivalent to the FCFS model studied in the previous section, which can be derived by comparing (3) and (9) in the following three scenarios. When m ≤ n + Q i , the replenished products fully fill the outstanding orders in both two models, and there is no cost difference. When 0 ≤ n + Q i ≤ m, in the FCFS model, the unfilled Long m − n − Q i are scheduled to be filled after the next replenishment with the same priority as the Short; while in the MSFS model, the unfilled Long orders m − n − Q i are scheduled to be filled after the next replenishment. Since both models have non-positive on-hand inventory, they have to backlog all new orders before the next replenishment arrives. And we have assumed that the penalty costs for backlogging the Short and Long are the same. Hence, there is no cost difference for the two models. When n + Q i ≤ 0, both models also have to backlog all new orders again. For the same reason, we conclude that there is no cost difference for the two models in this scenario as well.
The SSFS Model
In the previous model, following the fillment of outstanding Short, the outstanding Long are cleared as many as possible at the end of each cycle. The leftover inventory n + Q i − m is carried over to the next cycle. Note that n + Q i − m can be either positive or negative. When n + Q i − m is negative, all the Short in cycle i + 1 must be backlogged. Therefore, whether outstanding orders from the Long should be fully cleared is a question. Therefore, we extend our study to a model that provides a preference treatment to both the past and future Short.
Since the unfilled Short incurs a penalty cost, and the future Short incurs a penalty cost with a probability, therefore, the outstanding Short clearly have a high priority. The supplier first uses the newly replenished inventory to fill the backlogged Short. However, the supplier has to deal with the tradeoff between filling outstanding Long and reserving inventory for the future Short. This tradeoff can be managed by dynamically evaluating the backlog level for the Long and the on-hand inventory. This evaluation leads to a decision on how much inventory to keep and how much outstanding Long to be further backlogged. To differentiate with the MSFS model, we denote this model as a Strategic Short order First-Served (SSFS) model. Once the supplier decides to backlog the existing Long after the replenishment arrives, it pays a penalty for these further backlogged orders.
Dynamic Programming Equations
In this model, within each cycle, a penalty cost c ps applies for backlogging the Short. However, there is no penalty for backlogging Long. Hence, the supplier fills the Short as Long as possible.
The dynamic programming equations within each cycle are parallel to expressions (2) 
At the end of cycle i, the supplier provides the Short with a higher priority: the supplier not only tries to fill the outstanding Short, but also anticipates the future Short. Hence, at the beginning of cycle i+1, i = 1, · · · , I −1, upon arriving of order Q i , the supplier only allocates part of available on-hand inventory y to fill the outstanding Long. Note that y is less than the levels of on-hand inventory and the outstanding Long, that is, 0 ≤ y ≤ min{m, (n + Q i )
we could treat this decision of y as the following optimization problem, that is, for 1
where
and c p (m − y) represent the penalty cost for the outstanding Short and Long, respectively.
The terminal condition for the last cycle I is a parallel expression of (6) , that is,
where S(n, m) satisfies Assumption 3.1.
The optimal inventory policies
Since the dynamic programming equations within a cycle have a similar form to those of the FCFS model, we then focus on the dynamic programming equations between the cycles. In this subsection, by backward induction, we prove that the marginal cost of inventory commitment
is nonincreasing in n, independent of m, and nonincreasing in 
We characterize how the on-hand inventory is allocated to the outstanding Long optimally. We have the following lemma that defines the optimal inventory allocation. Let n i+1 (1) = n + Q i − y, and n * i+1 (1) as the minimizer in (19) with respect to n i+1 (1) , that is,
Then we have the following lemma.
Otherwise, n * i+1 (1) < 0, and y * = min{m, (n + Q i )
Proof. Recall that, at the beginning of the subsection, we have assumed that
is nonincreasing in n, and independent of m. To obtain the convexity of F (y, m) in y, by (19), we have
where the inequality holds since V (20) is independent of n and m.
Note that n * i+1 (1) is the reserved inventory for the future Short. This lemma indicates further that the optimal reserved inventory n * i+1 (1) is independent of states n and m, and the supplier rations its on-hand inventory to that optimal level with the feasibility constraint 0 ≤ y ≤ min{(n+
(1) < 0, possibly due to large value of Q i and large inventory holding cost, it is not optimal to reserve inventory for the future Short, and the SSFS model is reduced to the MSFS one.
Based on the above inventory-rationing policy, we obtain the following properties for the dynamic programming functions between the cycles, which closes up the backward induction. Its proof appears in the Appendix. 
is nonincreasing in n. This is because, the supplier may backlog some outstanding orders to reserve its on-hand inventory up to a level for the future demand. In this case, a greater on-hand inventory level n leads to a smaller unfilled outstanding orders carried to the next cycle. Hence,
Theorem 5.1 Under the SSFS rule, (a) the optimal inventory-commitment policy is characterized by a switching commitment level C L (i, t, m).
(c) The optimal inventory-commitment policy for the Long is to commit one unit of on-hand inventory if n(t) > C L (i, t, m), and to backlog the Long to the next cycle, otherwise.
Theorem 5.1 reveals that the commitment policy for the SSFS rule has a threshold type policy.
Together with Lemma 5.1, Theorem 5.1 provides the supplier the means to dynamically balance the penalty costs between the Short and Long. Contrast to the MSFS rule, the supplier not only gives the Short and Long with preference treatment, but also reserves inventories for the future Short.
Extension to Incorporate Inventory Replenishment Decisions
In previous sections, we have studied the inventory systems with demand backlogging, alternative leadtime and priority rules. Note that we assume that inventory replenishment decisions are exogenously decided. In this section, we further study an extended model that incorporates the inventory replenishment decisions. We assume that the inventory replenishment lead time is one cycle. Note that the backlogging clearance priorities do not exist in inventory systems with zero lead time.
The FCFS model with an inventory replenishment policy
Specifically, at the beginning of cycle i, the supplier decides an order quantity Q i , which arrives at the beginning of the next cycle. In this case, the dynamic programming equations within the cycles are the same as (1), (2), (4) and (5), and the dynamic programming equations between the cycles are, for cycle i,
And since there is no replenishment decision for the last cycle, the last two cycle terminal conditions are
where S(n, 0) again satisfies the Assumption 3.1.
In order to obtain the optimal replenishment policy, we need to check whether the value function with replenishment decisions satisfies the properties described in Lemmas 3.1 and 3.2.
We have the following theorem to characterize the optimal inventory replenishment policy. Its proof appears in the Appendix. 
where D i is the total Short and Long demand in cycle i, and z * i is independent of the initial inventory level n i (1) . Therefore, the optimal order quantity is
6.2 The MSFS and SSFS models with an inventory replenishment policy
For the MSFS and SSFS rules, the unsatisfied Short and Long incur their associated penalty costs. And for the SSFS rule, upon the arrival of the replenishment orders, the supplier reserves a fraction of inventory for the future Short. As described in Section 4, this priority selection is exercised by a rationing process upon the arrival of replenishment orders. For these two cases, the dynamic programming equations within each cycle are the same, while the dynamic programming equations between the cycles are different.
For the MSFS model, the dynamic programming equations between the cycles are
For the SSFS model, the dynamic programming equations between the cycles are
where 1 ≤ i ≤ I − 2 and Q i+1 is the order quantity at the beginning of cycle i + 1. There is no need to replenish for the last cycle. Since we know that the optimal inventory-commitment policy within cycle i depends on Q i , it is challenging to obtain the concavity of
Hence, we leave this inventory-replenishment policy to numerical experiments in the next section.
Comparative Study
To this end, we provide the optimal inventory-commitment policies for inventory models with different priority rules. We also partially extend the model to incorporate inventory-replenishment decisions. In this section, we attempt to study performances of the different models, and to identify conditions that yield significant differences in performances. This calls to the question whether the priority rule is necessary, and under what conditions the priority rule makes more sense. We first study the behavior of the corresponding inventory-commitment policy under two priority rules in Subsection 6.1. Finally, in Subsection 6.2, we explore the conditions under which the performance difference of the rules is greater.
Differences in inventory-commitment levels for MSFS and SSFS rules
In order to study the behavior of the corresponding inventory-commitment policy for the MSFS and SSFS rules, we use the marginal cost of inventory commitment defined in Definition 3.1 as the performance measure. In what follows, we present a lemma which characterizes the order of the marginal cost of inventory commitment with respect to on-hand inventory level n. Its proof appears in the Appendix.
Lemma 7.1 For a given on-hand inventory level n, the marginal cost of inventory commitment for the SSFS rule is greater than that of the MSFS rule, that is, V
Lemma 4.1 and 5.2 identify that the marginal cost of a unit inventory for either the MSFS or SSFS rule is nonincreasing in the on-hand inventory n. Lemma 7.1 further reveals that for the same level of on-hand inventory level, each unit of inventory for the SSFS rule has a higher marginal inventory-commitment cost. In other words, the SSFS rule needs a greater on-hand inventory level to reach non-positive marginal cost of inventory commitment. Since the inventorycommitment policy depends on the sign of the marginal cost of inventory commitment, then, we are able to obtain a theorem that highlights the difference of inventory-commitment levels between these two rules. We carry out numerical experiments to further illustrate this observation. We consider a two-cycle model. At the beginning of the last cycle, the SSFS model reserves inventory for the cycle, and there is an inventory-rationing decision. Under the MSFS rule, we start from the terminal condition (12) . By (10) and (11), we calculate the optimal inventory-commitment policy and resulting value functions for the second cycle. With (7), (8) , and (9), we then carry out a backward induction in calculating the optimal inventory-commitment policy and the resulting value functions for the first cycle. Under the SSFS rule, we use a similar methodology of backward induction, and obtain the optimal inventory-commitment policy and the resulting value functions with (13) − (18) . Let the terminal condition be S(n, m) = s s (−n)
and s s = β * s f . We list the parameters of this numerical example in Table 1 . We depict the commitment control curves of cycle 1 in Figure 1 . The commitment curve identifies inventory commitment decisions. When the on-hand inventory level n is above the curve, one unit of inventory is committed to the Long. Otherwise, the on-hand inventory is below the curve, and the Long is backlogged. These two control curves demonstrate that the SSFS model has an equal or greater inventory-commitment level than the MSFS model has. Now, we analyze the sensitivity of inventory-commitment policy for these two rules with respect to cost parameters. First, we obtain the inventory-commitment levels for the model with a higher inventory holding cost h = 0.15 in Figure 2 . We see that the inventory-commitment levels for both the rules move downwards. This is intuitive, because an increase of inventory holding cost leads to a greater incentive for the supplier to reduce its on-hand inventory by filling the Long.
Second, we derive the inventory-commitment levels for the model with a higher penalty cost c ps = 10 in Figure 3 . We observe that the inventory-commitment levels for both models move upwards. This is again intuitive because a higher penalty cost leads to a higher reserved inventory level to avoid the potential backlogging of the Short.
Moreover, Figures 1 and 2 indicate that the difference between the inventory-commitment levels of the two models is larger at the beginning of the cycle. For the MSFS, the supplier has the tradeoff between (T 1) reducing on-hand inventory cost and (T 2) decreasing the penalty cost for backlogging the Short within the cycle. In contrast, for the SSFS model, the supplier reserves additional inventory to take the future Short (T 3) into consideration in addition to (T 1) and (T 2). Denote the inventory commitment level for the MSFS as the basic inventory, and the inventory commitment level for the SSFS equals the basic inventory plus the additional inventory. The additional inventory makes the difference when the demand realization in the remainder of the cycle is high, and the basic inventory is not sufficient for reserving inventory for the future Short. As t goes to the beginning of the cycle, the variance of the Short in the remainder of the cycle increases, which leads to a greater probability for the demand realization to reach a further level from the basic inventory. Therefore, the additional inventory is greater at the beginning of the cycle, that is, the difference in commitment level between the two models is greater at the beginning of the cycle. The managerial application is that the supplier should pay careful attention to the difference of these two models when the replenishment cycle is large.
However, when the penalty cost increases significantly in Figure 3 , this trend does not exist. This is because a large penalty cost leads to high inventory-commitment levels for both the models, which reduces the possibility that the demand realization in the remainder of the cycle exceeds the basic inventory. Therefore, in this case, (T 3) does not play a dominate role in the tradeoff for the commitment control, and the difference in commitment levels for the two models is small.
Differences in inventory-replenishment policies and system performances
In the previous subsection, given an inventory-replenishment quantity, we study the inventorycommitment policies for two priority rules. In this subsection, with the same two-cycle model, we study the optimal inventory-replenishment quantity and the system performances. We choose to fix the cost parameters while to change the replenishment quantities in numerical experiments.
With varying the replenishment order quantity, we draw contour curves of the cost functions with respect to initial and replenished inventory in Figures 4 and 5.
Figures 4 and 5 demonstrate that, for the SSFS model, the contour lines around the optimal (lowest) cost have more sparse intervals, which means that the contour surface around the optimal one is flatter. This is interesting, because when the optimal inventory-replenishment quantity is not precisely calculated (for example, due to the unprecise estimation of cost parameters or demand), the cost for the SSFS model tends be more robust.
Moreover, Figure 6 contains the cost difference in percentage, which equals the cost difference of the two rules divided by the SSFS cost. Figure 6 demonstrates that the cost for the SSFS rule is smaller than that for the MSFS rule. Further, given the same order quantity arrived in the second cycle, the cost difference is significant when the initial inventory is neither too high nor too low. This is because different inventory-commitment policies lead to different commitment controls only when the on-hand inventory falls into the interval between the inventory-commitment levels of the two rules.
Conclusions and Future Research Directions
This paper considers periodic-review inventory models with demand backlogs, where a supplier provides multiple lead-time options for customers. Customers are segmented into two categories in terms of lead-time requirement. The Short requires the products immediately; while the Long allows the supplier to fill its order until the next cycle. All orders are backlogged when the supplier runs out of its on-hand inventory.
We consider the inventory-commitment decision, that is, how the supplier dynamically commits its on-hand inventory. We also consider the inventory-replenishment decision at the begin- Under the MSFS rule, the Long is filled only after all outstanding orders from the Short is filled.
Under the SSFS rule, the supplier reserves a part of on-hand inventories for the future potential Short with an inventory-rationing policy. We characterize the optimal inventory-commitment policy for all three priority rules, and the optimal inventory-replenishment policy for the FCFS model.
We further compare the optimal policies and the system performances under different priority rules. First, we prove that the SSFS rule results in a greater inventory-commitment level than that of the MSFS rule. And for both MSFS and SSFS rules, the inventory-commitment level become lower when the inventory holding cost h increases or the penalty cost c ps decreases. Second, we find out that the difference between the inventory-commitment levels for the SSFS and MSFS rules is larger at the beginning of the cycle. Third, we evaluate the system performance under different conditions. We find out that: (a) With the initial inventory levels as the axis, the curve of the supplier value function near the optimal point is flatter for the SSFS rule. This is interesting, because when the optimal inventory-replenishment quantity is not precisely calculated, the model for the SSFS rule tends to be more robust. (b) Given the same replenishment quantity arrived in the second cycle, the profit difference is significant when the initial inventory is neither too high nor too low.
In this research, we find that to obtain an optimal inventory replenishment policy for the MSFS and SSFS models is a challenging one, and would like to view this as a future research opportunity. This is because for these two models, the inventory commitment policy depends on the replenishment quantity, and further properties of the value function with respect to the replenishment quantity should be studied. Another one is that we have assumed that the supplier provides two lead time options to customers; we believe that it is also interesting to consider the supplier to provide more-than two lead-time options. In this case, the customer can be informed to receive its products in two or more cycles. Moreover, one may consider that the prices for both Short and Long lead-time customers are not exogenously decided. We believe that the the pricing decisions affects both the customer appearing probabilities and the profit-to-go functions, which could post a great challenge in both modeling and analysis.
[28] Sethi, S. P., Yan, H. 
Appendix
Proof of Lemma 3.1. By (3) and (6), it is straightforward that
Hence, we know that V By (1), it is straightforward to obtain that V
Also, by (1) , to obtain the properties in n and m, we only need to show that min{V
+ hn} is nonincreasing in n, and independent of m. To obtain the monotone property in n, we have
where the second inequality is by the assumption that V
is nonincreasing in n; and
and
is nonincreasing in n. Then, by (30) − (33), we can obtain that min{V
To obtain the property in m, we have
Moreover, we have
Then, by (34) − (37), we can obtain that min{V
Moreover, we also have
is independent of m. Moreover, we have
where the second inequality is by the assumption that V 
m). According to Definition 3.2, we know that
By (1), we obtain
By (42) and Lemma 3.1, we have V
Because C L (t − 1) is defined as the largest value of n such that V
Also, according to Definition 3.2, we have
By (45), we obtain
Proof of Lemma 3.2. By Equation (6), It is easy to check that the last-cycle terminal function V F I (T, n, m) satisfies the properties (a), (b) and (c) described in the lemma. Now we assume that V F i+1 (1, n, m) satisfies the properties (a), (b) and (c) described in this lemma. Then, by Equation (3), we have
It is straightforward to obtain the convexity of V 
where the inequality can be proved straightforward by backward induction and checking Equations and (9) by backward induction. When 1 ≤ n + Q, by (9) , it is easy for us to obtain that
By the same approach, we check different cases and obtain other properties (b), (c) and (d).
Proof of Lemma 5.2. When n + Q i ≤ 0, (15) is reduced to
In this case, n − 1 + Q i ≤ 0. It is easy to obtain that V Otherwise, when n + Q i ≥ 1 and n − 1 + Q i ≥ 0, by (15), we have
and When α * ≤ 0, we have
where the second inequality is by
When α * ≥ min{m + 2, n + 1 + Q i }, we have
Hence, from the above three equations, we obtain that
By the definition of F (y) in case that n + Q i ≥ 1, we also have
which is nonincreasing in Q i . Hence, by (55)−(58), we obtain that
Also, by (15), we have
By (51), (52), (59) and (60), we have the following cases. When α * ≥ 1, we have
When α * = 0, we have
where the inequality is by that F (a) ≤ F (0) (the minimizer α * = 0 in this case). When α ≤ −1,
where the inequality is by the convexity of F (y, m) in y, and
of m. Hence, from the above three inequalities, we obtain that V
By the same approach, we can obtain that
where the inequalities is by checking different cases of α * as we did before.
Moreover, by the same approach, we also obtain that
Then, we finish the proof.
Proof of Theorem 6.1. Since the terminal condition of the last cycle and the dynamic programming equations are the same, we only need to focus on terminal conditions for cycle i,
By the same approach in the proofs of Lemmas 3.1 and 3.2, it is straightforward to know that we only need to check whether the properties of Lemmas 3.1 and 3.2 preserves after the minimization in (23) . Let
Then, it is sufficient to show that the following statement: assume G i+2 (·) is convex, and then
the properties of Lemmas 3.1 and 3.2.
To facilitate the analysis, let
and for 1 ≤ t ≤ T − 1, when n ≥ 1,
and when n ≤ 0,
Then, it is straightforward to obtain that
We first prove that the optimal policy is a base-stock policy. By definition,
. By (71), we obtain that
where n i+1 (1) = n + Q i − m. Since we have assumed that G i+2 (n) is convex in n, we can obtain
, and we have
which is convex in y i+1 . Let y * i+1 as the minimizer of (73), and we can obtain the base-stock policy described in the theorem.
In the remainder of the proof, we show that G i+1 (n + Q * i − m) is convex in n. We assume that y * i+1 ≥ 0. Note that the approach for the proof of the case y * i+1 < 0 is the same.
the last inequality is by that
, and the definition of the minimizer y * i+1 in (73). By the same approach used in Lemma 3.1, it is straightforward to obtain that W 
Since we have that W 
where the last inequality is by the assumption that V 
