Recently, impressive results have been reported for recognizing the traffic signs. Yet, they are still far from the real-world applications. To the best of our knowledge, all methods in the literature have focused on numerical results rather than applicability. First, they are not able to deal with novel inputs such as the false-positive results of the detection module. In other words, if the input of these methods is a non-traffic sign image, they will classify it into one of the traffic sign classes. Second, adding a new sign to the system requires retraining the whole system. In this paper, we propose a coarse-to-fine method using visual attributes that is easily scalable and, importantly, it is able to detect the novel inputs and transfer its knowledge to the newly observed sample. To correct the misclassified attributes, we build a Bayesian network considering the dependency between the attributes and find their most probable explanation using the observations. Experimental results on the benchmark dataset indicates that our method is able to outperform the state-of-art methods and it also possesses three important properties of novelty detection, scalability and providing semantic information.
INTRODUCTION
Traffic sign detection and recognition is one of the major tasks in advanced driver assistant systems and intelligent cars. A traffic sign detection and recognition system is composed of two modules namely detection and recognition. The input of the detection module is the image of the scene and its output is the areas of the image that include a traffic sign. Then, the recognition module analyses the images of these areas and recognizes the type of the traffic sign.
One of the important characteristics of traffic signs is their design simplicity which facilitates their detection and recognition for a human driver. First, they have a simple geometric shape such as circle, triangle, polygon or rectangle. Second, they are distinguishable from most of the objects in the scene using their color. To be more specific, traffic signs are usually composed of some basic colors such as red, green, blue, black, white and yellow. Finally, the meaning of the traffic sign is acquired using the pictograph in the center. Even though the design is clear and discriminative for a human, but there are challenging problems in real world applications such as shadow, camera distance, weather condition, perspective and age of the sign that need to be addressed in the traffic sign detection and recognition systems.
Moreover, there are two difficulties that must be tackled by the recognition module in the real-world applications. First, the traffic sign recognition is a multi-category classification problem that can include hundreds of classes. Second, assuming the fact that it is probable to have some false-positive outputs in the detection module, the recognition module must discard these false-positive inputs. In other words, the recognition module must deal with the novel inputs that have not been observed during the training.
To the best of our knowledge, most of the works in the recognition module have only focused on increasing the performance of the system under more realistic conditions and on a limited number of classes. Further, none of the methods in the literature have been tried to recognize the traffic signs in a coarse-tofine fashion. Despite the impressive results obtained by different groups in the German traffic sign benchmark competition (Stallkamp et al., 2012) , all of these methods suffer from some common problems.
First, none of the methods in the literature are able to deal with novel inputs. For example, given the image of a non-traffic sign object (e.g. false-positive results of the detection module), the state-of-art methods classify the novel input into one of the traffic sing classes. Second, they are not easily scalable. On the one hand, adding a new class to the recognition mod-ule might require to re-train the whole system. On the other hand, they use the conventional classification method in which we consider that all classes are well separated in the same feature space and, using this assumption, a single model is trained for whole classes. While this assumption can be true for a few number of classes but it is probable that there will be an overlap between classes if the number of classes increases. Third, they do not take into account the attributes of the traffic signs.
Attributes are high level concepts which provide some useful information about the objects. For example, if we observe that the input image "has red margin" and "is triangle" and its pictograph depicts an object that "is pointing to the left" with a high probability the input image is a "dangerous curve to the right" traffic sign. In this case, we could recognize the traffic sign using three attributes. As the second example, assume the attributes "has red rim", "is circle" and "contains a two-digit number" have been observed. These attributes reveal that the input image indicates a "speed limit" traffic sign. Considering that there are at most 10 speed limit traffic signs, we only need to do a 10-class classification instead of hundreds-class classification 1 if we observe the mentioned attributes before the final classification. In sum, we believe a successful and applicable traffic sign recognizer must have the following characteristics: 1) The cost of adding a new class to the system should be low (scalability). 2) Novel inputs must be rejected and 3) it should follow a coarse-to-fine classification approach.
In this paper, we propose a coarse-to-fine method for recognizing the large number of traffic signs with ability to identify the novel inputs. In addition, adding a new class to the system requires to update a few models instead of the whole system. It should be noted that our goal is not to notably improve the numerical results of the state-of-art methods since the current performance is 99% but to propose a more scalable and applicable method with better performance which is also able to detect the novel inputs and provide some high level information about the any inputs. To achieve this goal, we first do a coarse classification on the input image using semantic visual attributes and classify it into one of the possible object categories. Then, a fine-grained classification is done on the objects of the detected category. However, because the attributes of the object are detected using a one-versus-all classifier, it is possible that some attributes of the object are not detected and some irrelevant attributes are detected for the same 1 we consider that there are at most 100 traffic signs to be recognized.
object. To deal with this problem, we take into account the correlation between the different attributes as well as the uncertainty in the observations and build a Bayesian network. Next, we enter our observation to the Bayesian network and select the most probable explanation of the attributes. Finally, the refined attributes are used to find the category of the traffic sign or ascertain if it is a novel input.
Contribution: one of the important aspects of the proposed method is that all objects in the same category share the same attributes. For example, all speed limit traffic signs are triangle, have a red rim and contain a two-digit or three-digit number. In our proposed method, the input image is in the category of the speed limit traffic signs if it possesses all these three attributes. Otherwise, it does not belong to this category. Using this property, we are able to identify the novel inputs. More precisely, if the input image does not belong to any of the coarse categories, it is classified as a novel input. Our second contribution is proposing a scalable method. This means that the proposed framework can be effectively extended to hundreds of classes. Our third contribution is dividing the hundreds of classes into fewer categories and building separate fine-grained classifiers for every category. For instance, the category "speed limit" may contain 10 classes including 8 signs with different two-digit numbers and 2 signs with different three-digit numbers. Clearly, there are subtle differences between these signs. For example, the traffic sign "speed limit: 70Km/h" is visually very similar to the "speed limit: 20Km/h" sign. As a result, the classification approach must take into account the subtle differences rather than more abstract characteristics. Another advantage of dividing the problem into smaller problems is that in the case of adding a new sign to the system, we need to find its relevant category and update only the classification model of this category. Last but not the least, in the case that our system cannot find the category of the object or it is not confident about the classification result, it provides a more abstract semantic information which can be fused with the context and temporal information for inference.
The rest of this paper is organized as follows: Section 2 reviews the state-of-art methods for recognizing the traffic signs as well as the methods for detecting the attribute of the object. Then, the proposed method is described in section 3 where we mention the feature extraction method and the Bayesian network model. Next, we show the experimental results in section 4 and finally, the paper concludes in section 5.
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RELATED WORK
Traffic sign recognition has been extensively studied and some impressive results on uncontrolled environments have been reported. In general, the methods for recognizing the traffic signs can be divided into three different categories namely template matching, classification and deep networks.
Template Matching: In the early works, a traffic sign is considered as a rigid and well-defined object and their image are stored in the database. Then, the new input image is compared with the all templates in the database to find the best matching. The methods based on template matching usually differ in terms of similarity measure or template selection. Obviously, these methods are not stable and accurate in uncontrolled environments. For more detail the reader can refer to (Piccioli et al., 1996) and (Paclik et al., 2006) .
Classification:
Recently, classification approaches have achieved high accurate results on more realistic databases. These approaches consist of two major stages. In the first stage, features of the image are extracted and, then, they are classified using machine learning approaches. Stallkamp et. al. (Stallkamp et al., 2012) achieved 95% classification accuracy on German traffic sign benchmark database (Houben et al., 2013) by extracting the HOG features and classifying the images into 43 classes using the linear discriminant analysis. Zaklouta and Stanciulescu Stanciulescu, 2011)-(Zaklouta and Stanciulescu, 2014) extracted the same HOG features on the same database in (Stallkamp et al., 2012) and classified them using the random forest model. They could increase the performance up to 97.2%. Similarly, Sun et. al. utilized extreme learning machine method for classification of the HOG features and achieved 97.19% accuracy on the same database.
In another study, Maldonado et. al. (MaldonadoBascon et al., 2007) (Bascn et al., 2010) recognized the traffic signs by recognizing the pictographs using support vector machine. Most recently, Liu et. al. (Liu et al., 2014) extracted the SIFT features of the image after transforming it to the log-polar coordinate system and found the visual words using k-means clustering. Then, the feature vectors were obtained using a novel sparse coding method and, finally, the traffic signs were recognized using support vector machines.
Different from the previous approaches, Wang et. al. (Wang et al., 2013 ) employed a two step classification. In the first step, the input image is classified into 5 super-classes using HOG features and support vector machine. In the second stage, the final classification is done using HOG and support vector machine after doing perspective adjustment on the image taking into account the information from the super class. For more detailed information about classification based methods the reader can refer to (Mogelmose et al., 2012) .
Deep Network: deep networks outperformed the human performance by classifying more than 99% of the images, correctly. Ciresan et. al. (Cirean et al., 2012) (Ciresan et al., 2011 ) developed a bank of 7-layer deep networks whose inputs are transformed version of the input image. In addition, Sermanet and LeCun (Sermanet and LeCun, 2011) proposed a 7-layer deep network for recognizing the traffic signs and obtained 99% accuracy in their experiments.
Discussion: Despite the impressive results achieved by both deep networks and classification methods, but they are still far from the real applications. First, a deep network is slow and it cannot currently be used in real-time applications. Second, finding the optimal structure of the deep network is a time consuming task which depends on the number of the classes. In the other words, if the number of the classes changes, the whole network need to be trained again. Third, neither deep network nor the above classification methods are not able to deal with the novel inputs and they will classify every input image into one of the traffic sign classes. To address all these problems, in this paper, we have formulated the traffic sign recognition problem in terms of visual attributes and fine-grained classification.
Visual attributes was first proposed by Ferrari and Zisserman (Ferrari and Zisserman, 2007) and, later, it has been successfully used for defining the objects (Russakovsky and Fei-Fei, 2012 ). Cheng and Tan (Cheng and Tan, 2014) classified the flowers by learning attributes using sparse representation. Farhadi et. al. (Farhadi et al., 2009 ) described the objects using semantic and discriminative attributes. Semantic attributes are more comprehensive and they are the ones which human use to describe the objects. They can include shape, material and parts. In contrast, discriminative attributes are the ones that does not have a specific meaning for human but they are utilized for better separating the objects. One important advantage of visual attributes is their ability to transfer the knowledge to the new classes of objects and learn them without examples. This is called zero shot learning and it is illustrated in fig.1 . Here, 7 different attributes are learned and they can be identified in the input images. As it is shown in this figure, by detecting the correct attributes of the input image we are able to recognize 11 signs without observing them during the training phase. This is an important prop- erty which can help us to extend our models with a few efforts through transferring the knowledge from observed classes to the new classes (Rohrbach et al., 2010) (Lampert et al., 2009 ).
PROPOSED METHOD
Traffic sign recognition is a multi-category classification problem with hundreds of classes. Also, it is not trivial to collect a large number of real-world images of every sign. Further, some signs happens more frequently than other signs. For example, it is more probable to see the "curve" signs instead of the "be ware of snow" sign. For this reason, the collected database might be highly unbalanced. Consequently, the trained model for the signs with fewer data can be less accurate than the ones with more data. One feasible remedy to this problem is to update the models through time. However, if we build a single model for classification of all signs, it will be a time consuming task to re-train this model. But, if we can group the N traffic signs into M < N categories 2 , then, we can train a different model for each category and in the case of adding new signs, we need to find its relevant category and re-train only the model of this category.
On the other hand, temporal information plays an important role in human inference system. For example, if we observe "no passing" sign at time t 1 we expect to see "end of no passing zone", after a while, at time t 2 . Assume the sign "end of no passing zone" is impaired because of its age and it is hard to see its pictograph and the stripped crossing. In this case, if we follow the classification approaches that we mentioned in the previous section, the "end of no passing zone" sign can be incorrectly classified. However, if we provide some more abstract information such as "the input image has a circular shape and black-white color," the traffic sign recognition system can infer that the image is related to the previously observed "no passing" sign. Hence, it probably indicates the "end of no passing zone" traffic sign.
In this paper, we propose a coarse-to-fine classification approach using the semantic attributes of the 2 A category may contain more than one traffic sign.
object. Fig.2 shows the overview of the proposed algorithm. In the first stage, the image is divided into several regions and each region is coded using a sparse coding method. Then, the feature vector is obtained by concatenating the locally pooled coded vectors (Section 3.1). Next, the feature vector is individually applied on the attribute classifiers and the classification score of each attribute is computed (Section 3.2). Finally, the certain state of each attribute is estimated by plugging the scores into the Bayesian network and calculating the most probable explanation of the attributes (Section 3.3). In the next step, the category of the image is found using the attribute configuration (Section 3.4). Having the sign category found, the fine-grained classifier of this category is used to do the final classification (Section 3.5).
Feature Extraction
In order to train the attribute classifiers, we first need to extract the features of the traffic sign. The extracted feature must be able to encode the color, the shape and the content of the traffic sign in the same vector. One of the characteristics of the traffic sign is that they are rigid and their geometrical features ( e.g. shape, size and orientation) as well as their appearance (e.g. color and content) remains relatively unchanged. From this point of view, a simple template matching approach can be useful for the recognition task. However, some important issues such as motion blur, weather condition and occlusion cause the template matching approach to fail.
Nonetheless, it is possible to divide the image of the traffic signs into smaller blocks and learn the most dominant exemplars of each block, independently. Then, we can reconstruct the original block by linearly combining the exemplars. This is the idea behind sparse coding approach (Lee et al., 2007) . More specifically, as it is shown in fig.3 , we divide the input image into 5 different regions and each region is divided into a few smaller blocks. For example, the region indicated by number 1 is divided into 3 blocks. Then, in order to learn the templates of the region r, we first collect the images of the blocks of this region from all training images and, then, learn the most dominant exemplars by solving the following equation:
In this equation, x r i ∈ R M is a M-dimensional vector representing the RGB values of the blocks in region r, D r is a R M×K matrix storing the K dominant templates of region r in the training images, α r i ∈ R K is a K-dimensional sparse vector indicating the templates which have been selected to reconstruct the block x r i and λ is the value which controls the sparsity. The value of λ is determined empirically by the user. After training the dictionaries, we can use them to extract the features of the input images. To this end, we divide the input image into regions and blocks in the same way that it is shown in fig.3 . Then, we take the blocks of each region r, separately, and minimize (1) assuming that the values of D are fixed in order to compute the vector α r i of each block. At this step, we have a few K-dimensional vectors. For example, we will obtain four vectors from region 5. Then, the feature vector of region r is computed by pooling the vectors in that region:
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In this equation, n r is the number of the blocks in region r. Finally, the feature vector of the image is obtained by concatenating the vectors f r , r = 1 . . . 5 into a single vector and normalizing it using L 1 norm.
Attribute Classifier
A traffic sign can be defined using three sets of visual attributes. These are illustrated in fig.4 . Dashed arrows show the soft dependency relation and we will discuss about them in the next section. In fact, there is a causal relationship between these attributes and the traffic signs. In the other words, we can verify the validity of this relationship using the concept of ancestral sampling. Given the color, shape and content attributes, we can randomly generate new traffic signs using the probability distribution function p(tra f f ic sign|color, shape, content). For instance, while p(tra f f ic sign = curve le f t|color = red, shape = circle, content = has number) might be close to zero but p(tra f f ic sign = speed limit 60|color = red, shape = circle, content = has number) is high. Taking this causal relationship into account, we have defined three sets of attributes including color (4 attributes), shape (3 attributes) and content (12 attributes). These attributes are listed in table 1. Each traffic sign in our experiments can be described using these attributes. However, they can be easily extended to more attributes without affecting the general model we have proposed in this paper.
Detecting the attributes of the input image is done through the attribute classifiers. For this reason, we need to train 19 binary classifiers as follows. For each attribute, we select the images having that attribute as the positive samples and the rest of the images as the negative samples. Then, we train a random forest model on the collected data. At the end, we will have 19 random forest models for finding the attributes of the input image. Based on this model, it is easy to show that the classification will be done by finding the maximum a posteriori of the class labels:
Bayesian Network Model
where a = a i |i = 1 . . . N is a binary vector. There are two important issues with this model. First, it does not take into account the causal relationship between the attributes and it considers them completely independent. This means, using this model, the attribute "danger in road " does not longer depend on the shape attributes. But, all traffic signs indicating the danger will be only shown in the red and triangle signs. Suppose that we observe the attributes "is blue ", "is triangle " and "pointing left". Obviously, there is no traffic sign with this configuration. However, if the shape had been detected as "is circle "or the color had been detected as "is red", the configuration was valid. But, with the model of fig.5 it is difficult to find which attribute has been falsely classified. The reason is it does not take into account the dependency between attributes and the uncertainty of the observations. The second issue is that ,using this model, detecting the novel inputs is not a trivial task. In order to detect the novel inputs, we need to define a threshold which can be compared with the maximum a posteriori value for this purpose. However, determining the value of the threshold is an empirical task and it highly depends on the conditional distribution models of each attribute.
On the other hand, if one of the models changes, we need to find the threshold value, again. As we mentioned in fig.4 , the image of the traffic sign can be described in terms of color, shape and content (pictograph). However, there is also a soft dependency between the content and other attributes (dashed lines). This is because some attributes can happen regardless of the shape and color. For example, the content attribute "is blank" can happen on every possible combination of the color and the shape attributes. In other words, the attribute "is blank" can be independent of the other attributes. In addition, there is also intra-dependency between the content attributes. For example, if we observe "has truck" attribute, it is probable to observe "has car " attribute, as well (e.g. "no passing" traffic sign). To find the dependencies between the all attributes in table 1, we calculated the co-occurrence matrix of the attributes. This is illustrated in fig.6 . The co-occurrence matrix is a 19 × 19 matrix where the element (i, j) in this matrix indicates the probability of observing i th and j th attributes at the same time among the whole classes of traffic signs. Using the co-occurrence matrix, we create our Bayesian network by discarding the relations where their probability in the co-occurrence matrix is less than the threshold T . Fig.7 shows the obtained Bayesian network. The nodes in this Bayesian network depicts the state of an attribute. In other words, all of the nodes in this network are binary nodes and they represent the conditional probabilities of the child attributes given their parents that are acquired using the training data. Our goal is to find the optimal state of the attributes using the identified evidences from the image. For this reason, we add another 19 observation nodes to the network. This is illustrated in fig.8 where the solid gray circles are the hidden nodes and the white circles are the evidence nodes. Our observations are the scores of the attribute classifiers (random forests) that is a number between 0 and 100. Given the evidence from the attribute classifiers, our goal is to maximize following function:
where O a i , i = 1 . . . 19 is the score of the i th attribute obtained from the i th random forest model. According to the equation, we are looking for the state of the hidden variables (actual state of the attributes) such that the joint probability of the hidden variables and the observed attributes are maximum. This is called most probable explanation problem.
Category Finding
Given the set of 19 attributes, we can cluster the traffic signs into smaller categories. To this end, we manually specify which attributes are active for each class of traffic signs. For example, only attributes red, circle, 2-digit number are active on traffic sign "speed limit 60". Then, we cluster the classes with exactly the same active attributes into one category. We applied this procedure on the German traffic sign database and reduced the number of classes from 43 classes into 29 categories. Fig.9 shows the statistic of different categories as well as the traffic signs inside each category. As it is clear from the figure, there are 6 categories with more than one traffic sign and other categories contain only one traffic sign. This means that 22 traffic signs can be recognized using their visual attributes and they do not need a finer classification. In contrast, the traffic signs inside the other 6 categories can be recognized by the fine classification models.
Having the optimal state of the attributes estimated using (4), we can find the category of the new image using the parsing tree illustrated in fig.10 . In this tree, orange nodes are the starting points and the white nodes are the leaf nodes.
Novelty Detection: One interesting property of the parsing tree in fig.10 is that we can use it for finding the novel inputs. To achieve this, we start by the comparing the optimal state of the attributes obtained from (4) with the starting nodes. For example, assume the state of the attribute blue is active and state of the other color attributes are inactive. According to the parsing tree, there is only one outgoing path from the node blue that is the circle attribute. If it is active, then we keep do parsing, otherwise the input is novel because the node blue is not a leaf node and the parsing is not successful. In sum, an input image is novel if there is no active path from the starting points to the leaf nodes.
Fine Classification
We saw that a few categories contain more than one traffic sign. If the input image belongs to one of these categories, then, the actual class of the image is found using a fine classification model which is trained on the images of the category. In other words, we create an individual model for every object category with more than one class inside the category. We follow the same method as in (Zaklouta and Stanciulescu, Figure 9 : Clustering the traffic signs using visual attributes.
2011) for classifying the objects within the same category. Moreover, using our method, we reduce the number of the classes from 43 to 6 in German traffic sign benchmark database which is about 7 times reduction in the number of classes. Therefore, we only need to do a 6-class classification instead of 43-class classification that can be more accurate and flexible.
EXPERIMENTS
We have applied our proposed method on the German traffic sign benchmark database (Stallkamp et al., 2012) . This database consists of 43 classes. It also includes two different sets for training and testing. We have resized the all images into 40 × 40 pixels before applying any feature extraction method. We have two sets of feature vectors. The first set which is obtained by sparse coding method mentioned in this paper is for recognizing the attributes of the image and the second set is the HOG features for fine-classification. For sparse coding approach we applied our proposed method on both RGB and the distance transform of the edge image. Then, we concatenated the pooled vectors to build the final feature vector. For HOG features, we utilized the same configuration in (Zaklouta and Stanciulescu, 2011) . Next, we trained two sets of random forest model one for the attribute classification (19 classifiers) and one for the fine classification of the categories with more than one traffic sign (6 classifiers) using only the training set.
It is worth mentioning that the conditional probabilities of the hidden variables of the Bayesian network are modeled using the conditional probability tables and the conditional probability of the observations are modeled using Gaussian distribution of the attribute scores. Table 2 shows the results of the attribute classifica- tion on the test dataset. Apparently, the attribute classifiers have achieved high accuracy in detecting the attributes of the input images. Next, we tried to find the category of the test images using the attribute classification model depicted in fig.5 and our proposed method. Table 3 and Table 4 show the results of the category classification using the proposed method and the general model, respectively. Clearly, our method has outperformed the general attribute classification model. The reason is that, using our method, we are able to model the uncertainties of the observations and correct the mistakes. Consequently, the number of the samples that pass the tests in the parsing tree increases. In addition, fig.9 reveled that some categories contain only one class. However to compare our results with other methods, we also applied the fine classification model on the categories with more than one class inside. Then, to be consistent with the stateof-art results, we computed the mean accuracy of the Table 3 : The result of category classification using the proposed method. The categories are indexed according to fig.9 . Table 4 : The result of category classification using the general model in fig.5 . The categories are indexed according to fig.9 . classifications. Table 5 shows the results. As it is clear, there is a significant improvement in recognition of de-restriction signs (you can refer to (Stallkamp et al., 2012) for definitions of different signs). This is because the shape of de-restrictions signs is very similar to some of the signs in other classes. For example, "end of no-passing" sign has a very similar edge features to the "no passing" signs. On the other hand, two other methods represented in this paper have utilized HOG features for classification. Obviously, because of shape similarity of the other signs with the de-restrictions signs, their feature vector will be similar, as well. For this reason, there is an overlap between the feature vector of this signs with other signs in the feature space which causes the misclassification. However, because our method utilizes the attributes of the image, it is able to model the color, shape and content of each sign explicitly. For this reason, when an image from de-restrictions group is given to our method, it is able to distinguish between them with other signs simply using the color attributes. As the result, it is able to improve the accuracy of the classification.
CONCLUSION
In this paper, we proposed a method based on visual attributes and Bayesian network for recognizing the traffic signs. Our method is different from the stateof-art methods for various reasons. First, it is more scalable and in some cases it is possible to learn the new classes without any training samples (zero-shot learning). Further, in the case that zero shot learning is not applicable, the system only requires to update the models locally instead of the whole models. Second, it is able to detect the novel inputs. In other words, if there are some false-positive results in the detection module, our method is able to discard this novel inputs instead of classifying them as one of the traffic signs. We believe, this is the first time that novelty detection is introduced for traffic sign recognition problem. Third, because of using the visual attributes, our method is able to provide some high level semantic information about the input image. Fourth, the system is easily expendable to hundreds of classes of traffic signs since it breaks the hundred classes to the categories with much less traffic signs which make them more tractable to classify without affecting the accuracy of the system. Our experiments on the German traffic sign benchmark dataset indicates that in addition to improvements in the results compared with the state-of-art methods,
