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Linear response and moderate deviations:
hierarchical approach. III
Boris Tsirelson
Abstract
The Moderate Deviations Principle (MDP) is well-understood for
sums of independent random variables, worse understood for station-
ary random sequences, and scantily understood for random fields.
Here it is established for splittable random fields.
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1 Introduction, and main result formulated
Splittable random fields defined in [2] generalize splittable random processes
defined in [1]. The Moderate Deviations Principle (MDP) for splittable pro-
cesses is obtained in [1] via “Linear Response Principle” (LRP), the latter
being the quadratic logarithmic asymptotics for exponential moments. Both
LRP and MDP are generalized here for splittable centered measurable sta-
tionary (“CMS”) random fields, as defined in [2, Sect. 1] (see [2, (1.1)–(1.3)]
for CMS random fields, and [2, Def. 1.4] for splittability).
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1.1 Theorem (“linear response”). The following limit exists for every split-
table CMS random field X on Rd:
lim
r1,...,rd→∞,λ→0
λ logd(r1...rd)→0
1
r1 . . . rdλ2
logE expλ
∫
[0,r1]×···×[0,rd]
Xt dt .
That is, for every ε there exist R and δ such that the given expression
is ε-close to the limit for all r1, . . . , rd ∈ [R,∞) and all λ 6= 0 such that
|λ| logd(r1 . . . rd) ≤ δ. 1
We denote this limit by σ2/2, σ ∈ [0,∞).
1.2 Corollary (moderate deviations). Let X and σ be as above, and σ 6= 0.
Then
lim
r1,...,rd→∞,c→∞
(c logd(r1,...,rd))
2
/(r1...rd)→0
1
c2
logP
( ∫
[0,r1]×···×[0,rd]
Xt dt ≥ cσ√r1 . . . rd
)
= −1
2
.
1.3 Corollary. The distribution of (r1 . . . rd)
−1/2 ∫
[0,r1]×···×[0,rd] Xt dt converges
(as r1, . . . , rd →∞) to the normal distribution N(0, σ2).
For the proofs see Sect. 6.
2 Single-step bounds
A digression on boxes. By a box we mean a set of the form B = [0, r1] ×
· · · × [0, rd] ⊂ Rd where r1, . . . , rd ∈ (0,∞). We denote
volB = r1 . . . rd ; lengthB = max(r1, . . . , rd) ; widthB = min(r1, . . . , rd) ;
clearly, (widthB)d ≤ volB ≤ (lengthB)d. We consider the longest side of
B,
arglengthB = min{k : rk = lengthB}
and halve it, getting another box denoted by B/2:
B/2 = [0, s1]× · · · × [0, sd] , where sk =
{
1
2
rk if k = arglengthB,
rk otherwise.
Note the equality
(2.1) width(B/2) = min
(
widthB,
1
2
lengthB
)
;
1Of course, logn x means (log x)n.
2
it will be used in the next section.
Back to random fields. From now on we assume that a splittable CMS
random field X on Rd is given, and denote
fB(λ) = logE exp
λ√
volB
∫
B
Xt dt
for arbitrary box B ⊂ Rd and λ ∈ R; note that fB(λ) ∈ [0,∞] (since
E exp λ√
...
∫ · · · ≥ E (1 + λ√
...
∫
. . .
)
= 1). Also, we denote for convenience
R(v) = v
1
d and S(v) = v
d−1
d for v ∈ (0,∞) .
Sometimes the case d = 1 needs special attention. By convention, x0 = 1 for
all x ∈ R (not only for x > 0).
2.2 Lemma. There exists C1 ∈ (1,∞) such that for every box B satisfying
widthB ≥ C1 hold
(a) fB(λ) ≤ 2
p
fB/2
( pλ√
2
)
+ C1
p
p− 1 ·
λ2
R(volB)
whenever C1|λ| ≤ p−1p
√
volB log−(d−1) S(volB);
(b) fB(λ) ≥ 2pfB/2
(
λ
p
√
2
)
− C1 1
p− 1
λ2
R(volB)
whenever C1|λ| ≤ (p− 1)
√
volB log−(d−1) S(volB).
(Here “whenever . . . ” means “for all p ∈ (1,∞) and λ ∈ R satisfying
. . . ”.)
Proof. By [2, Lemma 2.4] (for the constant C1 given by [2, (1.6)] and a single
index i),
fB(λ) ≤ 2
p
fB/2
( pλ√
2
)
+ C1
p
p− 1 ·
λ2
lengthB
whenever C1|λ| ≤ p−1p
√
volB log−(d−1) volB
lengthB
; inequality (a) follows, since
lengthB ≥ R(volB) and volB
lengthB
≤ S(volB).
Inequality (b) follows similarly from [2, Lemma 2.10], but some clarifica-
tions are needed. There, the second inequality for r = s says (in our terms)
that
fB(λ) ≥ 2pfB/2
(
λ
p
√
2
)
− (p− 1)gB0
(
1
p− 1
λ√
lengthB
)
,
where (see [2, (1.6)])
gB0(µ) ≤ C1µ2 for C1|µ| ≤
√
volB0
logd−1 volB0
;
also volB0 =
volB
lengthB
≤ S(volB) (and widthB0 = widthB ≥ C1).
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From now on C1 is the constant given by Lemma 2.2; it depends on the
random field X only. Every larger constant is also a legitimate C1; in Sect. 3
we’ll assume that C1 ≥ 3.
2.3 Lemma. Let a box B satisfy widthB ≥ C1; denote x =
√
C1
R(volB)
.
(a) If numbers u, δ ∈ (0,∞) satisfy
fB/2(µ) ≤ u2µ2 for all µ ∈ [−δ, δ] ,
then
fB(λ) ≤ (u+ x)2λ2 for all λ ∈ [−∆,∆] ,
where ∆ = min
(√
2
p
δ, 1
C1
p−1
p
√
volB log−(d−1) S(volB)
)
and p = u+x
u
;
(b) if numbers u ∈ (x,∞), δ ∈ (0,∞) satisfy
fB/2(µ) ≥ u2µ2 for all µ ∈ [−δ, δ] ,
then
fB(λ) ≥ (u− x)2λ2 for all λ ∈ [−∆,∆] ,
where ∆ = min
(
pδ
√
2, 1
C1
(p− 1)√volB log−(d−1) S(volB)) and p = u
u−x .
Proof. Item (a). Using Lemma 2.2(a) and taking into account that p >
1,
∣∣ pλ√
2
∣∣ ≤ δ and C1|λ| ≤ p−1p √volB log−(d−1) S(volB) we have fB(λ) ≤
2
p
u2
(
pλ√
2
)
2 + p
p−1x
2λ2 =
(
u2p+ x2 p
p−1
)
λ2, and u2p+ x2 p
p−1 = u
2 u+x
u
+ x2 u+x
x
=
(u+ x)2.
Item (b). Using Lemma 2.2(b) and taking into account that p > 1,∣∣ λ
p
√
2
∣∣ ≤ δ and C1|λ| ≤ (p − 1)√volB log−(d−1) S(volB) we have fB(λ) ≥
2pu2
(
λ
p
√
2
)
2 − 1
p−1x
2λ2 =
(
u2
p
− x2
p−1
)
λ2, and u
2
p
− x2
p−1 = u
2 u−x
u
− x2 u−x
x
=
(u− x)2.
2.4 Lemma. Let a boxB satisfy widthB ≥ C1; denote x = 1R(volB) logd−1 S(volB) ,
y = C1√
vol(B/2)
logd−1 S(volB). Let λ, µ ∈ R satisfy λµ > 0; denote
α =
√
2
|λ| −
1
|µ| , β =
fB(λ)
|λ|√volB −
fB/2(µ)
|µ|√vol(B/2) .
(a) If α ≥ y, then β ≤ x;
(b) if α ≤ −y, then β ≥ −x.
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Proof. Item (a). We take p = µ
√
2
λ
, note that p > 1 (since α ≥ y > 0),
µ = pλ√
2
, and p−1
p|λ| =
1
|λ| − 1|µ|√2 = α√2 ≥ y√2 = C1√volB log
d−1 S(volB), that is,
C1|λ| ≤ p−1p
√
volB log−(d−1) S(volB). Using Lemma 2.2(a),
β =
fB(λ)
|λ|√volB −
fB/2
(
pλ√
2
)
p|λ|√
2
√
volB
2
=
1
|λ|√volB
(
fB(λ)− 2
p
fB/2
( pλ√
2
))
≤
≤ 1|λ|√volBC1
p
p− 1
λ2
R(volB)
= C1|λ| · p
p− 1 ·
1
R(volB)
√
volB
≤
≤ p− 1
p
√
volB log−(d−1) S(volB) · p
p− 1 ·
1
R(volB)
√
volB
= x .
Item (b). We take p = λ
µ
√
2
, note that p > 1 (since α ≤ −y < 0),
µ = λ
p
√
2
, and p−1|λ| =
1
|µ|√2 − 1|λ| = − α√2 ≥ y√2 = C1√volB log
d−1 S(volB), that is,
C1|λ| ≤ (p− 1)
√
volB log−(d−1) S(volB). Using Lemma 2.2(b),
β =
fB(λ)
|λ|√volB −
fB/2
(
λ
p
√
2
)
|λ|
p
√
2
√
volB
2
=
1
|λ|√volB
(
fB(λ)− 2pfB/2
( λ
p
√
2
))
≥
≥ 1|λ|√volB · (−C1)
1
p− 1
λ2
R(volB)
= −C1|λ| · 1
p− 1 ·
1
R(volB)
√
volB
≥
≥ −(p− 1)
√
volB log−(d−1) S(volB) · 1
p− 1 ·
1
R(volB)
√
volB
= −x .
3 Multi-step bounds based on Lemma 2.3
Second digression on boxes. We iterate the box-halving operation B 7→ B/2,
getting B 7→ B/2n:
B/20 = B , and B/2n = (B/2n−1)/2 for n = 1, 2, . . . ;
clearly, vol(B/2n) = 2−n volB.
3.1 Lemma. If a box B ⊂ Rd and a number C > 0 satisfy C ≤ widthB,
then there exists one and only one n ∈ {0, 1, 2, . . . } such that
C ≤ width(B/2n) ≤ length(B/2n) < 2C ,
and this n satisfies 2−d volB < Cd2n ≤ volB.
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Proof. If n fits (that is, C ≤ width(B/2n) ≤ length(B/2n) < 2C), then,
using (2.1), width(B/2n+1) ≤ 1
2
length(B/2n) < C, which shows, first, that
n (if exists) is unique (since n + 1 and larger numbers cannot fit), and sec-
ond, that the least candidate is the least n such that width(B/2n+1) < C
(it exists, since width(B/2n) ≤ (2−n volB)1/d → 0 as n → ∞). For
this n we have width(B/2n+1) = 1
2
length(B/2n) (since width(B/2n) ≥
C > width(B/2n+1) = min
(
width(B/2n), 1
2
length(B/2n)
)
by (2.1)), whence
length(B/2n) = 2 width(B/2n+1) < 2C, which shows that this candidate
fits. Finally, C ≤ width(B/2n) ≤ (2−n volB)1/d ≤ length(B/2n) < 2C, thus
Cd ≤ 2−n volB < (2C)d.
3.2 Corollary. If widthB ≥ C, then width(B/2n) ≥ C for all n such that
Cd2n−1 ≤ 2−d volB (since such n cannot exceed the n of 3.1).
Back to random fields. We have a splittable CMS random field X on Rd
and the corresponding functions fB(λ) defined in Sect. 2. We still use R(v),
S(v) and C1 introduced there, but now we assume that C1 ≥ 3.
Our goal may be formulated using “for large enough” quantifiers as fol-
lows.
3.3 Proposition. For all ε > 0, for all V large enough, for all δ > 0, for all
n large enough, for all boxes B ⊂ Rd and numbers a > 0, if
(3.4)
a ≤ 1
ε
, 2nV ≤ volB ≤ 1
ε
2nV , widthB ≥ C1 and
fB/2n(λ) ≤ aλ2 for all λ ∈ [−δ, δ] ,
then
(3.5)
fB(λ) ≤ (a+ ε)λ2 for all λ ∈ [−∆,∆] , where
∆ =
1
C1
√
a+ ε
√
S(volB) log−(d−1) S(volB) .
Symbolically:
∀ε > 0 ∀∞V ∀δ > 0 ∀∞n ∀B ∀a > 0 ((3.4) =⇒ (3.5)) .
In other words, the implication “(3.4) =⇒ (3.5)” holds ultimately in the
following sense: it admits a sufficient condition of the form2
V > V0(ε, d, C1) , n ≥ N(δ, V, ε, d, C1) .
To dispel any doubts, here is a more traditional formulation.
2This is the meaning of the word “ultimately” throughout this section (and only in this
section). Existence of functions V0(·), N(·) will be proved; their regularity properties (like
continuity, monotonicity etc.) are irrelevant (but hold).
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3.3a Proposition. For every ε > 0 there exists Vε such that for all V ∈
[Vε,∞) and δ > 0 there exists natural N such that (3.5) holds for all n ∈
{N,N + 1, . . . }, a ∈ (0,∞) and boxes B satisfying (3.4).
Note that X is given, thus Vε and N may depend on d and C1.
3.6 Lemma. It is sufficient to prove Prop. 3.3a assuming in addition a ≥ ε.
Proof. WLOG, ε ≤ 1. We consider formulas (3.4 ′), (3.5 ′) obtained from
(3.4), (3.5) by replacing ε, a with ε˜ = ε
2
, a˜ = a+ ε
2
. We have (3.4) =⇒ (3.4 ′),
since ε˜ ≤ ε, a˜ ≥ a and ε˜a˜ = εa
2
+ ε
2
4
≤ 1
2
+ 1
4
≤ 1. Also, (3.5 ′) =⇒ (3.5),
since a˜ + ε˜ = a + ε. By assumption, (3.4 ′) =⇒ (3.5 ′) (since a˜ ≥ ε˜), and we
get (3.4) =⇒ (3.5).
vol(B/2k)
|λ|
slop
e ≈ 1
/2∆k
slope
≈ 12 −
1
2d
∆k =
Mk
Mk
1
1
k = 0∆
δ
k = n−N
k = n
V volB
A hint to the proof of Prop. 3.3a (log–log plot).
Proof of Prop. 3.3a. According to Lemma 3.6, we assume a ≥ ε.
Given ε, V , δ, n, B and a satisfying (3.4), we note that ultimately
width(B/2n−1) ≥ C1 by Corollary 3.2 (since 2−d volB ≥ 2−d · 2nV > 2n−2Cd1
ultimately), thus Lemma 2.3(a) may be applied toB/2k for each k = 0, . . . , n−
1 provided that numbers uk and δk are given. In order to prove by induction
in k = n− 1, n− 2, . . . , 0 the inequality
(3.7) fB/2k(λ) ≤ akλ2 for all λ ∈ [−∆k,∆k]
we need a0, . . . , an ≥ 0 and ∆0, . . . ,∆n ≥ 0 such that for all k = 0, . . . , n− 1
√
ak ≥ √ak+1 + xk ,(3.8)
∆k ≤ min
(√
2
pk
∆k+1,
1
C1
pk − 1
pk
√
vol(B/2k) log−(d−1) S(vol(B/2k))
)
(3.9)
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where pk =
√
ak+1+xk√
ak+1
and xk =
√
C1
R(vol(B/2k))
; we also need an ≥ a, ∆n ≤ δ in
order to get (3.7) for k = n from (3.4); and a0 ≤ a + ε, ∆0 ≥ ∆ in order to
get (3.5) from (3.7) for k = 0.
We take
√
ak =
√
a +
√
C1
R(vol(B/2n))
∑n−k
i=1 2
− i
2d (thus
√
ak =
√
ak+1 + xk,
since xk = 2
−(n−k)/(2d)xn) and note that
√
a0 ≤
√
a+
√
C1
V 1/d
∑∞
i=1 2
− i
2d (since
R(vol(B/2n)) ≥ R(V ) = V 1/d). Ultimately
√
C1
V 1/d
∑∞
i=1 2
− i
2d ≤ √ε−1 + ε −√
ε−1, thus a0 ≤ a + ε (since a ≤ ε−1 and therefore
√
ε−1 + ε − √ε−1 ≤√
a+ ε−√a).
Now about ∆k. We introduceMk =
1
C1
√
1
a
S(vol(B/2k)) log−(d−1) S(vol(B/2k))
and want to replace the condition (3.9) with a stronger condition
(3.10) ∆k ≤ min
(√
2
pk
∆k+1,Mk
)
;
to this end we prove that (3.10) is stronger, that is,
Mk ≤ 1C1
pk−1
pk
√
vol(B/2k) log−(d−1) S(vol(B/2k)). We rewrite this inequality
as
√
1
a
S(vol(B/2k)) ≤ pk−1
pk
√
vol(B/2k), that is,
pk
pk − 1 ≤
√
aR(vol(B/2k)) .
We note that pk
pk−1 = 1+
√
ak+1
xk
= 1+
√
ak+1R(vol(B/2k))
C1
≤ 1+
√
(a+ε)R(vol(B/2k))
C1
and prove that the latter does not exceed
√
aR(vol(B/2k)), that is, 1 ≤√
aR(vol(B/2k))(1 −
√
a+ε
C1a
). We know that a ≥ ε and C1 ≥ 3, thus a+εC1a ≤
2
C1
≤ 2
3
, and aR(vol(B/2k)) ≥ εR(V ). Ultimately
√
εV 1/d(1−
√
2
3
) ≥ 1, thus
(3.10) is stronger than (3.9).
We note that pk−1 = xk√ak+1 =
√
C1
ak+1R(vol(B/2k))
≤
√
C1
a
1√
R(2n−k vol(B/2n))
≤√
C1
ε
(2n−kV )−
1
2d ≤
√
C1
εV 1/d
· 2−n−k2d . Ultimately εV 1/d ≥ C1, thus pk − 1 ≤
2−
n−k
2d . Ultimately 2−
N+1
2d ≤ 2 12d − 1 (where N = N(δ, V, ε, d, C1)), thus
Mk ≤
√
2
pk
Mk+1 for k = 0, . . . , n − N − 1 (since MkMk+1 ≤ 2
d−1
2d and pk ≤
1 + 2−
n−k
2d ≤ 1 + 2−N+12d ≤ 2 12d .)
We choose ∆k as follows:{
∆k = Mk for k = 0, . . . , n−N ;
∆k =
pk−1√
2
pk−2√
2
. . . pn−N√
2
Mn−N for k = n−N + 1, . . . , n.
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Clearly, ∆0 = M0 ≥ ∆. It remains to prove that ∆n ≤ δ, and (3.10).
We note that pn−N . . . pn−1 ≤
∏N
k=1(1 + 2
− k
2d ) ≤
exp
∑∞
k=1 2
− k
2d and (using (3.4)) C1Mn−N ≤
√
1
a
S(vol(B/2n−N)) ≤√
1
a
S(1
ε
2nV
2n−N ), thus ∆n =
pn−1√
2
. . . pn−N√
2
Mn−N ≤
2−N/2(exp
∑∞
k=1 2
− k
2d ) 1
C1
√
1
a
S(2
NV
ε
) = 2−
N
2d (exp
∑∞
k=1 2
− k
2d ) 1
C1
√
a
√
S(V/ε).
Ultimately 2−
N
2d (exp
∑∞
k=1 2
− k
2d ) 1
C1
√
ε
√
S(V/ε) ≤ δ, thus ∆n ≤ δ.
We have ∆k ≤
√
2
pk
∆k+1 for all k (since ∆k = Mk ≤
√
2
pk
Mk+1 =√
2
pk
∆k+1 for k = 0, . . . , n − N − 1, and ∆k+1 = pk√2∆k for k = n −
N, . . . , n − 1). Thus, in order to prove (3.10) it is sufficient to check
that ∆k ≤ Mk for k = n − N + 1, . . . , n. We’ll get a bit more: ∆k ≤
1
C1
√
1
a
S(vol(B/2k)) log−(d−1) S(vol(B/2n−N)), that is,
pk−1√
2
pk−2√
2
. . .
pn−N√
2
√
S(vol(B/2n−N)) ≤
√
S(vol(B/2k)) ;
pn−N . . . pk−1 ≤ 2 k−n+N2 · 2− d−12d (k−n+N) = 2 k−n+N2d .
We note that pk ≤ pk+1 for all k (since pk = 1 +
√
C1
ak+1R(vol(B/2k))
and ak ≥
ak+1), therefore the product pn−N . . . pk−1 is a logarithmically convex function
of k, and we may check the inequality pn−N . . . pk−1 ≤ 2 k−n+N2d only for k =
n − N and k = n. For k = n − N it is just 1 ≤ 1. For k = n we need
pn−N . . . pn−1 ≤ 2N2d ; it remains to note that ultimately 2 N2d ≥ exp
∑∞
k=1 2
− k
2d .
Here is the (quite similar) lower bound.
3.11 Proposition. For all ε > 0, for all V large enough, for all δ > 0, for
all n large enough, for all boxes B ⊂ Rd and numbers a > 0, if
(3.4 ′)
a ≤ 1
ε
, 2nV ≤ volB ≤ 1
ε
2nV , widthB ≥ C1 and
fB/2n(λ) ≥ aλ2 for all λ ∈ [−δ, δ] ,
then
(3.5 ′)
fB(λ) ≥ (a− ε)λ2 for all λ ∈ [−∆,∆] , where
∆ =
1
C1
√
a
√
S(volB) log−(d−1) S(volB) .
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Proof. We assume a ≥ ε (otherwise the conclusion is void). We apply Lemma
2.3(b) similarly to the proof of Prop. 3.3a; the logic is the same, but formulas
are a bit different:
fB/2k(λ) ≥ akλ2 for all λ ∈ [−∆k,∆k] ,(3.7 ′) √
ak ≤ √ak+1 − xk ,(3.8 ′)
∆k ≤ min
(
pk
√
2∆k+1,
1
C1
(pk − 1)
√
vol(B/2k) log−(d−1) S(vol(B/2k))
)
(3.9 ′)
where pk =
√
ak+1√
ak+1−xk (and xk as before); we also need an ≤ a, ∆n ≤ δ; and
a0 ≥ a− ε, ∆0 ≥ ∆.
We take
√
ak =
√
a−
√
C1
R(vol(B/2n))
∑n−k
i=1 2
− i
2d and note that
√
a0 ≥
√
a−√
C1
V 1/d
∑∞
i=1 2
− i
2d . Ultimately
√
C1
V 1/d
∑∞
i=1 2
− i
2d ≤ √ε−1 − √ε−1 − ε, thus
a0 ≥ a− ε.
Now about ∆k. We borrow Mk and ∆k from the proof of Prop. 3.3a (“as
is”, without replacing pk used there with pk used here). We want to replace
the condition (3.9 ′) with a stronger condition
(3.10 ′) ∆k ≤ min
(
pk
√
2∆k+1,Mk
)
;
to this end we prove that Mk ≤ 1C1 (pk−1)
√
vol(B/2k) log−(d−1) S(vol(B/2k)),
that is,
1
pk − 1 ≤
√
aR(vol(B/2k)) .
We have 1
pk−1 = −1 +
√
ak+1R(vol(B/2k))
C1
≤ √aR(vol(B/2k)), since ak+1 ≤ a
(and C1 ≥ 1). Thus, (3.10 ′) is stronger than (3.9 ′) (this time, no need to
bother about V ).
As was seen in the proof of Prop. 3.3a, ∆n ≤ δ, ∆0 ≥ ∆ (now ∆ =
1
C1
√
a
. . . rather than 1
C1
√
a+ε
. . . since Lemma 3.6 is now irrelevant), and
∆k ≤ Mk; also ∆k ≤
√
2
p˜k
∆k+1 where p˜k is the pk used there. Anyway,
p˜k ≥ 1 and pk ≥ 1, thus ∆k ≤
√
2
p˜k
∆k+1 ≤
√
2∆k+1 ≤ pk
√
2∆k+1, which gives
(3.10 ′).
4 Multi-step bounds based on Lemma 2.4
The constant C1, the functions R(·), S(·) and the random field X are the
same as in Sect. 3.
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4.1 Proposition. For all ε > 0 and W ≥ C1 there exists C > 0 such that
for all boxes B ⊂ Rd and numbers λ ∈ R such that
volB ≥ C , widthB ≥ W , and(4.2)
0 < C|λ| ≤
√
volB log−d volB(4.3)
there exist n ∈ {0, 1, 2, . . . } and µ ∈ R such that
width(B/2n) ≥ W , 1
λ2
fB(λ) ≤ (1 + ε) 1
µ2
fB/2n(µ) + ε , and(4.4)
|µ| ≤ ε
√
S(vol(B/2n)) log−(d−1) vol(B/2n) .(4.5)
We start proving Prop. 4.1.
vol(B/2k)
|λk|
slop
e ≈ 1
/2
slope
≈ 12 −
1
2d
1
1|λ|√
v
k = 0
v
2n
≈
(√
v
|λ|
)2d
λ
2n/2
≈
(√
v
|λ|
)d−1
k = n
v
|λ|
A hint to the proof (log–log plot).
We’ll find C2 and C3 such that (4.4), (4.5) follow from
volB ≥ C2 , widthB ≥ W , and(4.2 ′)
0 < C3|λ| ≤
√
volB log−d volB ;(4.3 ′)
then we just take C = max(C2, C3).
We’ll prove that the claim “for all B, λ satisfying (4.2 ′), (4.3 ′) there exist
n, µ satisfying (4.4), (4.5)” holds ultimately in the following sense: it admits
a sufficient condition of the form3
C3 ≥ C3,0(ε,W, d, C1) , C2 ≥ C2,0(C3, ε,W, d, C1) .
3This is the meaning of the word “ultimately” throughout this section (and only in this
section).
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We assume that
(4.6) |λ| > ε
√
S(volB) log−(d−1) volB ,
since otherwise n = 0, µ = λ do the job. WLOG, εC1 ≤ 1.
Given n such that width(B/2n−1) ≥ C1 and numbers λ0, . . . , λn, all pos-
itive or all negative, such that
(4.7)
√
2
|λk| −
1
|λk+1| ≥ yk for all k = 0, . . . , n− 1 ,
where
yk =
C1√
2−(k+1)v
logd−1 S(2−kv)
and v denotes volB, Lemma 2.4(a) gives
(4.8)
1
|λk|
√
2−kv
fB/2k(λk) ≤
1
|λk+1|
√
2−(k+1)v
fB/2k+1(λk+1) + xk ,
where
xk =
1
R(2−kv)
log−(d−1) S(2−kv) .
In order to obtain (4.4), (4.5) we need n such that width(B/2n) ≥ W, and
λ0, . . . , λn (as above) such that λ0 = λ and, taking µ = λn, we get (4.5),
2n/2|µ| ≤ (1 + ε)|λ|, and
(4.9) x0 + · · ·+ xn−1 ≤ ε |λ|√
v
;
then (4.8) gives fB(λ)|λ|√v ≤
fB/2n (µ)
|µ|
√
2−nv
+ ε |λ|√
v
, which implies the second inequality
of (4.4):
1
λ2
fB(λ) ≤
√
v
|λ|
( fB/2n(µ)
|µ|√2−nv + ε
|λ|√
v
)
=
2n/2|µ|
|λ| ·
fB/2n(µ)
µ2
+ ε .
We note that
√
v
C3|λ| ≥ log
d v by (4.3 ′) and v ≥ C2 by (4.2 ′), whence
(4.10)
√
v
C3|λ| → ∞ ultimately
in the following sense: for every M ∈ R the inequality
√
v
C3|λ| ≥M ultimately
holds. This means existence of functions C3,1 and C2,1 such that
√
v
C3|λ| ≥ M
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whenever C3 ≥ C3,1(M, ε,W, d, C1) and C2 ≥ C2,1(M,C3, ε,W, d, C1). More-
over, the number M may be replaced with an arbitrary function of ε,W, d, C1;
indeed,
√
v
C3|λ| ≥M(ε,W, d, C1) whenever C3 ≥ C3,1(M(ε,W, d, C1), ε,W, d, C1)
and C2 ≥ C2,1(M(ε,W, d, C1), C3, ε,W, d, C1). For example, ultimately C3 →
∞, C2
C3
→∞, but C1 and W do not tend to infinity.
We take integer n such that
(4.11) 2n−1 < (2d)2d(d−1)(C3|λ|)2dv−(d−1) log2d(d−1)
√
v
C3|λ| ≤ 2
n .
4.12 Lemma. n ≥ 1 ultimately.
Proof. Assume the contrary: (2d)2d(d−1)(C3|λ|)2dv−(d−1) log2d(d−1)
√
v
C3|λ| ≤ 1,
that is,
(4.13) (2d)d−1
C3|λ|√
S(v)
logd−1
√
v
C3|λ| ≤ 1 .
Ultimately, first, |λ| > ε due to (4.6), second, εC3 > 1, and therefore, third,
C3|λ| > 1, which contradicts (4.13) for d = 1. Now consider d ≥ 2. Using
(4.6) and (4.13),
ε
√
S(v)
logd−1 v
< |λ| ≤ 1
C3(2d)d−1
√
S(v) log−(d−1)
√
v
C3|λ| ;
logd−1 v > εC3(2d)d−1 log
d−1
√
v
C3|λ| = εC3
(
2d log
√
v
C3|λ|
)d−1
;
ultimately εC3 ≥ 1, and we get logd−1 v > (2d)d−1 logd−1
√
v
C3|λ| ; v >
vd
(C3|λ|)2d ;
1 > v
d−1
(C3|λ|)2d =
(√S(v)
C3|λ|
)
2d. Now (4.13) gives (2d)d−1 logd−1
√
v
C3|λ| ≤ 1, which
ultimately contradicts (4.10).
Below, “y ≤ const(α, β)x” means that y ≤ const ·x for some constant
dependent on α, β only.
4.14 Lemma. n ≤ ε
1 + ε
·
√
v
C1|λ| log
−(d−1) v ultimately.
Proof. First we prove that n ≤ const(d) log v.
We have ε|λ| ≤ const(d), since by (4.6), ε|λ| < log
d−1 v√
S(v)
, the latter being
bounded in v ∈ (1,∞).
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Ultimately εC3 ≥ 1, thus 1C3|λ| = 1εC3 · ε|λ| ≤ ε|λ| ≤ const(d), whence,
using (4.10) and (4.3 ′), 1 ≤
√
v
C3|λ| ≤ const(d)
√
v. Using this and (4.11) (the
left-hand inequality) we get
2n < 2(2d)2d(d−1)(C3|λ|)2d 1
vd−1
log2d(d−1)
√
v
C3|λ| ≤
≤ const(d)(√v)2d 1
vd−1
log2d(d−1)(const(d)
√
v) ≤
≤ const(d)v
(
const(d) +
1
2
log v
)2d(d−1)
≤ const(d)v2 ,
whence n ≤ const() log(const(d)v2) ≤ const(d) log v.
Second, using n ≤ const(d) log v and then (4.3 ′) we have
n
1 + ε
ε
· C1|λ|√
v
logd−1 v ≤ 1 + ε
ε
· C1|λ|√
v
const(d) logd v =
1 + ε
εC3
· C1√
v
const(d)C3|λ| logd v ≤ 1 + ε
εC3
· C1√
v
const(d)
√
v =
1 + ε
εC3
·C1 const(d) ;
and εC3 ≥ const(d)(1 + ε)C1 ultimately.
Having n logd−1 v ≤ ε
1+ε
·
√
v
C1|λ| (ensured by Lemma 4.14) we define λ0, . . . , λn
(all positive or all negative) by λ0 = λ and
√
2
|λk| −
1
|λk+1| = yk for all k = 0, . . . , n− 1 .
That is,
1
2k/2|λk| =
1
|λ| −
C1√
v
k−1∑
i=0
logd−1 S(2−iv) ;
the right-hand side is positive, since
k−1∑
i=0
logd−1 S(2−iv) ≤ k logd−1 S(v) ≤ n logd−1 v ≤ ε
1 + ε
·
√
v
C1|λ| ;
moreover, for k = n we get an inequality required before (4.9):
(4.15) 2n/2|µ| ≤ (1 + ε)|λ| .
4.16 Lemma. 2−nv →∞ ultimately.
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Proof. By (4.11) (the left-hand inequality),
2−nv >
v · vd−1
2(2d)2d(d−1)(C3|λ|)2d log
−2d(d−1)
√
v
C3|λ| = const(d)
( √v
C3|λ| log
−(d−1)
√
v
C3|λ|
)2d
,
which ultimately tends to infinity due to (4.10), since x log−(d−1) x → ∞ as
x→ +∞.
Now we are in position to ensure that width(B/2n−1) ≥ C1 (as required
before (4.7)) and width(B/2n) ≥ W (as required in (4.4)). The former follows
from the latter. By Corollary 3.2 it is sufficient to have widthB ≥ W (which
is given) and W d2n−1 ≤ 2−dv, that is, 2−nv ≥ 2d−1W d (which ultimately
holds by Lemma 4.16, recall the remark after (4.10)).
Here is the proof of (4.5).
4.17 Lemma. |µ| ≤ ε
√
S(2−nv) log−(d−1)(2−nv) ultimately.
Proof. Assume the contrary. Using (4.15), (1 + ε)2−n/2|λ| ≥ |µ| >
ε
√
S(2−nv) log−(d−1)(2−nv) = ε · 2−n/2 · 2 n2dv d−12d log−(d−1)(2−nv), whence
2
n
2d < 1+ε
ε
|λ|v− d−12d logd−1(2−nv); using (4.11) (the right-hand inequality),
(2d)2d(d−1)(C3|λ|)2dv−(d−1) log2d(d−1)
√
v
C3|λ| ≤ 2
n <
<
(1 + ε
ε
|λ|
)2d
v−(d−1) log2d(d−1)(2−nv) ,
(2d)d−1 logd−1
√
v
C3|λ| <
1 + ε
εC3
logd−1(2−nv) ;
ultimately 1+ε
εC3
≤ 1, and we get
(2d)d−1 logd−1
√
v
C3|λ| < log
d−1(2−nv) .
For d = 1 it means 1 < 1. Now consider d ≥ 2. We have 2d log
√
v
C3|λ| <
log(2−nv);
( √
v
C3|λ|
)
2d < 2−nv; 2n < v
(C3|λ|√
v
)
2d = (C3|λ|)
2d
vd−1 . Using again (4.11)
(the right-hand inequality), (2d)2d(d−1) log2d(d−1)
√
v
C3|λ| < 1, which ultimately
contradicts (4.10).
We strengthen (4.10):
(4.18)
√
v
ϕ(C3, ε,W, d, C1)|λ| → ∞ ultimately
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for every positive-valued function ϕ. The proof is based again on the in-
equality
√
v
C3|λ| ≥ log
dC2. For arbitrary M we have
√
v
ϕ(C3, ε,W, d, C1)|λ| ≥M ⇐=
C3
ϕ(C3, ε,W, d, C1)
logdC2 ≥M ⇐=
C2 ≥ exp
((Mϕ(C3, ε,W, d, C1)
C3
)1/d)
;
the latter holds ultimately.
Here is the proof of (4.9).
4.19 Lemma. x0 + · · ·+ xn−1 ≤ ε |λ|√
v
.
Proof.
x0 + · · ·+ xn−1 =
n−1∑
k=0
1
R(2−kv)
log−(d−1) S(2−kv) ≤
≤ log
−(d−1) S(2 · 2−nv)
R(2 · 2−nv)
∞∑
k=0
2−
k
d ;
we note that ultimately log−(d−1) S(2 ·2−nv) ≤ 1 (since 2−nv →∞ by Lemma
4.16) and see that x0+· · ·+xn−1 ≤ const(d)·
(
2n
v
)
1/d. By (4.11) (the left-hand
inequality),
√
v
ε|λ|
(2n
v
)1/d
<
√
v
ε|λ|2
1/d(2d)2d−2
(C3|λ|)2
v
log2d−2
√
v
C3|λ| ≤
≤ const(d) · C3
ε
· C3|λ|√
v
log2d−2
√
v
C3|λ| ≤ const(d) ·
C3
ε
·
√
C3|λ|√
v
when
√
v
C3|λ| is large enough (which holds ultimately). By (4.18),
ε2
C23
·
√
v
C3|λ| →∞, whence const(d) · C3ε ·
√
C3|λ|√
v
≤ 1 ultimately.
Prop. 4.1 is thus proved.
Here is a similar lower bound.
4.20 Proposition. For all ε > 0 and W ≥ C1 there exists C > 0 such that
for all boxes B ⊂ Rd and numbers λ ∈ R satisfying (4.2), (4.3) there exist
n ∈ {0, 1, 2, . . . } and µ ∈ R such that
(4.21) width(B/2n) ≥ W , 1
λ2
fB(λ) ≥ (1− ε) 1
µ2
fB/2n(µ)− ε ,
and (4.5) holds.
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Proof. As before, we deal with C2, C3 rather than C. We apply Lemma
2.4(b) similarly to the proof of Prop. 4.1; the logic is the same, but some
formulas are a bit different:
(4.7 ′)
√
2
|λk| −
1
|λk+1| ≤ −yk for all k = 0, . . . , n− 1 ;
(4.8 ′)
1
|λk|
√
2−kv
fB/2k(λk) ≥
1
|λk+1|
√
2−(k+1)v
fB/2k+1(λk+1)− xk ;
2n/2|µ| ≥ (1 − ε)|λ| (instead of 2n/2|µ| ≤ (1 + ε)|λ|); (4.8 ′) gives fB(λ)|λ|√v ≥
fB/2n (µ)
|µ|
√
2−nv
− ε |λ|√
v
, which implies the second inequality of (4.21):
1
λ2
fB(λ) ≥
√
v
|λ|
( fB/2n(µ)
|µ|√2−nv − ε
|λ|√
v
)
=
2n/2|µ|
|λ| ·
fB/2n(µ)
µ2
− ε .
Still, xk and yk are the same as before; formulas (4.6), (4.9), (4.11) and
Lemmas 4.12, 4.14 are intact. In contrast, λk are different:
1
2k/2|λk| =
1
|λ| +
C1√
v
k−1∑
i=0
logd−1 S(2−iv) ;
for k = n we get
(4.15 ′) 2n/2|µ| ≥ (1− ε)|λ| ,
since 1+ε
1+2ε
≥ 1 − ε. In addition we note that 2n/2|µ| ≤ |λ|. Lemmas 4.16,
4.19 are intact. In the proof of Lemma 4.17 the first line is slightly different:
(1 + ε)2−n/2|λ| ≥ 2−n/2|λ| ≥ |µ| > . . .
5 Quadratic approximation based on Sect. 3
Third digression on boxes. Still, by a box we mean (unless stated otherwise) a
set of the form B = [0, r1]×· · ·×[0, rd] ⊂ Rd where r1, . . . , rd ∈ (0,∞). Given
a multiindex α = (α1, . . . , αd) ∈ {0, 1, 2, . . . }d, we define |α| = α1 + · · ·+ αd
and
2αB = [0, 2α1r1]× · · · × [0, 2αdrd] , 2−αB = [0, 2−α1r1]× · · · × [0, 2−αdrd] .
Note that B/2n is always of the form 2−αB for some (evidently unique) α,
and |α| = n. Generally, (2αB)/2|α| 6= B, but sometimes this holds.
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5.1 Lemma. If lengthB < 2 widthB, then (2αB)/2|α| = B for every α.
Proof. Lemma 3.1 applied to the number C = widthB and the box 2αB gives
n such that C ≤ width((2αB)/2n) ≤ length((2αB)/2n) < 2C. We know that
(2αB)/2n = 2−β(2αB) for some β, and |β| = n. For each k ∈ {1, . . . , d} we
have rk ∈ [C, 2C) and 2αk−βkrk ∈ [C, 2C), which readily implies β = α.
Back to random fields. The constant C1, the functions R(·), S(·) and the
random field X are as before. Here is some convergence of functions fB to a
quadratic function, as widthB →∞.
5.2 Proposition. There exist σ ≥ 0 and C > 0 such that for every ε > 0
there exists W > 0 such that the following inequality holds for all boxes B
such that widthB ≥ W and all λ such that C|λ| ≤√S(volB) log−(d−1) S(volB):∣∣∣∣fB(λ)− 12σ2λ2
∣∣∣∣ ≤ ελ2 .
Similarly to [2, Sect. 3] (and dissimilarly to (4.2 ′)) we denote by C2 the
constant given by [2, Prop. 2.3] (it depends on the random field X only);
C2 ≥ 1. We’ll prove that the claim of Prop. 5.2 (“for every ε > 0 there
exists. . . ”) holds ultimately in the following sense: it admits a sufficient
condition of the form4
C ≥ C0(d, C1, C2) .
5.3 Lemma. Ultimately, if volB ≥ C and widthB ≥ C2, then fB(λ) ≤ C2λ2
for all λ ∈ [− 1
C2
, 1
C2
]; in particular, fB
(± 1
C2
) ≤ 1
C2
≤ 1.
Proof. By [2, (3.1)], fB(λ) ≤ C2λ2 whenever C2|λ| ≤
√
S(v)
logd−1 S(v) and widthB ≥
C2; here v = volB. Ultimately, infv∈[C,∞)
√
S(v) log−(d−1) S(v) ≥ 1.
Remark. For d > 1 we may do better, taking C such that the infimum
exceeds (say)
√
C2. But for d = 1 this infimum is always 1.
5.4 Lemma. Ultimately, for all numbers δ > 0 and boxes B ⊂ Rd satisfying
2C2δ ≤ 1, volB ≥ C and widthB ≥ C2 holds
sup
0<|λ|≤δ
1
λ2
fB(λ)− inf
0<|λ|≤δ
1
λ2
fB(λ) ≤ Cδ .
4This is the meaning of the word “ultimately” throughout this section (and only in this
section).
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Proof. We apply [1, Lemma 2d1] to the random variable 1
C2
√
volB
∫
B
Xt dt
and its cumulant generating function f(λ) = logE exp λ
C2
√
volB
∫
B
Xt dt =
fB
(
λ
C2
)
. Taking into account that f(±1) ≤ 1 by Lemma 5.3, we get∣∣∣ 1
λ2
f(C2λ)− C
2
2
2
f ′′(0)
∣∣∣ ≤ 41
6e3
1
λ2
( C2|λ|
1− C2|λ|
)3
· 2e for 0 < C2|λ| < 1 .
Thus,
sup
0<|λ|≤δ
1
λ2
fB(λ)− inf
0<|λ|≤δ
1
λ2
fB(λ) ≤ 82
3e2
C32δ
(1− C2δ)3
for C2δ < 1; and for 2C2δ ≤ 1 the right-hand side does not exceed 823e2 (2C2)3δ.
Ultimately, C ≥ 82
3e2
(2C2)
3.
We consider the quadratic bounds (lower and upper)
(5.5) L(B)λ2 ≤ fB(λ) ≤ U(B)λ2 for |λ| ≤ ∆(volB) ,
where ∆(v) = 1
C
√
S(v) log−(d−1) S(v) and
L(B) = inf
0<|λ|≤∆(volB)
1
λ2
fB(λ) , U(B) = sup
0<|λ|≤∆(volB)
1
λ2
fB(λ) .
5.6 Lemma. Ultimately, for every ε > 0 there exist W and N such that the
inequality
sup
|α|≥N
U(2αB)− inf
|α|≥N
L(2αB) ≤ ε
holds for all boxes B satisfying lengthB < 2 widthB and W ≤ widthB ≤
lengthB ≤ W
ε1/d
.
Proof. We’ll prove rather that sup · · · − inf · · · ≤ 3ε. Without loss of gener-
ality we assume that ε ≤ 2−d and ε ≤ 1
C2
. We denote by V 3.3ε the constant
Vε implicit in Prop. 3.3 (and explicit in Prop. 3.3a); V
3.11
ε is the Vε implicit
in Prop. 3.11.
We take W such that W ≥ C2 and the number V = W d satisfies V ≥ C,
V ≥ V 3.3ε and V ≥ V 3.11ε .
We take δ = ε
C
. For ε, V and δ Prop. 3.3a gives a natural N , denote it
N3.3; similarly, Prop. 3.11 gives N3.11; we take N = max(N3.3, N3.11).
We introduce amin = inf0<|λ|≤δ 1λ2fB(λ), amax = sup0<|λ|≤δ
1
λ2
fB(λ). Lemma
5.3 applies (since widthB ≥ W ≥ C2 and volB ≥ W d = V ≥ C), giving
amax ≤ C2 (since δ ≤ ε ≤ 1C2 ).
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Ultimately C ≥ 2C2. Lemma 5.4 applies to δ and B (since 2C2δ ≤ Cδ =
ε ≤ C2ε ≤ 1, volB ≥ C and widthB ≥ C2), giving amax − amin ≤ ε. It is
sufficient to prove for all α satisfying |α| ≥ N two inequalities
L(2αB) ≥ amin − ε , U(2αB) ≤ amax + ε .
Denoting n = |α| we have (2αB)/2n = B by Lemma 5.1 (since lengthB <
2 widthB). Prop. 3.3a applies to ε, V , δ, n, a3.3 = amax and B3.3 = 2
αB
(since V ≥ V 3.3ε , n = |α| ≥ N ≥ N3.3, amax ≤ C2 ≤ 1ε , 2nV ≤ vol(2αB) =
2n volB ≤ 2n(lengthB)d ≤ 1
ε
· 2nV , and width(2αB) ≥ widthB ≥ C2 ≥
C1), giving U(2
αB) ≤ amax + ε (since C1
√
amax + ε ≤ C1
√
C2 +
1
C2
≤ C
ultimately). Similarly, Prop. 3.11 gives L(2αB) ≥ amin − ε.
5.7 Lemma. Ultimately, for every boxB the two limits limα1,...,αd→∞ L(2
αB),
limα1,...,αd→∞ U(2
αB) exist and are equal. (Here α = (α1, . . . , αd).)
Proof. Clearly, for every box B and multiindex β ∈ {0, 1, . . . }d,
lim sup
α1,...,αd→∞
U(2αB) = lim sup
α1,...,αd→∞
U(2α2βB)
(here lim supα1,...,αd→∞ . . . means limn→∞ supα1,...,αd≥n . . . ), and similarly
lim infα1,...,αd→∞ L(2
αB) = lim infα1,...,αd→∞ L(2
α2βB). It is sufficient to
prove that lim supα1,...,αd→∞ U(2
αB) − lim infα1,...,αd→∞ L(2αB) ≤ ε for all
ε ∈ (0, 2−d]. For ε, Lemma 5.6 gives W and N . WLOG, widthB ≥ W
(otherwise use 2βB for appropriate β). WLOG, lengthB < 2W (other-
wise use B/2n given by Lemma 3.1). Clearly, lim supα1,...,αd→∞ U(2
αB) ≤
sup|α|≥N U(2
αB), and similarly, lim inf · · · ≥ inf . . . Lemma 5.6 applies to ε
and B (since lengthB < 2W ≤ W
ε1/d
), and we get
lim sup
α1,...,αd→∞
U(2αB)− lim inf
α1,...,αd→∞
L(2αB) ≤ sup
|α|≥N
U(2αB)− inf
|α|≥N
L(2αB) ≤ ε .
5.8 Remark. The convergence in Lemma 5.7 is uniform over all boxes B
satisfying widthB ≥ 1.
Proof. The only danger to uniformity (in the proof of Lemma 5.7) is
the transition from B to 2βB satisfying width(2βB) ≥ W . We take m ∈
{0, 1, . . . } such that 2m ≥ W , and let β = (m, . . . ,m), then widthB ≥ 1
implies width(2βB) ≥ 2m ≥ W .
Ultimately, for every box B we define σB ∈ [0,∞) by
1
2
σ2B = lim
α1,...,αd→∞
L(2αB) = lim
α1,...,αd→∞
U(2αB) .
Clearly,
σ2αB = σB for all α and B .
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5.9 Lemma. Ultimately, the function (r1, . . . , rd) 7→ σ[0,r1]×···×[0,rd] from
(0,∞)d to [0,∞) is Borel measurable.
Proof. First, for each λ ∈ R, the function (r1, . . . , rd) 7→ f[0,r1]×[0,rd](λ) from
(0,∞)d to [0,∞] is Borel measurable due to [2, (1.3)]. Second, for each λ
such that |λ| ≤ 1
C
we have5
(5.10) f[0,2nr1]×[0,2nrd](λ)→
1
2
σ2[0,r1]×[0,rd]λ
2 as n→∞
by Lemma 5.7 and (5.5). It remains to apply this to a single λ such that
0 < |λ| ≤ 1
C
, and divide by λ2.
5.11 Lemma. Ultimately, σB does not depend on B.
Proof. We’ll prove that σ[0,r1]×···×[0,rd] does not depend on r1; the same argu-
ment works for each rk. Given r2, . . . , rd > 0, we denote Br = [0, r]× [0, r2]×
· · · × [0, rd] for r > 0, and σr = σBr .
We’ll prove that the function r 7→ rσ2r is linear.6 Its measurability being
ensured by Lemma 5.9, we prove additivity:
(5.12) (r + s)σ2r+s = rσ
2
r + sσ
2
s .
We use [2, Lemma 2.10] again:7 for all p ∈ (1,∞),
pfBr
(
λ
p
√
r
r + s
)
+ pfBs
(
λ
p
√
s
r + s
)
− (p− 1)gB0
(
1
p− 1
λ√
r + s
)
≤
≤ fBr+s(λ) ≤
1
p
fBr
(
pλ
√
r
r + s
)
+
1
p
fBs
(
pλ
√
s
r + s
)
+
p− 1
p
gB0
(
p
p− 1
−λ√
r + s
)
,
where gB0(µ) ≤ C1µ2 for C1|µ| ≤
√
volB0
logd−1 volB0
and volB0 =
volBr+s
r+s
= volBr
r
=
volBs
s
(provided that widthB0 ≥ C1; but see below).
The same applies to rescaled boxes 2nBr (that is, 2
αBr for α = (n, . . . , n)),
2nBs ⊂ Rd and 2nB0 ⊂ Rd−1, for all n. Instead of fBr
(
λ
p
√
r
r+s
)
we have
f2nBr
(
λ
p
√
2nr
2nr+2ns
)
= f2nBr
(
λ
p
√
r
r+s
)
, which turns into 1
2
σ2r
λ2
p2
r
r+s
in the limit
n → ∞, for |λ| ≤ 1
C
, by (5.10). The other four terms with f are treated
similarly. But the terms with g are dissimilar; instead of gB0
(
1
p−1
λ√
r+s
)
we have g2nB0
(
1
p−1
λ√
2nr+2ns
)
, which vanishes in the limit n → ∞, since
5We have it for all λ ∈ R when d > 2, but only for |λ| ≤ 1C when d = 1.
6Similar to [1, 3b1].
7See the proof of Lemma 2.2(b).
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g2nB0(µ) ≤ C1µ2 (provided that width(2nB0) ≥ C1, which holds for large
n) for |µ| ≤ 1
C1
.8 Thus, we get in the limit, after multiplication by 2
λ2
,
1
p
· r
r + s
σ2r +
1
p
· s
r + s
σ2s ≤ σ2r+s ≤ p ·
r
r + s
σ2r + p ·
s
r + s
σ2s .
Now the limit for p → 1+ gives the additivity: r
r+s
σ2r +
s
r+s
σ2s ≤ σ2r+s ≤
r
r+s
σ2r +
s
r+s
σ2s .
Ultimately, we define σ ∈ [0,∞) by
σ = σB for all boxes B ⊂ Rd .
Proof of Prop. 5.2. Ultimately, given ε > 0, Remark 5.8 gives N such that
the inequality
(5.13)
1
2
σ2 − ε ≤ L(2αB1) ≤ U(2αB1) ≤ 1
2
σ2 + ε
holds for all α ∈ {N,N+1, . . . }d and all boxesB1 such that widthB1 ≥ 1. We
take W = 2N . Given a box B such that widthB ≥ W , we have B = 2NB1
with B1 such that widthB1 ≥ 1. Now the needed inequality follows from
(5.13) and (5.5).
6 Quadratic approximation based on Sect. 4
6.1 Proposition. There exists σ ≥ 0 such that for every ε > 0 there exist
C > 0 and W > 0 such that the following inequality holds for all boxes B
such that widthB ≥ W and all λ such that C|λ| ≤ √volB log−d volB:∣∣∣fB(λ)− 1
2
σ2λ2
∣∣∣ ≤ ελ2 .
Proof. Prop. 5.2 gives σ and C5.2.
We take ε1 > 0 such that (1+ε1)
(
1
2
σ2 +ε1
)
+ε1 ≤ 12σ2 +ε and C5.2ε1 ≤ 1.
For ε1, Prop. 5.2 gives W5.2; WLOG, W5.2 ≥ C1.
For ε1 and W5.2, Prop. 4.1 gives C4.1.
We take C = C4.1 and W = max
(
W5.2, C
1/d
)
.
For λ = 0 the claimed inequality is trivial. For other λ, Prop. 4.1 applies
to ε1, W5.2, B and λ (since volB ≥ (widthB)d ≥ W d ≥ C = C4.1, and
widthB ≥ W ≥ W5.2, and 0 < C4.1|λ| = C|λ| ≤
√
volB log−d volB), giving
n and µ that satisfy (4.4), (4.5).
8And moreover, for C1|µ| ≤
√
2n(d−1) volB0
logd−1(2n(d−1) volB0)
.
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Prop. 5.2 applies to ε1, B/2
n and µ (since width(B/2n) ≥ W5.2 by (4.4)
and, using (4.5), C5.2|µ| ≤ 1ε1 |µ| ≤
√
S(vol(B/2n)) log−(d−1) vol(B/2n) ≤√
S(vol(B/2n)) log−(d−1) S(vol(B/2n))), giving
∣∣fB/2n(µ) − 12σ2µ2∣∣ ≤ ε1µ2.
Combined with (4.4) it gives the upper bound:
1
λ2
fB(λ) ≤ (1 + ε1)
(1
2
σ2 + ε1
)
+ ε1 ≤ 1
2
σ2 + ε .
Similarly, using Prop. 4.20 instead of 4.1, we get the lower bound.
Proof of Theorem 1.1. In terms of the box B = [0, r1]× · · · × [0, rd] we have
1
r1 . . . rdλ2
logE expλ
∫
[0,r1]×···×[0,rd]
Xt dt =
=
1
λ2 volB
logE expλ
∫
B
Xt dt =
1
λ2 volB
fB
(
λ
√
volB
)
.
Prop. 6.1 gives σ. Given ε > 0, we need R and δ such that∣∣∣ 1
λ2 volB
fB
(
λ
√
volB
)− 1
2
σ2
∣∣∣ ≤ ε
whenever widthB ≥ R and 0 < |λ| ≤ δ log−d volB; that is, ∣∣ 1
λ2
fB(λ)− 12σ2
∣∣ ≤
ε for 0 < |λ| ≤ δ√volB log−d volB, or∣∣∣fB(λ)− 1
2
σ2λ2
∣∣∣ ≤ ελ2 for |λ| ≤ δ√volB log−d volB .
For ε, Prop. 6.1 gives C and W . It remains to take R = W and δ = 1/C.
Corollaries 1.2, 1.3 follow from Theorem 1.1 in the same way as [1, 1.7,
1.8] follow from [1, 1.6]. The multidimensional convergence reduces readily
to convergence of sequences.
The implication 1.1 =⇒ 1.2 being a special case of the Ga¨rtner-Ellis
theorem, I provide detailed calculations for the relevant special case of this
general theorem in a lemma about just probability distributions on R (rather
than random fields on Rd).
6.2 Lemma. Let f : R → (−∞,+∞] be the cumulant generating function
of a probability measure µ on R; that is,
f(λ) = log
∫
R
eλx µ(dx) for λ ∈ R .
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If numbers ε ∈ (0, 1
100
] and A > a ≥ 100 satisfy(1
2
− ε
)
λ2 ≤ f(λ) ≤
(1
2
+ ε
)
λ2 for all λ ∈ [a,A+ 6(1 + A√ε)] ,
then
0.96 exp
(
−
(1
2
+16ε+
9
x
)
x2
)
≤ µ((x,∞)) ≤ µ([x,∞)) ≤ exp(−(1
2
−ε
)
x2
)
for all x ∈ [a,A].
Proof. For the upper bound, the proof is simple: µ
(
[x,∞)) ≤
e−x
2 ∫
(x,∞) e
xy µ(dy) ≤ exp(−x2 + (0.5 + ε)x2). We turn to the lower bound.
For all x, δ, λ ≥ 0 we have∫
(−∞,x]
eλy µ(dy) ≤ eδx
∫
(−∞,x]
e(λ−δ)y µ(dy) ,∫
[x+2δ,∞)
eλy µ(dy) ≤ e−δ(x+2δ)
∫
[x+2δ,∞)
e(λ+δ)y µ(dy) .
Assuming that a ≤ λ− δ ≤ λ+ δ ≤ A+ 6(1 + A√ε) we get∫
(−∞,x]
eλy µ(dy) ≤ exp(δx+ (0.5 + ε)(λ− δ)2) ,∫
[x+2δ,∞)
eλy µ(dy) ≤ exp(−δ(x+ 2δ) + (0.5 + ε)(λ+ δ)2) .
From now on we take
λ = x+ δ .
We note that(
δx+ (0.5 + ε)(λ− δ)2)− (−δ(x+ 2δ) + (0.5 + ε)(λ+ δ)2) =
= 2δx+2δ2−(0.5+ε)·4λδ = 2δ(x+δ−(0.5+ε)(2x+2δ)) = −4εδ(x+δ) ≤ 0 ,
therefore, assuming that 2δ ≤ 6(1 + A√ε),∫
(x,x+2δ)
eλy µ(dy) ≥
∫
R
eλy µ(dy)− 2 exp(−δ(x+ 2δ) + (0.5 + ε)(λ+ δ)2) ≥
≥ exp((0.5− ε)λ2)− 2 exp(. . . ) = exp((0.5− ε)λ2)(1− 2 exp ξ) ,
where
ξ = −δ(x+ 2δ) + (0.5 + ε)(λ+ δ)2 − (0.5− ε)λ2 .
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Still, λ = x+ δ, thus
ξ = −δ(x+ 2δ) + (0.5 + ε)(x+ 2δ)2 − (0.5− ε)(x+ δ)2 =
= 2εx2 + 6εδx+ 5εδ2 − 0.5δ2 .
We choose δ as follows:
δ = 3(1 + x
√
ε) ;
now
ξ = 2εx2 + 6εx · 3(1 + x√ε) + (5ε− 0.5) · 9(1 + x√ε)2 =
= −9(0.5− 5ε)− x2ε
(
2.5− 45ε− 18√ε− 18
x
)
− 18x√ε(0.5− 5ε) .
For ε ≤ 0.01 and x ≥ 100 we have 2.5− 45ε− 18√ε− 18
x
≥ 2.5− 0.45− 1.8−
0.18 = 0.07 ≥ 0, thus, ξ ≤ −9·0.45 = −4.05; 1−2 exp ξ ≥ 1−2·0.018 ≥ 0.96;∫
(x,x+2δ)
eλy µ(dy) ≥ 0.96 exp((0.5− ε)λ2) .
Therefore
µ
(
(x,∞)) ≥ µ((x, x+ 2δ)) ≥ e−λ(x+2δ) ∫
(x,x+2δ)
eλy µ(dy) ≥
≥ 0.96 exp((0.5− ε)λ2 − λ(x+ 2δ)) = 0.96 exp(−0.5x2 − ζ) ,
where
ζ = −0.5x2 − (0.5− ε)λ2 + λ(x+ 2δ) =
= −0.5x2 − (0.5− ε)(x+ δ)2 + (x+ δ)(x+ 2δ) =
= εx2 + (2 + 2ε)xδ + (1.5 + ε)δ2 =
= εx2 + 2(1 + ε)x · 3(1 + x√ε) + (1.5 + ε) · 9(1 + 2x√ε+ x2ε) =
= ε(14.5 + 6
√
ε+ 9ε)x2 + (6 + 27
√
ε+ 6ε+ 18ε
√
ε)x+ (13.5 + 9ε) ;
for ε ≤ 0.01 and x ≥ 100 we have ζ ≤ 15.19εx2 + 8.778x+ 13.59 ≤ (15.19ε+
8.9139
x
)
x2 ≤ (16ε+ 9
x
)
x2.
Proof of Corollary 1.2. In terms of the box B = [0, r1]× · · · × [0, rd] we have
P
( ∫
[0,r1]×···×[0,rd]
Xt dt ≥ cσ√r1 . . . rd
)
= P
( ∫
B
Xt dt ≥ cσ
√
volB
)
.
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Given ε, we need R and δ such that∣∣∣∣ 1c2 logP
( ∫
B
Xt dt ≥ cσ
√
volB
)
+
1
2
∣∣∣∣ ≤ ε
whenever widthB ≥ R and R ≤ c ≤ √δ volB log−d volB. WLOG, ε ≤ 0.32.
For ε6.1 =
σ2
32
ε, Prop. 6.1 gives C6.1 and W . We take R = max(W, 100,
10
ε
)
and δ =
(
σ
1.66C6.1
)
2.
Prop. 6.1 applies to ε6.1 and B (since widthB ≥ R ≥ W ), giving |fB(λ)−
0.5σ2λ2| ≤ ε6.1λ2 for C6.1|λ| ≤
√
v log−d v, where v = volB.
We consider the distribution µ of the random variable 1
σ
√
v
∫
B
Xt dt and its
cumulant generating function f ; f(λ) = logE exp λ
σ
√
v
∫
B
Xt dt = fB
(
λ
σ
)
. In
order to apply Lemma 6.2 we take ε6.2 =
1
32
ε = ε6.1
σ2
∈ (0, 0.01], a = 100 and
A =
√
δv log−d v. We note that a = 100 ≤ R ≤ c ≤ A andA+6(1+A√ε6.2) =
A(1 + 6
√
ε6.2) + 6 ≤ A(1 + 6 · 0.1) + 6 ≤ 1.66A. Lemma 6.2 applies, since for
all λ ∈ [a,A + 6(1 + A√ε6.2)] we have C6.1
∣∣λ
σ
∣∣ ≤ 1.66A
C6.1σ
= 1.66
C6.1σ
√
δv log−d v =√
v log−d v, whence |f(λ)−0.5λ2| = ∣∣fB(λσ)−0.5σ2(λσ)2∣∣ ≤ ε6.1(λσ)2 = ε6.2λ2.
Clearly, P
( ∫
B
Xt dt ≥ cσ
√
volB
)
= µ
(
[c,∞)). For all c ∈
[R,
√
δv log−d v] ⊂ [a,A] Lemma 6.2 gives | log µ([c,∞)) + 0.5c2| ≤
| log 0.96|+(16ε6.2 + 9c )c2; it remains to check that | log 0.96|+(16ε6.2 + 9c )c2 ≤
εc2, that is, | log 0.96|
εc2
+ 0.5
c2
+ 9
εc
≤ 1. Taking into account that c ≥ R ≥ 10
ε
, that
is, εc ≥ 10, we have | log 0.96|
εc2
+ 0.5
c2
+ 9
εc
≤ 0.05
100εc
+ 0.5
1002
+ 9
εc
≤ 0.05
100·10 +
0.5
1002
+ 9
10
=
0.9001 ≤ 1.
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