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1. INTRODUCTION
Given a function f : ∗ → ∗, the graph of the function is define as follows: Graph f = {〈x, f (x)〉 |
x ∈ ∗}. This paper investigates (total, single-valued) functions that reduce to their own graphs via
parallel (i.e., truth-table) or sequential (i.e., Turing) reductions, and this paper obtains the relationships
that exist between such parallel and sequential access.
Functions that Turing reduce to their own graphs are exactly those that can be efficientl (i.e.,
polynomial-time) computed by sequentially checking function values, or in other words by adaptively
testing yes–no hypotheses about what values the function equals on various inputs (e.g., questions of
the form “is the value of f on input a equal to b?,” which Valiant [24] has dubbed checking the value of
a function). It has been known for decades that—even among polynomially length-bounded functions
whose graph is exponential-time computable—not all functions are polynomial-time Turing reducible
to their own graphs ([23, p. 129], see also [10, 24]). This explains why, though mathematicians consider
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graphs of functions to be a central tool, computer scientists tend to convert functions to languages via
different representations, such as looking at left cuts of functions or encoding separately each bit of a
function’s output on each input. Nonetheless, some natural and important functions are polynomial-
time Turing reducible to their own graphs. For instance, MSA (Maximum Satisfying Assignment) [17],
the function that takes boolean formulas as inputs and outputs the lexicographically largest satisfying
assignment if the input formula is satisf able or  (the empty word) otherwise, is such a function. This
holds since MSA ∈ FPSAT [17] and, for each formula f having at least one variable, it holds that
f ∈ SAT⇔ 〈 f,  〉 ∈ GraphMSA, so MSA ∈ FPGraphMSA .
This paper is structured as follows. Section 2 contains the basic def nitions and a connection between
the investigated reducibility notions and the theory of enumerability introduced byCai andHemachandra
[6], namely, that the class of constant-enumerable functions is exactly the class of functions that are
bounded-Turing reducible to their own graphs. Section 3 investigates classes of functions that are
reducible to their own graphs via various types of sequential (Turing) and parallel (truth-table) re-
ductions. We focus in particular on the issue of the trade-offs between computing a function with
sequential and parallel access to its graph, and we obtain optimal and absolute separation results.
Brief y put, we prove that the trivial relationships between parallel and sequential reductions are in fact
the strongest relationships that hold in general. That is, parallelism sometimes can bear an exponential
penalty relative to sequentiality, and sequentiality (adaptiveness) sometimes yields no advantage over
parallelism. This latter result contrasts sharply with the parallel-versus-sequential relationships thought
to hold in many other settings. For example, in the case of computing languages via access to NP-
complete sets, sequential querying seems to give an exponential improvement over parallel querying
[13, 25].
2. PRELIMINARIES
For standard notations and def nitions that are not included here, we refer the reader to any standard
computational complexity textbook.
Throughout this paper, F will denote the set of all (total, single-valued) functions mapping from ∗
to ∗ that are polynomially length-bounded with respect to the length of the input. Let FP ⊆ F be
the set of all (total, single-valued) polynomial-time computable, functions mapping from ∗ to ∗.
Though complexity theory has traditionally focused on the complexity of languages, the complexity
of functions has received much attention recently (see the excellent article by Selman [21], which also
highlights the important role of graphs of functions).
For a function h mapping from N to N, O(h) is the set of all functions g mapping from N to N
such that for some c > 0 it holds that, for almost all n ∈ N, g(n) ≤ c · h(n). Such expressions as
O(1) and O(log n) are explicitly def ned by this def nition. By O(poly) we will denote the set of all
functions g mapping from N to N such that g(n)∈O(p(n)) for some polynomial p, and by O(exp) we
will denote the set of all functions g mapping from N to N such that g(n)∈O(2p(n)) for some poly-
nomial p.
Let 〈.〉 denote a coding of f nite tuples of strings having the standard nice properties such as being
polynomial-time computable and polynomial-time invertible. Let ≤lex denote the standard (quasi-)lexi-
cographical ordering of strings.
Though in the literature reductions are usually def ned between sets [18] (and sometimes between
functions [17]), in a slight abuse of the standard notation we speak of reductions from a function to a set,
using the exact analogs of the standard set-to-set reductions [18], and thus will speak of reductions such
as f ≤pT A, f ≤ptt A, f ≤pO(log n)-tt A, f ≤pO(log n)-T A, f ≤pbtt A, f ≤pbT, and others. For example, we will
write f ≤pg(n)-T A if and only if there is a deterministic polynomial-time Turing machine that computes
the function f (x) on every input x while making at most g(|x |) Turing (i.e., potentially adaptive) queries
to the oracle A. Note also that, as is standard, “b” denotes “bounded”; i.e., we say that f ≤pbT A if there
is an integer k such that f ≤pk-T A.
Recall that for any function f ∈ F , Graph f = {〈x, f (x)〉 | x ∈ ∗}. Note that for polynomially
length-bounded functions f , f can be (brute-force) determined via an exponential number of parallel
queries to Graph f . As already mentioned we want to study functions that (polynomial-time) truth-table
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or (polynomial-time) Turing reduce to their own graphs:
GT =
{ f ∈ F ∣∣ f ≤pT Graph f },
Gtt =
{ f ∈ F ∣∣ f ≤ptt Graph f }.
We def ne GO(log n)-T, GO(log n)-tt, GbT, and Gbtt analogously. Observe that even in G1-tt, which contains all
characteristic functions, there are arbitrary complex—even uncomputable—functions.
We mention that an interesting, independent, recent paper of Durand and Porrot [11] studies a quite
different aspect of functions and their graphs than the present paper does. They study, from the point
of view of algorithmic information theory, the information content of (limits of pref xes of) graphs of
functions.
The function classes we def ned above are related to the notion of enumerability, as we will see
soon.
DEFINITION 2.1 [6]. Let g ∈ O(poly). A function f ∈ F is g(n)-enumerable if and only if there
exists a polynomial-time function h mapping from ∗ to f nite sets of elements from ∗ such that, for
all x ∈ ∗,
1. f (x) belongs to the set output by h(x) and
2. the set output by h(x) contains at most g(|x |) elements.
This def nition can be generalized to cover even superpolynomial bounds.
DEFINITION 2.2 [2]. Let g ∈ O(exp). f ∈ F is said to be g(n)-enumerable if and only if there exists
a polynomial-time function h mapping from ∗ × N to ∗ such that, for all x ∈ , (∃ j : 1 ≤ j ≤
g(|x |))[ f (x) = h(x, j)].
Note that Def nition 2.2 is equivalent to Def nition 2.1 for g ∈ O(poly). Let ENO(poly), ENO(log n),
and ENO(1) denote the set of all functions fromF that are, respectively,O(poly)-enumerable,O(log n)-
enumerable, and O(1)-enumerable. If f is q(n)-enumerable (2q(n)-enumerable) for some polynomial
q we will say that f is polynomially (exponentially) enumerable.6 Enumerability has been primarily
studied for the counting version of NP (e.g., in [6, 15, 14, 2, 12, 7]), though it has also been applied to
Graph Isomorphism–GraphAutomorphism [9]. Some surprising results are known about enumerability.
For example, #SAT, the counting version of SAT, is O(poly)-enumerable only if it is polynomial-time
computable [7].
To complete this section, we will state some basic relations and note some containment and char-
acterization results. The following proposition states that two trivial relationships that are well known
for standard Turing and truth-table reductions (see [18, 16, 3]) also hold for function-to-set Turing and
truth-table reducibility. We omit explicit proofs since they are analogous to the proofs for the standard
cases.
PROPOSITION 2.1. Let f ∈ F and A ⊆ ∗.
1. For all g ∈ O(poly), if f ≤pg(n)-tt A then f ≤pg(n)-T A.
2. For all g ∈ O(log n), if f ≤pg(n)-T A then f ≤p(2g(n)−1)-tt A.
The connection between enumerability and graphs of functions is established in the following obvious
lemma. Note that for every f ∈ F we have that f is exponentially enumerable, by brute force.
LEMMA 2.1. Let f ∈ F . Let g ∈ O(poly).
1. If f is (g(n) + 1)-enumerable then f ≤pg(n)-tt Graph f .
2. If f ≤pg(n)-T Graph f then f is 2g(n)-enumerable.
So we have the following characterization of the functions that reduce to their own graphs with a
bounded number of queries.
6 As a technical note we mention that whenever we say f is g(n)-enumerable we mean f is max{1, g(n)}-enumerable. This
avoids problems in cases in which g is not always at least one.
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THEOREM 2.1. Let f ∈ F . The following statements are equivalent :
1. f ≤pbtt Graph f .
2. f ≤pbT Graph f .
3. f is O(1)-enumerable.
Proof. The equivalence of statements (1), (2), and (3) follows immediately from Proposition 2.1
and Lemma 2.1.
So we have the following inclusion relations among the function classes under study.
THEOREM 2.2. ENO(1) = Gbtt = GbT ⊆ ENO(log n) ⊆ GO(log n)-tt ⊆ GO(log n)-T ⊆ ENO(poly) ⊆ Gtt ⊆
GT ⊆ F .
In Section 3 we will prove that even GbT  ENO(log n)  GO(log n)-tt  GO(log n)-T  ENO(poly)  Gtt 
GT  F (see Corollaries 3.1, 3.3, and 3.6). To give some intuition, we present the following two results.
PROPOSITION 2.2. For every k ∈ N− {0},
(∃ f ∈ F)[ f ≤pk-T Graph f ∧ f ≤p(2k−1−1)-tt Graph f ].
PROPOSITION 2.3. For every k ∈ N− {0},
(∃ f ∈ F)[ f ≤pk-tt Graph f ∧ f ≤p(k−1)-T Graph f ].
For a set A let
F Ak (〈x1, . . . , xk〉) = χA(x1) · · · χA(xk),
where χA denotes the characteristic function of A, and here 〈· · · 〉 (for Fk) represents a standard k-ary
pairing function.Weprove the above twopropositionswith the help of the concepts of P-selectivity7 [20],
cheatability, and p-superterseness8 [3].
Proof of Proposition 2.2. Let k ≥ 1. Let A be any P-selective set that is not cheatable; such sets are
known to exist. Let zout be any f xed element of A¯.
Consider the function f = F A2k−1. For any input string 〈x1, . . . , x2k−1〉,
f (〈x1, . . . , x2k−1〉)
can be computed as follows. First use a P-selector function for A to order the strings x1, . . . , x2k−1 in such
a way that χA(y1) ≤ · · · ≤ χA(y2k−1) where y1, . . . , y2k−1 is some permutation of x1, . . . , x2k−1. This
can be done easily and eff ciently (see [22]); we will call this “putting them in a Toda ordering.” Let
y0 = zout . In order to determine f (〈x1, . . . , x2k−1〉) it suff ces to f nd the largest i , 0 ≤ i ≤ 2k − 1,
such that χA(yi )= 0. Note that there are 2k possible values for the largest such i . However, de-
termining it can be done in a binary search manner, which can be done via submitting at most k
queries of the form 〈〈y j , . . . , y j 〉, 12k−1〉 to Graph f . This shows that f is indeed k-Turing reducible to
Graph f .
For the second claim of the proposition let us suppose that f is (2k−1 − 1)-truth-table reducible
to its graph. We will argue that in this case F A2k would be k-Turing reducible to its own graph,
contradicting the assumption that A is not cheatable. Consider an input string 〈x1, . . . , x2k 〉 for F A2k .
Note that F A2k (〈x1, . . . , x2k 〉) = f (〈x1, . . . , x2k−1〉)χA(x2k ). By assumption there are 2k−1 − 1 queries
q1, q2, . . . , q2k−1−1 to Graph f —and all those queries can be determined in polynomial time—such that
7 A set A is P-selective if and only if there exists a polynomial-time computable function g such that for every 〈x, y 〉,
g(〈x, y 〉) ∈ {x, y} and if {x, y} ∩ A = ∅ then g(〈x, y 〉) ∈ A.
8 A set A is said to be cheatable if for some integer m and some set X it holds that F A2m can be computed in polynomial time
with at most m adaptive queries to X . A set A is called p-superterse if for all integers m and all sets X , F Am cannot be computed
in polynomial time with m − 1 adaptive queries to X .
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f (〈x1, . . . , x2k−1〉) can be computed from the answers to those queries in polynomial time. Each query
qi to Graph f has the form
qi =
〈〈
zi,1, . . . , zi,2k−1
〉
, ai,1 . . . ai,2k−1
〉
,
where ai, j ∈ {0, 1}, and thus contains at most 2k − 1 (namely, the zi, j ’s) different underlying queries
about membership in A. For each i , we now put the zi, j ’s in such an order that the corresponding ai, j ’s
form a nondecreasing sequence; i.e., we put them into a Toda ordering. Let zi denote the least (in this
new ordering) zi, j such that ai, j = 1 and let yi denote the largest (in this new ordering) zi, j such that
ai, j = 0. Note that at least one of yi , zi exists.
Using a P-selector g of A we check that for all j, j ′, ai, j < ai, j ′ ⇒ g(zi, j , zi, j ′ )= zi, j ′ . If qi fails that
check, then we know that the answer to that query qi is “no.” Let I = {i | qi passes this check}. Note
that ‖I‖ ≤ 2k−1 − 1. Using the P-selector g for A put into a Toda ordering the following collection
of strings: x2k (recall this was the f nal input of F A2k , which we have until now ignored) and, for each
i ∈ I , the strings yi (if it exists) and zi (if it exists). This gives us a sequence of at most 2(2k−1 − 1)+
1= 2k − 1 strings. As in the proof of the f rst claim of the proposition we can determine the value of
χA for all those at most 2(2k−1 − 1)+ 1= 2k − 1 strings with at most k adaptive queries to Graph f .
With those values of χA we can in turn determine the answers to the queries qi , which enables us to
compute f (〈x1, . . . , x2k−1〉). Hence k adaptive queries to Graph f (in this case we can replace those by
queries to A) suff ce to determine F A2k (〈x1, . . . , x2k 〉). However, this contradicts the fact that A is not
cheatable.
Proof of Proposition 2.3. Let k ≥ 1. Let A by any p-superterse set; such sets are known to exist.
Let f = F Ak . By def nition we have that f is not computable in polynomial time with k − 1 adaptive
queries to any oracle. So in particular, f is not (k − 1)-Turing reducible to Graph f .
On the other hand, f is clearly k-truth-table reducible to Graph f by the following algorithm: Generate
the queries
〈〈x1, . . . , x1〉, 1k〉, 〈〈x2, . . . , x2〉, 1k〉, . . . , 〈〈xk, . . . , xk〉, 1k〉
on input 〈x1, . . . , xk〉 and submit them in parallel to Graph f . Output the concatenation of the oracle
answers.
Note that Proposition 2.3 is optimal since f ≤pk-tt Graph f implies f ≤pk-T Graph f . In contrast, Proposi-
tion 2.2 is not optimal, since the only known trivial relationship in this case is that f ≤pk-T Graph f implies
f ≤p(2k−1)-tt Graph f . In fact, the above-outlined proof idea is not able to yield the optimal statement
(∃ f ∈ F)[ f ≤pk-T Graph f ∧ f ≤p(2k−2)-tt Graph f ] since for instance for a P-selective set A, F A3 is even
2-truth-table reducible to its graph. However, our upcoming Theorem 3.1 will extend Proposition 2.2
to optimality.
3. STRICT INCLUSIONS
In this section, we show that all the results stated in Proposition 2.1 and in Lemma 2.1 are optimal
for graphs of functions; no stronger relationships hold in general. In showing this, we also prove that
all the inclusions given in Theorem 2.2 are strict.
The following theorem, which is our main result, shows that part (2) of Proposition 2.1 is optimal for
graphs of functions.
THEOREM 3.1. Let g be a function computable in time polynomial in n such that g ∈ O(log n) and,
for all n, g(n) ≥ 1. Then
(∃ f ∈ F )[ f ≤pg(n)-T Graph f ∧ f ≤p(2g(n)−2)-tt Graph f ].
Proof of Theorem 3.1. Let g be a function computable in time polynomial in n such that g ∈ O(log n)
and, for all n, g(n) ≥ 1. Let r1, r2, . . . be an enumeration of all polynomial-time (2g(n) − 2)-tt reduction
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machines; such enumerations exist. We assume without loss of generality that the runtime of each ri is
upper-bounded by a polynomial pi that holds as an upper bound Regardless of what oracle ri has, and
that, for all n, pi (n) > n.
We will construct f in stages such that we (a) diagonalize against all r j and (b) ensure that f is
g(n)-Turing reducible to its own graph. We consider three kinds of strings. Diagonalization strings
have the form 0n where n ≥ 0, coding strings have the form 0n1ω where ω ∈ {0, 1}g(n), and irrelevant
strings are all binary strings other than diagonalization strings and coding strings. We will achieve goal
(b) by letting
f (0n) ∈ {0,1}g(n),
f (0n1ω)=
{
1 if ω ≤lex f (0n) ∧ ω ∈ {0,1}g(n),
0 otherwise,
f (x)= 0 if x is an irrelevant string,
where 0n denotes a diagonalization string and 0n1ω denotes a coding string as def ned above. The
conditions above guarantee that f is in fact g(n)-Turing reducible to its own graph because f (x)
can be obtained by binary search (in g(|x |) queries) if x is a diagonalization string, with one query
(〈x, 1〉 ∈ Graph f ?) if x is a coding string, and with zero queries if x is an irrelevant string.
The condition on f (0n) will leave us enough freedom to diagonalize and thereby achieve goal (a).
The details of the construction follow. For clarity of presentation, we will for a query 〈x, y〉 that is made
to Graph f simply write f (x) ?= y.
Stage 0: Let n = 0.
Stage e ≥ 1: Let n be the appropriately chosen new length that was set at the end of Stage e − 1.
We wish to diagonalize against re. In particular we want
f (0n) = rGraph fe (0n).
Clearly, the value of r
Graph f
e (0n) may depend in general on the query answers.
Since a query to f (0n1ω) ?= a conveys no more information than a query to f (0n1ω) ?= 1, we may
assume, without loss of generality, that all such queries have a = 1. Let
{ω0, ω1, . . . , ωm} =
{
ω | ω ∈ {0,1}g(n) and re does not query f (0n) ?= ω
}
,
where ω0 <lex ω1 <lex · · · <lex ωm . Note that m ≥ 1 as re is a (2g(n) − 2)-tt reduction machine. Also,
since re asks 2g(n) − m − 1 queries of the form f (0n) ?= ω, re can ask at most m − 1 queries of the form
f (0n1ω) ?= 1. Thus there exists a j , 1 ≤ j ≤ m, such that re does not query f (0n1ω) ?= 1 for any ω
such that ω j−1 <lex ω ≤lex ω j .
We answer all queries—of the form f (0n) ?= z and f (0n1ω) ?= z′—during the run of re(0n) as though
f (0n) = ω j . We answer all other queries about diagonalization and coding strings set associated with
values of f that we settled in earlier stages to be consistent with those, we answer all other queries
about diagonalization strings z (except those related to 0n itself) not settled in earlier stages—and about
coding strings associated with diagonalization strings z (except those related to 0n itself) not settled in
earlier stages—as if f (z) = 0g(|z|), and we answer all queries related to irrelevant strings in the obvious
way. If re outputs ω j , then we set f (0n) = ω j−1; otherwise we set f (0n) = ω j .
Finally, we extend f in a consistent manner through all diagonalization-string inputs of length at
most pe(n), also extending f in light of those on all the associated coding-string inputs (some of which
will be as long as 1 + pe(n) + g(pe(n))). Set n := 2 + pe(n) + g(pe(n)).
End of Stage e
It is clear that our construction achieves goals (a) and (b).
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Observe that the proof of Theorem 3.1 does not depend on the assumption that g(n) is O(log n)
bounded. In particular, the proof of Theorem 3.1 also establishes (∃ f ∈F )[ f ≤pg(n)-T Graph f ∧
f ≤recursive(2g(n)−2)-tt Graph f ] for all functions g such that (∀n)[g(n) ≥ 1], g ∈O(poly), and g is computable in
time polynomial in the value of its input. Since our diagonalization depends only on limited information
access, rather than bounded computation power, it is not hard to see we have the following corollary.
COROLLARY 3.1. 1. GO(log n)-tt  GO(log n)-T.
2. Gtt  GT.
In light of part (1) of Proposition 2.1, the following theorem implies that part (1) of Lemma 2.1 is
optimal. Although, owing to its focus on time rather than queries, the early paper of Dekhtyar [10] does
not speak directly to this result, we mention that this result is very much in keeping with the spirit of
Dekhtyar’s work.
THEOREM 3.2. For each g ∈ O(poly) such that g(n) is computable in time polynomial in n,
(∃ f ∈ F )[ f is (g(n) + 2)-enumerable and f ≤pg(n)-T Graph f ].
Proof. The proof consists of a straightforward diagonalization. We will sketch the diagonalization
step below.
We set f (x) = 1 for all x ∈ 0∗. Let r be the g(n)-Turing reduction we wish to diagonalize against and
let k—initially k = 1—be the length of the strings we are currently workingwith, in particular, choosing
k so that no query 〈0k, ω〉 has been made during previous stages of the diagonalization (if this is the case
set f (0k) = 1 and proceed to strings of length k + 1). We would like to achieve f (0k) = rGraph f (0k).
During the run of r (0k) we answer all queries of the form 〈0k, ω〉 “no.” All other occurring queries
〈a, b〉 are either answered according to already def ned values of f , answered “yes” if a = 0m for some
m > k and b = 1, or answered “no” otherwise. We set f (0k) to be the lexicographically smallest string
from 




that neither has occurred in one of the at most g(k) queries of the form 〈0k, ω〉 nor is the (one) output
of r (0k) when answering all queries as indicated above.
So, f is not g(n)-Turing reducible to its graph, yet it is (g(n) + 2)-enumerable (see Def nition 2.1)
via the function h that on any input x outputs the list.
1, 11, . . . , 111 . . . 1︸ ︷︷ ︸
g(|x |)+2
.
Theorem 3.2 has the following corollary, in light of Lemma 2.1.
COROLLARY 3.2. Let g ∈ O(poly) be such that g(n) is computable in time polynomial in n. Then
(∃ f ∈ F )[ f ≤p(g(n)+1)-tt Graph f ∧ f ≤pg(n)-T Graph f ].
Corollary 3.2 shows that part (1) of Proposition 2.1 is optimal for Graph f ; that is, it is the strongest
parallel-to-serial implication that holds in general for functions reducing to their own graphs. Note
that it was not clear ahead of time that this would be the case. For example, for the case of reductions
to NP sets, it is well known that a given number of parallel queries to any NP-complete set can be
simulated with logarithmically many sequential queries to the same set [13, 25]. On the other hand,
there are other cases like ours in which sequential queries do not seem to have any unexpected power,
for instance, guarded access to unambiguous computation [8], complete sets in NEXP [5], and doing
multiple satisf ability checks [1, 4, 19].
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Theorem 3.2 also shows the following separations among function classes. Note especially that the
proof does not depend on the fact that g is polynomially bounded. One is able to show with essentially
the same proof (but using the Def nition 2.2 version of enumerability) that for all g ∈ O(exp) such that
g is computable in time polynomial in the value of the input, there exists a function f ∈ F such that
f is (g(n) + 2)-enumerable and f ≤recursiveg(n)-T Graph f . That is, the limitation that the proof exploits is
information rather than computation.
COROLLARY 3.3. 1. GbT  ENO(log n).
2. GO(log n)-T  ENO(poly).
3. ([23], see also [10]) GT  F .
Of course, we can easily see fromCorollary 3.2 the following natural statements, saying that allowing
more sequential or parallel queries yields strictlymore functions, in the context of computation via access
to one’s own graph.
COROLLARY 3.4. Let g ∈ O(poly) be such that g(n) is computable in time polynomial in n. Then
Gg(n)-T  G(g(n)+1)-T.
COROLLARY 3.5. Let g ∈ O(poly) be such that g(n) is computable in time polynomial in n. Then
Gg(n)-tt  G(g(n)+1)-tt.
The following theorem implies that the converse of part (1) of Lemma 2.1 does not hold.
THEOREM 3.3. For each g ∈ O(poly) such that g(n) is computable in time polynomial in n and, for
all n, g(n) ≥ 1
(∃ f ∈ F)[ f ≤pg(n)-tt Graph f ∧ f is not (2g(n) − 1)-enumerable].
Proof. The proof consists of a diagonalization against all polynomial-time computable (2g(n) − 1)-
enumerators in the sense of Def nition 2.2, in other words a diagonalization against all polynomial-time
computable functions mapping from ∗ × N to ∗. We will only sketch the basic proof idea below
since f lling in all the necessary details is straightforward.
Let g be a function such that g ∈ O(poly), g(n) is computable in time polynomial in n and, for all n,
g(n) ≥ 1. Let h1, h2, h3, . . . be an enumeration of all polynomial-time computable functions mapping
from ∗ × N to ∗. We set f (x) = 1 for all x /∈ {0k1i | k ≥ 1 ∧ i ≤ g(k)}. The remaining values of f
are def ned in stages.
Stage k, k ≥ 1:
Set f (0k) to be the smallest string of length g(k) that is not in
{
hk(0k, 1), hk(0k, 2), . . . , hk
(
0k, 2g(k) − 1)}.
For 1 ≤ i ≤ g(k), set f (0k1i ) = 1 if the i th bit of f (0k) is 1 and f (0k1i ) = 0 otherwise.
End of Stage k
It is not hard to see that f is indeed g(n)-truth-table reducible to its own graph, yet f is not (2g(n)−1)-
enumerable.
Setting g(n) = log(n + 1)+ 1 and g(n)= n + 1 for all n, respectively, we obtain the following
corollary.
COROLLARY 3.6. 1. ENO(log n)  GO(log n)-tt.
2. ENO(poly)  Gtt.
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