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Abstract 
Despite its well-known potential for applied use in organizations, social network analysis seems to fail relevant business 
analytical requirements in the areas of organizational change and software usability for non-expert users like managers and 
consultants. This position paper takes on this challenge by outlining a strategy of user-driven software development which aims 
to shift analytical procedures from the numerical to the visual realm. As network dynamics can be visualized using various 
methods, a comparative analysis of their respective strengths and weaknesses lays the basis for the suggested integration of 
additional visual methods into network exploration and interpretation procedures. 
 
© 2011 Published by Elsevier Ltd. 
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1. Introduction 
Collaboration between (teams of) specialized actors is the way work gets done in modern organizations. From 
hunters and gatherers via early manufacturers to multinational enterprises: the challenges of dividing, steering and 
(re-)integrating complex business patterns and processes have risen tremendously and still keep on growing. 
Managers or organizational analysts therefore have a constant need for methods to explore data regarding the past, 
present and anticipated future states of their own organizational performance to enable decision making in the face 
of constantly changing inner and outer uncertainties. 
 
Methods of dealing with numerical data, i.e. economic calculation and later computation, have been around since the 
beginnings of business economics and management science. This is the realm of business statistics as a systematic 
endeavor to support the control of all aspects of organizational performance (Turban, Sharda, & Delen, 2010). 
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Figure 1: Network and process oriented views as complementary ways of visualizing organizational (co)operation patterns. 
 
The visualization of organizational change in such numerical settings is predominantly restricted to plot 
diagrams: line charts, bar charts, scatter plots or various other basic methods of data visualization have become the 
standard instruments used to visualize time oriented values as relevant performance indicators (Cook, Earnshaw, & 
Stasko, 2007; Keim et al., 2006). 
At least two other visualization paradigms have gained greater significance in business theory and practice over 
the last 40 years: process and network visualizations. The former focus on the documentation, computation and 
optimization of organizational procedures (Madison, 2005; Kohlbacher, 2010), while the latter have proved their 
strength in the analysis of various organizational structures (Cross, Borgatti, & Parker, 2002). 
These two visualization approaches have essentially been working side by side, with practically no conceptual or 
computational links between them. This might be explained by the faster growth and operational dominance of 
process modeling methods, but probably has more to do with the fact that they complement each other: while 
business process visualizations map how to do things sequentially by focusing on operational sequences or time 
oriented workflows, their network counterparts visualize the patterns of how to do things in parallel by focusing on 
aggregated collaborative patterns within a given period of time. If an organization is visualized as a constant flow of 
collaborative actions, the process oriented view focuses on connections between actions over time (vertical 
dimension), whereas the network oriented view focuses on connections between actors within a certain period of 
time (horizontal dimension) (see Figure 1). 
In line with their complementary focus of attention, both visualization methods expose complementary strengths 
and weaknesses. Whereas process modeling shows strengths in mapping dynamical procedures, but deficits in its 
regard for non-procedural (horizontal) relationships (Blickle & Heß, 2006), network analysis, vice versa, has often 
been accorded a certain level of short-sightedness when it comes to non-structural (vertical) relationships like 
network dynamics and change (Borgatti, 2003; Breiger, Carley, & Pattison, 2003; Monge & Contractor, 2003; 
Leydesdorff & Schank, 2008; McGrath, Krackhardt, & Blythe, 2002). However, the specific strengths of the 
structural view have given network analysis the reputation of being a significant emerging technology for supporting 
decision making in various business related application scenarios (Cross & Thomas, 2009). 
To narrow the gap between the deficits and combine the complementary strengths of these two approaches, the 
ViENA (Visual Enterprise Network Analytics) research project has focused on exploring the middle ground – and 
thus developing bridges – between the visualizations of cooperation structures and dynamic processes. Guided by 
the long term research goal of determining how to connect these two methods, the project focuses primarily on the 
visual dynamization of the network oriented view. Its main aim is to develop concepts, methods and a software 
prototype to support management and consultant decision making processes in challenging application scenarios 
like organizational development or change management projects. To meet these demands, several research and 
development strategies have to be combined, each of which will be discussed in this paper with regard to their 
general relevance for dynamic social network analysis applications in the organizational context.  
 
t 
organizational performance  
network oriented view 
 
+  visualizing structures 
–   visualizing dynamics   
process oriented view  
 
+  visualizing dynamics 
–   visualizing structures  
 Florian Windhager et al. /  Procedia - Social and Behavioral Sciences  22 ( 2011 )  59 – 68 61
While dynamic aspects of social networks such as evolution, modification and change are major research issues 
within the scientific community (Bender-deMoll & McFarland, 2006; Doreian & Snijders, 2010), existing network 
analytical software tools rarely offer visual dynamic analysis options to support the notion of “real time” visual 
network monitoring (De Nooy, 2008; Moody, McFarland, & Bender-de-Moll, 2005). With respect to their broader 
applicability, we think that dynamically oriented software tools have to date not only lacked the necessary usability 
and interface standards for everyday use, but have also often presupposed high levels of competence in mathematics, 
statistics or computer science. Given these technology-induced demands and requirements, the use of network 
analysis in organizations seems to remain dependent on the presence of external experts (e.g. consultants or network 
analysts). 
Against this background, we would like to propose a combined strategy to take on the challenge of making 
dynamic social network analysis applicable in an everyday business context. Building on the necessary development 
of a coherent conceptual and visual framework (section 2), the main element in this strategy has to be the 
dynamization of network analysis on a primarily visual level (section 3), accompanied by further visual analytical 
methods to support the individual graph exploration process (section 4). In the long run, there is a clear need for the 
development of conceptual and computational links between network and process visualization methods to leverage 
the synergies in these complementary visual enterprise analysis paradigms (section 5).  
2. The ViENA Framework 
The ViENA project targets familiar application problems: the dynamics of network analysis introduce data, 
measures and concepts of a complexity that is challenging even to expert scientists and analysts. To ensure the 
comprehensibility and accessibility of our method for experts outside the domain, we contend that analytical issues 
must be shifted as far as is possible from the numerical calculation and computation level to the visual level. In other 
words, we have to open up not only static, but also dynamic network datasets for exploration using various 
visualization techniques.  
We also advocate the need for the implementation of additional visual analytical interaction methods which allow 
for the individual exploration of complex dynamic graphs. To achieve this goal in a broader context, participatory 
development methods, which put the future users at the beginning and the end of the software development cycle, 
would seem to be the only feasible way of making a complex scientific method applicable without losing the 
targeted method operators (see section 5).  
Explorations of the interspace between static network visualizations (Figure 2, left) and processes (Figure 2, 
right) reveal a whole array of visualization methods capable of showing both network structures and their dynamics. 
An assessment of existing approaches allowed us to identify at least four different dynamic network views on 
structural change, namely animation or morphing, layer comparison, layer merging and the so-called 2.5D view.  
To augment these dynamic visualization methods with further interaction and exploration methods, we then had to 
evaluate their respective strengths and weaknesses. User and task analyses, as well as a comparative assessment of 
the state of the art, provided us with specific analytical performance profiles for each method.  
 
 
Figure 2: The ViENA array of different visual views on organizational change. 
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3. Network Visualization  
3.1. Static Network Visualization 
Networks are usually drawn on two-dimensional surfaces using classic node-link diagrams, with a symbol (e.g. a 
circle or box) representing a vertex and a simple open curve between the symbols associated to two vertices (u and 
v) representing the edge (u, v) (Di Battista, Eades, Tamassia, & Tollis, 1994). As far as the layout of node-link 
diagrams is concerned, there is no a priori criterion for determining topological or geometric properties, but several 
“good” layout approaches have been proposed based both on computation and comprehension aspects (Purchase, 
1998). Criteria relating to the optimization of graph layouts to enhance perception and comprehension are referred to 
as “aesthetics” (Coleman, 1993); a non-exhaustive list of such criteria includes minimize edge-crossing, preserve 
symmetry, minimize edge bends, minimize edge length. A non-exhaustive list of standard network layouts which 
satisfy these criteria to varying extents would include radial layout (Alvarez, Dall’Asta, Barrat, & Vespignani, 
2006), force-directed layout (Fruchterman & Reingold, 1991), energy function minimization (Kamada & Kawai, 
1989), direct aesthetics-based optimization (Davidson & Harel, 1996) or multi-dimensional scaling (MDS) 
(Gansner, Koren, & North, 2005). 
3.2. Dynamic Network Visualization 
A dynamic network is a network that changes over time. In the most general case, not only attributes associated 
to vertices and edges may vary, but also the topology may undergo changes: edges may appear and disappear, as 
well as vertices. A number of different approaches have been proposed and implemented to address the temporal 
nature of a dynamic network, e.g. incremental and foresighted layouts, all of which follow the same goal, namely to 
visualize what has changed by contrasting it with what is unchanged. To do so, such layouts must comply with the 
accepted dynamic layout features described below. 
Firstly, a dynamic layout has to be repeatable, comparable and stable (Bender-deMoll & McFarland, 2006). 
Repeatability can be defined as the ability to produce the same result given fully specified starting conditions. This 
feature might seem obvious given the predictable behavior of computers (and assuming there are no bugs in the 
code). Nevertheless, since some layout algorithms contain highly random steps, attention must be given to 
controlling this “randomness”, e.g. by seeding the pseudo-random number generator with known and fixed numbers. 
Comparability can be defined as the degree of position matching between two independent layouts of the same 
network. Stability can be defined as the ability to produce the same result independently of minor changes in initial 
conditions or parameters. Stability must be finetuned to increase readability and minimize unnecessary visual 
changes by controlling the consistency/stability trade-off (North, 1996) or the local quality/stability trade-off 
(Brandes & Wagner, 1997). If a layout reacts too much to slight changes in initial conditions, it becomes unreadable, 
but if it reacts too little, some relevant changes may pass unnoticed. Stability is also referred to as “dynamic 
stability” or the capability to “maintain the mental map” (Eades & Lai, 1991).  
Stability or mental map preservation seems to be the most important requirement for a dynamic layout algorithm, 
and to this aim, two different classes of algorithms have been proposed: offline and online. 
In the offline approach, the entire sequence is known in advance, and the layout of each state is computed taking 
the previous and future datasets into account. Foresighted layout (Diehl, Görg, & Keren, 2001; Diehl & Görg, 2002) 
is based on a super-graph, constituted by the union of all graph states in different time periods. Once the layout of 
this super-graph has been computed, it is partitioned to reduce complexity. The resulting partitions are subsequently 
used as a basis for computing the layouts of the entire sequence. A similar approach is used for the stratified abstract 
graph, where no super-graph is partitioned, but the graph is structured as a hierarchy and then stratified (Kumar & 
Garland, 2006). In the offline force-directed layout, a super-graph is created, but forces are only computed between 
nodes associated to the same time slice.  
The problem of maintaining stability is even more challenging using an online, or incremental, approach, i.e. an 
algorithm that only takes the current and previous layouts into account, without any information about future states. 
Transforming a static layout into an incremental one is not always a trivial matter, and a possible solution has been 
proposed for the Davidson-Harel layout (Lee, Lin, & Yen, 2006). 
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In the following sections, we will discuss four visual methods that seek to facilitate the perception of network 
change over time. Based on the discussion of the different visualization approaches, specific methods will be 
implemented in the ViENA framework.  
3.2.1. Animation 
One possibility for visualizing networks over time is simply to show the different network states in sequence, 
creating an animated effect like a flip book. A more refined representation can be rendered by smoother transitions 
between two consecutive states by computing numerical interpolation, i.e. animation or morphing (see Figure 3). It 
has been observed that motion may have a particularly strong influence on the accuracy of the viewer's perceptions 
of changes in graphs (McGrath & Blythe, 2004). Yet motion might make it more difficult to perform detailed 
comparisons between different states of the network, since one of the two terms of comparison has to be retained in 
the observer’s memory. Animation can also be a valid countermeasure against so-called change blindness, especially 
if suitably combined with highlighting and cross-fading (Nowell, Hetzler, & Tanasse, 2001). Conversely, 
interpolated states which do not correspond to measured data might create misleading artifacts. Motion and 
animation are popular ways of visualizing dynamics (Friedrich & Houle, 2001; McGrath et al., 2003). 
3.2.2. Layer Comparison 
An alternative method that enables detailed comparisons between different kinds of networks (e.g. advice and 
trust networks) or between networks over time is layer comparison, which is based on the notion of small multiples 
(Tufte, 1983): Two different networks are displayed next to each other (see Figure 3).  
As with animation, some dynamic layout requirements (above all stability) have to be satisfied in order to enable 
and facilitate the comparison and perception of changes. This can be ensured using the super-graph approach 
outlined above, which consists of two aggregated networks (Andrews, Wohlfahrt, & Wurzinger, 2009). The general 
advantage of the small multiple approach is that it facilitates visual comparison without the limitation of human 
memory. Its main disadvantage is the doubled occupancy of display space. 
3.2.3. Layer Merging 
Besides placing two graphs next to each other to allow comparison, it is also possible to compare different graphs 
by merging them (see Figure 4). Superimposing one graph on the other augments the readability of specific changes 
in the network as every single relationship can be marked. Transparency, highlighting and different colors/styles can 
be adopted to enhance perception of changes and, unlike with layer comparison, the display space of only one single 
network is needed. A disadvantage of this two-in-one representation is the reduction in visual variables available to 
encode data dimensions and the increase in edge-crossing and occlusion (Krempel, 2005). 
 
 
 
Figure 3: Dynamic visualization using animation (left) and layer comparison (right). 
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Figure 4: Dynamic visualization using layer merging (left) and 2.5D layout (right). 
3.2.4. 2.5D Layout 
Half way between layer comparison and layer merging is the 2.5D layout in which layers are placed on top of 
each other to integrate another dimension and display, for instance, networks over time in one figure (Dwyer, 2005) 
(see Figure 4). Since the added half dimension can only partially solve the familiar problems of edge-crossing and 
occlusion, variants have been proposed in which no edges are drawn and the linking between nodes is represented 
by tight spatial clustering (Matthews & Roze, 1997) and tubular plots (Groh, Hanstein, & Wörndl, 2009). The 
occlusion is aggravated if trajectories (lines linking the visualization of the same node in different states) are also 
shown. Indeed how to display the 2.5D layout to find the best viewpoint or develop an interactive tool to explore the 
data remain open questions that require further research.  
Table 1 summarizes the advantages and disadvantages of these four different visual approaches. 
 
Table 1 Advantages and disadvantages of dynamic visualization methods 
 
 Advantages Disadvantages 
Animation x Motion enhances perception of changes and 
reduces change blindness 
x  Smaller occupancy of display space 
x Interpolation introduces artifacts 
x Comparison relies on the viewer’s memory 
Layer Comparison  x Detailed comparison is identifiable x Larger occupancy of display space 
Layer Merging x Detailed comparison is identifiable 
x Smaller occupancy of display space 
x At least one visual variable is used to 
differentiate states 
x Edge-crossing and occlusion occurs 
2.5D Layout x Detailed comparison is identifiable 
x Medium occupancy of display space 
x Edge-crossing and occlusion might occur 
x Need to find the best viewpoint 
 
Given that the array of dynamic visualization methods described above exhibits specific strengths and 
weaknesses for different analytical purposes, the ViENA project aims to combine and connect them all in a 
coherent, visual framework. Although this framework must allow for complementary visual exploration, a general 
architecture of linked views will enrich the selected view from various perspectives. Only by enabling users to 
choose their preferred views will the different dynamic visualization methods be able to unfold their complementary 
strengths. 
4. Interactive Visual Exploration Methods 
However, since the described options for choosing relevant dynamic views will not suffice alone to ensure the 
comprehensibility of complex network graphs, research and development has to address interaction issues in a far 
more encompassing manner. Building on the display of basic graphs, which enable structural or node centered 
analyses (e.g. by switching graph layouts or displaying measures like centralities, density, diameter, etc.), additional 
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visual exploration methods have to be made available. These can be provided by research in the field of Visual 
Analytics, the science of analytical reasoning facilitated by interactive visual interfaces and appropriate visualization 
techniques (Thomas & Cook, 2005; Aigner, Miksch, Müller, Schumann & Tominski, 2008). Hence, interactive 
visual and analytical methods intertwine to support the knowledge discovery process.  
Given this definition, it is obvious that there have always been strong practical connections between network 
analysis and visual analytics, as the graph drawing part of network analysis has always been relevant to the 
analytical knowledge discovery process. Even in spite of the rising prominence of non-visual, stochastic analysis 
methods in the dynamic networks realm, visualization research issues like the development, improvement, 
interpretation and practical utilization of graph layout algorithms and aesthetics remain central elements in this field. 
In addition to such familiar graph drawing issues, the handling of dynamic network graphs (with their increased 
visual clutter and complexity) all the more demands a coordinated set of visual interaction methods which help to 
unlock relevant patterns embedded in complex graphs. While zooming, panning or direct manipulation (e.g. shifting, 
coloring or deleting) of selected nodes are standard functions in most software tools, numerous additional interaction 
methods could be leveraged for further exploration. These include the use of highlighting and brushing within linked 
views (Baldonado, Woodruff, & Kuchinsky, 2000; Namata, Staats, Getoor, & Shneiderman, 2007), focus+context 
(Carpendale, Cowperthwaite, Fracchia, & Shermer, 1996; Melançon & Herman, 1998), reconfiguration (Robertson, 
Mackinlay, & Card 1991; Heer & Boyd, 2005), filtering (Kimelman, Leban, Roth, & Zernik, 1995; Spence, 1998), 
abstracting and elaborating (Schlechtweg, Schulze-Wollgast, & Schuman 2004; Stasko & Zhang, 2000), dynamic 
clustering (Mirkin, 1996; Eades & Feng, 1997), encoding and connecting (Queli, Wiechert, & Freisleben 2005; 
Henry, Fekete, & McGuffin, 2007), the use of graph lens techniques (Tominski & Abello, 2006), semantic 
substracts (Shneiderman & Aris, 2006), linked diagram exploration (Pohl, Reitz, & Birke, 2008), etc.  
The combination of all the above interaction techniques is needed to implement the so-called visual information 
seeking mantra: “Overview first, zoom and filter, then details on demand” (Shneiderman, 1996, p.337). Aside from 
the obvious relevance of this mantra for non-domain experts, whose lack of in-depth knowledge of structural 
measures means they have to start at a general level, it also shows why visual analytical approaches could be of vital 
value to expert users. As in other large scale data contexts, visualization can help to prepare huge amounts of 
dynamic data for the explorative phase. This could be deepened by interactive exploration and thus lead to the quick 
detection of patterns and details open for high resolution analysis by complementing numerical methods. 
5. Outlook and Further Research: Connecting Networks and Processes   
Dynamic network analysis as conceptualized above can support social knowledge discovery and decision making 
processes within organizations on various levels. A user and task analysis, which laid the groundwork for the user 
centered design approach in the ViENA project included six top level experts (network researchers and consultants) 
two process management experts and three corporate business executives from companies interested in the software 
development project. Based on the information received in the semi-structured interviews, several of the application 
scenarios regularly proposed in application oriented literature (e.g. Cross et al., 2002; Cross & Thomas, 2009) could 
be confirmed, including the general tasks of organizational relationship mapping, the identification of key players, 
and the support of various organizational change management projects. Application oriented users in particular 
sought the accompanying evaluation of change management projects, where a network analysis software tool could 
deliver support at three stages. Prior to the project, it would help to identify relevant structures and starting points 
for interventions. During the change process, network analysis could help to explore and control the actual 
developments over time. After the intervention, network data should primarily help to evaluate what has happened 
and might also contribute to establishing ongoing organizational monitoring cycles. Further findings proved the 
need to visually unlock specific combinations of structural measures for ongoing organizational self-assessment. 
Whereas the opening of these functions to non-expert users could contribute to an extended level of collaborative 
self-awareness and self-monitoring, some dimensions of cooperation must by default remain invisible. Regardless of 
the facilitated options to observe changes in organizational cooperation and communication patterns over time, the 
communication related activity programs in the analyzed networks remain invisible. This means that in spite of the 
dynamic views, but as a result of the methodological selectivity of the structural network view (see Figure 1), most 
everyday enterprise processes and projects which guide organizational performance have a high risk of being 
neglected. Yet the aims of the actors in a network and what is happening alongside (but is the subject of – and thus 
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Figure 5: Integrated network and process visualizations. 
 
has a strong influence on) various communication activities is not only of major concern to managers and 
employees, it could also be of utmost interest to the structural oriented view.  
This is the point where organizational process modeling methods could really come into play and where we 
would like to emphasize the relevance of bridging the existing borders with the complementary enterprise 
visualization paradigm. From the network oriented point of view, this could unlock large amounts of contextual 
data, which could contribute strongly to establishing a better understanding of the network dynamics which are now 
an inherent element in most larger enterprises.  
Business process models and visualizations aim to represent the processes in an enterprise to allow current (“as 
is”) processes to be analyzed and improved in future (“to be”). A business process in this context is a set of related 
and structured activities or tasks that contribute to the pursuit of organizational aims (e.g. to the production of a 
specific service or product). Building on these models and their software supported evaluations, business process 
management strives to continuously improve organizational processes and activity programs.  
Though business process visualizations could encompass a lot of various elements, their basic building blocks are 
single activities, tasks or events (e.g. block arrows or boxes), which are connected by process flow relationships and 
visualized by directed edges (see Figure 5, right). The resulting process chains can be realized with various levels of 
granularity (from whole value chains to detailed models of single procedures) and commonly include additional 
visual elements like relevant resource objects (e.g. instruments, tools, documents, etc.) logical connectors and actors 
(e.g. individuals, roles or organizational units). By focusing on this last class of elements, which is shared by the 
network oriented view, the bridgeheads between the two paradigms become visible and could be examined for 
potential conceptual connection.  
Taking on so-called process logs (i.e. performance-driven visualizations) and, as such, empirical instantiations of 
time-independent process chains, conceptual and visual integration could be achieved by following at least two 
approaches (see Figure 5). The first takes the scaffold delivered by the 2.5D dynamic network visualization layout 
(section 3.2.4) and incorporates process log chains into the interspaces between the existing data panels. The chosen 
network algorithms deliver the basic layout, and processes are assigned as annotations to the actors’ trajectories. The 
second option keeps the visualization scaffold of process flows stable and adds network relations by leveraging a 
specific transformation method. By switching the shape of given networks from their common force-directed layout 
into so-called arc diagrams (e.g. Wattenberg, 2002), this transformation allows process (log) chains to be annotated 
with social collaboration information. 
By connecting these paradigms, both these integration methods have the potential to visually explore enterprise 
dynamics in a far more encompassing manner than previously possible. However, the powerfully enhanced visual 
potential also raises further conceptual and methodological research and development issues. These include 
questions of data collection, elaboration and standardization, as well as issues of increased visual clutter, problems 
of comprehensibility and user acceptance. As a consequence, ongoing conceptual and practical evaluations will have 
to accompany the general approach outlined in this article to re-connect the integrated analysis method back to its 
original subject matter – the interconnected actors in changing organizational networks.  
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