There has been much speculation about the structure of the set of shift-isomorphism classes of semidualizing complexes over a local ring. In this paper we show that this set can be given the structure of a nontrivial metric space, and we investigate the interplay between the metric and several standard algebraic operations. Motivated by one aspect of this interplay, we prove that a local ring R is Gorenstein if and only if it admits semidualizing complexes C, D with D dualizing such that the complexes C and RHom R (C, D) are isomorphic up to a shift.
Introduction
Much research in commutative algebra is devoted to duality. One example of this is the work of Grothendieck and Hartshorne [28] which includes an investigation of the duality properties of finite modules and complexes with respect to a dualizing complex. A second example is the work of Auslander and Bridger [1, 2] where a class of modules is identified, those of finite G-dimension, having good duality properties with respect to the ring. The modules and complexes of finite G-dimension have been studied extensively in recent years; see, e.g., [6, 12, 35, 39] for treatments of finite complexes and [9, 14, 15, 20, 29, 30, 36] for the nonfinite case.
These examples are antipodal in the sense that we now understand them to represent two extremes in a field of theories. The points between are the investigations into reflexivity properties of finite modules and complexes with respect to so-called semidualizing complexes. See Section 1 for precise definitions. Examples of semidualizing complexes include the ring itself and the dualizing complex, if it exists. Another important example is the dualizing complex of a local homomorphism of finite G-dimension, as constructed by Avramov and Foxby [9] . A better understanding of the class of modules that are reflexive with respect to this complex is expected to give insight into the question of whether the composition of two local homomorphisms of finite G-dimension also has finite G-dimension.
We denote by S(R) the set of shift-isomorphism classes of semidualizing complexes over a local ring R; the shift-isomorphism class of a given semidualizing complex K is denoted [K] . The investigation of the (classes of) modules in S(R) was initiated by Foxby [18] and Golod [26] and continued to its current generality by others, e.g., [13, 25, 23, 24, 33] . Many questions have been raised regarding the structure of this set, but relatively little is known. Foxby [16] was the first to exhibit a ring admitting a semidualizing module that is neither free nor dualizing, answering a question of Golod [27] . Christensen [13, (7.6) ] constructs examples where S(R) contains arbitrarily many elements, but the question of the finiteness of S(R) remains open.
The work in the current paper is part of an ongoing research effort on our part to increase the understanding of the structure of the set S(R) in its entirety. That S(R) has more structure than other collections of complexes is demonstrated by the fact that one can inflict upon S(R) an ordering wherein two complexes are comparable whenever one is reflexive with respect to the other; see 1.8. The question of the transitivity of this ordering is folklore; recent work of Gerko [23, 25] gives interesting insight into this question. Another exploration of the structure of S(R) can be found in the second author's [34] where it is observed that, when R is a Cohen-Macaulay normal domain, the set S(R) is naturally a subset of the divisor class group Cl(R). The analysis of this inclusion yields, for instance, a complete description of S(R) for certain classes of rings, including rings that are not necessarily domains. We expect this perspective, with that of the current paper, to continue to yield new insight into the structure of S(R).
The main idea in the present work is to use numerical data from the complexes in S(R) that are comparable under the ordering to give a measure of their proximity. The distance between two arbitrary elements [K], [L] of S(R) is then described via chains of pairwise comparable elements starting with [K] and ending with [L] . Details of the construction and its basic properties are given in Section 2. One main result, advertised in the title, is contained in Theorem 2.10.
Theorem A. The set S(R) is a metric space.
In addition, Theorem 4.6 shows that the metric is not equivalent to the trivial one, unless S(R) itself is trivial. Section 3 describes the behavior of the metric with respect to some standard operations. For instance, we consider what has come to be known as "dagger duality" in Theorem 3.1. This is Corollary 4.5, a consequence of the stronger Corollary 4.4. It should be observed that the metric on S(R) does not play a role in the proof of either of these results. However, it was only after considering S(R) as a metric space that we even thought to consider such a question. Another interesting question arising from this perspective is answered in the next result which is Theorem 4.6.
Theorem F. The following conditions on a ring R are equivalent:
(i) There exist elements of S(R) that are not comparable. Section 5 consists of examples and explicit computations. We begin by showing that the diameter of the metric space, although always finite, may be arbitrarily large. This is followed by a complete and explicit computation of the metric in the smallest nontrivial case we know of. The section ends with an example demonstrating extremal behavior of the metric under localization.
This research is build upon the notions of complexes and reflexivity. We give a brief summary of some basic properties of complexes in Section 1. In addition to this, much use is made of the tools developed in [21] .
Complexes
This section consists of background and includes most of the definitions and notational conventions used throughout the rest of this work.
Throughout, (R, m, k) and (S, n, l) are local Noetherian commutative rings.
An R-complex is a sequence of R-module homomorphisms
with ∂ X i ∂ X i+1 = 0 for each i. We work in the derived category D(R) whose objects are the R-complexes; excellent references on the subject include [22, 28, 32, 37, 38] .
For R-complexes X and Y the left derived tensor product complex is denoted X ⊗ L R Y and the right derived homomorphism complex is RHom R (X, Y ). For an integer n, the nth shift or suspension of X is denoted Σ n X where (Σ n X) i = X i−n and ∂ Σ n X i = (−1) n ∂ X i−n . The symbol "≃" indicates an isomorphism in D(R) and "∼" indicates an isomorphism up to shift.
The infimum, supremum, and amplitude of a complex X are
respectively, with the conventions inf ∅ = ∞ and sup ∅ = −∞. The complex X is homologically finite, respectively homologically degreewise finite, if its total homology module H(X), respectively each individual homology module H i (X), is a finite R-module.
The ith Betti number and Bass number of a homologically finite complex of R-modules X are, respectively,
). The Poincaré series and Bass series of X are the formal Laurent series
The projective, injective, and flat dimensions of X are denoted pd R (X), id R (X), and fd R (X), respectively; see [7] . The Bass series of a local homomorphism of finite flat dimension is an important invariant that will appear in several contexts in this work.
1.1.
A ring homomorphism ϕ : R → S is local when ϕ(m) ⊆ n. In this event, the flat dimension of ϕ is defined as fd(ϕ) = fd R (S), and the depth of ϕ is depth(ϕ) = depth(S)−depth(R). When fd(ϕ) is finite, the Bass series of ϕ is the formal Laurent series with nonnegative integer coefficients I ϕ (t) satisfying the formal equality I S S (t) = I R R (t)I ϕ (t). In particular, the Bass series of ϕ is of the form I ϕ (t) = type(S) type(R) t depth(ϕ) + (higher order terms).
The existence of I ϕ (t) is given by [11, (5.1) ] or [9, (7.1)]. In [11] it is described as the Bass series of the homotopy fibre F (ϕ) = k ⊗ L R S of ϕ equipped with its natural differential graded algebra structure. In [9] it is described as the Poincaré series of the normalized dualizing complex of the completed homomorphism ϕ. When ϕ is flat, I ϕ (t) is the Bass series of the closed fibre of ϕ as F (ϕ) = k ⊗ R S; see also [19, Theorem] . The homomorphism ϕ is Gorenstein at n if I ϕ (t) = t d for some integer d, in which case, d = depth(ϕ).
An integral part of the construction of the metric is the curvature of a homologically finite complex, as introduced by Avramov [4] . It provides an exponential measure of the growth of the Betti numbers of the complex.
Let F (t) = n∈Z a n t n be a formal Laurent series with nonnegative integer coefficients. The curvature of F (t) is curv(F (t)) = lim sup n→∞ n √ a n .
When F (t) is a power series, one has curv(F (t)) = 1/(radius of convergence of F (t)) which explains the choice of terminology. Basic properties of curvature will translate to facts about our metric.
1.2. Let F (t), G(t) be formal Laurent series with nonnegative integer coefficients.
(a) For each integer d, there is an equality curv(F (t)) = curv(t d F (t)).
gives an inequality of curvatures curv(F (t)) ≤ curv(G(t)).
(c) There is an equality curv(F (t)G(t)) = max{curv(F (t)), curv(G(t))}.
Proof. Parts Of primary importance for us are the curvatures of Poincaré and Bass series.
1.3. Let X be a homologically degreewise finite R-complex. The curvature and injective curvature of X are curv R (X) = curv(P R X (t)) and inj curv R (X) = curv(I X R (t)). For a local homomorphism of finite flat dimension ϕ, the injective curvature of ϕ is inj curv(ϕ) = curv(I ϕ (t)).
The following facts will yield insight into the behavior of our metric under standard operations. Their proofs are similar to those of [5, (4.2.4.6) and (4.2.5)].
. Part (c) follows immediately from this, while (a) uses 1.2(c). The inequality P Rp Xp (t) P R X (t) is easily verified, so that (b) follows from 1.2(a). 1.5. For a homologically finite complex of R-modules X, there is an inequality
Furthermore, the following conditions are equivalent:
Proof. For the inequalities, apply [5, (4.1.9) and (4.2.3.5)] to a truncation of the minimal free resolution of X. For the equivalent conditions, see [5, (4.2.3.1)].
Next, we turn to semidualizing complexes and their reflexive objects.
1.6. Fix R-complexes K and X. We have the natural homothety and biduality homomorphisms, respectively.
When K is homologically finite, it is semidualizing if the homothety morphism χ R K is an isomorphism; observe that the module R is semidualizing.
A complex D is dualizing if it is semidualizing and has finite injective dimension; see [28, Chapter V] and [17, Chapter 15] . Dualizing complexes are unique in the following sense: When D is dualizing for R, a second complex D ′ is also dualizing if and only if D ′ ∼ D. As to their existence, any homomorphic image of a local Gorenstein ring, e.g., any complete local ring, admits a dualizing complex by [28, (V.10.4) ]. Recently, Kawasaki [31] proved the converse, formerly known as Sharp's conjecture: A local ring admitting a dualizing complex is a homomorphic image of a local Gorenstein ring.
When D is dualizing for R, one has I D R (t) = t d for some integer d by [28, (V.3.4) ]. We say that D is normalized when I D R (t) = 1, that is, when inf(D) = depth(R); see [9, (2.6)].
When K is semidualizing, the complex X is K-reflexive if X and RHom R (X, R) are both homologically finite and the biduality morphism δ K X is an isomorphism. The complexes R and K are both K-reflexive. When R admits a dualizing complex D, each homologically finite complex X is D-reflexive by [28, (V.2.1)]. The complexes that are R-reflexive are exactly the complexes of finite G-dimension by [12, (2.3.8) ] and [39] .
The Poincaré series of a semidualizing complex can be recovered from its Bass series by [9, (1.5.3)]:
gives rise to a formal equality
Here is the fundamental object of study in this work.
1.8. The set of shift-isomorphism classes of semidualizing R-complexes is denoted S(R). The symbol [K] denotes the shift-isomorphism class of a semidualizing com- 
Some insight into the structure of S(R) can be gained from the ways in which two comparable elements give rise to a third one.
1.9. For semidualizing complexes K and L, if L is K-reflexive, then the complex RHom R (L, K) is semidualizing and K-reflexive, that is,
1.10. For semidualizing complexes K, L, M , consider the composition morphism
This is an isomorphism when L and M are K-reflexive and M is L-reflexive by [23, (3. 3)], and a formal equality of Laurent series follows from [9, (1.5.3)]
In particular, when M = R the morphism is of the form
and coincides with the counit of the adjoint pair of functors (L⊗ L R −, RHom R (L, −)). When L is K-reflexive in this case, the equality of Laurent series is
Here are some properties of the curvature of a semidualizing complex that will translate directly to properties of our metric.
1.11. For [K] in S(R), the quantities curv R (K) and inj curv R (K) are well-defined and there is an inequality
Proof. For the first statement see 1.2(a). The equivalence of the conditions listed follows from 1.5 and [13, (8.1)]. To verify the inequalities, pass to the completion of R to assume that R admits a dualizing complex D. From 1.6 and 1.7, there is a formal equality P R D (t) = t d I R R (t) for some integer d. This gives the equality inj curv R (R) = curv R (D). Use 1.6 and 1.10 to verify the formal equality
and it follows that
The Gorenstein property of a local homomorphism ϕ is detected by inj curv(ϕ). This will bear on our proof of Theorem D and is immediate from the definitions.
1.12. If ϕ : R → S is a local homomorphism of finite flat dimension, then ϕ is Gorenstein at n if and only if inj curv(ϕ) = 0.
The metric
In this section, we construct a nontrivial metric on S(R) using algebraic data coming from the elements of S(R) that are comparable under the ordering defined in 1.8. Here is the first step of the construction.
Throughout, (R, m, k) denotes a local ring.
The first property of σ R is fundamental for proving that our distance function is a metric. It follows immediately from 1.11.
Here are some computations of σ R that are referenced in Remark 2.15 where we discuss our philosophical reasons for building the metric in this particular way. 
In particular, when [M ] = [R] one obtains an inequality
Furthermore, when R admits a dualizing complex D, there are inequalities
The following simple construction helps us visualize the metric.
Construction 2.4. Let Γ(R) be the directed graph whose vertex set is S(R) and whose directed edges [K] → [L] correspond exactly to the inequalities [K]
[L]. Graphically, "smaller" semidualizing modules will be drawn below "larger" ones as in the following diagram.
[R]
The metric will arise from the graph Γ(R) with a "taxi-cab metric" in mind where σ is used to measure the length of the edges.
2.5.
and the length of the route γ is the sum of the lengths of its edges
By Proposition 2.2, there is an inequality length R (γ) ≥ 0.
Remark 2.6. The fact that Γ(R) is a directed graph is only used to keep track of routes in Γ(R). We define the metric in terms of routes instead of arbitrary paths in order to keep the notation simple. For instance, the proof of Theorem 2.13 would be even more notationally complicated without the directed structure. Note that the metric that arises by considering arbitrary paths in Γ(R) is equal to the one we construct below. Indeed, any path in Γ(R) from [K] to [L] can be expressed as a route of the same length by inserting trivial edges
Here are some examples of routes whose lengths will give rise to specific bounds on the metric.
Since [K] [R] and [L]
[R], a route γ 1 from [K] to [L] always exists
In particular, the graph Γ(R) is connected. We shall see in Theorem 4.6 below that the graph is not complete in general.
When R admits a dualizing complex D, another route γ 2 from [K] to [L] is
The next properties are straightforward to verify. 
We are finally ready to define our metric on S(R) for which the distance from [K] to [L] is described by the lengths of routes from [K] to [L].
It is straightforward to prove that this construction gives a metric. This is Theorem A from the introduction.
, and at least one such route exists by 2.7. Furthermore, the computation in 2.8.2 shows that dist
Using the notation for γ as in 2.5, it follows that
for j = 0, . . . , n − 1 and i = j, j + 1 and therefore (2) is by 2.8.3, and (3) is by the choice of γ and γ ′ .
The computations in 1.11 and 2.7 provide bounds on the metric. where the second equality is from 1.10. This gives (1) and (6) in the following sequence where the formal equalities hold in the field of fractions of the ring of formal Laurent series with integer coefficients. P 0,0 (t)P 0,1 (t)P 1,1 (t) · · · P n−1,n (t)
Here d is the product of the squares of the orders of the Laurent series P i−1,i (t). Equality (2) is trivial, (3) and (4) are obtained by rearranging the factors, (5) is by the choice of K 0 and K n , and (7) follows from the fact that the coefficients of each P i−1,i (t) are nonnegative integers. With 1.2 this explains (11) in the following sequence length R (γ)
= curv(P 0,0 (t)) + curv(P 0,1 (t)) + curv(P 1,1 (t)) + · · · + curv(P n−1,n (t))
≥ max{curv(P 0,0 (t)), curv(P 0,1 (t)), curv(P 1,1 (t)), · · · , curv(P n−1,n (t))} (10) = curv(P 0,0 (t)P 0,1 (t)P 1,1 (t) · · · P n−1,n (t)) (11) ≥ curv(P R RHomR(L,K) (t))
where (8) and (12) are by definition, (9) is by the nonnegativity of each curv(P 0,1 (t)), and (10) is by 1.2(c), This completes the proof. Remark 2.15. One sees easily that there are other ways to construct metrics on S(R). There is always the trivial metric.
Examples that may be more interesting can be built like our metric. Given a function σ 1 :
[L]} → R satisfying the conclusions of Proposition 2.2, the function dist 1 defined as in 2.9 will be a metric. For instance,
will result in the only slightly nontrivial metric Here we list some of our motivations for the use of Γ(R) and the particular choice of σ R . First, the metric should somehow reflect the ordering on S(R), hence our use of the graph. Second, the length of an edge in the graph should be given by algebraic data coming from the endpoint complexes. Third, some edges should be strictly longer than others. As the example dist 1 above shows, not every metric satisfies this property; however, ours does as is shown in Example 5.2. Fourth, when R admits a dualizing complex D, the edge connecting [R] and [D] should be at least as long as any other edge in the graph; see 2.3. Fifth, the shortest path between two comparable elements of S(R) should be the edge in Γ(R) connecting them. While it is not clear that any metric dist 1 constructed as above will satisfy this property, Theorem 2.13 shows that ours does. Finally, the metric should be well-behaved with respect to certain standard algebraic operations on semidualizing complexes. That this is the case for our metric is the subject of the next section.
Behavior of the metric under standard operations
This section contains an investigate of the interplay between the metric constructed in the previous section and several standard algebraic operations. In the first result, we show that dualization with respect to a dualizing complex yields an isometry of S(R). This is Theorem B from the introduction. The notation comes from 1.8.
Throughout, (R, m, k) and (S, n, l) are local rings. Proof. We know that (−) † maps S(R) into S(R), and (−) † † is naturally isomorphic to the identity functor on the category of homologically finite complexes of Rmodules; see [13, (2.11)] and [28, (V.2.1)]. In particular, this operation describes an involution of S(R). To show that it is an isometry, it suffices to verify the following containment of subsets of R.
Indeed, this will give the inequalities in the following sequence
while 1.6 explains the equality; thus, equality is forced at each step.
When [K] [L], one concludes from [21, (3.6) 
where the middle equality is by [21, (1.6) ].
To verify ( ‡), let γ be a route from [K] to [L]. Using the notation of 2.5, the previous paragraph shows that the following diagram
. This explains ( ‡) and completes the proof. 
where (1) and (5) are by Theorem 2.13, (2) and (4) are by definition, and (3) is from [21, (6.12) ].
To prove the inequality dist
, [L]) in general, let γ be a route from K to L in Γ(R). Using the notation of 2.5, the previous paragraph shows that the following diagram Theorem 3.5. Assume that R is complete and ϕ : R → S is a surjective local homomorphism whose kernel is generated by an R-sequence. The map S(R) → S(S) given by sending [K] to [K ⊗ L R S] is bijective; moreover, it is an isometry. Proof. It suffices to show that the functor − ⊗ L R S from D(R) to D(S) induces a bijection S(R) → S(S). Indeed, the previous analysis then shows that this bijection is order-preserving and further that the routes from [K] to [L] are in length-preserving bijection with those from [K ⊗ L R S] to [L ⊗ L R S]. The final statement in Theorem 3.3 gives the injectivity of the map S(R) → S(S). For the surjectivity, fix a semidualizing S-complex M . Yoshino's lifting result [40, (3. 2)] guarantees the existence of a unique R-complex X that is homologically degreewise finite such that X ⊗ L R S is isomorphic to M . An application of [21, (4.5) ] implies that X is semidualizing for R and the result follows.
The next result requires some notation.
3.6. Let ϕ : R → S be a local homomorphism. A regular (respectively, Gorenstein) factorization of ϕ is a commuting diagram of local homomorphisms
such that ϕ ′ is surjective, andφ is flat with regular (respectively, Gorenstein) closed fibre. Such factorizations will usually be displayed as a sequence Rφ − → R ′ ϕ ′ − → S. When the ring R ′ is complete, the diagram is a Cohen factorization.
It is straightforward to construct a regular factorization of a local homomorphism that is essentially of finite type. It is a deeper fact [10, (1.1)] that ϕ admits a Cohen factorization whenever S is complete.
Assume that ϕ : R → S has finite flat dimension and admits a regular factor-
. Let K be a semidualizing complex of R-modules, and set
. It is shown in [21, (6. 3)] that this is independent of the choice of regular factorization; we denote its shift-isomorphism class by [K](ϕ). (a) There are (in)equalities Proof. Let Rφ − → R ′ ϕ ′ − → S be a regular factorization of ϕ. Applying Theorem 3.3 toφ, we may replace ϕ with ϕ ′ to assume that ϕ is surjective.
(a) We prove the first inequality first. When [K]
[L], the second of the following equalities is given by [21, (6.12) ], while the others are by definition.
For arbitrary [K], [L], let γ be a route from [K] to [L] in Γ(R), with the notation of 2.5. The previous paragraph shows that the following diagram Now for the equality. Use [21, (6.10) ] to see that
by Theorem 2.13 and [21, (6.12) ].
The second inequality in part (a) follows from the triangle inequality, the equality proved in the paragraph above, and Theorem 3.3:
(b) This is immediate from [21, (6. 
where d is some integer, while the second equality is from [21, (6.12) ]. It follows that the Laurent series P R RHomR(L,K) (t) and I ϕ (t) are both monomials, implying that ϕ is Gorenstein at n and K ∼ L. 
Proof. As in the proof of Theorem 3.3, employ [13, (3.16) ] to show that each route γ from [K] to [L] in Γ(R) localizes to a route γ p from [K p ] to [L p ] in Γ(R p ) with
Since this holds for each route γ, the desired inequality follows.
It is quite easy to give examples where the metric is strictly decreasing under localization and where it is nondecreasing; see Example 5.3.
Fixed points
Throughout, (R, m, k) and (S, n, l) are local rings.
The metric on S(R) is perhaps most useful for providing a new perspective from which to view this set. For instance, it was only in the light of Theorem 3.1 that the following question, the main topic of this section, was posed.
Question 4.1. Assume that R admits a dualizing complex D. If K is a semidualizing complex such that K † ∼ K, must R be Gorenstein? 
Proof. To keep the bookkeeping simple, apply appropriate suspensions to the K i and assume that inf(K i ) = 0. Write L = K 2 ⊗ L R · · · ⊗ L R K m and note that in the case m = 1 we have L ≃ R. Let P and Q be minimal projective resolutions of K 1 and L, respectively; in particular, P 0 , Q 0 = 0. Then
Here is the crucial point. For complexes X, Y , let θ XY : X ⊗ R Y → Y ⊗ R X be the natural isomorphism. This gives a cycle
and therefore, there exists u ∈ R such that the homothety µ u :
The fact that θ P P ⊗ R Q and µ u are homotopic implies that the morphisms
we then deduce that the k-morphisms
are also homotopic. The differential on P ⊗ k P ⊗ k Q is zero by the minimality of P and Q, and it follows that θ P P ⊗ k Q and µ u are equal.
We claim that n = rank k P 0 = 1. Suppose that n > 1, and fix bases x 1 , . . . , x n ∈ P 0 and y 1 , . . . , y p ∈ Q 0 . The set
. . , n} and l ∈ {1, . . . , p}} is a basis for P 0 ⊗ k P 0 ⊗ k Q 0 . However, the equality
contradicts the linear independence Thus, n ≤ 1 and since P 0 = 0 we have n = 1.
Next, we show that P i = 0 for i > 0. The equality of θ P P ⊗ k Q and µ u implies that
for each x ∈ P 0 and x ′ ∈ P i and y ∈ Q 0 . Since P 0 = 0 and (P 0
The immediate conclusion is that there are isomorphisms K 1 ≃ P ≃ R, completing the proof. Proof. (a) If RHom R (L, K) is L-reflexive and L is K reflexive, then [23, (3. 3)] provides an isomorphism Theorem E from the introduction now follows easily. In view of condition (i) of Corollary 4.5, we note the following open question: If R is a local ring, must S(R) be a finite set? The answer is known in very few cases. Interestingly enough, in all the cases we know of where S(R) can be computed explicitly, its cardinality is a power of 2; it is natural to ask whether this is always the case. See [34] for a discussion of these questions.
Theorem F from the introduction is another consequence of Corollary 4.4. It is a nonconstructive proof of the existence of noncomparable elements in S(R). Unlike Corollary 4.5, it does not require the existence of a dualizing complex for R. It also shows that the metric on S(R) is nontrivial, unless S(R) is really trivial. For a specific method for constructing noncomparable elements, see Proposition 4.7. We employ the 
since the coefficients of these series are nonnegative, this provides an equality P R RHomR(M,L) (t) = t e for some integer e, and hence isomorphisms 
Since The following proposition shows how to construct rings admitting two semidualizing complexes that are noncomparable in the ordering on S(R). Gerko has independently built such examples, but we do not know of a reference in the literature. Example 5.2 gives a particular instance of a local homomorphism ϕ : R → S satisfying the hypotheses of the proposition. Proof. We begin by verifying the following isomorphism: (1) and (5) in the following sequence are by definition and [13, (1.5.4)]
≃ RHom R (L, K)(ϕ)
while (2) 
Examples
This section consists of specific computations of distances in S(R). We begin with a simple example upon which the others are built. It shows, in particular, that although the diameter of the metric space S(R) is finite by Proposition 2.11, it can be arbitrarily large. Here, the diameter of S(R) is Throughout, (R, m, k) and (S, n, l) are local rings.
Example 5.1. Assume that m 2 = 0. In particular, R is Cohen-Macaulay, so each semidualizing complex is, up to shift, isomorphic to a module by [13, (3.7)]. Since R is Artinian, it admits a dualizing module D by 1.6. The set S(R) contains at most two distinct elements, namely [R] and [D]: Let K be a nonfree semidualizing module, then any syzygy module from a minimal free resolution of K is a nonzero k-vector space that is K-reflexive, implying that K is dualizing by [13, (8.4) ].
The and thus, the diameter of S(R) is r. The ring k[X 1 , . . . , X r ]/(X 1 , . . . , X r ) 2 gives a particular example.
The Proposition 4.7 shows how to construct rings S with semidualizing complexes that are noncomparable in the ordering on S(S). We now give a particular example of this which has the additional benefit of being an example where we can completely describe the structure of the metric space S(S). This process can be iterated. Finally, we exhibit rings showing that the metric may or may not decrease after localizing. 
