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We find the moment generating function (mgf) of the nonequilibrium work for open systems
undergoing a thermal process, ie, when the stochastic dynamics maps thermal states into time
dependent thermal states. The mgf is given in terms of a temperature-like scalar satisfying a first
order ODE. We apply the result to some paradigmatic situations: a levitated nanoparticle in a
breathing optical trap, a brownian particle in a box with a moving piston and a two state system
driven by an external field, where the work mgfs are obtained for different timescales and compared
with Monte Carlo simulations.
PACS numbers: 05.40.-a, 05.70.Ln, 02.50.Ey
Introduction – In thermodynamics, work is usually seen
as a deterministic quantity of the process driving the sys-
tem. In small systems far from equilibrium, as fluctua-
tions turn relevant, its random behavior becomes appar-
ent. In those irreversible cases, work depends not only
on the driving process (or protocol), but also on the sys-
tem’s trajectory in the phase space. Resetting the sys-
tem and repeating the same protocol will likely result in
different values for work, Wt. In order to encode such
randomness, the nonequilibrium probability distribution
(pdf), P (Wt), plays an important role in stochastic ther-
modynamics [1–5]. It may be represented in terms of its
moment generating function (mgf):
G(s, t) ≡ 〈esW 〉 =
∫
esWP (Wt = W )dW. (1)
Knowledge of the mgf allows the computation of sta-
tistical moments used in the optimization of thermal en-
gines [6–8]. In this context, a peculiar behavior of the
work mgf is given by the Jarzynski equality (JE) [9],
G(−β, t) = e−β∆F , where ∆F is the variation of free
energy in the process, starting from thermal equilibrium.
Together with other fluctuation theorems (FTs) [10–13],
they found a broad range of applications in classic and
quantum systems [14–22].
Going beyond the FTs seems to require more informa-
tion about the specific system, which explains a notice-
able lack of additional general results on the work mgf
[1]. The goal of finding such insights is enriched by re-
cent discussions about proper definitions of work [23–29],
particularly in terms of quantum jump processes [30–32],
which allows the use of ideas from counting statistics and
large deviation theory [33]. In this framework, analysis is
mostly focused on the long time behavior of the counting
process, where the underlying mgf is related to the large
deviations of the pdf. However, for finite time, univer-
sal features of the work mgf (1) beyond the FTs are not
clear, even for the simplest class of stochastic systems.
∗ salazar.domingos@gmail.com
In this letter, we advance this subject by finding the
work mgf (1) for a class of stochastic with some mini-
mal properties in their dynamics and thermal coupling.
We are interested in a class that satisfies two proper-
ties: (i) the system maps thermal states into thermal
states: starting at a thermal state with temperature T0,
after t > 0, the system has a temperature governed by
a time dependent law of cooling, dT/dt = φt(T ), that
contains information about the reservoir and the time
dependent protocol. Additionally, (ii) the increment of
work is proportional to the system’s stochastic energy,
dW = α(t)E(t)dt, for any time dependent protocol func-
tion α(t) and stochastic energy E(t) (continuous or dis-
crete spectrum). In this case, we show that
logG(s, t) = s
∫ t
0
α(u)U(θ(u))du, (2)
with U(θ) = −∂β logZ(β) as the (equilibrium) internal
energy, β = θ−1 (kB = 1), and θ(t) is a temperature-like
scalar that solves the following ODE
θ˙ = φt(θ) + sαtθ
2, (3)
with initial condition θ(0) = T0. Intuitively, properties
(i) and (ii) are commonly found in simple systems with
noninteracting degrees of freedom. It is the case of classic
particles in a box [34, 35], and also limiting cases of the
Langevin dynamics [39], such as a levitated nanoparticle
in high vacuum [36–38], as well as the usual overdamped
limit of particles in liquid [39, 40]. For system with a
discrete spectrum, properties (i) and (ii) appear in par-
ticular Markov approximations, for instance, for a driven
two level system [41] and a one-step linear Markov pro-
cess [42]. All mentioned systems satisfy (2), as discussed
below.
The letter is organized as follows: First, we set the for-
malism and prove relation (2). Then, we apply the result
in some situations: a classic levitated particle in a single
well potential, highlighting the harmonic and particle in
a box as limiting cases, and a modulated two level sys-
tem. For all applications, we compare the theoretical mgf
with Monte Carlo simulations with excellent agreement.
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2FIG. 1. The frequency of the optical trap changes in time,
generating work over a levitated nanoparticle in high vaccum
(Ω0/Γ = 10
3  1). Sample trajectories of the stochastic work
(in units of kBT ) as function of time for a particle initially
prepared in equilibrium, subjected to a compression protocol
V −2t = Ω
2
t = 2
t/τ , with total duration Γτ = 0.1, simulated
with the Langevin equation (12). In larger timescales, the
random fluctuations in the work increments, W˙ = (W (t +
dt) − W (t))/dt, due to thermal coupling become apparent
(see inset).
Formalism– We prove the main result (2-3). For-
mally, we assume (i) the open dynamics propagates ther-
mal states into thermal states: given a thermal state
p(E|T ) = Z(β)−1g(E, β)e−βE , where we omitted the de-
pendency of Z(β) on the protocol (as the final result
remains unchanged) let g(E, β) be the density of states,
and transition probability (E0, t0)→ (E1, t1) denoted by
R(E0, t0;E1, t1). We have∫
dE1p(E0|T0)R(E0, t0;E1, t1) = p(E1|T (t1)), (4)
where T (t) is the solution of a general law of cooling, T˙ =
φt(T ), with initial condition T (t0) = T0. Additionally, we
assume (ii) the stochastic work satisfies
dWt = α(t)E(t)dt, (5)
where E(t) is the time dependent energy random vari-
able (continuous or discrete spectrum) and αt is some
controllable protocol. Our goal is to use properties (4)
and (5) to find the work mgf, given the initial distribu-
tion, p(E0|θ0), is thermal. We split the time interval into
N + 1 discrete steps of length  = t/(N + 1), such that
Wt =
∑N
0 wi, with wi = αiEi. Therefore, the work mgf
is written as
G(s, t) =
∫ N∏
i=0
dEiR
i
i+1p(E0|θ0)es
∑N
0 wi , (6)
where Rii+1 = R(Ei, ti;Ei+1, ti+1) is a shorthand nota-
tion for the propagator from ti to ti+1 = ti + . First,
notice that the exponential factor in w0 = α0E0 may be
combined with the thermal distribution as follows:
FIG. 2. (Color online) Theoretical work mgf in solid lines
for the exponential protocol V −2t = Ω
2
t = λ02
t/τ vs. Monte
Carlo simulations (symbols) of the Langevin equation (12) in
the highly underdamped limit (Ω0/Γ = 10
3), using m = 106
sample paths of the nanoparticle. Three protocols duration
are showed: Γτ = 0.1 (red), Γτ = 1 (blue), Γτ = 10 (black).
Notice the mgfs agree at G(−β, τ) = e−β∆F = √1/2 (JE)
and G(0, τ) = 1, but they differ otherwise (see inset). Blow
up values G(s, τ) = ∞ for some s > s∗(τ) are also predicted
by the theory.
p(E0|θ0)esα0E0 = Z(β0 − sα0)
Z(β0)
p(E0|θ′0), (7)
with θ−10 = β0, yielding another thermal distribution
with temperature θ′0 = (β0− sα0)−1 ≈ θ0(1 + sθ0α0) +
O2. Second, from the thermalization property (4), we
solve the integral in E0 and obtain∫
dE0p(E0|θ′0)R01 = p(E1|θ′0 +φ0(θ′0)) = p(E1|θ1), (8)
for θ1 = θ
′
0+φ0(θ
′
0) = θ0+φ(θ0)+sα0θ
2
0+O2. Finally,
using (7) and (8) in (6) results in
G(s, t) =
Z(β0 − sα0)
Z(β0)
∫ N∏
i=1
dEiR
i
i+1p(E1|θ1)es
∑N
1 wi .
(9)
Comparing expressions (9) and (6), we see the remain-
ing integral above is a work mgf (6) computed for initial
temperature θ1 and a protocol α(t) in the interval (, t).
Repeating steps (6)-(8) in (9), one obtains by induction:
logG(s, t) =
N∑
i=0
log
Z(βi − sαi)
Z(βi)
≈ s
N∑
i=0
αiU(θi)+O2,
(10)
where β−1i = θi. The scalar θi satisfies the map
θi+1 = θi + (φ(θi) + sαiθ
2
i )+O2. (11)
Taking the limit  → 0 in (10) and (11) results exactly
in (2) and (3), respectively. In the next sections we ap-
ply the method to different examples. In each case, we
show the system satisfies (i) and (ii). Then, we use equa-
tions (2-3) to find mgfs and compare with Monte Carlo
simulations.
3FIG. 3. The piston moves in time, L(t), generating work over
the box whenever it collides with the particle. Four sample
trajectories of the stochastic work (units of kBT ) are dis-
played with stepwise behavior due to sparse collisions, for a
single particle in a one dimensional box initially prepared in
equilibrium with temperature T (and
√
kBT/2L0 ≡ Ω0  Γ),
subjected to a compression protocol L(t) = L02
−t/4τ , and to-
tal protocol duration Γτ = 1.0. In a larger timescales, the
random fluctuations become apparent in the work increments,
W˙ = (W (t+ dt)−W (t))/dt, due to thermal coupling (see in-
set).
Single well potential – For a representative open classic
system, we consider the Langevin dynamics with a fam-
ily of potentials U(x, kt) = mktx2n/2n, and n ≥ 1, which
comprises the harmonic and box cases, as discussed bel-
low. The time-dependent stiffness is controlled by tuning
parameter kt. The particle’s dynamics is given by
x¨+ Γx˙+ Ω2t `t
( x
`t
)2n−1
=
1
m
Ffluc(t), (12)
for position x(t), with gaussian noise
〈Ffluc(t)Ffluc(t′)〉 = 2mΓTδ(t− t′), where Γ is a friction
coefficient, m = 1 is the particle mass, T is the reservoir
temperature and kt = Ω
2
t `
2−2n
t . Define a characteristic
volume Vt = (Tk
−1
t )
1/2n = T 1/2nΩ
−1/n
t `
(n−1)/(n+1)
t and
the system’s total energy, E(x, p) = p2/2 + U(x, kt),
with momentum p = x˙, the following SDE is obtained
for the energy in the highly underdamped limit [37],√
T/Vt  Γ:
dE = −Γn(E − fn
2
T )dt+
√
2ΓnTEdBt − 2V˙t
fnVt
E, (13)
with Γn/Γ = 2n/(n + 1), and fractional degrees of free-
dom fn = (n + 1)/n [43], dBt is a Wiener increment.
Notably, the dynamics (13) maps thermal states into
thermal states [43], satisfying property (i). Moreover,
the last term represents work, dW = k˙∂kU(x, k) ≈
−2V˙ /(fnV )E, where the approximation follows from the
virial theorem (provided V˙ /V changes slowly over an os-
cillation) which satisfies property (ii). Taking the ensem-
ble average of (13) and using 〈E〉 = U(T ) = (fn/2)T ,
the law of cooling reads φt(θ) = −Γn(θ − T ) + αtθ, with
FIG. 4. (Color online) The theoretical work mgf G(s, τ) of
the brownian particle in a box (16) in solid lines for the ex-
ponential protocol L(t) = L02
−t/4τ vs. Monte Carlo sim-
ulation of the brownian particle (symbols) for a slow pis-
ton (
√
kbT/(2L0) ≈ 102Γ). For the numerical mgf, we used
m = 106 samples of the single particle. Three protocol du-
rations are showed: Γτ = 0.1 (red), Γτ = 1 (blue), Γτ = 10
(black). Notice the mgfs agree at G(−β, τ) = e−β∆F =√1/2
(JE) and G(0, τ) = 1, but they differ otherwise (see inset).
αt = −2V˙ /(fnV ), which replacing in (3) yields the fol-
lowing scalar Ricatti equation
θ˙ = −Γn(θ − T )− θ(1 + sθ) 2V˙t
fnVt
. (14)
Finally, the work mgf (2) is given by the solution of (14).
As an illustration, we show how the exponential protocol
(V˙ /V = const) yields a closed form mgf.
Exponential protocol– Consider the dynamics (12) un-
der a exponential protocol V (t) = V0e
−fnBt/2 with con-
stant B and prepared in equilibrium with the reservoir
(temperature T ). The protocol presents an interplay
between heat (dissipation) and work in the stochastic
dynamics (Fig. 1). Such protocol appears as optimal
solutions to the minimum entropy production problem
[35, 44]. In this case, the scalar Ricatti equation (14)
with −2V˙ /(fnV ) = B has a solution
θ(t) =
1
sB
[
√
D(s)
2
tan(
√
D(s)
2
(t+c1))+
Γn −B
2
], (15)
with constant c1 from initial condition θ(0) = T and
D(s) = −(B−Γn)2 + 4BΓnsT . Finally, inserting (15) in
(2) with U(θ) = (fn/2)θ results in
G(s, t) =
efn(Γn−B)t/4
(cosh(ω(s)Bt) + sinh(ω(s)Bt)g(s))fn/2
, (16)
with g(s) = −i(D(s) + B2 − Γ2n)/(2Γn
√
D(s)) and
iω(s) =
√
D(s)/2B. Notice that β∆F = (fn/2)Bt,
which makes G(−β, t) = e−β∆F (JE) (see Sup. Mat).
Also notice that there are values of s∗ such that
G(s∗, t) =∞, ie, the solution of the transcendental equa-
tion cosh(ω(s∗)Bt) + sinh(ω(s∗)Bt)g(s∗) = 0. The par-
ticular sudden change case Γ = 0 results in a known
4result [34] (see Sup. Mat.). Now we apply the mgf (16)
for the relevant systems levitated nanoparticle in a laser
trap (n = 1) and a particle in a box (n =∞).
Levitated nanoparticle (n = 1)– A levitated nanopar-
ticle in a optical trap satisfies (12) in the particular case
n = 1 [36, 37]. In the highly underdamped limit, attained
with
√
TV −1t = Ωt  Γ, we have (13) with fn = 1,
Γn = Γ. In Fig. 1, we show some work samples for the
exponential protocol Ω2t = 2
t/τ . In Fig. 2, we compare
the theory (16) with Monte Carlo simulations for the levi-
tated nanoparticle using m = 106 copies of the dynamics
(12) (details in Sup. Mat.) for all ranges of protocol
duration. For the divergence in G(s∗, τ) we obtain ap-
proximate values s∗ = {2.46, 2.91, 8.23} from theory for
the cases τΓ = {0.1, 1.0, 10}, respectively.
Particle in a box (n → ∞) – A brownian particle in
a box is simulated with dynamics v˙ + Γv = Ffluc and
reflecting walls. When the particle (velocity v) collides
with the piston (velocity vp = dL/dt) at x = L(t), it
reflects the particle elastically with velocity 2vp−v. Over
the time interval [t0, t1, ..., tN+1 = τ ], this interaction
produces work given by
W (τ) =
N∑
i=0
2vp(ti)(vp(ti)− v(ti))δ(ti), (17)
where δ(ti) = 1 if there is a collision with the piston at
[ti, ti+1), and δ(ti) = 0 otherwise [35]. In Fig. 3, we
represent simulations of particle in a box for a exponen-
tial compression protocol L(t) = L02
−t/4τ . Differently
from the harmonic case (Fig. 1), the work increments
in the box are sparse (Fig. 3), and the total work be-
haves as a step-wise random function of time, one step
for each collision with the piston. The box dynamics is
also a particular case of the Langevin dynamics (12) for
n = ∞, U = 0 for |x| < V (t) = `t, fn = 1 and Γn = 2Γ.
In Fig. 4, we compare the theoretical work mgf (16) for
the box with parameter V˙ /V = ˙`/` = −1/4τ (B = 1/τ),
with Monte Carlo simulations (details in Sup. Mat.) for
protocol L(t) = L02
−t/4τ and compute G(s, τ) from (17)
and (1) with different time duration (Γτ = 0.1, 1.0, 10)
for a slow piston (
√
T/2L0 ≈ 102Γ Γ).
Two level system– Consider a driven two level system
coupled to a thermal bath with temperature T initially
prepared in equilibrium. The system has energy E =
−htσ, with external field ht and σ = ±1. In term of jump
processes [41], the work can be written as W˙ = −h˙σ =
(h˙/h)E, and it naturally satisfies (ii). The transition
rates are given by ν−σ,σ = ν(h)e−βσh. Moreover, in this
setup, a temperature may be defined for all times, which
satisfies (i). We find the law of cooling (see Sup. Mat):
φt(θ) =
h˙t
ht
θ+
2θ2ν(ht)
ht
cosh
(ht
θ
)
sinh
(
ht(
1
θ
− 1
T
)
)
. (18)
Finally, applying the law of cooling (18) in (3), we obtain
θ˙ = φt(θ) + s(h˙/h)θ
2. Then, computing (2) with U(θ) =
−ht tanh(htθ−1), the work mgf is obtained. In Fig. 5, we
FIG. 5. (Color online) Theoretical work mgf G(s, τ) of
the two level system in solid lines for the linear protocol
h(t) = h0(1 − t/2τ) vs. Monte Carlo simulation (symbols),
with h0/T = 1. For the simulation, we used m = 10
6 samples
of the system. Three protocol duration are showed: Γτ = 0.1
(red), Γτ = 1 (blue), Γτ = 10 (black). Work is computed as
dW = E(h˙/h)dt. Notice the three curves agree at βs = 0 and
βs = −1 (JE).
show the work mgf for the protocol h(t) = h0(1 − t/2τ)
integrated from (2) numerically, such that h(τ) = h0/2,
T = 1 and Arrhenius rates ν(h) = Γ, compared with
Monte Carlo simulations (details in Sup. Mat.), also with
excellent agreement for short and long protocol duration.
One-step linear process– Consider a discrete energy
system with energy E(h, σ) = 2hσ, with states σ =
{0, 1, 2, ...} and uniform energy gaps controlled by the
protocol h = h(t). Work is defined as dW =
h˙∂hE(h, σ)dt = (h˙/h)E(h, σ)dt, satisfying property (ii).
Take the dynamics of pn(t) = P (σ = n; t) defined as the
one step linear process p˙n(t) = rn+1pn+1 + gn−1pn−1 −
(rn + gn)pn, with rn = ν(ht)an and gn = ν(ht)b(n + 1),
such that b/a = exp(−2h(t)/T ) (local detailed balance)
[5]. For a constant ht, this dynamics corresponds to the
weakly coupled quantum harmonic oscillator [42]. Start-
ing from equilibrium, pn(0) = e
−βh0n/Z(β, h0), we show
(see Sup. Mat.) the dynamics satisfies property (i) with
law of cooling
φt(θ) =
h˙t
ht
θ+
2θ2ν(ht)
ht
sinh
(ht
θ
)
sinh
(
ht(
1
θ
− 1
T
)
)
, (19)
which is the driven version of the known thermal relax-
ation for a bosonic mode in the Lindblad’s dynamics
[45, 46]. The mgf G(s, t) is given by (2) with U(θ) =
2h(t) exp(−2h(t)/θ)/(1− exp(−2h(t)/θ)), where θ is the
solution of (3) with φt(θ) given by (19), and α = h˙/h.
Notice that the limit (βht, θ
−1ht)→ 0 (continuous spec-
trum) yields the Ricatti equation (14) for the classic har-
monic oscillator (n = 1) in the highly underdamped limit,
if ν(ht)→ Γ/2βht (Bose rates).
Other applications– The method is also suitable in the
description of the overdamped limit (Ω0/Γ  1) of the
Langevin equation (12), for n = 1, as it also satisfies
(i) and (ii) [40]. In this case, the system evolves ther-
mally with the ODE (3) reading θ˙ = −2(kt/Γ)(θ − T ) +
5(k˙/k)θ(1 + sθ) (see Sup. Mat). Which can be solved
for θt and inserted in (2). More generally, the result
is also applicable to overdamped setups with controlled
environment temperature [47], a situation in which the
underlying ODE (3) will also depend on the temperature
protocol.
Conclusions– We proposed a method to compute the
work mgf for a class of stochastic thermal processes, with
discrete or continuous energy spectrum. The nonequi-
librium behavior of G(s, t) is encoded in two ingredi-
ents: the internal energy U(θ) in (2) and a temperature-
like scalar, θ, whose dynamics follows a modified law of
cooling (3). The resulting mgf (2) unifies some previ-
ous findings of seemly unrelated systems. We compared
the theory with Monte Carlo simulations of levitated
nanoparticles, a brownian particle in a box and a two
level system, showing excellent agreement for different
timescales. Other applications were briefly discussed. As
future research directions, note thermal processes (i) are
also found in special cases of gaussian channels with diag-
onal covariance matrices, for which the Lyapunov equa-
tion for the covariance matrix becomes a scalar law of
cooling. More generally, a thermal process could also be
enforced in quantum systems [48] such that (i) is feasible.
However, a shortcoming of our approach is that property
(ii) needs to be reformulated with a proper definition of
work [29] for quantum systems. Even considering the
framework of quantum jumps [30], a consistent quantum
formulation of property (ii) is not clear due to the role of
the measurement scheme. Such generalization is left for
for further investigation.
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