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Abstract
Searching for Needles in the Cosmic Haystack
by
Thomas Ryan Devine
Doctor of Philosophy in Computer Science
West Virginia University
Katerina Goseva-Popstojanova, Ph.D., Chair
Searching for pulsar signals in radio astronomy data sets is a difficult task. The data sets
are extremely large, approaching the petabyte scale, and are growing larger as instruments
become more advanced. Big Data brings with it big challenges. Processing the data to
identify candidate pulsar signals is computationally expensive and must utilize parallelism
to be scalable. Labeling benchmarks for supervised classification is costly. To compound
the problem, pulsar signals are very rare, e.g., only 0.05% of the instances in one data set
represent pulsars. Furthermore, there are many different approaches to candidate classifica-
tion with no consensus on a best practice. This dissertation is focused on identifying and
classifying radio pulsar candidates from single pulse searches. First, to identify and classify
Dispersed Pulse Groups (DPGs), we developed a supervised machine learning approach that
consists of RAPID (a novel peak identification algorithm), feature extraction, and supervised
machine learning classification. We tested six algorithms for classification with four imbal-
ance treatments. Results showed that classifiers with imbalance treatments had higher recall
values. Overall, classifiers using multiclass RandomForests combined with Synthetic Major-
ity Oversampling TEchnique (SMOTE) were the most efficient; they identified additional
known pulsars not in the benchmark, with less false positives than other classifiers. Second,
we developed a parallel single pulse identification method, D-RAPID, and introduced a novel
automated multiclass labeling (ALM) technique that we combined with feature selection to
improve execution performance. D-RAPID improved execution performance over RAPID by
a factor of 5. We also showed that the combination of ALM and feature selection sped up
the execution performance of RandomForest by 54% on average with less than a 2% average
reduction in classification performance. Finally, we proposed CoDRIFt, a novel classifica-
tion algorithm that is distributed for scalability and employs semi-supervised learning to
leverage unlabeled data to inform classification. We evaluated and compared CoDRIFt to
eleven other classifiers. The results showed that CoDRIFt excelled at classifying candidates
in imbalanced benchmarks with a majority of non-pulsar signals (>95%). Furthermore, Co-
DRIFt models created with very limited sets of labeled data (as few as 22 labeled minority
class instances) were able to achieve high recall (mean = 0.98). In comparison to the other
algorithms trained on similar sets, CoDRIFt outperformed them all, with recall 2.9% higher
than the next best classifier and a 35% average improvement over all eleven classifiers. Co-
DRIFt is customizable for other problem domains with very large, imbalanced data sets,
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Ever since Galileo Galilei first pierced the veil of the heavens and began to reveal the
secrets of the celestial sphere, humans have turned their eyes and efforts skyward to try to
understand their place in the Cosmos. Since that first crude instrument, science has refined
the mechanics of astronomy to develop the largest and most sensitive instruments on Earth,
which see far more than a mortal eye ever could. As our ability to perceive surpasses the
limits of anatomy, so too must our ability to process the information perceived. This work
focuses on harnessing computing technology to aid in the identification and classification of
extraterrestrial, transient radio signals. Transient radio signals are relatively short bursts
of electromagnetic radiation detected at radio frequencies. In particular, we are concerned
with transient radio signals as expected from pulsars and revealed by single pulse searches.
1.1 Motivation
In computer science, machine learning algorithms are commonly applied to intelligently
and automatically search data sets to find, in a more cost efficient way, patterns that can
often be missed by manual inspection alone. In radio astronomy, massive data sets are com-
monly gathered via extremely sensitive observations and are manually inspected by trained
individuals to identify known patterns related to certain celestial phenomena. The goal of
the work in this dissertation was to develop a machine learning approach to efficiently search
for transient signals in radio astronomy. While this may sound like a simple proposition in
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theory, in practice we encountered many challenges. Some of these challenges (missing and
incorrect data, data bloat, imbalance, etc.) could be solved via traditional means, while
others were unique to this endeavor and required unique solutions.
Traditionally, pulsars are discovered by manual inspection of the candidates produced by
periodicity or single pulse searches. Manual inspection by domain experts, to some extent,
will always be integral to the pulsar discovery process. However, automation of the majority
of the process is vital for the future of radio astronomy. Next generation instruments, such
as the distributed Square Kilometer Array (SKA) of a quarter of a million dual dipole
antennas and 350 radio dishes [61], or the Five-hundred meter Aperture Spherical Telescope
(FAST) [92] in China will have many more beams than the current instruments, resulting
in significantly larger data sets. In addition to data volume, the speed at which data arrives
is also increasing rapidly. Instruments and sensors are increasingly capable of generating
data on the order of petabytes per second [98]. Automated approaches are the only feasible
way to deal with Big Data, and offer many potential advantages to streamline the discovery
process, e.g., by triggering the rapid follow up of candidates at multiple wavelengths to
constrain their origins.
While expert knowledge and manual inspection will always play a role in the pulsar
search process, automated machine learning approaches, such as the ones presented in this
dissertation, have great potential for future discoveries in radio astronomy. As radio as-
tronomy technology advances, so must computing strategies for radio data processing and
knowledge discovery. Intelligent, scalable search techniques are the only viable response to
the astronomical data deluge on the horizon.
1.2 Objectives
The goal of the work presented in this dissertation is to provide scalable, machine learn-
ing solutions for pulsar candidate identification and classification in radio astronomy. The
identification of candidates involves the development of methods to characterize the data
generated by single pulse searches. This is a challenging task due to the the very large
scale of radio data sets. Candidate identification is computationally expensive and must be
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repeated potentially millions of times over a single data set. Techniques for candidate iden-
tification must be scalable and implemented in parallel on distributed systems to efficiently
process the astronomical amount of data received.
Candidate classification occurs after identification and is the process of training algo-
rithms on known instances of pulsar and non-pulsar candidates so that they can accurately
predict the labels (pulsar or non-pulsar) of unseen data. Several major challenges also exist
for classification in this problem domain. First, pulsar candidates are extremely rare, which
results in highly imbalanced training data sets. Many classification algorithms are not able
to accurately handle imbalanced data, and will exhibit a strong bias for the majority class
when making predictions on unseen data. Second, the process of labeling candidates for
training sets is costly. Many hours must be spent by trained individuals sifting through
candidate plots to create accurate labels, a process which may require additional telescope
observation time to confirm pulsar candidates.
It is our hope that the algorithms, methods, and results presented in this dissertation will
help alleviate some of the problems introduced by Big Data processing in radio astronomy.
1.3 Contributions
The main contributions of this work are algorithmic, methodological, and the provision
of empirical evidence. These contributions are:
• We propose the first machine learning approach to pulsar candidate identification and
classification in single pulse searches. The approach consists of two main stages: can-
didate identification using RAPID (see next bullet) and candidate classification using
supervised machine learning.
• We propose RAPID, a novel, multithreaded algorithm for pulsar candidate identifi-
cation. RAPID is designed to execute in parallel on a single workstation by taking
advantage of multithreading to execute different instances on multiple CPU cores si-
multaneously. Since the data for each sky position are independent, RAPID can be
instantiated in multiple threads to process the data from multiple positions simultane-
CHAPTER 1. INTRODUCTION 4
ously. The output from each scan for DPGs is saved individually and the results are
aggregated when all scans are completed.
• We propose ALM, a novel, automated multiclass labeling technique designed to facil-
itate the labeling of pulsar candidates. While all pulsar candidates are governed by
the same physical laws, in the data we noticed that candidates appear different based
on differing physical characteristics. Multiclass classification allows machine learning
algorithms to become more specialized by taking advantage of similarities between
candidates of one group to distinguish them from candidates of other groups.
• We propose D-RAPID, a software solution for searching very large radio data sets by
leveraging automated data analytics and parallel data processing on distributed sys-
tems. We scaled-up a modified version of the identification algorithm we first presented
in [34] to run in parallel using Apache Spark on a Hadoop YARN distributed system
and show that it outperforms its multithreaded counterpart.
• We propose CoDRIFt, a novel, distributed algorithm for semi-supervised pulsar candi-
date classification. CoDRIFt is designed for parallel execution on distributed systems
to address scalability concerns and uses semi-supervised learning to effectively train
an ensemble of strong predictors from training data with very few labeled instances.
CoDRIFt emphasizes construction of an ensemble of stronger learners, rather than
training learners on larger data sets with more labels (which is common in the liter-
ature). CoDRIFt also combines supervised and semi-supervised learning by includ-
ing predictors trained only on human-labeled data along with predictors trained on
machine-labeled data in its ensemble. CoDRIFt uses a novel weighted voting scheme
to improve performance imbalanced data sets and allows unlabeled instances to be
labeled multiple times in different ways during training.
Furthermore, we conducted experimental evaluations of:
• six serial, supervised machine learning algorithms,
• three imbalance treatment methods,
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• the best and worst features for pulsar candidate classification,
• five feature selection algorithms,
• nine serial, semi-supervised machine learning algorithms,
• one distributed supervised machine learning algorithm, and
• one distributed semi-supervised machine learning algorithm.
We performed these evaluations using real-world radio astronomy pulsar surveys from the
Green Bank Telescope and the Arecibo Observatory. We created fully labeled benchmark
data sets for the data available from each survey to use in our experiments. Overall, this
dissertation provides formal results from a grand total of 34,981 experimental trials.
Results of this dissertation are published in the astronomical journal Monthly Notices
of the Royal Astronomical Society [34] and the 47th International Conference on Parallel
Processing, a highly selective computer science conference [35].
1.4 Dissertation Overview
The remainder of this dissertation is organized as follows. Background information about
radio pulsar astronomy and machine learning techniques is provided in Chapter 2. We re-
view related works from the literature in Chapter 3. In Chapter 4, we provide details of
our machine learning approach to pulsar candidate identification in dispersed pulse groups
and present a novel, mutlithreaded pulsar candidate identification algorithm. Using the ap-
proach outlined in Chapter 4, we experimentally evaluate six machine learning algorithms
and three imbalance treatments for dispersed pulse group classification on real-world radio
astronomy data in Chapter 5. In Chapter 6, we present a machine learning methodology
for single pulse candidate identification and classification, and introduce a novel multiclass
labeling technique. We report the results of experimental testing of this approach in Chap-
ter 7, including the evaluation of six machine learning algorithms and five feature selection
techniques. In Chapter 8, we present a distributed parallel implementation and refinement
of the algorithm introduced in Chapter 4, along with an experimental evaluation of its
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performance. In Chapter 9, we explore the use of existing semi-supervised machine learning
algorithms for the problem of pulsar candidate classification and propose a novel, distributed,
semi-supervised algorithm. We evaluate our algorithm by comparing it to existing serial and
distributed supervised and semi-supervised algorithms. Chapter 10 presents our concluding




In this chapter, we provide background information about radio pulsar astronomy and
machine learning. The methods and techniques described are not intended to be exhaustive,
but contain the necessary information to understand the context and work of this disserta-
tion.
2.1 Pulsar Astronomy Background
Pulsars, to the best of our ability to explain them, are rapidly spinning, extremely dense
neutron stars which emit radio (among other forms of) radiation from their magnetic poles
[81]. As depicted in Figure 2.1, due to the rapid spinning of the star, the emissions from the
poles are seen from Earth as faint “pulses” of energy with extremely precise periods. These
phenomena are comparable to the bright pulses of light that can be seen from the spinning
beacon of a lighthouse at night. Rotating radio transients (RRATs), are thought to be a
special type of sporadically emitting pulsar [89]. Throughout this dissertation, we will use
the term ‘pulsar’ to describe pulsars and RRATs.
Pulsar astronomy, though a well-studied field for fifty years, has yet to answer many
fundamental questions about these enigmatic celestial objects. While their true nature is
elusive, two things are certain concerning their place in astrophysics: they are invaluable
tools for understanding our Universe, and more pulsar discoveries lead to more powerful
insights into the Cosmos. While the study of pulsars directly provides information about
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the extreme physics of neutron stars, their unique properties and variety of incarnations also
provide tools for studying a wide range of scientific interests.
Figure 2.1: Pulsars are rapidly rotating neutron stars that emit radiation from their magnetic
poles. Credit: B. Saxton, NRAO/AUI/NSF
Many different types of pulsars exist. They all have extreme densities, on the order of the
mass of the Sun condensed to a 20 kilometer radius. However, the periods of their rotation
can vary dramatically from one pulsar to another. The slowest known rotating pulsar has
a period of 23 seconds, and the fastest can make a complete rotation in 1.4 milliseconds.
The rotations of bright millisecond pulsars are extremely regular due to the large amount
of rotational kinetic energy they possess combined with a relatively small energy loss over
time. This makes them effective celestial timepieces that can, over long periods, approach the
stability and precision of the best atomic clocks [81]. Pulsar timing observations also result
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in highly accurate determinations of their locations. These precise locations can be tracked
and mapped for different purposes, including determination of the physical properties of the
globular clusters they sometimes inhabit [81].
Pulsars with companions are also powerful extraterrestrial tools for testing gravitational
theories. The rates of decrease in the orbital periods of double neutron star binaries have been
used to provide evidence of general relativity’s predicted gravitational radiation [81]. Precise
measurements of millisecond pulsars in pulsar timing arrays have been shown to provide
constraints on low-frequency gravitational waves that provide complementary information
to detections at higher-frequencies by ground-based interferometers [120]. The discovery of
more millisecond pulsars is anticipated to help provide stronger evidence of gravitational
waves. Pulsar discovery, however, is not a trivial problem.
Pulsar discoveries have been made through a variety of techniques. Despite all of these
discoveries, it has been theorized that the over 2,500 known pulsars comprise a small per-
centage of the potentially detectable pulsars in our galaxy [43]. Furthermore, additional
pulsars may be detectable in globular clusters [5]. Discovering these pulsars, however, is
very challenging. The signals are faint, requiring sensitive observations. Searches must deal
with issues such as noise (resulting from receivers and the sky), radio frequency interference
(RFI), and highly imbalanced data sets (i.e., only a very small fraction of the radio signals
received originate from pulsars).
2.1.1 Pulsar Discovery
The pulsar phenomenon was initially discovered in 1968 via a fortunate visual inspection
of a radio telescope’s total power at high time resolution by Antony Hewish and Jocelyn
Bell [56]. Since then, radio astronomers have been driven by necessity to develop extremely
sensitive tools to gather photons from distant radio pulsar sources. As an example of how
faint the signals received from radio pulsars are, the amount of energy gathered by the
Arecibo Observatory’s 100 meter radio telescope from all of the pulsars it studies in the
course of a year is approximately the same as that required to print a single page of paper on
a standard printer. Taking such sensitive measurements through the atmosphere of Earth,
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which is rife with radio frequency communication and interference, results in some of the
noisiest data in the world. The weak signals of new radio pulsar discoveries lie hidden in the
noise.
Pulsar discovery in radio data sets was traditionally approached in four main phases: col-
lection, dedispersion, periodicity or single pulse search, and manual inspection. Figure 2.212
provides a high-level depiction of how a signal is received and transformed into the input
used by our methods. In the first phase, raw data are collected at radio telescopes as a
time-series of voltages. Radio emissions travel through the interstellar medium (ISM) and
are received by a radio telescope as a time series of raw voltages. These raw voltages are
amplified by a low-noise amplifier, passed through a bandpass filter, and (usually) converted
to a lower frequency for transmission efficiency and hardware compatibility according to the
Signal Path given in Figure 2.2 [81].
The second and third phases are carried out using the software package PRESTO [105].
After some additional processing, the signals must be dedispersed in the second major phase.
As a pulsar’s radiation propagates through the ISM, the ISM causes the pulses to be dis-
persed, with lower frequency components of pulses arriving later than higher frequency
components. The time delay between two frequencies depends on three things: the dif-
ference between the frequencies of the observations, the observational frequency, and the
DM, which is the integrated number of free electrons along the line of sight measured in
pc cm−3. The delay effectively “smears” the emissions across the time domain, reducing
their signal-to-noise ratios (SNRs). Incoherent dedispersion is the process of removing these
frequency-dependent delays via application of an artificial time delay in the reverse direction
of the dispersion, aligning the pulse’s energy in a narrow, vertical time slice. This signal is
then integrated across the measured frequency band to reveal a strong single pulse. However,
since the degree of dispersion for an unknown pulsar cannot be known a priori, many DMs
must be tried. Incoherent dedispersion at many trial DM values results in a dedispersed
time series, or DM channel, for each DM value [81].
1By NASA/CXC/PSU/G.Pavlov et al. - http://heasarc.gsfc.nasa.gov/docs/objects/heapow/
archive/compact_objects/vela_pulsar_jet.html
2By Scott Ransom - https://www.cv.nrao.edu/~sransom/PRESTO_search_tutorial.pdf
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Figure 2.2: A high-level data flow diagram.
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In the third phase, PRESTO is used to conduct periodicity or single pulse searches over
the DM channels. The two searches differ in the types of phenomena they attempt to detect.
Periodicity searches transform the time series into the frequency domain by applying Fast
Fourier Transforms (FFTs) to make regular, periodic signals stand out. The original time
series data are then folded at the identified periods to amplify the SNRs of periodic signals
[73]. Figure 2.33 provides an example plot created from a periodicity search. Many works in
the literature on radio pulsar searching leverage image recognition technologies to perform
classification based on periodicity plots (see Section 3.1).
Figure 2.3: The known pulsar J0354+0854 identified by a periodicity search.
Single pulse searches, on the other hand, do not use FFTs or fold the data. This has the
advantage of being able to detect strong, non-periodic signals that periodicity searches cannot
detect. RRATs, for instance, are only detectable through their isolated pulses. However,
single pulse searches typically are not able to detect very regular, weak signals that would
show up clearly in a periodicity search. A single pulse search works by searching each DM
channel for pulses with amplitudes above some given SNR threshold (five, in our data). The
3By Julia Deneva - http://www.naic.edu/~deneva/drift-search/puppi_57159_C0354+0854_1304_
0001_ACCEL_Cand_1.pfd.png
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search itself is an exercise in matched filtering, where the SNR will reach its maximum when
the effective sampling time of the time series closely matches the width of the pulse. For
a real pulsar signal at its actual DM, the smearing effect of dispersion will be minimized
resulting in a large SNR. In adjacent channels with incorrect DMs, however, the SNR will
be lower due to increased smearing. This means that a single pulse is usually detected over
more than one DM channel [29].
The fourth and final phase traditionally consisted of manually inspecting periodicity plots
or single pulse plots generated by PRESTO. As the volume of data generated by these search
techniques has increased over time, automated and machine learning approaches have been
increasingly tried to reduce this reliance on manual inspection (see Chapter 3 for a thorough
review of the literature).
For our work in this dissertation, we focused on the final two steps in Figure 2.2, candidate
identification and candidate classification, where candidates are either pulsars or non-pulsars
(RFI that look similar to pulsars). We used as our input the .singlepulse files generated by
PRESTO’s single pulse searching routine. The .singlepulse files consisted of individual files
for each DM channel searched. Each file is an ASCII text list of signals for a particular
DM as described by their calculated SNR, downsampling factor, and time received. The
Candidate Identification image (bottom middle of Figure 2.2) provides a small excerpt of
the data contained in a .singlepulse file after aggregation into a single .csv file. While these
data can be used to create single pulse candidate plots, such as the one in Figure 2.4 4,
none of our approaches presented in this dissertation used the plots as input, i.e., our work
does not rely on image processing of the plots. Instead, we wrote code to pre-process the
.singlepulse files, reorganizing and transforming them as described in Sections 5.2 and 7.2,
and then identified candidates and extracted features for classification via machine learning.
Even though our approaches do not use single pulse search plots directly, they are still
invaluable tools for the visualization and interpretation of single pulse search data and the
discovery of pulsars with transient signals. While a periodicity plot shows results for one DM
and period, single pulse plots show results from many different DM trial values in the same
4By Julia Deneva - http://www.naic.edu/~deneva/drift-search/p1693.Strip46.00100.D035451+
0854_0001_DMs20-110_singlepulse.png
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Figure 2.4: The known pulsar J0354+0854 identified by a single pulse search.
plot. A single pulse plot, as in Figure 2.4, contains four subplots: the top left is a histogram
of the number of pulses for each SNR value, the top middle is a histogram of the number of
observed signals for each DM, the top right is a scatter diagram showing the SNR values of
any recorded pulses for each DM, and the bottom is a scatter diagram which shows the DM
on the y-axis and the time each signal was recorded on the x-axis. In the bottom subplot,
each point’s size is scaled by the magnitude of its SNR value, i.e., larger SNR values appear
as larger points.
The known pulsar J0354+0854, shown in Figure 2.4 and discovered by methods presented
in this dissertation, can be identified by a number of telling features from its single pulse plot.
The actual DM of this pulsar is 66.0 pc cm−3, as shown in the metadata for its periodicity
plot in Figure 2.3. In the single pulse plot, both the pulse histogram by DM and the SNR
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by DM subplots show a peak that occurs when the DM is 66.0 pc cm−3 and a falloff in both
number of pulses and SNR in the adjacent DM channels. This occurs because the single
pulse search achieves the best fit at that DM (resulting in the highest SNRs and the most
pulses), and the fit degrades as the trial DM deviates from the correct value. In the bottom
plot, the intermittent signaling of the pulsar is evident by the several groups of pulses with
peaks aligned in the same DM channel.
2.1.2 Radio Pulsar Data Sets
This section contains a brief description of relevant pulsar surveys. While many more
surveys exist in the literature, only those surveys involving data analyzed either by our
methods or by works referenced in this dissertation are listed below.
The Parkes Multi-beam Pulsar Survey (PMPS) was completed between 1997 and 2003
using the Parkes radio telescope in Australia. The PMPS had a bandwidth of 1.374 GHz
and 3,000 channels with observation lengths of 250 seconds and resulted in the production
of over eight million candidates [88].
The Southern and Northern High Time Resolution Universe (HTRU) pulsar and fast
transient surveys were also performed with the Parkes radio telescope, but with four times
the time resolution and eight times the frequency resolution of the PMPS. The Southern/
Northern HTRU surveys ran from 2010 through 2014 with central frequencies of 1.352/1.360
GHz, bandwidths of 340/240 MHz, with observation times ranging from 90 to 4,300 seconds.
When combined, the HTRU surveys resulted in over 135 million total candidates [6, 68].
The seven beam Pulsar Arecibo L-band Feed Array (PALFA) survey was a long-term
pulsar survey of the Galactic plane which, for our data, ran from March 2009 through May
2015. PALFA used the Arecibo Observatory’s L-band Feed Array with a seven-beam receiver
operating at 1.420 GHz with a 300 MHz bandwidth, 1,024 channels, and observation times of
268 seconds for the inner Galaxy pointings and 180 seconds for the outer Galaxy pointings.
The PALFA survey resulted in over five million candidates [28, 74].
The Green Bank Telescope (GBT) 350-MHz Drift-scan survey (GBT350Drift) was per-
formed with the GBT from May through August in 2007. The survey was conducted while
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the GBT was immobilized for refurbishing. The receivers remained active throughout the
repairs and collected data at a radio frequency of 350 MHz as the sky passed through the
beam of the telescope [15].
The LOFAR Tied-Array All-sky Survey (LOTAAS) was a high-band antenna survey of
the northern sky at a central observing frequency of 135 MHz started in 2013. LOTAAS
covered 2,592 channels from 119 to 151 MHz with each observation integrated for one hour,
resulting in 39 million candidates [110].
2.2 Machine Learning Background
Machine learning is the process of using computers to automate (fully or partially) the
discovery of meaningful patterns in large quantities of data [124]. In general, the data used
to “train” an algorithm to discover patterns must be organized as a list of instances (or
observations) which conform to a prescribed set of features (or attributes) and have a class
value (or label). For example, if we wanted to train an algorithm to classify fish in the
sea by the labels “nice tuna” or “not nice tuna”, we would first need to select a sequence
of measurable features to distinguish individual fish from each other. Such features could
include length, weight, fat content, and any number of other definable fish features. Then,
when we catch a new fish, we could feed its feature values into our algorithm, which would
compare it to the patterns it has learned and tell us if we had a nice tuna to take to market.
Algorithms which perform machine learning can be divided into three categories based
on the nature of the data they analyze: unsupervised, supervised, and semi-supervised.
Unsupervised algorithms are used to identify groups of similar data when the class value is
not known. Supervised algorithms make use of labeled training data to predict the value of
unseen, unlabeled data. Semi-supervised algorithms use some combination of labeled and
unlabeled data during training.
According to the “No Free Lunch” theorem for machine learning, there is no one al-
gorithm that works best for every problem domain [125]. This is because most machine
learning algorithms make assumptions about the relationships between the class value and
the features. The effectiveness of a model in a particular problem domain directly depends
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on how well the assumptions for a particular model fit the true nature of the data. For
this reason, it is common to test many different types of machine learning algorithms on a
problem domain, as some will naturally outperform others for that specific domain. While
some models (like simple rule learners) have high interpretability, other models (like neural
networks) do not and are treated as “black boxes”. However, restricting machine learning
to interpretable models can be an unnecessary and severe limitation, as a black box model
may significantly outperform models with more interpretability, and vice versa [107].
2.2.1 Unsupervised Machine Learning Algorithms
Unsupervised learning occurs when class labels are unknown. In the absence of known
labels, unsupervised algorithms generally group together instances that are “similar” to each
other. The most common unsupervised learning technique is a process called clustering [53].
Clustering algorithms vary based on how they define similarity between instances and how
they create and organize the groups they identify.
The k-means clustering algorithm is, perhaps, the simplest algorithm to follow and begins
by selecting a value for k (this value will be the number of clusters the algorithm identifies).
For a set of instances, k-means first selects k random instances and treats them as the
centers of k clusters. Every instance is then assigned to the nearest cluster center according
to Euclidean distance. Once all points are assigned, the centroid of each cluster is calculated
as the average (mean) of all points assigned to the cluster. The centroids are then considered
the centers of the clusters for the next round [124].
Another common clustering algorithm is Density-Based Spatial Clustering of Applica-
tions with Noise (DBSCAN) [42]. DBSCAN operates by identifying core objects and their
neighborhoods. A core object and the neighborhood around it must contain enough instances
to be considered densely populated, as specified by a user-selected threshold. Every instance
inside the neighborhood of a core object is considered to be in the same cluster, and if the
neighborhoods of two core objects overlap, they are joined together to form one single clus-
ter. All instances that are not dense enough to be considered core objects or are not in the
neighborhood of another core object are considered noise.
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2.2.2 Supervised Machine Learning Algorithms
Supervised learning uses known positive instances (in our case, pulsars) to build a clas-
sification model. Throughout this dissertation, we used six supervised machine learning
algorithms of different types: an artificial neural network, support vector machine, direct
rule learner, standard tree learner, hybrid rule-and-tree learner, and ensemble tree learner.
The intent of choosing different types of learners was to see if any certain machine learning
technique performs better overall when searching for pulsars in singlepulse search results.
For this work, we used implementations available through Weka, a popular machine learning
software suite [51].
Artificial neural networks (ANNs) have been used in several related papers working with
periodicity searches, as mentioned in Section 3.1. ANNs are modeled after the way synapses
work in the brain [109]. An ANN consists of a number of nodes organized in layers. Layers
can be either input layers, output layers, or hidden layers. Nodes in one layer are connected
to nodes in other layers by links, which represent the synapses between neurons in the
brain. The links have weights, which are adjusted as information flows through the network.
Throughout the training phase, specific paths through the network gain weight, representing
the way synaptic pathways in the brain are reinforced by repeated traversal. The other key
component of an ANN is the activation function. When the weighted inputs to an inner layer
node are aggregated, they are then transformed by the activation function to determine the
output of that node. Generally, non-linear activation functions, such as the sigmoid or tanh
function, are used to allow for more complex, non-linear decision boundaries. The ANN we
used is the Java implementation of a Multilayer Perceptron Network (MPN), which classifies
instances using the supervised learning method of back-propagation and a sigmoid activation
function in all neural nodes [12]. Back-propagation is the process of using a loss function to
adjust the weights of incorrect classification paths after data has been fed through an ANN.
Several of the related works discussed in Sections 3.1 and 3.7.3 use Convolutional Neural
Networks (CNNs) for image classification. A deep CNN is characterized by more than five
hidden layers with convolution layers and max-pooled layers. While the output of each layer
of an ANN is a linear combination of weighted inputs, the output of convolution layers are
CHAPTER 2. BACKGROUND 19
two-dimensional fields called “feature maps”. A convolution layer has three parts: 1) the
input image (receptive field), 2) convolutional filter, and 3) output feature map. A feature
map is created by applying a convolutional filter over the input image in a sliding window,
and its size is determined by size of input image, the sliding window, and the convolutional
filter size. Pooling layers down-sample feature maps to smaller maps by taking four inputs
and computing a maximum or mean [49].
Support Vector Machines (SVMs) are a class of supervised learners which create higher
order decision boundaries, called hyperplanes, to separate different instances by class. They
use mapping functions, called kernels, to transform the input space into a more easily sep-
arable feature space. To construct an optimal hyperplane to separate the instances in this
transformed space, SVMs use iterative training algorithms to minimize an error function.
Sequential minimal optimization (SMO) is a Java implementation of a support vector ma-
chine [100, 66]. SMO solves the optimization problem of minimizing error by a divide and
conquer strategy, breaking the problem into a series of smallest possible problems which are
then solved analytically.
The direct rule learner tested was JRip, the Java implementation of the RIPPER [27].
As a rule learner, JRip creates a set of rules from the training set and then classifies each
instance in the test set based on the generated rules. The rules consist of one or more
antecedents followed by a single consequent, following a basic “if antecedent(s) then con-
sequent” structure. Rule learners follow a “separate and conquer” methodology, i.e., they
build a rule that covers as many instances as possible, remove all instances for which that
rule is true from the training set, then continue this process recursively until all instances
are covered by at least one rule.
To generate more accurate rules, JRip follows an incremental, reduced-error pruning
scheme with global optimization. Pruning, which is the removal of extraneous or inefficient
rules, takes place by partitioning the training data into two sets, a growing set and a pruning
set. A rule is grown from the growing set by greedily adding antecedents until the rule is one
hundred percent accurate. The newly grown rule is then immediately pruned by deleting
an antecedent from the rule and then evaluating its performance on the pruning set. The
rule’s performance is evaluated by treating the rule as the only judge in the pruning set and
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where p is the number of correctly classified instances and n is the number of incorrectly
classified instances. The pruning is continued until the rule’s performance is no longer
increased by the removal of antecedents. Once a set of rules is generated in this manner, the
set is optimized by generating two variants of each rule, one from an empty rule and one by
greedily adding antecedents to the original rule. The same pruning process is used on the




In this version, P and N are the total number of positive and negative examples of the given
class in the pruning set, respectively, and T = P +N . Note that in this case, the totals are
measured, not the number of instances covered by the rule.
A tree is a generic data structure which consists of nodes, branches, and leaves. The
initial node is called the “root”. From the root are branches to one or more child nodes,
each with branches to their own children, and so on. Nodes with parents but no children
are called “leaf nodes” or “leaves”. In a decision tree, each node represents a feature in the
training data. Branches from these nodes represent different conditions, or possible values,
of the feature. For any branch, if all the instances from the training set which satisfy that
branch’s condition belong to the same class, then that branch is terminated by a leaf node
which contains that class. If two classes exist in the set of instances satisfying the condition,
then the branch continues to a new node, where a new feature must be selected and the
process continued [124]. This process is continued on each node until every instance in the
training set is covered by some decision path from root to leaf. Figure 2.5 provides a simple
illustration of a decision tree to determine if a new fish caught is a “nice tuna” or “not nice
tuna”.
The standard tree learner we tested was J48, the Java implementation of C4.5 [103].
Decision tree algorithms approach classification with a “divide-and-conquer” strategy. They
operate by determining what criteria best divides the test set into separate groups. J48 uses
a normalized function called Info Gain, which is defined in terms of information content, or
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Figure 2.5: An example of a simple decision tree for determining if you have a “nice tuna”
or a “not nice tuna”.
entropy [50]. Entropy is the fundamental quantity in information theory and was created
to quantify the uncertainty of a random variable. Denoted by H(A) or I(p(v1), . . . , p(vn)),
where p(vi) is the probability of the random variable taking on the value vi, entropy is defined
according to Equation 2.3 [109].
H(A) = I(p(v1), . . . , p(vn)) = −
n∑
i=1
p(vi) log2 p(vi) (2.3)
J48 uses the Info Gain from a feature as its selection criterion. The Info Gain, Gain(A),
for a specific feature, A, is the expected reduction in entropy that splitting on A will produce,










In Equation 2.4, the remainder(A) function represents the amount of entropy remaining
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where pi is the number of positive class instances for value vi and ni is the number of negative
class instances. Info Gain, then, is the difference between the total information content and
the amount of information left after splitting on a specific attribute. J48 calculates the Info
Gain for each attribute, then splits on the one with the highest value.
Another common splitting criterion for decision trees is the Gini gain, which is a weighted
sum of the Gini Impurity for each branch of a decision. Gini Impurity, defined in Equa-
tion 2.6, measures the likelihood of incorrectly classifying a new instance if that instance
were randomly classified according only to the distribution of class labels in the training
data [16]. Gini gain is often chosen in decision tree implementations over Info Gain because





PART is a hybrid learner developed using ideas from both decision tree and rule learners
[45]. PART adopts the separate-and-conquer strategy of building sets of rules, but differs in
the way individual rules are created. To make each rule, rather than incrementally adding
antecedents one at a time, PART builds a pruned decision tree for the current set of instances
and makes a rule from the leaf with the greatest coverage, discarding the rest. PART takes
its name from this method of generating PARTial trees to create rules, and gains simplicity
while saving time by removing the global optimization step.
A RandomForest is an ensemble tree learner, consisting of multiple decision trees [18].
RandomForest uses the technique of bagging to create an ensemble of decision trees to
classify instances. Bagging, a contraction of bootstrap-aggregating, is generating multiple
versions of a predictor and combining them in some way into an aggregated predictor [17].
In a RandomForest, each tree in the ensemble uses a random vector of attributes from the
training set to make the splitting decisions at each node. In a RandomForest, each attribute
vector in the set of random vectors is independent and identically distributed. To classify
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an unknown instance, the instance is inputted to each tree in the forest and each tree votes
on the class of the instance. The instance is then assigned the class with the most votes.
Advantages of RandomForests are their applicability to a wide range of problems, they
have few parameters to tune (a computationally expensive process for other algorithms),
they achieve high accuracy, are good with small sample sizes or high-dimensional feature
spaces, and are easily parallelizable [11]. The latter point is especially inviting, as it has
been noted that as number of trees in a RandomForest increases, variance decreases without
overfitting. However, increasing the number of trees linearly increases the computational
cost. RandomForests are well suited for astronomical searches for their reported accuracy,
efficiency in handling large data sets, and robustness with respect to noise.
Boosting, like bagging, is another popular way to improve accuracy through ensemble-
based training methods [112]. The goal of boosting is to train new classifiers with instances
that have been misclassified by other classifiers. For example, AdaBoost, short for “adaptive
boosting”, is an ensemble learner which uses several other instances of learning algorithms
(such as C4.5 learning trees) in conjunction to achieve better results. In effect, AdaBoost
trains multiple weak learners (called “decision stumps”, or trees with only one split consisting
of one parent and two child nodes) which train on the error sets of the previous learners.
Then the ensemble votes on unseen instances. Gradient boosting is another popular method
of boosting weaker learners into stronger learners [47]. Instead of weighting hard-to-classify
data points (like Adaboost), a gradient boosting algorithm uses a loss function to indicate the
goodness of a model’s fit to the data. The ability to have customized loss functions specific
to the real-world data being analyzed are a key attraction to gradient boosting algorithms.
2.2.3 Semi-Supervised Machine Learning
Semi-supervised learning is a type of machine learning that falls in between unsupervised
learning, where no class labels are known in the training data, and supervised learning,
where all class labels are known in the training data [138]. There are two different broad
categories of semi-supervised learning applications: 1) semi-supervised classification, which
uses labeled and unlabeled data to train a classifier that is comparable or better than one
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trained on fully labeled data, and 2) constrained clustering, which performs unsupervised
clustering with some additional information, such as constraints on when instances must
be linked or cannot be linked. For applications in pulsar searching, we propose the use of
semi-supervised classification.
Semi-supervised learning is made possible by assumptions about the link between the
distribution of unlabeled data and the target label. A few labeled instances are considered
to be samples from separate distributions, and unlabeled instances are assumed to inform
us about the distribution from which the labeled instances were sampled. The goal of semi-
supervised learning for classification can either be inductive or transductive, depending on
which labels are predicted. Inductive semi-supervised learning predicts labels for unlabeled
future test data, and transductive semi-supervised learning predicts the labels for unlabeled
training data. The performance of semi-supervised learning algorithms depends on the va-
lidity of their assumptions, Furthermore, the assumptions made define the procedures for
five different types of semi-supervised learning algorithms: generative, co-training, multi-
view learning, graph-based, and self-training [101]. Next, we briefly describe each type of
semi-supervised learning algorithm.
Generative models assume a model is a recognizable mixture of distributions and that
the mixture distribution can be determined from only a few labeled instances combined with
a large sample of unlabeled instances.
Co-training models assume that there are two (or more) views of the data (expressible
through different feature sets) that provide complementary information about the instances,
that each view is enough to make good classifications, and that each view is conditionally
independent given the class label. Co-training algorithms create separate classifiers which are
trained on labeled data from each view. The highest confidence predictions of one classifier
are used to enhance the training set of the other, and vice versa in an iterative manner with
the goal of agreement between the two classifiers.
Multiview learning assumes a set of hypotheses exist that agree with each other and
that there are few such sets with small empirical risk. Multiview learning models either use
separate feature subsets, like co-training models, or use k separate learners in an ensemble.
Either way, each learner tries to agree with the other learners and minimize the value of its
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regularized risk. The regularized risk over all learners is the sum of supervised individual
risks combined with the semi-supervised regularizer, which measures the disagreement of the
learners on unlabeled instances.
Graph-based models assume labels are “smooth” with respect to the graph, and vary
slowly, meaning different labels are “far apart” from each other. They operate by defining
a graph from labeled and unlabeled training data where the instances are vertices and the
(usually undirected) edges represent the similarity between two vertices. The weight of an
edge is higher for more “similar” vertices. To quantify similarity between vertices, the edge
weight could be calculated according to Euclidean distance in a fully connected graph, or
a Gaussian kernel, or a radial base function kernel equation. K nearest neighbor (k-NN)
graphs only have connections between neighbors, and thus are not fully connected. ε-NN
graphs have an edge only if the distance between two vertices is less than some value ε.
Self-training classifiers are also called self-teaching or bootstrapping algorithms. They
first train on a labeled subset of the training data, then classify the unlabeled data. The
highest confidence predictions are added into the labeled training set and used to retrain the
classifier, iteratively.
2.2.4 Metrics for Evaluation of Classification Performance
To evaluate the effectiveness of our classifiers, we used several performance metrics calcu-
lated from confusion matrices [124]. A confusion matrix is a summary table of a classifier’s
performance on a given test set. In the confusion matrix for binary classification shown in
Figure 2.6, the predicted values are represented by the rows non-pulsars and pulsars. The
actual values are represented by the columns non-pulsars and pulsars. The result of any
classifications then reside in one of the following four boxes5:
• True Negatives (TN) – represent the number of candidates that were non-pulsars and
were correctly classified as non-pulsars,
• False Negatives (FN) – represent the number of candidates that were pulsars, but were
5A confusion matrix can only be computed on a fully labeled data set. If unlabeled instances exist in a
data set, they cannot be placed within the confusion matrix and other criteria must be used for evaluation.
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incorrectly classified as non-pulsars,
• False Positives (FP) – represent the number of candidates that were non-pulsars, but
were incorrectly classified as pulsars, and
• True Positives (TP) – represent the number of candidates that were pulsars and were
correctly classified as pulsars.
Figure 2.6: Confusion matrix for pulsar classification. The rows represent the predicted class
value of the model, and the columns represent the actual values.
For pulsar classification, we are most concerned with the number of true positives and
false negatives. Recall is a performance measure that quantifies the ability of the classifier





A perfect recall, or true positive rate (TPR) of 1, indicates that all positively labeled instances
are properly classified.
The false negative rate (FNR) is the complement of the TPR, and represents the condi-
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A perfect precision of 1 means that every instance predicted to be positive was actually a
positive instance.
The false positive rate of a classifier describes how often the classifier ‘cried wolf’, or





A classifier with a high false positive rate will result in wasted effort to manually inspect
non-pulsar candidates, but is more desirable than a high FNR.
For our experiments, we also report the harmonic mean between the recall and precision,
commonly known as the F-Measure (F-M) or F1 Score, which is defined by:
F-M = 2 ∗ Precision ∗Recall
Precision+Recall
. (2.11)
The F-Measure has a high value if both the recall and precision are high. This makes it
particularly suitable for evaluating the effectiveness of an automated pulsar classifier because
it characterizes the ability of a classifier both to not miss pulsars, and to produce fewer false
positives that require manual inspection. A perfect learner would have a value of 1 for its
F-Measure.
Finally, the F-4 Score is another modification of the F-Measure useful in certain domains
where recall is considered more important than precision. The F Score can be generally
defined as:
Fβ = (1 + β
2) ∗ Precision ∗Recall
(β2 ∗ Precision) +Recall
, (2.12)
where β is a multiplier for how much more important the Recall is than the Precision. For
the F-4 score, β is chosen to be four.
2.2.5 Feature Selection
In machine learning, feature selection is the process of removing irrelevant features from
a data set. Feature selection methods can be either filters or wrappers. Filters are feature
selection methods independent of the machine learning algorithms. They rely on statistical
or heuristic selection criteria, like correlation or entropy measures, to choose the best features
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[59]. On the other hand, wrappers use the results of machine learning algorithms to perform
feature selection. They greedily search the feature space for different combinations of features
and evaluate the effectiveness of subsets by the classification performance of a given algorithm
[70]. Either way, a subset of features is chosen that should increase speed and efficiency of
classification by lowering the computational cost and memory usage of the classifier.
One of the simplest feature selection techniques is based off of the concept of information
gain (IG). An IG feature selector ranks attributes by calculating their information gain with
respect to the class (see Equation 2.4 in Section 2.2.2). A common criticism of IG feature
selection, however, is an intrinsic bias in favor of features with a broader range of values [52].
The next two techniques attempt to overcome this bias through some form of normalization
of IG.
Gain ratio (GR) feature selectors rank attributes by normalizing the information gain of
an attribute, IG(A), by its intrinsic value, IV (A) [64]. The intrinsic value of an attribute
represents how much information is needed to place an instance in a branch after splitting
on the attribute. For a set of examples, S, split by an attribute into i branches each of size
Si, the intrinsic value of A is given by
















The symmetric uncertainty (SU) between two attributes is a normalization of IG(A)
that always falls between 0 and 1. SU depends on the joint entropy, H(A|B), of an attribute
A with values ai (see Equation 2.3) and an attribute B with values bj. Joint entropy is









where p(ai|bj) is the conditional probability of value ai given value bj. A SU feature selector
ranks each attribute, A, by calculating its SU with respect to the class, C, according to






The feature selection method using linear correlation (Cor) ranks attributes by calculating
the Pearson coefficient of correlation, r, between each attribute, A, with values ai and the













where x̄ is the sample mean for the values of attribute X.
1R, short for ‘1-rule’, is an inexpensive rule learner that generates one simple rule for
each value of each attribute. The rule assigns each attribute-value pair the class value that
occurs most often for that pair. The classifier then calculates error rates over the whole set
for each rule and retains the rules with the lowest rates [124]. This simple algorithm can be
converted into a feature selection technique by summing the error rates for all rules created




This chapter presents an extensive survey of the literature pertaining to our work. The
first section reviews classification studies performed using periodicity searches, the second
section presents pulsar searches within single pulse search output, the third section compares
and contrasts several existing peak identification algorithms with our proposed technique,
RAPID, the fourth section reviews related work on machine learning with imbalanced data,
the fifth section presents work from high performance computing in astronomy, and the sixth
and final section reviews related work on semi-supervised learning.
3.1 Related Work on Periodicity Searches
Classification techniques in the literature for periodicity search candidates include both
automated heuristic approaches1 and machine learning approaches. As our focus is on ma-
chine learning, we only provide reviews of papers that use machine learning techniques
[41, 7, 137, 90, 84, 118, 10, 132, 49, 21, 128, 128]. The fact that these papers were all pub-
lished in the last ten years indicates that intelligent algorithms are the new standard for
pulsar classification.
In [41], the authors used artificial neural networks (ANNs) to automate pulsar detection
in the PMPS. They used a set of twelve features, including the pulse profile SNR, pulse profile
width, and χ2 values of fits to theoretically optimal curves. Their training set consisted of
1See [44, 67, 75].
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259 examples of known pulsars combined with 1,625 non-pulsar examples of noise or RFI.
Their model led to the discovery of one pulsar.
ANNs were also used in [7] to classify candidates. The authors expanded the input
features from [67] and [41] to include χ2 values for fits of the pulse profile to Gaussians
and sinusoids, and profile histogram tests. Their resulting ANN was able to detect 85% of
pulsars in controlled tests with data from the HTRU survey. It was further found that the
ANN’s classifications depended on the training data used, leading them to recommend a
representative sample of pulsars to increase the accuracy of the learner. This work resulted
in the discovery of 75 pulsars.
The Pulsar Image-based Classification System (PICS) was developed as an artificial intel-
ligence program to identify pulsars using image recognition algorithms [137] . PICS consisted
of two layers and was designed to emulate a human expert’s visual identification process.
The first layer is a group of trained image learners (ANNs, convolutional neural networks
(CNNs), and support vector machines (SVMs)) which examine and score candidate subplots.
These scores are combined using a logistic regression model to minimize classification errors
in the training data. The PICS AI system was tested on the Green Bank North Celestial Cap
pulsar survey and is currently integrated with the PALFA survey, where it has discovered
six pulsars.
Classification results from a pulsar ranking system called Straight-forward Pulsar Iden-
tification using Neural Networks (SPINN) was presented in [90]. SPINN uses a customized
ANN trained on 1,196 observations of pulsars from the HTRU all-sky pulsar survey combined
with 90,000 randomly selected negative observations. They were able to correctly classify all
known observations of pulsars in the HTRU data while reducing the number of candidates
requiring manual inspection by several orders of magnitude. This system was responsible for
the discovery of four pulsars.
Candidate selection for LOTAAS was performed by using a purpose-built tree-based
machine learning classifier, the Gaussian Hellinger Very Fast Decision Tree (GH-VFDT)
[84]. In general, VFDTs are used when training data cannot fit into main memory and needs
to be faster than sequential disk scanning of data sets from a hard disk drive, such as in
very fast incoming data streams. The authors also used a new set of features for describing
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candidates that were selected to maximize the separation between candidates arising from
noise and those of probable astrophysical origin, and be as survey-independent as possible.
They performed a comparison of GH-VFDT to four classifiers implemented by Weka (J48,
MPN, NB, and SMO) using data from LOTAAS and both HTRU surveys achieving relatively
high recalls (0.928, 0.829, 0.789) and low FPRs (0.005, 0.008, 0.001).
In [118], the authors implemented several improvements to the machine learning classifier
used by LOTAAS. The improvements consisted of: introducing a third RFI class and new
features, train on pulsars missed by other algorithms, and using an ensemble decision tree
classifier. They achieved improvements on recall (0.987) with reduced FPRs (0.005).
In [10], the authors evaluated four unaltered algorithms: an ANN (MPN), and three
boosting algorithms (Adaboost, Gradient Boosting Classifier, XGBoost), all implemented in
the Python package SciKits 2. They performed supervised machine learning experiments by
extracting six features from HTRU candidates and treating their training data sets using
SMOTE. They repeated their experiments 20 times using 5-fold cross validation and achieved
extremely high recalls for all algorithms (> 0.995).
A small, fully labeled subset of the HTRU candidates (1,196 positive examples and 89,996
negative examples) were used to test a CNN in [132]. The authors used the CNN to perform
“feature engineering”, i.e., allowing the algorithm to perform feature selection directly from
the data. To accomplish this, they normalized the data and used an ANN to select features
by performing multiple classification trials using one feature only, ranking the classifiers by
accuracy, and selecting the highest ranking features. They trained their final model on data
balanced by oversampling using 10-fold cross validation and reported a recall of 0.94 and
F-Measure of 0.92. We suspect that the model may suffer from overfitting, due to our own
results with oversampled training sets presented in Section 5.4.2.
Another attempted image recognition solution with periodicity plots can be found in [49].
The authors recognized that Deep CNNs (DCNN) have problems trying to classify pulsars
due to limited training samples. To solve these problems, they proposed Deep Convolutional
Generative Adversarial Networks (DCGAN) with SVMs. DCGAN dealt with class imbal-
ance by generating positive samples by treating the problem as two player competitive game
2See https://www.scipy.org/scikits.html.
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between a discriminator, and a generator. The discriminator tried to predict the correct la-
bel of an input sample (real or generated), while the generator tried to create samples which
cannot be correctly classified by the discriminator. They tested DCGAN on a fully labeled
subset of the PMPS data (2,000 positive examples, 2,000 negative examples, 20,000 RFI ex-
amples) and the same subset of HTRU data as [132]. They initially train the classifier with
an equal number of pulsar non-pulsar samples. After the initial training, the generator cre-
ated samples similar to actual samples and the discriminator predicted the probability that
the generated samples came from the real data set. The activation values of the discrimina-
tor’s max-pooled middle layer were used as “deep features” for classification by a final SVM.
Their DCGAN, SVM combination achieved great results, with F-Measure/Recall values for
the HTRU data (0.963/0.96) and the PMPS data (0.889/0.895).
A recent work compared logistic regression, RandomForest, and Knn on the Southern
HTRU survey data [21]. Their results showed that the RandomForest classifier using eight
features to characterize a periodicity search candidate exhibited the best F-Measure (0.886).
Finally, in the most recent work reviewed, the authors proposed a non-parametric Pseudo-
Nearest Centroid Neighbour Classification (PNCN) algorithm for periodicity candidate clas-
sification [128]. They quantified the harmfulness of class imbalance problem by using “scatter
matrices” to determine within-class scatter and between-class scatter and used the results
to describe the degree of “overlapping” of the class instances. The results were then used to
inform the training of subsequent algorithms. If the measured class imbalance was consid-
ered harmful, then they would use an imbalance treatment to counteract it. They claimed
that their algorithm boosted performance over regular Knn because Knn suffers from sen-
sitivity to sparse, imbalanced, noisy data. They tested PNCN on LOTAAS and Northern
HTRU data using eight features and 5-fold cross validation. The experiments resulted in
high F-Measures for the LOTAAS data (0.874) and the HTRU data (0.874).
3.2 Related Work on Single Pulse Searches
The first theoretical framework for performing single pulse searches to detect fast radio
transient signals was presented in [29]. The authors’ proposed automated detection approach
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first removed the baseline from the dedispersed data, then utilized an N-sample boxcar filter
to detect significant events, which they plotted for manual inspection. They also explored
a range of widths by adding a number of adjacent samples, smoothing the data, and then
searching for single bright pulses. To avoid bias towards very strong individual pulses, they
removed the brightest pulses in the first pass, then searched again. They recorded the DM,
the arrival time of the pulse relative to the start of the observation, and the SNR for each
pulse subsequently detected. The methodology presented by this work was adopted, in one
form or another, in each of the following papers.
In [32], the authors presented results from radio transient searches using data from the
PALFA survey. They performed matched filtering similar to [29], but with a more sophisti-
cated RFI excision scheme. Their search was customized to remove two types of RFI: RFI
from radar unique to Arecibo (from the San Juan airport), and RFI simultaneously detected
in several beams. They also used a friends-of-friends clustering algorithm, which formed
the initial clusters by searching for events above a given SNR threshold, then added to the
clusters by including adjacent samples above a given threshold. The brightest sample of a
cluster was recorded as the cluster amplitude and the number of samples as the width. This
search was less sensitive to weak, narrow pulses but resulted in a significant reduction of RFI
events and resulted in seven pulsar discoveries.
A re-analysis of the PMPS data which discovered ten RRATs was performed in [65],
suggesting that the population of transient radio-emitting neutron stars may be larger than
initial predictions. The authors searched for bright single pulses using matched filtering,
as did [29]. To eliminate RFI, they used the “zero-DM filter”, developed by [40], and also
removed multi-beam events from consideration, as in [32]. They produced diagnostic plots
for manual inspection and classification.
The authors in [20] presented the initial results for an examination of the HTRU survey
using similar search techniques. They stored parameter values in a database, which was then
queried to see if events have more than two members and peak at a DM over 1.5 pc cm−3. If
so, summary plots were created of the events for manual assessment. Their efforts resulted
in eleven discoveries of sparsely emitting neutron stars.
Using an iterative process to extract individual pulses, the authors in [108] detected sev-
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eral single pulse events, some of which were repetitive, in a search of the Andromeda Galaxy
and its satellites with the Westerbork Synthesis Radio Telescope. The authors searched for
single events with SNR ¿ 7.0 or multiple, fainter pulses repeated for a single DM.
A search for RRATs in data from the GBT350Drift data was presented in [62]. After
applying similar filtering techniques, the authors grouped the data according to their relative
positions in the DM vs time space and divided each group into five bins. The neighboring
bins were then checked to see if the maximum SNR in each one was monotonically decreasing
and created diagnostic plots for manual inspection. This work resulted in the discovery of
eighteen RRATs.
The papers presented above all include automated search techniques using heuristics,
e.g. sifting candidates by known SNR or DM thresholds. Our work differs from the litera-
ture by not relying on heuristic thresholds to identify peaks, and by using supervised and
unsupervised machine learning to develop intelligent classifiers.
3.3 Related Work on Peak Identification
Peak or trough identification is a common problem in many fields that require signal
processing. Many different techniques have been proposed to solve this problem, ranging from
general solutions to solutions highly specific to particular fields. In this section, we briefly
discuss several existing peak identification approaches and describe why a new technique
was required to identify peaks in single pulse search candidates.
A common approach for identifying peaks in time series data is to detect local maxima
by noting sign changes in the slopes between a single point and its immediate neighbors.
A major problem for this, and all peak detection algorithms, is their sensitivity to noise.
Another popular solution is to first smooth the data with some sort of filter and then fit a
given function to it [96].
In mass spectroscopy, peaks have specific shapes. Taking advantage of this fact, a pattern
matching algorithm was developed in [39] using continuous wavelet transforms (CWTs).
The basic shape of the peak was assigned to the wavelet function, which was in turn used
to compute an array of CWT coefficients according to multiple scales. Peaks were then
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identified as “ridges” formed in the wavelet space.
In [54], the authors proposed an algorithm to detect peaks and troughs based on momen-
tum. The “momentum” was found by taking the product of the value of a data point and
the rate of change at that point. A theoretical ball was then “rolled” from a known peak.
As the ball descended the peak, its momentum increased and then decreased as it climbed
another peak. When the momentum reached zero, the ball was considered to have come
to rest and that point was declared a new peak. Momentum changes were also affected by
Newton-esque laws of motion, such as an analogue to friction.
In astrophysics, several burst detection algorithms have been proposed to identify gamma-
ray bursts (GRBs). The Li-Fenimore algorithm (LFA) operated by binning the data and then
labeling as a candidate peak each bin that had more counts than its immediate neighbors
[77]. A search was then conducted for each candidate peak to determine if the counts for
non-immediate neighbors (more than one bin away) continued to diminish according to a
given formula.
The authors in [139] proposed a burst detection algorithm to identify GRBs in real
time. Their algorithm relied on wavelets by introducing a new data structure called the
shifted wavelet tree (SWT), which was used to organize wavelet coefficients and additional
information about the window by resolutions and time scales. The elastic window was
created by automatically scanning different time resolutions and sizes and determining the
window size accordingly.
In [48], the authors developed MEPSA, an algorithm similar to LFA that also used
binning and the counts of signals in each bin to detect GRBs. MEPSA utilized 39 user-
defined patterns to help peak identification. For each bin, the adjacent bins were searched to
see if they fit any of the different patterns. MEPSA was more reliable than LFA, but came
with an added overhead of 39 separate pattern comparisons for each possible peak.
We created RAPID because machine learning for DPGs and single pulses has several
requirements, and none of the algorithms listed above satisfied all of these requirements.
First, identifying the peak alone is not sufficient; pertinent features must be extracted which
include the shape and number of pulses in the range of the DPG, from beginning, to peak,
to end. This necessitates that any detection routine be capable of identifying more than just
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local maxima in the data. Second, focusing on single values and ignoring local trends could
overlook peaks in the data. Third, not all pulsar candidates have a set width or height and
are often very faint or buried in noise. Finally, due to the large quantity of radio data to be
examined, the algorithm used for detecting pulsar candidates must be simple and efficient,
ideally making only one pass through the data.
3.4 Related Work on Imbalanced Data
Imbalanced data sets have a tendency to cause problems with supervised machine learning
algorithms. The works presented in this section attempt to solve those problems with various
techniques of restoring the balance to imbalanced data sets. Their results weighed in on our
decisions concerning handling the imbalance inherent in our data.
The authors in [116] introduced three cost-sensitive, boosting algorithms into the Ad-
aBoost framework to place higher importance on identification of selected underrepresented
classes. They provide some specific solutions for dealing with unbalanced data, including
fine-tuning parameters for learners, applying cost-sensitive weights to learners by building
in penalties for misclassification, and randomly oversampling the minority class for training.
They experimented with several of these techniques and were able to achieve very high recall
values, but with low precision.
For training decision tree learners on unbalanced data, [26] suggested that common split-
ting criteria for making decisions in tree learners, could be replaced with a criterion less
sensitive to skewed class distributions. They offered the “Hellinger distance”, a measure of
divergence between class distributions, as a skew-insensitive alternative for finding decision
tree splits. They compared splitting decision trees using the Hellinger distance (HDDT)
to the standard tree algorithms C4.5, and classification and regression trees (CART), [16],
as well as to “DKM trees” [36]. The results showed HDDT and DKM produced superior
decision trees when trained on skewed data, however, they also demonstrated that sampling
improved results for C4.5 and CART, but not DKM or HDDDT.
Finally, [95] proposed evolutionary, online rule learners that genetically evolved a single
set of rules called Learning Classifier Systems (LCS). The first LCS presented, XCS, is unsu-
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pervised and used customized quality estimators, an iterative performance component, and
a genetic search component, i.e., offspring rules were introduced based on crossover between
parents and random mutations. They also described UCS, which is a supervised learning
alteration to XCS that made use of evolutionary pressure to develop complete, consistent,
and minimally representative rules. They performed experimentation to compare these algo-
rithms to decision trees (C4.5), support vector machines (SVM), and instance-based learners
(IBk) which showed that LCSs performed well when their parameters were properly tuned.
The experiments were repeated using the resampling techniques of oversampling, undersam-
pling, SMOTE (see Section 4.4.2), and CSMOTE (a clustered implementation of SMOTE).
The results showed that resampling techniques generally improved results for all learners,
and specifically using oversampling and SMOTE with C4.5 trees provided better classifiers
than other techniques.
3.5 Related Work on High Performance Computing
Many recent works have applied data analytics to classification problems from radio
astronomy (see [34, 97] for more detail). While execution performance for scientific appli-
cations with Big Data has been considered in other areas (see [2, 3, 30, 102]), most of the
literature from radio astronomy, including our previous work, is focused on classification
performance with no consideration of execution performance. In other areas of astronomy,
however, several recent papers have attempted high performance computing solutions.
A set of Python extensions for exploratory data analysis in astronomy called Pydron
was presented in [91]. Recognizing that scalable computing solutions to science problems
are complex and have a steep learning curve, the purpose of Pydron was to automatically
parallelize code chunks for cloud computing based on a data flow graph, making scalability
accessible to scientists. In a data reduction experiment involving optical image source detec-
tion and measurement, Pydron reduced execution time from more than four hours to under
three minutes.
The authors in [55] approached the problem of requiring experts to review candidates by
proposing two principal components: 1) a processing pipeline for extracting and cataloging
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the metadata for candidate events, and 2) an interactive, Web-based data portal to facilitate
collaborative review and classification of these event candidates. Their solution relied on
Apache Object-Oriented Data Technology for data integration and used Apache Solr for
rapid querying, subsetting, and searching of the data sets.
In [46], the authors treated the simulation of small solar system bodies as an N-body
problem using fine-grained multithreading. Since many asteroids and comets are clumps
of small particles, they proposed a fully parallel, shared-memory algorithm for dense self-
gravitating agglomerates. Their algorithm was a combination of related algorithms and
substituted a smooth fitting function for the exact value of gravitational potential, used
hierarchical grouping to speedup computation on grid nodes, and divided space into a regular
and static grid. To achieve high performance, they performed domain decomposition by
dividing the application data into disjoint sets and processing it in parallel, and functional
decomposition through the parallel execution of functional units that performed different
control tasks. Domain decomposition was accomplished with master-slave communications
using shared memory to reduce the communication cost. They evaluated their parallel
implementation on multicore machines, with promising results.
A parallel implementation of the k-means clustering algorithm called Para-Heap-k was
presented in [58]. To evaluate their extension of k-means to a parallel architecture, they
simulated a galaxy with one million stars in a synthetic star survey and attempted to cluster
the bulge, thick disk, and thin disk. To reduce the amount of data processed at each iteration,
Para-Heap-k stored cluster centroids and associated points in heaps so that points closer to
the centroid are higher in the heap. They also enforced a restraint to keep far away points
at the bottom, and only consider leaf nodes when performing calculations. As the heap is
updated, data not in the leaves may get pushed down to a leaf.
It appears that the only work to account for execution performance in radio astronomy
applications was presented in [134], which used Apache Spark to develop a toolkit called Kira
SE to parallelize source extraction for astronomy image processing. Through several exper-
iments processing a 1 TB dataset show that the distributed version of Kira SE significantly
outperformed a version coded in C and that a distributed Apache Spark platform on the
Amazon cloud is a competitive alternative to using supercomputers. Our approach differs
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from [134] by being more “white box”, i.e., we address specific performance bottlenecks in
the process of candidate identification and classification.
3.6 Related Work on Random Forests
The RandomForest ensemble tree learning algorithm (briefly described in Section2.2.2)
was first introduced by Breiman in 2001 [18]. Based on our favorable results achieved with
RandomForests on radio astronomy data, the culmination of this dissertation proposes a
novel, distributed RandomForest algorithm. This section presents a review of RandomForest-
based algorithms from the literature in chronological order. For an excellent survey of
RandomForests in work published before 2014, see [140, 11].
Enriched RandomForests, proposed in [4], focused on reducing the number of trees whose
nodes use non-informative features by using weighted random sampling with weights tilted
toward informative features. The algorithm was designed for data with many non-informative
features, specifically genetic data and calculated weights for features by scoring each gene
via a two-sample t-test, using the q-value. The authors chose the q-value because it provides
false discovery rate (FDR)-adjusted measures of significance for the features, over the p-
value, which provides expected false positive rate. The algorithm was tested using eight
public genetic databases and had significantly less Out of Bag Error when compared to a
standard RandomForest implementation.
The authors in [9] proposed Dynamic Random Forests, which attempted to create trees
that are as complementary as possible, instead of the independent trees of the standard
implementation. They based their idea on previous work that showed there was always one
subset of a RandomForest that significantly outperformed the initial when the number of
trees is large (they used 200). The proposed algorithm utilized both bagging and boosting
to create complementary trees. The algorithm operated as follows: first, a certain number
of instances were randomly sampled with replacement from the training set to create a
decision tree (bagging). Second, the training data was weighted according to the previous
tree’s performance on the out of bag samples, with poorly classified instances receiving
heavier weights (boosting). As the process was repeated, each new tree trained on the
CHAPTER 3. RELATED WORK 41
data “missed” (heaviest weights) by most other trees. The reason for this choice was to
keep using the two efficient randomization processes, i.e., bagging and Random Feature
Selection, of Breiman’s RandomForest, while improving prediction accuracy by using the
adaptive resampling principle of boosting. The authors evaluated Dynamic RandomForests
on twenty data sets and had lower error rates than the standard RandomForest for nineteen
of them.
Weighted RandomForests were proposed in [123] for data sets with high dimensionality,
such as those found in genetics. These forests incorporate tree-level weights to emphasize
more accurate trees in predictions rather than using simple majority voting. While their
particular weighting scheme did not show significant improvements over a traditional Ran-
domForest on several real-world genetics problems, many other weighted-voting schemes are
possible and may show promise. Our proposed new distributed, semi-supervised algorithm
also uses the intuition that selecting trees that perform well may improve ensemble perfor-
mance.
Alternating Decision Forests, proposed in [113], treated the training of Random Forests as
a global loss minimization problem. During training, the losses were minimized via keeping
an adaptive weight distribution over the training samples, a form of boosting. Alternating
Decision Forests kept a weight distribution for all training instances in each iteration which
would be updated, such that “easy” samples are down-weighted and “hard” samples are
assigned heavier weights. This allowed the model to emphasize training on misclassified
instances (boosting). Evaluation on five common data sets yielded better results than the
standard RandomForest.
In [71], the authors proposed a computationally lightweight approximation model based
on probability theory for feature selection frequency in RandomForests to control false posi-
tive rates. They used their model to determine the splitting threshold between relevant and
non-relevant features in a “principled way”. They described two general training strategies:
1) randomly choose a new subset of features from the entire feature set at every node, inde-
pendently from the others (which is the most common strategy), or 2) independently choose
a random feature subset for each tree, but use the same subset to train all the nodes within
the tree. Evaluation on 100 generated data sets showed that the model could “accurately
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capture the behavior of selection frequency”.
The authors in [115] noted that the original RandomForest has two major drawbacks: 1)
the heuristic learning rule does not effectively minimize the global training loss, and 2) the
model size is usually too large for many real applications. They proposed two techniques to
remedy this, global refinement and global pruning. Global refinement jointly relearns the leaf
nodes of all trees under a global objective function so that the complementary information
between multiple trees is well exploited, enhancing fitting power. Global pruning indepen-
dently merges leaf nodes of individual trees using global optimization. Their experiments
showed the refined model had better performance with a smaller memory footprint.
In addition to Info Gain or Gini Impurity, several other authors proposed alternative
methods for the problem of selecting meaningful split points for RandomForests. The au-
thors in [33] proposed a Regularized RandomForest algorithm, which penalized selecting a
new feature for splitting when its gain was similar to the features used in previous splits. Re-
inforcement Learning Trees, proposed in [136], to split on the feature that brings the greatest
future improvement in later splits, rather than choosing the one with largest marginal effect
from the immediate split.
A parallel distributed implementation of RandomForests for Big Data using Apache Spark
was proposed in [25]. This approach incorporated four major improvements: 1) data-parallel
optimization of the training set, 2) task-parallel optimization, 3) dimension reduction, and
4) weighted voting. For their data-parallel optimization, they split the data up among the
nodes in the cluster by column (features) instead of by row (instances), a strategy they call
“vertical partitioning”. They also performed data multiplexing, a modification to traditional
sampling. Data multiplexing involved making a separate table containing sampling indices
for all sample sets, i.e., each row of the table gives the randomly selected indices of instances
for one sample of the training data. Then each slave receives the table and a single feature
subset (vertical partition from above) and calculates the Gain Ratio of its feature for the
instances contained by each of the samples. To achieve task parallel optimization, they
parallelized the training process by splitting it into gain-ratio-computing and node-splitting
tasks, then scheduling those tasks in parallel. Dimension reduction was performed during
training and accomplished by calculating the Gain Ratio for each feature, sorting the features
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in descending order, and keeping the top features along with several additional randomly
selected features. Finally, they implemented weighted voting during the prediction phase
by weighting the votes of each tree in the forest by its classification accuracy on the testing
data3. Their results compared to other RandomForest parallel implementations showed
comparable classification performance with much better execution performance, including
slower-increasing run times as data size increased, speedups of up to 85 times for many
nodes on some data sets, constant training set sizes (others increased linearly), and a slow,
linear increase in shuffle writes (others were exponential).
The most recent and last of the reviewed works both come from the astronomy domain.
Probabilistic RandomForests, proposed in [106], attempted to take into account uncertainties
in feature values as well as in assigned classes (i.e., labels) by treating the features and
labels as probability distribution functions instead of deterministic values. In a traditional
RandomForest, a new instance has a single trajectory through a tree according to the binary
criteria in the different nodes. In an ideal Probabilistic RandomForest, an instance would
propagate through all branches, with probabilities calculated and stored along the way. This
is unrealistic to implement computationally, so the authors proposed an approximate version
where an instance is propagated through every branch until its probability drops below a
set threshold. This results in the algorithm taking only the high probability branches into
account, reducing the runtime. Their results showed that this new algorithm outperformed
the traditional RandomForest when noise was injected into data sets.
Finally, in [133], the authors used spectroscopic and photometric data to train modified
RandomForest classifiers to detect a rare star type. They addressed the imbalance problem in
the data by using cost sensitivity. Their implementation was an alteration of the standard
SciKit implementation with costs adjusted according to class representation in the data,
meaning that they weighted the importance of instances inversely by the frequency of their
class value. This method achieved very promising results on data from the Sloan Digital Sky
Survey.
3Performing weighted voting in this manner, in our opinion, should exhibit a tendency to overfit the
testing data. The weights should be calculated on the training, not the testing data.
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3.7 Related Work on Semi-Supervised Learning
The main focus of our work with semi-supervised learning algorithms focuses on co-
training and self-learning. The difference between co-training and self-learning, as described
in Section 2.2.3, occurs during the labeling phase of each iteration. In co-training, one
classifier is used to label training data that will be used by another classifier, while in a self-
training scenario a classifier adds the instances it labels into its own training set. This section
contains a review of several works from the literature related to our work with co-training and
self-training algorithms, followed by a brief section describing works with semi-supervised
decision trees and their applications in radio astronomy.
3.7.1 Co-Training
The original co-training paper split the problem of web page classification into two views:
1) words on the web page and 2) words on the pages linking to the web page [13]. The
authors trained two text-based Näıve Bayes classifiers, one on each view, and then used their
predictions on unlabeled data to enlarge the training sets for each other. They randomly
selected unlabeled instances for each classifier and only the most confident positive and
negative predictions were added to training sets, in a ratio consistent to the class distribution.
In tests on 1,051 web pages from four universities with 22% positive examples, the co-training
classifiers had lower error rates compared to Näıve Bayes trained on only twelve labeled
instances.
In [93], the authors further examined the co-training algorithm from [13]. In additional
experiments, the showed that co-training classifiers which leveraged a natural, independent
feature split outperformed ones that did not. Their classifier performed better than an
expectation maximization classifier with only six labeled instances. They further showed
that when a natural split does not exist in the data, algorithms that manufactured a split
outperformed algorithms not using a split at all, however, their results in this area were not
very good, with error rates around 30%.
The authors in [80] provided methods of empirically verifying whether a data set violates
the two basic assumptions of co-training, i.e., the two views of the data are independent given
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the class and sufficient on their own to perform classification. While these assumptions can
sometimes be verified by domain knowledge, they provide empirical methods using 10-fold
cross validation of the two views to evaluate sufficiency and independence. They also stated
that success will be limited for any standard two-view co-training classifier on most real-world
data sets with single views.
Self-Paced Co-Training was proposed in [85] to counter problems the authors saw with
the independence and sufficiency assumptions in existing co-training theory. They described
self-paced training in general as an evolution of curriculum learning, where a model is learned
by gradually including more complex samples during training to increase the entropy of train-
ing samples [8]. Self-paced learning embeds curriculum design as a regularization term into
the learning objective [72]. Their Self-Paced Co-Training classifier worked iteratively by
weighting and updating weights which determined the importance of two views in classi-
fication. They evaluated their classifier on six text classification data sets with 14 – 50%
labeled instances and compared against six other semi-supervised learning methods, includ-
ing self-training and standard co-training. The results showed that Self-Paced Co-Training
outperformed all other classifiers using accuracy as the only metric (0.8644 Accuracy, 0.02
better than standard co-training).
Co-training for INductive Semi-supervised multi-label learning (COINs), proposed in
[131], was an attempt to make inductive semi-supervised learning classifiers for multi-label
learning. Multi-label learning is when one instance can belong to multiple classes, i.e.,
have multiple labels. In each co-training round, COINS attempted to maximize the diver-
sity between the induced classifiers and then iteratively communicated the pairwise ranking
predicitons of either classifier on unlabeled instances for model refinement. COINs communi-
cates only the single predicted, most relevant label and the single predicted, most irrelevant
label between two classifiers. In an experimental evaluation on ten benchmark multi-label
data sets using, COINs performed favorably.
The authors in [57] proposed a semi-supervised classifier based on improved co-training,
which effectively utilized labeled data and unlabeled data to improve classification perfor-
mance when applied to image recognition in polarimetric synthetic aperture radar, where
supervised and unsupervised classification are prevalent. They further introduced a novel
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sample selection scheme is designed, which selected high confidence samples to enlarge the
training set and improve the co-training process in two stages. The first stage, pre-selection,
narrowed the data to only pick from highly reliable subsets of the unlabeled data. They
made two assumptions when selecting samples: 1) that the unlabeled data had local consis-
tency (the same areas were labeled the same way), and 2) a “similarity hypothesis”, stating
that regions with high similarity should have the same label. For the second stage, sample
selection during co-training, they introduced the “worst case classification rate”, an indi-
rect analysis strategy to analyze the independence between two views by performing feature
extraction on coherency matrices of polarimetric features. They evaluated independence of
the views with Spearman’s rho correlation coefficient, the double-fault measure (percent of
cases misclassified by both classifiers), a disagreement measure (ratio of observations where
one classifier is correct and the other is incorrect), and McNemar’s Statistic. They also
proposed a new post-processing method to reduce “speckle noise” inherent to their data
domain and improve the consistency of classification results. When testing for sufficiency
and independence of the two views, they recommended: classification accuracy greater than
0.5, disagreement greater than 0.3, and correlation of predictions less than 0.5.
The authors in [126] noted a problem with traditional co-training: “selection of sam-
ples in existing co-training methods is based on a predetermined policy, which ignores the
sampling bias between the unlabeled and the labeled subsets, and fails to explore the data
space.” Basically, they claimed that randomly sampling the unlabeled data results in a high
sampling bias shift toward the unlabeled data and selecting only high-confidence examples
will contribute little for boundary instance discrimination. To overcome this problem, they
introduced Reinforced Co-Training, which applied Q-learning to learn an inclusion policy
from a smaller labeled subset of the data, which is then applied to the co-training. They
used a Q-agent (a form of multi-layer perceptron network) to select high-quality, unlabeled
subsets for training by reinforcing the agent with performance-driven rewards and then orga-
nized the unlabeled data set by partitioning according to Jaccard similarity. This approach
was designed for and applied to Natural Language Processing, where the two views are the
headlines and content of articles. They evaluated this method on two data sets against
eight other semi-supervised learning implementations, and the results showed that their Re-
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inforced Co-Training classifier performed the best. However, they noted that their results
indicated a serious gap between semi-supervised methods and supervised methods.
Multi-label co-training (as in [131]) was revisited by the authors in [129]. They attempted
to address two issues: 1) class imbalance in multi-label data sets by computing label corre-
lations, and 2) communicating more than one label and its confidence between cooperating
classifiers. They performed evaluation of their method using four data sets with 10% of the
training set randomly selected to include labels, repeated ten times.
3.7.2 Self-Training Random Forests
Co-Forest, proposed in [78], blurred the line between self-training and co-training by
applying co-training to RandomForests. The authors noted that confidence estimation for
newly labeled instances is a crucial step for co-training and offered a new algorithm that did
not depend on predetermining two sufficient and independent views of the data. The three
main differences between their algorithm and standard co-training were: 1) they used ensem-
bles of trees as their different classifiers, 2) prediction confidence estimation was determined
by a “concomitant ensemble”, which consists of the classifiers NOT used to assign the pre-
diction in question, and 3) they attempted to reduce the negative effect of large amounts of
artificial labels by weighting their instances based on the predictive confidence calculated by
the concomitant ensemble. They validated this approach on nine common data sets against
RandomTree, RandomForest, SVM and AdaBoost classifiers by treating 80%, 60%, 40%,
and 20% of the data as unlabeled. Overall, the Co=-Forest showed an average improvement
in error rates of 11.5% - 14.2%, which increased as more of the data was unlabeled.
Semi-Supervised RandomForests were proposed in [76]. The authors noted that Random-
Forests are good candidates for semi-supervised learning due to their ease of parallelization,
speed, ability to handle multiclass problems, and insensitivity to label noise. Individual
trees in the forest, however, should be as diverse as possible, which can be an obstacle for
semi-supervised learning, since the trees must come to an agreement on unlabeled data for
transductive learning. The problem with making semi-supervised learning RandomForests
is that RandomForests do not benefit from the traditional, regularized loss functions com-
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mon with semi-supervised learning trees because the regularization destroys the diversity.
Their proposed Semi-Supervised RandomForests attempted to maximize the margin of the
RandomForest over the unlabeled samples, treating the scoring and training of the Ran-
domForest as an optimization problem. They used Deterministic Annealing (which has
randomness built in to maintain diversity among the trees) to maximize the multiclass mar-
gin for the unlabeled data. To evaluate performance, they randomly partitioned fully labeled
data sets by ten repetitions of treating 5% as labeled and 95% as unlabeled and reporting
average classification accuracy. Their algorithm performed slightly better than four others
in comparison, but was slower in serial form. However, when the code was parallelized to
run on a GPU, it was three times faster than its serial form.
minSemi-RandomForest was proposed for classification in the educational outcomes do-
main in [22]. The classifier used three trees and operated according to a simple, self-training
algorithm. In iterations, it trained a RandomForest with three trees on the labeled set,
keeping the classifier if it had a better error rate. Then, if the unlabeled set was not empty,
for each unlabeled instance the classifier would redict a label, score the prediction, and add it
to the labeled set if the confidence was high enough. Experimental results showed improved
accuracy over RandomForest, Self-Training C4.5, Tri-training, and Co-forest.
3.7.3 Semi-Supervised Algorithms in Astronomy
Semi-supervised learning is a machine learning technique that aims to make accurate
predictions on unseen data by learning patterns from partially labeled training sets. Since
labeling instances for pulsar candidate classification is expensive, semi-supervised learning
is a promising direction for radio astronomy. The first three papers, [37, 79, 127], provide
background for understanding the work in [83, 60, 19], which performs classification of radio
pulsar candidates. The final paper ([86]) uses semi-supervised learning for radio galaxy image
classification.
In [37], the authors defined the Hoeffding tree for making VFDTs with streaming data.
They prove that, given enough examples, the Hoeffding tree was nearly identical to a batch
learner. In a VFDT, the first examples from the stream were used to determine the root
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attribute at each node, with further examples being passed down to the leaves. The Hoeffding
bound was used to determine how many examples are necessary to determine a node because
it is conservative and independent of the true probability distribution generating the data.
The VFDT is versatile, as it can be used with any split evaluation function (InfoGain, Gini
coeffeicient, etc.).
The authors in [79] developed puuCVFDT, building on the framework provided by
concept-drifting VFDTs (CVFDT) but using only positively labeled and unlabeled sam-
ples. CVFDTs for data streams work by recursively replacing all leaves with decision nodes,
storing summary statistics in the leaves, and then assigning new data to tree nodes and
updating the statistics incrementally. In puuCVFDT, the unlabeled examples are used to
estimate negative class conditional probabilities. They showed that puuCVFDT works with
uncertain numerical or categorical attributes and performed well in experiments on synthetic
and real-life data sets even with 90% unlabeled data. Results for puuCVFDT varied insignif-
icantly from the fully labeled CVFDT version, but some problems remained. For example,
uncertain attribute values are represented by probability distribution functions over ranges,
so assigning uncertain samples to tree nodes is problematic. Additionally, it is unrealistic to
store all of the samples for multiple scans when building the decision tree, and the Hoeffding
bounds cannot be computed in a straightforward way for uncertain data.
In [127], the authors proposed SUN, a semi-supervised classification algorithm with unla-
beled data. SUN used the clustering algorithm k-modes to produce concept clusters at leaves
in an incremental decision tree (IDT). They showed that it worked well with up to 90% un-
labeled data and could detect concept drift (from noise) by examining deviations between
historical and new concepts with a bottom up search. Their experiments used both artificial
data and real-world online shopping data from Yahoo. They introduced concept drift rate
learning, where the drift rate is the probability that two successive concepts disagree on a
random sample. Higher drift rates imply higher error rates, so SUN used information from
labeled data to supervise the labeling of relevant unlabeled data based on an IDT, and used
clusters generated to track potential concept drifts according to the deviation between new
and historical concept clusters. Using error rate and prediction accuracy as performance
measures, they compared the performance of SUN to semi-supervised learning decision trees
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CDRDTM, CVFDT, and BagBest. Results showed that SUN had the lowest error rates for
classifications and beat out most of the other tested algorithms at detecting concept drifts.
The authors in [83] treated the selection of candidate signals from the SKA pipeline as
a binary class stream problem with several challenges: 1) the imbalanced class distribution,
2) RFI changes over time, which they call non-stationarity, and 3) the raw data is unlabeled
and cannot reasonably be labeled fast enough. For these reasons, processing needs to be
performed in real time. They used the MOA stream mining framework to experiment with
Hoeffding trees, which are not intended for unlabeled data. They tried learning only from
the stream and pre-training the tree before going online using data from the HTRU sur-
vey. They distinguished twenty-two numerical attributes and pre-trained with 1,611 positive
and 2,593 negative examples that were randomly sampled for imbalance levels. They com-
pared their classifier to Näıve Bayes, SVM, and C4.5 and tested the four classifiers in static
and streaming scenarios. Results showed that recall suffered when facing heavy imbalance,
making it unsuitable for solving the candidate selection problem. When pre-training their
classifier, their best results by (labeled % / F-Measure) were: 0% / 0.57, 50% / 0.77, 75% /
0.75, and 100% / 0.75.
Three main areas concerning big data processing were addressed in [60]: 1) using lower-
power digital processing architectures to make high volume data generation operationally
affordable, 2) applying data-adaptive machine learning algorithms for real-time analysis (or
“data triage”) of large data volumes, and 3) detecting fast radio transient signals in high-rate
data streams, including known signals and those that deviate from a standard dispersed-pulse
profile. They proposed scalable data archive systems that allow efficient data mining and
remote users to run code locally where the data is stored. They introduced the V-FASTR
system, which used data from the VLBA, with multiple stations. V-FASTR works by showing
separation boundaries for transients, RFI, and noise based on plots of intensity from two
widely separated stations, one per axis. They gave a comparison plot of detections vs false
positives for semi-supervised, unsupervised, single class SVM, and dedisperion alone. In
the plot, the semi-supervised and unsupervised learners have perfect recall with remarkably
bad precision, (0.075 and 0.048, respectively). V-FASTR also used a kurtosis filter for RFI
filtering before dedispersion, and filters RFI in a parallel pipeline by injecting known pseudo-
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transients and seeing how many telescopes they mask to ensure that the RFI at one station
does not dominate the combined sum over all stations [19]. All detections are reviewed
by humans through a web portal, and out of the over 150,000 detections generated by the
system, less than 10,000 required manual inspection. The system used machine learning
with sixteen features, with a multiclass random forest classifier with one class for pulsars
and three for types of RFI. They had 7,130 labeled instances, and manually inspect only the
top 10% of pulsar classifications. The classifier is retrained every day on the human-updated
set of labeled examples.
Finally, in [86], the authors classified radio galaxy images into three classes by morphol-
ogy. To accomplish this, they proposed a customized deep convolutional neural network,
VGG-X, that performed semisupervised learning in two stages, pre-training and fine-tuning.
For pre-training, they applied a self-taught autoencoder to a large unlabeled sample to
pretrain the weight and bias parameters of their model. Their intention was to learn the
representations of the radio galaxy images and avoid overfitting when learning on a smaller
sample. They performed fine-tuning by adding layers to the end of the pre-trained encoder
and using the resulting network as a classifier. In experimental comparison to a both a super-
vised and transfer learning version of VGG-X, the semi-supervised version had the highest
F1-scores (0.89 – 0.92).
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Chapter 4
Dispersed Pulse Group Identification
& Classification: Methods
4.1 Introduction
This chapter presents a novel, two-stage approach to automatic discovery of transient
radio signals within the candidates produced by singlepulse searches.1 These transient signals
are in the form of dispersed pulse groups (DPGs), which are collections of pulses appearing as
peaks in the signal-to-noise ratio (SNR) vs dispersion measure (DM) subplot of a candidate
plot, such as the one shown in Figure 2.3. Note that a DPG is different from a candidate in the
traditional sense. A single candidate plot could potentially have many identified DPGs, since
a DPG is any local peak in the SNR vs DM subplot. For the first stage, DPG identification,
we present a new Recursive Algorithm for Peak IDentification (RAPID) which effectively
identified pulsar signals. Individual DPGs, along with their characteristic features, served
as instances for machine learning. For the second stage, DPG classification, we created
binary and multiclass machine learning models to classify DPGs as originating from pulsar
sources or non-pulsar sources. In the following chapter, we describe the application of our
new methodology to real-world radio astronomy data.
Our approach consists of two stages: DPG identification using a novel peak identification
algorithm and DPG classification using machine learning with imbalance considerations.
1The work in this chapter was originally published in [34].
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Furthermore, each stage requires the completion of several distinct steps. Figure 4.1 provides
an illustration of this process. In this section, we first provide a general overview, followed by
detailed descriptions of each step in its own subsection, as well as the challenges encountered
along the way and how they were overcome.
The first stage of our approach involves collecting and transforming data from the can-
didates of singlepulse searches into DPGs which effectively characterize actual pulsars. To
accomplish this, the data must first be pre-processed, then subsequently scanned for dis-
tinct DPGs. The details of our data pre-processing steps are described in Section 5.2. We
then identified DPGs using the RAPID algorithm. RAPID scans the data comprising each
singlepulse candidate to identify DPGs. This process is detailed in Section 4.2.
For the second stage of our approach, we conducted a series of machine learning trials
using supervised learning. Section 4.3 explains how we extracted characteristic features from
the DPGs to serve as the input for machine learning algorithms. Section 5.3 describes how
we discovered the known pulsars represented in our full set of DPGs and combined them
with randomly selected, non-pulsar DPGs to create a benchmark data set. Once we had
a benchmark, we used it to evaluate six different machine learning algorithms. Section 4.4
describes our classifiers and how they were used to build intelligent models to classify each
DPG. Additionally, due to the extremely small number of pulsars compared to noise and RFI,
we addressed the problem of imbalance in the data sets. Imbalance can often bias learners
toward the majority class, which is almost always the class of least interest. To examine this
problem, we compared results from training models on the unbalanced benchmark to those
obtained by using three different imbalance treatments. Section 4.4.2 presents the challenges
of imbalance and the methods we used to overcome them. We evaluated our algorithm
according to traditional performance measures described in Section 2.2.4, to select the best
performing classifier, then used the models created from the benchmark set to classify each
member of the full data set of DPGs identified in the first stage. All DPGs automatically
classified as pulsars by machine learning algorithms were then manually inspected to find the
number of true positives (discoveries of unknown pulsars and detections of known pulsars)
and false positives (non-pulsars incorrectly classified as pulsars).
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Figure 4.1: Our new machine learning approach to singlepulse detection.
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4.2 DPG Identification with RAPID
We propose a simple, recursive peak identification algorithm, RAPID, which divides its
input into bins and performs linear regression [1] to fit a straight line to the points within
each bin. The slopes of the fit lines for the bins are used to identify the larger slope trends
of a DPG. In this context, a DPG is an instance of a peak and its surrounding decreasing
values in the data used to create the integrated “SNR vs DM” subplot of a candidate plot,
as in Figure 2.3. Note that a single candidate plot can contain many different DPGs, and
only one of those DPGs will actually represent a pulsar. At this stage of our work, RAPID
looks only at the maximum SNR values for each DM, not at individual pulses.
RAPID can be tuned by adjusting two parameters, the bin size and the slope threshold.
The bin size determines how smoothed the detected slopes will be. A smaller bin size allows
the identification of narrower DPGs that could be missed by large bin sizes, but at the cost
of increasing the size of the output and potentially missing wider DPGs. Using larger bin
sizes smooths the data to ignore tiny fluctuations resulting from noise, but may miss smaller
DPGs. The slope threshold is a limit placed on the rate of change between the maximum
integrated SNR and the DM, and defines the minimum fit-line slope (FLS) required to
consider a bin’s trend as increasing or decreasing. Higher values will require steeper slopes
for DPG recognition, and lower values will allow the detection of more gradual slopes. Strictly
speaking, the SNR vs DM curve for a particular pulsar is dependent on the width, observing
frequency, and distance from the central DM (δDM) of the pulse (as given by Equation 4.1).
However, at this point the width of the DPG is not known and we need an initial guess for
the slope to begin our search. We set the slope-threshold at 0.5 so as not to exclude any
gently sloping pulsars and still be able to identify those with steeper slopes.
For each DPG, RAPID identifies: 1) the start, the starting DM of the first bin to have
a positive FLS greater than the slope threshold and immediately following two or more flat
bins (bins with FLSs below the slope threshold) or one bin with a negative FLS, 2) the
peak, or maximum value between the start and the end, and 3) the end, the starting DM
of either the first single bin with a positive FLS or the first of two flat bins seen after the
peak. Each bin FLS can take one of three values, depending on the slope threshold: 1 –
CHAPTER 4. DPG ID & CLASSIFICATION: METHODS 56
positive and steeper than the slope threshold, 0 – shallower than the slope threshold, or -1
– negative and steeper than the slope threshold. In this way, the algorithm determines if it
is climbing or descending a DPG, if it has crossed the peak yet, or if it is on level ground.
For example, if the preceding bin had an increasing slope, and the current bin’s slope is
decreasing, RAPID knows that it has climbed up to a peak and is now descending. If the
next two bins were both below the slope threshold, then the algorithm would know that it
had reached a termination point and would record the relevant data from the start to the
end. By using sloping trends to find the starting and ending points of DPGs, RAPID can
identify DPGs of various widths in only one pass through the data.
For each bin, the algorithm passes three values: starting DM – used to determine the next
bin, current FLS – for comparison to the next bin’s FLS, and status – keeps track of whether
the signal has begun ascending and whether it has crossed a peak yet. An algorithm which
is designed to reference itself is called recursive. Recursive algorithms divide large problems
into many smaller problems and then combine the results. For RAPID, the larger problem
is to find a DPG which may span any number of bins. To solve the larger problem, RAPID
considers the smaller problem of sloping trends in the nth and n − 1th bins. With each
recursive call, the algorithm passes three values: starting DM – used to determine the next
bin, current FLS – for comparison to the next bin’s FLS, and status – keeps track of whether
the signal has begun ascending and whether it has crossed a peak yet. Recursive code is more
efficient in terms of memory and execution time than non-recursive methods for handling
certain types of problems. To illustrate this, we developed a non-recursive implementation of
RAPID (using ‘while’ loops) and performed profiling experiments to compare the techniques.
The recursive version ran, on average, 4.94 times faster than the non recursive version and
used 8.57 times less total memory to identify DPGs in the same 100 pointing data sets.
RAPID is similar to the “momentum” peak identification technique proposed by [54] and
described in Section 3.3. However, while their momentum technique relies on the instanta-
neous rate of change at a point, RAPID uses the slope of regression lines for bins of data
points. By breaking the data into bins, we eliminate the need for fitting a more complex
equation, and calculations of its derivative, that could be thrown off by noise or RFI. We
also ensure that small fluctuations do not affect the overall trends.
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RAPID also differs from other binning techniques for burst detection or peak identifica-
tion [77, 48, 62] in several key ways. First, all other binning techniques look at only a single
value for each bin. If applied to DPG identification, one could use some value, say the mean,
to represent the bin. However, this cannot tell us which direction the points inside one bin
are trending. Additionally, RAPID only needs to make one pass through the data, while
LFA [77] and MEPSA [48] perform an initial pass to identify candidates and then another
pass to search for patterns.
Finally, RAPID is designed for a multi-threaded implementation to allow parallel exe-
cution. Since the data for each sky position are independent, RAPID can be instantiated
in multiple threads to process the data from multiple positions simultaneously. The output
from each scan for DPGs is saved individually and the results are aggregated when all scans
are completed.
4.3 Feature Extraction
Once RAPID identifies a DPG, our code automatically extracts features to characterize it.
The features are extracted from the data used to produce two subplots shown in Figure 2.3:
the number of pulses (pulse counts) vs DM histogram and the SNR vs DM diagram, and are
listed in Table 4.1. The features include measures of width and height, integrations to give
an idea of the total “strength” of the DPG, and average values for the DPG.
The last three features in Table 4.1 describe how well a DPG’s shape in the SNR vs
DM space fits the ideal theoretical shape of a single dispersed pulse [29]. Theoretically, the
flux, which is proportional to the SNR, at some offset from the true DM, δDM, will follow
Equation (4.1). Note that Equation (4.1) describes the shape of a single dispersed pulse, not
a DPG. However, typically a group of dispersed pulses will be dominated by its brightest








In Equation 4.1, S(δ DM)/S is the ratio of the observed flux to the peak flux, erfζ is the
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Table 4.1: Features extracted for each DPG and used by machine learning algorithms for
classification. Features 5 – 8 were taken from data in the Pulse Counts vs DM plot in
Figure 2.3, while the rest of the features were taken from the SNR vs DM plot in Figure 2.3.
Feature Description
1 StartDM The starting DM of the DPG.
2 StopDM The ending DM of the DPG.
3 DMWidth StopDM - StartDM, or the width in DM of the DPG.
4 MaxPulseCount The maximum number of pulses occurring at a DM in the DPG.
5 IntegratedPulseCount The total number of pulses counted in the DPG.
6 AvgPulseCount The mean number of pulses detected per DM increment in the
DPG.
7 PulseCountLocalPeak Height MaxPulseCount - AvgPulseCount, or the height of the peak above
the local average count of pulses in the DPG.
8 PulseCountPeakDM The DM corresponding to the maximum pulse count in the DPG.
9 MaxSNR The local maximum of the SNR values.
10 IntegratedSNR The sum of all SNRs recorded over the DPG.
11 AvgSNR The mean SNR value detected per DM increment in the DPG.
12 SNRLocalPeakHeight MaxSNRHeight-AvgSNR, or the height of the SNR peak above
the local SNR average in the DPG.
13 SNRPeakDM The DM corresponding to the maximum SNR value in the DPG.
14 FittedMaxSNR The fitted value for S in Equation 4.1.
15 FittedWidth The fitted value for w in Equation 4.1.
16 SNRMaxχ2 The χ2 of the maximum SNRs recorded for the DPG against the
ideal distribution, as per Equation 4.1.
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error function, and ζ is the value given by:
ζ = 6.91× 10−3δDM δν
wν3
, (4.2)
where δν is the total bandwidth in MHz, ν3 is the cube of the central frequency in GHz, and
w is the full width in ms of the pulse at half of S (FWHM).
We quantified how well each given distribution of points fits the theoretical shape by
performing a non-linear least squares regression using Gauss-Newton optimization2, and
required the difference between the root mean squared error of the current and previous
iterations to be less than 10−4. We used the regression line to estimate S and w for each DPG
and then compared the actual fitted curve to the expected theoretical curve by computing the
χ2 value. Figure 4.2 provides an example plot of the fit line found for the DPG representing
the known pulsar J1645–0317.
The features extracted for all DPGs identified by RAPID were saved in a data set referred
to as the full data set throughout this chapter.
4.4 DPG Classification with Machine Learning
This section describes how we implemented multiclass classification for DPG classifi-
cation, how we dealt with the imbalance inherent to the data, and how we evaluated the
performance of our classification models.
4.4.1 Multiclass Classification
Binary classification occurs when the class variable can assume one of two values, e.g. pul-
sars and non-pulsars. In multiclass classification, more specialized models can be created by
training on multiple classes, each consisting of similar instances. In addition to binary clas-
sification models, we also used multiclass versions of the learners presented in Section 2.2.2.
To accomplish this, we divided our training examples into four classes based on their appear-
ances: pulsars, very bright pulsars, RRAT-like pulsar or FRB, and non-pulsars. Each DPG
2We originally used a Levenberg-Marquardt optimizer, but it consistently required thousands of iter-
ations to converge. The Gauss-Newton optimizer converged much more rapidly, drastically reducing the
computation time.
CHAPTER 4. DPG ID & CLASSIFICATION: METHODS 60
Figure 4.2: The maximum SNR values (solid line) overlaid with the calculated fit (dashed
line) according to Equation 4.1 for the DPG representing the known pulsar J1645–0317.
can belong to a candidate plot of one of these four classes. Figure 4.3 provides examples of
each class of candidate plot. Compared to pulsars, plots for very bright pulsars are often
missing the brightest pulses at the DM of the pulsar, resulting in a flatter distribution at the
peak of the SNR vs DM subplot. This is due to PRESTO’s single pulse search.py clipping
the bright pulses. While RRAT-like pulsars have the same shape as pulsars in the SNR
vs DM plot, their lack of sustained emission causes them to have lower values for certain
metrics, such as IntegratedSNR. FRBs appear similar to RRAT-like pulsars, with only one
pulse at high DM.
4.4.2 Imbalance Considerations
In data classification, the majority of data gathered is often not very interesting, (e.g.
regular usage in network security or financial transactions) or it is mostly interference or
noise (e.g. RFI in pulsar searching). When a data set has a very skewed distribution of class
variables, it is said to be imbalanced. For our data, out of more than 1.5 million instances
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Pulsar Very Bright pulsar
RRAT-like pulsar or FRB Non-pulsar
Figure 4.3: Four classes of pulsars based on the appearances of their candidate plots.
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in the full data set, only 327 were positive examples of the target class. The benchmark
data set with no imbalance treatment consisted of the 327 positive examples with 9,673
randomly selected and manually validated negative examples. With such a minuscule ratio
of minority to majority class members, many learners will “over-train” on the majority class.
Therefore, we also considered three versions of the benchmark with three different imbalance
treatments:
• Oversampled – Random selections are made from the minority class (with replacement,
i.e., the same example may be chosen multiple times) in order to improve the balance
between the minority and majority class.
• SMOTE – Synthetic Minority Oversampling TEchnique is similar to oversampling,
but each time a random member of the minority class is selected after the first, a
synthetic instance is created with small, random perturbations in the values of each of
its features. This technique was designed to help eliminate the problem of overfitting
a learner to the minority class members that are oversampled [23].
• Undersampled – A traditional treatment to the imbalance problem, where a random
sample of the majority class is combined with all instances of the minority class [24].
4.4.3 Learning Process
We evaluated the performance of the six learners shown in Table 4.2 on the imbalanced
benchmark data set described in Section 5.3 and on three additional benchmark data sets
created using the imbalance treatments described in Section 4.4.2. We use the term classifier
to refer to the combination of a machine learning algorithm trained on a specific benchmark
data set.
For the evaluation, we chose five fold cross-validation, which divides each benchmark
version into five folds. The folds contain stratified random samples, i.e., the positive examples
are divided equally among them. Four folds were used to train the learner (the “training
set”) and the fifth was used to test the learner’s classifications (the “test set”). Five trials
were performed with a different fold serving as the testing set for each trial.
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Table 4.2: The name and type of each machine learning algorithm used for this work.
Learner Type
MPN Artificial Neural Network
SMO Support Vector Machine
JRip Rule
J48 Tree
PART Rule + Tree
RandomForest Ensemble Tree
When using oversampling imbalance treatments with cross-validation, precautions must
be taken to maintain mutual exclusion between the training and testing sets. Otherwise,
the same positive examples may exist in both the training and testing sets and the learners
may falsely appear to perform very well in the testing environment because they are not
being tested on unseen data. We avoided this by first dividing the data into folds and then
applying the imbalance treatment only to the training set, and testing the learner on the
fifth, unchanged fold which was held out as a testing set. The advantages of performing
evaluations in this manner are that all observations are guaranteed to be used for both
training and testing, learners are tested on unseen data, and each observation is used for
testing exactly once.
4.5 Conclusions
In this chapter, we presented the first machine learning approach to pulsar classification
in single pulse searches. The approach consists of two main stages: DPG identification and
DPG classification. The main contribution of this chapter is the algorithmic development of
RAPID, a novel peak detection algorithm for DPG identification.
In Chapter 5, we present the results from an experimental evaluation of our approach
using six machine learning algorithms and three imbalance treatments for DPG classification.
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Chapter 5
Dispersed Pulse Group Identification
& Classification: Evaluation
5.1 Introduction
To empirically evaluate how well our DPG machine learning approach can identify and
classify pulsar candidates, we performed a series of experiments using our approach on real-
world radio astronomy data. In this chapter, we present the results of these experiments.1
5.2 Data Pre-processing
The goal of data pre-processing is to reduce the amount of memory required to store
the data and increase the efficiency of data access. Our initial data consisted of output
from Presto’s single pulse search.py on data from the GBT drift-scan. The data were
composed of individual files for 5,766 DMs (ranging from 0 – 1,096 pc cm−3) for 42,405
separate observation positions. Each file contained data describing the SNR, the downfact
(a proxy for pulse width), and the time of each single pulse event for that particular DM.
These 244.5 million files encompassed 118 GB of data which required over 922 GB of storage
space. Since single pulse detections are often sparse, many of these files contained little or
no data. However, each empty or sparse file still required four KB of storage space due to
1The work in this chapter was originally published in [34].
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the minimum allocation size of most hard drives. From the 5,766 files for each observation
position, we extracted only the data necessary for our research and created four large files,
one for each data structure used by RAPID: number of pulses vs DM, SNR vs DM, maximum
SNR vs DM, and DM vs time. This effectively eliminated data bloat by reducing the actual
data size by a factor of 3.17 (from 118 GB to 37.2 GB), and the storage space required by
a factor of 24.6 (from 922 GB to 37.5 GB). Additionally, runtime efficiency was improved
by eliminating the need to parse text files and reducing the number of read operations to
different locations on the hard drive.
5.3 Creating the Benchmark Data Set
For the work described in this chapter, we used a supervised learning approach for clas-
sification. This requires training on a fully labeled data set where the class value of every
instance is known a priori. For validation, every instance must be manually inspected. The
size of our full data set prohibited the labeling and use of all the instances. Instead, we
identified as many DPGs representing known pulsars as possible, and combined them with
a random sample of manually validated non-pulsar DPGs from the full data set. To select
the DPGs from our full data set that corresponded to known pulsars, we compared with the
positions and DMs of the 2,234 pulsars listed in the ATNF Pulsar Catalog [87]2 to identify
317 separate observations of 48 distinct pulsars. Using the RRATalog3, we were also able to
identify ten observations of nine distinct, known RRATs.
We combined these 327 known pulsar DPGs with a random sample of non-pulsar DPGs
to create a fully labeled, benchmark data set of 10,000 total instances. We then used the
benchmark data set to build and evaluate our machine learning classification models, as de-
scribed in Section 5.4.1. Finally, we used the classification models with the best performance
on the benchmark to classify every instance in the full data set (see Section 5.4.2).
2http://www.atnf.csiro.au/people/pulsar/psrcat
3http://astro.phys.wvu.edu/rratalog
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5.4 Results
In our experiments, we assigned RAPID a bin size of 25 points and a slope threshold of
0.5. We chose these parameters for our initial study for the following reasons: (a) the bin size
was large enough to smooth over noise, yet small enough to detect our DPG examples, (b)
the slope threshold was shallow enough to catch the more gradual slopes of some of the wider
DPG examples, and (c) our preliminary experimentation with these values identified most
known pulsar signals in our data. We ran RAPID with these parameters over the 42,405
observations from the GBT drift-scan survey, which resulted in 1,578,789 DPGs. Since a
DPG is any noticeable peak in the DM vs SNR subplot of a candidate plot, and there are
many such peaks, there are significantly more DPGs than observations. We intentionally
selected a bin size and slope threshold that resulted in a large number of DPGs in order to
decrease the probability of missing any pulsars.
This section is divided into three subsections. First, we present the results from training
and testing our learners on the four versions of the benchmark data set. Next, we present
the results from classifying each DPG in the full data set using our best classifiers. Finally,
we compare the results based on one of the best classifiers with results produced by a simple
threshold ranking system.




where learner is an abbreviation for the machine learning algorithm, treatment is the im-
balance treatment used, and classes is either ‘2’ for binary classification or ‘4’ for multiclass
classification. For example, the notation RF 2over refers to the classification model created by
training a binary class RandomForest machine learning algorithm on the benchmark data
set with the oversampled imbalance treatment.
5.4.1 Benchmark Data Set Results
We used the six learners shown in Table 4.2 to build classifiers for each of the four versions
of the benchmark data set in three repeated trials using five fold cross validation for a total
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Table 5.1: The benchmark results for our classifiers. The center columns report mean values
for the performance metrics described in Section 2.2.4. The final two columns report the
average time taken to train and test the learners.
Classifier Recall FNR Precision FPR F-M Train(s) Test(s)
MPN2none 0.238 0.762 0.654 0.004 0.349 16.818 0.008
SMO2none 0.000 1.000 0.000 0.000 0.000 3.324 0.002
JRIP 2none 0.571 0.429 0.680 0.009 0.620 1.269 0.005
PART 2none 0.548 0.452 0.723 0.007 0.624 0.353 0.001
J482none 0.517 0.483 0.689 0.008 0.591 0.170 0.004
RF 2none 0.459 0.541 0.918 0.001 0.612 2.901 0.053
MPN2over 0.867 0.133 0.199 0.135 0.324 16.301 0.017
SMO2over 0.602 0.398 0.120 0.172 0.200 0.545 0.016
JRIP 2over 0.739 0.261 0.466 0.033 0.572 3.325 0.015
PART 2over 0.706 0.294 0.462 0.032 0.558 0.814 0.015
J482over 0.689 0.311 0.430 0.035 0.529 0.254 0.013
RF 2over 0.718 0.282 0.714 0.011 0.716 2.931 0.091
MPN2smote 0.878 0.122 0.222 0.120 0.354 16.420 0.013
SMO2smote 0.749 0.251 0.104 0.251 0.182 0.199 0.012
JRIP 2smote 0.852 0.148 0.362 0.058 0.509 3.075 0.009
PART 2smote 0.842 0.158 0.344 0.062 0.488 1.147 0.017
J482smote 0.823 0.177 0.351 0.059 0.492 0.428 0.011
RF 2smote 0.834 0.166 0.538 0.028 0.654 5.503 0.114
MPN2under 0.884 0.116 0.162 0.173 0.274 1.529 0.024
SMO2under 0.786 0.214 0.087 0.319 0.157 0.019 0.017
JRIP 2under 0.896 0.104 0.205 0.135 0.334 0.073 0.014
PART 2under 0.895 0.105 0.171 0.168 0.288 0.027 0.011
J482under 0.891 0.109 0.198 0.140 0.324 0.241 0.079
RF 2under 0.927 0.073 0.287 0.090 0.438 0.241 0.079
CHAPTER 5. DPG ID & CLASSIFICATION: EVALUATION 68
Figure 5.1: The results of binary machine learning trials on the four versions of the bench-
mark data set. The median of each distribution is the central horizontal line, the shaded
areas to either side illustrate the semi-inter-quartile ranges, the lines or “whiskers” extending
from each end give the first and fourth quartiles, and outliers are represented by open circles.
The distributions of performance metrics (shown on the y axis) for each learner (annotated
at the bottom) are organized into four groups, one for each version of the benchmark data
set (annotated at the top).
of 360 trials. The trials were conducted using Weka’s experimenter on an Alienware M14xR2
with an Intel Core i7 CPU, 16 GB RAM, and a 512 GB solid state drive. The results of the
binary classification are displayed in Table 5.1, which includes training and testing times.
Figure 5.1 shows boxplots of the distributions of key performance metrics, grouped by the
benchmark version.
Based on Table 5.1 and Figure 5.1, we make the following observations:
• All classifiers with imbalance treatments had higher recall values than those with un-
balanced data.
• RandomForest provided the highest average F-Measure and good recall values on all
data sets with imbalance treatments.
• MPN had the best recall values for the oversampled and SMOTE imbalance treatments,
but the second worst F-Measure for all imbalance treatments.
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• SMO had the worst performance for the four benchmark data sets.
The choice of a best classifier from the benchmark trials depends on the most desirable
performance measure. For automating pulsar classification, the F-Measure may be consid-
ered the most important performance measure because a classifier with a high F-Measure
must have good scores for both recall and precision. (As described in Section 2.2.4, a high
recall indicates the classifier will correctly classify most positive instances and a high pre-
cision indicates the classifier will not result in many false positives.) While a high recall
is important, the point of automation is to minimize human involvement. A low precision
means that only a small fraction of positive classifications is relevant, that is, there are many
false positives which would require manual inspection and therefore is undesirable for this
work. For example, although the MPN2over classifier had the best recall among learners on
the oversampled benchmark, it has a very low F-Measure because it produced many false
positives. Therefore, with respect to the F-Measure the best classifiers are RF 2smote and
RF 2over.
Our result indicating that oversampled and SMOTE imbalance treatments provide higher
recall values is consistent with the findings of [95], which showed that resampling techniques
generally improved results for all learners, and specifically that using oversampling and
SMOTE with C4.5 trees provided better classifiers than other techniques. (As mentioned in
Section 2.2.2, J48 trees are Java implementations of C4.5 trees.) A RandomForest learner
was not used by [95]. C4.5 was also shown to benefit from resampling techniques by [26].
It should be noted that the training and testing times show that MPNs are by far the
slowest of the six learners tested. MPNs, as most ANNs, use a gradient descent optimization
routine to determine the weighted values between network nodes during back propagation.
Gradient descent calculations are computationally expensive, and are often the cause of in-
creased training times. Furthermore, while recall values were very high, the F-Measures
obtained for MPNs were consistently lower than all learners except SMO, with a large vari-
ance. Note that ANNs are one of the most common machine learning techniques applied to
the problem of radio pulsar detection in periodicity searches, and were used in each paper
discussed in Section 3.1 that performed machine learning [41, 7, 137, 90].
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Table 5.2: A comparison of the performance of classifiers using binary RandomForest (RF)
and Multilayer Perceptron Network (MPN) learners on the full data set.
Classifier PDs CKs AKs FPs
RF 2none 0 304 5 32
RF 2over 2 327 15 451
RF 2smote 3 326 46 1,940
RF 2under 6 326 33 9,750
MPN2none 0 79 1 696
MPN2over 6 309 23 43,943
MPN2smote 3 257 23 14,066
MPN2under 6 298 29 110,629
Results from building and testing multiclass learners on the four versions of the bench-
mark data set were similar to the binary classification results, with the RF 4smote and RF
4
over
classifiers performing the best with respect to F-Measure.
5.4.2 Full Data Set Results
Based on the results reported in Section 5.4.1 we selected the models produced by two
learners – RF (best F-Measures) and MPN (best recalls) – in combination with all imbalance
treatments to classify every instance in the full data set. Since most of the DPGs in the
full data set were not labeled, it was not possible to calculate the same performance metrics
as for the benchmark data sets. Instead, we evaluated the performance of the models by
the following criteria: how many potential discoveries (PDs) were found, how many known
pulsars were classified correctly (CKs), how many additional known pulsars (AKs) were found
beyond those included in the benchmark, and how many DPGs classified as pulsars were
false positives (FPs), i.e., non-pulsars incorrectly classified as pulsars4. Table 5.2 provides
the results for all benchmark versions of the binary RF and MPN learners.
Three important results stand out from Table 5.2: (1) RF models had almost perfect
CK and 1-2 orders of magnitude fewer FPs than their MPN counterparts. This finding was
expected based on the low F-Measures of the MPN learner on the benchmark data sets.
4Note that not all instances in the FPs column were examined for classifiers with more than 9,000 FPs.
Such classifiers were able to achieve high PDs, CKs, and AKs by simply classifying almost everything as a
pulsar, which defeats the purpose of automation.
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Table 5.3: A comparison of the performance of oversampled and SMOTE multiclass Ran-
domForest (RF) classifiers on the full data set.
Classifier PDs CKs AKs FPs
RF 4over 5 327 32 330
RF 4smote 6 316 35 1,718
(2) Classifiers using MPN learners had lower CK, i.e., they failed to correctly classify from
5 − 75% of the known pulsar examples. This result was unexpected, as the classifiers with
MPN learners had the highest recall values in the benchmark experiments. (3) The most
FPs, for both RF and MPN, were produced in combination with the undersampled imbal-
ance treatment, which is consistent with the lowest precision and F-Measure obtained on the
benchmark data set. Upon further inspection, we found that the undersampled classifiers
were oversimplified, making them incapable of distinguishing between pulsar examples and
non-pulsar examples resulting from a variety of noise and RFI. We attribute this oversimpli-
fication to the subsample of negative training examples not being representative of the full
distribution, which is an expected outcome when undersampling a severely imbalanced data
set.
Based on the results presented in Table 5.2, we decided to use the RF 4over and RF
4
smote
multiclass classifiers on the full data set, due to their nearly perfect CK, high AK, and low
FP values. (RF 4under and MPN classifiers with all imbalance treatments were not used due
to the high number of FPs.) Table 5.3 reports the results, from which we make the following
observations: (1) The classifiers with multiclass RF learners were superior to their binary
counterparts, for both imbalance treatments, because they were trained on three pulsar
classes whose appearance and feature values are quite different. Specifically, classifiers using
multiclass RF learners were able to detect potential RRATs, like the one shown in Figure 5.2,
which were missed by the binary classifiers. (2) RF 4smote found six PDs, which contained all
of the PDs from the other classifiers, with a much smaller number of FPs than the binary
classifiers shown in Table 5.2. (3) With respect to imbalance treatments, there is a trade-off
to be made. Compared to the oversampled treatment, SMOTE resulted in more detections,
both PDs and AKs, but with the added cost of over five times more FPs requiring manual
inspection.
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Figure 5.2: One potential RRAT discovery found by our classifiers.
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Table 5.4: Rankings based on a simple threshold for the feature SNRMaxχ2. The first
column gives the statistic used as the threshold value, the second column shows the value of
SNRMaxχ2 which will be used as the threshold, the third column displays the number of
DPGs in the full data set that have a value below the threshold, the fourth column shows
how many of the DPGs in the third column are known pulsars, the fifth column gives the
percent of known pulsars detected below the given threshold, and the sixth column shows
what percentage of the top ranked DPGs are pulsars (PER). For many DPGs, the fitting
routine could not reach convergence.
Statistic Value #¡Value #DPGs KDR PER
1st Quartile 47 80,512 136 42% 0.17%
Median 189 161,854 266 81% 0.16%
3rd Quartile 571 242,534 312 95% 0.13%
Mean 816 265,738 316 97% 0.12%
Maximum 9× 106 323,447 323 99% 0.10%
5.4.3 Comparison of Our Results to Simple Ranking
To further evaluate the performance of one of our classifiers, RF 2over, we compared our
results to a simple ranking approach based on the feature SNRMaxχ2, a measure of how
well the shape of the DPG in the SNR vs DM plot fits the ideal, theoretical shape of a
dispersed pulse given by Equation 4.1 [29].
We sorted all DPGs in the full data set by their SNRMaxχ2 values and calculated
summary statistics (1st quartile, median (i.e., the 2nd quartile), 3rd quartile, mean, and
maximum) to use as thresholds. We then examined how many DPGs in the full data set
had SNRMaxχ2 values less than each statistic, and how many of those DPGs were known
pulsars. Note that no ranking system based on SNRMaxχ2 can detect 100% of the known
pulsars in the data set, since the fitting routines for several known pulsars failed to converge
due to noise spikes which offset their central peaks.
We report the percentage of known pulsars detected with values below a given threshold,
which we call the Known Detection Rate (KDR). To quantify how much effort would produce
results if one performed manual inspection of all top ranked DPGs, we also computed what
percent of the top ranking DPGs are known pulsars. We call this the Positive Effort Rate
(PER). The results are presented in Table 5.4.
As Table 5.4 shows, if the median value of SNRMaxχ2 was used as a threshold, we
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would have to manually inspect over 160,000 DPGs. Only 0.16% of those 160,000 DPGs
would be known pulsars and we would only be able to detect 81% of the total known pulsars
in the data set. In comparison, if we used our binary oversampled RandomForest model,
100% of the known pulsars will be correctly classified and less than 470 DPGs would require
manual inspection. The final column in Table 5.4 shows that with any threshold value,
at best, less than 0.2% of the top ranked DPGs will be known pulsars. Alternatively, our
binary oversampled RandomForest model resulted in a PER of 41%. We believe that our
machine learning approach outperforms the ranking because the classification models are
multivariate, i.e., they take many different features of the DPGs into consideration.
5.5 Conclusions
In this chapter, we presented an experimental evaluation of the DPG machine learning
approach presented in Chapter 4. Our novel peak identification algorithm, RAPID, success-
fully identified DPGs, which are local peaks in the output from single pulse searches, and
extracted meaningful features to describe them. Then, we used machine learning algorithms
with imbalance consideration to classify the identified DPGs, first on a benchmark data set
and then on the full, unlabeled data set created based on observations made by the Green
Bank Telescope. The benchmark data set was created with over three hundred known pul-
sar signals and over 9,600 manually validated negative examples. To examine the problem
of imbalance, we applied three different imbalance treatments to the original unbalanced
benchmark data set. We used these four versions of the benchmark (the original unbalanced
version and the three balanced versions) to train and test binary and multiclass versions of
six different machine learning algorithms, resulting in 48 classifiers. We found that every
classifier using an imbalance treatment provided higher recall values than the classifiers us-
ing unbalanced data. The classifiers using the RF ensemble tree learner provided the best
overall balance between recall and precision (i.e., the highest F-Measure values). On the
other hand, the classifiers we tested using MPNs resulted in the highest recalls, but second
worse F-Measures and the longest training and testing times.
Based on these results we selected a subset of classifiers to search for potential pulsar
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discoveries in the full, unlabeled data set. First, we used the set of classifiers using binary
RF and MPN learners to classify the instances in the full, unlabeled data set. Every classifier
with a RF learner outperformed the best classifier with a MPN learner, resulting in more
correctly identified known pulsars and fewer false positives. Additionally, the undersam-
pling imbalance treatment restricted the number of negative training examples, resulting in
oversimplified classifiers that had trouble distinguishing between pulsars and noise/RFI in
the full data set. Next, we tested multiclass RF learners using oversampling and SMOTE
on the full data set. In general, classifiers with multiclass RF learners significantly out-
performed binary classifiers. Specifically, they reported as many potential discoveries, were
better in detecting potential RRAT discoveries, and produced less false positives than the
binary classifiers. The oversampled and SMOTE imbalance treatments each had advantages
and disadvantages. While the classifiers with oversampled imbalance treatments perfectly
classified all known pulsar examples with very few false positives, they missed potential dis-
coveries that were found by classifiers with SMOTE imbalance treatments. The SMOTE
classifiers, however, mis-classified several known pulsar examples and produced four to five
times more false positives.
Overall, the combination of the multiclass RF learner with the SMOTE imbalance treat-
ment was the most efficient – it detected six potential pulsar discoveries with less false
positives than any other classifier which also detected all six potential discoveries. The po-
tential discoveries are currently under further review. Confirming them will require making
frequency-time plots of the raw search data to confirm the broadband nature of any pulses
and the expected ν−2 dependence of the dispersive delay, and then performing re-observations
of these sky positions.
We compared the oversampled binary RF classifier to a simple ranking method based
on a threshold representing how well the actual data fit a theoretical curve. The machine
learning approach significantly outperformed this ranking by correctly identifying all known
examples and reducing the number of DPGs requiring manual inspection by several orders
of magnitude. The machine learning approach and its evaluation presented in Chapters 4
and 5 were published in a prominent journal for astronomy and astrophysics [34].
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Chapter 6
Single Pulse Event Identification &
Classification: Methods
6.1 Introduction
This chapter presents an extension of the approach to automatic discovery of transient
radio signals presented in Chapter 4.1 However, instead of targeting DPGs, the primary
focus of the work in this chapter is to classify single pulses, which are collections of single
pulse events (SPEs) clustered together in the DM vs time space that may represent pulsar
emissions. Figure 6.1 shows a customized single pulse search candidate we generated for the
known pulsar, B1853+01. In the SNR vs DM (top) and DM vs time subplots (bottom) of
Figure 6.1, each individual data point represents a SPE. Single pulses are collections of SPEs
appearing as clusters of points in the DM vs time space that have distinct peaks when viewed
in the SNR vs DM space. Narrowing our focus from DPGs to individual pulses allows for the
identification and classification of signals that are much fainter, or that might be obscured
by RFI, when viewed on a larger scale.
In Figure 6.1, we emphasize two individual single pulses, shown in black. The upper left
subplot is an SNR vs DM scatterplot scaled to the domain and range of the emphasized
single pulses. The upper right and bottom subplots are constructed in the same manner
as their corresponding subplots in a standard candidate plot (as in Figure 2.3) with one
1The work in this chapter was originally published in [35].
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Figure 6.1: The known pulsar B1853+01 identified by a single pulse search. The SPEs
emphasized in black belong to two distinct pulses. The subplots, clockwise from the top
left, show a zoomed in scatter diagram of the SNRs for each SPE in the of DM range of the
emphasized single pulse (in pc cm−3), a scatter diagram showing the SNRs and DMs of all
SPEs in a standardized DM range, and a scatter diagram showing the DMs and times (in
seconds) of each SPE, with the markers for individual SPEs scaled in size by their SNR.
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Table 6.1: Summary information about the SPEs contained by the pulses emphasized in
Figure 6.1.
Name # SPEs DM Range Peak DM Peak SNR Time Range
(pc cm−3) (pc cm−3) (s)
Single pulse#1 352 84.0 – 111.9 96.4 37.39 104.404470 – 104.41475
Single pulse#2 349 84.1 – 109.2 96.5 31.78 181.996637 – 182.007571
difference: only the SPEs contained by the emphasized single pulses are colored black, all
other SPEs are grayed out. Table 6.1 provides summary information for the two emphasized
single pulses. Single pulse#1 is brighter than and temporally precedes Single pulse#2, as
shown by their Peak SNRs and Time Ranges in Table 6.1. Single pulse#1 is the top line of
SPEs in the upper left subplot of Figure 6.1 and is the leftmost cluster of SPEs in the DM
vs Time subplot.
Our machine learning approach for single pulse identification and classification consists
of four stages, as depicted by the scientific workflow in Figure 6.2 [82]. (Note that by “raw
data”, we refer to data that has already been processed through the first three phases of a
single pulse search described in Section 2.1.1.) In stage one, the raw data are pre-processed
into a series of SPE files. In stage two, the SPE files are fed into a customized DBSCAN
clustering algorithm2 which solves problems specific to radio astronomy clustering, such as
the merging of clusters from one single pulse that appear disparate due to artifacts of data
processing. After identifying clusters of associated SPEs in the DM vs Time space, we
extract characteristic features from them to create a series of files describing the clusters
found. The SPE and cluster files are then uploaded to the Hadoop Distributed File System
(HDFS). In stage three, which is described in Chapter 8, we use distributed computing to
scale up the process of peak identification. Finally, classification is performed in stage four,
which consists of two steps. First, we manually inspect single pulses from data containing
known pulsars to create two multiclass benchmark data sets (each from a different, real-world
data set) to use for supervised machine learning. Then, we use the benchmark data sets to
experimentally evaluate 360 different classifiers, each of which is a combination of a machine
learning algorithm, a multiclass definition scheme, an imbalance treatment, and a feature
2The algorithm was developed by fellow team members [97] as part of a larger research effort funded by
NSF Award #1458952. For a brief description of DBSCAN, see Section 2.2.1
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Figure 6.2: The scientific workflow of our scalable approach to single pulse identification and
classification.
selection method. Chapters 6, 7, and 8 are focused on stage four with the goal of improving
the execution performance of single pulse classification (8.2).
The machine learning approach presented in this chapter focuses on the classification of
single pulses in clusters of SPEs, rather than DPGs in aggregated data, as in Chapter 4.
This required the use of a clustering method and extensive alteration to our peak detection
algorithm. Additionally, we approached multiclass classification in a new way. Instead of
grouping single pulses into four classes based on how their candidate plots look to the eye,
as in Section 4.4.1, we based our classes on two physical properties of the signals: average
brightness and distance from Earth. We also performed extensive experimentation with
different feature selection methods designed to eliminate extraneous or irrelevant features
before training classifiers.
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6.2 Feature Extraction
In Chapter 4, we described the extraction of a set of 16 features to be used by classifiers to
distinguish pulsar single pulses from non-pulsar single pulses. Focusing on individual clusters
of SPEs allowed the inclusion of several additional features, which are given in Table 6.2.
The first four features are specifically defined for single pulses and are calculated from the
data used to create DM vs. Time subplots, like the one in Figure 6.1. The last two features
could be extracted for either DPGs or single pulses.
Table 6.2: Additional features extracted for each cluster and used by machine learning
algorithms for classification.
Feature Description
StartTime The arrival time of the first SPE in the cluster.
StopTime The arrival time of the last SPE in the cluster.
ClusterRank
An SNR based ranking of the cluster compared to others
in the same observation ([97]).
PulseRank
The rank of a particular peak when compared to other
peaks found in a cluster and ordered by SNRMax.
DMSpacing The interval between two consecutive DM values.
SNRRatio
The ratio of the SNR of the first point in the peak to the
maximum SNR.
We included the DMSpacing because it affects how single pulses or DPGs appear in
different DM ranges, as noted by [97]. The DMSpacing is the minimum difference between
two consecutive DM values, and increases from 0.01 for low DM values to 2.00 for very
high DM values in the DM vs. time space. Since D-RAPID calculates the slope of a linear
regression through the points of a bin, differences in scaling on the DM-axis should also be
taken into consideration when selecting a minimum slope threshold. In our parameter tuning
trials we found that a slope threshold of 0.5 identified single pulses well regardless of the
DMSpacing. The SNRRatio, a normalized ratio of the maximum SNR value to the SNR of
the first point in a single pulse, proved to be a discerning attribute when ranking attributes
by their information gain.
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6.3 Single Pulse Classification with Machine Learning
This section describes the machine learning techniques we used to classify single pulses.
We tested the same six machine learning algorithms on single pulses that we used to classify
DPGs in Chapter 5, as described in Section 2.2.2. We also used the same performance
metrics described in Section 2.2.4 to evaluate our single pulse classifiers. In this section, we
first discuss our choices for dealing with imbalance in the training data. Then, we introduce
a new data-driven, automatic multiclass classification scheme for single pulses. Finally, we
discuss how we identified the most relevant features to include in machine learning by using
five different feature selection methods.
6.3.1 Imbalance Considerations
A data set is considered to be imbalanced when a large majority of its instances belong
to only a few classes. For pulsar classification, the overwhelming majority of instances, for
either single pulses or DPGs, are negative examples of RFI or noise. In the data set we
used for single pulse classification, only 0.05% of the instances are from known pulsars. A
supervised machine learning algorithm trained on imbalanced data will inevitably become
biased toward the majority classes and more likely to miss the minority classes. This is
especially true if there are very few samples of the minority classes.
While imbalance is still prevalent in our single pulse data set, examining SPEs rather
than aggregated DPGs helped alleviate training bias by supplying more positive examples.
Since a candidate plot can contain many single pulses from a single pulsar, we were able to
identify ten times more positive training examples of single pulses from known pulsars than
we could for DPGs [34]. This led us to expect better performance from single pulse classifiers
trained on benchmark data sets with no imbalance treatment, which was confirmed by the
results presented in Section 7.4.
Rather than using all three imbalance treatments presented in Section 4.4.2, we chose to
only test the SMOTE imbalance treatment. Based on the results presented in Sections 5.4.1
and 5.4.2, the performance of classifiers using the undersampling imbalance treatment suf-
fered from not having a diverse enough population of negative training examples. On the
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other hand, classifiers using the oversampling imbalance treatment tended to overfit the
positive training examples. Classifiers using SMOTE, however, were best able to accurately
classify unseen data making them well-suited for pulsar searching.
It is important to note that care must be taken when applying any oversampling technique
to avoid overfitting. Overfitting is when a classifier models its training data “too well”, i.e.,
it learns to identify the intricacies of the training data exclusively to the detriment of its
ability to classify new, unseen data. This can occur, for instance, when a classifier is trained
and tested on the same data. Using the common method of x-fold cross validation (which
divides a data set into x bins, trains on x − 1 of the bins, and tests on the holdout) on a
data set that is heavily oversampled almost guarantees that the training and testing sets will
overlap. To avoid this, we were careful to first divide our benchmark data sets into folds and
then apply SMOTE only to the training folds, ensuring that our training and testing sets
would be disjoint.
6.3.2 Multiclass Classification
In addition to being heavily imbalanced, pulsar classification in radio astronomy presents
another challenge for supervised machine learning algorithms. Traditionally, pulsar classi-
fication is binary, i.e., a candidate plot either contains a pulsar, or it does not. However,
candidate plots containing pulsars can appear drastically different, both to the eye and to
a machine learning algorithm. Consider the plots labeled Pulsar and Very Bright Pulsar in
Figure 4.3. The plots appear to be very different to the eye, but they are both technically
pulsars. Similarly, a rule learner like JRip, for instance, would have difficulty developing a
set of rules to classify both pulsars as a single class.
The differences in their appearances reflect their different physical properties, like dis-
tance from the observer and signal strength, as well as artifacts of data processing (such as
the “clipping” of bright pulses mentioned in Section 4.4.1). Radio astronomers acknowledge
some of these differences by labeling a few pulsar classes based on features of the source,
e.g., millisecond pulsars are distinguished by their extremely short periods and RRATs are
distinguished by the transience of their signals. Unfortunately, our extracted features for
CHAPTER 6. SPE ID & CLASSIFICATION: METHODS 83
single pulses cannot determine periods and, while differences based on transience can be de-
tected in aggregated DPG candidates (by features like AvgPulseCount), a single pulse relays
no such information. Aiding our machine learning algorithms required a new approach to
multiclass classification based on available features.
In Section 4.4.1, we performed multiclass classification by manually dividing the positive
examples of DPGs in our benchmark into the four distinct classes shown in Figure 4.3. This
visually-inspired multiclass classification scheme was more successful at detecting rare events
with distinctive features (RRATs) than its binary counterpart (reported in Section 5.4.2).
However, it had a significant drawback: the positive instances must be manually sorted
by a human with a trained eye. This limitation is magnified by the task of single pulse
classification, which yields many more positive examples than DPG classification.










To overcome this limitation and retain the benefit of learning from differences in groups
of single pulses, we developed a new Automatically Labeled Multiclass (ALM) classification.
Rather than using visual appearance, we categorized single pulses by two of their extracted
features: SNRPeakDM, which is the DM value for the brightest SPE in the single pulse,
and AvgSNR, which is the average brightness of all of the SPEs in the single pulse. This
was accomplished by discretizing these numeric features and using their combinations to
define class labels. We wrote code to automatically label known single pulses based on the
thresholds given in Table 6.3. For comparison, we labeled each benchmark using five different
class labeling schemes, as shown in Table 6.4. Each scheme is named by the number of classes
it contains. Note that the scheme 4* is identical to the classification scheme used by [34].
Also, to help determine if the new technique could still effectively classify rare instances,
scheme 8 includes RRATs as a separate class.
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Table 6.4: The five different multiclass classification schemes tested.
Scheme Classes
2 Binary: Non-pulsar, Pulsar
4* Non-pulsar, Pulsar, Very Bright Pulsar, RRAT ([34])
4 Non-pulsar, Near, Mid, Far
7
Non-pulsar, Near-Weak, Near-Strong, Mid-Weak, Mid-Strong,
Far-Weak, Far-Strong
8
Non-pulsar, Near-Weak, Near-Strong, Mid-Weak, Mid-Strong,
Far-Weak, Far-Strong, RRAT
The SNRPeakDM was chosen as a distinguishing feature for several reasons. The DM of
a SPE is the integrated column density of free electrons along the line of sight between the
observer and the SPE. In other words, if a long, narrow tube extended from the observer to
the origin of the SPE, the DM would be proportional to the number of free electrons inside
the tube. Theoretically, given the Galactic distribution of free electrons, the DM could
provide the distance to the SPE and the SNRPeakDM the distance to the strongest SPE of
a single pulse [81]. As a theoretical measure of distance, the SNRPeakDM makes sense as a
possible categorical feature. Additionally, by using SNRPeakDM as a distinguishing feature
we allow machine learning algorithms to take advantage of differences in other features that
depend on DM, such as the DMSpacing. Finally, through examination of the distribution
of known single pulses in the benchmark data, the SNRPeakDM was found to adequately
group the known single pulses.
A key advantage of single pulse over DPG classification is its sensitivity to weaker signals,
as measured by the SNR of a SPE. The AvgSNR represents the relative, average strength
or ‘brightness’ of a single pulse, making it a potentially promising distinguishing feature.
Furthermore, examination of known single pulses in the benchmark data revealed that several
other metrics appeared to change proportionally to the AvgSNR, such as the number of
pulses.
CHAPTER 6. SPE ID & CLASSIFICATION: METHODS 85
6.3.3 Feature Selection
In Sections 4.3 and 6.2, we described the extraction of 22 characteristic features of a single
pulse. In practice, not all features are relevant to classification. Irrelevant features may
reduce classification performance and typically increase computational costs and memory
usage of classifiers [14].
Table 6.5: The five different feature selection algorithms used.
FS Algorithm Type
InfoGain (IG) Entropy Measure
GainRatio (GR) Entropy Measure
SymmetricalUncertainty (SU) Entropy Measure
Correlation (Cor) Linear Correlation
OneR (1R) Machine Learning
We independently applied five filtering feature selection techniques, listed in Table 6.5
and described in Section 2.2.5, to our data to explore what effect, if any, they had on
performance. Each feature selection method provides a ranking for each feature which can
be used to select only the top-ranked features. The implementations of each feature selection
method are available through Weka [51]. To create each filter, we first divided each of our
benchmarks into six folds. One fold was set aside and used only for feature selection, while
the other five folds were used for training and testing our classifiers. Each feature selection
technique was used to rank and select the ten most relevant features from the sixth fold.
Before classification, the remaining five folds were filtered to contain only the ten features
selected by the given feature selection technique.
Of the five feature selection techniques chosen, three depend on the measures of entropy
described in Section 2.2.2, one relies on a measure of linear correlation, and one uses tech-
niques from a simple machine learning algorithm. Each one provides a ranking for each
feature which can be used to select only the top-ranked features. The implementations of
each technique are available through Weka, with brief descriptions listed below.
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6.4 Conclusions
The work presented in this chapter provides methodological and algorithmic contribu-
tions. We extend the DPG identification and classification approach detailed in Chapter 4 to
apply to the much finer-grained level of single pulses. To boost execution performance during
the single pulse classification phase, we introduced a novel Automatically-Labeled Multiclass
(ALM) classification technique which labels instances for supervised machine learning based
on thresholds of key distinguishing features. We also used feature selection to reduce the
dimensionality of our data and achieve execution performance improvements.
In Chapter 7, we evaluate our new methodology for single pulse candidate classification




Single Pulse Event Identification &
Classification: Evaluation
7.1 Introduction
In this chapter, we present an application of the single pulse machine learning methodol-
ogy described in Chapter 6 to real-world single pulse search data in order to classify transient
radio signals.1
Our research aims not only to classify single pulses, but also to explore several facets of
machine learning and its application to real-world datasets. The research questions which
guided our experimental exploration are divided into four broad categories:
1. the effectiveness of various machine learning algorithms,
2. the treatment of imbalanced data,
3. the comparative effectiveness of multiclass classification techniques, and
4. the efficiency of feature subset selection.
We measure success by the ability to classify instances both correctly and efficiently.
Throughout this dissertation, we use the term classification performance to describe a clas-
sifier’s ability to classify instances correctly and execution performance to describe efficiency
1The work in this chapter was originally published in [35].
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with respect to timeliness. With the looming prospect of peta- and even exa-scale data col-
lection in radio astronomy (and many other fields), the execution performance of algorithms
which process or mine data becomes increasingly important. To effectively classify very large
data sets, algorithms must be scalable in addition to being time-efficient. In Chapters 8 and
9, we address Big Data concerns and ways to overcome them with scalable machine learning
solutions.
The data analyzed for this chapter consisted of output from running PRESTO’s single
pulse searching software on data gathered from the long-term pulsar survey of the Galactic
plane using the Arecibo L-band Feed Array (PALFA) [28]. PALFA is a seven-beam receiver
operating at 1.4 GHz with 0.3 GHz bandwidth. The search began in 2004 and targeted
low Galactic latitudes, |b| . 5◦, in the accessible longitude ranges, 32◦ . ` . 77◦ and
168 . ` . 214◦.
7.2 Data Pre-Processing
The output of a single pulse search performed with PRESTO are many long lists of SPEs,
as described in Section 2.1.1. Our PALFA data set consists of the single pulse data for 6,638
sky positions, each observed with seven beams for a total of 46,466 observations made in the
time span from March 2009 to May 2015. For each beam, there are up to 6,276 files, one
for each DM tested from 0.0 to a maximum of 5,087.4. Each file contains data for the SPEs
detected at that DM, and each SPE is described by its SNR, detection time, and downfact
(a proxy for pulse width). As with the GBT drift-scan data described in Section 5.2, many
of the almost 292 million files in the PALFA data set were empty or very small, leading to
significant data bloat. Due to the minimum file allocation size, the 460 GB of data required
571 GB of storage space and the hundreds of millions of small files were difficult to transport
and manipulate. We compiled the small files for each beam into one larger, standardized
comma separated value (csv) format, reducing the size of the data by a factor of 1.58 (from
460 GB to 291 GB) and the storage space required by a factor of 1.82 (from 571 GB to 313
GB).
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7.3 Creating the Benchmark Data Sets
The data used for the experiments in this work came from two sky surveys, GBT350Drift
and PALFA (see Section2.1.2).
All of the classifiers presented in this chapter use supervised machine learning. Supervised
machine learning depends on knowing the class values of all of the training data a priori,
which required the creation of fully labeled benchmark data sets. To identify and label single
pulses from known pulsars we followed a similar process as described for DPGs in Section 5.3,
i.e., using the ATNF Pulsar Catalog and RRATalog to search our data for single pulses in the
immediate vicinity of all known pulsars and RRATs and then manually inspecting them for
confirmation. From the 317 separate observations of 48 distinct pulsars in that data set, we
were able to identify 5,204 single pulses. We combined these positive examples with 100,000
confirmed negative examples to create a single pulse benchmark for the GBT350Drift data.
To identify and label single pulses from known pulsars in the PALFA data set, we again
used the ATNF Pulsar Catalog [87] and RRATalog2 to search our data for single pulses in the
immediate vicinity of all known pulsars and RRATs and then manually inspected them for
confirmation. This resulted in 3,170 single pulses from 98 known pulsars and RRATs, which
were combined with 100,000 randomly selected and manually verified negative examples of
single pulses from noise or RFI.
7.4 Results
For each of the two surveys studied, PALFA and GBT350Drift, we created a benchmark
data set for each of our five multiclass labeling schemes. Each of these ten benchmarks were
then divided into six folds, one for feature selection and the other five for training and testing
classifiers. Then, five feature selection techniques were applied to the feature selection folds
and used to filter out irrelevant features from the classification folds, also keeping an unfil-
tered set of benchmarks with no feature selection for a baseline comparison. We trained and
tested the six supervised machine learning algorithms presented in Section 2.2.2, performing
2http://astro.phys.wvu.edu/rratalog
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five fold cross validation on each benchmark for a total of 1,800 individual classification trials.
This process was repeated with another full set of benchmarks that were balanced by the
SMOTE imbalance treatment for a grand total of 3,600 classification trials. The results are
presented below, organized by the individual research questions explored. Only classifica-
tion results for single pulses containing pulsars are reported throughout this section for two
reasons: 1) We are mainly concerned with how single pulses containing pulsars are classified,
and 2) the overwhelming majority of single pulses are correctly classified as non-pulsars and
including them could falsely enhance the results.
7.4.1 Machine Learning Algorithm Results
The research question in this section explores which machine learning algorithms worked
best for classifying single pulses in radio astronomy data. The results reported represent
the 60 experiments performed without imbalance treatment, multiclass labeling, or feature
selection.
RQ 1: Which machine learning algorithm is best for single pulse classification?
The results of the single pulse trials presented in Figure 7.1 are similar to those given
in Section 5.4.1, which performed classification trials on DPGs. RandomForest achieved the
highest scores in terms of classification performance (left plot), with the maximum scores for
both surveys in Recall and F-Measure. On the other hand, the support vector machine, SMO,
performed the worst. In terms of time efficiency (right plot), the artificial neural network
(MPN) was again the slowest algorithm training on both surveys, while the tree learners
(J48, PART) trained the fastest. All testing times were very low, with RandomForest taking
slightly longer than the other algorithms. Overall, RandomForest appears to be the best
algorithm for binary single pulse classification based on its superior Recall and F-Measure
scores combined with its middle-of-the-road training and testing times.
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Figure 7.1: Bar charts showing the mean performance (left) and mean time efficiency (right)
of six machine learning algorithms (x-axis) organized by pulsar survey data.
7.4.2 Imbalance Treatment Results
The research question in this section explores how treating imbalance in the training
data with SMOTE affects single pulse classification. Of the 3,600 experimental trials, only
results of the 600 trials without feature selection are reported in this section.
RQ 2: Does SMOTE improve single pulse classification?
Figure 7.2 shows bar charts of the mean Recall and F-Measure scores (left) and train-
ing and testing times (right) for all classifiers subdivided by survey data and imbalance
treatment.
The charts show similar trends in mean performance measures for both surveys, with
RF performing the best and SMO the worst. The classifiers trained on data balanced by
applying the SMOTE imbalance treatment consistently have higher Recalls and F-Measures
than their counterparts trained with no imbalance treatment. As expected, both balanced
and unbalanced classifiers’ performances are generally better than those reported for DPGs in
Section 5.4.1. We believe this is a consequence of having significantly more positive training
examples for single pulses. However, the execution performance results indicate that the
SMOTE imbalance treatment increases training times considerably.
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Figure 7.2: Two sets of bar charts showing the mean classification performance (left) and
execution performance (right) of six machine learning algorithms. The charts are subdi-
vided into rows by survey and columns by imbalance treatment, with “None” indicating no
imbalance treatment.
7.4.3 Multiclass Classification Results
The research questions in this section explore the effects of different Automatically La-
beled Multiclass (ALM) schemes on single pulse classification performance and execution
performance. Of the 3,600 experimental trials, only results of the 600 trials without feature
selection are reported in this section.
Multiclass labeling scheme 4*, which is the scheme successfully used to label DPGs
described in Section 4.4.1, exhibited the poorest performance overall. Due to significant
visual differences between single pulses and DPGs, it is not surprising that a visually-based
multiclass labeling scheme for DPG classification is ineffective for single pulse classification.
Scheme 4* performs poorly throughout all experiments, and its results are omitted.
RQ 3: Does ALM improve classification performance?
Figure 7.3 shows boxplots of the Recall and F-Measure scores for all classifiers subdivided
by ALM scheme (columns) and data set (rows). The plots show that performance results
for ALM scheme 4 were comparable to those of binary classification for most algorithms.
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Figure 7.3: Boxplots of the Recall, F-Measure scores for all classifiers subdivided by ALM
scheme (columns) and data set (rows).
Binary RF classifiers resulted in the highest median Recall and F-Measure scores with the
smallest inter-quartile ranges (IQRs), except for the PALFA RF classifier using ALM scheme
8, which performed the best overall.
RQ 4: Does ALM improve classification performance for rare events?
To explore this research question, we created a list of all positive instances of single
pulses and which classifiers were able to correctly classify each of them. We used the list to
determine which single pulses were mis-classified by the most classifiers. The twenty most
mis-classified single pulses were missed by 90 - 99% of all classifiers. We found that ALM
classifiers were more than twice as likely to correctly classify these problematic instances
than binary classifiers. Furthermore, when expanding the analysis to include single pulses
missed by 75 - 99% of classifiers, ALM classifiers were over three times more likely than
binary classifiers to make correct classifications. This analysis also showed that RF classifiers
were far better at classifying problematic single pulses, as they accounted for more correct
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classifications than all other classifiers with different algorithms combined.
RQ 5: Does ALM improve execution performance?
Figure 7.4 shows boxplots of training and testing times for all classifiers subdivided by
ALM scheme (columns) and data set (rows). The boxplots show a noticeable reduction
in median training times for J48, JRip, MPN, PART, and RF. Note that training times
for SMO, which had the worst classification performance, had a high number of very large
outliers as the number of classes increases (some are omitted from the plots to maintain scale),
and a consistent increase in median training times. While RF classifiers exhibited the best
overall classification performance, the simpler learners J48 and PART had the fastest training
times. However, the long training times for RF classifiers were consistently reduced by the
application of ALM. Overall, ALM scheme 8, which was automatically labeled by DM ranges
and SNR strength, exhibited the fastest training times for RF (on average 56% faster than
binary RF classifiers). Testing times for all classifiers remain consistently low regardless of
class labeling. RF, in particular, experiences the greatest performance increase with respect
to time when testing multiclass scheme 8 (on average 48% faster). These results indicate
that ALM improves the execution performance of classifiers while maintaining classification
performance comparable to their binary counterparts.
Overall, ALM RF classifiers, on average, exhibited both Recall and F-Measure scores
within 2% of their binary counterparts. Average total training times, however, were 47% less
than binary RF classifiers. Due to these significant improvements in execution performance,
combined with ALM RF’s improved classification of difficult instances, ALM RF classifiers
appear to be the best choice for single pulse classification.
RQ 6: Does per class classification improve classifier performance?
To answer this question, we ran additional trials over our benchmark sets and trained
binary classifiers treating each multiclass labeling scheme as “1 vs. all”. For example, for
scheme 4, an additional binary RandomForest classifier was created for each of the three
positive classes with each classifier treating its class as positive and all others as negative.
In Figures 10.1, 10.2, and 10.3 (see Appendix), the column headers show the multiclass
CHAPTER 7. SPE ID & CLASSIFICATION: EVALUATION 95
Figure 7.4: Boxplots of the training (left) and testing (right) times for all classifiers subdi-
vided by ALM scheme (columns) and data set (rows).
classification scheme used (top) and the testing class (bottom). Each boxplot is split to show
the training class on the x-axis. For per class classification to show a performance benefit, in
Figure 10.1, the Recall and F-Measure scores on the left side of an individual boxplot (which
represent training on a single class) would need to be higher than those on the right (which
represent training on all classes). For example, no improvement is shown by the bottom
right boxplot for the GBT350Drift survey (for the SMO classifier with multiclass labeling
scheme 8 and tested on class 7), since higher Recall and F-Measure scores resulted from
training on all classes than training only on class 7.
Examination of Figure 10.1 shows no performance benefit from per class classification, as
Recall and F-Measure scores for classifiers trained on individual classes are generally similar
to or slightly worse then those trained on all classes. For RF classifiers, in particular, there is
very little difference, which shows that per class classification does not degrade performance.
However, Figures 10.2 and 10.3 show that per class classification can provide a performance
boost to RF classifiers with respect to training and testing times. Per class classifiers have
noticeably shorter training and testing times across the board than classifiers trained on all
classes.
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7.4.4 Feature Selection Results
The research questions in this section explore the affects, if any, of feature selection
on single pulse classification. This analysis includes results from all 3,600 classification
experiments.
RQ 7: Does feature selection improve single pulse classification?
Figure 10.4 (see Appendix) shows boxplots of Recall and F-Measure scores from classi-
fication trials organized into columns by multiclass labeling scheme and rows by machine
learning algorithm. The x-axis of each boxplot represents the five different feature selection
techniques used in addition to the initial classifier with no feature selection. Figures 10.5 and
10.6 (see Appendix) are organized the same way to show boxplots of training and testing
times, respectively.
The boxplots in Figure 10.4 show no overwhelming general patterns. In some cases, such
as GBT350Drift’s SMO with labeling schemes 7 and 8, the classifier with no feature selection
outperforms all of the classifiers with feature selection. In other cases, such as classifiers from
both surveys with JRip and labeling scheme 7, some feature selection techniques (InfoGain
and GainRatio) boost classifier performance. For the RF classifiers, which exhibited the best
overall classification performance, feature selection with IG, GR, and SU appeared to have
no impact on Recall or F-Measure scores, while scores had larger IQRs and lower medians
for Cor and 1R. Similarly, classification performance for MPN classifiers was not affected by
IG and GR.
RQ 8: Does feature selection improve the execution performance of single pulse
classification?
The execution performance with respect to training and testing times show a consistent
improvement from certain feature selection techniques. Figures 7.5(a) and 7.5(b) show box-
plots of training times from classification trials organized into columns by ALM scheme and
rows by data set, for only the RF and MPN classifiers. The x-axis of each boxplot shows
the five different feature selection methods described in Section 6.3.3, as well as the initial
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classifier with no feature selection, annotated with ”None” in Figure 7.5.
For multiclass RF classifiers, certain feature selection techniques consistently improved
execution performance with respect to training times. For the PALFA data set, ALM scheme
8 exhibited the most significant decrease with the least variability, while ALM scheme 4
performed best for the GBT data set. For multiclass RF classifiers, the InfoGain feature
selection technique resulted in consistently faster training times. Since Recall and F-Measure
scores for multiclass RF classifiers using InfoGain were comparable to those with no feature
selection, we conclude that InfoGain, an entropy-based feature selection technique, decreased
the execution time of single pulse RF classifiers.
(a) (b)
RF MPN
Figure 7.5: Boxplots showing training times for RF (left) and MPN (right) classifiers. The
x-axis shows the feature selection method and the subdivisions show the ALM scheme for
the GBT350Drift (top row) and PALFA (bottom row) data sets. Note that the scales are
different.
Additionally, for all MPN classifiers, all feature selection techniques resulted in reduced
training times, in some cases (such as PALFA scheme 7 ) by up to 200 seconds. On average,
training times for IG binary MPN classifiers were 64% lower than their counterparts without
feature selection. The significantly longer training times of MPN classifiers were their major
drawback (note the difference in scale between Figures 7.5(a) and 7.5(b)). Figure 10.5(b)
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shows that feature selection could be an effective means of mitigating the poor execution
performance of neural network classifiers.
RQ 9: Are some features better than others for single pulse classification?
To address this question, we compiled and examined a master list of feature rankings
given to each feature by each feature selection technique. Figure 7.6 provides box plots of
the rankings for each feature by the InfoGain feature selection technique and is subdivided
by multiclass labeling scheme (columns) and survey (rows). Note that each feature selection
technique selected and ranked only the top ten features for any particular data set, giving
the y-axis in Figure 7.6 a scale from 1 to 10. In the boxplots, features with wide IQRs were
inconsistently ranked from different data sets. The best features, then, are represented by
compact IQRs appearing lower in the boxplots.
The first result of notice is that different features were selected as predictors for single
pulses from different surveys. Specifically, InfoGain tended to select a wider variety of
features to characterize single pulses from the GBT350Drift survey than it did for single
pulses from the PALFA survey, especially for multiclass labeling scheme 8. Additionally, the
IQRs for PALFA single pulse features are generally narrower than those of the GBT350Drift
single pulses. This could be a result of the GBT350Drift survey containing over 2,000 more
positive examples than the PALFA survey.
Another interesting result is that the rankings vary by multiclass labeling scheme. For
instance, snrMax and snrLocalPeakHeight are very good predictors for scheme 2 in both
surveys, but are ranked higher as the number of classes increases. This indicates that Info-
Gain is able to select different discerning features when single pulses are separated into like
groups.
The most consistent, lower ranking predictors for all schemes are (in order from worst to
less worse): SNRPeakDM, snrMaxFitChiSquare, pulseRank, startDM, and snrAvgIntensity.
These features describe both physical characteristics (distance and brightness) and data
characteristics (approximation of theoretical shape and brightness compared to other local
peaks) of single pulses. These particular features are better predictors than others for single
pulse classification.
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7.5 Conclusions
In this chapter, we experimentally evaluated the approach detailed in Chapter 6. We
tested the performance of ALM and feature selection by performing classification trials using
all combinations of six supervised machine learning algorithms, five ALM schemes, and six
feature selection methods. We conducted the trials on two different benchmark datasets,
enhancing the generalization of our conclusions. The results showed that while binary clas-
sification performances were very good, several multiclass schemes produced comparable
classification results (within 2%, on average) but with significant execution performance
improvements. Overall, the ensemble tree RandomForest (RF) classifiers using ALM and
the entropy-based InfoGain (IG) feature selection method achieved the best classification
performance with average Recall and F-Measure scores of 0.96 and 0.95, respectively. The
ALM classifiers were also much better at correctly classifying instances that were often mis-
classified by binary classifiers. Further, the total execution performance of the classification
improved on average by 54%, (47% from ALM and 7% from IG) when compared to RF
classifiers without ALM and feature selection.
Our results from experimentally evaluating six machine learning algorithms and the
SMOTE imbalance treatment on single pulse data contribute by reinforcement of the re-
sults we achieved in Chapter 4 for DPGs on a new real-world radio astronomy data set.
Additionally, our feature selection results indicate that certain features based on theoretical
and physical characteristics of single pulses are better predictors than others. This result
will contribute to the streamlining of future work.




































































Distributed Single Pulse Event
Identification: Methods & Evaluation
8.1 Introduction
With the advancement of data collection technologies, the commercial, government, and
scientific sectors are flooded with more data than a single microprocessor could possibly
process. In radio astronomy, as telescopes become larger and more sensitive, data collection
rates are approaching peta- and exascale ranges [117]. The proposed Square Kilometer Array,
which will combine 2,000 dishes and a million antennae over a collection area covering one
million square meters, will be capable of collecting 160 terabytes of radio data a day [31]. For
effective classification of very large data sets, algorithms must be time-efficient and scalable.
As our radio astronomy data sets grew in size and the granularity of our focus became
finer, we found several key bottlenecks in the process of transient signal identification and
classification. In this chapter, we present the parallelized solution we developed to overcome
some of these bottlenecks along with empirical evidence of its successful application to two
large real-world data sets from radio sky surveys, PALFA and GBT350Drift.1
1The work in this chapter was originally published in [35].
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8.2 Distributed Single Pulse Identification
The granularity of SPEs is much finer than that of DPGs. For example, the version of
RAPID described in Section 4.2 considers only the maximum SNR for each DM and could
only identify one DPG in the data represented in Figure 6.1. Our new distributed, single
pulse version of RAPID identified 188 single pulses in the same data, including single pulse#1
and single pulse#2. Consequently, examining the data at this granularity is several orders
of magnitude more processor intensive. For DPG identification, RAPID needs to run once
for each observation. D-RAPID for single pulse identification, on the other hand, must run
once for every cluster of SPEs in an observation. Since most observations contain several
hundred to several thousand clusters, the modified algorithm must run several hundred
to several thousand more times for each observation. Considering one data set used in
our experiments encompasses almost 300 million observations, the workload is too much
for a single computer to finish in a reasonable amount of time, even with multi-threaded
programming. Fortunately, the problem of single pulse identification is “embarrassingly
parallel”, i.e., it may easily be divided into many smaller sub-problems which can then be
solved simultaneously. The independence of the data combined with the uniform processing
requirement makes searching for single pulses ideal for data parallelism on a distributed
computing platform.
8.2.1 Distributed Development Environment
We designed scalability into our solution by parallelizing our application to run on a
distributed YARN cluster with Apache Spark. YARN (Yet Another Resource Negotiator)
is a resource management and job scheduling technology that makes two key improvements
over the traditional Hadoop design. First, YARN decouples the programming model from
the resource management infrastructure to allow programmers more flexibility for diverse
coding applications. Second, YARN delegates many scheduling functions (e.g., task fault-
tolerance) to per-application components, effectively decentralizing the management of each
job’s control flow and thus improving scalability and efficiency [121]. Another advantage of
a YARN architecture is its compatibility with Apache Spark.
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Figure 8.1: Control flow for a typical Spark job.
Spark is a fast and general distributed processing engine that has been shown to outper-
form the more traditional Hadoop MapReduce framework by ten times in iterative machine
learning jobs [130]. Spark was designed for problems that need to reuse a working set of data
across multiple parallel operations. To optimize such tasks, Spark introduced the resilient
distributed data set (RDD), which is a collection of objects partitioned across a set of data
nodes that can be rebuilt if a partition is lost. Spark achieves significant speed improvements
by providing built-in functions to transform RDDs in memory, whereas MapReduce requires
each intermediate step to be written to the HDFS. These qualities make a Spark on YARN
cluster well-suited for the problem of efficiently identifying single pulses in massive data sets.
As in Figure 8.1, the master node contains the partitioning structure for the distributed data
in RAM and the tasks to be performed. The YARN cluster manager loads the data into
distributed RAM according to the context-defined partitions, and maps the tasks to each
data node. The data nodes then perform the sequence of transformations on its local data
in RAM, returning the results to the master for aggregation.
8.2.2 D-RAPID
To take full advantage of distributed computing with Spark, we designed our data flow
using RDDs. We wrote the original driver code behind RAPID in Java. For the redesign, we
switched to the hybrid functional and object-oriented programming language Scala, which is
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the development language of choice for Spark applications [94]. Using Scala to develop our
driver allowed for the seamless integration of our existing Java code and the subsequent single
pulse modifications described in Section 8.2.3. In this paper, we annotate our distributed
implementation of RAPID for single pulses in Scala as D-RAPID.
D-RAPID requires two input files to be loaded into the HDFS: a large data file containing
all of the SPEs for an entire data set in csv format, and a smaller cluster file detailing each
cluster to be searched (see Figure 6.2). The goal of D-RAPID is to search for single pulses
only in the areas of the data file that coincide with the clusters listed in the cluster file. This
poses a challenge for a distributed environment because the cluster information and the data
belonging to it may not exist on the same data node. In the HDFS, a single file may be
split into many chunks and replications and stored on several different data nodes. To solve
this problem, D-RAPID organizes and joins the cluster and data files into a single RDD in
memory to guarantee that each executor has all of the information it needs locally. This
process is accomplished in three stages, as shown in Figure 8.2.
Stage 1 and Stage 2 represent loading and preparing the input files. We first stripped
the files of their header information. Then, in the Map to KVPRDD phase, we read each
file from the HDFS and convert it into a Key-Value Pair RDD (KVPRDD), which can take
advantage of the Spark’s efficient built-in transformation functions. Since every instance in
both the data and cluster files begins with the same descriptive information, i.e., the name
of the data set, the mean Julian date (MJD) of the observation, its sky position, and the
beam, we concatenated these descriptors to serve as the key for each instance. The value
paired with each key is the remainder of the string containing the data for that instance,
either SPE data or data describing a particular cluster. In Stage 3, we partition the data
and cluster KVPRDDs and aggregate them to prepare for joining. D-RAPID uses Spark to
optimize this process in two ways: uniform partitioning and key aggregation.
When joining two KVPRDDs, the key-value pairs must be shuffled and compared un-
til they find their matches, which would result in an excessive amount of network traffic
and overhead. Instead, we partition each KVPRDD in the exact same manner, so that the
matching keys for each set are naturally co-located, eliminating unnecessary shuffling when
performing the join operation[63]. In the Partition phase, D-RAPID uses a Spark HashPar-
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Figure 8.2: The stages of execution for D-RAPID to search a set of clusters for single pulses.
titioner to hash the keys and shuffle partitions with the same keys to the same executors
from both data sets.
A join performed between two RDDs with many duplicate keys can significantly inflate
the size of the joined data set [63]. An artifact of the csv format used for the data file is that
there will be a very high number of repeated keys. In the Aggregate phase, we aggregate
the cluster and data KVPRDDs by key so there will be less pairs when the expensive join
operation is performed.
With the KVPRDDs optimized, we perform the join in the Left Outer Join phase. Gen-
erally speaking, a left outer join on two data sets will return a value for every entry of the
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first data set, even if there are no matching entries in the second data set (in which case a
null value is returned) [104]. The end result of the left outer join of our data sets is a new
KVPRDD with one KVP for each cluster together with all of the SPE data from the data
file necessary to process it. This ensures that when we apply D-RAPID to the joined pairs in
the Search phase, all necessary data will be local to the data node performing the operation.
In the search phase, D-RAPID searches the SPE data from each cluster for single pulses.
Finally, we write all identified single pulses back to the HDFS in separate files, which we
later extract and from the HDFS and concatenate in preparation for the classification phase.
8.2.3 Single Pulse Identification with D-RAPID
Identifying single pulses in the DM vs. time space instead of aggregated DPGs in the
SNR vs. DM space required several modifications to our previous searching algorithm.
We developed Algorithm 1 to identify single pulses in the search phase of D-RAPID. The
search algorithm uses recursion to divide the SPEs in a cluster into bins, performs a linear
regression on the points in each bin to determine trends, and uses the trends to identify
peaks in the data. For each bin, we consider the trend of the previous bin, bn−1, which can
be either decreasing, flat, or increasing. We next consider the slope of the current bin, bn
and the state of a potential single pulse candidate, SP , to determine whether the SPEs in
the current bin are “climbing” a single pulse, have reached the peak, or are “descending” a
single pulse.
The search algorithm has several parameters that also required modification. The bin
size parameter determines how many consecutive SPEs will be included in each regression
calculation. For DPG identification in Section4.2, we kept the bin size fixed at 25, a value
that was chosen for its favorable experimental performance. However, a static bin size is not
suitable when running on clusters, because they vary in size from several SPEs to thousands
of SPEs. A static bin size of 25 will put all SPEs in small clusters into one bin, making it
impossible for D-RAPID to identify a peak.
To accommodate this range of cluster sizes, in D-RAPID we assigned the bin size dy-
namically according to Equation 8.1, where n is the number of SPEs in a cluster and w is
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ALGORITHM 1: search function for D-RAPID
Input: start the index of the first SPE in a bin
bn−1 ← regression slope of the previous bin, initialized to 0
SP a potential single-pulse, initialized to NULL
M the slope threshold, a constant
Output: data mining file listing all identified single-pulses
next← start+ binsize;
if next > total number of SPEs then
return
Calculate Yi = a+ bXi + ei, a linear regression using all points in the current bin;
if bn−1 < −M then
if −M < bn < M and SP = NULL or SP has no peak then
SP ← NULL and begin a new SP ;
if bn > M and SP ! = NULL and has a peak then
add this SP ;
begin a new SP ;
else if −M < bn−1 < M then
if bn < −M then
if SP ! = NULL but has no peak then
peak found for this SP ;
else if SP = NULL then
SP ← NULL and begin a new SP ;
if −M < bn < M and SP ! = NULL and has a peak then
write this SP and begin a new SP ;
else
SP ← NULL;
if bn > M then
if SP = NULL then
begin a new SP ;
else if SP has a peak then
write this SP and begin a new SP ;
else if bn−1 > M then
if bn < −M then
peak found for this SP
else if −M < bn−1 < M and SP = NULL then
begin a new SP ;
else if bn > M and SP = NULL then
begin a new SP ;
search(next, bn);
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Using a bin size of one for small clusters simply “connects the dots” by considering the
difference between two points. Varying the bin size by the square root of the cluster size
ensures that the bin size increases quickly at first, and then levels out as cluster sizes become
larger. The square root function exemplifies this behavior, but was found to increase too
quickly for smaller clusters. To control the growth of the bin size, we introduced the weight
parameter.
To tune the weight, w, and slope threshold, M , parameters, we chose several single pulses
that are difficult to identify from known pulsars and used them for parameter tuning. The
slope threshold provides a minimum slope requirement to distinguish between a linear regres-
sion line that is flat, or is increasing (or decreasing). In the parameter tuning experiment, we
allowed the weight to vary from 0.75 to 1.75 and the slope threshold from 0.05 to 0.5. The
results showed that the combination of a weight of 0.75 and a slope threshold of 0.5 most
efficiently identified problematic single pulses, and we used this parameter combination for
the rest of the experiments.
8.3 Results
To demonstrate and evaluate the performance of our distributed approach to single pulse
identification, we implemented our own distributed experimental environment and used it
to empirically evaluate the performance of our scaled-up D-RAPID algorithm.
8.3.1 Distributed Computing Environment
The experimental environment consisted of 29 computers donated by Fairmont State
University. Eight computers came equipped with a 3.2 GHz quad-core Intel R©CoreTMi5-
3470 CPU, a 250 GB hard drive, and 8 GB of RAM, and the remaining twenty machines
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had Intel R©CoreTM2 Duo E8600 CPUs clocked at 3.33 GHz, 225 GB hard drives, and 4 GB of
RAM. We installed 64 bit Ubuntu 18.04 on each machine and upgraded one of the i5 machines
with an additional 24 GB RAM to serve as the master node. The other 28 computers were
configured as data nodes. Overall, the distributed system provided 72 virtual cores, 140
GB of available RAM, and 4.2 TB of resilient data storage. We configured the distributed
system to utilize the Hadoop YARN architecture, and managed it with the open source
Apache cluster management software Ambari [122].
8.3.2 D-RAPID Execution Performance Results
We evaluated D-RAPID in our experimental environment on a 10.2 GB subset of the full
PALFA SPE data set, which led to a 200 MB cluster file containing information for over 1.9
million clusters identified by the modified DBSCAN clustering algorithm presented by [97].
In the distributed experimental environment, each executor was given two virtual processor
cores and 2,560 MB of RAM so that the testing environment could support a maximum
of 22 executors. Our custom partitioner assigned 32 partitions for each core, for a total of
896 partitions of the data. We recorded the total elapsed time to finish processing the test
data in five separate trials, controlling the number of executors so that 1, 5, 10, 15, and 20
executors were allowed to operate in parallel.
For comparison, we also tested a multi-threaded version of RAPID for single pulse iden-
tification on the same subset of the PALFA data. The multi-threaded version ran on a single
processor machine with 16 GB of RAM and an Intel R©CoreTMi7-7800K CPU overclocked to
4.5 GHz. We processed the test data five times, allowing the program to use 1, 5, 10, 15,
and 20 threads to accomplish the task. Figure 8.3 provides the results.
RQ 1: Is D-RAPID scalable? The elapsed processing time for D-RAPID decreased as
the number of executors increased, as Figure 8.3 shows. The knee of the curve for D-RAPID
occurs when given five executors, and the elapsed time decreases asymptotically as the num-
ber of executors grows beyond five. These results indicate that D-RAPID can utilize Spark
on a YARN cluster to dramatically reduce processing times for single pulse identification.
While this is a good result, the significantly smaller decrease in elapsed processing time when
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Figure 8.3: Performance evaluation of elapsed time to execute D-RAPID and a multi-
threaded version (RAPID) on a 10.2 GB test set with 5, 10, 15, and 20 executors or threads,
respectively.
using more than five executors implies that other performance bottlenecks may exist.
One such bottleneck arises from the serial processing requirement for D-RAPID’s search
task, outlined in Algorithm 1, combined with the considerable size differences in various
clusters. In the test data, individual clusters ranged in size from less than five SPEs to over
3,500 SPEs, with a median size of 19 SPEs. The sequential searching task took considerably
longer for very large clusters. When examining the task distribution (for trials with more
than one executor), some executors inevitably processed significantly less clusters due to
these size differences.
The relatively small size of our test data set and the limitations of our experimental
environment may have also impacted our performance results. We plan to further examine
these potential bottlenecks in future work.
RQ 2: Does D-RAPID outperform its multi-threaded implementation? D-RAPID
processed the same amount of test data in 22% to 37% of the time it took its multi-threaded
counterpart in all trials, except when run with only one executor. A single executor, with
only 2,560 MB of RAM, cannot fit the entire test data set into memory at once, which
effectively eliminated the advantage of parallel processing with Spark, as portions of the
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RDDs must be frequently swapped out to disk to compensate for the lack of memory. This
leads us to conclude that, as long as a YARN cluster has enough executors and memory to
fit the entire data set into its distributed RAM, D-RAPID will consistently outperform the
multi-threaded RAPID implementation by up to a factor of five.
D-RAPID also processed the entire PALFA data set described in Section 7.2 in 91.5
hours, a time that could be greatly reduced by adding more data nodes to the cluster. To
contrast, a single machine with 16 GB of RAM and a 64 bit AMD PhenomTMII X4 Black
Edition quad-core processor took almost 580 hours to process the same data set using the
single pulse version of RAPID.
8.4 Conclusions
Searching for single pulses in radio astronomy is a processor-intensive task that consists of
identification and classification phases performed on very large data sets. The scalability and
execution performance of pulsar identification and classification solutions must be considered
to address the volume of data collected by the advanced radio telescopes of today and
emerging technologies of the future.
In this chapter, we presented a software solution to improve the execution time of sin-
gle pulse pulsar identification and classification. The main contribution of this work is the
parallelization and refinement of the algorithm introduced in Chapter 4 along with an ex-
perimental evaluation of the results.
We improved the execution performance of the identification phase by developing Dis-
tributed Recursive Algorithm for Peak IDentification (D-RAPID), a Scala implementation
of peak identification that achieves scalability by parallelizing the data on a Hadoop YARN
distributed system for in-memory task processing with Apache Spark. We partitioned sepa-
rate but linked data in memory to be co-located on data nodes. Experimental results showed
that D-RAPID executed up to five times faster than a variant which achieved parallelism
through multi-threaded execution.
Selected portions of the approach and results presented in Chapters 6, 7, and 8 were
published in a highly selective conference on parallel processing [35].
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Chapter 9
Distributed Single Pulse Event
Classification with Semi-Supervised
Learning: Methods & Evaluation
9.1 Introduction
In Chapter 8, we motivated the desire for scalable machine learning methods in radio as-
tronomy by the rapid data collection rates of modern instruments and the resulting extreme
sizes of data sets. While Chapter 8 addressed the problem of identifying radio pulsar candi-
dates in the data deluge, in this chapter we address the problem of radio pulsar candidate
classification.
All previously described classification tasks in this dissertation used serial code run-
ning on single computers. Given that our largest classification file size is currently 9.5 MB
(representing approximately 103,000 instances of single pulses from the PALFA data set),
serialized classification code was not a problem. However, the full set of 5.85 million in-
stances from PALFA is over 100 times larger (982.4 MB). Such large data sets are difficult,
if not impossible, for serial classification algorithms to handle on a single workstation, even
if the workstation has enough RAM to fit the entire data set in memory. Keeping in mind
that these classification data sets will only get larger over time, the future of radio pulsar
classification must utilize some form of stream or distributed computing platform to keep
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pace.
To compound the difficulty of dealing with very large data sets, labeling sufficient training
instances for supervised classification is another problem caused by Big Data. All of the
machine learning algorithms used for classification experiments in this dissertation thus far
have utilized some form of supervised machine learning. For supervised machine learning to
be effective, the labels for all training instances must be known a priori. To accommodate
this necessity, we spent a significant amount of time creating fully labeled benchmarks by
identifying and labeling known positive and negative instances in both the GBT and PALFA
data sets, as described in Sections 5.3 and 7.3. However, the instances we were able to label
in the PALFA data set comprised only 1.7% of the total number of instances. This means
that over 98% of the information available in the data is not used by our previous machine
learning algorithms. To completely label a larger percentage of the instances would require
manual inspection of each instance by a trained expert, with possible follow-up observations
required for confirmation. Due to the prohibitive time, cost, and difficulty involved with
assigning labels on such a large scale, supervised learning will never be able to utilize the
majority of information available in the data.
Semi-supervised learning is an alternative to supervised machine learning that attempts
to make use of unlabeled data as a potential source of knowledge [138]. There are many
different types of semi-supervised machine learning algorithms, detailed in Section 2.2.3.
The most relevant semi-supervised techniques to our work in this section are self-learning
and co-training. The fundamental steps of self-learning and co-training are the same: 1)
train a classifier on labeled data, 2) use that supervised classifier to label the unlabeled
data, 3) add the best predictions from the unlabeled data back into the training set, and 4)
repeat steps 1 through 3 until some stopping criteria are met. The difference between the
algorithms occurs in steps 2 and 3. Self-training classifiers feed their best predictions back
into their own training sets, and co-training classifiers enlist different base classifiers1 that
feed predictions into each other’s training sets [135].
In this chapter, we introduce CoDRIFt, a novel classification algorithm that is both
1The base classifiers can be the same classification algorithm trained on multiple, independent views of
the data (such as different feature sets), or can be two different algorithms trained on the same feature set.
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distributed to overcome scalability issues and utilizes semi-supervised learning to leverage
unlabeled data to inform the classification process. We demonstrate the utility of our new
algorithm through experimental evaluation on two real-world radio astronomy data sets and
provide a comparison to eleven other classifiers. The results showed that CoDRIFt models
excel at classifying single pulses in data sets comprised of mostly (>95%) non-pulsar signals.
Furthermore, CoDRIFt models created with very limited sets of labeled data (as few as 22
labeled single pulses from pulsar sources) were able to achieve extremely high recalls (mean
= 0.98). In comparison to the other algorithms trained with very few labeled instances,
CoDRIFt models outperformed them all, with improvements in recall of 2.9% over the next
closest classifier and an average improvement of almost 35% over all eleven classifiers. While
developed to solve the radio pulsar classification problem, CoDRIFt is a machine learning
algorithm that can be customized for different problem domains that deal with very large,
imbalanced data sets, such as those found in financial fraud detection and cyber attack
detection.
9.2 CoDRIFt
We propose a novel algorithm to create inductive Co-Training, Distributed, Random In-
cremental Forest (CoDRIFt)2 models for classification on distributed systems. The CoDRIFt
algorithm presented in Algorithm 2 iteratively creates an inductive CoDRIFt model. The
CoDrift model is a collection of trees that operates much like a RandomForest, with two key
differences: 1) each tree is created by a different RandomForest model during training and
selected as the “best tree”, and 2) when making a prediction, a CoDRIFt model weights
predictions for the positive class three times more than predictions for the negative class.3
This form of weighted voting allows CoDRIFt models dealing with highly imbalanced data
to better identify the minority class (i.e., achieve higher recall) at the expense of lower preci-
sion. This trade-off is acceptable for extremely rare instance classification in our application
2Available at https://github.com/tdevine1/cluster/tree/master/code/CoDRIFt
3We are assuming that the positive class is the minority class and the negative class is the majority. In
our problem domain, the positive class represents SPEs originating from pulsar sources and the negative
class represents SPEs originating from non-pulsar sources.
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area, as the cost of missing a rare instance (false negative) is much higher than that of having
an extra false positive.
CoDRIFt models are constructed from three disjoint data sets. Two of the data sets
must be labeled, one for training RandomForest models and one for evaluation of those
models. The third, unlabeled data set is used to augment the labeled set for semi-supervised
classification.
ALGORITHM 2: CoDRIFt: A Co-Training Distributed Random Incremental Forest
Input: k: the number of partitions and base RandomForest models to create
L: a distributed, labeled data set for training
U : a distributed, unlabeled data set with k partitions, U1, U2, . . . , Uk
E : an unseen distributed, labeled data set for testing
nTree: the minimum number of trees for the final CoDRIFt model
Output: codrift: an inductive CoDRIFt Model containing both supervised and semi-supervised
Decision Trees
codrift← an empty CoDRIFt model, with space for nTree Decision Trees;
size← 0;
while size < nTree do
/* Step 1: Train RandomForests on the labeled data */
R ← RandomForests R1, R2, . . . , Rk trained on random subsamples of 1k% L;
/* Step 2: Evaluate the models, adding the best trees to CoDRIFt, see
Algorithm 3 */
codrift← evaluateModels(codrift,R, E);
/* Step 3: Create the distributed, augmented data set, see Algorithm 4 */
A ← createAugmentedSet(L,U ,R, k);
/* Step 4: Train RandomForests on the augmented data */
R ← RandomForests R1, R2, . . . , Rk trained on random subsamples of 1k% A;





CoDRIFt operates in rounds, only stopping when the model has collected the user-
specified number of trees. Each round consists of five steps. At the beginning of each round,
in the first step, a new batch of k (a user-defined value) RandomForest models are created
from randomly selected samples of the labeled data set. The number of samples selected
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make up 1
k
% of the size of the data set. It is important to note that these subsamples are
not stratified, and may not be representative of the distribution of the class value. This was
done deliberately, so that some RandomForests may be trained on only negative examples in
an imbalanced data set, as a classifier for imbalanced data must be very good at classifying
negative examples with a high recall. In repeated trials during development, we noticed that
CoDRIFt classifiers that only contained trees good at identifying positive examples routinely
under-performed on imbalanced unseen data sets.
ALGORITHM 3: evaluateModels function for CoDRIFt (used in Steps 2 and 5)
Input: codrift: a partial CoDRIFt Model
E : an unseen distributed, labeled data set for testing
nTree: the minimum number of trees for the final CoDRIFt model
Output: codrift: a CoDRIFt model with more trees
/* Determine the best trees and add them to the CoDRIFt model. */
bestPositiveScore, bestNegativeScore← 0.0;
bestPositiveTree, bestNegativeTree← empty Decision Tree Models;
foreach Ri ∈ R, i = 1, 2, . . . , k do
foreach tree ∈ Ri, i = 1, 2, . . . , k do
posScore, negScore← Positive, Negative Label Recall scores for tree tested on E ;









if bestPosScore > 0.9 then
codrift← bestPosTree;
end
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Once the models are selected, they are evaluated in step two. During evaluation, (see
Algorithm 3), the best trees from each of the k RandomForest models are determined by
evaluating them individually on the unseen evaluation set. For each RandomForest model,
two trees have the opportunity to be selected for inclusion in the CoDRIFt model, but no
trees are guaranteed a spot. Each model determines its “best” two trees, one for classifying
positive instances and one for classifying negative instances. In this version of CoDRIFt,
recall scores were used to determine the best trees, but this could be altered to consider other
performance metrics, as the situation dictates. We set inclusion criteria at recall > 0.99 for
negative trees (trees good at classifying negative examples) and recall > 0.9 for positive trees
(trees good at classifying positive examples). We chose these values to maintain diversity
among the trees in the CoDRIFt model when there are many more negative than positive
examples, since good negative trees in imbalanced data sets are a dime a dozen.
While steps one and two are supervised learning, the third and fourth steps of CoDRIFt
involve semi-supervised learning. In the third step, shown in Algorithm 4, an augmented set
is created that includes both the initial labeled set and all of the high-confidence predictions
from the supervised RandomForests created in step one. To accomplish this, the unlabeled
data is first divided into k partitions. Then, in parallel, a random supervised RandomForest
model is chosen to predict labels for the unlabeled data in each partition. If a prediction
has a confidence ≥ 0.95, that instance is added to the augmented set with its new label.
In the fourth step, a new batch of k semi-supervised RandomForest models are trained on
the augmented data set in the same manner as in step one. Finally, in the fifth step, the
semi-supervised RandomForest models are evaluated on the unseen evaluation set, and the
best trees are included in the CoDRIFt model, following the methodology of step two.
The end result is an inductive, semi-supervised CoDRIFt model containing the best
supervised and semi-supervised trees from many different supervised and semi-supervised
RandomForest models. The closest algorithm in the literature to CoDRIFt is the self-
learning algorithm presented in [119]. The main novel aspects of CoDRIFt that set it apart
from the other algorithms in the literature are:
1. We create many RandomForest models and keep only the best decision trees from each
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ALGORITHM 4: createAugmentedSet function for CoDRIFt (used in Step 3)
Input: L: a distributed, labeled data set for training
U : a distributed, unlabeled data set with k partitions, U1, U2, . . . , Uk
R: a set of k RandomForest models
k: the number of partitions and RandomForest models
Output: A: a distributed, labeled data set
A ← A∪ L;
foreach Ui ∈ U , i = 1, 2, . . . , k do
R← a randomly selected RandomForest model from R;
foreach instance ∈ Ui do
instance← Predicted label from R;
confidence← Confidence of R’s prediction;






model. We place an emphasis on composing an ensemble of stronger learners, rather
than training learners on larger data sets with more labels.
2. Our final model contains a mix of supervised trees (trained only on labeled data) and
semi-supervised trees (trained on data augmented with labels from other RandomForest
models).
3. We optimize our model to achieve higher recalls by selecting trees with high recalls on
unseen data.
4. We use weighted voting when making predictions, as in [25], but count positive predic-
tions three times heavier than negative predictions instead of weighting each individual
tree. This helps our algorithm perform well in imbalanced data sets.
5. Each iteration, the unlabeled set resets, allowing instances to be labeled multiple times
by different trees in different iterations. This means unlabeled instances will not neces-
sarily be labeled the same every time, and new trees could be trained on the differently
labeled data.
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The CoDRIFt model is general enough to be used as a distributed, semi-supervised classifier
in any large data set where the cost of labeling is prohibitive and is designed to work especially
well in problem domains that deal with extremely imbalanced data, such as cybercrime or
credit card fraud.
9.3 Algorithms Used for Comparison
In order to provide a thorough, comparative evaluation of CoDRIFt’s performance, we
tested the following eleven algorithms for semi-supervised learning and distributed classifica-
tion: Collective Classification, SupervisedMLRF, and SelfLearningMLRF. Collective Classi-
fication4 is a Java implementation of nine serialized semi-supervised classification algorithms
for the Weka suite of data mining software [51]. SupervisedMLRF is a distributed Scala5
implementation of a RandomForest algorithm. Scala is a hybrid programming language that
combines object-oriented and functional programming that was designed for high perfor-
mance computing on distributed systems. SupervisedMLRF is publicly available through
Apache Spark’s machine learning library (MLlib)6. Finally, SelfLearningMLRF is our dis-
tributed Scala implementation of a general self-learning algorithm that uses a modified ver-
sion of SupervisedMLRF as its base classifier [119]. In this section, we provide descriptions
of these algorithms.
9.3.1 Collective Classification
Collective Classification is the only available semi-supervised learning package for Weka.
Collective Classification, which found its start with networking applications, refers to a
group of nine different machine learning algorithms that attempt to take advantage of the
relationships between instances in partially labeled collections. More specifically, Collective
Classifiers make classification decisions based on correlations between: 1) the label of an
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attributes (and labels) of the instances nearby, and 3) the label of an instance and the
unobserved labels of instances nearby [114].
For our comparison with CoDRIFt, we performed classification with the following Col-
lective Classifiers:
• SimpleCollective is a self-training algorithm that randomly assigns labels to the unla-
beled instances in the training set, and then iteratively trains a user-specified classifier
on all of the data and uses the predictions to improve the randomly assigned labels.
• AdvancedCollective operates similarly to SimpleCollective, but avoids overfitting by
splitting the randomly labeled data into two groups. One group is used for training
together with the labeled instances and the other group for testing (and vice versa).
• CollectiveEM is similar to SimpleCollective, but duplicates the unlabeled data to make
two training sets. Each unlabeled instance is randomly made positive in one training set
and negative in the other. The base classifier is also duplicated and used to iteratively
improve labels, with the assignment of labels depending on the mean of the confidences
of the two classifiers to avoid oscillating behavior.
• CollectiveForest is a self-training, tree-based classifier that divides the test set into
equally dense folds with Weka’s RandomTree (the basic trees built with randomly
selected features that comprise a RandomForest) algorithm, then uses the training set
to predict the labels for instances in the test set. The labeled instances with the highest
confidence are then added into the training set. This process is repeated until all labels
are predicted with high confidence [111].
• CollectiveWoods and CollectiveTree - CollectiveWoods operates similarly to Collec-
tiveForest, but uses the CollectiveTree algorithm as a base classifier instead of Ran-
domTree. CollectiveTrees are different from RandomTrees by favoring attribute split
points that evenly divide the data in two. Additionally, a CollectiveTree will stop
growing if it only covers training instances, if its leaves contain only test instances, or
if a leaf contains only training instances from one class.
CHAPTER 9. DISTR. SPE CLASSIFICATION W/ SSL: METHODS / EVAL. 121
• TwoStageCollective uses a form of co-training with two or more user-given classifiers.
The first classifier is built using the labeled data and makes predictions for the un-
labeled data. The second classifier is built on all of the data and used to enhance
the predictions of the first. Additional user-specified classifiers are used alternately to
continue the iterative process [99].
• YATSI is “Yet Another Two Stage Idea” that uses co-training with a user-specified
classifier together with a K-Nearest Neighbors (KNN) classifier. The first classifier is
used to train a model on the labeled data and “pre-label” the unlabeled data. The
pre-labels are then reevaluated by considering the labels of the closest k instances,
keeping the label with the highest confidence [38].
• Chopper is an implementation of the traditional co-training classifier specified in Sec-
tion 2.2.3.
9.3.2 SupervisedMLRF
SupervisedMLRF is a supervised RandomForest algorithm implemented in Scala as part
of Apache Spark’s MLlib package. Since RandomForests (as described in Section 2.2.2) train
sets of decision trees independently, they are naturally parallelizable. RandomForests were
also shown to be excellent radio pulsar candidate classifiers in all of our previous experiments,
making them an easy choice for our distributed classification trials. SupervisedMLRF uses
data-parallel optimizations to improve the performance of the algorithm, which operates by
subsampling the training data for the construction of each tree (bootstrapping) and also
considering random subsets of the features for determining the nodes of each tree. The
SupervisedMLRF models we created throughout all of our experiments used Gini Gain (see
Section 2.2.2) to determine split points for individual decision trees. They created binary
decision trees with a maximum depth of four and a varying number of trees depending on
our experiment.
The SupervisedMLRF implementation, however, has several drawbacks as noted by the
authors in [25]. First, when determining the best splitting point for continuous features,
SupervisedMLRF samples each partition of the data set to reduce the data transmission
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operations. This method could reduce the accuracy of the models created. Additionally, Su-
pervisedMLRF partitions Resilient Distributed Data sets (RDDs) horizontally, (by instance,
not by feature). This causes some overhead global data communication when computing
splitting points for nodes.
Spark’s MLlib has several limitations we had to work around to implement and evaluate
SupervisedMLRF-based algorithms. First, stratified random sampling is not available out-
of-the-box with our Spark MLlib version (2.3.2), so we implemented our own version in Scala
to ensure that each time we sampled a data set, the sample would contain a representative
distribution of class values. Additionally, due to the way that RDDs are stored and managed
in distributed RAM, we were not able to split them into folds for any type of cross validation
and had to rely on subsampling with repetition to validate our experimental results.
9.3.3 SelfLearningMLRF
SelfLearningMLRF is based on the general self-training algorithm presented in [119]
(see Algorithm 5). Following their observation that basic decision trees were unreliable as
base classifiers in self-training due to unreliable predictions, we used a modified version of
SupervisedMLRF as our distributed base classifier in our self-learning implementation. The
original SupervisedMLRF did not keep track of the confidence of predictions it made. It
has been noted that high-confidence predictions are necessary for self-training to improve
when labeling unlabeled instances to add into the training set [119]. To allow for this in our
implementation, we altered the predictByVoting method to return a confidence value along
with its predicted label for a given instance. We calculated the confidence as the number of
votes for the predicted label divided by the total number of trees in the model. This allowed
us to specify a confidence threshold, t, for our implementation.
As shown in Algorithm 5, SelfLearningMLRF starts with a base classifier, Spark’s Super-
visedMLRF, and trains it on the fully labeled training set. The trained forest is then used
to predict a label for each instance in the unlabeled set. If the classifier is very confident
in its prediction (we chose t = 0.95), then that instance is removed from the unlabeled set
and added to the labeled set for training future iterations. The process then repeats itera-
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ALGORITHM 5: A general self-training algorithm adapted from [119].
/* Generalized self-training algorithm adapted for SelfLearningMLRF. */
Input: L: labeled data set
U : unlabeled data set
C: a base classifier (SupervisedMLRF)
t: confidence threshold for inclusion in L
nIter: the maximum number of iterations to perform
iterationCount← 0;
while U 6= ∅ and iterationCount < nIter do
C ← train on L;
foreach u ∈ U do
label u with C;
uconf ← confidence of label;




L ← L+ S;
U ← U − S;
iterationCount← iterationCount+ 1;
end
tively. For stopping criteria, we chose three conditions: 1) the unlabeled set is empty, 2) the
maximum number of iterations is reached (we chose nIter = 30), and 3) the self-training
process encounters “three strikes”, where a strike is considered to be an iteration with less
than three high-confidence labels found. These specific criteria values were selected after
several parameter tuning experiments suggested they would strike a balance between time
spent training and classification performance. The result of the algorithm is a RandomForest
model that can be used for inductive prediction on unseen data.
9.4 Results
To evaluate the effectiveness CoDRIFt and compare its performance to the classifiers pre-
sented in Section 9.3, we conducted a series of experiments using binary class versions of ei-
ther or both of the GBT350Drift and PALFA benchmark data sets (described in Section 7.3).
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In this section, we provide descriptions of the experiments performed and evaluations of each
classifier’s performance.
9.4.1 Serial & Distributed Computing Environments
The Collective Classification algorithms were evaluated in serial form on a single desktop
workstation with 64 GB of RAM and an Intel R©CoreTMi7-7800K CPU overclocked to 4.5
GHz with eight logical cores. CoDRIFt, SupervisedMLRF, and SelfLearningMLRF were
implemented in a distributed computing environment consisting of software installed on the
distributed system described in Section 8.3.1. As in Section 8.2.1, we implemented all of our
code for Spark (version 2.3.2) in Scala (version 2.11). We used the Scala Integrated Develop-
ment Environment for Eclipse7 as our development environment with Maven8 for integrated
dependency management. Several packages used in our code were taken or adapted from
Apache Spark’s scalable machine learning library (MLlib).
9.4.2 CoDRIFt Results
We evaluated CoDRIFt on both the GBT350Drift and PALFA data sets to lend a small
amount of generalizability to our results. After some preliminary, parameter tuning experi-
ments, we chose several static values for variables in the CoDRIFT algorithm. Specifically,
we set the minimum number of trees in the final model to 75, based on our results (see
Section 9.4.3) that using less than 50 trees was detrimental to performance. We also chose
recall as the optimization parameter, as very high recalls are extremely important in radio
pulsar astronomy. We used SupervisedMLRF as our base RandomForest classifiers and set
the number of trees in each SupervisedMLRF to ten, for performance reasons. Since Co-
DRIFt may potentially construct hundreds of SupervisedMLRF models before settling on
a final set of trees, and our results in Section 9.4.5 showed that training times directly in-
crease with the number of trees, allowing more trees per model would significantly increase
CoDRIFt’s training time. By having so many models generated, we still hoped to maintain
the advantages in classification performance of having many trees. Finally, we allowed k to
7http://scala-ide.org/
8https://maven.apache.org/
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vary as the number of executors. Since k represents the number of partitions for the RDDs,
and Spark recommends two partitions per executor, we set k for each experiment to be twice
the number of executors.
For the floating variables in our trials, we varied the labeled percent of the data from 1%
to 15% and the number of executors from 1 to 25 in increments of five and repeated each
each experiment five times, resulting in a total of 220 experiments. For each experiment,
we first split the data with stratified random sampling into 70% model-building and 30%
testing sets. The model-building set was then split again (70%/30%) using stratified random
sampling to create a training and evaluation set for use according to the CoDRIFt algorithm
(see Algorithm 2). Finally, the training set that remained was split (again with stratified
random sampling) into labeled and unlabeled sets according to the labeled percentage of the
particular experiment.
CoDRIFt Classification Performance Results
The results of our experiments with regard to classification performance are shown in
Figure 9.1, using mean recall (top) and F-4 scores (bottom) for performance metrics. The
results show that CoDRIFt is very good at classifying positive examples of single pulses from
pulsar sources, especially when the percent of the data given with labels is very low and more
than one executor is allowed for processing. CoDRIFt generally performs better with less
labeled data! However, since the algorithm is designed to optimize recall, this performance
improvement comes at the expense of reduced precision.
The reduced precision scores are evident in the bottom plot of Figure 9.1, which provides
mean F-4 scores. As detailed in Section 2.2.4, the F-4 score is a harmonic mean between
the recall and precision, with the recall weighted four times more than the precision. In the
figure, the low precision scores can be seen “pulling down” the high recall scores. F-4 scores
steadily drop as more executors are allowed for some of the PALFA trials. (Note the difference
in scale between Figure 9.1 top and bottom.) The F-4 scores also tend to decrease as the
percent of labeled data decreases. While, in a perfect world, we would like the precision
to be as high as the recall, for classes with extremely imbalanced data, this situation is
not undesirable and the plots shown can be deceptive. All of our performance measures
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Figure 9.1: Mean recall (top) and F-4 scores (bottom) scores for CoDRIFt models built
on training sets from the data for GBT350Drift and PALFA with the percent of labeled
instances ranging from 1% to 15%.
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reported consider only the performance of the model with respect to the minority class.
This is because the extremely high scores reported for the majority class would dominate
the results. For example, a classifier that labeled every instance as the majority class would
have very high recall (0.97) and perfect precision (1.0) if there were 30,000 non-pulsars and
only 1,000 pulsars. In reality, one of our worst performing models with respect to precision
(0.27) only mis-classified eight of the 274 positive instances with 685 false positives and 29,992
correctly classified negative instances. For problem domains with extreme data imbalances,
lower precision is a small price to pay for near-perfect recall of the minority class.
CoDRIFt Execution Performance Results
With respect to execution performance, we report the mean training times (top) and
testing times (bottom) for our CoDRIFt models in Figure 9.2. As can be seen in Figure 9.2,
training times increase when less of the data is labeled. This is due to the larger number
of unlabeled instances that must be labeled by every tree in every RandomForest created in
the multiple iterations of a CoDRIFt training run. What may seem counter-intuitive is the
increase in training times as the number of executors increases. This is an artifact of the way
we chose to assign the value k from Algorithm 2 in our experiments. We chose k to be double
the number of executors for each trial, based on Spark’s partitioning recommendation. Since
the number of RandomForest models created is 2 ∗ k, they increase by a factor of four as
the number of executors increases. While the training times are very high when using so
many models, this is representative of the difficulty of finding a sufficient group of trees
for the final CoDRIFt model. Note that high training times are exhibited by several other
semi-supervised algorithms, as discussed in Sections 9.4.3 and 9.4.5.
As shown in Figure 9.2, while testing times remain very small, in most cases, models
built with more labeled data take slightly longer to test. Upon examination of the decision
trees created for several CoDRIFt models from the 1% and 15% labeled, we noticed that the
trees built with more labeled data appeared to be more complex, i.e., they contained many
more trees with a large number of nodes. This added complexity could cause an increase in
testing times for the cases examined.
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Figure 9.2: Mean training (top) and testing (bottom) times for CoDRIFt models built on
training sets from the data for GBT350Drift and PALFA with the percent of labeled instances
ranging from 1% to 15%.
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9.4.3 Collective Classification Results
We evaluated the serial, semi-supervised classifiers presented in Section 9.3.1 with a
series of trials on different versions of our PALFA benchmark. Each benchmark was ran-
domly sampled (stratified) with different proportions of labeled to unlabeled instances. For
each version, we removed the labels from a given percentage of randomly selected instances,
resulting in data sets containing: 1%, 5%, 10%, 25%, 50%, 75%, 90%, 95%, and 99% la-
beled instances. We then evaluated the classification and execution performance of the nine
Collective Classification classifiers on each data set with no repetitions for a total of 81
experiments.
Collective Classification Performance Results
For ease of comparison to the CoDRIFt results, in Figure 9.3 we provide a limited set
of Recall scores for nine Collective Classifiers focusing on the experiments with lower per-
centages of labeled data. The results show that the best classifier with only one percent of
the data labeled was CollectiveForest with a recall of 0.80, which is almost 18% worse than
the average score for CoDRIFt over the PALFA and GBT350Drift data sets. In general, the
results of the Collective Classifiers built with very small amounts of data are mediocre at
best and abyssmal at worst, with the AdvancedCollective achieving a recall of 0.0 with one
percent labeled data. Overall, CoDRIFt models improved recall over Collective Classifiers
by an average of 30% in a direct comparison of similar experiments.
Figure 9.4 shows line plots of the raw Recall and F-Measure (F-1) scores for the full range
of our experiments with Collective Classifiers. The results show that, in general, the semi-
supervised learning classifiers can achieve high classification performance without requiring
100% of the data to be labeled. Scores for several classifiers suffered little classification
performance degradation with up to 75% labeled instances. However, classification perfor-
mance decreased as the labeled percentage dropped below 75%. Even with the classification
performance degradation, F-Measure scores for the CollectiveForest and CollectiveWoods
classifiers with only one percent labeled data remained over 0.85. Overall, CollectiveForest
consistently scored the highest marks of any semi-supervised learning classifier for the given
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Figure 9.3: Recall scores for nine Collective Classifiers (one per panel) built on training sets
from the PALFA data with the percent of labeled instances ranging from 1% to 25%.
data.
Collective Execution Performance Results
The training (top) and testing (bottom) times of the Collective Classifiers with low per-
centages of labeled instances are shown in Figures 9.5. With respect to training times, the
best and worst performers overall are CollectiveTree and AdvancedCollective, respectively.
However, results are inconsistent for other classifiers, with some training faster with less
labeled instances, some training slower with less labeled instances, and others showing little
effect. The training times for CollectiveForest, which had the best classification performance,
remain consistently in the “middle of the pack” regardless of labeled percentage. Note that
five of these classifiers exhibit very long training times. While these results are not di-
rectly comparable to CoDRIFt and SelfLearningMLRF experiments with multiple executors
because Collective Classification is serial code running on a single workstation rather than
parallel code running on a distributed system, they still seem to indicate that longer training
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Figure 9.4: Recall (left) and F-Measure (right) scores for nine different semi-supervised
learning classifiers on the PALFA binary benchmark with varying percentages of labeled
instances, given by the x-axis.
times are common for semi-supervised learning models.
While the scale makes it difficult to see, testing times for most Collective Classifiers were
on par with times reported for CoDRIFt, with the exception of three classifiers. In general,
for the Collective Classifiers execution performance is the best with a higher percentage
of labeled instances and falls off as more unlabeled data is present. YATSI exhibits the
worst performance overall, with testing times much higher than the other classifiers. The
testing times for CollectiveForest steadily increase as the unlabeled percentage increases,
eventually becoming the second worst performer for 10% or fewer labeled instances. However,
CollectiveForest testing times still remain significantly lower than YATSI, which exhibited
the largest increase in testing times.
Difficulties with Collective Classification
The biggest drawback of the versions of Collective Classification algorithms we tested
(detailed in Section 9.3.1) was that they can only perform transductive semi-supervised
learning. As mentioned in Section 2.2.3, transductive semi-supervised learning predicts only
the labels of instances present in the training set and cannot be used to generate a predictive
model for future unseen data. In order to make predictions for all of the unlabeled data in
the PALFA set, all six million instances must be included in the training set. However, due
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Figure 9.5: Training (top) and testing (bottom) times for nine Collective Classifiers (one
per panel) built on training sets from the PALFA data with the percent of labeled instances
ranging from 1% to 25%.
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to implementation limitations, such large training sets inevitably crashed the Java Virtual
Machine (JVM) running the experiment. The critical errors occurred when the JVM running
any of the given Collective Classifiers attempted to process data sets with one quarter of
the size of ours. With such large data sets, the JVM spent over 98% of its time doing
garbage collection with less than 2% of the used memory being freed, even when available
memory was more than sufficient to handle the data set (64 GB total RAM). Additionally,
the Collective Classifiers we examined were not suitable for scalable pulsar classification due
to their single threaded, serial implementations.
9.4.4 SupervisedMLRF Results
Since SupervisedMLRF is used as the base classifier in our CoDRIFt implementation, we
spent additional time and resources to fully test the classifier in a variety of conditions. Our
experiments used both the GBT350Drift and PALFA benchmark data sets. These experi-
ments were exploratory in nature, as we sought insight into how distributed RandomForest
models would behave under the following variables: percent of data used for training, num-
ber of trees used to construct the forest, and number of distributed executors allowed for
processing. In each trial, we performed stratified random sampling to select subsets of the
data for training and testing. To fully see how the algorithm performed with less and less
training data, we split the data to allow training on 1%, 5%, 10%, 15%, 25%, 35%, 45%,
55%, 65%, 75%, 85%, and 95% and reserved the remainder of each split for testing. For
each subset of training data, we performed separate trials varying the number of trees in
each forest from 10 to 200 by increments of ten, and each of those trials was performed with
a given number of executors, ranging from 1 to 25, increasing by five each time. Each trial
was repeated ten times for a total of 28,800 trials.
SupervisedMLRF Classification Performance Results
For our overall analysis of SupervisedMLRF, Figure 9.6 shows boxplots of the results of
the experimental trials using training samples from 25% to 95%. For the GBT350Drift data,
F-4 values are consistently high, but show an interesting trend of performing better with less
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training data than with more. This trend is more pronounced in Figure 9.7, which reports
only the mean values for each group. In the PALFA data, scores remain very high across
the board. For both data sets, performance drops for models trained on only one percent of
the data, as evidenced in Figure 9.7. In reference to the number of trees used to construct
the models, forests using less than fifty trees consistently perform worse than those with
more trees. Interestingly, models trained with the largest amount of training data exhibit
the greatest variance, a result that appears contradictory to a commonly accepted property
of RandomForests, i.e., that their variance should be low due to the aggregation or bagging
of the votes across the ensemble of learners. We suspect that the trees trained with large
amounts of labeled data grew more complex, as witnessed on a smaller scale in trees for
several CoDRIFt models reported in Section 9.4.3.
Figure 9.8 provides results for the recall (top) and F-4 (bottom) scores of SupervisedMLRF
and are directly comparable to CoDRIFt’s results. The mean recall scores for Super-
visedMLRF are consistently lower than those of CoDRIFt, especially for the trials with
labels assigned to only one percent of the data. On average, CoDRIFt models showed a
4.0% improvement to recall with one percent of the data labeled and a 2.0% improvement
over the SupervisedMLRF classifiers with five percent of the data labeled. The F-4 scores in
Figure 9.8, however, are consistently higher than those achieved by CoDRIFt. On average
over all trials, SupervisedMLRF F-4 scores are almost 4.9% higher than those of CoDRIFt.
This is due to the low precision problems with CoDRIFt models discussed in Section 9.4.2.
SupervisedMLRF Execution Performance Results
A fair comparison of training times (see Figure 9.9) between SupervisedMLRF and
CoDRIFt cannot be made. SupervisedMLRF makes only one model in each experiment,
whereas CoDRIFt may be generating hundreds of SupervisedMLRF classifiers for each ex-
periment.
As far as testing times are concerned, the results reported in Figure 9.9 (bottom) for
SupervisedMLRF models with 50 to 100 trees (green lines with triangles) are significantly
larger than the testing times observed for our CoDRIFt models, which generally contained
between 75 and 100 decision trees. (Note that the x-axis scales for Figure 9.9 range from 1%
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Figure 9.7: Mean F-4 scores for SupervisedMLRF models built on training sets from the data
for GBT350Drift (top) and PALFA (bottom) with the percent of labeled instances ranging
from 1% to 95%.
labeled to 95% labeled.) We attribute this difference to our implementation of CoDRIFt as
a much simpler data structure than the Spark MLlib RandomForestModel used for Super-
visedMLRF. Our implementation is a simple ListBuffer, a mutable data structure in Scala
that is optimized to facilitate the addition and removal of objects. Each tree in the list is a
tuple containing a DecisionTreeModel and a few other primitives to help us interpret results
(i.e., a String indicating whether it is a supervised or semi-supervised tree, a double with the
Recall score the tree attained during evaluation, and a double indicating if it was a positive
or negative tree). By not implementing CoDRIFt as the more complicated RandomForest-
Model and by writing our own simple voting function, we avoided the overhead associated
with the RandomForestModel that increases testing times.
Several overall insights were gained from our analysis of SupervisedMLRF’s execution
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Figure 9.8: Mean recall (top) and F-4 (bottom) scores for SupervisedMLRF models built
on training sets from the data for GBT350Drift and PALFA with the percent of labeled
instances ranging from 1% to 15%.
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Figure 9.9: Mean training times for SupervisedMLRF models built on training sets from the
data for GBT350Drift and PALFA with the percent of labeled instances ranging from 1% to
95%.
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performance. Training times can be seen to increase linearly with the percent of data used to
train the models and also with the number of trees used to construct the models. This makes
sense, as a RandomForest model should take longer to train more trees and calculations for
split points take longer when there are more instances to consider. The number of executors
helped mitigate this increase in training times to an extent, with significant reductions
moving from one to fifteen executors. However, adding additional executors over fifteen
showed little to no improvement.
Testing times were very fast for all models, classifying all testing instances in less than
half a second. Predictably, models with less trees were able to make predictions faster. Since
RandomForests require each decision tree to make its own prediction for each instance, more
trees means more predictions to calculate and more votes to tally. The addition of more
executors did not appear to have a noticeable effect. Examination of the SupervisedMLRF
source code showed that these votes are performed in a serial manner and thus gain no
benefit from additional distributed resources.
9.4.5 SelfLearningMLRF Results
SelfLearningMLRF is our implementation of the most similar algorithm to CoDRIFt
in the literature [119]. We used it to serve as a comparison to CoDRIFt. To enable the
comparison, we ran a series of experiments on both the GBT350Drift and PALFA data.
We focused on training with the same percentages of labeled to unlabeled data (1% to
15%) as CoDRIFt. Since there is only one base classifier (we used SupervisedMLRF as our
base) constructed during each iteration of the self-learning algorithm (see Algorithm 5), we
opted to vary the number of trees created by each model. We also varied the number of
distributed executors allowed for processing, as we did for CoDRIFt in Section 9.4.2. For
each percentage of labeled data, we performed experiments allowing the number of trees to
vary from 25 to 200, increasing by 25, and the number of executors to vary from 1 to 25,
increasing by increments of five. By repeating each experiment five times to validate the
results, we performed a total of 1,920 trials for SelfLearningMLRF. For each experiment,
70% of the data was used for training and 30% was reserved for testing the models created.
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SelfLearningMLRF Classification Performance Results
We present the results of our SelfLearningMLRF experiments with respect to classifica-
tion performance in Figure 9.10, which givea the mean recall (top) and mean F-4 (bottom)
scores attained, respectively. On average over all trials, CoDRIFt improved recall scores
by 1.5% over the already very high recall scores achieved by SelfLearningMLRF. CoDRIFt
showed an average improvement in recall of 2.9% through all experiments with only one
percent of the data labeled. Much like every other algorithm tested, SelfLearning MLRF’s
performance tends to drop when the number of available labels for training is very small.
CoDRIFt is the only algorithm tested that classifies minority class instances better with very
few labeled examples.
SelfLearningMLRF models, on average, received higher marks for precision than Co-
DRIFt, and similar marks to SupervisedMLRF, as evidenced by the mean F-4 scores (bot-
tom) in Figure 9.10. On average, SelfLearningMLRF had F-4 scores 4.5% higher than Co-
DRIFt and < 0.5% lower than SupervisedMLRF. As mentioned above, for problem domains
willing to sacrifice a small amount of precision to avoid false negatives, CoDRIFt is the best
algorithm out of those evaluated in this chapter.
SelfLearningMLRF Execution Performance Results
Mean training times for SelfLearningMLRF classifiers, shown in the top plot of Fig-
ure 9.11, range from 100 to 300 seconds for models with more than 50 trees. While these
training times are faster than CoDRIFt, the advantage is not significant. CoDRIFt is ex-
pected to take longer to train due to the large number of RandomForest classifiers generated,
evaluated, and used to label unlabeled data in the algorithm. When training a classifier for
200 or more seconds, an additional minute or two seems to be a good trade-off for improved
recall of rare instances in highly imbalanced data set. Additionally, the models created are
inductive and therefore could be trained offline after the arrival of new data. Regardless,
optimizing CoDRIFt for execution performance is a concern and will be the subject of future
work.
In Figure 9.11, we provide the mean testing times (bottom) recorded for SelfLearn-
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Figure 9.10: Mean recall (top) and F-4 (bottom) scores for SelfLearningMLRF models built
on training sets from the data for GBT350Drift and PALFA with the percent of labeled
instances ranging from 1% to 15%.
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Figure 9.11: Mean training (top) and testing (bottom) times for SelfLearningMLRF models
built on training sets from the data for GBT350Drift and PALFA with the percent of labeled
instances ranging from 1% to 15%.
CHAPTER 9. DISTR. SPE CLASSIFICATION W/ SSL: METHODS / EVAL. 143
ingMLRF classifiers in our experiments. As in Section 9.4.4, the results show that testing
times for CoDRIFt are slightly lower than those of SelfLearningMLRF. This is likely due
to the implementation differences mentioned above between the simpler ListBuffer and the
more complicated RandomForestModel data structures used in SelfLearningMLRF.
9.5 Conclusions
As the amount of data received by sensitive radio telescopes increases, so do the costs
associated with labeling and processing that information. Labeling efforts require staring at
plots for countless hours, a well-trained eye, and additional telescope time to find the needles
in the cosmic haystack. While human-based labeling of training instances will always be
required to some extent, the sheer amount of data received can never be fully examined by
human eyes. Semi-supervised learning offers a way for classifiers to leverage machine-labeled
data in addition to human-labeled data to accomplish more than either can alone.
In this chapter, we presented CoDRIFt, a novel, distributed, semi-supervised algorithm
customized for achieving high recall scores for the minority class in extremely imbalanced
data sets. We provided empirical evaluations of CoDRIFt’s performance by applying it
to the radio pulsar candidate classification problem using benchmark SPE data from the
GBT350Drift and PALFA surveys. We designed our experiments to progressively limit
CoDRIFt’s access to human-labeled data. CoDRIFt responded very well to the experiments,
with recall values increasing as the percentages of labeled data decreased. With extremely
limited amounts of labeled data and a large amount of unlabeled data, CoDRIFt achieved
very high recall scores (0.98 average recall using only one percent labeled data).
We compared CoDRIFt’s performance with nine serial, semi-supervised algorithms, one
distributed supervised algorithm, and SelfLearningMLRF, our distributed implementation
of an existing semi-supervised machine learning algorithm. Our experimental evaluation of
CoDRIFt showed that it outperformed all of the other algorithms tested with respect to
recall, maintaining high classification performance with only one percent of the data labeled.
CoDRIFt achieved recall scores better than the next best classifier (SelfLearningMLRF) by
2.9% and exhibited an average improvement of almost 35% over all eleven classifiers. The
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execution performance results showed that CoDRIFt scaled well, and while taking longer




Conclusion & Future Work
“It gave me great pleasure to tell you about the mysteries with which physics confronts
us. As a human being, one has been endowed with just enough intelligence to be able to
see clearly how utterly inadequate that intelligence is when confronted with what exists. If
such humility could be conveyed to everybody, the world of human activities would be more
appealing.” – Albert Einstein to Queen Elizabeth of Belgium, September 19, 1932
10.1 Motivation
The journey of this dissertation began a decade ago, in 2010, when the author spent
a summer living in a bungalow on a mountain in the jungles of Arecibo, Puerto Rico.
While working as an undergraduate computer science researcher at the (then) largest radio
telescope in the world, he discovered that there was a massive potential synergy between the
fields of computer science and radio astronomy. Computer scientists are the tinkerers, who
love to spend hours analyzing and tweaking algorithms and running experiments to create
artificial systems that can help us understand our world. Astrophysicists are the dreamers,
whose mathematical and abstract minds are driven to seek out new discoveries that help us
understand our world. We both have the same goal, and it is only natural that we work
together to achieve it.
Finding pulsars in radio astronomy is exceedingly difficult, and many obstacles exist
along the way for those who attempt to uncover Nature’s secrets. Some of these obstacles
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are man-made, arising from the sheer volume of data being collected by ingeniously sensitive
instruments all over the planet. Big Data technology goes hand in hand with big challenges,
bringing with it identification and classification tasks that are visually impossible for a single
human to process and computationally infeasible for a single machine to solve. In addition
to the obstacles introduced by technology, Nature provides many more obstacles of her own.
Space is unfathomably large and defies containment by any amount of Big Data. In the vast
expanse of space, radio pulsar signals are extremely rare and often very faint, a result of
traveling millions of light years through time and space to reach us.
These obstacles can only be surmounted if the dreamers and the tinkerers combine their
efforts. This dissertation represents a decade of the efforts of one such tinkerer, trying to do
his part to help us understand our world.
10.2 Main Contributions
The goal of the work in this dissertation was to develop machine learning approaches to
efficiently search for transient signals in very large, imbalanced radio astronomy data sets.
We achieved this goal by:
• developing RAPID, a novel algorithm for candidate identification in radio astronomy
data,
• proposing the first machine learning approach for single pulse classification,
• evaluating the performance of existing supervised machine learning techniques for can-
didate classification,
• developing D-RAPID, a novel, distributed algorithm that parallelizes the process of
candidate identification,
• evaluating existing serial and parallel semi-supervised machine learning techniques for
pulsar classification, and
• developing CoDRIFt, a novel, distributed, semi-supervised machine learning method
for classification in imbalanced datasets.
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10.3 Future Work
Our future plans focus on three directions: 1) eliminating performance bottlenecks in
our single pulse search approach, 2) improving and further evaluating CoDRIFt, and 3)
expanding our work to online learning with data streams. In reference to our scientific
workflow (see Figure 6.2 from Section 6.1), we have successfully parallelized the third and
fourth stages (peak identification with D-RAPID and candidate classification with CoDRIFt)
in this dissertation. In future work, we first plan to parallelize the second stage, Clustering.
This work is already under way, and close to being completed. Elimination of this bottleneck
will greatly increase the utility of the techniques developed throughout this dissertation.
Second, we plan to further improve the execution and classification performance of Co-
DRIFt. We believe we can further optimize execution performance by refactoring the code
to minimize training times and performing additional parameter tuning experiments. We
also want to explore how to improve classification performance with respect to precision, if
possible. To further establish the generalizability and effectiveness of the algorithm, we also
plan to evaluate it further in both astronomy and non-astronomy applications. To accom-
plish this, we will test CoDRIFt on additional radio pulsar data sets, attempt to identify
and classify additional astronomical phenomena, such as Fast Radio Bursts, and try to eval-
uate CoDRIFt on additional very large, imbalanced data sets from other problem domains,
including credit card fraud detection and cybercrime detection.
Finally, we plan to explore options for real-time searching by altering our approach to
work with data streams. One of the reasons we chose Spark as a platform, in addition to
the advantages of in-memory data transformation, was support for streaming data analysis
with the Spark Streaming extension1. While our current approach depends on several pre-
processing steps before identification and classification can begin, we plan to explore if and
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