Introduction
The brain receives, processes, and transmits information regarding a particular stimulus through stereotyped electrical discharges called action potentials, or spikes. The signals which come from the stimulus, are transformed into sequences of spikes, at an early stage of processing within the central nervous system. Spike trains are the starting point for most of the processing performed by the brain (Kandel, 2000; Dayan & Abbott, 2001) . Characterizing the relationship between the stimulus and the spike trains is an important issue in Neuroscience as it underpins how the brain works in response to the stimulus. Many studies have been performed into this relationship between stimulus and spike trains (Espinosa & Gerstein, 1988; Gerstein & Kirkland, 2001; Gochin et al., 1990 Gochin et al., , 1991 Eggermont, 1991; Lindsey et al., 1992c; Vaadia et al., 1995; Wilson & McNaughton, 1994; Skaggs & McNaughton, 1996; Li et al., 1999; Shannon et al., 2000; Louie & Wilson, 2001; Pillow et al., 2008) .
In addition to the relationship between stimulus and spike trains, it is also important to understand the functional connectivity between spike trains in response to a particular stimulus. This is another challenging problem within Neuroscience which could benefit from statistical methods to analyse multiple spike trains (Brown et al., 2004; Haslinger et al., 2013) . In order to study the functional connectivity of the spike trains, it is essential to assess the spiking activity of multiple single neurons recorded simultaneously.
In Neuroscience, the Cross-Correlation Function (CCF) is a widely used measure of functional connectivity between spike trains (Perkel et al., 1967) . The CCF has been applied to many neural systems in order to make powerful inferences about functional connectivity.
Fundamentally, it is a statistical technique used to test the independence of two spike trains using the theory of stochastic point processes. This technique is also applied to assess oscillation, propagation delay, effective connection strength, synchronization, and the spatiotemporal structure of a network (Konig et al., 1995; Brown et al., 2004; Pillow et al., 2008; Nicolic et al., 2012 ) .
In order to make inferences from the CCF, Brillinger (1976) introduced a normalization technique for the CCF using a confidence interval. Thus, peaks exceeding the confidence interval of the CCF are considered to be significant. A peak in a CCF indicates that there is a high probability that a spike in one spike train is caused by a spike in another spike train with some time delay involved. The significant peak in the CCF indicates that the null hypothesis on independence of two spike trains is not supported by the data and should be rejected.
Consequently, there is an influence from one spike train to another. However, the interpretation of this influence, in terms of functional connectivity, is challenging. This is due to the fact that this influence can be considered to be (i) a direct connection between two spike trains, (ii) the result of some common source to both spike trains or (iii) an indirect connection, defined as a connection via some intermediate neuron.
There are several methods in the literature for the analysis of multiple spike trains (for example, Pillow et al., 2008; Stevenson, 2008; Grün & Rotter, 2010; Kriener et al., 2009; Masud & Borisyuk, 2011; Reimer et al., 2012; Jovanović & Rotter, 2016) . One such method is the correlation grid (Stuart et al., 2005) . The correlation grid is a visualization technique used to analyse the synchronous firings of simultaneously recorded multiple spike trains. The fundamental idea of this technique is to arrange spike trains into clusters that are functionally connected and display them in a symmetrical grid. A measure of distance, based on normalized CCF of two spike trains is used to perform the cluster analysis.
The correlation grid has been successfully used for the study of functional connectivity.
However, the correlation grid cannot automatically distinguish between direct and spurious (both indirect and common source) connections. The aim of this paper is to present a statistical method called the 'Advanced Correlation Grid (ACG)' to analyse the functional connectivity of a large number of spike trains (15 -1000 spike trains) using the CCF. The main advantage of the ACG method is that ACG makes it possible to define an accurate diagram of functional connections. More specifically, the ACG method can reliably differentiate direct connections from spurious (indirect and common source) connections using an automatic algorithm. Section 2 of this paper describes the CCF in detail. Then Section 3 reviews the original correlation grid. Following this, Section 4 describes functional connectivity and Section 5 describes the ACG in detail. Sections 6 and 0 present case studies to report the operational of the ACG in detail. The case studies use data generated by ELIF (Enhanced Leaky Integrate and Fire) model (Borisyuk, 2002) . The first case study consists of a small set of fifteen spike trains.
In this set, all the connections have medium strength of influence with one exception, a single connection with very strong influence. The second case study consist of a large set of fifty spike trains in which all the connection strengths are of medium influence. The effectiveness of the ACG method is presented in Section 8. In order to study the accuracy of the method different scenarios of spike train data set such as same strength of influence, low noise and high noise are considered. In this section, the result of the functional connectivity obtained by the AVG method is compared to an existing called the Cox method. Section 9 presents the application of ACG to the experimental data recorded from the visual cortex of the cat.
Conclusions of the work are presented in Section 10. Finally, Section 11 presents the description, dynamics and the parameter values for the ELIF generator.
Cross Correlation Function
The CCF algorithm (Masud et al., 2011 ) is applied to a pair of spike trains A and B where it is assumed that these spike trains are stationary. One spike train is arbitrarily assigned to be the target spike train and the other becomes the reference spike train. A correlation window is defined as (2 * + 1) bins of short time intervals h, where both h and u are values selected by the investigator. For each spike, on the reference spike train, the correlation window is positioned such that its centre is directly aligned with the current spike. Thus, there are u bins to the left and right of the current spike; the correlation window is effectively centred over that spike. Refer to Figure 1 , where h = 1ms and u = 2 for the purpose of presenting the algorithm only. For each spike on the reference spike train (B), the counting function ( ) counts and accumulates the number of times that spikes on the target train (A) coincide with the current reference spike. Thus, the counting function ( ) is calculated over the recording time T.
In order to test the independence of two spike trains, Brillinger (1976) For a large sample size the random variables ̂( ) are independent and their distribution is the normal with mean = √̂( )̂⁄ and standard deviation = 1 (2√2ℎ̂̂) ⁄ .
Thus, when spike trains A and B are independent, the mean of ̂( ) is equal to one, since ̂( ) = ̂̂).
Figure 2: A sample cross-correlation function of two spike trains which depicts the confidence interval, significant peak and time delay (∆).
The null hypothesis 0 states that the two spike trains are independent. An alternative hypothesis 1 is that there is dependence, at least for some time shift (bin), between spike trains. To test this hypothesis, the CCF values for all bins are considered. If these values are sufficiently small (inside the confidence interval) then the data does not contradict the 0 hypothesis. The method used to calculate the confidence interval for testing this hypothesis was defined by Brillinger (1979) . The boundaries of the confidence interval at the significance level are plotted by two horizontal lines at levels 1 ± /(2√2ℎ̂̂) , where is the critical value of the normal distribution corresponding to the significance level . If 0 is correct then all values of the CCF should fall inside the confidence interval and the estimated value of the CCF (̂( )) must be zero. If some value of the CCF exceeds the upper boundary of the confidence interval, then the null hypothesis 0 must be rejected. Thus, it is concluded that the two spike trains are not independent. The peak is defined by the values of the normalised CCFs which lie outside the confidence interval. Each of these peaks is characterised by the corresponding bin which defines the position of the peak. The bin is selected in order to maximise deviation from the upper boundary of the significance interval. This peak is referred to as the significant peak. Note that if there is more than one significant peak in the crosscorrelation function, then the highest significant peak is considered to be the main peak.
A sample cross-correlation function of two spike trains is shown in Figure 3 . The highest value of the CCF, which exceeds the upper boundary of the confidence interval, is assessed as being a measure of the strength of influence that is exerted from spike train A onto spike train B.
Furthermore, the corresponding time shift is assessed as being a time delay (∆) in the propagation of the spike from A to B (Nikolić, 2007) . Note that the value of the main peak in the CCF is subsequently used to (i) quantify the distance between pairs of spike trains in a clustering algorithm and (ii) represent the density of shading in the corresponding cell of the correlation grid.
The Correlation Grid
The Correlation Grid (Stuart et al., 2005) was developed to provide an organised yet abstract overview of a large number of CCFs. Each of the underlying CCFs represents the synchrony of a pair of spike trains during a specific time period. Therefore, the Grid provides an overview using a simple two dimensional grid which enables investigators to identify groups of "associated" neurons. Associated neurons are those which have a high probability of generating spikes, approximately simultaneously or within a constant time delay, of each other.
Creating the Correlation Grid
For a given dataset, of n spike trains, all pair wise CCFs are generated and normalised using the Brillinger method, and the main peaks , ( = 1, ⋯ , , = 1, ⋯ , ) are calculated for all pairs. Finally, the results are displayed as an n-by-n symmetrical grid of grey scale cells, representing the strength of influence between all pairs of spike trains ( Figure 3) . Thus, the magnitudes of main peaks are encoded from white, representing a non-significant peak, to black, representing the largest peak in the grid. The user has the flexibility to view 'all peaks' or solely significant peaks. Significant peaks are those that exceed the higher bound of the confidence interval. Additionally, it is useful to reorder the correlation grid in order to highlight the inherent relationships between multiple spike trains. The method used to accomplish this reordering is the furthest neighbour cluster analysis. A detailed description of the creation of the Correlation Grid and the clustering algorithm is available in the original paper (Stuart et. al, 2005) .
Functional connectivity
It has been established (Brown et al., 2004) that identifying the connectivity between neurons is crucial to our understanding of how the brain works. It is useful to distinguish the structural (physical) connection between two neurons (electrical gap junction or synaptic connection) from the functional connection which means that there is a relationship (statistical dependence/correlation) between spiking activities of these neurons (Sporns, 2007) . This paper concentrates on functional connectivity of multiple spike trains. The goal is to develop an effective statistical method for finding functional connections (statistical dependencies) and visualisation of the resulting connection diagram. This approach is based on using the traditional cross correlation function. Although the CCF has been successfully used to identify functional connectivity in neuronal assemblies (Stuart et al., 2005) , these investigations were mostly limited to a small group of neurons. The subsequent introduction of the Correlation Grid enabled investigators to manage larger numbers of neurons. However, as the scale of investigations increased, it became increasing difficult to distinguish between different types of connections (Dahlhaus et al., 1997; Eichler et al., 2003; Makarov et al., 2005; Nykamp, 2005; Stevenson et al., 2008; Park et al., 2008; Nedungadi et al., 2009 
Classification of functional connection
When there are no significant peaks in a CCF, it is simple to deduce that there is no connection between the two neurons. Alternatively, when a CCF has a significant peak, then its interpretation is more complicated. When a peak exists, it can be deduced that there is some influence from one neuron to another. It is unclear whether this influence is the result of direct coupling or spurious connectivity. Historically, breakthroughs have shown that two additional measurements from the CCF can be used to distinguish between direct and spurious connections. These are (i) the height of the highest significant peak ( ) (Aertsen et al., 1989) and (ii) the corresponding time delay (∆) (Nikolić, 2007) . The three different types of connection are shown in Figure 4 . Additionally, it shows a time delay of spike propagation from neuron B to neuron C which is C with a delay of 23 milliseconds. When compared to direct connections, a relatively lower value for the significant peak and a relatively longer value for the time delay are important characteristics for identifying indirect connections.
Figure 4(iii) shows a 'common source' connectivity diagram of 3 neurons. Neuron A influences both neurons B and C, with a delay in spike propagation of 11 and 14 milliseconds, respectively. Note that in this case, a common source connection exists from neuron B to neuron C with a delay of 3 milliseconds. When compared to direct connections, a relatively lower value for the significant peak and a relatively shorter value for the time delay are important characteristics for identifying 'common source' connections.
Description of ACG
The Advanced Correlation Grid (ACG) is a modification to the original correlation grid aimed at differentiating between direct connections and spurious (indirect and common source)
connections. This advanced functionality is achieved using an automated algorithm. Each of the five steps of ACG is described in detail. The Bonferroni correction (Abdi, 2007 ) is one such method that can be used to address the problem. The Bonferroni correction is based on the idea that when testing a set of dependent or independent hypotheses, the significance level should be adjusted according to the number of tests performed. Thus, if the significance level for a set of k simultaneous tests is considered to be , the significance level for each individual test will be ⁄ .
When applying the Bonferroni correction to the k pairwise CCFs, the upper and lower boundaries of the confidence interval are calculated for each pairwise CCF. Any peak that exceeds the upper boundary of the confidence interval is considered to be significant.
Significant peaks can be found on both the positive and negative side of the CCF. Here, a significant peak on the positive side of the CCF is considered to be a measure of the dependence of one spike train on another. If there are several significant peaks, then the highest significant peak is considered to be the measure of influence strength. Subsequently, all of the highest significant peaks ( , = 1,2, ⋯ ⋯ , ), ≠ and the corresponding time delays ∆ ( , = 1,2, ⋯ ⋯ , ), ≠ are calculated for n spike trains. Non-significant peaks of the pairwise CCF support the null hypothesis (namely that the spike trains are independent). Therefore, there is no connection from neuron i to neuron j and so is not distinguishable from zero.
These non significant peaks are not included in the analysis.
Step 2 -Detection of Outliers
In order to detect direct connections within the neuronal assembles, it is necessary to distinguish these connections from the spurious connections (common source and indirect). To achieve this goal three groups (direct, common source and indirect connection) are identified using cluster analysis. In the cluster analysis two measurements are considered namely significant peak and time shift obtained from the CCF's. Within neuronal assemblies, some very strong synaptic connections may exist between neurons. The corresponding CCFs may show some very large significant peaks which can be considered to be outliers as they deviate significantly from the other significant peaks. These "outlier connections" can be ascribed to come from direct connections.
When outliers are present, cluster analysis may lead to an incorrect conclusion. For example, cluster analysis produces three clusters: (i) significant peaks having outlier with moderate time shifts (ii) significant peaks with moderate and small time shifts (ii) significant peaks with either small or large time shifts. The problem here is that cluster analysis may result in some direct connections being wrongly classified as either common source or indirect connections. To avoid this misleading conclusion, outlier connections are identified first and classified as direct connections. The remaining significant peaks associated with time shifts are used to classify the cluster of direct, the cluster of common source and the cluster of indirect connections. Note that whilst these outlier connections are not used in step 3 of this process, they are crucial to step 4, when the topology of the neuronal assembly is verified.
The Z-score
Among several outlier labelling methods, a commonly used method is the Z-score. The Z-score is defined as
, that is is normally distributed with mean and variance 2 and ̅ , and sd, are the sample mean and sample standard deviation of data, respectively. The basic idea of the Z-score rule is that if X follows a normal distribution with mean and variance 2 , then Z follows a standard normal distribution with a mean of zero and a variance of one. Any Z-scores that exceed three (in absolute values) are generally considered to be outliers. According to Schiffler (1988) , a maximum Z-score is dependent on the sample size, and it is computed as ( − 1)/√ , where n is the sample size . Since no Z-score exceeds 3 in a sample size less than or equal to 10, the Z-score method is not very good for outlier labelling, particularly in small data sets (Iglewicz and Hoaglin, 1993) . Another limitation of the Z-score rule is that the standard deviation can be inflated by a few or even a single observation having an outlier value.
Thus, it can cause a masking problem.
Two estimators are used in the Z-Score, the sample mean and sample standard deviation. These estimators can be affected by a few outlier values or by even a single outlier value. To avoid this problem, another outlier labelling method known as modified Z-score can be used.
The modified Z-score
In the modified Z-score, the absolute deviations of the sample observations from the median, are calculated. The median of these deviations (MAD) is used instead of the standard deviation and the median is used instead of mean of the sample, respectively (Iglewicz and Hoaglin, 1993) , such that
where ̃ is the sample median. The modified Z-Score ( ) is computed as
where E(MAD) = 0.6745 for large data. Iglewicz and Hoaglin (1993) suggested that observations are labelled as outliers when | | > 3.5. Applying the modified Z-score to the significant peaks , obtained from the pairwise cross-correlation function, identifies any outliers that exist. Within the scope of this study, only outliers above the upper boundary were investigated. Only the outliers that lie above the upper boundary are of interest as they represent outliers with very strong connections which can be considered to be direct connections. For this reason, significant peaks are labelled outliers when > 3.5.
Step 3 -Hierarchical Cluster analysis
All of the non-outlier significant peaks and the corresponding time delays ∆ are used to classify functional connections. For a set of significant peaks , that do not have outliers with corresponding delays ∆ , the typical scatter plot is shown in Figure 5 . From this figure, it can be deduced that the direct connections are identified as the group of peaks with high significant peak and moderate time delay. Common source connections can be identified as those with low significant peaks and short time delays. Finally, indirect connections are characterised by low significant peak and large time delay. A hierarchical clustering algorithm is applied to classify the set of significant peaks and time delays ∆ .
The hierarchical clustering algorithm is used to find clusters of similar objects within a data set. A hierarchical cluster analysis begins by calculating the "mathematical" distances among objects in the data set. A variety of measures can be used to calculate the distance between significant peaks in the CCF. Note that for data that exhibits linear relationships, the Euclidean distance is a widely adopted measure. Initially, each object is in a cluster of its own. Clustering begins by finding the two clusters which are most similar i.e. closest, based on the Euclidean distance between them. Once these two clusters are identified, they are merged into a single cluster. Note that the characteristics of this new cluster are based on a combination of the objects in the cluster. To apply cluster analysis to the set of significant peaks and time delays ∆ , both measurements need to be normalized, so that the values of significant peaks and time delays are in the range between 0 and 1. This normalization is carried out to ensure that the values of significant peaks and time delays are not affected by differences in the scales of measurement.
A clustering algorithm is applied to these normalized significant peaks and time delays. In the clustering algorithm, the distance between pairs of observations is calculated using the Euclidean distance and the average linkage is used for calculating the distance between two clusters. The average linkage is used due to its reduced sensitivity to outliers. The aim of the clustering algorithm is to divide the connections into three clusters: direct connections, common source and indirect connections. Note that for a data set with two or more variables, distances are significantly affected by differences in the scales of measurement used.
Therefore, it is good practice to transform each of the variables to ensure their scales are similar.
Step 4 -Verifying the classification of connections
At this stage in the process, the CCF of each neuron pair is available. The CCF has been used to ascertain whether a significant peak exists and if it does, to quantify any time delay. Each significant peak is characterised by the size of the peak ( ) and the time delay (∆) .
Subsequently, outliers are detected in the resultant set of significant peaks with associated time delays. Recall that these outliers are ascribed to direct connections and so they are crucial to this part of the process. It is both these outlier connections in conjunction with the cluster of direct connections that are used to restructure the neural assembly. The final assembly is displayed using an n-by-n matrix of functional connectivity. In this matrix of functional connectivity, each row represents the target neuron and each column represents the reference neuron. proportional to the height of the significant peak in the corresponding CCF. From this grid, it is clear that ten direct functional connections exist.
In the final step of the ACG algorithm, all of the significant connections in the common source cluster are investigated in detail. This is to verify that these connections are the result of common sources of input. Full details of this verification are given in Appendix 1. Once verification of the common source connections is complete, verification of the indirect connections is performed. Full details of this verification are given in Section 5.4.2. Note for clarity, let us refer to a group of three neurons as a triplet.
Common source connections
Initially, a common source connection is selected and then assessed. The aim of this assessment is to verify that a common source connection exists from neuron to neuron . Whilst neurons and remain fixed, all possible triplets ( , , ), = 1,2, ⋯ , are identified. Additionally, the corresponding triplet time delays (∆ , ∆ , ∆ ) are calculated from the CCF. As shown in Figure 7 , time delays (∆ , ∆ ) indicate the delay of a direct connection from neuron to neurons and , respectively. The time delay ∆ indicates the delay of the connection from neuron to neuron . The connection from neuron to neuron is considered to be a common source connection if it satisfies the following criteria:
This verification procedure is repeated for all of the significant connections in the common source cluster.
Indirect connections
Initially, an indirect connection is selected and assessed. The aim of this assessment is to verify that an indirect connection exists from neuron to neuron . Whilst neurons and remain fixed, all possible triplets ( , , ), = 1,2, ⋯ , are identified. Additionally, the corresponding triplet time delays (∆ , ∆ , ∆ ) are calculated from the CCF (see Figure 13 ). The connection from neuron to neuron is considered to be an indirect connection if it satisfies the following criteria:
This verification procedure is repeated for all of the significant connections in the indirect connections cluster.
Tolerance limits
To assess the prescribed tolerance ( ) in time delays (given in milliseconds), the common source connections criteria (1) and the indirect connections criteria (2) can be rewritten as shown in (3) and (4):
and
Note that both the verified common source and indirect connections obtained from (3) and (4) are subsequently displayed in the Advance Correlation Grid. The assumptions which have been formulated here are in line with current presented (Nikolić 2007) . Note that these connections are encoded using a different colour (see Figure 12 ) so they can be easily distinguished.
Case Study 1 -functional connectivity of fifteen neurons
This case study uses a data set generated using the ELIF model. The dataset is made up of fifteen neurons, generated over a period of 30,000 milliseconds using the connection architecture shown in Figure 9 (a) with the connection strengths visualised in Figure 9 (b). From this figure, it is clear that a total of sixteen connections exist between all of the neurons. Note that the connection from neuron #5 to neuron #13 has the greatest strength. Figure 10 depicts the raster plot of spiking activity. The purpose of this case study is to illustrate the effectiveness of ACG and to demonstrate how it can be used to derive topologies based solely on spike train data sets. It is crucial to reiterate that only the spike trains are made available; the schemes of connections as well as all neuron characteristics are hidden. Note that in this research, selfcoupling is not used to deduce functional connectivity of the fifteen spike trains. Table 1 shows all the significant connections of the fifteen neurons alongside their corresponding peak heights and time delays. The height of significant peaks ranges from 1.64 to 6.52. The time delay ranges from 2 milliseconds to 40 milliseconds. These significant connections are also visualised in Figure 11 (a) where each significant connection is represented by a filled, circular "icon". The direction of the significant connection is deduced to be from the reference spike train to target spike train. For example, in Figure 11 (a), neuron #1 has significant connections to neurons #6, #8, and #12 as shown by the three icons in the first column.
Outlier detection (step 2)
An outlier connection is easily identified from neuron #5 to neuron #13. In Table 1 , the peak of this connection is given as 6.52 with a time delay is 12 milliseconds. Therefore, this is ascribed to be a direct connection. Figure 11 (b) shows a scatter plot of all 25 significant connections including the single outlier at the top of the plot.
Cluster analysis (step 3)
At this stage, the clustering algorithm is applied to the remaining 24 significant connections in order to distinguish between direct, indirect and common source connections. All the remaining 24 significant peaks and corresponding time delays are normalized (within the range 0 and 1) and clustering is applied to these normalized values.
Figure 12: Dendrogram of 24 significant connections. Three clusters are indicated by different colours with the connection labels. The grey colour indicates direct connection, the blue colour indicates common source and red colour indicates indirect connection.
Since the goal is the identification of direct connections, indirect connections and common source connections, a vertical line is drawn on the dendrogram (Figure 12 ) in such a way that it clearly distinguishes the three clusters. With reference to Table 2 , it can be deduced that connections within Cluster #1 have high significant peaks and moderate time delays so they are considered to be direct connections. Additionally, connections within Cluster #2 have low significant peaks and short time delays so they are ascribed as being the result of a common source. Finally, the connections in Cluster #3 have low significant peaks and longer time delays and so it is deduced that they are the result of indirect connections.
Verification of connections (step 4)

Common source connections
In order to verify the common source connections of Cluster #2, all relevant "three neuron" groups are identified. Relevant groups are defined as those that exhibit the architecture of common source connections as well as including a connection from either (i) neuron #6 to neuron #8, or (ii) neuron #12 to neuron #6 or (iii) neuron #12 to neuron #8 (refer to Figure 12 for those connections within Cluster #2).
To clarify this part of the process, let us identify the first relevant group given in Table 2 . The first connection is from neuron #1 to neuron #6. The second is from neuron #1 to neuron #8.
Since, the input to both neuron #6 and neuron #8 are from neuron #1, this neuron group (1, 6, 8), also known as a triplet, is potentially relevant. Subsequently, its relevance is confirmed since the common source connection from neuron #6 to neuron #8 is one of the three connections in Cluster #2. In the relevant triplet (1, 6, 8), neuron #1 influences both neurons #8 and #6 with corresponding time delays 15 milliseconds and 13 milliseconds. Thus, using equation (1), the connection from neuron #8 to neuron #6 is identified as a common source connection since the time delay for this connection is 2 milliseconds. Recall that a short delay characterises common source connections.
Similarly, the triplet (1, 8, 12) is the next potentially relevant group. Given that the connection from neuron #8 to neuron #12 is one of the three connections in Cluster #2, this group is relevant. Thus, the connection from neuron #12 to neuron #8 is a common source connection since the time delay is only 4 milliseconds.
Triplet (1, 6, 12) is relevant so relevant delays are assessed. The connection from neuron #6 to neuron #12 is a common source connection since the time delay is only 2 milliseconds. Note that the next connection in the table is from neuron #2 to neuron #3. As this does not overlap with any previous connections, the next connection, from neuron #2 to neuron #11, is assessed. Since, the input to both neuron #3 and neuron #11 are from neuron #2, this triplet (2, 3, 11) is again potentially relevant. However, in this case, its relevance is not confirmed as the connection from neuron #3 to neuron #11 is not one of the connections in Cluster #2.
Since all three common source connections have been identified, this part of the process is complete. This resultant data is visualised in Figure 13 . In the figure the blue lines indicate the common source connection and the red lines indicate the indirect connections. These two colours are used throughout this paper to understand the common source and indirect connections.
Indirect connections
All connections within Cluster #3, the cluster of indirect connections, need to be verified. A similar procedure is adopted where every relevant triplet is assessed. Relevant groups are Therefore, this connection cannot be verified as indirect.
Further, to verify the connection from neuron #14 to neuron #15, a triplet (#3, #14 and #15) must exist. In this case, such a triplet does indeed exist. However, it does not exhibit the required architecture of an indirect connection from neuron #14 to neuron #15. Therefore, this
connection cannot be verified as indirect. From these two incorrectly classified indirect connections, it can be concluded that initially the connections are classified as indirect, based on their peaks and time delays. However, for a connection to be classified as indirect, the architecture must also exhibit the classical architecture for an indirect connection, as shown in Figure 4 (ii). Therefore, before a connection is verified as being indirect, its architecture must also be assessed to ensure it meets the architectural criteria. This is also true for common source connection.
The Advanced Correlation Grid
Classifying all the significant connections into direct, indirect and common source connections, the functional connectivity of the fifteen neurons is derived. This connectivity is automated and more clearly visualised using the Advanced Correlation Grid, shown in Figure 14 . 
Case Study 2 -functional connectivity of fifty neurons
Section 6 demonstrates that in the case of very strong connections and a small set of neurons, the ACG is effective for identifying functional connectivity. In this section, the ACG is further tested using a data set with a large number of neurons with connections of medium strength.
Thus, a set of fifty neurons is generated for a period of 20,000 milliseconds using the connection architecture shown in Figure 15 with the connection strengths shown in Figure 16 :
Connection strengths of the fifty non zero connections in the matrix format. There are a total of fifty connections throughout the data set and all connections have medium strength. 
Calculation of CCFs (step 1)
A total of (50 2 − 50)/2 = 1225 pairwise CCF are calculated with a bin size of 1 millisecond and a correlation window of 100 milliseconds. In this figure, significant connections are denoted using a filled, circular "icon" and the direction of connection is designated as being from the reference spike train to the target spike train.
Outlier detection (step 2)
Step 2 is applied. In this case, no outliers are identified.
Cluster analysis (step 3)
Step 3 is applied. The results of cluster analysis are shown in Figure 18 . Please refer to Table   3 in Appendix 2 for full results of this analysis. 
Verification of connections (step 4)
Verification of common source connections
Step 4 identifies the four connections: neuron #13 to neuron #30, neuron #19 to neuron #35, neuron #27 to neuron #17 and neuron #28 to neuron #34. Table 3 shows that all these four connections are common source connections.
Verification of indirect connections
Investigation of Table 3 reveals that all these six connections are verified as indirect connections.
Conclusions
Classification and subsequent verification of all significant connections into direct, indirect and common source clusters has been achieved. Figure 15 . Radius of the circle shows the strength of connection estimated from CCF and is proportional to the strength of connection in Figure 16 .
The resultant functional connectivity of the fifty neurons is visualised using two grids ( Figure   19 and Figure 20) . The first grid reveals the correct connectivity used to generate the fifty neurons ( Figure 15 ) with corresponding connection strengths (Figure 16 ). Note that the radii of the circles depict the estimated strength of connections. This is very similar to the radii of the circles in the diagram of connections (Figure 16 ). The other grid in Figure 20 , shows the connections which are not present in the connectivity diagram but are due to common source or indirect coupling. Moreover, the common source and indirect connections have small radii relative to the direct connections; this means that they are spurious connections. 
Effectiveness of the method
In this section, the ACG method is compared to an existing technique of functional connectivity. Comparisons of the two techniques are made as the data set is varied.
Comparison of ACG and Cox method
To evaluate the performance of the ACG method, it is compared with an existing method called the Cox method (Masud et al., 2011) . The Cox method was selected as it is an effective technique for identifying functional connectivity. This method provides statistical estimates which measure the influence strengths and their confidence intervals from multiple reference spike trains to the selected target spike train. If any confidence interval contains zero, then it is deduced that there is no functional connectivity from that reference spike train to the target spike train. Otherwise, it is deduced that there is functional connectivity from that reference spike train to the target spike train. Selecting another target spike train and repeating the calculation of the influence strengths from the reference spike trains enables researchers to find all functional connections among multiple spike trains.
A data set consisting of fifteen neurons was generated over a period of 20,000 milliseconds, was generated using the ELIF model. It used the connection architecture shown in Figure 21(a) with the connection strengths visualised in Figure 21 (b). From these figures, it is clear that fifteen connections exist. The functional connectivity of these fifteen spike trains was evaluated using both methods (results shown in Figure 22 ). From the figure, it is clear that the direct connections identified by both the ACG method (Figure 24(a) ) and the Cox method (Figure 24 (b)) were correct when compared to the connection scheme (Figure 21(b) ). However, in addition, the ACG method identified six connections as indirect connections (Figure 22(c) ). Though both methods find functional connectivity correctly, the ACG method demonstrates some advantages over the Cox method. Firstly, the connection strengths calculated using the ACG method are more accurate than the connection strengths obtained using the Cox method. For example, the strength of the connection from neuron#12 to neuron#2, neuron#14 to neuron#2 and neuron#15 to neuron#3 obtained by the ACG method are more accurate than the strengths of connection obtained by the Cox method in comparison to the connection strengths used in the connection scheme. Secondly, the ACG method is easier to apply than the Cox method.
The Cox method requires the manual selection of the correct influence function and then analysis to decide the characteristic times of decay and rise of the postsynaptic potential. As a result of this, the ACG method requires less time to identify functional connectivity than the Cox method. Due to this speedup, the ACG method can be more effectively employed as a screening method for data. 
Investigations using high and low noise levels
The final investigations reported in this paper relate to variations in the levels of noise in the data sets. In order to assess the ACG method, a random noise component was added to the membrane potential in the ELIF model. Two sets of spike trains were generated for a period of 20000 milliseconds using the same connection architecture as shown in Figure 21 (a). In the first, and second, data set the average amplitude of the noise was 5.1 (high noise), and 3.1(low noise), respectively. The average value of the threshold is 14.2, therefore high noise is characterised by 36.1% of threshold variation and the low noise is characterised by only 22.0%. 
Deriving functional connectivity from experimental data
To identify the functional connectivity of multiple spike trains, the ACG method is applied to a set of experimental data recorded from the visual cortex of the cat (Nikolić, 2007; Schneider et al., 2006) . Researchers to reveal details of stimulation mechanism in neuronal circuits.
Conclusions
The Advanced Correlation Grid is an innovative technique for studying functional connectivity of multiple neurons. This technique can be used to identify the unknown structure of functional connectivity between neurons. When compared to the original correlation grid (Stuart et al., 2005) , the ACG has the advantage that it can automatically distinguish between direct functional connectivity and spurious connections (common source and indirect connections).
This method can also identify the direction of functional connectivity, another limitation of correlation grid, where the connections are considered as symmetric connections. This method is also less computer-intense and it can be applied to a large set of neurons with diverse connections strengths.
Application of this method is shown for two sets of neurons: a small set of fifteen neurons with a very strong strength of influence and a large set of fifty neurons with medium strength of influence. Note that prior to analysis, the functional connectivity is unknown.
The subsequent use of the ACG, was successful in the derivation of an accurate assembly of neurons. This method accurately identified all the direct connections as well as the connection strengths. At the same time this method can distinguish correctly the common source and indirect connections, thus proving, that this is a very effective method for identifying functional connectivity.
Another possible application of the ACG method relates to finding brain motifs (Sporns and Koetter 2004) . For example, in the analysis of motifs including three elements (i.e. three spike trains), it is important to distinguish between (i) the motif with common input from one elements to two others from (ii) the motif where the common input connections also include a direct connection between elements receiving common input. Our study shows that the ACG method is well positioned for reliable distinguishing between different motifs.
Although we have demonstrated here that the ACG method has several important advantages, obviously there are still some drawbacks. For example, despite the fact that the CCF can detect negative connectivity, the ACG method cannot analyze this case as yet. Therefore the use of the ACG method is limited to the case of excitatory connections only. Such drawbacks are under investigation. For example, some obvious improvement in calculation of the crosscorrelation function, similar to the method published in paper could help improve the analysis of spike trains with a strong regular spiking component. Another example for further development of the ACG method relates to using more advanced statistical techniques for improved measurements of statistical significance. For example, using the method of false discoveries (Benjamini and Hochberg, 1995) could also prove to be highly beneficial.
As any other numerical technique, the ACG method is based on some assumptions. For example, using this method, it is assumed that all essential spike trains have been recorded and are part of the analysis process. From a neurobiological point of view, in the case of a microelectrode array recording, this assumption can be considered to be valid. Of course, it is true that there are cases where unrecorded neurons, with powerful influences upon the recorded spike trains, can change the result of analysis.
Appendix 1 Enhanced Leaky Integrate and Fire model
The description of the Enhanced Leaky Integrate and Fire (ELIF) model follows the paper by Borisyuk (2002) . A discrete-time version of the model neuron is used with the time increment set equal to 1 millisecond. The state of each neuron at the time is characterised by both a threshold and the total potential, which is the sum of postsynaptic potentials and the noise.
When the value of the total potential reaches the threshold, the neuron generates a spike.
Subsequently, the spike propagates to other neurons with a time delay. The diagram of connection should be defined as well as connection strengths, time delays, and time decays of postsynaptic potentials. When the spike reaches another neuron, the postsynaptic potential sharply increases up, or down, depending on whether the spike is from an excitatory neuron, or inhibitory neuron, respectively. The value of the connection strength defines the magnitude of this increase. If there are no incoming spikes, the postsynaptic potential exponentially decays to the resting potential. After spike generation, the neuron is unable to generate another spike during an absolute refractory period. When this period expires, the threshold gets the highest value and then exponentially decays to the asymptotic threshold value. This decay is used to model a relative refractory period. To model spontaneous background activity, random noise is added to the membrane potential. The amplitude of the noise decays exponentially over time.
A normally distributed random variable, with zero mean and a fixed variance, is added to the noise at each time step. The noise is an independent random process for each element. If the amplitude of noise is large enough, then the element can be spontaneously active even without influences from other neurons.
Dynamics of the ELIF model
The dynamics of the ELIF are governed by the following equations:
a) The threshold:
( + 1) = ( − ∞ ) (−( − )/ ℎ ) + ∞ where is the maximum value of the threshold ∞ is the asymptotic threshold value when → ∞ ℎ is the threshold decay rate is the last spike time before t.
b) The post-synaptic potential for the input of the neuron: g) The absolute refractory period:
There is no spike generation for the time interval ∈ ( , + ).
Parameters for spike train generation by ELIF model
An ELIF model can be simulated using software freely available from the following website:
http://www.tech.plymouth.ac.uk/infovis. To run the simulation, the parameters of ELIF neurons and their coupling should be specified. 11 Appendix 2 
