We give e cient algorithms for listing equivalence classes of k-ary strings under reversal and permutation of alphabet symbols. As representative of each equivalence class we choose that string which is lexicographically smallest. These algorithms use space O(n) and time O( p kN), where N is the total number of strings generated and n is the length of each string. For k = 2, we obtain a recursive decomposition of the set of binary strings that allows the strings to be generated without rejecting any strings. For k 3, some strings must be rejected. The algorithm is simple but its exact analysis is rather complicated. In the analysis we determine a quantity of independent interest: the average length of the common pre x of two randomly chosen in nite length \restricted-growth" strings.
s : The permutation of 0; 1; : : :; k -1 that takes s into can(s). c(s): The length of the largest pre x common to both s and mate(s). X n;k;p = fs 1 s 2 s n j s 1 = p; 0 s i min(k -1; 1 + max(s 1 ; s 2 ; : : :; s i-1 ))g X n;k;p = jX n;k;p j: X (c) n;k = fs 2 X n;k j c(s) = cg. X (c) n;k = jX (c) n;k j 1 Introduction What are the most natural group actions on strings over a xed alphabet? Three actions immediately suggest themselves: (a) leaving the string unchanged, (b) reversing a string, (c) rotating a string, and (d) permuting the symbols of the string by a permutation of the alphabet. The three groups giving rise to these actions are (a) Z 1 , (b) Z 2 , (c) the cyclic group C n and (d) the symmetric group S k , assuming the alphabet consists of k symbols.
Each group action, or composition of group actions, partitions the set of k-ary strings into equivalence classes, namely the orbits of the action. To generate these equivalence classes, it is natural to choose as representative the lexicographically smallest string. With this representation, e cient algorithms are known for generating the equivalence classes of each of the actions (a), (b), (c), and (d). By \e cient" we mean that the amount of computation used in generating the objects is proportional to the number of objects generated. For (a) we are simply counting in base k which is known to be e cient for k 2. For (b) e cient algorithms were developed by Ruskey 15] . In case (c) the equivalence classes are usually called necklaces. E cient algorithms for generating necklaces were developed by Fredericksen and Kessler 2] and Fredericksen and Maiorana 3]; these algorithms were proven to be e cient by Ruskey, Savage, and Wang 14] . In case (d) the representative strings are usually called restricted growth functions and e cient algorithms for generating them have been developed by Er 1] , Kaye 8] , and others. In contrast to the case where our three non-trivial actions are considered in isolation, the composition of more than two of the actions gives rise to equivalence classes for which no e cient generation algorithms were previously known. For example, composing (b) and (c) results in the dihedral group, with the resulting equivalence classes known as bracelets. No more e cient algorithm is known than simply listing all necklaces and rejecting those that are larger than their reversals (i.e., are not representative of a bracelet). In this paper we compose (b) and (d) and develop e cient (for xed k) algorithms for generating the resulting equivalence classes. It remains an interesting challenge to develop e cient algorithms for the other compositions.
Let us recast our problem. The problem is to list equivalence classes of k-ary strings under the transitive closure of the binary relation R de ned on k-ary strings of length n by x 1 x n R y 1 y n , x 1 x n = y n y 1 or x 1 x n = (y 1 ) (y n ) for some 2 S k
As representative of each equivalence class we choose the lexicographically smallest string. An important tool in listing sets of combinatorial objects consists of recurrence relations describing the sets. The typical operation on lists is concatenation ( ) corresponding to addition (+) of cardinalities and to union of disjoint sets, (]). Strings are denoted using lower case bold letters. Sets and lists of strings are indicated by upper case bold letters, with their corresponding cardinalities indicated by upper case (non-bold) roman letters. Thus, as a trivial example, the set of all binary strings of length n will be denoted B n ful lling the recurrence relation B n = 0 B n-1 ] 1 B n-1 for n > 0; (2) where B 0 = f g; the corresponding recurrence relation for its cardinality is B n = 2B n-1 with B 0 = 1, which has the closed form solution B n = 2 n . Additionally, strings can be reversed. The reversal of a string s is denoted s R ; this notation is extended to sets of strings in the natural manner. For example, f0011; 0101g R = f1100; 1010g. If s and t are strings then by s t we mean that s is lexicographically less than or equal to t; comparisons among strings are always with respect to lexicographic order. An algorithm for generating combinatorial objects is said to be CAT, standing for Constant Amortized Time, if it has running time O(p(n)+N), where N is the total number of objects generated, and p(n) is a polynomial in n, where n is the \size" of the object being generated. The term p(n) is meant to represent any time spent in preprocessing. In this paper N is exponential in n and so the p(n) term can be ignored. The algorithms that we consider are recursive and the underlying computation tree provides a great conceptual aid in analyzing the behavior of the algorithm. In many algorithms the total amount of computation is proportional to the number of nodes in the computation tree; the algorithms we present have this feature. A desirable property of a generation algorithm is that an object is produced at every leaf (terminal vertex) of the computation tree. We call this the BEST 1 property (for Backtracking Ensuring Success at Terminals). The CAT principle 1 The CAT and BEST acronyms are due to the second author.
states su cient conditions for a BEST algorithm to run in constant amortized time. These conditions are: (a) in the computation tree, there are not \too many" nodes in the computation tree with a single child and (b) the total computation can be partitioned so that each node is assigned constant time computation. In particular, if the degree of each non-leaf is at least two, then there are more leaves than internal nodes and so condition (a) is met. The CAT principle is the most common way of showing that a recursive algorithm runs in constant amortized time.
In Section 2 we present a BEST CAT algorithm for the binary case k = 2. In Section 3 we present a non-BEST algorithm that is CAT for xed k 2; this algorithm is analyzed in Sections 4 and 5. The analysis of Section 4 provides an exact count of the number of operations used by the algorithm for k = 3 and k = 4. In principle this type of analysis could be extended to larger values of k.
The asymptotic analysis of Section 5 is based on the expected length of the longest common pre x of two in nite canonical k-ary strings. This quantity, which turns out to be O( p k), is of independent mathematical interest. In Section 6 we indicate how our algorithms solve the problem of listing non-isomorphic k-paths, which was our initial motivation for studying the problem. The nal section suggest some interesting open problems.
Generating Binary Strings
In order to analyze equivalence classes under the group actions of symbol permutations (i.e., complementation in the binary case) and under string reversal, we shall look rst at the the problem of listing all equivalence classes under reversal only.
That is to say, two bitstrings a 1 a 2 a n 6 = b 1 b 2 b n are considered equivalent if a 1 a 2 a n = b n b 2 b 1 . Given two equivalent bitstrings we will list the one that is lexicographically (i.e., numerically) smaller. Thus, for example, 1010011 is listed but 1100101 is not. Let the set of listed bitstrings be denoted M n .
M n def = fs 2 B n j s s R g
The recurrence relation for this set follows the observation that only identical rst and last bits allow for symmetry under reversal. Thus, M 0 = f g, M 1 = f0; 1g,
We use L n to denote those elements of M n that are non-palindromic. L n def = fs 2 B n j s < s R g = fs 2 M n j s 6 = s R g These sets of strings satisfy a recurrence relation of the same form as (4), but with di erent initial conditions. Here, L 0 = L 1 = ;. The recurrence relation is L n = 0L n-2 0 ] 0B n-2 1 ] 1L n-2 1: 
The sets Y n and N n admit the following recursive decompositions. Lemma 1 For all n > 1, Y n = 0Y n-2 1 ] 0N R n-2 1 ] 0M n-2 0; and
The initial values are Y 0 = f g, Y 1 = f0g, and N 0 = N 1 = ;. (8) follows by partitioning Y n-2 Y R n-2 into the two disjoint sets Y n-2 and N R n-2 .
The proof of (9) is similar and is omitted. .n] of bits is global. Each procedure has two parameters lo and hi indicating the subarray of s whose bits still remain to be set. The initial call is Y(1,n), with no initialization necessary. Note that, aside from the recursive calls, only a constant amount of computation is done within Y. Further, any non-leaf call to Y has at least two (in fact three) children in the computation tree. Since each of the recurrences (2), (4), (5), (8), and (9) has at least two terms these same observations apply to other procedures called by Y. Thus we can invoke the CAT principle to conclude that the algorithm runs in constant amortized time. De nition 1 If s is a k-ary string, then by can(s) we denote the lexicographically smallest string (s), taken over all permutations of f0; 1; : : :; k -1g. If s = can(s), then we say that s is canonical. The set of canonical k-ary strings of length n is denoted X n;k . For example, can(660240032644) = 001231142033. There may be several permutations for which (s) = can(s) (we think of the permutation as an element of a group acting on the string s). In the example above, = (0 1 6)(2)(3 4)(5) and = (0 1 5 6)(2)(3 4) are such permutations. In order to de ne a unique permutation s such that s (s) = can(s), we assume that all elements of 0; 1; : : :; k-1 not used in s or in can(s) form 1-cycles in s . Thus s = (0 1 6)(2)(3 4)(5) in our example. We will write permutations in cycle notation, because it is the cycle structure of these permutations that will be of most importance to us in the ensuing discussion.
The following lemma, whose proof is immediate, characterizes canonical strings. 
Sequences satisfying the conditions of the Lemma 2 are sometimes called \restricted-growth" functions (e.g., Stanton and White 17]) and are studied in connection with set partitions. The Stirling number of the second kind, denoted n k count the number of restricted growth functions of length n with maximal value k. Let X n;k = jX n;k j. It is well-known that
What is the asymptotic value of X n;k for xed k and large n? Note that X n;k is the number of ways of placing n labeled balls into k unlabeled boxes and thus that k n =k! X n;k since there are at most k! distinct ways of labeling the boxes once the balls have been placed. On the other hand, n i i n =i! since i! n i is the number of surjective functions from an n-set onto an i-set. Thus k
From these upper and lower bounds we obtain the following asymptotic expression for X n;k (with k xed and n large). X n;k k n k! (12) De nition 2 If s is a canonical k-ary string, then by mate(s) we denote the string can(s R ). If s = mate(s), then we say that s is symmetric. Let c(s) denote the length of the longest pre x common to both of s and mate(s).
Since the rst symbol of both s and mate(s) is a zero, 1 c(s) n, where n is the length of s. Continuing our example, if s = 001231142033, then mate(s) = can(330241132100) = 001234402411 and c(s) = 5 since the largest pre x on which they agree is 00123. An example of a symmetric string is 0010231011.
We de ne Y n;k def = fs 2 X n;k j s mate(s)g: Lemma 2 gives rise to a simple-minded algorithm generating all canonical strings of length n. The algorithm, which we call gen, is given in Figure 2 . A similar algorithm for generating all set partitions (i.e., when the maximum block size k is n) was given by Er 1] , and other iterative algorithms are given by Hutchinson 7 the maximum value of s 1..l-1]. Given n, the initial call is gen(1,0). Assuming k > 1, note that every call to gen(l,m) for which l n generates at least two calls to gen(l+1,i) for some value of i. Thus there are more leaves than internal nodes in the computation tree and so the CAT principle implies that the algorithm runs in constant amortized time. Observe that the algorithm is BEST.
In order to generate the elements of Y n;k we use gen and check whether each generated string s satis es s mate(s). This checking is done by the procedure Check of Figure 3 . With the addition of Check, algorithm gen is no longer BEST.
Clearly, the amount of computation done by Check(s) is O(k + c(s)). The term k comes from the initialization (marked #1 in Figure 3 ) but that term can be eliminated by using a constant-time array initialization as explained, for example, in Lewis and Denenberg 10] . With this modi cation the running time of Check is O(c(s)).
To nd the amortized cost per string generated we need to determine the average value of c(s), taken over all strings s in X n;k . Denoting by X (c) n;k the number of strings s 2 X n;k for which c(s) = c, we de ne the weighted sum S n;k def = n X c=1 c X (c) n;k : (13) De ne A n;k def = S n;k X n;k : (14) The quantity of interest is S n;k =Y n;k , which is at most 2A n;k .
Exact analysis for small values of k
In this section we give a general classi cation scheme useful in deriving exact expressions for S n;k . Given a canonical string s, this classi cation is based upon the value of c(s) relative to the length of s and the cycle structure of s . This scheme is then used to derive exact expressions for S n;3 and S n;4 . The details of these derivations may be found in 12].
We wish to count those strings s 2 Y n;k with a xed value of c(s). Let us rst make a couple of observations. Consider a xed canonical string s and let c = c(s) and = s R . If c < n, then let x = s c+1 and y = s n-c . Clearly, (y) 6 = x. There are ve basic cases to consider: I] 1 c < (n -1)=2, II] n is odd and c = (n -1)=2, III] n is even and c = n=2, IV] n=2 < c < n, and V] c = n. x y I]: In this case x is to the left of y in s as illustrated above. We denote by the string s 1 s 2 s c , = s c+2 s n-c-1 , and = s n-c+1 s n .
x II]: In this case x = y as illustrated above. Clearly, we must have (x) 6 = x. (16) Thus, when k = 4, the average value of c(s) tends to 24 26=315 = 1:980952381::: as n gets large.
Ternary strings
In the next section we will show that asymptotically A n;k is O( p k) as n ! 1.
Asymptotic Analysis
For xed k, we now show how to determine the asymptotic value of A n;k . We rst show that, asymptotically, the average value of c(s) is the same as the expected position of the rst mismatch between two canonic in nite length k-ary strings.
Lemma 3 Let s be chosen uniformly at random from X n;k . With probability tending to 1 as n increases, c(s) < n=2.
Proof: If the mismatch occurs at a position greater than n=2, then the reversal of the last n=2 symbols of s is equivalent, under some permutation of the k alphabet symbols, to the rst n=2 symbols of s. The number of such strings is thus at most k!X n=2;k . By (12) , the fraction of these strings in the set X n;k is k! k -n=2
, which tends to 0 when n grows. 2
Denote by c(s; t) be the length of the longest pre x common to both s and t. The previously used c(s) is the same as c(s; mate(s)). Lemma 4 Let s be chosen uniformly at random from X n;k and t 0 be chosen uniformly at random from B n;k . Let t = can(t 0 ). Then lim n!1 A n;k = X i 1 i Prob(c(s; t)) = i) Proof: The fraction of strings in X n=2;k that do not use the symbol k is X n=2;k-1 =X n=2;k . By (12) , this is asymptotically k((k -1)=k) n=2 , which tends to 0 as n grows. Thus, with probability tending to 1, every symbol 0; 1; : : :; k -1 occurs among the rst n=2 symbols of a string s chosen uniformly at random from X n;k . Thus, asymptotically, the substring s n=2 s n of s is a random string in B n=2;k . By the previous lemma, c(s) < n=2 with probability tending to 1. Therefore, comparing s with its mate is asymptotically equivalent to comparing it with any random string in B n;k .
2
It proves useful to have a notation X n;k;p for the number of strings s = s 1 s 2 s n satisfying s 1 = p and the restricted growth condition (10) . Thus, X n;k;0 = X n;k .
These numbers have also been studied before in connection with ranking algorithms for restricted growth functions in lexicographic order (see Williamson 19] , 20] where they are called \restricted tail coe cients"). These numbers satisfy the following recurrence relation for n > 0. X n;k;p = (p + 1)X n-1;k;p + X n-1;k;p+1 (17) Lemma 5 The following two limits hold. 
lim n!1 X n;k;p+1 X n+1;k;p = 1 -p + 1 k (19) Proof: Recall that by (12), X n;k k n =k!. The lemma follows from the following asymptotic, which may be proven by induction using (17) . X n;k;p (k) p+1 k n-1 k! Note: by (k) j we denote the falling factorial power (k) j = k(k -1) (k -j + 1). 2 Lemma 6 Let s be an element of X n;k chosen uniformly at random. Then Proof: The number of strings in X n;k whose largest value in the rst i-1 positions is p is i-1 p X n-i+2;k;p . The number of strings that, in addition, have a j in position i is i-1 p X n-i+1;k;p if 0 j p, and is i-1 p X n-i+1;k;p+1 if j = p + 1. To complete the proof, divide each of the latter numbers by the rst and apply Lemma 5 to the respective quotients. Let s 0 and t 0 be two in nite k-ary strings chosen uniformly at random and let s = can(s 0 ) = s 1 s 2 s 3 and t = can(t 0 ) = t 1 t 2 t 3 . We have proven that A k = lim n!1 A n;k = X i 1
i Prob(c(s; t) = i): (20) Computing and analyzing A k using (20) is the subject of the next two subsections.
The value of A k
The purpose of this section is to prove the following rather attractive expression for A k (below, the notation (k) 2 j means (k) j ] 2 , the square of the falling factorial).
Select s 0 and t 0 uniformly at random from the set of in nite length k-ary strings and let s = can(s 0 ) and t = can(t 0 ). Denote by p the probability that the rst p symbols of s and t agree. 
The inner sum of (22) can be simpli ed by using the following identity from Wilf 18] (equation (1.6.5) on page 19). We start by presenting Taylor's expansion of ln(1 -z) and an identity involving the Bernoulli numbers. The expansion below is valid for z ! 0 (e.g., page 438 of 4]). This is just Taylor's expansion with remainder. Thus, exponentiating the above and using the power series expansion of e x , T(n; r) = exp Substituting the four expressions (26{29) into the sum P r T(n; r) and using the last derived expression for T(n; r), we obtain for any xed M:
Proof: Note that the quantities T(n; r) are monotonically decreasing in r, and thus we need only consider T(n; n 1=2+ ). First, split the de nitional product (30) into two factors and then bound each factor.
T(n; n 1=2+ ) = n 2 n 2 -n 1=2+ 6 Application: generating k-paths A generalization of trees yields the notion of k-trees as the skeletons of acyclic simplicial complexes for dimensions higher than 2: For a xed k, the complete graph with k + 1 vertices, K k+1 , is a k-tree, and every k-tree with more vertices can be constructed from a smaller k-tree by adding a new node and making it adjacent to all vertices of a K k subgraph. Thus, every k-tree has at least two vertices of degree k, k-leaves, and every minimal separator (a set of vertices disconnecting the graph, minimal with respect to set inclusion) consists of k mutually adjacent vertices 13].
(We will say that this set induces K k .) In the simplest case of a k-tree with exactly two k-leaves, we have a generalization of a path, namely a k-path. The two k-leaves of a k-path (say, u and v) are connected by k unique vertex-disjoint paths and every minimal separator contains exactly one vertex of each path 11]. One can view the construction process of such a graph as starting with one k-leaf, say u, of K k+1 , and then adding vertices until the other desired k-leaf, say v, is added, completing the construction. Recording which of the (eventual) vertex disjoint paths are augmented during the process, gives the unique string over an alphabet of k symbols corresponding to the particular construction process (see Figure 4) . A given k-path can be constructed in this manner from either of its ends (from u or from v) and vertex disjoint paths can be identi ed by any of the k! permutations of symbols 0; 1; : : :; k -1. Thus the problem of listing all non-isomorphic k-paths can be dealt with as the problem of listing all equivalence classes of strings of k symbols, under the group actions of string reversal and/or symbol permutation.
Final Remarks
We list below some open problems that are inspired by or related to the problems considered in this paper.
1. Is there a direct combinatorial proof of the simple expression in Theorem 1 for A k ?
