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Abstract Information about oceanic nitrate is crucial for making inferences about marine biological
production and the eﬃciency of the biological carbon pump. While there are no optical properties that
allow direct estimation of inorganic nitrogen, its correlation with other biogeochemical variables may
permit its inference from satellite data. Here we report a new method for estimating monthly mean surface
nitrate concentrations employing local multiple linear regressions on a global 1◦ by 1◦ resolution grid, using
satellite-derived sea surface temperature, chlorophyll, and modeled mixed layer depth. Our method is able
to reproduce the interannual variability of independent in situ nitrate observations at the Bermuda Atlantic
Time Series, the Hawaii Ocean Time series, the California coast, and the southern New Zealand region.
Our new method is shown to be more accurate than previous algorithms and thus can provide improved
information on temporal and spatial nutrient variations beyond the climatological mean at regional and
global scales.
1. Introduction
Monitoring and estimating primary production (PP) in marine environments rely heavily on satellite
ocean-color observations due to their tremendously high spatial and temporal coverage not reached by
any other current observing system. Many ocean color-based models that estimate PP depend on variables
that can be retrieved from satellite observations using empirically derived algorithms (e.g., sea surface
temperature (SST), photosynthetically active radiation, and chlorophyll (Chl)). PP is also estimated using
ecosystem models, which often require the formulation of interactions among various agents, such as
phytoplankton, zooplankton, and inorganic nutrients, representing the main ecosystem functions
[Pahlow et al., 2008]. Mechanistic models of phytoplankton growth oﬀer the potential to provide further
understanding of the physiological principles that regulate phytoplankton growth rates [e.g., Geider et al.,
1998; Pahlow et al., 2013]. However, this kind of model commonly requires information on the availability of
inorganic nutrients. Remote sensing tools oﬀer synoptic information at the global level beyond the mean
climatological state of diﬀerent oceanic variables. Nevertheless, global estimations of sea surface nutrient
concentrations are diﬃcult to obtain from remote sensing, as there are no optical properties that allow their
direct inference from satellite observations.
First attempts to indirectly assess nutrient availability in the surface ocean were based on nutrient-
temperature-density relationships [Kamykowski and Zentara, 1986; Garside and Garside, 1995]. Most of
the eﬀorts have been directed at estimating dissolved inorganic nitrogen, which is regarded as the most
immediate limiting nutrient in the ocean [Falkowski, 1997; Tyrrell, 1999; Moore et al., 2013; Arteaga et al.,
2014]. More recently, nitrate concentrations have been diagnosed using satellite or in situ data of SST
and mixed layer depth (MLD) [Steinhoﬀ et al., 2010] or SST and Chl [Goes et al., 2000, 2004]. Goes et al. [2000,
2004] employed global relationships between surface nitrate concentration and SST and Chl, which are
applicable to speciﬁc ocean basins. The methods developed by Kamykowski et al. [2002] and Switzer et al.
[2003] used regional relationships based on 10◦ by 10◦ averages but provided only a relative assessment of
nitrate availability. While Steinhoﬀ et al. [2010] used amuch ﬁner (1◦ by 1◦) grid for deriving their model, their
algorithm is of regional nature and is based on a single multiple-regression function for the North Atlantic.
Despite these previous attempts, there is not yet an established product of nitrate concentrations in the
surface layer of the ocean derived from remotely sensed data. Here we present a simple method to estimate
monthly surface nitrate concentrations on a global scale by employing local multiple linear regressions
using SST and Chl data from the Moderate Resolution Imaging Spectroradiometer (MODIS) and modeled
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MLD. A major diﬀerence to previous methods, which are of an either regional or indirect nature, is that our
approach is inherently local, i.e., it is applied on the same 1◦ by 1◦ resolution grid as the data on which it is
based and thereby avoids the loss of information associated with averaging on a coarser grid.
2. Methods
In order to estimate surface nitrate concentration, we employ local multiple linear regressions using SST,
MLD, and surface Chl as predictors of nitrate. Global surface Chl concentrations and SST are obtained
from MODIS available from The Ocean Color site (http://oceancolor.gsfc.nasa.gov). To assess the general
robustness of our method, we pragmatically employ diﬀerent MLDmodels for the calibration and prediction
periods. As the aim of our method is to provide monthly estimates of ocean surface nitrate concentrations
in a semioperational mode, for the prediction period we choose to employ always the most recent—and
presumably most accurate—available MLD model output. All MLD model outputs are obtained from the
Ocean Productivity site of Oregon State University (http://science.oregonstate.edu/ocean.productivity/
index.php): Monthly MLD outputs for 2003–2004 are from the SODAS model [Clancy and Sadler, 1992].
For the period January–June 2005, monthly MLD data were produced by an Isothermal Layer Depth (ILD)
model of the Thermal Ocean Prediction System (TOPS), which is a model of the Fleet Numerical Meteorology
and Oceanography Center (FNMOC), Monterey, California [Clancy and Martin, 1981; Clancy and Pollak,
1983; Clancy and Sadler, 1992] (ILD-TOPS). MLD for the period July 2005 to Sept 2008 is from a FNMOC
high-resolution MLD criteria model. Finally, monthly MLD between October 2008 and December 2010 is
from the Hybrid Coordinate Ocean Model [Bleck, 2002].
Since a suﬃcient seasonal coverage of remotely sensed Chl data could be obtained only for latitudes
between 45◦N and 45◦S, we use only SST and MLD as predictors for higher latitudes. The coeﬃcients of the
linear regression are obtained for each 1◦ by 1◦ grid cell using the World Ocean Atlas 2009 (WOA09) monthly
interpolated climatology of nitrate, and a training climatological data set of SST, Chl, and MLD. WOA09
is the only globally available training data set, and its temporal resolution is restricted to the monthly
scale. Thus, it is currently not feasible to use a higher temporal resolution at the global scale. The training
climatology is composed of average monthly SST and Chl MODIS data, and modeled MLD for January 2003
to December 2004:
(
𝛽SST, 𝛽MLD, 𝛽Chl, C
)
= regress
(
NitWOA09, SST03−04,MLD03−04,Chl03−04
)
(1)
where 𝛽SST, 𝛽MLD, and 𝛽Chl are the coeﬃcients produced by the linear regression (regress) for monthly SST,
MLD, and Chl respectively, and C is a local constant for each 1◦ by 1◦ grid cell (available as supporting
information to this paper). NitWOA09, SST03−04, MLD03−04, and Chl03−04 are the monthly mean data sets
employed to obtain the local regression coeﬃcients.
Once the coeﬃcients of the linear regression for each 1◦ by 1◦ grid cell are obtained, we force the multilinear
model with an independent monthly data set of MODIS SST, Chl, and modeled MLD obtained for the period
between January 2005 and December 2010:
Nitest = 𝛽SST ⋅ SST05−10 + 𝛽MLD ⋅MLD05−10 + 𝛽Chl ⋅ Chl05−10 + C (2)
where Nitest is the estimated nitrate. As a result, monthly global maps of estimated surface nitrate
concentration are obtained on a 1◦ by 1◦ resolution grid for the period 2005–2010.
3. Results andDiscussion
3.1. Global Patterns
Our predicted 1◦ by 1◦ temporally averaged surface nitrate concentration map for the period 2005–2010
is shown in Figure 1a. The spatial patterns of our modeled nitrate are consistent with the WOA09 nitrate
climatology (Figure 1b). High nitrate concentrations are obtained at high latitudes, particularly the Southern
Ocean, while tropical and subtropical areas show low concentrations, with the exception of the eastern
Equatorial Paciﬁc. The similarity of the spatial patterns of surface nitrate is encouraging given that the data
set used to obtain the nitrate predictions (January 2005–December 2010) is independent from the data set
used to derive the regression coeﬃcients of the linear model (January 2003 to December 2004), and since
we implicitly assume the general surface nitrate distribution in the global ocean for 2005–2010 to be similar
to the climatology (WOA09).
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Figure 1. (a) Global surface nitrate concentration average for the period 2005–2010, estimated from SST, Chl, and MLD. (b) Global surface nitrate concentration
climatology from World Ocean Atlas 2009 (WOA09). (c) Local correlation coeﬃcient between our predicted nitrate concentrations and WOA09. (d) Variance
coeﬃcient of our 6 year predicted nitrate ﬁelds (SDmonthly05−10∕meanmonthly05−10). (e) Local correlation coeﬃcient between WOA09 and our predicted nitrate
concentrations estimated from SST. (f ) Local correlation coeﬃcient between WOA09 and our predicted nitrate concentrations estimated from SST and MLD.
The local correlation coeﬃcients (r) between our predicted monthly mean nitrate concentrations and
WOA09 are highest at high latitudes, particularly in the northern North Atlantic and North Paciﬁc, where r
is close to 0.8 (Figure 1c). The correlation decreases toward the tropics, with very few scattered areas
showing a negative correlation. The relative local monthly variance for our 6 years of predicted nitrate ﬁelds
is calculated as the standard deviation of the whole monthly time series divided by its mean at each 1◦ by
1◦ grid point (Variance coeﬃcient vc = SDmonthly05−10∕meanmonthly05−10, Figure 1d). This relative temporal
variance is highest in tropical regions (vc ≈ 2) and decreases at midlatitudes (vc ≈ 1), and toward the poles
(vc ≈ 0).
The relation between SST, MLD, Chl, and nitrate is not the same at all points of the ocean. Seasonal variations
in stratiﬁcation, and the concomitant changes in SST and MLD, are much stronger at higher latitudes in
comparison with middle and tropical latitudes. Thus, biotic factors can potentially have a stronger inﬂuence
on nitrate availability in low latitudes. In order to analyse the eﬀect of including or excluding our individual
predictor variables, we also performed univariate (one factor) and bivariate (two factors) linear regressions
to evaluate the predictive capacity of employing only SST and/or MLD. Interestingly, when compared
against the climatology, nitrate estimated only from SST as a predictor shows a relatively high global
pointwise correlation coeﬃcient (r = 0.46) (Figure 1e) compared to the multiple linear regression shown
above (including SST, MLD, and Chl, r = 0.51, Figure 1c). The bivariate regression using both SST and MLD as
predictors results in a global average r of 0.51 (Figure 1f ), which is the same as for the regression including
also Chl. The lack of improvement of the global correlation when Chl is added as a factor could be due to the
ARTEAGA ET AL. ©2015. American Geophysical Union. All Rights Reserved. 1132
Geophysical Research Letters 10.1002/2014GL062937
small magnitude of the variations in monthly surface nitrate concentrations over tropical and subtropical
regions relative to the average concentrations. Nevertheless, Chl appears to contribute substantially to
the predictive power of our method with respect to interannual variations, e.g., revealed in time series
observations, as we discuss below.
3.2. Interannual and Seasonal Variabilities
The fact that our results replicate the spatial and monthly patterns of the climatology quite well is an
encouraging result. However, as our aim is to obtain interannually varying rather than climatological mean
monthly nitrate estimations, we compare our predicted monthly surface nitrate concentrations for
2005–2010 with available independent nitrate data obtained for the top 100 m of the ocean from the
Bermuda Atlantic Time-series Study (BATS) (http://bats.bios.edu), the Hawaii Ocean Time series (HOT)
(http://hahana.soest.hawaii.edu), the California Cooperative Oceanic Fisheries Investigations program
(CalCOFI) (http://www.calcoﬁ.org), and the Munida Time Series in the South Paciﬁc Ocean, maintained by
the National Institute of Water and Atmospheric Research of New Zealand (http://cdiac.ornl.gov/oceans/
Moorings/Munida.html), for the same period. Our predicted nitrate estimations are obtained for 1◦ by
1◦ grid boxes at 29◦N, 60◦W for BATS, 24◦N, 158◦W for HOT, 38◦N, 123◦W for CalCOFI, and 48◦S, 173◦E for
Munida. Our 1◦ by 1◦ estimates agree favorably with the interannual variability of the four ocean time series
(Figures 2a–2d). The seasonal variability is predicted to a somewhat lesser degree by the model. For HOT
and BATS, estimated nitrate values are somewhat higher than the in situ data, while for CalCOFI the opposite
occurs. This is partly due to diﬀerences in nitrate concentrations at the selected locations (HOT, BATS, and
CalCOFI) between the climatological data (WOA09) used to obtain the linear regression coeﬃcients and the
in situ data (Figure 2). The correlation coeﬃcient between model outputs and monthly averaged in situ data
for 2005–2010 is relatively good for BATS (r = 0.53), CalCOFI (r = 0.73), and Munida (r = 0.60), but not very
high for HOT (r = 0.16). The root-mean-square error (RMSE) is relatively high for BATS (0.24 𝜇mol L−1) and
HOT (0.044 𝜇mol L−1), due to their inherently low average nitrate concentration. The RMSE for Munida is
low (1.76 𝜇mol L−1) and similar to the RMSE obtained by Sherlock et al. [2007] with a basin-scale model for
the same area. For CalCOFI the RMSE is also relatively low (2.50 𝜇mol L−1) and similar to that obtained by
Palacios et al. [2013] for the northern region of the CalCOFI sampling program with a regional model.
The seasonality in the WOA09 climatology is markedly diﬀerent from that in the in situ observations for
BATS (Figure 2a). Nevertheless, the model output follows both the seasonal and interannual variability of the
in situ data, despite the slight overestimation, which indicates a strong local coupling between SST, MLD,
surface Chl, and nitrate, essentially allowing a reliable prediction of surface nitrate from satellite-derived
observations of those variables. In particular, the extremely high nitrate concentration at BATS in the winter
2009–2010 is well captured by our regression approach (Figure 2a). This underlines the predictive capability
of our method since these concentrations are well outside the range of nitrate concentrations in the training
data set (Figure 2a).
The observed relationship between nitrate, MLD, and temperature is due to the vertical transport of
nutrients and cold water caused by deepening of the surface mixed layer [Garside and Garside, 1995].
Nutrient utilization and depletion by phytoplankton is the main process responsible for the correlation
between nitrate and surface Chl. The relative contribution of each of these processes on the control
of surface nitrate variations could be considerably diﬀerent in the distinct areas of the global ocean. A
comparison of in situ nitrate observations with nitrate estimations using only MLD as a predictor shows
that MLD by itself is a poor predictor of nitrate at BATS (Figure 3a, MLD). The same occurs when only SST
is employed in the linear regression (Figure 3a, SST). However, using Chl as the only predictor (Figure 3a,
Chl) yields the highest correlation with the observations (r = 0.55, Table 1). Furthermore, the correlation
between observed and modeled nitrate at BATS is high and positive only when Chl is included as a variable
in the regression analysis (Table 1). This points to the importance of biological controls of nitrate at BATS and
probably oligotrophic regions in general. Goes et al. [2000] reached similar conclusions by including Chl in
their model for the Paciﬁc Ocean. While our model shows the highest r when Chl is used as a single factor,
the high nitrate concentrations observed in the in situ data during 2009 are replicated only when SST and
MLD are also included in the regression (Figure 2a). The importance of employing all three variables in the
regression analysis is visually clear, however, this does not appear to be reﬂected in the RMSE, due to (slight)
mismatches in the predicted and observed timing of the nitrate peak. When SSTs or Chls are used as the
only predictors of nitrate at HOT, the correlation with the observations is negative (Figure 3b, SST and Chl).
MLD as the only predictor results in a low positive correlation (Figure 3b, MLD). This suggests that nitrate
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Figure 2. (left) Monthly predicted (green continuous line) and in situ measured (blue dashed line) surface nitrate concentrations for the period 2005–2010.
(middle) Scatterplots for modeled and in situ nitrate concentrations and one-to-one (dashed) line. (right) Average monthly nitrate concentrations from
January 2005 to December 2010. Model: green continuous line; In situ: blue dots connected with line; WOA09 climatology: red dots connected with line. Model
predictions and observations are presented for (a) BATS, (b) HOT, (c) CalCOFI, and (d) Munida. (e) Nitrate prediction obtained for HOT with the model from
Goes et al. [2000].
concentrations at HOT might also be strongly inﬂuenced by other physical or biogeochemical processes not
captured by either SST, MLD, or Chl. While our approach is based on the idea that nitrate is either controlled
by vertical mixing or phytoplankton consumption, other mechanisms, such as horizontal advection, have
been suggested as important contributors of nutrient supply in the Paciﬁc Ocean [Dave and Lozier, 2013].
SST and Chl are also poor single predictors of nitrate at CalCOFI. Similarly, as for HOT, MLD appears to be the
best predictor in this region (Figure 3c). While combining MLD and SST results in the highest r for this region
(r = 0.77, Table 1), the right magnitude of nitrate variations is only replicated when Chl is also included in
the regression (Figure 2c). The obtained r for the regression with MLD, SST, and Chl (r = 0.73, Table 1) is only
slightly lower than for only MLD and SST. Palacios et al. [2013] reached similar conclusions in their study,
where the addition of physical and biological related variables such as temperature, salinity, and oxygen
increased the explanatory power of their regional model for the CalCOFI area. Station Munida is located
beyond 45◦S; therefore, Chl cannot be included as part of the multiple regression. However, employing the
available abiotic predictors SST and MLD individually results in high correlation coeﬃcients (Table 1). For
this station, using MLD or SST as the only predictor of nitrate results in a higher correlation coeﬃcient than
including both variables in the regression (r = 0.75 for MLD, r = 0.66 for SST, r = 0.60 for SST and MLD),
which is likely due to a mismatch between WOA09 and in situ data at this site. As the diﬀerence between the
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Figure 3. Monthly predicted (green continuous line) and in situ measured (blue dashed line) surface nitrate concentrations from January 2005 to December 2010
along with scatterplots for modeled and in situ nitrate concentrations and one-to-one (dashed) line, for (a) BATS, (b) HOT, (c) CalCOFI, and (d) Munida. Modeled
nitrate was obtained with single linear regressions using only MLD (left), SST (middle), and Chl (right) as individual predictors.
correlations employing all available or individual variables is not very large, and it is impossible to discern
beforehand which variable is the best predictor for nitrate in a particular point in the ocean, we thus stick to
employing all three variables (SST, MLD, and Chl) in the regression analysis as long as they are available.
The use of a 1◦ by 1◦ grid avoids averaging and thereby minimizes information loss, which is a major
distinction to most previous methods for estimating global nitrate distribution from satellite-derived data
[e.g., Goes et al., 2000]. As might be expected, our locally derived relations provide a much improved
local predictive power compared to the basin-scale relationships. Figure 2e compares the model of Goes
et al. [2000] for the nonequatorial Paciﬁc using our forcing SST and Chl data set with observations at
HOT. Although working well on the basin scale, the method of Goes et al. [2000] highly overestimates
nitrate concentrations at HOT between 2005 and 2010, and the predicted nitrate is anticorrelated with the
independent in situ observations (Figure 2e and Table 1).
3.3. Error Analysis
The predictive power of our method depends to a large extent on the accurate estimation of SST and Chl
from remote sensing, and on the quality of the modeled MLD. Since we use linear regressions, systematic
Table 1. Correlation Coeﬃcients (r) and Root-Mean-Square Errors (RMSE) for Nitrate Prediction Using
Diﬀerent Predictors (SST, MLD, and Chl) and In Situ Observations for 2005–2010 at HOT, BATS, CalCOFI,
and Munidaa
r RMSE
Model variables HOT BATS CalCOFI Munida HOT BATS CalCOFI Munida
SST −0.20 −0.43 0.07 0.66 0.025 0.19 2.50 1.94
MLD 0.10 −0.45 0.52 0.75 0.025 0.18 2.77 1.76
Chl −0.002 0.55 -0.14 - 0.027 0.15 2.76 -
SST MLD 0.06 −0.36 0.77 0.60 0.025 0.18 2.50 1.76
SST Chl −0.04 0.34 0.05 - 0.027 0.16 2.52 -
MLD Chl 0.08 0.52 0.27 - 0.037 0.22 2.81 -
SST MLD Chl 0.16 0.53 0.73 - 0.044 0.24 2.50 -
Goes model (HOT) −0.16 - - - 1.34 - - -
aGoes model (HOT) refers to the model by Goes et al. [2000] evaluated against in situ data from HOT.
Number of sample points for HOT = 55, BATS = 69, Munida = 31, and CalCOFI = 41.
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errors have no eﬀect. Thus, we restrict the error analysis to random errors (noise). To our knowledge, no
method exists to separate systematic and random error components. Instead, we here employ the data
used for validation to estimate the maximum random error which still allows reproducing the nitrate data
in Figure 2. We apply various degrees of noise to the SST, MLD, and Chl data sets and then repeat the above
training and validation procedure with the noisy data sets. The maximum noise level still reproducing the
time series observations is then applied to the global ocean to obtain an estimate of the local uncertainty of
the model prediction.
We introduce random noise to each of the forcing data sets (SST, MLD, and Chl) used in the linear
regression, via,
ns = data + 𝜎 ⋅ a ⋅ x (3)
where ns is the newly created “noisy signal,” data is the original satellite-derived data (SST, Chl, or MLD for
2003–2004), 𝜎 is the temporal standard deviation of each grid point of the annual mean map of data, a is
a coeﬃcient determining the overall noise level, and x is a uniformly distributed random number between
0 and 1. We then compare the predictive power our method applied to the noisy data sets (i.e., nssst, nschl,
nsmld), against that resulting from the original (unaltered) data sets.
We employ noise levels obtained with a = 1, 0.25, and 0.1. The main eﬀect of the noise is a reduction in the
predicted amplitude of the seasonal and interannual variations in nitrate concentrations. Only for the lowest
noise level, i.e., a = 0.1, the resulting predicted nitrate is similar to the prediction without noise (Figure S1).
Our method performs much worse with the noisy data sets with respect to the nitrate peak in early 2010,
which is reproduced only with the lowest noise level (Figure S1b).
Our error analysis shows that the accuracy of our method can eﬀectively be hampered by the presence
of large random errors in the predictive data sets. The fact that the maximum random error compatible
with the predictive power indicated in Figure 2 is obtained with a = 0.1 suggests a low random error in
the satellite-based SST and Chl, and modeled MLD, which are used as predictors of nitrate in the linear
regression. Keeping in mind that our artiﬁcial noise is added to the actual random error in the modeled
and satellite-derived inputs, this result tells us that increasing the noise level (i.e., reducing the accuracy) by
more than 10% over the current level would strongly interfere with our ability to obtain useful predictions of
surface nitrate concentrations. While some uncertainty remains about the right magnitude of random errors
in the forcing data sets, it appears unlikely that the actual noise level is much higher than our maximum
estimate. For example, our relatively low upper limit of noise in the satellite-derived Chl compared to the
previously estimated 35% [Moore et al., 2009] suggests that either the local error in the satellite-derived and
modeled inputs is lower than currently thought or that most of the error can be considered systematic at
the local scale of our analysis.
To assess the global eﬀect of our maximum error estimate, i.e., equivalent to adding 10 % of 𝜎 (a = 0.1) to
any possibly existing noise, we compute the relative diﬀerence (reldiﬀ) between the originally predicted
nitrate and the nitrate obtained with a random error induced in the forcing satellite data sets with a = 0.1,
on each 1◦ × 1◦ pixel (Figure S1d):
reldiﬀ =
Nitest − Nitesta=0.1
0.5(Nitest + Nitesta=0.1)
(4)
where Nitest is the originally predicted nitrate, Nitesta=0.1 is the nitrate predicted with the random error for
a = 0.1 applied to the predictive data set. The errors reﬂect the combined eﬀects of random errors in the
three forcing data sets. The relative error is rather small and varies between ± 20%, with larger errors
generally restricted to low and middle latitudes and very small errors (within ± 2%) found at high latitudes
(Figure S1). Therefore, we conclude that the errors associated with the satellite-derived data sets do not
appear to hamper our satellite-based method of predicting nitrate distributions for the world ocean.
4. Summary and Conclusions
We present a new method to estimate monthly surface nitrate distributions on a global 1◦ by 1◦ resolution
grid. Our method is based on local multiple linear regressions applied at each 1◦ grid cell, employing SST,
Chl, and MLD as predictors for nitrate. We evaluate the predictive power of our method against in situ data
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from the oceanographic time series from stations BATS, HOT, CalCOFI, and Munida. Our modeled nitrate
agrees well with the interannual variability of these stations, while the seasonal variability is reproduced to
a lesser extent. Biological processes, represented by Chl, seem to have an important role controlling nitrate
variations at BATS. While our analysis seems to indicate that the mechanisms controlling nitrate at HOT are
not particularly well represented by either SST, MLD, or Chl, at Munida, nitrate can be well inferred through
SST and MLD. At CalCOFI, MLD seems to be the main determinant of nitrate variations; however, SST and
Chl are also required to reproduce the variability of the in situ observations. Despite a markedly diﬀerent
seasonality between the WOA09 nitrate and the in situ observations, our method is still able to follow the
variability of the in situ data, indicating strong coupling between SST, MLD, surface Chl, and nitrate. Our
error analysis of the predictive data set suggests that the method is robust as long as the errors in the forcing
data sets do not exceed about 10% of the seasonal variance of the data. This provides some conﬁdence in
the use of satellite-derived SST and Chl and modeled MLD, to predict real surface nitrate concentrations in
the global ocean.
Local and regional nitrate prediction models remain highly valuable to investigate controls of nitrate at the
regional scale. Our nitrate prediction method allows to easily estimate nitrate variations at a global scale
and oﬀers the possibility to employ mechanistic models of marine biological production [e.g., Pahlow et al.,
2013] that require information on dissolved inorganic nitrogen availability. The sensitivity of phytoplankton
growth rates to nutrient variations is an important constraint that needs to be taken into account in the
monitoring and prediction of marine biological primary productivity under changing environmental
conditions.
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