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ON INITIAL-BOUNDARY VALUE PROBLEMS IN A STRIP FOR
GENERALIZED TWO-DIMENSIONAL ZAKHAROV–KUZNETSOV
EQUATION
ANDREI V. FAMINSKII AND EVGENIYA S. BAYKOVA
Peoples’ Friendship University of Russia, Moscow, Russia
Abstract. Initial-boundary value problems in a strip with different types
of boundary conditions for two-dimensional generalized Zakharov–Kuznetsov
equation are considered. Results on global existence and uniqueness of weak
solutions in certain weighted spaces are established.
1. Introduction. Description of main results
Zakharov–Kuznetsov equation (ZK) on the plane is written as follows:
ut + uxxx + uxyy + uux = 0.
It has been derived in [17] for description of ion-acoustic wave processes in plasma
put in the magnetic field. Further, this equation has been considered as a model
equation for non-linear waves propagating in dispersive media in the preassigned
direction (x) and deformed in the transverse direction (y) . Zakharov–Kuznetsov
equation is one of the variations of multi-dimensional generalizations for Korteweg–
de Vries equation (KdV) ut + uxxx + uux = 0 .
Boundary value problems for this equation (and its certain generalizations) were
usually studied before in domains, which were products of an interval (bounded
or non-bounded) on the variable x and the whole line on the variable y . In
particular, there were the initial value problem ([14, 2, 3, 12]), as well as initial-
boundary value problems in R+ × R,R− × R, and I × R, where I is a bounded
interval, ([4, 5, 6, 15, 7] and others). On the other hand, it seems more natural
from the physical point of view to consider domains, where the variable y varies
in a bounded interval.
In the present paper we consider initial-boundary value problems in a layer
ΠT = (0, T )× Σ , where Σ = R× (0, L) = {(x, y) : x ∈ R, 0 < y < L} is a strip of
a given width L , for generalized Zakharov–Kuznetsov equation
ut + uxxx + uxyy + (g(u))x = f(t, x, y) (1.1)
with an initial condition
u(0, x, y) = u0(x, y), (x, y) ∈ Σ, (1.2)
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and boundary conditions of one of the following four types: for (t, x) ∈ (0, T )×R
whether a) u(t, x, 0) = u(t, x, L) = 0,
or b) uy(t, x, 0) = uy(t, x, L) = 0,
or c) u(t, x, 0) = uy(t, x, L) = 0,
or d) u is an L-periodic function with respect to y.
(1.3)
We use the notation ”problem (1.1)–(1.3)” for each of these four cases.
The main results of this paper are theorems on existence and uniqueness of global
weak solutions ( T > 0 – arbitrary). We introduce certain growth restrictions on
the function g as |u| → ∞ which are true for ZK equation itself.
The research of global well-posedness is based, firstly, on conservation laws for
equation (1.1) (with f ≡ 0 ):∫∫
Σ
u2 dxdy = const,
∫∫
Σ
(
u2x + u
2
y − g
∗(u)
)
dxdy = const, (1.4)
where here and further g∗(u) ≡
∫ u
0
g(θ) dθ is the primitive for g , which are true for
each of the four cases of the boundary conditions, and secondly, on the effect of local
smoothing, meaning that solutions have derivatives with respect to space variables
of orders greater by one, than initial functions. For example, if u0 ∈ L2(Σ) , then∫ T
0
∫ r
−r
∫ L
0
(u2x + u
2
y) dydxdt <∞
for any r > 0 . Such an effect of local smoothing for the initial value problem was
firstly discovered in [10, 8] for KdV.
The result, based on conservation laws (1.4), on existence of global solution to the
initial value problem, where u0 ∈ H
1(R2) , was obtained in [14] (where equations
of more general type than (1.1) were considered). Existence of global solution to
the initial value problem for u0 ∈ L2(R
2) , based on the first conservation law (1.4)
and on the effect of local smoothing, was obtained in [2] (were equations of more
general type were considered too). However, in the study of uniqueness there were
the growth restrictions on the function g , which excluded ZK equation itself.
Classes of global well-posedness for the initial-value problem for ZK equation,
where the initial function u0 ∈ H
k(R2) for each natural k , were constructed in
[3] on the base of the ideas on more accurate study of properties of the linear part
of the equation elaborated earlier in [9] for KdV. Similar results for modified ZK
equation ( g(u) = u3/3 ) were obtained in [12].
The attempt of studying properties of the linear part of ZK equation for the
initial-boundary value problem in the strip Σ with periodic boundary conditions
was made in [13], but the established estimates allowed to prove only local well-
posednesss in the spaces Hs(Σ) for s > 3/2 .
The recent paper [11], where an initial-boundary value problem for ZK equation
in a half-strip R+× (0, L) with zero Dirichlet boundary conditions was considered,
should be also mentioned. The usage of exponential weights as x → +∞ allowed
to prove there global well-posedness for such a problem in smooth function spaces.
Introduce now the following notation to describe the main results of the present
paper. For an integer k ≥ 0 let
|Dkϕ| =
( ∑
k1+k2=k
(∂k1x ∂
k2
y ϕ)
2
)1/2
, |Dϕ| = |D1ϕ|.
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Let Lp = Lp(Σ) , H
k = Hk(Σ) , x+ = max(x, 0) , x− = max(−x, 0) , R+ =
(0,+∞) , R− = (−∞, 0) , Σ± = R± × (0, L) , Π
±
T = (0, T )× Σ± .
For any α ≥ 0 define function spaces
Lα2 = L
α
2 (Σ) = {ϕ ∈ L2 : (1 + x+)
αϕ ∈ L2},
Hk,α = Hk.α(Σ) = {ϕ ∈ Hk : |Djϕ| ∈ Lα2 , j = 0, . . . , k}
with natural norms (here H0,α = Lα2 ).
We shall construct solutions to the considered problems in spaces Xk,α(ΠT ) ,
k = 0 or 1 , consisting of functions u(t, x, y) such that
u ∈ Cw([0, T ];H
k,α), sup
x0∈R
∫ T
0
∫ x0+1
x0
∫ L
0
|Dk+1u|2 dydxdt <∞
(symbol Cw denotes the space of weakly continuous mappings) and if α > 0 then
additionally
(1 + x)α−1/2|Dk+1u| ∈ L2(Π
+
T )
(let Xα(ΠT ) = X
0,α(ΠT ) ).
Theorem 1.1. Let g ∈ C1(R) and for certain constants c ≥ 0 and b ∈ [1, 2)
|g′(u)| ≤ c(1 + |u|b) ∀u ∈ R. (1.5)
Let u0 ∈ L
α
2 , f ∈ L1(0, T ;L
α
2 ) for certain α ≥ 0 and T > 0 . Then there exists
a weak solution to each of problems (1.1)–(1.3) in the space Xα(ΠT ) .
Theorem 1.2. Let g ∈ C2(R) and for certain constants c ≥ 0 and b ∈ [1, 2)
|g′′(u)| ≤ c(1 + |u|b−1) ∀u ∈ R. (1.6)
Let u0 ∈ H
1,α , f ∈ L1(0, T ;H
1,α) for certain α ≥ 0 and T > 0 ,
u0|y=0 = u0|y=L = 0, f |y=0 = f |y=L = 0 in the case a,
u0|y=0 = 0, f |y=0 = 0 in the case c,
u0|y=0 = u0|y=L, f |y=0 = f |y=L in the case d.
Then there exists a weak solution to each of problems (1.1)–(1.3) in the space
X1,α(ΠT ) . If α ≥ 1/2 then the solution is unique in this space.
Similar results for the initial value problem for generalized KdV equation were
earlier obtained in [1].
Since the constructed solutions are only weak there naturally arises a problem on
solubility of the considered problems in spaces of smoother functions. This problem
remains open, and one of the obstacles to resolve it is the absence of conservation
laws other than (1.4) in smoother spaces in comparison, for example, with KdV
equation.
Further we use the following auxiliary functions. Let η(x) denotes a cut-off
function, namely, η is an infinitely smooth non-decreasing on R function such
that η(x) = 0 when x ≤ 0 , η(x) = 1 when x ≥ 1 , η(x) + η(1 − x) ≡ 1 .
We say that ρ(x) is an admissible weight function if ρ is an infinitely smooth
positive on R function such that |ρ(j)(x)| ≤ c(j)ρ(x) for each natural j and all
x ∈ R .
For each α ≥ 0 and β > 0 we introduce an infinitely smooth increasing on R
function ρα,β(x) as follows: ρα,β(x) = e
βx when x ≤ −1 , ρα,β(x) = (1+ x)
α for
α > 0 and ρ0,β(x) = 2− (1+x)
−1/2 when x ≥ 0 , ρ′α,β(x) > 0 when x ∈ (−1, 0) .
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Note that both ρα,β and ρ
′
α,β are admissible weight functions, and ρ
′
α,β(x) ≤
c(α, β)ρα,β(x) for all x ∈ R .
Note also that if u ∈ Xk,α(ΠT ) for α ≥ 1/2 , then |D
k+1u|ρα−1/2,β(x) ∈
L2(ΠT ) for any β > 0 .
Further we need the following interpolating inequality.
Lemma 1.1. Let ρ1(x) , ρ2(x) be two admissible weight functions such that
ρ1(x) ≤ c0ρ2(x) for some constant c0 > 0 . Let k = 1 or 2 , m ∈ [0, k) –
integer, q ∈ [2,+∞] if k = 2,m = 0 and q ∈ [2,+∞) in other cases. For
the case q = +∞ assume also that
ρ2(x1)
ρ1(x1)
≤ c0
ρ2(x2)
ρ1(x2)
if |x1 − x2| ≤ 1 . Then
there exists a constant c > 0 such that for every function ψ(x, y) , which satisfies
assumptions |Dkψ|ρ
1/2
1 (x) ∈ L2 , ψρ
1/2
2 (x) ∈ L2 , the following inequality holds∥∥|Dmψ|ρs1(x)ρ1/2−s2 (x)∥∥Lq ≤ c∥∥|Dkψ|ρ1/21 (x)∥∥2sL2∥∥ψρ1/22 (x)∥∥1−2sL2 + ∥∥ψρ1/22 (x)∥∥L2 ,
(1.7)
where s =
m+ 1
2k
−
1
kq
.
Proof. If one considers the whole plane R2 instead of the strip Σ the given in-
equality is a special case for a more general interpolating inequality, estimated in
[2] for an arbitrary number of variables and arbitrary values of k . The proof in
this case is similar. 
As a rule further we omit limits of integration in integrals over the whole strip
Σ .
The paper is organized as follows. An auxiliary linear problem is considered
in Section 2. Section 3 is dedicated to problems on existence of solutions to the
original problem. Results on continuous dependence of solutions on u0 and f are
proved in Section 4. In particular, they imply uniqueness of the solution.
2. An auxiliary linear equation
Consider a linear equation
ut + uxxx + uxyy − δ(uxx + uyy) = f(t, x, y) (2.1)
for a certain constant δ ∈ [0, 1] .
Introduce certain additional function spaces. Let S(Σ) be a space of infinitely
smooth in Σ functions ϕ(x, y) such that (1 + |x|)n|∂kx∂
l
yϕ(x, y)| ≤ c(n, k, l) for
any integer non-negative n, k, l and all (x, y) ∈ Σ . Let Sexp(Σ±) denote a space of
infinitely smooth in Σ± functions ϕ(x, y) such that e
n|x||∂kx∂
l
yϕ(x, y)| ≤ c(n, k, l)
for any integer non-negative n, k, l and all (x, y) ∈ Σ± .
Lemma 2.1. Let u0 ∈ S(Σ) ∩ Sexp(Σ+) , f ∈ C
∞
(
[0, T ]; S(Σ) ∩ Sexp(Σ+)
)
and
for any integer j ≥ 0
∂2jy u0|y=0 = ∂
2j
y u0|y=L = 0, ∂
2j
y f |y=0 = ∂
2j
y f |y=L = 0 in the case a,
∂2j+1y u0|y=0 = ∂
2j+1
y u0|y=L = 0, ∂
2j+1
y f |y=0 = ∂
2j+1
y f |y=L = 0 in the case b,
∂2jy u0|y=0 = ∂
2j+1
y u0|y=L = 0, ∂
2j
y f |y=0 = ∂
2j+1
y f |y=L = 0 in the case c,
∂jyu0|y=0 = ∂
j
yu0|y=L, ∂
j
yf |y=0 = ∂
j
yf |y=L in the case d.
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Then there exists a unique solution to each of problems (2.1), (1.2), (1.3) u ∈
C∞
(
[0, T ]; S(Σ) ∩ Sexp(Σ+)
)
.
Proof. Let ψl(y) , l = 1, 2 . . . , be the orthonormal in L2(0, L) system of the
eigenfunctions for the operator (−ψ′′) on the segment [0, L] with corresponding
boundary conditions ψ(0) = ψ(L) = 0 in the case a, ψ′(0) = ψ′(L) = 0 in the
case b, ψ(0) = ψ′(L) = 0 in the case c, ψ(0) = ψ(L), ψ′(0) = ψ′(L) in the case
d, λl be the corresponding eigenvalues. Such systems are well-known and can be
written in trigonometric functions. Then with the use of Fourier transform for the
variable x and Fourier series for the variable y a solution to problem (2.1), (1.2),
(1.3) can be written as follows:
u(t, x, y) =
1
2pi
∫
R
+∞∑
l=1
eiξxψl(y)û(t, ξ, l) dξ,
where
û(t, ξ, l) = û0(ξ, l)e
(ξ3+ξλl−δ(ξ
2+λl))t +
∫ t
0
f̂(τ, ξ, l)e(ξ
3+ξλl−δ(ξ
2+λl))(t−τ) dτ,
û0(ξ, l) ≡
∫∫
e−iξxψl(y)u0(x, y) dxdy,
f̂(t, ξ, l) ≡
∫∫
e−iξxψl(y)f(t, x, y) dxdy.
According to the properties of the functions u0 and f this solution u ∈
C∞([0, T ], S(Σ)) .
Next, let v ≡ ∂kx∂
l
yu for some k, l ≥ 0 . Then the function v satisfies an
equation of (2.1) type, where f is replaced by ∂kx∂
l
yf . Let m ≥ 3 . Multiplying
this equation by 2xmv and integrating over Σ+ , we derive an inequality
d
dt
∫∫
Σ+
xmv2 dxdy ≤ m(m− 1)(m− 2)
∫∫
Σ+
xm−3v2 dxdy
+ δm(m− 1)
∫∫
Σ+
xm−2v2 dxdy + 2
∫∫
Σ+
∂kx∂
l
yfv dxdy.
Let α > 0 , n ≥ 3 . For any m ∈ [3, n] multiplying the corresponding inequality
by αm/(m!) and summing by m we obtain that for
zn(t) ≡
∫∫
Σ+
n∑
m=0
(αx)m
m!
v2(t, x, y) dxdy
inequalities
z′n(t) ≤ czn(t) + c, zn(0) ≤ c,
are valid uniformly with respect to n , whence it follows that
sup
t∈[0,T ]
∫∫
Σ+
eαxv2 dxdy <∞.
Thus, u ∈ C∞([0, T ], Sexp(Σ+)) . 
We now turn to generalized solutions. Let u0 ∈
(
S(Σ) ∩ Sexp(Σ−)
)′
, f ∈(
C∞([0, T ]; S(Σ) ∩ Sexp(Σ−))
)′
.
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Definition 2.1. A function u ∈
(
C∞([0, T ]; S(Σ) ∩ Sexp(Σ−))
)′
is called a gen-
eralized solution to corresponding problem (2.1), (1.2), (1.3), if for any function
ϕ ∈ C∞
(
[0, T ]; S(Σ) ∩ Sexp(Σ−)
)
such that ϕ|t=T = 0 and ϕ|y=0 = ϕ|y=L = 0
for the case a , ϕy|y=0 = ϕy|y=L = 0 for the case b , ϕ|y=0 = ϕy|y=L = 0 for the
case c , ϕ|y=0 = ϕ|y=L , ϕy|y=0 = ϕy|y=L for the case d , there holds the following
equality:
〈u, ϕt + ϕxxx + ϕxyy + δϕxx + δϕyy〉+ 〈f, ϕ〉+ 〈u0, ϕ|t=0〉 = 0. (2.2)
Lemma 2.2. A generalized solution to each problem (2.1), (1.2), (1.3) is unique.
Proof. The proof is carried out by standard Ho¨lmgren’s argument on the basis of
Lemma 2.1. 
Now we present a number of auxiliary lemmas on solubility of the linear problems
in non-smooth case.
Introduce a space X˜k,α(ΠT ) , that is different from X
k,α(ΠT ) in that the
condition u ∈ Cw([0, T ];H
k,α) is substituted by u ∈ C([0, T ];Hk,α) , and let
X˜α(ΠT ) = X˜
0,α(ΠT ) .
Lemma 2.3. Let u0 ∈ L
α
2 for some α ≥ 0 , f ≡ f0 + δ
1/2f1x , where f0 ∈
L1(0, T ;L
α
2 ) , f1 ∈ L2(0, T ;L
α
2 ) . Then there exists a (unique) generalized solution
to each problem (2.1), (1.2), (1.3) u(t, x, y) from the space X˜α(ΠT ) , and δ|Du| ∈
L2(0, T ;L
α
2 ) . Moreover, for any t ∈ (0, T ] uniformly with respect to δ
‖u‖X˜α(Πt) + δ
1/2
∥∥|Du|∥∥
L2(0,t;Lα2 )
≤ c(T )
[
‖u0‖Lα
2
+ ‖f0‖L1(0,t;Lα2 ) + ‖f1‖L2(0,t;Lα2 )
]
, (2.3)
∫∫
u2(t, x, y)ρ(x) dxdy +
∫ t
0
∫∫
|Du|2 · (ρ′ + δρ) dxdydτ
≤
∫∫
u20ρ dxdy + c
∫ t
0
∫∫
u2ρ dxdydτ + 2
∫ t
0
∫∫
f0uρ dxdydτ
− 2δ1/2
∫ t
0
∫∫
f1(uρ)x dxdydτ, (2.4)
where ρ is an admissible weight function such that ρ(x) ≤ const · (1 + x+)
2α and
the constant c depends on the properties of the function ρ .
Proof. It is sufficient to consider smooth solutions that were constructed, for ex-
ample, in Lemma 2.1 because of linearity of the problem.
Then multiplying equation (2.1) by 2u(t, x, y)ρ(x) and integrating over Σ we
obtain an equality
d
dt
∫∫
u2ρ dxdy +
∫∫
(3u2x + u
2
y)ρ
′ dxdy + 2δ
∫∫
(u2x + u
2
y)ρ dxdy
−
∫∫
(u2ρ′′′ + δu2ρ′′) dxdy = 2
∫∫
f0uρ dxdy − 2δ
1/2
∫∫
f1(uρ)x dxdy, (2.5)
which implies inequality (2.4) by the properties of admissible weight functions.
Next, let ρ(x) ≡ 1 + ρ0,1(x − x0) for any x0 ∈ R and then ρ(x) ≡ ρ2α,1(x) if
α > 0 . Thus we obtain from (2.4) estimate (2.3), which, in particular, allows us to
prove Lemma in the case of non-smooth solutions. 
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Lemma 2.4. Let δ = 0 , u0ρα,β(x) ∈ L2 for some α > 0 and β > 0 , f ≡
f0 + f1x , where f0ρα,β(x) ∈ L1(0, T ;L2) , f1ρα+1/2,β(x) ∈ L2(ΠT ) . Then there
exists a (unique) generalized solution to each of problems (2.1), (1.2), (1.3) such
that uρα,β(x) ∈ C([0, T ];L2) , |Du|ρ
′
α,β(x) ∈ L2(ΠT ) and inequality (2.4), where
there is no multiplier δ1/2 in the last term in its right part, holds for any t ∈ (0, T ]
and for ρ ≡ ρ2α,2β .
Proof. First of all, note that if uρα,β ∈ C([0, T ];L2) then u belongs to the class(
C∞([0, T ]; S(Σ) ∩ Sexp(Σ−))
)′
.
Next, the functions u0, f0, f1 can be regularized such that u0 ∈ L2 , f0+ f1x ∈
L1(0, T ;L
α
2 ) (for example, by substituting u0 with the function u0η(x + 1/h) ),
so one can consider the solution u ∈ X˜α(ΠT ) . Equality (2.4) is valid for such
solutions, where f0 should be substituted by f0 + f1x , and the term with δ
1/2f1
should be omitted. Also, it follows from (2.5) that |Du|2 can be substituted by
(3u2x + u
2
y) in the second summand of the left part in (2.4).
Note that
ρ22α,2β(x)
ρ′2α,2β(x)
≤ c(α, β)ρ2α+1,β(x), (2.6)
and, therefore,
2
∫∫
f1xuρ2α,2β dxdy = −
∫∫
f1(uρ2α,2β)x dxdy ≤
∫∫
u2xρ
′
2α,2β dxdy
+ c
∫∫
f21
ρ22α,2β
ρ′2α,2β
dxdy + c
∫∫
(u2 + f21 )ρ2α,2β dxdy ≤
∫∫
u2xρ
′
2α,2β dxdy
+ c1
∫∫
f21 ρ2α+1,2β dxdy + c
∫∫
(u2 + f21 )ρ2α,2β dxdy.

Lemma 2.5. Let u0 ∈ H
1,α for some α ≥ 0 , f ≡ f0 + δ
1/2f1 , where
f0 ∈ L1(0, T ;H
1,α) , f1 ∈ L2(0, T ;L
α
2 ) . Assume that u0, f0 satisfy the same
assumptions as the ones for u0, f when y = 0, y = L in Theorem 1.2. Then
there exists a (unique) generalized solution to each of problems (2.1), (1.2), (1.3)
u(t, x, y) in the space X˜1,α(ΠT ) , and δ|D
2u| ∈ L2(0, T ;L
α
2 ) . Moreover, for any
t ∈ (0, T ] uniformly with respect to δ
‖u‖X˜1,α(Πt) + δ
1/2
∥∥|D2u|∥∥
L2(0,t;Lα2 )
≤ c(T )
[
‖u0‖H1,α + ‖f0‖L1(0,t;H1,α) + ‖f1‖L2(0,t;Lα2 )
]
, (2.7)
∫∫
|Du(t, x, y)|2ρ(x) dxdy +
∫ t
0
∫∫
|D2u|2 · (ρ′ + δρ) dxdydτ
≤
∫∫
|Du0|
2ρ dxdy + c
∫ t
0
∫∫
|Du|2ρ dxdydτ
+ 2
∫ t
0
∫∫
(f0xux + f0yuy)ρ dxdydτ − 2δ
1/2
∫ t
0
∫∫
f1[(uxρ)x + uyyρ] dxdydτ,
(2.8)
where ρ(x) is the same function as in inequality (2.4).
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Proof. In the smooth case multiplying (2.1) by −2
(
ux(t, x, y)ρ(x)
)
x
−
2uyy(t, x, y)ρ(x) and integrating over Σ we obtain an equality
d
dt
∫∫
(u2x + u
2
y)ρ dxdy +
∫∫
(3u2xx + 4u
2
xy + u
2
yy)ρ dxdy
+ 2δ
∫∫
(u2xx + 2u
2
xy + u
2
yy)ρ dxdy −
∫∫
(u2x + u
2
y)(ρ
′′′ + δρ′′) dxdy
= 2
∫∫
(f0xux + f0yuy)ρ dxdy − 2δ
1/2
∫∫
f1((uxρ)x + uyyρ) dxdy.
The rest part of the proof is similar to the end of the proof of Lemma 2.3. 
Lemma 2.6. Let the hypothesis of Lemma 2.5 be satisfied for some δ > 0 . Con-
sider the solution u ∈ X˜1,α(ΠT ) constructed there such that |D
2u| ∈ L2(0, T ;L
α
2 ) .
Let ρ(x) be the same function as in inequalities (2.4) and (2.8), and, more-
over, ρ(x) ≥ 1 . Let the function g(u) ∈ C2(R) , g(0) = 0 , be such that
|g′(u)|, |g′′(u)| ≤ const ∀u ∈ R . Then for any t ∈ (0, T ] the following equal-
ity holds:
− 2
∫∫
g∗
(
u(t, x, y)
)
ρ(x) dxdy + 2
∫ t
0
∫∫
g′(u)ux · (uxx + uyy)ρ dxdydτ
+ 2
∫ t
0
∫∫
g(u) · (uxx + uyy)ρ
′ dxdydτ − 2δ
∫ t
0
∫∫
g′(u) · (u2x + u
2
y)ρ dxdydτ
− 2δ
∫ t
0
∫∫
g(u)uxρ
′ dxdydτ = −2
∫∫
g∗(u0)ρ dxdy − 2
∫ t
0
∫∫
fg(u)ρ dxdydτ
(2.9)
(recall that g∗(u) ≡
∫ u
0
g(θ) dθ ).
Proof. . In the smooth case multiplying (2.1) by −2g
(
(u(t, x, y)
)
ρ(x) and inte-
grating one instantly obtains equality (2.9).
In order to obtain this equality in general case we use the passage to the limit.
In this case, the presence of the terms of order higher than quadratic requires
appropriate justification for this procedure. Note that |g(u)| ≤ c|u| , |g∗(u)| ≤ cu2 ,
|g∗(u)−g∗(v)| ≤ c(|u|+|v|)|u−v| , |g(u)−g(v)| ≤ c|u−v| , |g′(u)−g′(v)| ≤ c|u−v| .
Then, for example, if we denote by uh the corresponding smooth solution∫ t
0
∫∫
|g′(u)− g′(uh)| · |ux| · (|uxx|+ |uyy|)ρ dxdydτ
≤ c
∫ t
0
∫∫
|u− uh| · |ux| · (|uxx|+ |uyy|)ρ
3/2 dxdydτ
≤ c1 sup
τ∈[0,t]
(∫∫
|u− uh|
4ρ2 dxdy
)1/4(∫ t
0
(∫∫
u4xρ
2 dxdy
)1/2
dτ
)1/2
×
(∫ t
0
∫∫
|D2u|2ρ dxdydτ
)1/2
.
Since uρ1/2, |Du|ρ1/2 ∈ C([0, T ];L2) , then uρ
1/2 ∈ C([0, T ];L4) according to
inequality (1.7) (for q = 4 , ρ1 = ρ2 = ρ ) . Moreover, |D
2u|ρ1/2 ∈ L2(ΠT ) and so
uxρ
1/2 ∈ L2(0, T ;L4) . Thus, the passage to the limit is justified in this case. The
other terms can be considered in a similar way. 
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Lemma 2.7. Let δ = 0 , u0ρα,β(x) ∈ H
1 for some α > 0 and β > 0 , f ≡ f0 +
f1 , where f0ρα,β(x) ∈ L1(0, T ;H
1) , f1ρα+1/2,β(x) ∈ L2(ΠT ) . Assume that u0
and f0 satisfy the same assumptions as the ones for u0 , f when y = 0, y = L in
Theorem 1.2. Then there exists a (unique) generalized solution to each of problems
(2.1), (1.2), (1.3) u(t, x, y) such that uρα,β(x) ∈ C([0, T ];H
1) , |D2u|ρ′α,β(x) ∈
L2(ΠT ) and for any t ∈ (0, T ] inequality (2.8) holds for ρ ≡ ρ2α,2β , where there
is no multiplier δ1/2 in the last term in the right part, and there should be a positive
coefficient less than 1 before the second term in the left part.
Proof. Regularize the functions u0 , f0 , f1 such that u0 , f satisfy the hypothesis
of Lemma 2.5, where f0 is substituted by f0+f1 , and f1 ≡ 0 (we can also assume
that when y = 0, y = L the assumptions on the function f0 are also true for the
function f1 ). Let us consider the corresponding solution u ∈ X˜
1,α(ΠT ) and
corresponding inequality (2.8), where f0 is substituted by f0+ f1 and there is no
term δ1/2f1 .
Since∣∣∣∫ t
0
∫∫
(f1xux + f1yuy)ρ2α,2β dxdydτ
∣∣∣
=
∣∣∣∫ t
0
∫∫
f1
[
(uxρ2α,2β)x + uyyρ2α,2β
]
dxdydτ
∣∣∣
≤
(∫ t
0
∫∫
(u2xx + u
2
yy + u
2
x)ρ
′
2α,2β dxdydτ
)1/2(∫ t
0
∫∫
f21
ρ22α,2β
ρ′2α,2β
dxdydτ
)1/2
,
then according to inequality (2.6) one can finish the proof by the passage to the
limit. 
3. Existence of weak solutions
Consider an equation of more general than (1.1) type:
ut + uxxx + uxyy − δ(uxx + uyy) + (g(u))x = f(t, x, y). (3.1)
Definition 3.1. A function u ∈ L∞(0, T ;L2) is called a weak solution to problem
(3.1), (1.2), (1.3) if the function g(u(t, x, y)) ∈ L1((0, T )× (−r, r)× (0, L)) for any
r > 0 and for any function ϕ ∈ C∞(ΠT ) such that ϕ|t=T = 0 , ϕ(t, x, y) = 0 when
|x| ≥ r for some r > 0 and ϕ|y=0 = ϕ|y=L = 0 in the case a, ϕy|y=0 = ϕy |y=L = 0
in the case b, ϕ|y=0 = ϕy|y=L = 0 in the case c, ϕ|y=0 = ϕ|y=L, ϕy |y=0 = ϕy|y=L
in the case d, the following equality holds:∫∫∫
ΠT
[
u(ϕt + ϕxxx + ϕxyy + δϕxx + δϕyy) + g(u)ϕx + fϕ
]
dxdydτ
+
∫∫
Σ
u0ϕ|t=0 dxdy = 0. (3.2)
Remark 3.1. It is easy to see that if g ≡ 0 and a function u is a weak solution to
problem (3.1), (1.2), (1.3), then it is a generalized solution to problem (2.1), (1.2),
(1.3) in the sense of Definition 2.1, though the class of test functions ϕ in that
definition is broader, than the one in Definition 3.1.
Remark 3.2. If a weak solution to problem (3.1), (1.2), (1.3) u ∈ L∞(0, T ;H
1) and
the function g has the rate of growth not higher than polynomial when |u| → ∞
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(for example, it satisfies inequality (1.5) for some b > 0 ), then according to (1.7)
g(u(t, x, y)) ∈ L∞(0, T ;L2) and thus equality (3.2) also holds for the test functions
ϕ from Definition 2.1.
First of all, we prove a lemma on solubility of problem (3.1), (1.2), (1.3) for
spaces Lα2 in the ”regularized” case.
Lemma 3.1. Let δ > 0 , g ∈ C1(R) and |g′(u)| ≤ c ∀u ∈ R . Assume that
u0 ∈ L
α
2 for some α ≥ 0 , f ∈ L1(0, T ;L
α
2 ) . Then each of problems (3.1), (1.2),
(1.3) has a unique solution u ∈ C([0, T ];Lα2 ) ∩ L2(0, T ;H
1,α) .
Proof. We apply the contraction principle. For t0 ∈ (0, T ] define a mapping Λ on
a set Y α(Πt0) = C([0, t0];L
α
2 ) ∩L2(0, t0;H
1,α) as follows: u = Λv ∈ Y α(Πt0) is a
solution to a linear problem
ut + uxxx + uxyy − δuxx − δuyy = f − (g(v))x (3.3)
in Πt0 with boundary conditions (1.2), (1.3).
Note that |g(v)| ≤ c|v| and, therefore,
‖g(v)‖L2(0,t0;Lα2 ) ≤ c||v||L2(0,t0;Lα2 ) <∞.
Thus, according to Lemma 2.3 (where f1 ≡ δ
−1/2g(v) ) the mapping Λ exists.
Moreover, for functions v, v˜ ∈ Y α(Πt0)
‖g(v)− g(v˜)‖L2(0,t0;Lα2 ) ≤ c‖v − v˜‖L2(0,t0;Lα2 ) ≤ ct
1/2
0 ‖v − v˜‖C([0,t0];Lα2 ).
As a result, according to inequality (2.3)
‖Λv − Λv˜‖Y α(Πt0 ) ≤ c(T, δ)t
1/2
0 ‖v − v˜‖Y α(Πt0 ).

Now we pass to the proof of Theorem 1.1.
Proof of Theorem 1.1. For h ∈ (0, 1] consider a set of initial-boundary value prob-
lems in ΠT
ut + uxxx + uxyy − huxx − huyy + (gh(u))x = f(t, x, y) (3.4)
with boundary conditions (1.2), (1.3), where
gh(u) ≡
∫ u
0
[
g′(θ)η(2 − h|θ|) + g′
(2 sign θ
h
)
η(h|θ| − 1)
]
dθ. (3.5)
Note that gh(u) ≡ g(u) if |u| ≤ 1/h and |g
′
h(u)| ≤ c(h
−1) ∀u ∈ R .
According to Lemma 3.1 there exists a unique solution to this problem uh ∈
C([0, T ];Lα2 ) ∩ L2(0, T ;H
1,α) . Moreover, |g′h(u)| ≤ c(1 + |u|
b) uniformly with
respect to h .
Next, establish appropriate estimates for functions uh uniform with respect to
h .
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Write down corresponding inequality (2.4) for functions uh (we omit the index
h in intermediate steps for simplicity):∫∫
u2ρ dxdy +
∫ t
0
∫∫
|Du|2 · (ρ′ + hρ) dxdydτ ≤
∫∫
u20ρ dxdy
+ c
∫ t
0
∫∫
u2ρ dxdydτ + 2
∫ t
0
∫∫
fuρ dxdydτ − 2
∫ t
0
∫∫
g′(u)uxuρ dxdydτ.
(3.6)
Firstly let ρ ≡ 1 , then since
g′(u)uxu =
(∫ u
0
g′(θ)θ dθ
)
x
≡
(
g′(u)u
)∗
x
(3.7)
we have that
∫∫
g′(u)uxu dxdy = 0 and inequality (3.6) yields that
‖uh‖C([0,T ];L2) + h
1/2‖uh‖L2(0,T ;H1) ≤ c (3.8)
uniformly with respect to h .
Now let ρ(x) be an admissible weight function such that ρ′(x) is also an ad-
missible weight function, and ρ′(x) ≤ cρ(x) . Then according to (3.7)∣∣∣∫∫ g′(u)uxuρ dxdy∣∣∣ = ∣∣∣
∫∫
(g′(u)u)∗ρ′ dxdy
∣∣∣ ≤ c ∫∫ (u2 + |u|b+2)ρ′ dxdy.
Apply interpolating inequality (1.7) for k = 1 , m = 0 , ρ1 = ρ2 ≡ ρ
′ :∫∫
|u|b+2ρ′ dxdy ≤
(∫∫
u2 dxdy
)b/2(∫∫
|u|4/(2−b)(ρ′)2/(2−b) dxdy
)1−b/2
≤ c
(∫∫
u2 dxdy
)b/2[(∫∫
|Du|2ρ′dxdy
)b/2(∫∫
u2ρ dxdy
)1−b/2
+
∫∫
u2ρ dxdy
]
. (3.9)
Since b < 2 and the norm of the solution in the space L2 is already estimated in
(3.8), it follows from (3.6) that∫∫
u2ρ dxdy +
1
2
∫ t
0
∫∫
|Du|2ρ′ dxdy + h
∫ t
0
∫∫
|Du|2ρdxdydτ
≤
∫∫
u20ρ dxdy + c
∫ t
0
∫∫
u2ρ dxdydτ + 2
∫ t
0
∫∫
fuρdxdydτ,
and choosing the functions ρ in the same way as in the proof of Lemma 2.3 we
obtain that uniformly with respect to h
‖uh‖Xα(ΠT ) + h
1/2‖uh‖L2(0,T ;H1,α) ≤ c. (3.10)
In particular, ‖uh‖L2(0,T ;H1(Qn)) ≤ c(n) for any rectangle Qn = (−n, n)×(0, L) ,
and thus
‖u2h‖L2((0,T )×Qn) ≤ c(n). (3.11)
Since |gh(u)| ≤ c(|u| + |u|
3) we have that ‖gh(uh)‖L2(0,T ;L1(Qn)) ≤ c(n) . Using
the well-known embedding L1(Ω) ⊂ H
−2(Qn) for domains Ω ⊂ R
2 we first derive
that ‖gh(uh)‖L2(0,T ;H−2(Qn)) ≤ c(n) , and then according to equation (3.1) itself
that uniformly with respect to h
‖uht‖L1(0,T ;H−3(Qn)) ≤ c(n).
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Applying the compactness embedding theorem of evolutionary spaces from [16] we
obtain that the set {uh} is precompact in L2((0, T )×Qn) for all n .
Now show that if uh → u in L2((0, T )×Qn) for some sequence h → 0 , then
gh(uh)→ g(u) in L1((0, T )×Qn) . Indeed,
|gh(uh)− g(u)| ≤ |gh(uh)− gh(u)|+ |gh(u)− g(u)|
≤ c(1 + u2h + u
2)|uh − u|+ |gh(u)− g(u)|
and then we can use estimate (3.11).
As a result, the required solution is constructed in a standard way as the limit
of the solutions uh when h→ 0 . 
We now proceed to solutions in spaces H1,α and firstly estimate a lemma anal-
ogous to Lemma 3.1.
Lemma 3.2. Let δ > 0 , g ∈ C2(R) and |g′(u)|, |g′′(u)| ≤ c ∀u ∈ R . Assume
that u0 ∈ H
1,α for some α ≥ 0 , f ∈ L1(0, T ;H
1,α) and the same assumptions
as in Theorem 1.2 hold for the functions u0 , f when y = 0 , y = L . Then
each of problems (3.1), (1.2), (1.3) has a unique solution u ∈ C([0, T ];H1,α) ∩
L2(0, T ;H
2,α) .
Proof. Introduce for t0 ∈ (0, T ] a space Y
1,α(Πt0) = C([0, t0];H
1,α) ∩
L2(0, t0;H
2,α) and define a mapping Λ on it in the same way as in the proof
of Lemma 3.1 (with the substitution of Y α by Y 1,α ). Since |g′(v)vx| ≤ c|vx|
then
||g′(v)vx||L2(0,t0;Lα2 ) ≤ ct
1/2
0 ||v||C([0,t0];H1,α)
and according to Lemma 2.5 (where f1 ≡ δ
−1/2g′(v)vx ) such a mapping Λ exists.
Moreover, according to (2.7)
‖Λv‖Y 1,α(Πt0 ) ≤ c
(
‖u0‖H1,α + t
1/2
0 ‖v‖Y 1,α(Πt0 ) + 1
)
. (3.12)
Besides that, since |g′(v)vx − g
′(v˜)v˜x| ≤ c|vx| · |v − v˜|+ c|vx − v˜x|
‖Λv − Λv˜‖Y 1,α(Πt0) ≤ c||g
′(v)vx − g
′(v˜)v˜x||L2(0,t0;Lα2 )
≤ c
[
sup
t∈[0,t0]
||vx||Lα
2
∥∥ sup
(x,y)∈Σ
|v − v˜|
∥∥
L2(0,t0)
+ t
1/2
0 ‖vx − v˜x‖C([0,t0];Lα2 )
]
≤ c1
[
sup
t∈[0,t0]
‖v‖H1,α · sup
t∈[0,t0]
‖v − v˜‖
1/2
L2
· t
1/4
0 · ‖v − v˜‖
1/2
L2(0,t0;H2)
+ t
1/2
0 ‖v − v˜‖Y 1,α(Πt0 )
]
≤ c2t
1/4
0 (1 + sup
t∈[0,t0]
‖v‖H1,α)‖v − v˜‖Y 1,α(Πt0 ), (3.13)
where we used inequality (1.7) for q = +∞ .
Now we estimate the following a priori estimate: if u ∈ Y 1,α(ΠT ′) is a solution
to the considered problem for some T ′ ∈ (0, T ] then
‖u‖C([0,T ′];H1,α) ≤ c(‖u0‖H1,α , ‖f‖L1(0,T ′;H1,α)). (3.14)
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In fact, using inequalities (2.4), where f0 ≡ f−g
′(u)ux , f1 ≡ 0 and (2.8) where
f0 ≡ f , f1 ≡ −δ
−1/2g′(u)ux for the function ρ(x) ≡ 1 + ρ2α,1(x) we obtain that
∫∫
(u2 + |Du|2)ρ dxdy + δ
∫ t
0
∫∫
|D2u|2ρ dxdydτ ≤
∫∫
(u20 + |Du0|
2)ρ dxdy
+ c
∫ t
0
∫∫
(u2 + |Du|2)ρ dxdydτ + 2
∫ t
0
∫∫
(fu+ fxux + fyuy)ρ dxdydτ
+ c
∫ t
0
(∫∫
(u2xx + u
2
yy)ρ dxdy
)1/2(∫∫
u2xρ dxdy
)1/2
dτ,
which implies estimate (3.14).
Inequalities (3.12) and (3.13) allow us to construct a solution to the considered
problem locally in time by the contraction while estimate (3.14) enables us to extend
it for the whole time segment [0, T ] . 
At the end of this section we present the proof of the part of Theorem 1.2
concerning existence of solutions.
Proof of Theorem 1.2, existence. As in the proof of Theorem 1.1 consider the set
of ”regularized” problems (3.1), (1.2), (1.3). Note that according to formula (3.5)
g′h(u) = g
′(signu/h) when |u| ≥ 2/h and thus |g′′h(u)| ≤ c(h
−1) ∀u ∈ R .
Consider solutions to these problems uh ∈ C([0, T ];H
1,α) ∩ L2(0, T ;H
2,α) and
establish for them estimates uniform with respect to h (note that estimate (3.10)
remains valid). Write down corresponding inequalities (2.8), (2.9) for these func-
tions (where f0 ≡ f, f1 ≡ −h
−1/2g′(u)ux) and summarize them (index h is again
omitted):
∫∫
(|Du|2 − 2g∗(u))ρ dxdy +
∫ t
0
∫∫
|D2u|2 · (ρ′ + hρ) dxdydτ
≤
∫∫
(|Du0|
2 − 2g∗(u0))ρ dxdy + c
∫ t
0
∫∫
|Du|2ρ dxdydτ
+ 2
∫ t
0
∫∫
(fxux + fyuy)ρ dxdydτ − 2
∫ t
0
∫∫
fg(u)ρ dxdydτ
+ 2
∫ t
0
∫∫
g′(u)u2xρ
′ dxdydτ − 2
∫ t
0
∫∫
g(u)(uxx + uyy)ρ
′ dxdydτ
+ 2h
∫ t
0
∫∫
g′(u)(u2x + u
2
y)ρ dxdydτ + 2h
∫ t
0
∫∫
g(u)uxρ
′ dxdydτ
+ 2
∫ t
0
∫∫
g′(u)g(u)uxρ dxdydτ. (3.15)
Note that |g∗(u)| ≤ c(u2+|u|b+2) and so
∫∫
g∗(u)ρ dxdy can be estimated similarly
to (3.9) (with the replacement of ρ′ by ρ ).
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Next, |fg(u)| ≤ c|f |(|u|+ |u|3) and so
∫∫
|fu|3ρ dxdy ≤ c
(∫∫
f4ρ2 dxdy
)1/4(∫∫
u4ρ2dxdy
)3/4
≤ c1
(∫∫
(|Df |2 + f2)ρ dxdy
)1/2[(∫∫
|Du|2ρdxdy
)3/4(∫∫
u2ρdxdy)3/4
+
(∫∫
u2ρdxdy
)3/2]
,
then using inequality (1.7) we find that
h
∫∫
|u|b|Du|2ρ dxdy ≤ h
(∫∫
|u|2bρb dxdy
)1/2(∫∫
|Du|4ρ2 dxdy
)1/2
≤ ch
(∫∫
|D2u|2ρ dxdy
)(b+2)/4(∫∫
u2ρdxdy
)(b+2)/4
+ch
(∫∫
u2ρdxdy
)(b+2)/2
.
Thus, setting firstly in (3.15) ρ ≡ 1 we find that
‖uh‖C([0,T ];H1) + h
1/2
∥∥|D2u|∥∥
L2(ΠT )
≤ c. (3.16)
Now let ρ(x) be an admissible weight function such that its derivative ρ′ is also
an admissible weight function and ρ′(x) ≤ cρ(x) . Estimate the terms in the right
part of (3.15):
∫∫
u2u2xρ
′ dxdy ≤
(∫∫
u4 dxdy
)1/2(∫∫
u4x(ρ
′)2 dxdy
)1/2
≤ c sup
t∈[0,T ]
‖u‖2H1
[(∫∫
|Dux|
2ρ′ dxdy
)1/2(∫∫
u2xρ dxdy
)1/2
+
∫∫
u2xρ dxdy
]
,
∫∫
|u|3(|uxx|+ |uyy|)ρ
′ dxdy
≤ c
(∫∫
u8 dxdy
)1/4(∫∫
u4ρ2 dxdy
)1/4(∫∫
|D2u|2ρ′dxdy
)1/2
≤ c1 sup
t∈[0,T ]
‖u‖2H1
(∫∫
(|Du|2 + u2)ρ dxdy
)1/2(∫∫
|D2u|2ρ′dxdy
)1/2
,
∫∫
|u|3|ux|ρ
′ dxdy is estimated similarly and, finally,
∣∣∣∫∫ g′(u)g(u)uxρ dxdy∣∣∣ = ∣∣∣
∫∫
(g′(u)g(u))∗ρ′ dxdy
∣∣∣ ≤ c ∫∫ (u2 + u6)ρ dxdy,
where the last integral also similarly can be estimated by virtue of (1.7).
Thus, taking into account previously established estimates (3.10), (3.16) and
choosing the function ρ in the same way as in the proof of Theorem 1.1, we find
that
‖uh‖X1,α(ΠT ) + h
1/2‖uh‖L2(0,T ;H2,α) ≤ c. (3.17)
The end of the proof is exactly the same as for Theorem 1.1. 
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4. Continuous dependence of weak solutions
First of all, we present a theorem from which the result of Theorem 1.2 on
uniqueness of weak solutions follows.
Theorem 4.1. Let g ∈ C2(R) and inequality (1.6) is valid for certain b ≥ 1 . Let
u0, u˜0 ∈ H
1,α , f, f˜ ∈ L1(0, T ;H
1,α) for some α ≥ 1/2 , u, u˜ be weak solutions to
corresponding problems (1.1)–(1.3) from the class X1,α(ΠT ) . Then for any β > 0
‖(u− u˜)ρα,β(x)||L∞(0,T ;L2) +
∥∥|D(u− u˜)|ρα−1/2,β(x)∥∥L2(ΠT )
≤ c
(
‖(u0 − u˜0)ρα,β(x)‖L2 + ‖(f − f˜)ρα,β(x)‖L1(0,T ;L2)
)
, (4.1)
where the constant c depends on the norms of the functions u, u˜ in the space
L∞(0, T ;H
1,1/2) .
Proof. Let
g1(u) ≡ g(u)− g
′(0)u. (4.2)
Then g′(u)ux = g
′(0)ux + (g1(u))x , where |g1(u)| ≤ c(u
2 + |u|b+1) . Note that for
q ≥ 2∫∫
|u|2qρ2α+1,2β dxdy ≤ c
∫∫
|u|2q · (1 + x+)
2αq dxdy
≤ c1
(∫∫
(u2 + |Du|2) · (1 + x+)
2α dxdy
)q
,
that is g1(u)ρα+1/2,β ∈ L∞(0, T ;L2) . Besides that, it is obvious that uxρα,β ∈
L∞(0, T ;L2) .
Denote v ≡ u− u˜ , then the function v is a solution to an equation
vt + vxxx + vxyy =
(
f − f˜)− (g(u)− g(u˜)
)
x
, (4.3)
satisfies an initial value condition
v|t=0 = u0 − u˜0, (4.4)
and corresponding boundary value conditions (1.3).
The hypothesis of Lemma 2.4 are true for this problem, therefore,∫∫
v2ρ2α,2β dxdy +
∫ t
0
∫∫
|Dv|2ρ′2α,2β dxdydτ ≤
∫∫
(u0 − u˜0)
2ρ2α,2β dxdy
+ c
∫ t
0
∫∫
v2ρ2α,2β dxdydτ + 2
∫ t
0
∫∫
(f − f˜)vρ2α,2β dxdydτ
− 2g′(0)
∫ t
0
∫∫
vxvρ2α,2β dxdydτ − 2
∫ t
0
∫∫ (
g1(u)− g1(u˜)
)
x
vρ2α,2β dxdydτ.
(4.5)
It is easy to see that∣∣∣∫∫ (g1(u)− g1(u˜))xvρ2α,2β dxdy
∣∣∣
≤ c
∫∫ (
1 + |u|b−1 + |u˜|b−1
)(
|ux|+ |u˜x|+ |u|+ |u˜|
)
v2ρ2α,2β dxdy.
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Here∫∫
|ux|v
2ρ2α,2β dxdy ≤
(∫∫
u2x
ρ2α,2β
ρ′2α,2β
dxdy
)1/2(∫∫
v4ρ′2α,2βρ2α,2β dxdy
)1/2
≤
(∫∫
(1 + x+)u
2
x dxdy
)1/2[(∫∫
|Dv|2ρ′2α,2β dxdy
)1/2(∫∫
v2ρ2α,2β dxdy
)1/2
+
∫∫
v2ρ2α,2β dxdy
]
.
Further without loss of generality we assume that b ≥ 2 . Denote q = b−1 then
for any p > 4∫∫
|u|q|ux|v
2ρ2α,2β dxdy ≤
(∫∫
|u|pq/(p−2)|ux|
p/(p−2) ρ2α,2β
ρ′2α,2β
dxdy
)1−2/p
×
(∫∫
|v|p(ρ′2α,2β)
p/2−1ρ2α,2β dxdy
)2/p
,
where the first multiplier can be estimated as follows:
c
(∫∫
|u|pq/(p−2)(1 + x+)
pq/(2(p−2)) · |ux|
p/(p−2)(1 + x+)
p/(2(p−2)) dxdy
)1−2/p
≤ c1
(∫∫
|u|2pq/(p−4)(1+x+)
pq/(p−4) dxdy
)(p−4)/(2p)(∫∫
u2x · (1+x+) dxdy
)1/2
and the second one in such a way:
c
(∫∫
|Dv|2ρ′2α,2β dxdy
)1−2/p(∫∫
v2ρ2α,2β dxdy
)2/p
+ c
∫∫
v2ρ2α,2β dxdy.
The other terms can be estimated similarly and then (4.5) implies the required
assertion. 
Finally we set a result on continuous dependence of weak solutions in more
smooth spaces.
Theorem 4.2. Let the hypothesis of Theorem 4.1 be true for α ≥ 3/4 and also let
the hypothesis of Theorem 1.2 be true for the functions u0 , u˜0 , f , f˜ when y = 0
and y = L . Then for any β > 0∥∥|D(u− u˜)|ρα,β(x)∥∥L∞(0,T ;L2) + ∥∥|D2(u− u˜)|ρα−1/2,β∥∥L2(ΠT )
≤ c
(
‖u0 − u˜0‖H1,α + ‖f − f˜‖L1(0,T ;H1,α)
)
, (4.6)
where the constant c depends on the norms of the functions u and u˜ in
X1,α(ΠT ) .
Proof. Let v ≡ u− u˜ , w(t, x, y) ≡ v(t, x+g′(0)t, y) . Then the function w satisfies
an equation
wt + wxxx + wxyy = (f − f˜)− (g
′
1(u)ux − g
′
1(u˜)u˜x), (4.7)
where the function g1 is given by formula (4.2), and all the terms in the right part
of (4.7) are considered in the point (t, x+g′(0)t, y) , satisfies initial value condition
(4.4) and corresponding boundary value conditions (1.3).
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Note that |g′1(u)ux| ≤ c(|u|+ |u|
b)|ux| and for q ≥ 1∫∫
|u|2qu2xρ2α+1,2β dxdy ≤ c
∫∫
|u|2q(1 + x+)
3/2 · u2xρ2α−1/2,2β dxdy
≤ c1
(∫∫
|u|4q(1 + x+)
4qα dxdy
)1/2(∫∫
u4xρ
2
2α−1,2β dxdy
)1/2
≤ c2
(∫∫
(u2 + |Du|2) · (1 + x+)
2α dxdy
)q[(∫∫
|Dux|
2ρ2α−1,2β dxdy)
1/2
×
(∫∫
u2xρ2α,2β dxdy
)1/2
+
∫∫
u2xρ2α,2β dxdy
]
,
that is g′1(u)uxρα+1/2,β ∈ L2(ΠT ) . Thus, the hypothesis of Lemma 2.7 are true
for the considered problem and, therefore,
∫∫
|Dw|2ρ2α,2β dxdy +
1
2
∫ t
0
∫∫
|D2w|2ρ′2α,2β dxdydτ
≤
∫∫
|Du0|
2ρ2α,2β dxdy + c
∫ t
0
∫∫
|Dw|2ρ2α,2β dxdydτ
+ 2
∫ t
0
∫∫ [
(f − f˜)xwx + (f − f˜)ywy
]
ρ2α,2β dxdydτ
+ 2
∫ t
0
∫∫ (
g′1(u)ux − g
′
1(u˜)u˜x
)[
(wxρ2α,2β)x + wyyρ2α,2β
]
dxdydτ. (4.8)
The last integral in the right part of (4.7) is not greater than
ε
∫ t
0
∫∫
(w2xx + w
2
yy + w
2
x)ρ
′
2α,2β dxdydτ
+ c(ε)
∫ t
0
∫∫ (
1 + |u|2(b−1) + |u˜|2(b−1)
) (
u2xw
2 + u˜2w2x
)
ρ2α+1,2β dxdydτ,
where ε > 0 can be chosen arbitrarily small. Here∫∫
u2xw
2ρ2α+1,2β dxdy
≤ c
(∫∫
u4xρ2α−1,β/2ρ2α,β/2 dxdy
)1/2(∫∫
w4ρ2α,2βρ2α,β dxdy
)1/2
≤ c1
[(∫∫
|Dux|
2ρ2α−1,β/2 dxdy
)1/2(∫∫
u2xρ2α,β/2 dxdy
)1/2
+
∫∫
u2xρ2α,β/2 dxdy
]
×
[(∫∫
|Dw|2ρ2α,2β dxdy
)1/2(∫∫
w2ρ2α,β dxdy
)1/2
+
∫∫
w2ρ2α,β dxdy
]
≤ c2
∫∫
|Dw|2ρ2α,2β dxdy+c2
[∫∫
|Dux|
2ρ2α−1,β/2 dxdy+1
] ∫∫
w2ρ2α,β dxdy,
where the first multiplier in the last term belongs to the space L1(0, T ) and the sec-
ond one can be estimated uniformly with respect to t according to inequality (4.1).
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Similarly, if q ≥ 1 then∫∫
|u|2qu2xw
2ρ2α+1,2β dxdy
≤ c
(∫∫
|u|8q dxdy
)1/4(∫∫
u4xρ2α−1,β/4ρ2α,β/4 dxdy
)1/2
×
(∫∫
w8ρ32α,2βρ2α,β dxdy
)1/4
≤ c1
[(∫∫
|Dux|
2ρ2α−1,β/4 dxdy
)1/2(∫∫
u2xρ2α,β/4 dxdy
)1/2
+
∫∫
u2xρ2α,β/4 dxdy
]
×
[(∫∫
|Dw|2ρ2α,2β dxdy
)3/4(∫∫
w2ρ2α,β dxdy
)1/4
+
∫∫
w2ρ2α,β dxdy
]
≤ c2
[∫∫
|Dux|
2ρ2α−1,β/4 dxdy+1
]
·
[∫∫
|Dw|2ρ2α,2β dxdy+
∫∫
w2ρ2α,β dxdy
]
,
where the first multiplier in the right part belongs to L1(0, T ) . Finally, for q ≥ 1∫∫
|u˜|2qw2xρ2α+1,2β dxdy
≤ c
(∫∫
|u˜|4q · (1 + x+)
4αq dxdy
)1/2(∫∫
w4xρ2α−1,2βρ2α,2β dxdy
)1/2
≤ c1
(∫∫
|Dwx|
2ρ′2α,2β dxdy
)1/2(∫∫
w2xρ2α,2β dxdy
)1/2
+ c1
∫∫
w2xρ2α,2β dxdy.
As a result, the statement of the theorem follows from inequality (4.7). 
Remark 4.1. Similarly to the methods of [2] one can obtain uniqueness and con-
tinuous dependence of weak solutions to problem (1.1)–(1.3) in the space Lα2 for
α ≥
1
2
(1 +
1
b
) under the rate growth restriction |g′(u)| ≤ c|u|b for b ∈ (0, 1) ,
which, unfortunately, excludes Zakharov–Kuznetsov equation itself.
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