The centred parameterization and related quantities of the skew-t distribution  by Arellano-Valle, Reinaldo B. & Azzalini, Adelchi
Journal of Multivariate Analysis 113 (2013) 73–90
Contents lists available at SciVerse ScienceDirect
Journal of Multivariate Analysis
journal homepage: www.elsevier.com/locate/jmva
The centred parameterization and related quantities of the skew-t
distribution
Reinaldo B. Arellano-Valle a, Adelchi Azzalini b,∗
a Departamento de Estadística, Pontificia Universidad Católica de Chile, Santiago, Chile
b Dipartimento di Scienze Statistiche, Università di Padova, Italie
a r t i c l e i n f o
Article history:
Available online 12 June 2011
AMS subject classifications:
60E05
62E15
62H05
Keywords:
Information matrix
Parameterization
Skew-t distribution
Approximation of moments
a b s t r a c t
The skew-t family, in its univariate and multivariate versions, is a parametric family
of probability distributions which is currently under intense investigation because of
several appealing properties. The present paper addresses the question of the choice of its
parameterization, and more generally of the selection of quantities of interest associated
to this distribution.
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1. Background and motivation
The skew-symmetric distributions constitute a broad set of probability distributions which currently is a very active
theme in distribution theory. The term ‘skew-symmetric’ refers to a quite general formulation which starts from a
d-dimensional symmetric density f0(x), such that f0(−x) = f0(x) for all x ∈ Rd, to generate a whole set of perturbed versions
of f0 via the expression
f (x) = 2f0(x)G{w(x)}, x ∈ Rd,
which is a proper density function provided thatw(−x) = −w(x) and that G is the distribution function of a scalar random
variable symmetrically distributed around 0. Introductory overviews of this research area are provided by the book edited
by Genton [16] and the review paper by Azzalini [6].
Within this vast area, there are certain families of distributions which are of special interest. A noteworthy case is the
skew-normal distribution, since this has been the first case examined, and because it represents a superset of the normal
family, with an additional parameter to regulate skewness. In the univariate case its density function at x (x ∈ R) is
2
ω
ϕ(z)Φ(α z), z = x− ξ
ω
, (1)
where ϕ and Φ denote the N(0, 1) density and distribution function, respectively, and ξ , ω and α are parameters which
regulate location, scale and shape (ω > 0); we shall use the notation SN(ξ , ω2, α) to refer to this distribution. When
α = 0 we return to the familiar N(ξ , ω2) distribution. The skew-normal family is by construction a more flexible class
of distributions than the normal one, because of the additional parameter α which regulates skewness. This fact, combined
with a number of formal properties which this distribution enjoys, makes it an attractive proposal for statistical work.
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Although more flexible than the normal family, the presence of a single parameter to regulate the density shape in (1)
cannot suffice to handle adequately the very diverse types of situations which aremet in practical work. A frequent problem
is that the tails of the observed distribution are thicker than the normal ones, a situation encountered in a range of application
areas, almost systematically in econometrics and finance.
While statistical modelling is an art, and therefore it escapes fixed rules, there is a widespread perception that in a
large number of practical cases concerning continuous type of observations with unbounded support one can produce
a satisfactory result working with a distribution which allows independent regulation of location, scale, skewness and
kurtosis. Several formulations exist in the literature to tackle this requirement, from the classical Pearson’s families to more
recent proposals, such as [15,18], and in another direction [21].
Within the framework of skew-symmetric distributions, the currently most credited formulation in the above sense is
provided by the skew-t (ST) distribution, whose density function at x (x ∈ R) is
2
ω
t (z; ν) T

α z

ν + 1
ν + z2 ; ν + 1

, z = x− ξ
ω
, (2)
where t(·; τ) and T (·; τ) denote the density and the distribution function, respectively, of the Student’s t distribution
with τ degrees of freedom. A multivariate version exists and it will be recalled later in the paper. The skew-t family has
been first considered by Branco and Dey [11], but the density function in the form (2) has been given by Azzalini and
Capitanio [9] and by Gupta [17]. The ST(0, 1, α, ν) distribution can be obtained by applying a suitable random scale factor
to a random variable SN(0, 1, α), replicating the identical mechanismwhich connects theN(0, 1) distribution and the usual
Student’s t distribution. It is then intuitive that if ν → ∞ we obtain the SN(ξ , ω2, α) distribution. Moreover, if α = 0, we
return to the regular Student’s t distribution. If Y is a continuous random variable with density function (2), we shall write
Y ∼ ST(ξ , ω2, α, ν).
Numerical work by Azzalini and Capitanio [9] and by Azzalini and Genton [10] using this family has provided evidence of
its flexibility to adapt to a number of different datasets, in a variety of problems such as linear regression, multivariate data
fitting and classification, exhibiting at the same time good robustness properties. In addition, the ST family enjoys interesting
formal properties, especially relevant in the multivariate setting; an appealing one is that quadratic forms of multivariate
ST variates follow the same distribution of those of Student’s t variables. The combination of the above features makes the
ST family an attractive model for general use in statistical work.
A problematic aspect with this kind of formulation is that the parameters are not related to the moments or to the
cumulants in a simple way. To exemplify in a simple case, the location parameter ξ does not correspond to any quantity
traditionally used to quantify location, such as the mean or the median, neither ξ is related to them is a simple form, a fact
which affects interpretation of this parameter.With other parameters, especially thosewhich reflect skewness and kurtosis,
the problem is not any simpler, and it becomes even harder in themultivariate case. An additional complication comes from
the lack of moments of order not larger than ν. Notice however that these problems are not specific of the ST formulation,
and they feature to various degrees of complexity also in the above-quoted alternative proposals.
The aim of this paper is to deal with two problems, closely related to each other, stemming from the above remarks. The
first one is of essentially technical nature, and it concerns the transformation of the information matrix moving from the
parameters appearing in (2) to moment-based quantities, including the multivariate version of this problem. The second
task, more qualitative, is the construction of alternatives for those cases where some of the moments do not exist.
2. Centred parameters of the skew-t distribution
2.1. Preliminary remarks
The logical path of our development is better understood if one bears in mind the connection with the skew-normal
distribution. Since the initial exploration of its statistical aspects, (1) has revealed some peculiar aspects. One of these is
that, for any random sample, the Fisher information matrix for (ξ , ω2, α), called ‘direct parameters’ (DP), is singular at
α = 0, both in its expected and observed version. To avoid this singularity, Azzalini [5] has proposed to base inference on
the ‘centred parameters’ (CP), namely (µ, σ 2, γ1), which represent themean, the variance and the index of skewness, whose
explicit expressions are
µ = ξ + bω δ, (3)
σ 2 = ω2 (1− b2δ2), (4)
γ1 = 4− π2
(b δ)3
[1− (b δ)2]3/2 (5)
where
b =

2
π
, δ = α√
1+ α2 . (6)
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The scale parameters actually considered by Azzalini [5] were ω and σ , instead of ω2 and σ 2, but this does not affect the
essence of the argument, and the present choice allows a more coherent formulation moving from the univariate and to the
multivariate case.
It turns out that the CP do give rise to a well-behaved likelihood function and non-singular information matrix, as
shown by Azzalini [5] and by a more formal argument by Chiogna [13]. Another important advantage of the CP is that,
since (µ, σ 2, γ1) are far more familiar quantities than (ξ , ω2, α), the interpretation of the CP is much simpler. Moreover,
since extension of the normal family was the original motivation to consider the skew-normal class, it is coherent to base
inference on a parameter set which is more directly related to quantities considered in a normal-theory context.
It is not difficult to extend the CP idea to the regression case [8]. In this case, only the intercept term needs to be adjusted,
via essentially the same modification which relates ξ to µ in (3). Far more substantial work is required for its extension to
the multivariate case, which has been worked out by Arellano-Valle and Azzalini [3]. In the d-dimensional case, the direct
parameters of the skew-normal distribution are given by (ξ ,Ω, α) whose components are a d-vector, a d × d symmetric
positive definite matrix, and another d-vector, respectively; the corresponding CP are (µ,Σ, γ1), whose dimensionality is
the same of the matching DP term, and they represent the mean vector, the variance matrix, and the vector of marginal
indices of skewness, respectively. We refer the reader to the above-quoted paper for more details.
Given the strong connection between skew-normal and skew-t distributions, it is natural to view the problem of
appropriate parameterization of the skew-t distribution from the same viewpoint, and consider a suitable version of the CP
parameters. For the scalar ST distribution, the DP parameters are ρ = (ξ , ω2, α, ν)⊤, whose first three terms coincide with
those of the SN distribution. An important difference between the two distributions is that singularity of the information
matrix at α = 0 does not occur for the skew-t distribution; correspondingly, the stationarity point of the log-likelihood
function at α = 0 does not exist for the ST distribution, differently from the SN case. These facts have been observed
empirically by Azzalini and Capitanio [9], and a supporting argument, although not a formal proof, has been given by
Azzalini and Genton [10]. A formal proof of non-singularity of the expected information matrix has been given by Ley and
Paindaveine [23] for ν > 2 and Arellano-Valle [2] for ν > 0.
The lack of the singularity of the DP informationmatrix at α = 0 removes onemotivation for the introduction of the CP’s,
but still the issue of interpretability of the parameters persists, and this seems to us equally important. In addition, when
ν diverges, it is inevitable that a near-singularity problem becomes increasingly more serious, a situation which effectively
brings back the consideration of the singularity issue. With these motivations, our first target is consideration of centred
parameters for the skew-t distribution and the associated information matrix.
For completeness of the discussion, it must be said that there are some cases where the DP choice is definitely preferable
to the CP from the point of view of interpretation. This happens when the genesis of the available data involves the same
selection mechanism which matches the one of the well-known stochastic representations for skew-t variates, and more
generally for skew-symmetric families; see for instance [4,11] for a systematic use of this representation. Provided the
problem under consideration falls within this setting and the population on which the selection mechanism is applied can
be clearly identified, then the DP parameters have a natural interpretation as parameters of the pre-selection population,
and it is then very sensible to adopt them. This set of conditions are however satisfied only occasionally in practice, while
it is far more frequent that ST family is adopted merely on the basis of its flexibility, and no selective sampling scheme is
associated to the data; see for instance the numerous illustrative examples of Azzalini and Genton [10].
2.2. Centred parameters in the univariate case
Denote by Y a continuous random variable with density function (2), and ZT = (Y−ξ)/ω ∼ ST(0, 1, α, ν). An important
role is played by the stochastic representation, mentioned earlier,
ZT = Z√
V
(7)
where Z ∼ SN(0, 1, α) and V ∼ χ2ν /ν, independent of Z . From this connection, Azzalini and Capitanio [9] obtain expressions
for cumulants of ZT up to the fourth order, which except for an inessential modification can be written as
µ1(δ, ν) = E {ZT } = bν δ,
µ2(δ, ν) = var {ZT } = ν
ν − 2 − b
2
ν δ
2,
µ3(δ, ν) = E
[ZT − µ1(δ, ν)]3
= bν δ

ν(3− δ2)
ν − 3 −
3 ν
ν − 2 + 2 b
2
ν δ
2

= bν δ

3 ν
(ν − 3)(ν − 2) − δ
2

ν
ν − 3 − 2 b
2
ν

,
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µ4(δ, ν) = E
[ZT − µ1(δ, ν)]4
= 3ν
2
(ν − 2)(ν − 4) −
4 δ2 b2νν(3− δ2)
ν − 3 +
6 δ2 b2νν
ν − 2 − 3 δ
4 b4ν
= 3ν
2
(ν − 2)(ν − 4) − 6 δ
2 b2ν
ν(ν − 1)
(ν − 2)(ν − 3) + δ
4 b2ν

4ν
ν − 3 − 3b
2
ν

,
where ν must be larger than the order of the cumulant considered, and
bν =
 ν
π
1/2 Γ  ν−12 
Γ

ν
2
 , (ν > 1); (8)
notice that bν → b as ν →∞. It is then immediate to compute
µ = E {Y } = ξ + ωµ1(δ, ν), (9)
σ 2 = var {Y } = ω2 µ2(δ, ν), (10)
γ1 = γ1(δ, ν) = µ3(δ, ν)
µ2(δ, ν)3/2
, (11)
γ2 = γ2(δ, ν) = µ4(δ, ν)
µ2(δ, ν)2
− 3 (12)
where γ2 denotes the index of kurtosis.
It is quite natural to adopt ρ¯ = (µ, σ 2, γ1, γ2)⊤ as the centred parameters for the ST family, given themeaning commonly
attached to these indices. In addition, this choice is in line with the ρ¯ adopted for the SN family, with the addition of the
γ2 component, which reflects the tail thickness regulated via ν. There is, however, a limitation intrinsic in this choice of CP,
since the existence of all the above cumulants requires ν > 4, a condition quite often violated in real data applications. This
issue will be tackled in Section 4; for the moment we assume that ν > 4.
The shaded area in Fig. 1 denotes the feasible parameter space of (γ1, γ2) when ν > 4. The bottom boundary of the
shaded area corresponds to the case ν = ∞, hence to the skew-normal distribution. The corners of the area are then placed
at (±γ¯1, γ¯2), where
γ¯1 = 4− π2

2
π − 2
3/2
≈ 0.9953, γ¯2 = 2(π − 3)

2
π − 2
2
≈ 0.8692 (13)
and in general the bottom boundary of the shaded area has the expression
γSN,2 = 2(π − 3)

2 |γSN,1|
4− π
4/3
,
which represents the relationship between γ1 and γ2 for the skew-normal case. The other two boundaries of the shaded
area have been computed setting δ = ±1 in µ3(δ, ν) and µ4(δ, ν), and varying the value of ν. The dashed lines represent
the loci of points with the indicated values of ν (namely 4.5, 5, 6, 12) as δ varies from −1 to 1. Notice that, if ν = 4, then
µ2(1, 4) = 1, µ3(1, 4) = 4, and then −4 < γ1 < 4 is the range of the index of skewness if ν > 4. When 3 < ν ≤ 4, the
range of γ1 is the whole real line.
While the transformation from ρ to ρ¯ is immediate via (9)–(12), the inverse operation is less trivial. This problem is
discussed in Appendix A.
We now examine some aspects of parameter inference. Numerical computation of maximum likelihood estimates is
naturally performed on the ρ space, thanks to the regular behaviour of the ST log-likelihood function recalled earlier. This
computation can be accomplished with the help of the R package sn [7]. Once the ρ estimates have been obtained, simple
application of (9)–(12) maps them into maximum likelihood estimates of ρ¯, bearing in mind the equivariance property of
maximum likelihood estimates.
The more problematic step is computation of the Fisher information matrix for ρ¯. This can be tackled making use of the
standard relationship
I(ρ¯) = Dρ¯ρ⊤I(ρ)Dρ¯ρ (14)
where I(·) denotes the information matrix, in its observed or expected form, and Dρ¯ρ is the Jacobian matrix with elements
(Dρ¯ρ)rs = ∂ ρr
∂ ρ¯s
(15)
evaluated at matching points of the parameter space. If I(ρ) denotes the observed information, then Dρ¯ρ is evaluated at the
maximum likelihood point.
The observed form of I(ρ) has been given in the full-length version of the paper of Azzalini and Capitanio [9], and
the expected information matrix has been given by DiCiccio and Monti [14] and Arellano-Valle [2] for the univariate and
the multivariate case, respectively. Therefore only matrix Dρ¯ρ needs to be computed here. This exercise is conceptually
elementary, but it involves lengthy algebraic manipulations, of which we report the main steps in Appendix B.
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Fig. 1. The shaded area represents the feasible space of (γ1, γ2) for the ST family when ν > 4. The dashed lines represent the loci of the points with the
indicated values of ν (namely 4.5, 5, 6, 12) as δ varies from−1 to 1.
3. Extension to the multivariate case
To ease presentation, we have considered the ST distribution in its scalar case (2), but the papers quoted in connection
with (2) actually introduce it in a multivariate setting. Specifically, if td(x;Ω, ν) denotes the density function of a regular
d-dimensional Student’s t distribution with 0 location, ν degrees of freedom and scale d× dmatrixΩ , that is
td(x;Ω, ν) = Γ {(ν + d)/2}det(Ω)1/2(πν)d/2Γ (ν/2)

1+ x
⊤Ω−1x
ν
−(ν+d)/2
,
then the d-dimensional ST density function at x (x ∈ Rd) is
2td(x− ξ ;Ω, ν)T

α⊤ω−1(x− ξ)

ν + d
(x− ξ)⊤Ω−1(x− ξ)+ d
1/2
; ν + d

(16)
where ξ and α are now d-vectors, and ω is a diagonal matrix formed by the square roots of the diagonal elements ofΩ . In
this case the DP set is given by ρ = (ξ⊤, v(Ω)⊤, α⊤, ν)⊤, where v(·) denotes the operator which stacks the lower triangle
(with the diagonal included) of a symmetric d× dmatrix into a d(d+ 1)/2 vector.
If Y is a random variable with density function (16), we shall write Y ∼ STd(ξ ,Ω, α, ν). Its mean vector and variance
matrix are
µ = E {Y } = ξ + µ0, (ν > 1), (17)
Σ = var {Y } = ν2Ω − µ0µ⊤0 , (ν > 2), (18)
where
ν2 = ν
ν − 2 , µ0 = bν ωδ, δ =
1
(1+ α⊤Ω¯α)1/2 Ω¯α, Ω¯ = ω
−1Ωω−1. (19)
To introduce a CP set in the multivariate case, µ and Σ are natural ingredients. The third CP component is given by the
indices of skewness, in analogywith themultivariate skew-normal case. Since the index of asymmetry of the jth component
of Y depends only on the corresponding element δj of the vector δ in (19), then we define a vector γ1 whose jth component
is given by evaluating (11) with δ = δj (for j = 1, . . . , d); this requires ν > 3.
As for kurtosis, we only have a single scalar to select, because in the DP set there is only a scalar, ν, which regulates
the tail behaviour. A plausible option to consider is the Mardia index of multivariate kurtosis [25,26], which for a generic
d-dimensional variable X is given by
γM2 = E
[(X − µ)⊤Σ−1(X − µ)]2− d(d+ 2)
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if µ andΣ denote the mean vector and the variance matrix of X . Recall that γM2 reduces to the univariate index of kurtosis
when d = 1, and that it is invariant with respect to affine transformations of X .
To compute γM2 for Y ∼ ST(ξ ,Ω, α, ν), we make use of Theorem 3, part (b), of [22], assuming ν > 4. After some lengthy
algebra not reported for brevity, we arrive at
γ˜M2 =
2d (d+ 2)
ν − 4 +
4(d+ 2)
(ν − 3) (ν − 4)β
2
0 + 2

2ν
(ν − 3) b2ν
− 3(ν − 3)
2 − 6
(ν − 3) (ν − 4)

β40 (20)
where
β20 = µ⊤0 Σ−1µ0 =
b2ν α
2∗
ν2 + (ν2 − b2ν)α2∗
, α2∗ = α⊤Ω¯α.
This expression of γM2 is different from but equivalent to the one given in [22] and to the one, obtained by an entirely
different route, of Capitanio [12]. Notice that γM2 depends on α only via α∗; this is in line with the findings of Azzalini and
Capitanio [8] where α∗ emerged as a summary quantity which regulates several characteristic values of the skew-normal
distribution.
The above discussion leads then to the adoption of the four ingredients µ,Σ, γ1 and γM2 as components of the CP set,
ρ¯; clearly, only the lower triangular portion of Σ is to be considered. Computation of the Fisher information matrix for CP
can in principle still follow the earlier scheme (14), with additional technical complication. The full version of the paper of
Azzalini and Capitanio [9] gives also the observed information matrix of DP in the multivariate, including the case where a
regressionmodel is introduced for the location parameter ξ . The expected informationmatrix is given by Arellano-Valle [2].
Since direct computation of the Jacobian matrix of the transformation from ρ to ρ¯ does not appear feasible, we perform
it in three steps, introducing some intermediate parameterizations, specifically going through the sequence
ρ = (ξ⊤, v(Ω)⊤, α⊤, ν)⊤, (21)
↓
θ = (ξ⊤, v(Ω)⊤, η⊤, ν)⊤, (22)
↓
φ = (µ⊤, v(Σ)⊤, µ⊤0 , ν)⊤, (23)
↓
ρ¯ = (µ⊤, v(Σ)⊤, γ⊤1 , γM2 )⊤, (24)
where η = ω−1α. The intermediate parameterizations θ and φ are not of intrinsic interest, but they are only technical
devices to reach the result. This computational scheme is essentially the same used by Arellano-Valle and Azzalini [3] to
tackle the similar problem for the multivariate skew-normal distribution, with the addition of a final component in the
parameter sets to regulate the tail behaviour, namely ν in the first three sets above, γM2 in the last one.
Computation of the three Jacobian matrices of the above transformations, Dθρ, Dφθ and Dρ¯φ, is algebraically intricate;
since even their final expressions are quite lengthy, they are deferred to Appendix C. The actual expressions given in
Appendix C refer to a more elaborate form of the CP parameters, to be introduced later, which includes the CP as a special
case. Once these matrices have been obtained, the Jacobian matrix of transformation from DP to CP is given by
Dρ¯ρ = Dθρ Dφθ Dρ¯φ
which is then used in (14) to obtain the Fisher information matrix for ρ¯.
4. A formulation for all ν
4.1. Preliminary remarks
We have argued earlier that the centred parameters are largely preferable to the direct parameters as for their
interpretability, since they represent commonly used moment-based quantities. At the same time, this fact is the source
of their main limitation, since they do not exist in all cases. To have the whole CP set available, it is required that ν > 4, a
condition not met in a relevant portion of datasets encountered in applications, exactly those providing stronger motivation
for the introduction of the ST family.
One solution to this problem is to introduce a different set of summary quantities to be used for ν ≤ 4, and retain the
earlier CP formulation when ν > 4. This route is conceivable, but it introduces a discontinuity at ν = 4 on what these
summary quantities represent, and potentially also on their statistical significance.
This remark motivates the introduction of some variant form of the CP with the requirement to exist in all cases. This
issue has been considered earlier for the simpler case of the location parameter, in connectionwith linear regressionmodels.
After fitting a model of type y = β0 + xβ1 + ε where ε ∼ ST(0, ω2, α, ν) and the rest of notation is standard, it is common
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Fig. 2. Martin Marietta data and fitted regression lines: least squares fit (long-dashed line), ST model with unadjusted intercept (dot-dashed line), with
adjustment equal to estimated E {ε} (continuous line), with adjustment equal to the estimated median of ε (short-dashed line).
practice to plot, say, the fitted line βˆ0 + xβˆ1 on the (x, y) plane in case of simple linear regression or the residuals versus
the fitted values in the multiple regression case. These plots would however be grossly inadequate if one does not take into
account that ε is not distributed symmetrically around 0.
To illustrate this point, consider the data plotted in Fig. 2, used also by Azzalini and Capitanio [9]. Here the response
variable (y) represents the excess returns of the Martin Marietta company and this is related to the CRSP index (x) of excess
rate of return in the New York stock market as a whole; data refers to n = 60 consecutive months of observations. There
are four regression lines superimposed to the data. The long-dashed line corresponds to the least square fit; the other three
have the same slope and differ only in the intercept term. Of these parallel lines, the bottomone (dot-dashed line) represents
the plain fitted line βˆ0 + βˆ1x using maximum likelihood estimation under ST assumption for ε. To allow for asymmetry of
the distribution of ε, Azzalini and Capitanio [9] have however adjusted the intercept to βˆ0 + Eˆ(ε), which corresponds to
the continuous line in Fig. 2. The correction term Eˆ(ε) has also been used by Sahu et al. [28] in a closely related context.
Up to replacing unknown quantities by their estimated values, the adjustment term is equal to ωµ1(δ, ν) in (9). In other
words, this adjustment coincides with the modification in the location parameter moving from DP to CP, as described in
Section 2.2.
For the Martin Marietta data, Eˆ(ε) is computable because the maximum likelihood estimate of ν is νˆ = 3.32, but this is
not the case when νˆ ≤ 1. Azzalini and Genton [10] have therefore employed the estimatedmedian of ε as an adjusting term
of the intercept, instead of E {ε}. In Fig. 2 this corresponds to the short-dashed line, slightly below the one using Eˆ{ε}. Using
the median has the additional advantage of much stronger stability when νˆ is only slightly larger than 1, which typically
implies awide confidence interval forE {ε}, and correspondingly awide fluctuation of Eˆ{ε} if the data are slightly perturbed.
Adoption of the median in place of E {ε}works well for the problem described above. If however the aim is not simply to
adjust the intercept term of a regression fit, but more generally to adopt a whole parameter set in place of the DP, similarly
to the CP idea discussed earlier, then the issue becomes appreciably more complicated.
One way of tackling the problem would be to adopt other quantile-based quantities, such as the Bowley–Yule index
for skewness and the Moors index for kurtosis. This direction of work would however be unrelated to the development of
Sections 2 and 3; in addition, it would be of major technical and conceptual complication, especially in the multivariate
context. In other words, it would require an entirely new project, something to be developed elsewhere.
Another and, in our view, equally important reason why we follow a different route is to preserve the close connection
between SN and ST distribution, notionally based on representation (7). This leads to a requirement of ‘continuity at ν = ∞’,
in the sense that a candidate set of CP parameters for the ST distribution should approach the CP parameters for the SN
distribution as ν →∞. The median does not fulfil this requirement because, as ν →∞, it does not converge to the mean
of the SN distribution which is the CP location parameter; the same problem holds for other quantile-based quantities. The
formulation to be described next satisfies this requirement of continuity, and in addition it enjoys a seamless connection to
the development of the earlier sections.
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4.2. Approximations to CP and pseudo-CP
The above discussion points to search for some quantities fulfilling the following requirements: they must (a) exist for
all ν, in the univariate and in themultivariate case, (b) be as close as possible to the CP’s when the latter exist, (c) as ν →∞,
approach the CP’s terms for the SN distribution.
Given the above discussion, a natural way to approach the problem is by examining the behaviour of the ST distributions
and its moments in a ‘neighbourhood of the SN distribution’ via a suitable expansion. Since the SN distribution corresponds
to ν = ∞, we reparametrize from ν to κ = 1/ν and consider an expansion in a neighbourhood of κ = 0. We sketch here
the main steps of the development in the univariate case; more details are given in Appendix D.
Consider Z ∼ SN(0, 1, α) and let Z0 = (Z−E {Z})/var {Z}1/2 its standardized version. Starting from (3) to (5), with some
simple algebra we obtain that
Z0 ∼ SN

−h, 1+ h2, h
b2 − (1− b2)h2

where
h = E {Z}
var {Z}1/2 =
3

2
4− π γSN,1 =
bα
1+ (1− b2)α2 (25)
and we write γSN,1 in place of γ1 to distinguish it from the similar quantity for ST. From the representation (7), we can write
Y ∼ ST(ξ , ω2, α, ν) as
Y = µSN − σSNh+ σSNV−1/2(h+ Z0), (26)
where µSN and σ 2SN are the mean and the variance of SN(ξ , ω
2, α), given by (3)–(4), such that
ξ = µSN − σSNh, ω = σSN

1+ h2.
From representation (26) we can write expressions for the mean and the central moments of Y as functions of µSN, σSN,
h and the terms
νk = E

V−k/2
 = (ν/2)k/2Γ ((ν − k)/2)
Γ (ν/2)
, ν > k. (27)
Notice that setting k = 2 in this expression produces ν2 as already introduced in (19).
These νk’s can then be expanded from κ = 0, in a similar fashion of the expansion of Hjort [20] for the Student’s t density.
After some lengthy algebraic work, one arrives at the asymptotic approximations
E {Y } = µSN + 34σSN h (κ + κ
2)+ O(κ3), (28)
var {Y } = σ 2SN

1+

2+ 1
2
h2

κ +

4+ 31
16
h2

κ2

+ O(κ3), (29)
γ1 = γSN,1 + 34

γSN,1

1− h2+ 4 h κ + 3
4

γSN,1

1
3
− 25
4
h2 + 5
8
h4

+ 11 h− 3
2
h3

κ2 + O(κ3), (30)
γ2 = γSN,2 +

(γSN,2 + 3)

2− h2+ 3 h2 + 6
b0
h4

κ
+

(γSN,2 + 3)

12− 31
16
h2 + 3
4
h4

+ 189
8
h2 +

103
4b0
− 2

h4 − 6
b0
h6

κ2 + O(κ3) (31)
where b0 = 2/(4− π) and γSN,2 = 2(π − 3) h4 is the index of kurtosis of Z .
These expressions provide approximations to the CP for ST which are not restricted by a condition on the degrees of
freedom like the exact CP, hence useable for all ν > 0. Fig. 3 displays in graphical form the degree of approximation achieved
when α = 3 and ν ranges over the positive half-line, which is represented here on the logarithmic scale. The continuous
lines represent the proper CP, those denoted ‘approx1’ refer to (28)–(31) using terms up to order κ , and ‘approx2’ is similar
but using terms up to κ2; the meaning of ‘pseudo’ will be explained shortly.
It is visible that the approximate CP parameters work quite well. There is a predictable superiority of the second order
approximation, but even the first order approximation is acceptably good. In the light of their numerical accuracy and of the
theoretical support granted from their type of construction, they represent an admissible substitute of the proper CP, useable
for all ν > 0. The obstacle to their actual use as a replacement of the proper CP comes from the major technical difficulty
to work out the variance matrix of their estimates. This would involve computing the Jacobian matrix of the transformation
from the DP to the approximate CP, an operation which appears problematic even in the univariate case considered here.
R.B. Arellano-Valle, A. Azzalini / Journal of Multivariate Analysis 113 (2013) 73–90 81
Fig. 3. Plots of CP for ST distributions and its approximations as functions of ν on the logarithmic scale when α = 3. The top left panel refers to the mean
value of the ST distribution, the top right panel to the variance, the bottom left to the index of skewness, the bottom right to the index of kurtosis. In each
panel the continuous curve shows the proper CP component, the other curves refer to various approximations as described in the text; the vertical dotted
line indicates ν = 1 to ν = 4 in the sequence of panels.
In the multivariate case, the construction of the approximations would already be intimidating, never mind to work out the
corresponding Jacobian matrix.
To avoid these difficulties we follow a different route, aimed to the same purpose but of simpler mathematical
formulation. The idea is simply to use the expressions of moments with suitably incremented degrees of freedom. In the
univariate case, this leads to replace (9)–(12) by
µ˜ = ξ + ωµ1(δ, ν + a1), (32)
σ˜ 2 = ω2 µ2(δ, ν + a2), (33)
γ˜1 = γ1(δ, ν + a3) = µ3(δ, ν + a3)
µ2(δ, ν + a3)3/2 , (34)
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γ˜2 = γ2(δ, ν + a4) = µ4(δ, ν + a4)
µ2(δ, ν + a4)2 − 3 (35)
where a1, . . . , a4 are constants such that ar ≥ r to ensure existence of the required moments, and fulfil requirement (a);
condition (c) will automatically be satisfied. To pick up specific values of the ar ’s and to remove the ambiguity otherwise
present in their specification, it seems sensible to focus on the choice ar = r , as an attempt to approach also requirement (b).
We shall refer to the quantities (32)–(35) as the pseudo-CP’s.
These are the quantities denoted ‘pseudo’ in Fig. 3. It is visible that the pseudo-CP behaves numerically much the same of
the first order approximation considered earlier, and in some cases somewhat better. Therefore a viable proposal is to use
the pseudo-CP as a simple replacement of the first order approximation discussed earlier, of which it shares essentially the
numerical behaviour.
Extension of the pseudo-CP idea to the multivariate case is immediate. We simply compute (17) with ν increased by a1,
matrix (18) with ν increased by a2, the vector γ1 having components given by (11) with ν increased by a3, and (20) with ν
increased by a4. In practice we use ar = r , as before. We denote by ρ˜ the vector analogous to (24) with blocks formed by
the pseudo-CP terms just defined.
An appealing property of µ˜ is that the vector µ˜ − ξ preserves the direction of µ − ξ . More specifically, the geometric
direction is the same, namely ωδ, but µ˜− ξ is shrinked towards the origin, because bν+a1 < bν , as shown in Appendix A.
The Jacobian matrix of the transformation from ρ to ρ˜ in the scalar case is simply obtained by suitable increments
of ν of the functions presented in Appendix B. Specifically, the derivative of the first component of ρ¯ is computed with
ν incremented by a1, the derivative of the second component is computed with ν incremented by a2, and so on. In the
multivariate case, there is the complication that the transformation from ρ to ρ¯ is obtained in a sequence of steps from
(21) to (24). This process renders unpractical to proceed by simple adjustments of ν like in the scalar case. Therefore, in
Appendix C we present expressions for computing the Jacobian matrix by explicitly accounting for the expressions of ρ˜.
4.3. Final remarks
The pseudo-CP’s have been introduced as a replacement of the proper CP’s, having in mind the requirements stated at
the beginning of Section 4.2. The specific formulation (32)–(35) and its multivariate counterpart does not represent the
only possible proposal of this sort, of course. Similarly to potentially alternative proposals, it is however inevitable that they
cannot coincide with the proper CP’s when these exists, but hopefully they can provide summary quantities whose value is
comparable with the proper CP’s, and they offer the key advantage of existence for all ν.
An additional aspect of the pseudo-CP’s is illustrated by Fig. 4, which refers to (γ˜1, γ˜2) in the one-dimensional case. Each
one of the curves represents the loci of the pairs (γ˜1, γ˜2) for a given value of ν as α ranges from 0 to∞, or equivalently
δ ∈ [0, 1); the value of ν is indicated next to each curve. Themeaning of these curves is therefore similar to the dashed lines
in Fig. 1 which refers to the proper CP’s; a minor difference is that in Fig. 1 the range of δ spans across negative and positive
values.
A noticeable difference between the curves of Fig. 1 and those of Fig. 4 is that in the latter case some of the curves with
very small ν intersect each other. This means that there may exist two distinct pairs (α, ν) leading to the same pair (γ˜1, γ˜2).
In other words, the pseudo-CP appear to be non-invertible functions of the DP’s over the whole parameter set, while the
argument presented in Appendix A provides a strong argument although not a formal proof that the proper CP’s enjoy the
invertibility property.
Although global invertibility of the pseudo-CP would undoubtedly be a welcome feature if it did hold, the lack of this
property is however of limited impact on statistical work, since the role of the pseudo-CP, and associated inference, must be
seen as the final stage of statistical work. Once themaximum likelihood estimates of the DP’s aremapped on the pseudo-CP’s
scale and inferential procedures such as interval estimation are applied, subject-matter interpretation operates on this final
scale, without need of further parameter transformation.
Some remarks on the strategy for the numerical computation of themaximum likelihood estimates are now appropriate.
An implication of the non-invertibility of the pseudo-CP is that they are unsuitable for this purpose. The CP option is however
not quite convenient either, even if we trust the conjecture that the CP is an invertible function of the DP. One reason
for this is that, for each chosen point of the CP space, its inverse point on the DP space needs to be found for computing
the corresponding likelihood, and this step involves solving a nonlinear set of equations, to be repeated for each of the CP
points considered in the numerical optimization process,withmajor computation burden especially in themultivariate case.
Another reason is that the CP space does not include points corresponding to ν ≤ 4, and before starting the optimization
process we do not know where the estimates will be going to be found. All these remarks point to say that the only really
feasible option is to search for the estimates in the DP space, and thenmap them into the pseudo-CP or the CP space; for the
latter option bear in mind the equivariance property of maximum likelihood. Recall also that the DP log-likelihood function
for the ST distribution does not feature the twisted shapes near the point α = 0 which affect the similar function for the
SN distribution, as it is apparent from the numerical evidence provided by Azzalini and Capitanio [9] and by Azzalini and
Genton [10]. Therefore the numerical search for maximum likelihood estimates on the DP space is a trustworthy option.
A word of caution is only needed for the case where ν is very large, since the log-likelihood will be approaching the SN
behaviour. When the fitted model points to the SN distribution, it seems then sensible to switch to the reduced SN model.
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Fig. 4. Each curve of this plot represents the set of values (γ˜1, γ˜2) as α ranges from 0 to ∞, for a fixed ν; the values of ν are indicated next to the
corresponding curves.
We conclude by sketching how the formulation presented in this section could be applied to similar cases. First, recall
the representation (7) or equivalently Y = ξ + SνZ where Sν = √1/V . This representation works both in the univariate
and in the multivariate case; see [9] for a detailed development.
The pseudo-CP formulation can similarly be applied to other distributions with representation of type Y = ξ + SνZ
when existence of the cumulants up to the fourth order depends on the value of ν. A case in point is represented by the
skew-slash distribution studied byWang and Genton [30], where Sν = U−1/ν , U is a random variable uniformly distributed
in the interval (0, 1), independent of Z , and ν is a positive parameter. Similarly to the ST case, Sν converges to 1 as ν →∞,
but for small ν existence of the rth moment of Y may fail, since this involves
E

U−r/ν
 = ν
ν − r , (ν > r).
Therefore existence of E {Y r} requires ν > r , exactly as in the ST case. Consequently, one can introduce a form of pseudo-
CP by computing the rth CP block with ν incremented by ar (ar ≥ r) in very much the same way as in the ST case. Of
the components of CP, Wang and Genton [30] have provided expressions of the mean value and of the variance matrix of
Y , but not for the indices of skewness and kurtosis; computation of these terms can be tackled with help of the results of
Capitanio [12].
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Appendix A. On the invertibility of CP
In Section 2.2, we have effectively assumed that there is a one-to-one correspondence between ρ and ρ¯, when ν > 4.
Here we investigate whether this fact actually holds.
We first develop some preliminary ingredients. Ifψ(x) = d logΓ (x)/dx denotes the digamma function, then it is known
that
ψ ′(x) >
1
x
(36)
[27, p. 288].
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We now want to show that bx defined by (8) is a decreasing function of x for x > 1. Write
b′x =
dbx
dx
= bxu(x), u(x) = 12

1
x
+ ψ

x− 1
2

− ψ
 x
2

(37)
such that
2 u(x) = 1
x
+ ψ

x− 1
2

− ψ
 x
2

<
1
x
+

ψ
 x
2

− 1
2
ψ ′
 x
2

− ψ
 x
2

= 1
x
− 1
2
ψ ′
 x
2

< 0
taking into account (6.4.1) of [1]. Since bx is a decreasing function and b in (6) is its limit value, then bx > b.
Another useful fact is as follows. Since µ2(δ, x) > 0 for all δ2 ≤ 1, then
x
x− 2 > bx
for x > 2, or equivalently
π
x− 2Γ
 x
2

> Γ

x− 1
2

. (38)
Consider now the problem of inversion of ρ¯ to DP. The hard part of the problem concerns inversion of a pair (γ1, γ2) to
(δ, ν), since δ corresponds to a unique α = δ/√1− δ2, and
ω2 = σ
2
µ2(δ, ν)
, ξ = µ− bνδω (39)
are uniquely determined for a given pair (δ, ν). Invertibility of (γ1, γ2) to (δ, ν) is equivalent to the non-singularity of the
Jacobian determinant
J∗ = det

∂γ1
∂δ
∂γ2
∂δ
∂γ1
∂ν
∂γ2
∂ν
 (40)
over the whole parameter space, because of the inverse function theorem. Expressions of the individual terms in (40) are
given in Appendix B, but explicit computation of J∗ is complicated, and we have resorted on the tool for computer algebra
Maxima [29] which has produced the expression
J∗ =

2π3
√
ν − 2Γ

ν − 1
2

Γ 6
ν
2
 Q1(δ2, ν)
Q2(δ2, ν)
where
Q1(δ2, ν) = 9π (ν − 3)2

δ2 ν − 2 δ2 − 1 Γ 2 ν
2

+ 2δ2 Γ 2

ν − 1
2

(ν − 2)2
×

δ2 (ν − 4) (ν − 3) (ν − 2) δ2 ν − 4 δ2 + 3 ψ ν
2

− ψ

ν − 1
2

− δ4 ν3 + 10 δ4 − 9 ν2 + −32 δ4 − 6 δ2 + 63 ν + 32 δ4 + 24 δ2 − 117 ,
Q2(δ2, ν) = (ν − 4)2 (ν − 3)3

π Γ 2
ν
2

− δ2 Γ 2

ν − 1
2

(ν − 2)
 9
2
.
Notice that Q2 is always positive, since the minimum with respect to δ of the term inside square brackets occurs at δ2 = 1,
where this term is still positive, taking into account (38). The problem is then reduced to show that the function Q1(δ2, ν)
has no zeros. Numerically this appears to be true, since its maximum over (0, 1)× (4,∞) occurs at any point with ν = 4,
where Q1(δ2, 4) = −9π for all δ2. Because of the δ2 in the denominator, J∗ is not constant with respect to δ2. Numerical
evaluation indicates that the maximum of J∗ occurs at δ2 = 0, ν = ∞where the value is 0−.
This argument provides convincing evidence, although not a formal proof, that J∗ < 0 everywhere, and then that ρ¯ has
a unique inverse.
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Appendix B. Jacobian matrix in the scalar case
Weprovide the elements (15) of the JacobianmatrixDρ¯ρ in the scalar case. Standard algebraic work leads to the gradient
vectors
dµ
dρ
=

1,
δ bν
2ω
, ω δ′(α) bν, ω δ(α) bν u(ν)
⊤
, (41)
dσ 2
dρ
=

0, µ2(δ, ν), −2ω2δ(α) b2ν δ′(α), ω2
∂µ2(δ, ν)
∂ν
⊤
, (42)
dγ1
dρ
=

0, 0,
dγ1
dδ
δ′(α),
dγ1
dν
⊤
, (43)
dγ2
dρ
=

0, 0,
dγ2
dδ
δ′(α),
dγ2
dν
⊤
(44)
where
δ′(α) = dδ
dα
= 1
(1+ α2)3/2 ,
∂µ2(δ, ν)
∂ν
= −2

1
(ν − 2)2 + δ
2 b2ν u(ν)

,
dγ1
dδ
= γ1
δ
− 2δ
2 bν (ν/(ν − 3)− 2b2ν)
µ2(δ, ν)3/2
+ 3γ1δ b
2
ν
µ2(δ, ν)
= 1
µ
5/2
2
3 bν ν
(ν − 2)(ν − 3)

ν
(ν − 2) − δ
2 ν − 2 b2ν(ν − 2) ,
dγ1
dν
= γ1 u(ν)+ δ bν
µ
3/2
2

−3(3− δ
2)
(ν − 3)2 +
6
(ν − 2)2 + 4δ
2 b2νu(ν)

− 3γ1
2µ2(δ, ν)
∂µ2(δ, ν)
∂ν
,
dγ2
dδ
= 4δ b
2
ν
µ2(δ, ν)

γ2 + 3− 1
µ2(δ, ν)

2ν(3− 2δ2)
ν − 3 −
3ν
ν − 2 + 3δ
2 b2ν

,
dγ2
dν
= 1
µ2(δ, ν)2

− 6ν(3ν − 8)
(ν − 2)2(ν − 4)2 −
4(3− δ2)δ2 b2ν
(ν − 3)2 [(2 u(ν)ν + 1)(ν − 3)− ν]
+ 6δ
2 b2ν
(ν − 2)2 [(2u(ν)ν + 1)(ν − 2)− ν] − 12δ
4 b4ν u(ν)

− 2µ4(δ, ν)
µ2(δ, ν)3
∂µ2(δ, ν)
∂ν
.
Finally the Jacobian matrix Dρ¯ρ can be written as
Dρ¯ρ =

dµ
dρ
,
dσ 2
dρ
,
dγ1
dρ
,
dγ2
dρ
⊤
.
If the scale parameters of DP and CP are taken to be ω and σ , respectively, which are related via
σ = ωµ2(δ, ν)
then (41) and (42) must be replaced by
dµ
dρ
= 1, δ bν, ω δ′(α) bν, ω δ(α) bν u(ν)⊤ ,
dσ
dρ
=

0,

µ2(δ, ν), −ω δ(α) b
2
ν δ
′(α)√
µ2(δ, ν)
,
ω
2
√
µ2(δ, ν)
∂µ2(δ, ν)
∂ν
⊤
.
Appendix C. Jacobian matrix in the multivariate case
Preliminaries. First recall some standard facts. Denote by D the duplication matrix which, for a symmetric matrix A, D v(A)
returns vec(A), the vector formed by stacking the columns of A; if A is a d × d matrix, then D is d2 × d(d + 1)/2. For more
information on the duplication matrix and related operators, see [24, pp. 48ff].
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For generic quantities x and y, we use the notation Dxy to denote the matrix of partial derivatives of y with respect to
x, that is (∂y/∂x⊤). In addition, denote by ei the d × 1 vector formed by all 0’s except a 1 in the ith position, and from this
define
Eii = ei e⊤i , P =
d
i=1
Eii ⊗ Eii.
We deal directly with the pseudo-CP variant of the parameters, which includes the original CP formulation when ar = 0
for r = 1, . . . , 4. First, re-write some terms already defined in a different form and introduce some auxiliary quantities:
c1ν = bν
1+ η⊤Ωη =

b2ν − (ν2 − b2ν)β20
1+ β20
,
µ0 = bν
1+ η⊤ΩηΩη = c1νΩη,
Ω = ν−12 (Σ + µ0µ⊤0 ),
η = q1νΣ−1µ0,
q1ν = ν2c1ν(1+ β20 )
where the existence of µ0 andΣ requires that ν > 1 and ν > 2, respectively.
Computation of Dθρ. The Jacobianmatrix of the inverse transformation is essentially as (13) of Arellano-Valle andAzzalini [3],
except for the addition of a final row and column, due to the extra component ν, namely
Dρθ =
Id 0 0 00 Id(d+1)/2 0 00 Dv(Ω)η ω−1 0
0 0 0 1

where
Dv(Ω)η = −12
d
i=1
(e⊤i Ωei)
−3/2(α⊤Eii ⊗ Eii)D
= −1
2
(η⊤ ⊗ ω−2) P D.
Inversion of Dρθ is easily achieved using Lemma 8.5.4 in [19] which produces
Dθρ =

Dρθ
−1 =
Id 0 0 00 Id(d+1)/2 0 00 −ωDv(Ω)η ω 0
0 0 0 1
 .
Computation of Dφ˜θ . The matrix to be computed is
Dφ˜θ =

Dµ˜ξ Dv(Σ˜)ξ Dµ˜0ξ Dνξ
Dµ˜v(Ω) Dv(Σ˜)v(Ω) Dµ˜0v(Ω) Dνv(Ω)
Dµ˜η Dv(Σ˜)η Dµ˜0η Dνη
Dµ˜ν Dv(Σ˜)ν Dµ˜0ν Dνν
 .
Computation of the partial derivatives proceeds by finding the first order partial differential of the transformed quantity,
and then employing the identification theorem given by Magnus and Neudecker [24, p. 87], and the ensuing methodology
described therein. Since the connected algebraic work is very extensive, we only report the terms required to write the final
expressions.
Introduce first ‘tilde quantities’ similar to those above, but such that they exist for all positive ν’s under the assumption
ar ≥ r , specifically
b˜ν = bν+a1 , ν˜2 =
ν + a2
ν + a2 − 2 , c˜1ν =
b˜ν
(1+ η⊤Ωη)1/2 ,
so that the components of φ˜ can be written as
µ˜0 = c˜1νΩη,
µ˜ = ξ + µ˜0,
Σ˜ = ν˜2Ω − p2ν21µ˜0µ˜⊤0
R.B. Arellano-Valle, A. Azzalini / Journal of Multivariate Analysis 113 (2013) 73–90 87
where pνij = bν+ai/bν+aj . Then, at the end of lengthy algebra, we arrive at
Dφ˜θ =

Id 0 −Id 0
0 ν˜−12 Id(d+1)/2 D˜23 D˜24
0 D˜32 D˜33 D˜34
0 0 0 1
 ,
whose D˜rs terms are
D˜23 = p2ν21ν˜−12 D+(Id ⊗ µ˜0 + µ˜0 ⊗ Id),
D˜24 = 2(ν + a2)−2v(Σ˜ + p2ν21µ˜0µ˜⊤0 )+ 2ν˜−12 pν21p′ν21v(µ˜0µ˜⊤0 ),
D˜32 = −q˜1νµ˜⊤0 Σ˜−1 ⊗

Σ˜−1 − q˜2ν Σ˜−1µ˜0µ˜⊤0 Σ˜−1

D,
D˜33 = q˜1ν

Σ˜−1 − 2 q˜2ν Σ˜−1µ˜0µ˜⊤0 Σ˜−1

,
D˜34 =

dq˜1ν
dν

Σ˜−1µ˜0,
where
D+ = (D⊤D)−1D⊤,
β˜20 = µ˜⊤0 Σ˜−1µ˜0,
p′νij =
dpνij
dν
= pνij[u(ν + ai)− u(ν + aj)],
q˜1ν = a˜ν
c˜1ν(1+ p2ν21β˜20 )
,
q˜2ν = 12 ν˜2 q˜1ν(2c˜1ν p
2
ν21 − q˜1ν),
dq˜1ν
dν
= q˜1ν

ν˜ ′2
ν˜2
−

2b˜ν b˜′ν + (2b˜ν b˜′νp2ν21 + 2b˜2νpν21p′ν21 − ν˜ ′2)β˜20
2c˜21ν(1+ p2ν21β˜20 )
+ pν21p
′
ν21β˜
2
0
1+ p2ν21β˜20

where a notation of type f ′ for a quantity f depending on ν denotes differentiation with respect to ν; hence a˜′ν = dν˜2/ dν,
b˜′ν = db˜ν/ dν. We shall adopt this convention also in the subsequent development.
The terms entering Dφ˜θ have been checked against the outcome of numerical differentiation, which has confirmed their
correctness.
Computation of Dρ˜ φ˜. We actually provide the terms for the Jacobian on the inverse transformation, that is
Dφ˜ ρ˜ =

Dµ˜µ˜ Dv(Σ˜)µ˜ Dµ˜0 µ˜ Dνµ˜
Dµ˜v(Σ˜) Dv(Σ˜)v(Σ˜) Dµ˜0v(Σ˜) Dνv(Σ˜)
Dµ˜γ˜1 Dv(Σ˜)γ˜1 Dµ˜0 γ˜1 Dν γ˜1
Dµ˜γ˜M2 Dv(Σ˜)γ˜
M
2 Dµ˜0 γ˜
M
2 Dν γ˜
M
2

=

Id 0 0 0
0 Id(d+1)/2 0 0
0 K˜32 K˜33 K˜34
0 K˜42 K˜43 K˜44
 ,
whose inversion gives Dρ˜ φ˜. The computing method is similar to the one adopted earlier for Dφ˜θ , based on the Magnus and
Neudecker [24] formulation.
We need to introduce a number of auxiliary quantities: µ˜0k = µ0(ν + ak), Σ˜k = (σ˜ij,k) = Σ(ν + ak), σ˜k =
diag(σ˜ 1/211,k, . . . , σ˜
1/2
dd,k), λ˜k = σ˜−1k µ˜0k and β˜20k = µ˜⊤0kΣ˜−1k µ˜0k; let also µ˜01 = µ˜0, Σ˜2 = Σ˜ , σ˜2 = σ˜ and λ˜ = σ˜−1µ˜0.
Define further
qν,ij = aν+aiaν+aj
, Ak = qν,k2Id + (qν,k2p2ν,21 − p2ν,k1) diag(λ˜)2,
and note that
µ˜0k = pν,k1µ˜0,
Σ˜k = qν,k2Σ˜ + (qν,k2p2ν,21 − p2ν,k1)µ˜0µ˜⊤0 , σ˜−1k = A−1/2k σ˜−1,
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λ˜k = pν,k1A−1/2k λ˜,
β˜20k =
p2ν,k1β˜
2
0
qν,k2 + (qν,k2p2ν,21 − p2ν,k1)β˜20
.
Then the transformation from (µ˜, Σ˜, µ˜0, ν) to (µ˜, Σ˜, γ˜1, γ˜M2 ) can be achieved via
γ˜1 = gν+a3 λ˜3 + hν+a3 λ˜33, (45)
γ˜M2 =
2d (d+ 2)
ν + a4 − 4 +
4(d+ 2)
(ν + a4 − 3)[2] β˜
2
04 + 2

2(ν + a4)
(ν + a4 − 3) b2ν+a4
− 3(ν + a4 − 3)
2 − 6
(ν + a4 − 3)[2]

β˜404, (46)
where the notation xm when x is a vector stands for them-fold direct or the Hadamard product x⊙ · · · ⊙ x, and
gν = 3
ν − 3 , hν = 1+
ν
ν − 3

1− 1
b2ν

,
(ν + a4 − 3)[2] = (ν + a4 − 3)(ν + a4 − 4)
on writing the Pochhammer symbol in a slightly non-standard form to increase readability.
The following expressions provide the partial derivatives K˜rs of (45) and (46) with respect to v(Σ˜), µ˜0 and ν and some
auxiliary quantities:
Dλ˜λ˜3 = pν,31A−1/23 − pν,31(qν,32p2ν,21 − p2ν,31) A−3/23 diag(λ˜)2,
Dv(Σ˜)λ˜3 = (Dλ˜λ˜3)(Dv(Σ˜)λ˜),
Dµ˜0 λ˜3 = (Dλ˜λ˜3) (Dµ˜0 λ˜),
Dv(Σ˜)γ˜1 = [gν+a3 Id + 3hν+a3 diag(λ˜3)2](Dv(Σ˜)λ˜3),
Dµ˜0 γ˜1 = [gν+a3 Id + 3hν+a3 diag(λ˜3)2](Dµ˜0 λ˜3),
Dν γ˜1 = g ′ν+a3 λ˜3 + gν+a3 λ˜′3 + h′ν+a3 λ˜33 + 3hν+a3 λ˜23 ⊙ λ˜′3,
λ˜′3 = p′ν,31p−1ν,31λ˜3 −
1
2
pν,31A
−3/2
3 1d ⊙ [q′ν,32 1d + (q′ν,32p2ν,21 + 2qν,32p′ν,21pν,21 − 2pν,31p′ν,31) λ˜2] ⊙ λ˜,
dβ˜240
dβ˜20
= p
2
ν,41 qν,42
t21
,
Dv(Σ˜)β˜
2
04 =
dβ˜240
dβ˜20
(Dv(Σ˜)β˜
2
0 ), Dv(Σ˜)β˜
2
0 = −(µ⊤0 Σ−1 ⊗ µ⊤0 Σ−1)D,
Dµ˜0 β˜
2
04 =
dβ˜240
dβ˜20
(Dµ˜0 β˜
2
0 ), Dµ˜0 β˜
2
0 = 2µ⊤0 Σ−1,
Dv(Σ˜)γ˜
M
2 = t2 Dv(Σ˜)β˜204,
Dµ˜0 γ˜
M
2 = t2 Dµ˜0 β˜204,
Dν γ˜M2 =

2d (d+ 2)
ν + a4 − 4
′
+

4(d+ 2)
(ν + a4 − 3)[2]
′
β˜204 +

4(d+ 2)
(ν + a4 − 3)[2]

[β˜204]′
+ 2

2(ν + a4)
(ν + a4 − 3) b2ν+a4
− 3(ν + a4 − 3)
2 − 6
(ν + a4 − 3)[2]
′
β˜404
+ 4

2(ν + a4)
(ν + a4 − 3) b2ν+a4
− 3(ν + a4 − 3)
2 − 6
(ν + a4 − 3)[2]

β˜204[β˜204]′,
[β˜204]′ =
2β˜204p
′
ν,41
pν,41
− β˜
2
04
t1
[q′ν,42 + (q′ν,42p2ν,21 + 2qν,42pν,21p′ν,21 − 2pν,41p′ν,41)β˜20 ]
where
t1 = qν,42 + (qν,42p2ν,21 − p2ν,41)β˜20 ,
t2 = 4(d+ 2)
(ν + a4 − 3)[2] + 4

2(ν + a4)
(ν + a4 − 3) b2ν+a4
− 3(ν + a4 − 3)
2 − 6
(ν + a4 − 3)[2]

β˜204
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and, for any f depending on ν, f ′ denotes its derivativewith respect to ν; a notation of type f ′ν+ar indicates that the derivative
is evaluated at ν + ar .
Also the above expressions have been checked against the outcome of numerical differentiation, which has confirmed
their correctness.
Appendix D. Expansions of CP from κ = 0
Consider the extension of representation (26)
Y = µSN − σSNh+ σSNSν(h+ Z0),
where Sν represents a more general random scale factor, such as the one mentioned in Section 4.3, and let νk = E

Skν

, for
k = 1, 2, . . ., provided the expectation exists.
Lemma. If h is as in (25) and ρk = E

Zk0

, then
E {Y } = µSN − σSNh(1− ν1),
provided ν1 exists, and
E

(Y − E {Y })m = σmSN m
k=0

m
k

hkωk,m−kρm−k, ν > m,
where
ωk,m−k = E

(Sν − ν1)kSm−kν
 = k
j=1

m
k

(−1)k−jνk−j1 νm−(k−j)
provided the νk’s involved exist.
Using the above expression of central moments up to orderm = 4, we obtain after some algebra that
var {Y } = σ 2SN

ν2 + h2 (ν2 − ν21 )

,
E

(Y − E {Y })3 = σ 3SN ν3γSN,1 + (3 h+ h3 )(ν3 − ν1ν2)− 2 h3 ν1(ν2 − ν21 ) ,
E

(Y − E {Y })4 = σ 4SN ν4(γSN,2 + 3)+ 6 h2 [(ν4 − ν1ν3)− ν1(ν3 − ν1ν2)]
+ h4

4
b0
(ν4 − ν1ν3)+ (ν4 − ν1ν3)− 3ν1(ν3 − ν1ν2)+ 3ν21 (ν2 − ν21 )

taking into account that ρ1 = 0, ρ2 = 1, ρ3 = γSN,1 and ρ4 = γSN,2 + 3.
For the specific case of the ST distribution, Sν = √1/V where V ∼ χ2ν /ν. Then νk is given by (27) and specifically the
first four terms are
ν1 = (ν/2)
1/2Γ ((ν − 1)/2)
Γ (ν/2)
= bν
b
, ν > 1,
ν2 = (ν/2)Γ ((ν − 2)/2)
Γ (ν/2)
= ν
ν − 2 , ν > 2,
ν3 = (ν/2)
3/2Γ ((ν − 3)/2)
Γ (ν/2)
= ν1 ν
ν − 3 , ν > 3,
ν4 = (ν/2)
2Γ ((ν − 4)/2)
Γ (ν/2)
= ν2 ν
ν − 4 , ν > 4.
Writing these terms as functions of κ = 1/ν, and expanding them in a neighbourhood of κ = 0, we arrive after further
algebra to
E {Y } = µSN + 34σSN h (κ + κ
2)+ O(κ3),
var {Y } = σ 2SN

1+

2+ 1
2
h2

κ +

4+ 31
16
h2

κ2

+ O(κ3),
E

(Y − E {Y })3 = σ 3SN γSN,1 + 354γSN,1 + h

κ + 3

4γSN,1 + 234 h+
3
8
h3

κ2

+ O(κ3),
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E

(Y − E {Y })4 = σ 4SN (γSN,2 + 3)+ 3 2(γSN,2 + 3)+ h2 + 2b0 h4

κ
+

28(γSN,2 + 3)+ 2858 h
2 +

199
4b0
+ 1

h4

κ2

+ O(κ3)
of which the first two expressions provide (28) and (29). Multiplication of the other two terms by
1
σ 2SN
var {Y }
−3/2
= 1− 3

1+ 1
4
h2

κ + 3

5
32
h4 − 5
8
h2 − 1
6

κ2 + O(κ3),
1
σ 2SN
var {Y }
−4/2
= 1− 4+ h2  κ + 8+ 65
16
h2 + 3
4
h4

κ2 + O(κ3),
respectively, produces (30) and (31).
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