The question of how to efficiently formulate Hamiltonian gauge theories is experiencing renewed interest due to advances in building quantum simulation platforms. We introduce a reformulation of an SU(2) Hamiltonian lattice gauge theory-a loop-string-hadron (LSH) formulation-that describes dynamics directly in terms of its loop, string, and hadron degrees of freedom, while alleviating several disadvantages of quantum-simulating the Kogut-Susskind formulation. This LSH formulation transcends the local loop formulation of d + 1-dimensional lattice gauge theories by incorporating staggered quarks, furnishing the algebra of gauge-singlet operators, and being used to reconstruct dynamics between states that have Gauss's law built in to them. LSH operators are then factored into products of "normalized" ladder operators and diagonal matrices, priming them for classical or quantum information processing. Self-contained expressions of the Hamiltonian are given up to d = 3. The LSH formalism uses makes little use of structures specific to SU(2) and its conceptual clarity makes it an attractive approach to apply to other non-Abelian groups like SU(3).
I. INTRODUCTION
Non-Abelian gauge symmetries play a fundamental role in modeling the interactions observed in Nature. The Standard Model is a relativistic quantum field theory with local U(1) × SU(2) × SU(3) gauge symmetry. The U(1) × SU(2) symmetry describes the electroweak sector, while the SU(3) color symmetry describes quantum chromodynamics (QCD) [1] [2] [3] . Gauge symmetry also plays an important role in understanding the theory of hightemperature superconductors. Non-relativistic and dynamical SU(2) gauge fields emerge in the low-energy effective theory of doped and undoped Mott insulators in their spin-liquid phase, which models the physics of hightemperature superconductivity [4, 5] .
Non-Abelian gauge theories such as QCD are also known for admitting asymptotic freedom and becoming strongly coupled at low energies. Predicting their lowenergy properties requires non-perturbative calculations, and these are rarely tractable analytically.
Lattice quantum field theory, namely lattice QCD [6] , has proven to be a successful non-perturbative approach to studying gauge theories numerically. It has enabled predictions that agree with several experimental findings such as charge fluctuations in heavy ion collision experiments [7] or the reactions of light nuclei [8, 9] -adding to the evidence that QCD accurately represents fundamental interactions of Nature.
Lattice field theory calculations are usually performed by importance-sampling the functional integral in Eu- * iraychow@umd.edu † stryker@uw.edu clidean space (imaginary time). With few exceptions, these computational feats have characterized static or equilibrium properties at zero chemical potential [10] . Yet many phenomena lack a quantitative theoretical understanding because they cannot be calculated from existing algorithms-even with the world's most powerful supercomputers. These are calculations plagued by exponentially hard "sign problems" [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] , among which is the real-time dynamics of gauge theories. The sign problem of real-time dynamics [25] is especially severe due to the need for Minkowskian spacetime. The Hamiltonian formulation of gauge theories, which requires fixing a timelike direction, seems more natural for describing intrinsically real-time processes. Hamiltonian lattice gauge theory [26] was formulated shortly following the action-based formulation. Despite its more physical description of dynamics in terms of electric fluctuations, Hamiltonian lattice gauge theory has remained rather unexplored. This is because the exponential growth of Hilbert space means the resources needed for simulation rapidly overwhelm any classical computing architecture.
In the 1980s, it was proposed that computers based on quantum mechanical degrees of freedom ought to be better suited for simulating quantum many-body systems [27] , such as a gauge theory. The idea is that degrees of freedom of the system under study be mapped onto those of the quantum computer, and unitary operations are done on it to mimic time evolution. In this scenario, it seems far more natural to express theories with Hamiltonians and Hilbert spaces rather than functional integrals and classical field configurations.
The arrival of functional quantum devices [28] thus creates an urgent need for a thorough grasp of Hamiltonian lattice gauge theory and how its structure can be related to that of quantum architectures. Several attempts at making proposals for quantum-simulating lattice gauge theories have been made in recent years [29, 30] . Most of the attempts thus far have been for simpler models like Z 2 gauge theories [30] [31] [32] or U(1) gauge theories in 1 + 1 dimensions [33] [34] [35] [36] , including the first digital quantum simulation of the Schwinger model on a small lattice [37] . Such simulations are instructive, but generalizing to non-Abelian gauge groups and multidimensional space is necessary to address the important problems where classical computers fall short. Work on these generalizations is underway [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] (see also [29, 30] and references therein), but the state of these studies is even less mature due to the significant practical complications involved with non-Abelian interactions.
In this paper we revisit and reformulate a non-Abelian lattice gauge theory-SU(2) gauge theory in d + 1 dimensions with one flavor of staggered quarks-ultimately putting it into an explicit form to which (classical or) quantum algorithms can be readily applied. The main theoretical contributions of this work include a thorough introduction to a loop-string-hadron (LSH) formulation of SU(2) lattice gauge theory, which uses local loops, strings, and hadrons as dynamical variables. The derivations provide the detail needed to adapt the framework to similar SU(2) theories. Furthermore, the exposition on the Hamiltonian contains the details required to develop comprehensive simulation algorithms.
This LSH formulation is the result of working with strictly SU(2)-invariant operators and is an extension of the Schwinger boson (prepotential) formulation of lattice gauge theory [48] [49] [50] [51] [52] [53] [54] [55] . The non-Abelian Gauss law that usually appears as a constraint is made intrinsic, meaning the local excitations are physical and even intuitive. The price paid is the introduction of an Abelian Gauss law that must be enforced instead, and the introduction of additional lattice links. These are not fundamental hurdles because (i) the Abelian constraints are simpler to work with, and (ii) if the Abelian constraints are also solved, then the gauge-invariant Hilbert space is covered much more efficiently than it would be in a Kogut-Susskind formulation. (Addressing the latter point is the subject of ongoing work.) Importantly, by making the operator structure so explicit, algorithms can start being applied to simulating dynamics and compared against any other proposals made for non-Abelian simulations.
The organization of this paper is as follows: Section II reviews key points of the Kogut-Susskind Hamiltonian formulation. In Section III, we briefly review how that framework is expressed using Schwinger bosons. In Section IV, we describe the LSH formulation in one spatial dimension in detail. This includes the LSH operators and their algebra, the Hamiltonian and Gauss's law, definition of an orthonormal LSH basis, and complete specification of LSH matrix elements in that basis. In Sections V and VI, we generalize to 2 + 1 and 3 + 1 dimensions respectively. Finally, section VII compares the LSH formalism against a conventional framework.
II. KOGUT-SUSSKIND FORMULATION
In this section we review the basic set-up of Hamiltonian lattice gauge theory. Subsequently, we discuss aspects this framework in the context of digital quantum simulation. Here and throughout we use the Einstein summation convention.
A. Basic properties SU(2) lattice gauge theory is formulated in terms of matrix-valued link operatorsÛ and their conjugate electric fieldsÊ. In this work we consider d-dimensional Cartesian lattices (meaning square, cubic, or hypercubic), with sites x and links (x, j) that emanate from x and terminate at x + e j . By the latter we are setting a convention for how a link operatorÛ (x, j) associated with (x, j) behaves under local gauge transformations Ω(x):
whereÛ and Ω are taken to be in the fundamental representation. Accordingly, we refer to the x side of (x, j) as the "left" end of the link, the x + e j side as the "right" end of the link, and the link's orientation as going "from x to x + e j ." On the link ends live left and right chromoelectric fieldŝ E a L/R (a = 1, 2, 3), which generate gauge transformations at their respective sides:
with 2T a = σ a being the Pauli matrices and Greek indices running over {1, 2}. The canonical commutation relations (2) are more succinctly expressed by only displaying generator indices,
and understanding that only same-link commutators may be nonvanishing. The left and right electric fields each form SU(2) Lie algebras and they commute amongst each other:
While left and right gauge transformations commute, they are not strictly independent-being related by parallel transport [56] ; a consequence of this is that the gauge-invariant Casimirs on either side must be equal:
By the same token, elements of the special unitary link operator matrices also commute but are not strictly independent of each other:
Any pair ofÛ orÊ operators from different links, however, are truly independent. In addition to theÛ andÊ gauge variables living on links, a fundamental matter fieldψ α (α = 1, 2) will live on lattice sites. The matter field commutes with theÛ andÊ fields, and its behavior under local gauge transformations isψ
This transformation is generated by the charge density,
These charge densities again form an SU(2) Lie algebra. Full generators of local gauge transformations (applicable to any of the fields above) are given by the Gauss law operatorsĜ a :
Gauge invariance of the theory means all theĜ a (x) commute with the Hamiltonian. A lattice Hamiltonian for SU (2) gauge bosons coupled to one flavor of staggered fermionic matter, in units of the lattice spacing, may now be formulated as [26] H
witĥ
Above, g 0 and m 0 are the bare coupling and bare mass; the magnetic energyĤ B is formed from gauge-invariant traces of plaquette operators,
with tr[Û † ] = tr[Û ] for SU (2) ; and the alternating sign (−) x ≡ (−1) i xi in the mass energy reflects the staggered fermion prescription.
B. Hilbert space of states
The Hamiltonian generates dynamics among states that satisfy Gauss's law, i.e., G a (x) |phys = 0 for all x, a. (17) Dynamics of this sort is usually described using redundant but local degrees of freedom. Alternatively, these states can be described in terms of arbitrary gaugeinvariant Wilson loop and Wilson line operators acting on the staggered strong-coupling vacuum (g 0 , m 0 → ∞).
Characterizing states this way, however, leads to a highly overcomplete basis; mutually dependent loops satisfy Mandelstam constraints [57] [58] [59] , which are non-local and notoriously hard to solve. A central aim of the remainder of this work is to encode dynamics using local degrees of freedom that both satisfy Gauss's law and are orthogonal, starting from doublets of harmonic oscillators [48] .
Since theĜ a (x) operators are expressed in terms of electric fields, this makes it natural to diagonalize electric operators. A typical complete set of commuting observables (CSCO) on a link is given by
This leads to an irreducible representation or "irrep" basis. One could truncate the gauge field Hilbert space (while preserving gauge invariance) by keeping all states up to some cutoff on the Casimirs (Ê a L/RÊ a L/R ), e.g., j max (j max + 1) with j = 0, 1/2, ..., j max labeling the "angular momentum" or irrep of SU (2) .
The fermionic Fock spaces are naturally finitedimensional and require no truncation.
C. Practical considerations
Compared to compact Abelian gauge groups, there are several aspects of the Kogut-Susskind formulation that make SU(N) groups especially formidable for simulation.
• Non-commuting constraints: In U(1) lattice gauge theories, the constraints are simultaneously diagonalizable. This means it is possible to choose a basis where each basis ket is definitely in the allowed subspace or definitely in the disallowed subspace. But in SU(N) lattice gauge theory the Gauss law constraints form an algebra, [Ĝ a (x),Ĝ b (x)] = if abcĜc (x), so simultaneously diagonalizing all constraints is impossible. Then the basis kets that would be represented by and measured on a quantum device would not be meaningful by themselves.
• Asymmetric quantum numbers: Compact U(1) electric fields are characterized by a single integer, and link operators simply raise or lower by one unit in that eigenbasis. In SU(2) theories one typically diagonalizesÊ aÊa andÊ 3 at every side of every link, yielding local |j, m structures on all link ends. Every irrep j has a different dimensionality, and these irreps are mixed by the action of link operators according tô
[60]. (For SU (2) , non-vanishing contributions on the right-hand side come from j ′ = j ± 1/2.) Representing these mixings using qubit (or qudit) registers seems awfully forced and unnatural.
• Group-specific coefficients: The action of link operators (19) more generally involves group-dependent Clebsch-Gordon coefficients. In principle, designing simulation protocols specific to SU(2) and to SU (3) is not unreasonable and should even be expected. But if SU(2) and SU(3) were first expressed in a common framework then one could expect optimizations found for the former to better translate to the latter.
• Gauge redundancy in noisy simulations: Local gauge constraints mean basis states are largely wasted representing disallowed states. State vectors in non-error-corrected simulations will wander away from the exponentially-small space of allowed states. Moreover, non-trivial gauge-invariant states are very specific linear combinations of conventional irrep basis states; if the computational basis represents the irrep basis, then any singlequbit error could potentially spoil gauge invariance.
All of these disadvantages provide the impetus for exploring alternative frameworks.
III. SCHWINGER BOSON FORMULATION
The Schwinger boson or "prepotential" formulation of lattice gauge theory [48] [49] [50] [51] 53] provides an alternative, equivalent framework to that of Kogut and Susskind. Below we review key points of the Schwinger boson formulation and describe how it alleviates some but not all the obstacles identified in the previous section. x and terminating at x + ei. We denote the starting side "left" (L) and the terminal side "right" (R). Link ends each host a bosonic oscillator doublet, here indicated by a(L) = (a1(L), a2(L)) at L and a(R) = (a1(R), a2(R)) at R. The arrow indicates the link orientation, pointing from L to R.
The SU(2) electric fields on a link are realized bŷ
Beyond the SU(2) L/R electric fields, there also exist U(1) generators:N
The requirement that left and right Casimirs be equal leads to an Abelian Gauss law (AGL) relating these U(1) generators along each link:
This constraint neutralizes undesired U(1) transformations that are a symmetry of the definitions (20) , but are not a part of the target theory. It is useful to define Hermitian projectors for the AGL-satisfying subspace within the tensor product space of all Schwinger boson modes:
Turning to the SU(2) link operators, these are given byÛ
With the above definitions, the relations (2)-(6) follow. One can also show that (8)-(9) are satisfied on the AGL Hilbert space,
And finally, the Schwinger boson construction ofÛ is indeed a special unitary matrix on the AGL Hilbert space:
B. Hilbert space of states
Allowed states in the Schwinger boson framework are characterized similarly to the Kogut-Susskind formulation. Physically-permissible wave functions must be annihilated by the Schwinger boson implementations of G a (x), and the same reasons to diagonalize electric operators continue to apply.
Where the two diverge is in the local Hilbert space structure and choice of a complete set of commuting observables. Instead of having aggregate link Hilbert spaces, the gauge field Hilbert space is built from local harmonic oscillators: two modes at the left and right ends of every link. The natural choice of a CSCO for such Hilbert spaces is
for each link. This choice is equivalent to (18) , but the spectrum of quantum numbers is different. Truncating the Kogut-Susskind theory at some representation j max is equivalent to truncating all Schwinger boson occupation numbers to 2j max .
C. Practical considerations
The Schwinger boson formulation offers the following advantages:
• Symmetric quantum numbers: All quantum numbers are on the same footing, being integer bosonic occupation numbers. Now it is obvious how one could represent these quantum numbers with binary registers. It is also obvious how to truncate the electric field (a uniform cutoff on all the occupation numbers in (30) ).
• Non-group-specific matrix elements: The link operator is expressed in terms of simple harmonic oscillator ladder operators, and Clebsch-Gordon coefficients are implicit in the various rescaling factors carried along by them. In this sense, the elementary degrees of freedom are group-agnostic. (Of course, in going from SU(2) to SU(3) one needs SU(3) irreducible Schwinger bosons as described in [61] .)
These features ought to be favorable for developing algorithms in this framework. What remains to be addressed is the non-Abelian constraints, and redundancy of states. The former is addressed starting with the following observation: Local gauge transformations act site-locally, with Schwinger bosons and matter all transforming identically. This enables one to construct site-local intertwining operators automatically invariant under the action of the local generators; these can be identified as segments of all possible SU(2)-invariant excitations hosted by a site (like a section of a Wilson loop). Using these, one can construct an SU(2)-invariant Hilbert space locally at each site. For pure gauge theory, the resulting local "loop states" [49, 50, 54, 62] are characterized by integer-valued loop quantum numbers directly related to the angular momentum flux j. Truncating the Kogut-Susskind theory at some representation j max is equivalent to truncating all Schwinger boson occupation numbers to 2j max , and that is equivalent to truncating local loop numbers at2j max /(2d − 1).
A drawback of the loop basis is that it is overcomplete. Finding the complete and orthogonal gaugeinvariant Hilbert space requires solving the Mandelstam constraints, which becomes increasingly complicated in higher dimensions and with higher cutoff. These issues have been discussed in great detail in earlier works on the prepotential formulation of pure gauge theory. A central objective of the loop-string-hadron framework below will be to give a complete and local description of gaugeinvariant dynamics with minimal redundancy, equipped with fundamental matter, and adaptable to any number of spatial dimensions.
IV. LOOP-STRING-HADRON FORMULATION: ONE DIMENSION
The SU(2)-invariant excitations at a site are parts of flux loops, parts of meson strings, or hadrons. We now derive a loop-string-hadron formulation starting from prepotentials that has non-Abelian gauge invariance built into it. We start in 1 + 1 dimensions, where the essential features of coupling to matter-which was not previously a part of the prepotential framework-already appear.
In 1 + 1 dimensions, the Kogut-Susskind Hamiltonian (15) reduces toĤ
Each site x of this lattice is connected to one incoming link along direction i and one outgoing link along direction o, as in Fig. 2 . Within the prepotential framework, Schwinger bosonsâ α (L) (â α (R)) are attached to the link along the direction o (i). A staggered fermion fieldψ = (ψ 1 ,ψ 2 ) lives on the sites themselves. The site-local doublets shown in the box in Fig. 2 can contract in many possible ways to form SU(2) singlets. It follows that SU(2) invariance can be made manifest by passing from Schwinger boson and quark operators to using only their SU(2)-invariant combinations. The gauge theory will be expressed entirely in terms of the dynamics generated by all such operators.
A. SU(2) singlets: Loop, string, and hadron operators
The complete set of SU(2) invariants at a 1d site is obtained by constructing all possible singlet tensors out the available doublets and their conjugates. It is a special feature of SU(2) that fundamental doublets are unitarily equivalent to antifundamentals: if f transforms like a fundamental, thenf given by
transforms in the conjugate representation. This equiv-
gives another set of doublets to work with.
Using the available tensors, the complete set of nonvanishing singlets is listed below in (34)- (38) .
• Outgoing string operators:
(Baryons and mesons are the same for SU(2).)
• Gauge flux, quark number operators:
Pictorial representation of a 1d lattice with matter. Every site on the 1d lattice is associated with a fermionic doublet ψ = (ψ1, ψ2). Bosonic doublets a(L) = (a1(L), a2(L)) and a(R) = (a1(R), a2(R)) are associated with link ends attached to any site along directions o and i, respectively.
These invariants exhaust all possible singlet bilinears and they are referred to as LSH operators. They obey a closed operator algebra, which will be necessary to establish since the original E, U , and ψ variables have been replaced. Before giving the complete algebra, it is helpful to first build some intuition for these operators. One can visualize LSH operators in terms of creation and annihilation of the gauge and matter degrees of freedom appearing in their definitions. Below this is done using line segments for gauge flux, circles for quarks, and solid (dotted) lines for creation (annihilation) actions:
The placement of solid and dotted lines is in direct correspondence with the superscripts on the LSH operators.
The simplest examples from these are L ++ and L −− , which create or destroy an SU(2)-invariant flux line passing through the site. By contrast, the mixed-type operators L ±∓ deform a flux line flowing out one side to instead flow out the other; physically, this corresponds to changing the direction flux emanates from a single quark. The hadron operators H ++ and H −− create or annihilate a hadron, consistent with the Pauli principle (at most two quarks present).
The actions of string operators are more subtle. For example, S ++ in will create the "right" end of a meson string, provided no quark is initially present. Alternatively, if a quark is already present in the form of an out-string, the strings ends actually join and leave behind independent hadron and loop flux excitations. The variety of actions S ++ in and other string operators can have will be summarized later on.
Further intuition for how LSH operators interact with each other is also gained from and made mathematically precise by now looking at their algebra. The algebra of LSH operators at any 1d lattice site (34)-(38) is tabulated in two parts: Table I lists commutators of operators where at most one operator from the pair has fermionic statistics. Table II lists anticommutators of operators that both have fermionic statistics. In addition to these, Table III contains the operators and algebra needed for d > 1 that will be discussed in Sec. V B; they are displayed now so they can be referred to alongside Tables  I-II . The 1d LSH algebra is sufficient to completely describe the dynamics of the theory, to be discussed below.
The commutation relations in Table I have a number of qualitative features: String operators inherit fermionic statistics and naturally obey anticommutation relations due to their linearity in fermionic fields. Qualitative patterns can also be found in Table II: • The {S in , S in } and {S out , S out } sectors express both the Pauli exclusion principle as well as the fact that certain combinations of string operators acting from the same side are equivalent to hadron creation or annihilation.
• The {S in , S out } and {S out , S in } sectors express how string operators acting on both sides without changing net quark number should be thought of as a loop action.
The closure of the operator algebra confirms the completeness that was asserted for the singlets in (34)- (38) .
B. Gauss laws and translation of the Hamiltonian
The loop-string-hadron operators introduced above are sufficient to express the Hamiltonian for SU(2) gauge bosons coupled to one flavor of staggered fermions. This is all that is necessary to define dynamics, since the algebra of operators is known. In this section, all the pieces of the Hamiltonian are reconstructed from their LSH equivalents, leaving everything expressed in terms of SU(2)invariant operators alone.
By working solely with SU(2) singlets, the only gauge constraints that will have to be enforced 'by hand' are the Abelian Gauss Laws (22) :
This was always the case in the Schwinger boson formulation, but now the on-site non-Abelian Gauss law is solved at the operator level in the Hamiltonian. Importantly, the constraints all commute. Also note that these AGL constraints retain the same form they had in pure gauge loop formulations [50, 51, 53] . These constraints can be solved too, but for now the map will be given just for passing to the SU(2)-invariant variables (34)- (38) . 1 The electric energy measures the gauge flux running along a link. The quadratic Casimirs are expressed in terms of LSH number operators aŝ
To form the system's electric energy, all link ends are put on the same footing by takinĝ
Note that N R (x) and N L (x) are on either side of some site x, rather than opposite ends of a link. The staggered mass terms are given quite simply in terms of the quark number operators, N ψ = ψ † ψ, so the mass energy is just
The hopping terms fromĤ I can create, destroy, break, or glue together meson strings, so their expressions naturally involve the local string operators. To translate a hopping term, the sites at each end of a link can be considered separately. Recall from (24)-(25) that link operators were given in terms of Schwinger bosons bŷ
Using the separateÛ L/R factors at 1d sites, it follows 
Anticommutator algebra for incoming and outgoing string operators at a matter site. Thus, the translation of the interaction into LSH operators is given bŷ
The entire Hamiltonian (41)-(43) is now expressed solely in terms of the SU(2) singlets from (34)- (38) .
C. An orthonormal loop-string-hadron basis and operator factorization
To describe dynamics in a way useful for computational algorithms, it is helpful to set up a basis. It would seem natural to use as a CSCO the operators {N R , N L , N ψ } since these naturally appeared in the algebra, and to then express the Hamiltonian in terms of their quantum numbers. However, these may not be the most desirable due to the fact that these are constrained by the possible excitations LSH operators can create. (E.g., N ψ = 1 while N R = N L = 0 is not gauge-invariant.) As will be shown below, one can instead enumerate states more directly in terms of SU(2)-invariant LSH excitations-leading to a loop-string-hadron basis. In this way, only allowed onsite states are ever represented.
A second practical issue to be addressed concerns operator factorization. The Hamiltonian was expressed in terms of LSH operators, but in an orthonormal basis these operators change state normalization in addition to changing quantum numbers. Factorizing these two behaviors has the benefits of making the matrix elements of any operator completely evident and also setting the stage for a Wigner-Jordan transformation. This factorization will be done for convenience with respect to a LSH basis (though the factorization itself is basisindependent).
On-site Hilbert space construction
Until this point the LSH constructions have been built on underlying harmonic oscillator operators, but there was no need to choose a basis. The formal tools introduced will now be used to construct a basis of SU(2)invariant excitations in which to express the action of the Hamiltonian. This is done by first defining "on-site" bases and later stitching these together to construct lattice states.
An on-site Hilbert space for the 1d lattice has three apparent degrees of freedom corresponding to the original occupation numbers (38) , i.e., n L , n R , and n ψ . But as remarked above these are constrained by the possible excitations generated by LSH operators.
A more physical on-site basis consists of states |n l , n i , n o with a loop quantum number n l and quark quantum numbers n i , n o that describe strictly SU(2)invariant gauge and matter excitations. Such a "loopstring-hadron basis" of unnormalized kets, denoted by a double-bar ket || , can be defined as follows:
where
|0 is the local vacant state annihilated by any LSH operator carrying at least one minus sign, and 0|0 = 1. Note that n i and n o indicate quark content, but not necessarily strings: exactly one of these equalling one implies the presence of a flux string, but both equalling one means they are paired up into a hadron. Furthermore, one must take care to remember that the quark numbers are properly handled as ordered fermionic occupation numbers. The states above uniquely enumerate all SU(2)-invariant excitations that can be hosted by a site. 2 The norms of ||n l , n i , n o can be derived by repeated use of the operator algebra. These types of calculations are described in Appendix A. The result is that a normalized basis is given by
where ⊕ denotes addition modulo two. Before reexpressing the Hamiltonian, the SU(2)invariant LSH quantum numbers will have to be related to the prepotential quantum numbers. This relationship can be inferred from
2 Though its utility is limited, it is straightforward to give one unifying expression valid for all states:
These imply that the following act as number operators on the |n l , n i , n o states:
(Note again that N R/L belong to a common site, not opposite ends of a link.) The relations (47) can now be promoted to operator identities to be inserted in the Hamiltonian:
To summarize, the LSH basis characterizes local states by counting units of loop flux passing through a site, and keeping track of quark species present. A lone "out quark" (n o = 1) or a lone "in quark" (n i = 1) is shorthand for indicating the type of string present, while completely full orbitals just signify a gauge-invariant hadron. The LSH quantum numbers {N l , N i , N o } are equivalent to allowed combinations of the {N R , N L , N o } quantum numbers, but have the benefit of being unconstrained over their ranges (45) .
Global Hilbert space construction in one dimension
While the loop-string-hadron formulation largely focuses on characterizing site-local excitations, the dynamics ultimately couples sites and is expressed using states of the lattice as a whole. The global Hilbert space consists of the excitations coming from all sites: one bosonic loop mode and two fermionic quark modes each. However, the global space can only be viewed as a tensor product space of all the local modes to the extent that fermionic statistics are accounted for. One can account for fermionic statistics with binary occupation numbers if the associated basis states have a prescription for how the fermionic operators are ordered. The ordered product of operators can then be applied to some fixed reference state that satisfies the Abelian Gauss law and any other desired symmetries.
In the loop-string-hadron framework, the lattice "vacant" state |0 (not to be confused with a qubit computational basis state) is characterized as a state devoid of any excitations,
It is annihilated by any L ±± , S ±± , or H ±± carrying at least one minus sign:
One can construct the entire Hilbert space by using |0 as a reference state. Another reference state would be the staggered strongcoupling vacuum |v , which is the true vacuum at g 0 , m 0 → ∞. The staggered strong-coupling vacuum is characterized by having vanishing electric fields and full fermion orbitals on odd sites; |v can be related to |0 by applying to it H ++ from every even site.
For all the other lattice basis states, it is necessary to fix a convention for fermion ordering. A site-local ordering was already chosen earlier, so all that is necessary is to order sites. The convention we choose is that sites receive excitations from greatest x down to least; the associated expressions would then have S ++ in/out 's written with x increasing from left to right. On a lattice with an even number of sites L x , these states are denoted by
For example, the (normalized) staggered strong-coupling vacuum of a four site lattice is given by |v = | 0, 0, 0; 0, 1, 1; 0, 0, 0; 0, 1, 1
Of course, the ordering is especially important for states that actually have on-site net fermionic excitations. An an example of this would be a basis state describing a meson string between sites x = 0 and x = 1, which is given by |meson = |0, 0, 1; 0, 1, 0; 0, 0, 0; 0, 1, 1
with the opposite ordering. This state appears after one application of H I to the staggered strong-coupling vacuum |v .
We can summarize the characterization of basis states with the following rule: Local quarks are created going from greatest x down to least, and with S ++ out (x) always acting before S ++ in (x). Working with the full lattice, the Abelian Gauss law is imposed for physical states. In the |n l , n i , n o basis, this translates to
Operator factorization
It was remarked at the beginning of this section that LSH operators in the Hamiltonian change quantum numbers as well as state normalization. The on-site operators can now be factored in order to isolate the two behaviors, at which point matrix elements with respect to the LSH basis can be read off trivially.
Pertaining to the loop quantum number n l , we introduce normalized ladder operators, Λ + and Λ − :
Here a "normalized operator" refers to any operator O such that non-vanishing eigenvalues of O † O are unity. The significance of Λ ± is that their non-vanishing matrix elements in the LSH basis are all unity:
(55) Hence, they move states up and down the ladder of n l without changing normalization, except for the possibility of annihilation at the bottom. The ladder operators were constructed in (54) to make factoring L ++ and L −− trivial.
As for the quark quantum numbers, these are affected by the string operators (and the mixed-type loop operators L ±,∓ ). The string operators were found to obey fermion-like anticommutation relations, but they are not canonically normalized. This motivates introducing SU(2)-invariant fermionic modes χ i , χ o to describe them, with
These also qualify as normalized ladder operators. Because string operators can affect loop numbers, it will prove helpful to also introduce the following shorthand conditional ladder operators:
Each term in these operator exponentials projects on to one or the other eigenspace of N q and is followed by a corresponding loop ladder action or lack thereof. The SU(2)-invariant quark modes χ i and χ o are also helpful for characterizing global basis states. One can express any of the LSH basis states by simply acting all the χ † i/o 's on |0 with the same rule for ordering as beforethere is no need for string and L −− operators or factors of 1/2 like those in (52) .
Equipped with the normalized ladder operators, all loop and string operators can be factorized as shown in Table IV . It is straightforward to show that these operator factorizations completely reproduce the LSH algebra. The factorizations are all given in a canonical form, with diagonal scaling operators sitting on the right and normalized ladder operators following them. Acting an LSH operator on a ket |n l , n i , n o , the numerical value of its matrix element can just be read off, and the resultant quantum numbers are easily deduced from the ladder operator content.
Loop-string-hadron operator factorizations 
Wigner-Jordan transform for one dimension
Using fermionic operators can be convenient analytically, but computation models usually assume native operations that commute for different sites. In classical lattice QCD, Grassman variables are avoided because the quark fields can be integrated out of the functional integral analytically. Quantum simulation, however, frequently involves choosing a fermionic mapping onto commuting computational degrees of freedom.
Qubits are two-state systems with a "computational basis" often denoted with states |0 and |1 , but most computation models do not regard these as having a fermionic character. For example, the "raising" operators |1 0| for distinct qubits commute with each other. The bottom line is that for applications the Hamiltonian will need to be converted to spin operators at some point. For one-dimensional systems with localized interactions, the Wigner-Jordan transformation maps fermionic modes into spin operators rather cleanly.
The fermionic modes χ i (x), χ o (x) for x = 0, . . . , L x − 1 express physical (SU(2)-invariant) quark degrees of freedom that dynamically couple to each other through the hopping terms. However, it turns out that the χ i 's and χ o 's, in fact, decouple from each other. The operatorfactorized Hamiltonian will be discussed below, but to see this decoupling one only needs the string operators from the hopping terms in (43) . With the factorizations in (59) , the fermionic content of S +σ out (x)S σ− in (x + 1) terms takes the form
The decoupling is now manifest. Knowing this, we relabel the fermionic modes using Ψ k for k = 0, . . . , 2L x − 1, with the map
The Wigner-Jordan transformation converts the Ψ k into spin operators via
Assuming open boundary conditions, all fermionic couplings are then nearest-neighbor in the x coordinate as well as the k label, and as a result the Wigner-Jordan transformation has no leftover Pauli-Z strings. The couplings in the hopping terms will all take the form σ ± k σ ∓ k+1 :
Hence, on the 1d open lattice only, it is possible to essentially replace anticommuting χ's and χ † 's with commuting σ − 's and σ + 's in the operator factorizations.
D. Dynamics of loop-string-hadron states
The terms of the Hamiltonian presented in Sec. IV B were expressed in terms of site-local loop-string-hadron operators. The Hamiltonian will now be reexpressed once more using the operator factorizations from above, with the final result expediting the process of calculating matrix elements in the LSH basis. Subsequently, a graphical method is given for determining how states are mixed by terms in the Hamiltonian.
Starting with the electric Hamiltonian, the Casimirs continue to be diagonal as they always were. Using the conversion (49) from prepotential to LSH number oper-ators, we havê
The mass Hamiltonian is also diagonal and given simply byĤ
And lastly, the interactionĤ I in terms of SU(2) invariants was originally given as (43) , with the off-diagonal part of a hopping term being σ=± σS +,σ out (x)S σ,− in (x+1). Using the operator factorizations (59), these hopping terms are given by
To completeĤ I , one also needs the diagonal "outer" factors that sandwich these. By (49) ,
The above expressions in terms of diagonalized scaling operators and normalized ladder operators are everything one needs to immediately express the action of the Hamiltonian in the LSH basis. The actions of the loop-string-hadron operators are easier to intuit given the fact they are 1-sparse in the LSH basis, i.e., any of the L, S, or H operators acting on a basis state either turns it into another basis state or annihilates it. They do not expand into linear combinations like link operators do in irrep bases (cf. (19) ). To express all possible actions of the LSH operators in terms of quantum numbers, we introduce a pictorial mapping shown in Fig. 3 that associates pictures with changes in quantum numbers of the basis states. A summary of these pictorial actions on quantum numbers is as follows:
Graphical quantum number instructions
• Solid (dashed) line: Increment (decrement) n l by one unit.
• Solid (dashed) in-quark: Increment (decrement) n i by one unit.
• Solid (dashed) out-quark: Increment (decrement) n o by one unit.
• Solid (dashed) hadron: Increment (decrement) both n i and n o by one unit.
If the resulting quantum numbers are forbidden, this corresponds to annihilation of the basis state. Note also that these graphical rules use symbols that are related to, but distinct from, the basis-independent operator pictures introduced in Sec. IV A. As a simple example of their usage, the fact that L ++ |n l , n i , n o ∝ |n l + 1, n i , n o means the action of L ++ is represented by a single solid line:
In general, however, the operators may have composite actions, so the instructions are composed vertically along with an ordering to them. This is summarized as follows:
• Effect the changes indicated by each instruction, going from top to bottom.
• The state is annihilated if at any step the quantum numbers are forbidden.
Consider S ++ in for example. Using the factorization (59e) and conditional ladder operators (58) , one can write
Acting on a basis state, at most one of these terms can be non-zero. Each term tries to raise n i , while only one can raise n l . These behaviors are diagrammatically summarized by
where the first term creates an in-string on a quark-less site, while the second connects an in-string to an alreadyexisting out-string to form a baryon and gauge flux line.
We similarly represent and describe the actions of all loop-string-hadron operators pictorially in Table V .
E. Summary of matter sites
To conclude this section, we summarize the results and what their significance is in 1d and higher dimensions.
Prepotentials were used to construct a closed algebra of manifestly SU(2)-invariant LSH operators, and it was shown how to translate the Hamiltonian into them. These operators were then used to construct a LSH basis in which every possible combination of quantum numbers (consistent with the Abelian Gauss law) describes a unique set of on-site excitations. For future applications, all LSH operators were then factored for convenience on that basis and the Hamiltonian was again reexpressed in a more explicit form.
For 1d and with open boundary conditions, one can essentially just forget about Fermi statistics and replace singlet-quark operators with spin operators. In higher dimensions this will no longer be the case. However, the local bases and operator factorizations will carry over to "matter sites" in d > 1, so the main feature that gets lost is really just simplicity of the Wigner-Jordan transformation.
V. LOOP-STRING-HADRON FORMULATION: MULTIPLE DIMENSIONS
The prepotential formulation of pure SU(2) gauge theory on Cartesian lattices was studied in great detail in Refs. [48] [49] [50] [51] 53] . While it yields a local loop basis, on a Cartesian lattice that basis is overcomplete and consequently associated with a local form of Mandelstam constraints. Solving these constraints is involved and becomes increasingly difficult in higher dimensions.
More recently, a virtual "point splitting" of lattice sites on square lattices [55, 62] was found to be quite fruitful because it bypasses the Mandelstam constraints and casts all constraints of the theory into the Abelian form of (22) . Below, the point splitting method is reviewed and how this development generalizes to higher dimensions is explained. We additionally describe how to couple to matter in higher dimensions, giving a complete suite for describing SU(2) lattice gauge theory coupled to one flavor of staggered quarks.
A. Virtual point splitting: Two dimensions
Virtual splitting of a site from a square lattice involves formally dividing each four-point vertex into a pair of three-point vertices with one shared virtual leg, as depicted in Fig. 4 . It is notationally convenient to split the site by pairing the +e j (−e j ) directions together, to label the attached link ends 1 and 2 (1 and2), and to label their common vertex x ′ (x ′ ). As for the internal link, it is further broken into two links with an intermediate vertex that will accommodate matter. This extra division is not needed for pure gauge theory. Point-splitting the 2d square lattice results topologically in a hexagonal lattice. One can now formulate prepotentials on this virtual hexagonal lattice as in (20) and (24) . The virtual links can carry gauge flux, but the flux through them is not actually counted towardĤ E . The utility of the links really lies in the fact that a three pointvertex has no ambiguities in how non-intersecting SU (2) flux lines are routed through it. Four-point vertices do suffer from such an ambiguity, and this is responsible for redundant states on the square lattice that normally have to be removed via Mandelstam constraints. The formal hexagonal lattice still harbors redundancy, but dealing with it is significantly easier: the relevant constraint is just another Abelian Gauss law for virtual links.
As for plaquettes, the elementary loops are indeed hexagonal plaquettes corresponding to six link operators in pure gauge theory.
For more discussion on the original pure gauge version, see Ref. [62] .
The matter field living at site x is now situated between two virtual links as shown in Fig. 4 . The virtual matter vertex is locally identical to a 1d lattice site (cf. Fig. 2) , so the on-site SU(2)-invariant operators and local Hilbert space for x are handled as in 1d. Because hosting matter divides each virtual link into two, the plaquette operators end up involving eight sites.
The other trivalent virtual sites x ′ andx ′ are gluonic vertices on the same footing as in pure gauge theory [62] , which we now review.
B. SU(2) invariants: Loop operators at gluonic vertices
At any gluonic site x g (x ′ andx ′ vertices for the hexagonal lattice), links emerge in three directions and can be labeled with integers p, q, r such that p < q < r:
For the 2d lattice we only ever need (p, q, r) = (1, 2, 3) ((p, q, r) = (1,2,3)) at the x ′ (x ′ ) sites like in Fig. 4 , but more (p, q, r) combinations will be used in 3d.
The attached link ends are associated with Schwinger bosonsâ α (x g , i) for i = p, q, r. From these doublets, one can form the complete set of SU(2) invariants at x g as given in (67)-(68).
• Pure gauge loop operators:
• Gauge flux number operators: N j
Above, i and j are distinct direction indices from the set {p, q, r}. It is easily seen from (67) that the L σ,σ ′ ij are redundant in their link labels. For example, L ++ 12 = −L ++ 21 . More generally, this interdependence is summarized by
To avoid this redundancy, we will usually deal only with the "cyclic" pairs ij = (pq, qr, rs).
As with matter sites, the loop operators associated with gluonic vertices form a closed commutator algebra, displayed in Table III .
C. Vertex factors and contractions
Completely migrating from the E, U , and ψ variables to LSH variables is greatly aided by furnishing a dictionary to translate spatially extended, composite operators. Since the LSH formalism isolates on-site degrees of freedom, such operators are formed by multiplying together LSH operators from the traversed vertices.
For example, when tracing out a plaquette operator (d ≥ 2) or any other spatial Wilson line or loop, one would ordinarily encounter vertex contractions in four possible forms:
with U and V being link operators attached to a given vertex). In the LSH framework, the four types of vertex contractions are naturally identified with vertex factor matrices. The four possible vertex contractions are expressed in (70)-(73), which show the appropriate factor to assign to a vertex depending on how the links are oriented relative to the "path" being traced by the Wilson line.
• RL-type traversal
• RR-type traversal
In the graphics the symbols a and b are used to refer to the harmonic oscillator doublets encountered when "flowing in" to and "flowing out" of a vertex, respectively. Therefore they make use of the following singlets:
To get a feel for how the vertex factors are used, consider an elementary plaquette in 2d pure gauge theory that follows the path x → x + e 2 → x + e 1 + e 2 → x + e 1 → x. (This corresponds to U (21) (x) from (16) .) By multiplying all vertex factors together going around the path and tracing over the leftover gauge indices, the associated loop takes the schematic form
for appropriately chosen vertex factor matrices V. Plaquette and Wilson loop operators will be constructed explicitly in Sec. V D below.
To form hopping terms and general meson strings in the LSH framework, one additionally needs vertex factors at matter sites to form the string ends:
The full meson string operator is then a path-ordered product of pure-glue vertex factors, sandwiched between two appropriate string ends. Elementary matrix multiplication of all such factors leaves no uncontracted group indices. 
D. The 2d Hamiltonian
The Hamiltonian for 2d will now be translated into loop-string-hadron operators. The essential difference from d = 1 will be the presence of magnetic energyĤ B .
The electric energyĤ E is the same as a square lattice, in the sense that contributions from all the 1-and 2direction links constituteĤ E . That is,
Note that this d > 1 expression forĤ E only involves number operators from gluonic sites.
For 1d,Ĥ M was translated in (64). The translation of H M carries over identically to d > 1:
The hopping terms inĤ I were factored for 1d in (65) and (66). The hopping terms for 2d are translated as follows: The links are naturally oriented such that a typical hopping term takes the schematic form ψ † U † U U † ψ, where the middle U comes from the original square lattice; these orientations can be seen from the cut-out of a point-split plaquette shown in Fig. 5 . In a 2d Schwinger boson framework, the hopping term in the j direction would be expanded as
. This same object is realized in the LSH framework by stringing together the vertex factors from Sec. V C. The translation of the right-hand side into LSH operators is
To express the result of matrix multiplication, it is helpful to introduce a sign function η (2d) h to carry overall signs:
Therefore, the translation into loop-string-hadron operators is
The final piece of the Hamiltonian isĤ B . The plaquette operators can be translated by following the gluonicsite vertex contractions around a plaquette as described in Sec. V C. A generic plaquette is depicted in Fig. 5 . Similar to hopping terms, the result is given in terms of plaquette signs η (2d) p stemming from the vertex contractions: 
The result is given in (83).
− tr (U (x)) → (83) σ1,··· ,σ8
E. 2d dynamics on an orthonormal basis
Following the development for 1d, we have identified all SU(2)-invariant operators and used them to express the loop-string-hadron Hamiltonian. Now we introduce a basis and factorize all loop-string-hadron operators for convenience in that basis. We then arrive at the Hamiltonian terms in their factorized form.
On-site gluonic Hilbert space
Here we summarize the local Hilbert space structure that has been studied in [62] .
The local vacant state is again characterized as a normalized state |0 xg that is annihilated by any L σ ′ σ ij carrying at least one minus sign. Acting on |0 xg , only the L ++ ij are non-zero and will build up the local loop Hilbert space. A local loop state basis can be constructed following steps in analogy to the matter sites in Sec. IV C 1. This local loop space is characterized by three independent linking numbers l ij denoting the flux flowing along three (ij) directions ((pq), (qr), and (rp)). The orthonormal basis is given by
(84) The number operators analogous to (48) are
It will also be convenient to introduce
Operator factorization
Now we will factor operators at gluonic sites in such a way that their actions in the loop basis are transparent.
We have the following normalized ladder operators:
The operator factorizations for gluonic sites are given in terms of these normalized shift operators in Table VI . These simple local loop operators, contracted together along the links consistent with the AGL (22) , reproduce the non-local loops and strings of the original theory. Moreover, these loop operators now act more like their U(1) counterparts; loop operators in U(1) theories shift E by unit increments along an infinite tower of states, but in U(1) the normalization factor is always trivial. 
Loop operator factorizations
L ++ ij =Λ + ij (Nij + 1)(NΣ + 1) (88a) L −− ij =Λ − ij Nij NΣ (88b) L +− ij = −Λ + kiΛ − jk (N ki + 1)N jk (88c) L −+ ij = −Λ − kiΛ + jk N ki (N jk + 1) (88d) ijk = pqr, qrp, or rpq
Global Hilbert space construction in 2d
As in 1d, the 2d lattice vacant state is characterized as that state on which
In 2d, we call a site x even (odd) if x 1 + x 2 is even (odd). The strong-coupling vacuum |v is then defined analo-gously to 1d:
The 2d lattice Hilbert space structure is as follows:
1. The gluonic sites x ′ ,x ′ have only loop states |l 12 , l 23 , l 31 x ′ /x ′ , being treated identically as in pure gauge theory.
2. The matter sites x have loop and quark states |n l , n i , n o , being structurally identical to sites with matter in 1d. Physical quark degrees of freedom still require an ordering in order to treat lattice basis states as tensor products: We denote the physical quark modes associated with x by
and order fermions by the map
Generalizing the 1d convention, basis states are defined to have χ † q (x)'s being applied on |0 from greatest f (q, x 1 , x 2 ) to least.
The Abelian Gauss laws along the three directions
of the hexagonal lattice are
2d dynamics of loop-string-hadron states
Matrix elements of the Hamiltonian with respect to the global basis described above are straightforward to obtain by using the operator factorizations at gluonic sites (88) and at matter sites (59) in place of the LSH operators appearing in the various parts of the 2d Hamiltonian given in (78)-(83). 
VI. 3D LATTICE WITH MATTER
The same scheme of point splitting used in 2d can be continued up to arbitrary spatial dimensionality d. As shown in Fig. 6 , point splitting in 3d results in four gluonic three-point vertices, while matter is accommodated by creating a fifth virtual site along one of the internal lines.
As in 2d, the local loop Hilbert space at gluonic vertices remains identical (three linking numbers) to the pure gauge theory. Matter is incorporated by dividing one virtual link (the 4 −4 in Fig. 6 ) into two; the Hilbert space at the virtual matter site has two string numbers and one loop number, again with the same structure used in 1d. The modified Abelian Gauss laws on the 3d lattice are (N j (x g ) − Nj(x g + e j )) |phys = 0 , (j = 1, 2, 3) (90)
The Hamiltonian for 3d has no conceptually new objects-the terms present in 2d are just more numerous. The explicit decompositions in the LSH framework do, however, have more operator factors and there is less notational symmetry shared by all three spatial directions. Below we provide a summary of the operators in the Hamiltonian of 3d SU(2) gauge theory with one staggered quark flavor.
For the interaction H I , the hopping terms are given below, using the sign factors (95)-(96).
h,j (σ 1 , σ 2 , · · · , σ 5 ) (j = 1, 2)
Turning to the magnetic energyĤ B , each plaquette trace is a contraction of LSH operators and there three orientations, displayed in Figs. 7-9. As in 2d, there are sign factors to keep track of from the vertex contractions. All three plaquette operators can be expressed using a single sign function η −tr U (12) 
VII. COMPARISON OF LOOP-STRING-HADRON AND KOGUT-SUSSKIND
From the perspective of quantum computation and simulation, the LSH framework exhibits the following benefits:
• Abelian constraints: The AGLs are the only remnant constraints in the LSH framework. A LSH basis naturally diagonalizes these constraints. Any basis state in the AGL-satisfying subspace is physically observable.
• Simple quantum numbers: The LSH Hilbert space is naturally characterized by integers. Quark quantum numbers are bounded by the Pauli principle, while loop quantum numbers (n l or ℓ ij ) can be any non-negative integer. Additionally, all elementary operators are 1-sparse in the LSH basis.
• No Clebsch-Gordon coefficients: Like the prepotential formulation, the LSH treatment avoids the need for Clebsch-Gordon coefficients. What makes the theory describe SU (2) is the available set of operators and their algebra. Establishing the same for SU(3) is the subject of ongoing work.
• Gauge redundancy in preliminary simulations: In d = 1, the LSH formulation gives a clear advantage over Kogut-Susskind in terms of qubit requirements-simulating the gauge degrees of freedom takes half the number of qubits. The qubit requirements are also less for pure gauge theory in d = 2. By bringing down the qubit costs in these cases, one can learn how to deal with the implementation of LSH structures sooner.
At the same time, there are some caveats:
• Proliferation of Hamiltonian terms: Introducing virtual links causes the hopping and plaquette terms to grow in size and number. In d = 3, the number of terms is formidable. This would pose a problem for quantum simulation methods such as Trotterization.
• Qubit costs without solving the Abelian Gauss law : During the onset of scientific quantum computing, each and every qubit is important to count. This framework would have direct benefit on qubit costs for the 1+1-dimensional theory and the 2+1dimensional pure gauge theory, and those are important to study on their own. Beyond pure gauge theory in 2d, qubit requirements of directly simulating the multidimensional LSH formulation outpace those of simulating the Kogut-Susskind formulation. However, it is possible to push the LSH framework further by actually solving the Abelian Gauss law. If this is done, then simulating the gluons will cost less qubits in any number of dimensions.
These drawbacks are resource-oriented, rather than theoretical. Given that the LSH framework is just being introduced, we can hope that novel algorithmic solutions will alleviate the practical issues.
VIII. DISCUSSION
In this paper we have provided a complete Hamiltonian for SU(2) gauge theory coupled to staggered fermions in 1 + 1, 2 + 1, and 3 + 1 dimensions. Dynamics is described in terms of physical and local observables: hadrons and segments of flux loops and meson strings. By using a staggered fermion prescription, the matter field carried only a color (no spinor) index, allowing the LSH dynamics to be formulated without unnecessary complications. Studying adaptions of the LSH framework to other fermion discretizations or to more flavors will be of future interest.
We also point out that, while the focus of this paper was limited to SU(2) for concreteness, the geometric approach makes no explicit use of the SU(2) angular momentum characterization of states or of SU(2) Clebsch-Gordon coefficients. The prepotential formulation from which this LSH formulation was derived has already been generalized to SU(3) [51] and even SU(N) [52, 53] . Generalization to SU(3) preserves the local loop Hilbert space construction, this time with two Abelian Gauss laws for every link and each of the AGLs of the same form as in SU (2) . However, finding a suitable point splitting scheme to describe the dynamics using only physical degrees of freedom is not done yet and is of significant interest to work out in the future.
We have illustrated in this paper how the present scheme translates the dynamics of all possible irreps of the gauge group into the dynamics of many local towers of states characterized by single integers. This is a major gain of this formalism over the Kogut-Susskind one. The LSH framework makes non-Abelian gauge theory dynamics more similar to that of Schwinger model by completely solving the non-Abelian Gauss law constraint. This particular formalism, which is structurally closer to U(1) gauge theories, stands to directly benefit from algorithms developed for Abelian theories.
The major price paid is the introduction of more lattice links and a new AGL on each virtual link. It turns out, however, that half or more of the bosonic degrees of freedom can be removed by solving the Abelian Gauss law. Solving the Abelian Gauss law would render the qubit cost of LSH simulation less than that of the Kogut-Susskind formulation in any dimension and will be the subject of future work. Nonetheless, even before solving the AGL, the truncated LSH framework costs less qubits than the truncated Kogut-Susskind formulation would for theories that will be important milestones along the way to three-dimensional simulations.
Combining all the above benefits, the LSH framework may take us one step closer to quantum-simulating theories that model fundamental interactions of Nature.
Appendix A: Normalizing the loop-string-hadron basis
The norm of a pure-gauge-flux state ||ℓ, 0, 0 at a matter site is readily obtained by recursion and repeated use of the fact that L −− |0 = 0. One starts with ℓ, 0, 0||ℓ, 0, 0 = 0| (L −− ) ℓ (L ++ ) ℓ |0 = 0| (L −− ) ℓ , (L ++ ) ℓ |0
The commutator is then expanded with a product rule:
All terms except the first annihilate |0 , so we have
Now, it is straightforward to show that L −− , (L ++ ) ℓ = ℓ (N L + N R + 2 − (ℓ − 1)) (L ++ ) ℓ−1 .
Evaluating the previous result then leads to 0| (L −− ) ℓ (L ++ ) ℓ |0 = (ℓ + 1)ℓ 0| (L −− ) ℓ−1 (L ++ ) ℓ−1 |0
By recursion, we arrive at 0| (L −− ) ℓ (L ++ ) ℓ |0 = (ℓ + 1)! ℓ! Thus, the states |n l , 0, 0 = ||n l , 0, 0 (n l + 1)! n l ! are normalized.
Using similar tactics, one can also show that n l , 1, 0||n l , 1, 0 = (n l + 2) n l , 0, 0||n l , 0, 0 = (n l + 2)! n l ! , which shows that |n l , 1, 0 = ||n l , 1, 0 (n l + 2)! n l ! is normalized. The remaining states can again be normalized using the same techniques and all are encapsulated by (46) . 
