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A program to rationalize the equations I:-,,& = 0 and Zf,,fi = 0 is de- 
scribed; here y, are indeterminates. Complete answers are given for these two cases, 
and for the elementary cases where the sum consists of three or four terms. The 
rationalization utilizes a family of algorithms treating the algebra of symmetric 
functions. This is the first step in the construction of a comprehensive computer 
package-SYMPACK-designed to carry out all useful manipulations of the five 
basic symmetric functions. The contents of this package, as currently envisaged, is 
given in outline. 
1. INTRODUCTION 
Let y,, i = 1,2,. . . , n, be indeterminates, and let bi = 6. Then the 
problem of the title is to convert the expression Cy=i& = 0 to rational 
form. If n = 3 or n = 4, this can be done by high school algebra, i.e., by 
repeated transpositions and squarings. The answer for n = 3 is, trivially, 
(b;’ + b; + b;) - 2(b;b; + b;b: + bib:) = 0. 
In the notation of monomial symmetric functions [l]-referred to below by 
the abbreviation “msf”-this is written as 
(4) - 2(22) = 0. 
Similarly, for n = 4 we have, after three transposition-squaring steps, 
(8) - 4(6,2) + 6(4*) + 4(4,2*) - 40(24) = 0. 
On a Cray computer, with our code (Sections 3-5), the first calculation is 
effectively instantaneous, while the second calculation requires less than 
0.01 sec. 
The reader can easily convince himself that the elementary method does 
not work for n > 4; for higher n it is essential to use symmetric function 
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algebra. If X t p (“A is a partition of p”), the standard notation for an msf 
is k, [6]. For any n, the answer to the problem is of the form 
where the cx are partition-indexed constants, and the sum runs over all 
partitions of 2”-’ into m even parts, m I n. These partitions uniquely 
determine the k,, and can easily be assembled in advance with an ap- 
propriate partition-generating subroutine; all the labor consists in finding 
the coefficients cx. For n = 5, there are 18 such partitions; with n = 6, 
there are 136. The solutions to these problems were found on a Cray in 0.15 
and 28 sets, respectively. For n = 7, there are 2400 different kA in the 
answer. A crude estimate indicates that several hours of Cray time would be 
required to solve this case. The effort does not seem warranted at present. 
2. THE SYMPACK PACKAGE 
The five basic symmetric functions in n variables are 
(1) The elementary symmetric functions a,, r = 1,2,. . . , n. 
(2) The monomial symmetric functions (msf) k,. 
(3) The complete homogeneous symmetric functions h, = C,, rkp, 
r = 1,2 9*--P n. 
(4) The power-sum symmetric functions s, = C:,Ix,!‘, r = 1,2,. . . , n. 
(5) The Schur functions ex. 
The first four symmetric functions are defined in [l], and we shall repeat 
the definition of the msf later in the paper. The Schur functions, which are 
not dealt with in [l], will be defined below. We note that two of these 
functions are indexed by partitions while the other three are indexed by 
integers. These three symmetric functions can be generalized to partition- 
indexed quantities as follows. Let A = (hi, X,, . . . , X,), Ci”,ihi = p. Here it 
is understood that the Xi are,in descending order and that the trailing terms 
can be zero. Making the convention that a symmetric function with a zero 
subscript equals unity, we can define the products 
n 
h, = l-h,, 
i=l 
QA = ,I!&+ 
n 
$A = r-h,. 
i-l 
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In the notation of [6], let A,, be the set of all homogeneous symmetric 
functions of weight p in an infinite number of indeterminates yi, y,, . . . . 
A, has the structure of a vector space; its elements are formal expressions 
in the yi. With X I- p, the sets a,, h,, k,, sA, and e, are all bases for this 
vector space. Taking k, as the principal basis, ah, h,, and eh are integral 
bases in the sense that they can be obtained from k, by a linear transfor- 
mation with integer matrix elements. (sh, however, is not an integral basis 
in this sense.) Reference [l] contains, among other things, tables giving the 
coefficients in these linear relations up through weight p = 12. It is one of 
the principal aims of SYMPACK to replace such tables by appropriate 
algorithms. The main tool needed here is a family of subroutines which 
efficiently perform algebraic operations on msf’s. We have written such 
routines and have used them to solve the rationalization problem described 
in Section 1. 
The Schur functions seem, at first sight, to present a more difficult 
problem. They are linearly related to the msf’s by the expression 
where the Kxp are nonnegative integers discovered in the last century by 
Kostka, after whom they are sometimes called. The matrix K is upper 
triangular with l’s on the diagonal, and has a direct combinatorial defini- 
tion (cf. [4, 6,7]). Unfortunately, the direct calculation of its entries must be 
done recursively on the weight p. Littlewood, however [3, p. 901, has given a 
relatively simple method of calculating K-‘, i.e., the matrix expressing the 
monomial symmetric functions in terms of the Schur functions. Since it has 
the same structure as K, it is easily inverted. This would seem to be the 
preferred method for calculating K. It should be mentioned that 
Macdonald [4] has written the relations between all the basic functions in 
terms of K and another, simple (0,l) matrix. In view of Littlewood’s 
algorithm, it is likely that Macdonald’s relations [4, p. 561 provide the most 
efficient scheme for replacing symmetric function tables by computer al- 
gorithms. 
In solving combinatorial problems, it is frequently necessary to find the 
(integer) coefficient of some algebraic expression in the expansion of a 
complicated function. Problems of this sort often arise in applying Polya’s 
theorem; a well-known example is the enumeration of linear graphs with a 
given number of points and lines [8]. Many such problems can be for- 
mulated explicitly in terms of symmetric functions. A few examples are 
given in [l]; many others may be found in [5]. Finding the required 
coefficient, however, can be very time consuming. We hope that 
SYMPACK can be designed to be of real help in these situations. 
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In addition to symmetric function manipulation, SYMPACK will contain 
subroutines for obtaining many well-known combinatorial numbers. For 
example: Stirling numbers (both kinds), multinomial coefficients, Euler and 
tangent numbers, Eulerian numbers, central factorial numbers (both kinds), 
Bernoulli numbers, power-sum coefficients, symmetric group characters [7], 
covering numbers, Andre numbers, and several less familiar integer sets. 
Because these integers can become very large, we shall have to include 
well-designed multiprecision routines. Apart from this, most of these num- 
bers can be gotten essentially “for nothing” since they satisfy relatively 
simple recurrence rules. 
3. ROUTINES FOR MULTIPLICATION OF SYMMETRIC POLYNOMIALS 
An algorithm, presently called MULTl, is the principal tool in our Cray 
solution of the rationalization problem described in Section 1; it calculates 
the product of two symmetric polynomials. MULTl depends on another 
subroutine, MULT, which multiplies two msf’s to produce an ordered 
polynomial product. MULT makes use of the subroutine ORDER, which 
rearranges the separate terms of any msf in antilexicographic order. The 
subroutine ORDER1 does the same thing for the product of two symmetric 
polynomials. Other useful routines are: 
1. Logical function routines for comparing partitions. For example, 
EQ(h, p) yields the value True when X = p, and False otherwise. 
2. A subroutine ADD which forms a linear combination of two 
symmetric polynomials. 
3. A function NUMTERM which gives the number of distinct terms 
in a specified msf. 
4. A double precision function XMNC for calculating multinomial 
coefficients as double precision constants. 
5. Program PN. This calculates the number p(n) of partitions of n for 
1 I n I 405. (Note: ~(405) consists of 19 digits, which is approximately 
the limit for Cray single-precision integer arithmetic.) 
6. Program PNM. This calculates the number p(n, m) of partitions of 
n into not more than m parts, 1 I n I 405. 
7. In addition to the above, there are subroutines for generating the 
actual partitions required, and for permuting sets of numbers with repe- 
tition. In both cases, we work with sets of fixed length, filling out the extra 
slots with zeros. 
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At present, this summarizes the makeup of SYMPACK. An updated 
report should be available in 1987. 
4. SOLUTION OF THE RATIONALIZATION PROBLEM 
Preliminary Constructions 
We present these preliminaries in the form of three Problems, with their 
solutions. The basic quantities used are variables bi, i = 1,2,. . . , n, and a 
family of sum variables x,, 
xrn = fb, & b, + --- +b,, 1 I m I 2”, (1) 
where each siibscript m corresponds to a particular choice of sign assign- 
ments to the bi. For example, we take m = 1 to be the case with all signs 
positive: 
x1 = b, + b,+ --. +b,. (2) 
PROBLEM I. Construct a polynomial F(x) of minimal degree in a 
variable x such that 
1. The coefficients of the polynomial are rational functions of the y,, 
and hence rational functions of the squares of the bi. 
2. x = xi is a zero of the polynomial. 
THEOREM 1. For Problem I, the minimal degree N of the polynomial is 
2”, and the function itserf is de$ned by 
F”(x) = mj(x - xm). (3) 
Moreover, F”(x) can be written as an even function of x: 
F”(x) = XN + c*xN-Z + * * * +c,-,x2 + CN. (4) 
Proof. (a) F”(x) as defined by (3) is invariant under change of sign of 
any subset of the bi, as is clear from (1). Moreover, any such set of sign 
changes is a permutation of the set {xi}, 1 I i I 2”. If xi is a zero of F(x), 
so are all the other xi. Thus, the degree of F(x) is at least N = 2” (and 
hence exactly 2”). Further, x + -x is equivalent to a change of sign of all 
the bi. This implies that F(x) = F”(x) is an even function of x. 
(b) The product (3) has xi as a root. It is also invariant under 
bi + - b, for any given i. This implies that F”(x), and each coefficient c,, 
is an even symmetric polynomial in the b,. 
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PROBLEM II. Construct a multinomial C”+i(b,, b,, . . . , b,,+l) of minimal 
degree which is even in each bi and such that xi = b, + b, + . - . + b,,, 1 is 
a factor. 
THEOREM 2. The solution to Problem II is the polynomial F”(b,,+,). 
Proof: There are now 2”+’ variables xi of which the first 2” have the 
addend + b,, + 1 while the last 2” have the addend - b,,, 1. Each xi in the 
second set is the negative of some xi in the first set. By construction, the xi 
in the first set are linearly independent. Therefore, apart from a constant 
factor, 
CR+‘(bl, b2,..., bn+l) = n(b,+, IL b, If: b, f  .-a fb,); 
note that the product has 2” terms. It follows that if F”(x) is the solution 
to Problem I, then 
C”+‘(bl, b*,..., bn+l) = F”@n+l) 
is the solution to Problem II. 
PROBLEM III. Given the solution of Problem I in the form (4), where the 
c, are symmetric polynomials in the b,, 1 s i I n, compute F”(b,,+,) as a 
symmetric polynomial in the bi, 1 I i I n + 1. 
To solve this problem, we first define the “extension” of an msf by a 
nonnegative integer. Let 
c= (Cl& )...) C”) = Cxf’xp *** x:, 
P 
where the sum goes over all distinct permutations P of the xi. (This is the 
basic definition of an msf if the ci are considered to be a partition of some 
integer M, e.g., Xci = M. In this case, the ci are ordered antilexicographi- 
tally, with zero parts allowed.) The extension c”” of c by m is defined to be 
c”” = (cl,c2 ,..., cn,m) = CxfLxp -a. x~x,“+~. 
P 
We call E” an “allowed” extension by m if c, 2 m. Note that extension 
by zero is always allowed. 
Let S be a symmetric polynomial in n variables, i.e., a sum over msf’s in 
n variables. Let “the extension of S by m” be the sum of all the allowed 
extensions of the msf’s in S, with the same coefficients, where msf’s 
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whose extensions are not allowed are dropped from the sum. Then 
C”+‘(bl, b,, . . . , b,+& expressed as a sum of symmetric polynomials, is 
given by 
N/2-1 
p+l = 
C zN-*i(c*> c*I.**Y c,>2i)> (5) 
i=O 
where each cNN-2i is an extension of cNmZi by 2i, as defined above. Each of 
the monomials that make up F”(b,+,) will now be accounted for in 
precisely one of the allowed extensions in the sum (5). 
NUMERICAL EXAMPLE. Let n = 5, n + 1 = 6, 2” = N = 32. Then 
cN = ‘32 has 101 (= p(16,5)) terms, all extensible. 
‘N-2 = ‘30 has 84 (= p(15,5)) terms, of which 30 have their fifth 
element equal to 2, 4, or 6, and hence can be extended by 2. 
‘N-4 = c28 has 70 (= p(14,5)) terms, of which five have their fifth 
element equal to 4, and can be extended by 4. 
cN-6 = ‘26 has no terms for which extensions by 6 are allowed; such 
terms would have degree of at least 5 x 6 = 30, obviously impossible in c26. 
Adding up the allowed extensions, we see that C6(b,, . . . , be) contains 
101 + 30 + 5 = 136 msf’s. 
The results of the three problems discussed above make it clear that the 
formal solution to the rationalization problem is 
or, setting b, = fi, 
C”(b,, b,, b,, . . ., b,,-,) = 0. 0) 
Thus, the key task in obtaining the explicit solution is to compute the 
coefficients czm, 1 I 2m I N of (4) for the case of n - 1 variables, N = 
2”-1. 
Note. W. A. Beyer and L. Heller of this Laboratory have used the 
symbol manipulator program MACSYMA to solve the rationalization 
problem with n = 5, starting with (6) above. The running time (on a Vax) 
was several hours. With n = 6, the problem apparently could not be solved 
in this manner. 
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5. EXPLICIT CALCULATION SCHEME FOR THE RATIONALIZATION 
PROBLEM 
A. Using the variables xi given by (1) and (2), we define the power-sum 
symmetric functions 
2” 
Sk = xx;, k = 0,1,2... 
i=l 
k! 
k1 + = com$k,., k,!Q . . . k,! $bbl) (-b2)k” **’ (fb,)k”, 
where the first sum runs over all compositions of k into n parts including 
zero parts. 
In the second sum, 
$(*by = 2(bj)k’ 
for ki even and zero for ki odd. Consequently, Sk = 0 for k odd. Therefore 
we have 
(2m)! 
S2m = 2npatE,nj (2m,)!(2m2)! . . . (2m,)! q(m)’ 
where (a) the sum goes over all partitions of m into n parts including zero 
parts, ad (b) ( 1 m is a partition of m into not more than n nonzero parts, 
and q(m) is an msf in the variables b?. In other words, 
q(m) = ~(b,)2”‘(b2)2”2 ..a (bn)2mn, 
P 
where, as usual, the sum is over all distinct permutations of the bi. This 
gives s2m as a symmetric polynomial in the bf. 
B. We now use a familiar procedure to calculate, in terms of the .rZm, the 
coefficients of F(x) = F”(x), given by the expression (4). First, 
F’(x) 1 
xT(iy 
= x-$og F(x) = xc - = 
; x-xxi 
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TABLE I (n = 5) 
Coefficient 
1 1 16 
2 -8 14 2 
3 28 12 4 
4 40 12 2 2 
5 -56 10 6 
6 -12 10 4 2 
1 -176 10 2 2 2 
8 70 88 
9 40 862 
10 36 844 
11 344 8422 
12 -152 82222 
13 16 664 
14 -416 6622 
15 -212 6442 
16 928 64222 
17 2008 4444 
18 -1520 44422 
Partition 
with s0 = N. On the other hand, 
F’(x) NxN + (N - ~)c,x~-~ + . . . +2c,-,x2 
xF(x)= XN + c2xN-2 + * * * +c, 
N + (N - 2)c2/x2 + -.- +~c,-Jx~-~ 
= 
1 + c2/x2 + * * * +c,/xN . 
Equating these expressions, clearing fractions, and equating powers of x, 
we obtain the recurrence relations 
-2c, = s2 
- 4c, = sq + s2c2 
- 6c, = se + sqc2 + s2cq 
- NC, = sN + sNe2c2 + sNm4c4 + . . - +s2cNe2. 
The final answer can then be computed easily by means of (5). The 
answers for n = 5 and n = 6 are given in Tables I and II, respectively. In 
each case, the coefficient is given first and the partition of 2”-’ into even 
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TABLE II (n = 6) 
Coefficient Partition Coefficient Partition 
1 
2 
3 
4 
5 
6 
I 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
21 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
1 
-16 
120 
208 
-560 
-1232 
-2272 
1820 
4368 
5544 
11248 
19360 
-4368 
- 10192 
- 14112 
- 33472 
- 45792 
- 72000 
-1 90336 
8008 
16016 
21560 
67408 
23520 
1 09088 
1 52768 
1 67760 
2 00672 
6 65408 
- 11440 
- 16016 
- 18480 
- 99616 
- 19600 
-166000 
-202400 
-1 90400 
-3 60288 
-3 45152 
-8 29824 
-2 61792 
-21 66720 
12870 
6864 
5544 
1 17744 
5040 
32 69 -615040 14 10 4 2 2 
30 2 70 42 64192 14 10 2 2 2 2 
28 4 71 - 52000 14 8 82 
28 22 12 -6 94592 14 8 64 
26 6 73 -1 71968 14 8 622 
26 42 74 5 46112 14 8 442 
26 222 15 -26 91200 14 8 4222 
24 8 76 -12 56704 14 6 66 
24 62 77 9 24928 14 6 642 
24 44 78 -14 75712 14 6 6222 
24 422 19 -7 96544 14 6 444 
24 2222 80 -46 56384 14 6 4422 
22 10 81 -159 54048 14 4 4442 
22 82 82 784 12 12 8 
22 64 83 - 21056 12 12 6 2 
22 622 84 5 42304 12 12 4 4 
22 442 85 6 81680 12 12 4 2 2 
22 4222 86 -61 67168 12 12 2 2 2 2 
22 22222 87 672 12 10 10 
20 12 88 - 14816 12 10 8 2 
20 10 2 89 3 00864 12 10 6 4 
20 84 90 3 92064 12 10 6 2 2 
20 822 91 -3 40800 12 10 4 4 2 
20 66 92 8 92032 12 10 4 2 2 2 
20 642 93 2 692% 12 8 84 
20 6222 94 3 53184 12 8 822 
20 444 95 15 53856 12 8 66 
20 4422 96 - 18880 12 8 642 
20 42222 91 90 08512 12 8 6222 
18 14 98 -56 22880 12 8 444 
18 12 2 99 6 19360 12 8 4422 
18 10 4 100 -79 13216 12 6 662 
18 10 2 2 101 43 54688 12 6 644 
18 86 102 47 87968 12 6 6422 
18 842 103 62 96960 12 6 4442 
18 8222 104 1253 37024 12 4 4444 
18 662 105 - 10944 10 10 10 2 
18 644 106 1 11456 10 10 8 4 
18 6422 107 1 54688 10 10 8 2 2 
18 62222 108 -15 78624 10 10 6 6 
18 4442 109 -11 43168 10 10 6 4 2 
18 44222 110 -84 56448 10 10 6 2 2 2 
16 16 111 110 70528 10 10 4 4 4 
16 14 2 112 13 09056 10 10 4 4 2 2 
16 12 4 113 -10 15264 10 8 86 
16 12 2 2 114 -8 37664 10 8 842 
16 10 6 115 -52 69696 10 8 8222 
48 1 58544 16 10 4 2 116 65 72928 10 8 6 6 2 
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TABLE II-( Continued) 
Coefficient Partition Coefficient Partition 
49 1 67904 16 10 2 2 2 117 -30 99456 10 8 644 
50 4900 16 88 118 -31 58912 10 8 6422 
51 1 75600 16 862 119 46 30336 10 8 4442 
52 5 14008 16 844 120 -43 06116 10 6 664 
53 4 76432 16 8422 121 -87 48544 10 6 6622 
54 -8 45216 16 82222 122 12 83968 10 6 6442 
55 659040 16 664 123 -1083 85152 10 6 4444 
56 6 05760 16 6622 124 61 73656 8 8 88 
51 - 98400 16 6442 125 -92 93920 8 8 862 
58 33 72480 16 64222 126 176 83728 8 8 844 
59 9 78192 16 4444 127 319 33024 8 8 8422 
60 52 88544 16 44422 128 -22 16384 8 8 664 
61 2112 14 14 4 129 -56 01920 8 8 6622 
62 -1 22496 14 14 2 2 130 -354 78080 8 8 6442 
63 1344 14 12 6 131 1216 44256 8 8 4444 
64 - 65856 14 12 4 2 132 103 30368 8 6 666 
65 - 63360 14 12 2 2 2 133 488 69120 8 6 6642 
66 1120 14 10 8 134 241 65824 8 6 6444 
61 - 54656 14 10 6 2 135 -3333 74464 6 6 6662 
68 -5 52384 14 10 4 4 136 -489 53856 6 6 6644 
parts characterizing the corresponding monomial symmetric function sec- 
ond. These partitions, labeled 1 to ~(2”-~, n), are given in antilexicographi- 
cal order. The data were printed directly from the machine output to avoid 
transcription errors. 
6. GENERALIZATION TO SURDS OF OTHER ORDERS 
We indicate briefly, by way of an example, how our rationalization 
procedure might be extended to more general sums of surds. 
PROBLEM IV. Let b, = G, b, = z, b, = &. Find the polynomial 
of minimal degree that is a rational function of y,, y,, y3, or equivalently, a 
rational function of b:, b:, b:, that vanishes when b, + b, + b, = 0. 
Outline of Solution. Let wi, 1 s i I 3 be the roots of’x3 = 1, and let yk, 
1 I k s 5 be the roots of x5 = 1. Then the formal solution is F(bl, b,, b,), 
J’(blv b2, b3) = n (mibl + Wjb2 + YkbJ), 
i,j,k 
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where the product is over all independent choices for oi, wj, yk, and thus 
contains 45 factors. Because of the special properties of roots of unity, 
relatively few terms survive in the expansion of this product, and 
F(b,, b,, b,) consists of 18 terms of the type 
[ ( b,)3”1( b2)3n2 + ( b,)3”2( b2)3n’] ( b3)5n3, 
with total weight equal to 3n, + 3n, + 5n, = 45. There is a rapid increase 
of complexity as more general sums of surds are considered. To deal with 
them, the routines described above for manipulation of multinomials would 
have to be extended to partially symmetric and nonsymmetric functions. 
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