This paper attempts to build a classification model according to the research products created by those institutes and hence to design specific evaluation processes. Several scientific input/output indicators belonging to 109 research institutes from the Spanish National Research Council (CSIC) were selected. A multidimensional approach was proposed to resume these indicators in various components. A clustering analysis was used to classify the institutes according to their scores with those components (principal component analysis). Moreover, the validity of the a priori classification was tested and the most discriminant variables were detected (linear discriminant analysis). Results show that there are three types of institutes according to their research outputs:
Introduction
Research activity is affected by multiple variables that influence the success of their results. The disposal of human and economic resources determines the quantity and quality of the research products. Moreover, the different types of results (publication, patents, thesis, etc.) are examples of different type of researches. Thus, applied sciences create patents which contain detailed description of inventions, while the humanities need books which permit the expression of textual criticism and speculative and discursive reasoning. Disciplines with a rapid obsolescence tend to use fast communication media such as the proceeding papers (Line, 1970) . This involves assessing the scientific research according to multiple output indicators which express the different activities of each research discipline (Martin, 1996) .
The assessment exercises are based on a reward system in which the results obtained by a research unit are valuated for a research institution through a qualitative (peer review), quantitative (scientometric assessment) or mixed approach . However, one of the most important challenges of a research evaluation system is to value or quantify the importance of each scientific result in the context of the multidisciplinary organizations. In European research councils, such as CNRS, CNR or CSIC there are specialized institutes in all spheres of knowledge whose research outputs considerably differ one from another.
We think that before measuring the value of each output, it is necessary to identify the research institutes by their common research results, and then to classify them in different profiles which allow the application of specific assessment exercises. This paper attempts to build a classification model according to the research products created by those institutes and in this way to design specific evaluation processes.
Related Research
Several papers have addressed the statistical and automatic classification of research units (scholars, institutes, universities, etc.) using R&D indicators. One of the first works was developed by Giese (1990) . He used principal component and discriminant analysis to rank German universities according to input indicators (staff, funding).
Discriminant analysis was also used by Coccia (2004; 2005) to classify research institutes in high and low performance. He analysed a set of different indicators such as training courses, publications, staff, etc. Ramani (2002) classified the Indian biotech firms according to their expenditure, publications, staff and other variables, using principal component analysis. Tagarelli et al. (2004) proposed data mining techniques for classifying research centres according to their publications, European projects and patents. However, their results are more focused on the reliability of the model rather than on the validity of the obtained classes. Tikoria et al. (2009) used analytics hierarchy process to measure the performance of the R&D organizations in India.
Other studies have used partial approaches based mainly on bibliometric data in order to classify journals (Schubert and Braun, 1996) , articles in thematic categories (Glänzel and Schubert, 2003) , authors by their publications and citations (Zhou et al., 2007; Harris and Kaine, 1994) , article-related indicators according to the features they measure (Bollen et al., 2009) , research institutes by their publications (Chen and Liu, 2006; Thijs and Glänzel, 2008) and to build thematic maps from bibliographic data (Polanco et al., 1998) .
Objectives
This paper attempts to build a classification model according to the research outputs produced by the 109 research institutes of the CSIC and in this way to design specific evaluation processes for each group. Methodologically, we intend to answer the following questions:
• Is it possible to implement a statistical method in order to classify research centres according to R&D indicators?
• How many classes would be found and according to what?
• What indicators would characterize those classes?
Methods

Data
Several indicators were used to characterize each research institute. These data were obtained from an internal assessment exercise, which quantitatively measures the achievement of research objectives previously defined each year. This study contains the accumulated results from 2005 to 2008. We have selected this time period because there are fluctuations in the research activity of the institutes each year due to the variability of their resources (economic, human, etc.) . This process measured the research activity of 109 research institutes through 13 indicators grouped in four thematic blocks (see Table 1 ). The distribution of the research resources (incomes by projects and contracts) and results (publications, patents, books, etc.) do not follow a Gaussian distribution but a power law (Katz, 1999) . Thus, few institutes produce the large majority of the CSIC results. This is due to a size effect, in which the largest institutes produce more results than de other ones because they also gather more resources. Then we divided their outputs by the total number of scientific and technical personnel -it does not include administrative staff. These new variables are now Gaussian and they do not show a size effect.
Statistics
Three statistical techniques were used to create a classification method of research centres. The Principal Component Analysis was firstly used to extract the principal components that resume the information of the 13 indicators. Next, a cluster analysis leads to a priori classify the institutes according to their scores in the obtained components. Finally, the Linear Discriminant Analysis was used to test the a priori classification done by the clustering technique and to identify which variables are the most important to differentiate between groups. This procedure was previously used by Giese (1990) and Coccia (2004; 2005) , although they do not use the clustering technique to previously classify the observations.
Principal Component Analysis
The Principal Component Analysis (PCA) (Pearson, 1901; Hotelling, 1933 ) is a multivariable technique related with the factor analysis. The aim of the PCA is to reduce the dimension of p variables to a set of new variables (principal components) which contain the highest amount of information from the previous variables. It is desirable that all variables are well correlated between them, because this is symptomatic of redundant information and therefore a lower number of new variables (components)
will be necessary to explain the model. These components are uncorrelated between them, because the fist one has the highest amount of information, the second one has the information that the previous does not contain and so on.
These components are interpreted according to their correlation with the previous variables, because they contain part of the information of the original variables. Thus, these components allow us to plot the observations in a new reduced space and to see how the variables are related with the institutes. To simplify the component structure and therefore to make its interpretation easier and more reliable, it is usual to apply rotations to the components, Varimax, which was developed by Kaiser (1958) , is the most popular rotation method; because it makes that each component represents only a small number of variables.
Agglomerative Hierarchical Clustering
The Agglomerative Hierarchical Clustering (AHC) (Sneath and Sokal, 1973 ) is a method of cluster analysis which intents to build a hierarchy of groups. The agglomerative one starts with a similarity matrix in which each element shows a similarity degree regarding the other ones. Then a linkage method is successively jointing elements, creating a bunch of clusters called Dendrogram. A cut-off point is selected to identify the most important clusters from the tree plot.
Linear Discriminant Analysis
The Linear Discriminant Analysis (LDA) (Fisher, 1936 ) is a statistical method that comes from the multiple regression analysis and its principal objective is to obtain several classification functions that classify an observation in a set. The LDA starts from a set of continuous variables, which are grouped according to a categorical variable (the classification criterion). It selects the variables that more clearly separate those groups and creates several linear classification functions that reclassify the observations. The method compares the new classification with the previous one as a way to test the model. Finally, the LDA enable us to assign new observations to the groups through the classification functions.
Software
We used several statistical software packages to develop different statistical methods
and to obtain several graphical outputs. SPSS 17 was used to calculate the LDA, while
XLStat 2008 was used to calculate the PCA. XLStat was mainly used due to its graphical outputs, much better than the SPSS ones. SPSS was used to develop calculi not included in the XLStat 2008 software, i. e. the insertion method in the LDA. XLStat was also used to calculate the clustering analysis and to visualize the tree plot.
Results
Principal Component Analysis
As we said before, PCA was firstly used to extract the principal components and to a priori classify the institutes according to their scores in those components. Three components were obtained with a variance of 30.67% to the first one, 27.08% to the second one and 13.24% to the third one, being a cumulate variance of 70.99%. Public R&D Contracts and Spin-offs variables were rejected from the model due to their low correlation with the three first components. They highly correlated with the F4 and F5, respectively. However, to also consider these factors would produce an excessively complex model. 
Agglomerative Hierarchical Clustering
Once obtained the principal components and named them according to their correlations, each institute was a priori classified through the AHC. This mix procedure is widely used in different disciplines such as Chemistry (Michel and Jeandenans, 1993) , Computing (Lin et al., 2007) and Medicine (Modlin et al., 2009) . A similarity matrix was built from the scores of each institute in the PCA. This lets us to group institutes that are closer to a component or other one. Cosine similarity measure was used because it is sounder to non-parametric variables. The linkage method used was the Average Linkage. This method is computed as the average distance between objects from the first cluster and objects from the second cluster. The resulting dendrogram (Figure 2 ) shows three defined groups that fit with the three PCA components. The truncation was automatically set-up by the statistical software which shows a high cutoff (similarity>0.25) and the identified clusters show solid differences. Although the dendogram shows more sets at a higher level, these are not differentiated by the LDA because the proportion of misclassified increases and it does not found discriminant variables (Martinez and Kak, 2001 ). This is because some of these groups are set up by multiples fuzzy characteristics that the LDA does not achieve to differentiate. Thus, the institutes in the green cluster are observations that have high scores with the "Technological" component, while the institutes of the pink cluster are related to the "Scientific" one and the brown set with the "Humanistic" one. This allows us to class a priori each institute in one of the three groups (Technological, Scientific and Humanistic). 
Linear Discriminant Analysis
Next, we used the LDA to test the a priori classification, to observe the most discriminant variables and to obtain the discriminate functions as well. Since there are three groups to test, the model found two discriminant functions to separate the groups.
We have used a stepwise discriminant method to select only those variables that have discriminant power, rejecting the redundant variables or with a low discriminant factor.
The Wilks' Lambda method was used because is the most extended and it minimizes the Wilks' Lambda value. This is because the lower is this value the higher is the Table 3 . Coefficients of the discriminant functions (standardized) and Materials Science and Technology (77.8%). We also observe that there are Areas that share out their institutes between "Scientific" and "Technological" groups. This is the case of Agricultural Sciences (55.6%; 44.4%), Chemical Science and Technologies (40%; 60%) and Natural Resources (55%; 40%). It is interesting to notice that the 5.3%
of Physical Science and Technologies institutes (1 institute) is classified as "Humanistic". This is an astrophysical observatory which has an above average of non-ISI publications, mainly articles published in their own journal.
Discussion
The main objective of this work is to present a statistical classification method which allows to describe the principal features of the research institutes and to group them in solid sets. The obtained results reinforce the suitability of the method because it detects three differentiated classes: Humanistic, Scientific and Technological. These groups were corroborated by the PCA, founding three components; by the AHC, showing three sets from those components; and by the LDA, testing those groups with an 86% of correct classified and founding their respective discriminant functions. It is interesting to note that these institutes are classified in those classes according to their scientific outputs, while their inputs do not make possible to differentiate them. This allows us to argue that these institutes may share the same type of funding (projects, public or private contracts, etc.), but they produce differentiated products. Although the PCA and LDA have been profusely used in Scientometrics (Giese, 1990; Coccia, 2004; 2005) , they were used to rank research units detecting groups of high or low performance.
However, this work does not expect to present a new ranking method but to evidence that there are research institutes which produce different outputs and then they cannot be compared or ranked together. They have to be assessed in a separated way, according to their research outputs and their particular research performance. Moreover, we consider that some research rankings make mistake comparing research units without distinguish between technological institutions oriented to patent production or humanistic institutions centred in book edition. Furthermore, these rankings are just based on bibliographical databases (Thomson-ISI, Scopus) which use indicators related to a unique scientific result: research articles. We think that to base the research assessment on only published papers could show an unrealistic view of such complex activity (Van Raan, 2005) .
This argument fits with Martin (1996) who defends that the research evaluation must be done from a multidimensional scope which assesses the multiple results that the research activity is able to produce. Thus, if we just consider ISI publications as only indicator, the best valued institutes are those that only publish ISI papers, while institutes focused on patenting or publishing books are underestimated. For instance, this is the case of the ITQ, a prestigious chemical institute which licenses the 18.5% of the CSIC's patents, but it only contributes the .9% of the ISI papers; or the case of the IH with the 10.1% of books but a .3% of ISI publications. These examples show that the bibliometric indicators are good if they describe research areas where the scientific publication is the principal output of their activity (Giese, 1990) , but in areas where the publications are in no way the only product of research, bibliometric indicators have to be carefully used (Skoie, 1999) . Our results allow us to claim that those indicators can only be used in evaluation processes if they come with other non Thomson-ISI or Scopus based indicators such as published books and applied, licensed or granted patents.
Results allow us to improve our evaluation exercise as well:
• Defining three types of evaluation models for each group of institutes.
• Distinguishing between proceeding papers and other non-ISI publications, avoiding the misclassification of the Computing institutes in "Humanistic" institutes
• Putting more attention on the output indicators than the input ones.
Conclusions
The obtained results enable us to claim that the principal component analysis is a suitable tool to reduce R&D activity indicators to different components and the agglomerative hierarchical clustering a reliable classification method of observations according to the principal components. We can also state that the discriminant analysis has been a proper method to validate the a priori classification and to identify the most discriminant variables that make possible to classify the research institutes. These statistics allow us to build a robust methodology to characterize research units according to their research inputs/outputs. Regardless of the results, the principal advantage of this method is that does not allow to classify research institutes but also other research elements such as researchers, organizations and countries, being an important tool to the improvement of research units assessment.
Three classes of research institutes have been found: Humanistic, Scientific and
Technological. These classes are defined from the characteristic research products of each institute. Thus, a "Scientific" institute is one which mainly publishes ISI papers, a "Humanistic" is one that mainly publishes books and non-ISI publications and the "Technological" ones are those which produce patent applications. Obviously, the importance of these results are not that certain institutes produce particular outputs but that this method has identified three classes and hence makes possible to design different evaluation models focused on their principal research outputs. We conclude that this method permits to build more precise research assessment exercises which consider the varied nature of the scientific activity. 
