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1. INTRODUCTION 
For the first-order quasi-linear hyperbolic systems in two independent 
variables, the initial value problem with smooth initial conditions has been 
studied by many authors and it is well known that in general smooth 
solutions only exist locally. The boundary value problem is more important 
in practice [l-3], but information about it is yet incomplete, especially for 
the free boundary value problem, the solutions of which may contain shock 
waves, contact discontinuities, etc. So it is worthwhile to carry out a 
systematic research program on this subject. 
Since the initial value problem can always be solved, it is only necessary 
to solve the problem on an angular region R(6) = {(t, X) IO Q t < 6, 
x,(t) <x 4 x2(t), x,(O) = x2(O) = O}. There are many cases: the boundary 
curve may be fixed or free; the boundary curve may be a characteristic curve 
or not; some characteristic curves may enter into the region from the origion 
or not; some free boundary curves may enter into the region from the origin 
or not; etc. Among all possible situations, the simplest one is when the 
boundary curves are fixed straight lines and there is no characteristic curve 
entering into the region from the origin. This problem is called the typical 
boundary value problem. The statement of this problem is 
t &j(t, x, u) 
( 
2 + A,@, x, u) x 8% _ 
I=1 > 
- Pl(C x9 u) (I= l,..., n), (1.1) 
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onx=t, u, = G,(t, us> (r = l,..., m; s = m + l,..., n), (1.2) 
onx=O, u, = G,(t, u,) (1.3) 
where we assume that 
(1) at the origin ZJ = (ul} can be determined uniquely from the 
boundary conditions (1.2) and (1.3). Without loss of generality it can be 
assumed that u = {0} at the origin and 
cj G C[j(Ov O9 O> = 6,, 
where 6, is the Kronecker symbol. 
(2) The following conditions hold: 
np<o<1<n; (I = l,..., m; s = m + l,..., n), 
(1.4) 
(1.5) 
where 
ny = A,(O, 0 O) (l= l,..., n). (1.6) 
Introducing the following matrix (called the characterizing matrix of the 
problem) 
o= gyO,O) = ( 4 0 z ((40) 4 1 ( r, p = i,..., m; 1 3 (1.7) i z (0,O) 0 s, q = m + l,..., n P 
it has been proved [4] that if the minimal characterizing number of 0 
I@lmin= 
y=diag(y,,...,y,) “@‘-” 
inf 
YifO 
= inf max ,I, f~(O,O)~ < 1, 
=I 
(1.8) 
y=diag(yl,..., yn) i= I. . . . . n 
YifO 
i J 
and if &, A,, ,u! and G, (1, j= l,..., n) belong to C’ with respect o all the 
arguments in the considered region, then there exists a unique C’ solution on 
R(6) = {(t, x) ( 0 < t < S, 0 <x < t}, where 6 is suitably small. 
By means of a suitable transformation of independent variables, it has 
been proved [5,6] that the local solvability of all other kinds of boundary 
value problems mentioned above can also be solved in a similar way. 
The preceding condition of local solvability can be applied to many 
problems in hydrodynamics (cf. [4-7]), but it is only a sufficient one, not 
necessary. In this paper we shall consider the boundary problems for the 
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quasi-linear hyperbolic systems in the class of sufficiently smooth functions 
and give a necessary and sufficient algebraic condition which improves the 
preceding results and can guarantee the local solvability of sufficiently 
smooth solutions for all kinds of boundary value problems mentioned above. 
This condition implies that at the origin all the derivatives of the solution 
can be uniquely determined from the hyperbolic system and the boundary 
conditions. Henze, we can also use Taylor’s expansion to obtain an approx- 
imate solution of the boundary value problems. 
In Section 2, we discuss at first the typical boundary value problem. Then 
we consider all other kinds of boundary value problems in Sections 3-6. 
Finally, as an important application of the obtained results, in Section 7 we 
shall prove the local solvability for the discontinuous initial value problem of 
the one-dimensional system of hydrodynamics (for non-isentropic flows) 
without the assumption that the initial amplitude is small. This generalizes 
the results for isentropic flow in [8-lo]. As to the discontinuous initial value 
problem for general hyperbolic conservation laws which generalizes the 
results in [ll], see [12]. 
2. TYPICAL BOUNDARY VALUE PROBLEMS 
We consider the typical boundary value problem (1.1) - (1.3) on the 
angular region R(6) = {(t, x) ] 0 < t < 6,O < x < t} where 6 is suitably small. 
Assume that crj, I,, pl and G, (I, j = I,..., n) are sulIiciently smooth 
functions with respect o all arguments. 
Let 
x u - Z-l 
*r=ml’ s g (r = l,..., m;s=m+ l,...,n) (2.1) 
and 
(T = diag(a,, u2 ,..., on). (2.2) 
By (1.5) we have 
O<u,< 1, o<o,< 1. (2.3) 
Furthermore, we write the matrix 
O,=Ouk= (2;,oju; To”‘) (k=O, 1,2,...). (2.4) 
DA-TSIN AND WEN-TZU 
Obviously 
8, = 0. 
We have the following: 
THEOREM 2.1. Assume there exists an integer N 2 0 such that 
det(I-O,]#O, k = l,..., N - 1, (2.5) 
and I @Nlmin is less than 1. Suppose that rlj, I,, ,u, and G, (1, j = l,..., n) 
belong to CNt ‘. Then in the region R(6) the boundary value problem 
(l-1)-( 1.3) possesses a unique C”+ ’ solution. 
Note. Under the assumption of Theorem 2.1, by (2.3) and the properties 
of the minimal characterizing number [4], it is easy to see that if [,j, I,, pu, 
and G, (Z, j= l,..., n) are sufficiently smooth, then the conditions of 
Theorem 2.1 can also hold for any integer A4 > N. On the other hand, the 
case N = 0 corresponds to condition (1 A). Hence, this condition of 
solvability is a generalization of the preceding condition (1.8) so we can 
obtain the following: 
COROLLARY. Under the assumption of Theorem 2.1 and if r,j, A,, ,uu, and 
G, (1, j = l,..., n) belong to CM+’ (M > N) or C”O, then on R(6) the solution 
belongs also to CM+’ or C”. 
Proof of Theorem 2.1. For N = 0, Theorem 2.1 can be obtained directly 
form the results in [4]. 
For N = 1, to prove the theorem we add new unknown functions and 
construct an equivalent problem. 
Suppose that u = u(t, x) = {u&,x)} is a C2 solution of the problem 
(1.1~(1.3). Let 
A=$+-$ BE-g, P-6) 
and 
D,=A, D,=B (r = l,..., m; s = m + l,..., n). (2.7) 
We write 
u(l) = {uj”(t, x)} = {D,u,(t, x)} = {Au, v..., Au,, Bu,+ I,..., Bun}, (2.8) 
u(l) = {vj”(t, x)} = {Bu, ,..., Bu,, Au,+~ ,..., Au,}. (2.9) 
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By (1.1) we have 
5 wr 4” + (1 -A,) tq)) 
r=1 
+ ,=$+’ L&Q + (1 -A,) Uj”)=& (1= l,..., n) (2.10) 
which may be regarded as a linear algebraic system for u(‘). Noticing (1.4) 
and (1.5), it is easy to see that on R(S) (6 suitably small) we can obtain from 
(2.10) 
$‘= i a&x, 24) zp t b&,x, u) (1= l)..., n), (2.11) 
/=I 
where aU, b, (1, j = l,..., n) are certain C* functions determined by crj, 1, and 
P,, and 
uyj = a,(O,O,O) = a,6,j. (2.12) 
Thus, at the origin, (2.11) have the following form: 
uy = u,zp + v; (I = l,..., n) 
in which 
(2.13) 
vF= 
P,(OP 07 0) 
1-1; ’ vi = 
PA09 09 0) r = l,..., m; 
A: 5 = m + l,..., n ’ 
(2.14) 
Applying D, on the Ith equation of (1.1) and eliminating u(l) by means of 
(2.1 l), we get the following system for the ~1~): 
where pi”(t, x, U, u(l)) are certain C’ functions with respect to all the 
arguments and 
cl;’ = Gp + i C,,A,,~ Cl.:‘= i CrqAqsv 
q=m+1 q=m+l 
6:’ = 5 LpApr, C:;’ = 5 LpApq + Lq 
(2.16) 
p=1 p=1 
(r, p = l,..., m; s, q = m t l,..., n). 
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By (1.4) and (2.12), we also have 
‘1’0 [lj = #‘(O, 0,O) = 6,. (2.17) 
Applying a/i% on the boundary conditions (1.2) and (1.3) and eliminating 
u”) by means of (2.1 I), we get the following boundary condition for the u:‘) : 
on x = t : u:‘) = ,=$+, $ ti asjUJ” + 6,) + % (r = l,**., m); 
s =I (2.18) 
onx=O: (S=m+ l,...,n). 
(2.19) 
Furthermore, from (2.8) we have 
onx=t: ur= tUy(t,t)dt 
I 
(r = l,..., m); (2.20) 
0 
on x = 0: us= tuj”(t,O)dt 
I 
(s = m + l,..., n). (2.21) 
0 
Thus, if u = u(t, x) is a C* solution of the typical boundary value problem 
(1. I)-( 1.3), then {u, u”‘} is a C’ solution of the corresponding boundary 
value problem (Ll), (2.15), (2.18~(2.21), where (2.20) and (2.21) are 
boundary conditions in integral functional form (cf. [5]). 
Conversely, we can prove that if {u, u’~)} is a C’ solution of the problem 
(l.l), (2.15), (2.18~(2.21), then u is a C* solution of the original problem 
(l.l)-(1.3). To this end, it is sufficient to prove that the functions u”) and 
u”) ( determined by (2.11)) satisfy (2.8) and (2.9). In fact, in this case, 
integrating (2.18) and (2.19) with respect to t and noticing u = (0) at the 
origin, we get that u satisfies the boundary conditions (1.2) and (1.3). 
Assume for the time being that u is a C* function. Introducing 
~2”’ = {Au, ,..., Au,, Bu,,,+~ ,..., Bu } ” 7 (2.22) 
~7’~’ = {Bu, ,..., Bu,, Au,+ 1 ,..., AU,}, (2.23) 
since u satisfies (l.l), we can show in the same way that u”“’ and v’(l) satisfy 
(2.11) and z?(l) is also a solution of (2.15). Moreover, by (2.20) and (2.21), 
we also have 
on x = t : $1, = u’1) r r (r = l,..., m); (2.24) 
onx=O: s s $1, = u’1) (s = m + l,..., n). (2.25) 
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Thus, acording to the uniqueness theorem for standard boundary value 
problems in [4], we have z?‘) = u(l); hence r?) 3 Y”). 
We point out that the preceding process of proof is also valid if u is only a 
C’ function (cf. [ 131). 
Thus, the new boundary value problem (l.l), (2.15), (2.18~(2.21) is 
equivalent o the original boundary value problem (l.l)-( 1.3). By virtue of 
(2.12) and (2.17), the characterizing matrix of the new problem is the 
following 2n X 2n matrix. 
(2.26) 
where T, is a certain IZ x 12 matrix and 0, is defined by (2.4). According to 
the assumption of Theorem 2.1, 10, lmin < 1; hence we have also 
Ia,I,in ( 1. By the results in [4,5], if the problem (l.l), (2.15), 
(2.18~(2.21) possesses a unique C’ solution {u, u(r)}, then the original 
problem (l.l)-(1.3) possesses a unique C* solution u. 
For N= 2, we write again 
u(‘) = {Aul” ,..a, Au;‘, Bu;; L ,..a, Bu;‘}, (2.27) 
d2) = {Bu’,” ,..., Bu;‘, Au;: 1 ,.,., Au;‘}. (2.28) 
By (2.15), (2.18), and (2.19), we can derive similarly the system and the 
boundary conditions satisfied by u(*). We also have 
onx=t: q) = ,yo + 
I 
f +) dt (r = l,..., m); (2.29) 
0 
onx= 0: u;‘) = @)o + (s = m + l,..., n), (2.30) 
where ui”” (I = l,..., n) are determined uniquely form (2.18) and (2.19) at 
the origin by means of condition (2.5) (N= 2, k = 1). Thus we can get a new 
equivalent problem, the characterizing matrix of which is the following 
3n X 3n matrix 
(2.3 1) 
where T, and S, are certain n x n matrices and 0, is defined by (2.4). Since 
1 02Jmin < 1, we have I Bzlrnin < 1 and the local solvability is established. 
Repeating the same argument we complete the proof of Theorem 2.1. 
On account of (2.3), it is easy to see that if N is suffkiently large, I ON(min 
is always less than 1, and we have the following: 
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THEOREM 2.2. Suppose that &j, A,, p, and G, (1, j = l,..., n) are 
sflciently smooth and 
det)I--O,I#O, k = 1, 2,... . (2.32) 
Then the boundary value problem (l.l)-( 1.3) possesses a unique slCrJlciently 
smooth solution on R(6). In particular, if [,j, A,, p, and G, are C* functions, 
then we obtain a unique C” solution on R(S). 
From the proof, it is easy to see that condition (2.32) means that all the 
derivatives of the solution at the origin can be determined from system (1.1) 
and boundary conditions (1.2) and (1.3). Moreover, it should be noted that 
condition (2.32) is obviously satisfied when k is suffciently large. 
For the following boundary conditions 
on x = a(t): u, = G(t, us>; (2.33) 
on x = P(t): u, = G(t, u,), (2.34) 
suppose that a(t) and /3(t) are C N+2 functions (in Theorem 2.l)or sufficiently 
smooth (in Theorem 2.2) and 
n,o <p’(O) < a’(0) < n,o (r = l,..., m; s = m + l,..., n). (2.35) 
Let 
A; -p’(O) 
ur = n: _ a’(()) ’ 
n,o - a’(0) 
us = n,o -p’(O) 
r = I,..., m; 
s = m + l,..., n 
. (2.36) 
Then we can obtain the corresponding condition of local solvability. 
Finally, we point out that if the preceding condition is not satisfied, then 
the local solvability is not guaranteed. As a counterexample, consider the 
following problem: 
(2.37) 
on x=t: v = aw + ct, (2.38) 
on x=-t: w=bv, (2.39) 
where a, b, c are constants. If ab = 9, then det II- 00 I= 0. It follows that if 
c = 0 there exists the solution v = 2t +x, w = (b/3)(2t -x) and uniqueness 
fails; if c = 0, no smooth solution exists. 
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3. TYPICAL FREE BOUNDARY PROBLEMS 
From this section, we shall prove analogous theorems to Theorems 2.1 
and 2.2 for all other kinds of boundary value problems. For simplicity, we 
shall only write the corresponding matrix 0, but omit the precise statement 
of the theorems. 
We consider the following typical free boundary problem on an angular 
region R(Q={(t,x)jO<t<6, g(t)<x<x(t)}: 
+ &j(& x, 24) 
,z ( 
2 + A,@, x, 24) 2 
) 
= ,u,(t, x, u) (l= I,..., n), (3.1) 
on the unknown boundary curve x=x(t) (x(0) = 0): 
and 
u, = G,.(t, x, u,) (I = l,..., m; s = m + l,..., n) (3.2) 
dx 
- = F(t, x, u); 
dt (3.3) 
on the known boundary curve x = g(t) (g(0) = 0): 
u, = G,(t, x, u,) (I = l,..., m; s = m + l,..., n), (3.4) 
where crj, A,, pr, G,, F and g(f) are sufficiently smooth with respect o all 
arguments. 
This problem requires us to find a sufficiently smooth function x=x(t) 
(x(0) = 0; x(t) > g(t), t > 0) on the interval 0 < t < 6 and a sufficiently 
smooth function u = z&,x) defined on R(6) such that (3.1)-(3.4) are 
satisfied on R(6), where 6 > 0 is suitably small. 
We assume that at the origin the boundary conditions (3.2) and (3.4) 
possess a unique solution u = {0} and (1.4) holds. We assume again 
A; < g’(0) < x’(0) = F(0, 0,O) < A; 
Introducing the transformation 
(r = l,..., m; s = m + l,..., n). (3.5) 
(3.6) 
(3.7) 
where 
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we can reduce the free boundary problem (3.1)-(3.4) to the following typical 
boundary value problem in functional form (rewrite (6 Is) as (t, x)): 
i Cljtf, XI u, ( 
3 + A,(& x, 124) 2 ) = P,(h x I u> (1 = l,..., n), (3.8) j=l 
onx=t: ur = G& I u) (r = I,..., m); (3.9) 
on x=0: us = G,(t I u> (s = m + l,..., n). (3. IO) 
where (cf. [5]) 
(3.11) 
and 
in which 
and x(t) is defined by 
G,(t I u) = G,(f, x(t), NC, f)>, 
G,(f Iu> = G&f, g(f), W, 0)) 
(3.12) 
qt, x) = g(t) + XT(l) (3.13) 
W) - = qt, x(t), u(t, t)), dt (3.14) 
x(0) = 0. 
For the boundary value problem (3.8~(3.10), we can use, by virtue of 
(3.11) and (3.12), an argument similar to that in Section 2 and the results in 
[5] to obtain the corresponding theorems of solvability (Theorems 3.1 and 
3.2), where Ok is defined by (2.4) with 
x - g’(O) 
Or = n,o - x’(0) ’ 
n; -x’(O) 
OS = n,o - g’(0) (r = l,..., m; s = m + l,..., n). (3.15) 
We point out that if both boundary curves are unknown, we may obtain 
similar results. As an application, a special free boundary problem 
considered in [lo] can be easily solved by the preceding method. 
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4. TYPICAL BOUNDARY VALUE PROBLEMS AND 
TYPICAL FREE BOUNDARY PROBLEMS WITH 
CHARACTERISTIC BOUNDARY CURVES 
As an example of sufficient generality we consider the following typical 
free boundary problem where the unknown boundary curve is the (m + 1)th 
characteristic urve: 
'l C[j(t, X3 U) 
Jfzj ( 
2 + A,(t, X, U) 2 
1 
=/l,(t, X, 24) (1 = l,..., n); 
on the unknown boundary curve x =x(t) (x(O) = 0): 
u, = G,(t, x, 4 (r = l,..., m; s = m + l,..., n) 
and 
dx 
on the known boundary curve x = g(t) (g(0) = 0): 
u, = G,(f, x, u,> (r = l,..., m; s = m t l,..., n). 
We assume’ 
np < g’(0) < x’(0) = II;,, < nit (r = l,..., m; s’ = m t 2,..., n). 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
By (4.3), using the transformation in Section 3, we can reduce this 
problem to a typical value problem in functional form with a characteristic 
boundary curve. Noticing the corresponding results in [5] we can use an 
argument similar to that in Section 2 to obtain the corresponding theorems of 
solvability (Theorems 4.1 and 4.2), where 0, is defined by (2.4) and (3.15) 
(in this case, 0 <u, < 1). 
As an application, we consider the typical boundary value problem (4.1), 
(4.2), (4.4) where we assume that x=x(t) is a known curve but the 
condition (4.2) implies condition (4.3). Thus x=x(t) is also a (m + 1)th 
characteristic urve. We assume that (4.5) holds. In this case the problem 
(4.1), (4.2) (4.4) is equivalent to the free characteristic boundary problem 
(4.1)-(4.4) and we can obtain the same condition of solvability. Many 
problems in hydrodynamics (for isentropic or non-isentropic flow) such as 
the problem of reflection of a shock on a rigid wall, the problem of expansive 
motion caused by a piston, etc., fall in this class of problems. 
lIfI,+,sI,+,E... EAm+h (h < n - m), then we have also the same conclusions. 
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For example, we consider the following problem of this kind, disussed in 
[ 141: on an angular region between t = x and t = 0 (x > 0), we have the 
system 
(4-h) 
and the boundary conditions 
onx=t: r= a(g), s=P(d; (4.7) 
on the characteristic boundary t = 0: r + s = q?(x)* (4.8) 
We assume that all the functions are sufficiently smooth. We assume again 
that a@) +/3(g) = o(O) has a unique solution g = go and 
n;<ny< 1, (4.9) 
where 
x =4(a(g0Mg0)9 g”) (4.10) 
and Ai, a’, /I”, u”, b”, etc., can be similarly defined. In [ 141, it has been 
proved that if 
(4.11) 
then the problem (4.6)-(4.8) possesses a unique C’ local solution. We can 
now use the preceding results to obtain a more general condition of 
solvability. To this end, let 
t, = x -Lot, 
(4.12) 
x1 =t 
in which 1’ satisfies 
(4.13) 
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The system (4.6) can be written as 
(4.14) 
g+,-f+l ( $+& 1 = 0, 1 I 1 1 
where 
By (4.13), we have 
1 
vO<O<- 1 -10 <rue* (4.16) 
The boundary conditions (4.7) and (4.8) can be written as 
onx, = 0: r - a”g = -(s - bog) - (a” + bO) g + qqt1); (4.17) 
t 
Onxl=l--lO: 
s - bog = P(g) - bog = &r - aOg), (4.18) 
g = a@ - a”&, (4.19) 
where v(r - e”g) is the inverse function of I - a”g = a(g) - a”g = a,(g) and 
t(r) = P(q(r)) - b’q(r). We have 
9 *O = q(rO - uOgO) = -$-&, 
r$ = ((r” - a”g”) = $=$. 
(4.20) 
Thus it is easy to see the matrix 0, of this problem is 
(k=0,1,2 ,... ), (4.2 1) 
14 
Where 
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o<o,= V0 1 -A0 
v” - l/( 1 - 1”) 
===< 1, u2=o, 
o < u = PO - l/(1 -A”) 1-n; 
(4.22) 
3 Do 
=-< 1. 
1 -JO 
Hence, if 
det /I- @,I = 1 +&$o:#O (k = 1, 2,...), (4.23) 
i.e., 
(k=l 2 ) 3 ,*** , (4.24) 
then the problem (4.6)-(4.8) possesses a unique smooth solution. 
Furthermore, it is easy to see that condition (4.11) means 
I@lrnin=I@0lmin < ‘* 
As the second application, for the system (4.1) we consider the following 
boundary value problem where a boundary curve is the fastest (or slowest) 
characteristic urve: 
on the known boundary curve x =x(t): 
u, = U,(f) (1 = l,..., n); (4.25) 
on the known boundary curve x = g(t): 
u, = G,(r, u,.) (r = l,..., n - 1). (4.26) 
We assume that U,(O) = 0, G,(O, 0) = 0 and the following relations hold: 
A&, x(0, U(r)) = x’(r), (4.27) 
(4.28) 
We assume again 
np < g’(0) < x’(0) =nU, (r = l,..., n - 1). (4.29) 
Thus x = x(r) is the fastest characteristic urve passing through the origin. 
To use the preceding results, we regard x =x(r) as an unknown boundary 
curve and take the boundary condition on x =x(t) as 
u, = W) (r = l,..., n - 1) (4.30) 
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and 
dx 
- =1,(x, t, u). dt 
(4.3 1) 
At the same time we assume again u = (0) af the origin. It is easily proved 
that the original problem (4.1), (4.25), (4.26) is equivalent o problem (4.1), 
(4.30), (4.31), (4.26). For the latter, it is easy to check that the preceding 
condition of solvability is always satisfied; hence we have the following: 
THEOREM 4.3. The typical boundary value problem with characteristic 
boundary curves (4-l), (4.25), (4.26) possesses a unique suflciently smooth 
solution in the local region R(6). 
5. GENERAL BOUNDARY VALUE PROBLEMS AND 
GENERAL FREE BOUNDARY PROBLEMS 
In this section we consider the case where there are some characteristic 
curves entering into the angular region from the origin. The boundary value 
problems of this kind are called general boundary value problems or general 
free boundary problems. 
Let 
R(~)=((t,x)/O~t~~,x,(t)~x~x,+,+,(t)) (5.1) 
be an angular region where x = x,(t) and x = x,+~+ I(t) are sufficiently 
smooth curves passing through the origin. We consider the following general 
boundary value problem: 
,$ C&x, u> (2 + A,(4 x, u) 2 1 
= ,u,(t, x, u) (l= l,..., n), (5.2) 
on x = xm+k+l(t): u, = G,(t, x, us) (r = l,..., m + k; s = m + k + l,..., n), 
(5.3) 
on x = x,(t): ui = e,(t, x, 24;) (F= l,..., m; $= m + l,..., n), (5.4) 
where all the functions are sufficiently smooth. 
We assume that at the origin we can determine u= (0) uniquely from the 
boundary conditions (5.3) and (5.4) and that (1.4) holds. We assume again’ 
A:: < XL(O) < A;+1 < ..’ < Lo,,, < x:,+k+l(o) <n; 
(a = I,..., m; b = m + k + l,..., n). (5.5) 
‘When there are multiple characteristic values, we have similar results. 
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Noticing that a weak discontinuity may appear along the (m + h)th charac- 
teristic curve x=x *+,,(t) (h = l,..., k) passing through the origin, we write 
the solution on the angular region R,,, between x=x,+,(t) and 
x =x,+,+r(t) as u(“‘+~) (c = 0, l,..., k). Thus we can reduce the original 
problem to the problem which requires us to find u(~+~) on the angular 
region R,+c which interconnects (c = 0, l,..., k). In this case, the boundary 
conditions can be written as 
onx=x,+,+,(t): u~~~‘O=G,(~,X,U~~~~) ) (r y L..., m + k 
s - m + k + l,..., it 
) , (5.6) 
ujm”’ = &(t, x, up’) (5.7) on x =x,(t): 
and on the unknown characteristic urve x = xm+,,(t): 
U(m+h-l)=U(m+h) (h = l,..., k) (5.8) 
and 
dxm+At) 
dt 
= ~m+*(t, x, u (m+h-l)) (= Am+&, x, U(m+h))). (5.9) 
Moreover, at the origin u (m+c) = {0} (c = 0, l,..., k). 
We shall reduce this problem to a typical free characteristic boundary 
problem discussed in Section 4. To this end, we consider the functions 
zTfmtC)(c = 0, l,..., k) on the angular regions 
wm+,={(t,X)IO~t~6,Xm+,(t)~X~Ym+,+l(t)} (C=O~l~***~k), (5.10) 
where we assume ymtktI(t) =xmtktl(f). We require that z?~+~) (c = 0, 
l,..., k) satisfy the system (5.2) and boundary conditions (5.6) and (5.7) and 
onx=Ymt,tl (t) (c = O,..., k - 1): 
$m+c)=~;m+c+l) (r = l,..., m + c), (5.11) 
dv m+c+1@) 
dt 
= Am+c+l(f, x gm+y; 
onx=xmtc+l (I) (c = O,..., k - 1): 
$m+c-l)=~(m+c) 
s s (s = m + c + 2,..., n); 
dx m+c+l(f) 
dt 
=~m+c+l(t,X, ;(m+c+l)). 
(5.12) 
(5.13) 
(5.14) 
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It is easily proved that problem (5.2), (5.6)-(5.9) is equivalent o problem 
(5.2), (5.6), (5.7), (5.1 l)-(5.14). In fact, if the latter possesses a solution, by 
(5.12) and (5.14), x=y,+,+i(t) or x=x,+,+i(f) is the (m+c+l)th 
characteristic urve passing through the origin on R,+, or R,,,, 1. Hence, 
by the (m + c + 1)th equation of the system (5.2), noticing (5.11) and (5.13), 
we can obtain the ordinary differential equation satisfied by u’m”,‘,‘:i, 
zZ’j/+‘$‘il) along x = JJ~+~+ i(t), x =x,+,+ i(t), respectively. By means of 
(5.12) and (5.14), (~~,+,+i(t), u’~~~~,) and (~,,,+~+i(f), $z’$++i’)) satisfy the 
same system of ordinary differential equations and the same zero initial 
values; hence, y,+C+l(t) ZE x,+,+ i(t) and 
$m+c) = p+c+l) 
m+c+l - m+c+l on x = -%+,+1(4 (5.15) 
Thus, the solution of the latter is the solution of the former. The inverse is 
obvious. 
Using a similar transformation as in Section 3, we can reduce problem 
(5.2), (5.6), (5.7), (5.11)-(5.14) to a typical boundary ‘value problem in 
functional form with characteristic boundary curves on a certain angular 
region K(d) = {(t, x) ( 0 ( f Q 6,O < x ( t}. Hence, we can give the 
corresponding theorems of solvability (Theorems 5.1 and 5.2) for the 
piecewise suffkiently smooth solutions of the general boundary value 
problems. In this case, 0, is the following n(k + 1) X n(k + 1) matrix: 
O,= 
A(‘) 
m+k 
A(‘) 
m+k-1 0 
A(‘) 
m+k-2 
-. 
0 A”’ m+l 
A”’ 
m 
, (5.16) 
where Agik and A:’ are n X 2n matrices and A$, (c = l,..., k + 1) are 
n X 3n matrices: 
A;ik - 
B”’ 
m+k 0 0 
- 
0 0 r(‘l _ ’ n m k 
(5.17) 
(5.18) 
A(‘) I(nfic 0 0 mtc - 1:11,,, (c = 
0 0 
l,..., k - 1) (5.19) 
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in which 
B;ik = O,z(O,O,O) . 
r = l,..., m + k; 
s s = m t k t l,..., n ’ 
(5.20) 
B;' = 
( 
2 (0, 0,O) . 
i 
($;:;;)'4) (;?&,;~..,.), (5.21) 
i 
Ii\ c = diag 
(( 
Gee-G+c+1 ’ 
f%+c - G+c+, 1) 
(c = 0 ,..., k - 2), (5.22) 
I”’ n-m-c=diag l~l”t~~~‘” )‘,..., (L~~~~‘tc )‘) 
(( mtct1 mtct1 " mtc-1 
(c = 2 ,..., k), (5.23) 
We point out that to obtain the sufficiently smooth solutionon R(6), it is 
only necessary to give some conditions of compatibility at the origin. 
It is easy to see that if G, (or G,) is independent of U, then the 
corresponding condition of solvability can always be satislied. 
When x=x,(t) or x=x,+~+,(~) is a free boundary curve, we may 
suitably change the statement of problems and obtain similar results. 
When x=~,Jf) or ~=x,+~+i(f) is a characteristic urve, we can also 
obtain similar results from which we obtain the solution of a wider class of 
mixed initial boundary value problems. As an example, for the system (5.2) 
we consider the following problem: 
on x = x,(t): UI = o;(t) (1 = l,..., n), (5.24) 
on x = x,(t): ui = &(t, x, u,.) ( F = l,..., m; s^=m t l,...,n 1 . 
We assume that 
(5.26) 
(5.27) 
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We assume again that U,(O) = 0, e,(O, 0,O) = 0 and 
ng < x’,(O) < AL+, < a*’ < n;-, < x;(o) =n; (i = l,..., m). (5.28) 
Thus x =x,(t) is the fastest characteristic urve passing through the origin. 
We have 
THEOREM 5.3. Suppose that crj, A,, ,u,, U,, G, are CNt ’ functions and 
x,,(t), x,,,(t) are CNt2 functions. Then the general boundary value problems 
with characteristic boundary curves (5.2), (5.24), (5.25) possesses a unique 
piecewise CN+l solution on R(6), where N > 0 is an arbitrary integer. 
6. BOUNDARY VALUE PROBLEMS AND FREE BOUNDARY PROBLEMS 
ON A FAN-SHAPED REGION 
To investigate the discontinuous solutions of the quasi-linear hyperbolic 
system, we must consider the boundary value problems and the free 
boundary problems in a fan-shaped region. 
For .example, we assume that 
x = xi(t) (i = m,..., m+k+l) 
are some unknown sufficiently smooth curves and 
(6.1) 
x,(O) = 0, 
Let 
(6.2) 
(6.3) 
Ri(~)={(t,x))O~t~~,X,(t)~x~xi+,(t)} (i=m,...,m+k) 
and 
m+k 
R(6) = u R,(4; 
i=m 
(6.4) 
(6.5) 
R(6) is called a fan-shaped region. 
Suppose that ~6~) = (ur),..., ~4’) is defined on R,(6) (i = m,..., m + k). We 
consider the following free boundary problem on R(6): 
f- t$‘(t, x, lP) = pjyt, x, ZP) on Ri(s) 
j=l 
(i = m,..., m + k; I= I,..., n) (6J5) 
on x = x,(t): uim) = Gim)(t, x, u:“‘) 
r = l,..., m; 
s = m + l,..., n (6.7) 
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Jy = pyt, x, u(m)>; 
onx=x,(t)(m+1,<i(m+k): 
and 
gf- 1) = Gy- l)(t, x, #- 1) @) r = l,..., i - 1 7 r ( * s = I,..., n 
# = Gj”(t, x, u$‘- ‘), uj’)) 
( 
i = l,..., i 
1 s^= i + l,..., II ’ 
on X=Xm+k+I(t): 
and 
#tt+k) = @fI+k) r I (t, x, uy+k)) 
( 
t = l,..., m + k; 
s = m + k + l,..., n 
dx m+k+# 
dt 
= F(m+k+ l)(t, x, p+k)). 
(6.8) 
(6.9) 
(6.10) 
(6.11) 
(6.12) 
(6.13) 
We assume that at the origin we can determine uniquely uCi) = (uji’} = {0} 
(i = m,..., m+k;j= l,..., n) from (6.7), (6.9), (6.10), (6.12) and 
@(O, 090) = 4, (i = m,..., m + k). (6.14) 
We assume again that 
p0.0 < pm+ I).0 < .. . < F(m+kt I).0 (i.e., (6.3)), 
p’*o < x’,(O) = p-0 (r = l,..., m), 
(6.15) 
(6.16) 
p).o < x;(()) =I;(fLO < Ajf-‘LO 
r = l,..., i - 1; s = i,..., n 
$f”O < x;(()) = p.0 < Jj”.O 
i= l,..., i;f=i+ l,...,n , (6.17) 
m+l<i<mi-k 
Xb+ktl (0) = F’ 
m+k+l),O < A;m+k),O (s = m + k + l,..., n), 
where 
A;“*O = Ljf’(O, 0, O), F(h)*O = P(0, 0,O) 
(m<i~m+k,m~h<m+k+l,l=l,...,n). 
We assume that all the functions are suffkiently smooth. 
(6.18) 
(6.19) 
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Thus, by means of a transformation similar to that used in Section 3, we 
can reduce this problem to a typical boundary value problem in functional 
form on a certain angular region &(s) = {(t, x) IO Q t < 6,O Q x ( t}. From 
this we can obtain the corresponding condition of solvability (Theorems 6.1 
and 6.2) in a manner similar to that in Section 2. In this case, 8, is also 
defined by (5.16) in which 
(6.20) 
A”’ - 
m+c- 
etc B”’ 0 
0 
m+c c”’ 
(c = l,..., k - l), (6.21) 
m+c 
where Bf/+, (c = O,..., k) are n x n matrices: 
B’” = 
mtc 
aG;m+C'(O, 0,O) IZ;m+C)To -x',+,+,(O) 
aptc) 
s ( 
~(mtc).O --x' 
s m+c(O) 
(r = I,..., m + c;s = m t c t l,...,n) 
and 
D”’ = aG;“+‘)(O, 0,O) 12;m+c+1)*0 -XL+,+ I(O) 
mtc au("tctl) (6.24) r ~<mtc+l).O r -4ntct2(0) 
(r = l,..., m t c; f= l,..., m t c t l), 
aG$” + ‘)(O, 0,O) 
, aU(mtc-l) (6.25) s 
(s = m t c t l,..., n; f= m t c ,..., n). 
When some boundary curves are known curves or characteristic urves, 
we can suitably change the statement of the problems and obtains similar 
results. 
These results can be used to construct he local discontinuous olutions of 
general hyperbolic conservation laws (cf. [ 121 and Section 7). 
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7. DISCONTINUOUS INITIAL VALUE PROBLEMS 
IN ONE-DIMENSIONAL HYDRODYNAMICS 
We write 
u, =u, u2 = s, u, = P, u = (4 9 4, 4) (7.1) 
and 
n=n(s,p)= [-$(S, P,]“: 
where u is the velocity, S is the specific entropy,p is the pressure and t is the 
specific volume. 
In Lagrangian representation the one-dimensional hydrodynamic system 
(non-isentropic ase) can be written as 
(7.3) 
The discontinuous initial condition is given as follows: 
t =o: u = fP(x), -a<x<a, (7.4) 
where p(x) is sufficiently smooth on [-a, 0) and (0, a] but 
P,(W) + (P(+O)- (7.5) 
According to the known results about Riemann problems ] 1 ] and the 
initial conditions, the solution of the discontinuous initial value problem 
(7.3), (7.4) can be constructed in the following way. At first, on both sides of 
x = 0, we solve the corresponding initial value problems and obtain the local 
smooth solutions. Then, if necessary, we solve again the corresponding 
centered rarefaction wave problems. In our case, since the system (7.3) can 
be reduced to a system consisting of only two equations, we can use the 
results in [8] to construct the corresponding centered rarefaction wave 
solution. Finally, on a fan-shaped region containing the contact discontinuity 
x = 0, we solve the boundary value problem of the system (7.3) where the 
fastest or slowest boundary curve may be known (the case of centered 
rarefaction wave) or unknown (the case of shock wave). 
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We write u”‘(t, x) and ~‘~‘(t, x) as the solution on the right and left side of 
x = 0, respectively. ~“‘(0, 0) and u(*)(O, 0) can be determined uniquely by 
the corresponding Riemann problem (in which the initial condition is 
u = rp(+O), x > 0; IA = cp(-O), x < 0). 
On the slowest boundary curve x = g(t),, we have 
W) - = G(t, g(t), u’*‘@, g(t)>) dt (7.6) 
and 
J(2+&2) + 4” - 
1 
- g,(t, x, x(2)u~2) - zp), 
ui2) = g2(t, x, /u2+4(12) - u$2)), 
(7.7) 
where xC2) =~(u’~‘(O, 0)), etc. If this boundary curve denotes a shock 
travelling towards the left? then x = g(t) is a free boundary curve; if this 
boundary curve denotes a boundary of a centered rarefaction wave or a weak 
discontinuity (in the degenerate case), then x = g(t) is actually a known 
characteristic urve. 
Similarly, on the fastest boundary curve x = h(t): 
- = H(t, h(t), u(“(t, h(t))) 
dt (7.8) 
and 
$1)u(11) - ,il) = h,(t, x, ,&(,‘) + @), 
u:‘) = h,(t, x, ,%;‘) + u$“). 
(7.9) 
Moreover, on x = 0, we have the relations of contact discontinuity: 
(1) - (2) 
Ul -u, 3 u3 (l) = u$*), i.e., 
~u)uu) + u 
1 
\I’ = ~(puy - 24:“) + (1 + e)(Pu\‘) + Us*)), 
p$p _ 42) = (1 - e)(/puy’ _ #)) - qp42 + @), 
(7.10) 
X(l) _ X”’ 
e=p, +X(2)’ 181 < 1. 
We have the following: 
(7.11) 
THEOREM 7.1. The discontinuous initial value problem (7.3), (7.4) has a 
unique piecewise suflciently smooth solution on a local region. This solution 
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consists of shock waves, centered rarefaction waves and a contact discon- 
tinuity or weak discontinuities (in the degenerate case). It has the same 
structure as the solution of the corresponding Riemann problem in a 
neighbourhood of the origin. 
Proo$ The characerizing matrix of problem (7.3), (7.6)-(7.10) is 
/o Oh;00 O\ 
(7.12) 
where h’, is the value at the origin of the first-order derivative of h,, with 
respect o the third argument, etc. 
If x = g(t) denotes a boundary of a centered rarefaction wave, the right- 
hand sides of (7.7) are actually known functions, we have 
g; =o; (7.13) 
if x = g(t) denotes a shock, by the properties of shocks (cf. [ I]), we have 
l&l < 1. (7.14) 
Similarly, if x = h(t) denotes a boundary of a centered rarefaction wave, then 
h’, = 0; (7.15) 
if x = h(t) denotes a shock, then 
lh’1l < 1. (7.16) 
Using the properties of the minimal characterizing number of a matrix in 
[4], it is easy to se that if (7.13) and (7.15) hold, then I@lmin=O; if (7.13) 
and (7.16) hold, then 1 0 I,,,,” = m < 1; if (7.14) and (7.15) hold, then 
( @I,,,, = m < 1. Hence, in these cases the theorem has been proved. 
But if (7.14) and (7.16) hold, in general we can not obtain ] Olmin < 1. In 
fact, when 1 g; 1 and 1 hi ] approach 1, the condition ] 8 lmin < 1 will be 
equivalent o the condition ]@I + 4-G 1 which is impossible. Hence, in 
this case, we must use the preceding condition of solvability. 
It is easy to see that 
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+1--g; w:w:)(l + O:d) 
where 
+ 1+e 
To+& 44)(1 - O:p:), 
and 
u = diag@, , p2, p3, o19 ~2 y ~3) 
O<P, < 1, 0 < Wf < 1, (i = 1, 2, 3). 
(7.17) 
(7.18) 
(7.19) 
By (7.11), (7.14), (7.16) and (7.19), all the terms on the right-hand side of 
(7.17) are positive; hence 
det)Z-@,I >0 (k = 1, 2,...). (7.20) 
By Theorem 6.2, this completes the proof of Theorem 7.1. 
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