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Life’s a bubble sort.
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Abstract
This work comprises investigations on extended trigger-based lexicon models for statistical ma-
chine translation that allow for additional lexicalized information on full sentence level (either
in the source or target language) to be adopted in the translation process. To achieve this, we
extend a standard lexicon model that represents dependencies of single source words f to target
language words e with an additional trigger f ′. These lexicalized triggers, denoted by (f, f ′)→ e,
are the main object of investigation. We first give an extended summary of related work on
trigger-based approaches that can be found in the literature, such as monolingual trigger models
as used in language modeling.
One important chapter will be devoted to training of the triplets based on the Maximum-
Expectation algorithm which iteratively estimates the model’s parameters. Furthermore, we will
investigate constraint variants of triplet models that reduce the memory usage and runtime of
the training. Another effect is the reduction of model sizes which allows them to be incorporated
efficiently even in large-scale systems. For this, we use word alignments produced in an earlier
step of system training in order to constrain the possible triggers such that not all words in the
sentence can be the first trigger but, instead, it is fixed to the aligned target word according to
the given alignment information. It will be shown that, together with additional pruning and
trimming methods, this constraint not only reduces the training time and memory by a large
margin, but also makes the resulting model feasible to use in the search process without loss of
translation quality.
The evaluation of the presented models will be applied both in a reranking framework based
on n-best lists, i.e. lists with the n best translation hypotheses produces by the decoder, and a
direct incorporation in the search process as additional features where they allow for dynamic
assessment of bilingual phrase pairs as part of the log-linear modeling framework. We will argue
that the latter method which uses triplet lexicon models directly in the search process should
be preferred over a reranking approach and show improvements in translation quality on several
tasks and for different language pairs, e.g. Chinese-to-English, Arabic-to-English, as well as
English-to-Spanish and Arabic-to-French.
Furthermore, we will present an in-depth coverage on an Arabic-to-French machine translation
system which is made for large vocabulary (approx. 300 000 words), different domains (such as
written text and audio transcriptions obtained from an automatic speech recognizer) and high
throughput (i.e. translating several hundreds of words per second). Triplet models are evaluated
on a successor of this system. In addition, we explore an interactive translation mode that
is used in a real-world scenario where human translators use MT system output to facilitate a
manual translation process. Corrections on translations are thereby performed by the user and fed
back into the MT system which adapts the translation process given the additional information.
We discuss a client-server-based implementation of this scenario and show the benefits of this
approach.
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Zusammenfassung
Diese Arbeit umfasst prima¨r die Untersuchung von erweiterten trigger-basierten Lexikonmodellen
fu¨r statistische maschinelle U¨bersetzung, die es ermo¨glichen, zusa¨tzliche lexikalische Informatio-
nen auf voller Satzebene (sowohl der Quell- als auch Zielsprache) in den U¨bersetzungsprozess ein-
fließen zu lassen. Hierbei wird ein u¨bliches Lexikon, welches eine Abbildung von Wo¨rtern f in der
Quellsprache zu Wo¨rtern e in der Zielsprache erlaubt, durch ein weiteres Wort f ′ als zusa¨tzlichen
Trigger erweitert. Diese sogenannten “Triplets”, d.h. lexikalische Trigger der Form (f, f ′) → e,
sind Hauptuntersuchungsgegenstand dieser Dissertation. Zuerst wird eine ausfu¨hrliche Einlei-
tung zu verwandten trigger-basierten Ansa¨tzen in der Literatur gegeben, wie z.B. monolinguale
Trigger wie sie in der Sprachmodellierung zum Einsatz kommen.
Ein wichtiges Kapitel bescha¨ftigt sich mit dem Training der Triplets beruhend auf dem
Maximization-Expectation-Algorithmus, welcher iterativ die Parameter unserer Modelle scha¨tzt.
Ferner werden eingeschra¨nkte Modellvarianten pra¨sentiert, die den Speicheraufwand und die Lauf-
zeit des Trainings und somit auch der entsprechenden Modellgro¨ßen verringern, um eine Anwen-
dung innerhalb großer U¨bersetzungssysteme zu ermo¨glichen. Hierzu werden Wortalignierungen
aus vorhergehenden Trainingsschritten eines U¨bersetzungssystems genutzt, um die mo¨glichen Tri-
pletvarianten einzuschra¨nken, indem nicht alle Wo¨rter fu¨r den ersten Trigger in Frage kommen,
sondern nur solche, die laut Alignierungsinformation zum zugeho¨rigen Wort der Zielsprache pas-
sen. Es wird aufgezeigt, dass durch eine solche Einschra¨nkung die Laufzeit des Trainings und der
Speicherverbrauch sowohl wa¨hrend des Trainings als auch beim Einsatz der resultierenden Mo-
delle in der U¨bersetzung ohne große Abstriche in der U¨bersetzungsqualita¨t deutlich herabgesetzt
werden ko¨nnen.
Die Evaluierung der vorgestellten Modelle geschieht sowohl innerhalb eines auf Rescoring ba-
sierten Ansatzes von n-besten-Listen, d.h. Listen, die die n besten U¨bersetzungshypothesen des
Systems beinhalten, als auch direkt in der Suche, wo die Modelle dynamisch zur Bewertung
von bilingualen Phrasenpaaren im Rahmen der loglinearen Modellierung als eigene Feature zum
Einsatz kommen. Es wird gezeigt, dass die Anwendung innerhalb der Suche einem auf Rescoring
basierten Ansatz vorzuziehen ist. Verbesserungen in der U¨bersetzungsqualita¨t werden fu¨r ver-
schiedene Sprachenpaare und -aufgaben aufgezeigt, so z.B. Chinesisch nach Englisch, Arabisch
nach Englisch, sowie Englisch nach Spanisch und Arabisch nach Franzo¨sisch.
Des weiteren wird in dieser Arbeit ein U¨bersetzungssystem vom Arabischen ins Franzo¨sische
pra¨sentiert, welches fu¨r großes Vokabular (ca. 300 000 Wo¨rter), unterschiedliche Doma¨nen (z.B.
geschriebene Sprache und gesprochene Sprache) und hohen Durchsatz (mehrere Hundert Wo¨rter
in der Sekunde) ausgelegt ist. Die Anwendung von Triplet-Modellen wird an einem Nachfol-
ger dieses Systems evaluiert. Ferner wird eine Erweiterung des Systems untersucht, die es er-
laubt, einen interaktiven U¨bersetzungsmodus zu starten. Das Szenario ist hierbei eine Person,
die maschinelle U¨bersetzung als Hilfsmittel einsetzt, um schneller korrekte U¨bersetzungen zu
erstellen. Es wird ein client-server-basierter Ansatz diskutiert, der direkt in das phrasenbasierte
U¨bersetzungssystem integriert ist. Der Benutzer kann hierbei Korrekturen an der U¨bersetzung
vornehmen, die dann wiederum in das System eingespeist werden, so dass dieses eine aktualisierte
U¨bersetzung, die diese Informationen bereits beinhaltet, anbieten kann.
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Chapter 1
Introduction
Statistical machine translation (SMT) has grown into a useful though still not perfect tool over
the last decades. Nowadays, systems are built using large amounts of bilingual data that can be
either obtained from organizations such as the Linguistic Data Consortium (LDC) or gathered
from the world wide web. Automatic learning methods extract knowledge about dependencies in
the data between language pairs and are capable of producing models that drive the translation
process in the “right” direction. Although these methods still produce incorrect translations,
which also depends on the language pair under consideration, the benefit is already visible.
Quickly glancing through the translation of a translated Arabic web page helps to extract the
gist of the article. Looking at the translation of a Chinese tourism page might already provide
enough information about available trips or recommended restaurants, even if the translations
are not perfect. Free translation services such as Microsoft’s or Google’s engines help to reduce
the language barrier and make content on the web available for everybody.
Early machine translation, i.e. systems without the data-driven component, was mainly based
on concepts that applied linguistically motivated rules. Human experts tried to model language
via grammars and transfer rules. This setting usually only works on small examples or very
limited domains. Building such a system for a real world setting where, e.g., a news article
from the web needs to be translated from one language into another is a complicated task due
to conflicting rules and insufficient vocabulary coverage. Early commercial systems, such as the
Systran translation engine, were based on these methods. Nowadays, statistical components play
a more important role. One of the advantages of a statistical approach is its robustness. Models
estimated on large amounts of text usually capture the data’s dependencies better than humans
trying to come up with all possible rules and its exceptions. In data-driven methods, regular
and irregular events can be learned if sufficient examples are provided to the learning algorithm.
Discriminative learning methods, for instance, allow for taking into account negative examples,
e.g. erroneous translations, and adjust the learned parameters in a way to avoid making this
error again.
The growing interest in SMT produced various freely available tools over the last decade. This
enables researchers to reproduce experiments, extend techniques and drive the field forward. Mile-
stones are considered to be GIZA++, a tool for training word alignments and Pharaoh which
was substituted by Moses, an open-source phrase-based decoder that also offers tools for phrase
extraction and minimum error rate training. With this package and an excellent documentation,
researchers all over the world can set up SMT engines for various language pairs and conduct
experiments. Large amounts of data are also freely available, e.g. as provided in the Europarl
parallel corpus. The progress of the field is perceptible: large-scale Arabic-to-English translation
systems trained on millions of bilingual sentence pairs achieve favorable translation quality with
very fluent output and acceptable adequacy. For Chinese-English, things seem to be a bit harder
since reordering and ambiguities pose problems to all, i.e. not only statistical, systems. Neverthe-
less, looking at system output from the early NIST MT evaluations from 2000 and comparing it
to 2009, a significant increase in translation quality can be observed. Interestingly, most of the
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improvements are coming from an engineering point of view. Technically, current phrase-based
systems which are still competitive with advanced approaches based on e.g. hierarchical phrases
or syntax-based systems do not differ much from the techniques presented in 1997/8 by Franz
Och introducing the Alignment Template approach. A large portion of the improvements since
then can be accounted to the availability of more data, more computational power (i.e. faster
machines with more memory) and improved software tools.
Still, more complex models are finding their way into the research community. Starting already
in the late 90s, syntax-based statistical systems try to incorporate a more structured framework
into the translation process. They augment the search for the best translation with syntactic
rules derived from grammars that can be extracted from annotated treebanks. However, the
main paradigm to machine translation underlying the work in this thesis is the phrase-based
approach which we will briefly summarize in the following sections.
1.1 The statistical approach to Machine Translation
The statistical approach to machine translation takes a different point of view on the problem
than the rule-based methods. Rule-based systems attempt to follow the interlingua or transfer
approach (cf. [Vauquois 68]) in their translation process, analyzing and decomposing the input
text into a semantic representation which is then transferred into the target language.
Typically, SMT systems process input text on a per-sentence basis. The translation task is
interpreted as decoding the output of a transmission channel, encoded in the source language,
into the target language. This results in a search problem: To find among all possible output
sequences the target language sentence that is the most likely translation of the given source
language sentence.
The theory behind statistical translation systems is mostly language-independent. The models
are usually designed to reflect general characteristics or match properties of languages. For
a specific application the models are then trained on bilingual text corpora. Thereby, they
are “tuned” to the language pair in question as well as to the domain of the training data.
Consequently, a SMT system can be quickly adapted to any language pair and translation task
without changing the system itself except for some few language-specific operations such as
preprocessing.
However, there is still an implicit language dependency entailed by
• the availability, quality and amount of bilingual data,
• the structural similarity of the languages in question,
• and how well the linguistic features represented in the model cover the structure of the
languages.
Interestingly, while statistical translation models are usually not designed with specific lan-
guages in mind, [Koehn 05] have shown SMT systems to reproduce similarities among European
languages. Statistical phrase-based translation systems were trained (cf. Section 1.5) for all lan-
guage pairs and translation directions on a subset of the official languages of the European Union.
Subsequently, the languages were clustered based on the obtained automatic evaluation scores,
resulting in the binary tree shown in Figure 1.1.
The data SMT systems rely on for training and tuning are bilingual parallel text corpora
which are available in sentence-aligned or document-aligned form. Sentence-aligned parallel
corpora consist of a series of bilingual sentence pairs that are valid translations of each other.
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Figure 1.1. Binary clustering of translation scores reproduces linguistic relations on European languages
[Koehn 05]
Among the examples for sentence-aligned texts are multilingual transcripts of parliamentary
debates, as issued by the European Union or the parliaments of Canada and Hong Kong. The
conditions imposed on document-aligned corpora are less rigid. Document-aligned bilingual texts
are composed of a series of document pairs that correspond to each other with regard to content
but without implying an exact match between the sentences. Examples here typically include
newswire texts covering specific topics or events in different languages. Most of the systems
presented in this work are based on sentence-aligned parallel data. An exception is an Arabic-
French MT system for which data initially had to be gathered from the web. The process is
described in Chapter 7 in more detail.
Approaching statistical machine translation in a formal manner, the translation task can be
defined as follows: Given a sentence fJ1 = f1, f2, . . . , fJ (a sequence of words fj) in a source
language F , we want to obtain the sentence eˆIˆ1 = eˆ1, eˆ2, . . . , eˆIˆ in the target language E that,
among all eI1, maximizes the probability Pr(e
I
1|fJ1 ). Note that historically, F is used for the
source language and E for the target language. This originates in the first publications in SMT
dealing with F rench-to-English translations based on the Canadian Hansards. In the following,
we will denote a general probability distribution using Pr(. . .) whereas a probablity under a
specific model assumption will be referred to as p(. . .). Following the source-channel approach
and using Bayes’ decision rule, the search problem can be written as:
eˆIˆ1 = argmax
eI1,I
{
Pr(eI1|fJ1 )
}
= argmax
eI1,I
{Pr(fJ1 |eI1) · Pr(eI1)
Pr(fJ1 )
}
= argmax
eI1,I
{
Pr(fJ1 |eI1) · Pr(eI1)
} (1.1)
As shown in Equation 1.1, by dropping the term Pr(fJ1 ) (which is constant with respect to e
I
1),
the translation probability distribution Pr(eI1|fJ1 ) is decomposed into two separate distributions:
The prior probability of the target sentence Pr(eI1), and the translation probability Pr(f
J
1 |eI1) of
the source given the target language sentence.
During the search process, the translation system typically generates (partial) hypotheses eI1
and evaluates them using the prior probability. The prior probability assesses the well-formedness
of the hypothesis. The model p(eI1) is referred to as the language model. It is responsible for
guiding the search towards hypotheses that are deemed grammatically correct in a way that they
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Figure 1.2. Architecture of a translation system based on the Bayes’ decision rule
have already been observed in the training data. The most common approaches to language
modeling will be briefly introduced in Section 1.6.
On the other hand, the translation model p(fJ1 |eI1) draws a link between the source sentences
and their corresponding translations. Usually, a sentence is not translated as a single entity but
rather seen as a composition of several parts to be translated individually w.r.t. their context.
To reflect this, the notion of an alignment A is introduced. The alignment essentially represents
a partitioning of a source sentence which maps the words to corresponding translations in the
target language.
Introducing the concept of an alignment allows us to split the translation probability into
two new distributions that in turn allow for a more fine-grained modeling. This alignment is
introduced as a hidden variable, i.e.
Pr(fJ1 |eI1) =
∑
A
Pr(fJ1 |eI1,A) · Pr(A|eI1). (1.2)
The resulting probability distributions are the alignment probability Pr(A|eI1) and the lexicon
probability Pr(fJ1 |eI1,A). While the alignment probability denotes the likelihood of the mapping
represented by A, the lexicon probability can be interpreted as a dictionary look-up for the
various source-target pairs in A. As the number of possible alignments is exponential in the
sentence length, the sum in Equation 1.2 is replaced by a maximum approximation:
Pr(fJ1 |eI1) ≈ maxA Pr(f
J
1 |eI1,A) · Pr(A|eI1). (1.3)
This assumption is based on the idea that only the best alignment is relevant to the translation
of a sentence.
The concepts and corresponding formal conversions lead to the general architecture of a statis-
tical machine translation system based on the source-channel approach, as shown in Figure 1.2.
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Along with a separate initial preprocessing step which usually covers tokenization and catego-
rization and a postprocessing step which can e.g. apply casing and detokenization to the output,
the system core performs the decoding, i.e. a search over the hypotheses space.
During the search process, computing the probability of a longer word sequence is done by de-
composing it into smaller chunks and combining their respective probabilities via multiplication.
As a consequence, the resulting values, typically a product of a number of small probabilities,
tend to cause numerical problems.
This issue can be addressed by transforming the probabilities into log-space, i.e.
log
( N∏
n=1
pn
)
=
N∑
n=1
log(pn).
While this may cause a small loss in precision due to the change of scale, it results in a much
more stable computation, replacing a product of possibly very small numbers (i.e. probabilities)
by a sum of negative numbers of larger scale (i.e. log-probabilities). Since the logarithm is a
strictly monotonic function, the transformation preserves the order. This allows us to use the
log-transformed probabilities in optimization without any impact on the final result:
argmax
θ
pθ = argmax
θ
{
log(pθ)
}
As probabilities are in the interval [0, 1], the corresponding log-transformed values end up in
the range [−∞, 0]. Consequently the negative logarithm can be considered a cost-function for
the respective object (e.g. hypothesis, lexicon entry). Low probabilities yield high costs while
high probabilities result in low values of the cost function. The cost function is often used as
an optimization criterion that is minimized, e.g. during the search process. For short, minimum
costs are equivalent to maximum likelihoods.
1.2 Log-linear modeling
One of the disadvantages of the source-channel approach to SMT is that it is difficult to incor-
porate additional features into the translation model. They would have to be derived mathemat-
ically from Pr(fJ1 |eI1), and new concepts being brought into the equation as additional hidden
variables.
In SMT, we are given a source language sentence fJ1 = f1 . . . fj . . . fJ , which is to be translated
into a target language sentence eI1 = e1 . . . ei . . . eI . Among all possible target language sentences,
we will choose the sentence with the highest probability, or equivalently, with lowest cost.
A more flexible formalism, the direct approach, was first suggested in
[Berger & Della Pietra+ 96]. It leads to a log-linear model in which different information
sources can easily be combined using feature functions hm(e
I
1, f
J
1 ) and corresponding weights,
or scaling factors λm. Subsequently, [Och & Ney 02] proposed the following model:
Pr(eI1|fJ1 ) =
exp
(∑M
m=1 λmhm(e
I
1, f
J
1 )
)
∑
e˜I1
exp
(∑M
m=1 λmhm(e˜, f
J
1 )
) (1.4)
To apply this model to the translation search problem, Equation 1.4 is substituted into Equa-
tion 1.1. Since it is constant for all hypotheses, the normalization term can be neglected. Sim-
ilarly, due to its monotony, the exp function is dropped without any impact on the optimum,
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Figure 1.3. Overview on the direct translation model using log-linear feature combination.
finally resulting in:
eˆIˆ1 = argmax
eI1,I
{
Pr(eI1|fJ1 )
}
= argmax
eI1,I
{ M∑
m=1
λmhm(e
I
1, f
J
1 )
} (1.5)
Note that the source-channel approach is a special case of the log-linear model (with m = 2):
h1(e
I
1, f
J
1 ) = log
(
Pr(eI1)
)
h2(e
I
1, f
J
1 ) = log
(
Pr(fJ1 |eI1)
)
,
and λ1 = λ2 = 1.
Due to the ability to incorporate new features, systems based on log-linear model combinations
are currently the state of the art in statistical phrase-based machine translation. Training of such
systems typically is done using minimum error rate training (MERT, [Och 03]) by choosing an
automatic evaluation metric and off-the-shelf optimization algorithms, such as Downhill-Simplex
or Powell’s Method, and optimizing the weights λm to a given criterion, e.g. maximum BLEU
score on a held-out data set.
In general, baseline phrase-based SMT systems use at least the following models: phrase
translation models in both directions, i.e. source-to-target and target-to-source phrase pairs,
word-based lexicon models in both directions, an n-gram language model for the target language,
and a phrase and word penalty which influence the length of the used phrase pairs during
translation and the length of the overall generated sentences, respectively. A simple reordering
model is usually distance-based, i.e. it assigns costs based on the distance from the end position
of a phrase to the start position of the next phrase. This very simple reordering model is
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Figure 1.4. A word alignment between a German and English sentence
widely used, see e.g. [Och & Tillmann+ 99, Koehn 04]. A more detailed description is given in
Section 1.5.1.
1.3 Word alignment
The alignment concept mentioned in Section 1.1 is an important starting point for statistical
machine translation systems. While the initial source-channel approach has been substituted for
a more flexible log-linear modeling approach, the segmentation of a sentence into individually
translated parts, as entailed by the word alignment idea, remains an important problem for
machine translation.
In the following, we will present short introductions to the single-word alignment concept
(Section 1.4) as well as phrase alignments (Section 1.5). Formally, given a sentence pair (eI1, f
J
1 ),
a word alignment A is a relation over the word indices:
A ⊆ I × J
(i, j) ∈ A⇒ ei is aligned to fj .
(1.6)
Commonly, a word alignment is visualized using a matrix, as is shown in Figure 1.4. The black
squares are used to represent the word pairs that are included in A.
Assuming similar language and sentence structure, the word alignment can be monotonic, i.e.
the alignment markers follow a diagonal line from the lower left to the upper right corner of the
matrix.
1.4 Single-word-based translation
In the 1990s, the first statistical machine translation systems were based on a restricted version
of word alignments, called single-word alignments. These models define an alignment to be a
7
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function a : {1, . . . , J} → {0, 1, . . . , I}. This implies that every source word fj is aligned to
exactly one target word ei with the index i = aj . As a result, a word alignment for f
J
1 can be
expressed by aJ1 = a1 . . . aJ .
Exemplarily, we choose the HMM model of [Vogel & Ney+ 96] to explain this important word
alignment concept. In Equation 1.2, aJ1 was introduced as a hidden variable:
Pr(fJ1 |eI1) =
∑
aJ1
Pr(fJ1 , a
J
1 |eI1) (1.7)
=
∑
aJ1
J∏
j=1
Pr(fj , aj |f j−11 , aj−11 , eI1). (1.8)
The introduction of a first-order Markov assumption for the alignment yields
Pr(fj , aj |f j−11 , aj−11 , eI1) = p(fj , aj |aj−1, eI1) (1.9)
= p(aj |aj−1, I) · p(fj |eaj ), (1.10)
which, using the maximum approximation, results in the following translation probability
Pr(fJ1 |eI1) ≈ max
aJ1
J∏
j=1
p(aj |aj−1, I) · p(fj |eaj ). (1.11)
This model improves the widely known IBM models 1 and 2 (see [Brown & Della Pietra+ 93]
for details) by introducing a conditional dependency of an alignment point aj on its prede-
cessor aj−1, as opposed to the position-proximity heuristic in IBM model 2. IBM model 1
which presumes a uniform probability for word alignment will be discussed in more detail
in Section 4.1. Details on the more complex IBM models 3, 4 and 5 can also be found in
[Brown & Della Pietra+ 93].
1.5 Phrase-based translation
The concept of pure phrase-based translation was first presented in [Block 00] and implemented
and evaluated by [Zens & Och+ 02]. The approach assumes a sentence to be composed of a
disjunct set of phrases, each of which can be translated independently. Here, the term phrase is
used without any linguistic background and simply denotes a consecutive sequence of words as
it appears in a sentence or hypothesis presented to the translation system.
The basic idea of phrase-based translation is to segment the given source sentence into phrases,
then translate each phrase and finally compose the target sentence from these phrase translations.
This idea is illustrated in Figure 1.5. Formally, we define a segmentation of a given sentence pair
(fJ1 , e
I
1) into K blocks:
k → sk := (ik; bk, jk), for k = 1 . . .K. (1.12)
Here, ik denotes the last position of the k-th target phrase. We set i0 := 0. The pair (bk, jk)
denotes the start and end positions of the source phrase that is aligned to the k-th target phrase.
Again, j0 := 0. Phrases are defined as non-empty contiguous sequences of words. We constrain
the segmentations so that all words in the source and the target sentence are covered by exactly
one phrase. Thus, there are no gaps and there is no overlap.
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For a given sentence pair (fJ1 , e
I
1) and a given segmentation s
K
1 , a bilingual phrase is defined
as:
e˜k := eik−1+1 . . . eik (1.13)
f˜k := fbk . . . fjk (1.14)
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Figure 1.5. Illustration of a phrase segmentation.
Note that the segmentation sK1 contains the information on the phrase-level reordering. The
segmentation sK1 is introduced as a hidden variable in the translation model. Therefore, it would
be theoretically correct to sum over all possible segmentations. In practice, we use the maximum
approximation for this sum. As a result, the models h(·) depend not only on the sentence pair
(fJ1 , e
I
1), but also on the segmentation s
K
1 , i.e., we have models h(f
J
1 , e
I
1, s
K
1 ).
For single-word based models, the source-cardinality synchronous search strategy is described
in [Tillmann & Ney 03]. The idea is that the search proceeds synchronously with the cardinality
of the already translated source positions. The decoder used for the experiments in this the-
sis implements a phrase-based version of this idea. To make the search problem feasible, the
reorderings are constrained as in [Zens & Ney+ 04b].
1.5.1 Models used during search
When searching for the best translation for a given input sentence, a log-linear combination of
several models (also called feature functions) is used as decision criterion. In this section, we will
describe the models that are used in the first pass of the search. More specifically the models
are: a phrase translation model, a word-based translation model, word and phrase penalty, a
target language model and a reordering model. We also present the discriminative word lexicon
model from [Mauser & Hasan+ 09] which is used in the experiments given in Section 6.3.
Phrase-based model
The phrase-based translation model is the main component of our translation system. The
hypotheses are generated by concatenating target language phrases. The pairs of source and
corresponding target phrases are extracted from the word-aligned bilingual training corpus by
9
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the phrase extraction algorithm described in detail in [Zens & Och+ 02]. The main idea is to
extract phrase pairs that are consistent with the word alignment, meaning that the words of the
source phrase are aligned only to words in the target phrase and vice versa. This criterion is
identical to the alignment template criterion described in [Och & Tillmann+ 99]. We use relative
frequencies to estimate the phrase translation probabilities:
p(f˜ |e˜) = N(f˜ , e˜)
N(e˜)
(1.15)
Here, the number of co-occurrences of a phrase pair (f˜ , e˜) that are consistent with the word
alignment is denoted as N(f˜ , e˜). If one occurrence of a target phrase e˜ has N > 1 possible
translations, each of them contributes to N(f˜ , e˜) with 1/N . The marginal count N(e˜) is the
number of occurrences of the target phrase e˜ in the training corpus. The resulting feature
function is:
hPhr(f
J
1 , e
I
1, s
K
1 ) = log
K∏
k=1
p(f˜k|e˜k) (1.16)
To obtain a more symmetric model, we use the phrase-based model in both directions p(f˜ |e˜) and
p(e˜|f˜).
Phrase count features
The reliability of the phrase probability estimation is largely dependent on the amount and
quality of the training data. Generally, the probability of rare phrases tends to be overestimated,
but as they do not occur often, it might be as well errors originating from mistranslations in the
training data or erroneous word alignments. Therefore, a feature based on the actual count of
the used bilingual phrase pairs is included as well.
hC,τ (f
J
1 , e
I
1, s
K
1 ) =
K∑
k=1
[N(f˜k, e˜k) ≤ τ ]
We use [·] to denote a true or false statement [Graham & Knuth+ 94], i.e., the result is 1 if the
statement is true, and 0 otherwise. In general, we use the following convention:
[ C ] =
{
1, if condition C is true
0, if condition C is false (1.17)
The value τ determines the threshold for the phrase count feature. In the evaluation system,
three phrase count features are active where τ is manually chosen and ranges from 1.0 to 3.0.
Since actual phrase counts are fractional in our system, we can incorporate the thresholds as
fractional values as well.
Word-based lexicon model
We use relative frequencies to estimate the phrase translation probabilities. Most of the longer
phrases occur only once in the training corpus. Therefore, pure relative frequencies overestimate
the probability of those phrases. To overcome this problem, a word-based lexicon model is used
to smooth the phrase translation probabilities.
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The score of a phrase pair is computed similar to the IBM model 1, but here, we sum only
within a phrase pair and not over the whole target language sentence:
hLex(f
J
1 , e
I
1, s
K
1 ) = log
K∏
k=1
jk∏
j=bk
ik∑
i=ik−1+1
p(fj |ei) (1.18)
The word translation probabilities p(f |e) are estimated as relative frequencies from the word-
aligned training corpus. The word-based lexicon model is also used in both directions, i.e. p(f |e)
and p(e|f).
Word and phrase penalty model
In addition, two simple heuristics are part of the system, namely word penalty and phrase
penalty:
hWP(f
J
1 , e
I
1, s
K
1 ) = I (1.19)
hPP(f
J
1 , e
I
1, s
K
1 ) = K (1.20)
These two models affect the average sentence and phrase lengths. The model scaling factors can
be adjusted to prefer longer sentences and longer phrases.
Target language model
The SRI language modeling toolkit [Stolcke 02] can be used to train a standard n-gram language
model. The resulting feature function is:
hLM(f
J
1 , e
I
1, s
K
1 ) = log
I∏
i=1
p(ei|ei−1i−n+1) (1.21)
The default smoothing technique that we apply is modified Kneser-Ney discounting with inter-
polation and the context sizes vary from four- to six-grams, depending on the task.
Reordering model
The phrase-based decoder implements a very simple but widely used reordering model
[Och & Tillmann+ 99, Bender & Zens+ 04]. It assigns costs based on the jump width:
hRM(f
J
1 , e
I
1, s
K
1 ) =
K∑
k=1
|bk − jk−1 − 1|+ J − jK (1.22)
Discriminative word lexicon model
Another lexicon model that can be used in the decoder is based on sentence-level source infor-
mation to predict the target words using a statistical classifier [Mauser & Hasan+ 09]. Here, the
structure of the source and target sentence is neglected: the model operates on sets of words.
The probability of the set of target words in a sentence e is modeled given the set of source
words f . For each word in the target vocabulary, we can calculate a probability for being or not
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being included in the set. The probability of the whole set then is the product over the entire
target vocabulary VE:
P (e|f) =
∏
e∈e
P (e+|f) ·
∏
e∈VE\e
P (e−|f) (1.23)
The event e+ denotes the target word e being included in the target sentence and e− if not. The
individual factors p(e|f) of the probability in Eq. 1.23 are modeled as a log-linear combination
using the source words from f as binary features
φ(f, f) =
{
1 if f ∈ f
0 else
(1.24)
and feature weights λf,·:
P (e+|f) =
exp
(∑
f∈f λf,e+ φ(f, f)
)
∑
e∈{e+,e−} exp
(∑
f∈f λf,e φ(f, f)
) (1.25)
Parallelization for the training is straightforward since we can train a separate model for each
target word. Discussions about possible classifiers and the choice of regularization can also be
found in [Bangalore & Haffner+ 07]. For training of the models tested in Section 6.3, we used
the freely available MegaM Toolkit1 which implements the L-BFGS method [Byrd & Lu+ 95].
Regularization is done using Gaussian priors.
In search, we compute the model probabilities as an additional model in the log-linear combi-
nation. When scoring hypotheses in the phrase-based system, the translation hypothesis is seen
as the set of target words that are predicted. Accordingly, words from the target vocabulary
which are not included in the hypothesis are not part of the set. During the search process,
however, we also have to score incomplete hypotheses where we do not know which words will
not be included. This problem is circumvented by rewriting Eq. 1.23 as
P (e|f) =
∏
e∈VE
P (e−|f) ·
∏
e∈e
P (e+|f)
P (e−|f) . (1.26)
The first product is constant given a source sentence and therefore does not affect the search.
Using the model assumption from Eq. 1.25, we can further simplify the computation and compute
the model score entirely in log-space which is numerically stable even for large vocabularies.
The discriminative word lexicon (DWL) complements the previously presented models as fol-
lows: While the phrase translation model is good in predicting translations in a local context, the
DWL model is able to predict global aspects of the sentence like tense or vocabulary changes in
questions. The phrase model is also closely tied to the structure of word and phrase alignments,
whereas the DWL model completely disregards the structure in source and target sentences.
1.5.2 Phrase tables
Formally, given a sentence fJ1 , every substring f˜ = f
j+n
j is considered a phrase. A disjunct set
of phrases sM1 = {f˜1, . . . , f˜M} is called a phrase segmentation of fJ1 . A bilingual phrase pair over
a sentence pair (fJ1 , e
I
1) is a pair (f˜ , e˜), where f˜ and e˜ are phrases over the source and target
sentences, respectively. In practice, bilingual phrase pairs are extracted from word alignments
such that e˜ can be assumed to be the translation of f˜ .
1http://www.cs.utah.edu/~hal/megam/
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Following the alignment concept discussed in Section 1.1, a phrase segmentation can be in-
terpreted as an alignment, leading to the following formulation of the translation probability
Pr(fJ1 |eI1) =
∑
sM1
Pr(sM1 |eI1) · Pr(fJ1 |eI1, sM1 ) (1.27)
The phrase-based model makes three main assumptions at this stage: First, all phrase segmen-
tations are assumed to be equally probable, thereby changing Pr(sM1 |eI1) to a constant c(eI1):
ppbt(f
J
1 |eI1) = c(eI1) ·
∑
sM1
Pr(fJ1 |eI1, sM1 ) (1.28)
Secondly, a maximum approximation (as previously mentioned) is used to eliminate the need
to sum over all possible phrase segmentations. And thirdly, the phrases are assumed to be
independent of each other, yielding the final form of the phrase-based translation model:
ppbt(f
J
1 |eI1) = c(eI1) ·
∑
sM1
Pr(fJ1 |eI1, sM1 )
≈ c(eI1) ·max
sM1
Pr(fJ1 |eI1, sM1 )
= max
sM1
M∏
m=1
αpbt(f˜m, e˜m).
(1.29)
Throughout this thesis, lexicon entries will also be referred to as α(·, ·). The use of an α indicates
a lexicon look-up. The lexicon entries are assumed to be normalized, i.e. p(fj |ei) = α(fj , ei) holds.
The phrase independence assumption in Eq. 1.29 greatly simplifies the model. However, it
also entails that the phrase-based model disregards all but the local context for its translation
decisions. One of the primary motivations of this thesis is to investigate means that go beyond
this local context. The triplet models presented in Chapter 4 will give a closer look on this issue.
State-of-the-art methods that address wider context modeling will be presented in Chapter 3.
A phrase lexicon or phrase table constitutes the basis of the phrase based model. This lexicon
essentially contains all bilingual phrase pairs extracted from the training data, as well as the
associated scores and probabilities. In the following, we will give a brief overview of the extraction
process and probability estimation for phrase tables.
If extracted without restrictions, the number of bilingual phrase pairs in a sentence pair is
typically too large to be handled efficiently. It also would produce noisy lexicons with a large
percentage of phrase pairs that do not contain any useful translation information. To avoid
processing data that carries no value, the extraction of phrase pairs makes use of word alignments.
A word alignment A constitutes the basis for the phrase segmentation, reducing the number of
phrase pairs to be taken into consideration and ensuring a minimal semantic correspondence
between the bilingual phrase pairs.
Essentially, a phrase pair is required to be closed under the word alignment relation (meaning
that no word in the phrase pair is aligned to a word outside of it). Depending on the heuristic
employed in the extraction procedure, the inclusion of unaligned words into the phrases on both
sides is regulated (i.e. penalized) by a model parameter.
More formally, for a bilingual sentence pair (fJ1 , e
I
1) and an the set of all bilingual phrase pairs
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9.9.1 Phrase Extraction
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Figure 1.6. A possible phrase segmentation as entailed by the word alignment
BP(fJ1 , eI1) is defined as follows:
BP(fJ1 , eI1) =
{
(f j+nj , e
i+m
i )
∣∣∣∀(i′, j′) ∈ A :
j ≤ j′ ≤ j + n =⇒ i ≤ i′ ≤ i+m
}
.
(1.30)
An example of a phrase segmentation in accordance with the word alignment in Figure 1.4 is
given in Figure 1.6.
The translation probablity of a phrase pair (f˜ , e˜) is usually estimated using the phrases’ relative
frequencies in the training data:
αpbt(f˜ |e˜) = N(f˜ , e˜)
N(e˜)
, (1.31)
N(f˜ , e˜) being the number of times f˜ and e˜ are aligned to each other. N(e˜) denotes the total
occurrence count of e˜ in the training data. Typically, both the normal and the inverse translation
model scores are computed and included in the phrase lexicon, making the model suitable for
bi-directional translation as well as for log-linear systems that use scores for both directions as
features.
Among the additional features often included in the phrase table is the IBM model 1 probability
of a phrase pair (f˜ , e˜), both normal and inverse. This score evaluates the alignment of f˜ and e˜,
penalizing overly large phrase pairs (e.g. ones that encompass several independent expressions).
While the IBM model 1 will be discussed in detail in Section 4.1.
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1.6 Language modeling
Language modeling is a long-established research field in the area of Natural Language Processing.
In Automatic Speech Recognition (ASR), the language model guides the search for the best
recognition hypothesis by specifying the order in which a sequence of words is likely to occur.
In SMT, the purpose of a language model is to quantify the well-formedness of target sentence
hypotheses. Language models are also used in, e.g., text classification, information retrieval and
data compression.
The prevalent approach of modeling Pr(eI1) is based on a limited context of words:
Pr(eI1) =
I∏
i=1
Pr(ei|ei−1i−n+1) (1.32)
A sequence of words can be interpreted as a series of events, and by imposing a Markov assump-
tion of n-th order, we obtain the most widely used type of language model: the n-gram model.
Operating on n-tuples, this model relies on a history h = ei−1i−n+1 = ei−n+1ei−n+2 . . . ei−1 of n− 1
already observed words to predict ei = w, the word to follow. In a simple approach, n-gram mod-
els are initialized with relative frequencies on these tuples estimated from monolingual training
data:
p(w|h) = N(h,w)
N(h)
, (1.33)
where N(h,w) denotes the number of times the string hw (i.e. h, followed by w) has been observed
in the training data and N(h) is the number of total occurrences of h.
With increasing order, n-gram models suffer from a problem common to all models that require
a large but strict context: Data becomes sparse and, thus, the model yields inaccurate results.
Usually, MT systems implement trigrams, 4-grams or 5-grams, depending on the size of the
task, and rarely go beyond 7-grams. Thus, only local lexical dependencies are captured in a
conventional n-gram model. The two main approaches used to address the data sparsity issue
are smoothing and back-off.
Smoothing is applied during n-gram model training. The idea behind the various smoothing
approaches is the following: Probablity mass is taken away from n-grams with high probability
and distributed among unseen n-grams, thereby accounting for the lack of training data and the
bias that it implicitly contains.
Back-off, on the other hand, deals with the data sparseness problem during scoring, i.e. when
the model is presented with a history h and a word w in order to estimate the probability of
the overall string given by hw. For n-gram models of high order (i.e. with large n), it is likely
that the entire string has not been observed in the training data. However, since there might
be evidence in the training data for lower-order histories (being shorter and, thus, less specific),
the model score is computed by backing off to lower order n-grams, i.e. (n − 1)-grams, (n − 2)-
grams and so forth. A more thorough discussion of language modeling can be found in, e.g.,
[Manning & Schuetze 99].
1.7 System setup phases
Having presented an overview of the main components of a statistical machine translation system,
we will now give a schematic description of the general setup process. This process consists of
several distinct steps, each operating on its own set of data:
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1. Training phase: A statistical model typically represents knowledge through a set of model
parameters. Thus, to learn from a given set of data, these parameters have to be adjusted
accordingly. This general process is referred to as training.
Large amounts of data are used for this step to ensure good coverage of the languages in
question. The more data the system is trained on, the less prone it is to noise and unwanted
bias. SMT systems live on large data: if there are only small amounts of data available, a
rule-based system might be better off since the statistical system will not be able to learn
regularities of the corresponding language pair. The training itself can be decomposed into
two steps:
First, the model parameters are initialized. When training for maximum likelihood, the
values chosen for initialization are often obtained from the training corpus through counting.
The resulting relative frequencies (cf. Section 1.5.2) are often a good first approximation of
the maximum likelihood estimate (MLE ), i.e. the parameter set that maximizes likelihood
of the training data. In cases where relative frequencies do not suffice, the model may be
trained using an optimization algorithm that tunes the model parameters to improve the
chosen training criterion (e.g. its likelihood).
2. Development phase: While each component of an SMT system may be trained on its
respective training corpus, tuning the system itself extensively on that data is computation-
ally too expensive. Therefore, and in order to prevent overfitting, a separate development
set (consisting of several hundreds to thousands of source sentences and the corresponding
reference translations) is used to optimize the log-linear model combination for optimal
translation performance. As objective function, we usually chose an MT evaluation metric,
such as BLEU or TER (cf. Section 1.9).
3. Testing phase: Finally, after training and tuning SMT systems, they can be evaluated
on previously unseen data in order to validate the overall expected translation quality gain.
The results on this set typically show how well the various models are capable of generaliz-
ing on new data. If several competing systems are built independently, final performance
evaluation can be carried out on such test data. This is usually done during evaluations
where the participants obtain (previously unknown) source sentences without reference
translations. An objective evaluation can be carried out using automatic evaluation mea-
sures (see below) or human evaluators that rate the translations according to fluency and
adequacy.
1.8 Evaluation measures
The main evaluation measures in the course of this work are the widely known BLEU score
[Papineni & Roukos+ 02] and TER (Translation Edit Rate) [Snover & Dorr+ 06]. The BLEU
score is often used as a criterion optimized during the tuning process of a system, e.g. by ap-
plying Downhill-Simplex in order to derive the weights of the feature functions. An approach
that goes beyond system-level BLEU score is presented in [Zens & Hasan+ 07]. For some of
the experiments, instead of TER, we report other evaluation measures, e.g. WER (word error
rate), PER (position-independent error rate) or the NIST score [Doddington 02] which is simi-
lar to BLEU. Most evaluation measures show a reasonable correlation with human judgement.
It remains an open question though if an improvement in one of these measures will also lead
to improvements in overall translation quality (cf. also [Callison-Burch & Koehn+ 09]). A com-
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bined evaluation score taking into account an interpolation of BLEU and TER is proposed in
[Mauser & Hasan+ 08]. For the sake of completeness, here is a short description of the measures:
BLEU Proposed by [Papineni & Roukos+ 02], the BLEU score measures the similarity of n-
gram count vectors of the reference translations in the candidate translation. If multiple refer-
ences are present the counts are collected on all translations. The typical length of the n-gram
is 4, with shorter n-grams being also counted and then interpolated. BLEU is a precision mea-
sure: higher values indicate better results. If no n-gram of maximum length matches translation
and reference, the BLEU score is zero. In addition, there is a brevity penalty to lessen the strong
bias towards short sentences. Variants of the brevity penalty exist with respect to the reference
length used.
TER The Translation Edit Rate [Snover & Dorr+ 06] is an error measure that counts the num-
ber of edits required to change a system output into one of the given translation references. The
background is to measure the amount of human work that would be required to post-edit the
translations proposed by the system into the reference. In contrast to WER, movements of blocks
are allowed and counted as one edit with equal costs of insertions, deletions and substitutions
of single words. The number of edit operations is divided by the average number of reference
words.
NIST The NIST precision measure [Doddington 02] was intended as an improved version of
BLEU. Unwanted effects of the brevity penalty of BLEU should be reduced and n-gram occur-
rences are weighted by their importance. The importance is computed by the frequency of the
n-gram in the references. As for BLEU, multiple reference translations are pooled, but NIST
considers frequently occurring n-grams to be less important than rare ones. The brevity penalty
is designed to avoid BLEU’s slight bias towards short candidates. Furthermore, the NIST score
is not normalized, making the absolute value and impact hard to assess.
WER The Word Error Rate is the edit distance (also known as Levenshtein distance) on word
level between a hypothesis and its reference. It is the minimum number of word insertions, sub-
stitutions and deletions necessary to transform a candidate translation into one of the reference
translations. Identical costs are assumed for all three operations, whereas reordering is not per-
mitted. The number of edit operations is divided by the number of words in the reference. If the
hypothesis is longer than the reference, this can result in an error rate larger than 1. Therefore,
WER has a bias towards shorter hypotheses. For multiple reference translations, the final error
rate for a translation hypothesis is the minimum error on all references.
PER In contrast to WER, the position-independent word error rate (PER)
[Tillmann & Vogel+ 97] neglects word order completely. It measures the difference in the
count of the words occurring in both hypothesis and references. The resulting number is divided
by the number of words in the reference.
1.9 The EM-Algorithm
The Expectation-Maximization algorithm, EM algorithm for short, is an iterative method for
maximum likelihood estimation on incomplete data. For a θ-parametrized model pθ(Y ), and a
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set of observable training data yN1 and a hidden variable A, the maximum likelihood estimate θ¯
is the solution to the following optimization problem:
θ¯ = argmax
θ
N∏
n=1
pθ(yn, A|θ). (1.34)
Among the possible model parameter values, one seeks the parameter set θ¯ that maximizes the
joint probability of observed and hidden data as given by the model. For reasons of numerical
stability and simplification, the probabilities are commonly replaced by the log-likelihoods:
θ¯ = argmax
θ
N∑
n=1
log pθ(yn, A|θ). (1.35)
For cases where there is no closed form solution for the maximum likelihood estimate, the EM
algorithm offers an iterative approach. From a parameterization θ, a new parameter set θ¯ is
derived by maximizing the expected likelihood of the complete data (i.e. y and A) given the
observable data:
Q(θ; θ¯) = EA
[
log pθ(y
N
1 , A|θ¯)
∣∣y] (1.36)
=
N∑
n=1
∑
A
p(A|θ, yn) log
(
pθ(yn, A|θ¯)
)
. (1.37)
During EM training the convergence of a model’s likelihood is typically measured using the
perplexity (or short PPL). The perplexity of a model p(Y ) for the data set yN1 is defined as
PPL = exp
(
− 1
N
·
N∑
n=1
log p(yn)
)
. (1.38)
As data likelihood increases, perplexity drops. Thus, maximizing data likelihood is equivalent to
minimizing data perplexity.
Further details on the EM algorithm, as well as a proof of convergence, can be found in the
original paper by [Dempster & Laird+ 77].
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Scientific Goals
The previous chapter introduced some of the key aspects of statistical machine translation and
gave an initial overview of approaches using lexical triggers in the NLP domain, e.g. for language
modeling purposes. The primary goal of this thesis is to study trigger-based methods and
extensions in more detail with respect to applications in the MT domain. Here, the main focus
is on triplet lexicon models that take two words in one language to trigger a single word in the
other language (either source to target or target to source). A detailed analysis and evaluation
of this approach will be given in the course of this work. Furthermore, we present chapters on
additional material. We present a flexible reranking framework for SMT which is used to test
new models and their impact on translation quality. We also describe one of the first large-
scale Arabic-to-French SMT systems developed within the TRAMES project. The following
paragraphs summarize the scientific goals of this work. A final conclusion on the achievements
of these goals can be found in the last chapter.
Overview of trigger-based approaches We will devote a portion of this work to trigger-based
approaches proposed in the NLP community. These go from early monolingual triggers used
for language modeling purposes to word-sense disambiguation methods in state-of-the-art MT
systems. We will address some early work in triggers based on regular expressions to improve
interpolated language models. Furthermore, cache-based LMs will be mentioned as a motivation
for context-based lexical triggers. Crosslingual lexical triggers are the natural next step of trigger-
based approaches suitable for the MT domain. For instance, IBM model 1, which models a simple
source-to-target word dependency, can be seen as such an example. We will also describe LMs
based on latent semantic analysis (LSA) which use abstract document level triggers as a modeling
technique. Lastly, we present an extension that moves towards triplets, i.e. more complex lexical
triggers consisting of pairs of words.
Training of triplet lexicon models One of the primary investigations of this thesis is on extended
lexicon models based on triplets, i.e. lexical triggers of the form (e, e′) → f (or (f, f ′) → e,
correspondingly), where e and e′ denote words in the target language and f denotes a word in the
source language. We present means of training these models in an unsupervised manner using
standard Expectation-Maximization (EM) on word-aligned parallel corpora. Several variants
will be considered: an unconstrained model does not require any additional information except
sentence alignments. Similarly to IBM model 1, the training procedure looks at all triplets given
additional constraints, such as symmetry constraints or constraints on the maximum distance
between triggers in order to reduce the overall amount of triplet events during training.
Furthermore, variants incorporating alignment information and phrase-boundaries will be dis-
cussed. These help to further reduce the amount of triplets and, thus, training time and memory
requirements without negative impact on translation performance.
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Reranking framework for large n-best lists It is often unclear in the beginning whether a new
model yields expected improvements. Implementing models directly as part of the log-linear
modeling framework within a phrase-based decoder is usually a time-consuming task. It is
advantageous to investigate the behavior of a new model in reranking beforehand. N -best lists
are a compact representation of a part of the search space explored during the decoding process.
Hypotheses are fully generated and can be used for virtually any model, even more complex
ones that look at information on the whole sentence level which might not be available in early
stages of decoding. A framework will be discussed that allows for extraction of very large n-best
lists (up to 100,000 hypotheses) from word graphs. These lists then serve as a starting point for
evaluation of additional reranking models.
Reranking models A set of reranking models is presented that incorporates various aspects of
sentence-level knowledge. Clustered language models use regular expressions as triggers which
help to select specific language models that are trained on a set of matching sentences, e.g. inter-
rogative sentences where the structure is slightly different from declarative sentences. Shallow
syntactic models look at structural properties of the hypotheses generated in the n-best lists. In
this work, we investigate the use of link grammars, lexicalized tree adjoining grammars (LTAGs)
with additional lightweight dependency analysis and a Maximum Entropy chunker. Furthermore,
standard reranking models, such as IBM model 1, language models on large additional amounts
of data, and n-gram posteriors, will be discussed. Ultimately, we will investigate the triplet
lexicon models in order to assess their usefulness in MT reranking.
Comparison of triplet lexicon models in reranking and search In this work, we will extensively
cover extended lexicon modeling using triplets. These models are evaluated in detail by first using
the reranking framework. We will also compare the impact of integrating them directly into a
phrase-based decoder and show that the benefit of moving models from the reranking approach
into the search process results in improved translation quality. The experiments are carried
out on multiple translation tasks for various language pairs, such as Chinese-English, Arabic-
English, Arabic-French and Spanish-English. The goal here is to analyze how triplet lexicon
models behave in various settings and to derive a recommendation for best practice.
Combining multiple triplet lexicon models in search We will look at improvements achieved
when using more than one triplet lexicon model during search. By combining two directions,
namely p(f |e, e′) and p(e|f, f ′), or models trained with different constraints, we can, similarly to
effects observed in reranking, obtain additional improvements in translation quality. These mul-
tiple models, though, are more expensive to incorporate due to their size and training complexity.
We address various methods how to speed up the overall application using pruning, trimming
and other constraints.
Domain-specific Arabic-to-French engine We will also take a look at engineering aspects of
SMT systems. Within the TRAMES project, a large-scale statistically-driven machine transla-
tion system was created for Arabic to French that is capable of producing online high-quality
genre-specific translations for text and audio domains with up to 250 words per second. The
progress over the years was achieved using more and particularly genre-specific training data,
tuning the system extensively for the various target settings, incorporating better Arabic prepro-
cessing and optimizing the decoder for maximum throughput. An extensible framework for CAT
applications will be presented that allows for flexible setup of several components that interact on
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a client-server basis. The objects are processed through a chain of server modules and returned
to the client with the final result, e.g. n-best completions of a partly translated source sentence.
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Trigger-based Approaches in NLP
This chapter summarizes related work on trigger-based approaches in Natural Language Process-
ing (NLP). We will address the initial approaches to monolingual triggers that were used for
language modeling purposes. Furthermore, the first SMT-related trigger approach that incorpo-
rates crosslingual information, i.e. where a word in the target language triggers a word in the
source language or vice versa, will be presented. This model is called IBM model 1 and was
first published in [Brown & Della Pietra+ 93]. One of the main advantages of this model is its
simplicity. It can be written down in a few lines of programming code and is capable of finding
“good” source-to-target word dependencies in parallel bilingual data. Interestingly, this model is
valuable in finding early correspondences in word alignment training and helps to improve trans-
lation performance robustly when applied in n-best reranking. The main focus of this thesis
which presents a natural extension of the IBM model 1, i.e. extending the model with a second
trigger, will be presented in more detail in Chapter 4.
Later on, we will also give an overview on related work that models dependencies on a syntactic
level, such as link grammars or supertagging, and how they can be used to exploit syntactic
properties in natural languages (cf. Section 5.4). Another brief topic will be language modeling
based on latent semantic analysis. Here, the words of a text can be seen as semantic triggers on
document level. Finally, we present triggers based on regular expressions that can be used to
cluster data for an interpolated language model.
3.1 Monolingual lexical triggers
Monolingual lexical triggers appeared around the early 90’s for the first time. Two representatives
of these models that use triggering words in long contexts are the cache model and the trigger
model. The cache model [Kuhn & Mori 90] is a simple history-based lookup and can be viewed
as a special case of the general trigger model. In the cache model, a word occurring in the
history (e.g. on sentence or even document level) simply increases its own probability, thus
favoring that the same word will appear again in the future. Lexical trigger models were first
introduced into language modeling in form of so-called distant bigrams or monolingual triggers,
e.g. [Rosenfeld 96] and [Tillmann & Ney 97]. [Rosenfeld 96] relies on mutual information to select
promising trigger pairs and incorporates these into a maximum entropy-based language modeling
framework. [Tillmann & Ney 97], on the other hand perform maximum-likelihood training via
the EM algorithm while incorporating an n-gram language model. This is done specifically to
tune the wide context trigger model to complement the locally restricted n-gram model. In
general, we try to find dependencies of the form a → b within trigger models, where two (or
more) words are linked together, i.e. the trigger a directly influences the word b.
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3.1.1 Cache models
The cache model follows a simple observation: words that appear in the immediate history of a
sentence or document (e.g. within the last 100 to 1000 words) are likely to appear again. The
probability of a word is increased in proportion to the number of occurrences of the same word
in the immediate history. Formally, the cache model can be defined as follows:
pcache(wi|wi−1i−m) =
1
m
i−1∑
j=i−m
δ(wj , wi) (3.1)
The function δ(wj , wi) is the Kronecker delta, i.e.
δ(wj , wi) =
{
1 if wj = wi
0 otherwise
(3.2)
Equation 3.1 defines that every time a word occurs in the history, it contributes to the conditional
probability by a factor proportional to 1/m where m is the number of words in the history. The
formula for the cache model can be rewritten as
pcache(wi|wi−1i−m) =
Nwi−1i−m
(wi)
m
(3.3)
where Nwi−1i−m
(wi) is the number of times wi occurs in the history w
i−1
i−m. Thus, the contribution
of each word is proportional to the number of its occurrences.
The cache model is usually used in combination with the n-gram model by linear interpolation:
picache(wi|wi−1i−m) = λ pngram(wi|wi−1i−n+1) + (1− λ) pcache(wi|wi−1i−m) (3.4)
The interpolated cache model has two parameters:
• m: the history size, e.g. a context of 100–1000 words
• λ: the interpolation weight, e.g. 0.95 (giving most of the weight to the standard n-gram)
To tune the parameters on a development set, it is possible to keep m fixed and search for
a λ which minimizes the perplexity of the combined model. This can be done by any line
search method for minimization of a one-dimensional function, see e.g. [Press & Teukolsky+ 02].
Another possibility to find an optimal λ is to use the EM algorithm ([Baum 72]).
One important observation of the combined model is the overestimation of events with high
unigram counts. This is the case for function words, such as articles (e.g. “the”) and prepositions
(e.g. “of”), since they frequently appear in the history. Thus, a word-specific weighting ωw might
leverage this effect. In [Tillmann & Ney 96a], a combination of a low-level word trigger with a
baseline model is performed only if pngram(w|wi−1i−m) is below a certain threshold. Introducing
word-specific weighting, the following equation is obtained for the cache model:
pcache(wi|wi−1i−m) =
i−1∑
j=i−m
ωwj∑
w′
ωw′
δ(wj , wi) (3.5)
Another possibility of improving the cache model is the use of an exponential decay
[Clarkson & Robinson 97]. The idea is that words further away in the history also should be
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less important in the overall model. Thus, they should get smaller weights that words which are
closer to the predicted word. This technique is also used by [Bellegarda 00] for the LSA model
(where it is called exponential forgetting). The modification introduces the following change to
the formula for the cache model:
pcache(wi|wi−1i−m) =
i−1∑
j=i−m
αi−j−1ωwj∑
w′
αi−j−1ωw′
δ(wj , wi) (3.6)
where the αi−j−1 denotes position-dependent weights. Assuming that the importance of the
words in the history diminishes exponentially, the following possibility for α has been explored:
αi−j−1 = exp(a(i− j − 1) + b) (3.7)
where a and b are parameters to be trained. Parameter b can usually be ignored because it will
cancel due to normalization of αi−j−1. The formula for αi−j−1 can also be written as αi−j−1 =
ci−j−1 (c = exp(a)) and corresponds to the so called exponential decay [Bellegarda 00].
3.1.2 Word trigger models
The word trigger model can be viewed as an extension of the cache model. A word w in the
history of the cache model can influence directly only the probability of the same word w while
the trigger model can increase the probability of a word v with which it co-occurs in the training
data. The generalization of the trigger over the cache is evident from the formula of the trigger
model
ptrigger(wi|wi−1i−m) =
1
m
i−1∑
j=i−m
α(wi|wj) (3.8)
where α(wi|wj) are probabilities which will be defined later. For now we require only that they
satisfy the normalization constraint
∑
w α(w|wj) = 1. Notice that if we set α(wi|wj) to the
Kronecker delta δ(wj , wi) we obtain the cache model. The normalization constraint is then
satisfied. The n-gram and the trigger model can be combined through linear interpolation:
pinterpol(wi|wi−1i−m) = λ pngram(wi|wi−1i−n+1) (3.9)
+ (1− λ) ptrigger(wi|wi−1i−m)
The word wj is called the trigger and wi the triggered word. The pair (wj , wi) constitutes a
trigger pair and is often denoted as wj → wi. It has been shown that out of the possible W 2
trigger pairs (where W is the vocabulary size) only a fraction is useful, see e.g. [Rosenfeld 94].
Once one has selected a wj as a trigger, one has W trigger pairs wj → w even though for most
of them α(w|wj) can be zero. To avoid the caveat that not all words from the history wi−1i−m are
present in the sum in Equation 3.8, one can extend it by introducing weighting of words in the
history ωwj as in the extension of the cache model considered above.
ptrigger(wi|wi−1i−m) =
i−1∑
j=i−m
ωwj
i−1∑
j′=i−m
ωwj′
α(wi|wj) (3.10)
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In this case
ωwj =
{
1 if wj has been selected as a triggering word
0 otherwise
(3.11)
There are at least two approaches for obtaining α(wi|wj). One is presented in
[Tillmann & Ney 96a, Tillmann & Ney 96b]. Another approach is to let α(wi|wj) be free pa-
rameters as proposed in [Savev 05] which defines
Ntrigger(wj , wi) =
∑
(h,w):wj∈h,wi=w
1 (3.12)
which iterates over all pairs (h,w) of history h and word w and increments a counter whenever
wj is present in h and wi is equal to w. For a fixed wj , the same parameter can be assigned
to all words wi that have the same counts Ntrigger(wj , wi). The perplexity is then used as an
optimization criterion.
Selection criteria for word triggers
In [Tillmann & Ney 96a], a method for selecting word triggers is presented. First, an equation
for calculating the trigger parameters α(wi|wj) is provided (model selection). The second part
is about model training, i.e. how useful word trigger pairs can be obtained. In this approach
α(wi|wj) = q(wi|wj)∑
w′
q(w′|wj)
(3.13)
The definition of q(wi|wj) is
q(wi|wj) =

Ntrigger(wj , wi)
Ntrigger(wj , wi) +Ntrigger(wj , w¯i)
if wj → wi is selected as trigger pair
0 otherwise
(3.14)
The definition of Ntrigger(wj , wi) is given in Equation 3.12, whereas Ntrigger(wj , w¯i) is defined as
follows:
Ntrigger(wj , w¯i) =
∑
(h,w):wj∈h,wi 6=w
1 (3.15)
Notice that the denominator in Equation 3.14, Ntrigger(wj , wi) +Ntrigger(wj , w¯i), is equal to the
unigram frequency of word wj .
The proposed method considers one trigger pair a→ b out of the possible W 2 at a time. For
this trigger pair, an improved model pa→b(wi|hi) over a given baseline model pbaseline(wi|hi) is
defined. The difference between the two log-likelihood functions is defined as
Fa→b − Fbaseline =
N∑
i=1
log
pa→b(wi|hi)
pbaseline(wi|hi) . (3.16)
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The trigger model probability pa→b is defined as a function q(b|a)
pa→b(w|h) =

q(b|a) if a ∈ h and w = b
(1− q(b|a)) pbaseline(w|h)∑
w′ 6=b
pbaseline(w
′|h) if a ∈ h and w 6= b
q(b|a¯) if a /∈ h and w = b
(1− q(b|a¯)) pbaseline(w|h)∑
w′ 6=b
pbaseline(w
′|h) if a /∈ h and w 6= b
(3.17)
In addition to the parameters q(b|a), for reasons of symmetry, q(b|a¯) is also introduced which
models a¯ not being part of the history h. These parameters optimize Equation 3.16. The obtained
closed-form solutions are
q(b|a) = Ntrigger(a, b)
Ntrigger(a, b) +Ntrigger(a, b¯)
(3.18)
q(b|a¯) = Ntrigger(a¯, b)
Ntrigger(a, b) +Ntrigger(a¯, b¯)
(3.19)
where
Ntrigger(a¯, b) =
∑
(h,w):a/∈h,b=w
1 (3.20)
and
Ntrigger(a¯, b¯) =
∑
(h,w):a/∈h,b 6=w
1 (3.21)
[Tillmann & Ney 96a] consider three possible criteria for selecting trigger pairs: high level
triggers, unigram triggers and low level triggers.
High level triggers
For every pair a→ b, the improvement of perplexity Fa→b−Fbaseline is computed. The pairs are
ranked in increasing order and the top 500 000 are selected. To do this one faces computational
difficulties. The first problem is that the number of possible trigger pairs can be too large. This
number is reduced by selecting only trigger pairs which co-occurred at least 3 times in a window
of length 200. This approach of using count cutoffs and limiting the maximum distance of the
trigger and triggered word are also used later in the triplet lexicon model in Section 4.
The next problem is that the computation of Fa→b − Fbaseline is as expensive as computing
the perplexity W number of times on the training data, i.e. a corpus of possibly several million
running words. To alleviate the problem, sampling was used, i.e. only every 20th word was used
in the computation of the difference between the two log-likelihoods.
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Unigram triggers
Using a unigram model p(w) as a baseline model, the formula for Fa→b − Fbaseline simplifies to
Fa→b − Fbaseline = Ntrigger(a, b) log q(b|a)
p(b)
+Ntrigger(a, b) log
1− q(b|a)
1− p(b) (3.22)
+ Ntrigger(a¯, b) log
q(b|a¯)
p(b)
+Ntrigger(a¯, b) log
1− q(b|a¯)
1− p(b) .
The trigger pairs selected by this criterion are called unigram triggers. If Equation 3.22 is
multiplied by 1/N and assuming p(a, b) =
Ntrigger(a, b)∑
a
∑
b
Ntrigger(a, b)
=
Ntrigger(a, b)
N , we obtain the
average mutual information between a and b as suggested in [Rosenfeld 94].
Low level triggers
Let the baseline model be an interpolated language model defined as follows
p(w|h) = λ pngram(w|h) + (1− λ) punigram(w) (3.23)
Let pa→b(w|h) be defined by replacing the unigram distribution punigram(w) in Equation 3.23 by
a new distribution qa→b(w|h) which incorporates the trigger a → b. The authors consider that
the interpolation might not be of advantage when pa→b is high. This is equal to using a reduced
corpus which consists only of the positions i such that the n-gram probability pngram(w|h) is
below a threshold. The difference between high level trigger pairs and low level trigger pairs is
that the former uses the whole corpus whereas the latter uses a reduced corpus with exclusion
of well-predicted positions by the n-gram model.
3.1.3 Maximum Entropy trigger models
There are two ways to arrive at the maximum entropy model. The first is by deriving a multi-
plicative model 1 and the second is through the maximum entropy principle [Jaynes 90].
Let the conditional probability p(wi|wi−1i−m) depend on the last m words. By application of Bayes’
formula we obtain p(wi|wi−1i−m) = p(wi−1i−m|wi)p(wi)/Z, where Z is a normalization constant that
does not depend on p(wi). The words in the history can be considered conditionally independent
with respect to wi and, thus, p(w
i−1
i−m|wi) =
∏i−1
j=i−m p(wj |wi). The model can be defined as
p(wi|wi−1i−m) =
p(wi)
Z
i−1∏
j=i−m
p(wj |wi). (3.24)
If we express p(wj |wi) through λj→i = log p(wj |wi) for j < i − 1, λwi−1wi = log p(wi−1|wi) and
λwi = log p(wi), we arrive at
pmaxent(wi|wi−1i−m) =
exp
( 2∑
j=1
λwi−1i−j+1wi
+
i−2∑
j=i−m
λwj→wi
)
∑
w′
exp
( 2∑
j=1
λwi−1i−j+1w′
+
i−2∑
j=i−m
λwj→w′
) (3.25)
1Strictly speaking, by using a multiplicative model, only the bigram + trigger model can be obtained. The
maximum entropy approach is more general and allows for seamless integration of trigrams and distant bigrams.
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where the parameters λ express log-probabilities. The parameters λwi−1i−j+1w
represent n-grams
(for j = n) and play a role analogous to p(w|wi−1i−n+1) in the n-gram model. The triggers λwj→w
are represented by wj → w where wj is the (i − j)-th word in the history. Since there are W 2
possible word trigger pairs, the number of these parameters might be very large. Therefore a set
of trigger pairs has to be preselected. If wj → w is not selected as a trigger pair, by definition
λwj→w = 0 is taken as a constant. In the original work of [Rosenfeld 94], a modification known
as complemented n-gram is considered. Another alternative is to exclude complementary events,
e.g. if the trigram wi−1i−2w has occurred in the training data, the corresponding bigram wi−1w
and unigram w might not be considered (i.e. λwi−1w = 0 and λw = 0 by definition) for a trigram
maximum entropy model. The complemented n-gram shows similarities to the back-off scheme
for n-grams.
The parameters are optimized on the log-likelihood of the training corpus. In [Rosenfeld 94],
only part of all possible trigrams and bigrams are considered in order to reduce the number of
parameters.
Trigger pair counts for a trigger a→ b are defined according to a modification of Equation 3.12:
Ntrigger(a, b) =
∑
(wi−1i−m,wi):a∈wi−3i−m,wi=b
1, (3.26)
meaning that for a fixed word b, a is counted only if it occurs in the history but is not part of
the trigram wi−2wi−1b.
The selection criterion used in [Rosenfeld 94] is the average mutual information between a and
b for a trigger pair a→ b. That criterion is obtained from Equation 3.22 by dividing by N .
Training of the parameters of the maximum entropy model can be performed using different
methods. The earliest proposed solution is the Generalized Iterative Scaling algorithm (GIS)
[Darroch & Ratcliff 72a]. A more recent method is the Improved Iterative Scaling Algorithm
[Berger & Della Pietra+ 96]. It is an iterative method that relies on bounding the negative log-
likelihood function. An improvement over this method is the Faster Iterative Scaling Algorithm
[Jin & Yan+ 03] which works in the same way as IIS but bounds the negative log-likelihood more
strictly and therefore needs less iterations.
3.1.4 Latent Semantic Analysis Language Model
[Savev 05] investigated the use of language models based on latent semantic analysis (LSA) for
statistical machine translation. While the n-gram addresses local syntactic constraints, it fails
to account for globally available information, e.g. long-context semantic dependencies, i.e. the
topic of a text. Introducing long-context constraints could help to further restrict the choices sug-
gested by n-gram models. Latent semantic analysis (LSA) [Bellegarda 00] models long-context
dependencies by automatically deriving a measure of semantic similarity between a word and its
history. It achieves this by representing each word and history as low-dimensional vectors derived
from co-occurrence counts through the use of Singular Value Decomposition. The starting point
is to extract all words from a list of documents and count the number of occurrences in each
document. This results in a word-by-document matrix of the form:
doc1 . . . docD
word1 N1(1) . . . ND(1)
. . . . . . . . . . . .
wordW N1(W ) . . . ND(W )
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The matrix contains the count of a word w, 1 ≤ w ≤W , in document d, 1 ≤ d ≤ D, denoted by
Nd(w). The size of the vocabulary is W words and D is the total number of documents. The
matrix is defined as AWD = [Nd(w)].
A word with index w is represented by the w-th row in the matrix A. Since this is a row vector
it will be denoted by ~wT . In general, row vectors will be denoted as transposed column vectors
by using the sign T . A document with index d is represented by the d-th column in the matrix
and is denoted by ~d. Given this representation, the semantic similarity between two words can
be computed by using the cosine between the two representing vectors. If wi and wj are two
words at position i and j in a text, the similarity between them is calculated by
sim(wi, wj) = cos(~w
T
i , ~w
T
j ) =
~wTi  ~wTj
‖ ~wTi ‖‖ ~wTj ‖
(3.27)
=
D∑
d=1
Nd(wi)Nd(wj)√√√√ D∑
d=1
Nd(wi)2
√√√√ D∑
d=1
Nd(wj)2
This formula can also be used for calculating the similarity of two documents, i.e. sim(di, dj),
analogously. In order to compute the similarity between a word and its history (i.e. document),
one can use the method presented in [Coccaro & Jurafsky 98]. A history is a sequence of words
h = wn1 . The centroid ~w
T
c of all word vectors can be used as a representation of the history:
~wTc =
1
n
( n∑
j=1
~wTj
)
. (3.28)
Then the similarity between a word w and its history h is the cosine between ~wT and the centroid
~wTc .
During translation (or recognition if we consider the application of LSA models for ASR), we
do not have the whole document available since it is currently being “generated” through the
search process. We have to resort to using the current history as document. In this context,
singular value decomposition (SVD) (see e.g. [Deerwester & Dumais+ 90]) is applied in order to
reduce the dimensionality of the matrix. It is also used to compact the original word-by-document
matrix since it is usually very sparse. After SVD, only the most “relevant” words survive. This
also speeds up both training and the calculation of probabilities during LM scoring. The transfor-
mation of similarity measures to probabilities plsa(w|h) can be obtained using normalization, an
arccos transformation [Zhang & Rudnicky 02], or via histogram approximation [Bellegarda 00].
The normalization simply adjusts the similarities to the interval [0, 1] by finding the minimum,
setting it to zero and renormalizing the rest of the distribution using a power function. The
final language model score is obtained by an interpolation of a standard n-gram model with an
LSA-based model.
Experiments in [Savev 05] show perplexity reductions of around 10% on test data of the
Wall Street Journal and English EPPS corpus using an interpolated LSA model based on
[Zhang & Rudnicky 02]. In a rescoring experiment for the Spanish-English EPPS translation
task, these models could not improve the baseline. A detailed analysis showed that approxi-
mately 17% of the test hypotheses had less errors using the LSA models in terms of edit distance
(i.e. WER), whereas 13% were worse. However, a positive effect in BLEU score was not observ-
able.
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3.2 Crosslingual lexical triggers
When looking at SMT systems, the notion of crosslingual triggers is a straightforward extension
to monolingual triggers. Instead of investigating triggering effects within a language, we try
to exploit triggering effects across languages. In a broader point of view, every translation
model that provides source word to target word translations is a trigger model. One of the
simplest crosslingual trigger models is IBM model 1 [Brown & Della Pietra+ 93] which captures
lexical dependencies between source and target words. It can be seen as a lexicon containing
correspondents of translations of source and target words in a very broad sense since the pairs
are trained on the full sentence level.
Usually, the scope of the main components in an SMT system, i.e. the n-gram language model
and the phrase-based translation models, is limited to local information. Due to data sparseness
issues as well as to memory limitations, the size of an n-gram language model usually does not
exceed n = 7. As for the size of bilingual phrases, the length limit in extraction is typically
set to around 5 words on the source and 10 words on the target side. However, the typical
length of phrase pairs used in decoding is much lower, e.g. on average 1.9 words for the IWSLT
Chinese-English task. Nevertheless, local dependencies captured by these models contain very
useful information relevant to the translation process.
On the other side, purely phrase-based systems remain unaware of information comprised in
long-distance dependencies. In the following sections, we will review some approaches that try
to capture these dependencies and apply them in phrase-based SMT systems. This is also in line
with the triplet model introduced in this work which we will present in more detail in Chapter 4.
3.2.1 Lexical Trigger Models
Lexical models is a general term for statistical models that use information on word level. Thus,
generally, such a model will rely on a set of n-tuples of words that are assigned probabilities or
scores. More specifically, lexical trigger models aim to capture dependencies in form of conditional
probabilities between words. The conditioned word can then be seen as being “triggered” by the
conditioning part.
Examples for crosslingual lexical trigger models, as used for machine translation, in-
clude the IBM model family [Brown & Della Pietra+ 93] and the HMM alignment model
[Vogel & Ney+ 96]. The IBM model 1 is a simple, sentence-level lexical model that does not
take into account variable alignment probabilities. Instead, it assumes them to be uniformly
distributed and captures lexical dependencies between source and target words. Since it is a
prerequisite for the triplet model, it will be discussed separately in more detail in Section 4.1.
Training of the IBM 1 model is done via the Expectation Maximization algorithm (cf. Section
1.9) on full sentence level, i.e. the lexicon contains correspondents of translations of source and
target words only in a very broad sense. The model presented in Chapter 4 is very close to the
initial IBM model 1 and can be seen as taking another word into the conditioning part, i.e. the
triggering items.2 Furthermore, since the second trigger can come from any part of the sentence,
we also have a link to long-range monolingual triggers as presented in Section 3.2.3.
Related work in the context of fine-tuning language models for systems built on scarce resources
(i.e. by lacking sufficient training material) by using crosslingual lexical triggers is presented in
[Kim & Khudanpur 03]. The authors show how to use crosslingual triggers on a document level
in order to extract translation lexicons and domain-specific language models using a mutual
information criterion.
2Thus, instead of p(f |e) we model p(f |e, e′) with different additional constraints as explained later on.
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3.2.2 Word Sense Disambiguation Models
The term word sense disambiguation (WSD) denotes the problem of finding the best fitting
synonym for a word given its context. Initially considered a separate task in the computational
linguistics domain, WSD has recently been shown to improve results in statistical machine trans-
lation [Chan & Ng+ 07, Carpuat & Wu 08].
While also relying on word level information, word sense disambiguation models typically
include a richer set of features to achieve their goal, including part-of-speech tags (denoting the
grammatical function of a word), local collocations (short n-grams around the processed word)
or position-sensitive information.
[Chan & Ng+ 07] use an SVM based classifier for disambiguating word senses which are directly
incorporated in a hierarchical phrase-based decoder [Chiang 07] through additional features that
are part of the log-linear combination of models. They use local collocations based on surrounding
words left and right of an ambiguous word including the corresponding parts-of-speech. Although
no long-range dependencies are modeled, the approach yields an improvement of +0.6% BLEU
on the NIST Chinese-English task. In [Carpuat & Wu 07], another state-of-the-art WSD engine
(a combination of naive Bayes, maximum entropy, boosting and Kernel PCA models) is used to
dynamically determine the score of a phrase pair under consideration and, thus, let the phrase
selection adapt to the context of the sentence. Although the baseline is significantly lower than
in the work of Chan et al., this setup reaches an improvement of 0.5% BLEU on the NIST CE
task and up to 1.1% BLEU on the IWSLT’06 test sets.
A maximum-entropy based approach with different features of surrounding words that
are locally bound to a context of three positions to the left and right is reported in
[Garc´ıa-Varea & Och+ 01]. The method was evaluated using a rescoring framework on a small
translation task with slight improvements in translation quality. A logistic regression-based
word translation model is investigated by [Vickrey & Biewald+ 05] but has not been evaluated
on a machine translation task. The triplet lexicon model presented in this work can also be
interpreted as an extension of the standard IBM model 1 [Brown & Della Pietra+ 93] with an
additional trigger.
The work in this thesis tries to complement the WSD approaches by using long-range depen-
dencies. If triggers from a local context determine different lexical choice for the word being
triggered, the setting is comparable to the mentioned WSD approaches (although local depen-
dencies might already be reflected sufficiently in the phrase models). A distant second trigger,
however, might have a beneficial effect for specific languages, e.g. by capturing word splits (as it
is the case in German for verbs with separable prefixes) or, as already mentioned, allowing for
a more fine-grained lexical choice of the word being triggered, namely based on another word
which is not part of the current local context.
The basic idea of crosslingual triplets of the form (e, f ′ → f), called multi-word extensions, is
also mentioned in [Tillmann 01] but neither evaluated nor investigated in further detail.
3.2.3 Long-Distance Modeling
In the past, a significant number of methods has been presented that try to capture long-distance
dependencies, i.e. use dependencies in the data that reach beyond the local context of n-grams
or phrase pairs. In language modeling, monolingual trigger approaches have been presented
[Rosenfeld 96, Tillmann & Ney 97] as well as syntactical methods that parse the input and model
long-range dependencies on the syntactic level by conditioning on the preceding words and their
corresponding parent nodes [Chelba & Jelinek 00, Roark 01]. The latter approach was shown to
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reduce perplexities and improve the WER in speech recognition systems. One drawback is that
the parsing process might slow down the system significantly and the approach is complicated to
be integrated directly in the search process. Thus, the effect is often shown offline in reranking
experiments using n-best lists.
A long-range trigram model is presented in [Della Pietra & Della Pietra+ 94] where it is shown
how to derive a probabilistic link grammar in order to capture long-range dependencies in English
using the EM algorithm. Expectation-Maximization is used in the presented triplet model as
well which is described in more detail in the following chapter. Instead of deriving a grammar
automatically (based on POS tags of the words), we rely on a fully lexicalized approach, i.e. the
training is taking place at the word level.
3.3 Regular-expression based triggers for Language Modeling
In the past, extended language models have been proposed that boost the performance of simple
but common n-gram models. It is shown in [Martin & Hamacher+ 99, Goodman 00] that a
combination of individual techniques based on caching, skipping, clustering or sentence mixtures
significantly improves the baseline. In this section, we will review a clustering technique that
is based on regular expressions [Hasan & Ney 05]. The motivation behind this approach can be
explained by the following observation: the syntactic structure of a sentence is influenced by its
type. It is obvious that an interrogative sentence has a different structure from a declarative one
due to non-local dependencies arising e.g. from wh-extraction. As an example, we consider the
following sentences:3
• What are distribution templates?
• Distribution templates are what were previously referred to as templates or scan templates.
If we look closer at the first four words of each sentence (what, are, distribution and templates),
the trigrams observed are quite different, leading to the hypothesis that a language model that
can discriminate between these cases also performs better than the traditional approach.
The method that we apply in order to cluster the sentences into specific classes is based on
regular expressions. A very simple trigger for an interrogative class is, e.g., a question mark “?”.
This information is then used to train class-specific language models which are interpolated with
the main language model in order to elude data sparseness.
3.3.1 Framework
The conventional way of using sentence-level mixture models (see e.g. [Iyer & Ostendorf 99]) is
to calculate the overall probability of a sentence wN1 as
Pr(wN1 ) =
C∑
c=1
λc
(
N∏
n=1
Prc(wn|wn−1n−2)
)
, (3.29)
where C is the number of classes (or “topics”), Prc(·|·) denotes the class-dependent trigram
probability and the λc’s are the sentence-level mixture weights. Usually, this model is also
linearly interpolated with a global language model trained on all data since the partitioning into
class-dependent subsets reduces the available training material within one class. One possible
3taken from the Xerox corpus, cf. Section 3.3.2
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disadvantage of this approach is that the mixture weights are determined globally on the whole
data, i.e. all classes have a smoothed influence on the test data, although each sentence probably
belongs only to one class.
As an alternative, we propose the following approach: instead of a mixture model on all classes,
we use a trigger-based model that combines only two models at a time, namely the class-specific
model corresponding to the matching regular expression (RE) and the global language model.
For a sentence wN1 whose matching class RE(w
N
1 ) = c, we obtain the probability
Pr(wN1 ) = λc
N∏
n=1
Prc(wn|wn−1n−2) +
(1− λc)
N∏
n=1
Prg(wn|wn−1n−2), (3.30)
where Prg(·|·) is the global model and λc is set to zero in case of no matching regular expressions,
so we back off to the global model. Ideally, the sentences falling into one class share a similar
upper-level syntactic structure. Another advantage of this approach is that this kind of clustering
groups sentences with similar words such as e.g. wh-words and therefore also the same set of
related words occurring in interrogative sentence types. Thus, an additional unigram cache is
added to the global model with a small weight. Results indicating that a combination of the
class-specific model and the unigram cache model is reasonable are reported in Section 3.3.2.
Since the interpolation only takes two models at a time, no complex re-estimation techniques of
the weights λc are necessary. A simple hill-climbing algorithm quickly finds the global maximum
on the interpolated graph for log-likelihood from held-out data (development set). Another
interesting feature of the proposed model is that, during training, sentences are reused if matching
several regular expressions, which has a positive effect on the overall size of the training data. In
testing, only the first matching regular expression is applied. Next, we describe the experiments
and give an overview on perplexity results, training sizes and individual improvements for specific
triggers.
3.3.2 Experiments
The experiments are focused on two aspects. First, we use perplexity as an evaluation criterion.
It denotes the inverse geometric average of the branching factor after each word. For a sentence
wN1 , we obtain the perplexity by calculating
PP = [Pr(wN1 )]
−1/N . (3.31)
The higher the perplexity, the more difficult the task, since the system has more competing
candidates to choose from at each position. It has been shown that perplexity reduction is
correlated with reductions in error rate [Klakow & Peters 02]. As a rule of thumb, [Rosenfeld 00]
notes that 10-20% reductions are noteworthy and usually result in some improvement, whereas
30% or more over a good baseline is quite significant.4 Thus, we additionally carry out a rescoring
experiment using n-best lists generated from a word graph to check this claim. Second, we take
a closer look at what kind of triggers achieve what kind of reduction in order to conclude which
triggers are useful and which are not.
4These values are known from experience.
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Corpora
The investigated corpora are the simplified English-Spanish Xerox corpus (technical manuals
for printing devices) for general performance of the trigger approach, and the English-Spanish
LC-STAR corpus (dialogues in the domain of appointment scheduling and travel planning) for
specific triggers based on verb POS-tag information. The corpus statistics are summarized in
Table 3.1.
Table 3.1. Corpus statistics for Spanish-English: Xerox (simplified) and LC-STAR.
Xerox LC-STAR
Spanish English Spanish English
Train Sentences 55761 40574
Running Words (with punc. marks) 752606 665399 516717 482290
Vocabulary 11050 7956 8116 14327
Singletons 3156 1928 3081 6743
Dev Sentences 1012 972
Running Words (with punc. marks) 15957 14278 13983 12883
Vocabulary 1433 1224 1584 1988
OOVs (running words) 54 27 100 214
OOVs (in voc.) 43 19 95 209
Test Sentences 1125 972
Running Words (with punc. marks) 10106 8370 13922 12771
Vocabulary 1215 1132 1583 1997
OOVs (running words) 69 49 124 213
OOVs (in voc.) 39 26 117 206
For the Xerox corpus, 9 triggers have been selected which try to reflect the basic structure/type
of a sentence. Since the corpus is a technical manual, the sentences are rather short and there are
also a lot of enumerations and elliptical clauses as they often appear in “navigation” dialogues,
e.g. “canceling a scheduled operation”. In this case, one of the possible triggers is the regular
expression [^.!?]$ which matches all sentences that do not end in a common punctuation mark
and where we therefore can expect a special structural property of e.g. a missing verbal phrase.
Table 3.2 lists the nine triggers used in the experiments, together with the number of matching
sentences in training, development (both where a sentence can match multiple times) and testing,
where the matches are prioritized, i.e. the model of the first matching regular expression is
applied.
As can be seen in the table, 1006 test sentences are covered by class-specific triggers, whereas
the remaining part (119 sentences) is backed off entirely to the global model. The corpus is a
simplified version of the raw format. The preprocessing step involves the conversion of all words
to lower case, tokenization (i.e. splitting of punctuation marks, parentheses, etc. from the words)
and categorization, i.e. many tokens (especially numbers, special characters like parentheses,
bullet markers such as “∗” or “a)”, etc.) are replaced by specific category markers, which
basically reduces the overall vocabulary size and, thus, the perplexity of the models. We will
show results of additional experiments with the raw version of the corpus (together with non-
simplified versions of the corpora for the language pairs English-French and English-German)
later on in this section.
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Table 3.2. Regular expression triggers used for the simplified Xerox technical manuals and LC-STAR corpus,
and their corresponding number of matches in training, development and test data.
Xerox number of matches
RE trigger #train #dev #test
_QUESTION 271 5 4
_QUOTE 1264 6 9
_BRACKET 4722 107 52
_BULLET 7648 311 115
_SLASH 3682 71 31
_NUM 7572 78 35
: 7277 127 57
[^.!?]$ 18977 252 677
_OTHERS 10222 124 26
total matched 61635 1081 1006
not matched 19776 307 119
ratio matches/sent. 1.11 1.07 0.89
LC-STAR number of matches
RE trigger #train #dev #test
^([^/][^V])+$ 1325 25 21
! 2479 92 64
^.*VMIF1S0.*$ 968 10 4
\? 8319 204 44
^.*VSIP3P0.*$ 710 26 14
^.*VMIP3P0.*$ 1776 58 26
^.*VMIP2S0.*$ 979 6 6
^.*VMIF1P0.*$ 637 15 7
all remaining REs 60691 1727 635
total matched 77884 2163 821
not matched 8126 148 151
ratio matches/sent. 1.92 2.23 0.85
For the LC-STAR corpus, part-of-speech tagged data is provided. The second trigger-based
approach was to classify the sentences according to their verb POS-tag information. In general,
the verb is regarded as the head of the sentence, influencing most of its syntactic structure.
Given that Spanish is much more inflectional than English, we set Spanish as the primary target
language for this corpus and extracted the most frequent Spanish verb POS-tag combinations
together with 3 additional triggers, namely for interrogatives, exclamations and sentences with
no verb POS-tags (ellipsis), resulting in a total of 36 class-specific regular expressions. For this
setting, the total number of matches in the training data was 77884 (cf. Table 3.2), which is
almost twice the amount of the initially available data, thus reducing the overall data scarcity
of the clustered models. This means that each matched sentence contributes to approximately
two clusters on average during training which has a positive effect on the vocabulary of the
class-specific models. For the development section (which is used for the estimation of the class-
specific mixture weights), the total number of matches was 2163 (in contrast to the initial 972
sentences).
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Table 3.3. Best performing regular expressions (in terms of relative perplexity reduction) for the class-
specific language model for both tested corpora (using a KN-discounted 5-gram with cache for
the Xerox task and a standard GT-discounted trigram for LC-STAR).
Xerox Perplexity reduction
English 5grKN +mix relative improvement
_QUESTION 9.5 5.8 39.3%
[^.!?]$ 28.4 21.0 26.1%
: 45.9 35.7 22.3%
_BULLET 33.4 27.8 16.8%
_BRACKET 63.9 56.1 12.2%
_OTHERS 15.6 13.7 12.0%
_QUOTE 40.9 37.0 9.6%
Spanish
_QUESTION 10.9 6.5 40.5%
[^.!?]$ 17.4 13.9 20.0%
: 39.6 33.2 16.1%
_QUOTE 49.0 41.7 15.0%
_BULLET 22.9 19.7 13.9%
_BRACKET 49.9 44.6 10.7%
_NUM 22.2 20.5 7.7%
LC-STAR Spanish 3grGT +mix relative improvement
^([^/][^V])+$ 23.1 12.1 47.8%
! 7.3 4.0 46.0%
^.*VMIF1S0.*$ 96.0 67.3 29.9%
\? 26.4 20.8 21.0%
^.*VSIP3P0.*$ 98.1 78.4 20.1%
^.*VMIP3P0.*$ 67.7 54.2 19.9%
^.*VMIP2S0.*$ 139.5 116.7 16.4%
^.*VMIF1P0.*$ 46.1 39.4 14.4%
Results
This section presents the reductions in perplexity as well as word error rates for the given corpora.
The general observation is that clusters reflecting interrogatives, exclamations and elliptical
constructs (i.e. sentences without a verbal phrase) achieve the highest perplexity reductions. So
the approach described in Section 3.3.1 works especially well for these types. The best class-
specific reductions for both corpora are listed in Table 3.3.
For the Xerox corpus, the perplexity results for both languages, English and Spanish, are shown
in Table 3.4. Here, a significant improvement for both the class-specific as well as the unigram
cache model can be observed. Since the data are technical manuals, terms like e.g. printer or
network occur quite often and explain the good performance of the cache model. Additionally, the
combination of both models outperforms each of the individual approaches. Two basic language
models are taken for comparison. The first one is a simple trigram using Katz back-off and Good-
Turing discounting. This setting is the most used throughout the language modeling community,
since it is fast to train and the common baseline of language modeling toolkits such as the SRILM
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Table 3.4. Perplexity results on the Xerox corpus by comparing a traditional Katz back-off trigram model
with Good-Turing discounting and a modified Kneser-Ney discounted 5-gram. The parenthesized
numbers denote the relative improvement on the trigram baseline, “+mix” is the class-specific
LM based on regular expressions, “+cache” the unigram cache model.
Xerox English Spanish
PPL rel. imp. PPL rel. imp.
3gramGT 48.3 32.9
+mix 36.3 24.8% 26.4 19.8%
+cache 37.9 21.5% 28.6 13.1%
+mix+cache 32.2 33.3% 24.4 25.8%
5gramKN 39.0 (19.3%) 25.2 (23.4%)
+mix 32.1 17.7% 21.6 14.3%
+cache 32.6 16.4% 22.4 11.1%
+mix+cache 29.2 25.1% 20.3 19.4%
Table 3.5. Translation results using the class-specific mixture LM with 5-grams on 10000-best lists of the
Xerox corpus.
Spanish → English WER[%] PER[%] BLEU[%] NIST
10 000-best baseline 29.2 19.8 64.1 8.83
+ class-specific LM rescoring 28.1 19.1 65.2 8.90
English → Spanish
10 000-best baseline 26.5 19.1 70.2 9.36
+ class-specific LM rescoring 25.2 18.1 72.0 9.40
toolkit [Stolcke 02]. The second approach is an advanced 5-gram which uses modified Kneser-Ney
discounting [Goodman & Chen 98]. As we can see, the baseline of the 5-gram for English (39.0)
is almost 20% better than the simple trigram approach (48.3). The class-specific mixture based
on clusters, which is obtained by applying regular expressions and utilizing a unigram cache,
outperforms this baseline by an additional 25%. For the Spanish part, the behavior is similar.
The trigram baseline is lowered from 32.9 to 24.4 (25% relative improvement), whereas the
class-specific 5-gram approach yields an additional 19% relative reduction from 25.2 to 20.3.
In order to investigate whether these findings can be directly applied to a statistical machine
translation framework, we carried out rescoring experiments based on n-best lists generated with
a phrase-based machine translation system [Bender & Zens+ 04]. After training and optimiza-
tion of all model scaling factors on the development n-best list with n = 10 000, we extract all
target sentence hypotheses of the whole list and match them to the regular expressions. For each
cluster, its class-specific language model is applied and the costs (i.e. negative log-likelihoods) are
added to the initial models of the original n-best list. We use the best model from the previous
section, i.e. the class-specific Kneser-Ney smoothed 5-gram, but without the cache component,
since the numerous hypotheses of a sentence do not differ much and, thus, the cache component
does not help to discriminate between the various targets. The scaling factors are again optimized
on the development list via the Downhill-Simplex algorithm. They are then used for extracting
the best hypothesis from each source sentence of the test list. The results of this rescoring step
are summarized in Table 3.5. The oracle-best error rates (WER/PER) for the Spanish-English
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and English-Spanish n-best list are 14.9%/12.4% and 14.4%/12.0%, respectively, i.e. the error
rates of the best hypotheses compared to the reference translations are half of the baseline error
rate of the system. The results are consistent with those already observed for perplexities. As
can be seen, the word error rate (WER) decreases 1.1% absolute for English and 1.3% absolute
for Spanish as target language. We also find relative improvements of 2-3% in BLEU scores.
For the experiment using the POS-tag information, the following regular expressions can be
found among the best performing ones:
• 1st pers. sing., future tense (VMIF1S0),
• 3rd pers. pl., present tense of ser (to be) (VSIP3P0),
• 3rd pers. pl., present tense (VMIP3P0),
• 2nd pers. sing., present tense (VMIP2S0),
• 1st pers. pl., future tense (VMIF1P0).
We conclude that, for the given domain, the subject number and person, as well as tense and
modality information play an important role for the overall structure of the sentence. Although
there were individual classes that performed well (cf. Table 3.3), the overall perplexity reduction
for the Spanish portion of the LC-STAR corpus was only from 48.2 to 42.9 (11% relative) for
the standard trigram and additional 6% down to 40.2 when using a KN-discounted 5-gram.
A rescoring experiment was carried out but showed only slight improvements in terms of
error rates (-0.1% for WER and PER, +0.4% for BLEU). This can also be due to the poor
quality of the POS tagger which was applied to all Spanish hypotheses in the n-best list. The
small improvement is also due to the fact that the unigram cache did not significantly help
when combined with the class-specific mixture model. A possible explanation for this is the
“inconsistency” of the test sentences which seem to be chosen at random from the corpus and,
thus, do not constitute chunks from consecutive dialogs.
Additional experiments
We also performed additional experiments using the raw versions (tokenized with normal case
information (i.e. no lowercasing is applied), but not categorized) of the Xerox corpus for English,
Spanish, French and German. Since the corpora differ for each language pair (English-Spanish,
English-French and English-German), we also obtain three different perplexities for English.
Table 3.6 gives an overview of the result. The triggers are basically modeled after the ones for
the simplified corpus but are more fine-grained because of the missing categorization. So, e.g.,
the _BULLET trigger is replaced by three separate regular expressions that match a sentence if
tokens are identified that mark the beginning of an ordered list: ^[0-9]+ (e.g. “1”, “2”, “3”),
^[a-z]\) (e.g. “a)”, “b)”, “c)”) and ^\* (normal bullet “∗”).
The last experiment conducted was to test the regular expressions that worked best in the
previous experiments on a large corpus. We used parts of the Wall Street Journal (all articles
from 87-89) comprising of approximately 40 million running words of training data (without the
set-aside articles for development and test) and applied the clustered language model using three
classes, namely for interrogatives, exclamations and ellipsis (assumed if no period is present at
the end of the sentence). Although moderate perplexity reductions within the matched classes
were achieved (cf. Table 3.6), the overall reduction on the whole test set was only 1.4%, since
more than 90% of the corpus did not fall into any of the classes and was entirely backed off to
39
Chapter 3 Trigger-based Approaches in NLP
Table 3.6. Additional perplexity results on the raw Xerox corpus for different language pairs (English-Spanish,
English-French and English-German) and the matched parts of the WSJ.
Xerox (raw) 5grKN +mix rel.imp.
English 76.8 54.8 28.7%
Spanish 42.4 33.4 21.2%
English 89.4 68.6 23.3%
French 63.7 52.0 18.4%
English 50.0 44.3 11.4%
German 85.8 72.5 15.5%
WSJ 3grGT +mix rel.imp.
(only match.) 155.6 133.3 14.3%
the global model. Additional experiments have to be carried out in order to find more useful
sentence types that can be identified by (probably more complex) regular expressions.
To summarize, we presented a clustered language model that is based on applying regular
expressions to the training data in order to train sentence-type class-specific language models.
Each matching model is interpolated with a global model, which again uses a unigram cache
component. The results showed a decrease in terms of perplexity as well as error rates on a
small translation task using an n-best list rescoring framework. Future translation experiments
might include additional language pairs, such as English-German and English-French, as well as
a closer look at the performance of other regular expression triggers. Here, we only presented
simple “upper-level” triggers. Regular expressions, in general, can model much more structural
properties. A possible drawback is that, currently, we look into the development data and select
good triggers manually (though a list of regular expressions was presented that works reliably
in general, namely triggers that detect interrogative sentences, exclamations and ellipsis within
phrases). As an extension, clustering techniques which are capable of finding the optimal set of
clusters and methods that automatically derive promising triggers might be investigated. Since
a sentence can be matched by more than one regular expression in training, we also observe
an increase in the effective data size used for the class-specific models. Therefore, the problem
arising from data sparseness for the class-specific models is reduced.
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Triplet Lexicon Models for SMT
Data-driven methods have been applied very successfully within the machine translation domain
since the early 90s. Starting from single-word-based translation approaches, significant improve-
ments have been made through advances in modeling, availability of larger corpora and more
powerful computers. Thus, substantial progress made in the past enables today’s MT systems
to achieve acceptable results in terms of translation quality for specific language pairs such as
Arabic-English. If sufficient amounts of parallel data are available, statistical MT systems can
be trained on millions of sentence pairs and use an extended level of context based on bilingual
groups of words which denote the building blocks of state-of-the-art phrase-based SMT systems.
Due to data sparseness, statistical models are often trained on local context only. Language
models are derived from n-grams with n ≤ 5 and bilingual phrase pairs are extracted with lengths
up to 10 words on the target side. This captures the local dependencies of the data in detail and
is responsible for the success of data-driven phrase-based approaches.
In this chapter, we will investigate statistical models based on lexicalized triplets (f, e, e′) which
we will also refer to as crosslingual triggers of the form (e, e′ → f). This can be understood as
two words in one language triggering one word in another language. These triplets, modeled
by p(f |e, e′), are closely related to lexical translation probabilities based on the IBM model 1,
i.e. p(f |e). Several constraints and setups will be described later on in more detail, but as an
introduction one can think of the following interpretation which is also depicted in Figure 4.1:
Using a phrase-based MT approach, a source word f is triggered by its translation e which is
part of the phrase being considered, whereas another target word e′ outside this phrase serves
as an additional trigger in order to allow for more fine-grained distinction of a specific word
sense. Thus, this crosslingual trigger model can be seen as a combination of a lexicon model
(i.e. f and e) and a model similar to monolingual long-range (i.e. distant bigram) trigger models
(i.e. e and e′, although these dependencies are reflected indirectly via e′ → f) which uses both
local (in-phrase) and global (in-sentence) information for the scoring. The motivation behind this
approach is to get non-local information outside the current context (i.e. the currently considered
bilingual phrase pair) into the translation process.
Another example is given in Table 4.1, showing an actual sentence and its translations. The
target
source
e e′
f
target
source
e
ff ′
Figure 4.1. Standard triplet model p(f |e, e′) (left): a source word f is triggered by two target words e and
e′, where one of the words is within and the other outside the local context (indicated by the
dashed line). Inverse triplet model p(e|f, f ′) (right): a target word e is predicted by two source
words f and f ′, both outside the local context (dashed line).
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Table 4.1. Translation baseline and triplet hypothesis for a Chinese source sentence.
Source 目前 , 事故 抢险 组 正在 紧急 恢复 通风 系统 .
Baseline At present, the accident and rescue teams are currently emergency
recovery ventilation systems.
Triplets At present, the emergency rescue group is in the process of restoring
the ventilation system.
Reference Right now, the accident emergency rescue team is making emer-
gency repair on the ventilation system.
目前 , 事故 抢险 组 正在 紧急 恢复 通风 系统 .source
target [...] the emergency rescue group is [...] restoring  the ventilation system.
p(restoring | 正在, 恢复) = 0.1572p(emergency | 紧急, 抢险) = 0.3445
verb: to rush to deal with
          an emergency
adj: exigent, pressing, urgent, ...
noun: haste, hurry, rush, speed, ...
noun: restoration, retrieval, ...
verb: recover, restore, resume, ...
adv: in the process of
Figure 4.2. Triplet example of a Chinese source sentence and the corresponding English translation.
Chinese source sentence is shown in its segmented form. As can be seen, the baseline system
produces “at present, the [...] teams are currently emergency recovery ventilation systems” as
translation. The baseline does not produce the present participle of the verb restore which
makes the sentence grammatically incorrect and somewhat hard to understand. The trigger-
based lexicon approach is capable of generating this missing information, i.e. the correct use of
restoring. Figure 4.2 gives an example how discontinuous triggers affect the word choice on the
target side. Two cases are depicted where high probabilities of triplets including emergency and
restoring on the target side influence the overall hypothesis selection. The involved source words
are annotated with their possible meaning which were extracted from a dictionary. We observe,
e.g., that for restoring, the highest probability triggers involve an adverb, denoting in the process
of, and a verb or noun that has to do with restoration or recovery. Thus, it is plausible that these
trigger the participle restoring and therefore express an incomplete action which is in progress at
a specific time. The non-local modeling advantages of the triplet model can be observed as well:
The triggering events do not need to be located next to each other or within a given phrase pair.
They move across the whole source sentence, thus allowing to capture long-range dependencies.
The triplet models are trained via the Expectation-Maximization (EM) algorithm, as will be
shown later in more detail. The material of this chapter is partly based on [Ganitkevitch 08],
[Hasan & Ganitkevitch+ 08], [Hasan & Ney 09] and [Mauser & Hasan+ 09].
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Figure 4.3. Unaligned words due to paraphrasing.
4.1 IBM Model 1
As previously mentioned, the IBM model family was introduced in [Brown & Della Pietra+ 93].
These models are based on single-word alignments (models 3, 4 and 5 extend the approach
by a fertility concept which models how many target words a source word can be aligned to),
essentially assuming the probability of a source sentence fJ1 given a target sentence e
I
1 to be
Pr(fJ1 |eI1) = p(J |I) ·
J∏
j=1
I∑
i=0
p(aj |j, I) · p(fj |ei), (4.1)
where p(J |I) denotes a probability distribution over sentence lengths. Model 1 is the first one of
the IBM family and simply assumes the alignment probability p(aj |j, I) to be uniform, i.e.
p(aj |j, I) = 1
I + 1
, (4.2)
thereby simplifying Equation 4.1 to
pibm1 (f
J
1 |eI1) = p(J |I) ·
J∏
j=1
1
I + 1
·
I∑
i=0
αibm1 (fj , ei). (4.3)
Note that the range for the target word index i is [0, I], rather than [1, I]. The additional target
word e0 is called the empty word and is introduced in order to account for source words that do
not have a direct translation in the target sentence. This is usually the case for function words or
words that have no counterparts due to paraphrasing. An example of this is shown in Figure 4.3.
The English words “for” and “time” are left unaligned since the German reference translation
paraphrases the expression rather than translating it literally.
In the following, we will base the notation of the translation probabilities given by our models
on single words, i.e. p(fj |eI1) as opposed to p(fJ1 |eI1), a definition that looks at the whole sentence
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level. All models discussed in this work are purely word-based and satisfy the following equation:
p(fJ1 |eI1) =
J∏
j=1
p(fj |eI1). (4.4)
Thus, the IBM model 1 translation probability can be given as
pibm1 (f |eI1) =
1
I + 1
I∑
i=0
αibm1 (f, ei). (4.5)
Like the entire IBM model family, model 1 is trained via the EM algorithm. The pa-
rameters estimated to maximize the likelihood of the training data are the lexicon entries
αibm1 (f, e). In every iteration of the EM algorithm, a new set of such lexicon entries, α¯ibm1 (f, e),
is estimated from the current values αibm1 (f, e) as follows (more details can be found in
[Brown & Della Pietra+ 93]):
α¯ibm1 (f, e) =
Aibm1 (f, e)∑
f ′ Aibm1 (f
′, e)
, (4.6)
with Aibm1 (f, e) being an accumulator that sums the relative contribution of αibm1 (f, e) to the
probability of every occurrence of f in the training data. Thus, for a bilingual corpus containing
N sentences, i.e. {(fJ1 , eI1)}N1 with In and Jn denoting the n-th target and source sentence length,
respectively, we obtain:
Aibm1 (f, e) =
N∑
n=1
Jn∑
j=1
δ(f, fj)
∑In
i=1 δ(e, ei)
In + 1
· αibm1 (f, e)
pibm1 (fj |eIn1 )
. (4.7)
The maximum likelihood estimation of model 1 parameters is a non-strictly convex problem
[Toutanova & Galley 11], meaning there are multiple optimal settings (i.e. a plateau of global
maxima) that will be found based on the initialization of parameters. It is most often initialized
to uniform translation probabilities and subsequently trained until convergence. To speed up the
convergence, the model parameters may be initialized to relative frequencies that are obtained
from counts on the training corpus. A trained IBM model 1 lexicon is then used to initialize
its successor models. A detailed description of the IBM model training pipeline can be found in
[Brown & Della Pietra+ 93]. The most commonly used implementation of IBM model training
and generation of word alignments is available in the GIZA++ toolkit [Och & Ney 03].
All models presented in this work can be derived from model 1, either by modifying the scope
of the triggering side of the model or by introducing a second trigger. As both modifications
preserve the general structure of the problem, the models described in the following can be
reliably trained with their respective maximum likelihood estimates using the EM algorithm.
4.1.1 Modifications of Model 1
In a phrase-based SMT system, IBM model 1 is typically used for the following tasks (w.r.t. the
translation process):
• Scoring of phrase tables. For a phrase pair (f˜ , e˜), the IBM model 1 probabilities
pibm1 (f˜ |e˜) and pibm1 (e˜|f˜) are used to provide an estimate of the relevance of this phrase
pair, in addition to its relative frequency on the training data. These scores are included
into the log-linear model as features
44
4.1 IBM Model 1
• Global context modeling during search. Given the source sentence fJ1 and a (possibly
partial) hypothesis eI1 generated by the phrase-based model, the inverse IBM model 1
probability p(eI1|fJ1 ) can be used to include global context information into the translation
process.
• Rescoring as a second pass. SMT systems can be used to generate n-best hypotheses
instead of a single-best one. These lists contain fully generated translations that can be
scored by additional models, IBM 1 being one of them among others.
While these applications of model 1 are common practice and have been shown to improve the
translation quality of phrase-based systems (see e.g. [Och & Gildea+ 04, Mauser & Zens+ 06]),
the model itself is not specifically designed for these tasks. Since it is trained on sets of full
sentence pairs, an IBM model 1 lexicon is not “optimized” to estimate the probability of restricted
local contexts as it is the case for scoring phrase tables, e.g. Therefore, in order to improve
modeling precision when used in conjunction with a phrase translation model, it may be of
advantage to modify IBM model 1 by incorporating use of phrase segmentation information.
Usually, phrase segmentation information is only available during the decoding process. To
introduce phrase boundaries into the training data, we make use of forced alignments. Forced
phrase alignments are obtained by running a phrase-based system on “itself”, i.e. translating
the source part and simultaneously forcing the system’s output to match the target side of
the training corpus. As a result, we obtain a phrase segmentation for each sentence pair in
the training data, along with the probability that the phrase-based system would assign this
reference translation. These additional annotations are used to define two specialized variants
of IBM model 1 which will be described in the following.
The Inner Model
The main idea behind the inner IBM model 1, or inner model for short, is to create a model
that is specifically trained on a local, in-phrase context. This restricted training procedure can
be expected to result in a sharper probability distribution than a broad distribution produced
by standard model 1 training, making it suited to score phrase tables.
To formally define the inner model, we introduce the following representation for a phrase
segmentation of a sentence pair (fJ1 , e
I
1). The segmentation is a set Π = {piij} where
piij =

1 ∃ a phrase pair that covers ei and fj
1 i = 0
0 otherwise
. (4.8)
Next, given a phrase segmentation Π, the translation probability for the inner model is:
pinner (fj |eI1,Π) =
1∑
i piij
I∑
i=0
piijαinner (fj , ei) (4.9)
Except for the restricted scope, the training procedure for the inner model is analogous to the
procedure used in IBM model 1 training. Via the EM algorithm, we obtain a maximum likelihood
estimate of the model parameters on the training data.
As for the choice of training data, two ways to train the inner model were investigated in
the course of this work: The first approach relies on the previously introduced forced phrase
alignments. This leads to the following training equation:
α¯inner (f, e) =
Ainner (f, e)∑
f ′ Ainner (f
′, e)
, (4.10)
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where Ainner (f, e) is an accumulator term defined as follows:
Ainner (f, e) =
N∑
n=1
Jn∑
j=1
δ(f, fj)
∑In
i=1 piij · δ(e, ei)∑In
i=1 piij
· αinner (f, e)
pinner (fj |eIn1 )
. (4.11)
However, there are two drawbacks to training on forced phrase alignments: Firstly, this training
approach only covers but a small part of the phrases that can be extracted from the training
data, namely those that were actually selected during the translation process. Secondly, since
forced phrase alignments require the translation of the entire training set, they are expensive to
produce, especially on larger corpora that consist of millions of sentence pairs. The other option
that can be tested is using a phrase table extracted from the training data as a training corpus
for the inner model. Phrase table scores are included into training as weights µk to account for
the different frequencies of the phrase pairs, resulting in a slightly modified accumulator term
A′inner :
A′inner (f, e) =
K∑
k=1
µk ·
Jk∑
j=1
δ(f, fj)
∑Ik
i=1 piij · δ(e, ei)∑Ik
i=1 piij
· αinner (f, e)
pinner (fj |eIk1 )
. (4.12)
Here, we use k as a loop control variable and K denotes the overall number of phrase pairs
in contrast to n and N , respectively, for sentences in Equation 4.11. Thus, being trained on
an in-phrase context, the inner model is then applied to score phrase tables offline (e.g. before
decoding) which might provide better suited features than the standard IBM model 1.
The Outer Model
Similar to the inner model, the outer IBM model 1, or outer model for brevity, is a restricted
variant of model 1.
Based on the assumption that local context dependencies are adequately captured by the
phrase-based model, the outer model is designed to specifically model long-distance dependencies
while ignoring local information. To this end, it is defined as a complement to the inner model:
While the inner model’s context is the phrase pair containing the word to be scored, the outer
model focusses exclusively on the part of the sentence outside the phrase. The outer model is
designed to be applied in decoding or rescoring, providing the phrase-based system with a word
trigger lexicon optimized for modeling long-distance dependencies.
Analogously to the inner model, the probability of a bilingual sentence pair of the outer model
is defined to be:
pouter (fj |eI1,Π) =
1∑
i(1− piji)
I∑
i=0
(1− piij)αouter (fj , ei) (4.13)
As it is based on a whole sentence context annotated with a phrase segmentation, the outer
model will be trained on forced alignments. The training procedure is, again, analogous to the
inner model:
α¯outer (f, e) =
Aouter (f, e)∑
f ′ Aouter (f
′, e)
, (4.14)
with Aouter (f, e) being an accumulator term:
Aouter (f, e) =
N∑
n=1
J∑
j=1
δ(f, fj)
∑I
i=1(1− piij) · δ(e, ei)∑I
i=1(1− piij)
· αinner (f, e)
pinner (fj |eI1)
. (4.15)
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The inner and outer IBM 1 models serve as a starting point for modifications to the triplet mod-
els. Firstly, the next section gives an overview on the unconstrained triplet model which does not
take into account additional information, such as word alignment or phrase-level segmentations.
4.2 Unconstrained Triplet Model
As an extension to commonly used lexical word pair probabilities p(f |e) as introduced in
[Brown & Della Pietra+ 93], we define our model to operate on word triplets. In general, we
can think of any combination of source and target words, but as a starting point, we consider
only the following combination. A triplet (f, e, e′) consists of one source word f that is triggered
by two target words e and e′ (cf. also Figure 4.1 on page 41). It is assigned a value α(f |e, e′) ≥ 0
with the constraint such that ∑
f
α(f |e, e′) = 1 for all e, e′.
Throughout this chapter, e and e′ will be referred to as the first and the second trigger, respec-
tively. In view of its triggers, f is named the effect.
For a given bilingual sentence pair (fJ1 , e
I
1), the probability of a source word fj given the whole
target sentence eI1 for the triplet model is defined as:
pall (fj |eI1) =
1
Z
I∑
i=1
I∑
k=i+1
α(fj |ei, ek), (4.16)
where Z denotes a normalization factor based on the corresponding target sentence length, i.e.
Z =
I(I − 1)
2
. (4.17)
The introduction of a second trigger (i.e. ek in Equation 4.16) enables the model to combine
local (i.e. word or phrase level) and global (i.e. sentence level) information. Thereby, it achieves
functionality similar to word-sense disambiguation methods by capturing e.g. word splits that
occur for certain languages or allowing a second trigger to determine context-dependent lexical
choice of the effect.
Adding the second trigger expands the trigger space (i.e. the set of target word tuples taken
into account for a given source word) from {0, 1, . . . , I} to a 2-dimensional target sentence matrix
{0, 1, . . . , I}×{0, 1, . . . , I}. This is illustrated in Figure 4.4. The figure shows the target sentence
matrix, marking the valid trigger pairs in gray.
For this triplet model variant, the triggers are assumed to be unconstrained, i.e. both cover
the entire target sentence (including the empty word). This renders the first and second trigger
to be interchangeable and can be expressed in a symmetry constraint for ordered triggers e and
e′ of a word triplet (f, e, e′), i.e.
∀(e, e′) : p(f |(e, e′)) = p(f |(e′, e)). (4.18)
Here, we explicitly specify the ordering of the two triggers e and e′ by using parentheses in order
to make the distinction clear. In the following (and as previously used throughout the chapters),
we will not further list this property explicitly. Another reasoning is the following: For a given
sentence pair (fJ1 , e
I
1), it is unnecessary to explore the entire trigger space for each source word
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e
e'
Figure 4.4. The trigger space for the unconstrained triplet model
fj since it would consider each combination of target words ei, ei′ twice: Once as p(fj |ei, ei′)
and a second time as p(fj |ei′ , ei). To avoid this, we impose the following restriction on the
trigger indices: i < i′. This yields the following equation for the translation probability of the
unconstrained triplet model. Note the subscript all which is used to designate the unconstrained
triplet model, as opposed to the constrained variants of the model which will be presented later
on.
pall (f
J
1 |eI1) =
( 2
I2 + I + 2
)J J∏
j=1
(
αall (fj |e0, e0)+
+
I∑
i=0
I∑
i′=i+1
αall (fj , ei, ei′)
) (4.19)
Also note that the sums exclude triplets with position-wise identical triggers, i.e. for the case
where i = i′. One exception is the empty-word triplet αall (fj |e0, e0) which is used to account for
possibly unaligned words.
The triplet model can also be defined to ignore unaligned words by dropping the empty word
e0 from Equation 4.19 which leads to the following simplified equation:
pall (f
J
1 |eI1) =
( 2
I2 − I
)J J∏
j=1
I∑
i=1
I∑
i′=i+1
αall (fj |ei, ei′). (4.20)
The intention of the triplet model is to capture global dependencies. The context it spans is
on the whole sentence level, achieving WSD-like functionality. For instance, we can assume two
source words f and f ′ which are, e.g. according to IBM model 1, both “good” translations of a
trigger e, i.e.:
p(f |e) ≈ p(f ′|e),
Next, we can assume a second trigger e′ that has a minor impact on both source words, f and
f ′, i.e.:
p(f |e′) ≈ p(f ′|e′) ≈ 0
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However, this second trigger might have an important property, namely carrying context infor-
mation that links the first trigger more towards f , indicating that e is a good translation of f if
e′ is present in the sentence:
p(f |e, e′) > p(f ′|e, e′).
An example would be the German phrase er macht die Tu¨r auf (“he opens the door”). Literally,
this would translate to he makes the door open. The two entries opens/macht will get a low
probability within the IBM 1 model, i.e. the system would usually not consider them to be trans-
lations of each other. By adding the second trigger auf, and given that this effect is sufficiently
observed in the training data, the system might be able to assign a high probability to the event
(opens|macht , auf ) and, thus, favor open as a good translation of the separable verb aufmachen
that splits into affix auf and main verb machen. This is an example where the triplet model
may be of advantage since it captures distant word splits that occur in the data. Another prop-
erty of the model is that it links co-occurring words together, thus being similar to word-sense
disambiguation methods. This results in better lexical choice of source and corresponding target
words, depending on the context on sentence-level. In general, this could be extended to contexts
even outside the current sentence but is not investigated further in the scope of this work.
A few variations of the unconstrained triplet model that make use of the additional information
available in form of word alignments or phrase segmentations will be presented later in Section
4.4. The following section details the maximum-likelihood training of the triplet model via the
EM algorithm.
4.3 Triplet Model Training
Similarly to IBM model 1, the triplet model is trained to maximize the likelihood of the training
data. As there is no closed-form solution for the maximum likelihood estimate, we resort to
iterative training via the EM algorithm which is presented in more detail in Section 1.9.
Maximizing the likelihood of the training data, as done in triplet model training, is equivalent
to maximizing the numerically more stable log-likelihood of the model. For the sake of simplic-
ity, the training procedure will be detailed for the unconstrained triplet model not considering
unaligned words (cf. Equation 4.20). The procedure for the model variant including the “empty
word” trigger e0, see Equation 4.19, is analogous. Thus, we derive the log-likelihood Fall of the
unconstrained triplet model for a given bilingual training corpus {(fJ1 , eI1)}N1 , consisting of N
sentence pairs as follows (cf. also Equation 4.20):
Fall :=
N∑
n=1
Jn∑
j=1
log
(
2
I2n − In
In∑
i=1
In∑
i′=i+1
αall (fj |ei, ei′)
)
, (4.21)
where Jn and In are the respective lengths of the n-th source and target sentences.
Following the procedure for expectation-maximization, an auxiliary function Q(µ; µ¯) that is
based on Fall is defined. In this case µ stands for the entire set of model parameters to be
estimated, i.e. the set of all {αall (f |e, e′)}. To simplify the auxiliary function and in accordance
with Equation 4.20, we define pall (f |eI1) to be:
pall (f |eI1) =
2
I2 − I
I∑
i=1
I∑
i′=i+1
αall (f |ei, ei′). (4.22)
Additionally, a Lagrange multiplier λe,e′ is introduced into the equation to account for the
normalization constraint imposed on the α¯all . This finally yields the following training equation
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for the unconstrained triplet model:
Q
({α(f |e, e′)}; {α¯(f |e, e′)}) =
=
N∑
n=1
Jn∑
j=1
In∑
i=1
In∑
k=i+1
[
Z−1n αall (fj |ei, ek)
pall (fj |eIn1 )
· log (Z−1n α¯all (fj |ei, ek))]
−
∑
e,e′
λe,e′ ·
(∑
f
α¯all (f, e, e
′)− 1
)
,
(4.23)
where Z−1n is the normalization term
Z−1n =
2
I2n − In
. (4.24)
Taking the derivative of Equation 4.23, solving for α¯all (f, e, e
′) and normalizing yields:
α¯all (f, e, e
′) =
Aall (f, e, e
′)∑
f ′ Aall (f
′, e, e′)
(4.25)
where Aall (f, e, e
′) is a relative weight accumulator over the parallel corpus:
Aall (f, e, e
′) =
N∑
n=1
Jn∑
j=1
δ(f, fj)
Z−1n αall (f, e, e′)
pall (fj |eIn1 )
Call ,n(e, e
′) (4.26)
with Call ,n(e, e
′) being the following trigger pair occurrence count
Call ,n(e, e
′) =
In∑
i=1
In∑
i′=i+1
δ(e, ei)δ(e
′, ei′). (4.27)
Here, the function δ(·, ·) denotes the Kronecker delta. As is expected, the resulting training equa-
tions are similar to the ones presented in [Brown & Della Pietra+ 93] and [Tillmann & Ney 97]
with slight adaptations for the second additional trigger.
The next section presents several variants of the unconstrained triplet model. The model
variations are created by incorporating alignment information in order to reduce the overall
model size. The number of possible events is cut down if we restrict one trigger to positions
imposed by alignment information and, thus, cut down the valid regions where triggers can
originate from within the sentence.
4.4 Constrained triplet model variants
Based on the unconstrained triplet model presented in the previous section, we introduce two
model variants, namely the phrase-bounded and the path-aligned triplet models. Both models
make use of alignment information to constrain the valid positions for the triggers, thus reducing
the size of the trigger space.
4.4.1 The Phrase-Bounded Triplet Model
The phrase-bounded triplet model can be seen as a combination of the inner and outer models
as presented in Section 4.1.1). For this model, the first trigger e is restricted to the target side
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of the current phrase (as determined by f), while the second trigger e′ is set outside the phrase.
The idea behind these constraints is to force the triplet model to combine local and non-local
information.
Throughout this work, the subscript phr is used to designate the phrase-bounded model variant.
For a bilingual sentence pair (eI1, f
J
1 ), the phrase-bounded triplet model probability is given in
the following equation. Similarly to the inner and outer model, the phrase-bounded triplet model
requires a phrase segmentation Π (cf. Equation 4.8):
pphr (f
J
1 |eI1,Π) =
J∏
j=1
1
Zj
I∑
i=1
I∑
i′=1
piij(1− pii′j)αphr (fj |ei, e′i), (4.28)
where Zj is a normalization term, dependent on the source word position and the phrase seg-
mentation:
Zj =
( I∑
i=1
piij
)
·
( I∑
i′=1
(1− pii′j)
)
. (4.29)
Extending the model to include the empty word e0 for both triggers leads to the following,
slightly modified, model equation:
pphr (f
J
1 |eI1,Π) =
J∏
j=1
1
Zj
I∑
i=0
piij
(
αphr (fj , ei, e0)+
+
I∑
i′=1
(1− pii′j)αphr (fj , ei, e′i)
)
,
(4.30)
where Zj is, again the appropriate normalization term:
Zj =
( I∑
i=0
piij
)
·
(
1 +
I∑
i′=1
(1− pii′j)
)
. (4.31)
The impact of the constraints imposed on the triggers on the valid trigger space is shown in
Figure 4.5. The current phrase (determined by the fj) is pointed out for both axes. For e, valid
points lie only inside the phrase, while for e′, only the ones outside the phrase are considered.
Especially for long sentences, the phrase-bounded triplet model significantly reduces the trigger
space taken into consideration, thus resulting in smaller lexicons and shorter training times.
The training procedure for the phrase-bounded triplet model is almost identical to the training
of the unconstrained triplet model. An auxiliary function Q({αphr}, {α¯phr}) is defined analo-
gously to Equation 4.23. Deriving and solving for α¯phr yields:
α¯phr (f |e, e′) = Aphr (f, e, e
′)∑
f ′ Aphr (f
′, e, e′)
(4.32)
with Aphr (f, e, e
′) being a relative weight accumulator:
Aphr (f, e, e
′) =
N∑
n=1
Jn∑
j=1
δ(f, fj)
Z−1n,jαphr (f, e, e
′)
pphr (fj |eIn1 )
Cphr ,n(e, e
′) (4.33)
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Figure 4.5. The trigger space for the phrase bounded triplet model
where Zn,j is defined as in Equation 4.29 and Cphr ,n(e, e
′) is the following trigger pair occurrence
count:
Cphr ,n(e, e
′) =
In∑
i=1
In∑
i′=1
piijδ(e, ei) · (1− pii′j)δ(e′, ei′). (4.34)
The extension of the training procedure to include empty word triggers into the model is
straightforward.
4.4.2 The Path-Aligned Triplet Model
The trigger constraints imposed by the path-aligned triplet model are similar to the phrase-
bounded model variant. However, the path-aligned model is not based on phrase segmentation,
but uses word alignments as a source of information. For a triplet (f, e, e′), it restricts the first
trigger e to target words that are aligned to f . The second trigger is chosen from anywhere else
in the sentence, including other target words possibly aligned to f . The word alignments used
in this work are IBM model 4 alignments, as generated by the GIZA++ toolkit. Alternatively,
experiments using the word alignment implied by a forced phrase alignment of the training data
were conducted.
Similarly to the phrase segmentation Π, as introduced in Equation 4.8, a word alignment can
be formalized as a set A = {aij}, where
aij =

1 if ei is aligned to fj
1 if i = 0
0 otherwise
. (4.35)
Using this, the path-aligned triplet model (denoted by the subscript align in the following) defines
the translation probability to be as follows:
palign(f
J
1 |eI1, A) =
J∏
j=1
1
Zj
I∑
i=1
I∑
i′=1
aij(1− δ(i, i′)) · αalign(fj , ei, ei′), (4.36)
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e
e'
Figure 4.6. The trigger space for the path-aligned triplet model
where Zj is, again, the appropriate normalization term:
Zj = (I − 1) ·
I∑
i=1
aij . (4.37)
The inclusion of the empty word as a trigger is analogous to the previous models and results in
the following translation probability:
palign(f
J
1 |eI1, A) =
J∏
j=1
1
Zj
(
αalign(fj , e0, e0)+
+
I∑
i=0
I∑
i′=0
aij(1− δ(i, i′)) · αalign(fj , ei, ei′)
)
,
(4.38)
with Zj being the adapted normalization term
Zj = I ·
I∑
i=0
aij . (4.39)
The training procedure for the path-aligned model differs only in details such as scope and
normalization from the ones presented for the unconstrained and phrase-bounded models, and
as such will not be further detailed.
Due to the limitation of the first trigger to words aligned to the current source word, the valid
trigger space becomes a set of slices, as shown in Figure 4.6. Each slice corresponds to a target
word ei being aligned to the current fj . This reduction is clearly visible in training duration and
resulting lexicon size, making development and tuning much faster (cf. Section 6.1).
While the unconstrained triplet model can be seen as a counterpart to IBM model 1, the
path-aligned model is more similar to WSD approaches: While fixing one trigger on the word
to be translated, the second trigger provides lexical context information. Although the features
considered here are purely lexical and limited to single words, the path-aligned model takes into
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account a wider context than traditional SMT models such as phrase translation or language
models. Experimental results on the effect of wider context information for the path-aligned
model are presented in Chapter 6.
4.4.3 The Crosslingual Triplet Model
So far, all triplet models that have been presented use one language for triggering words and
another for the effect, i.e. we introduced models that cover p(f |e, e′) and p(e|f, f ′). Another
possible combination is to look at crosslingual events where the trigger consist of words in
different languages. In particular, we can train models of the form pcl(f |e, f ′) and pcl(e|f, e′) that
try do look at additional triggering constellations in the data. We omit a detailed mathematical
notation since it is very similar to the already presented models and differs in the code only in a
way the loops over the source and target words are implemented. In Section 6.4, we present an
experiment that looks at the performance of a crosslingual triplet model.
4.5 Pruning heuristics
Compared to basic trigger models such as the IBM model 1, the triplet model introduces an
additional dimension, i.e. the second trigger, into the lexicon. While this does not pose a problems
for smaller tasks (such as the BTEC corpus, cf. Section 6.1.1), triplet lexicons quickly become
unmanageable on larger data sets. On mid-size corpora such as EPPS (cf. Section 6.1.1), the
lexicon sizes grow from 50 million entries for an IBM model 1 lexicon to roughly 2 billion for
the unconstrained triplet model. As the co-occurrences of triplets in the training data influence
each other, maximum likelihood training requires the entire triplet lexicon to be processed at the
same time. Other than resorting to complex and time-intensive chunking solutions or significant
changes in the underlying implementation (e.g. towards a distributed accumulator approach like
Map-Reduce [Dean & Ghemawat 04]), this means that at least for training, the entire triplet
lexicon has to fit into memory. Thus, some of the issues addressed in the following will be
heuristics for reduction of extracted lexicons to manageable sizes.
The computation time required to train a model also increases dramatically with large corpora
and accordingly longer sentence lengths. This can be eased to some extent by applying additional
constraints that allow two triggers only to have a maximum distance across the sentence.
4.5.1 Distance restrictions
The maximum distance restriction limits the valid values of the second trigger word index for a
given first trigger word index. Thus, given a first trigger ei, the second trigger ei′ is limited to
i−∆ ≤ i′ ≤ i+ ∆, i′ 6= i, (4.40)
where ∆ is the maximum distance. Figure 4.7 illustrates the impact of the maximum distance
constraint on the trigger space.
When applying the maximum distance constraint to, e.g., the path-aligned triplet model, we
obtain:
palign,∆(f
J
1 |eI1, A) =
J∏
j=1
1
Zj
I∑
i=1
min(I,i+∆)∑
i′=max(1,i−∆)
aijα(fj |ei, e′i) (4.41)
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e
e'
∆
Figure 4.7. Visualization of a maximum distance constraint on the trigger space: Valid trigger pairs (i, i′)
are limited to a local context around i, forming a window around the i− i′ diagonal
where Zj is a normalization term:
Zj =
I∑
i=1
min(I,i+∆)∑
i′=max(1,i−∆)
aij . (4.42)
The maximum distance constraint can be used as a means of pruning and training speed-
up. Chapter 6 presents and discusses experimental results for various settings of the maximum
distance constraint.
4.5.2 Histogram Pruning
When training a triplet lexicon, the most significant contribution to the probability of a triplet
(f, e, e′) is, obviously, the number of its occurrences. Consequently, triplets that are seen only a
small number of times have a higher probability to be considered less significant in the training
process. Based only on the frequency in the training corpus, the most obvious approach is to
reduce the size of a triplet lexicon by dropping triplets that occur rarely. Figure 4.8 shows a
typical histogram for a triplet lexicon. As can be seen, the number of triplets occurring c times in
the training data grows exponentially with decreasing counts. By discarding triplets that occur
below a given threshold, we are able to reduce the overall number of events and, thus, the size of
the resulting lexicon. This approach is commonly known as histogram pruning or applying count
cutoffs.
As previously mentioned, it is helpful to prune the lexicon for larger tasks in order to be able
to handle it. However, when dealing with small corpora and limited vocabulary (such as the
BTEC task), the resulting triplet lexicons are of small size and, thus, can be easily dealt with.
However, it is worth investigating whether the inclusion of singletons (i.e. triplets that occur
only once in the training data) is helpful for the overall model’s performance or not.
Figure 4.8 shows that singletons make up a large portion, here it is up to 60%, of a triplet
lexicon. However, their contribution to the model is of mixed nature. While they may improve the
model in a qualitative aspect (by disambiguating possible, i.e. seen, from impossible, i.e. unseen
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Figure 4.8. Occurrence histogram for BTEC triplet lexicon. Note that the y-axis, i.e. the counts, are in
logarithmic scale.
constellations), the sheer number of additional events might bloat the model and introduce a lot
of noise that might impact the final quality of the model. The effect of including singletons into
the lexicon is investigated in Chapter 6.
4.6 Triplets in reranking and decoding
So far, we took a detailed look at the training side of the models. Based on bilingual data and
optional alignment information (either from GIZA++ output or phrase pairs used during forced
alignment of the training data), we can train triplet lexicon models and apply them in a statistical
machine translation system in order to calculate scores of hypotheses. There are basically two
approaches: using a reranking framework that rescores each hypothesis with the provided triplet
model and applies reranking in combination with other additional models. Chapter 5 will deal
with this approach in more detail, so we just shortly introduce the key concept here. The other
approach is decoding where the models are applied directly in the search and, thus, help guiding
the overall process of finding the best hypothesis.
4.6.1 Rescoring
In rescoring, we constrain the scoring of our hypotheses to a limited set of n-best translations that
are extracted from the word graph, a pruned compact representation of the search space. The
advantage of n-best list rescoring is the full availability of both source text and target translation,
thus allowing for the application of additional (possibly more complex) models that are hard to
implement directly in search, such as e.g. syntactic models based on parsers or huge LMs that
would not fit in memory during decoding. Since we are limiting ourselves to a small extract of
translation hypotheses, rescoring models cannot outperform the same models if applied directly
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in search. One advantage though is that we can apply the introduced trigger model also in the
other direction, i.e. using p(f |e, e′), where two target words trigger one source word. In general,
the combination of two directions of a model yields further improvements, so we investigated how
this additional direction helps in rescoring. A disadvantage is that the models do not guide the
generation of the hypotheses, they just provide an additional score on top of the main decoder
score and possibly other reranking models. We will see later on that, in general, using triplet
models during search has a bigger impact in terms of translation quality than applying them in
a reranking experiment.
The triplets of the extended lexicon model p(e|f, f ′) are composed of two words in the source
language triggering one target word. In order to limit the overall number of triplets, we apply
a training constraint that reuses the word alignment information obtained in the GIZA++ step.
For source words f , we only consider the ones that are aligned to a target word e given the
GIZA++ word alignment. The second trigger f ′ is allowed to move over the whole source
sentence, thus capturing long-distance effects that can be observed in the training data. During
reranking, we apply the same equation as for training to each hypothesis in order to calculate
its cost, i.e. negative log-likelihood:
h(eI1, f
J
1 , {aij}) = − log
( I∏
i=1
p(ei|fJ1 , {aij})
)
(4.43)
= − log
( I∏
i=1
1
J · |{ai}|
∑
j∈{ai}
J∑
j′=1
p(ei|fj , fj′)
)
(4.44)
where {aij} denotes the alignment matrix of the sentence pair fJ1 and eI1 and the first sum goes
over all fj that are aligned to the current ei (expressed as j ∈ {ai}).
4.6.2 Decoding
In search, we can apply an inverse triplet model directly when scoring bilingual phrase pairs
[Hasan & Ney 09]. The idea is to calculate a score for each bilingual phrase pair that is used
during decoding given a trained triplet model. This feature is added to the log-linear combination
of all models with its own weight and can be tuned through standard procedures, e.g. the Downhill
Simplex algorithm. Given a trained model for an unconstrained triplet model pall(e|f, f ′), we
compute the feature score hall(·) of a phrase pair (e˜, f˜) as
htrip(e˜, f˜ , f
J
0 ) = −
∑
i
log
( 2
J · (J + 1)
∑
j
∑
j′>j
p(e˜i|fj , fj′)
)
, (4.45)
where i moves over all target words in the phrase e˜, the second sum selects all source sentence
words fJ0 including the empty word, and j
′ > j incorporates the rest of the source sentence right
of the first trigger. We take negative log-probabilities and normalize to obtain the final score
(representing costs) for the given phrase pair. Note that in search, we can use this direction of the
model, i.e. p(e|f, f ′), since the whole source sentence is available for triggering effects whereas not
all target words have been generated so far, as it would be necessary for the standard direction,
p(f |e, e′). For the standard one, we can use an approximation that traverses the search graph
backwards for the second trigger. Since this is a very time-consuming process, we limit the
history to a limited amount of words, e.g. the two triggers can have a maximum distance of
10 words.
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Note that decoding with the inverse model p(e|f, f ′) can be quite efficient if caching is applied.
Since the given source sentence does not change, we have to calculate p(e|f, f ′) for each e only
once and can retrieve the probabilities from the cache for consecutive scorings of the same target
word e. This significantly speeds up the decoding process.
For additional speedup, we can also use the inverse path-aligned variant of triplet models
directly in search. Given a trained model for palign(e|f, f ′), we compute the feature score halign
of a phrase pair (e˜, f˜) as
ht(e˜, f˜ , {a˜ij}, fJ1 ) = −
∑
i
log
∑
j∈{a˜i}
∑
j′
p(e˜i|f˜j , fj′) +
∑
i
logZi (4.46)
where i moves over all target words in the phrase e˜, the sum over j selects the aligned source
words f˜j given {a˜ij}, the alignment matrix within the phrase pair, and j′ incorporates the
whole source sentence fJ1 . Analogous to Equation 4.43, the normalization term Zi = J · |{a˜i}|
denotes the number of overall source words times the number of aligned source words to each
e˜i. In Equation 4.46, we take negative log-probabilities and normalize to obtain the final score
(representing costs) for the given phrase pair. Due to data sparseness, we smooth the model by
using a floor value of 10−7 for unseen events during decoding. Furthermore, an implicit backoff
to IBM1 exists if the second trigger is the empty word, i.e. for events of the form p(e|f, ε).
4.7 Triplets in hierarchical phrase-based translation
The implementation of the triplet models was transferred into a hierarchical phrase-based de-
coder in [Vilar & Stein+ 10]. The hierarchical phrase model is an extension of the standard
phrase model where the phrases are allowed to have “gaps”. With this approach long-distance
dependencies and reorderings can be modeled in a consistent way. As in nearly all current statisti-
cal approaches to machine translation, this model is embedded in a log-linear model combination.
The search algorithm is based on two steps. First, monolingual parsing of the input sentence is
carried out using the CYK+ algorithm [Chappelier & Rajman 98], a generalization of the CYK
algorithm which relaxes the requirement for the grammar to be in Chomsky Normal Form. From
the CYK+ chart, a hypergraph is extracted which represents the parsing space. In a second step,
the translations are generated by computing language model scores. The decoder implements
both the cube pruning and cube growing algorithms [Huang & Chiang 07]. Furthermore, the de-
coder also understands soft syntactic features [Vilar & Stein+ 08] that can be extracted from the
training data. In search, these are considered as additional feature functions of the translation
rules. The decoder is able to handle an arbitrary number of non-terminal symbols and imple-
ments various reordering constraints. Furthermore, triplet models were added analogously to
the method described in the previous section. The only difference is that non-terminal symbols
are skipped during calculation of the score. For the path-aligned variant, the hierarchical phrase
extraction method was enhanced with capabilities of tracking word alignment information with
exception of rules that are constituted only of non-terminals.
Experiments that compare the performance of hierarchical and traditional phrase-based de-
coders regarding translation quality can be found later on in Section 6.5.
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Reranking
This chapter investigates the properties of large n-best lists in the context of statistical machine
translation (SMT). A method is presented that allows for fast extraction of very large n-best
lists based on the k shortest paths algorithm by [Eppstein 98]. The key proposition is that,
despite being able to generate a much larger amount of hypotheses than previously reported in
the literature in the context of reranking, there is no significant gain of such a method in terms
of translation quality.
In recent years, phrase-based approaches evolved as the dominating method for feasible ma-
chine translation systems. Many research groups use a decoder based on a log-linear approach
[Och & Ney 02] incorporating phrases as main paradigm [Koehn & Och+ 03, Zens & Ney 04a].
As a by-product of the decoding process, one can extract n-best translations from a word graph
and use these fully generated hypotheses for additional reranking (see e.g. [Ueffing & Och+ 02]).
N -best lists are suitable for easily applying several rescoring techniques because the hypotheses
are already fully generated. In comparison, word graph rescoring techniques need specialized
tools which traverse the graph appropriately. Additionally, because a node within a word graph
allows for many histories, one can only apply local rescoring techniques, whereas for N -best lists,
techniques can be used that consider properties of the whole target sentence.
In the past, several groups report on using n-best lists with n ranging from 1 000 to 10 000.
The advantage of n-best reranking is obvious: we can apply complex reranking techniques, based
e.g. on syntactic analyses of the candidates or using huge additional language models, since the
whole sentence is already generated. During the generation process, these models would either
need hard-to-implement algorithms or have large memory requirements.
In automatic speech recognition (ASR), the number of recognition hypotheses is rather limited.
[Roark & Saraclar+ 04] report that a 1000-best list achieved similar results as a lattice-based
approach. This shows that in ASR, the number of hypotheses to explore the search space of
good recognition hypotheses is much smaller than in MT. If we compare word graph (i.e. lattice)
error rates and n-best list oracles, we see a significant difference. In the following, we will
investigate very large n-best lists and how they can be applied in reranking.
The idea of n-best list extraction from a word graph for SMT was presented in
[Ueffing & Och+ 02]. In [Zens & Ney 05], an improved method is reported that overcomes some
shortcomings, such as duplicate removal by determinization of the word graph (represented as
a weighted finite state automaton) and efficient rest-cost estimation with linear time complexity.
They also report that, e.g. for the NIST task, a 10000-best list oracle hypothesis is 13% better
wrt. word error rate than the single-best baseline (50.8% vs. 64%, respectively), but the corre-
sponding graph error rate drops down to 36% (i.e. 28% abs. improvement wrt. the baseline) for
monotone search and 23% (i.e. 41% abs. improvement) for search including reordering with a
window of size 5.
There are several research groups that use a two-pass approach in their MT systems. First, they
generate n-best translation hypotheses with the decoder. Second, they apply additional models to
the output and rerank the candidates (see e.g.[Zhang & Hildebrand+ 06, Chen & Cattoni+ 06]).
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Syntactic features were investigated in [Och & Gildea+ 04] with moderate success. Although
complex models, such as features based on shallow parsing or treebank-based syntactic analyses,
were applied to the n-best candidates, the “simpler” ones were more promising. One of the most
successful reranking models is IBM model 1 as was presented in Section 4.1.
In Section 5.1, we describe our SMT system and explain how an improved n-best extraction
method is capable of generating a very large number of distinct candidates from the word graph.
In the following, we will further explain a set of reranking models and report on their impact in
translation experiments related to n-best list reranking with various sizes and the corresponding
performance in terms of MT evaluation measures.
5.1 Generating N-best lists
We use a phrase-based SMT system [Mauser & Zens+ 06] and enhance the n-best list extraction
with Eppstein’s k shortest path algorithm which allows for generating a very large number of
translation candidates in an efficient way.
The baseline system uses phrases automatically extracted from a word-aligned corpus (trained
with GIZA++) and generates the best translations using weighted log-linear model combination
with several features, such as word lexicon, phrase translation and language models.
eˆIˆ1 = argmax
I,eI1
{
M∑
m=1
λmhm(e
I
1, f
J
1 )
}
, (5.1)
where fJ1 and e
I
1 denote the source and target sentence and hm(·) are the different feature
functions with corresponding scaling factors λm. This direct approach is currently used by
most state-of-the-art decoders. The model scaling factors are trained discriminatively on some
evaluation measure, e.g. BLEU or WER, using the Downhill Simplex method.
In [Hasan & Zens+ 07], we incorporated an efficient extraction of n best translations by in-
tegrating the k shortest path algorithm [Eppstein 98] into a state-of-the-art SMT system. The
implementation is partly based on code that is publicly available.1
Starting point for the extraction is a word graph, generated separately by the decoder for each
sentence. Since these word graphs are directed and acyclic, it is possible to construct a shortest
path tree spanning from the sentence begin node to the end node. The efficiency of finding the
k shortest paths in this tree lies in the book-keeping of edges through a binary heap that allows
for an implicit representation of paths. The overall performance of the algorithm is efficient even
for large k. Thus, it is feasible to use in situations where we want to generate a large number of
paths, i.e. translation hypotheses in this context.
First, another issue has to be addressed. In phrase-based SMT, we have to deal with different
phrase segmentations for each sentence. Due to the large number of phrases, it is possible that
we have paths through the word graph representing the same sentence but internally having
different phrase boundaries. In n-best list generation, we want to get rid of these duplicates.
Due to the efficiency of the k shortest paths algorithm, we allow for generating a very large
number of hypotheses (e.g. 100 · n) and then filter the output via a prefix tree (also called trie)
until we get n distinct translations.
With this method, it is feasible to generate 100 000-best lists without much hassle. In general,
the file input/output operations are more time-consuming than the actual n-best list extraction.
The average generation time of n-best candidates for each of the sentences of the development list
1http://www.ics.uci.edu/~eppstein/pubs/graehl.zip
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N-best
list (dev) Translationhypotheses
Decoder
score
Rescoring models
IBM1 TRIPEF TRIPFE LM WP
he expressed his " very concerned " . 
he said he was " very worried " . 
he said he was " very concerned " . 
he said he is " very worried " . 
he expressed his " very worried " . 
he expressed " very concerned " . 
he said he was " very worried . " 
he said he is " very worried . " 
he expressed his " very worried . " 
he expressed " very worried " . 
he said that " very concerned " . 
he said : " very concerned " . 
he said he is " very concerned " . 
he said he was " extremely worried " . 
he said he is " very worried " about . 
he expressed " very worried . " 
he said he was " extremely worried . " 
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25.38
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12.60
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15.59
18.92
20.38
19.93
9.86
20.38
13.86
11.25
10.92
12.21
13.99
13.49
11.87
12.83
14.60
13.64
12.79
12.16
11.86
11.47
13.99
14.24
12.08
8
9
9
9
8
7
9
9
8
7
8
8
9
9
10
7
9
References
(dev set)
Minimum error
rate training
wrt. BLEU
Optimized model
scaling factors
Figure 5.1. N-best reranking framework.
is approximately 30 seconds on a 2.2GHz Opteron machine, whereas 7.4 million hypotheses are
computed per sentence on average. The overall extraction time including filtering and writing
to hard-disk takes around 100 seconds per sentence. Note that this value could be optimized
drastically if we allowed to check for how many duplicates are generated on average beforehand
and adjusted the initial number of hypotheses before applying the filtering. We only use the
k = 100 · n as a proof of concept.
5.1.1 Rescoring framework
After having generated 100 000-best lists, we have to apply additional rescoring models to all
hypotheses. We select the models that have shown to improve overall translation performance as
used for recent NIST MT evaluations. In addition to the main decoder score (which is already
a combination of several models and constitutes a strong baseline), these include several large
language models trained on up to 2.5 billion running words, a sentence-level IBM model 1 score,
m-gram posterior probabilities and an additional sentence length model. Details are presented in
Section 5.2, whereas an overview of the general approach is depicted in Figure 5.1. The process
is to score each translation hypothesis with the additional models. Note that the baseline score
of the decoder (which already comprises a number of models used during search) is usually
added to the list of models used for reranking. We combine these additional features log-linearly
and optimize the feature weights (also known as lambdas, cf. Equation 5.1) using the Downhill
Simplex algorithm. The optimized feature weights are then applied to the n-best list of the
test set during extraction, resulting in new best hypotheses that are used for scoring in a final
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Figure 5.2. Distributed rescoring framework.
evaluation step.
Since we deal with large lists and want to apply a large amount of additional models to the lists,
we implemented a distributed rescoring framework that operates on chunks of n-best lists and
applies on-the-fly filtering of models according to source and target vocabularies. If we consider
reranking of sets consisting of e.g. 1000 sentences, the overall number of hypotheses generated
in large n-best lists goes into the tens of millions easily. This requires a distributed approach
since a single CPU would run for weeks. Figure 5.2 gives an overview of how the system handles
large lists. A wrapper splits the incoming n-best lists into m chunks as defined by the user. For
each of the chunks, the rescoring tools extract source and target vocabularies which are used to
prefilter the models that are loaded by the corresponding rescoring tools. The filtering is crucial
for a reasonable memory footprint, since loading the models as a whole does not make sense
e.g. for large unconstrained triplet models. Due to filtering, we usually do not need more than
4GB of memory, even for very large language models such as the Google Web 1T 5-gram corpus
([Brants & Franz 06]) where it is not possible to even load the whole data into memory.
After each chunk and each rescoring model finishes its scoring, the optimization and extraction
process operate on chunk-level by merging the split parts into one on-the-fly. This framework
turned out to be very valuable during evaluations where a lot of experiments have to be done in
a short time.
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5.2 Rescoring models
There is a large list of rescoring models that have been applied in the MT domain. These
reach from simple additional language models to complex approaches that use syntactic parses
of the translations in order to resolve grammatical inconsistencies. In the following, we present
a selection of models that were successfully applied for various tasks during several evaluations
in the past.
5.2.1 N-gram language models
One of the most straightforward methods to apply in reranking is the use of additional language
models that have been trained on significantly more data than was used in the search LM. Each
hypothesis gets scored by a sequence of its n-grams:
hLM(f
J
1 , e
I
1) = p(e
I
1) =
I∏
i=1
p(ei|ei−1i−n+1) (5.2)
Since we can determine the vocabulary of the generated translations, it is useful to directly only
read the needed n-grams during startup. This allows us to apply vast language models during
reranking since the memory footprint can be reduced to a fraction.
5.2.2 Clustered language models
One of the first ideas in rescoring is to use additional language models that were not used
in the generation procedure. In our system, we use clustered language models based on regular
expressions [Hasan & Ney 05]. Each hypothesis is classified by matching it to regular expressions
that identify the type of the sentence. Then, a cluster-specific (or sentence-type-specific) language
model is interpolated into a global language model to compute the score of the sentence:
hCLM(f
J
1 , e
I
1) = log
∑
c
[Rc(eI1) ] (αcpc(eI1) + (1− αc)pg(eI1)) (5.3)
where pg(e
I
1) is the global language model, pc(e
I
1) the cluster-specific language model, and[Rc(eI1)] denotes the true-or-false statement (cf. Equation 1.17) which is 1 if the c-th regular
expression Rc(·) matches the target sentence eI1 and 0 otherwise.2 Typical examples for clusters
are questions and exclamations, which can usually be detected by punctuation marks and/or
specific function words (i.e. “what”, “when”, “how”, . . .) at the beginning of a sentence. Fur-
thermore, when looking at the training data, specific sentences and expressions can be spotted
that occur frequently and can be joined into a cluster. More details are given in Section 3.3.
5.2.3 Sentence-level mixtures language models
As an additional language model in rescoring, we use sentence level mixture language models,
as presented in [Iyer & Ostendorf 99]. The goal is to represent topic dependencies combining M
different language models with a global one, corresponding to the index m = 0 in the following
equation (for the case of trigram language models):
hMix(f
J
1 , e
I
1) = p(e
I
1) =
M∑
m=0
λm
[
I∏
i=1
pm(ei|ei−1, ei−2)
]
. (5.4)
2The clusters are disjunct, thus only one regular expression matches.
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The training sentences are automatically divided into a fixed number M of clusters (representing
different topics) using a maximum likelihood approach and the weights λm are trained on the
development data. We used 5-grams for this rescoring model.
5.2.4 IBM model 1
IBM model 1 rescoring rates the quality of a sentence by using the probabilities of one of the
easiest single-word based translation models:
hIBM1(f
J
1 , e
I
1) = log
 1
(I + 1)J
J∏
j=1
I∑
i=0
p(fj |ei)
 (5.5)
Despite its simplicity, this model achieves good improvements [Och & Gildea+ 03].
5.2.5 Word deletion model
During the IBM model 1 rescoring step, another rescoring technique can be used that is based
on the IBM model 1 lexical probabilities:
hDel(f
J
1 , e
I
1) =
J∑
j=1
I∏
i=0
[ p(fj |ei) < τ ] (5.6)
We call this the word deletion model. It counts all source words whose lexical probability given
each target word is below a threshold τ . In the experiments, τ was chosen between 10−1 and
10−4.
5.2.6 Triplet models
Triplet models can be easily used for reranking and are identical to the presented equations used
for training the models. For details, see Chapter 4.
5.2.7 N-gram posteriors
The idea of n-gram posterior probabilities is similar to word posterior probabilities (see e.g.
[Ueffing & Ney 05] for MT and [Wessel 02] for ASR). Sentence posterior probabilities are summed
for each occurrence of an n-gram:
hNP(f
J
1 , e
I
1) =
1
I − n+ 1
I−n+1∑
1
log pλM1
(ei+n−1i |fJ1 ) (5.7)
The n-gram posterior distribution pλM1
(·|·) is obtained via normalization of weighted frequency
counts NλM1
(wn1 , f
J
1 ) and smoothing with a uniform distribution over all n-grams 1/V
n
e , V
n
e
denoting the number of possible n-grams in the target language. For more details, see [Zens 08].
5.2.8 Posterior sentence length model
Sentence length is crucial for the evaluation of machine translation output, especially when using
automatic evaluation measures. Therefore we explicitly modeled the target sentence length I
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Chinese English
Train Sentence Pairs 7M
Running Words 199M 213M
Vocabulary Size 222K 351K
Dev Sentence Pairs 878 3 512
Running Words 25K 105K
Test Sentence Pairs 1 082 4 328
Running Words 33K 148K
Table 5.1. Corpus statistics for the Chinese-English NIST MT task.
using the method described in [Zens & Ney 06]:
hSL(f
J
1 , e
I
1) = log
∑
eI1
p(eI1|fJ1 )
The sum is carried out only over those target hypotheses that have length I.
5.2.9 Word penalties
Several word penalties are used in the rescoring step:
hWP(f
J
1 , e
I
1) =

I (a)
I/J (b)
(I − γJ) (c)
(I − J)2 (d)
(5.8)
The word penalty is an important heuristics that affects the generated hypotheses lengths. It is
also used during the decoding process and expresses knowledge on the length of the generated
sequence. In automatic evaluation measures such as BLEU, too short sentences should be avoided
since they receive brevity penalties. In general, there is no significant difference between the
various methods, so we use variant (a), being the most common one. It simply counts the
number of words in the translation.
5.3 Experiments
The experiments in this section are carried out on n-best lists with n going up to 100 000. We will
show that, although we are capable of generating this large amount of hypotheses, the overall
performance does not seem to improve significantly beyond a certain threshold. Or to put it
simple: although we generate lots of hypotheses, most of them are not very useful.
As experimental background, we choose the large data track of the Chinese-to-English NIST
task, since the length of the sentences and the large vocabulary of the task allow for large n-best
lists. For smaller tasks, e.g. the IWSLT campaign, the domain is rather limited such that it does
not make sense to generate lists reaching beyond several thousand hypotheses. As development
data, we use the 2002 eval set, whereas for test, the 2005 eval set is chosen. The corpus statistics
are shown in Table 5.1.
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Oracle-WER [%] Oracle-PER [%]
N BLEU abs. imp. BLEU abs. imp.
1 36.1 36.1
10 38.8 +2.7 38.0 +1.9
100 41.3 +2.5 39.8 +1.8
1000 43.3 +2.0 41.0 +1.2
10000 44.4 +1.1 42.0 +1.0
100000 45.3 +0.9 42.0 +0.0
Table 5.2. Dev BLEU scores of oracle-best hypotheses based on minimum WER/PER.
5.3.1 Oracle-best hypotheses
In the first experiment, we examined the oracle-best hypotheses in the n-best lists for several
list sizes. For an efficient calculation of the true BLEU oracle (the hypothesis which has a
maximum BLEU score when compared to the reference translations), we use approximations
based on WER/PER-oracles, i.e. we extract the hypotheses that have the lowest edit distance
(WER, word error rate) to the references. The same is applied by disregarding the word order
(leading to PER, position-independent word error rate).
As can be seen in Table 5.2, the improvements are steadily decreasing, i.e. with increasing
number of generated hypotheses, there are less and less useful candidates among them. For the
first 10 000 candidates, we therefore have the possibility to find hypotheses that could increase
the BLEU score by at least 8.3% absolute if our models discriminated them properly. For the
next 90 000 hypotheses, there is only a small potential to improve the whole system by around
1%. This means that most of the generated hypotheses are not very useful in terms of oracle-
WER and likely distracting the “search” for the needle(s) in the haystack. It has been shown
in [Och & Gildea+ 04] that true BLEU oracle scores on lists with much smaller n ≤ 4096 are
more or less linear in log(n). Our results support this claim since the oracle-WER/PER is a
lower bound of the real BLEU oracle. For the PER criterion, the behavior of the oracle-best
hypotheses is similar. Here we can notice that after 10,000 hypotheses, the BLEU score of the
oracle-PER hypotheses stays the same.
These observations already impair the alleged usefulness of a large amount of translation
hypotheses by showing that the overall possible gain with increasing n gets disproportionately
small if one puts it in relation to the exponential growth of the n.
5.3.2 Rescoring performance
As a next step, we show the performance of tuning the model scaling factors towards best
translation performance. In our experiments, we use the BLEU score as objective function of
the simplex method.
Figure 5.3 shows the graphs for the development (on the left) and test set (on the right). The
upper graphs depict the oracle-WER BLEU scores (cf. also Table 5.2) for comparison. As was
already stated, these are a lower bound since the real oracle-BLEU hypotheses might have even
higher scores. Still, it is an indicator of what could be achieved if the models discriminated good
from bad hypotheses properly.
The lower two graphs show the behavior when (a) optimizing and extracting hypotheses on a
subset (the first n) of the 100k-best hypotheses and (b) optimizing on a subset but extracting
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Figure 5.3. BLEU scores of the reranked system. Development set (above) vs. Test set (below).
from the full 100k set. As can be seen, extracting from the full set does not even help for the
development data on which the scaling factors were tuned. Experiments on the test list show
similar results. We can also observe that the improvement declines rapidly with higher n. Note
that an optimization on the full 100k list was not possible due to huge memory requirements. The
highest n that fit into the 16GB machine was 60 000. Thus, this setting was used for extraction
on the full 100k set.
The results so far indicate that it is not very useful to go beyond n = 10 000. For the
development set, the baseline of 36.1% BLEU can be improved by 1.6% absolute to 37.7% for
the first 10k entries, whereas for the 60k setting, the absolute improvement is only increased by a
marginal 0.1%. For the chosen setting, whose focus was on various list sizes for optimization and
extraction, the improvements on the development lists do not carry over to the test list. From
the baseline of 31.5%, we only get a moderate improvement of approximately 0.5% BLEU.
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One possible explanation for this lies in the poor performance of the rescoring models. A short
test was carried out in which we added the reference translations to the n-best list and determined
the corresponding scores of the additional models, such as the large LM and the IBM model 1.
Interestingly, only less than 1/4 of the references was ranked as the best hypothesis. Thus, most
reference translations would never have been selected as final candidates. This strongly indicates
that we have to come up with better models in order to make significant improvements from
large n-best lists. Furthermore, it seems that the exponential growth of n-best hypotheses for
maintaining a quasilinear improvement in oracle BLEU score has a strong impact on the overall
system performance. This is in contrast to a word graph, where a linear increment of its density
yields disproportionately high improvements in oracle BLEU for lower densities [Zens & Ney 05].
Experiments with large 100 000-best lists indicate that the models do not have the discrim-
inating power to separate the good from the bad candidates. The oracle-best BLEU scores
stay linear in log(n), whereas the reranked system performance seems to saturate at around 10k
best translations given the actual models. Using more hypotheses currently does not help to
significantly improve translation quality.
Given the current results, one should balance the advantages of n-best lists, e.g. easily testing
complex rescoring models, and word graphs, e.g. representation of a much larger hypotheses
space. However, as long as the models are not able to correctly fire on good candidates, both
approaches will stay beneath their capabilities.
5.4 Reranking using structural properties
As we have already mentioned, statistically driven machine translation systems are the domi-
nant type of system in the MT community. Though much better than traditional rule-based
approaches, these systems still make a lot of errors that seem, at least from a human point of
view, illogical. In recent years, approaches have been investigated that try to develop a more
syntactic approach to MT. Syntax-related MT systems are slowly superseding the simpler phrase-
based approach. In recent publications, more and more focus is put into syntax and syntactic
features, see e.g. work at the ISI group [Chiang & Knight+ 09, Huang & Zhang+ 09] or BBN
[Shen & Xu+ 09].
[Hasan & Bender+ 06] investigated a way of identifying ungrammatical hypotheses from the
output of a machine translation system by using grammatical knowledge that expresses syn-
tactic dependencies of words or word groups. They introduced several methods that try to
establish this kind of linkage between the words of a hypothesis and, thus, determine its well-
formedness, or “fluency”. As a means of proving well-formedness of a sentence we use su-
pertagging [Bangalore & Joshi 99] with lightweight dependency analysis (LDA)3 [Bangalore 00],
link grammars [Sleator & Temperley 93] and a maximum-entropy (ME) based chunk parser
[Bender & Macherey+ 03]. The former two approaches explicitly model the syntactic depen-
dencies between words. Each hypothesis that contains irregularities, such as broken linkages or
non-satisfied dependencies, should be penalized or rejected accordingly. For the ME chunker, the
idea is to train n-gram models on the chunk or POS sequences and directly use the log-probability
as feature score.
In general, these concepts and the underlying programs should be robust and fast in order to
be able to cope with large amounts of data (as it is the case for n-best lists). The experiments
presented show a small though consistent improvement in terms of automatic evaluation measures
3In the context of this chapter, the term LDA is not to be confused with linear discriminant analysis.
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chosen for evaluation. BLEU score improvements, for instance, lie in the range from 0.3 to 0.7%
on the test set.
In [Och & Gildea+ 04], the effects of integrating syntactic structure into a state-of-the-art
statistical machine translation system are investigated. The approach is similar to the approach
presented here: firstly, a word graph is generated using the baseline SMT system and n-best lists
are extracted accordingly, then additional feature functions representing syntactic knowledge are
added and the corresponding scaling factors are trained discriminatively on a development n-best
list.
Och and colleagues investigated a large amount of different feature functions. The field of
application varies from simple syntactic features, such as IBM model 1 score, over shallow parsing
techniques to more complex methods using grammars and intricate parsing procedures. The
results were rather disappointing. Only one of the simplest models, i.e. the implicit syntactic
feature derived from IBM model 1 score, yielded consistent and significant improvements. All
other methods had only a very small effect on the overall performance.
In the following, we give a brief summary of the supertagging and lightweight dependency
analysis approach, link grammars and maximum-entropy based chunking technique.
Supertagging/LDA
Supertagging [Bangalore & Joshi 99] uses the Lexicalized Tree Adjoining Grammar formalism
(LTAG) [XTAG Research Group 01]. Tree Adjoining Grammars incorporate a tree-rewriting
formalism using elementary trees that can be combined by two operations, namely substitution
and adjunction, to derive more complex tree structures of the sentence considered. Lexicalization
allows us to associate each elementary tree with a lexical item called the anchor. In LTAGs, every
elementary tree has such a lexical anchor, also called head word. It is possible that there is more
than one elementary structure associated with a lexical item, as e.g. for the case of verbs with
different subcategorization frames.
The elementary structures, called initial and auxiliary trees, hold all dependent elements within
the same structure, thus imposing constraints on the lexical anchors in a local context. Basically,
supertagging is very similar to part-of-speech tagging. Instead of POS tags, richer descriptions,
namely the elementary structures of LTAGs, are annotated to the words of a sentence. For this
purpose, they are called supertags in order to distinguish them from ordinary POS tags. The
result is an “almost parse” because of the dependencies coded within the supertags. Usually, a
lexical item can have many supertags, depending on the various contexts it appears in. Therefore,
the local ambiguity is larger than for the case of POS tags. An LTAG parser for this scenario
can be very slow, i.e. its computational complexity is in O(n6), because of the large number of
supertags, i.e. elementary trees, that have to be examined during a parse. In order to speed up
the parsing process, we can apply n-gram models on a supertag basis in order to filter out incom-
patible descriptions and thus improve the performance of the parser. In [Bangalore & Joshi 99],
a trigram supertagger with smoothing and back-off is reported that achieves an accuracy of
92.2% when trained on one million running words.
There is another aspect to the dependencies coded in the elementary structures. We can use
them to actually derive a shallow parse of the sentence in linear time. The procedure is presented
in [Bangalore 00] and is called lightweight dependency analysis. The concept is comparable to
chunking. The lightweight dependency analyzer (LDA) finds the arguments for the encoded
dependency requirements. There exist two types of slots that can be filled. On the one hand,
nodes marked for substitution (in α-trees) have to be filled by the complements of the lexical
anchor. On the other hand, the foot nodes (i.e. nodes marked for adjunction in β-trees) take
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very[β2]
food[α1] delicious[α3]
the[β1]
was[α2]
Figure 5.4. LDA: example of a derivation tree, β nodes are the result of the adjunction operation on
auxiliary trees, α nodes of substitution on initial trees.
D D EA EA
P P
SS
the food very deliciouswas
Figure 5.5. Link grammar: example of a valid linkage satisfying all constraints.
words that are being modified by the supertag. Figure 5.4 shows a tree derived by LDA on the
sentence the food was very delicious from the C-Star’03 corpus (cf. Section 5.4.1).
The supertagging and LDA tools are available from the XTAG research group website.4
As features considered for the reranking experiments we choose:
• Supertagger output: directly use the log-likelihoods as feature score. This did not improve
performance significantly, so the model was discarded from the final system.
• LDA output:
– dependency coverage: determine the number of covered elements, i.e. where the de-
pendency slots are filled to the left and right
– separate features for the number of modifiers and complements determined by the
LDA
Link grammar
Similar to the ideas presented in the previous section, link grammars also explicitly code de-
pendencies between words [Sleator & Temperley 93]. These dependencies are called links which
reflect the local requirements of each word. Several constraints have to be satisfied within the
link grammar formalism to derive correct linkages, i.e. sets of links, of a sequence of words:
1. Planarity: links are not allowed to cross each other
2. Connectivity: links suffice to connect all words of a sentence
3. Satisfaction: linking requirements of each word are satisfied
4http://www.cis.upenn.edu/~xtag/
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[NP the food ] [VP was] [ADJP very delicious]
the/DT food/NN was/VBD very/RB delicious/JJ
Figure 5.6. Chunking and POS tagging: a tag next to the opening bracket denotes the type of chunk,
whereas the corresponding POS tag is given after the word.
An example of a valid linkage is shown in Figure 5.5. The link grammar parser that we use
is freely available from the authors’ website.5 Similar to LTAG, the link grammar formalism is
lexicalized which allows for enhancing the methods with probabilistic n-gram models (as is also
the case for supertagging). In [Lafferty & Sleator+ 92], the link grammar is used to derive a new
class of language models that, in comparison to traditional n-gram LMs, incorporate capabilities
for expressing long-range dependencies between words.
The link grammar dictionary that specifies the words and their corresponding valid links
currently holds approximately 60 000 entries and handles a wide variety of phenomena in English.
It is derived from newspaper texts.
Within our reranking framework, we use link grammar features that express a possible well-
formedness of the translation hypothesis. The simplest feature is a binary one stating whether the
link grammar parser could derive a complete linkage or not, which should be a strong indicator
of a syntactically correct sentence. Additionally, we added a normalized cost of the matching
process which turned out not to be very helpful for rescoring, so it was discarded.
Maximum Entropy-based chunking
Like the methods described in the two preceding sections, text chunking consists of dividing a
text into syntactically correlated non-overlapping groups of words. Figure 5.6 shows again our
example sentence illustrating this task. Chunks are represented as groups of words between
square brackets. We employ the 11 chunk types as defined for the CoNLL-2000 shared task
[Tjong Kim Sang & Buchholz 00].
For the experiments, we apply a maximum-entropy based tagger which has been
successfully evaluated on natural language understanding and named entity recognition
[Bender & Macherey+ 03]. Within this tool, we directly factorize the posterior probability and
determine the corresponding chunk tag for each word of an input sequence. We assume that the
decisions depend only on a limited window ei+2i−2 = ei−2...ei+2 around the current word ei and on
the two predecessor chunk tags ci−1i−2. In addition, part-of-speech (POS) tags g
I
1 are assigned and
incorporated into the model (cf. Figure 5.6). Thus, we obtain the following second-order model:
Pr(cI1|eI1, gI1) =
=
I∏
i=1
Pr(ci|ci−11 , eI1, gI1) (5.9)
=
I∏
i=1
p(ci|ci−1i−2, ei+2i−2, gi+2i−2), (5.10)
where the step from Eq. 5.9 to 5.10 reflects our model assumptions.
Furthermore, we have implemented a set of binary valued feature functions for our sys-
tem, including lexical, word and transition features, prior features, and compound features, cf.
5http://www.link.cs.cmu.edu/link/
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Table 5.3. Corpus statistics after preprocessing.
Supplied Data Track
Arabic Chinese Japanese English
Train Sentences 20 000
Running Words 180 075 176 199 198 453 189 927
Vocabulary 15 371 8 687 9 277 6 870
Singletons 8 319 4 006 4 431 2 888
C-Star’03 Sentences 506
Running Words 3 552 3 630 4 130 3 823
OOVs (Running Words) 133 114 61 65
IWSLT’04 Sentences 500
Running Words 3 597 3 681 4 131 3 837
OOVs (Running Words) 142 83 71 58
[Bender & Macherey+ 03]. We run simple count-based feature reduction and train the model
parameters using the Generalized Iterative Scaling (GIS) algorithm [Darroch & Ratcliff 72b]. In
practice, the training procedure tends to result in an overfitted model. To avoid this, a smoothing
method is applied where a Gaussian prior on the parameters is assumed [Chen & Rosenfeld 99].
Within our reranking framework, we firstly use the ME based tagger to produce the POS and
chunk sequences for the different n-best list hypotheses. Given several n-gram models trained
on the WSJ corpus for both POS and chunk models, we then rescore the n-best hypotheses
and simply use the log-probabilities as additional features. In order to adapt our system to the
characteristics of the data used, we build POS and chunk n-gram models on the training corpus
part. These domain-specific models are also added to the n-best lists.
The ME chunking approach does not model explicit syntactic linkages of words. Instead, it
incorporates a statistical framework to exploit valid and syntactically coherent groups of words
by additionally looking at the word classes.
5.4.1 Experiments
For the experiments, we use the translation system described in [Zens & Bender+ 05]. Our
phrase-based decoder uses several models during search that are interpolated in a log-linear way
(as expressed in Eq. 5.1), such as phrase-based translation models, word-based lexicon models,
a language, deletion and simple reordering model and word and phrase penalties. A word graph
containing the most likely translation hypotheses is generated during the search process. Out
of this compact representation, we extract n-best lists as described in [Zens & Ney 05]. These
n-best lists serve as a starting point for our experiments. The methods presented above produce
scores that are used as additional features for the n-best lists. For the reported results, we
optimized the scaling factors with respect to a linear interpolation of word error rate (WER),
position-independent word error rate (PER), BLEU and NIST score using the Downhill Simplex
algorithm [Press & Teukolsky+ 02].
Corpora
The experiments are carried out on a subset of the Basic Travel Expression Corpus (BTEC)
[Takezawa & Sumita+ 02], as it is used for the supplied data track condition of the IWSLT
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evaluation campaign. BTEC is a multilingual speech corpus which contains tourism-related
sentences similar to those that are found in phrase books. For the supplied data track, the
training corpus contains 20 000 sentences. Two test sets, C-Star’03 and IWSLT’04, are available
for the language pairs Arabic-English, Chinese-English and Japanese-English.
The corpus statistics are shown in Table 5.3. The average source sentence length is between
seven and eight words for all languages. So the task is rather limited and very domain-specific.
The advantage is that many different reranking experiments with varying feature function settings
can be carried out easily and quickly in order to analyze the effects of the different models.
In the following, we use the C-Star’03 set for development and tuning of the system’s parame-
ters. After that, the IWSLT’04 set is used as a blind test set in order to measure the performance
of the models.
Experiments
The use of n-best lists in machine translation has several advantages. It alleviates the effects of
the huge search space which is represented in word graphs by using a compact excerpt of the
n best hypotheses generated by the system. Especially for limited domain tasks, the size of the
n-best list can be rather small but still yield good oracle error rates. Empirically, n-best lists
should have an appropriate size such that the oracle error rate, i.e. the error rate of the best
hypothesis with respect to an error measure (such as WER or PER) is approximately half the
baseline error rate of the system. N -best lists are suitable for easily applying several rescoring
techniques since the hypotheses are already fully generated. In comparison, word graph rescoring
techniques need specialized tools which can traverse the graph accordingly. Since a node within
a word graph allows for many histories, one can only apply local rescoring techniques, whereas
for n-best lists, techniques can be used that consider properties of the whole sentence.
For the Chinese-English and Arabic-English task, we set the n-best list size to n = 1500. For
Japanese-English, n = 1000 produces oracle error rates that are deemed to be sufficiently low,
namely 17.7% and 14.8% for WER and PER, respectively. The single-best output for Japanese-
English has a word error rate of 33.3% and position-independent word error rate of 25.9%.
For the experiments, we add additional features to the initial models of our decoder that have
shown to be particularly useful in the past, such as IBM model 1 score, a clustered language
model score and a word penalty that prevents the hypotheses to become too short. A detailed
definition of these additional features is given in [Zens & Bender+ 05]. Thus, the baseline we
start with is already a very strong one. The log-linear interpolation weights λm from Eq. 5.1 are
directly optimized using the Downhill Simplex algorithm on a linear combination of WER (word
error rate), PER (position-independent word error rate), NIST and BLEU score.
In Table 5.4, we show the effect of adding the presented features successively to the baseline.
Separate entries for experiments using supertagging/LDA and link grammars show that a com-
bination of these syntactic approaches always yields some gain in translation quality (regarding
BLEU score). The performance of the maximum-entropy based chunking is comparable. A com-
bination of all three models still yields a small improvement. Table 5.5 shows examples for the
Chinese-English test set. The rescored translations are syntactically more coherent, though se-
mantical correctness cannot be guaranteed. On the test data, we achieve an overall improvement
of 0.7%, 0.5% and 0.3% in BLEU score for Chinese-English, Japanese-English and Arabic-English,
respectively (cf. Tables 5.6 and 5.7).
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Table 5.4. Effect of successively adding syntactic features to the Chinese-English n-best list for C-Star’03
(development set) and IWSLT’04 (test set).
Chinese → English, C-Star’03 NIST BLEU[%] mWER[%] mPER[%]
Baseline 8.17 46.2 48.6 41.4
with supertagging/LDA 8.29 46.5 48.4 41.0
with link grammar 8.43 45.6 47.9 41.1
with supertagging/LDA + link grammar 8.22 47.5 47.7 40.8
with ME chunker 8.65 47.3 47.4 40.4
with all models 8.42 47.0 47.4 40.5
Chinese → English, IWSLT’04 NIST BLEU[%] mWER[%] mPER[%]
Baseline 8.67 45.5 49.1 39.8
with supertagging/LDA 8.68 45.4 49.8 40.3
with link grammar 8.81 45.0 49.0 40.2
with supertagging/LDA+link grammar 8.56 46.0 49.1 40.6
with ME chunker 9.00 44.6 49.3 40.6
with all models 8.89 46.2 48.1 39.6
Table 5.5. Translation examples for the Chinese-English test set (IWSLT’04): baseline system (Baseline)
vs. rescored hypotheses (Rescored) and reference translation (Reference).
Baseline Any messages for me?
Rescored Do you have any messages for me?
Reference Do you have any messages for me?
Baseline She, not yet?
Rescored She has not come yet?
Reference Lenny, she has not come in?
Baseline How much is it to the?
Rescored How much is it to the local call?
Reference How much is it to the city centre?
Baseline This blot or.
Rescored This is not clean.
Reference This still is not clean.
Baseline What kind of you provide service?
Rescored What is your service?
Reference What services are available?
Baseline your coffee or tea?
Rescored would you like coffee or tea?
Reference would you like coffee or tea?
Baseline see you valid?
Rescored do you have medicine valid?
Reference did the medicine work?
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Table 5.6. Effect of successively adding syntactic features to the Japanese-English n-best list for C-Star’03
(development set) and IWSLT’04 (test set).
Japanese → English, C-Star’03 NIST BLEU[%] mWER[%] mPER[%]
Baseline 9.09 57.8 31.3 25.0
with supertagging/LDA 9.13 57.8 31.3 24.8
with link grammar 9.46 57.6 31.9 25.3
with supertagging/LDA + link grammar 9.24 58.2 31.0 24.8
with ME chunker 9.31 58.7 30.9 24.4
with all models 9.21 58.9 30.5 24.3
Japanese → English, IWSLT’04 NIST BLEU[%] mWER[%] mPER[%]
Baseline 9.22 54.7 34.1 25.5
with supertagging/LDA 9.27 54.8 34.2 25.6
with link grammar 9.37 54.9 34.3 25.9
with supertagging/LDA + link grammar 9.30 55.0 34.0 25.6
with ME chunker 9.27 55.0 34.2 25.5
with all models 9.27 55.2 33.9 25.5
Table 5.7. Effect of successively adding syntactic features to the Arabic-English n-best list for C-Star’03
(development set) and IWSLT’04 (test set).
Arabic → English, C-Star’03 NIST BLEU[%] mWER[%] mPER[%]
Baseline 10.18 64.3 23.9 20.6
with supertagging/LDA 10.13 64.6 23.4 20.1
with link grammar 10.06 64.7 23.4 20.3
with supertagging/LDA + link grammar 10.20 65.0 23.2 20.2
with ME chunker 10.11 65.1 23.0 19.9
with all models 10.23 65.2 23.0 19.9
Arabic → English, IWSLT’04 NIST BLEU[%] mWER[%] mPER[%]
Baseline 9.75 59.8 26.1 21.9
with supertagging/LDA 9.77 60.5 25.6 21.5
with link grammar 9.74 60.5 25.9 21.7
with supertagging/LDA + link grammar 9.86 60.8 26.0 21.6
with ME chunker 9.71 59.9 25.9 21.8
with all models 9.84 60.1 26.4 21.9
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Discussion
From the tables, it can be seen that the use of syntactically motivated feature functions within
a reranking concept helps to slightly reduce the number of translation errors of the overall trans-
lation system. Although the improvement on the IWSLT’04 set is only moderate, the results
are nevertheless comparable or better to the ones from [Och & Gildea+ 04], where, starting
from IBM model 1 baseline, an additional improvement of only 0.4% BLEU was achieved us-
ing more complex methods. For the maximum-entropy based chunking approach, n-grams with
n = 4 work best for the chunker that is trained on WSJ data. The domain-specific rescoring
model which results from the chunker being trained on the BTEC corpora turns out to prefer
higher order n-grams, with n = 6 or more. This might be an indicator of the domain-specific
rescoring model successfully capturing more local context. The training of the other models,
i.e. supertagging/LDA and link grammar, is also performed on out-of-domain data. Thus, fur-
ther improvements should be possible if the models were adapted to the BTEC domain. This
would require the preparation of an annotated corpus for the supertagger and a specialized link
grammar, which are both time-consuming tasks.
The syntactically motivated methods (supertagging/LDA and link grammars) perform simi-
larly to the maximum-entropy based chunker. It seems that both approaches successfully exploit
structural properties of language. However, one outlier is ME chunking on the Chinese-English
test data, where we observe a lower BLEU but a larger NIST score. For Arabic-English, the
combination of all methods does not seem to generalize well on the test set. In that case, su-
pertagging/LDA and link grammar outperforms the ME chunker: the overall improvement is 1%
absolute in terms of BLEU score.
5.5 Reranking in transliteration
The technique of reranking is universally applicable, as can be seen in [Deselaers & Hasan+ 09]
where the same framework was used for transliteration of Arabic names into their English repre-
sentation. The system that was used for reranking applied the same phrase-based paradigm with
one little change: instead of words, it operated on character level. However, the standard rerank-
ing methods such as IBM model 1, language models (with a corresponding longer history due
to small alphabets, i.e. 9-grams were used) and word penalty improved the Deep-Belief-Network
based system significantly. On the development set, the character error rate dropped from 24.1%
to 21.3% and on the test set from 22.7% to 20.1%. For more details, see [Deselaers & Hasan+ 09].
5.6 Conclusion
Reranking can serve as a framework that allows easy setup and testing of additional models
under investigation for machine translation systems. We presented a distributed implementation
that is capable of handling very large n-best lists and gave a list of models that can be used for
improved translation performance. We showed that the benefit of generating very large amounts
of hypotheses, i.e. n 10000, is limited.
We added syntactically motivated features to a statistical machine translation system in a
reranking framework. The goal was to analyze whether shallow parsing techniques help in iden-
tifying ungrammatical hypotheses. We showed that some improvements are possible by utilizing
supertagging, lightweight dependency analysis, a link grammar parser and a maximum-entropy
based chunk parser. Adding features to n-best lists and discriminatively training the system on
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a development set helped to gain up to 0.7% in BLEU score on the test set.
In the next chapter, we will present experiments carried out with the methods summarized
in this chapter and give examples of improved translation quality by utilizing the distributed
reranking approach. Furthermore, we will move the application of triplet lexicon models from
reranking to the search process.
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Experiments
This chapter presents the experiments that were carried out on the presented material in Chap-
ters 4 and 5, namely reranking n-best lists with additional models and applying triplet lexicon
models during decoding. We show a variety of approaches that helped in the course of past evalu-
ations to improve overall translation performance as indicated by automatic evaluation measures
such as BLEU or TER.
The tasks range from small-vocabulary, limited-domain tasks such as BTEC/IWSLT to large-
scale systems built on millions of sentence pairs as they are used for MT evaluations as in
NIST, GALE and QUAERO for several language pairs, e.g. Arabic-English, Chinese-English,
Arabic-French, German-English and so on. Although the basic principle of SMT is the same
for all these systems, there are significant differences in preprocessing, e.g. Chinese and Arabic
need a specialized segmentation step of the input sentences, and the application of models, e.g.
reordering is much more important for systems with Chinese as source language than for Arabic.
Note that not all models help equally and that it is not always possible to test the whole set of
presented methods on a specific task. Thus, we will basically summarize our findings obtained
over the last years with a focus on recent experiments incorporating triplets in rescoring and
search.
6.1 Triplets in reranking
In this section, we briefly describe the system setup used in this work for generating n-best lists,
including the translation tasks and the corresponding training corpora. The experiments are
based on an n-best list reranking framework as presented in Chapter 5.
The experiments were carried out using a state-of-the-art phrase-based SMT system [Zens 08].
The dynamic programming beam search decoder uses several models during decoding by com-
bining them log-linearly. We incorporate phrase translation and word lexicon models in both
directions, a language model, as well as phrase and word penalties including a distortion model
for the reordering. While generating the hypotheses, a word graph is created which compactly
represents the most likely translation hypotheses. Out of this word graph, we generate n-best
lists and use them to test the different triplet lexicon approaches as described in Chapter 4.
In the experiments, we use 10,000-best lists containing unique translation hypotheses, i.e.
duplicates generated due to different phrase segmentations are reduced to one single entry. The
advantage of this reranking approach is that we can directly test the obtained models since we
already have fully generated translations. Thus, we can apply the triplet lexicon model based on
p(f |e, e′) and its inverse counterpart p(e|f, f ′) directly. During decoding, since e′ could be from
anywhere outside the current phrase, i.e. even from a part which lies beyond the current context
which has not yet been generated, we would have to apply additional constraints during training
(i.e. make further restrictions such as i′ < i for a trigger pair (ei, ei′)).
Optimization of the model scaling factors is carried out by applying minimum error rate train-
ing (MERT) via the Downhill Simplex algorithm on the development sets. Since the Downhill
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Table 6.1. BTEC/IWSLT: Corpus statistics for Chinese-English
Chinese English
Training data: Sentence pairs 42,942
Running Words 390,335 420,431
Vocabulary 10,385 9,933
Singletons 3,696 3,937
IWSLT 2004 (dev): Sentence pairs 500 16 · 500
Running Words 3,578 64,804
Vocabulary 950 2,261
IWSLT 2005 (test05): Sentence pairs 506 16 · 506
Running Words 3,215 63,525
Vocabulary 934 4098
IWSLT 2007 (test07): Sentences 489 6 · 489
Running Words 3,256 22,574
Vocabulary 885 1,527
Simplex implementation from [Press & Teukolsky+ 02] is minimizing its objective function, we
set the optimization criterion to 100-BLEU since the goal is to maximize the BLEU score.
6.1.1 Tasks
IWSLT
For the first part of the experiments, we use the corpora that were released for the IWSLT’07
evaluation campaign [Mauser & Vilar+ 07] (cf. also [Mauser & Zens+ 06, Zens & Bender+ 05]).
The training corpus consists of approximately 43K Chinese-English sentence pairs, mainly com-
ing from the BTEC corpus (Basic Travel Expression Corpus). This is a multilingual speech
corpus which contains tourism-related material, such as transcribed conversations about making
reservations, asking for directions or conversations as taking place in restaurants. For the exper-
iments, we use the clean data track, i.e. transcriptions of read speech. As the development set
which is used for tuning the parameters of the baseline system and the reranking framework, we
use the IWSLT’04 evaluation set (500 sentence pairs). The two blind test sets which are used to
evaluate the final performance of the models are the official evaluation sets from IWSLT’05 (506
sentences) and IWSLT’07 (489 sentences).
The average sentence length of the training corpus is 10 words. Thus, the task is somewhat
limited and very domain-specific. One of the advantages of this setting is that preliminary
experiments can be carried out quickly in order to analyze the effects of the different models in
detail. This and the small vocabulary size (12K entries) makes the corpus ideal for first “rapid
application development”-style analyses without having to care about possible constraints due
to memory requirements or CPU time restrictions.
EPPS
Furthermore, additional experiments are based on the EPPS corpus (European Parliament Ple-
nary Sessions) as being used for the FTE (Final Text Edition) track of the TC-STAR evaluations
[Vilar & Matusov+ 05, Matusov & Zens+ 06]. The corpus contains speeches held by politicians
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Table 6.2. EPPS: Corpus statistics Spanish-English
Spanish English
Training data (full): Sentence pairs 1,269,512
Running Words 37,078,009 35,548,578
Vocabulary 168,751 122,687
Singletons 70,846 54,634
Training data (FA): Sentence pairs 1,256,351
Running Words 36,400,604 35,004,711
Vocabulary 166,384 120,730
Singletons 69,544 53,608
Sentence pairs
Spanish-English English-Spanish
TC-Star’06 Dev (dev) 699 1122
TC-Star’06 Test (test06) 892 1117
TC-Star’07 Test (test07) 828 1130
at plenary sessions of the European Parliament that have been transcribed, “corrected” to make
up valid written texts and translated into several target languages. The language pairs considered
in the experiments are Spanish-English and English-Spanish.
The training corpus (cf. Table 6.2) consists of roughly 1.3M sentence pairs with 35.5M running
words on the English side. The vocabulary sizes are considerably larger than for the IWSLT
task, namely around 170K on the target side. As development set, we use the development data
issued for the 2006 evaluation (1122 sentences), whereas the two blind test sets are the official
evaluation data from 2006 (TC-Star’06, 1117 sentences) and 2007 (TC-Star’07, 1130 sentences)
(see Table 6.2).
6.1.2 Results
IWSLT experiments
One of the first questions that arises is how many EM iterations should be carried out during
training of the triplet model. Since the IWSLT task is small, we can quickly run the experiments
on a full unconstrained triplet model without any count cutoff. Figure 6.1 gives an overview on
the training for 50 EM iterations. The left y-axis shows the number of triplets after trimming
low probability events. To be more precise, this represents the active triplets with probabilities
below the specified threshold that would be written out as the final model at that iteration. As
can be seen, more and more triplets get decreasing probabilities in the course of the training,
and will eventually fall out of the model, whereas the gained probability mass is shifted to
“surviving”, or useful, triplets. We compared a full model to a trimmed variant after 20 EM
iterations and observed no differences in translation quality. Thus, we safely drop triplet events
with a probability below 10−7. This trimming is in effect for all the triplet models trained in
the course of this work since it helps to reduce overall triplet model sizes (which is especially
valuable for larger tasks which will be discussed later on). The right y-axis shows the perplexity
(PPL) obtained during training for both the train data and the IWSLT’07 test set. The latter is
scaled by a factor of 0.1, i.e. the PPL value on the test set is divided by 10 in order to fit into the
graph. We observe that the reduction in perplexity goes hand in hand for the first 4–6 iterations.
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Figure 6.1. Training triplets for IWSLT: trimming effect (left y-axis) vs. perplexities (right y-axis) during
training for the training data and the IWSLT’07 set. The perplexities of the test set have been
scaled down by a factor of 10.
Table 6.3. Detailed model size breakdown for a pall(e|f, f ′) triplet trained on IWSLT data.
10 EM iters #e #(e, f) avg #f per e #(e, f, f ′) avg #f ′ per (e, f)
w/out trimming 9 933 613 981 61.8 11 320 281 18.44
w/ trimming 9 933 604 295 60.8 6 330 906 10.5
After that, the perplexity on train quickly converges. We observe the effect of overfitting on the
training data wrt. test since the perplexities on the test set increase significantly since in each
iteration probability mass is shifted to observed triplets in the train data which do not necessarily
have to overlap with the ones that could be extracted on test data.
Figure 6.2 shows the rescoring performance for these different numbers of EM iterations. The
first 10 iterations significantly improve the triplet model performance for the IWSLT task on the
development set. After that, there are no further improvements. The performance even degrades
beyond 30 iterations. This is probably due to the effects described above, i.e. overfitting on the
training data. Trimming might also have an impact after a large number of iterations since it
discards low-probability triplets. For 30 EM iterations, the model size is reduced from initially
11 million triplets to only roughly 4 million. Thus, at some point, the reduction of model size also
has an impact on translation performance since important triplets will be dropped. Nevertheless,
the trimming produces much more compact triplet models which is necessary for large tasks. As
stated above, the trimming does not impact translation performance during the first iterations.
In general, we advise against training more than 20 EM iterations since the overfitting decreases
translation performance and the training is very time-consuming for large-vocabulary tasks (cf.
also Table 6.6). Table 6.3 shows a detailed breakdown of two triplet models, one using trimming
and one without. As can be seen, trimming reduces the amount of second triggers, i.e. f ′, from
roughly 18 to 11. The overall lexicon size can be reduced by approximately 45% after 10 EM
iterations.
The graph in Figure 6.2 also shows the overall benefit of the EM training. Comparing to
the baseline of 56.7% BLEU, we observe that BLEU scores increase with each iteration for the
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Figure 6.2. Effect of EM iterations on IWSLT’04, left axis shows BLEU (higher numbers better), right axis
(dashed graph) shows TER score (lower numbers better).
Table 6.4. Different setups showing the effect of singletons and empty words for IWSLT CE IWSLT’04
(dev) and IWSLT’05 (test) sets, pall triplets, 20 EM iterations.
IWSLT’04 (dev) IWSLT’05 IWSLT’07
BLEU[%] TER[%] BLEU[%] TER[%] BLEU[%] TER[%]
baseline 56.7 35.5 61.1 30.6 38.9 45.6
pall(e|f, f ′) 57.1 35.0 61.3 30.6 39.0 45.3
w/ singletons 57.3 35.0 61.3 30.6 39.2 45.2
w/ empties 57.3 35.0 61.2 30.7 39.2 45.2
+ pall(f |e, e′) 57.5 34.7 61.7 30.2 39.7 45.2
first couple of iterations. This indicates that EM training is preferred to simple MLE. In fact,
the initial iteration shows the outcome of triplets using relative frequencies from the training
data, ending in a gain of approximately only +0.1% BLEU (i.e. 56.8%), whereas further training
increases the BLEU score to 57.3% within the first 10 EM iterations.
Based on the performance on the development set, we therefore set the number of EM iterations
to 20 for the following experiments since it shows a good performance in terms of both BLEU
and TER score for the IWSLT task. The oracle TER scores of the 10k-best lists are 14.18% for
IWSLT’04, 11.36% for IWSLT’05 and 18.85% for IWSLT’07, respectively.
The next chain of experiments on the IWSLT task investigates the impact of changes to the
setup of training an unconstrained triplet model, such as the addition of the empty word and the
inclusion of singletons (i.e. triplets that were only seen once in the training data). This might
show the importance of rare events in order to derive strategies when moving to larger tasks
where it is not feasible to train all possible triplet variants, such as e.g. on the EPPS task or the
Chinese-English NIST task (as shown later). The results for the unconstrained model are shown
in Table 6.4, beginning with a full triplet model in reverse direction, pall(e|f, f ′), that contains
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Table 6.5. IWSLT: Results for Chinese-English, rescoring w/ triplet models.
IWSLT’04 (dev) IWSLT’05 IWSLT’07
BLEU[%] TER[%] BLEU[%] TER[%] BLEU[%] TER[%]
baseline 56.7 35.5 61.1 30.6 38.9 45.6
IBM model 1 fe 57.3 35.0 61.5 30.3 39.4 45.3
triplets fe+ef pall 57.5 34.7 61.7 30.2 39.7 45.2
triplets fe+ef pphr 57.1 35.1 61.5 30.3 39.1 45.4
triplets fe+ef palign 57.1 35.2 61.2 30.6 39.7 45.0
no singletons and no empty words for the triggering side. In this setting, singletons seem to help
on the dev set but there is no clear improvement on the two test sets, whereas the inclusion of
empty words does not make a significant difference on all sets. Since it does not harm either,
it is safe to include them since they bring the model closer to the original IBM model 1. The
baseline can be improved by +0.6% BLEU and around -0.5% in TER on the IWSLT’04 set. For
the various setups, there are no big differences in the TER score which might be an effect of
optimization on BLEU. Therefore, for further experiments using the constraints from Section 4.4,
we use both singletons and empty words as the default.
Adding the other direction p(f |e, e′) results in another increase, with a total of +0.8% BLEU
and -0.8% TER, which shows that the combination of both directions helps overall translation
quality. The results on the dev and two test sets are shown in Table 6.5. As can be seen, we arrive
at similar improvements, namely +0.6% BLEU and -0.3% TER on IWSLT’05 and +0.8% BLEU
and -0.4% TER on IWSLT’07, respectively. The constrained models, i.e. the phrase-bounded
(pphr ) and path-aligned (palign) triplets are outperformed by the full unconstrained case, although
on IWSLT’07 both unconstrained and path-aligned models are close.
For a fair comparison, we added a classical IBM model 1 in the rescoring framework. It can
be seen that the presented triplet models slightly outperform the simple IBM model 1. Note
that IBM model 1 is a special case of the triplet lexicon model if the second trigger is the empty
word.
EPPS experiments
Since EPPS is a considerably harder task (i.e. larger vocabulary and longer sentences), the
training of a full unconstrained triplet model cannot be done due to memory restrictions. The
straightforward way is to apply histogram pruning and discard rare events, e.g. triplets that
occurred only once or twice. Another possibility to reduce the number of extracted triplets is
to apply a maximum distance constraint in the training procedure, i.e. only trigger pairs are
considered where the distance between first and second trigger is below or equal to the specified
maximum (cf. Section 4.5).
The impact of several constraints which were presented in Section 4.4 and different pruning
heuristics are shown in Table 6.6. Note that extraction of all possible triplets from the EPPS
training data is possible without pruning due to a distributed implementation: Extraction can be
easily done in parallel by splitting the corpus, gathering statistics on each single part and merging
identical triplets iteratively in a separate finalization step for two chunks at a time. However,
training the model is not feasible due to high memory usage. Increasing the occurrence threshold
to 4, i.e. only considering triplets that have been seen 4 or more times, yields a footprint that
is possible to fit in 16 GB of memory. A single iteration needs approximately 9 hours on a
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Table 6.6. EPPS: Triplet lexicon sizes, memory consumption and training times.
Model Parameters Triplets Memory Iteration Time
pall p(e|f, f ′) occ1 4.6 billion – –
occ2 1.6 billion – –
occ3 804 million – –
occ4 503 million 13.9 GB 9.1h
+ ∆ = 10 400 million 11.5 GB 3.0h
pphr p(e|f, f ′) occ1 1.3 billion – –
occ2 380 million 9.4 GB 2.5h
occ3 209 million 5.2 GB 2.2h
palign p(e|f, f ′) occ1 257 million 13.2 GB 1.0h
+ occ2 86 million 4.2 GB 1.0h
+ occ3 52 million 2.6 GB 0.8h
+ occ4 38 million 1.9 GB 0.8h
Table 6.7. EPPS: Results for English-Spanish, rescoring w/ triplet model combinations
(p(f |e, e′)+p(e|f, f ′)). Pruning denoted by occn discards all events occurring less than
n times, ∆max = d constrains trigger distance to a maximum of d words. EM training with 10
iterations if not noted otherwise.
TC-Star’06dev (dev) TC-Star’06 TC-Star’07
BLEU[%] TER[%] BLEU[%] TER[%] BLEU[%] TER[%]
baseline 50.0 38.0 49.5 37.7 51.0 36.0
IBM model 1 p(f |e) 50.3 37.7 50.0 37.1 51.8 35.5
pall (5 EM, occ3) 50.4 37.6 50.0 37.0 51.6 35.5
pall (occ4, ∆max = 10) 50.4 37.5 50.0 37.1 51.7 35.5
pphr (occ2) 50.4 37.5 50.2 37.1 51.8 35.3
palign (occ2) 50.4 37.5 49.9 37.2 51.7 35.5
palign (occ1, ∆max = 1) 50.5 37.6 50.0 37.3 51.8 35.4
palign (occ1, ∆max = 5) 50.6 37.4 50.1 37.1 52.0 35.2
single CPU. For the full model pall , a maximum distance constraint helps to reduce the overall
training time significantly. As will be shown later, this constraint does not yield a significant
deterioration of translation performance. For the constrained triplet models (i.e. phrase-bounded
and path-aligned), we mainly observe the reduction of memory consumption since less triplets
are considered during the extraction. This allows us to apply less pruning and, thus, also
consider rare events during training. For instance, with the alignment constraint that ties the
first trigger to the triggered word according to word alignment information, we are able to train
a full, unpruned model since there are “only” 257 million triplets compared to 4.6 billion for the
unconstrained case.
Tables 6.7 and 6.8 give an overview on rescoring results for the TC-Star English/Spanish task
in both translation directions. We tested various models as presented in Sections 4.2 and 4.4
and several pruning constraints. The rescoring approach incorporates the findings on the smaller
BTEC task, i.e. we start with triplet lexicon models for both directions (modeling p(f |e, e′) in
standard and p(e|f, f ′) in inverse direction) including empty word triggers. Due to the size
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Table 6.8. EPPS: Results for Spanish-English, rescoring w/ triplet model combinations (fe+ef ).
TC-Star’06dev (dev) TC-Star’06 TC-Star’07
BLEU[%] TER[%] BLEU[%] TER[%] BLEU[%] TER[%]
baseline 52.2 35.6 52.3 34.6 50.4 36.5
IBM model 1 p(f |e) 52.6 35.4 52.9 34.2 50.6 36.3
pall (occ4, ∆max = 10) 52.6 35.5 52.8 34.2 50.4 36.4
pphr (occ2) 52.5 35.7 52.6 34.2 50.5 36.3
palign (occ2, ∆max = 5) 52.6 35.2 53.0 34.0 50.7 36.0
Table 6.9. Effect of using maximum distance constraint for pall on EPPS Spanish-English test sets, occ3,
4 EM iterations due to time constraints.
TC-Star’06 TC-Star’07
BLEU[%] TER[%] BLEU[%] TER[%]
baseline 52.3 34.6 50.4 36.5
triplets fe+ef pall 52.9 34.3 50.6 36.3
+ max dist 10 52.9 34.2 50.8 36.2
of the training data and the resulting model sizes, we have to apply histogram pruning with
various cutoff thresholds as was shown in Table 6.6. As baseline, we denote the best translation
hypothesis of the standard decoding step which is identical to the first-best hypothesis in the
n-best lists. In the second row of each table, we present reranking with a standard IBM model 1.
Table 6.9 shows the effect of a maximum distance constraint for the Spanish-English direction.
Due to the large amount of triplets (we extract roughly two billion triplets for the EPPS data),
we drop all triplets that occur less than three times which results in 640 million triplets (cf.
6.6). Also, due to time restrictions1, we only train 4 iterations and compare it to 4 iterations
of the same setting with the maximum distance set to 10. The training with the maximum
distance constraints ends with a total of 380 million triplets. As can be seen (cf. Table 6.9),
the performance is comparable while cutting down the computation time from 9.2 to 3.1 hours.
The experiments were carried out on a 2.2GHz Opteron machine with 16 GB of memory. The
overall gain is +0.4–0.6% BLEU and up to -0.4% in TER. We even observe a slight increase
in BLEU for the TC-Star’07 set which might be a random effect due to optimization on the
development set where the behavior is the same as for TC-Star’06. If we compare the triplet
model reranking to IBM model 1, the gains are lowered to only 0.1-0.3% BLEU. For reranking
alone, it is questionable whether the more complex training requirements of triplets are worth
the effort. We will see later on that triplet models have more impact when used directly during
the search process.
Results on EPPS English-Spanish for the phrase-bounded triplet model are presented in Ta-
ble 6.10. Since the number of triplets is less than for the unconstrained model, we can lower the
cutoff from 3 to 2 (denoted in the table by occ3 and occ2, respectively). There is a small addi-
tional gain on the TC-Star’07 test set by this step, with a total of +0.7% BLEU for TC-Star’06
and +0.8% BLEU for TC-Star’07.
Table 6.11 shows results for a variation of the path-aligned triplet model palign that restricts
the first trigger to the best aligned word as estimated in the IBM model 1, thus using a maximum-
approximation of the given word alignment. The model was trained on two word alignments,
1One iteration needs more than 12 hours for the unconstrained case.
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Table 6.10. Results on EPPS, English-Spanish, pphr combined, occ3, 10 EM iterations.
TC-Star’06dev (dev) TC-Star’06 TC-Star’07
BLEU[%] TER[%] BLEU[%] TER[%] BLEU[%] TER[%]
baseline 50.0 38.0 49.5 37.7 51.0 36.0
IBM model 1 p(f |e) 50.3 37.7 50.0 37.1 51.8 35.5
triplets pphr fe+ef 50.4 37.6 50.2 37.0 51.5 35.4
+ occ2 50.5 37.7 50.2 37.1 51.8 35.3
Table 6.11. Results on EPPS, English-Spanish, maximum approximation, palign combined, occ3, 10 EM
iterations.
TC-Star’06 TC-Star’07
BLEU[%] TER[%] BLEU[%] TER[%]
baseline 49.5 37.7 51.0 36.0
using FA 50.0 37.2 51.7 35.5
using IBM4 50.0 37.1 51.7 35.4
+ occ2 50.2 36.8 52.0 35.1
+ max dist 1 50.0 37.1 51.7 35.5
Table 6.12. Final results on EPPS English-Spanish, constrained triplet models, 10 EM iterations, compared
to standard IBM model 1.
TC-Star’06 TC-Star’07
BLEU[%] TER[%] BLEU[%] TER[%]
baseline 49.5 37.65 51.0 36.03
IBM model 1 50.0 37.1 51.8 35.5
pall , occ3 50.0 37.2 51.8 35.4
pphr , occ2 50.2 37.1 51.8 35.3
palign , occ2 50.2 36.8 52.0 35.1
firstly the one contained in the forced alignments on the training data, and secondly on an
IBM-4 word alignment generated using GIZA++. For this second model we also demonstrate
the improvement obtained when increasing the triplet lexicon size by using a smaller pruning
threshold.
Another experiment was carried out to investigate the effect of immediate neighboring words
used as triggers within the palign setting. This is equivalent to using a “maximum distance of 1”
constraint. We obtained worse results, namely a 0.2-0.3% drop in BLEU and a 0.3-0.4% raise
in TER (cf. Table 6.11, last row), although the training is significantly faster with this setup,
namely roughly 30 minutes per iteration using less than 2 GB of memory. However, this shows
that triggers outside the immediate context help overall translation quality.
Finally, we compare the constrained models to an unconstrained setting and, again, to a
standard IBM model 1. Table 6.12 shows that the palign model constrained on using the IBM-4
word alignments yields +0.7% in BLEU on TC-Star’06 which is +0.2% more than with a standard
IBM model 1. TER decreases by -0.3% when compared to model 1. For the TC-Star’07 set, the
observations are similar.
The oracle TER scores of the development n-best list are 25.16% for English-Spanish and
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Table 6.13. Example of triplets and related IBM model 1 lexical probabilities. The triggers “taxpayer” and
“bill” have a new effect (“pagar”), previously not seen in the top ranks of the lexicon.
f e e′ α(f |e, e′)
pagar taxpayer bill 0.76
factura taxpayer bill 0.11
contribuyente taxpayer bill 0.10
f e – pibm1 (f |e)
contribuyente taxpayer 0.40
contribuyentes taxpayer 0.18
europeo taxpayer 0.08
factura bill 0.19
ley bill 0.18
proyecto bill 0.11
27.0% for Spanish-English, respectively.
6.1.3 Discussion
From the results of our reranking experiments, we can conclude that the presented triplet lexicon
model outperforms the baseline single-best hypotheses of the decoder. When comparing to a
standard IBM model 1, the improvements are significantly smaller though measurable. So far,
since IBM model 1 is considered one of the stronger rescoring models, these results look promising.
An unconstrained triplet model has the best performance if training is feasible since it also needs
the most memory and time to be trained, at least for larger tasks.
In order to cut down computational requirements, we can apply phrase-bounded and path-
aligned training constraints that restrict the possibilities of selecting triplet candidates (in addi-
tion to simple thresholding). Although no clear effect could be observed for adding empty words
on the triggering side, it does not harm and, thus, we get a similar functionality to IBM model 1
being “integrated” in the triplet lexicon model. The phrase-bounded training variant uses forced
alignments computed on the whole training data (i.e. search constrained to producing the target
sentences of the bilingual corpus) but could not outperform the path-aligned model which reuses
the alignment path information obtained in regular GIZA++ training.
Additionally, we observe a positive impact from triggers outside the immediate context of one
predecessor or successor word.
Examples
Table 6.13 shows an excerpt of the top entries for (e, e′) = (taxpayer , bill) and compares it to the
top entries of a lexicon based on IBM model 1. We observe a triggering effect since the Spanish
word pagar (to pay) is triggered at top position by the two English words taxpayer and bill. The
average distance of taxpayer and bill is 5.4 words. The models presented in this work try to
capture this property and apply it in the scoring of hypotheses in order to allow for better lexical
choice in specific contexts.
In Table 6.14, we show an example translation where rescoring with the triplet model achieves
higher n-gram coverage on the reference translation than the variant based on IBM model 1
rescoring. The differing phrases are highlighted.
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Table 6.14. A translation example on TC-Star’07 Spanish-English comparing the effect of the triplet model
to a standard IBM-1 model.
Source sentence . . . respecto de la Posicio´n Comu´n del Consejo con vistas a
la adopcio´n del Reglamento del Parlamento Europeo y del
Consejo relativo al . . .
IBM-1 rescoring . . . on the Council common position with a view to the adop-
tion of the Rules of Procedure of the European Parliament
and of the Council . . .
Triplet rescoring . . . on the common position of the Council with a view to
the adoption of the regulation of the European Parliament
and of the Council . . .
Reference translation . . . as regards the Common Position of the Council with a
view to the adoption of a European Parliament and Council
Regulation as regards the . . .
The triplet lexicon models applied in reranking show a moderate improvement compared to
the baseline and are slightly better than a standard IBM model 1 reranking method. So far,
the benefit from the second additional trigger is visible, but its effect, at least on the presented
corpora, is minimal. We showed improvements by rescoring n-best lists of the IWSLT Chinese-
English and EPPS Spanish-English/English-Spanish task. In total, we achieve up to +1% BLEU
for some of the test sets in comparison to the decoder baseline and up to +0.3% BLEU compared
to IBM model 1.
In the following section, we take the triplets to the next level: instead of reranking, we apply
the models directly in the decoder during the search process. This has the benefit to operate
on a much larger search space compared to condensed n-best lists. The positive effect of the
triplets model might get boosted since the models directly impact the generation of translation
hypotheses.
6.2 Comparison of triplets in reranking and decoding
In this section, we investigate triplet lexicon models and their incorporation into a phrase-based
decoder. We compare the results to an equivalent setup used within a rescoring framework and
show the benefits of integrating additional models directly into the search process. We will
see that although a rescoring framework is suitable for obtaining quick trends of incorporating
additional models into a system, an alternative that includes the model in search should be
preferred. The integration does not only yield better performance, we will also shed some light
on the benefit of combining both approaches in order to boost translation quality even more. We
choose a constrained variant of the model as described in Section 4.4: the path-aligned triplet
model p(e|f, f ′). Here, the first trigger f is fixed to the observed target word e as given by word
alignment information (either from GIZA++ during training or directly from the phrase pairs
used during decoding). The model allows for a more fine-grained lexical choice of the target
word depending on the additional source word f ′. Since the second trigger can move over the
whole sentence, we capture global (sentence-level) context that is not modeled in local n-grams of
the language model or in bilingual phrase pairs that cover only a limited amount of consecutive
words.
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Table 6.15. GALE Chinese-English (C/E) corpus statistics. Test sets consist of a newswire (NW) and web
text (WT) portion.
Train (C/E) test08 (NW/WT)
Sentence pairs 9.1M 480 490
Running words 259M/300M 14.8K 12.3K
Vocabulary 357K/627K 3.6K 3.2K
Table 6.16. NIST Chinese-English (C/E) and Arabic-English (A/E) corpus statistics including the official
2008 test sets.
train C/E train A/E nist08 (test) C/A
Sentence pairs 7.3M 4.6M 1357
Running words 185M/196M 142M/139M 36K/46K
Vocabulary 163K/265K 351K/361K 6.4K/9.6K
6.2.1 System
In our experiments, we use 10 000-best lists extracted from the word graphs. An initial setting
uses the baseline system, whereas a comparative setup incorporates the (e|f, f ′) direction of the
triplet lexicon model in search and adds the reversed direction in rescoring. Additionally, we
use n-gram posteriors, a sentence length model and two large language models, a 5-gram count
LM trained on 2.5G running words and the Google Web 1T 5-grams. The feature weights of the
log-linear mix are tuned on a separate development set using the Downhill Simplex algorithm.
The triplet models were trained using the word alignment information from the GIZA++ run
with an occurrence threshold of 2, i.e. singletons were discarded. Training was performed for
10 EM iterations. In total, 58.6M triplets were extracted for the direction palign(f |e, e′) and
61.6M for palign(e|f, f ′).
The oracle scores determined by the hypotheses best matching one of the reference translations
based on TER score were 42.3% BLEU and 45.7% TER on the newswire development n-best list
and 35.0% BLEU and 50.3% TER on the list for the web text genre.
6.2.2 Tasks
The experiments are carried out with a GALE system using the official development and test
sets of the GALE 2008 evaluation. The corpus statistics are shown in Table 6.15. The triplet
lexicon model was trained on a subset of the overall data. We used 1.4M sentence pairs with
32.3M running words on the English side. The vocabulary sizes were 76.5K for the source and
241.7K for the target language. The final lexicon contains roughly 62 million triplets. At this
point, we chose the subset training data based on a manual selection of “high-quality” corpora,
i.e. parallel corpora that contain clean and “useful” translations (some of the released LDC
corpora are quite noisy, with some amount of misaligned data). Another possibility could be
to automatically filter the data prior to triplet model training, e.g. based on LM perplexities or
even posterior probabilities from the decoder, as used e.g. in [Schwenk 08], in order to derive a
confidence measure for its quality. Note also that [Ganitkevitch 08] investigated several pruning
variants on the extracted triplets prior to training the models via EM but there was no useful
conclusion on their usefulness.
The baseline system incorporates the standard model setup used in phrase-based SMT which
combines phrase translation and word lexicon models in both directions, a 5-gram language model,
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Table 6.17. Results obtained for the two test sets. For the triplet models, “fe” means p(f |e, e′) and “ef”
denotes p(e|f, f ′). BLEU/TER scores are shown in percent.
GALE Chinese-English newswire web text
dev08 test08 dev08 test08
BLEU TER BLEU TER BLEU TER BLEU TER
baseline 32.3 61.0 32.5 59.4 25.5 64.5 25.8 64.0
rescoring w/out triplets 33.2 59.7 32.8 59.0 25.8 64.1 26.6 63.5
rescoring w/ triplets fe+ef 33.6 59.7 33.2 58.6 26.2 63.0 27.1 63.0
triplets in search ef 32.9 59.5 33.1 58.8 25.8 63.9 26.0 63.5
rescoring w/out triplets 33.2 60.0 33.2 58.6 26.1 64.1 26.7 63.5
rescoring w/ triplets fe 33.5 59.6 33.7 58.1 26.4 62.5 27.2 62.0
word and phrase penalties, and two models for reordering (a standard distortion model and a
discriminative phrase orientation model). For a fair comparison, we also added the related IBM
model 1 p(e|f) to the baseline since it can be computed on the sentence-level for this direction,
target given source. This step achieves +0.5% BLEU on the development set for newswire but
has no effect on test. As will be presented in the next section, the extension to another trigger
results in improvements over this baseline, indicating that the extended triplet model is superior
to the standard IBM model 1. The feature weights were optimized on separate development sets
for both newswire and web text.
We perform the following pipeline of experiments: A first run generates word graphs using the
baseline models. From this word graph, we extract 10k-best lists and compare the performance
to a reranked version including the additional models. In a second step, we add one of the trigger
lexicon models to the search process, regenerate word graphs, extract updated n-best lists and
add the remaining models again in a reranking step.
6.2.3 Results
Table 6.17 presents results that were obtained on the test sets. All results are based on lower-
case evaluations since the system is trained on lowercased data in order to keep computational
resources feasible. For the newswire setting, the baseline is 32.5% BLEU and 59.4% TER. Rescor-
ing with additional models not including triplets gives only slight improvements. By adding the
path-aligned triplet model in both directions, we observe an improvement of +0.7% BLEU and
-0.8% TER. Using the triplet model in source to target direction (e, f, f ′) during the search
process, we arrive at a similar BLEU improvement of +0.6% without any reranking models. We
add the other direction of the triplets (f, e, e′) (the one that can not be used directly in search)
and obtain 33.7% BLEU on the newswire set. The overall cumulative improvements of triplets in
search and reranking are +0.9% BLEU and -0.9% TER when compared to the rescored baseline
not incorporating triplet models and +1.2%/-1.3% on the decoder baseline, respectively.
For the web text setting, the baseline is considerably lower at 25.8% BLEU and 64.0% TER (cf.
right part of Table 6.17). We observe an improvement for the baseline reranking models, a large
part of which is due to the Google Web LM. Adding triplets to search does not help significantly
(+0.2%/-0.5% BLEU/TER). This might be due to training the triplet lexicon mainly on newswire
data. Reranking without triplets performs similar to the baseline experiment. Mixing in the
(f, e, e′) direction helps again: The final score comes out at 27.2% BLEU and 62.0% TER, the
latter being significantly better than the reranked baseline (-1.5% in TER).
A detailed comparison of IBM model 1 to the related triplet lexicon model is given in Table 6.18.
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Table 6.18. Extended comparison of IBM model 1 (standard model p(f |e)) in rescoring to triplet models
used in rescoring and search. A minus marker, e.g. “-IBM1”, denotes lack of the model, a
plus marker, e.g. “+triplets”, indicates that the feature was used. Here, “triplets” stands for
a combination of pall(f |e, e′) and pall(e|f, f ′).
Chinese-English newswire web text
GALE test08 BLEU[%] TER[%] BLEU[%] TER[%]
baseline (w/ inv. IBM1 p(e|f)) 32.5 59.4 25.8 64.0
rescoring -IBM1 -triplets 32.8 59.0 26.6 63.5
rescoring +IBM1 -triplets 33.3 58.0 26.8 63.1
rescoring -IBM1 +triplets 33.5 57.9 27.0 62.6
rescoring +IBM1 +triplets 33.7 57.8 27.3 62.6
triplets in search palign(e|f, f ′) 33.1 58.8 26.0 63.5
rescoring -IBM1 -triplets 33.2 58.6 26.6 63.2
rescoring +IBM1 -triplets 33.7 58.5 26.8 63.7
rescoring -IBM1 +triplets 33.9 57.9 27.6 62.1
rescoring +IBM1 +triplets 33.8 57.8 27.4 62.1
The line of experiments is similar to the one presented in Table 6.17 with a small change: we add
the inverse IBM model 1 p(e|f) to both rescoring and search baselines, respectively. In general,
this model does not perform as good as the standard direction but it can be calculated during
decoding similarly to the inverse triplet model since the source sentence is present at all times.
The effect is usually very limited: slight improvements are observed on the development sets,
but marginal to no improvement is visible on test, see also Section 6.3.2. The label “IBM1” in
Table 6.18 denotes the standard model p(f |e), whereas the triplet models are combinations of
unconstrained variants in both directions, i.e. pall(f |e, e′) and pall(e|f, f ′). For the search, we use
the constrained triplet model palign(e|f, f ′), as described above. The main observation is that
sole triplets outperform sole IBM model 1 in rescoring. This can be explained through the fact
that triplets are a natural extension to IBM model 1 and are capable of modeling more complex
dependencies in the data. Since the unconstrained model is trained on the whole sentence level
for the first trigger, we inherently train an embedded IBM model 1 if the second trigger is set
to the empty word. For large tasks though, the benefit of improved BLEU and TER scores is
traded off for higher training efforts: triplets need significantly more memory and the training
procedure is much more time-consuming than IBM model 1. For rescoring that is based on
triplets, we achieve an improvement of only +0.2% BLEU compared to IBM model 1. Without
IBM model 1, the improvement is at roughly 1% BLEU. Thus, IBM model 1 is responsible for
the largest portion of improvements. Using a triplet model additionally in search increases this
gain by +0.4% BLEU on newswire and around +0.6% BLEU on web text.
6.2.4 Discussion
The results indicate that it is worth moving models from rescoring to the search process. This
is not surprising and well known in the community. The triplet models can improve translation
quality in addition to their related IBM model 1. It seems that the extension by a second
trigger helps to capture language-specific properties for Chinese-English which go beyond local
lexical (word-to-word) dependencies. In Table 6.19, we show an example of improved translation
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Table 6.19. Translation example on the newswire test set.
source 德国 为了 保护 本国 人 就业 , 对 引进 国外 人才 设 了 较 高 的 门槛 .
baseline germany, in order to protect their own jobs, the introduction of foreign
talent, a relatively high threshold.
triplets in order to protect local employment, germany has a relatively high
threshold for the introduction of foreign talent.
reference in order to protect native employment, germany has set a relatively high
threshold for bringing in foreign talents.
quality where a triggering effect can be observed. Due to the topic of the sentence, the phrase
local employment was chosen over own jobs which brings it closer to the reference translation.
One of the top triplets in this context is p(employment |就业 ,人才 ), where就业 is employment
due to the path-aligned constraint and人才 means talent. Note that the distance between these
two triggers is five tokens and the second trigger occurs outside the current phrase pair. The
triplet with highest probability in this context is p(employment | 设 ,人才 ) = 0.92, where 设
means to set and 人才 refers to talent. These two triggers are in a distinct position from the
actual Chinese word for employment, i.e. 就业 , but still confirm a strong relation with respect
to word sense and similarity.
The next section will present further experiments of triplet models used during decod-
ing. Comparison will be made to a discriminative word lexicon variant as presented in
[Mauser & Hasan+ 09]. Furthermore, we give results on combination of triplets in search in-
cluding crosslingual triplet models, a flavor briefly introduced in Section 4.4.
6.3 Comparison of triplets and DWL
In this section we evaluate the triplet lexicon models on the GALE Chinese-English task for
newswire and web text translation and additionally on the official NIST 2008 task for both
Chinese-English and Arabic-English. Furthermore, we also compare the triplets to a discrimina-
tive word lexicon (DWL) [Mauser & Hasan+ 09] as introduced in Section 1.5.1. Both models
cover the complete source sentence during translation and, thus, exploit sentence-level con-
text. Again, the baseline system was built using a state of the art phrase-based MT system
[Zens & Ney 08]. Regarding language modeling, we use a 5-gram for the GALE task and a
6-gram for the slightly smaller NIST task.
6.3.1 System
We used the Chinese-English training data provided by the Linguistic Data Consortium (LDC)
consisting of 9.1M parallel Chinese-English sentence pairs of various domains for GALE (cf.
Table 6.15) and smaller amounts of data for the NIST systems (cf. Table 6.16). The triplet
models were integrated into the decoder as presented in Section 4.6.2. No n-best rescoring has
been performed for this set of experiments.
For the GALE development and test set, we separated the newswire and web text parts and
did separate parameter tuning for each genre using the corresponding development set which
consists of 485 sentences for newswire texts and 533 sentences of web text. The test set has 480
sentences for newswire and 490 sentences for web text. For NIST, we tuned on the official 2006
eval set and used the 2008 evaluation set as a blind test set.
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Table 6.20. Results on the GALE Chinese-English test sets for the newswire and web text setting (case-
insensitive evaluation). The triplet model is a full model pall(e|f, f ′) with maximum distance
constraint of 10 words trained for 4 EM iterations.
GALE Chinese-English NW WT
test08 BLEU[%] TER[%] BLEU[%] TER[%]
baseline 32.3 59.4 25.3 64.4
inverse IBM1 p(e|f) 32.9 59.2 25.5 64.4
DWL 33.1 58.9 26.2 63.8
triplets pall(e|f, f ′), ∆max (f, f ′) = 10 33.2 58.4 26.2 64.2
DWL + triplet combination 33.3 58.2 26.3 63.9
For this set of experiments, we investigated the unconstrained triplet model pall(e|f, f ′). Due
to the distributed extraction framework, we can virtually extract triplet events on any amount
of data. For the training step though, we have to load them into memory due to the lack of a
distributed training framework. Since the overall number of triplets for this model is very large,
we trained it on a subset of the overall training data and using a maximum distance constraint
of 10 words. The subcorpus, mainly consisting of newswire articles, contained 1.4M sentence
pairs with 32.3M running words on the English side. We trained two versions of the triplet
lexicon, one using 4 EM iterations and another one that was trained for 10 EM iterations. Due
to trimming of triplets with probabilities below 10−6 after each iteration, the version based on
10 iterations was slightly smaller, resulting in 164 million triplets, but also performed slightly
worse in our experiments. Thus, we used the version based on 4 iterations which contained
291 million triplets. Since loading all triplets would need huge amounts of system memory, we
filter the triplet models according to source vocabulary. Still, the translation experiments needed
up to 8GB memory per chunk.
6.3.2 Results
The translation results on the two GALE test sets are shown in Table 6.20 for newswire and
web text. As can be seen, the extended lexicon models improve over the baseline which includes
a fully tuned set of baseline features. Both the discriminative word lexicon and the triplet
lexicon can individually improve the baseline by approximately +0.6–0.9% BLEU and -0.5–
0.8% TER. For the combination of both lexicons on the newswire setting, we observe only a slight
improvement on BLEU but also an additional boost in TER reduction, arriving at +1% BLEU
and -1.2% TER. For web text, the findings are similar: The combination of the discriminative
and trigger-based lexicons yields +1% BLEU and decreases TER by -0.5%. Comparing the
decoder performance for the web text track of path-aligned triplets in Table 6.18 to unconstrained
triplets in this experiment (Table 6.20), we see that the latter achieves improvements of almost
1% BLEU whereas the former differs only in 0.2% BLEU (i.e. from 25.8% to 26.0%). One
possible explanation might be the larger scope of the unconstrained triplets. Since most of
the training data is from the newswire domain, we might have a domain mismatch on the web
text portion. Since the unconstrained triplet model is significantly larger than its path-aligned
relative, one possible explanation could be that it covers more “useful” triplets, reflected in
improved translation quality.
We compared these results to an inverse IBM model 1 but the results were inconclusive. How-
ever, this is consistent with the results presented in [Och & Gildea+ 04] where no improvements
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Table 6.21. Results on the test sets for the NIST 2008 Chinese-English and Arabic-English task (case-
insensitive evaluation).
NIST task Chinese-English Arabic-English
nist08 BLEU[%] TER[%] BLEU[%] TER[%]
baseline 26.8 65.1 42.0 50.6
DWL 27.6 63.6 42.4 50.0
triplets pall(e|f, f ′), ∆max (f, f ′) = 10 27.7 63.6 - -
triplets palign(e|f, f ′) - - 42.9 49.8
DWL + triplet combination 27.9 63.6 43.0 49.2
were achieved using p(e|f). In our case, inverse IBM1 improves results by 0.2–0.4% BLEU com-
pared to the baseline on the development set (probably due to the MERT) but does not show
the same trend on the test sets. Furthermore, combining IBM1 with DWL or triplets often
even degraded the translation results, e.g. only 32.8% BLEU was achieved on newswire for a
combination of the IBM1, DWL and triplet model. In contrast, combinations of the DWL and
triplet model did not degrade performance and could benefit from each other.
In addition to the automatic scoring, we also did a randomized subjective evaluation where the
hypotheses of the baseline were compared to the hypotheses generated using the discriminative
word lexicon and triplet models. We evaluated 200 sentences from newswire and web text. Out
of the evaluated sentences, 52% were of equal quality. 28% were judged in favor of the proposed
new methods, 20% against it. Since we observe no harm in terms of translation quality for 80%
of the evaluated sentences, the extended lexicon models clearly show their positive impact.
We tested the presented lexicon models also on another large-scale system, i.e. NIST, for two
language pairs, namely Chinese-English and Arabic-English. Interestingly, the results obtained
for Arabic-English are similar to the findings for Chinese-English, as can be seen in Table 6.21.
The overall improvements for this language pair are +1% BLEU and -1.4% TER. In contrast to
the GALE Chinese-English task, the triplet lexicon model for the Arabic-English language pair
performs slightly better than the discriminative word lexicon. We will show further experiments
on Arabic-English throughout the rest of this chapter.
These results strengthen the claim that the presented models are capable of improving lexical
choice of the MT system. In the next section, we discuss the observed effects and analyze our
results in more detail.
6.3.3 Discussion
In terms of automatic evaluation measures, the results indicate that it is helpful to incorporate
the extended lexicon models into the search process. In this section, we will analyze some more
details of the models and take a look at the lexical choice they make and what differentiates
them from the baseline models. In Table 6.22, we picked an example sentence from the GALE
newswire test set and show the different hypotheses produced by the system. As can be seen,
the baseline does not produce the present participle of the verb restore which makes the sentence
somewhat hard to understand. Both the discriminative and the trigger-based lexicon approach
are capable of generating this missing information, i.e. the correct use of restoring.
Figure 6.3 gives an example how discontinuous triggers affect the word choice on the target side.
Two cases are depicted where high probabilities of triplets including emergency and restoring on
the target side influence the overall hypothesis selection. The non-local modeling advantages of
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Table 6.22. Translation example from the GALE newswire test set, comparing the baseline and the extended
lexicon models given a reference translation. The Chinese source sentence is presented in its
segmented form.
Source 目前 , 事故 抢险 组 正在 紧急 恢复 通风 系统 .
Baseline at present, the accident and rescue teams are currently emer-
gency recovery ventilation systems.
DWL at present, the emergency rescue teams are currently restor-
ing the ventilation system.
Triplet at present, the emergency rescue group is in the process of
restoring the ventilation system.
DWL + Triplet at present, the accident emergency rescue teams are cur-
rently restoring the ventilation system.
Reference right now, the accident emergency rescue team is making
emergency repair on the ventilation system.
目前 , 事故 抢险 组 正在 紧急 恢复 通风 系统 .source
target [...] the emergency rescue group is [...] restoring  the ventilation system.
p(restoring | 正在, 恢复) = 0.1572p(emergency | 紧急, 抢险) = 0.3445
Figure 6.3. Triggering effect for the example sentence using the triplet lexicon model. The Chinese source
sentence is shown in its segmented form. Two triplets are highlighted that have high probability
and favor the target words emergency and restoring.
the triplet model can be observed as well: The triggering events do not need to be located next
to each other or within a given phrase pair. They move across the whole source sentence, thus
allowing for capturing of long-range dependencies.
Table 6.23 shows the top ten content words that are predicted by the two models, discriminative
word lexicon and triplet lexicon model. IBM model 1 ranks are indicated by subscripts in the
column of the triplet model. Although the triplet model is similar to IBM1, we observe differences
in the word lists. Comparing this to the visualization of the probability distribution for the
example sentence, cf. Figure 6.4, we argue that, although the IBM1 and triplet distributions look
similar, the triplet model is sharper and favors words such as the ones in Table 6.23, resulting
in different word choice in the translation process. In contrast, the DWL approach gives more
Figure 6.4. Ranking of words for the example sentence for IBM1, triplet and DWL model. Ranks are sorted
at IBM1, darker colors indicate higher probabilities within the model.
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Table 6.23. The top 10 content words predicted by each model for the GALE newswire example sentence.
Original ranks for the related IBM model 1 are given as subscripts for the triplet model.
DWL Triplet
emergency 0.894 emergency1 0.0479
currently 0.330 system2 0.0322
current 0.175 rescue8 0.0268
emergencies 0.133 accident3 0.0223
present 0.133 ventilation7 0.0209
accident 0.119 work33 0.0205
recovery 0.053 present5 0.0112
group 0.046 currently9 0.0104
dealing 0.042 rush60 0.0095
ventilation 0.034 restoration31 0.0090
Table 6.24. Translation example from the GALE web text test set. In this case, the baseline has a better
TER but we can observe a corrected content word (remark) for the extended lexicon models.
The Chinese source sentence is shown in its segmented form.
Source 我 听 了 莹 的话 , 乐 得 哈哈大笑 .
Baseline I have listened to anna, happy and laugh.
DWL I have listened to the remarks, happy and laugh.
Triplet I have listened to the music, a roar of laughter.
DWL + Triplet I have listened to the remarks, happy and laugh.
Reference Hearing Ying’s remark, I laughed aloud happily.
distinct probabilities, selecting content words that are not chosen by the other models.
Table 6.24 shows an example from the web text test set. Here, the baseline hypothesis contains
an incorrect word, anna, which might have been mistaken for the name ying. Interestingly, the
hypotheses of the DWL lexicon and the combination of DWL and Triplet contain the correct
content word remarks. The triplet model makes an error by selecting music, an artifact that
might come from words that co-occur frequently with the corresponding Chinese verb to listen, i.e.
听 , in the data. Although the TER score of the baseline is better than the one for the alternative
models for this particular example, we still think that the observed effects show how our models
help producing different hypotheses that might lead to subjectively better translations. Another
example with improved translation quality is given in Table 6.25.
An Arabic-English translation example is shown in Table 6.26. Here, the term incidents of
murder in apartments was chosen over the baseline’s killings inside the flats. Both translations
are understandable and the difference in the wording is only based on synonyms. The translation
using the discriminative and trigger-based lexicons better matches the reference translation and,
thus, reflects a better lexical choice of the content words.
6.4 Triplet model combinations
Two constrained model variations were presented in [Hasan & Ganitkevitch+ 08], namely the
phrase-bounded and the path-aligned triplet model. The former reduces the number of pos-
sible triplets by posing constraints on the position of where valid triggers may originate
from. In order to obtain phrase boundaries on the training data, forced alignments were used
97
Chapter 6 Experiments
Table 6.25. Translation example on the web text test set, comparing the baseline and the presented lexicon
models given a reference translation.
Source 另外 , 如果 没有 美国 的 默许 和 支持 , 以 军 单独 对 伊朗
开战 的 可能性 不大 .
Baseline in addition, if there are no tacit approval and support us,
israeli troops alone is not likely to launch a war against iran.
DWL in addition, if we do not have the tacit approval and support
of the united states, the israeli army alone is not likely to
launch a war against iran.
Triplet in addition, if there is no tacit approval and support of the
united states, the israeli army alone is unlikely to launch a
war against iran.
DWL + Triplet in addition, if we do not have the tacit approval and support
of the united states, the israeli army alone is not likely to
launch a war against iran.
Reference in addition, without the united states’ permission and sup-
port, it is unlikely that the israeli army will wage a war
against iran.
[Wuebker & Mauser+ 10], i.e. translation of the whole training data by constraining the transla-
tion hypotheses to the target sentences of the training corpus. In Section 6.1, a phrase-bounded
model was tested in a reranking experiment. Since the training of this variant is very expensive
and the performance was not as good as the other approaches, the model is skipped in the fol-
lowing. Instead, we will investigate the combination of two models during search, namely the
full model pall(f |e, e′) and a path-aligned triplet model palign(e|f, f ′).
6.4.1 System
We saw in the previous sections that the word alignment restriction reduces the overall number of
triplets during training and facilitates the application of these models during the decoding process.
For a training set, e.g. a subset of the NIST training data, that is comprised of approximately
306K sentence pairs with 6.1M running words for the target language, we observe roughly 1.46B
triplets for the unconstrained use case. In order to train the first iterations, we need around
34 GB of RAM and 2.3 hours per iteration on an AMD Opteron with 2.3 GHz. In order to
further speed up the training procedure, we apply trimming, i.e. we discard low-probability
triplets at the end of each iteration and renormalize the probabilities accordingly. Figure 6.5
gives an overview on the reduction of the overall number of triplets during training. It also
shows the effect of the EM training which moves probability mass to the “important” triplets,
observed in the decrease of overall perplexity. Experience has shown that it is seldom useful to
train beyond 10 EM iterations, since conversion is fast.
The path alignment constraint cuts down the overall number of triplets significantly since it
rules out a large number of first triggers due to the alignment path. For above-mentioned training
data, instead of 1.46B triplets, we only have to consider 90.8M. Training times are reduced to 6.8
minutes per iteration. The final model is much more compact than the unconstrained variant,
allowing to integrate it easily into the decoder.
Similar to the experiment for the IWSLT task in Section 6.1.2, we compared the perplexity
on the training data to the one on the test data for the Arabic-English NIST task. We observe
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Baseline some saudi newspapers have published a number of cases
that had been subjected to imprisonment without justifica-
tion, as well as some killings inside the flats and others.
DWL + Triplet some of the saudi newspapers have published a number of
cases which were subjected to imprisonment without justi-
fication, as well as some incidents of murder in apartments
and others.
Reference some saudi newspapers have published a number of cases in
which people were unjustifiably imprisoned, as well as some
incidents of murder in apartments and elsewhere.
Table 6.26. Translation example from the NIST Arabic-English test set. The DWL and Triplet models
improve lexical word choice by favoring incidents of murder in apartments instead of killings
inside the flats. The Arabic source is shown in its segmented form.
Table 6.27. Triplet combination for the Chinese-English NIST task (true-cased evaluation).
Chinese-English NIST nist06 (dev) nist08 (test)
BLEU[%] TER[%] BLEU[%] TER[%]
Baseline 33.2 61.3 24.9 67.5
inverse IBM1 p(e|f) 33.2 61.2 25.0 67.3
triplets palign(e|f, f ′) 33.5 60.6 25.4 66.6
triplets pall(f |e, e′), ∆max (e, e′) = 10 33.5 60.8 25.3 66.7
2 triplets combined 34.0 60.3 25.5 66.3
all three combined (2 triplets + IBM1) 33.8 60.3 25.6 66.4
an initial difference in perplexities between train an test of a factor of approximately 11, i.e.
the training perplexity in iteration 1 is 135.9 whereas the test perplexity is at 1462.4. For the
first couple of iterations, both perplexities decrease. Details are shown in Figure 6.6 (cf. also
Figure 6.1). We can see that after iteration 6, the perplexity on test raises above its initial
perplexity which might be an indicator of overfitting.
Chinese-English
We tested a combination of two triplet models on the Chinese-English NIST task. Table 6.27
shows the results, together with an inverse IBM model 1 which, as we already mentioned, does
not yield consistent improvements throughout several tasks. On the test set, we observe minor
improvements of the single triplets models of about +0.3–0.4% BLEU and -0.6–0.7% TER. Com-
bining both triplets helps slightly and we arrive at +0.5% BLEU and -1.0% TER on an evaluation
using true-cased output. Adding inverse IBM-1 into the mix does not change these results and
our general advise is against the use of this model since it does not seem to help consistently.
Similar observation were made on rescoring with the inverse model which, in contrast to the
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Figure 6.5. Training an unconstrained triplet lexicon: number of triplets and perplexity on the training
corpus at each EM iteration.
normal direction, does not improve translation quality. For the triplets, this does not seem to
hold since we usually observe slight improvements for both directions, normal and inverse.
Arabic-English/French
The next experiments were carried out on two large scale translation tasks: the NIST 2009 Arabic-
English constrained data track2, and the QUAERO 2009 Arabic-French task (cf. Chapter 7 for
a predecessor system related to this task). The corpus statistics of the NIST and the QUAERO
tasks are given in Tables 6.28 and 6.29, respectively. The tables include statistics of the training
corpora and test sets used, calculated over the various segmentation methods. We also include
statistics of a simple tokenizer (TOK) for Arabic which splits on punctuation marks, to serve
for comparison purposes to different segmentations. Both training corpora mainly consist of the
United Nations (UN) data. In the NIST task, the UN data comprises 70% of the data, and in the
QUAERO task, 97% of the data is UN data. The test sets are drawn from the newswire domain,
making the translation task hard due to the incompatibility of the domains between training and
testing. For the QUAERO task, the development and test sets consist of one reference on the
French side, the CESTA RUN23 test has four references. The test sets of the NIST task consist
of four references.
We use the Arabic-French QUAERO 2009 evaluation campaign to experiment with the
performance of different segmentation approaches, i.e. MADA [Habash & Rambow 05], a
finite-state-automaton (FSA) based method [El Isbihani & Khadivi+ 06] and MorphTagger
[Mansour & Sima’an+ 007]. Corpus statistics are given in Table 6.29. We can already see from
the number of running words in this table that the segmented Arabic text is more similar to
French. We also see a notable reduction in OOV words of up to 60 percent in both the NIST
and the QUAERO tasks. One interesting point to notice about the OOV figures is that the FSA
2For a list of training data and resources of the NIST 2009 Evaluation, see http://www.itl.nist.gov/iad/mig/
tests/mt/2009/
3CESTA RUN2 is the official test set of the second CESTA evaluation campaign held in October 2005.
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Figure 6.6. Comparison of perplexities for train and test data on NIST Arabic-English, unconstrained triplet
variant pall(e|f, f ′).
method is performing worse than a simple tokenizer. The reason behind this is that the FSA
method restricts stems to those seen in the corpus, therefore preventing segmenting words that
include unseen stems. This causes inconsistencies in the segmentations between the train and
the test sets.
Next, we evaluate the translation performance of the various triplet lexicon models. We
compare the results of MorphTagger to the MADA and the FSA segmenter, and the results of
adding the triplet models to a baseline SMT system.The baseline system was built using a state-
of-the art phrase-based MT system [Zens & Ney 08]. We use the standard set of models with
phrase translation probabilities for source-to-target and target-to-source direction, smoothing
with lexical weights, a word and phrase penalty, distance-based and lexicalized reordering and
an n-gram target language model.
6.4.2 Results
The results of the QUAERO 2009 task are summarized in Table 6.30. Real-time systems use
a monotone decoder and a smaller language model (4-gram instead of 6-gram in the offline
systems). Offline systems include reordering and bigger language model. In terms of speed, real-
time systems translate more than 100 words per second, whereas the offline systems are running
at less than one word per second.
In the real-time systems results, we see that MorphTagger, in comparison to MADA, achieves
modest improvements and comparable TER on both test sets. The FSA method is performing
much worse on CESTA RUN2, probably due to OOV problems.
Different segmentation methods
For the offline systems, a TOK system was added for comparison where Arabic input is only
tokenized. We observe that Arabic words segmentation helps over the TOK only method, with
improvements up to +1.2% BLEU and -1.5% TER on the test set. When comparing the three
segmenters, the BLEU tendency on the test sets is similar to the real-time systems results. On the
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Table 6.28. NIST Arabic-English 2009: Corpus statistics
Arabic English
TOK FSA MADA MorphTagger
Train
Sentences 4.7M
Running Words 128M 147M 150M 153M 196M
Vocabulary 702K 404K 336K 362K 300K
Dev
Sentences 1797
Running Words 39 934 46 245 47 334 48 943 -
OOVs (run.) 868 589 463 427 -
Test
Sentences 1357
Running Words 37 597 43 456 44 593 45 366 -
OOVs (run.) 649 416 259 308 -
Table 6.29. QUAERO Arabic-French 2009: Corpus statistics
Arabic French
TOK FSA MADA MorphTagger
Train
Sentences 7.6M
Running Words 150M 170M 175M 178M 196M
Vocabulary 638K 380K 422K 380K 300K
Dev
Sentences 2121
Running Words 50 389 57 264 58 335 58 516 -
OOVs (run.) 337 289 176 185 -
Test
Sentences 2202
Running Words 49 617 56 065 57 235 57 535 -
OOVs (run.) 318 296 180 191 -
CESTA RUN2
Sentences 824
Running Words 19 329 22 019 22 524 22 895 -
OOVs (run.) 118 224 44 56 -
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Table 6.30. QUAERO Arabic-French 2009: Translation results comparing different segmentation methods.
Triplet model “ef/pa” is an inverse model palign(e|f, f ′) using the path-aligned constraint for
the first trigger.
Real-time systems
Dev Test CESTA RUN2
System BLEU TER BLEU TER BLEU TER
FSA 15.5 74.9 15.4 74.8 45.7 53.4
MADA 15.5 73.9 15.5 74.8 47.7 53.0
MorphTagger 15.9 73.9 15.8 74.7 48.0 53.2
Offline systems
TOK 15.4 74.5 15.0 75.7 44.0 54.4
+ triplet ef/pa 15.7 74.6 15.3 75.3 45.3 53.6
FSA 15.7 74.1 15.6 74.7 47.0 52.6
+ triplet ef/pa 16.6 73.2 16.3 74.2 47.6 52.1
MADA 15.7 74.2 15.7 74.5 47.7 53.0
+ triplet ef/pa 16.1 73.7 16.1 74.9 47.8 51.7
MorphTagger 16.6 73.1 16.2 74.2 48.1 50.0
+ triplet ef/pa 17.1 72.5 16.6 73.5 48.8 49.8
other hand, the MorphTagger method achieves significantly better TER results. We hypothesize
that this might be due to the different normalization done in the segmenters, seemingly resulting
in better lexicon models and lexical choice for the MorphTagger segmenter. Looking at the
translations, we see that few differences are the result of different segmentations, especially
between MADA and MorphTagger as they use the same segmentation scheme. A more significant
difference between the segmenters might be due to the different normalization they apply. In
MADA, many irregular word writings are collapsed to one form.
Looking at the triplet lexicon performance, one can see that improvements are present with
all segmentation methods, even the “naive” one using simple tokenization. This indicates that
the triplet models are capable to model dependencies that go beyond the (local) scope of the seg-
mentation process. We also note that the improvements are slightly larger for the TOK method
compared to the methods using an Arabic segmentation scheme which might be due to the lower
baseline. The overall improvements for the Arabic-French language pair are +0.7% BLEU for
the MorphTagger baseline (cf. Table 6.30). Translation examples are given in Table 6.31. In the
first sentence, the FSA does not split the Arabic preposition H. b ‘in’, and MADA splits the fem-
inine marker
è p wrongly. The translations of MorphTagger and MADA are similar, indicating
that MADA could recover from its segmentation error, whereas the FSA is suffering from one
unknown word HJ
» kyv ‘Keith’ because it wrongly segmented it in the training data. In the
second example, MADA does not segment the word @ 	¯ð wfY ‘and in’, which then can also mean
‘Acquitte´’, causing a wrong translation.
Combined triplets
We tested the combination of two triplet models on the previously mentioned NIST system
for Arabic-English. The baseline system uses a 4-gram language model and already includes a
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Table 6.31. Examples of better translations due to improved Arabic segmentation
Source QKPA¿ HJ
» èPñJ»YËAK. I. ë.P" 	à@" Xð@" AÒ»
Reference Je voudrais aussi souhaiter la bienvenue au Dr Keith Carter
FSA
QKPA¿ HJ
» è PñJ»YËAK. I. ë.P@ 	à@ Xð@ AÒ»
Je souhaite la bienvenue au Dr UNKNOWN HJ
» Carter
MADA
QKPA¿ HJ
» è PñJ»YË@ H. I. ë.P@" 	à@" Xð@" AÒ»
Je souhaite la bienvenue au Dr Keith Carter
MorphTagger
QKPA¿ HJ
» èPñJ»YË@ H. I. ë.P@" 	à@" Xð@" AÒ»
Je souhaite la bienvenue au Dr Keith Carter
Source " @P 	PñË@ ËQÓ  	¯ @ð 2001 Q.Ò
X / ÈðA"Ë@ 	àñ	KA¿ @ 	¯ð
Reference En de´cembre 2001 , le Conseil des ministres a approuve´
FSA
" @P 	PñË@ ËQÓ  	¯ @ð de´cembre 2001 ú

	¯ ð
En de´cembre , le conseil des ministres a approuve´
MADA
" @P 	PñË@ ËQÓ  	¯ @ð 2001 Q.Ò
X / ÈðA"Ë@ 	àñ	KA¿ @ 	¯ð
Acquitte´ en de´cembre 2001 , le Conseil des ministres an approuve´
MorphTagger
" @P 	PñË@ ËQÓ  	¯ @ð 2001 Q.Ò
X / ÈðA"Ë@ 	àñ	KA¿ ú

	¯ ð
En de´cembre 2001 , le Conseil des ministres an approuve´
discriminative word lexicon as presented in [Mauser & Hasan+ 09] and an inverse IBM model 1
p(e|f).
Regarding the incorporated triplet models, one is a full triplet model pall(f |e, e′) trained for 20
EM iterations with a maximum distance constraint of 10, i.e. the distance between two triggering
words is limited to 10. Trimming was active in order to drop low-probability triplets. The final
model consists of 80M triplets. The second model is a path-aligned triplet model palign(e|f, f ′)
trained for 6 EM iterations without a maximum distance limit, i.e. the second triggering word can
originate from any part of the source sentence. This model consists of 56M triplets. Table 6.32
gives a more detailed overview on the triplet model sizes, broken down on how many first and
second triggers there are on average for the events, respectively. As can be seen, we have only a
small number of first triggers for the model palign(e|f, f ′) due to the word alignment constraint
that links the target word e to the first trigger f . The trimming effect during training has mostly
influence on the second trigger e′ whose overall count is reduced from 81 on average to 74. For
the model pall(f |e, e′), we can see that the overall number of triplets is much higher due to the
full sentence level context for both triggers. We therefore use a maximum distance constraint
which helps to reduce the overall number of triplets from roughly 170M to 80M. In contrast
to the path-aligned model, we observe that the bulk of triggers occurs at the first trigger, i.e.
133 target words e are associated to each source word f on average. The second trigger e′ bloats
the number of (f, e) trigger pairs by a factor of 6.
6.4.3 Discussion
As can be seen in Table 6.33, an improvement is achieved by combining two triplet models
in search when compared to the effect that each model has on its own. The overall gain is
+1.5% BLEU and -1.2% TER. We can see that the unconstrained model in the standard direction
achieves moderate improvements of +0.5% BLEU on the test set. From the table, one can observe
that the inverse model, p(e|f, f ′), obtains much better improvements of +1.2% BLEU. One
possible explanation is that the model captures information that is lost due to the preprocessing
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Table 6.32. Detailed model size breakdown for various triplet models trained on NIST data.
palign(e|f, f ′) #e #(e, f) avg #f/e #(e, f, f ′) avg #f ′/(e, f)
6 EM iterations 80 696 699 293 8.7 56 418 967 80.7
10 EM iterations 80 696 694 612 8.6 51 675 802 74.4
pall(f |e, e′), 20 EM it. #f #(f, e) avg #e/f #(f, e, e′) avg #e′/(f, e)
∆max (e, e
′) = 10 98 900 13 161 667 133.1 79 865 368 6.1
full sent 98 900 15 158 078 153.3 169 314 927 11.2
Table 6.33. Results of combining two triplet models in search for the NIST 2008 Arabic-English task. DWL
is included in the baseline. Two variants are used: “fe/d10” is a standard model pall(f |e, e′)
using a maximum distance constraint of 10 words, whereas “ef/pa” denotes a path-aligned
model in reverse direction palign(e|f, f ′).
NIST 2008 dev (nist06) test (nist08)
BLEU[%] TER[%] BLEU[%] TER[%]
baseline 42.4 50.5 40.5 51.9
triplets pall(f |e, e′), ∆max (e, e′) = 10 42.7 50.3 41.0 51.2
triplets palign(e|f, f ′) 43.5 49.6 41.7 50.9
combined 43.7 49.4 42.0 50.7
of the source side: due to the removal of diacritics, the system loses a discriminative feature that
helps to disambiguate the source words. In order to deal with this, information from the context
is necessary. Thus, the triplet model enables the system to add sentence-level information to
the search process which might explain the observed improvements. Table 6.34 shows improved
translation examples with lexical choice that is closer to the reference translations. In the first
example, ‘holding’ is retained when using triplets due to the link to ‘hostages’. In the second
example, ‘guaranteed’ is produced by the triplets system due to the link with ‘membership’, thus
generating better lexical choice than the system without triplets.
The second combined triplet experiment was carried out using a crosslingual path-aligned
triplet model, i.e. pcl(f |e, f ′) by setting the first trigger e according to word alignment information
to the matching f , whereas the second trigger f ′ runs over the whole source sentence. We
extracted 53.4M triplets, so the size of the model is similar to the path-aligned model used
previously. Table 6.35 shows the obtained results. Note that the baseline differs slightly from the
one in the previous experiment, i.e. Table 6.33, since the systems were not completely identical.
Due to time restrictions, the crosslingual triplet experiment was done with an older baseline
that incorporates MADA segmentation (whereas the system in the previous section applies the
improved MorphTagger segmenter). Additionally, the older system used no DWL model due to
its unavailability at that time. Looking at the individual performance of the two models, we
observe a small inconsistency between the development and test set. The path-aligned triplet
outperforms the crosslingual on the development set, whereas the latter boosts BLEU score by
1.6% on the test set. We consider this likely to be an outlier. Combining both models further
improves translation quality. Overall, we observe a +1.7% BLEU / -1.8% TER effect on test.
This looks promising but might also be partly due to the lower baseline. We have seen in
the previous sections that DWL and triplets have some “overlap” in performance gains (i.e. a
combination is not simply the addition of both models’ improvements). Adding a DWL to the
baseline might “eat up” most of the improvement of the crosslingual model. Thus, the results of
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Table 6.34. Translation example from the NIST test set, comparing the baseline and the extended lexicon
models given a reference translation. The Arabic source sentence is presented in its segmented
form.
Source 	à@" AëQË@ 	P@Që. @ Y®J 	K
 ø

	à@ 	PQ» ÕæAK. H Yê.JÓ
Baseline A spokesman for Karzai criticizes hostage.
Triplets A spokesman for Karzai criticizes holding hostages.
Reference Karzai spokesman condemns the holding of hostages.
Source . é 	KñÓY.Ó HPA. éK
ðX. \È@ 	à@" ú

	F\K
 B ú
G. ðPñ"Ë@ XAê.
KB@ \Ð H@X.ðA 	®ÖÏ @ CJ. 	K @
Baseline The start of negotiations with the European Union does not mean that
membership has become predictable.
Triplets The start of negotiations with the European Union does not mean that
membership has guaranteed.
Reference The start of negotiations with the European Union doesn’t mean that
the membership is guaranteed.
Table 6.35. Crosslingual triplets on NIST 2009 AR-EN.
nist06 (dev) nist08 (test)
BLEU[%] TER[%] BLEU[%] TER[%]
baseline 43.0 50.3 39.8 52.7
triplets palign(e|f, f ′) 44.0 49.2 40.6 51.8
triplets pcl(f |e, f ′) 43.7 49.6 41.4 51.5
combined 44.0 49.2 41.5 50.9
this section have to be taken with a grain of salt.
6.5 Triplets in hierarchical phrase-based MT
This section presents results obtained with the JANE decoder [Vilar & Stein+ 10], a hierarchical
phrase-based SMT system, and compares it to the standard phrase-based system used for the ex-
periments in the previous sections. The presented material is based on [Huck & Ratajczak+ 10].
The training corpus consisted of 2.5M Arabic-English sentence pairs to set up both the hi-
erarchical and conventional phrase-based models. Word alignments were produced in both di-
rections with the GIZA++ tool and symmetrized according to the refined method proposed by
[Och & Ney 03].
The scaling factors of the log-linear model combination were optimized on the official evaluation
data of the 2006 NIST MT task (MT06) whereas MT08 was used as held-out test data.
6.5.1 System
The setup includes a 4-gram language model with modified Kneser-Ney smoothing which was
created with the SRILM toolkit [Stolcke 02] and was trained on a large collection of monolingual
data including the target side of the parallel corpus and LDC Gigaword v4. A perplexity of 97
was calculated on the four reference translations of the dev set (MT06).
In the hierarchical system, a shallow search was performed where substitutions of non-terminals
by strings containing non-terminals were not allowed. Cube pruning was applied with generation
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Table 6.36. Triplet model training: number of triplets, time and memory usage for unconstrained and
path-aligned models.
no. of triplets training time training mem.
[h:min] [GB]
pall (e|f, f ′), occ7 140.4M 34:48 7.1
—, occ10 98.8M 32:53 4.8
palign(e|f, f ′), no cutoff 128.6M 3:11 11.0
—, occ2 45.0M 2:27 3.8
—, occ3 27.1M 2:29 2.2
—, occ4 20.2M 2:27 1.6
of 500-best hypotheses. Furthermore, observation histogram pruning was set to 50.
Apart from the hierarchical phrase translation model, the language model and the extended
lexicon models, the log-linear model combination of the system comprises phrase and lexical
translation probabilities in both directions (source-to-target and target-to-source), two features
controlling the application of hierarchical rules as opposed to initial rules, length penalties on
word and phrase level and four binary count features [Mauser & Zens+ 06].
The phrase-based MT system is based on [Zens & Ney 08]. Similarly to the hierarchical system,
phrase translation and word lexicon models in both directions were incorporated, as well as
phrase and word penalties, a binary feature indicating a source phrase length of 1, a distortion
model and the language model. Phrase level IBM reordering constraints are applied according
to [Zens & Ney+ 04b].
Triplet lexicon models were trained on a manually selected high-quality subset consisting of
717 133 sentences of the parallel data. The triplets were trained for 6 EM iterations with various
count cutoffs and different constraints. A cutoff of n denotes discarding events that occurred
less or equal n times in the training data and is denoted by occn in the tables. Several path-
constrained triplet models were considered including different pruning strategies: one without
any count cutoff and three with cutoffs at 1, 2, and 3, respectively. A symmetrized GIZA++
word alignment equivalent to the one used for phrase extraction is applied during the training
of the path-constrained triplet models.
Translation results for an unconstrained triplet model without count cutoff could not be ob-
tained since the computational costs in terms of memory consumption and runtime during search
were not feasible. As an alternative, the unconstrained triplet models were trained with thresh-
olds of 7 and 10, the former denoting the triplet model with the largest number of triplets that
could be used given the time and memory constraints. Details on the sizes of the models and on
the computational requirements for their respective training are shown in Table 6.36.
6.5.2 Results
Translation results comparing the various triplet models against both hierarchical (HPBT) and
standard phrase-based (PBT) systems are shown in Table 6.37. There is a difference of up to 0.9%
BLEU between the baselines of the two approaches in favor of the plain phrase-based method.
Taking a closer look at the triplet models, we observe that unconstrained triplets perform better
in the HPBT system while path-constrained triplets seem to be more helpful in conventional
phrase-based setups. Setting high occurrence thresholds for the path-aligned models seems to
deteriorate the results. Since the number of overall events is already reduced due to the alignment
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Table 6.37. Results for the NIST Arabic-English translation task. BLEU/TER results are in [%].
MT06 (dev set) MT08 (test set)
HPBT PBT HPBT PBT
BLEU TER BLEU TER BLEU TER BLEU TER
Baseline 43.2 50.8 44.1 49.4 44.1 50.1 44.7 49.1
unconstrained, cutoff 7 44.5 49.2 44.8 48.8 45.6 48.6 45.2 48.6
—, cutoff 10 44.4 49.1 44.6 49.2 45.3 48.8 44.9 49.0
path-constrained, no cutoff 44.3 49.4 44.7 49.1 44.9 49.3 45.3 48.7
—, cutoff 2 44.2 49.6 44.8 48.9 44.8 49.3 45.4 48.8
—, cutoff 3 43.4 50.0 44.5 49.3 44.1 49.8 45.0 49.1
—, cutoff 4 43.5 50.6 44.5 49.5 43.8 50.2 44.9 49.3
DWL baseline 45.3 48.7 45.1 48.4 45.6 48.4 45.6 48.4
— + pall(e|f, f ′) occ10 45.0 48.9 45.1 48.5 45.3 48.6 45.5 48.5
— + palign(e|f, f ′) 45.2 48.8 45.1 48.6 46.0 48.5 45.8 48.3
— + palign(e|f, f ′) occ2 45.1 48.9 45.4 48.4 45.5 48.5 46.0 48.3
information, we recommend against the use of cutoffs for this setting. For unconstrained models
where training of all triplets is not feasible, one could use higher cutoffs, depending on the overall
amount of training data, and still obtain improvements on the test set. Overall, the impact of
the triplet models is +0.8-1.5% BLEU for HPBT and around +0.6% BLEU for PBT on the test
set. TER scores drop by approximately 0.5%.
The discriminative word lexicon achieves notable improvements but also needs much longer
to train. Compared to the best triplet model (unconstrained with occurrence threshold of 7)
which needs about 1.5 days of training on a single CPU, the DWL model training is significantly
slower. The total training time for the DWL was 4786.3 hours which can be achieved in two
days on a high-performance computing cluster using 100 CPUs. One advantage over the triplet
model training is that each task needs only a very small amount of memory. The improvements
on the test set reach +1.5% BLEU for HPBT and +0.9% for PBT. The overall best performing
system integrates a combination of triplet and DWL models during search. PBT and HPBT
both achieve improvements in translation accuracy from 44.7% and 44.1%, respectively, to up to
46% BLEU on the MT08 test set.
6.6 Summary
This chapter presented a line of experiments that investigated triplet lexicon models in a phrase-
based statistical machine translation system. In summary, we observe that overall improvements
in translation quality can be achieved on various levels. The effect is somewhat lower for triplets
when used in a reranking framework in comparison to application during the search process. We
first investigated basic reranking performance on smaller systems in order to find robust settings
for the training setup, e.g. whether to include empty words, singletons, how many EM iterations
to use for training and so on. A general recommendation is to train a model including empty
words and to use as much events as possible, i.e. to reduce pruning as memory constraints allow
it. If huge amounts of training data are available, one can consider pruning using an occurrence
threshold. However, it is more advantageous to use constrained triplet models, e.g. the path-
aligned model that reduces the number of triplets due to the word alignment. This enables us
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to incorporate more data into the training. The constrained model is also the preferred model
for the search process due to its much smaller size compared to a full (unconstrained) model. In
general, it is sufficient to train a triplet model for 4–6 iterations using the EM algorithm. With
trimming, we can further reduce model sizes by dropping triplets with very small probabilities. It
is not recommended to train more than 10 EM iterations since perplexities on test data indicate
a quick overfitting of the models on the training data. More elaborate smoothing methods going
beyond the use of floor values might help in the future. Table 6.38 gives a detailed summary
on the overall results of this chapter. Besides tasks and the language pairs, the table presents
the method, i.e. whether rescoring or search (or a combination) was used, the triplet types,
e.g. path-aligned vs. unconstrained models including direction, and the improvements in BLEU
and TER on test sets. As baselines, we chose the strongest available baseline. For rescoring,
e.g., this is an already rescored n-best lists including standard rescoring models as described
in Section 5.2, especially the related IBM model 1. Thus, for pure rescoring, we observe only
minor improvements, if at all. For the application of triplets during search, the results look
more promising since translation quality improvements by roughly +1–1.5% BLEU and around
-1.0% TER can be observed on large-vocabulary tasks such as NIST Arabic-English and Chinese-
English. The combination of two triplet models in search give the best results although their
training and application is very costly in terms of computation time and memory consumption.
In the future, a distributed framework, e.g. based on Map-Reduce [Dean & Ghemawat 04], might
improve the training, whereas an on-demand loading strategy of the models (similar to binary
phrase-tables [Zens & Ney 07]) would have a positive impact on the memory footprint during
decoding.
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Table 6.38. Summary of triplet performance. Scores show “baseline → improved result”. Rescoring base-
lines include related IBM model 1. Search baselines include related inverse IBM model 1. Ab-
breviations: A-Arabic, C-Chinese, E-English, F-French, S-Spanish; NW=news wire, WT=web
text.
Task Lang. pair Method Triplet type BLEU[%] TER[%]
IWSLT C-E Rescoring pall(f |e, e′) + 39.4 → 39.7 45.3 → 45.2
pall(e|f, f ′) +0.3 -0.1
EPPS E-S Rescoring palign(f |e, e′) + 51.8 → 52.0 35.5 → 35.2
palign(e|f, f ′), ∆max = 5 +0.2 -0.3
EPPS S-E Rescoring palign(f |e, e′) + 50.6 → 50.7 36.3 → 36.0
palign(e|f, f ′), ∆max = 5 +0.1 -0.3
GALE NW C-E Search pall(e|f, f ′), 32.9 → 33.2 59.2 → 58.4
∆max = 10 +0.3 -0.8
GALE WT C-E Search pall(e|f, f ′), 25.5 → 26.2 64.4 → 64.2
∆max = 10 +0.7 -1.0
GALE NW C-E Search + palign(e|f, f ′) + 33.3 → 33.9 58.0 → 57.9
Rescoring pall(f |e, e′) + e|f, f ′) +0.6 -0.1
GALE WT C-E Search + palign(e|f, f ′) + 26.8 → 27.6 63.1 → 62.1
Rescoring pall(f |e, e′) + (e|f, f ′) +0.8 -1.0
NIST C-E Search pall(e|f, f ′), 26.8 → 27.7 65.1 → 63.6
∆max = 10 +0.9 -1.5
QUAERO A-F Search palign(e|f, f ′) 48.1 → 48.8 50.0 → 49.8
(CESTA) +0.7 -0.2
NIST A-E Search (comb.) palign(e|f, f ′) + 40.5 → 42.0 51.9 → 50.7
w/ DWL pall(f |e, e′), ∆max = 10 +1.5 -1.2
NIST A-E Search (comb.) palign(e|f, f ′) + 39.8 → 41.5 52.7 → 50.9
w/out DWL pcl(f |e, f ′) +1.7 -1.8
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Large-scale Multi-genre Systems
As was shown in the previous chapter, statistical machine translation is constantly heading
towards larger translation tasks. Looking at, e.g., the NIST MT evaluations over the last few
years, the amount of available mono- and bilingual corpora has steadily increased. Today’s
state-of-the-art SMT systems have to cope with vast amounts of training data. Language pairs
such as Chinese-English or Arabic-English are widely used in evaluations in order to establish
a comparison of different systems and, thus, different approaches to statistical and data-driven
machine translation. By moving from single-word translation models to phrase-based models,
the computational requirements also rose immensely, which is partly compensated by utilizing
more powerful machines. Clearly, the trend goes towards parallel and distributed computing.
Building a machine translation system for a new language pair from scratch is a task involving
multiple steps. In the previously presented systems, the starting point is mostly from available
data which are already aligned on sentence level. One of the advantages of data-driven systems
is the possibility to build them without too much knowledge about the involved languages. It is
not necessary to manually create, e.g., grammar rules that reflect diverse structural properties.
Instead, data-driven systems infer all needed knowledge from large amounts of parallel texts. If
there are no available parallel corpora, one has to gather suitable data that can be utilized for
bootstrapping parallel texts. The web is an ideal collection of a multitude of documents suitable
for this task. Many web sites (e.g. in the news domain) provide articles translated in several
languages.
This chapter presents findings on the creation of a large-scale statistical machine translation
system for the Arabic-French language pair [Hasan & Ney 08] that has been investigated in the
TRAMES1 project from 2005–2007. This system was one of the first for Arabic to French
that was statistically trained on a large amount of bilingual data which was gathered specifi-
cally for this purpose, whereas early systems for this language pair, e.g. [Mankai & Mili 95] or
[Alsharaf & Cardey+ 04] (although for the reverse direction French-Arabic) were rule-based and
lacked detailed evaluation of translation quality.
The most important upgrades to the prototype from [Hasan & El Isbihani+ 06] were using a
larger training corpus that incorporates additional data, applying improved preprocessing and
general fine tuning of the system for several settings, i.e. text translation (e.g. news articles)
and audio transcripts (e.g. broadcast news (BN)). The system is tuned for online translation
capabilities resulting in speeds of up to 250 words per second. Memory efficiency is obtained
by using a binary format of phrase tables with load-on-demand capabilities. Compared to the
first prototype published at LREC’06 which serves as a baseline, the updated system achieves
significant improvements of around +4% BLEU for the text setting and a favorable +20% BLEU
for the audio setting.
Recent trends in SMT also move away from single-purpose systems and focus on multi-genre
capabilities instead, dealing with more than one type of input text, cf. e.g. latest GALE or NIST
evaluations where the tracks are split into newswire, web texts, broadcast news and broadcast
1Traduction Automatique par Me´thodes Statistiques
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conversation genres. In addition to translating written text, in particular news as well as web
texts such as newsgroup articles or weblog entries, much research has been devoted to systems
providing speech translation capabilities, i.e. translating audio transcripts such as broadcast
news and conversations from TV or radio networks. In an ideal setting, these hybrid systems
detect the type of input provided to them and actuate the corresponding settings that maximize
performance for each genre. In the following, we present a system that is able to deal with
several input types which are manually defined by the user so far, although we see no restriction
of applying text classification methods to determine the genre on-the-fly.
7.1 Data acquisition and Arabic word segmentation
The starting point for each statistical system is the acquisition of parallel texts which are usable
for training the models. The Linguistic Data Consortium (LDC) issues numerous parallel corpora
aligned at sentence level for language pairs such as Arabic-English and Chinese-English (cf.
projects TIDES and GALE), but a parallel bilingual corpus does not exist for Arabic-French so
far.
There are several sources in the world wide web that give access to language resources both in
Arabic and French, such as international organizations (e.g. Amnesty International, UN, WHO),
news agencies (e.g. AFP, BBC, Reuters) and journals (e.g. Le Monde Diplomatique). Usually,
the problem is to find Arabic and French articles that are translations of each other, i.e. to infer
a document alignment which serves as a starting point for creating sentence-aligned bilingual
corpora. In [Fry 05] it is reported that the use of RSS news feeds can do a favorable job for
automatically gathering parallel texts for this task.
As a first prototype, we downloaded and aligned data on the document level from the archives
of Amnesty International.2 This resulted in 7.6 million running words, but with a rather limited
vocabulary size of 37K. The UN documents database3 served for gathering around 62K documents
ranging from January 2001 until July 2005 with a total of 108 and 105 million running words
for Arabic and French, respectively, whereas the vocabulary size increased to roughly 250K
(approximately half of it being singletons). This yielded enough data to build a first prototype of
a statistically-driven machine translation system for Arabic to French. In a second-phase system
update, we added published documents up to April 2007, the archives of Amnesty International
and articles from Le Monde Diplomatique. For the audio mode of the system, broadcast news
transcripts of Arabic TV and radio stations (e.g. Orient, Qatar, BBC, Alarabiya, Aljazeera,
Alalam) were produced for the TRAMES project by Vecsys4. In total, approximately 250 audio
documents consisting of 90 hours radio and TV broadcasts were transcribed resulting in 21K
sentences with 585K running words of domain-specific material for the audio domain. This
corpus significantly improved performance on the audio setting (cf. Section 7.3).
Detailed statistics of the updated training corpora can be seen in Table 7.1. The size of
the source language vocabulary increased significantly which is due to a modified preprocessing
scheme which does not overly segment the Arabic words. All data was merged and used for
joint phrase tables and language models. The various settings can be controlled using different
configurations for the scaling factors of the log-linear models which will be explained later on.
In order to generate the parallel corpus, we used two steps to accomplish this task. First, the
documents had to be aligned at sentence level. For this, a preprocessing step was carried out
2http://www.amnesty.org/
3http://documents.un.org/
4http://www.vecsys.fr/
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Table 7.1. Comparison of corpus sizes of the 2005 prototype and the final upgrade in 2007.
2005 system 2007 system
Arabic French Arabic French
Doc. pairs 62K 74K
Sent. pairs 4.7M 6.6M
Run. words 108.1M 104.8M 151.3M 180.2M
Vocabulary 245K 288K 427K 301K
to tokenize the words, i.e. split punctuation marks and special characters. Secondly, an Arabic
word segmentation was applied in order to reduce the overall size of the vocabulary. This step is
crucial due to the rich Arabic morphology which allows for decomposing the words into several
morphemes, dividing the word into a number of prefixes, the stem and eventual suffixes. For
each of the gathered documents and their corresponding translations, a sentence-aligned version
had to be produced for the whole repository. We applied a method that is based on [Moore 02]
which incorporates a sentence-length-based model and a pruned dynamic programming search
to efficiently find alignments of sentences with high probability. For this task, word-level IBM
model 1 probabilities are estimated on the fly.
In order to reduce the number of unknowns, we tokenized the sentences and preprocessed the
Arabic part by using stemming methods to split the words into prefixes, stem and suffixes, which
is necessary due to the fact that some types, e.g. determiners, prepositions and pronouns, are
connected to the main word. As an example, wbAlqlm (ÕÎ®ËAK. ð, which means “and with the pen”)
consists of a compound prefix made up of three smaller prefixes, namely w (ð, “and”), b (H. ,
“with”) and Al (È@, “the”). We use a finite-state-automaton approach that codes possible prefixes
and suffixes to carry out the segmentation. With this approach, the out-of-vocabulary (OOV)
rate could be reduced from 4.5% to below 1% for the development data and from 8.2% to 2.6%
for the test data.
The initial preprocessing of the baseline system used a frequency-based approach that de-
termined segmentation points of Arabic words given a set of prefixes and suffixes and their
corresponding frequencies. The segmentation for the updated system was further refined by
[El Isbihani & Khadivi+ 06] and incorporates a finite state automaton-based approach by split-
ting compound words depending on the context already split so far. It could be shown that
this approach outperforms the simple frequency-based approach which tends to segment words
too excessively and results in a small vocabulary size but less translation accuracy. The finite
state-based method reverses this effect. Due to the different approaches, the vocabulary sizes
and number of running words vary significantly, as can be seen in Table 7.1. For an addi-
tional comparison on Arabic preprocessing in the context of Arabic-French SMT systems, see
[Hasan & Mansour+ 11].
7.2 System
The system core that was used for TRAMES is a phrase-based statistical machine translation
system as presented in [Bender & Matusov+ 07]. The incorporated models used during decoding
are a phrase-based and word-based lexicon model in both translation directions, a language model,
phrase count features, length-based models for word and phrase penalty, as well as an optional
reordering (or distortion) model based on the jump width. Since the system is designed for online
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Table 7.2. Official case-sensitive CESTA2 evaluation results in the medical domain for the Arabic-French
prototype based on UN data.
BLEU[%] NIST WER[%] PER[%]
40.84 8.94 54.8 42.5
translation speeds, the second translation pass using rescoring of n-best lists is omitted. However,
the decoder can be configured to completely skip the reordering routines. In general, reordering
makes MT very slow due to the combinatorial explosion of (usually local) permutations of groups
of words. This was one of the key feature that boosted the speed of the system significantly.
Furthermore, we achieved significant improvements for the audio setting by retuning the system’s
parameters on a genre-specific development set fromt the broadcast news domain. The pruning
parameters of the decoder affect its beam size and can be used to further control the speed and
quality of the system output. Low beam sizes (i.e. large amounts of hypotheses pruning) decrease
the translation quality to some extent but obtain high throughput in terms of the number of
words that are translated per second.
Genre-specific tuning
The 2005 system participated in the second CESTA evaluation held in October 2005 as only par-
ticipant for the Arabic-French track and scored a favorable BLEU score of 40.8% (case-sensitive).
The evaluation data originated in the medical domain, i.e. news articles from the web site of
the World Health Organization (WHO). The effect of adaptation to this domain is reported in
[Hamon & Hartley+ 07].
As a second stage of operability, a mode for translating audio transcripts was added to the
system. For this purpose, an additional corpus has been produced for the TRAMES project (cf.
Section 7.1) and was added to the phrase table and language model training procedures. The
next section shows large improvements based on this step for the audio setting. An important
aspect was genre-specific tuning of the system’s parameters, cf. also [Bender & Matusov+ 07].
The adjusted model scaling factors help to adapt the system from the text to the audio domain
and achieve a significant improvement in BLEU score.
The parameters of the system can be set on-the-fly which enables the translation server to be
started once and operate according to the user’s preferences who manually defines what kind of
input data is used. In future extensions, one could apply text classification methods that do this
step automatically and let the system adapt to the determined domain without the user’s input.
7.3 Results
The prototype has been evaluated in the second CESTA evaluation campaign for the Arabic-
French track [Surcin & Hamon+ 05]. The BLEU score of the evaluation set is 40.8% using four
reference translations for automatic system evaluation. The evaluation data was in the medical
domain, a fact that was not made public prior to the evaluation. Thus, the system was trained on
extrinsic data but still seems to result in robust translation performance. It is expected to improve
the results by incorporating more in-domain data, such as specialized medical dictionaries or data
from the WHO website. From the initially distributed 13 134 sentences, only a subset of 824
was selected for final evaluation. Thus, the actual evaluation set was masked in order to prevent
cheating. The evaluation results of the Arabic-French prototype are given in Table 7.2. Some
translation examples are shown in Table 7.3. For detailed results, see [Choukri & Dabbadie+ 06].
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Table 7.3. Translation examples for the Arabic-French translation system on the medical evaluation set
from the CESTA2 evaluation.
Arabic source sentence Generated French translation
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Table 7.4. Test data for the text (CESTA run2 evaluation data) and audio (Arabic broadcast news) setting.
Text setting Audio setting
Arabic French Arabic French
Doc. pairs 30 7
Sentences 824 3 296 (4x) 466 1 864 (4x)
Run. words 22 045 102 087 16 847 91 557
Vocabulary 4 441 6 335 5 952 6 943
OOV rate 0.40% - 1.1% -
Table 7.5. Results of the system updates on various test settings (CESTA run2 text, BN audio transcripts,
4 reference translations each, case-sensitive BLEU, scores in percent).
1st sys 2nd sys +BN-LM 3rd sys
2005 2006 2007
CESTA run2 40.8 42.9 43.8 44.8
Arabic BN
text setting 20.9 29.7 - 34.4
audio setting - 34.4 37.6 41.1
Error analysis
A brief error analysis of the translation output shows typical problems when dealing with Arabic
translation:
• The form of the verb and its context determine a missing pronoun implicitly in Arabic
(cf. pro-drop languages). A common case of this error is a translation such as “Peut leur
expliquer comment les types . . .” with a missing subject. A correct translation would be
“On peut leur expliquer . . .”.
• The absence of copular verbs, e.g. eˆtre, is frequently observed in Arabic. Thus, translations
with missing copulas such as “pratiquement a` e´radiquer la polio” are common. A correct
translation would be “la polio est en voie d’e´radication”.
• Due to the rich Arabic morphology, the translated verb forms are often incorrect.
• VSO word order (Verb-Subject-Object) is common in Arabic. Thus, some translations
have a wrong word order, e.g. “ont e´te´ environ 76 000 personnes” instead of “pre`s de
76 000 personnes sont devenues”.
Results after system update
For the hybrid system (that handles both text and audio transcripts), an audio test set was added
to the evaluation loop (see Table 7.4). For the text setting, the official CESTA run2 evaluation
data is used, whereas for the audio setting, a special subset of the BN transcriptions is chosen.
Each evaluation corpus contains 4 reference translations on the target language side.
The performance of the system over time is shown in Table 7.5. The “starting” point is
the 2005 prototype system trained on documents of the UN as shown in Table 7.2. The second
system update incorporated the improved preprocessing, manual BN transcripts, additional data
like Amnesty International and Le Monde Diplomatique and was tuned separately for the text
116
7.3 Results
Table 7.6. Genre-specific model weights for text and audio setting.
model text setting audio setting
Main LM 0.476 0.069
Genre-specific LM (BN) 0.156 0.257
Phrase models 0.398, 0.342 0.059, 0.211
Word lexicons 0.536, 0.176 0.381, 0.046
Phrase penalty 0.998 1.095
Word penalty -0.759 -0.480
Phrase count models -0.36, -0.65, -0.31 -0.07, -0.07, -0.50
and audio condition. As can be seen, the genre-specific tuning results in significant performance
gains on the audio setting, i.e. 34.4% instead of 29.7%, whereas the additional BN transcripts
boost overall system performance from 20.9% to 29.7%, which is a 42% relative improvement. A
specially tuned language model on 700M running words of additional French data (newspapers
and newswire, additional audio transcripts, web data) provided by LIMSI increased performance
for another 3.2% absolute.
Finally, downloading and incorporating a large number of additional documents of the UN
database and retuning system parameters including the additional BN-LM resulted in the third
system upgrade which increased overall system performance for both settings, ending in 44.8%
BLEU for text and 41.1% for audio, respectively. There is a difference of 6.7% BLEU between
the text and audio setting on the Arabic BN test set, roughly half of it being due to a high BLEU
brevity penalty of 0.91 (BLEU precision is 38.0%), which shows the importance of genre-specific
tuning of the system’s parameters.
The configurations were chosen in terms of best tradeoff between quality and speed. For the
results reported, we use a 5-gram language model on the text data and an interpolated one
including the 4-gram broadcast news LM on the audio data. This setting achieves translation
speeds between 40 words/sec (audio) and 100 words/sec (text). When using a 4-gram LM and a
slightly smaller beam size, the quality drops down to 43.4% and 40.0% BLEU for text and audio,
respectively, but boosts translation speed up to 250 words per second.
Table 7.6 gives an excerpt on the tuned weights (lambdas) for the models used in the loglinear
combination during search. It can be observed that the genre-specific language model based on
transcribed broadcast news data has larger impact on the system for the audio domain. Also,
we can see that the text setting favors longer sentences since the word penalty weight is smaller
than for the audio system, thus favoring longer hypotheses.
7.3.1 Comparison to Moses
We compare the final system to Moses5 [Koehn & Hoang+ 07], an open-source translation toolkit.
The Moses system uses its own implementation of phrase extraction, phrase scoring (although
similar to the approach used in the TRAMES system, i.e. based on relative frequencies) and
minimum error rate training. The results are shown in Table 7.7 for both CESTA run2 and
Arabic BN test data.
The systems use the same word alignments as starting points for phrase extraction and scoring
and incorporate identical 4-gram LMs for text and audio. The beam size is adjusted to reflect
the same amount of pruning. As can be seen, the performance of the TRAMES system is slightly
5available at http://www.statmt.org/moses
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Table 7.7. Translation results and speeds for Moses and the TRAMES system. Phrase extraction is carried
out on the same word alignments, same 4-gram language model is used, comparable beam sizes.
BLEU TER Translation speed
[%] [%] [words/sec]
CESTA run2
Moses 42.2 52.25 14.2
TRAMES 43.4 51.30 222.0
Arabic BN
Moses 39.5 53.37 18.6
TRAMES 40.0 52.93 249.3
Table 7.8. Translation example showing overall progress on CESTA run2 test data (text setting) after
different system upgrades over a three-year period.
Arabic source
	XA 	m' @ð É 	®¢Ë@ úÍ@ Ð

B@ 	áÓ 	QÖÏ @ @ 	Yë ÈA®J 	K @ 	áÓ éK
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»Q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French sys1 2005 et met l’accent sur la pre´vention de cette maladie de la me`re
a` l’enfant et une de´marche pour la promotion de la sensibil-
isation du public chez les jeunes.
French sys2 2006 L’accent est mis sur la pre´vention de la transmission de la
me`re a` l’enfant et une approche pour la promotion de la
sensibilisation du public chez les jeunes.
French sys3 2007 L’accent est mis sur la pre´vention de la transmission de la
maladie de la me`re a` l’enfant et une approche pour promou-
voir une prise de conscience parmi les jeunes.
French reference translation L’accent est mis sur la pre´vention de la transmission de cette
maladie de la me`re a` l’enfant et l’adoption de la de´marche de
la ge´ne´ralisation de la prise de conscience parmi les jeunes.
better for both text (+1.2%) and audio (+0.5%) which might partly be due to the additional
phrase count features which are missing in the Moses decoder. What stands out more are the
translation speeds. The TRAMES system is around 16 times faster than Moses in the text
domain if used in speed mode, resulting in 222 words/sec, whereas audio is translated 13 times
as fast as in Moses, resulting in roughly 250 words/sec. All experiments were carried out on
a 2.2 GHz AMD Opteron and used less than 3.5 GB of memory. The advantage is due to the
monotone translation mode which is used for maximum throughput. We also disabled reordering
in the Moses decoder by increasing the jump penalty but the search still tries to reorder the
hypotheses (although the reordered ones are finally rejected due to the large penalty). The
TRAMES system does not consider reordering at all in this mode since the affected parts in the
source code responsible for reordering are skipped. Ultimately, this comparison is not completely
fair but shows the effective operating modes of the two decoders at that time.
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Table 7.9. Translation example showing overall progress on Arabic broadcast news test data (audio setting)
after different system upgrades over a three-year period.
Arabic source A 	K A 	¯ @ðð Ð@Y éÒ» Am× ÈAJ
k ú

	G @QK
B @ ¨PA Ë@ XðXP YP YÒm×
	AK
P
. ú
ÍA
JË @ QK
Q®JËAK.
French sys1 2005 Riyad Mohammed suivi re´ponses la rue des unk ú

	G @QK
 @ pour
juger Saddam et unk A 	K A 	¯ @ð du rapport unk ú
ÍA
JË @.
French sys2 2006 Riad Mohamad de suivre les mesures prises par la rue irani-
enne par juger Saddam et nous a fait parvenir le rapport
suivant.
French sys3 2007 Riad Mohamad suivi de la re´ponse de la rue iranienne en-
vers le proce`s de Saddam et nous a fait parvenir le rapport
suivant.
French reference translation Riad Mohamed a scrute´ les re´actions dans la rue iranienne
au sujet du proce`s de Saddam et nous a pre´pare´ le reportage
suivant.
Translation examples
Translation examples are shown in Table 7.8 for the text and Table 7.9 for the audio setting.
Increasing translation quality can be noted when comparing the three main system outputs (in
2005, 2006 and 2007) to the reference translation. As can be seen, the non-adapted first system
has problems with the audio domain: the OOV rate here is 7.8%, resulting in many unknowns
(which are marked with label “unk ” in the text). The BN data upgrade in 2006 fixed this
problem.
7.4 Server-based extensions
Another mode of operability in the TRAMES system is a server-based component that can be
used for various API calls related to translation. One of the implemented modes is interactive
search, a mode which allows for partly corrected translations, e.g. made by a professional trans-
lator who is assisted by the SMT system, to be fed back into the system to produce an updated
translation based on the provided prefix. This process is called computer assisted translation
(CAT) and aims at helping professional translators to ease translation of texts from one lan-
guage into another. The broad term covers many aspects, reaching from electronic dictionaries,
terminology databases, automatic translation systems and other modules, such as translation
memories. A crucial component is the machine translation system, as it imposes most of the
computation and memory requirement constraints. Obviously, a separation of the translator’s
environment and a dedicated translation server is intelligible [Och & Zens+ 03].
Generally, there might be additional components involved in the overall translation process,
such as preprocessing, on-the-fly reranking and eventual postprocessing (e.g. truecasing). For
TRAMES, a framework was implemented that allows for several modules to be connected in
series, employing a common interface and defined data structures as input and output. Thus,
the overall maintenance effort is facilitated.
The idea is to use translation objects [Hasan & Khadivi+ 06] that hold all necessary informa-
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tion and pass them from one application to another. For flexibility reasons and ease of use, we
chose TCP/IP sockets to accomplish this task. Socket modules are available in all major pro-
gramming languages, such as C++ or Python. Each program therefore has to incorporate only a
small set of basic capabilities, i.e. receiving, parsing and sending the object, in order to be useful
in the application chain. One major advantage is that many such modules can be provided by
different research groups and easily set up for experimentation. By using TCP/IP, the servers
even do not need to be in one intranet but can be located anywhere on the internet instead.
A multi-level design of interactive machine translation was already suggested by [Melby 83]
based on work presented in [Kay 80]. The main idea is to provide an environment with inter-
active capabilities to a human translator that suggests extensions of a partly translated sen-
tence. The user can either accept or reject these completions. One implementation of such a
tool was performed within the TransType project [Foster & Isabelle+ 96, Foster & Isabelle+ 97,
Langlais & Foster+ 00]. The assistance tool was then refined for the TransType2 project
[Esteban & Lorenzo+ 04]. Furthermore, an earlier prototype demonstrating this concept was
already presented in [Isabelle & Dymetman+ 93].
In the following, we enhance a phrase-based SMT system with interactive search capa-
bilities. An alternative phrase-based approach using alignment templates was presented in
[Och & Zens+ 03]. It uses a word-graph as a compact representation of the search space
and locates nodes that correspond to word sequences with minimum edit distance to a given
prefix. An investigation on different search strategies based on this approach is reported in
[Bender & Hasan+ 05]. Other approaches use stochastic finite-state transducers that represent
weighted graphs and, thus, efficiently code possible source-target sentence pairs in a compact
manner [Civera & Vilar+ 04].
Dynamically loaded phrase tables
It is a common approach in phrase-based systems to limit the phrase table to a specific test
corpus. This results in a significant reduction of the size of the table and enables the usage of
long phrases. The disadvantage is that a new phrase table has to be generated for previously
unknown source sentences. As the generation of a phrase table is very time consuming, this
approach is not feasible for an interactive application.
To overcome this limitation, we generate a phrase table that contains all phrases from the
training corpus up to a certain length (in our case about five or six source words). Experiments
have shown that the use of phrases beyond that length results only in very small improvements.
Unfortunately, this full phrase table is too large to fit into memory. Therefore, the phrase table
is stored on disk and the MT engine dynamically loads only the parts into memory that are
required to translate the current source sentence [Zens & Ney 07]. To ensure fast loading, a
binary file format is used that consists of a one-to-one mapping of the representation in mem-
ory. Experiments have shown that there is no significant drawback of this method in terms of
translation speed.
7.4.1 Architecture
To give an overview on the architecture, we start with an example scenario: a translation request
for a source language sentence is issued by the client to a dispatcher which creates a translation
object containing the source sentence and passes it to a preprocessing engine. After this step
(which might involve sentence segmentation, lowercasing, tokenization, categorization), the pre-
processed sentence is passed to the translation engine. After having produced n-best translations,
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Figure 7.1. Architecture overview: translation objects are passed to the server modules and processed
accordingly.
the modified object holding the hypotheses is passed into a module that applies, e.g., domain-
specific reranking. Finally, the reranked translation object is sent to a postprocessing module
that forwards the final object back to the dispatcher and from there to the original client. In a
multi-client setting (e.g. in an environment where many translators work at their desktops), this
kind of parallelism helps to speed up the overall workflow.
Figure 7.1 depicts the setting from our example scenario. The path of modules to be taken for
processing the translation object is not fixed but rather coded within the object according to the
client’s settings and needs. Thus, some of the servers can be skipped. It is also possible to set up
more dispatcher processes that reflect several available configurations (such as specific language
pairs or translation domains). The server module IP addresses are stored in a queue. Each
module that finishes processing removes itself from the queue and sends the resulting translation
object to the following server. The original client IP address is stored separately. The last process
sends the final translation object back to the client.
The following data structures within a translation object are currently envisaged or already
incorporated in the prototype:
• the source sentence to be translated
• the current prefix that is already translated (empty for initial request)
• a list of completion objects that hold
– translation hypotheses
– model scores
– alignment information
– word-level confidences
• other information, such as the number of requested n-best completions
• queue with server addresses (application chain used for processing the translation object)
• original client address information
The representation of a translation object can be coded in various ways. Currently, we use
low-level string representations, but an extendable XML-like structure is envisaged. If the format
of the translation object’s encoding is changed, only the input and output routines have to be
adapted accordingly.
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Interactive Session for XRCE Spanish-English ma/ks
prefix:
extension: The Font Management Utility is deleted from the system.
prefix: The Font Management Utility is r 1/1
extension: emoved from the system.
prefix: The Font Management Utility is removed from yo 1/2
extension: ur
prefix: The Font Management Utility is removed from your 1/-
extension: the system.
prefix: The Font Management Utility is removed from your s -/1
extension: ystem.
prefix: The Font Management Utility is removed from your system. 1/-
extension:
source: La Utilidad de administracio´n de fuentes queda
eliminada del sistema.
reference: The Font Management Utility is removed from your
system.
Figure 7.2. An interactive example session of the PBT prototype for a sentence of the Spanish-English
XRCE test set. The numbers to the right denote mouse actions (ma) and keystrokes (ks). In
total, the system results in a KSMR of 8
56
= 0.143.
The overall architecture could be classified as a hybrid peer-to-peer network. The communi-
cation between the clients and the dispatcher modules is situated in a client-server framework,
i.e. the client sends a request and waits for the response from the server. The data flow after
this process is organized in a peer-to-peer fashion. Each server module picks the next peer the
translation object has to be sent to via the IP queue rather than communicating its results back
to the dispatcher. Finally, the overall result is propagated to the dispatcher which then sends it
to the originating client machine.
In order to determine the effort a human translator would need to produce a reference trans-
lation, we use a measure based on the ratio of keystrokes and mouse actions:
• KSMR (keystroke and mouse action ratio): This is the overall number of interactions of the
user with the CAT system divided by the number of running characters for each sentence.
As an interaction, we count keystrokes when typing in characters for parts where the system
does not offer appropriate extensions as well as mouse actions (i.e. mouse clicks) that are
needed to accept a specific part of the provided extension.
The KSMR is obtained by simulating a human translator that types each reference sentence by
using the system’s translations and extensions of an already fixed prefix of the reference sentence.
The KSMR is a bit optimistic since it does not account for the actual time a user needs to read
a proposed extension and then to select the longest matching part. However, for a comparison
of systems and as an upper bound of their usability in a CAT setting, it is admissible.
The average time to generate an extension for a given prefix is between 12 and 100 milliseconds
on the server side, depending on the translation task (see [Hasan & Khadivi+ 06] for details).
For a fair evaluation, we would have to measure the overall runtime on the client side, since we
have some overhead due to the client-server architecture. A manual experiment with our client
prototype showed no noticeable delays if the server runs on a distinct machine. Thus, at least
for a setting in a local area network, the network communication overhead is negligible.
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Interactive Session for EU English-French ma/ks
prefix:
extension: Objet: prolonger le mandat de l’UDE a` inclure la lutte ·
·contre la traite des e^tres humains.
prefix: Objet: e´ 1/1
extension: tendre le mandat de l’UDE a` inclure la lutte ·
·contre la traite des e^tres humains.
prefix: Objet: e´tendre le mandat de l’UDE a` l 1/1
extension: a lutte contre la ·
·traite des e^tres humains.
prefix: Objet: e´tendre le mandat de l’UDE a` la lutte contre · 1/-
·la traite des e^tres humains.
extension:
source: Purpose: to extend the mandate of the EDU to include
the combating of trafficking in human beings.
reference: Objet: e´tendre le mandat de l’UDE a` la lutte contre
la traite des e^tres humains.
Figure 7.3. An interactive example session of the PBT prototype for a sentence of the English-French EU
test set. The numbers to the right denote mouse actions (ma) and keystrokes (ks). In total,
the system results in a KSMR of 5
80
= 0.063.
Figures 7.2 and 7.3 show interactive sessions demonstrating actual output of the system for
sentences of a Spanish-English and English-French task. For a given source sentence, the user
requests a translation. The result is the extension returned in the first row. Subsequently, we
generate the reference translation by selecting the longest match of the extension and, if necessary,
produce the next character. A new extension is then provided for the source sentence given this
new prefix. This process is iterated until the reference has been completely generated. The
number of keystrokes and mouse actions is tracked and used for the calculation of the KSMR.
7.5 Conclusion
In this chapter, we presented the history of one of the first statistically-driven machine transla-
tion systems for Arabic to French as created within the TRAMES project and showed possible
applications within a CAT framework. The system has been applied in an open domain task with
large vocabulary. We described the necessary steps to create such a system: corpus acquisition,
preprocessing (such as Arabic word segmentation), training the models and finally generating
translations. The prototype has been evaluated in the second CESTA campaign on data from
the medical domain.
We showed that an update to the system allowed us to extend the usage to producing high-
quality genre-specific translations for both text and audio domains in real-time. The progress
over the years was achieved using more and particularly genre-specific training data, tuning
the system extensively for the various settings, incorporating better Arabic preprocessing and
optimizing the decoder for maximum throughput.
The overall improvement over a three-year period was from 40.8% to 44.8% BLEU for text
input and from 20.9% to 41.1% for audio transcripts. The remarkable gain for audio is mostly
due to additional domain-specific training data, i.e. Arabic broadcast news transcripts, that were
added to the system during the second upgrade and retuning the parameters for this setting. An
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additional in-domain language model (BN-LM) and more data gathered during 2007 advanced
overall system performance to a state-of-the-art translation engine. Furthermore, the system
was designed for memory efficiency such that it can be used on standard laptops. This was
made possible by using a binary phrase-table representation with load-on-demand capabilities
from disk. Overall memory consumption for high-quality output is below 3 GBs and translation
speeds of up to 250 words per second are achieved with only a small loss in translation quality.
The extensible framework for CAT applications allows for a flexible setup of several components
that interact on a client-server basis. The basic idea is to pass translation objects to the different
applications, similar to message passing as known from computer science. The objects are
processed through the chain of server modules and returned to the client with the final result,
such as n-best completions of a partly translated source sentence.
The presented capabilities have been partly implemented in a prototype within the TRAMES
system. The flexible architecture allows for easy extension with additional modules.
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Conclusions
In this chapter, we summarize the scientific contributions and general findings of this work. This
thesis investigated different aspects of extended lexicon models based on triplets (e, e′)→ f and
(f, f ′)→ e or crosslingual variants such as (e, f ′)→ f . The basic idea is to automatically extract
and train triggers from sentence aligned data. We gave an extensive overview on related trigger-
based approaches found in the literature and presented details of the training framework for
triplet lexicon models based on Expectation-Maximization. Due to the large number of triplets,
we introduced several constrained variants that try to break down the requirements, either by
applying constraints on valid triplet constellations, e.g. by using word alignment information in
the process, or by pruning and trimming techniques.
First of all, applying triplets during the decoding process should be preferred over reranking
approaches. Although we have fully generated translation hypotheses for the latter and can there-
fore consider context from anywhere in the source or target sentence for both triplet directions,
the overall gains were not that satisfactory. One drawback of n-best list rescoring is that the
performance of the rescoring step heavily relies on the quality of the n-best lists. We showed that,
although we can generate 100,000 translation hypotheses easily, the additional gain of reranking
quickly converges at roughly 10,000-best translations, depending on the task. For smaller tasks,
such as IWSLT, we achieve acceptable oracle hypotheses that are, e.g., half the baseline error
rates. For larger tasks, the oracle hypotheses do not satisfy this constraint. Thus, the possible
improvements from rescoring are limited by this fact. In order to achieve more, we would have
to switch from n-best list to word graph rescoring. Implementing and testing a method on word
graphs usually makes it also directly available during the decoding process. Our finding is that a
good model should be applied as early as possible during the translation process such that it has
an early impact on the search and can guide the decoding towards better translations. This is
clearly visible in the experiments that apply triplet lexicon models directly during the decoding
step. Furthermore, we could show that a combination of two models, e.g. by combining both
directions of triggers, further improves translation quality.
In the course of this work, we gave an overview on trigger-based approaches and compared the
well-known IBM 1 model which represents sentence-level source-to-target word dependencies from
parallel data to an extended lexicon model variant based on triplets, i.e. using a second additional
trigger word. We gave an extensive mathematical notation of the triplet model training and its
subsidiary variants, i.e. constraints to the full model that try to reduce the overall number of
triplets and, thus, make the training time and memory requirements feasible. Another important
fact is to select good-quality data. For large-scale systems that are built from hundreds of millions
of running words, we cannot extract all possible triplets and train them accordingly. Thus, it is
helpful to first narrow down subsets that are in-domain with the text to be translated and apply
further constraints, such as word alignment information, to make the models more compact but
still helpful to the search process.
We gave a detailed comparison of triplets applied in reranking and search and compared it to
the IBM model 1. In reranking, IBM model 1 is a very helpful technique to improve translation
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performance without much additional effort since the models are part of the GIZA++ word
alignment training and, thus, a by-product of the general training process of statistical MT
systems. Adding triplets to such a system helps only marginally. This can be explained though
since triplets are a natural extension of IBM model 1. On smaller tasks, the benefit of the second
trigger is limited, as could be seen on IWSLT. The positive impact, however, is more visible when
triplets are used during search directly. Here, we could show improvements by applying single
models which had even more impact when two models were combined with different directions. As
a result, it was shown that the inverse path-aligned model palign(e|f, f ′) outperforms its related
inverse IBM model 1, i.e. p(e|f). The latter does not improve BLEU scores systematically,
whereas the triplet variant helps on a variety of systems, e.g. Arabic-English, Chinese-English,
Arabic-French and other language pairs. The benefit of the word-aligned constraint is that it
reduces the overall number of triplets significantly which makes training feasible and consumes
less memory during decoding. Still, although a combination of two triplet models outperforms
the single variants, one possible drawback is the overall cost of training and applying during
search. We can filter the models given the source vocabulary of a specific test set but the
memory requirements are still huge, especially if two models are applied in parallel. Future work
might address a distributed training environment in order to speed up the training process as
well as an on-demand loadable data structure for the triplet models used for decoding.
Regarding the number of training iterations of the EM algorithm, we saw an optimum of
approximately 4–10 EM iterations. Depending on the overall size of the parallel training data,
it is advised to use occurrence threshold pruning on the extracted triplets and/or trimming of
low probability triplets. We observed the effect that perplexities of the models on test data tend
to increase steadily when running more than 10 EM iterations. This indicates overfitting on the
training data.
We also presented the complete process of creating a large-scale statistical MT system for
Arabic to French, one of the first of its kind, within the project TRAMES. We discussed the
typical life-cycle of a system starting with how to gather parallel data from the web and how
to fine-tune the system for an multi-domain setup. The system is capable of producing online
high-quality translations for text and audio domains. A module for computer-assisted translation
was presented that allows users, e.g. professional translators, to work efficiently with MT-based
systems to help the overall translation process. A possible extension of this work could be to
investigate in more detail whether triplet lexicon models help to reduce translation corrections
made by the professional translator.
8.1 Outlook
The overfitting problem needs to be addressed in future research. So far, we focused on training
of triplet models via the EM algorithm and only implemented straightforward pruning and
trimming approaches based on occurrence cutoffs and probability thresholds. In order to facilitate
a robust training procedure, more elaborate smoothing approaches need to be investigated. One
possibility would be to look at smoothing methods beyond simple floor values as they were
used for the experiments in this work. A promising approach could also be evidence trimming
[Bisani & Ney 02]. This would trim triplets during the training not based on low probabilities
but on their expected number of occurrences in the training sample under the current set of
parameters Θ. The outcome allows important triplets that obtain low probabilities since they
are not observed in many constellations to survive. Means of applying various regularization
techniques could be also examined in more detail, as it was done, e.g., for IBM model 1 in
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[Huck & Mansour+ 11].
Since syntax is becoming more and more prominent in the research community, it would be
interesting to investigate syntactically enhanced triplets, e.g. triplets that take the corresponding
word classes such as POS tags or more complex structures, e.g. supertags, into account. This
might bring more structure into the triggers and it would allow for better pruning, e.g. of triplets
with function words since they will probably not be very helpful. On the other hand, triplets
with verbs or nouns could be prevented from being pruned since they are the content words and,
thus, carry the meaning of the sentence. In general, it is expected that content words are more
useful triggers than function words.
Similarly to the discriminative word lexicon, one could extend the triplets to a multiplicative
model as well. Although we doubt that training will be feasible since we already had memory
and time issues with the current approach. Another drawback is that the triplet models are
trained without the knowledge of already existing translation models, e.g. the phrase models.
The procedure of forced alignments [Wuebker & Mauser+ 10] retrains the phrase models based
on translation statistics of the training data. It would be possible to add the phrase models into
the training of the triplets such that the training is aware of the impact of other models that
will be used in the system later on. This is left for future work.
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