Deep Gaussian processes (DGPs) can model complex marginal densities as well as complex mappings. Non-Gaussian marginals are essential for modelling real-world data, and can be generated from the DGP by incorporating uncorrelated variables to the model. Previous work on DGP models has introduced noise additively and used variational inference with a combination of sparse Gaussian processes and mean-field Gaussians for the approximate posterior. Additive noise attenuates the signal, and the Gaussian form of variational distribution may lead to an inaccurate posterior. We instead incorporate noisy variables as latent covariates, and propose a novel importance-weighted objective, which leverages analytic results and provides a mechanism to trade off computation for improved accuracy. Our results demonstrate that the importance-weighted objective works well in practice and consistently outperforms classical variational inference, especially for deeper models.
Introduction
Gaussian processes are powerful and popular models with widespread use, but the joint Gaussian assumption of the latent function values can be limiting in many situations. This can be for at least two reasons: firstly, not all prior knowledge is possible to express solely in terms of mean and covariance, and secondly Gaussian marginals are not sufficient for many applications. The deep Gaussian process (DGP) (Damianou and Lawrence, 2013) can potentially overcome both these limitations.
We consider the very general problem of conditional density estimation. A Gaussian process model with a Gaussian likelihood is a poor model unless the true data marginals are Gaussian. Even if the marginals are Gaussian, a Gaus- Figure 1 : Posterior density from a two-layer model, illustrating non-Gaussian marginals and non-smooth input dependence.
sian process can still be a poor model if the mapping is not well-captured by a known mean and covariance. For example, changes of lengthscale at unknown locations cannot be captured with a fixed covariance function (Neil, 1998) .
As an example, consider a 1D density estimation task formed from the letters 'DGP', where the inputs are the horizontal coordinates and the outputs are the vertical coordinates of points uniformly in the glyphs. The marginals are multimodal and piece-wise constant, and also change non-smoothly in some regions of the space (for example changing discontinuously from a bi-to tri-modal density mid-way through the 'G'). Figure 1 shows the posterior of a two-layer DGP with this data.
In this work, we develop the DGP model by revisiting the original construction of Damianou and Lawrence (2013) , which includes variables that are a priori independent for each data point. Independent variables are important for modelling non-Gaussian marginals, as otherwise function values with the same input will be perfectly correlated. Differently from Damianou and Lawrence (2013), we introduce the independent variables to the model as latent covariates (that is, as additional inputs to the GP) (Wang and Neal, 2012) rather than additively as process noise. As we have a clean separation between variables that are correlated and variables that are independent, we can apply appropriate inference for each. For the correlated variables we use a sparse variational GP to represent the posterior (Titsias, 2009; Matthews et al., 2016) . For the uncorrelated variables we use a mean-field approach. We first derive a straightforward combination of the stochastic variational approach of Salimbeni and Deisenroth (2017) with a mean-field Gaussian approximation for the latent variables. We then propose a novel importance-weighted scheme that improves upon the Gaussian approach and trades additional computation for accuracy while retaining analytic results for the GP parts.
Our results show that the deep Gaussian process with latent variables is an effective model for real data. We investigate a large number of datasets and demonstrate that highly nonGaussian marginals occur in practice, and that they are not well modelled by the noise-free approach of Salimbeni and Deisenroth (2017) . We also show that our importanceweighted scheme is always an improvement over variational inference, especially for the deeper models.
Model
Our DGP model is built from two components (or layers) that can be freely combined to create a family of models. The two types of layers have orthogonal uses: one is for modelling epistemic uncertainty (also known as model or reducible uncertainty, when the output depends deterministically on the input, but there is uncertainty due to lack of observations) and the other is for modelling aleatoric uncertainty (also known as irreducible uncertainty, when the output is inherently random). Both layers are Gaussian processes, but we use the term latent variable when the process has the white noise covariance, and we use Gaussian process when the covariance has no noise component. Each layer takes an input and returns an output. The model is constructed by applying the layers sequentially to the input x n to get a density over an output y n .
Gaussian process (GP) layer
The Gaussian process layer defines a set of continuously indexed random variables, which are a priori jointly Gaussian, with mean and covariance that depend on the indices. We write f for the full set of variables (or 'function') and f (x) the particular variable with index x. The notation f ∼ GP(µ, k) states that for any finite set {x i }, the variables {f (x i )} are jointly Gaussian, with E ((f (x i )) = µ(x i ) and cov (f (x i ), f (x j )) = k(x i , x j ), where µ is a mean function and k is a positive semi-definite covariance function. In this work, we always use 'noise free' kernels, which satisfy k(x, x) = lim x →x k(x, x ).
The GP prior is defined for all inputs, not just the ones associated with data. When we notate the GP function in Figure 2 ), all the variables appear together as f . We include an infinity symbol in the graphical model to indicate that the GP node represents an infinite collection of random variables, one for every possible input.
Latent-variable (LV) layer
The latent-variable layer introduces variables to the model that are independent for each data point. As we wish to interpret these variables as unobserved covariates we introduce them through concatenation rather than through addition, as in previous work (see, for example Dai et al., 2015; Bui et al., 2016; Damianou and Lawrence, 2013) . We use the notation [x n , w n ] to denote the concatenation of x n with w n . Throughout this work each component of w n will be distributed as N (0, 1). For input x n , the output of the latent variable layer is [x n , w n ].
Example model: LV-GP-GP
For the purpose of demonstrating the details of inference in the next section, we focus on a particular model. The model has an initial layer of latent variables followed by two Gaussian process layers. We refer to this model as 'LV-GP-GP'. The graphical model indicating the a priori statistical relationship between the variables is shown in Figure 2 . Writing y and w for {y n } and {w n }, the likelihood of this model is p(y|f, g, w) = n p(y n |f, g, w n ), with
The priors are
The model is appropriate for continuously valued data, and can model heavy and asymmetric tails, as well as multimodality, as we later demonstrate. We discuss choices for the mean and covariance functions in section 2.6.
Model variants
The LV-GP-GP model can be extended by adding more layers, and by adding more latent variables. For example, we could insert an additional GP layer,
where h ∼ GP(µ 3 , k 3 ). We refer to this model as LV-GP-GP-GP. Alternatively we could place the latent variables between the GPs, and have instead f ([g(x n ), w n ]) for the conditional mean. We refer to this model as GP-LV-GP. Other models are analogously defined. For example, GP-GP is as above but with no latent variable. We refer to models without latent variables as 'noise-free'.
Prior samples from models with one and two GP layers are shown in Figure 3 to illustrate their properties. All the GP layers have 1D outputs and use the RBF kernel with unit lengthscale. Further illustrations with additional samples and additional models are shown in the supplementary material, Figures 6-9. For the latent variable models, the number of GPs above the latent variable layer determines the complexity of the marginals, but the number of GPs in total determines the complexity of the functional mapping.
Multiple outputs
All variables in our model (including the model inputs and outputs) may be vector valued. The 'multiple output GP' is a GP with a covariance function defined between outputs k dd (x, x ), where d indexes output dimension and x indexes the input. In this notation, the independent output approach of Damianou and Lawrence (2013) can be written as k dd (x, x ) = δ dd k(x, x ). For all our models, we consider a linear model of covariance between outputs: k dd (x, x ) = e P de k e (x, x )P ed (Alvarez et al., 2012) . For k e (x, x ) = k(x, x ) this is equivalent to assuming a Kronecker structured covariance between the outputs stacked into a single vector (i.e. with covariance (P P ) ⊗ K), and is also equivalent to multiplying independent GPs stacked into a vector by the matrix P .
Mean and covariance functions
The DGP model suffers from a pathology if used with zero mean GPs at each layer (Duvenaud et al., 2014; Dunlop et al., 2018) . To remedy this problem, Duvenaud et al. (2014) propose concatenating the inputs with the outputs at each GP layer, whereas Salimbeni and Deisenroth (2017) use a linear mean function to address this issue. We follow the latter approach. The inference we present in the next section is agnostic to covariance function, so we are free to make any choice. In our experiments, we use an RBF kernel for each layer, sharing the kernel over the different outputs.
Inference in the LV-GP-GP model
In this section, we present two approaches for approximate inference: the first with variational inference and a second with importance-weighted variational inference. Both schemes can optionally amortize the optimization of the local variational parameters (often referred to as 'autoencoding'), are scalable through data sub-sampling, and can exploit natural gradients of the variational parameters for the final layer. While the variational approach is a straightforward extension of the doubly-stochastic method by Salimbeni and Deisenroth (2017) , the importance-weighted approach is more subtle and requires a careful choice of variational distribution to retain the analytic results for the final layer.
Variational inference
Variational inference seeks an approximate posterior that is close to the true posterior in terms of KL divergence. The posterior is typically restricted to some tractable family of distributions, and an optimization problem is formed by minimizing the KL divergence from an approximate posterior to the true posterior. Equivalently, the same objective can be obtained by applying Jensen's inequality to an importanceweighted expression for the marginal likelihood (Domke and Sheldon, 2018) . For an approximate posterior, we follow Damianou and Lawrence (2013) and use a mean-field Gaussian distribution for the latent variables q(w) = n q(w n ) with q(w n ) = N (a n , b n ), and independent processes for the functions. The posterior density 1 then has the same structure as the prior: q(w, f, g) = q(w)q(f )q(g). We begin by writing the (exact) marginal likelihood as
where the expectations are taken with respect to the variational distributions. Applying Jensen's inequality to the logarithm of both sides of (2), we obtain
where we have used the short-hand KL h for KL(q(h)||p(h)), and A n is given by
By considering a variational distribution over the entire function for f and g we avoid the difficulty of representing the indeterminately indexed inner-layer variables. We require only that KL f and KL g are finite, which is possible if we construct q(f ) and q(g) as measures with respect to their priors. 1 We abuse notation and write a process as if it has a density. The derivation can be made rigorous as the densities only appear as expectations of ratios. See Matthews et al. (2016) for details. We follow Hensman et al. (2013) and form these posteriors by conditioning the prior on some finite set of 'inducing' points with a parameterized Gaussian distribution. We defer the details to the supplementary material (Section B) as the results are widely known (see, for example Matthews et al., 2016; Cheng and Boots, 2016; Dutordoir et al., 2018) . The priors and variational posteriors over f and g are independent (the coupling is only in the likelihood), so the results from the single layer GP apply to each layer.
To evaluate A n exactly is intractable except in the singlelayer case (and then only with a certain kernel; see Titsias and Lawrence (2010) for details), so we rely on a Monte Carlo estimate. To obtain unbiased samples we first reparameterize the expectations over w n and g, where
We then obtain an estimate of A n by sampling from 1 , 2 , which is the 'reparameterization trick' popularized by Rezende et al. (2014) ; Kingma and Welling (2014) . After these two expectations have been approximated with a Monte Carlo estimate we can take the expectation over f analytically as the likelihood is Gaussian.
Importance-weighted variational inference
Jensen's inequality is tighter if the quantity inside the expectation is concentrated about its mean (Domke and Sheldon, 2018) . To decrease the variance inside (2) while preserving the value, we can replace the w term with a sample average of K terms,
The expression inside the expectation in (5) is known as the importance sampled estimate (with respect to w), motivating the term 'importance-weighted variational inference' when we take the logarithm of both sides and form a lower bound using Jensen's inequality. Applying Jensen's inequality to (5), we have the lower bound
where the data-fit term B n is given by
. (7) This approach provides a strictly tighter bound (Burda et al., 2016; Domke and Sheldon, 2018) , but the expression for B n is less convenient to estimate than A n as we cannot apply the analytic result for the f expectation due to the non-linearity of the logarithm. We must therefore resort to sampling for the expectation over f as well as g and w n , incurring potentially high variance. This seems like an unacceptable price to pay as we have not gained any additional flexibility over f . In the next section, we show how we can retain the analytic expectation for f while exploiting importanceweighted sampling for w.
Analytic final layer
The expression in (7) does not exploit the conjugacy of the Gaussian likelihood with the final layer. In this section, we present a novel two-stage approach to obtain a bound that has all the analytic properties of the variational bound (3), but with improved accuracy. Our aim is to obtain a modified version of (7) but with the f expectation taken over the logarithm of the likelihood, since this expectation is tractable. We will show that we can find a bound that replaces the term p(y n |f, g, w n ) in (7) with exp E f log p(y n |f, g, w n ), which we can compute analytically. It is worth noting that since the likelihood is Gaussian we could analytically integrate out f to obtain p(y|g, w), though doing so precludes the use of minibatches and incurs O(N 3 ) complexity. It is not surprising, then, that it is possible to 'collapse' the bound over f approximately. Our approach is inspired by the partially collapsed approaches in Hensman et al. (2012) . We begin by applying Jensen's inequality to the f expectation in (2):
where the data term is given by
The expression for L n (g, w n ) is available in closed form as the conditional likelihood is Gaussian (see, for example, Titsias, 2009) . Applying the exponential function to both sides of (8) gives the bound
Returning again to (2), the exact marginal likelihood can be expressed equivalently with f marginalized as
We can now use the bound on p(y|g, w) from (9) and substitute into (10) to obtain
Next we use Jensen's inequality for the g expectation. After some rearranging the bound is given by
To bound T n (g), we first reduce the variance of the quantity inside the expectation using the sample average as before to tighten the subsequent use of Jensen's inequality. For any K, T n (g) is (exactly) equal to
n are independent samples from q(w n ). We now make a final use of Jensen for the w n expectation, and the final objective is then given by
This bound can be evaluated using Monte Carlo sampling for g and w n , both with the reparameterization described in Section 3.1.
The K terms inside the sum in (11) must be sampled with a single draw from q(g), and not independently. This is not an insurmountable problem, however, as we can draw K samples using the full covariance and reparameterize using the Cholesky factor at O(K 3 ) cost. Note that the decomposition over the N data points is a consequence of our choice of proposal distributions and the factorization of the likelihood, so we do not incur O(N 3 ) complexity and can sample each term in the sum over N independently.
The posterior over the latent variables
Variational inference simultaneously finds a lower bound and an approximate posterior. The importance weighted approach does also minimize the KL divergence posterior, but the posterior is an implicit one over an augmented space. Samples from this posterior are obtained by first sampling w k n ∼ q(w n ) and then selecting one of the w k n with probabilities proportional to
. We refer to Domke and Sheldon (2018) for details. In this work, we are not concerned with the posterior over the latent variables themselves, but rather with prediction at test points where we sample from the prior.
Further inference details
We can amortize the optimization of the a n , b n parameters by making them parameterized functions of (x n , y n ). As the bound is a sum over the data we can use data subsampling. We can also use natural gradients for the variational parameters of the final layer, following Salimbeni et al. (2018); Dutordoir et al. (2018) . Our bound is modular in both the GP and LV layers so that it extends straightforwardly to the other model variants.
Results
We use a density estimation task to establish the utility of the DGP models with and without latent variables. For the latent variable models we also compare our importance-weighted (IW) inference (11) against the variational inference (VI) approach (3). Our central interest is how well the models balance the complexity of the marginals with the complexity of the mapping from inputs to outputs.
1D example
To illustrate the inductive bias of our models we show a 1D example with a conditional density that is non-Gaussian, heteroscedastic and changes discontinuously in some regions of the space. We form a dataset from the letters 'DGP' by taking a fine grid of points inside the glyphs of a cropped image and using the horizontal coordinates as the input and the vertical coordinates as the output (73, 419 points in total). Posteriors are shown in Figure 4 for four models (the same models as in Figure 3 ), with the data plotted in the first figure. The GP model can obviously not model this data, but neither can the GP-GP as the approximate posterior has no way to separate out the points with the same input but different outputs. The LV-GP model can fit the data to some extent, and the LV-GP-GP model more closely captures the shapes of the letters.
We see that the LV-GP has a tendency to smoother densities than LV-GP-GP, and also a smoother response as a function of the input. Between the 'G' and 'P' the LV-GP-GP model extrapolates with high confidence, whereas the LV-GP model maintains a bi-modal distribution connecting the two letters. Posteriors from further models are in the supplementary material.
UCI datasets
We use 41 publicly available datasets 2 with 1D targets. The datasets range in size from 23 points to 2, 049, 280. In each case we reserve 10% of the data for evaluating a test loglikelihood, repeating the experiment five times with different splits. We use five samples for the importance-weighted models, 128 inducing points, and five GP outputs for the inner layers. Hyperparameters and initializations are the same for all models and datasets and are fully detailed in the supplementary material. Results for test log-likelihood are reported in Table 1 for the GP models. Table 2 in the supplementary material shows additional results for conditional VAE models (Sohn et al., 2015) , and results from deep Gaussian process models using stochastic gradient Hamiltonian Monte Carlo (Havasi et al., 2018) . To assess the non-Gaussianity of the predictive distribution we compute 2 The full datasets with the splits and pre-processing can be found at github.com/hughsalimbeni/bayesian_ benchmarks.
the Shapiro-Wilk test statistic on the test point marginals.
The test statistics are shown in 3 in the supplementary material. Full code to reproduce our results is available online 3 . We draw five conclusions from the results.
1) Latent variables improve performance. For a given depth of Gaussian process mappings (for example GP-GP compared to LV-GP-GP) the latent variable model generally has equal or better performance, and often considerably better. This is true both using IW and VI.
2) IW outperforms VI. The difference is more pronounced on the deeper models, which is to be expected as the deeper models are likely to have more complicated posteriors, so the VI approximation is likely to be more severe. There are also a few datasets ('keggundirected', 'servo' and 'automgp') where the VI latent variable model has very poor performance, but the IW approach performs well. This suggests that the IW approach might be less prone to local optima compared with VI.
3) Some datasets require latent variables for any improvement over the single-layer model. For several datasets (for example 'forest' and 'power') the inclusion of latent variables makes a very pronounced difference, whereas depth alone cannot improve over the single layer model. These datasets are highlighed in blue * . For all these datasets the marginals for the latent variable models are non-Gaussian (see Table 3 in the supplementary material). Conversely, for some datasets (e.g., 'kin40k' and 'sml') we observe much greater benefit from the deep noise free models than the single layer model with latent variables. These datasets are highlighted in orange † .
4) Some datasets benefit from both depth and latent variables. For the 'bike' and 'keggdirected' data, for example, we see that both the LV-GP and GP-GP model improve over the single layer model, suggesting that complex input dependence and non-Gaussian marginals are beneficial for modelling the data. Four examples of these datasets are highlighted in green ‡ . For these datasets the marginals are non-Gaussian for the latent variable models, and in each case the LV-GP-GP-GP model is the best performing.
5) On average, the LV-GP-GP-GP model is best per-
forming. This indicates that the inductive bias of this model is suitable over the broad range of datasets considered. We also compare to Conditional VAE models (Sohn et al., 2015) (see Table 2 in the supplementary material) and find that these models overfit considerably for the smaller datasets and even on the larger datasets do not outperform our deep latent variable models. The marginals of the CVAE models are more Gaussian than our models (see Table 3 in the supplementary material), indicating that these models explain the data through the input mapping and not the complexity of the marginal densities. See Figures 10 and 11 in the supplementary material for the plots of posterior marginals.
Related Work
If the GP layers are replaced by neural networks our models are equivalent to (conditional) variational autoencoders (VAE) (Kingma and Welling, 2014; Rezende et al., 2014) when used with VI 3.1, or importance weighted autoencoders (IWAEs) (Burda et al., 2016) when used with the IW inference 3.3. Our model can be thought of as a VAE (or IWAE) but with a deep GP for the 'encoder' mapping. Compared to the conditional VAE, the deep GP approach has several advantages: it incorporates model (epistemic) uncertainty, is automatically regularized, and allows a finegrained control of the properties of the mapping. For example, the lengthscale corresponding to the latent variable can be tuned to favour complex marginals (a small value) or near Gaussian marginals (a large value). Note that our IW inference is not a simple adaptation of Burda et al. (2016) as we have to perform additional inference over the GPs.
The LV-GP model was proposed by Wang and Neal (2012) , and then developed in (Dutordoir et al., 2018) and used for meta learning in Saemundsson et al. (2018) . A version with discrete latent variables was presented in Bodin et al. (2017) . The LV-GP without any inputs is known as the Gaussian process latent variable model (Lawrence, 2004) , which was used in a semi-supervised setting in Damianou and Lawrence (2015) , which is also equivalent to LV-GP. (2013) is closely related to our model but incorporates the latent variables additively rather than through concatenation (that is, f (g(x n ) + w n ) rather than f (g([x n , w n ]))). In principle, it would be possible to recover our model using the approach of Damianou and Lawrence (2013) in a certain setting of hyperparameters, but in all previous work the kernel hyperparameters were tied within each layer, so this limit was not achievable. Bui et al. (2016) also used this model, with a form of expectation propagation for approximate inference. (2013) a mean-field variational posterior is used for the noisy corruptions, which may be a poor approximation as there are a priori correlations between these outputs. This mean-field assumption also forces independence between the inputs and outputs of the layers, whereas we make no such assumption.
The deep model of Damianou and Lawrence

The variational inference we have presented (without importance weighting) is not equivalent to that of Damianou and Lawrence (2013). In Damianou and Lawrence
Discussion
On a broad range of 1D density estimation tasks we find that our DGP with latent variables outperforms the single-layer and noise-free models, sometimes considerably. Closer investigation reveals that non-Gaussian marginals are readily found by our model, and that the importance-weighted objective improves performance in practice.
Conditional density estimation must balance the complexity of the density with the complexity of the input dependency. The inductive bias of our LV-GP-GP-GP model appears to be suitable for a broad range of datasets we have considered. An advantage of our approach is that the deep models all contain the shallower models as special cases. A layer can be 'turned off' with a single scalar hyperparameter (the kernel variance) set to zero. This is a consequence of the ResNetinspired (He et al., 2016) use of mean functions. This may explain why we observe empirically that in practice adding depth rarely hurts performance. The latent variables can similarly be 'turned off' if the appropriate lengthscale is large. This may explain why the latent variables models are rarely outperformed by the noise-free models, even when the marginals are Gaussian.
There are very few hyperparameters in our model to optimize (the kernel parameters and the likelihood variance). This allows us to use the same model across a wide range of data. In the small and medium data regimes we have considered, an unregularized mapping (for example, a neural network as in the conditional VAE model (Sohn et al., 2015) ) is likely to overfit, as indeed we have observed (see Table 2 in the supplementary material).
Limitations
As depth increases it becomes increasingly difficult to reason about the DGP priors. Our approach is unlikely to recover interpretable features, such as periodicity, and the approaches of Lloyd et al. (2014); Sun et al. (2018) may be more appropriate if an interpretable model is required. The latent variables are also difficult to interpret as their effect is coupled with the GP mappings.
We have only considered 1D latent variables and 1D outputs, and while the extension to higher dimensions is straightforward for training, difficulties may arise in evaluating posterior expectations as our model does not provide a closedform predictive density and Monte Carlo sampling may have unacceptably high variance. The task of estimating test likelihoods with high-dimensional latent variables is challenging, and techniques described in Wu et al. (2016) may be necessary in higher dimensions.
The inference we have presented is limited by cubic scaling in both K and the number of inducing points. The importance-weighting approach may also suffer from problems of vanishing signal for parameters of q(w n ), as discussed in Rainforth et al. (2018) . The doubly reparameterized gradient estimator from Tucker et al. (2019) could be used to alleviate this problem.
Conclusion
We have presented a novel inference scheme for the deep Gaussian process with latent variables, combining importance weighting with partially collapsed variational inference. We have also developed a variant of the deep Gaussian process model where uncorrelated variables are introduced as latent covariates rather than process noise. We have shown empirically that latent variables models deep models outperform the noise-free deep GP on a range of data, and also that our importance-weighted inference delivers an advantage over variational inference in practice. 
Supplementary material A. Hyperparameters and training settings
For all our models we used the following settings in the UCI experiments:
Kernels. All kernels were the RBF, using a lengthscale parameter per input dimension, initialized to the squareroot of the dimension.
Inducing points. For data with more than 128 training data points the inducing point locations were chosen using the kmeans2 from the scipy package, with 128 points. Otherwise they were set to the data. For latent variable layers, the GP layer above has extra dimensions. The inducing points for the extra dimensions were padded with random draws from a standard normal variable.
Linear projections between layers. We implemented the linear mean functions and multioutput structure using a linear projection of 5 independent GPs concatenated with their inputs. We initialized the projection matrix to the first 5 principle components of the data concatenated with the identity matrix.
Amortization of the variational parameters. We used three layer fully connected network with skip connections between each layer. We used the tanh non-linearity with 10 units for the inner layers. We used the weight initialization from (Glorot and Bengio, 2010) and the exponential function to enforce positivity of the standard deviation parameters. We added a bias of -5 in the final layer to ensure the standard deviations were small at the start of optimization.
Likelihood. The likelihood variance was intialized 0.01.
Parameterizations. All positive model parameters were constrained to be positive using the softplus function, clipped to 10 −6 . The variational parameters for the sparse GP layers were parameterized by the mean and the square root of the covariance.
Optimization. The final GP layers were optimized using natural gradients on the natural parameters, with an initial step size of 0.01. All other parameters were optimized using the Adam optimizer (Kingma and Ba, 2015) with all parameters set to their tensorflow default values except the initial step size of 0.005. Optimizing just final layer using natural gradients and the inner layers with the Adam optimizer in this way is show by Hebbal et al. (2019) to be an effective strategy in practice. We used a batch size of 512 and trained for 100K iterations, annealing the learning rate of both the adam and natural gradient steps by a factor of 0.98 per 1000 iterations. The mean functions and kernel projection matrices (the P matrices that correlate the outputs) were not optimized.
Importance weights. We used 5 importance weights for all the latent variables models with importance-weighted variational inference.
Predictions. We used 2000 samples for prediction, sampling from the prior for w for the latent variables models. We then used a kernel density estimator (with Silverman's rule to set the bandwidth) to estimate the density.
Splits and preprocessing. We used 90% splits on the shuffled data, and rescaled the inputs and outputs to unit standard deviation and zero mean. For dataset with more than 10K test points we used a random sample of 10K test points (the same sample for each split). NB we have reported the test log-likelihoods without restoring the scaling, to facilitate comparisons between data. The splits were the same for all the models. We implemented our models using gpflow (Matthews et al., 2017) .
Comparison of methods. The error bars in Table 1 are standard errors over the five splits. These error bars are likely to overestimate the uncertainty for comparisons between methods, however, as there may be correlations between the performance of methods over the splits (as the splits are the same for each method). The average ranks were computed for each split separately, and then averaged over the splits and method. To mitigate the effect of correlations between splits we report the median difference in test log-likelihood from the single layer GP.
VAE models
The conditional VAE models used tanh activations and weight initializations from (Glorot and Bengio, 2010) . Optimization was performed used the adam optimizer, with the same batch size and learning rate schedule as the GP models.
B. Variational posterior derivation
Here we derive the sparse GP posterior q(f ) and its KL divergence from the prior, following Hensman et al. (2013) . This derivation applies to all the GP layers in the DGP model.
We begin with the approach of Titsias (2009) and form a variational distribution over the function f by conditioning the prior on a set of inducing points {f (
. We writef for the vector with ith component f (x i ). In Titsias (2009), q(f ) is defined as
where q(f ) is unspecified. In the single layer case, analytic results can be used to show that q(f ) has an optimal form that is Gaussian. Instead, we follow Hensman et al. (2013) and assume that q(f ) = N (f |m,S) .
As this choice is conjugate to the prior conditional p(f |f ), we can use standard Gaussians identities to show that
where
which is finite.
The parametersm andS together with {x i } are variational parameters.
For multiple outputs, use the same matrix P for correlating the outputs as the prior. In practice, we implement the correlated output model by multiplying independent GPs by the matrix P , so we use independent outputs for the variational distribution.
C. Further tables and figures
Figure 5: Posteriors for further models for the 'DGP' data (2018) . Results less than −1000 are reported as −∞. The numbers after the CVAE models are the number of hidden units. The SGHMC results were run with identical models as the corresponding VI methods, Hyperparameter optimization was performed using a random sample from the last 100 iterations, as described in (Havasi et al., 2018) . Posterior sample were take with 2000 samples, with a thinning factor of 5 (i.e. a chain of length 10000). We included also a single layer GP using the SGHMC approach for comparison. The discrepancy between the variational approach and the SGHMC is attributable to several factors (note that the variational approach is optimal in this case): different batch sizes (512 in this work compared to 10000 in Havasi et al. (2018) Figure 10 , but for the four datasets highlighted in the main text for benefiting from both latent variables and depth. Note that, unlike in Figure 10 , for the 'pol' and 'bike' data the deeper models actually have simpler marginals. This is because the deep model has more complexity in the mapping, so can more closely fit the data, whereas the simple model must explain the data with a complex noise distribution.
