Abstract-We introduce a new framework for various Measurement-based Connection Admission Control (MBCAC) schemes for a multiservice network. Then, using heterogeneous bursty multimedia traffic traces, efficiency and simplicity tradeoffs are obtained by simulations. For all our MBCAC schemes, we use a procedure of 'Available bandwidth' evaluation based on online measurements and an adaptive feedback mechanism. The online measurement concept is based on the use of different 'Traffic histograms' that maintain records of the aggregated traffic in a link over a range of timescales. The most complex MBCAC scheme involves measuring and then storing of all traffic information for every connection, the use of a 'Warming up period' technique, and updating the histograms when a connection departs. However, for the other simpler MBCAC schemes, various aspects of the most complex scheme are eliminated or simplified. We also consider two model-based CAC schemes, i.e., Gaussian and Effective Bandwidth, where a priori statistical knowledge of the connections are known in advance. Given that the traffic is known beforehand, the performance of such schemes will be better than if the statistics are not exactly known. A comparison between such model-based CAC schemes with our MBCAC schemes provides a benchmark that gives the best efficiency and QoS a model-based CAC may achieve. Simulation results demonstrate that while the best efficiency achievable by the model-based gives efficiency of 80%, the most complex MBCAC schemes achieved 81% efficiency, and the simplest MBCAC schemes obtained 76% value.
INTRODUCTION
We consider a connection-oriented multiservice network that may or may not be Asynchronous Transfer Mode (ATM) based. Such a network aims to efficiently utilize its limited resources whilst meeting specified users' Quality of Service (QoS) requirements. However, due to the unpredictable statistical fluctuations of the traffic flows in the network, congestion may occur and the required QoS may not be met. Connection Admission Control (CAC) is a set of actions taken by the network to decide whether a new connection is accepted or rejected. It is a preventive load control mechanism that protects the QoS requirement for all connections including the newly admitted one. To be efficient, the CAC has to predict future traffic of all connections when it makes a decision to admit or reject a new connection. Typically, when a new connection request arrives, and the route between the origin and the destination is established, all network bottlenecks along the end-to-end route are checked to make sure that sufficient capacity is available for the new connection. If this is the case, the connection is admitted, otherwise a new route may be considered or the connection is rejected.
The various CAC schemes considered in this paper differ in their approach to decide if there is enough capacity for the new connection. Since the connections are typically of Variable Bit Rate (VBR) type, the available capacity varies with time and so is the capacity required by the new connection. Therefore the CAC decision is really a decision made under uncertain condition. A conservative CAC will be less efficient but is more likely to meet QoS requirements, while a more efficient and aggressive CAC may be at risk of not meeting QoS requirements.
Under ATM, when a user wants to establish a connection, a set of traffic descriptors representing the statistical behavior of that source traffic is specified [1, 2] . A CAC based only on traffic descriptors, plus certain traffic behavior (modeling) assumptions, is called a model-based CAC. Such CAC may be non-optimal because: 1) the traffic is unpredictable, and 2) users do not know how to choose their descriptors optimally.
Due to the drawbacks of model-based CAC, we will consider in this paper Measurement-based CAC (MBCAC) approach instead. Such an approach relies on real-time traffic measurements and these measurements are used for admission decisions. In principle, if we were to collect relevant traffic information from every connection, with such intimate traffic knowledge, we may be in a better position to predict future traffic behavior and thus achieve improved efficiency.
Because traffic behavior may be non-stationary and very much unpredictable, in addition to prediction mechanism that assumes stationary traffic, there may be a need for additional controls. When things go wrong and our prediction mechanism fails, and QoS requirements are at risk of not being met, a certain feedback mechanism must be prompted to remedy the situation. This paper provides a framework which includes: traffic prediction models, measurement requirements, as well as an additional ad hoc feedback mechanism which protects the network when the CAC tries to be too aggressive (to save bandwidth) and fails to meet QoS requirements due to unpredictable traffic behavior. The framework can be used to test various control options, and in particular to focus on the efficiency versus simplicity tradeoffs. In other words, if significant additional 0-7803-7016-3/01/$10.00 ©2001 IEEE complexity does not improve efficiency significantly, simpler methods may be used.
We not only compare between various MBCAC schemes, we also consider model-based CAC schemes where a priori statistical knowledge of the connections are known in advance. Given that the traffic is known beforehand, the performance of such schemes will be better than if the statistics are not exactly known. A comparison between such model-based CAC schemes with our MBCAC schemes provides a benchmark that gives the best efficiency and QoS a model-based CAC may achieve. In particular, we consider two model-based CAC schemes for this purpose: 1) Gaussian model-based (GA), and 2) Effective Bandwidth model-based (EF). Both schemes use the traffic descriptors to predict the future QoS of all connections and to evaluate bandwidth available at the network bottleneck.
Another element in MBCAC is the way it calculates the estimated available bandwidth at all network bottlenecks along the connection's end-to-end route. In general, there are three basic CAC approaches [3] based on the zero buffer approximation and assumes the sharing of the link bandwidth but not of the buffer. This approach is suitable for real-time streaming traffic since it ensures the traffic is subject to minimal jitter and delay. 3. Rate Sharing (RS) method, which considers sharing of the link bandwidth and the buffer. This is the most aggressive approach. While under the PRA, the estimation of the available bandwidth involves only adding up the peak rates of all connections in progress (for every bottleneck), the REM and RS methods however require statistical estimation approaches. These estimation approaches answer the question of how much bandwidth is required such that QoS requirements, in particular Cell Loss Ratio (CLR) requirements are met. In this paper, we consider the CLR as the only QoS requirement.
In all the MBCAC approaches, the CLR is evaluated based on the past records of the traffic in a link. This is achieved by maintaining a collection of multiple time-scale traffic histograms. A traffic histogram keeps a record of the amount of work that arrives within every fixed window duration, i.e., work arriving during a particular time-scale. Preferable, the range of time-scales is sufficiently wide to accurately evaluate performance and effective bandwidth. We also consider the issue of updating the traffic histograms whenever a connection departs the network. Different methods with and without the latter option are considered and compared.
In addition, a range of MBCAC options from the most complicated one that involves an additional ad hoc feedback mechanism, traffic histograms over many time-scales for each individual connection, and histogram update techniques for departing connections, are also discussed in this paper.
The remainder of this paper is organized as follows. We discuss the model-based CAC schemes with a priori traffic information in Section 2. In Section 3, we describe in details our MBCAC framework, its related approaches, and their performance evaluations. In Section 4, we show the simulation results where different approaches are compared in terms of their efficiency, so as to evaluate how complex a MBCAC approach needs to be in order to be efficient. We conclude the paper in Section 5.
MODEL-BASED CAC APPROACHES
In this section, we begin by describing the two modelbased approaches GA and EF, and the issue of multiplexing gain is discussed in Section 2.3.
For both approaches, the CAC is based on a scheme that has perfect knowledge of each type of traffic source that will be used in the connection. When used together with a value equal to the present total number of established connections, the scheme enables the CAC to compute the total amount of bandwidth required by these connections. Hence, the CAC will only accept a new connection if the minimum amount of service bandwidth (BW Min ) required by the total number of established connections including the new connection, is less than the link service rate.
In our discrete-time simulations, the simulation time is divided into fixed length sampling intervals, whereby the choice of the interval length is arbitrary.
2.1
Gaussian Model-based Approach For the GA model [4, 5] , (1) is used to compute the minimum service bandwidth (BW Min ) required by both the new and the established connections at the t-th sampling interval with a shared buffer size l. The type of traffic source used by each connection is denoted by j, and in our simulation, we use two types of traffic: a video and an Ethernet source. A connection will use only one type of traffic source throughout its duration, and this type is randomly chosen before a connection request is made to the CAC. Let n j,t be a discrete random variable representing the combined number of new (if applicable) and established connections of type j traffic during the t-th sampling interval, and µ j is an a priori constant equal to the mean amount of work required per sampling interval by a single type j connection.
Furthermore,
is an a priori constant and we refer to it as a work margin. In (1), M n is the performance margin of this GA model; and it stipulates the additional link capacity required to ensure QoS. As n increases, the performance margin shall decrease at a faster rate relative to µn, and hence the equation shows evidence of multiplexing gain. However, this formula is valid only in a link with highly aggregated traffic volume. This is an achievable condition given the recent increases in network growth around the world.
Effective Bandwidth Model-based Approach
The EF model is based on the concept that the effective bandwidth of multiplexed sources is equal to the sum of the effective bandwidth of the individual traffic streams. Hence, the minimum service bandwidth required by both the new and the established connections at the t-th interval with a shared buffer size l is
Clearly, the model does not take into account the presence of other neighboring connections in the link.
2.3
Multiplexing Gain The Gaussian model of traffic outlined above has a sufficient degree of realism that it can be used to gain valuable insight into how to efficiently design and operate a broadband network. For an in-depth discussion, please see [4, 6, 7] .
In [8] , it is argued that effective bandwidth based on the tail is not always effective. Many of the papers on dimensioning of ATM networks, especially those making use of Large Deviations Theory, have proceeded on the assumption that precise estimation of the weight of an asymptotic tail of the buffer contents distribution is not necessary for dimensioning. This approach is brought into question by the results in [8] , which are obtained numerically by means of a method of queuing analysis which is capable of producing accurate results for very complex models.
In fact, in many cases, it is the weight of the tail that matters and the slope is the irrelevant parameter. Dimensioning criteria based on the tail of the buffer contents distribution can be misleading if the weight of the tail is insignificant. The slope of the tail of the buffer contents distribution is not a continuous function of the traffic stochastic process, when the latter are set in the context of the appropriate topology, as defined by weak convergence. However, there is a valid reason for using tails -if we restrict consideration to traffic models with certain regularity constraints, or properties, it may be valid to assume that the tail behavior is genuinely dominant over the entire stationary buffer contents distribution. This appears to be the case for a wide range of Gaussian input processes. Furthermore, under aggregation, we can expect the tail behavior of non-Gaussian models to become non-dominant, whereas in the corresponding Gaussian case, the tail behavior may remain dominant and a better model for the behavior of the nonGaussian case will eventually be provided by the Gaussian model.
Assuming that the traffic under consideration can be modeled as Gaussian with a dominant tail, an appropriate dimensioning criterion will be to place a lower bound on , for dimensioning purposes, is 5, and each traffic stream has a mean arrival rate of 1 and a σ of 1. Thus, if each stream is dimensioned separately, each will require a bandwidth of 6 ( m σ = 1-6 = -5), and the total bandwidth required for 100 segregated traffic streams will be 600. If the streams are aggregated together, the total value of σ will be 10, and the total mean arrival rate will be 100, so the total bandwidth required will be 150 ( m σ = (100-150)/10 = -5). Now let us modify the assumptions of this model slightly so that the standard deviation of each stream is 5 instead of 1. Then, in the segregated case, the total bandwidth required will be (1 + 5 x 5) x 100 = 2600, while in the aggregated case it will be 100 + 5 x 50 = 350. In general, if n identical streams are multiplexed together, the gain cannot be more than n , and may, in fact, be arbitrarily close to 1, depending upon the particular values of m and 2 σ .
MBCAC FRAMEWORK
In the previous section, we describe the model-based a priori CAC schemes that do not require any online measurement. In this section, we will discuss a range of MBCAC schemes and provide a framework, as shown in Fig. 1 , to clarify their relative complexities. Admission decisions are based upon the past traffic contributions from all active connections into a finite buffered single server queue. Through these online traffic measurements, the MBCAC framework will produce adaptive decisions that take into account the statistical fluctuations of the active connections.
As shown in Fig. 1 , the 'Load and traffic measurements' module together with the 'Decision on the prudence level policy' module shall yield a weight factor for the 'Prudence level decision' module. This real number factor ranges between 0 and 1, i.e., it dictates a point of operation between a conservative and a bold MBCAC approach. In addition, when it is used together with the 'Decision on the call departure alternative' module, the 'Overall link free bandwidth evaluation' can be done. With this value in-hand, admission decisions are then made and hence results in the amount of traffic that can be carried in the network, i.e., 'Carried traffic'. Moreover, it is this volume of carried traffic that will decide the values of the 'Quality of Service' module and the 'Link utilization' module. Further increases in performance can be achieved based on the method decided in the 'Decision on the constraint liberalization' module.
Before we proceed to describe each module of our MBCAC framework in more details from sections 3.2 to 3.5, we will begin by explaining how available bandwidth is calculated.
3.1
Available Bandwidth Calculation In our MBCAC framework, we define the smallest available bandwidth on an end-to-end connection as the Overall Link Free Bandwidth (OLFB). End-to-end connection is composed of n links. In all our schemes, admission of a connection requires that the new connection's peak rate is less than this OLFB; otherwise, the connection request is rejected. By considering only the user-declared Peak Cell Rate (PCR) parameter, we adopt the conservative assumption that the connection will transmit at its peak rate during its entire holding duration.
An advantage of our MBCAC framework is in the noncentralized approach to making admission decisions. Control signals, including the PCR parameter of a new connection, are sent from the originating node to all relevant nodes along the end-to-end route. In their replies, these nodes will indicate if the connection request can be accepted or rejected.
As mentioned earlier, we will use the three basic CAC approaches to obtain the available bandwidth values. We will start by explaining the available bandwidth calculated under the PRA method, which is term as the PRA Free Bandwidth (PRAFB) of an end-to-end connection with n links and each link may have m established connections. Let P i be the computed available bandwidth for the i-th link. In addition, we denote C i as the i-th link capacity and Q i,u as the u-th user's declared peak rate on the i-th link. Hence,
This approach is very conservative, and hence it ensures the requested QoS but with an inefficient utilization of the network capacity. Next, we consider the REM and RS methods. The former method does not consider the use of a shared buffer amongst the established connections of a link. However, we collectively use the same formula for both methods, and the only difference is that the shared buffer parameter is set to a zero value whenever the REM method is considered. We term the estimated available bandwidth that is calculated as the RS Free Bandwidth (RSFB) of an end-to-end connection with n links. This method will achieve a higher utilization of the network resources, albeit it may occasionally not meet the requested QoS [9] . The network efficiency is higher because the method considers the aggregated traffic on the connection, and hence it achieves a high statistical multiplexing gain. The occasional failure to meet the QoS requirement can be attributed to the lack of adequate traffic behavior information as contained in the traffic histograms, for the recently accepted connections.
If the traffic process is stationary, the estimated bandwidth needed by all connections, i.e., the service bandwidth, will be lower bounded by RS method and upper bounded by REM method. In other words, the aggressive RS method will estimate the service bandwidth that is less than or equal to what is really needed, while the more conservative REM method calculates the service bandwidth that is equal to or more than the actual bandwidth consumption. In reality, the traffic process is non-stationary, and hence the estimation procedure is somewhat like a game of guesses. In this case, the RS method still provides a lower bounded guess, but the upper bounded guess is given by the most conservative PRA method. Though these bounds are just estimates of the actual bandwidth consumption, when it is used together with our feedback mechanisms in our MBCAC framework, the resulting guesses are close to real bandwidth consumption as shown by the measured CLR that we obtained through simulation studies.
To calculate the RSFB, we need to collect the statistical information of the aggregated traffic on every link, i.e., locally at each network bottleneck. This is done by measuring the total amount of work that arrives within a window, and recording it in a database that we shall refer to as the histogram database. We keep a collection of such histograms for several different window sizes. With the use of the different window-size based measurements, we have on record the past traffic intensities for a range of timescales.
Let time be divided into fixed length intervals, whereby the choice of the interval length is arbitrary. Each histogram database will then record the total traffic measured during a span of w consecutive intervals. This is illustrated in Fig. 2 for cases where w = 1, 2 and 5, given 10 samples of aggregated traffic measured during the first 10 fixed length intervals. For w = 1 interval length case, the histogram database will record 10 samples of aggregated traffic measurement; while for the w = 2 consecutive intervals case, the first record of the histogram database contains the total traffic measured during the 1 st and the 2 nd fixed length intervals. Likewise, for the w = 5 consecutive intervals case, the first record of the histogram database will contain the total traffic measured during the 1 st to the 5 th fixed length time intervals.
Let the random variable X i (w) represent the total amount of aggregated work that arrives during w non-overlapping consecutive intervals in the i-th link. Let A i be a random variable representing the amount of aggregated work arriving from all established connections in the i-th link during one fixed length time interval. Let A i,k be a random variable representing the amount of aggregated work arriving from all established connections in the i-th link during the k-th time interval. Hence,
Let L be the required CLR and let l be the shared buffer capacity. Now we can use our collection of histograms with different window sizes to estimate the minimum service bandwidth V i , required by all established connections on the i-th link such that their CLR requirements are met.
,
where S i,w is the service bandwidth on the i-th link for a window size of w consecutive intervals.
where the superscript '+' is defined by {Q} + = Q if {Q} > 0; and {Q} + = 0 if {Q} ≤ 0. Equation (3) is explained as follows. The work arriving during w consecutive time intervals that could not be served or stored (assuming the buffer was empty at the beginning of the w time intervals) must be lost. Furthermore,
is an estimate of loss which will be accurate to a satisfactory degree if sampling at intervals of length w, which represents the dominant time-scale for the loss process. In other words, it is an estimate of loss based only on time-scale of w. Equation (3) then selects the dominant time-scale as the one giving the worst loss. Next, using V i , we can compute the estimated free bandwidth, namely R i = C i -V i , where C i is the i-th link capacity. As a result, the estimated available bandwidth RSFB for an end-to-end connection of n links is as shown below.
[ ]
This MBCAC approach is different from the effective bandwidth concept [10] since we take into account the statistical multiplexing of the connections without the additivity feature. With both PRAFB and RSFB values calculated, the next step is to compute the OLFB value that will be used to make connection admission decision. This is explained in more details in Section 3.3.1.
3.2
'Decision on the Call Departure Alternative' Module As explained in Section 3.1, the accuracy of the available bandwidth calculations is heavily dependent on the past records kept in the traffic histograms. This poses the question of how 'up-to-date' the histograms are required to be in order to still maintain an adequate functioning MBCAC mechanism in the presence of random connection departures.
Two different approaches are used to handle the task of removing a departing connection's previous contributions from the past records of all traffic histograms. In addition, we also implement an approach whereby no attempt was made to update any histograms. These three approaches vary in the complexity and the storage capacity requirements. The choice of history update mechanism allows us to address the issue of efficiency versus complexity for an MBCAC mechanism.
The most complex approach is called the Exact histogram update. In this approach, every amount of traffic that was transmitted by the departing connection is removed from all traffic histograms. This is achieved by recording the number of cells (work) each established connection transmits into a network bottleneck at every sampling interval. After the removals, all traffic histograms will now only contain the traffic contributions from connections that are still inprogress.
The next approach is less complex and it is called the ZT histogram update [11] . In this approach, an approximate constant value is computed using the most recent aggregated traffic reading and the number of in-progress connections. The value is then subtracted from all traffic histograms' records. This simpler method is conservative in the amount of traffic that are subtracted from the histograms, and hence less efficient in reducing the CLR estimation error as compared to the exact histogram update approach.
Let m be the number of established connections at the i-th link. When a connection departs, all histograms are modified by an approximate value U i as if a CBR traffic stream (at that rate) had departed from the i-th link. Using the estimated minimum service bandwidth V i as shown in (2), we compute U i by ( ) is a connection departure. In other words, no attempt is made to remove that connection's traffic contributions from all traffic histograms. Hence, the available bandwidth predictions are made based upon the very conservative viewpoint that recently departed connections still contribute to the overall statistical behavior of the present established connections. This would imply a low network utilization performance, albeit faster MBCAC computation along with minimal memory requirement.
In this approach, no exponential weighting is given to recent histogram data; hence, to maintain the adaptability of the CAC to changing traffic load, we use other ad hoc methods like the Adaptive weight factor approach described in the next section.
'Decision on the Prudence Level Policy' Module
The purpose of this policy is to decide at which point-intime should preventive actions be taken by the MBCAC mechanism, with advance knowledge that there may be a possible QoS breach by the present established connections.
In this section, we will discuss the two different preventive-action approaches that are used. The first approach is simply a marker between the two extreme CAC methods, while the second approach derives a 'Warming up period' for the newly accepted connections.
3.3.1
Adaptive Weight Factor Approach Clearly, excluding the few special cases of very high QoS requirements and/or very bandwidth-hungry applications, the PRA method may be too wasteful. In a real practical sense, it is highly unlikely that a traffic source will transmit at its declared peak rate continuously. Therefore, the statistical multiplexing gain can be exploited to achieve a higher link utilization performance, and hence this would imply the use of the combined REM/RS method. However, this method is aggressive and may lead to the violation of the required QoS. The breach may occur when the traffic process is not stationary, and/or its variance is too high. A possible solution will be to maintain longer traffic histograms to accurately measure and estimate the traffic behaviors.
It is therefore apparent to us that the optimal point of MBCAC operation may not be solely based on either the PRA method, or the combined REM/RS method; rather it should be based on the contributions from both methods. The optimal point could be anywhere in between them, and its movement should be based on the present traffic conditions. To achieve this concept, and hence obtain a higher utilization performance subject to meeting the required QoS, we use a control mechanism called the Adaptive Weight Factor (AWF). Preferably, this control should be adaptive so that during periods of network congestion, the OLFB at any congestion points will be reduced and approach a value almost equal to the PRAFB. On the other hand, during periods of no congestion, the OLFB should approach the RSFB value so as to admit more new connections. Therefore, the derived OLFB value of (4) will be set to a compromise dependent upon the traffic load as shown in Fig. 3 . The benefit of this concept is that it allows for the inaccuracy of bandwidth predictions.
( )
where p is the AWF with values ranging from 0 to 1. We will now explain how to derive the AWF on the i-th link. Let C t represent the link capacity during one fixed length interval (at the t-th sampling interval); and A t denotes the arrival rate from all established connections during the tth interval. In addition, we denote by l the shared buffer capacity and let H represent a fixed threshold value for the three approaches mentioned in Section 3.4. These approaches are used to determine how the arriving traffic will be measured against the fixed threshold value: a Link occupancy approach, a Buffer occupancy approach and a Cell loss measurement based approach.
When the amount of arriving work is more than the fixed threshold, the AWF is decreased. For the Link occupancy approach, it is computed as shown in (5) for the (t+1)-th interval.
While for the Buffer occupancy approach, we measure the amount of work that overflows into the shared buffer during the t-th interval, and we call this Y t . Therefore, the AWF is computed as 1 max 0.0 ,
However, when the work is less than the fixed threshold, the AWF is increased as shown for both approaches,
where F is an arbitrary number used to increment the AWF. For the Cell loss measurement approach, the AWF is set to 0.0 whenever packets are lost. When there is no loss, the AWF will be increased as shown in (7).
3.3.2
Adaptive Warming Up Period Approach In MBCAC schemes, when a new connection is admitted, no adequate statistical traffic information about the behavior of this connection is known initially. Hence, the algorithm will not be able to compute effectively the aggregated service bandwidth needed by all the established connections. To alleviate this error, a new connection is taken to be transmitting at its declared peak rate for a certain initial duration called the Warming up period (WP). For a connection whose transmission duration is beyond this period, its ongoing traffic transmissions will now be considered in all traffic histograms [11] .
Using the calculated AWF (denoted by p) in Section 3.3.1, and letting WP t+1 be the warming up duration that all new connections in the (t+1)-th sampling interval will be subjected to, the WP is calculated as shown below.
where D is an arbitrary constant representing the maximum allowable warming up period.
'Decision on the Load and Traffic Measurement
Alternative' Module In this module, comparisons between the arrival traffic volume and the fixed threshold value are achieved through three different approaches. These comparisons will affect the AWF value, which in turn affects how conservative or bold the MBCAC is towards the admittance of new connections. Namely, the approaches are: 1. Link occupancy measured in one sampling interval. 2. Buffer occupancy measured in one sampling interval. 3. Cell loss measurement measured in one sampling interval. The use of the Cell loss measurement is the most daring approach because we wait until damage is done before any actions are taken. On the other hand, the Link occupancy approach is the most conservative because preventive actions will be initiated whilst there is still unused bandwidth left in the link. For the occupancy-based approaches, the fixed threshold H used in Section 3.3.1 is set as a percentage of the link or buffer capacity.
3.5
'Decision on the Constraint Liberalization' Module From (3), an estimated service bandwidth (for time-scale w) needed by the established connections is computed. However, by setting the L to be equal to the required CLR, it will ensure that the V i always has a high minimum value. However, if we were to slowly remove this constraint, for example, by increasing L such that it results in a very low or zero V i value, then this would give us a higher RSFB and possibly a higher OLFB too. With a higher OLFB value, more new connections will be accepted and the utilization performance will increase, albeit at the cost of not meeting the required QoS. Nevertheless, if this concept is used with a conservative fixed Link occupancy based threshold that functions as a QoS police, then the MBCAC can still retain the previous conservative behavior [12] . The advantage of this concept is that at a zero constraint scenario, the traffic histograms are irrelevant and hence of no use. We are then left with a very simple MBCAC approach that does simple comparisons against a conservative threshold and thereafter makes admission decisions.
SIMULATION RESULTS
In this section, we compare the performance and efficiency of the above-described CAC approaches. In particular, we consider the following six schemes: 1. Gaussian model with a priori traffic information (GA). 2. Effective Bandwidth model with a priori traffic information (EF). We take 1 second to be equivalent to 1000 sampling intervals. The required QoS of the link was fixed at CLR = 10 -5 cells. The remaining parameters were fixed at F = 0.01 and D = 300 sampling intervals. The simulations were for 10 6 intervals with an initial start-up period set to 15000 sampling intervals. During this period, the MBCAC uses the PRA approach. Fig. 4 shows the utilization performance of the GA and EF model-based CAC approaches for both LHC and SHC traffic types. As shown, the GA produces higher performance because the model considers the multiplexing gain factor. Both of these approaches uses a priori traffic knowledge, hence our MBCAC schemes will be benchmarked against the results in Fig. 4 .
Next, we compare different MBCAC schemes without and with the Constraint liberalization method in sections 4.1 and 4.2 respectively. The focus is on how complex a CAC scheme must be in order to achieve efficiency whilst meeting the requested QoS.
Without Constraint Liberalization Method
We compare the utilization performance amongst the three 'Load and traffic measurements' alternatives. The connections are of the type LHC and the AWF_ED approach was implemented. For the Link occupancy based alternative, the H thresholds were fixed at 80% and 90% of the link rate, and they are abbreviated as Link_80 and Link_90 respectively. Likewise, for the Buffer occupancy based alternative, the H thresholds were set to 1% and 20% of the shared buffer capacity, i.e., abbreviated as Buffer_1 and Buffer_20 respectively. Loss_Msr implies the Cell loss measurement alternative was implemented.
As shown in Fig. 5 and Table 2 , for small to mid buffer sizes the Link_80 implementation produced above 70% efficiency whilst still meeting the QoS requirement. This result was expected because the Link occupancy approach initiated preventive actions whilst the traffic load was still within the link rate. Though it is a conservative approach, it produced the highest utilization possible without breaching the required QoS. With this result, we proceeded to use only the Link occupancy approach to help us compare the tradeoffs between efficiency and simplicity. Fig. 6 shows the effects on utilization performance with increasing MBCAC complexity. A buffer size of 1000 cells and a link occupancy threshold of 80% were used throughout the simulations. Abbreviation LINK implies Link occupancy approach was implemented. The arrangement in the figure begins with the simplest approach, i.e., aggregated traffic measurements with no histogram update (AWF_ND), to the most complex approach, i.e., individual-connection based traffic measurements with adaptive warming up period and exact histogram update techniques (WP_ED). It is clear that the AWF_ZTD gives performance almost as good as the more complex approaches. We also observe that implementing the warming up period technique only improves the efficiency by 2 to 3 percent. Fig. 7 and Fig. 8 show the measured utilization versus decreasing constraint for the LHC and SHC respectively. For these simulations, a shared buffer size of 300 cells and a link occupancy threshold of 80% were used. As L of (3) is increased, the constraint is decreased until it is completely eliminated at L = 1.0 value. This zero constraint stage presents us with an important question to answer. That is, do we still require the use of the equation along with all its complexity, i.e. traffic histograms, so as to maintain adequate network efficiency. As shown for all cases of the constraint factor, high utilization can be achieved whilst still meeting the required QoS. This is possible through the simple implementation of a fixed conservative link occupancy threshold that varies the p, and hence resulting in the varying amount of OLFB as shown in (4) . Due to the decreasing conservative-ness of (3), the Adaptive weight factor approach will adjust its weight factor towards the conservative PRA method. These adaptive actions will help maintain the MBCAC to be still conservative. As shown in Table 3 , the QoS criterion is still met.
With Constraint Liberalization Method
AWF_ND recorded promising network efficiency as the L value is increased up to 1.0. At L = 10 -01 , the utilization measured was almost the same as that measured from the complex MBCAC scheme (AWF_ED), as shown in Fig. 7 . Fig. 8 shows the AWF_ND utilization increased by 2% at L = 10 -01 from 57.5% at L = 10 -05 . The other approaches did not record any significant utilization improvements.
4.2.1
Conservative Threshold Issue From the previous simulation results, we found that the AWF_ND approach used with a link occupancy threshold of 80% recorded promising network efficiency with increasing values of L. Using this observation, we implemented different link occupancy based threshold values on the AWF_ND approach for both LHC and SHC ( Fig. 9 and Fig.  10 respectively) . The QoS measurements are shown in Table  4 .
For the LHC, the AWF_ND achieved 76% utilization whilst still meeting the required QoS, when a threshold set to 80% of link and the L = 1.0 were used together. However for the SHC, a threshold set to 85% of link and the L = 10 -01 gave a 61% utilization performance.
When these results are compared against those shown in Fig. 4 , it is clear that the AWF_ND produces performances that are almost the same as those produced by the GA scheme.
CONCLUSION
In this paper, we have introduced a framework for the evaluation and comparison of various MBCAC schemes. A comprehensive set of simulations was carried out and their utilization performances were compared. Various approaches were used, from the simplest (aggregated traffic measurements with no histogram update, AWF_ND) to the most complex (individual-connection based traffic measurements with adaptive warming up period and exact histogram update techniques, WP_ED) in terms of computation and memory requirements. These approaches are then compared against model-based schemes with a priori traffic information. From the simulations, we have learnt that the AWF_ND approach provides a good compromise between the needs for achieving adequate efficiency versus the needs to reduce the MBCAC algorithm complexity. Furthermore, this was achieved without the requirement of maintaining the complex and memoryhungry traffic histograms. However, without such traffic histograms, the MBCAC is unable to meet the requested QoS. As shown by the simulations, the use of a conservative link occupancy based threshold and an adaptive weight factor technique, ensure the simple AWF_ND approach can still meet the QoS criterion. The advantages of this approach are that it requires minimal memory capacity, and the MBCAC computations are faster. In addition, the utilization performance recorded was close to the benchmark.
The main conclusion of this paper is that it demonstrates that it is possible to implement a very simple measurementbased CAC, which does not require excessive traffic measurements or traffic histograms, and yet still achieve high utilization performance whilst meeting QoS guarantee. 
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