Abstract. We study a class of integro-differential equations containing multiplication operators, partial integral operators, and ordinary integral operators. Building on the usual identification of real functions of several variables and abstract functions, such integro-differential equations may be reformulated as ordinary differential equations in suitable Banach spaces. We give a representation theorem for the corresponding Cauchy operator and study the (unique) solvability of a general boundary value problem. 
u(r)(i, s) = u(t, T, s).
(
In this sense we can prove (see also [2, 5] ) the following
Lemma 1. With the natural identification (2), we have C(J, X) Cr(X) and C'(J,X) C'(X). Furthermore, for u E C,'(X) we have du(r) -ôu(t,r,$) (t, S) -dT aT and each u E C(X) satisfies (ju(T)dT) (t, S) = ju(t,T,$)d for almost all (t, s) e [a, b] x [a, b].
Using the identification (2), we may write equation (1) more concisely asoperator differential equation
where
A(r) = C(r) + K(T), K(T) = L(r) + M(r) + N(T) (4)
with
C(T)u(t, .$) = c(t, r, .$) u(t, s)

L(r)u(t,$) = I l(t, T, s, a) u(t, a) do, (6)
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M(r)u(t, s)
= / rn(t, r, s, r) u(r, s) dr (7) N(r)u(t, s)
= ff n(t,r, s, a, r)u(r, a)dadr. (8) Any solution u E C'(J, X) of equation (3) will then be called a solution of the integrodifferential equation (1) in the ideal space X. In applications, the usual choice for X is either the Lebesgue space L = L( [a, b] x [a, b)) or, more generally, the Orlicz space LM = LM ([a, bj x [a, b] ) generated by some Young function M (see, e.g., [8) ).
A representation theorem for the Cauchy operator
The Cauchy operator (or resolvent operator) plays a crucial role in the classical theory of differential equations in Banach spaces (see, e.g., [4] ). However, there is a problem when applying the classical theory to equation (3): the operators (6) and (7) (which may be called partial integral operators, since integration is carried out only with respect to some of the variables involved) are usually not compact. Nevertheless, the central representation theorem for the Cauchy operator carries over from integral to partial integral operators, as we shall show now. We define £ T (X) as the space of all regular partial integral operators (see [101) in X. This is a Banach space with the norm
where J AI denotes the module of A (see again [10] ). It turns out that, if (4) is locally (Bochner) integrable as a function from some interval into £'(X), the Cauchy operator for equation (3) is itself a regular partial integral operator: In fact, it is obvious by [6: Theorem 21 and (9) that the left-hand sides of the previous inequalities are all bounded by -
Theorem 1. Suppose that the operator function (4) is locally integrable in 12"(X
Integrating (9) More precisely, we have by [6) (eliminating some typing errors) that l j = 1, in 1 = in, 
=C(t,T1,S)C(i,T,S)l(t,T+l,S,O)
72+l(t,Ti.... ,T+1,$)o,r) =c(t,ri,$) ... c(t,rn,$)n(t,Tn+I,s,a,r) + n n( t , T1, ... ,Tn,s,a,r)c(r,T+1,)
+l(t,ri .... ,r,s, Or ) rn(t,r+i,a)r) +mn(t,ri,...,rn,s,r)l(r,rn+i,s,a)
+ / ln(t,r1,...
T,S,,r)l(T,T+I,e,a)de
+ f n n(t , T1, -
+ ff n n( t , 71, Tn, S , C, 7 7) n ( 7 7, 7*n+, ) ^, o, , r) &74-By these formulas, the additional statements are obvious I
As can be seen by the formula for general not true, if I and m do not vanish.
Of course, the formulas arising in the proof of Theorem 1 are very clumsy, and they may hardly be used for calculating the Cauchy operator U(r, r0 ). Under additional assumptions, however, the calculations simplify. For example, in case in = n = 0 (or, analogously, in case I = n 0) equation (3) (10) and assume that we are able to calculate the Cauchy operator for the Barbashin equation
in some Banach space Y over [a, b] which is obtained from X by "freezing" the argument t. In order to make this more precise, let us say that an ideal space X over [a, bJ x [a, 6] is projectable to an ideal space Y over [a, 6] , if for any u E X we have u(t,.
More generally, for ideal spaces X with mixed norm (see, e.g., [6] ), it is trivial to determine a space Y to which X is projectable. 
Theorem 2. Let m = n = 0. Suppose that X is projectable to Y, and the operator function (4) is locally integrable in £(X). Assume that, for almost all t E [a, b], the operator function (10) is locally integrable in £(Y) with Cauchy operator U,(r,ro
It is obviously that A(T) is locally integrable in £'(X
This implies that ii(t,r,ro,s,r) h(t, r, ro, s, a, r)
The Cauchy operator U(r, r0 ) is therefore given in this case by
U(r, r0 ) u(t, s) = u(t, s) + H(r, r0 ) u(t, s) = u(t, s) + I (e r-ro -1) u(t, a) dci.
On the other hand, the corresponding parameter dependent operator function (10) is here
By Theorem 2, the Cauchy operator for the differential equation dr -A j (r)v(r) (r E J)
has the form
and the equality U(r, r0 ) u(t, s) U(r, r0 ) u(t, .)(s) for almost all t E [0, 1] is obvious.
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Generalized boundary value problems
We consider now the equation (1) (1), (14) and (15) almost everywhere. In the special case
c(t, r, s) = c(s), l(t, r, s, o-) = m(t, r, s, r) 0, n(t, T, s, a, r) n(s, o)
this boundary value problem was studied in (1] .
We first consider the case Q = (0, 11 x [-1, 11. Suppose that A(r) is locally integrable in the space £'(X). As we have shown in Theorem 1, the Cauchy operator U(r, r0 ) for the differential equation (3) may always be written in the form T, ro, s, a, r) u(r, a) where 1, th and Ii are measurable. For f E C,-(X), the (unique) solution of equation (3) with initial condition u(r0 ) = u,-0 E X is then given by where y and z will be specified later. For To = 71 we get then Using now also the boundary condition (15) for r = 7-2, we arrive at the following system: r2 , TI, s, r)y(r, s)dr +JJ ñ(t, 72, T1, s, a, r)y(r, a) 
U(-r, ro)u(i, s) = e(t, r, ro, s) u(t, s) + Ji(t,r, To, s,a)u(i,a)da
+ J 1 (16) n(t,r, To, s,r)u(r,$)dr +JJ ñ(t,z(t,$) = mi(t,r2,$) +J (t,dordr On a Generalized Integro-Differential Equation 909 if (t, s) E (0,11 x 1-1,11 and
0(t, s) = e(t, r2 , 7-1, s)y(t, s) + m 2 (t, 72, s) +f I
,5, a) y(t, a) do, + J th(t, T2, TI , s, r) y(r, s) +11
ñ (t, T2, r1, s, a, r) if (I, s) E [-1,0) x [-1, 1) . To simplify this we put, for (t, s) 
J(t s)-1'(t,$) -m2(t,T2,S) -e(t,r2,ri,$)
The above system may then in turn be written as a single equation
y(t,$) =fi(t,72,T1sa)Y(t,a)da +fth(tr2 TI, s,r)y(r,$)dr
(17)
+ffn(t,Tz, TI, s,a,r)y(r,a)do, +f(t,$)
. This is a partial integral equation of the second kind. If . A is of Volterra type this equation is also of Volterra type, by Theorem 1 above, and has been studied in [6] . It turns out that in this case the equation (17) 
X). This solution is given by g(t,T,$) -{ e(t,T,ri,$)cp(t,.$) + Pf(t,r,.$) if (t, S) e Q -e(t, T, 7-2, s) (t, s)+ Pf(t,T, s) if (t, s)
fe(t,r,9,$)f(t,O,$)dO if(t,$) E QC
Lemma 4. Let K(r) = L(r) + M(r) + N(r) be defined as in (6) -(8) and k on C,(X) be defined by Ku(t, 'r, s) = K(T)u(T)(t, s). Suppose that the operator function K(T) is strongly continuous in £(X). Then K maps the space C(X) into itself.
Proof. For any u E C(X) we have
The right-hand side of this inequality tends to zero, as r -r0 , by the uniform boundedness principle and the strong continuity of the operator function K(T)I From Lemma 5 we conclude that the operator B = Pk maps C(J, X) into itself. Apart from the trivial solution u(t, r, s) 0, a non-trivial solution is then given by u(t,r,.$) = IsinT ifs>0 lcosr ifs<0.
Theorem 3. Assume that the operator functions C(r) and K(r) are strongly continuous and measurable in £(X), and let f E CT (X). Then each solution of the boundary value problem (1), (14), (15) is a solution of the fixed point equation u(t, r, s) = Pku(t, r, s) + g(t, r, s). (18)
Conversely, every solution u C C(X) of equation (18) actually belongs to C,(X) and solves the boundary value problem (1), (14),(15).
Proof. Suppose that u E CT (X)
solves
By induction, we get
IBu(t,r,$)I
