In terms of characteristics of flexible job-shop scheduling problem, the complementary constraint models, including priority among different jobs and parent-child relations of relevant jobs, are established based on two objective function of minimizing makespan for all jobs and the sum of standard deviation of processing workload for all working centers. Aiming at the above model, a hybrid genetic annealing algorithm is proposed. The flow and key technologies of algorithm, including chromosome encoding and decoding scheme, fitness function, selection operation, self-adaptive crossover and mutation operation, neighborhood structure design and acceptance criterion, cooling function, algorithm termination condition and parallel computation, are discussed in detail. The feasibility and validity of the proposed model and algorithm is demonstrated through computational experiment.
Introduction
For manufacturing enterprises, because of management complexity of production process, pressure of shared key resources and uncertainty of market and manufacturing environment, scientific production scheduling scheme plays an extremely important role in controlling the work-in-process inventory, improving due date fill rate and raising productivity. According to the characteristics of processing route, scheduling problem can be divided into Job-shop Scheduling Problem (JSP) and Flow-shop Scheduling Problem (FSP). JSP means that a sequence of operations for each job must be executed in a specified order and each operation can only be processed in some kind of machines. The Flexible Job-shop Scheduling Problem (FJSP) is an extension of the traditional JSP, which allows one operation to be processed on one machine from a set of alternative machines. It is well-known that JSP is a typical hard Non-polynomial (NP-hard) problem. However, FJSP is more complex than JSP because of the additional determination to the assignment of machines for each operation.
Owing to the restrained relations among the time effect of respective production link, difference among management objects and methods in every production link and largeness and concentration to the manufacturing resources requirement amount in every production link, the difficulty of FJSP is how to coordinate the conflict to manufacturing resources, such as key machines, key types of work, etc, among the same production links of different products in order to ensure the normal running of production process under limited resources. In the meantime, different constraints of each order are often involved, and time sequence constraint and multi-producttype whole-set constraint among different jobs are also very strict. Consequently, decision must be made according to respective constraints in order to satisfy the demands of multi-objective expectation control. However, on account of conflict among different objectives, it is very difficult to solve task allocation and scheduling problem only by applying decision-making optimization method or search algorithm.
In recent years, the various of meta-heuristic algorithms, such as Genetic Algorithm (GA) [1, 2, 3] , Tabu Search Algorithm (TSA) [4, 5] , Simulated Annealing (SA) algorithm [6, 7, 8] , Particle Swarm Optimization (PSO) algorithm [9, 10] , etc, are the most effective ways and the most promising technologies for solving practical FJSP. In this paper, the complicated multiconstraint models based on FJSP are presented. Meanwhile, procedures and key technologies of a proposed hybrid genetic annealing algorithm are described. In addition, a computational experiment for testing validity of the algorithm is reported and analyzed.
Problem Formulation
Firstly, the notations and basic assumptions of the FJSP described in this paper are summarized as follows.
Definition 1
Working center is a kind of machine group in which there are some machines with the same or similar processing capacity, and one operation has the same processing time on each machine.
• A set of n jobs j i (i = 1, 2, · · · , n), each of which includes
need to be scheduled.
• A set of k working centers
, need to be taken as manufacturing unit for each operation o i,h when compiling process routes.
• Each operation o i,h will be assigned to the most appropriate machine m p,q from designated working center w p during the actual scheduling.
• Each machine can process only one operation at a certain time.
• An operation of a job can start processing only when its previous operation has been finished.
• An operation can not be interrupted if it starts processing on a given machine.
• All machines are workable during the total manufacturing process.
Secondly, two scheduling objectives are given as below.
where c i is the completion time of job j i . Eq. (1) specifies the objective to minimize makespan of all jobs.
where L p,q is the sum of processing time for all operations processed on machine m p,q , and L p is the average of total processing time for every machine in working center w p . Eq. (2) shows balanced machine workload, which means that it is expected to minimize the sum of standard deviation of processing workload for all working centers.
Finally, the formulations of three complementary constraints specially designed in this paper based on FJSP, are listed as follows.
where pre i is child-jobs group of job j i , and st i is the start time for first operation of job j i . Constraints (3) denotes parent-child relations of relevant jobs. It ensures that the start time of a parent-job can not be earlier than the completion time of its all child-jobs.
where pri i is priority of job j i . Constraints (4) represents priority among different jobs. It means that the start time of job with higher priority should be earlier than the start time of job with lower priority.
Constraints (5) indicates the relation between constraints (3) and constraints (4) . It means that priority of a parent-job can not be higher than that of its child-jobs.
Design of Hybrid Genetic Annealing Algorithm
GA is a stochastic parallel search algorithm with high robust performance and strong global search ability. However, it is easy to be trapped into a local optimum. Correspondingly, although SA is a local search algorithm by itself, it can avoid getting trapped in a local optimum by accepting cost increasing neighbors with some probability. Unfortunately, SA always consumes excessive computation time. Therefore, a hybrid genetic annealing algorithm, which can improve optimization performance by making full use of the advantages of both GA and SA, is proposed in this paper. Namely, a better solution can be got quickly at the initial stage by adequately utilizing parallel search capability of GA, and when the population diversity is degraded to some degree and solution is prone to be trapped into a local optimum, the excellent solution in optimized population can be further improved by utilizing strong local search capability of SA. Flow chart of the algorithm is shown in Fig. 1 . 
Chromosome Encoding Scheme
Chromosome encoding is to find a suitable mapping between the encoding space of algorithm and the solution space of problem, i.e., genetic annealing algorithm is actually to operate alternately between the encoding space and the solution space. As for JSP, operation-based encoding, jobbased encoding and machine-based encoding are commonly used. Due to the main characteristics of operation-based encoding, including simplicity, easy implementation, implication of process constraint, and realization of high efficiency decoding, it is adopted in this paper. i.e., each gene in chromosome stands for one operation of a job, and the order of genes with the same value represents the order of all operations of a job according to process route. Besides, two properties of a job, including scheduling sequence and priority which are used as key word of ranking algorithm for satisfying three complementary constraints presented in Section 2, are appended to each gene. As far as scheduling sequence is concerned, topological sorting method is used to guarantee that scheduling sequence number of a parent-job is bigger than that of its child-jobs.
Chromosome Decoding Scheme
For the same chromosome, scheduling result with different decoding process may be quite different. In this paper, the decoding process of chromosome is deliberately designed to satisfy constraints (3), constraints (4) and constraints (5) . At first, each gene which stands for one operation of a job in chromosome is ranked in ascending order according to scheduling sequence number of the job it belongs to. Therefore, a parent-job can start processing only when all operations of its child-jobs have been finished. Afterwards, each gene in chromosome is ranked in descending order according to priority of the job it belongs to. Consequently, jobs with higher priority will be assigned earlier. Eventually, the chromosomes encoding are transformed into the processing order for total operations of all jobs. In addition, a heuristic dispatching rule, which means that each operation will always select a machine of which the earliest available time is the first and workload is the lightest among all machines in a working center, is adopted to realize balanced machine workload.
Fitness Function
As evaluative criterion of chromosome in GA, fitness function is used to measure the quality of the solution. The design of fitness function should consider whether it can reflect the difference among chromosomes very well. In other words, improper design will deteriorate the performance of the algorithm because population diversity is degraded.
Generally, fitness function is the simple transformation of objective function, and the process of fitness computation is basically the process of chromosome decoding. Therefore, higher efficiency fitness function depends on better chromosome encoding scheme to a large degree. Because operation-based encoding is adopted in this paper, the computing flow of fitness function is corresponding with the decoding flow of operation-based encoding. Furthermore, the computing performance of fitness function are effectively increased because the decoding process taking account of selectively inserting the operation into the corresponding idle time is used to generate active scheduling.
Selection Operation
Selection operation is to select chromosomes with excellent genes from parent population, which will be inherited to the next generation. The standard used to check up whether chromosomes are excellent is fitness value, i.e., chromosomes with larger fitness values have more chance to be selected and be copied into the next generation.
Sometimes, the inner structures of chromosomes with approximate fitness value may be different greatly from each other because of complexity of scheduling problem. To clearly distinguish chromosomes with little differences in fitness value, ranking selection method based on liner distribution is adopted in this paper because the selection probability of chromosomes is only related to the order according to their fitness values.
Self-adaptive Crossover and Mutation Operation
Crossover and mutation operation is to exchange or change genes in chromosomes according to certain probability so as to increase population diversity and prevent prematurity and stagnation of algorithm. Self-adaptive crossover and mutation operation is a kind of crossover and mutation operation controlled by self-adaptive crossover probability P c and self-adaptive mutation probability P m . Its basic ideal is to realize the automatic adjustment of P c and P m with the change of fitness values of chromosomes in population. Namely, when the fitness values of chromosomes in population tend to be identical, P c and P m can increase automatically so as to increase probability of generating new chromosomes in population. By contraries, when the fitness values of chromosomes in population tend to be dispersed and the convergence speed of algorithm has been decreased, P c and P m can reduce automatically so as to accelerate the convergence.
In this paper, order crossover operator is adopted because it can favorably preserve gene structure of two parent chromosomes and guarantee the heredity of chromosomes. Inverse mutation operator is adopted based on consideration that because the values of many genes in chromo-somes generated by operation-based encoding method are equal, new chromosome may be the same with original chromosome if insertion mutation operator or exchange mutation operator, each of which has less effect on changing the gene structure of chromosome, is adopted. However, inverse mutation operator can avoid the appearance described above because it can remarkably change the gene structure of chromosome. Meanwhile, in order to avoid adverse effect on the gene structure of chromosome, at most a quarter of gene segment is selected for inverse operation. In addition, the idea of self-adaptive crossover and mutation operation is taken into account, and computation formulae of self-adaptive probability P c and P m presented in Ref. [11] are used.
Neighborhood Structure Design and Acceptance Criterion
The neighborhood in genetic annealing algorithm is defined as the solution space of sampling on fixed-step for chromosomes. 2-opt neighborhood structure is considered as the first choice because it features completeness, simple operability and advantage to realization of high efficiency algorithm. At the same time, in view of a large number of genes with the equal value in chromosomes generated by operation-based encoding method, a modified 2-opt neighborhood structure is designed in this paper, i.e., two genes with different value are selected randomly and exchange position each other. Acceptance criterion is the rule used to determine whether neighboring solution generated by sampling iteration on fixed-step for chromosomes can replace current solution. In this paper, classical Metropolis acceptance criterion is adopted.
Cooling Function
The control of cooling process is extremely important for convergence performance of SA. Cooling rate is too quick to search solution space adequately. As a result, the optimal solution is easy to be missed. Similarly, cooling rate is too slow to accelerate convergence. As a result, the long search time will be spent. For genetic annealing algorithm, quick cooling is expected to increase computational speed at higher temperature. On the contrary, slow cooling is expected to improve convergence performance of the algorithm at lower temperature. According to this requirement, a piecewise cooling function based on exponential cooling method is designed as follows.
where T t is the current temperature, T 0 is the initial temperature, t is the number of iteration, α is the cooling rate.
Algorithm Termination Condition
Genetic annealing algorithm has the ability of global optimality, i.e., it can converge to the global optimal solution with probability one. In terms of theory, as long as the number of iteration is enough, the global optimal solution is certain to be obtained. However, the time efficiency must be considered in actual application. Therefore, algorithm can be terminated as soon as a sufficient satisfactory solution has been found. Owing to no obvious improvement to solution quality with increase of the number of iteration in low temperature zone, it is appropriate to take temperature as controlling condition for search process. Based on this characteristic, a hybrid algorithm termination condition is design in this paper. Flow chart of judging procedure for algorithm termination is shown in Fig. 2 . In the Figure, T t is current temperature, T 1 is threshold temperature, and T 2 is another low temperature (T 2 > T 1 ).
Algorithm termination
Optimal solution is replaced
Number of iteration n=n+1 
Parallel Computation
Parallel computation method can be used to reduce execution time of algorithm on the condition of multi-processor hardware platform. Its main procedure can be described as follows.
Step 1 Divide the whole population into several sub-populations according to the number of multi-processor before simulated annealing sampling on fixed step.
Step 2 Respectively bind every sub-population to different processor to compute simultaneously by means of multi-thread technology.
Step 3 Merge every sub-population into a completed initial population.
Computational Experiment
In order to verify the feasibility and validity of algorithm, experimental example is applied to implement expected optimization objective by means of computer aided production scheduling based on limited manufacturing resources. There are two tasks (T 1 , T 2 Table 1 . Gantt chart of scheduling result is shown in Fig. 3 . From Fig. 3 , the flexible scheduling result can be found as follows. (1) Start time of parent-job j 5 is equal to completion time of its child-jobs j 6 , j 7 , j 8 , which means constraints (3) is satisfied.
(2) Start time of job with higher priority j 1 is earlier than that of job with lower priority j 2 , which means constraints (4) is satisfied.
(3) Workloads of two machines in w 1 and w 2 are equal, respectively, which indicates that the algorithm has better effect on balanced machine workload, and requirement of flexible production is achieved.
Conclusions
This paper considers a FJSP with alternative working centers. Meanwhile, in order to reflect the actual scheduling activities better, three important constraint conditions are supplemented. Furthermore, a hybrid genetic annealing algorithm is proposed to solve the problem. Especially, the chromosome decoding process is exclusively designed to satisfy additional constraints. The experimental results confirm the validity of algorithm for solving FJSP described in this paper.
In view of complexity of FJSP, further researches, such as accuracy of multi-constraint models and optimization of algorithm, etc, are needed.
