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ABSTRACT
In this work we propose a generalization of the notion of directional monotonicity.
Instead of considering increasingness or decreasingness along rays, we allow more
general paths defined by curves in the n-dimensional space. These considerations
lead us to the notion of α-monotonicity, where α is the corresponding curve. We
study several theoretical properties of α-monotonicity and relate it to other notions
of monotonicity, such as weak monotonicity and directional monotonicity.
KEYWORDS
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1. Introduction
Aggregation functions (Calvo et al. 2002; Grabisch et al. 2009), in general, and means,
in particular (Beliakov, Bustince and Calvo 2016), are critical tools to deal with prob-
lems based on information aggregation (Bustince et al. 2012; Jurio et al. 2013; Melin,
Bravo and Castillo 2008; Su, Xia and Chen 2011; Ye 2013). A key property in the
definition of such functions is monotonicity and, more specifically, monotone increas-
ingness (Beliakov 2005). However, in some applications, the aggregation of information
is performed using tools which do not satisfy monotonicity, examples being:
(1) In image preprocessing, in order to efficiently identify snow in a given image,
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which is relevant to approximate the existing reserves of water (Hall, Riggs and
Salomonson 1995; Soria-Frisch 2009; Storvold and Malnes 2004). There exist
algorithms to solve this problem which make use of the mode operator to aggre-
gate. However, since the mode is not uniquely defined as a function (as it may
be multivalued), it does not make sense to speak of monotonicity in this case.
Furthermore, even if the mode is understood as a function, it is not monotone.
(2) Applications where penalty-based aggregation functions are used (Bustince et al.
2014). Any averaging aggregation function (i.e. any aggregation function which
is bounded by the maximum and the minimum of its inputs) can be recovered
from an appropriate quasi-convex function, called penalty function, through a
minimization procedure. However, the converse is not true. In general, given a
penalty function, the corresponding minimization procedure leads to a function
which, although always averaging, needs not be an aggregation function, since
monotonicity is not ensured.
In recent years, the relaxation of monotonicity has become a trend in the theory of
aggregation functions (Mesiar, Kolesa´rova´ and Stupnˇanova´ 2018) and there exists a
growing interest on analyzing different types of monotonicity which can cover some of
the previously discussed situations (Wilkin and Beliakov 2015; Bustince et al. 2015,
2018; Sesma-Sara et al. In press). Two of these notions of monotonicity are specially
relevant:
(1) The idea of weak monotonicity (Wilkin and Beliakov 2015; Beliakov, Calvo and
Wilkin 2015), which, for a function of n variables, considers increasingness or
decreasingness only along the ray defined by the vector (1, . . . , 1). It turns out
that this notion allows to cover some relevant statistical operators which are not
monotone, as, for instance, the mode.
(2) The idea of directional monotonicity (Bustince et al. 2015), which general-
izes weak monotonicity considering increasingness or decreasingness along a ray
which can be defined by any vector. When a function is directionally increasing
with respect to a set of vectors that form a cone, it is called cone-monotone
(Beliakov, Calvo and Wilkin 2014). This ideas have led to the notion of pre-
aggregation functions, which is a function fulfilling the same boundary condi-
tions as an aggregation function but which is just directionally increasing along
some ray. Pre-aggregation functions have shown themselves a very powerful tool
in classification problems (Lucca et al. 2016).
The objective of this work is to consider increasingness or decreasingness along paths
more general than rays.
In order to define this generalized form of directional monotonicity, we are going to
consider increasingness or decreasingness along a curve (path) α. For this reason, we
are going to call the new concept α-monotonicity. Note that α-monotonicity extends
directional monotonicity, as rays (straight lines) are particular instances of paths.
The consideration of monotonicity along paths leads to some problems from a the-
oretical point of view. In particular, the possibility of considering closed curves must
be carefully analyzed, as well as the regularity conditions ensuring some sort of com-
position between α- and β-monotonicity. These problems do not arise in the case of
directional monotonicity, and they are not trivial. Furthermore, they are specially
relevant for possible applications of our developments that we intend to discuss in
future works, specially those in image processing, as edges can be described in terms
of closed paths. For this reason, in this work we focus on the theoretical analysis of
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the new concept to solve these difficulties and we leave for a future work the study of
applications.
The structure of this work is as follows. We start with some preliminaries and,
in particular, we review the classical notion of monotonicity. Section 3 is devoted to
the study of the new notion of monotonicity. Section 4 discusses several properties
of α-monotone functions. In Section 5 we comment some relevant aspects of the new
concept from an algebraical and an analytical point of view. In Section 6 we study
idempotency and averageness for this new type of functions. We finish with some
concluding remarks and references.
2. Preliminaries
2.1. Basic notations and concepts
Throughout this manuscript, let n ∈ N be such that n ≥ 2. Points (or vectors)
in Rn will be represented in boldface, that is, x = (x1, x2, . . . , xn) ∈ Rn, where
x1, x2, . . . , xn ∈ R. Let 0 = (0, 0, . . . , 0) and 1 = (1, 1, . . . , 1). We use the standard
partial order in Rn, i.e., we say that x ≤ y if xi ≤ yi for every i ∈ {1, . . . , n}.
Given a function f : D → R defined on a nonempty subset D ⊆ R, we say that f is
increasing if f (t) ≤ f (s) for all t, s ∈ D such that t ≤ s. Similarly, f is decreasing if
f (t) ≥ f (s) for all t, s ∈ D such that t ≤ s.
We will refer to functions F : [0, 1]n → [0, 1] as fusion functions. A fusion function
F : [0, 1]n → [0, 1] is:
• idempotent if F (t, t, . . . , t) = t for all t ∈ [0, 1];
• an averaging function if min(x) ≤ F (x) ≤ max(x) for all x ∈ [0, 1]n.
Note that any averaging fusion function is idempotent.
A (n-dimensional) curve on Rn is a mapping α : Iα → Rn where the domain Iα is
a nonempty subinterval of R. For our purposes, throughout this manuscript, we will
only consider curves defined on intervals (non reduced to a singleton) of nonnegative
real numbers (that is, Iα ⊆ [0,∞[) and such that
0 ∈ Iα and α (0) = 0.
Hence, there are only three cases for this domain: [0,∞[ (if it is unbounded), [0, θ]
(if it is bounded and closed on [0,∞[) or [0, θ[ (if it is bounded and open on [0,∞[),
where θ ∈ ]0,∞[. Most of the properties we show in this paper do not depend on
the character of the domain, that is, the same property holds if the domain is open
or closed on [0,∞[. However, there also exist some properties that are based on the
closure of the domain (see Subsection 5.1).
We denote by α1, α2, . . . , αn : Iα → R the components of α, that is,
α(t) = (α1(t), . . . , αn(t)) for all t ∈ Iα.
We also denote by α0 the curve α0 : Iα0 → Rn given by α0(t) = 0 for all t ∈ Iα0
(where Iα0 is an interval as above).
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We employ ‖·‖1, ‖·‖2 and ‖·‖∞ to denote the usual norms in Rn; given x ∈ Rn,
‖x‖1 =
n∑
i=1
|xi| , ‖x‖2 =
(
n∑
i=1
|xi|2
)1/2
and ‖x‖∞ = max1≤i≤n |xi| .
If ‖·‖ is a norm on Rn, the ball of center x ∈ Rn and radius r > 0 is B (x, r) =
{y ∈ Rn : ‖x− y‖ ≤ r }.
Remark 2.1. Note that if x ∈ [0, 1]n and y ∈ Rn are such that x + y ∈ [0, 1]n, then
‖y‖∞ ≤ 1. In particular, if x ∈ [0, 1]n and t ∈ Iα are such that x + α(t) ∈ [0, 1]n, then
max(|α1(t)|, . . . , |αn(t)|) ≤ 1.
2.2. Monotone fusion functions
This work mainly deals with a generalization of the notion of monotonicity. For this
reason, we recall here the well-known classical concepts of monotone increasing and
monotone decreasing function.
Definition 2.2. A function F : [0, 1]n → [0, 1] is monotone increasing (respectively,
monotone decreasing) if
F (x1, . . . , xn) ≤ F (y1, . . . , yn) (respectively, F (x1, . . . , xn) ≥ F (y1, . . . , yn) )
for every x1, . . . , xn, y1, . . . , yn ∈ [0, 1] such that xi ≤ yi for every i ∈ {1, . . . , n}.
For the sake of simplicity, monotone increasing and monotone decreasing functions
are said to be increasing and decreasing, respectively.
Definition 2.3. A function which is increasing or decreasing is called a monotone
function.
In this work we usually refer to increasing functions, but most of the results can be
easily adapted to the case of decreasing functions.
Example 2.4. (1) Every constant function is both increasing and decreasing. In
fact, constant functions are the only functions which are at the same time in-
creasing and decreasing.
(2) A differentiable function F : [0, 1]n → [0, 1] is increasing if and only if
∂F
∂yi
(y1, . . . , yn) ≥ 0
for every y1, . . . , yn ∈ [0, 1] (with the corresponding adjustments in the boundary
of [0, 1]n). Note that this is equivalent to requiring that, for any h ∈ [0, 1]n, the
inequality
∇F (y1, . . . , yn) · h ≥ 0
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holds for every y1, . . . , yn ∈ [0, 1], where ∇F denotes the gradient of F :
∇F =
(
∂F
∂y1
, . . . ,
∂F
∂yn
)
.
The usual definition of aggregation function (Calvo et al. 2002; Go´mez and Montero
2004; Grabisch et al. 2009) makes use of the notion of monotonicity, as follows.
Definition 2.5. An aggregation function is a fusion function A : [0, 1]n → [0, 1] such
that:
(1) A(0, . . . , 0) = 0 and A(1, . . . , 1) = 1;
(2) A is increasing.
2.3. Extensions of monotonicity: weak monotonicity and directional
monotonicity
Imposing monotonicity might be too restrictive for some specific applications. As an
example, we analyze the case of the mode. We define the mode of a given set of inputs
as that input which appears most often. If there are more than one candidate inputs,
we choose the smallest one.
If n ≥ 2, the mode function is monotone if and only if n = 2, and in this case it
is increasing. In fact, if n = 2, clearly mod(x) = min(x1, x2), and so x ≤ y implies
mod(x) ≤ mod(y).
To see that for n ≥ 3 it is not monotone it suffices to suppose that n = 3. If it were
monotone, it should be increasing, but this is not the case by considering, for instance,
x = (0.4, 0.6, 0.6) < y = (0.4, 0.6, 0.7) and mod(x) = 0.6 > 0.4 = mod(y).
However, if all the inputs of the mode are increased by the same amount, then the
mode itself increases. These considerations led to the introduction of the notion of
weak monotonicity (Wilkin and Beliakov 2015).
Definition 2.6 (Wilkin and Beliakov (2015)). A function F : [0, 1]n → [0, 1] is said
to be weakly monotone increasing (respectively, weakly monotone decreasing) if the
inequality
F (x1 + h, . . . , xn + h) ≥ F (x1, . . . , xn)
(respectively, F (x1 + h, . . . , xn + h) ≤ F (x1, . . . , xn)) (1)
holds for every x1, . . . , xn, h ∈ [0, 1] such that xi + h ≤ 1, i ∈ {1, . . . , n}.
A function F is said to be weakly monotone when it is weakly monotone increasing
or weakly monotone decreasing.
We have the following straightforward result.
Proposition 2.7. Every increasing (respectively, decreasing) fusion function is also
weak monotone increasing (respectively, decreasing).
However, the converse is false because a weakly monotone function does not need
to be increasing (or decreasing), as the case of the mode shows.
From a geometrical point of view, weak monotonicity corresponds to considering
monotonicity along the fixed ray defined by the vector 1 = (1, . . . , 1) starting at any
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point of the domain of the function.
Weak monotonicity was further extended into the notion of directional monotonicity
in the following way.
Definition 2.8 (Bustince et al. (2015)). Let r be a real vector (r 6= 0). A fusion
function F : [0, 1]n → [0, 1] is r-increasing (respectively, r-decreasing) if for every
x ∈ [0, 1]n and for every c > 0 such that x + c r ∈ [0, 1]n it holds that:
F (x + c r) ≥ F (x) (respectively, F (x + c r) ≤ F (x)).
A function F which is r-increasing or r-decreasing is said to be a directionally
monotone function.
Definition 2.9 (Beliakov, Calvo and Wilkin (2014)). Let C ⊂ Rn be a nonempty
cone. A fusion function F : [0, 1]n → [0, 1] is cone-increasing (respectively, cone-
decreasing) if it is r-increasing (respectively, r-decreasing) for every r ∈ C.
A function F which is cone-increasing or cone-decreasing is said to be a cone-
monotone.
Example 2.10. • Fuzzy implication functions (see Bustince, Burillo and Soria
2003) are (−1, 1)-increasing functions. This implies that many other functions,
which are widely used in applications and which can be obtained from implication
functions, are also directionally increasing. This is the case, for instance, of some
subsethood measures (see Bustince, Pagola and Barrenechea 2007).
• Many functions used for comparison of data are also directionally increasing.
In particular, this is the case of those based on component-wise comparison by
means of the Euclidean distance |x − y|, as for restricted equivalence functions
(see Bustince et al. 2006; Sesma-Sara et al. 2018).
• Weakly increasing (decreasing) functions in the sense of Definition 2.6 are par-
ticular cases of directionally increasing (decreasing) functions in the sense of
Definition 2.8, by considering the vector 1 = (1, . . . , 1). But there are many ex-
amples of directionally increasing functions which are not weakly increasing, as,
for instance, implication functions (Bustince et al. 2015).
Directional monotonicity combined with appropriate boundary conditions leads to
the notion of pre-aggregation function (Lucca et al. 2016).
3. Monotonicity along curves
All the notions of monotonicity that we have considered can be understood, from a
geometrical point of view, as increasingness or decreasingness along one or more ap-
propriate directions. Following this interpretation, this definition amounts to consider
increasingness or decreasingness along a specific type of curves, namely, straight lines.
So, in the same way, as the notion of weak monotonicity (monotonicity along the line
defined by the vector (1, . . . , 1)) has been extended to consider r-monotonicity (i.e.,
monotonicity along the line defined by the vector r, with r any real vector), it is nat-
ural to go one step beyond and to consider monotonicity along more general types of
curves.
In order to carry this generalization out, we first introduce some notions. Recall that,
throughout this manuscript, a curve is a mapping α : Iα → Rn such that α (0) = 0,
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where the domain Iα is [0,∞[, [0, θ] or [0, θ[ (for some θ ∈ ]0,∞[).
3.1. Definition and first examples
We use a curve to determine the direction along which we consider increasingness or
decreasingness for a given function. In particular, given a curve α, we are going to
define α-monotonicity (or monotonicity along the curve α) as follows.
Definition 3.1. Let F : [0, 1]n → [0, 1] be a fusion function and let α : Iα → Rn be a
curve (recall that α (0) = 0). We say that F is α-increasing if
F (x + α (t)) ≥ F (x) for all x ∈ [0, 1]n and all t ∈ Iα{0} (2)
such that x + α (s) ∈ [0, 1]n for all s ∈ ]0, t] .
Analogously, F is α-decreasing if
F (x + α (t)) ≤ F (x)
for all x ∈ [0, 1]n and all t ∈ Iα{0} such that x + α (s) ∈ [0, 1]n for all s ∈ ]0, t].
Similarly, F is α-monotone if F is α-increasing or α-decreasing, and F is α-constant
if F is at the same time α-increasing and α-decreasing.
Remark 3.2. Note that the fact that a fusion function F is α-increasing, for a certain
curve α, does not mean that the function increases along the graph of such curve, nor
that it increases along the directions that join each point x with x + α(t). Rather,
F being α-increasing refers to the property of non-decreasingness in the values of F
when evaluating the points across which, starting from a fixed x ∈ [0, 1]n, the curve
α goes. The mentioned non-decreasingness is valued with respect to F (x). Namely, it
could be stated that a function F is α-increasing if, for all x ∈ [0, 1]n, it holds that
F (x + α (t)) ≥ F (x) for all t ∈ Iα{0}, provided that no point x + α(s) has left the
unit hypercube [0, 1]n for s ≤ t.
The cases in which the curve leaves the unit hypercube and the differences between
this notion and monotonicity along a curve are discussed in Sections 3.2 and 3.3,
respectively.
Example 3.3. (1) Let us consider the degenerated curve α0(t) = 0 for each t ∈ Iα0 .
Then every fusion function F : [0, 1]n → [0, 1] is α0-increasing and α0-decreasing
at the same time (that is, it is α0-constant).
(2) Weak monotonicity can be recovered as a specific case of α-monotonicity, just
taking α(t) = (t, . . . , t) for all t ∈ Iα = [0, 1].
(3) More generally, r-monotonicity is recovered taking Iα = [0,∞[ and α(t) = t r for
all t ∈ [0,∞[.
(4) Let us assume that Iα = [0, 1], that α is continuous and limt→1− α(t) = 0. This
context corresponds to the case of a closed curve. If F is an α-increasing fusion
function and for some x ∈ [0, 1]n we have that x + α (t) ∈ [0, 1]n for all t ∈ Iα,
then F (x) = F (y) for all y = x+α(t), where t ∈ Iα, that is, F is constant along
the path s 7→ x + α (s).
7
Example 3.4. Consider the arithmetic mean
M(x1, . . . , xn) =
x1 + · · ·+ xn
n
for all x1, x2, . . . , xn ∈ [0, 1] .
Then M is α-increasing for every curve α such that
n∑
i=1
αi(t) ≥ 0 for all t ∈ Iα.
Analogously, it is α-decreasing for every α such that
n∑
i=1
αi(t) ≤ 0 for each t ∈ Iα.
If we combine these two facts we deduce that, if we consider a curve α such that
n∑
i=1
αi(t) = 0 for every t ∈ Iα,
it follows that M is α-constant.
Concretely, for the case n = 3, let us consider the curve α : [0, 1]→ R3 given by
α(t) =
(
t
2
cos(6pit),
t
2
sin(6pit),− t
2
(cos(6pit) + sin(6pit))
)
, (3)
whose graph is depicted in Figure 1. This curve satisfies α1(t) + α2(t) + α3(t) = 0 for
all t ∈ [0, 1] and, thus, the arithmetic mean M(x1, x2, x3) = x1+x2+x33 is α-constant for
the curve α given in eq. (3).
-0.4
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0
-0.2
z
0.2
0.4
0.3
0.6
0
x
0.20.1
y
00.2
-0.1
-0.20.4
-0.3
-0.4
Figure 1. Graph of the curve α : [0, 1]→ R3 given by eq. (3).
Example 3.5. Let C > 2 and define the function F : [0, 1]2 → R given by
F (x, y) = 0.5 +
x2 − y2
C
for all x, y ∈ [0, 1] .
8
Then F is a fusion function. It can be proved that if F is r-increasing for some vector
r = (r1, r2) ∈ R2{0}, then r1 ≥ 0 ≥ r2. Nevertheless, F is increasing along curves
whose components do not satisfy such inequalities. For instance, let α : [0,∞[ → R2
be the curve defined as
α(t) = (
√
3t, sin t) for all t ∈
[
0,
1
3
]
.
If x = (x, y) ∈ [0, 1]2 and t > 0 are such that x + α(t) ∈ [0, 1]2, then
0 <
√
3t ≤ x+
√
3t = x+ α1(t) ∈ [0, 1]
and this implies that sin t > 0. Therefore
F (x + α(t))− F (x) = 0.5 + (x+
√
3t)2 − (y + sin t)2
C
−
(
0.5+
x2 − y2
C
)
=
2x
√
3t+ 3t− (2y sin t+ sin2 t)
C
.
Since for every x, y ∈ [0, 1] it holds that
2y sin t+ sin2 t ≤ 2 sin t+ sin2 t = sin t(2 + sin t) ≤ 3t ≤ 2x
√
3t+ 3t,
we have that F (x + α(t)) ≥ F (x), which means that F is α-increasing.
Example 3.6. Let F : [0, 1]2 → [0, 1] given by
F (x, y) =
1 + 3x− y2
4
for all x, y ∈ [0, 1] .
The function F is α-increasing for any curve α satisfying any of the following proper-
ties:
• α1 is increasing and α2 is decreasing; or
• α2 is increasing and α1 ≥ 2α2 + α
2
2
3
; or
• the graph of α lies on the fourth quadrant of R2.
Example 3.7. Let F : [0, 1]2 → [0, 1] given by
F (x, y) =
x
y + 1
for all x, y ∈ [0, 1] .
The function F is α-increasing for any curve α whose graph lies on the fourth quadrant
of R2.
3.2. Some considerations about the definition
Moving along the image of the curve in Rn, it is possible to go across the border of
[0, 1]n (as in the case of rays α (t) = t r for t ≥ 0). Hence the curve can leave the
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hypercube. A key question (directly related to Definition 3.1) is whether the curve
re-enters the hypercube. This is the case in the plots of Figure 2 (where n = 2).
3.2. Some considerations about the denition
Condition (0) = 0 on Denition 14 is important in order to have a clear geometric interpretation
of the starting point of the path t 7! x+ (t) (especially when  is a continuous function), which must
belong to the hypercube [0; 1]n. However, moving along the image in Rn of the curve, it is possible to
go across the border of [0; 1]n (as in the case of rays  (t) = t r for t  0). Hence the curve can leave
the hypercube. A key question (directly related to Denition 14) is the following one: will the curve
reenter to the hypercube? This is the case in the following plots (where n = 2).
1 2
0
1
2
x
y
-2 2
-2
2
x
y
(5)
This question is critical in the following sense. Although we have introduced Denition 14, it would
also be reasonable to study the class of fusion functions F such that
F (x+  (t))  F (x) for all x 2 [0; 1]n and all t 2 I such that x+  (t) 2 [0; 1]n : (6)
However, the condition x +  (s) 2 [0; 1]n for all s 2 ]0; t]is important to guarantee that, when the
path s 7! x+ (s) leaves the hypercube [0; 1]n, we will not consider what will happen beyond the rst
point in which the path goes across the border of [0; 1]n. If we do not impose such constraint and the
curve can leaves and enter the hypercube, then an r-increasing fusion function F : [0; 1]n ! [0; 1] has
not to be -increasing along this kind of curves. In order to guarantee that r-increasing fusion functions
could also satisfy our denition for curves whose rst part is a long enough ray, it could be interesting
that, when x+ (s) =2 [0; 1]n, we can reduce the inequality, at most, to the interval [0; s[. In other case,
the notion of increasingness along the curve could not be very intuitive.
Although condition (4) could be seem as more restrictive than (6), we avoid contexts like given in
plots (5) (###to include as Figure in the nal version of the paper) or the following one.
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Figure 2. Two curves that leave and come back to the unit square [0, 1]2.
This question is critical in the following sense. Although we have introduced Def-
inition 3.1, it would also be reasonable to study the class of fusion functions F such
that
F (x + α (t)) ≥ F (x) , (4)
for all x ∈ [0, 1]n and all t ∈ Iα such that x + α (t) ∈ [0, 1]n. However, the condition
“ x α (s) ∈ [0, 1]n for all s ∈ ]0, t]” is important to guarantee that, when the path
s 7→ x + α (s) leaves the hypercube [0, 1]n, we do not consider what happens beyond
the first point in which the path goes across the border of [0, 1]n. If we do not impose
such constraint and the curve leaves a d reenters the hypercube, then an r-increasing
fusion function F : [0, 1]n → [0, 1] would not necessarily be α-increasing along curves
whose first part coincides with the ray described by r. In order to guarantee that r-
increasing fusion functions could also atisfy ou definition for curves whose first part
is a long enough ray, it could be interesting that, when x+α (s) /∈ [0, 1]n, we can reduce
the inequality, at most, to the interval [0, s[. Otherwise, the notion of increasingness
along the curve might not be very intuitive.
Although condition (2) could seem more restrictive than (4), we avoid contexts like
the ones given in Figure 2 or the following one (Figure 3).
Let F : [0, 1]2 → [0, 1] and α : [0, 1]→ R2 be given byF (x, y) = 1+x−y2 , and
α (t) =

6t (1, 1) , if t ∈ [0, 13] ,
2
√
2
(
cos
(−3pit+ 5pi4 ) , sin (−3pit+ 5pi4 )) , if t ∈ ]13 , 23] ,(
15t−18
4 ,
27t−26
4
)
, if t ∈ ]23 , 1] .
(5)
F is clearly (1, 1)-increasing. It is also α-increasing according to Definition 3.1, but
would no longer be α-increasing if condition (2) was replaced with (4). Indeed, if we
take x0 =
(
3
4 ,
3
4
)
, the curve t 7→ x0 + α (t) leaves the unit square at (1, 1) but it
enters again at the point (0, 1), and, in this case, we have no control on the values of
F (x0 + α (t)): for example, F (x0) = F
(
3
4 ,
3
4
)
= 0.5 > 0 = F (0, 1) = F (x0 + α (1)).
Remark 3.8. Since α (0) = 0, inequality (2) is equivalent to imposing the following
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Let F : [0; 1]2 ! [0; 1] and  : [0; 1]! R2 be given by
F (x; y) =
1 + x  y
2
;  (t) =
8>>>>>><>>>>>>:
6t (1; 1) ; if t 2 0; 13 ;
2
p
2
 
cos
  3t+ 54  ; sin   3t+ 54  ; if t 2 13 ; 23 : 
15t 18
4 ;
27t 26
4

; if t 2 23 ; 1 :
-1 1 2 3
-2
-1
1
2
x
y
Although F is (1; 1)-increasing, if we take x0 = (3=4; 3=4), the curve t 7! x0+ (t) leaves the hypercube
from (1; 1) but it enter again from the point (0; 1), and, in this case, we have not a control on the values
of F (x0 +  (t)). Notice that, in this case, F (x0) = F (3=4; 3=4) = 0:5 > 0 = F (0; 1) = F (x0 +  (1)).
Remark 18 Since  (0) = 0, inequality (4) is equivalent to impose the following condition:
for all x 2 [0; 1]n and all t 2 I such that x+  (s) 2 [0; 1]n for all s 2 [0; t] ;
it follows that F (x+  (s))  F (x) for all s 2 [0; t] .
## Here, see Remark 48 on Appendix (page 27).
3.3. -monotonicity and nondecreasingness along the graph
Reader can imagine that Denition 14 implies the nondecreasingness of the fusion function F along
the image of the curve . Let us illustrate that this is a false belief.
Let F : [0; 1]n ! [0; 1] be a fusion function and let  : I ! Rn be a curve. Given an initial point
x 2 [0; 1]n, let consider
Jx; = f t 2 I : x+  (t) 2 [0; 1]n g :
Clearly Jx; is nonempty because 0 2 Jx;. On this set we can dene the function Fx; : Jx; ! [0; 1]
as follows:
Fx; (t) = F (x+  (t)) for all t 2 Jx;:
Although the subset Jx; is not necessarily an interval, we can wonder: if we suppose that Jx; is an
interval and F is -increasing, is the function Fx; increasing? The answer is not.
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Figure 3. Graph of he curve α given in eq. (5).
condition:
for all x ∈ [0, 1]n and all t ∈ Iα such that x + α (s) ∈ [0, 1]n for all s ∈ [0, t] ,
it follows that F ( + α (s)) ≥ F (x) for all s ∈ [0, t] .
3.3. α-monotonicity and monotonic ty along the graph
Although it may seem that Definition 3.1 implies monotonicity of the fusion function
F along the image of the curve α, let us illustrate that this is not so.
Let F : [0, 1]n → [0, 1] be a fusion function and let α : Iα → Rn be a curve. Given
an initial point x ∈ [0, 1]n, let us consider
Jx,α = { t ∈ Iα : x + α (t) ∈ [0, 1]n } .
Clearly Jx,α is nonempty because 0 ∈ Jx,α. On this set we can define the function
Fx,α : Jx,α → [0, 1] as follows:
Fx,α (t) = F (x + α (t)) for all t ∈ Jx,α.
Although the subset Jx,α is ot nece sarily a interval, when Jx,α is an interval and
F is α-increasing, the function Fx,α is not necessarily increasing.
Taking n = 2, let us consider the functions F : [0, 1]2 → [0, 1] and α : [0, 1] → R2
defined as
F (x, y) =
1− x+ y
2
, α (t) =
{
(0, 2t) , if t ∈ [0, 12] ,
(2t− 1, 1) , if t ∈ ]12 , 1] .
It is inmediate that F is α-increasing. The image α
([
0, 12
])
is the segment {0}× [0, 1].
When we go through α from t = 0 to t = 12 , we start from a point x = (x, y) and we
arrive at x + α
(
1
2
)
= (x, y + 1). The only way in which x + α
(
1
2
) ∈ [0, 1]2 is starting
from a point x0 = (x0, 0), where x0 ∈ [0, 1]. In this case,
x0 + α (t) ∈ [0, 1]2 if and only if t ∈
[
0, 1− x02
]
.
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Therefore
Fx0,α (t) = F (x0 + α (t)) =

t+
1− x0
2
, if t ∈ [0, 12] ,
3− x0
2
− t, if t ∈ ]12 , 1− x02 ] , (6)
whose graph is depicted in Figure 4.
0.0 0.5 1.0
0.0
0.5
1.0
x
y
t
Figure 4. Plot of t 7→ F (x0 + α (t)) as in (6) starting from x0 = (0.25, 0).
Hence F is α-increasing, since
Fx0,α (0) = F (x0) =
1− x0
2
≤ F (x0 + α (t)) = Fx0,α (t) for all t ∈
[
0, 1− x0
2
]
.
However, the function Fx0,α :
[
0, 1− x02
] → R is not increasing on the whole interval[
0, 1− x02
]
when x0 ∈ [0, 1[ because
Fx0,α
(
1
2
)
=
2− x0
2
>
1
2
= Fx0,α
(
1− x0
2
)
.
Nevertheless, the converse holds.
Lemma 3.9. Given a fusion function F : [0, 1]n → [0, 1] and a curve α : Iα → Rn,
suppose that Fx,α is increasing on Jx,α whatever the point x ∈ [0, 1]n. Then F is
α-increasing.
Proof. Let x ∈ [0, 1]n and let t ∈ Iα{0} be such that x + α (s) ∈ [0, 1]n for all
s ∈ ]0, t]. Then [0, t] ⊆ Jx,α. As Fx,α is increasing on [0, t], then F (x) = Fx,α (0) ≤
Fx,α (t) = F (x + α (t)), so F is α-increasing.
4. Properties of α-monotonicity
To start with, we analyze the relationship between α-monotonicity and previous kinds
of monotonicity. We start with the following remark that discusses the case for n = 1.
Remark 4.1. Let F : [0, 1] → [0, 1] be a fusion function. On the one hand, if α
is a continuous curve such that it is increasing and α 6= α0, then F is increasing
(respectively, decreasing) if and only if F is α-increasing (respectively, α-decreasing).
Similarly, if α is decreasing, then F is increasing (respectively, decreasing) if and only
if F is α-decreasing (respectively, α-increasing).
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On the other hand, let α be not continuous at t = 0 and let limt→0+ α(t) = b. Then,
the following hold:
• If b > 1: α-increasingness is not a constraint for F , i.e., every F is α-increasing;
• if b = 1: If F is α-increasing, then F (0) ≤ F (1);
• if 0 < b < 1: If F is α-increasing, then F (x) ≤ F (y) for all x < y such that
x+ b ≤ y.
The following result goes in the direction of studying the relationship between α-
monotonicity and previous kinds of monotonicity.
Lemma 4.2. A fusion function F : [0, 1]n → [0, 1] is increasing (respectively, de-
creasing) if and only if F is α-increasing (respectively, α-decreasing) for every curve
α : Iα → [0,∞[n.
Proof. Assume first that F is increasing (the decreasing case is analogous) and let
α = (α1, α2, . . . , αn) : Iα → [0,∞[n be a curve such that αi(t) ≥ 0 for all i ∈ {1, . . . , n}
and all t ∈ Iα. Let x ∈ [0, 1]n and t ∈ Iα{0} be such that x + α (s) ∈ [0, 1]n for all
s ∈ ]0, t]. In particular,
(x1 + α1(t), . . . , xn + αn(t)) = x + α (t) ∈ [0, 1]n .
As xi + αi(t) ≥ xi for all i ∈ {1, . . . , n} and F is increasing, then
F (x + α (t)) = F (x1 + α1(t), . . . , xn + αn(t)) ≥ F (x1, . . . , xn) = F (x) .
Conversely, suppose that F is α-increasing for every curve α : Iα → [0,∞[n. Let
x,y ∈ [0, 1]n be such that xi ≤ yi for all i ∈ {1, . . . , n} and consider the curve
α : [0, 1]→ Rn defined by
α (t) = t (y − x) for all t ∈ [0, 1] .
The curve α parametrizes the linear segment from α (0) = 0 to α (1) = y − x. Hence
the curve s 7→ x +α (s) linearly goes from x to y, which means that x +α (s) ∈ [0, 1]n
for all s ∈ [0, 1]. Furthermore, since 0 ≤ xi ≤ αi(t) = t (yi − xi) ≤ t yi ≤ yi ≤ 1 for
all i ∈ {1, . . . , n} and all t ∈ [0, 1], our hypothesis implies that F is α-increasing. In
particular, F (y) = F (x + α (1)) ≥ F (x), so F is increasing.
A particular case of curves as in the previous result occurs when all components of
α are equal, that is, if αi(t) = αj(t) ≥ 0 for all i, j ∈ {1, . . . , n} and all t ∈ Iα. In this
case, we can characterize weak monotonicity.
Lemma 4.3. A fusion function F : [0, 1]n → [0, 1] is weakly increasing if and only
if F is α-increasing for every curve α : Iα → [0,∞[n such that αi(t) = αj(t) for all
i, j ∈ {1, . . . , n} and all t ∈ Iα.
Example 4.4. The mode function is α-increasing for all curve α : Iα → [0,∞[n such
that αi(t) = αj(t) for all i, j ∈ {1, . . . , n} and all t ∈ Iα.
With respect to the relation of α-monotonicity and directional monotonicity, if the
curve α starts with a linear segment, then clearly this linear segment is related to a
direction r. Thus, for such a curve α, if a fusion function F is α-monotone, then F
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is also r-monotone. However, the converse implication does not hold, as shown in the
following example.
Example 4.5. Let F : [0, 1]2 → [0, 1] given by
F (x, y) =
{
0.5, if x2 − 16 < y < x2 + 23 ,
y, otherwise;
and let α : [0, 1]→ R2 be the curve given by
α(t) =
(
t,max
(
t
2
, 2t− 1
))
.
On the one hand, it is not hard to show that the function F is α-increasing and also
(2, 1)-increasing.
On the other hand, however, the fusion function G : [0, 1]2 → [0, 1], given by
G(x, y) =
x− y + 1
2
,
is (2, 1)-increasing but not α-increasing, nor α-decreasing. In fact, G is r-increasing
for all non-zero r = (r1, r2) such that r1 ≥ r2, i.e., G is cone-increasing with respect
to the cone
C = {(x, y) ∈ R2 | x ≥ y},
which is a half-space. Therefore, G is cone-increasing with respect to any subcone of
C but not α-increasing, nor α-decreasing.
Moreover, there also exist fusion functions that are α-monotone, for certain curves
α, which are not directionally monotone for any direction r. This is the case of the
next example.
Example 4.6. Let F : [0, 1]2 → [0, 1] given by
F (x, y) =
 0, if y = 0 or y = 1,2x, if x ≤ 0.5 and 0 < y < 1,−23x+ 43 , otherwise;
and let α : [0, 1]→ R2 be the curve given by
α(t) =
{ (
2
3 , 0
)
, if 0 < t ≤ 23 ,
(t, t) , otherwise.
Clearly, F is not r-monotone for any direction r = (r1, r2) ∈ R2, since F (0.5, 0.5) = 1
and for any vector r there exists a constant c > 0 for which F (0.5+ cr1, 0.5+ cr2) < 1.
This follows the fact that from the point (0.5, 0.5) the function strictly decreases in
any direction (r1, r2) such that r1 6= 0. If r1 = 0, it suffices to note that F (0.5, 0) =
F (0.5, 1) = 0. Therefore, F is not r-increasing for any direction r ∈ R2. Similarly, one
can see that F is not r-decreasing for any direction r ∈ R2.
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However, the fusion function F is α-increasing. Indeed, it suffices to check the points
(x ≤ 13 and 0 < y < 1) because if x > 13 , then (x, y) + α(t) 6∈ [0, 1]2 for t > 0
and the cases in which y ∈ {0, 1} are trivial. Thus, let (x, y) ∈ [0, 1]2 such that
(x ≤ 13 and 0 < y < 1). In this case, it holds that
F (x, y) = 2x ≤ −2
3
x+
8
9
= F (x+
2
3
, y) = F ((x, y) + α(t)),
if 0 < t ≤ 23 . Similarly, F (x, y) ≤ F (x+ t, y + t) = F ((x, y) + α(t)) for t > 23 .
Hence, F is an α-increasing function that is not directionally monotone.
The definition of α-monotonicity involves points of the hypercube of the form x +
α(s). In a natural way, we can also consider points like x − α(r). In the following
result, we ensure that, under quite weak conditions, such points also belong to the
hypercube.
Lemma 4.7. Let α : Iα → Rn be a curve and assume that α is continuous at t = 0.
Then, for every x ∈ ]0, 1[n, there exists δ > 0 such that the following condition holds
for all R,S ∈ [0, δ]:
(Cx,αR,S)
{
x− α (R) + α(r) ∈ [0, 1]n for every r ∈ [0, R] , and
x + α(s) ∈ [0, 1]n for every s ∈ [0, S] .
Proof. Let x ∈ ]0, 1[n. Since this is an open set, there exists η > 0 such that the
open ball B(x, 2η) ⊂ ]0, 1[n (we consider open balls with respect to the Euclidean
norm ‖·‖2). Since α is continuous at t = 0 and α (0) = 0, there exists δ > 0 such that
α(t) ∈ B(0, η) for every t ∈ [0, δ]. Let R,S ∈ [0, δ] be arbitrary. If s ∈ [0, S] ⊆ [0, δ],
then
α(s) ∈ B(0, η) ⇒ x + α(s) ∈ B(x, η) ⊂ [0, 1]n.
Similarly, let r ∈ [0, R] ⊆ [0, δ]. Then if α(r) ∈ B(0, η), then, in particular, −α(R) ∈
B(0, η) and therefore x−α (R) +α(r) ∈ B(x, 2η) ⊂ ]0, 1[n ⊂ [0, 1]n. Hence condition
(Cx,αR,S) holds.
The previous result guarantees that, under very weak hypotheses, condition (Cx,αR,S)
holds for all (R,S) ∈ [0, δ]× [0, δ], where δ > 0.
Proposition 4.8. Given a curve α : Iα → Rn and a point x ∈ [0, 1]n, let Ωx,α be the
family of all pairs (θ1, θ2) ∈ Iα× Iα such that condition (Cx,αR,S) holds for all R ∈ [0, θ1]
and all S ∈ [0, θ2]. Then there are subintervals I1, I2 ⊆ Iα such that 0 ∈ I1 ∩ I2 and
Ωx,α = I1 × I2.
Furthermore, if α is continuous, then I1 and I2 are closed subintervals of Iα.
Proof. Let I2 = {S ∈ Iα : x + α(s) ∈ [0, 1]n for all s ∈ [0, S] }. Clearly I2 is
nonempty because 0 ∈ I2. Moreover, it is obvious that I2 is an interval because if
S1, S2 ∈ I2 and S1 ≤ S2, then [S1, S2] ⊆ [0, S2] ⊆ I2. In a similar way, we can deduce
that
I1 = {R ∈ Iα : x− α (R) + α(r) ∈ [0, 1]n for all r ∈ [0, R] }
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is also a subinterval of Iα containing 0. Finally, Ωx,α = I1×I2 because condition (Cx,αR,S)
splits into two separate conditions.
Next, suppose that α is a continuous curve and we have to prove that I1 and I2 are
closed subintervals of Iα. We reason by using I2. If I2 = {0} or I2 = Iα, then I2 is
closed on Iα. In other case, suppose I2 6= {0} and I2 6= Iα. Hence, I2 is bounded (it
cannot be [0,∞[). Let θ = sup I2 and let {Sm} ⊆ I2 be a strictly increasing sequence
converging to θ. Then θ ∈ Iα. As x + α(s) ∈ [0, 1]n for all s ∈ [0, Sm] and all n ∈ N,
then x + α(s) ∈ [0, 1]n for all s ∈ [0, θ[. In particular,
0 ≤ xi + αi(s) ≤ 1 for all i ∈ {1, . . . , n} and all s ∈ [0, θ[ . (7)
As {Sm} → θ and α is continuous, then {α (Sm)} → α (θ), which implies that
{αi (Sm)} → αi (θ) for all i ∈ {1, . . . , n}. Letting m→∞ in (7), we deduce that
0 ≤ xi + αi(θ) ≤ 1 for all i ∈ {1, . . . , n},
which guarantees that x + α(θ) ∈ [0, 1]n. Hence θ ∈ I2 and we conclude that I2 is a
closed subinterval of Iα.
Definition 3.1 can be extended in the following way.
Theorem 4.9. Given a fusion function F : [0, 1]n → [0, 1] and a curve α : Iα → Rn,
the following statements are equivalent.
(1) F is α-increasing.
(2) For all x ∈ [0, 1]n and all r, s ∈ Iα such that condition (Cx,αr,s ) holds we have that
F (x− α(r)) ≤ F (x) ≤ F (x + α(s)).
(3) For all x ∈ [0, 1]n and all s ∈ Iα such that condition (Cx,α0,s ) holds we have that
F (x) ≤ F (x + α(s)).
Proof. Clearly (2) ⇒ (3) ⇒ (1). Let us show that (1) ⇒ (2). Let r, s ∈ Iα be such
that (Cx,αr,s ) holds. On the one hand, since F is α-increasing and x +α (τ) ∈ [0, 1]n for
all τ ∈ [0, s], then F (x +α(s)) ≥ F (x). On the other hand, let y = x−α (r) ∈ Rn. As
condition (Cx,αr,s ) holds, then
y + α(τ) = x− α (r) + α(τ) ∈ [0, 1]n for all τ ∈ [0, r] .
In particular, for τ = 0 we have that y ∈ [0, 1]n. As F is α increasing, F (y) ≤
F (y + α (r)), which means that F (x− α(r)) ≤ F (x).
The last result has two main advantages: on the one hand, from a theoretical point
of view, it completely characterizes the family of all fusion functions that are increasing
along a curve α; on the other hand, from a practical view-point, it upper and lower
bounds the possible values of an α-increasing fusion function with respect to its values
on near points; hence, we could have a (weak) upper and lower control about the
values of the fusion function. In this way, when we have proved that a fusion function
is α-increasing (maybe using the definition, which is easier to handle), we will have
some information about the fusion function (for instance, if F is continuous and α is
16
continuous at t = 0, then the values of F along the image of the curve t 7→ F (x+α(t)),
t ∈ Iα\{0}, completely determines the value of F (x)). This boundedness will be the
key property in order to study idempotency and averaging behaviour of α-monotone
fusion functions even if they are not continuous (see Section 6).
5. α-monotonicity from an analytical and an algebraic point of view
5.1. Discussion on the domain of curves
In our study of monotonicity along a curve, we are considering curves α : Iα → Rn
such that α (0) = 0, where the domain Iα can be of three different types: [0,∞[, [0, θ]
or [0, θ[ (for some θ ∈ ]0,∞[). Until now, the domain Iα has not played a significant
role. In fact, it is easy to replace the domain by another one of the same kind, as in
the following result.
Proposition 5.1. Given a curve α : Iα → Rn, let J be an interval of the same
class as Iα, let f : J → Iα be a strictly increasing bijection and consider the curve
α◦f : J → Rn. Then any fusion function F is α-increasing (respectively, α-decreasing)
if and only if F is (α ◦ f)-increasing (respectively, (α ◦ f)-decreasing).
Proof. Suppose, for instance, that Iα = [0, θ1[ and J = [0, θ2[, where θ1, θ2 ∈ ]0,∞[
(or even θ1 = θ2 = ∞). As f is an strictly increasing bijection, then necessarily
f (0) = 0, and each subinterval [0, t′] ⊆ J is transformed, by f , on [0, f (t′)] ⊆ Iα.
Suppose that F is α-increasing. In order to prove that F is (α ◦ f)-increasing, let
x ∈ [0, 1]n and let t′ ∈ J{0} be such that x + (α ◦ f) (s′) ∈ [0, 1]n for all s′ ∈ ]0, t′].
Let t = f (t′) ∈ Iα{0}. As f is a bijection, f ([0, t′]) = [0, t]. Furthermore, for all
s ∈ [0, t], the point s′ = f−1(s) ∈ ]0, t′] and
x + α (s) = x + α
(
f(s′)
)
= x + (α ◦ f) (s′) ∈ [0, 1]n .
As F is α-increasing, then F (x + α (t)) ≥ F (x), so
F
(
x + (α ◦ f) (t′)) = F (x + α (f(t′))) = F (x + α (t)) ≥ F (x) ,
which means that F is (α ◦ f)-increasing. The converse is similar.
From a geometrical point of view, the previous result means that the interval Iα is
not essential in order to study monotonicity along a curve: the only important thing is
the kind of the involved interval. As a consequence, we can reduce our study to curves
defined on [0, 1[ or [0, 1].
Corollary 5.2. Given a curve α : Iα → Rn, let
I ′α =
{
[0, 1[ , if Iα is unbounded or (bounded and open on [0,∞[),
[0, 1] , if Iα is bounded and closed on [0,∞[.
Then there is a strictly increasing bijection f : I ′α → Iα. Furthermore, any fusion
function F is α-increasing (respectively, α-decreasing) if and only if F is (α ◦ f)-
increasing (respectively, (α ◦ f)-decreasing).
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Proof. We have only to consider the bijections f1 : [0, 1[ → [0, θ[, f2 : [0, 1] → [0, θ]
and f3 : [0, 1[→ [0,∞[ given by
f1 (t) = f2 (t) = θ t and f3 (t) =
t
1− t
for all t on their corresponding domains (where θ ∈ ]0,∞[).
The advantage of the curve α ◦ f : I ′α → Rn is that its domain is either [0, 1[ or
[0, 1]. Hence we can reduce our study to curves of the form α : [0, 1[ → Rn or α :
[0, 1]→ Rn. However, both of them are distinct in nature. Every curve α : [0, 1[→ Rn
can be extended to a curve α : [0, 1] → Rn by defining α (1) arbitrarily in Rn. If
α is continuous and limt→1− α (t) exists, then we can consider a unique continuous
extension α : [0, 1] → Rn. This is not the case if such limit does not exist, as in the
following example.
α : [0, 1[→ R2, α (t) =
(
t,
t
1− t
)
for all t ∈ [0, 1[ .
The previous curve cannot be extended to t = 1 in a continuous way. As a consequence,
in many cases, we will need to develop distinct techniques for curves defined on [0, 1[
or [0, 1]. This is the case of the algebraic construction in the following subsection.
5.2. α-monotonicity from an algebraic point of view
In this subsection, we study monotonicity along curves defined on [0, 1]. In general,
given two curves α, β : [0, 1]→ Rn, we can consider the sum α+ β : [0, 1]→ Rn given
by (α+ β) (t) = α (t) + β (t) for all t ∈ [0, 1]. This sum also satisfies (α+ β) (0) = 0.
However, a fusion function which is α-increasing and β-increasing is not necessarily
(α+ β)-increasing, as the following example proves.
Example 5.3. Let F : [0, 1]2 → [0, 1] be the fusion function given by
F (x, y) =
0, if x = y = 1,1, otherwise.
If we take the vectors r1 = (2,−1) and r2 = (−1, 2), it is easy to show that F is
r1-increasing and r2-increasing. Hence, it is α-increasing and β-increasing, where α
and β are the rays α (t) = t r1 and β (t) = t r2 for all t ∈ [0, 1]. However, F is not
(α+ β)-increasing because (α+ β) (t) = t (r1 + r2) = (t, t) is the ray in the direction
of the vector (1, 1).
In this subsection we introduce a new operation ? such that if F is α-increasing and
β-increasing, then it is also (α ? β)-increasing.
Definition 5.4. Let α, β : [0, 1] → Rn be two curves. We define a new curve α ? β :
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[0, 1]→ Rn as
(α ? β) (t) =
α(2t), if t ∈
[
0, 12
]
,
α(1) + β(2t− 1), if t ∈ ]12 , 1] .
Note that α?β is the juxtaposition curve of α and β. Moreover, at t = 12 the function
equals α(1).
Given a fusion function F , let
Mon↑(F ) = {α : [0, 1]→ Rn : F is α-increasing } and
Mon↓(F ) = {α : [0, 1]→ Rn : F is α-decreasing } .
Clearly Mon↑(F ) and Mon↓(F ) are nonempty since, for instance, α0 ∈ Mon↑(F ) ∩
Mon↓(F ). The following result directly follows from Proposition 5.1.
Corollary 5.5. If F is a fusion function and f : [0, 1]→ [0, 1] is a strictly increasing
bijection, then α ∈ Mon↑(F ) (respectively, α ∈ Mon↓(F )) if and only if α ◦ f ∈
Mon↑(F ) (respectively, α ◦ f ∈ Mon↓(F )).
In the following lemma, we show that Mon↑(F ) is closed for the operation ? (the
reader can translate the following results to Mon↓(F )).
Lemma 5.6. If F : [0, 1]n → [0, 1] is a fusion function and α, β ∈ Mon↑(F ), then
α ? β ∈ Mon↑(F ). That is, ? is a binary operation on Mon↑(F ) and
F (x + (α ? β) (t)) ≥ F (x)
for all x ∈ [0, 1]n and all t ∈ [0, 1] such that x + (α ? β) (s) ∈ [0, 1]n for all s ∈ [0, t].
Proof. Let x ∈ [0, 1]n and let t ∈ ]0, 1] be such that x + (α ? β) (s) ∈ ]0, 1]n for all
s ∈ [0, t]. We have to prove that F (x + (α ? β) (t)) ≥ F (x). We consider two cases.
Case 1: Suppose that t ∈ [0, 12]. Let t′ = 2t ∈ [0, 1]. Then, for all s ∈ [0, t′] we have
that s2 ∈ [0, t] ⊆
[
0, 12
]
and
x + α (s) = x + α
(
2
s
2
)
= x + (α ? β)
(s
2
)
∈ [0, 1]n .
Since F is α-increasing, we deduce that
F (x + (α ? β) (t)) = F (x + α (2t)) = F
(
x + α
(
t′
)) ≥ F (x).
Case 2: Suppose that t ∈ ]12 , 1]. In this case, let t′ = 2t−1 ∈ ]0, 1] and y = x+α (1) =
x + (α ? β)
(
1
2
) ∈ [0, 1]n. Let s ∈ [0, t′] be arbitrary. Then s+12 ∈ [0, t] and
y + β (s) = (x + α (1)) + β
(
2
s+ 1
2
− 1
)
= x + (α ? β)
(
s+ 1
2
)
∈ [0, 1]n .
Since F is β-increasing,
F (x + (α ? β) (t)) = F (x + α(1) + β(2t− 1)) = F (y + β(2t− 1)) = F (y + β(t′)) ≥ F (x).
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In any case, we deduce that α ? β ∈ Mon↑(F ).
Remark 5.7. Definition 5.4 and Lemma 5.6 cannot be considered, in the same way
and with the same geometric interpretation, for curves of the form α : [0, 1[ → Rn.
In order to define (α ? β)
(
1
2
)
, it would be necessary, for instance, to impose that α is
continuous and that limt→1 α (t) exists.
Definition 5.8. Let Φ denote the family of all continuous and strictly increasing
functions φ : [0, 1]→ [0, 1] such that φ−1 ({0}) = {0} and φ−1 ({1}) = {1}.
In the next definition, we introduce a binary relation on the set Mon↑(F ).
Definition 5.9. Given a fusion function F : [0, 1]n → [0, 1] and α, β ∈ Mon↑(F ), we
will write α ∼ β if there exist φ, ψ ∈ Φ such that
α ◦ φ = β and β ◦ ψ = α.
In other words, the curve α is a reparametrization of the curve β, and viceversa.
Proposition 5.10. If F is a fusion function and α, β ∈ Mon↑(F ) are such that α ∼ β,
then both curves α, β : [0, 1]→ Rn have the same image (that is, α ([0, 1]) = β ([0, 1])).
The following result describes the most important properties of the binary relation
∼.
Theorem 5.11. Given a fusion function F and α, β, γ ∈ Mon↑(F ), the following
properties hold.
(1) Reflexivity: α ∼ α.
(2) Symmetry: if α ∼ β, then β ∼ α.
(3) Transitivity: if α ∼ β and β ∼ γ, then α ∼ γ.
As a consequence, ∼ is an equivalence relation on Mon↑(F ).
Proof. Items (1) and (2) are trivial.
(3) Suppose that α ∼ β and β ∼ γ. Then there exist φ1, ψ1, φ2, ψ2 ∈ Φ such that
α ◦ φ1 = β, β ◦ ψ1 = α, β ◦ φ2 = γ and γ ◦ ψ2 = β.
Let φ = φ1 ◦ φ2 ∈ Φ and ψ = ψ2 ◦ ψ1 ∈ Φ. Therefore
α ◦ φ = α ◦ (φ1 ◦ φ2) = (α ◦ φ1) ◦ φ2 = β ◦ φ2 = γ and
γ ◦ ψ = γ ◦ (ψ2 ◦ ψ1) = (γ ◦ ψ2) ◦ ψ1 = β ◦ ψ1 = α,
so α ∼ γ.
The following result describes some relationships between the binary relation ∼ and
the operation ?.
Theorem 5.12. Given a fusion function F , the following properties hold.
(1) If α1, α2, β1, β2 ∈ Mon↑(F ) are such that α1 ∼ α2 and β1 ∼ β2, then α1 ? β1 ∼
α2 ? β2.
(2) Associativity: (α ? β) ? γ ∼ α ? (β ? γ) for all α, β, γ ∈ Mon↑(F ).
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Proof. (1) Suppose that there exist φ1, ψ1, φ2, ψ2 ∈ Φ such that
α1 ◦ φ1 = α2, α2 ◦ ψ1 = α1, β1 ◦ φ2 = β2 and β2 ◦ ψ2 = β1.
Let φ : [0, 1]→ [0, 1] be as follows:
φ (t) =

φ1 (2t)
2
, if t ∈ [0, 12] ,
1 + φ2 (2t− 1)
2
, if t ∈ ]12 , 1] .
Clearly φ (0) = φ1(0)2 = 0 and φ (1) =
1+φ2(1)
2 = 1. Note that
φ (t) = 0 ⇒ φ1 (2t)
2
= 0 ⇒ φ1 (2t) = 0 ⇒ 2t = 0 ⇒ t = 0,
φ (t) = 1 ⇒ 1 + φ2 (2t− 1)
2
= 1 ⇒ φ2 (2t− 1) = 1 ⇒ 2t− 1 = 1 ⇒ t = 1.
Then φ−1 ({0}) = {0} and φ−1 ({1}) = {1}. Since φ1 and φ2 are continuous, then
lim
t→1/2−
φ (t) = lim
t→1/2−
φ1 (2t)
2
=
φ1 (1)
2
=
1
2
= φ
(
1
2
)
and
lim
t→1/2+
φ (t) = lim
t→1/2+
1 + φ2 (2t− 1)
2
=
1 + φ2 (0)
2
=
1
2
,
so φ is continuous on [0, 1]. Furthermore, φ (t) ≤ 12 ≤ φ (s) for all t ∈
[
0, 12
]
and all
s ∈ [12 , 1]. As φ1 and φ2 are increasing, then φ is also increasing. Therefore, φ ∈ Φ. In
addition to this, we claim that
φ (t) =
1
2
if and only if t =
1
2
.
Clearly φ
(
1
2
)
= φ1(1)2 =
1
2 . On the other hand,
φ1 (2t)
2
=
1
2
⇒ φ1 (2t) = 1 ⇒ 2t = 1 ⇒ t = 1
2
;
1 + φ2 (2t− 1)
2
=
1
2
⇒ φ2 (2t− 1) = 0 ⇒ 2t− 1 = 0 ⇒ t = 1
2
(the second case is impossible because we suppose that t ∈ ]12 , 1]). As a consequence
φ (t) ∈
[
0,
1
2
]
⇔ t ∈
[
0,
1
2
]
and
φ (t) ∈
]
1
2
, 1
]
⇔ t ∈
]
1
2
, 1
]
.
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Hence, for all t ∈ [0, 1],
((α1 ? β1) ◦ φ) (t) = (α1 ? β1) (φ (t)) =
{
α1 (2φ (t)) , if φ (t) ∈
[
0, 12
]
,
α1 (1) + β1 (2φ (t)− 1) , if φ (t) ∈
]
1
2 , 1
]
=

α1
(
2
φ1 (2t)
2
)
, if t ∈ [0, 12] ,
α1 (1) + β1
(
2
1 + φ2 (2t− 1)
2
− 1
)
, if t ∈ ]12 , 1]
=
{
α1 (φ1 (2t)) , if t ∈
[
0, 12
]
,
α2 (1) + β1 (φ2 (2t− 1)) , if t ∈
]
1
2 , 1
]
=
{
(α1 ◦ φ1) (2t) , if t ∈
[
0, 12
]
,
α2 (1) + (β1 ◦ φ2) (2t− 1) , if t ∈
]
1
2 , 1
]
=
{
α2 (2t) , if t ∈
[
0, 12
]
,
α2 (1) + β2 (2t− 1) , if t ∈
]
1
2 , 1
]
= (α2 ? β2) (t) .
This proves that (α1 ? β1) ◦ φ = α2 ? β2. In a similar way we can consider a function
ψ ∈ Φ such that (α2 ? β2) ◦ ψ = α1 ? β1, which concludes that α1 ? β1 ∼ α2 ? β2.
(2) Let us consider the function φ : [0, 1]→ [0, 1] defined as follows (see Figure 5):
φ (t) =

t
2 , if t ∈
[
0, 12
]
,
t− 14 , if t ∈
[
1
2 ,
3
4
]
,
2t− 1, if [34 , 1] .
(8)
In particular,
 (t) 2 [0; 1=2] , t 2 [0; 1=2] and
 (t) 2 ]1=2; 1] , t 2 ]1=2; 1] :
Hence, for all t 2 [0; 1],
((1 ? 1)  ) (t) = (1 ? 1) ( (t)) =
8><>:
1 (2 (t)) ; if  (t) 2

0; 12

;
1 (1) + 1 (2 (t)  1) ; if  (t) 2

1
2 ; 1

9>=>;
=
8>><>>:
1

2
1 (2t)
2

; if t 2 0; 12 ;
1 (1) + 1

2
1 + 2 ( t  1)
2
  1

; if t 2 12 ; 1
9>>=>>;
=
8><>:
1 (1 (2t)) ; if t 2

0; 12

;
2 (1) + 1 (2 (2t  1)) ; if t 2

1
2 ; 1

9>=>;
=
8><>:
(1  1) (2t) ; if t 2

0; 12

;
2 (1) + (1  2) (2t  1) ; if t 2

1
2 ; 1

9>=>;
=
8><>:
 (2t) ; if t 2 0; 12 ;
2 (1) + 2 (2t  1) ; if t 2

1
2 ; 1

9>=>; = (2 ? 2) (t) :
This proves that (1 ? 1)   = 2 ? 2. In a similar way we can consider a function  2  such that
(2 ? 2)   = 1 ? 1, which concludes that 1 ? 1  2 ? 2.
(2) Let us consider the function  : [0; 1]! [0; 1] dened as follows:
 (t) =
8>>>>>><>>>>>>:
t
2 ; if t 2 [0; 1=2] ;
t  14 ; if t 2 [1=2; 3=4] ;
2t  1; if [3=4; 1] :
0.0 0.5 1.0
0.0
0.5
1.0
Clearly  2 . Notice that
 (t) 2 0; 14 , t 2 0; 12 ;
 (t) 2 14 ; 12 , t 2 12 ; 34 and
 (t) 2 12 ; 1 , t 2 34 ; 1 :
19
Figure 5. Plot of function φ given by eq. (8).
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Clearly φ ∈ Φ. Note that
φ (t) ∈ [0, 14] ⇔ t ∈ [0, 12] ,
φ (t) ∈ ]14 , 12] ⇔ t ∈ ]12 , 34] and
φ (t) ∈ ]12 , 1] ⇔ t ∈ ]34 , 1] .
On the one hand, for all t ∈ [0, 1],
(α ? (β ? γ)) (t) =
{
α (2t) , if t ∈ [0, 12] ,
α (1) + (β ? γ) (2t− 1) , if t ∈ ]12 , 1]
=

α (2t) , if t ∈ [0, 12] ,
α (1) + β (2 (2t− 1)) if t ∈ ]12 , 34] ,
α(1) + β (1) + γ (2 (2t− 1)− 1) , if t ∈ ]12 , 1]
=

α (2t) , if t ∈ [0, 12] ,
α (1) + β (4t− 2) if t ∈ ]12 , 34] ,
α(1) + β (1) + γ (4t− 3) , if t ∈ ]12 , 1] .
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On the other hand,
(((α ? β) ? γ) ◦ φ) (t) = ((α ? β) ? γ) (φ (t))
=
{
(α ? β) (2φ (t)) , if φ (t) ∈ [0, 12] ,
(α ? β) (1) + γ (2φ (t)− 1) , if φ (t) ∈ ]12 , 1]
=

α (2 ∗ 2φ (t)) , if φ (t) ∈ [0, 14] ,
α (1) + β (2 ∗ 2φ (t)− 1) , if φ (t) ∈ ]14 , 12] ,
α(1) + β (1) + γ (2φ (t)− 1) , if φ (t) ∈ ]12 , 1]
=

α (4φ (t)) , if t ∈ [0, 12] ,
α (1) + β (4φ (t)− 1) , if t ∈ ]12 , 34] ,
α(1) + β (1) + γ (2φ (t)− 1) , if t ∈ ]34 , 1]
=

α
(
4 t2
)
, if t ∈ [0, 12] ,
α (1) + β
(
4
(
t− 14
)− 1) , if t ∈ ]12 , 34] ,
α(1) + β (1) + γ (2 (2t− 1)− 1) , if t ∈ ]34 , 1]
=

α (2t) , if t ∈ [0, 12] ,
α (1) + β (4t− 2) , if t ∈ ]12 , 34] ,
α(1) + β (1) + γ (4t− 3) , if t ∈ ]34 , 1]
= (α ? (β ? γ)) (t) .
This proves that ((α ? β) ? γ) ◦ φ = α ? (β ? γ). In a similar way we can consider
a function ψ ∈ Φ such that (α ? (β ? γ)) ◦ ψ = (α ? β) ? γ. Hence, (α ? β) ? γ ∼
α ? (β ? γ).
Remark 5.13. Although it may seem counterintuitive, it holds that α ? α0 6∼ α and
α0 ? α 6∼ α for α ∈ Mon↑(F ).
As a consequence of Theorem 5.12, the operation ? is well-defined on the quotient
space and it is associative.
Corollary 5.14. Given a fusion function F , let
Mon↑(F )
∼ be the quotient space of
Mon↑(F ) over the equivalence relation ∼ and let us define
?˜ :
Mon↑(F )
∼ ×
Mon↑(F )
∼ →
Mon↑(F )
∼ , ([α] , [β]) 7→ [α] ?˜ [β] = [α ? β]
(where [α] denotes the class of equivalence of α ∈ Mon↑(F )). Then ?˜ is well-defined
and it is an associative operation on
Mon↑(F )
∼ .
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Proof. Let α1, α2, β1, β2 ∈ Mon↑(F ) be such that [α1] = [α2] and [β1] = [β2]. Then
α1 ∼ α2 and β1 ∼ β2. By item 1 of Theorem 5.12, α1 ? β1 ∼ α2 ? β2, which means that
[α1 ? β1] = [α2 ? β2]. Hence [α1] ?˜ [β1] = [α2] ?˜ [β2] and the operation ?˜ is well-defined.
Furthermore, let [α] , [β] , [γ] ∈ Mon
↑(F )
∼ be three classes of equivalence. By item 2 of
Theorem 5.12, (α ? β) ? γ ∼ α ? (β ? γ), which means that [(α ? β) ? γ] = [α ? (β ? γ)].
As a consequence,
([α] ?˜ [β]) ?˜ [γ] = [α ? β] ?˜ [γ] = [(α ? β) ? γ] = [α ? (β ? γ)] =
= [α] ?˜ [β ? γ] = [α] ?˜ ([β] ?˜ [γ]) ,
and ?˜ is associative.
6. Idempotency and averaging behaviour for α-monotone fusion
functions
In this section, we analyze the notions of idempotence and averaging behaviour of a
fusion function in terms of α-monotonicity. We start proving a sufficient condition for
a fusion function to be idempotent.
Proposition 6.1. Given a fusion function F : [0, 1]n → [0, 1], assume that there are
λ1, λ2 ≥ 0 such that
min(x)− λ1 max
1≤i,j≤n
{ |xi − xj | } ≤ F (x) ≤ max(x) + λ2 max
1≤i,j≤n
{ |xi − xj | }
for all x ∈ [0, 1]n. Then F is idempotent.
Proof. It is enough to take x = (t, . . . , t) for t ∈ [0, 1].
Now we present a first relationship between idempotency and α-monotonicity. For
simplicity, given t ∈ [0, 1], we denote t = (t, t, . . . , t) ∈ [0, 1]n.
Theorem 6.2. Let α : Iα → Rn be a curve continuous at t = 0 and let F : [0, 1]n →
[0, 1] be an α-increasing fusion function. Let us consider the following assertions.
(a) F is idempotent.
(b) For every t ∈ [0, 1] and every r, s ∈ Iα such that (Ct,αr,s ) holds, we have that
F (t− α(r)) ≤ t ≤ F (t + α(s)).
(c) For every ε > 0 we have that
F (t− α(r)) ≤ t ≤ F (t + α(s))
for every t ∈ [0, 1] and every r, s ∈ Iα for which (Ct,αr,s ) holds and
max(‖α(r)‖1, ‖α(s)‖1) ≤ ε.
(d) There exists ε ∈ ]0, 1[ such that
F (t− α(r)) ≤ t ≤ F (t + α(s))
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for every t ∈ [0, 1] and every r, s ∈ Iα for which (Ct,αr,s ) holds and
max(‖α(r)‖1, ‖α(s)‖1) ≤ ε.
(e) For all t ∈ ]0, 1[ there exists εt > 0 such that
F (t− α(r)) ≤ t ≤ F (t + α(s))
for all r, s ∈ Iα for which (Ct,αr,s ) holds and max(‖α(r)‖1, ‖α(s)‖1) ≤ εt.
Then (a)⇒ (b)⇒ (c)⇒ (d)⇒ (e).
In addition to this, if F is continuous on 0 and on ,1, then the previous assertions
are equivalent.
Proof. (a)⇒ (b) follows from Theorem 4.9, and (b)⇒ (c)⇒ (d)⇒ (e) are straight-
forward exercises. Suppose that F is continuous on 0 and on ,1, and let us show that
(e) ⇒ (a). Let t ∈ ]0, 1[ be arbitrary and we have to prove that F (t) = t. Using
r = s = 0 on (e), we deduce that F (t) = t. And as F is continuous on 0 and on ,1,
then also F (0) = 0 and F (1) = 1, so F is idempotent.
Next, we are going to characterize the class of averaging fusion functions which are
α-increasing.
Theorem 6.3. Let α : Iα → Rn be a curve and let F : [0, 1]n → [0, 1] be an α-
increasing fusion function. Then the following statements are equivalent.
(1) F is averaging.
(2) For all x ∈ [0, 1]n and all r, s ∈ Iα such that (Cx,αr,s ) holds we have that
max{min(x),min(x− α(r))} ≤ F (x) ≤ min{max(x),max(x + α(s))}. (9)
Proof. The fact that (2) implies (1) is straightforward just taking r = s = 0. To see
that (1) implies (2), assume that F is averaging and let x ∈ [0, 1]n and r, s ∈ [0, θ[ be
such that (Cx,αr,s ) holds. On the one hand, as F is averaging,
min(x) ≤ F (x) ≤ max(x).
On the other hand, from Theorem 4.9, we have that
min(x− α(r)) ≤ F (x− α(r)) ≤ F (x) ≤ F (x + α(s)) ≤ max(x + α(s)).
By combining both inequalities we conclude that (9) is fulfilled.
Remark 6.4. The condition
min(x) ≤ F (x) ≤ max(x)
is very restrictive on small neighbourhoods of the points (0, . . . , 0) and (1, . . . , 1). But,
at the same time, it is quite weak far from these two points, and it can even be
empty for points x such that min(x) = 0 and max(x) = 1. As a consequence, the
condition provided by inequalities (9) is restrictive for an α-increasing function when
all components of α are negative (and when all component of α are positive for an
α-decreasing function).
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Corollary 6.5. Let α : Iα → Rn be a curve and let F : [0, 1]n → [0, 1] be an α-
increasing fusion function. If αi(s) ≤ 0 for all s ∈ Iα and all i ∈ {1, . . . , n}, then the
following statements are equivalent.
(1) F is averaging.
(2) For all x ∈ [0, 1]n and all r, s ∈ Iα such that (Cx,αr,s ) holds we have that
min
1≤i≤n
{xi + |αi(s)| } ≤ F (x) ≤ max
1≤i≤n
{xi − |αi(s)| } .
Proof. It is enough to observe that, for all x ∈ [0, 1]n and r, s ∈ Iα such that (Cx,αr,s )
holds, we have that
min(x− α(r)) = min
1≤i≤n
{xi − αi(s) } = min
1≤i≤n
{xi + |αi(s)| } ≥ min(x)
and
max(x + α(s)) = max
1≤i≤n
{xi + αi(s) } = max
1≤i≤n
{xi − |αi(s)| } ≤ max(x).
The result follows from Theorem 6.3.
In other words, negative components of α are useful to restrict or control the class
of α-increasing averaging fusion functions.
Example 6.6. In order to consider a more elaborate example, let y =
(y1, y2, . . . , yn) ∈ ]0,∞[n and let G = (g1, . . . , gn) : [0, 1]n → ]0,∞[n. Let us define
F : [0, 1]n → [0,∞[ by
F (x) =

G(x) · x
y · x , if x 6= 0,
0, otherwise.
Then F is well defined. Moreover, F is a fusion function if and only if (y−G(x))·x ≥ 0
for all x ∈ [0, 1]n. In particular, note that if G is bounded (for instance, if it is
continuous), there exists y = (y, . . . , y) ∈ Rn with y > 0 and such that F is a fusion
function.
So let us assume that F is a fusion function and denote ei = (0, . . . , 0, 1
_
i
, 0, . . . 0) ∈
[0, 1]n. Then
1 ≥ F (ei) = G(ei) · ei
y · ei =
gi(ei)
yi
so it follows that gi(ei) ≤ yi for every i ∈ {1, . . . , n}. Furthermore, F is idempotent if
and only if
‖G(t, . . . , t)‖1 = t‖y‖1
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for every t ∈ ]0, 1], since
F (t, . . . , t) =
∑n
i=1 gi(t, . . . , t)t∑n
i=1 yit
=
∑n
i=1 gi(t, . . . , t)∑n
i=1 yi
=
‖G(t, . . . , t)‖1
‖y‖1
In this case, we have
gn(t, . . . , t) = t‖y‖1 −
n−1∑
i=1
gi(t, . . . , t)
for all t ∈ ]0, 1]. Furthermore, if
min{ (G(x)−min(x)y) · x , (max(x)y −G(x)) · x } ≥ 0
for every x,y ∈ [0, 1]n\{0}, then F is an averaging function.
Example 6.7. Let A ∈ Mn(R) be a symmetric, positive definite matrix of order n
and let y ∈ ]0,∞[n. Let us define F : [0, 1]n → [0,∞[ by
F (x) =

xT ·A · x
y · x , if x 6= 0,
0, otherwise.
If xT ·A·x ≤ y·x for every x, then F is a fusion function. In this setting, if α : [0, θ[→ Rn
is a curve such that y · α(t) > 0 for every t ∈ ]0, θ[, then F is α-increasing if and only
if
F (x)− F (α(t))
2
≤ x
T ·A · α(t)
y · α(t)
for all x ∈ [0, 1]n and all t ∈]0, θ[ such that x + α(t) ∈ [0, 1]n\{0}.
7. Conclusion and future research
In this work we have introduced the notion of curve-based monotonicity as an ex-
tension of both the usual notion of monotonicity as well as its recent generalizations,
weak and directional monotonicity. This study is relevant since, as discussed in the
examples, there are examples of functions which are interesting from the point of view
of the applications, but which are not monotone or directionally monotone. In future
works we will further develop theoretically this concept, and we will analyze its pos-
sible applications. In particular, the consideration of possible applications in image
processing and, more specifically, in edge detection would be of interest. In addition,
taking into account the excellent results that pre-aggregation functions have provided
in classification problems, we will look for the use of the new notion in this field.
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