ABSTRACT Due to the increasing number of chronic disease patients, continuous health monitoring has become the top priority for health-care providers and has posed a major stimulus for the development of scalable and energy efficient mobile health systems. Collected data in such systems are highly critical and can be affected by wireless network conditions, which in return, motivates the need for a preprocessing stage that optimizes data delivery in an adaptive manner with respect to network dynamics. We present in this paper adaptive single and multiple modality data compression schemes based on deep learning approach, which consider acquired data characteristics and network dynamics for providing energy efficient data delivery. Results indicate that: 1) the proposed adaptive single modality compression scheme outperforms conventional compression methods by 13.24% and 43.75% reductions in distortion and processing time, respectively; 2) the proposed adaptive multiple modality compression further decreases the distortion by 3.71% and 72.37% when compared with the proposed single modality scheme and conventional methods through leveraging inter-modality correlations; and 3) adaptive multiple modality compression demonstrates its efficiency in terms of energy consumption, computational complexity, and responding to different network states. Hence, our approach is suitable for mobile health applications (mHealth), where the smart preprocessing of vital signs can enhance energy consumption, reduce storage, and cut down transmission delays to the mHealth cloud.
I. INTRODUCTION
The World Health Organization (WHO) classifies chronic diseases by having one or more of the following features: everlasting, cause disability, exist due to non-reversible pathological alteration, demand patient rehabilitation, or require a long period of supervision, observation, or care [1] , [2] . Internationally, the number of Chronic Disease (CD) patients is increasing exponentially, more than 900 million individuals worldwide, and 80% of health-care spendings are reserved for CDs [3] . Chronic diseases, such as Epilepsy [4] , Diabetes [5] , Asthma [6] , Alzheimer [7] , etc., are widely spreading. According to WHO, approximately 50 million people worldwide have Epilepsy, making it one of the most common neurological diseases globally with nearly 80% of them living in low to middle-income countries [8] . People suffering from brain disorders require constant monitoring for their brain activities and a rapid notification system that is connected to a health-care provider in case of an emergency [9] . In order for those patients to be constantly monitored while living a normal life, acquisition, processing and transmission of their biomedical data such as Electroencephalography (EEG), Electromyogram (EMG) and Electrooculography (EOG) is required.
Biomedical data have become abundant, thanks to the development of wearable commercial devices, and variant by coming from multiple modalities. Even the most complicated medical follow-ups that require in-bed procedures are now possible with commercial devices. For example, EEG can be recorded using wearable, non-invasive, commercially available devices such as Emotiv headsets [10] . However, the processing and transmission of these signals, in particular, can be challenging, as high-quality monitoring can generate data at 1 Mbps, resulting in more than 80 GB of data everyday [11] . Hence, compression is a highly desirable pre-processing stage in order to optimize resources.
Motivated by the myriad of biomedical sensors, mobile phones, applications, and the rise of Internet of Things (IoT) [12] and Internet of Medical Things (IoMT) [13] , scientific communities have standardized a system that focuses on the acquisition of vital signs via Wireless Body Area Sensor Networks (WBASN) under IEEE 802.15.6 [14] . A typical WBASN system consists of a wearable device that collects vital signs from the body, sends them to a Personal/Patient Data Aggregator (PDA) on which data can be processed and forwarded to a remote medical server to be stored for further analysis. Generally, data delivery is likely to be hindered due to mobile device and network resource constraints. In addition, network state is continuously changing due to wireless channel impairments, network congestion, patient mobility, etc. Therefore, for data compression to be efficient, it must be adaptive to network dynamics.
Following edge computing paradigm where we push the intelligence closer to the patient to optimize performance [15] , we propose an adaptive data compression scheme exploiting Deep Learning (DL) approach for single and multiple modality data compression. This scheme is dynamically adapted to wireless network variations to optimize the total energy consumption, while maintaining application constraints. Hence, our contributions are summarized as follows:
1) We present an energy efficient framework for adaptive multiple modality data compression over multi-user mHealth system, where each user is able to collect multiple vital signs using wearable devices, compress, and transmit multiple modality data to the mHealth cloud (MHC). 2) We propose a Deep Learning (DL) approach for single and multiple modality data compression at the PDA level, where we exploit the intra and inter-correlation among multiple modalities for enhancing compression efficiency. Our approach is reversible in the sense that data are efficiently recovered at the MHC level. 3) We formulate an optimization framework for resource allocation in multi-user system that defines the optimal compression ratio for each user based on network dynamics, while minimizing the total energy consumption. 4) Our simulation results demonstrate the advantages of the proposed approach with respect to state-of-theart techniques for increased compression ratio while maintaining signal distortion below a predefined threshold. Furthermore, the proposed optimization framework illustrates its efficiency for reducing the total energy consumption, while optimally allocating network resources between multiple users. The rest of the paper is organized as follows: Section 2, is an overview of related work. We present in Section 3 our mHealth system, and describe our multiple modality compression algorithm in Section 4. In Section, 5 we formulate our optimization problem, and in Section 6, we present results. Finally, we conclude in Section 7 and summarize our remarks.
II. RELATED WORK
In this Section, we review previous work related to the following topics: conventional lossless and lossy compression methods, WBASN constraints and application requirements for efficient compression, neural networks and deep learning for data compression, and lastly, compression enhancements via multiple modality paradigms.
Many successful time series compression algorithms have been proposed which take into account the intra-modality correlation, and possibly the varying wireless network conditions to be able to adapt compression parameters for the purpose of minimizing transmission energy.
On one hand, some of these techniques are lossless such as Dictionary-based coding. In [16] , a compression technique was proposed by quantizing data vectors. Compression was achieved through sending codebook indexes to the decompresser in place of the original time series. Although this technique showed low computational complexity and relatively high compression ratios; it is inefficient for EEG compression due to its non-stationarity. Hejrati et al. in [17] focused on reducing the intra and inter-channel redundancy and proposed a lossless multichannel EEG compression algorithm. First, intra-channel redundancy was removed using Differential Pulse Code Modulation. Then, a K-means clustering algorithm was used to remove the inter-channel correlation. Finally, arithmetic coding was applied to further compress the resultant signal. Furthermore, in [18] , the concept of Correlation Dimension (CD) was used to assess alikeness. EEG signals were divided into segments, then, CD was calculated for each segment and blocks of EEG samples were arranged according to their CDs. After that, compression using neural networks was conducted [19] .
On the other hand, lossy compression was also tested on EEG while simultaneously preserving diagnostic accuracy and complying with application requirements. Commonly used lossy compression techniques include Discrete Cosine Transform (DCT), Discrete Wavelet Transform (DWT) and Compressive Sensing (CS) techniques [20] , [21] . Srinvasan et al. in [22] suggested to arrange EEG signals into 2D matrices. Specifically, each 1D EEG signal is cut into segments of the same length and arranged to form a matrix, where odd rows are filled directly whereas even rows are flipped. A smoothness analysis showed that EEG has a shortterm memory which reflects inherent hidden correlation. This characteristic was exploited to enhance compression performance using classic image compression techniques.
In [23] , electromyography signals were compressed with 75-90% compression ratios with an average distortion of 3.4 to 7% via DWT. In addition, adaptive data compression using DWT, based on the network condition, was proposed in [24] to optimize total energy consumption. Compressive Sensing has also been a very popular technique for EEG compression as it is lightweight on the transmitter side and most of the computation is done at the receiver side. Shukla and Majumdar [25] exploited the correlation of EEG signals and argued that they have a common sparse support in a transform domain. A sparse recovery problem was then formulated and solved. However, Majumdar et al. in [26] argued that the CS approach is inefficient since there is no sparsifying basis that fulfills the requirements of incoherence and sparsity. Instead, they formulated the recovery as a rank deficiency problem. Furthermore, they suggested using Schatten-p norm instead of the classic Nuclear norm as it showed better recovery results. The main problem was then divided into two subproblems solved using Conjugate Gradient and p-shrinkage of singular values [27] . Xu et al. in [28] proposed a 1.5D EEG compression approach for WBASN where DWT was applied on the signal and its coefficients were arranged in a 2D matrix to concentrate energy and allow compression.
Although many lossless compression algorithms have been proposed in the literature; compression ratios obtained from these techniques remain limited. Consequently, in this work, we will focus on lossy compression techniques.
Few publications have focused on the network parameters and constraints when compressing EEG signals, particularly in WBASN system. Hussein et al. in [29] studied EEG compression in the context of WBASN with focus on encoding and transmission energy optimization in order to address power and distortion constraints. They proposed a scalable energy efficient EEG compression scheme based on DWT and CS. Several parameters have been considered to optimize the total energy consumption of the encoder and transmitter. The optimal configuration of these parameters was selected by limiting the total power consumption below a certain threshold. Awad et al. in [24] proposed an energy efficient cross-layer design where the optimal transmission rate and compression parameters were obtained based on the application requirements and network constraints.
Recently, data driven algorithms such as neural networks have emerged vastly. Artificial Neural Networks (ANN) proved to be state of the art in many cognitive tasks such as image recognition, speech detection and compression [30] . In [31] , Google researchers have achieved state of the art image compression using ANNs. In [32] , Kuleshov et al. introduced a state of the art ANN-based technique for audio prediction using Convolutional Neural Networks (CNN), and they were able to generate missing audio samples in low resolution audio signal. Furthermore, Sriraam and Eswaran [33] have compared different EEG near lossless compression techniques using: single layer perception, multilayer perception, log sigmoid activations, Elman networks and autoregressive models. They concluded that single layer perception with linear activations performs the best EEG near lossless compression.
Auto-Encoder (AE) is a particular type of ANN that seeks to approximate the identity function so that the output would be similar to the input [30] . Throughout this process, AE is able to learn important structures about data by constraining the neural network. Yan Ollivier in [32] proved that there is a strong relationship between minimizing the code length of data and minimizing reconstruction error that AE seeks. Tan and Eswaran [34] used a Stacked AE (SAE) for mammogram image compression where training was conducted on image patches instead of whole images. Testa and Rossi [35] applied AE for Electrocardiogram (ECG) compression. Comparisons with various classic compression methods showed that this special type of network is reliable for signal compression. Thus, in this paper we will focus on testing SAE for EEG compression.
Following the development of WBASN, vital signs data have become abundant. mHealth systems are now capable of collecting data from different modalities (EEG, EOG, etc). Although, they may seem totally unrelated, these data can give insights about the same phenomena. For example, in case of schizophrenic patients, when a stimulus is presented, a peak in EEG is observed and activations in the temporal lobe and the middle anterior cingulate region are depicted via functional Magnetic Resonance Imaging (fMRI) [36] . These findings confirm that both modalities are very likely to be correlated, as they present projections of the same underlying process.
In this paper, we hypothesize that deep learning is a good candidate to tackle this problem, due to its ability to efficiently exploit intra-modality correlation which allows extracting hierarchical representations of data. One of the well known advantages of deep neural networks is the ability to perform feature extraction. For example, when performing digit recognition using CNNs on the MNIST dataset [37] , the extracted first order features represent image edges, the second order features correspond to patterns in the first features, such as corners and contours, and finally, higher orders tend to learn higher-level features. These characteristics have motivated us to investigate the application of deep learning on multiple modality data compression by exploiting not only intra-modality correlation but also inter-correlation among multiple modalities.
III. MULTI-USER mHEALTH SYSTEM
In this Section, we present the main components of our mHealth system, explain their individual and collective rules, and discuss their requirements to build an overall energy efficient vital signs delivery system.
A high-level description of our system is illustrated in Figure 1 , where it consists of the following three major sub-systems/components: collects, pre-processes and transmits data to the MHC sub-system via the network infrastructure. Preprocessing consists of a compression algorithm that maps the original data to another representation. We propose to use a multiple modality deep learning compression approach that exploits the availability of multiple modality data and captures the inter-modality correlations to provide an adaptive compression technique. Specifically, we propose SAE-based compression schemes that compress acquired medical data before the transmission to the MHC taking into consideration network's state and application level Quality of Service (QoS).
• Network infrastructure: it allows the PDA to communicate with the MHC sub-system. The PDA is battery operated; thus, optimizing its transmission energy is essential. In this work, we formulate an optimization problem for multiple users to minimize energy consumption. We minimize a cost function that models the energy consumed by the different entities in the system, and their allocated resources based on the wireless channel state of each user. Furthermore, our model allows selecting an appropriate compression configuration given the current network dynamics.
• mHealth Cloud (MHC): a medical server that receives the compressed data from patients, decompresses and stores them for further analysis by the medical staff. In what follows, we present the background and details of the proposed SAE-based compression schemes in Section 4. Then, to turn our proposed solution to be adaptive, we formulate and solve the optimization problem in Section 5 that aims to minimize the total energy consumption and select the optimal compression ratio for each user taking into consideration the network dynamics.
IV. PROPOSED DEEP LEARNING APPROACH FOR SINGLE AND MULTIPLE MODALITY DATA COMPRESSION
In this Section, we present the design requirements and methodology of the proposed compression scheme for vital signs. In particular, we first propose a single modality data compression technique using Stacked Auto-Encoders (SAE). Then, we extend the proposed approach for the multiple modality case discussing the obtained improvements in system performance. Finally, we present the complexity analysis of the proposed technique to assess its efficiency for maintaining low computational complexity.
A. DESIGN REQUIREMENTS
The following requirements guide the design of a compression approach used before transmitting vital signs as part of the mHealth system in accordance with the network and application constraints (see Section III): 1) Compressibility: It must be able to reduce input data dimensionality to a specific level that is required by the network state and capacity. 2) Reversibility: It needs to be able to reverse the compression operation (uncompress) at the receiver side within the performance criteria defined by the application. 3) Efficiency: It has to divide the required computational burdens between the edge node and MHC to reduce required network demands.
B. STACKED AUTO-ENCODER
SAE is a particular type of neural networks that can be used for supervised learning. It is comprised of an input layer, hidden layers and an output layer, see Figure 2 . The output of each layer is fed as the input of the next layer until reaching the output layer. Within the hidden layers, a bottleneck is defined as the layer with the least number of neurons. SAE is designed to hierarchically capture abstractions of input data. It learns data representations; the first layer learns the first order features from the input data, the second layer learns the second-order features from the first order features and so on. SAE can be adopted for compression in the mHealth system as it complies with the design requirements defined in Section IV-A; it is able to compress data with specific ratios by adjusting the number of neurons in the bottleneck layer (compliance with Req. 1), reverse the compression operation by optimal decoding (compliance with Req. 2), and able to divide computational and resource burdens between the edge network and MHC by exclusively encoding in the first, while training and decoding in the latter (compliance with Req. 3). Let us consider an SAE with Q layers for encoding and Q layers for decoding, and an input signal x with n samples such that
T . SAE seeks to reconstruct x using two operations; encoding and decoding, where the first can be performed in the edge network, and the latter can be performed in the MHC (compliance with Req. 3) First, the encoder gradually transforms x to a compressed representation z, at the bottleneck layer, such that:
T where m < n. Due to the encoding operation, an intermediate compressed signal z q is produced at each layer q by the following expression:
where f is the activation function,
After that, the decoder gradually transforms back z to produce an estimatex. Due to the decoding operation, an intermediate estimatex q is produced at each layer q by the following expression:
W q is a n q × n q−1 weight matrix and b q is a n q × 1 bias vector. The former operations are optimized by training the SAE in a greedy layer-wise fashion. Each layer is trained such that the optimal set of parameters = 1 , 2 , · · · , Q , containing each layer weight and bias, is obtained to minimize a reconstruction error L (x,x) (compliance with Req. 2). This error is generally modeled by the squared Euclidean distance, Eq. (3), or by cross-entropy, Eq. (4), and can be minimized using a Gradient descent algorithm [38] .
We will refer to this technique as SAE-S. In this context, we compress every signal from any modality independently using a Stacked Auto-Encoder. Without loss of generality, let's consider a scenario where we have two modality signals x and y with number of samples n x and n y . Compression of x and y can be conducted using two separate SAEs, see Figure 3 . SAE-S is a technique that uses a simple architecture of SAE and that yields good compression distortions. However, it comes with the following limitations:
• Separate SAE models need to be stored on each PDA for every modality.
• SAE-S exploits the modality's intra-correlation only, i.e. greedy solution. Such restrictions force the mHealth system to operate in local optimal conditions that can quickly deteriorate when the number of modalities and/or the number of users increase. 
D. MULTIPLE MODALITY DATA COMPRESSION
We will refer to this technique as SAE-M. In this regard, we compress acquired signals from more than one modality jointly using one Stacked Auto-Encoder. SAE-M allows encoding multiple modalities in a single shared representation, which can in return, produce better compression results through joint optimization leveraging inter-modality correlations. Assuming the same two modality signals x and y as in Section IV-C, SAE-M is conducted by concatenating the two modalities into one vector [x, y]. After that, one SAE is applied to this vector as depicted in Figure 4 . Multiple modality compression is a simple solution that liberates the mHealth system from the local optimal conditions dilemma as follows:
• Only one SAE-M model needs to be stored on the user's PDA for all modalities for a specific application.
• Data transmission is free of modality type headers.
• SAE-M performs joint optimization leveraging both intra and inter-modality correlations. 
E. COMPLEXITY ANALYSIS
Training an SAE is an expensive task, however, it can be conducted off-line at the server side in the MHC to obtain an optimal configuration of weights and biases, which then VOLUME 6, 2018
can be stored on the patient PDA to be used in real-time.
In what follows, we assess the computational complexity of SAE-S and SAE-M during test time (forward propagation) through formalizing the number of performed operations, multiplications and/or additions, in both the encoder and the decoder. Let us re-write Eqs. (1) and (2), assuming linear activation function f , such that:
The number of operations ζ (complexity) for a Q-layered SAE encoder or decoder can be deduced as:
where m 0 up to m Q are decaying number of samples in case of encoding, or increasing number of samples in case of decoding.
V. ENERGY CONSUMPTION OPTIMIZATION
In this section, we propose an optimization framework for multi-user mHealth system taking into consideration the network and application requirements. Specifically, we adapt our SAE-M technique based on network dynamics and application demands to obtain optimal compression ratios that minimize total energy consumption through selecting the DL configuration that guarantees such compression ratio. First, we summarize the network/application constraints, and then, formalize the total energy consumption to be minimized. After that, we formulate the optimization problem and solve it using convex optimization tools.
A. NETWORK AND APPLICATION CONSTRAINTS
The aim of the proposed scheme is not only proposing a lowcomplexity compression technique but also to be adaptive to network dynamics and application demands. Our mHealth system is optimized such that the total energy consumption is minimized while optimally assigning transmission rates and bandwidths to all PDAs. Such assignment must be in accordance with the following application constraints: distortion threshold PRD thr , and the following network requirements: delay deadline D thr and total available bandwidth ω t . In our model, we assume the network is interference free, and the main energy consuming components are the compression module, quantization, encoding, and transmission, as shown in Figure 1 . Note that in this Section, the same indexing scheme will be used for all vectors. The total energy consumed by user i, denoted as E (i) , can be expressed as follows:
where
and E (i)
q are the energies consumed for data transmission, compression and quantization/encoding in module i respectively. Following [39] , E (i) t can be computed using the following equations:
where r i is the transmitted data rate of PDA i over bandwidth ω i , and g i is the channel gain. Furthermore, E
c can be calculated using its proportionality to the compression algorithm complexity (see Section IV-E) such that:
where ζ i is the compression algorithm complexity of module i encoder and E p is the energy consumed per computation [40] . Using Eq. (7), for a Q-layered SAE-M, modifies Eq. (10) to:
Finally, E
q depends on the number of conversion steps, which is proportional to m i and the energy consumed at each step E s [41] . Thus, E (i) q can be computed by the following:
C. PROBLEM FORMULATION
Performance of compression is quantified using Compression Ratio (CR) and distortion via Percentage Root Mean Square Difference (PRD) such that:
where || || is the Frobenius norm. Using regression analysis, PRD can be estimated from CR by the exponential operator h such that:
where a and b are the regression parameters. The objective of our optimization problem is to to minimize the total energy consumption of all users E, given the application requirements and network constraints, i.e. maximum allowed distortion PRD (i) thr , delay deadline D (i) thr , and the total available bandwidth ω t . Consequently, our problem can be formulated as follows:
Checking convexity shows that this form of problems is nonconvex due to E t [42] . Thus, as noted in [39] , we leverage the Geometric Program transformation to put this optimization in a convex form and solve it using convex optimization tools, as follow: 1) In Eq. (9), substitute 2 r i /g i using Taylor's theorem by:
2) Using change of variables, define CR (i)
= log CR (i) , g i = log(g i ) and r i = log(r i ). The function log ae b s is convex if a > 0 [42] . Hence, the problem turns to be convex in CR (i) , g i and r i , and is solved using convex optimization tools. Solving this optimization problem results in optimal compression ratios, as well as transmission rates and bandwidths allocated for each user. Thus, each PDA can adapt its compression configuration of the SAE-M based on the obtained optimal CRs and network state.
VI. RESULTS AND DISCUSSIONS
In this section, we describe the utilized dataset with the required pre-processing, and present the following results: 1) We conduct experiments for single modality adaptive data compression, where we apply SAE for EEG and EOG compression and compare it with Discrete Cosine Transform (DCT), Discrete Wavelet Transform (DWT) and Compressive Sensing (CS) methods [20] , [21] . 2) We conduct experiments for multiple modality adaptive data compression, where we apply SAE-S and SAE-M for EEG and EOG compression and compare their results. 3) We assess the computational complexity of SAE-S and SAE-M, in terms of processing time, and compare it with DCT, DWT and CS. 4) We assess the efficiency of the proposed adaptive compression techniques by comparing the total energy consumption under different distortion thresholds and bandwidths.
A. DATASET, RATIONALE AND PRE-PROCESSING
Data compression and analysis is performed using the multiple modality DEAP dataset described in [43] . EEG, EMG, EOG and other physiological signals are collected from 32 healthy participants (50% males) aged between 19 and 37 years old. In this work, we confine our scope by only using EEG and EOG from this dataset. EEG was recorded using 32 active AgCl electrodes, placed according to the international 10-20 system, at 32 Hz, while EOG was recorded using four electrodes placed around each patient eyes [43] . EEG and EOG are selected as testing signals due to their ability in revealing the true performance of a compression system thanks to the following properties:
1) EEG is a highly non-stationary signal; it has a timevarying spectrum [44] . Thus, time or frequency domain compression techniques are naturally limited due to EEG non-stationarity, making it challenging to our design along with conventional compression techniques. In addition, EOG is a stationary signal; it has a time-independent spectrum [44] . Therefore, its opposing nature with EEG can be used for testing. 2) EEG and EOG are intensive signals that hinder real-time analysis and immediate medical interventions [45] , [46] . Using the sampling rate of our utilized dataset, 32 Hz, approximately 6 million EEG and EOG data samples are generated per channel per day. This creates a Big Data problem for any automated analysis system and any network infrastructure [47] . Thus, efficient EEG and EOG compression can push the development of automated remote sensing systems. 3) EEG has been utilized in various applications such as: seizure detection [48] , abnormality localization [49] - [51] , brain-computer interfaces [46] , etc. In addition, EOG along with EEG has been successfully used for artifacts detection and removal [50] , eye-writing recognition [52] , wheelchair control [53] , etc. Hence, the integration of these two modalities is interesting to validate the viability of our compression technique to capture properties of each signal and provide a joint optimization that leverages the intermodality correlations to minimize overall distortion. In this work, we pre-process the utilized EEG and EOG by segmentation to produce a total of 2250 segments for each modality. Each segment corresponds to 7 seconds of activities or 896 samples of data. Moreover, each segment is whitened to become a zero mean vector with unity variance. After that, segments are randomly divided into 75% for training and 25% for testing to assess SAE-S and SAE-M performances in compression.
B. ADAPTIVE SINGLE MODALITY COMPRESSION
Figures 5 and 6 illustrate compression distortions for DCT, DWT, CS and SAE at different compression ratios for EEG and EOG respectively. Note that DCT is performed on a critically sampled version of the signals, i.e. zero DCT compression implies considering all frequencies that VOLUME 6, 2018 A cover 99.995% of the total energy. In addition, CS is applied on the Fourier transforms of the signals, assuming they are sparse, and samples are randomly selected for reconstruction [21] . Furthermore, DWT is optimized to minimize reconstruction distortion, where db29 and sym9 with single levels were found to be the best performing wavelets for EEG and EOG compression respectively [20] . In SAE, number of layers Q is selected to compress/decompress the signal by around 10% per layer, e.g. 40% SAE compression requires Q = 4, 4 for encoding and 4 for decoding. We use a linear activation function and the Squared Euclidean distance as our loss function regularized by a weight decay [54] . Finally, DCT and DWT compression results of the 2250 testing data segments are averaged via linear interpolation to ensure unbiased performance analysis.
On one hand, one can note in Figure 5 that DCT and DWT results are close to each other with no significant difference, and that SAE improves performance at high compression rates with an average distortion of 22.96% proving its ability to compress non-stationary signals. In addition, CS depicts a diverging distortion trend for high compression rates which agrees with Majumdar et al. conclusions in [26] , EEG is not sparse. On the other hand, in Figure 6 , DWT and CS results are opposing each other, as the first shows better performance up to 75% compression, and the second shows lower distortion above 75% compression. Furthermore, DCT and SAE depict higher performances when compared to the former with averaged distortions of 4.12% for DCT and 4.44% for SAE, proving SAE ability to compress stationary signals. Finally, Figures 7 and 8 demonstrate the compressed versus original EEG and EOG signals respectively using SAE for 20% and 80% compression ratios to give a visual assessment for the low distortions SAE can achieve.
FIGURE 7.
Comparison between original and compressed EEG using SAE at 20% and 80% compression ratios.
FIGURE 8.
Comparison between original and compressed EOG using SAE at 20% and 80% compression ratios. Figure 9 illustrates multiple modality compression distortions for DWT, SAE-S, and SAE-M at different compression ratios. Multiple modality results of DWT and SAE-S are computed by averaging the single modality outcomes using linear interpolation. The number of SAE-S and SAE-M layers Q is selected to compress/decompress the signal by around 10% per layer. In addition, we use linear activation functions and the Squared Euclidean distances as our loss functions regularized by a weight decay [54] .
C. ADAPTIVE MULTIPLE MODALITY COMPRESSION
By examining the results, one can note that SAE-M shows an enhanced overall performance at all compression ratios with an average distortion of 13.21%. This proves the feasibility of SAE-M for multiple modality compression as it illustrates 72.37% and 3.71% relative increments in performance when compared to DWT and SAE-S respectively. This illustrates SAE-M ability to compress both stationary and non-stationary signals as depicted in Figure 10 . 
D. COMPUTATIONAL COMPLEXITY FOR ADAPTIVE COMPRESSION
Assessment of computational complexity for the utilized adaptive compression techniques is conducted on a Lenovo Laptop (Y510P) with an Intel(R) Core(TM) i7-4700MQ x64-based processor, a 2.4 GHz CPU, 16 GB of memory and M ATLAB R2016a. Results are produced by Monte-Carlo simulations where each single modality algorithm processing time is assessed by compressing 2250 segments of EEG or EOG (≈ 4.4 hours of data per modality). Multiple modality results for DCT, DWT, CS, and SAE-S algorithms are produced by assuming a sequential paradigm; modalities are compressed independently in a sequential manner. Note that, DCT and DWT simulations are conducted with pre-defined thresholds using the optimal parameters summarized in Section VI-B, and that their results are averaged via linear interpolation to ensure integrity.
1) ADAPTIVE SINGLE MODALITY COMPRESSION
Figures 11 and 12 depict the required processing time for each single modality algorithm at different compression rates FIGURE 11. Computational complexity of EEG compression using DCT, DWT, CS, and SAE encompassed with 95% confidence intervals (CI). Note that some CIs are not visual on this plot due to estimation precision and logarithmic scale.
FIGURE 12.
Computational complexity of EOG compression using DCT, DWT, CS, and SAE encompassed with 95% confidence intervals (CI). Note that some CIs are not visual on this plot due to estimation precision and logarithmic scale.
for EEG and EOG respectively. First, one can note that SAE requires the least processing time in both compression scenarios (EEG and EOG compression). Furthermore, DCT and DWT curves are independent of compression rate, while CS and SAE trends decrease and increase respectively with compression rate. In addition, mean processing times of DCT, CS, and SAE-S do not change, significantly, with the data type (EEG or EOG); however DWT does due to the different optimal parameters for each modality. Figure 13 demonstrates the required processing time when compressing multiple modality data. SAE-S still shows the least required processing time; however, SAE-M illustrates a competing trend due to its lower distortion rates ( Figure 9 ) with an average processing time of ≈ 1 second. Using the averaged processing times, one can deduce the average number of compressed bytes per second as 67.80 MB/s for DCT, 1.15 MB/s for DWT, 1.21 MB/s for CS, 96.38 MB/s for SAE-S and 29.30 MB/s for SAE-M. By utilizing the former results, a pipeline for selecting an appropriate compression configuration depending on the network constraints can be created. For instance, SAE-S can be selected when the delay is the highest priority constraint, while SAE-M can be chosen when distortion is the most important concern.
2) ADAPTIVE MULTIPLE MODALITY COMPRESSION

E. ENERGY CONSUMPTION
We show in the following how the proposed SAE-M technique contributes in reducing the energy consumption under various network states. Based on the network topology in Figure 1 , we analyze the energy consumption under different distortion thresholds and available bandwidths, given the simulation settings presented in Table 1 . Figure 14 shows the total energy consumed for different values of distortion threshold. As shown, with more tolerance on the maximum allowed distortion, SAE-M can increase the compression ratio, hence, provides a significant reduction in the total energy consumption. Furthermore, using the proposed SAE-M technique, the achieved compression ratio has been increased compared to DWT and CS schemes, at the same distortion threshold. This enhancement in compression ratio leads to a significant reduction in energy consumption. Thus, we obtain about 45% and 20% reduction in energy consumption compared to DWT and CS, respectively. Regarding the effect of network dynamics, Figure 15 illustrates the resulting energy consumption with respect to the total available bandwidth, for PRD thr = 10% and D thr = 1s. At congested networks, the PDA will be allocated low bandwidth, hence will consume more energy to be able to transmit its data, while maintaining application's QoS requirements. On the contrary, at networks with large bandwidth, the PDA can consume less energy, hence obtaining less compression ratio, less distortion, and better energy efficiency. Findings show the importance of considering the variations of available network bandwidth and its impact on energy consumption. Thus, in the proposed adaptive SAE-M technique, we could optimize the total energy consumption, given the network dynamics, through adapting each user compression ratio, while maintaining the application QoS requirements.
VII. CONCLUSION
We proposed an adaptive biomedical data compression technique using Stacked Auto-Encoders for mHealth systems. We examined single and multiple modality data compression to exploit modalities intra and inter-correlation. We also proposed an energy and resource-aware framework for medical data delivery considering continuous changes in network dynamics. This was done by adapting the proposed algorithm to the following network constraints: delay deadline, the available bandwidth, and the application requirements, i.e. the maximum allowed distortion. We compared and analyzed our method with common compression approaches such as CS, DWT, and DCT and demonstrated that: 1) the proposed single and multiple modality compression techniques, SAE-S and SAE-M respectively, turn out to be adaptive to the network and application constraints. 2) Single modality SAE outperforms DWT by 13.24% reduction in distortion and DCT by 43.75% reduction in processing time.
3) SAE-M further decreases the distortion by 3.71% and 72.37% when compared to SAE-S and multiple modality DWT respectively. 4) SAE-S results depict its ability to disjointly compress stationary and non-stationary signals, while its extension, SAE-M, proves its ability to jointly leverage inter-signal correlations, making it essential for reallife applications. 5) SAE-S and SAE-M light computational complexities make them deployable on an edge device and suitable for real-time applications. 6) SAE-M technique was able to minimize the total energy consumption while adapting its compression ratio based on different network states. MOUNIRA TLILI received the B.Sc. degree in computer science from Carnegie Mellon University in 2017. She is currently a Research Assistant with the Engineering Department, Qatar University. Her work focuses on data reduction and compression using deep learning for mHealth systems. The main objective of her work is creating a technology that senses the environment and reacts to it autonomously and seamlessly resulting in holistic experience for users with minimal interaction. Her research interests are in the fields of artificial intelligence, machine learning, and deep learning. 
