Abstract. We consider discrete-time fast-slow systems of the form
We give conditions under which the dynamics of the slow equations converge weakly to an Itô diffusion X as n → ∞. The drift and diffusion coefficients of the limiting stochastic differential equation satisfied by X are given explicitly. This extends the results of [Kelly-Melbourne, J. Funct. Anal. 272 (2017) 4063-4102] from the continuous-time case to the discrete-time case. Moreover, our methods (p-variation rough paths) work under optimal moment assumptions.
Introduction
In this article, we are primarily concerned with homogenization of deterministic, discrete-time, fast-slow systems of the form
takes values in a metric space M , and a n , b n : R d × M → R d and T n : M → M are suitable functions. The only source of randomness in the dynamics is the initial condition Y (n) 0 which we sample from a (not necessarily ergodic) probability measure λ n on M .
Our main result, Theorem 2.17, provides sufficient conditions for the dynamics x n (t) = X (n) ⌊nt⌋ to converge in law (which we write in symbols as x n → λn X), with respect to the uniform topology, to the solution of a stochastic differential equation (SDE) dX =ã(X) dt + σ(X) dB with explicit formulae for the coefficientsã, σ. Our assumptions on the system involve only moment bounds and a suitable (iterated) weak invariance principle on the fast dynamics T n . See Section 1.1 for an illustrative example of a system to which our results apply.
The programme to study homogenization of deterministic systems of the form (1) was initiated in [18] , and has seen recent growth in a number of works, including [11, 13, 14, 1] . See our survey paper [5] for an overview. The contribution of this article is three-fold. The first two of these contributions are novel even when we suppose that a n ≡ a, b n ≡ b, T n ≡ T are independent of n. First, we are able to deal with discrete-time dynamics in the same way as continuous-time dynamics. This should be compared to [13, 12] in which results for discrete-time dynamics are only obtained in the special case a(x, y) = a(x), b(x, y) = b(x)v(y) and the case of general a, b is only handled for continuous-time dynamics in [14] . Second, we are able to work under optimal moment assumptions, and our results apply to the full range of systems in which one expects a weak invariance principle to hold for the fast dynamics. This extends (even for continuous-time dynamics) the results of [13, 14, 1] in which only a subrange can be handled (see Remark 2.4) . In [5] we indicate a simplified version of the second of these contributions for the case a(x, y) = a(x), b(x, y) = b(x)v(y).
In particular, when T n = T is independent of n, our results apply to uniformly hyperbolic (Axiom A) systems [20] , and to large classes of nonuniformly hyperbolic systems [22, 23] . A detailed account of discrete-time dynamical systems T for which our assumptions are verified can be found in [13, Sec. 10] and [14, Sec. 1]; our results on homogenization apply to all the systems therein without restriction on the form of a and b and under optimal moment bounds.
Our third contribution is to incorporate families of fast dynamical systems T n and measures λ n . Such fast-slow systems were studied in the situation of exact multiplicative noise (which does not require rough path theory) in [15] . In work in progress [16] , it is shown how the assumptions in the current paper can be verified for a large class of families T n of nonuniformly hyperbolic dynamical systems.
The main tool in showing convergence of the system (1) is rough path theory in the càdlàg setting, used in conjunction with the method in [14] . We note here that our second contribution outlined above (optimal moment assumptions) is due to switching from α-Hölder to p-variation rough path topologies (which is analogous to the mode of convergence in the classical Donsker theorem, see e.g. [5, Sec. 3.2] ). Our results employ the stability of "forward" (Itô) rough differential equations (RDEs) with jumps recently studied in [10] , which we extend herein to the Banach space setting (though we restrict attention to the case of level-2 rough paths). The works [7, 3, 4] also study RDEs in the presence of jumps, but primarily focus on "geometric" (Marcus) notions of solution.
This is a prototypical example of a slowly mixing dynamical system [19] ; the specific example is due to [17] . For γ < 1, there exists a unique T -invariant ergodic absolutely continuous probability measure µ. We further restrict to γ < 1/2, where the central limit theorem holds: for v : M → R m Hölder with M v dµ = 0, and λ any absolutely continuous probability measure (possibly λ = µ), the random variables n −1/2 n−1 j=0 v • T j defined on the probability space (M, λ) converge in law to a normal distribution.
Consider a discrete-time fast-slow system of the form (1) with a n ≡ a, b n ≡ b, T n ≡ T independent of n, and T such an intermittent map. Here a, b :
are suitably regular functions such that b(x, y) dµ(y) = 0 for all x ∈ R d . Define the càdlàg random process x n (t) = X (n)
⌊nt⌋ . We prove that x n → λ X where X is the solution of an SDE. (The precise SDE is specified in Theorem 2.10 below.)
Prior results establish convergence of x n when b is a product b(x, y) = b(x)v(y) with b : R d → R d×m sufficiently smooth and v : M → R m as above. It was proved first for γ < 2 11 in [13] using a discrete-time version of Hölder rough paths [12] , then improved to γ < 1 4 by obtaining optimal moment control in [16] , and finally extended to the full range γ < 1 2 in [5] using p-variation rough paths with jumps [10] . See [5] for further history and discussion. The restriction that b is a product is now redundant by Theorem 2.10.
The forthcoming paper [16] considers the general setting (1) where T , a, b and λ are allowed to depend on n. This requires our main result Theorem 2.17.
The article is structured as follows. In Section 2 we state the main result of this article, Theorem 2.17, which gives precise conditions for the dynamics (1) to converge to the solution of an SDE. In Section 3 we collect the necessary material on càdlàg rough path theory in the Banach space setting. In Section 4 we prove Theorem 2.17. In Section 5 we give the version of Theorem 2.17 for the continuoustime dynamics. In Appendix A, we give a Banach-space version of homogeneous Besov-variation and Besov-Hölder rough path embeddings. In this section we state our main result, Theorem 2.17. In fact, we first state a simplified version, Theorem 2.10, which applies to the case that a n , b n , T n and λ n do not depend on n. We state the results separately not only because it eases our presentation, but also because Theorem 2.10 is slightly stronger than the naive restriction of Theorem 2.17 to the n-independent case (namely Assumption 2.3 below is weaker than the naive restriction of Assumption 2.12).
Acknowledgements
For the remainder of this section, we fix a metric space (M, ρ).
where D k acts on the x component.
For the remainder of the section, we fix parameters q ∈ (1, ∞], κ,κ ∈ (0, 1), and
2.1. n-independent case. We now describe the assumptions and preliminary results required to state Theorem 2.10. We fix
, and consider for every integer n ≥ 1 the discrete-time dynamical system posed on
, and Y 0 is drawn randomly from a Borel probability measure λ on M . Our first assumption deals with the function a.
where V n (t) = n
To state our assumption on b, we need to introduce further notation.
Note in particular that
Whenever v = w, we write simply
. . , m, and we let C α,κ
(ii) there exists a bilinear operator B 0 : 
The measure µ plays no role in the proof of Theorem 2.10 and hence we do not mention it in our assumptions.
Remark 2.6. Under the assumption that λ is T -stationary, the simpler bounds
Proposition 2.7. Suppose part (i) of Assumption 2.3 holds. Then there exists
Proof. As in [14, Prop. 2.7] , the constants in part (i) of Assumption 2.3 have the required dependence on |v| C κ and |w| C κ by the uniform boundedness principle. Proposition 2.8. Suppose Assumption 2.3 holds. Then (a) the limit lim n→∞ n
exists and the covariance of W v is given by
, and
where we have used the fact that Itô integrals have zero mean. By (4), we have
Taking expectations on both sides and letting n → ∞ yields the desired result.
(b) Boundedness of B 0 follows from (6) and (5) 
is positive semi-definite and the unique positive semi-definite σ satisfying σ 2 = Σ is Lipschitz.
Proof. Positive semi-definiteness of Σ follows from part (a) of Proposition 2.8. 
Theorem 2.10. Suppose that Assumptions 2.2 and 2.3 hold and that lim n→∞ ξ n = ξ ∈ R d . Define the càdlàg path
⌊nt⌋ . Then x n → λ X in the uniform topology as n → ∞, where X is the unique weak solution of the SDE
Here, B is a standard Brownian motion in R d , σ is defined as in Lemma 2.9, and a is the Lipschitz function given bỹ
We omit the proof of Theorem 2.10, which follows from trivial modifications to the proof in Section 4 of Theorem 2.17.
General case.
We now state the assumptions and preliminary results required for our main result, Theorem 2.17. We fix functions a n ∈ C 1+κ,0 (R
For n ≥ 1, we are interested in the discrete-time fast-slow system (1) where
is drawn randomly from a Borel probability measure λ n on M .
Whenever v = w, we again write W v,n for W v,v,n . Recall our notational convention about subspaces
(ii) there exist bounded bilinear operators
Remark 2.13. As in Remark 2.6, under the assumption that λ n is T n -stationary, the simpler bounds
imply part (i) of Assumption 2.12. Also, part (ii)(a) of Assumption 2.12 reduces
. Proposition 2.14. Suppose that part (i) of Assumption 2.12 holds. Then there exists K > 0 such that for all n ∈ N, 0 ≤ k, ℓ ≤ n, and v, w ∈ C κ n (M ),
Proof. Identical to Proposition 2.7. 
Proof. Exactly the same as part (a) of Proposition 2.8 upon replacing W v,n by W vn,n and W v by W v , and using part (ii)(a) of Assumption 2.12.
Lemma 2.16. Suppose that Assumption 2.12 holds. Then the symmetric quadratic form 
Theorem 2.17. Suppose that Assumptions 2.11 and 2.12 hold, and that lim n→∞ ξ n = ξ ∈ R d . Define the càdlàg path
⌊nt⌋ . Then x n → λn X in the uniform topology as n → ∞, where X is the unique weak solution of the SDE
where B is a standard Brownian motion in R d , σ is defined as in Lemma 2.16, and a is the Lipschitz function given bỹ
Banach space valued càdlàg rough paths
In this section, we collect all the necessary results on càdlàg rough path theory in Banach spaces which will be needed in the sequel.
For Banach spaces A, B, we denote their algebraic tensor product by
Given f ∈ A * (the dual space of A), g ∈ B * , one may define an element on (A⊗ a B)
As a result, we consider A * ⊗ a B * as a subspace of (A ⊗ a B) * . Generally, there are different (inequivalent) norms on A ⊗ a B. We call a norm | · | A⊗B on the vector space A ⊗ a B admissible (or reasonable), if for any a ∈ A, b ∈ B, f ∈ A * , g ∈ B * ,
where | · | (A⊗B) * is defined as the dual norm on (A ⊗ a B, | · | A⊗B ) * . One may then complete A ⊗ a B under | · | A⊗B to obtain a Banach space. All the tensor product spaces A ⊗ B we consider in the sequel will implicitly be assumed to be Banach spaces completed from such an admissible norm.
We define the mesh size of the partition as |P| := max [u,v] ∈P |u − v|.
For a Banach space B and For a Banach space B, we equip B ⊕ B ⊗2 with the multiplication operation (a, M )(b, N ) := (a+b, M +a⊗b+N ). Note that the multiplicative identity in B⊕B ⊗2 is (0, 0) and every element posses an inverse given by (a, M )
⊗2 is a group. 
such that X(0) = 0 and X p-var < ∞. For p-rough paths X,X, we define the (inhomogeneous) rough path metric by
as well as the (Skorokhod-type) p-variation metric are Polish spaces, which is useful for our applications in probability theory.
We state a basic interpolation estimate which will be helpful in the sequel. Define
where Ξ ∞ := sup s,t |Ξ(s, t)| (as usual, we treat X as a two parameter function by X(s, t) = X(t) − X(s)). 
We readily see that We now introduce rough integration in the level-2 rough path case. Given Banach spaces B, E, let L(B, E) denote the space of bounded linear operators from B to E.
and R ∈ V p/2-var (E), where
We denote the space of X-controlled rough paths as D p/2-var X (E). In the following, we are interested in R d -valued RDEs, i.e. E = R d . In this case, one has the following stability of rough integration.
where P are partitions of [0, t] and, for i = 1, ..., d,
Proof. First, we check that 
is an X-controlled rough path follows from Taylor expansion. Indeed, defining
. Then one has the identity
According to the generalized sewing lemma [10, Thm. 2.5], the integral I X (Y ) is well-defined, and furthermore one has the local estimate
is also an X-controlled rough path. The main convergence result for rough differential equations which we will require is the following. The proof, which we omit, is essentially the same as the finite dimensional case, i.e., [10, Thm. 3.8, 3.9] , thanks to admissibility of norms.
, and Y 0 ∈ R d , there exists a unique X-controlled
is defined by (15) . Moreover, the solution map is locally Lipschitz in the sense that
where the proportionality constant is uniform over bounded classes of driving signals.
For our purposes, it will be useful to record the following corollary stated in terms of the metrics σ p-var and σ q-var . 
Equip Proof. Consider X ∈ D p-var (B) continuous. Observe that, for p ′ > p ≥ 1, if σ p-var (X n , X) → 0, then X n ; X p ′ -var → 0. Indeed, it suffices to show that X; X • λ n p ′ -var → 0 whenever λ n is a sequence in Λ for which |λ n | ∞ → 0, which in turn follows from X; X • λ n ∞ → 0 (by continuity of X) and the interpolation estimate (14) . The same considerations apply for continuous V ∈ D q-var (A), and the result follows by applying Theorem 3.7 to any p ′ ∈ (p, γ) and q ′ ∈ (q, β). We conclude this section with the following result which will be helpful in controlling the p-variation and càdlàg modulus of continuity of paths. ⊗2 is a càdlàg piecewise constant random path with jump times contained in a deterministic set {t j } 0≤j≤n ⊂ [0, T ] with t 0 < t 1 < . . . < t n , such that, for some C 1 , C 2 > 0, β ∈ (0, 
2 ) and
for a constant C > 0 depending only on α, β, q.
For the proof, we require the following lemma. 
Proof. Let us define (X,X) for t ∈ [t j , t j+1 ) bỹ
To prove (20), consider s < t with s ∈ [t j , t j+1 ), t ∈ [t k , t k+1 ). Further we suppose that j < k (the case j = k is similar and simpler). Then
Furthermore, one can check that
from which it follows that
A similar estimate holds forX(t k , t). Hence
Proof of Proposition 3.10. LetX be as in Lemma 3.11 and suppose 2q > 
Using the estimate (20) and the condition α < β, the final expectation is bounded by λ(
2 ), where λ depends only on β − α. In exactly the same way, using Corollary A.2, E[ X 2q
2 ). The conclusion follows sincẽ X(t i ) = X(t i ) and X is constant on [t i , t i ).
Proof of the main result
This section is devoted to the proof of Theorem 2.17. Throughout this section, we let notation be as in Section 2.2.
The first step is to reformulate the system (1) as a càdlàg controlled ODE. We introduce the Banach spaces
is fixed andC θ denotes the closure in C θ of smooth functions.
Note that the space B is separable and contains
⊗2 with the admissible norm as specified in [14, Prop. 4.5] . For any η > 0, it holds for the point evaluation map F : 
We introduce the A-valued and B-valued paths
and let W n = (W n , W n ) be the canonical level-2 lift of W n . Lemma 4.2. The path x n given by (10) is the unique solution of the càdlàg ODE
Proof. Observe that x n given by (10) satisfies for all
Following Lemmas 4.1 and 4.2, we are reduced to showing convergence in law for V n and W n in suitable rough path topologies and identifying the solution of the limiting RDE with an SDE. We first establish this result for the case that the support of b n is uniformly bounded, i.e., there exists a compact set K ⊂ R d such that the support of b n is contained in K × M for all n ∈ N ∪ {∞}. We break the proof of Theorem 4.3 into several lemmas.
Lemma 4.5. Suppose that Assumption 2.11 holds. For every β > 1, it holds that V n − V β-var → λn 0 as n → ∞, where V (t) =āt.
∈ M . The conclusion follows from Assumption 2.11 and interpolation (13) .
Showing convergence of W n is more involved. Lemma 4.6. Suppose that part (i) of Assumption 2.12 holds and that the support of b n is uniformly bounded. Then
1/q n −1 |k − ℓ| , uniformly in n ≥ 1 and 0 ≤ k, ℓ ≤ n.
Proof. For a function u : R d → R, let us introduce the notation
Let us further introduce the notation
Denote in the sequel s = k/n and t = ℓ/n. Proposition 2.14 implies that for each
where the first estimate follows from the embedding B θ+d/(2q) 2q
֒→ C θ , the second from (23) 
The second estimate follows in a similar way from Proposition 2.14 upon using the bound
and the argument from [14, p. 4089-4090] (note that this is where we require
Lemma 4.7 (Tightness). Suppose that part (i) of Assumption 2.12 holds and that the support of b n is uniformly bounded. Then, for any p > 2, it holds that
and that (W n ) n≥1 is a family of tight random variables in D 0,p-var (B).
, it follows from Lemma 4.6 and (18) in Proposition 3.10 (applied to these new parameters) that
, by the interpolation estimate (14) , the set
. Since the embedding B ′ ֒→ B is compact, we can furthermore use the bound (19) and the Arzelà-Ascoli theorem for the Skorokhod space to conclude that (W n ) n≥1 is a family of tight random variables in D 0,p-var (B). Consider the subspace of L(B, R)
We note that L(B, R) does not appear in the work [14] , however, due to the generality of our setting, we find it more convenient to work with than the full space L(B, R).
for some m ≥ 1 and suppose that Assumption 2.12 holds. Let B be defined as in Proposition 2.15, and let W π be an R m -valued Brownian motion with covariance
Define further
Proof. By the preceding remarks, (πb n ) n∈N∪{∞} is a C κ n (M, R m )-family, and the conclusion follows by Assumption 2.12 and Proposition 2.15.
The convergence of finite-dimensional distributions, together with tightness, allows us to establish uniqueness of weak limit points (which we note settles a point of ambiguity in [14, Rem. 5.14]). Proposition 4.9. Suppose that Assumptions 2.11 and 2.12 hold. Then there exists a unique random variable in
Proof. By Lemma 4.5, V n − V β-var → λn 0, where V is deterministic and continuous. It remains to show that W n converges to a unique weak limit point W which is a.s. continuous. By Lemma 4.7, (W n ) n≥1 is tight. Hence, by Prokhorov's theorem and the fact that D 0,p-var (B) is Polish, (W n ) n≥1 is relatively compact. Let W andW be weak limit points of W n . Since the largest jump of W n is of the order n −1/2 and the largest jump of t → W n (0, t) is of the order
it follows that W is a.s continuous (and likewise forW). We now show that W andW have the same law. Consider the collection of R-valued functions on D 0,p-var (B)
For any f ∈ F , it follows from Lemma 4. Finally, we have the characterization of the RDE driven by (V, W) as the solution to an SDE. We flesh out the abstract statement in the following lemma.
Lemma 4.10. Let X be the solution to the RDE
whereā ∈ A is fixed and W = (W, W) is a random p-rough path over B, p < θ.
Suppose that, for all m ≥ 1 and π ∈ L(B, R m ),
in the sense of finite dimensional distributions, where W π is an R m -valued Brownian motion with covariance Σ
For every x ∈ R d , let us define Σ(x) := Σ H(x) and, for i = 1, . . . , d,
where we treat
Then X solves the martingale problem associated with L = (ā + Γ)D + 
Indeed, the definition of the rough integral readily implies that X and M are adapted to F (cf. [14, Lem 6.3] ). Furthermore, for fixed 0 ≤ s < t ≤ 1, we have
where the limit is taken over partitions P of [s, t], and
Note that the same argument as in [14, Lem. 6.2] implies that πW (u, v) and
and, by Itô isometry,
where the proportionality constant depends only on Σ(X(u)).
Using the bound (25), it follows that M is a martingale with quadratic variation (26) as claimed.
Let ϕ : R d → R be a smooth, compactly supported function.
is a martingale. 
Continuous-time dynamics revisited
In this section, we show how the results of the Section 2 extend to the case of continuous-time dynamics. In particular, we extend the results of [14] to include optimal moment assumptions and families of dynamical systems. Since the arguments are very similar to those of the discrete-time case (and the setting is similar to that of [14] ), we omit the proofs and only state the main results.
Consider a compact Riemannian manifold M with Riemannian distance ρ. Recall the function spaces defined in Definition 2.1 and fix parameters q > 1, κ,κ ∈ (0, 1),
We consider the fast-slow systems of ODEs posed on
where g ε : M → T M is a Lipschitz vector field. As before, the initial condition x ε (0) = ξ ε ∈ R d is deterministic, and y ε (0) is drawn randomly from a Borel probability measure λ ε on M .
We now give the analogues of Assumptions 2.11 and 2.12 for the current setting.
Let g ε,t denote the flow generated by the vector field
As before, we write simply
(ii) There exists a bounded bilinear operator B : 
Remark 5.3. As in Remark 2.13, under the assumption that λ ε is g ε,t -stationary, the simpler bounds
imply part (i) of Assumption 5.2.
Remark 5.4. As in Proposition 2.15, one can show that Assumption 5.2 implies that the covariance of W v is given by Consider the quadratic form
By the same argument as Lemma 2.9, Σ is positive semi-definite and the unique positive semi-definite σ satisfying σ 2 = Σ is Lipschitz. In particular, as before, there is a unique (strong) solution to the SDE dX =ã(X) dt + σ(X) dB for any Lipschitzã :
The following is the main result of this section, the proof of which we omit since it requires only minor changes to that of Theorem 2.17. Appendix A. Rough path Besov-variation embedding
We adapt Friz-Victoir [8, 9] in proving some variants of a Besov-variation embedding, applicable in an infinite-dimensional rough path setting. Let Proof. We follow a similar strategy to [9, Proposition A.9] . We proceed by induction on N . The case N = 1 follows directly from the GRR lemma [9, Corollary A.2] . Suppose the result is true for N − 1. Since both sides scale homogeneously with dilations, we may suppose that W ) , and thus Υ s,t ≤ C as desired.
Recall the homogeneous γ-Hölder "norm" for γ ∈ (0, 1] Remark A.4. Besov (rough path) regularity effectively interpolates between the well-known Hölder-and p-variation cases, see [6] for a discussion.
