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Abstract 
Consider a regular self-adjoint eigenvalue problem of nth order, and the associated (Whittaker-Shannon)-Kramer 
sampling series, the samples being taken at the eigenvalues, and the sine-function being replaced by the generalized 
Fourier coefficients of the kernel (arising from the eigenvalue problem) with respect to the complete set of 
(orthogonal) eigenfunctions. The major aim of this paper is to show that each such sampling expansion can be 
written as a Lagrange interpolation series, provided the kernel satisfies suitable conditions. Two concrete fourth-order 
eigenvalue problems are examined, a regular one as an application of the general result, and a singular one. The 
problem whether the two resulting sampling series are really new (or can be reduced to already known results) is in 
part open. 
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1. Introduction 
Kramer [15] (1959) has set up a generalized sampling theorem which includes the well-known 
Whittaker-Shannon-Kotelnikov sampling theorem as a particular case (with K(t, x) := exp itx, 
S,(t) = {sin 7r(t - k)}/dt - k) for I = [ - T, ~1, see, e.g., [3,10]). It reads as follows. 
Theorem A (Kramer [15]>. Let K( t, * ) E L*(I) f or each t E R, I c [w being some interval, and let 
Wk E z be a countable set of reals such that {K(t,, ~1)~~~ forms a complete orthogonal set in 
L*(Z). If a function f can be given as 
f(t) = /l”(t, x)g(x) dx, t E R 
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for some g E L2( I), then f admits the sampling representation 
f(t) = 2 f(tk)Sk(t)Y 
k= -CC 
where 
x)K(t,, x) dx. 
Kramer showed that these conditions on the kernel K(t, x) are exhibited by solutions of 
self-adjoin& regular nth-order eigenvalue (EV) problems. He gave a particular first-order 
differential equation and the Bessel differential equation as illustrations. 
Campbell [4] (1964) extended these results to generalized (in the following called weighted) 
EV problems. 
Theorem B (Campbell [4]). Let K(t, x) be a solution of the self-adjoint nth-order differential 
equation 
L(y) = tp(x)y, L(y) := i fk(x)yck), fk red fidnctions. (1.1) 
k=O 
Let Itk}kcz be the sequence of real ET/s of some self-adjoint boundary value problem associated 
with (1.1) on an interval I, and let {K(tk, x)}kEz be the corresponding complete set of eigenfunc- 
tions, orthogonal with respect to the weight function p. Zf a function f can be given as 
f(t) = [WY x)g(x)p(x) dx, 
for some g E Lz( I), then f admits the sampling representation 
f@) = 2 f(tk)Sk(t), 
k= --m 
where 
Sk@) := /I K(tk, x) 1 ‘p(X) dx X)K(tk, X)p(X) dx. 
I 
Weighted self-adjoint EV problems are known to possess at most a countable set of real EVs 
having no finite cluster point. Further, the associated real eigenfunctions form in L:(I) := (g(x); 
/,IgW12p(x) dx< 1 m a complete, orthogonal system. For such problems the assumptions of 
Theorem B are thus fulfilled. 
In case the self-adjoint boundary value problem is singular, then the general results are not 
as complete, see, e.g., [5,24] (in the particular case n = 2). Nevertheless, the assumptions of 
Theorem B are satisfied, provided the spectrum is discrete (it may in fact consist of a nontrivial 
interval). 
Examples of sampling theorems associated with regular and various singular EV problems of 
first and second order are found abundantly in the literature. Campbell [4] considered as 
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kernels of the sampling theorem solutions of a regular, first-order differential equation, of a 
singular Bessel differential equation, as well as of the Legendre differential equation. Zayed 
[26] examined the Laguerre and Hermite differential equation, and Zayed et al. [28] gave as 
examples regular, second-order problems as well as the Legendre and Jacobi differential 
equations and another Bessel differential equation. 
In [28] it is shown that sampling series corresponding to general Sturm-Liouville problems of 
second order can - under certain assumptions - be written as a Lagrange-type interpolation 
series. The result reads as follows. 
Theorem C. Consider the regular, Sturm-Liouville boundary value problem of second order, 
namely 
(i) L(y) =y” - q(x)y = -hy, x E Z = (a, b), 
(ii) cos (Y y(a) + sin cr y’(a) = 0, 
(iii) cos p y(b) + sin p y’(b) = 0, 
for some given a and p, where q E C[a, b] (the space of functions continuous on [a, b]). 
Let @4x, t*> be a solution of L(y) = -t*y and (ii) such that @(x, ti) = @(x, hk) is an 
eigenfunction with respect to the EV hk = ti for all hk, k E N, and @ is an even and entire 
function of exponential type < (b -a) as a function of t. As a function of x, let @(x, t*) be 
real-valued whenever t 2 is real, and assume that it does not vanish identically for any t E C. Let 
further f be representable in the form 
f(t) = /‘g(x)@(x, t*) dx, t E R, 
a 
for some g E L*(a, b). Then f is an entire function of exponential type 6 (b - a) that admits the 
following sampling representation. 
(a) Zf none of the eigenvalues is zero, i.e., A, = tt f 0 for all n, then 
WPk 
f(t) = 2 f(tk) G(tk)(t2 _ t2> = 
k=l k 
k#O 
uniformly on each compact subset of R, where t _-n = - t,, n E Z, and 
(b) Zf one of the eigenvalues is zero, say A, = 0, then 
f(t) =f(O)$) + 2 f@k) 
WPk G(t) 
k=l G’(tk)(t2 - t;) 
=f(O)t, + 2 f@k) 
G(t) 
k= --m G’(tk)(t - tk) ’ 
k#O 
uniformly on each compact subset of R, where now 
G(t):=t*fi(l-;)(I+). 
In both cases G is an entire function of exponential type < (b - a). 
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The questions that now arise are the following. The answers will be the main aims of this 
paper. 
(1) Can Theorem C be extended to EV problems of order n > 4? Thus, do there exist 
representations as Lagrange-type interpolation series of each sampling series arising from a 
regular, self-adjoint nth-order EV problem? The result is Theorem 2.5 which contains and 
generalizes Theorem C in several directions; the boundary conditions are more general (not 
necessarily separated), the conditions on the kernel are less restrictive, the Lagrange represen- 
tations are reduced to a simple unique form. All in all, the formulation as well as the proof of 
Theorem 2.5 are much simpler and more elegant than those of Theorem C. 
(2) Does there always exist a kernel K(t, x) as required in the theorems of Kramer and 
Campbell? In a lemma preliminary to Theorem 2.5, namely Lemma 2.2, such kernels will 
actually be constructed. 
(3) Concerning possible applications of Theorem 2.5, two concrete EV problems of fourth 
order, namely a regular one as well as a singular one, both on a finite interval, will be dealt 
with, namely in Sections 2.3 and 3. 
(4) The final question is whether the concrete sampling series of Sections 2.3 and 3 are 
really lzew or can be reduced to already known results. This matter is left to Section 4. 
2. Representations of sampling series as Lagrange interpolation series 
2.1. Preliminaries 
Consider the following nth-order weighted EV problem on the finite intend I= [a, bl: 
L(y) = i fk(x)y(k)=hp(x)y, A EC, p EC[a, b],, P 2% 
k=O 
n (24 
q(Y) = kFl (Lyjky (“-‘)(a) + Pjky(k-‘)(b)) = 0, j = 1,. . . , Iz, 
with fk E Cck)( I) := (g : Z + R; gck) E C(Z)}, all 0 < k < n, f,(X) Z 0 for all X E Z, ajk, Pjk being 
constants. 
Let the problem be regular, i.e., Z is a finite interval, the functions l/f,, fn-l,. . . , f,, belong 
to Z,l(Z), and the system of boundary conditions (q>j”=1 is regular (see 120, ~49, 18.2, 19.21). 
For u, u E C@)(Z) there holds Green’s formula: 
j’[ZL(u) -uL+(u)] dx= [L*(u, u)];, 
a 
L*(u, u) := k c (- l)W)( fkU)(P), 
k=l p+q=k-1 
L+ being the adjoint differential operator, i.e., L+(y) = Ci,,( - ljk[ fky](“). 
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Now consider problem (2.1) with the linear independent system {q},?=r of boundary condi- 
tions in 2n variables: y(a), . . . , y(“-‘)(a), y(b), . . . , y (“-l)(b) This system can be completed to a . 
linear independent system {C$};Zr, and Green’s formula can then be written as follows: 
/“[ zL(u) - uL+(v)] dx = U,V,, + UzI&r + . . . +&25, 
a 
P-2) 
where the Uj are linear forms in u(a), . . . ,~(“-‘)(a), u(b), . . . , d”-‘)(b), and the y. are linear 
forms in u(a) ,..., ~(“-‘)(a), u(b) ,..., u’“-‘)(b). Here y.(y) =O, j = l,..., n, are called the 
adjoint boundary conditions. They are known to be linearly independent (see [20, p.91). 
In the following we will consider EV problems of nth order that are self-adjoint. Eq. (2.1) is 
self-adjoint iff 
(i) L = L+; and 
(ii) the boundary conditions are self-adjoint, i.e., each system {u(a), . . . , L&“-~)(U), 
u(b), . . . , u@-‘)(b)}, which fulfils IC.$(U) =0, j = 1, . . . , n, also fulfils the adjoint boundary condi- 
tions q(u) = 0, j = 1,. . . , II, and vice versa. 
Observe that a necessary condition for (2.1) to be self-adjoint is that n is even, since by 
assumption the coefficients fk are real-valued. 
We will also need a fundamental system (FS) of solutions of L(y) = Apy. Thus consider the 
FS ( yk( A, x)),“, 1 which fulfils the following initial conditions: 
(2.3) 
Each solution y(h, x) of (2.1) can be written as y(A, x> = Czzlu,(A)y,(A, x) with certain 
coefficients a,(A). 
We know that regular, self-adjoint EV problems of nth order possess countably many EVs 
having no finite cluster point. Let us now assume that they are all simple: according to [20, 
p.141, an EV is called simple, if it is a simple zero of the characteristic determinant. We will only 
consider EV problems which have simple EVs. A criterion for simple EVs, to be found in [2], 
reads as follows. 
Lemma 2.1. Consider the characteristic determinant 
A(A) := det(~(y,(A, x)))y,,+ 
where {L$),Y1 is the system of boundary conditions and {y,(A, x)};+ is the FS of (2.1) with 
property (2.3). Then the EV A is simple, if not all of the first minors vanish. 
We aim to show that sampling series arising from a regular, self-adjoint EV problem of nth 
order can be represented as a Lagrange interpolation series. This will depend on Kramer’s 
theorem, for which it is important to know about the existence of a function called the kernel. 
Lemma 2.2. Consider the regular, self-udjoint EVproblem (2.1). Then there exist solutions y(t”, x) 
of L( y ) = t “p y having the following properties : 
(i> L$(y(t”, x1> = 0 for all j = 1,. . .,n - 1; 
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(ii) U,(y(t”, x)) = 0 iff t” is an El/; 
(iii) y( t”, x) is entire as a function of tn for each x E I. 
Proof. Let { yk( tn, x)},!J= 1 be the FS of L(y) = t”py with the property (2.3). By general results 
concerning solutions of linear differential equations (see, e.g., [2]), the yk(tn, x), 1 < k < n, are 
entire as functions of tn. Let us define the kernel y(t”, x> as 
Yl(C 4 
y(t”, x) := 
UdYJ 
. 
u,-iYd 
This implies that y( tn, x) 
properties (i) and (ii), 
, . . 
Y,@“, x) 
. . . wn) 
(24 
. . . un- liYn) 
is entire as a function of tn, and has property (iii). Concerning the 
Ls,(Y,) *** qyn> 
UdYI) *-- 
uj(Y(t", x))= . 
4(L) 
=O, forj=l,..., n-l, 
u,i(Yl) * * * K-iYJ 
U,< y(t”, x)) = -Act”), the characteristic determinant. 
(Concerning the factor - 1, observe that n is even since the problem is self-adjoint.) There 
holds (see [20, pp. 14, 151) UJ y(t”, xl> = -Act”) = 9 iff t” is an EV. Thus y(t”, x) has the 
properties (i>-(iii). Note that each function j(t”, x> := y(t”)y(t”, x), where y is an entire 
function of t ” having no zeros at all, is also a solution of L( y ) = t “p y and has properties 
(i)-(iii). 0 
Remark 2.3. This lemma yields in particular that if t” is an EV A, then y(t”, x) = y( A, x) is an 
eigenfunction since L(y) = Apy for I = [a, bl with q(y(A, x>> = 0 for all j = 1,. . . , n. Note 
that the ordering of the boundary conditions {q}I?I is arbitrary. 
Remark 2.4. Although Lemma 2.2 is an existence assertion, a kernel y(t”, x) is actually 
constructed and given by (2.4). 
2.2. The general theorem 
We now state and prove our main theorem. 
Theorem 2.5. Consider the regular, self-adjoint El/problem of nth order given by (2.11, which is 
assumed to have only simple eigenvalues. Then there is a kernel y,(t”, x) having the following 
property. If f is representable in the form 
f(t? = lhY*( tn, x)g(x)p(x) dx, tn E K 
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for some g E LE(a, b), then f is an entire function and admits the sampling representation 
165 
W”) 
f@“) = c f(*) G’(A)[t” _A] ’ 
A EV 
This series is uniformly convergent on each compact subset of IF!, and 
/ 
s(1-f)9 
if 0 is not an EVof (2.1), 
G(P) := ( 
t”,y-& 1-c ) 
i 1 /-l 
if 0 is an EVof (2.1). 
\ PL+O 
Proof. Let y(t”, x> be an arbitrary kernel given by Lemma 2.2, and let F be representable in 
the form F(t”) = /,by(t”, x)g(x)p(x) dx, tn E R, for some g E Lz(a, b). Since, by Lemma 2.2, 
y(t”, x) is an entire function of tn, so is F. Consider now Green’s formula (2.2) and set there 
u := y(t”, x) (kernel of Lemma 2.2) and u := y(A, x) (eigenfunction with respect to EV A). 
Then, 
lb[fiL(u) -uL+@)] dx= (t” -A)jby(A, x)y(t”, x)p(x) dx := G,(P), (2.5) 
a a 
so that G,(P) is entire in tn. 
By differentiating (2.5) with respect to tn, then 
G;(A) = 1”’ y(A, X) I ‘p(x) dx. (2.6) 
Since y(t”, xj’belongs to L2(a, b) as a function of X, we can expand it in a series of 
eigenfunctions (see [5, p.199]): 
y(t”, x) = c &(tn)Y(A, x), (2.7) 
A EV 
the convergence being in the L:(a, b) norm, and 
s,(tn) := (/“I Y(A, x) I “p(x) dx}jl/by(& +(t”, X)P(X) dx. 
In view of (2.5) and (2.61, 
a 
Ghv7 
‘dtn) = (-$;(A)[ tn _ A] ’ 
Thus, Parseval’s equality yields 
F( t”) = jby(t”, +&+o> dx 
a 
c ( /“Y(,, x)g(x>p(x> dx}(/“y,h x)y(t”, X)P(X) dx) II Y(& -) II;; 
AEV a a 
c wMt”) 
A EV 
(2.8) 
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(with II y(A, - > II& := /,b I y(A, x) ( *p(x) dx), which in view of (2.8) turns out to be 
W”) 
F(t”) = c F(A) G’(h)[t” _A] ’ 
A EV A 
(2.9) 
E IL!. 
From it clear G,(p) 0 each EV on account of the orthogonality of the 
eigenfunctions. 
We will now see that G,(t”) has no zeros other than the EVs. Suppose that t$ is a zero of 
G,(t”). It will be shown that tz is an EV of (2.1). From (2.2) and (2.5) we obtain 
G*(P) = (t” - A$y(A, x)y(t”, x)p(x) dx = U,V,, + U2172/2n_1 + . - * +U2,J$, 
a 
for all t”, where the C$ are linear forms in y(t”, a) ,..., ycnpl)(tn, a), y(t”, b) ,..., ycnpl)(tn, b), 
and the y are linear forms in y(A, a), . . . , y’“-‘)(A, a), y(A, b), . . . , y@-l)(A, b), respectively. 
Thus by the definition of an eigenfunction and the self-adjointness of the boundary conditions: 
q(y(t”,x))=o, j=l,..., n-l, I$(y(A,x))=O, j=l,..., Iz. 
This implies 
G,(t”) = U,(y(t”, x))v,+,(y(A, 4). (2.10) 
Since t; is a zero of G,(t”), we obtain Gh(t$) = U,(y(t$, x>>V,+,(y(A, x>> = 0. Now assume 
that vn+l(y(Ao, x)) = 0 for some A,. Then by (2.101, 
GA,(tn) = U,(y(t”, x))&+,(Y(&,, x)) = 0, for all tn, 
since V, + I( y( A,, x>> is independent of tn. Thus the entire function G,$t”) is identically zero, a 
contradiction to the fact that GLo(A,) # 0. So V,+,( y(A, x)) is not zero for all EVs A. Thus, by 
Lemma 2.2, UJ y<t”, , x>> = -Act”,) = 0, and so t: is a zero of the characteristic determinant 
and an EV of (2.1). Since the EVs are simple, so is t; a simple EV and a simple zero of (2.10). 
Thus G,(tn> can be written by Weierstrass’s factorization theorem (see [ll, p.2281) and in 
view of (2.10) as 
G,(t”) =a(A)P(t”)G(t”), 
if 0 is not an EV of (2.1), 
G(P) := ( 
if 0 is an EV of (2.1). 
(2.11) 
Here a(A) is a factor depending only on A, and p( t “) is an entire function having no zeros at 
all. The convergence of the canonical product G(tn) is guaranteed because the EVs behave like 
O(kn), k E Z (see [20, p.551). Thus (2.9) reduces to 
F(P) = c F(A) PWW”) 
A EV P(A)G’(A)[ tn -A] ’ 
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respectively to 
W”) 
f@“) = c f(‘> G’(h)[t” _A] ’ W”) 
A EV 
where f(tn) = p(t”)’ 
In view of Lemma 2.2, y(t”, x) is unique up to a factor y(t “) := /3(t”), so to yield GA< t”) = 
a(A)G( t”), the y *(tn, x) of Theorem 2.5 is chosen as 
y*(t”, x) := 
Y(C 4 
Lqt”) * 
Finally, let us show that (2.9) converges uniformly on each compact subset of IR. By the 
Cauchy-Schwarz inequality and numbering all EVs A as (Akjk E rm, we obtain 
n-l 
f(t”) - c fbw*k(t”) G 
I i 
E f2&J II Y(A,? *) II/Z 
k=l 1 
l/2 
k=N 
x kcNs:k(tn) II y(Ak, .> II;,2 
i i 
l/2 
* 
The first factor is independent of t” and equal to 
1 { 
2 ]I Y(A,, ‘) ]],:/“Y(A,, X)&+(X> dx 
2 r/* 
11 
; 
k=N a 
it vanishes as N + CD in view of Parseval’s equality for g E L:(1). 
Now there holds in view of Bessel’s inequality, 
Since y(t”, x) is an entire function in t”, II y(t”, x> II * is a continuous real-valued function with 
respect to t” and for each real x E [a, b]. Thus ]I y(t”, x> II * attains its maximum on each 
compact subset of R (see, e.g., [23, p.771) and there holds /,b (1 y(t”, x> II *p(x) dx < 
lab II y(t,n, x1 II *p(x) dx < 0~) for all tn E R, since y(t”, x) E LE( a, b) for each t n E R. The second 
term is therefore uniformly bounded in t n E R! and the convergence of the series is also 
uniform. q 
Remark 2.6. The kernels y(t”, x) of Lemma 2.2 satisfy the assumptions of the function K(t, x) 
of Kramer’s theorem. Thus Theorem 2.5 implies that any function having a sampling expansion 
in the sense of Kramer (which can be constructed by using a kernel y(t”, x> arising from the 
EV problem and fulfilling the condition that by setting t” as an EV A one obtains the 
corresponding eigenfunction) has also a Lagrange interpolation expansion. 
Remark 2.7. Checking the results of this section, the following problem arises. Given a 
Lagrange interpolation series or, in other words, given a sequence of sampling points satisfying 
suitable conditions, does there exist an EV problem having these sampling points as EVs which 
in turn produces the Lagrange series by using Kramer’s theorem? This question would of 
course be connected with the familiar theory of inverse El/problems (see, e.g., [16,19,22]). 
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Remark 2.8. Observe that in general the functions G,(t”) are not equal to the canonical 
product (2.11). This can be seen in Section 2.3. 
Remark 2.9. Theorem 2.5 is the desired generalization of Theorem C with the many advantages 
already indicated by question (1) of Section 1. 
Remark 2.10. Certain particular versions of Theorem 2.5 were also considered in [1,27]. There 
the existence of an entire kernel under certain further assumptions is established, but no 
explicit representation of such a kernel is given as the one of Lemma 2.2. Moreover, the 
present proof is simpler as it uses the special representation (2.2) of Green’s formula. Further, 
in view of Lemma 2.2, we are able to illustrate our results by an explicit example (see Section 
2.3 below). There are no examples to be found in [1,27], the assumptions used there being 
perhaps too restrictive. 
2.3. A fourth-order eigenvalue problem 
Perhaps the simplest example of an EV problem of fourth order is given by 
Y o=hy, o<x<?T, (2.12) 
with the boundary conditions (for example) 
y’(0) = yC3’(0) = 0, y’(r) =yc3’(T) = 0. 
This is a regular, self-adjoint problem, the EVs being A, = k4, k E N,; they are all simple. The 
kernel y( t4, x) is determined by Lemma 2.2 and the FS of yc4) = t4y subject to (2.3), namely, 
{y1(t4, x>, y2(t4, x)7 y3(t4, x)7 y4(t4, x)} 
:= 
i 
+(cos tx + cash tx), k(sinh tx+sin tx), -$(cosh tx-cos tx), 
-$(sinh tx - sin tx)}. 
Thus we obtain the kernel 
Y(f49 x) 
cos tx + cash tx sinh tx + sin tx cash tx - cos a sinh tx - sin tx 
2 2t 2t2 2t3 
0 1 0 0 
0 0 0 1 
t(sinh rt - sin rt) cos Tt + cash rt sin vt + sinh rt cash rt - cos vt 
2 2 2t 2t2 
- &{cosh tx sin rt +cos tx sinh nt}. 
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So the eigenfunctions y(k4, x) are given by 
sinh /CT 
y(k4,x)= - 2k cos kx, kE N,. 
(Observe that the eigenfunctions are unique except for a factor a(/~~>. Each function y(k4, x) 
= a(k4) cos kx, where a(k4) # 0, k E N,, is an eigenfunction with respect to the EV k4.> 
Setting k = 0, one obtains ~(0, x) = - $r. The eigenfunctions form a complete orthogonal 
system in L2(0, 7rr). 
The canonical product (2.11) of the sampling points is given by 
Thus we obtain the following sampling theorem. 
Theorem 2.11. If f admits for each real t4 the representation 
f(t”> = iTY (t47 x)g(x) dx, for some g E L2(0, T), 
with 
y(t4, x) = - ${cosh tx sin vt + cos tx sinh vt}, 
then f can be reconstructed from its samples f (k 4> in terms of 
f(t4) = 
sin nt sinh Tt 4t2k( - l)k sin nt sinh nt 
t2Tr2 f(0) + E f(k4) k=l T sinh kr [t”-k4] ’ 
(2.13) 
(2.14) 
the convergence is uniform on each compact subset of R. 
Remark 2.12. Observe that the function GA(t4) for h = k4 of the proof of Theorem 2.5 is not 
equal to the canonical product: 
ft2 sin Tt sinh vt, k =0, 
G(t4) + Gh(t4) = sinh kT (- l)k 
2k 
sin Tt sinh rt t2, k#O. 
Remark 2.13. If we would choose the eigenfunctions to be y(k4, x) = a(k4) cos kx, k E N,, 
with a(k4) = 1 such that y(t4, x) satisfies y(t4, x) 1 pzk4 = cos la, the resulting kernel would 
no longer be an entire function of t4 (as is the kernel constructed by Lemma 2.2). In fact, it 
would be given by 
y(t4, x) = 
sin t -cr cash tx + sinh t-rr cos tx 
sin tn + sinh tr 
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This function has indeed countably many poles, namely at the zeros of Jz(t4> = sin tT + sinh tr. 
For these values y(t4, X> no longer belongs to L2(0, r> and Kramer’s theorem would have to 
be applied either in the pointwise sense (for all t4 E R with h(t4) # 0) or restricted to the 
positive axis. Although it seems to be more natural to choose the eigenfunctions to be cos kx, 
k E N,, this procedure would lead to a kernel which is not suitable for our problem. The kernel 
- given by Lemma 2.2 - which is entire, is basic for the validity of Theorem 2.5. 
3. A singular fourth-order eigenvalue problem 
As remarked in Section 1, the general theory for singular, self-adjoint EV problems of nth 
order is not as complete as in the regular case. In general, we know little concerning the 
countability or growth of the EVs and also not much about the eigenfunctions. In particular, it 
is not quite clear how to construct a kernel in the singular case that is analogous to that in 
Lemma 2.2 in the regular case. 
The following example arises from a singular EV problem of fourth order. It will be shown 
that Theorem 2.5 is also valid in this instance. 
Consider the fourth-order EV problem 
L(y):=X2y(4)+2X(V+2)y(3)+(y+l)(y+2)y”=Ay, O<X<l, 
y(l)=y’(l)=O, ]y(x)l <co, x-+0+. (3.1) 
This is a singular, self-adjoint EV problem with weight p(x) =x”, v E R+, v a 1, namely 
xX(y) = (X v+2ylr)” = AxVy. (3.2) 
The EVs A are given implicitly as the nonzero solutions of (see [9]) 
J”(24fi)J;(24fi) - J424fi)J:(246) = 0 P-3) 
or, equivalently, of 
(Here J, denotes the Bessel function of the first kind of order v and I, the modified Bessel 
function of first kind. In the following, Y, will denote the Bessel function of the second kind of 
order v.> 
These EVs are simple, real, nonnegative (0 being excluded); there are countably many of 
them. The associated eigenfunctions are given by 
Y(A, 4 =x -“/2(J42&&)J~_i(2%) - iJv(2ti\i;;)J”_i(2ti)) 
Jv(24fi&) - 
J,,(24fi) 
I”( 24fi) 
(Observe that they are unique except for a factor a(h).) They form a complete, orthogonal 
system in L2,(0, 11, p(x) =x’. 
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Remark 3.1. To show the completeness and orthogonality of the system of eigenfunctions, one 
reduces it to the system 
h being solutions 
p(x) =x (see [6]). 
J,( 24fi) 
I”( 24fi) 
Iv(24fix) , 
I 
of (3.3); this is known to be a complete, orthogonal system in L$(O, 11, 
Let us now determine a kernel y(t4, x) in a way somewhat related to Lemma 2.2. 
Lemma 3.2. The general solution y(t4, x) of the equation 
x”L( y) = t4X”y, 
with L(y) given by (3.1) and satisfying the boundary conditions 
(i> y(t4, 1) =O, 
(ii) ly(t4, x)1 <co, x+0+, 
is given by 
y(t4, x) = cx~“/‘[Jy(2it~)JV(2t) -JV(2t~)JV(2it)], 
c := c( t 4, being arbitrary. 
Proof. The general solution of (3.4) reads (see [13, p.5311, [21, p.1381) 
y(t4, x) =x-y/2( 1 J iq c J 2t x + c,Y,(2tG) + c,J,(2itfi) + c4YV(2itG)}. 
Now there holds 
(3.4) 
P-5) 
After some calculations (especially for v 
x-“‘2J,(2t&) I x=0 = & 1) ’ 
I xpy/2[c2YV(2tfi) + c,Y,(2itG)) I 
for v 2 1 and arbitrary constants c2, c4 
such constants c2, c4 so that 
I XY/2(c2~(2tG) + c,~(2i&)] I 
This is the reason why problem (3.1) was 
E N), it follows that (see [6]) 
+ W, 
(it)Y 
x”/2J,(2itG) I x=o = rev + 1J - 
x+0+, 
not simultaneously zero. For v < 1 there would exist 
< 00. 
restricted to v 2 1, although the eigenfunctions form a 
complete set in Lz(O, l), p(x) =xy, v > - 1 191. Thus, in view of (3S)(ii), 
Y(14, x) =x-Y/z{c,JV(2t&) + c,J,(2it&)}. 
Since y(t4, 1) = 0, c1 = -c(t4)JV(2it>, cg = c(t4)JV(2t). 0 
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This gives the kernel with arbitrary c = c(t4). But since y(t4, x) 1 t4=A = a(A)y(A, x) for all 
EVs A of (3.1), let us pick c(t4) := t- 2v-2. Thus a(A) = -i(~>-~-1~~(2i4~)/J,_1(2i4~) with 
J,(2i4fi) and J,_,(2i4fi) not being zero for all EVs A in view of (3.3); SO {dA)y(A, x)1, EV is 
still a complete orthogonal system. Thus we obtain 
y(t4, x) = t-2”-2x-v~2(J,(2it&)Jv(2t) -Jv(2t&)Jv(2it)], 
with y( t 4, x) E Lt(O, l), p(x) = xy for all t4 E R. Note that ~(0, x) is well-defined and not zero 
for all x E (0, 1). 
Remark 3.3. If we would require y(t4, x) to satisfy y(t4, x) I t4=A = y(A, x> (i.e., a(A) = l), we 
would obtain c(t4> :=Jv_,(2t)/Jv(2t); thus y(t4, x) would (again) have poles at a countably 
infinite number of points t4, namely at the zeros of J,(2t). They do not coincide with the 
sampling points, but for these t4, y(t4, x) @ L:(O, l), p(x) =x’. So Campbell’s theorem could 
then be applied only in the pointwise sense for all t4 with J,(2t) Z 0. 
We also need the following lemma (see [25, pp. 134ff] for a proof). 
Lemma 3.4. There holds for (Y, p E C, (Y # 0, x E R, 
If one now applies Lemma 3.4 to calculate the sampling series, from Theorem B the 
following theorem results. 
Theorem 3.5. If f admits for each real t4 the representation 
f(t4) = 11y(t4, x)g(+” dx, 
0 
for some g E L:(O, l), p(x) = x”, where 
y(t4, x) = t-2’-2x-v~2(Jv(2it~)Jv(2t) -Jv(2t&)Jv(2it)], 
then f can be reconstructed from its samples f(A) in terms of 
f(t”) = F(t4) c f(A) 
(a),+, 
A EV Jv(2i??)Jv(24fi)[ t4 - A] * 
Here A are the EVs of (3.1), namely the zeros of (3.31, and 
F(t4) := t-2Y-1{iJv(2t)Jv_1(2it) -Jv(2it)Jv_,(2t)}. 
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This sampling series is indeed a Lagrange interpolation series. Consider the canonical product 
of the sampling points, which is given by 
G(t4) = ~(t~)t-~“-’ {iJ&t)J,_,(2t) -J,(2it)J,_,(2t)}, 
for some c(t4) having no zeros. Note that the factor t-2v-1 occurs, because zero is not an EV 
of the problem (3.1). The convergence of the canonical product is guaranteed, because the EVs 
given by (3.3) behave like (k~>~, when A is an EV of rank k, k E N. More precisely, 
A = [(k + ~v>~14 for A,, k 
Yx) = Y'(l) = 0, I y(x) I < 
large enough, where A,,, are the EVs of (~~+*y”),, =Ax”y, 
a$ x + O+, and of rank k (see [18, p.1211). 
One obtains 
G’(A) = c(A)A- (u+2)/2~~(2~~)~“(24~), 
W4) 
f@“)= c f(‘)G’(A)[t4_hj = ’ f(A) 
c( t4)(dqYf2 
h 
F(t4), 
where F(t4> is given by (3.7). Thus the series is equal to (3.6) except for the factor c(t4>/c(A). 
Remark 3.6. The case v = 2 of (3.1) is the differential equation for transverse vibrations of a 
homogeneous loss-free conical bar (see [17], [18, p.119]), namely (x4y”)” = Ax2y. 
4. Connections with known results 
In this section we will consider the question whether the sampling series of Sections 2.3 and 
3 are really new or whether they can be derived from known results. 
Let us first study the sampling series (2.14) of Theorem 2.11. It is indeed a “new” sampling 
series only at first sight. In fact, it will be deduced (in a formal way) from a sampling series 
which is associated with an EV problem of second order; a double application of L(y) = y” will 
yield the differential operator (2.12). 
Theorem 4.1. For each real t2 > 0 let 
f(t2) = /= cos xt g(x) dx, 
0 
for some g E L2(0, ~1. Then f has the sampling representation 
f(P) =f(O)G + &f(k2) 
2t sin r(t - k) 
T(t2-k2) * 
This result, which follows from Kramer’s Theorem A in connection with the second-order 
EV problem y” = -Ay, A > 0, y’(O) = y’(r) = 0, or from Theorem 2.5 with kernel y(t2, x) = 
cos xt, can be found in [28]. 
The EV problem (2.12) is the formal square of this second-order problem since ( y”)” = yc4) = 
-A( -A y) = A2y and (y’)“(O) = ~(~‘(0) =0, (Y’)“(T) = yc3)( T) = 0. 
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Let us now deduce Theorem 2.11 from Theorem 4.1. Let F(t*> = /cy(t4, x)G(x) dx with 
G E L*(O, rr), and y(t4, x) as in (2.13) for all t*. Now set 
1 
j(t’, x) := - 5 sinh rt cos xt, 
$(t*) := iTj(t2, x)G(x) dx, 
Then $(t*> = /c cos xt G(x) dx with 
sin nt m 
G E L*(O, ~1, and an application of Theorem 4.1 yields 
2t( -l)k sin 7rt 
4(P) = 4(0)7 + c $(k2) q2 _ k2) * 
k=l 
Since 4(k*) = $(k*>(-2k)/(sinh /CT) and 4(O) = +(O>(-2)/7r, 
m 
Icl(t’) = HO) 
sin rt sinh rrrt 
+ ky~2) 
2k(-1)” sin rt sinh rt 
Tr*t* T sinh kz~(t*-_*) ’ 
However, sin it = i sinh t, cos it = cash t. This gives 
F(t2) = +(t’) + $((it)“) 
2 sin rt sinh Tt 
= NO) 
7T2t2 
Let us now observe that 
+ E W*) 
4kt*( - l)k sin rrrt sinh nt 
k=l T sinh k,rr[t4-k4] * 
+@‘)=I, - 2k cos kx G(x) dx =F(k*), k > 0, 
+((ik)*) = /- - i ‘zkkT cash kx G(x) dx = 0, k>O, 
0 
and F(0) = 2$(O). Thus there holds 
F(t*) = 
sin nt sinh nrt 
+ 2 F(k*) 
4kt*( - l)k sin art sinh rrrrt 
7r2t2 k=l T sinh k,rr[t4 - k4] ’ 
Replacing finally F(k*) by f(k4) and F(t*) by f(t4> yields Theorem 2.11. 
Remark 4.2. With this deduction of Theorem 2.11 from Theorem 4.1 - using the said 
symmetry properties - it first appears as if Theorem 2.11 is a pure technical corollary. 
However, it was first established as an independent theorem, as an application of Kramer’s 
theorem. It is thus a theorem obtained in an entirely “natural” way, not as technical 
construction. 
Let us now turn to the particular sampling series of Theorem 3.5. Also here arises the 
question whether this sampling theorem can be derived from known results. If we try to use the 
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same procedure as in the example above, we have to look for a candidate for reduction. In this 
respect consider the operator L,(y) = xy” + (v + 1)~‘. Then L:(y) = L(y), where L is the 
differential operator of (3.1). So L, could be a possible candidate with an associated sampling 
series given by Theorem B. However, L, is not self-adjoint, whereas the operator L,(y) := 
x”L,(y) is. 
The singular, self-adjoint eigenvalue problem 
L,(Y) =x v+ly” + (v + 1)x”y’ = -Ax”y, x E (0, l), 
y(l)=O, ]y(x)] <co, x+0+, VER+, Y>l, 
has as EVs A # 0 the zeros of 5,(26), the eigenfunctions being y,(x) =x-“~J,(~&&). They 
form a complete orthogonal system in Lz(O, l>, p(x) =x”. 
Remark 4.3. For the foregoing EVs and eigenfunctions, see [13, pp. 437ff]. To establish the 
completeness and orthogonality of the system, reduce it to the system {J,<x~)]~, A being the 
zeros of J,,(a); this is known to be complete in Lz(O, 11, p(x) =x. 
Using now Theorem B (assumptions are fulfilled) and Lemma 3.4, one obtains the following 
theorem. 
Theorem 4.4. If a function f can for each real t 2 be given as 
f(t”) = /u:-V/2JV(2tfi)g(x)xV dx, (4.1) 
for some g E Lt(O, l), p(x) = x y, then f can be reconstructed from its samples f(h) in terms of 
f(t”) = c f(h) 
6Jv(2t) 
A EV ( t2 - h)J,_,(Nq * 
(4.2) 
Remark 4.5. The sampling series (4.2) coincides with a series derived in [28], and with another 
series of [12, p.ll] (by setting v = 0 and replacing interval (0, b) by (0, 1)). The corresponding 
integral representations in both cases are different from (4.1); but they are connected as 
follows. A function f can be represented in the form (4.1) for some g E Lt(O, 11, p(x) =xy, iff 
there exists a g* E L;(O, l), p(x) =x, such that f can be written as 
f(t’) = i1JV(2xt)g*(x)x dx; 
this is the representation of [12,28]. In fact, g*(u) =g(u2)2u” or, vice versa, g(u) = 
g*tfi)$uP? 
Our attempt to deduce Theorem 3.5 from Theorem 4.4 along the lines of the first application 
failed. The reason may lie in the fact that the Bessel functions do not possess such specific 
symmetry properties as do the trigonometric and hyperbolic functions. Whether the matter in 
question can be achieved by another procedure is open. 
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A final question in this connection is whether there actually exist EV problems of order 
II 2 4 that have complete orthogonal systems as eigenfunctions and that cannot be reduced to 
lower-order cases. 
For most of the known complete orthogonal systems there exist associated EV problems of 
second order which have these systems as eigenfunctions. Thus for the complete orthogonal 
system 
where A # 0 is a solution of (3.31, we do not know of an EV problem of second order having 
this system as eigenfunctions. 
Each of the functions J,(t&>, J,(‘t\T) I x is a solution of a second-order differential equation 
but of different equations, and it is the boundary conditions y(l) = y’(l) = 0 that prevent 
reduction to a second-order problem, since these are not the formal square of the boundary 
conditions of a second-order problem. 
Finally, Everitt, Littlejohn and Krall [7,8,14] studied higher-order differential equations 
having noncZussicuZ orthogonal polynomial solutions. For example, the EV problem 
[(1-X2)2Y+[8+401(1-x2)y~]‘=hy, I=[-l,l], 
8ay’( - 1) = Ay’(l), -&y’( - 1) = Ay’(l), 
has as eigenfunctions the Legendre-type polynomials. But an attempt to find a suitable kernel 
failed. Thus, the question arises whether an application of Kramer’s theorem to such EV 
problems can result in sampling series which are fully new. 
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