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1. Background and problem {#s0005}
=========================

Identifying environmental factors, e.g., meteorological factors and air pollutants, affecting the transmission and mortality risk of COVID-19 is of importance in understanding the features of the ongoing COVID-19 pandemic ([@bb0030]; [@bb0090]). Pani et al found the associations between several meteorological factors and COVID-19 incidences under a time series study design, and they implied similar associations with the COVID-19\'s transmission ([@bb0080]). Frontera et al found the positive associations between levels of several air pollutants and COVID-19 cases and deaths under a cross-region ecological study design ([@bb0040]). They concluded that "*air pollution may have a strong impact on the high rate of infection and mortality*". Similar analytical approaches as well as main findings appeared in other recent studies ([@bb0105]; [@bb0115]; [@bb0110]).

In the infectious disease epidemiology, the number of incidences, i.e., commonly known as the epidemic curve, is driven by the disease\'s transmission process that is strongly determined by (i) the transmissibility, and (ii) the seed cases in the latest few days ([@bb0010]; [@bb0020]; [@bb0075]; [@bb0095]; [@bb0135]; [@bb0145]; [@bb0150]; [@bb0190]; [@bb0195]). Thus, the autocorrelation is highly likely undermine the statistical inference of the role of independent factors when using the aggregated number of COVID-19 incidences time series directly. Time series and ecological studies are two commonly used study designs aiming at exploring the relationship between an independent factor and the course of a disease, e.g., ([@bb0080]; [@bb0040]). Both of these two classic study designs adopt the aggregated (instead of individual level) dataset. Hence, cautiousness needs to be taken when understanding the outcome association based on the aggregated data, and overinterpretation should be avoided.

In this study, it is demonstrated that the association between an independent factor and disease incidence (or death) counts fails to infer the association with disease transmission (or mortality risk) by using simple simulation-based counterexamples. The existing analytical approaches to address this inferential failure are also discussed.

2. Simulation framework and construction of counterexamples {#s0010}
===========================================================

To mimic the real-world COVID-19 epidemic growing process, the simple modelling framework in [@bb0120] is adopted with the mean serial interval, *τ*, at 5 days, referring to previous studies ([@bb0200]; [@bb0035]; [@bb0045]; [@bb0050]; [@bb0185]), and population size, *N*, at 10 million. Then, for the *t*-th day since the first COVID-19 case, the daily number of new cases *c* ~*t*~ = *c* ~*t*−1~∙*r* ~*t*~ ^1/*τ*^, where *c* ~0~ = 1 for first seed case at the start of the outbreak. Here, *r* ~*t*~ denotes effective reproduction number, and thus *r* ~*t*~ = *R* ~*t*~∙\[1 − *C* ~*t*~ / *N*\]. The *R* ~*t*~ is the reproduction number, a well-accepted metric quantifying the instantaneous transmissibility of an infectious disease ([@bb0190]). The *C* ~*t*~ is the cumulative number of cases at the *t*-th day, and obviously *C* ~*t*~ ≥ *C* ~*t*−1~ \> 0. The values of *R* ~*t*~ time series will be directly assumed in our counterexamples, which could also be a constant in some scenarios.

2.1. Counterexample \#1: a time series study {#s0015}
--------------------------------------------

In this counterexample, the time series study design as in [@bb0080] is considered. An independent factor *X* was considered as a determinant of the reproduction number (*R* ~*t*~) of COVID-19. Three pre-defined scenarios are considered that included•scenario (**I**): the correlation between *X* and *R* ~*t*~ was negative;•scenario (**II**): the correlation between *X* and *R* ~*t*~ was positive; and•scenario (**III**): the correlation between *X* and *R* ~*t*~ was zero.

In [Fig. 1](#f0005){ref-type="fig"}A, the factor *X* time series are generated by using the arithmetic sequence with additive random noise terms. For COVID-19, *R* ~*t*~ largely ranges from 1.5 to 3 ([@bb0095]; [@bb0145]; [@bb0150]; [@bb0120]; [@bb0035]; [@bb0050]; [@bb0070]; [@bb0205]), and the range from 1.5 to 2.5 is used in the simulation. With the same fashion, in [Fig. 1](#f0005){ref-type="fig"}B, three types of *R* ~*t*~ time series are generated in decreasing, increasing and constant trends matching with scenarios (**I**)--(**III**), respectively. In [Fig. 1](#f0005){ref-type="fig"}C, the COVID-19 epidemic curves are simulated in terms of the daily number of cases by using the three *R* ~*t*~ time series in [Fig. 1](#f0005){ref-type="fig"}B. Similarly, [Fig. 1](#f0005){ref-type="fig"}D shows the cumulative number of COVID-19 cases. The consistency between two kinds of pairwise associations (or correlations) are examined, and they include•the association between *X* and *R* ~*t*~, and•the association between *X* and number of COVID-19 cases, i.e., daily or cumulative. Fig. 1The demonstrative trends of factor *X* (panel A), reproduction number (*R*, panel B), daily number of cases (panel C), cumulative number of COVID-19 cases (panel D), and their pairwise relationships (panels E, F and G). In panels B--G, the scenarios (**I**)--(**III**) are represented in cyan, purple and gold, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig. 1

The inconsistency of these two associations indicates an inferential failure that *the association between factor X and number of COVID-19 **cases** failed to infer the underlying true relationship between X and COVID-19 **transmissibility***.

2.2. Counterexample \#2: an ecological study {#s0020}
--------------------------------------------

In this counterexample, the same cross-region ecological study design is considered as in [@bb0040]. As model setting, *n* = 51 regions are considered with different region-specific reproduction numbers (*R*), which can be regarded by setting *R* ~*t*~s as constants, and case fatality ratios (CFR), and thus there were 51 COVID-19 outbreaks to be simulated. For the *i*-th region, the reproduction number was denoted by *R* ~*i*~, the case fatality ratio was denoted by CFR~*i*~, and both of them are constants for a specific region. For COVID-19, *R* was set from 1.5 to 3 ([@bb0095]; [@bb0145]; [@bb0150]; [@bb0120]; [@bb0035]; [@bb0050]; [@bb0070]; [@bb0205]), and CFR ranged from 1.5% to 3% ([@bb0130]; [@bb0100]; [@bb0155]) across different regions. The CFR~*i*~ = (4.5 − *R* ~*i*~)/100 is formulated for simple demonstration, as shown in the color code bar in [Fig. 2](#f0010){ref-type="fig"} . In the simulation, the time lag between onset of illness and death was ignored for simplicity, which should not affect our main conclusions. [Fig. 1](#f0005){ref-type="fig"}A shows the simulated COVID-19 epidemic curve of 51 regions, i.e., each curve represents the outbreak in one region. [Fig. 1](#f0005){ref-type="fig"}B shows the trends of the daily number of COVID-19 deaths for each region.Fig. 2The demonstrative trends of daily number of COVID-19 cases (panel A), deaths (panel B), relationship between factor *X* and case fatality ratio (panel C), and association between factor *X* and cumulative number of deaths (panel D). Panels (A)--(D) share the same color code of reproduction number (*R*) and case fatality ratio that is shown at the top of this figure. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig. 2

For a factor, *X*, negatively correlated with CFR, see [Fig. 2](#f0010){ref-type="fig"}C, the association between *X* and the cumulative number of deaths is examined across all 51 regions. Similar as in counterexample \#1, the consistency between two pairwise associations (or correlations) is examined, and they include•the pre-defined negative association between *X* and CFR, and•the association between *X* and cumulative number of COVID-19 deaths.

In same fashion, the inconsistency of these two associations indicates an inferential failure that *the association between factor X and number of COVID-19 **deaths** failed to infer the underlying true relationship between X and COVID-19 **mortality risk***.

3. Results and discussion {#s0025}
=========================

For the counterexample \#1, [Fig. 1](#f0005){ref-type="fig"}E shows the relationship between factor *X* and three types of *R* series, which matches the scenarios (**I**)--(**III**) introduced above. However, in [Fig. 1](#f0005){ref-type="fig"}F and G, factor *X* was found positively associated with the daily or cumulative number of COVID-19 cases in all scenarios. Therefore, the proposed inferential failure was evidently demonstrated. Furthermore, as remark, even though this counterexample merely presented the scenarios when *R* \> 1 for demonstration, the conclusions may still hold when *R* \< 1 as well as in more complex contexts.

For the counterexample \#2, the predefined negative correlation between the factor *X* and CFR was shown in [Fig. 1](#f0005){ref-type="fig"}C. However, the association between *X* and the cumulative number of deaths are obviously positive, see [Fig. 1](#f0005){ref-type="fig"}D, which was opposite the association in [Fig. 1](#f0005){ref-type="fig"}C. Thus, it was clear that the positive association between factor *X* and cumulative number of deaths failed to infer the underlying true relationship between *X* and mortality risk of COVID-19 (in terms of CFR). A similar inferential failure also occurred when using the daily number of deaths (data not shown). Furthermore, as remark, that even though this counterexample presents the situation when CFR was negatively correlated with *R* for demonstration, similar kinds of inferential failure may still occur in alternative situations and even more complex contexts.

The epidemic curve of an infectious disease is driven by its transmission process that can be measured by several metrics including *R*. The daily number of cases is strongly determined by the strength of transmissibility and the number of seed cases in the latest few days, which is determined by the serial interval. Hence, the autocorrelation is highly likely undermine the statistical inference of transmission driven factors when using the number of cases time series directly, i.e., without defining quantifying the disease transmissibility. The cautiousness needs to be taken in avoiding this kind of noncausal association between independent factors and COVID-19 incidences. It is important to transform the incidence data to transmissibility by using plausible analytical approaches ([@bb0020]; [@bb0065]; [@bb0140]; [@bb0005]), and check the associate between transmission rate and external factors thereafter, e.g., ([@bb0090]; [@bb0165]).

The mortality risk of COVID-19 is reflected by both the number of disease-induced deaths and the number of COVID-19 cases. Thus, the COVID-19 CFR is of importance to properly quantify the mortality risk. It is important to transform the cases and deaths data to CFR by using analytical frameworks in previous studies ([@bb0130]; [@bb0100]; [@bb0155]; [@bb0065]; [@bb0160]; [@bb0055]). One may then examine the association between CFR and external factors directly, e.g., ([@bb0170]; [@bb0175]).

Recently, an increasing number of studies present 'associations' between environmental factors and COVID-19 transmission, which is mainly due to two reasons. They include•in previous literatures, weather parameters are commonly believed as critical drivers of respiratory virus\' transmission ([@bb0085]; [@bb0060]), e.g., SARS-CoV ([@bb0180]; [@bb0015]), MERS-CoV ([@bb0125]), and influenza ([@bb0005]; [@bb0025]); and•exposing to air pollution may damage the immune system and thus lower the resistance to viral infections.

Hence, the associations between environmental factors and COVID-19 transmission or related mortality risks are possible, and consistent with previous findings in other respiratory viruses. However, the counterexamples demonstrate that implausible conclusions may be reached due to flawed analytical procedures. This study highlights the importance of following systematic analytical procedures to explore the role of environmental factors in the infectious disease epidemiology with aggregated dataset.

4. Conclusive remarks {#s0030}
=====================

It is important to follow the systematic analytical procedures to explore the role of environmental factors in the course of COVID-19 pandemic. To avoid noncausal association as well as over-conclusion, the definition of epidemiological metrics for infectious disease should be introduced and clarified before the analytical procedures. Although some simplifications have been made, the two counterexamples proposed in this study apply to other infectious diseases in alternative contexts.
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