Application of iterative phase-retrieval algorithms to ARPES orbital tomography by Kliuiev, P et al.
Zurich Open Repository and
Archive
University of Zurich
Main Library
Strickhofstrasse 39
CH-8057 Zurich
www.zora.uzh.ch
Year: 2016
Application of iterative phase-retrieval algorithms to ARPES orbital
tomography
Kliuiev, P; Latychevskaia, T; Osterwalder, J; Hengsberger, M; Castiglioni, L
DOI: 10.1088/1367-2630/18/9/093041
Posted at the Zurich Open Repository and Archive, University of Zurich
ZORA URL: http://doi.org/10.5167/uzh-130031
Veröffentlichte Version
 
 
Originally published at:
Kliuiev, P; Latychevskaia, T; Osterwalder, J; Hengsberger, M; Castiglioni, L (2016). Application of
iterative phase-retrieval algorithms to ARPES orbital tomography. New Journal of Physics, 18(9):093041.
DOI: 10.1088/1367-2630/18/9/093041
This content has been downloaded from IOPscience. Please scroll down to see the full text.
Download details:
IP Address: 130.60.164.204
This content was downloaded on 03/01/2017 at 08:41
Please note that terms and conditions apply.
Application of iterative phase-retrieval algorithms to ARPES orbital tomography
View the table of contents for this issue, or go to the journal homepage for more
2016 New J. Phys. 18 093041
(http://iopscience.iop.org/1367-2630/18/9/093041)
Home Search Collections Journals About Contact us My IOPscience
You may also be interested in:
Orbital tomography for highly symmetric adsorbate systems
B. Stadtmüller, M. Willenbockel, E. M. Reinisch et al.
Experimental comparison of full and partial coherent illumination in coherent diffraction imaging
reconstructions
J Potier, P Mercère, P Da Silva et al.
Imaging the displacement field within epitaxial nanostructures by coherent diffraction: a
feasibility study
Ana Diaz, Virginie Chamard, Cristian Mocuta et al.
Determination of the stacking fault density in highly defective single GaAs nanowires by means of
coherent diffraction imaging
Arman Davtyan, Andreas Biermanns, Otmar Loffeld et al.
Accurate focal spot diagnostics based on a single shot coherent modulation imaging
Xiaoliang He, S P Veetil, Cheng Liu et al.
Fresnel coherent diffractive imaging tomography of whole cells in capillaries
Mac B Luu, Grant A van Riessen, Brian Abbey et al.
Super-resolution microscopy of single atoms in optical lattices
Andrea Alberti, Carsten Robens, Wolfgang Alt et al.
The imaging of small crystals using coherent x-ray diffraction
I A Vartanyants and I K Robinson
New J. Phys. 18 (2016) 093041 doi:10.1088/1367-2630/18/9/093041
PAPER
Application of iterative phase-retrieval algorithms to ARPES orbital
tomography
PKliuiev1, T Latychevskaia, J Osterwalder,MHengsberger and LCastiglioni1
Department of Physics, University of Zurich,Winterthurerstrasse 190, 8057 Zurich, Switzerland
1 Authors towhomany correspondence should be addressed.
E-mail: kliuiev@physik.uzh.ch and luca.castiglioni@physik.uzh.ch
Keywords: phase retrieval, ARPES, orbital tomography,molecular orbital
Abstract
Electronic wave functions of planarmolecules can be reconstructed via inverse Fourier transformof
angle-resolved photoelectron spectroscopy (ARPES) data, provided the phase of the electronwave in
the detector plane is known. Since the recorded intensity is proportional to the absolute square of the
Fourier transformof the initial state wave function, information about the phase distribution is lost in
themeasurement. It was shown that the phase can be retrieved in some cases by iterative algorithms
using a priori information about the object such as its size and symmetry.We suggest amore
generalized and robust approach for the reconstruction ofmolecular orbitals based on state-of-the-art
phase-retrieval algorithms currently used in coherent diffraction imaging (CDI).We draw an analogy
between the phase problem inmolecular orbital imaging byARPES and of that in optical CDI by
performing an optical analogue experiment onmicrometer-sized structures.We successfully
reconstruct amplitude and phase of both themicrometer-sized objects and amolecular orbital from
the optical and photoelectron far-ﬁeld intensity distributions, respectively, without any prior
information about the shape of the objects.
1. Introduction
Organic semiconductors play a key role inmodern devices such as organic light-emitting diodes and
photovoltaic cells [1, 2].More recently, organicmolecules have been used as catalysts in photolytic water
splitting, a promising route towards production of hydrogen as renewable energy source [3]. Tailoring the
physical properties ofmolecular optoelectronic devices [4–6] crucially depends on a deep understanding of the
charge transfermechanisms atmetal-organic interfaces. The time-resolved spatial visualization of such
processes would hence be highly desirable.
The frontier orbitals, i.e. the highest occupied and lowest unoccupiedmolecular orbitals (HOMOand
LUMO), largely determine the chemical reactivity and electronic properties ofmolecular systems.Detailed
information about the electronic structure ofmolecular systems can be inferred from angle-resolved
photoelectron spectroscopy (ARPES) ofwell-orderedmolecular layers on single-crystalline substrates [7–12].
The photoemission intensity
( )kI E,f kin is derived fromFermi’s golden rule as
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where yi and yf denote initial andﬁnal statewave functionswith correspondingmomentum components ki
and k fparallel to the surface, respectively. The delta functions in the second line comprising photon energy w ,
samplework functionΦ and reciprocal lattice vectorG ensure energy andmomentum conservation in the
photoemission process. The transitionmatrix element is given in the dipole approximation, where p and A
denote themomentumoperator and the vector potential of the exciting light. The photocurrent ( )kI E,f kin is
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obtained by summation over all transitions fromoccupied initial states yi to theﬁnal state yf characterized by
the kinetic energy Ekin and the parallel component of theﬁnal statemomentum k fof the photoelectron. The
photoemission ﬁnal state yf can be approximated by a planewaveµe k ri f provided the following conditions are
fulﬁlled [7, 8, 13]: (i) photoelectrons are emitted fromπ-orbitals of large planarmolecules, for which all the
contributing orbitals are of the same pz character; (ii) themolecules consist ofmainly light atoms (H,C,N,O)
andﬁnal state scattering effects can thus be neglected. Under these assumptions, themeasured ARPES intensity
becomes proportional to the squaredmodulus of the Fourier transformof the initial statewave function yi
weaklymodulated by a slowly varying angle-dependent envelope function [7, 8]:
yµ( ) ∣ · ∣ ∣ { ( )}∣ ( )k A p k rI E, , . 2i if kin 2 2 
The recorded intensity pattern, however, does not contain any information about the phase of the complex-
valued electronwave distribution in the detector plane, which inhibits the direct reconstruction of themolecular
wave function via computation of an inverse Fourier transform. In certain cases, phase information can be
inferred from the parity of thewave function [7] or fromdichroismmeasurements [11] and be imposed onto the
measured data.However, the reconstruction of themolecular wave functions in such away is not applicable to
themost general type of problemswhen the phase distribution cannot be deduced from symmetry
considerations. This issuewas addressed by Lüftner et al [10] by suggesting an iterative phase retrieval procedure
similar to the Fienup algorithm [14]. In the suggested procedure, one iterates back and forth between real and
reciprocal spaces by computing Fourier transforms and satisfying the constraints in both domains. In real space,
thewave function is conﬁned to a rectangular boxwhich roughly corresponds to the van derWaals size of the
molecule and thus represents the support of the object. The absolute value of thewave function is reduced to
10%outside this conﬁnement box at each iteration step. In reciprocal space, the computed value of the
amplitude is replaced by themeasured one and the phase is kept.
In this work, we suggest that the phase problem inARPES-basedmolecular orbital imaging can be solved in a
more robustmanner by utilizing the analogy to the phase problem in coherent diffraction imaging (CDI) [15].
Both in CDI and orbital imaging, the farﬁeld pattern in the detector plane is proportional to the squared
modulus of the Fourier transformof the object distribution. Provided the far-ﬁeld intensity pattern ismeasured
at the oversampling condition [16, 17], both the amplitude and the phase of the object can be reconstructed from
the experimentally availablemodulus of its Fourier transformusing the phase retrieval algorithms [14] as it is
done in CDI [15]. Therefore, we suggest to directly apply state-of-the-art phase-retrieval algorithms, currently
used inCDI, for the reconstruction ofmolecular orbitals. These algorithmswere speciﬁcally optimized for
objects described by a complex-valued transmission function [18], whichmakes them ideal for the
reconstruction of electronwave functions.Moreover, recent advancements inCDI allowed for the solution of
the phase problemwithout need for the precise knowledge of the shape of the object, which is instead found in
the course of the reconstruction using the shrinkwrap algorithm [19]. To facilitate a better understanding of the
CDI phase-retrieval algorithms in view of their applicability to reconstruction ofmolecular wave functions, we
designed an optical analogue experiment and performedCDI onmicrometer-sized structures produced by
means of photolithography. Available CDI phase-retrieval algorithms [14, 18, 19]were employed for the
reconstruction of themicrometer-sized object. Eventually, the same algorithmswere applied to a set of ARPES
data and the LUMOof pentacenewas reconstructed.
2.Methods
2.1.Optical CDI of amicrostructure
Themicrostructures for the optical CDI experiments were patterned in a 105 nm-thickCr ﬁlm deposited on a
1.7 mm-thick fused silica substrate, thus providing transparent objects in a non-transparentmedium. The
individualmicrostructures had an identical shape but different sizes andwere separated fromone another by
severalmillimeters to avoid interference between the neighboring objects. The size of themicrostructures was
selected in suchway that the ratio betweenmicrostructure length (e.g., m15 m) and employed laser wavelength
( m0.532 m)was comparable to the ratio between length of pentacenemolecule (»1.5 nm) and de Broglie
wavelength of the electrons (»0.17 nm) at the used photon energy (50 eV). The experimental setup for optical
CDI is shown inﬁgure 1. The laser beamproﬁle had aGaussian distribution as shown in the inset. ForCDI
experiments, the laser beam is usually spatiallyﬁltered and then expanded using two lenses, which ensures that
the intensity proﬁle in the object plane is constant [20]. In our experiment, we employed the laser beamwithout
expansion because the light intensity variations on the length-scale of themicrostructure were negligible. The
microstructure was illuminated from the side of theCr ﬁlm. The far-ﬁeld distribution of the scatteredwavewas
imaged onto a semitransparent screen and the diffraction patterns were recordedwith a 10-bit CCD camera
(HamamatsuC4742-95) placed behind the screen as shown inﬁgure 1. In order to increase the dynamic range,
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we recorded several diffraction patterns at different exposures by using a rotatable neutral density ﬁlter with
optical densities ranging from0 to 4.0. The recorded images were then combined into one high-dynamic-range
(HDR) image by a procedure proposed byDebevec [21].
2.2. ARPES of pentacene/Ag(110)
Awell-ordered sub-monolayer of pentacenemolecules adsorbed onAg(110) served asmodel system for orbital
tomography. PentaceneARPES data has been acquired during a beamtime of Schöll and coworkers (University
ofWürzburg) at theNanoESCAbeamline at Elettra synchrotron (Trieste, Italy) and has been provided to us for
validation of our phase retrieval algorithm [22]. The crystal was prepared according to standard procedures [23]
and pentacenemolecules [7]were deposited froma home-built Knudsen cell [11]. ARPES constant binding
energy (CBE)momentummaps of the pentacene LUMOwere recordedwith the p-polarized light at a photon
energy of 50 eV using the photoemission electronmicroscope (PEEM) [24, 25]. The setup of the PEEMand the
experimental geometry are shown inﬁgures 2(a) and (b), respectively. Themicroscopewas operated in the
momentummode and allowed for detection of electronswith the acceptance angle ofɑ=±90° corresponding
to slightly less than -Å3 1 at 50 eV photon energywithout any sample rotation. TheCBEmapwas integrated
over a 200 meV energywindow,which is of the order of the electron analyzer resolution and of the full-width at
half-maximumof the pentacene LUMOat the binding energy of 0.1 eV.
2.3. Algorithms
Prior to reconstruction of the pentacene LUMO,we tested the performance of the algorithms on the optical CDI
data set, taking advantage of the high dynamic range of these data.We employed a combination of the phase-
constrained [18] hybrid input–output [14] (PC-HIO) and error reduction [14] (ER) algorithms. The usage of
both algorithms in an alternating scheme has been shown to eliminate stagnation problems and to provide faster
convergence [14, 18, 26]. The support of the object was found using the shrinkwrap algorithm [19]. Following
Figure 1.Experimental setup of optical CDI. The distance between sample and screenwas set to 22.5 cm. The size of the imaged screen
area comprised 40×40 cm2 sampledwith 1000×1000 pixels. Inset: intensity distribution of the laser proﬁle.
Figure 2. (a) Schematic of the PEEM setup. (b)Experimental geometry. The photon energy was 50 eV and the light was p-polarized
with an incidence angle of 65°. The photoemitted electrons were collected by the PEEMobjective lenswith an acceptance angle of
ɑ=±90°. k f and ^k f denote parallel and normal components of theﬁnal statemomentumof the photoelectrons.
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the conventional procedure of this algorithm, the initial estimate of the object support was obtained from the
autocorrelation of the object by computing the inverse Fourier transformof the experimental diffraction
pattern ( )I X Y, , convolving it with aGaussian function (width s = 5 pixels) and applying a threshold at 10%
of itsmaximum. The pixel values below the thresholdwere zeroed. The reconstruction beganwith 40 iterations
of the PC-HIO algorithm followed by two iterations of the ER algorithm.We found that this number of
iterations is sufﬁcient to yield a resonable estimate of the object shape and thus to perform the ﬁrst update of the
object support by using the shrinkwrap procedure [19] described in detail below. The scheme of the iterative
phase retrieval procedure is shown inﬁgure 3, which included the following steps:
(i) In the ﬁrst iteration k=1, the experimental amplitude =∣ ( )∣ ( )F X Y I X Y, , was combined with a
randomphase and the inverse Fourier transform supplied an initial input object distribution ( )g x y,k ,
where (X,Y) and (x, y) denote the coordinates in the detector and object planes, respectively.We assume the
most general case of a complex-valued object distribution and keep both its real and imaginary parts.
(ii) By computing the Fourier transform of ( )g x y,k , we obtain the complex-valued distribu-
tion =( ) { ( )}G X Y g x y, ,k k .
(iii) By replacing the calculated amplitude ∣ ( )∣G X Y,k with the experimental amplitude ∣ ( )∣F X Y, , while
keeping the calculated phase distribution, we obtain an updated complex-valued ﬁeld distribution in the
detector plane ¢ ( )G X Y,k .
(iv) Inverse Fourier transformof ¢ ( )G X Y,k provides the output object distribution ¢ ( )g x y,k .
(v) In the PC-HIO algorithm [14, 18], the input object for the next iteration + ( )g x y,k 1 is obtained as
g
b g=
¢ Î
- ¢ Ï+ ( )
( ) ( )
( ) ( ) ( )
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⎪
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where b = 0.9 is a feedback parameter and γ corresponds to a set of points which complywith the object
domain constraints (belong to the support region and have their phases within an expected range). In the
ER algorithm [14], the object distribution + ( )g x y,k 1 is calculated as
g
g=
¢ Î
Ï+ ( )
( ) ( )
( )
( )⎪
⎪
⎧
⎨
⎩g x y
g x y x y
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where γ fulﬁlls the same criteria as in the PC-HIO algorithm.
Figure 3. Iterative phase retrieval scheme.
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The output object distribution ¢ ( )g x y,k obtained in the last iteration of the ER cycle was used to update the
object support. This was done by convolving ¢ ( )g x y,k with aGaussian function and setting a threshold at 12%of
itsmaximum, as it is typically done in the shrinkwrap algorithm [19]. Thewidth of theGaussianwas initially set
to 2.5 pixels. Upon the ﬁrst update of the support, the algorithm continuedwith alternating cycles of 20
iterations of the PC-HIO algorithm followed by two iterations of the ER algorithm [14, 18, 26]. The end of each
cycle was ﬁnalized by computing a new distribution of the object support. The threshold value and theGaussian
widthwere chosen empirically so that no part of the reconstructed patternwas truncated, but instead the
support converged smoothly towards the shape of the object. The latter requirement was ensured by reducing
thewidth of theGaussian at every support update by 1% as it is conventionally done in the shrinkwrap algorithm
[19]. The quality of the reconstructions was estimated by computing themismatch between the iterated and the
experimental amplitudes [14, 27, 28]:
= å -å
=
-
=
-
∣∣ ( )∣ ∣ ( )∣∣
∣ ( )∣
( )E
F X Y G X Y
F X Y
, ,
,
, 5X Y
N
X Y
N
, 0
1
it
2
, 0
1 2
where ∣ ( )∣F X Y, is the experimental amplitude, ∣ ( )∣G X Y,it is the iteratively obtained amplitude.
2.4.Oversampling requirements
The solution of the phase problem requires the fulﬁllment of the oversampling condition [16, 17]. Given an
N×N pixel sampled amplitude = å p=- - +∣ ( )∣ ∣ ( ) ∣( )F X Y f x y, , eX YN xX yY N, 01 2 i in reciprocal space, we obtain a
set ofN2 equations, which have to be solved in order toﬁnd both the amplitude and phase of ( )f x y, .Miao et al
[16] deﬁned the oversampling ratio as
s = ( )N
N
, 6total
unknown
where Ntotal is the total number of pixels and Nunknown is the number of pixels with unknown values. The set of
equations is solved by dense sampling of the diffraction pattern so that the object distribution is surrounded by a
zero-padded regionwith s > 2 [16]. In each dimension of a 2Ddata set, we can deﬁne a linear oversampling
ratio
= D ( )N r
a
Ø , 7
whereN is the linear number of pixels,Dr is the size of the pixel in the object domain and a is the largest extent of
the object. The oversampling requirement then corresponds to >Ø 2 [16].
3. Results and discussion
3.1.Optical CDI: reconstruction of themicrometer-sized structures
Figure 4 shows the results of the reconstruction of themicrometer-sized structures. In optical CDI, we employed
micrometer-sized structures of 30×12 mm2 (sample 1) and m´14.8 6 m2 (sample 2). The scanning electron
microscope (SEM) images of samples 1 and 2 are shown inﬁgures 4(a) and (b)next to the experimental
diffraction patterns (ﬁgures 4(c) and (d)). The size of the diffraction patterns sampledwith 1000×1000 pixel
was 40×40 cm2 in each case, thus giving the size of the pixel in the detector planeD =p 400 mm. The size of
the pixel in the object planeDr can be related to the distance =z 22.5 cm from the object to the detector plane
and to the employed laser wavelength l = 532 nm [29]. The linear oversampling ratio deﬁned by equation (7)
can be rewritten as [16]:
l= D ( )
z
a p
Ø . 8
For the samples 1 and 2with the lengths m=a 30 m1 and m=a 15 m2 , the linear oversampling ratios
fulﬁlled the oversampling condition andwere »Ø 101 and »Ø 20.22 , respectively.
Prior to application of the phase retrieval algorithms, the experimental diffraction patterns were pre-
processed: ﬁrst, each of the recorded 1000×1000 pixel images was centered. Centering of the experimental
diffraction patternwas shown to have a strong effect on the quality of the reconstruction inCDI [30]. The noise
of the CCDcamera (average count rate of 50 counts)was subtracted from each pixel and the imageswere
truncated to 500×500 pixels around their centers because of the low signal-to-noise ratio at the peripheral
parts. The central part of each diffraction patternwas dominated by an intense laser spot due to the partial
transparency of the chromium ﬁlm to the laser beam. Pixel values exceeding the thresholds of ´1.5 105 counts
(sample 1) and 6×103 counts (sample 2)were deﬁned asmissing and their values were updated in the course of
the reconstruction by using the corresponding pixel values of the calculated amplitudes in the detector plane
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[19, 31]. In each case, the square root of the resulting diffraction patternwas fed into the algorithm.We found
that ten alternating cycles of the PC-HIO and ER algorithms, each followed by an update of the support, were
enough to achieve a stable reconstruction. Further increase in the number of the reconstruction cycles was not
necessary since it did not improve the quality of the reconstructed object distribution. At the end of ten cycles,
each reconstructionwas stabilized by 100 iterations of the ER algorithm [31]. In total, we performed 1000
independent reconstructions by employing a randomphase distribution for each reconstruction run.
Eventually, the 50 reconstructions with the smallest errorE as deﬁned by equation (5)were selected and averaged
[31] and are shown inﬁgures 4(e)–(h). The reconstructed amplitudes correctly reproduce the shape and
dimension of themicrostructures. Furthermore, as it was expected for a purely transmitting object illuminated
by aGaussian beamwith an almost planar wavefront at the object site, the phase distributions turned out to be
almost constant. The lower quality of the reconstructed amplitude of sample 2 (ﬁgure 4(g)) can be attributed to
the low signal-to-noise ratio in the respective diffraction pattern.
3.2. ARPES orbital tomography: reconstruction of the pentacene LUMO
We then applied the same algorithm to the ARPES data. Figure 5 shows the results of the reconstruction of the
pentacene LUMO.The experimental CBEmap is shown inﬁgure 5(a). Given the resolution in reciprocal space
ofD »k -Å0.01 1 and the length of the pentacenemolecule » Åa 15 , the linear oversampling ratio in the
ARPES experiment can be calculated using equation (7). Taking the relationD D = pr k
N
2 between the pixel size
in object space,Dr , and reciprocal space,Dk, into account, the linear oversampling ratio can be expressed as
p= D ( )a kØ
2
. 9
The linear oversampling ratiowas »Ø 42 and thus fulﬁlled the oversampling condition [16]. The
experimental CBEmapwas pre-processed following similar steps as those applied to the reconstruction of the
micrometer-sized objects:ﬁrst, the imagewas centered and the quasi-constant noise of the CCDcamera
(average count rate of 50 counts)was subtracted from each pixel. To ensure a sufﬁcient number of pixels
allocated per unit length of themolecule, we zero-padded the experimental CBEmap to 2000×2000 pixels
around its center. The square root of the processedCBEmapwas fed into the algorithmwith the same
parameters as used for the reconstruction of themicrometer-sized structures. Varying these parameters did not
Figure 4.Reconstruction of themicrometer-sized objects. (a) and (b) SEM images. (c) and (d) experimental diffraction pattern
intensities shown on logarithmic scale. (e) and (g) reconstructed amplitudes. (f) and ( h) reconstructed phases.
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lead to any substantial improvements in the quality of the reconstruction. In total, we performed 1000
reconstructions of the pentacene LUMO.About 56%of the reconstructed objects ( )g x y, were reconstructed
togetherwith their conjugate - -( )*g x y, or twin images [28]. The identiﬁcation of the twin images could be
automated by a procedure proposed by Fienup [28], but here theywere easily identiﬁed by visual inspection and
discarded. From the remaining reconstructions, 50with the smallest error E as deﬁned by equation (5)were
selected and averaged. The reconstructed amplitude and phase of the pentacene LUMOare shown inﬁgures 5(b)
and (c) together with the overlayed carbon frame of themolecule for comparison.
It should be noted that we did not perform a normalization of theARPES intensity by the angle-dependent
factor ∣ · ∣A p 2 nor didwe enforce any symmetry constraints in the course of the reconstruction onto the
amplitude and phase shown inﬁgures 5(b) and (c). The object distributionwas let to freely evolve until the stable
solutionwas reached, whichmakes the utilized algorithm independent of any symmetry properties imposed
onto the object under reconstruction. Furthermore, we note that the recordedCBEmap shown inﬁgure 5(a)
contains features coming from theAg(110) substrate (mostly at highmomenta), but they do not seem to have a
profound effect on the results of the reconstruction. By comparing our results with the literature, weﬁnd that the
phase distributionweighedwith the correspondent amplitude values as well as the shape of the orbital correctly
reproduce theDFT calculations [10, 32] as well as the data reconstructed by Lüftner et al [10].
Finally, in order to assess the robustness of the algorithm in terms of the quality of reconstruction from the
unsymmetrizedCBEmap, wemade use of the symmetry properties of the pentacene LUMOamplitude and
phase and symmetrized theCBEmap shown in ﬁgure 5(a) around its center. The symmetrical version is shown
inﬁgure 5(d). In optics, the far ﬁeld diffraction pattern is symmetric only in two cases: either due to the real-
valued nature of an object or in case of an even complex-valued object distributionwith an even amplitude and
an even phase. In the latter case, the Fourier transformof the even complex-valued function is an even function
aswell and the farﬁeld intensity distribution is therefore symmetric. In the case of the complex-valuedwave
function of the pentacene LUMO, the symmetrization is justiﬁed purely due to the symmetry of the LUMO
amplitude and the phase as it is known from theDFT calculations [10, 32]. The symmetrized CBEmapwas pre-
processed following the same procedure as described above and the results of the reconstruction are shown in
ﬁgures 5(d) and (f). Qualitatively, the reconstructions from the unsymmetrized CBEmap are as good as the
reconstructions from the symmetrized data set, except for someminor differences in the shapes of the lobes due
to the intrinsic asymmetry of theCBE inﬁgure 5(a). This agreement further proves the robustness of the
employed algorithm for the reconstruction ofmolecular orbitals with arbitrary symmetry properties.
Figure 5.Reconstruction of the pentacene LUMO. (a)CBEmap recordedwith PEEM from a sub-monolayer of pentacene onAg(110)
at 50 eV photon energy. (b)Reconstructed amplitude of the LUMO. (c)Reconstructed phase. Image transparency is weightedwith the
corresponding amplitude values for illustration purposes. (d)The sameCBEmap as in (a), but symmetrizedwith respect to the center.
Reconstructions of (e) amplitude and (f)phase obtained from (d).
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4. Summary and conclusion
In this work, we show that the state-of-the-art phase retrieval algorithms currently employed inCDI can be
successfully used for the reconstruction of complex-valuedwave functions ofmolecules adsorbed on single-
crystalline substrates.We tested and applied these algorithms in an optical analogue experiment and then
successfully applied them to the reconstruction of the LUMOof pentacene adsorbed onAg(110). The advantage
of usingmodernCDI algorithms and in particular the shrinkwrap algorithm for the reconstruction ofmolecular
orbitals is that they do not require any a priori information about the shape of the object. Instead, they smoothly
converge to the correct shape of the object in the course of the reconstruction. In case ofmolecular wave
functions, this is highly important, since precise estimation of the object support is difﬁcult and cannot be
guaranteed in every case. This applies, for instance, if the orbital tomography technique aims at visualizing
chemical reactions or following the dynamics of excited states, where effective electronic wave functions are
unknown. The availability of a general and robust reconstruction algorithm is thus an important step for further
advancement of orbital tomography.
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