Abstract-Gaussian process regression (GPR) has experienced tremendous success in biophysical parameter retrieval in the past years. The GPR provides a full posterior predictive distribution so one can derive mean and variance predictive estimates, i.e., point-wise predictions and associated confidence intervals. GPR typically uses translation invariant covariances that make the prediction function very flexible and nonlinear. This, however, makes the relative relevance of the input features hardly accessible, unlike in linear prediction models. In this paper, we introduce the sensitivity analysis of the GPR predictive mean and variance functions to derive feature rankings and spectral spacings, respectively. The methodology can be used to uncover knowledge in any kernel-based regression method, it is fast to compute, and it is expressed in closed-form. The methodology is evaluated on GPR for global ocean chlorophyll prediction, revealing the most important spectral bands and their spectral spacings. We illustrate the (successful) methodology in several datasets and sensors.
I. INTRODUCTION

B
EING able to monitor ocean chlorophyll content from remotely sensed data provides the possibility of monitoring the health status of oceans through the photosynthetic activity [1] . Changes in the photosynthetic activity result in changes in the chlorophyll fluorescence [2] , [3] . Therefore detecting chlorophyll fluorescence from space can reveal the distribution of the marine primary producers, the phytoplankton [4] - [7] . This has deep ecological [8] and economic implications. 1 In addition, monitoring ocean chlorophyll content also provides a tool to achieve deeper understanding of the contribution of CO 2 to the climate [9] - [11] .
In this scenario, ocean chlorophyll estimation from space requires accurate and fast mapping algorithms. It is a standard practice to use parametric bio-optical models, such as the OC2 and OC4 models [12] , [13] . They, however, assume explicit relationships between the input reflectance bands and the chlorophyll content. They are relatively simple (empirical) nonlinear mapping functions (most of the times simple band ratios and polynomial functions), and very importantly, the model complexity must be controlled based on experience. In recent years, many alternative algorithms have appeared using statistical machine learning algorithms for chlorophyll content estimation from multi-and hyperspectral data. Many methods have been studied: neural networks [14] , support vector regression [15] - [17] , and the relevance vector machine [18] . The recently introduced Gaussian process regression (GPR) model has been shown to outperform other oceanic chlorophyll content estimation methods [19] . For oceanic chlorophyll content estimation in remotely sensed data, GPR framework has been successfully applied in [20] and [21] . GPR differs from other machine learning methods not only in its predictive power, but also in its underlying fundamental principles [22] , [23] . The other advantageous property of GPR is that it provides additional information about the prediction: the predictive variance. Thus, the output of the regression is not only the estimated chlorophyll content, but also the estimated variance, which reveals the confidence of the prediction.
Although GPR has shown an excellent predictive performance, the information about the relative relevance of the features being used for regression is lost, since the model is a nonlinear kernel method that defines an implicit (not accessible) feature mapping. In [24] , we presented the sensitivity analysis (SA) of the mean function in the GPR model and applied it to three oceanic chlorophyll matchup datasets.
Our contribution in this paper is the extension of our method to the predictive variance function of the GPR model. In addition, we further exploit the SA for both the predictive mean and variance function by evaluating their performances on both controlled examples and new updated global oceanic chlorophyll relevant datasets. We compare the methodology with state-of-the-art oceanic chlorophyll content estimation models for the Sea-Viewing Wide Field-of-View Sensor (SeaWIFS), the MEdium Resolution Imaging Spectrometer (MERIS), and the NASA operational Moderate Resolution Imaging Spectroradiometer onboard AQUA (MODIS-Aqua). Furthermore, we present our results on sensitivity maps, which are aimed to show the possibility of applying our method for practical purposes.
SA reduces to study the variance (uncertainty) of the predictive function in terms of the uncertainties of the input features.
The family of SA methods is vast and depends on the number of problem constraints, also known as settings. In this paper, we focus on the particular field of local methods, which involve taking the partial derivative of model's output with respect to input features to assess its impact. Interestingly, in the case of the GPR model, such gradients can be computed in closed form for most of the covariance functions.
Introducing the SA for the GPR mean function for determining feature relevance has the advantage that it is not limited to a specific kernel function, such as in the case of the automatic relevance determination, where the length-scale parameters of the squared exponential kernel are optimized in order to assign feature relevance [25] , [26] . Furthermore, the SA of the GPR variance function, to the best of our knowledge, is the only existing method that can reveal the spectral spacing of the input space in the GPR model.
In order to gain an intuitive interpretation, we first present the SA on a controlled example, and then apply it to five global chlorophyll related datasets from different sensors: SeaBAM, SeaWIFS, MODIS-Aqua, and two MERIS complementary datasets. SA can efficiently reveal the most important spectral bands for chlorophyll content prediction, and the spectral spacing of the input space globally. In addition, we compare GPR using only the most relevant spectral bands for regression with spectral-band-ratio models. We also present sensitivity maps for both the GPR predictive mean and variance, which open the possibility of presenting the distribution of the most relevant wavelengths on a global scale, and also to access information about the (spatially resolved) distribution of the spectral sampling of the inputs. The sensitivity maps might indicate the detection of the distribution of chlorophyll fluorescence, thus opening the possibility of monitoring ocean status through a fundamentally different, mathematically solid, approach.
Finally, we validate the results of the SA of the GPR mean function on a global scale by producing global chlorophyll content maps, allowing visual comparison with the actual measured chlorophyll content maps and predicted chlorophyll content maps computed with parametric models.
The objective of performing the SA of the GPR model on oceanic chlorophyll datasets was that GPR has been shown to have a strong regression capacity in the estimation of biophysical parameters, therefore the methodology could be efficiently used in practice for oceanic chlorophyll content estimation from remotely sensed data. However, the driving mechanisms of the GPR model has not been fully understood yet. This is in contrast to parametric models, where the estimated coefficients (weights) allow the direct interpretation of the relevance of the spectral bands. Applying the SA to the GPR mean function for oceanic matchup datasets revealed the most important spectral bands in the regression model. This not only shows that the algorithm performs well and can be extended to a variety of kernel methods, but also provides a tool for having a deeper understanding in the optical properties of the oceans. Furthermore, using the SA of the GPR variance function for these datasets results in a unique interpretation of the spectral spacing of the input space. In addition, our aim by presenting sensitivity maps for the oceanic chlorophyll content datasets was to show that the SA could be used for mapping the most relevant bands and their spectral spacing that might be important when the biophysical and optical properties of the oceans are in focus. These sensitivity maps can be used for information retrieval purposes from remotely sensed data in the very important task of oceanic chlorophyll content estimation.
The reminder of the paper is organized as follows. Section II reviews the GPR model, presents the SA, and an illustrative toy example. Section III details the data collection and experimental setup used in this paper. Section IV gives the experimental results for the estimation of ocean chlorophyll content, comparison of the GPR (using only those bands which were ranked as most relevant of the SA) with parametric state-of-the-art models for ocean chlorophyll content estimation, sensitivity maps, and validation maps. Finally, Section V concludes the paper and outlines the further work.
II. SA IN GAUSSIAN PROCESSES
We first review the standard formulation of the GPR model briefly, then present the SA of the GPR predictive mean and variance, and illustrate its performance in a toy example.
A. Regression With Gaussian Processes
Standard regression approximates observations (often referred to as outputs) {y n } N n =1 as the sum of some unknown latent function f (x) of the inputs {x n ∈ R D } N n =1 plus constant power Gaussian noise, i.e., y n = f (x n ) + ε n , ε n ∼ N (0, σ 2 ). Instead of proposing a parametric form for f (x) and learning its parameters in order to fit observed data well, GPR proceeds in a Bayesian, nonparametric way [22] , [23] . A zero mean 2 Gaussian Process (GP) prior is placed on the latent function f (x) and a Gaussian prior is used for each latent noise term ε n , f (x) ∼ GP(0, k θ (x, x )), where k θ (x, x ) is a covariance function parameterized by θ, and σ 2 is a hyperparameter that specifies the noise power. Essentially, a GP is a stochastic process whose marginals are distributed as a multivariate Gaussian. In particular, given the priors GP, samples drawn from f (x) at the set of locations {x n } N n =1 follow a joint multivariate Gaussian with zero mean and covariance matrix K ff with
If we consider a test location x * with corresponding output y * , the GP defines a joint prior distribution between the observations y ≡ {y n } N n =1 and y * . Collecting available data in D ≡ {x n , y n |n = 1, . . . N}, it is possible to analytically compute the posterior distribution over the output y * as
where k f * is the covariance between the training vector and the test point, α = (K ff + σ 2 I n ) −1 y is the weight vector of the GPR mean, k * * is the covariance between the test point with itself, and A = (K ff + σ 2 I n ) −1 is the weight matrix of the GPR variance.
Note that the predictive mean in (2) μ GP * depends on the observations through the weight vector α, while the confidence intervals σ 2 GP * [see (3) ] only depend on the inverse of the regularized covariance function A.
B. SA of Features From Gaussian Processes
GPR offers some advantages over other regression methods. Since they yield a full posterior predictive distribution over y * [see (1)], it is possible to obtain not only mean predictions for test data μ GP * (2), but also the so-called "error-bars," assessing the uncertainty of the mean prediction σ 2 GP * [see (3)]. In this paper, we focus on extracting knowledge from trained GPR model. To do so, let us define the sensitivity of feature j as
where p(x) is the probability density function over the
, and φ(x) represents either the predictive mean μ GP * or variance σ 2 GP * . Intuitively, the objective of the SA of features is to measure the changes of the derivative of the function φ(x) in the jth direction. In order to avoid the possibility of cancelation of the terms due to its signs, the derivatives are squared. Therefore, the resulting sensitivities will be positive s j ≥ 0 for all bands. The empirical estimate of the sensitivity for the jth feature can be written as
where N denotes the number of training samples. Before calculating the sensitivity, let us define the covariance prior that we used in this paper, the standard isotropic-scaled Gaussian kernel function
where λ d is the length scale for the dimension d, and ν is a positive scale factor. The hyperparameters of this GP prior are
The resulting empirical estimate of the GPR mean sensitivity is given as and for the GPR variance sensitivity is
Note that the calculation of the empirical sensitivity is computed in closed form using only training data points and the inferred α and A. The SA derived here is inspired by Rasmussen et al. [27] who, however, only regarded a support vector machine and brain research context, and who did not extend the analysis to variance.
C. Proof of Concept
We show the concept of the SA on a synthetic example. The goal of this experiment is to examine whether the SA of the GPR mean computed by (7) function can identify the relevant feature in the regression process. At the same time, we compute the SA of the GPR variance function by using (8) , so that the spacing t of the input features can be revealed.
Assume that the input consists of two features 
MODIS-Aqua
Chlorophyll range (mgm (8), respectively, for i = 1, 2 through time t. Fig. 1 [top] shows the sensitivities for the GPR mean [see (7)] for the relevant feature s 1 μ and for the noise s 2 μ , respectively. It can be observed that the SA could consistently identify the relevant feature. The sensitivities of the GPR variance [computed by (8) ] are shown in Fig. 1 [bottom] . It can be seen how it correctly captures the change at t = 0 related to the sampling rate. The SA of the GPR variance, as expected, assigned greater values to the relevant feature. This example shows how the SA of the GPR can be used for determining the most relevant features, and to uncover the sampling rates of the input variables by using (7) and (8), respectively.
III. DATA COLLECTION
In this paper, we show results of the SA in five chlorophyll relevant datasets, acquired by different sensors and thus different spectral resolutions and complexity [28] : SeaBAM, SeaWIFS, MODIS-Aqua, and two complementary MERIS datasets. (For further details on the SeaBAM and MERIS (synthetic) datasets, we refer to [13] , [14] , and [17] - [19] . The SeaWIFS, MODISAqua, and MERIS (real) datasets can be obtained from the SeaBASS database. 3 ) Table I summarizes the main parameters of the descriptive statistics of these datasets, such as the center wavelengths λ c , the mean μ and variance σ of each channel, the range of the chlorophyll-a concentrations, and the total number of samples. Note that we used the reflectances measured in Remote sensing reflectance (Rrs) for chlorophyll content prediction purposes. The SeaBAM dataset gathers 919 ocean chlorophyll measurements around the United States and Europe. The matchup dataset consists of coincident in situ remote sensing reflectance on five channels, which correspond to some of the SeaWIFS channels and chlorophyll-a concentration measurements. The bandwidths of the channels are 20 nm, and they are situated in the range between 402 and 565 nm. The chlorophyll-a concentrations range between 0.019 and 32.787 mgm −3 . In addition, we applied the SA of features to three global remote sensing ocean chlorophyll data, the SeaWIFS, the MODISAqua, and the MERIS dataset [29] . The SeaWIFS dataset covers the spectral region between 402 and 680 nm on six channels. We used 1465 chlorophyll-a measurements with coincident Rrs between September 1997 and November 2010. Chlorophyll-a concentrations span a quite wide range, between 0.024 and 129.332 mgm . We applied the SA to these global data and computed sensitivity maps for an extracted area, East-USA. An additional MERIS dataset is formed by synthetic data, where 5000 coincident chlorophyll-a concentrations and Rrs were simulated [17] . The chlorophyll-a concentrations range between 0.021 and 53.4429 mgm −3 . The Rrs were simulated on eight channels. The channels are placed between 407.5 and 685 nm, with a bandwidth of 10 and 7.5 nm. The means and the variances of the channels show similar values for all the five datasets. Generally, the means are situated close to zero and the variances are small. Note that the MERIS (real) dataset's mean value of band 1 differs from the rest of the means. The corresponding variance is large. This might indicate fault measurement(s) in the dataset at this band. 
IV. EXPERIMENTAL RESULTS
Here, we present the experimental results on the previous five different datasets. We first describe the experimental setup, and then study the provided feature ranking from the GPR model. Furthermore, we compare GPR, using only those bands for regression which were assigned to greatest relevance by the SA, with commonly applied parametric models. Finally, we provide spatially explicit SA maps for both the predictive mean and variance.
A. Experimental Setup
We trained five different GPR models for the corresponding datasets. In all cases, we standardized the input features and removed the mean of the observed chlorophyll content. We split the available data randomly into a training set (50%) and a test (hold-out) set. The hyperparameters θ were optimized by maximizing the marginal log-likelihood [22] using the training set. Results of the best models are shown for the test set in Table II . We show different quality measures for the models: bias (mean error, ME), accuracy (root-mean-square error, RMSE, and mean absolute error, MAE), and goodness of fit (Pearson's correlation coefficient ρ). It can be noted that in all cases, the GPR models are accurate and generally unbiased, so an SA is feasible.
B. SA of the Five Datasets
We perform the SA of the GPR mean and variance functions for all five datasets (results are given in Fig. 2 ). For the SeaWIFS dataset, the SA of the GPR mean revealed that band 4 (510 nm) is the most sensitive (see Fig. 2 [top-left] ), which matches previous results [18] , and the accurate bio-optical model OC4.
The second most sensitive band corresponds to 670 nm center wavelength (band 6). This is in good correspondence with the three-band reflectance difference model [30] , where it was shown that adding band 6 is advantageous and results improved chlorophyll content prediction, especially when chlorophyll content increases. The inclusion of band 6 is based on similar principles as using band 5 (555 nm). The SA assigned the third greatest relevance to band 5, which is commonly used in bandratio models, such as the OC2/OC3/OC4 and the three-band reflectance difference model [31] and [30] . Fig. 2 [bottom-left] shows the result of the SA of the variance, where the most stable spectral band was band 6. Similar results are obtained in the SeaBAM dataset, where the SA assigned the greatest importance to bands 5 (555 nm), 4 (510 nm), and 2 (443 nm), see Fig. 2 [top-left]). Again, these results matches Morel, CalCOFI-2, and Ocean Color (OC) parametric models. The SA of the variance resulted that band 5 (555 nm) has the most stable spectral variance ( Fig. 2 [bottom-left] ). For the MODIS-Aqua dataset, bands 4, 5, and 6 were found to have the highest sensitivities of the GPR mean (Fig. 2 [topmiddle] ). These channels correspond to 531, 547, and 667 nm, respectively. Band 5 also used in the OC2 and OC3 parametric models. The position of band 4 on MODIS-Aqua was selected to improve the detection of the accessory pigments [32] , while band 6 is one of the MODIS-Aqua channels to detect chlorophyll fluorescence [33] , [34] . Nevertheless, the SA of the variance, Fig. 2 [bottom-middle] , assigned the lowest sensitivity to channel 6.
For the MERIS dataset, we performed the SA on both synthetic and real datasets. For the synthetic dataset, the SA resulted that band 8 (681 nm) has the greatest importance (see Fig. 2 [topright]) with relative low spectral variance (see Fig. 2 [bottomright] ). This might be the indication of chlorophyll fluorescence [35] - [37] . Channels 7 and 8 were included on MERIS for the detection of the chlorophyll fluorescence signal. Being able to detect chlorophyll fluorescence has special importance when chlorophyll content mapping in coastal waters is in focus, since the presence of gelbstoff and suspended matter might mask the water-leaving radiance from chlorophyll-a, when spectral-band ratios are applied [35] .
For the real MERIS dataset, the SA of the GPR mean resulted in that band 5 (560 nm) is the most sensitive (see Fig. 2 [topright]), also with the highest sensitivity of the GPR variance (see Fig. 2 [bottom-right] ). This result is in good correspondence with the OC2/OC3/OC4 parametric models. Note that band 6 (620 nm), 7 (665 nm), and 8 (681 nm) were also found to have high sensitivities in comparison to the rest of the channels. Looking at the sensitivities of the variance for these four channels reveals that band 8 has the lowest sensitivity of the predictive variance.
Applying the SA of features for the GPR mean for these global datasets might reveal the most relevant spectral band for global oceanic chlorophyll prediction. Apart from the synthetic MERIS dataset, in all cases, the most sensitive band fell into the spectral region between 510 and 560 nm. The SA of the GPR predictive variance opens the possibility of accessing the spectral sampling of the channels. This additional information might help selecting channels for analysis in an automated way, since channels with high sensitivity of the GPR mean and low sensitivity of the GPR variance should be preferred.
C. Comparison of Methods
We compared the performance of the GPR (using only the most sensitive bands) with parametric bio-optical models ( [13] , [31] , and [38] ) in all the five datasets. These models can be written as follows [18] : Morel-1 and CalCOFI 2-band linear are expressed by C = 10 a 0 +a 1 R , Morel-3 and CalCOFI 2-band cubic interpolators are C = 10 a 0 +a 1 R +a 2 R 2 +a 3 R 3 , and models OC2/OC3/OC4 are described by a 0 + 4 i=1 a i log 10 R i , where R indicates the logarithmic ratio between the blue and green wavelengths, and a i are the coefficients. Note that the coefficients and the wavelengths used for determining R are sensor specific (and they can be found at NASA's ocean color web site http://oceancolor.gsfc.nasa.gov/). Model performances were evaluated by computing the same measures as in Section IV-A. The goal of this comparison study was to evaluate the regression strength of the GPR by using only the most important spectral bands, and compare them with the commonly used state-of-the-art algorithms. Therefore, the measures were computed by using the available datasets for both training and testing. We used bootstrapping for accessing model performance. (Note that in Table II , the prediction strength of the method was in focus, therefore the available datasets were randomly divided into training-testing data, as described in Section IV-A.) The results of the models for the five datasets can be seen in Table III . The measures are the mean values of 100 bootstrap samples. The distribution of the bootstrap measures is presented in Fig. 4 . The box plots reveal that the computed model measures from the bootstrap samples for the GPR model (indicated by GP in Fig. 4) , has a narrow range (except for the RMSE and MAE in the case of the SeaWIFS and MODIS-Aqua datasets), low bias, and high accuracy.
Applying only the most sensitive bands to the GPR can outperform other commonly used parametric models, which indicates the strength of the SA. Note that parametric models have been previously compared to machine learning methods, for example, in [18] , where no statistically significant difference was found. Furthermore, GPR model using all available features has been shown to outperform other machine learning methods [25] . The goal of our comparison study is to show the strength of the SA in the important task of chlorophyll content estimation from remotely sensed data. In addition, to find the most relevant features for chlorophyll content estimation, we also examine how the GPR model using only the most important spectral bands performs in comparison to the state-of-art algorithms.
We tested the statistical significance of model's difference by performing a one-way Analyzis of Variance (ANOVA) on the estimates. We performed the statistical analysis of the bias and accuracy of the residuals by computing the F-value and p-value for each cases [39] . Table IV shows the results of the ANOVA analysis for the five datasets. Significant statistical differences can be observed for both the bias and accuracy for the SeaBAM, MODIS-Aqua, and MERIS (synthetic) dataset. In the case of the SeaWIFS and MERIS (real) datasets, the statistical analysis could not reveal any difference in the bias between the GPR with the most relevant bands and the rest of the models. However, the accuracy shows a great deviation between the models for these datasets. Fig. 3 presents the scatter plots of the observed versus predicted chlorophyll values (top row) and the observed chlorophyll versus residuals (bottom row) of the five datasets. Good linear agreement can be observed on the observed versus predicted chlorophyll scatter plots. The observed chlorophyll versus residuals scatter plots show a random scattering around zero with a relative small variance.
D. Sensitivity Maps for the Predictive Mean and Variance
We illustrate the performance of the SA by computing sensitivity maps for the SeaWIFS, MODIS-Aqua, and MERIS dataset. The sensitivity maps were computed by extracting a coastal area of the Eastern USA. Then, the SA of the GPR mean and variance for the measurements in this area were computed. We chose the k-nearest neighbors for each data points, performed the SA on the group of these data points through an iteration process, and picked the most sensitive band for the GPR mean and the least sensitive for the GPR variance. Finally, we used these bands to produce sensitive maps by spatial interpolation. We used natural neighbor interpolation [40] for spatial illustration of the SA. Although other interpolation methods, such as kriging, are also commonly used, natural neighbor interpolation has been showed to have a good performance for this type of data as well [41] , [42] .
Results are shown in Figs. 5-7. The left maps show the positions of the in situ chlorophyll measurements (red dots), the second figures illustrate the interpolated measured chlorophyll values, while the third and right figures show the sensitivity maps for the GPR predictive mean and variance, respectively.
The sensitivity maps show that the SA of the GPR mean assigns higher wavelengths to areas where the chlorophyll is present. Interestingly, it can be observed that there are areas with low chlorophyll content (second column) and corresponding higher wavelengths (third column) (in Fig. 6, middle part) . This might indicate the presence of suspended particulate materials, which tend to result higher values in the reflectance spectra with increasing concentration [28] . Therefore, computing sensitivity maps in addition to estimated chlorophyll content maps might open the possibility of retrieving further information about the constituents of the oceans through their optical properties. Looking at the chlorophyll content maps together with the SA of the GPR mean maps might give an intuition about the connection between the amount of chlorophyll and the most important wavelengths. The SA of the GPR mean maps represent the geographical distribution of the most important wavelengths, while the SA of the GPR variance maps show how the distribution of the spectral spacing varies in the same area.
E. Verifying the Results of the SA of the GPR Mean on the SeaWIFS Dataset
In order to validate the results on a global scale, we present global chlorophyll content maps (see Fig. 8 ) for the SeaWIFS dataset. The global validation maps for the MODIS-Aqua and MERIS (real) datasets and the local validation maps for the SeaWIFS, MODIS-Aqua and MERIS (real) datasets can be found under the appendix. We use the same procedure for spatial interpolation as in Section IV-D. Fig. 8 shows the results of the in situ chlorophyll content map (top), the predicted chlorophyll content map using GPR with the most relevant bands (middle), and the predicted chlorophyll content map applying a parametric model (bottom). We chose the parametric model with the lowest RMSE value (see Table III ). It can be observed that the chlorophyll content map of the GPR with the most relevant bands looks almost identical as the true chlorophyll content map, while the parametric model seems to overestimate the predicted values. Thus, the SA of GPR can be used to determine feature relevance and selection.
Note that the aim of presenting validation maps is to visualize the strength of the SA rather than to produce accurate global chlorophyll content maps, which would have been challenging for these datasets due to the number of samples and the wide time frame the chlorophyll samples were taken at. Our focus was to illustrate that using the SA of the GPR mean function for identifying the most important spectral bands in the regression process and using only these bands as inputs for the GPR for chlorophyll content estimation can compete with the frequently applied parametric models. Therefore, the methodology opens the possibility for practical application purposes.
V. CONCLUSION AND FURTHER WORK
We derived empirical estimates for the sensitivity of the GPR predictive mean and variance functions. After applying the SA to a controlled example, we illustrated the performance of the method on five global datasets. We found that the SA of the GPR mean assigned the highest sensitivity to bands in the range between 510 and 560 nm. This is in good correspondence with the reflectance spectra of the chlorophyll. Bands positioned on higher wavelengths also got ranked as relevant bands for chlorophyll content prediction. This might indicate the preference for bands associated with chlorophyll fluorescence. Being able to monitor chlorophyll fluorescence allows the possibility of detecting changes in photosynthesis, thus to monitor the health status of oceans. In addition, the detection of chlorophyll fluorescence might be a useful tool, when other substances beside chlorophyll are also present. This might be the special case for coastal waters. Besides the sensitivity of the GPR mean, we also derived the SA of the GPR variance for the five global datasets, and uncovered the relevance of the (spectral) sampling of the bands. Knowing the spectral distribution of the inputs might allow the deeper understanding of the underlying biophysics, as well as the design of further sensors. Furthermore, we compared the performance of the GPR using only the most sensitive bands for regression with parametric models. The computed measures revealed that the SA could identify the most important features, and thus using only these features as inputs to the GPR could outperform other models.
Finally, we presented the SA of the GPR on sensitivity maps for a given region. These spatially-explicit maps highlight the usefulness of the GPR SA to study the distribution of the most relevant wavelengths and to reveal the optimality of the spectral sampling density. In addition, we compared the SA of the GPR mean function for chlorophyll content prediction on a global scale by computing global chlorophyll content maps for the actual chlorophyll content, the GPR model with the most sensitive bands, and with the parametric model of the lowest computed RMSE value. These global maps confirmed that using the bands that were assigned to have the greatest relevance to perform GPR shows good correspondence and spatial comparability. For future work, we plan to produce sensitivity maps on a time scale as well, with the aim of detecting changes in oceanic chlorophyll fluorescence. It does not escape our notice that the methodology can be used for global SA of radiative transfer models, as well as to further evaluate current GPR emulators. APPENDIX GLOBAL AND LOCAL VALIDATION MAPS Fig. 9 shows the global validation maps for the MODIS-Aqua and MERIS (real) datasets. In the case of the MODIS-Aqua dataset (left column), it seems that both the GPR and the parametric model results overestimates along the Western coast of Europe and Africa and underestimates around the Northern part the Indian ocean. The predicted chlorophyll contents show good correspondence with the true values along the coasts of America for both models. Comparing the GPR and the parametric model with the in situ chlorophyll content map for the MERIS real dataset (right column) reveals an overall overestimation and underestimation in the predicted chlorophyll contents, respectively. However, the distribution of the chlorophyll seems to follow the same pattern as the true chlorophyll content map for both cases. In general, it can be concluded that the predicted chlorophyll contents are in good correspondence with the true values. Even though there might occur over-and underestimates in the predicted values, using the most sensitive bands to perform GPR for chlorophyll content prediction on a global scale shows just as good performance as the parametric model (with the lowest RMSE value). Therefore, the SA of GPR can be used to determine feature relevance and selection.
The validation maps were also implemented for the same area as in Section IV-D. Fig. 10 shows the results.
