Abstract. A decision maker needs predictions about the realization of a repeated experiment in each period. An expert provides a theory that, conditional on each finite history of outcomes, supplies a probabilistic prediction about the next outcome. However, there may be false experts without any knowledge of the data-generating process who deliver theories strategically. Hence, empirical tests for predictions are necessary. A test is manipulable if a false expert can pass the test with a high probability. Like contracts, tests have to be computable to be implemented. Considering only computable tests, we show that there is a test which passes true experts with a high probability yet is not manipulable by any computable strategy. In particular, the constructed test is both prequential and future-independent.
Introduction
Forecasting is crucial for economic planning. In many cases, such as weather or macroeconomic variables, the underlying data-generating process is stochastic instead of deterministic.
Indeed, probabilistic predictions have been widely adopted in forecasting precipitation and economic variables. Although it is easy to test deterministic forecasts empirically, it is less obvious whether a stochastic forecast is useful or even meaningful. There is a literature that frames this problem in the context of testing experts: does there exist a test, which specifies situations where the expert is rejected, such that a true expert who knows the underlying process will not be rejected by the test while a false expert who has no such knowledge but can make predictions strategically will be rejected?
The answer to this question depends on the nature of the test. In the most general setup, the expert is required, before any outcome is realized, to provide predictions for each period contingent on all possible histories before that period, and the test makes a decision based on these predictions and the realized sequence of outcomes. In this general setup, without imposing other requirements, there exist tests that accept the true expert but reject strategic false experts (Dekel and Feinberg [4] , Olszewski and Sandroni [11] , and Shmaya [15] ).
However, this result does not hold if some natural requirements are imposed on the test.
One such requirement is that a decision to reject the expert can only be made at a finite time, and another requirement is to ask the expert to provide prediction only along the actual sequence of outcomes without giving counterfactual predictions. In the literature, tests satisfying the first requirement are referred to as rejection tests (Olszewski and Sandroni [11] ), and the second requirement is called prequentiality (Dawid [3] ). 1 The general finding (Olszewski and Sandroni [10] and Shmaya [15] ) is that, against any rejection test satisfying prequentiality, a false expert has a strategy that allows him to pass it with a high probability against every realization of outcomes. The literature refers to such tests as manipulable, meaning that they are vulnerable to manipulation of predictions from a false expert.
Here we propose a new property, expressibility, that a test should satisfy, along with the rejection-test requirement and prequentiality. As discussed in Olszewski and Sandroni [10, Section 4] , a test can be regarded as a contract between the expert and those who make use of his predictions. In the corresponding contract, the principal of the forecasting service keeps the right to charge the expert with contract violation during the entire service. To implement such a contract, there should be a finite procedure which determines whether the expert fails the test for any finite history of predictions and outcomes. However, a precise definition of expressible tests is lacking in the extant literature despite the fact that many tests in the literature are expressible.
1
Another property, future independence in Olszewski and Sandroni [10] , is implied by these two properties.
We formalize this notion by Turing-computability: a test is expressible if there is a Turing machine that implements the test. A Turing machine is a finite sequence of instructions that corresponds to an algorithm, and hence for each expressible test there is a well-defined procedure that determines whether or not the expert has failed the test for any given finite history of predictions and realizations. Moreover, it is widely believed, according to the Church-Turing thesis, that any procedure which can be expressed in words and can be implemented mechanically corresponds to a Turing machine. Thus, any contract that can be written as finitely many instructions and has a well-defined procedure to implement it corresponds to an expressible test according to our definition. Indeed, all practical tests considered in the literature are expressible, including all tests proposed in the calibration literature (Foster and Vohra [5] , Lehrer [7] , Sandroni et al. [14] ).
The goal of this paper is to study manipulability of expressible tests (assuming the rejection-test requirement and prequentiality). Our main results pin down the exact complexity requirements on forecasting strategies to make expressible tests manipulable. The extant literature already gives some hints about our findings. The abstract manipulability results cited previously already imply a negative result-any expressible test is manipulable. However, it does not give any information about the complexity of the manipulating strategies. We find some answers to this question from the calibration literature: for each calibration test, an algorithm of the polynomial-time class has been devised to implement a forecasting strategy that manipulates the test. Nevertheless, because the class of all calibration tests is only a subclass of all expressible tests, it is not clear whether forecasting strategies of the polynomial-time class can manipulate any expressible test.
On the other hand, Fortnow and Vohra [6] obtains positive results by considering the computational complexity of forecasting strategies, where tests of the polynomial-time class are constructed to be non-manipulable against forecasting strategies with time-or spacecomplexity constraints. Those results suggest that some expressible tests are not subject to manipulation if the expert has limited computational power, but the exact requirement on such power has not been pinned down for expressible tests. A natural starting point would be to consider the set of computable forecasting strategies, that is, strategies that can be implemented with Turing machines without restrictions on computation resources or time.
We answer this question with two results: in the first result we devise an expressible test that is not manipulable by any computable forecasting strategies; in the second result we show that, if the expert has some more computational power than Turing-computability to implement forecasting strategies, then any expressible test is manipulable. The first result overturns the negative results in the calibration literature and shows that some expressible tests are immune to manipulability against computable forecasting strategies. In fact, we
show that there are such tests which can be implemented with algorithms of the polynomialtime class. Our result then generalizes those in Fortnow and Vohra [6] in that we consider a bigger class of forecasting strategies. 2 This result is also related to another strand of literature (Al-Najjar et al. [1] and Olszewski and Sandroni [12] ), which obtains nonmanipulability results by imposing restrictions on the class of data-generating processes: a true expert passes the test only for processes in that class and the false expert fails on some process in that class. In our setup, a true expert always passes the test as long as the conditional distributions of the underlying processes admit rational probability values (but the process may not be computable) and the false expert is rejected on some computable process.
We now turn to our second result. Here we take the view that the false expert, when implementing the forecasting strategies, does not have to be constrained by Turing-computability, while the test, which has to be written down as a contract, has to be expressible. Then we look for the exact complexity class of forecasting strategies against which the nonmanipulability result holds for expressible tests. To this end we use oracle-machines to model the complexity of forecasting strategies, and we classify forecasting strategies according to the arithmetic hierarchy {∆ In fact, as in Fortnow and Vohra [6] , our test can be modified to run in linear-time.
the arithmetic hierarchy, expressible tests can avoid the manipulation result only against forecasting strategies in the lowest class.
Those two results give the exact computational power requirement on the expert for expressible tests to be non-manipulable: it corresponds to the class of computable strategies.
This shows that expressible tests are more powerful than what one may infer from the previous literature: there are expressible tests which can handle Turing-computable forecasting strategies; on the other hand, it also shows that Turing-computability captures the full strength of expressible tests-false experts with computational power that is one layer higher than computability within the arithmetic hierarchy can manipulate any expressible test.
Tests and forecasting strategies
At each period n an outcome s n from a finite set S is observed. Before the observation, the principal asks the expert to deliver a probabilistic prediction, p n ∈ ∆(S). The expert may use the partial history σ = (p 0 , s 0 , ...., p n−1 , s n−1 ) of predictions and outcomes before period n to determine his prediction. The set of all such partial histories is given by (∆(S)×S)
n (where (∆(S) × S) 0 = {e} with e being the empty sequence). Similarly,
A forecasting strategy is then a function
with the interpretation that f (p 0 , s 0 , . . . , p n−1 , s n−1 ) is the distribution according to which the expert randomizes his prediction at period n, where p k and s k are the prediction and outcome of period k for 0 ≤ k < n. The contract between the expert and the principal is written as a test, which is a Borel subset T of (∆(S) × S) <N . 3 The expert fails the test T if (p 0 , s 0 , . . . , p n , s n ) ∈ T for some period n.
The data generating process is governed by an S-valued stochastic process X = (X 0 , X 1 , . . . ).
Given the process X , a forecasting strategy f : (∆(S) × S) <N → ∆(∆(S)), and a test T ⊆ (∆(S) × S) <N , we can compute the probability that the expert fails T over X . That probability, denoted by R(T, f, X ), is given by
where P n , the predictions generated by f over X , are ∆(S)-valued random variables such that the conditional distribution of P n given P 0 , . . . , P n−1 and X is f (P 0 , X 0 , . . . , P n−1 , X n−1 ).
A natural requirement on a test is not to fail the true expert, who knows the datagenerating process and makes predictions accordingly, with high probability. For an Svalued stochastic process X = (X 0 , X 1 , . . . ), let f X be the forecasting strategy that predicts according to X , i.e., f X (p 0 , s 0 , . . . , p n−1 , s n−1 ) is the dirac atomic distribution on the element p X ,x ∈ ∆(S) that represents the conditional distribution of the process given the partial realization x = (s 0 , . . . , s n−1 ), i.e.,
Then R(T, f X , X ) is the probability that T rejects the true expert when the truth is X .
We say that a test does not reject truth with probability 1 − if R(T, f X , X ) < for every stochastic process X .
Here we give an example of a test that does not reject truth with probability 1 − .
Example 2.1 (passing the true expert). Let S = {0, 1}, so that elements of ∆(S) can be identified with elements p of [0, 1], where p is the probability for the outcome 1. Let T N,α be the test that rejects the expert on all histories (p 0 , s 0 , . . . , p n−1 , s n−1 ) ∈ (∆(S) × S) <N such that n > N and
for some parameters N ∈ N and α > 0.
The test T N,α works as follows: the expert gets a penalty point whenever the outcome is far from his prediction (i.e., when p k < 1/2 but s k = 1 or p k ≥ 1/2 but s k = 0), and gets credit otherwise; the test T N,α rejects the expert if in the long run the penalty points exceeds the credit points by a specific amount (normalized by the number of periods). The parameter α determines how strict the test is. For any α, if N is large enough then the test T N,α does not reject truth with probability 1 − .
The test T N,α is manipulable: a forecasting strategy f -manipulates a test T if a false expert, by implementing f , can ignorantly pass the test T with probability more than 1 − regardless of the true data generating process, that is, R(T, f, X ) < for every stochastic process X . We give an example of a forecasting strategy that manipulates T N,α .
Example 2.2 (manipulating strategy). Let S = {0, 1} as in Example 2.1 and let f be the strategy given by
otherwise;
where
and δ p is the dirac atomic distribution on p. For every α > 0 and > 0, the strategy f -manipulates the test T N,α in Example 2.1 for sufficiently large N , that is, R(T N,α , f, X ) < for every stochastic process X .
Remark 2.3. The fact that the strategy in Example 2.2 manipulates the test follows from the standard no-regret argument using Blackwell's approachability theorem. See Lehrer [8] for a substantially more general result using that argument.
It is desirable for the test not to be manipulable by a false expert. However, the previous literature, which studies a more general class of tests, shows that if it is a rejection test and if it does not use counterfactual predictions, then it is manipulable. Because our definition of tests already includes these two assumptions, we have the following manipulability result, which follows from Olszewski and Sandroni [10] and Shmaya [15] .
Proposition 2.4. Every test that does not reject truth with probability 1 − is + δ-manipulable for every δ > 0.
Expressible tests
Here we propose another requirement for tests: the contract (written as a test) between the principal and the expert should be implementable with an algorithm. We call such tests expressible tests and formalize this notion by Turing-computability. In Section 4 we study manipulability of expressible tests. We begin this section with some preliminaries on computability and then formulate expressible tests formally.
Preliminaries on computability. A function f with natural arguments and values
is computable if there exists an algorithm that computes f , i.e., if n is in the domain of f then the algorithm halts on input n and produces output f (n), and if n is not in the domain of f then the algorithm does not halt on input n and runs forever. An 'algorithm' corresponds to a computer program in any programming language (say, the language C), running on a machine without memory or time restrictions. The formal definition is based on a model of computations using Turing machines (see Odifreddi [9] for details). The celebrated Church-Turing hypothesis states that Turing-computability captures our intuition of a finite procedure or an algorithm, that is, a function can be computed by an algorithm if and only if it can be computed by a Turing machine.
Here we give two remarks on computable functions. First, the domain of a computable function can be a strict subset of N. We sometimes write f :⊂ N → N to emphasize that the domain of f is a subset of N. This is because an algorithm may run into an infinite loop and never produces an output for some inputs. When the domain is N, i.e. when f (n) is defined for every natural number n we say that f is total. Second, the notion of computability can be extended to functions with several variables, corresponding to computer programs that get several natural numbers as input.
In fact, the generalization goes further. Many sets of mathematical objects, such as N k , Q, N <N , can be effectively identified with N: there are ways to encode elements of these sets as natural numbers, i.e. there exist computable one-to-one correspondences, called codings, between these sets and the set N. Consider the set N 2 as an example. Every pair (m, n) of natural numbers can be encoded as the number (n+m)(n+m+1)/2+n, which is a computable function. Similarly, every rational number can be encoded as a pair of natural numbers and therefore as a natural number. Given the coding, we can speak about computable functions to and from these sets. In what follows, we shall apply the notion of computability to any set Z that can be effectively identified with N, assuming a fixed coding but without constructing the specific codes (which can be found in Odifreddi [9] ).
The notion of computability can be applied to subsets of natural numbers as well. Let Z be a set that can be effectively identified with N and let A be a subset of Z. We say that A is computable, or decidable, if its characteristic function χ A is computable. By the ChurchTuring thesis, a set A is decidable if and only if there is an algorithm that determines the membership of the set A. Later we will formulate a test as a subset of a set that is effectively identified with N and formalize the notion of expressibility by decidability.
Most sets and functions that one comes across are computable. Take for example the function r : N 2 → N such that r(n, m) = 1 if m divides n and r(n, m) = 0 otherwise. The
Long division gives an algorithm for this function. A more complicated example is the set of prime numbers. A number n is prime if and only if there exists no 1 < m < n such that m divides n. The definition already gives rise to an algorithm to check whether a number is prime-go over all those numbers m and check whether m divides n, i.e. for each such m check whether r(n, m) = 1; this is a computable operation because r is computable. In what follows, we take the computability of a function for granted when our definition of the function gives rise to an algorithm that computes the function.
The two examples above exhibit an important property of computability: if f is computable and g can be computed by an algorithm that calls f at some points then g is also computable. In the above algorithm checking whether a number is prime calls to the algorithm that computes divisibility. Indeed, most programming languages support such a construction by allowing the programmer to call existing functions to define new ones. We will return to this point later when we define oracle computation.
The existence of uncomputable functions can be easily shown by a counting argument. Because the set of computable functions, which has the same cardinality as the set of computer programs (which are, after all, finite sequences of symbols), is countable, most functions are not computable. Related to this counting argument is the celebrated result in computability theory, the Enumeration Theorem [9, Theorem II.1.5], which will be used in our proofs.
That theorem states the existence of a binary computable function U :⊂ N 2 → N such that for every computable function f there is an m such that f = U (m, ·), i.e., such that f (n) is defined if and only if U (m, n) is defined, and if either is defined, we have f (n) = U (m, n).
The main insight from the Enumeration Theorem is that there exists an effective encoding of all computer programs, say m being the code for the program p m , and the function U corresponds to an algorithm that takes the codes as input and simulates the behavior of each program p m when given input m. Indeed, the development of operating systems is based on this insight that the master program can manage all application programs (c.f. Davis [2] ).
The function U is called a universal machine and the sequence φ 0 = U (0, ·),
is called a computable enumeration of computable functions. The Enumeration Theorem also gives rise to an example of a undecidable set: the set H = dom(U ), which consists of all pairs (m, n) such that U (m, n) is defined (i.e. such that the program p m halts on input n), is undecidable. The set H is usually called the halting problem. In a more colloquial language, the halting problem cannot be solved by a Turing machine.
Finally, we introduce the notion of a oracle machine, which is a Turing machine with access to a black box, called an oracle. In the previous example of the program that decides whether a number is a prime number, the program calls to the function r, which acts as an oracle in the sense that whenever the program calls to r, it returns values that will be used by the program but those values are not directly computed by the program. Oracle machines generalize this idea and allow the oracle to be the characteristic function of an arbitrary subset of natural numbers (see Odifreddi [9] for details). As such, each oracle can be identified with a subset of natural numbers. If a function f can be computed with an oracle machine with set A as the oracle, then we say that the function f is computable from A. If A is decidable, then the set of functions computable from A is the set of Turingcomputable functions. However, the function χ H , as well as any Turing-computable function, is computable from H; in fact, many other uncomputable functions are computable from H.
Nevertheless, because an oracle machine consists of only finitely many instructions, the set of functions computable from a fixed oracle is still a countable set.
In the literature there are various ways to classify the oracles, or, equivalently, subsets of natural numbers, into different complexity classes. Here we adopt the arithmetical hierarchy, described by ∆ 0 n sets (see Odifreddi [9] , section IV). This classification is based on the complexity structure of quantifiers necessary to describe each subset of natural numbers as a predicate. This hierarchy respects the strength of oracles in terms of functions computable from them; more precisely, if f is computable from A for some A ∈ ∆ 0 n , then f is computable from any set B ∈ ∆ For this modification we assume that the predictions made by the experts are always in rational numbers. We can relax this restriction to allow computable real numbers (which may be more natural in our context) but that requires more notation and technical details but would keep the results intact. Because we restrict the expert to use rational probability values only and because we require the true expert to report the true data-generating process, we also restrict our attention to data-generating processes that involve only rational probability values. To discuss the complexity of forecasting strategies, we require the false expert's randomization over his predictions to involve only rational numbers.
To formalize these modifications, we define admissible distributions over an abstract finite or countable set Z as follows: a distribution µ over Z is admissible if and only if µ[z] ∈ Q for every z ∈ Z and µ[z] = 0 for all but finitely many z's. The set of all admissible distributions over Z is denoted by ∆ a (Z). Notice that if Z can be effectively identified with N or if Z is finite, then ∆ a (Z) can be effectively identified with N as well, since Q can be effectively identified with N and finite sequences of N can also be effectively identified with N. Now we are ready to modify the definition of tests and forecasting strategies. Assuming that the experts can only make predictions in rational numbers, we define an admissible test as a subset T of (∆ a (S)×S) <N . Notice that the set (∆ a (S)×S) <N can be effectively identified with N and hence T can be regarded as a subset of N. As a result, it is then legitimate to ask whether an admissible test T is decidable or not. Similarly, define an admissible forecasting strategy to be a function f : (∆ a (S) × S) <N → ∆ a (∆ a (S)), with the interpretation that f (p 0 , s 0 , . . . , p n−1 , s n−1 ) is the distribution according to which the expert randomizes the prediction at period n, given the previous predictions p k and outcomes s k , k ≤ n − 1. Notice that, again, both (∆ a (S) × S) <N and ∆ a (∆ a (S)) can be effectively identified with N, and hence an admissible forecasting strategy can be regarded as a function over natural numbers.
Hence it is also legitimate to ask whether an admissible forecasting strategy f is computable or not, and, for any given oracle, whether f is computable from that oracle or not.
Finally, we restrict the underlying data generating process to be admissible as well (again, as mentioned earlier, our results will not change if we allow computable real numbers). We say that an S-valued stochastic process X 0 , X 1 , . . . is admissible if the conditional distribution, p X ,x , is an admissible distribution for every partial realization x, where p X ,x is given by equation (2) . Notice that if a stochastic process X is admissible, then f X as defined in Section 2 is an admissible forecasting strategy.
As in Section 2, we will consider only tests that do not reject true experts, but restrict our attention to admissible data-generating processes only: we say that a test T does not reject admissible truth with probability 1− if R(T, f X , X ) < for every admissible stochastic process X . Here we assume that the true expert always makes predictions according to the true data-generating process, even if it is not computable. This assumption is consistent with the previous literature. However, it implies that the true expert's forecasting is not bounded by complexity constraints, while the false expert may be. Alternatively, we could require the test to pass computable truth only. Both of our results still hold under this alternative assumption.
Given these modified definitions, we can then speak of expressible tests and complexity of forecasting strategies in terms of the arithmetic hierarchy. First we define expressible tests.
Definition 3.1. An admissible test T ⊂ (∆ a (S)×S)
<N is expressible if the set T is decidable.
All tests considered in the calibration literature are expressible, including the test T N,α in Example 2.1. It is immediate from Proposition 2.4 that expressible tests are manipulable.
We are interested, however, in identifying the complexity classes of the forecasting strategies for which the manipulability result does or does not hold. The complexity of an admissible forecasting strategy f is measured by the strength of the oracle necessary to implement f with an oracle machine, and we employ the arithmetic hierarchy {∆ 
Results
We begin with the non-manipulability result. Theorem 4.1 states that there exists an expressible test such that for any computable forecasting strategy f , the test rejects the false expert, who knows nothing about the underlying data-generating process, with high probability for some data-generating process. Moreover, it states that this is true for a computable data-generating process, where an admissible stochastic process X = X 0 , X 1 , . . . is said to be computable if f X is computable. In Theorem 4.1 we require the false expert to have access only to computable forecasting strategies, and, correspondingly, we show the non-manipulable result against computable stochastic processes. Notice that, however, the test passes a true expert for all admissible stochastic processes, not only computable ones. Theorem 4.1. For every > 0 there exists an expressible test T that does not reject admissible truth with probability 1 − and such that for every computable strategy f there exists some computable S-valued stochastic process X for which R(T, f, X ) > 1 − . Sketch of the proof. The proof relies on a simple observation of Dawid [3] : for a given countable set F = {f 1 , f 2 , . . . } of forecasting strategies, a test that does not reject truth with probability 1 − can be devised such that, for each strategy f m , there is a partial realization x m against which f m will be rejected. This is especially easy to see if all strategies in F are deterministic: for f m , consider a deterministic sequence x m = (s * 0 , s * 1 , . . . , s * n ) such that s * k is the least likely outcome (hence with probability no greater than 1/2) conditional on (s * 0 , . . . , s * k−1 ) according to f m (i.e., according to the data-generating process X such that f X = f m ) and take the test T m that rejects the expert under x m and the predictions made by f m along x m . Moreover, we can choose the length n of the partial realization x m to be so large that T m rejects the truth with probability /2 m . Let T = m T m be the test that rejects the expert if he fails in any of them. Then T rejects each f m against x m and still does not reject truth with probability 1 − .
Applying this technique to our theorem, given that the set of computable forecasting strategies is a countable set, this shows that (see the proof for accommodating randomization in the above argument) there exists a non-manipulable test for computable strategies;
however, we need to make sure that such a test is expressible. To this end, we first show that the construction of the tests T m involves only computable operations. This is done in Lemma 5.1. However, this result does not guarantee the ultimate test T = m T m to be decidable; the crucial observation that allows us to construct a decidable T is the fact that we can enumerate all computable strategies in a computable manner, according to the Enumeration Theorem mentioned in Section 3.1.
As made clear in the above argument, the Enumeration Theorem is what ultimately ties the computability of the strategies available to the false expert to the computability of the test we construct. Indeed, Theorem 4.1 would still hold if we consider tests that are decidable relative to a fixed oracle A and the set of forecasting strategies that are computable relative to the same oracle A. In particular, if the false expert is restricted to forecasting strategies from the class ∆ 0 n , then there is a test in the class of ∆ 0 n that is immune to manipulability for any n ≥ 1. Theorem 4.1 shows that expressible tests can be used to deal with computable forecasting strategies, but it remains silent about how broad the class of forecasting strategies can be for those tests to be immune to manipulations. Our second result, a manipulability result, shows that all expressible tests are manipulable if we allow the expert to use forecasting strategies that are more complicated than computable ones. More precisely, we show that for any expressible test, there is a forecasting strategy computable from the halting problem H that passes the test with high probability against any underlying data-generating process; those strategies lie in the next arithmetic hierarchy to the computable strategies. Sketch of proof. The proof is based on tracking the computability restrictions in the proof of Olszewski and Sandroni [10] .
Consider first the case of a finite test T that depends only on predictions and outcomes made in a bounded horizon n ∈ N, i.e., if the expert doesn't fail in the first n days then he is off the hook. In this case Sandroni [13] proves that the test is manipulable. Moreover, standard arguments which are used in the literature show that there is a manipulating strategy that confine the expert's forecast at every stage to a finite grid of ∆(S), and it is also easy to extend the result so that the randomization employed by the expert over elements of this grid is confined to probability values in the same grid. We establish these results formally in Lemma 5.3.
Thus there is a finite set of strategies such that at least one of them manipulates the test.
Since checking whether a strategy manipulates the test is a computable operation (it involves going over all realizations of length n and for each of them checking that the probability of failing is sufficiently small), it follows that every finite test has a computable manipulating strategy. Now consider any (potentially infinite) admissible test T . The false expert seeks a strategy that guarantees that the chance of eventual failure is small. Equivalently, the false expert seeks a strategy that has a small chance of failure in any of the finite tests T n , where T n , the n-periods restriction of T , is the finite test in which the expert fails if he fails T before period n and passes otherwise. Thus the expert faces a sequence T 0 , T 1 , T 2 , . . . of tests of increasing difficulty and he seeks a strategy that passes all of them simultaneously. Proving the existence of such a strategy calls for some compactness argument (like the one used by Olszewski and Sandroni [10] in their appeal to Fan's Theorem). This is also where computability breaks down: at day 0 the expert is already required an infinite foresight-he has to plan his prediction for that day to make it compatible with a good manipulating strategy for all tests T n . Checking whether a certain plan fulfills this requirement requires an appeal to the halting problem as an oracle. To show that there exists a manipulating strategy that is computable relative to the halting problem, we reduce that existence problem into a problem of finding an infinite branch in a finitely splitting tree, and uses the Kreisel Basis Lemma ([9, Proposition V.5.31 and Proposition IV.1.16]), the computable version of the Konig Lemma, which states that if a finitely splitting tree is infinite, then there is an infinite branch that is computable relative to the halting problem.
The finitely splitting tree is constructed as follows: for each finite horizon n the forecasting strategy can be written as a sequence of functions f n = (f 0 , ..., f n−1 ), where f k maps partial realizations of length k to a mixture of predictions. As mentioned earlier, we can let f k be a distribution over a finite grid of predictions that use probability values over a finite grid, and this makes the set of possible f k 's a finite set. The tree T contains f n 's that manipulate the test T n . If T has an infinite branch, which corresponds to an infinite sequence f = (f 0 , f 1 , ..., f n , ...), then f n manipulates T n for each n, and hence f manipulates T . T is a decidable set because checking whether a finite strategy manipulates a finite test is a computable operation; T is infinite because for each n there is a manipulating strategy. Applying the Kreisel Basis Lemma we obtain a strategy that manipulates T and is computable relative to the halting problem. Notation. For every q = (p 0 , . . . , p n−1 ) ∈ ∆ a (S)
n and x = (s 0 , . . . , s n−1 ) ∈ S n let
be the probability that Nature will produce outcomes x if she randomizes according to the predictions q. In addition, for every admissible strategy f :
be the probability that an expert who uses f will produce predictions q along the partial realization x. Both ρ and π are computable functions.
For every partial realization x * = (s * 0 , . . . , s * n−1 ) ∈ S n and every rational > 0, let T (x * , ) be the test that is given by the decidable set of all sequences σ = (p 0 , s 0 , . . . , p n−1 , s n−1 ) ∈ (∆ a (S) × S) n of predictions and outcomes such that s k = s * k for every 0 ≤ k < n and ρ(q, x * ) < for q = (p 0 , ..., p n−1 ). Thus, under T (x * , ), the expert is rejected if the partial realization x * occurred and he gave this realization a low probability. The test T (x * , ) then passes the true expert with probability 1 − . then m ∈ dom(θ) and there exists some computable S-valued stochastic process X such that
By the Enumeration
e. the strategy ϕ m fails the test T (θ(m), /2 m+1 ) with probability at least 1 − over X .
Proof of Lemma 5.1. Let m ∈ N. We describe how to compute θ(m). Let k be a natural number such that > 1/2 k and let n = m + 2k + 1.
Let µ ∈ ∆ a (∆ a (S) × S) n be given by
for every q = (p 0 , . . . , p n−1 ) ∈ (∆ a (S)) n and x = (s 0 , . . . , s n−1 ) ∈ S n , where ρ and π are given by (3) and (4) . Note that if f = ϕ m is total then the computation of µ halts on m, and in this case µ is the stochastic process P 0 , X 0 , . . . , P n−1 , X n−1 of predictions P k created by f and outcomes X k randomized by Nature according to these predictions.
Let µ X be the marginal distribution of µ over S n , and choose x * = (s * 0 , . . . , s * n−1 ) such that
Then, in particular, it follows that if X = X 0 , X 1 , . . . is the admissible S-valued stochastic process such that X k = s * k for every 0 ≤ k < n and X n , X n+1 , . . . are i.i.d uniformly distributed over S then
where the inequality follows from (6) fails the truth with probability smaller than /2 m+1 , it follows that T fails the truth with probability smaller than m /2 m+1 = . Finally, for every computable strategy f , if m is such that f = ϕ m then by Lemma 5.1 f fails T (θ(m), /2 m+1 ) (hence also T ) with probability at least 1 − over some computable S-valued stochastic process X .
The test T , however, may not be decidable. Here we modify it to an equivalent test that is decidable. Let A be the algorithm that computes the function θ(m). + n and (τ, m, n) ∈T for some initial segment τ of σ. 4 Then T * is a decidable test: to decide whether σ ∈ T * with |σ| − 1 = l = (n+m)(n+m+1) 2 + n, the algorithm goes over all initial segments τ of σ and for every such τ check whether (τ, m, n) ∈T by calling the algorithm that decides the membership ofT . Moreover, τ ∈ T if and only if σ ∈ T * for some extension σ of τ . Therefore, T and T * are equivalent in the sense that they reject the expert over the same infinite histories (p 0 , s 0 , p 1 , s 1 , . . . ). For every n let T n be the n-periods restriction of T , i.e. the test that is given by all sequences (p 0 , s 0 , . . . , p k , s k ) ∈ T such that k < n. Since T n ⊆ T it follows that T n also does not reject admissible truth with probability 1 − . Since T = n T n it follows that
for every S-valued stochastic process X = X 0 , X 1 , . . . and every strategy f : (∆(S) × S) <N → ∆(∆(S)). We first give a lemma that shows a manipulation strategy can be modified to have probability values over a finite grid, which in turn is a distribution over predictions over a finite grid. Let Z be a finite set. For every natural number M > 0 we denote by ∆ M (Z) the set of distributions µ over Z such that µ[z] ∈ {0, 1/M, 2/M, . . . , 1} for every z.
Then for every n, there exists a strategy f that + δ-manipulates T n such that f (σ) ∈ , where x = (s 0 , . . . , s k−1 ) and p X ,x is given by (2) . By Claim 5.5 it follows that R (T n , f, X ) < + δ.
By a minmax argument as in Sandroni [13] , it follows from the last observation that there is a prediction strategy f that + δ-manipulates the test T n and such that f (σ) ∈ ∆(∆ M (k) (S)) for every σ = (p 0 , s 0 , . . . , p k−1 , s k−1 ). Notice that the minimax argument works because T n can be used to construct a zero-sum game with a finite set of strategies for each player.
By Claim 5.4, f can be approximated by a strategyf such thatf (σ) ∈ ∆ K(k) (∆ M (k) (S)) (notice that K(k) satisfies |S| M (k)+1 /K(k) ≤ if the expert uses the strategy f as in Lemma 5.3, and let F n = ∆ K(n) (∆ M (n) (S)) Rn be the set of contingent mixtures in day n given past history when the kth day's mixture is restricted to ∆ K(k) (∆ M (k) (S)). Let T ⊆ n≥0 F 0 × · · · × F n be the finitely splitting tree of all elements f n = (f 0 , . . . , f n−1 ) ∈ F 0 × · · · × F n−1 such that the following condition is satisfied: If g is an admissible strategy for which g(σ) = f k (σ) for every sequence σ ∈ R k , then g ( + δ)-manipulates T n . We call such a strategy g an extension of f n . Notice that f n does not define an admissible forecasting strategy-it does not define predictions for many partial histories; however, it is also true that for any realization, one extension of f n fails on T n if and only if any other extension fails on T n .
T is a tree, that is, if f n = (f 0 , ..., f n−1 ) ∈ T then f k = (f 0 , ..., f k−1 ) ∈ T for any k < n.
This result follows from the fact that T k ⊆ T n and hence if any admissible strategy g that extends f n ( + δ)-manipulates T n , then any admissible strategy g that extends f k ( + δ)-manipulates T k . Note that in order to check whether an extension g of f n manipulates T n , it is sufficient to check that the probability that an expert that uses f k to predict in day k (k = 0, ..., n − 1) will be rejected by day n is smaller than ( + δ) for every partial realization x = (s 0 , . . . , s n ). Since the number of such partial realizations is finite, it follows that T is a decidable set.
By Lemma 5.3, for every n the tree T has a node of length n. Therefore by the Kreisel Basis Lemma, T admits an infinite branch (f 0 , f 1 , . . . ) which is computable relative to the halting problem. If g is the corresponding admissible strategy such that g(σ) = f k (σ) for every sequence σ ∈ R k and g(σ) is the atomic dirac measure on the uniform distribution for other σ's, then g is a strategy that ( + δ)-manipulates T n for every n. By (7) it follows that g also ( + δ)-manipulates T . g is also computable relative to the halting problem because the infinite branch (f 0 , f 1 , . . . ) is.
