Health technological systems learning from and reacting on how humans behave in sensor equipped environments are today being commercialized. These systems rely on the assumptions that training data and testing data share the same feature space, and residing from the same underlying distribution -which is commonly unrealistic in real-world applications. Instead, the use of transfer learning could be considered. In order to transfer knowledge between a source and a target domain these should be mapped to a common latent feature space. In this work, the dimensionality reduction algorithm t-SNE is used to map data to a similar feature space and is further investigated through a proposed novel analysis of output stability. The proposed analysis, Normalized Linear Procrustes Analysis (NLPA) extends the existing Procrustes and Local Procrustes algorithms for aligning manifolds. The methods are tested on data reflecting human behaviour patterns from data collected in a smart home environment. Results show high partial output stability for the t-SNE algorithm for the tested input data for which NLPA is able to detect clusters which are individually aligned and compared. The results highlight the importance of understanding output stability before incorporating dimensionality reduction algorithms into further computation, e.g. for transfer learning.
II. INTRODUCTION
Exploratory data analysis based on all available dimensions of a high-dimensional data set (HDD) is generally intractable. The underlying manifold structure could have a low intrinsic dimensionality and is therefore often explored using dimensionality reduction (DR) techniques. The intrinsic dimensionality of an HDD could be considered as the minimum number of parameters needed for explaining the observed properties of the data. Moreover, such parameters could preserve both global and local structure of the HDD in the lower-dimensional representative space [28] . Principal Component Analysis (PCA) [9] and multidimensional scaling (MDS) [30] techniques that linearly map an HDD into a lower dimensional representation are broadly used in business and marketing applications for DR and data visualization. PCA and MDS compute low-dimensional maps where dissimilar data points are far apart. However, keeping similar data points close together in a low-dimensional map is crucial for an HDD that lies on or near a low-dimensional manifold, which is often difficult using linear mapping techniques [19] . Therefore PCA and MDS are not suitable for many complex and non-linear datasets [12] . Instead, a popular non-linear DR algorithm is the t-distributed Stochastic Neighbor Embedding (t-SNE) [19] commonly known for producing low-dimensional representations of the input data [5] , [22] presumably close to the sought real low-dimensional manifold. In contrast to PCA and MDS, t-SNE as a non-linear DR method has the ability to cope with complex data sets that are likely to lie on a low-dimensional non-linear manifold [4] . t-SNE works in an unsupervised fashion, can utilize any distance metric and commonly adapts to both sparse and dense input data [16] , better than ISOMAP [29] and kernel-PCA as it seems [27] . Algorithms for manifold learning, such as t-SNE are used across a broad range of information processing applications including immunology [3] , and data compression [32] .
Commonly many DR algorithms such as t-SNE are used for visualization of HDD data [23] or for further data processing such as when modelling of human activity patterns [18] by mapping data to a low-dimensional representation. A suitable representation of how, when and where humans performing activities in their own home opens up for various health technology applications such as systems for anomaly detection (e.g. falls) or tracking progression of diseases (e.g. earlywarning of dementia). In this paper, data from a sensor equipped smart home is used.
Although t-SNE is presented to be a suitable method for data visualization, t-SNE has a few potential weaknesses [19] . One is the uncertainty of convergence. Due to the non-convex cost function there is no guarantee that the mapped output results are similar even for different runs of the algorithm given identical input data, especially since the initialization of the map points is randomized. Despite the non-deterministic setup of the algorithm, the visual interpretation of different runs is easily compared by humans and far more simple to perform than automatic machine-based comparisons which are necessary for accurate evaluation of the algorithm. The primary problem studied in this work is how to analyze the stability of the t-SNE algorithm output. The proposed approach utilizes comparisons of several output maps as a whole and partially by clustered low-dimensional data points. This is performed by using smart home data of human activity patterns as input data.
Learned manifolds can be aligned to build a correspondence between different disparate data sets and thereby provide knowledge transfer across the data sets from different domains [34] . Accordingly, knowledge transfer using machine learning (i.e. transfer learning), is gained during the transition from one learned domain to another, aiming to improve learning in the target task by leveraging knowledge from the source task [31] . In our work, it is hypothesized that learned manifolds (by a data-driven model such as t-SNE) from disparate data sets could be used for transfer learning. Therefore, it is crucial to investigate the stability of t-SNE output in order to use this algorithm further for aligning manifolds for the purpose of transfer learning.
Random Forests (RF) are commonly used as a one-class classifier, e.g. in order to model human behaviour patterns in an unsupervised fashion from sensor data collected in a smart home environment [18] . Then the proximity matrix from RF from such a model is fed to the t-SNE algorithm in order to map human behaviour patterns to a lower dimensional manifold. However, since t-SNE is a stochastic algorithm and since there is a large variance of t-SNE maps, a thorough analysis of the stability is required before applying TL.
The contribution of this work is the development of methods and tools for studying t-SNE output stability on smart home data used for modelling human activity patterns. The longterm goal of this research is to achieve automatic knowledge transfer between related data sets from different smart homes using manifold comparisons.
The rest of the paper is organized as follows. In Section 2, related work will be described and in Section 3, methods for testing stability of t-SNE for different runs is proposed. In Section 4, experiment results will be presented and discussed. Finally, the findings and opportunities of further research will be summarized in Section 5, Conclusions.
III. RELATED WORK
Dimensionality reduction techniques have been widely used in many application domains to map HDD onto a lowdimensional manifold in order to produce a meaningful and visualizable representation. In [34] manifold alignment are used to construct connections (low-dimensional mappings) between different but related data sets by aligning their underlying learned manifolds for transferring knowledge across the data sets. Several comparative studies outlining the various DR techniques have been addressed in the literature [32] , [33] , [14] . In various research studies a set of quality assessment criteria has been considered based on local and global geometry preservation concepts [21] , [7] , [35] . However, these studies are mostly based on artificial data sets and the assessment of ability to find a good representation often relies on visual interpretation. To our knowledge an exhaustive empirical investigation analysis of the stability of non-linear DR techniques has not been carried out. Moreover, several studies have been done for investigating the performance of the non-linear DR methods in artificial and real tasks [2] , [15] , [24] .
The stability of unsupervised DR techniques was studied by Garcia et. al who studied the parameter and data variations on several artificial data sets [5] . The study concluded by visual inspection that parameter variations in the resulting embeddings did not render instability.
Moreover, Laplacian Eigenmaps (LE) and Local Linear Embedding (LLE) were tested for stability when small or minor parameter variations which led to the conclusion that local methods (LE and LLE) are more likely to be affected by small modifications in parameter variations and therefore less stable than t-SNE.
Khoder et al performed a comparative study [11] to investigate the stability of unsupervised dimensionality reduction techniques using perturbed data of large images. The authors presented a new method for measuring the stability of nonlinear and linear methods based on the noise variance at various scales. Results showed that PCA and MDS are limited by their linear character or are difficult to use when working on HDD because of their complexity.
A method for comparing DR techniques in terms of loss of quality with the aim to preserve the geometry of data sets has also been proposed [6] . Results revealed that the best results on all data sets are obtained by t-SNE.
Moreover, the accuracy of non-linear DR methods has been under review using real and synthetic data sets [32] . The experiment results show that non-linear DR methods perform well on the preferred synthetic data set, while this strong performance is not proved to extend to the real data sets.
Consequently, to the best of our knowledge, the stability analysis of t-SNE using manifold alignment on partial data points in the output maps has not be attempted before. Stability of low-dimensional manifolds plays a key role to align manifolds properly for the purpose of transfer learning. Thus, the contribution of this paper is important for transferring knowledge in a multi-smart home environment based on aligning manifolds.
IV. METHODS & PROPOSED APPROACH
To measure the stability of t-SNE output an approach based on partially aligning t-SNE maps is proposed. The following steps (see Algorithm 1) constitutes the method for computing stability measures for a set of t-SNE maps. Firstly, T maps are produced by repeatedly computing t-SNE output maps with random initialization of low-dimensional data points given identical HDD input, X (see lines 2-4). Secondly, the resulting maps are pair-wise aligned into a modified target space, creating T 2 alignments (where for j ← 0 to T do 7: Besides giving an explanation of the t-SNE algorithm this section describes three different methods of alignment: Procrustes Analysis (PA), Local Procrustes Analysis (LPA) and the proposed extension Normalized Local Procrustes Analysis (NLPA).
A. t-SNE
t-SNE, introduced by van der Maaten and Hinton [19] , is a nonlinear dimensionality reduction algorithm that maps highdimensional data-points into a lower dimensional space. t-SNE utilizes embedding, which is constructed such that data-points in the vicinity of each other (i.e. similar data-points) in a highdimensional space will remain in the vicinity by embed-points in a lower-dimensional space. Mainly, the t-SNE technique consists of two phases. Firstly, a joint probability over pairs of the data-points will be computed so that similar data points from the original (high-dimensional) data set have a large probability of being picked by each other for the embedding space. This results in dissimilar data-points to having a smaller probability of being picked. Accordingly, t-SNE is preserving the local geometry of the original high-dimensional data [19] . Secondly, over the map-points a probability distribution will be determined by t-SNE that fits data-point positions in the map in order to minimize the Kullback-Leibler divergence between both high and low dimensional distributions. Furthermore, t-SNE algorithm has originated from Stochastic neighbor Embedding (SNE) [8] and aimed to alleviate the main SNE challenges related to the thin tails of the normal distribution resulting in a data representation where even dissimilar datapoints are crushed together which is known as the crowding problem [19] . t-SNE use a heavy-tailed distribution (Studentt distribution) to compute the similarity between two points. Moreover a symmetric version of the SNE cost function is implemented by t-SNE with simpler gradients.
B. Aligning by Procrustes Analysis
PA is one of the most popular rigid shape analysis algorithms. PA applies translation, scaling and rotation to two identically sized data sets in a multivariate Euclidean space to find the optimal alignment and to minimize the disparity [25] . Algorithm 2 shows the PA process. Firstly, PA translates the data sets to their origin. Secondly, PA normalizes the data sets using the Frobenius norm. Finally, PA rotates the second dataset to fit the first dataset in order to minimize the disparity. In this work PA is used to align the two-dimensional manifolds of the smart home dataset produced by t-SNE. PA performs well for data sets which are linear transformations of each other. However, PA works poorly on aligning non-linear smart home maps produced by t-SNE.
Algorithm 2 Procrustes Analysis (PA)
rotation M2 with respect to M1 to minimize disparity
measure the dissimilarity between the two data sets
C. Aligning by Local Procrustes Analysis
LPA was introduced by [20] to non-linearly align manifolds by using locally linear mappings. This algorithm comprises two main steps. Firstly, it follows a divisive approach to cluster datasets. The algorithm starts by considering a cluster of all data points and keeps on splitting into two sub-clusters recursively and terminates if the diversity of a cluster is below a predetermined threshold. Secondly, at each stage PA is applied to all clusters in the first data set and the corresponding cluster in the second dataset to compute disparity. If the disparity falls short of the threshold, the clustering process stops for these clusters at this stage. LPA uses K-means to create clusters. K-means is a non-deterministic algorithm that gives different results for different runs in terms of number of data points in each cluster and centroids location. For the analysis in this paper, K-means is replaced by a deterministic clustering algorithm, hierarchical agglomerative clustering, that plays a significant role in having a proper stability investigation of the t-SNE which is a non-deterministic algorithm. Figure 2 shows the process of clustering data. At initialization, each point cloud (which in this paper is the t-SNE map) is assigned to one cluster and the disparity of Procrustes Analysis is computed for the entire two maps. If the disparity is greater than a threshold, then the cluster will be divided into two sub-clusters if both clusters have at least two data points each. For this work, this condition has been modified to make sure that there are at least two distinct data points in order to meet the criteria of applying PA. This process will be applied to the sub-clusters for better manifold alignment with respect to disparity. Cluster alignments that offer a disparity lower than the threshold will not be further clustered. It is worth noting that disparities of LPA and PA cannot be fairly compared. This is due to the fact that the space of the data-clusters for the LPA and the space of the entire dataset for PA are in normalized for each cluster and map respectively.
For instance, ten disparities will be obtained if ten dataclusters in the first low-dimensional dataset are compared with their corresponding data-clusters in the second dataset. On the other hand, only one disparity will be obtained by applying PA on the two low dimensional dataset. Therefore, it is not reasonable to compare the disparities obtained using the PA and LPA. In this paper LPA is only applied to create clusters. In the next section, we propose an extension for the LPA in order to have the same space with the PA for the sake of the disparity comparison. 
D. Aligning by Normalized Local Procrustes Analysis
In this work, LPA is used for creating clusters of t-SNE lowdimensional maps. We propose an extension to LPA which we call Normalized Local Procrustes Analysis (NLPA) in order to compare locally aligned clusters alignments to a complete map, which can be compared to PA as well as being used for stability analysis. Algorithm 3 shows the NLPA procedure. NLPA applies PA on each cluster and then normalizes the clusters so that the transformed data-points in each cluster are mapped back to the original space of the data after alignment. 
M2 ← M2 · norm2 + μ(M1) Normalization is done by multiplying the clusters with the norms of the aligned clusters that are produced by PA and then adding the mean of the first cluster, as shown in lines 5-6 of Algorithm 3. This normalization allocates the combined clusters of data-points to the same space as to original data. Finally, NLPA computes the disparity and estimated mean probability of obtaining the true corresponding data point within the aligned five nearest neighbors for the combined aligned clusters.
The changes of the proposed method NLPA compared to the LPA procedure can be summarized 1) Modification: Firstly the clustering algorithm is modified from k-means to agglomerative clustering. 2) Improvement: Secondly the creating clustering criteria is improved to have two distinct data points in each cluster and the threshold is minimized to render better alignment. 3) Extension: Finally, the NLPA is extended on LPA to normalize the transformed clusters in order to the combined clusters with NLPA and the whole dataset with PA have a same space.
V. EXPERIMENTAL SETUP A. Data
Data from Halmstad Intelligent Home [17] (HINT) was acquired for this work. HINT is a sensor-equipped home able to capture occupancy, movement, and interactions. In this home, 8 activities were performed by 11 individuals. The data were generated by an incoming stream of binary events from 37 sensors of the home. The events are represented by a particular ID of the triggered sensor, the associated binary state, and a time-stamp of when the event occurred. The observations of the data set are equal to the number of time windows over the measurement time period for the 11 individuals (310 observations). One observation (over a time window of 30 seconds) holds R number of features where R is equal to the time resolution (1 second) within a moving window times the number of events. The data pre-processing also involves a convolution over time in order to create a memory between sensor interactions over time (a process which has been demonstrated to be successful when modelling human behaviour [18] . Moreover are the observations being fed to a Random Forest which discriminates between the observations class and a class randomized from the data itself to train a one-class classifier. At last, the proximity matrix is extracted from the forests (a detailed explanation of the process can be found in [18] ) and used as input for the t-SNE stability analysis. Fig 1 is an example of a low-dimensional representation of human activities computed using t-SNE. The numbers in Fig 1  indicate the following activities 1. go to bed 2 . use bathroom 3. prepare breakfast 4. leave house 5. get cold drink 6. office 7. get hot drink 8. prepare dinner.
B. Measurements & Parameter selection
To have an exhaustive analysis of the stability of the t-SNE, 100 low-dimensional data are mapped using 10 different configurations of t-SNE. Each configuration of t-SNE has a specific value of the t-SNE perplexity parameter from a set of numbers which are 5, 10, 15, 20, 25, 30, 35, 40, 45, 50 as a typical value between 5 and 50 recommended in the original paper of the t-SNE [19] . The default perplexity parameter is 20. The perplexity parameter controls how far to look for neighbors around a data-point and is related to the width of the t-distribution used in t-SNE. Each t-SNE map is compared with the rest maps for each t-NSE configuration to compute disparity and probability of obtaining the correct correspondences observation within five nearest neighbors for the transformed data by PA and NLPA. Therefore, 10000 comparisons are conducted in the experiments for each t-SNE configuration. Figure 3 shows the experiments procedure of the t-SNE stability analysis. Lastly, PA and NLPA are applied on the low dimensional manifolds to compute disparities. The experimental results show that the smaller disparity threshold renders better results. Therefore, the threshold is decreased from 0.001 of LPA to 0.00001 for NLPA. Besides, for every point in the first input dataset, the correct correspondence observation is found within five nearest neighbors in the second input dataset to compute the probability of obtaining the correct correspondence observation within five nearest neighbors.
VI. RESULTS & DISCUSSION
Recently, t-SNE stability has gained a lot of interest for projecting high-dimensional data into a low-dimensional manifold with the aim of transferring knowledge using manifold alignment. However, since t-SNE is a stochastic algorithm and since there is a large variance of t-SNE maps, a thorough analysis of the stability is required before applying TL.
Exhaustive scenarios are considered for an investigation about the t-SNE stability through manifold alignment using PA and NLPA. Table I shows the estimated disparity and probability of obtaining the correct correspondence observation within five nearest neighbors of the PA and the NLPA methods respectively for different values of perplexity. It turns out that for all perplexity values considered the disparity values from using NLPA are less than 4% of the corresponding disparity value from using PA. In other words, the NLPA method is 25 times better than the PA method in terms of disparity. Also, the disparity from using PA decreases slightly for perplexity ranging from 5 to 20 while it increases for perplexity values from 25 to 50. The disparity values from using NLPA increases almost monotonically for all perplexity values considered. With respect to the probability of obtaining the correct correspondence within the five nearest neighbors, the PA correct correspondence mean values commonly increase by increasing perplexity, especially as the perplexity value reaches 25. On the other hand, the probability of obtaining correspondence within the five nearest neighbors slightly decreases by increasing perplexity ranging from 5 to 50 for NLPA. Figure 6 shows PA and NLPA histograms of disparity and probability of obtaining the correct correspondence observation within the five nearest neighbors where perplexity equals 20. Both the table and the histograms show that NLPA consistently outperforms PA for all t-SNE configurations, see Figures 4 and 5 respectively. Based on these results, it is concluded that t-SNE maps are stable locally for human behavior data that reflects the indicated property of t-SNE and which preserves local structure of data. Figure 7 shows the alignment of t-SNE maps that has been used to investigate the t-SNE stability using PA and NLPA. The alignment maps in Figure 7 indicate that the t-SNE maps are stable locally compared to globally aligned t-SNE maps using PA. The t-SNE mapping stability of human activity patterns in smart homes via the analysis of reproducibility of lowdimensional manifolds is investigated. One could claim that any two data sets could be aligned via a non-linear mapping function with enough degrees of freedom. However, this study aims at analyzing parts ofa map in order to investigate the stability of t-SNE. Therefore, the choice of linear and local transformations gives human intuition about the stability of t-SNE. Procrustes Analysis (PA) is used for linearly aligning low-dimensional manifolds in order to compute disparity and correct correspondence observation within the five nearest neighbors. An extension to Local Procrustes Analysis called Normalized Local Procrustes Analysis (NLPA) is proposed to non-linearly align manifolds by using locally linear mappings. Experiments show that the disparity from using NLPA decreases by magnitudes compared to the disparity from using PA. Also, the probabilities of obtaining the correct corresponding observation within the five nearest neighbors from the second set of data points for each point in the first set of data points are radically increased by using NLPA compared to PA. For instance when the t-SNE parameter is 20, the disparity mean value decreases from 0.2913 in the case of using PA to a mere 0.00066 upon using NLPA. The probability of obtaining the correct corresponding observation within the five nearest neighbors for the same comparison, increases from 60.37 when using PA to 98.45 in case of using NLPA. In conclusion, NLPA outperforms PA by providing much better alignments for the low-dimensional manifolds on the same data set. This indicates that t-SNE low-dimensional manifolds are locally stable which is the main achievement of this study.
Future work will explore extensions of NLPA for aligning low-dimensional manifolds of disparate data sets. Then t-SNE low-dimensional manifolds of disparate data sets will be compared using NLPA to discover the common manifolds of the disparate data sets to be used for Transfer learning.
