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ABSTRACT
Flood is a frequent occurrence which has a high calamity impact 
on human lifestyle, environment and economics. Although, 
there are various methods in the vast literature to predict rainfall 
distributions so as to prevent flood occurrences, the accuracy of 
these methods still remain a huge concern. Therefore, this study 
explores the application of the fuzzy time series method in order 
to obtain more accurate rainfall distribution predictions.  Data 
for the study were collected from the Drainage and Irrigation 
Department Perlis (DID) of Malaysia. The data were  analysed and 
validated using the mean square error (MSE) and the root mean 
squared error (RMSE). The result of the validation was compared 
with selected results in previous methods. The validation analysis 
depicts that this method has a higher forecasting accuracy than 
the previous methods.
Keywords: fuzzy time series, rainfall distribution, deseasonalising, rainfall 
forecasting.
INTRODUCTION
Unforeseen heavy rainfall can cause untold disaster which can affect both 
human and nonhuman existence on earth. Although, accurate prediction can 
avert this huge disaster, is still remains a big issue among researchers (Hung, 
Babel, Weesakul & Tripathi, 2008; Zaw & Thinn, 2009). Many studies in the 
vast literature have tackled this concern for accurate prediction which has 
produced various forecasting models.  For instance, Yu, Chen and Chen (2000) 
proposed a model of rainfall forecasting based on the application of gray 
and fuzzy methods by using the fuzzy goal regression method as the model 
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non-liner combination forecasts of rainfall-runoff models based on the first-
order Takagi-Sugeno fuzzy system. Later, Hung et al., (2008)implemented the 
artificial neural network (ANN) model by using 4 years of hourly data from 
75 rain gauge stations in Bangkok to develop a rainfall forecasting model. 
ANN has solved many problems of application such as prediction, intelligent 
system and classification (Hasan, Quo & Shamsuddin, 2012). Similarly, Wu, 
Chau and Fan (2010) proposed a modular artificial neural networks prediction 
for a rainfall time series model with the combination of data-pre-processing 
techniques. El-Shafie, El-Mazoghi, Shehata and Taha (2011) presented the 
dynamic neural network with multi-layer perceptron neural network (MLP-
NN), the radial basis function neural network (RBFNN), and the input delay 
neural network (IDNN) model to predict rainfall distribution in the Klang 
River Basin. Additionally, Venkata Ramana, Krishna, Kumar and Pandey 
(2013) used artificial neural network (ANN) with the wavelet technique to 
develop a rainfall prediction distribution model. Despite these prediction 
models in the vast literature, there is still a growing concern for a more precise 
and high accurate model to forecast and predict rainfall distributions and 
patterns (Bennett, Robertson, Ward, Hapuarachchi & Wang, 2016). 
An alternative approach by Song and Chissom (1993a) developed the theory 
of fuzzy time series which was an improvement on the traditional time series 
methods of first-order time-invariant fuzzy time series and the first order 
time-variant fuzzy time series (Chen & Hsu, 2004; Dani & Sharma, 2013; 
Jeng-Ren, Shyi-Ming & Chia-Hoang, 1998). Generally, the fuzzy time series 
concept explains that
Zi = Zi-1 ° R      (1)
where;
Zi-1 = fuzzified data of year i-1 represented by a fuzzy set,
Zi  = fuzzified data of year i represented by a fuzzy set,
° = max-min composition operator,
R = fuzzy relation formed by the fuzzified data of the fuzzy time series.
              
However, there are some weaknesses in the fuzzy time series method of Song 
and Chissom (1993a). Based on  Eq. (1), the fuzzy relation R needs a long 
time of calculation to be derived. Furthermore, it also affects the computation 
time of the max-min composition operation of Eq. (1) (Chen, 1996; Chen & 
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Nevertheless, there have been many previous studies that implemented this 
same concept as prediction models. For example, Li and Cheng (2007), Chen 
and Hsu (2004), and Jeng-Ren et al., (1998) had applied the fuzzy time series 
models in their studies to forecast the students’ enrolment the University of 
Alabama. These three researchers had shown different improvement in several 
calculations and steps of the Song and Chissom (199a) fuzzy time series model 
to produce a more accurate result of forecasting. Egrioglu (2012) proposed the 
time-invariant fuzzy time series forecasting method which is based on genetic 
algorithm on membership value prediction. Tsaur and Kuo (2011) adopted the 
fuzzy time series model to forecast tourists’ demand in Taiwan while Chen and 
Hwang (2000) applied the fuzzy time series model in forecasting temperature 
in their research. Meanwhile, Dani and Sharma (2013) introduced the fuzzy 
time series model to forecast rainfall in Ambikapur, Chhattisgarh by using 18 
years of total monsoon rainfall data. However, the accurateness was still vague 
because of the large value of the Mean Square Error (MSE) in evaluating the 
model. A majority of other similar previous studies did not make use of the 
seasonalised components that existed in historical data, whereas this is vital in 
order to reduce error and improve the accuracy of forecasting. Besides, there 
are very limited applications of fuzzy time series models in forecasting rainfall 
distribution. Therefore, this study is proposing a forecast rainfall distribution 
model based on the first order and time-variant methods using deseasonalising 
rainfall data.
In the ubsequent sections, the basic concept of fuzzy time series and the 
definition of deseasonalising are explained in detail. Then, the methodology 
of the fuzzy time series model of rainfall forecasting is discussed. Next, the 
result and discussion of this study is highlighted followed by the conclusion 
that is presented in the last section.   
Basic Concept of Fuzzy Time Series
The definition of fuzzy time series that was proposed by Song and Chissom 
(1993b) was based on fuzzy sets. Let U be the universe of discourse, U = {u1, 
u2… un}and let M be a fuzzy set in the universe of discourse U to be defined 
as follows:
                           (2)𝑀𝑀 = 𝑓𝑓𝑀𝑀(𝑈𝑈1)𝑈𝑈1 +
𝑓𝑓𝑀𝑀(𝑈𝑈2)
𝑈𝑈2
+ ⋯+ 𝑓𝑓𝑀𝑀(𝑈𝑈𝑛𝑛)𝑈𝑈𝑛𝑛 ,      (2) 
𝑋𝑋𝑡𝑡−1 − 𝑋𝑋𝑡𝑡−2                                                            (3) 
(𝑋𝑋𝑡𝑡−1 − 𝑋𝑋𝑡𝑡−2)− (𝑋𝑋𝑡𝑡−2 − 𝑋𝑋𝑡𝑡−3) = +𝑣𝑣𝑣𝑣              (4) 
(𝑋𝑋𝑡𝑡−1 − 𝑋𝑋𝑡𝑡−2)− (𝑋𝑋𝑡𝑡−2 − 𝑋𝑋𝑡𝑡−3) = −𝑣𝑣𝑣𝑣              (5) 
 




𝑟𝑟=1 │,   (7) 
 
𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀 = √∑ │(𝐴𝐴𝐴𝐴𝑡𝑡𝐴𝐴𝐴𝐴𝐴𝐴 𝑅𝑅𝐴𝐴𝑟𝑟𝑛𝑛𝑓𝑓𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖−𝐹𝐹𝐹𝐹𝑟𝑟𝐹𝐹𝐴𝐴𝐴𝐴𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹 𝑅𝑅𝐴𝐴𝑟𝑟𝑛𝑛𝑓𝑓𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖)
2│𝑛𝑛𝑖𝑖=1
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where:
fM = the membership function of M, fM : U à [0,1], and
fM(u1) = the grade of membership of ui in the fuzzy set M, fM(u1) ∈ [0,1], 
and 1≤ i ≤ n.
Let Xj(t) (t = …, 0,1,2, …) be the universe of discourse and be the subset 
of S, let fuzzy set  fj(t) (j= 1,2, …) be defined in Xj(t). Let W(t) 
be a collection of wi(t) (i = 1,2, …). Then, W(t) is called a 
fuzzy time series of Xj(t)(t = …, 0, 1, 2, …). If W(t)is caused 
by W(t-1), denoted by W(t-1)à W(t), then this relationship can 
be represented by W(t) = W(t-1)° R(t, t-1), where the symbol 
“°“ denotes the Max-Min composition operator; R(t, t-1)is a 
fuzzy relation between W(t)and W(t-1)and is called the first-
order model of W(t). Let W(t)be a fuzzy time series and let R(t, 
t-1) be a first-order model of W(t). If R(t, t-1) = R(t-1, t-2) for 
any time t, then W(t) is called a time-variant fuzzy time series. 
If R(t, t-1) is dependent on time t, then W(t)is called a time-
variant fuzzy time series.
     
Definition of Deseasonalising
The actual Perlis rainfall distribution data that were collected from the Drainage 
and Irrigation Department were processed by analysing the presence of a 
seasonal component. The deseasonalising was implemented on the historical 
data to identify the existence of the seasonal component. This analysis 
approach was to remove the seasonal component of the data prior to analysis 
which was based on the Zuur and Pierce (2004) suggestion. In Lazim (2011), 
seasonal component, also known as seasonal variation, has the characteristic 
of regular fluctuation occurring within a specific period of time which can be 
within a day, a week, a month, a year or others durations. The fluctuation was 
repeated in the following periods with the same regulatory pattern. There were 
two methods of identifying the seasonal component in the data:
1. By calculating seasonal ratios or seasonal indices.
2. Through methods of seasonal differencing. 
However, in this study, only one method was used which was the calculation 
of seasonal ratios or seasonal indices, and deseasonalising of data was done 
by assuming that an additive effect occurred in the graph. Deseasonalising 
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Evans, Lipson, & ClassPas, 2008; Lazim, 2011).  Therefore, deseasonalising 
by additive effect was applied to the rainfall data. In fact, the additive effect 
was used because the components of the series interacted in an additive 
manner where the absolute sizes of the seasonal variation were independent 
of each other.
METHODOLOGY
Rainfall Forecasting Based on Deseasonalising Fuzzy Time Series
This study proposed the use of the fuzzy time series for the deseasonalised 
rainfall forecasting model of the rainfall. The methodology of forecasting 
rainfall was based on three phases. Figure 1 shows the flowchart of rainfall 
forecasting procedure of this study.



















Figure 1. The flowchart of rainfall forecasting 
The process of forecasting rainfall consists of three phases: Phase 1 was data collection and pre-
process. Phase 2 was rainfall forecasting model based on the fuzzy time series concept where the 
anhanced forecasting steps were used to improve the accuracy of the prediction model. Phase 3 
shows the evaluation of the forecasting model. The proposed model was compared with the Dani 
and Sharma (2013) Model and the Single Exponential Model to identify which one was the best 
forecasting model. Detailed explanations are discussed as follows:  
Phase 1: Data Collection and Processing 
The historical data of rainfall distribution in millimeter (mm) from 14 rainfall gauge stations in 
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The process of forecasting rainfall consists of three phases: Phase 1 was data 
collection and pre-process. Phase 2 was rainfall forecasting model based on 
the fuzzy time series concept where the anhanced forecasting steps were used 
to improve the accuracy of the prediction model. Phase 3 shows the evaluation 
of the forecasting model. The proposed model was compared with the Dani 
and Sharma (2013) Model and the Single Exponential Model to identify which 
one was the best forecasting model. Detailed explanations are discussed as 
follows: 
Phase 1: Data Collection and Processing
The historical data of rainfall distribution in millimeter (mm) from 14 rainfall 
gauge stations in Perlis were collected from the Department of Irrigation 
and Drainage (DID). About 168 rainfall distribution data had been recorded 
starting from January 2000 until December 2013. The data were processed 
through the seasonal component analysis.
Figure 2. Graph of rainfall distribution of actual data.
Figure 2 shows the scatter graph of rainfall distribution of the actual data 
in Perlis considered in this study. The seasonal component in the historical 
rainfall data was spotted based on the fluctuation on the graph which occurred 
yearly. Therefore, deseasonalising of data was done to remove the seasonal 
component. The steps of deseasonalising were as follows:
Step 1: Calculate the moving total of rainfall data.
Step 2: Determine centered moving totals and centered moving average. 
Step 3: Calculate unadjusted seasonal indices. 
Step 4: Adjust the seasonal indices.




distribution data had been recorded starting from January 2000 until December 2013. The data 
were processed through the seasonal component analysis. 
 
Figure 2. Graph of rainfall distribution of actual data. 
Figure 2 shows the scatter graph of rainfall distribution of the actual data in Perlis considered in 
this study. The seasonal component in the historical rainfall data was spotted based on the 
fluctuation on th  graph which occ rred yearly. Therefore, deseasonalisi g of data was done to 
remove the seasonal component. The steps of deseasonalising were as follows: 
Step 1: Calculate the moving total of rainfall data. 
Step 2: Determine centered moving totals and centered moving average.  
Step 3: Calculate unadjusted seasonal indices.   
Step 4: Adjust the seasonal indices. 
Step 5: Remove the seasonal component based on the additive assumption method. 
Table 1 presents the sample rainfall distribution data in Perlis from January until December 2000 
that was taken from the whole rainfall distribution data (January 2000 – December 2013) to 
demonstrate the deseasonalising. The first column of the table includes the year and month of 
rainfall distribution. The second column is the actual data of rainfall distribution in millimeter 
(mm) while the third column is the new data of rainfall distribution in millimeter (mm) after the 
deseasonalising process.   
  
Table 1. The Sample of Rainfall Distribution Data 






2000/01 71.47 71.17 S4 
2000/02 87.43 87.07 S5 
2000/03 189.97 188.94 S12 
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Table 1 presents the sample rainfall distribution data in Perlis from January 
until December 2000 that was taken from the whole rainfall distribution data 
(January 2000 – December 2013) to demonstrate the deseasonalising. The first 
column of the table includes the year and month of rainfall distribution. The 
second column is the actual data of rainfall distribution in millimeter (mm) 
while the third column is the new data of rainfall distribution in millimeter 
(mm) after the deseasonalising process.  
 
Table 1
The Sample of Rainfall Distribution Data





2000/01 71.47 71.17 S4
2000/02 87.43 87.07 S5
2000/03 189.97 188.94 S12
2000/04 241.27 240.18 S16
2000/05 209.10 208.24 S13
2000/06 204.47 203.56 S13
2000/07 127.27 126.25 S7
2000/08 234.98 233.87 S15
2000/09 247.23 245.78 S16
2000/10 239.40 237.81 S15
2000/11 266.83 265.47 S16
2000/12 69.67 68.76 S4
Phase 2: Forecasting Rainfall Distribution Based on Fuzzy Time Series
Based on Figure 1, the next phase of the methodology is Phase 2. Detailed 
explanation of Phase 2 is presented in the following steps: 
Step 1: Define the universe U.
Based on the rainfall distribution data, the universe U was defined by identifying 
the highest reading data and the lowest reading data. Since, the lowest reading 
in the historical rainfall data was 0.00mm and the highest reading data was 
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Step 2: Determine the intervals of un.
The universe U was divided into eight equidistant intervals: u1, u2, u3, u4, u5, 
u6, u7, u8,. The length of each interval was 60. Table 2 shows the result of the 
division.
Table 2. 
The Equal Length Interval
Intervals u1 u2 u3 u4 u5 u6 u7 u8
Division of 
Universe U










Table 2 depicts the equal length interval. The first row is the interval of u1, 
u8, .The second row is the division of the universe U, starting from [0, 60] to 
[420, 480
Step 3: Re-divide interval un to acquire sub interval, Sj.
In this step interval un was re-divided to obtain the sub interval Sj. The results 
of the division are presented in Tables 3 and 4.
Table 3. 
The Frequency of Rainfall Distribution (mm)
Intervals, un u1 u2 u3 u4 u5 u6 u7 u8
Frequency of rainfall distribution (mm) 23 23 52 37 19 7 2 5
Rank 3rd 3rd 1st 2nd 4th 5th 7th 6th
Divide into 3 3 5 2 4 - - -
Table 3 shows the frequency of the rainfall distribution (mm) based on the 
historical data. In Table 3, the first row is the interval of u1, to u8. The second 
row is the frequency of rainfall distribution based on the historical rainfall 
data.  Meanwhile the third row was the ‘Rank’ that distinguishes between the 
highest and the lowest frequency rainfall distribution of the second row. The 
fourth row ‘Divide Into’ shows the division value of interval un. The ‘Divide 
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Table 4. 
The Division of Interval un
Category of 
rank






Fifth highest and 
so on (5th – nth)















Table 4 shows the division of interval un based on the frequency of rainfall 
distribution in Table 3. The first row of Table 4 is the ‘Category of rank’ that 
classifies the highest, second highest, third highest, fourth highest or fifth 
highest of rainfall frequency while the second row of Table 4 is the‘Divide 
into’ which is the same as in the fourth row of Table 3. When the frequency 
of rainfall distribution (mm) is the highest, then the interval un is divided into 
5 sub-intervals. The division then continues to the second, third and fourth 
highest category of rank respectively. Meanwhile when the frequency is 
categorised in the fifth rank and above, the interval un remains unchanged. 
Hence, the new sub interval, Sj, is obtained after re-dividing the interval un. 
Table 5.  
The Sub Intervals, Sj.
Sj Range Range Sj
S1 u1,1 = [0, 20] u1,2 = [20, 40] S2
S3 u1,3 = [40, 60] u2,1 = [60, 80] S4
S5 u2,2 = [80,100] u2,3=[100, 120] S6
S7 u3,1 = [120, 132] u3,2=[132, 144] S8
S9 u3,3 = [144, 156] u3,4=[156, 168] S10
S11 u3,5= [168, 180] u4,1=[180, 195] S12
S13 u4,2= [195, 210] u4,3=[210, 225] S14
S15 u4,4= [225, 240] u5 = [240, 270] S16
S17 u6 = [270, 300] u7 = [300, 360] S18
S19 u8 = [360, 420] u9 = [420, 480] S20
Table 5 presents the new sub interval, Sj,. The intervals are increased from 8 
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Step 4: Identify the sub interval, Sj, and the rule of forecasting for each data.
In this step, each of the rainfall data was matched to the appropriate sub-
interval. Next, the three types of forecasting rules being developed had to be 
categorised based on the following several equation: 
                                                             
              (3)
                         (4)
                     (5)
where,
Xt = current rainfall prediction (mm),
Xt-1 = rainfall for a month before (mm),
Xt-2  = rainfall for two months before (mm), and 
Xt-3 = rainfall for three months before (mm). 
Eq. (3),(4) and (5) consist of equations that describe how to select the type of 
forecasting rule in Table 6. In Eq. (3), the equation could only be applied to 
forecast rainfall for February and March 2000 because both these months did 
not have enough three months of rainfall in the previous data. Hence, these 
two months were classified in Rule 1. However, the forecasting rainfall data of 
January 2000, which was the first month of the rainfall data, was not predicted 
because there was no preceding rainfall data of that month. 
In the meantime, Eq. (4) and (5), were applied based on the 3 months of the 
previous data. These three months of the previous data were needed for the 
subtraction procedure to predict the current rainfall data, Xt. If the subtraction 
between the three months’ data obtained a positive value, the rainfall data 
was categorised in Rule 2, whilst the negative value of the subtraction was 
categorised in Rule 3. For instance, to identify the rule of forecasting in June 
2000, the calculation is: (the difference of rainfall data in May 2000 and April 
2000) minus (the difference of rainfall data in April 2000 and Mac 2000) is 
equal to negative values. Hence, the rule of forecasting for June 2000 is Rule 
3. Eq. (4) and (5) were started to be applied on rainfall data starting from April 
2000 to December 2013. 
𝑀𝑀 = 𝑓𝑓𝑀𝑀(𝑈𝑈1)𝑈𝑈1 +
𝑓𝑓𝑀𝑀(𝑈𝑈2)
𝑈𝑈2
+ ⋯+ 𝑓𝑓𝑀𝑀(𝑈𝑈𝑛𝑛)𝑈𝑈𝑛𝑛 ,      (2) 
𝑋𝑋𝑡𝑡−1 − 𝑋𝑋𝑡𝑡−2                                                       (3) 
(𝑋𝑋𝑡𝑡−1 − 𝑋𝑋𝑡𝑡−2)− (𝑋𝑋𝑡𝑡−2 − 𝑋𝑋𝑡𝑡−3) = +𝑣𝑣𝑣𝑣              (4) 
(𝑋𝑋𝑡𝑡−1 − 𝑋𝑋𝑡𝑡−2)− (𝑋𝑋𝑡𝑡−2 − 𝑋𝑋𝑡𝑡−3) = −𝑣𝑣𝑣𝑣              (5) 
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(𝑋𝑋𝑡𝑡−1 − 𝑋𝑋𝑡𝑡−2)− (𝑋𝑋𝑡𝑡−2 − 𝑋𝑋𝑡𝑡−3) = +𝑣𝑣𝑣𝑣              (4) 
(𝑋𝑋𝑡𝑡−1 − 𝑋𝑋𝑡𝑡−2)− (𝑋𝑋𝑡𝑡−2 − 𝑋𝑋𝑡𝑡−3) = −𝑣𝑣𝑣𝑣            (5) 
 




𝑟𝑟=1 │,   (7) 
 
𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀 = √∑ │(𝐴𝐴𝐴𝐴𝑡𝑡𝐴𝐴𝐴𝐴𝐴𝐴 𝑅𝑅𝐴𝐴𝑟𝑟𝑛𝑛𝑓𝑓𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖−𝐹𝐹𝐹𝐹𝑟𝑟𝐹𝐹𝐴𝐴𝐴𝐴𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹 𝑅𝑅𝐴𝐴𝑟𝑟𝑛𝑛𝑓𝑓𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖)
2│𝑛𝑛𝑖𝑖=1
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Table 6. 
The Rule of Forecasting
Type Terms and Condition
Rule 1 This rule is valid only for the beginning of the data, which is February and 
March 2000. The previous two (2) months of data are needed. Hence, if 
the │(the difference of current date and Zero (0) data)│ × 2 + Xt) is in the 
sub-interval Sj, then the rainfall forecasting goes upward at the 0.75-point 
of this interval; if │(the difference of current date and Zero (0) data)│/ 2+ 
Xt)  is in the sub-interval Sj, then the rainfall forecasting goes downward 
at the 0.25-point of this sub-interval. If neither  is the case, the rainfall 
forecast will be the middle value of the corresponding sub-interval Sj.
 
Rule 2 If (│( Xt -1-Xt -2) - ( Xt -2-Xt -3)│× 2 + Xt) falls in the corresponding interval 
Sj, then the rainfall forecasting goes upward at 0.75-point of this interval; 
if (│( Xt -1-Xt -2) - ( Xt -2-Xt -3)│/2 + Xt) falls in the corresponding interval 
Sj, then the rainfall forecasting goes downward at the 0.25-point of this 
interval. If neither  is the case, the rainfall forecast will be the middle value 
of the corresponding interval Sj.
Rule 3 If  (│( Xt -1-Xt -2) - ( Xt -2-Xt -3)│/2 + Xt) falls in the corresponding interval 
Sj, then the rainfall forecasting goes downward at the 0.25-point of this 
interval; If (│( Xt -1-Xt -2) - ( Xt -2-Xt -3)│× 2 + Xt ) falls in the corresponding 
interval Sj, then the rainfall forecasting goes upward at the 0.75-point of 
this interval. If neither  is the case, the rainfall forecast will be the middle 
value of the corresponding interval Sj.
Table 6 shows the rules of forecasting which are composed of three types of 
forecasting rules: Rule 1, Rule 2, and Rule 3. These three rules were applied 
to determine the trend of forecasting for each rainfall data depending on the 
rule’s terms and conditions. 
Step 5: Forecast the rainfall distribution.
When each of the rainfall data has been categorised by the rule of forecasting, 
forecasting the rainfall distribution can be started. The trend of forecasting for 
each of the rainfall data was identified based on the classification of the rules 
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Phase 3: Evaluate the forecasting models
The evaluation of the forecasting model is the last phase of this study. It 
is very essential for a forecasting model to be evaluated in order to verify 
the effectiveness of the proposed model. There are various types of error 
measurements that can be used (Fuller, 2004), however, in this study the 
mean squared error (MSE) and the root mean squared error (RMSE) were 
employed. The MSE and the RMSE were used to verify the accuracy of the 
proposed model by calculating the error value between the actual data and 
the forecasting data (Lazim, 2011). The MSE and the RMSE were defined as 
follows:
             (7)
             (8)
The comparisons between several rainfall forecasting models were done. The 
tested forecasting models were Dani and Sharma’s (2013) rainfall forecasting 
time series model, and the Single Exponential Smoothing model. The 
comparisons were done by referring to the result of the MSE and the RMSE 
for each model.
RESULT AND DISCUSSION
This section discusses the result of the deseasonalised forecasting model of 
rainfall distribution using the fuzzy time series. Table 8 shows part of the 
rainfall data from the actual data (January to December 2000). The results of 
Steps 4 and 5 from Phase 2 of the proposed model is also depicted in Table 8.
Table 8 







Forecast value of 
rainfall (mm)
71.17 - -
87.07 1 Middle 90
188.94 1 Middle 187.5
𝑀𝑀 = 𝑓𝑓𝑀𝑀(𝑈𝑈1)𝑈𝑈1 +
𝑓𝑓𝑀𝑀(𝑈𝑈2)
𝑈𝑈2
+ ⋯+ 𝑓𝑓𝑀𝑀(𝑈𝑈𝑛𝑛)𝑈𝑈𝑛𝑛 ,      (2) 
𝑋𝑋𝑡𝑡−1 − 𝑋𝑋𝑡𝑡−2                                                            (3) 
(𝑋𝑋𝑡𝑡−1 − 𝑋𝑋𝑡𝑡−2)− (𝑋𝑋𝑡𝑡−2 − 𝑋𝑋𝑡𝑡−3) = +𝑣𝑣𝑣𝑣              (4) 
(𝑋𝑋𝑡𝑡−1 − 𝑋𝑋𝑡𝑡−2)− (𝑋𝑋𝑡𝑡−2 − 𝑋𝑋𝑡𝑡−3) = −𝑣𝑣𝑣𝑣              (5) 
 




𝑟𝑟=1 │,   (7) 
 
𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀 = √∑ │(𝐴𝐴𝐴𝐴𝑡𝑡𝐴𝐴𝐴𝐴𝐴𝐴 𝑅𝑅𝐴𝐴𝑟𝑟𝑛𝑛𝑓𝑓𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖−𝐹𝐹𝐹𝐹𝑟𝑟𝐹𝐹𝐴𝐴𝐴𝐴𝐹𝐹𝑡𝑡𝐹𝐹𝐹𝐹 𝑅𝑅𝐴𝐴𝑟𝑟𝑛𝑛𝑓𝑓𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖)
2│𝑛𝑛𝑖𝑖=1





















Forecast value of 
rainfall (mm)
240.18 2 Middle 255
208.24 3 Middle 202.5
203.56 3 Middle 202.5
126.25 2 Middle 126
233.87 3 Middle 232.5
245.78 2 Middle 255
237.81 3 Middle 232.5
265.47 3 Middle 255
68.76 2 Middle 70
in Table 8, the first column shows the deseasonalising rainfall distribution 
data. The second column shows the classification of the rules of forecasting as 
explained in Step 4 of Phase 2. Meanwhile, in the fourth column is the trend of 
forecasting that was identified based on the rule of forecasting. The last column 
is the forecasted value for rainfall distribution. The result of the evaluation for 
the forecasting models based on MSE and RMSE are summarized in Table 9. 
The proposed rainfall forecasting model of this study was compared to Dani 
and Sharma’s (2013) Rainfall Forecasting Model, and the Single Exponantial 
Smoothing Forecasting model. 
Table 9
The Comparison Between Forecasting Models 
No. Model’s name MSE RMSE
Model 1: Deseasonalising rainfall forecasting model 
using fuzzy time series
47.80 6.91
Model 2 Dani and Sharma’s (2013) forecasting 
model
129.58 11.38
Model 3 Single Exponential Smoothing (a=0.1) 10006.3 100.33
Table 9 describes the results of MSE and RMSE between the 3 types of 
rainfall forecasting models. Model 1 is the proposed forecasting model based 
on the fuzzy time series. Model 2 is the Dani and Sharma’s (2013) Forecasting 
Model and Model 3 is the Single Exponential Smoothing (a=0.1) model. 
Based on the result in Table 9, the values of MSE and RMSE of Model 1 
are 47.80 and 6.91 respectively. Meanwhile, Model 2 shows the values of 
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and RMSE results are 10,006.3 and 11.38, respectively. Therefore, Model 
1, which is the proposed rainfall forecasting model based on the fuzzy time 
series concept, shows the smallest MSE and RMSE and it is the best model 
offered for forecasting rainfall.
Figure 3. The plotted graph between actual rainfall distribution graph and 
forecasting rainfall distribution graph. 
Figure 3 shows the plotted graph between the actual rainfall distribution and 
the forecasting rainfall distribution. Based on Figure 3, the forecasting rainfall 
distribution (dotted line) was found to be as nearly accurate as the actual 
rainfall distribution (blue line).
CONCLUSION
In conclusion, this study presented the application of deseasonalising 
and the fuzzy time series concept in forecasting rainfall distribution. The 
actual rainfall distribution data were pre-processed first by removing the 
seasonal component which is known as the deseasonalising process. Then, 
the forecasting of rainfall was done by implementing the fuzzy time series 
concept on the deseasonalising rainfall data.  The model was evaluated by 
using two types of statistical criteria, namely the Mean Squared Error (MSE) 
and the Root Mean Squared Error (RMSE). Furthermore, the model result was 
compared with the two previous models, namely Dani and Sharma’s (2013) 
Forecasting Model, and the Single Exponential Smoothing (a=0.1). Based 
on Table 8, the proposed model MSE and RMSE results were the smallest 
compared with the other results. Thus, this small value in MSE and RMSE 
14 
 
(a=0.1) model. Based on the result in Table 9, the values of MSE and RMSE of Model 1 are 
47.80 and 6.91 respectively. Meanwhile, Model 2 shows the values of MSE and RMSE as 129.58 
and 11.38 subsequently. For Model 3, the MSE and RMSE results are 10,006.3 and 11.38, 
respectively. Therefore, Model 1, which is the proposed rainfall forecasting model based on the 









Figure 3 shows the plotted graph between the actual rainfall distribution and the forecasting 
rainfall distribution. Based on Figure 3, the forecasting rainfall distribution (dotted line) was 
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suggests that the model is more effective and accurate compared to the other 
models. Therefore, the application of this forecast model should be able to 
provide more accurate predictions on rainfall distribution in order to avert 
future flood disaster by providing early warning information. This warning 
information will assist communities to adequately prepare themselves to face 
future flood disasters. For future work, this study can be further extended by 
applying the proposed method to deal with other forecasting problems.
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