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Collective dynamics studies of team sports such as football is a hard task involving large amounts
of data and analysis. In this contribution we aim to address a particular subject of this broad field
such as the dynamics of the ball possession intervals. To this end we have analyzed a novel football
database comprising one season of the five major leagues of Europe. First we obtained the key
elements of ball possession dynamics from a statistical analysis of the database. Using this input
we developed a simple stochastic model based on three agents, two teammates and one defender.
This model includes four parameters and can capture the main emergent statistical observables of
the ball possession intervals in the database: the distribution of (i) possession time, (ii) number of
passes performed, and (iii) the ball distance traveled on passes. In the last part, we show that the
dynamics of the model, can be mapped into a Wiener process with a drift and an absorbing barrier.
I. INTRODUCTION
The statistical analysis of competing games based on
data gathered from professional competitions is currently
a growing area of research [1–8]. In the case of team
sport games, these studies have a potentially high impact;
which is boosted by commercial interests but also by its
intrinsic complexity that caught the attention of basic
research [1–5]. During the course of team sports games,
complex behaviors are often observed which arise from in-
dividual or collective strategies. The complexity of these
emerging behaviors is due to the interplay of dynamical
processes governed at several well–differentiated spatio–
temporal scales. In fact, it is known that these scales are
important for both individual interactions among ath-
letes and collective strategies [9].
Particularly interesting is the game of Football, where
data analytics have been successfully tackled in the re-
cent years [10–12]. For instance, in the field of complex
systems, J. Buldú et al. used network tools in Ref. [13]
to analyze Guardiola’s F.C. Barcelona performance. In
that work, they consider a team as an organized social
system and—in the frame of network theory—players are
considered as nodes linked during the game through co-
ordinated interactions.
Despite these recent and interesting contributions,
Football analytics seems to be relegated as compared
to other major team sports, for instance, Basketball or
Baseball. That is why Football’s team management and
strategy is far from being recognised as analytics driven.
The specific problem with Football is concerned with
data collection. Usually the collection of data upon ball–
based sport competitions is focused on what is happen-
ing around the ball. Nonetheless, in football matches,
an important part of the dynamic of the game is devel-
oped far from the ball, and this information in needed to
properly define the performance of football teams [14].
Consequently, on–ball actions might provide less insights
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for strategy and player evaluation than off–ball dynamics
in Football. The state of art in this kind of analysis is
that—in spite of the plethora of articles present in the
literature on this subject—the underlying mechanisms
behind the statistical observables in the game of Foot-
ball remain still undiscovered. Moreover, the modeling
at microscopic level of the dynamics of Football’s games
have been rarely proposed and there are few reports in
this sense [15–17].
In the present contribution we have surveyed a novel
database [18], collecting and analysing its most relevant
information. Then using the input of these results we
have devised an innovative football model that captures
several of the most characteristic features of this game
dynamics. In particular, our goals are focus on: (i) model
the dynamics in the frame of both on–ball and off–ball
actions, (ii) study the dynamic of the Ball Possession In-
tervals (BPI), defined as the consecutive series of actions
carried out by a team. The last point is considered a
key feature to understand team’s collective performances
[19, 20].
The paper is organized as follow, in section Methods,
we firstly introduce the database. Particularly, we de-
scribe the dataset Events, as well as other information
regarding relevant fields. Secondly, we give a formal defi-
nition of the model and discuss in detail the key elements,
the assumptions and the dynamical parameters. Thirdly,
we present a method to systematically seek a suitable set
of parameters for the model.
In section Results, we firstly analyse the empirical data
extracted from the database, obtaining what we consid-
ered the most relevant features of the game. Secondly,
we evaluate the outcomes of the model by performing
numerical simulation and comparing its predictions with
some of the results observed in the database. Thirdly, we
place our model in a theoretical framework. This allows,
under certain approximations, an interpretation of the
emergent spatio–temporal dynamics of the model. Our
results are briefly summarized in the last section.
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2II. MATERIAL AND METHODS
A. The dataset
In 2019, L. Pappalardo et al. published one of
the largest football–soccer database ever released [18].
Among the information provided in this astounding work,
there is a dataset (Events) that gathers all the relevant
spatio–temporal events taking place in football matches.
This dataset contains the events for each match played
in one season (2017/2018) of the following five profes-
sional football leagues in Europe: Spain, Italy, England,
Germany and France. A typical event registered in this
dataset (DS) bears information on:
• Type of event. Namely, pass, duels, free kicks,
fouls, etc, subdivided into other useful subcate-
gories. This field allows to evaluate in detail the
correlation between particular actions and the con-
sequences in the dynamics.
• Spatio–temporal data. Each event is tagged with
temporal information referred to the match period
and the time in seconds elapsed. Spatial data, in
turn, is referred to the dimension of the stadium,
as a percentage of the field length from the view of
the attacking team.
• Unique identifications. Each event in the DS is
linked to an individual player in a particular team.
This allows us to accurately determine the BPIs,
and moreover to perform a statistical analysis of
the players involved.
In the light of this information, we define a BPI as the
set of consecutive events generated by the same team. We
gathered 3071395 events and 625195 BPIs from the DS;
totalizing 1826 matches, involving 98 teams, and with
the participation of 2569 different players. Since we aim
to study a dynamical evolution, only BPIs with two or
more events were collected. On the other hand, regarding
spatial data, matches are played in different stadiums
having in turn different sizes. Then in order to compare
distances of different matches we have normalized all the
distances in a match to the average distance calculated
using the whole set of measures in that match. By doing
this, we were able to compare and analyze distances from
matches played on stadiums with different sizes.
B. The model
We aim to build a minimal model for the dynamics
of the game of football, such that in every realization it
emulates the dynamical evolution of a single BPI.
Let us think in a system with three agents (the play-
ers), two in the same team (the teammates), and one
in the other (the defender). The players in this system
are able to move in two dimension, and in particular the
teammates are able to pass the ball to each other. In this
minimal simulated game, the match evolves until the de-
fender reaches the player with the ball and, emulating
a Duel, ends the BPI. Bearing these ideas in mind, in
the following we propose the rules that govern the mo-
tion of the agents, and consequently define the model’s
dynamics.
Let ~ri(t) be a 2D position vector for an agent i (i =
1, 2, 3) at time t. Considering discrete time steps ∆t = 1,
at t+1 the agents will move as ~ri(t+1) = ~ri(t)+ ~δri(t). In
our model, we propose ~δri(t) = (RcosΘ, RsinΘ), where
R and Θ are two variables taken as follow,
1. The displacement R
The three agents randomly draw a displacement
from an exponential distribution Pa(r) = 1ae
−r/a,
where a, the scale of the distribution, is the agent’s
action radius (see Fig. 1 A), i.e. the surroundings
that each player controls.
2. The direction Θ
(a) For the teammates. They randomly draw an
angle in [0, 2pi) from an uniform distribution.
(b) For the defender. This agent takes the direc-
tion of the action line between itself and the
agent with the ball.
Then, according to the roles in the game, the players
decide to accept the changes proposed as follows,
3. The player with the ball evaluates if the proposed
displacement moves it away from the defender. If
it does, the player changes the position; otherwise,
it remains in the current position.
4. The free player and the defender always accept the
change.
As we mentioned before, in this model we consider the
possibility that the teammates perform passes to each
other. This decision is taken as follow,
5. If the defender’s action radius does not intercept
the imaginary line joining the teammates; then the
player with the ball plays a pass to the other team-
mate with probability p.
Since in real football games the player’s movements are
confined, for instance, by the field limits, in the model
we introduce two parameters for these confinements: The
inner and external radius, R1 and R2, respectively, (see
Fig. 1 B).
6. The inner radius R1 is used to set the initial con-
ditions. At t = 0, each one of the three agents is
put at a distance R1 from the center of the field,
spaced with an angular separation of 120 degrees
(maximum possible distance between each other).
37. The external radius R2 defines the size of the field,
setting the bounds for the simulation. If an agent
proposes a new position ~x(t+ 1) out from the area
||~x(t + 1)|| < R2, the change is forbidden, and the
agent keeps its current position – note this overrules
the decision taken from (3) and (4).
Lastly, a single realization of the model in the frame
of the rules proposed above ends when
8. The defender invades the action radius of the agent
with the ball; thus, if the distance d between the
player with the ball and defender satisfies d < a the
realization ends.
Let us provide a justification for the chosen rules and
the different elements of the model. The explanation is
broken down into four main points.
Firstly, it is well known that the game of football is
complex. Fig. 2 (A) shows that many events are possi-
ble in the context of a BPI. However, we can see that
the events Pass and Duels domain in the frequency of
common events, and the events triggering a BPC, re-
spectively. Therefore, a reasonable simplification is to
propose a model with only two possible events, this is
also in agreement with the data shown in the inset of
Fig. 2 (B), i.e. regarding the number of different type of
event observed during a BPI.
Secondly, while the game of football is played by
twenty two players, considering only three player for the
model could be criticized as an over simplification. How-
ever, as we show in the main plot of Fig. 2 (B), we can see
that the number of players by BPI is mostly two. There-
fore, a system with two teammates and a single defender
triggering the BPCs seems to be a good approach.
Thirdly, let us discuss the players movement rules. In
item (1) (see listing above), we propose the displacements
are taken from an exponential distribution, with an ac-
tion radius a as the scale. The idea behind this, is to set a
memoryless distribution, in the light that the players’ dis-
placement are commonly related with both evasion and
distraction maneuvers, which are more effective without
a clear pattern [21]. The direction and the adoption of
the new movement, on the other hand, is proposed as
role–dependent. The player with the ball takes a random
direction and adopts the movement if the displacement
moves it away from the defender, otherwise it stays on
the current position. The idea here is to slow down the
player movement, since it is well know that the players
on ball control, are slower than free players. The free
player, on the other hand, follows a random walk. In
this regards, we are trying to put into the model the
possibility of performing passes of different lengths. The
defender’s main role, in turn, is to capture the player
with the ball, therefore rule (1.b) is straightforward.
Lastly, the incorporation of the confinement bound-
aries R1 and R2, is because the development of football
matches takes place inside confined spaces. In particu-
lar R1, brings into the model the possibility of capture
short BPI, emulating plays into very reduced spaces, as,
for instance, fast attacks. The incorporation of R2, on
the other hand, is straightforward, since the real foot-
ball fields are not limitless. The main difference between
the real and the model field’s bounds is the shape. In
this regards, we neglect any possible contribution of the
geometry of the field.
For further details on the model’s outcomes as a func-
tion of both different sets of parameters and alternative–
testing rules, see Appendixes A and B. To summarize,
the main parameters that rule the model dynamics are
(i) the action radius a, (ii) the probability of performing
a pass p, and (iii) the confinement radius R1 and R2.
In the following section, we propose a simple method for
tuning these parameters.
C. On setting the model’s parameters
The model allows a certain degree of flexibility in the
outcomes by using different combination of the param-
eters a, p, R1 and R2. For the sake of simplicity, we
decided first to fix a, and refer the other radius to this
scale, R1 → R1a and R2 → R2a . For the other parameters,
we designed a method for tuning the model based on the
comparison between the real data and the model results.
The method follows the algorithm below,
1. Propose a set of parameters ρ = (p,R1, R2);
2. Perform 105 realization, calculate P (T ), P (N) and
P (∆r,X)
3. Compare the distributions obtained in step 2 with
the real data, using the Jensen–Shannon divergence
(DJS , see definition in Ref. [22]), which is a metric
to measure the similarity between two probability
distribution.
4. Propose a new set of parameters ρ, seeking to lower
DJS .
5. Back to step 2, and repeat until find the lower sim-
ilarity.
Notice, this method was not devised to perform a non–
linear fit of the data, but to systematize the search for
realistic parameters, avoiding the unrealistic ones. For
further details on the model’s outcomes as a function of
different sets of parameters, see Appendix A, Fig. 8.
III. RESULTS
A. Data analysis
Here we analyze and describe the most relevant statis-
tical observables in the DS. The idea is to define and sup-
port the key elements of our football model for the BPIs’
dynamic. Firstly, let us describe in Fig. 2 the statistic
4of the events found in the DS. In panel A, we plot the
frequency of events by type (blue bars) and also the fre-
quency of events that trigger a Ball Possession Change
(BPC) (see red bars). By looking at the blue bars, we
can see that the most common event is the Pass, with
1.56 million entries. Note that passes, almost duplicate
the second most frequent type of event which is Duels.
In particular, Duels is the most frequent event triggering
a BPC (see red bars). Moreover, by comparing the two
bars on Duels, we can see that ≈ 75% of the Duels ends
in a BPC, showing that this type of event is very effective
to produce a change of possession. On the other hand,
the main plot in panel B shows the number of different
players involved per BPI. We can see that, the case two
players is the most common, with 0.27 million of obser-
vations, duplicating the case of three players, the second
most common observed. The inset in that panel, shows
the number of different type of events per BPI. Here the
most frequent case is to find only two different type of
events, with 0.4 million of cases recorded.
Secondly, let us inspect relevant spatio–temporal
statistics found in the DS summarizing these analysis in
Fig. 3. Considering a single BPI, we define T as the total
possession time i.e. the duration of the BPI, and N as
the number of passes performed in the BPI. In addition,
∆t and ∆r as the time interval and the distance trav-
elled between two (any) consecutive events of the BPI,
respectively. The main plot in panel A, shows the distri-
bution P (T ) of possession times. In this case, we have
measured the mean value in 〈T 〉 = 13.72 s. Moreover,
a power–law behaviour can be seen in the tail, where
P (T ) ∝ T−γ . By performing a non–linear fit, we found
γ = 5.1 ± 0.1, consequently this exponent is somehow
large to ensure a power law tail. The inset in that panel,
in turn, shows the distribution P (∆t) of time intervals.
The same power–law behaviour is observed, which seems
to indicate that in both plots, extreme events might not
be linked to large values of T , but to large ∆t, prob-
ably due to events such as interruptions in the match
or similar. On the other hand, In panel B, we show
the distribution P (∆r) of distances travelled between
events. In this case, we divided the dataset in order
to clearly see the contribution of the event tagged as
Passes, since as we show in Fig. 2 A, these are the most
recurrent events in the DS. Let us split P (∆r) as follows,
P (∆r) = P (∆r, Y = pass) + P (∆r, Y = other), where
Y stands for the type of event, the first term is the con-
tribution coming from passes, and the second one from
any other type of event. Moreover, we are able to divide
the event pass, into two sub–types P (∆r, Y = pass) =
P (∆r, Y = simple pass) + P (∆r, Y = other pass), where
the first term is the contribution of the sub–type "Sim-
ple" Pass and the second is the contribution of any other
sub–type (for example High pass, Cross, Launch, etc. c.f.
[18] for further details). For the sake of simplicity, here-
after we refer to the type of events pass, simple pass and
other pass as X, X2 and X3, respectively. Notably, we
can see a highly significant contribution of the event Pass,
and moreover, that the sub–type simple pass captures
the features of the distribution having both, the peak at
∆r = 1 (the mean value), and the hump around ∆r ≈ 3.
This multimodal behaviour, likewise, might evidence the
presence of two preferential distances, from where team-
mates are more likely to perform passes. Panel C shows
the distribution P (N) of the number of passes per BPI.
We observe the presence of a heavy tail at the right, but
in this case we are not able to conclude whether this is
power law. The mean value, 〈N〉 = 3.1, indicates that in
average we observe ≈ 3 passes per BPI. In relation to this
point, in panel D, we show the relation between the num-
ber of passes and the possession time. Interestingly, we
observe a linear relation for values within 0 < T < 60 (s)
(see solid blue line in the panel). From our best lin-
ear fit in this region, we obtain 〈N〉 (T ) = ωp T with
ωp = 0.19 ± 0.03 (R2 = 0.99). This parameter can be
thought in overall terms as the rate of passes per unit of
time. Therefore, we are able to conclude that, within the
BPIs, ≈ 0.2 passes per second are performed.
B. Modelling Ball Possession Intervals
In this section, we compare the results of our model
with the observed in the dataset. The results are shown
in Fig. 3 (black solid lines). Panels A, B, C and D
show the comparison between the results obtained from
the real dataset (DS) (discussed in the previous sec-
tion) and the model’s outcomes (MO). For the simu-
lations, we used the set of parameters (p, a,R1, R2) =
(0.3, 1, 2.25, 16). Although at first glance there is a good
agreement between the simulated results and real data,
there are points and features that deserve comments.
In order to search for the parameters’ values, and sys-
tematically compare the model’s outcomes and the ob-
served in the real dataset, we used the Jensen–Shannon
distance, which is a metric to measure the similarity be-
tween two probability distributions (see section Methods,
On setting the model’s parameters, for further details).
If D(P,Q)JS ≈ 0 we say that P and Q are similar.
Then, for the distribution P (T ) shown in panel A, we
obtain DJS = 0.017, which indicates a good similarity
between the DS and the model. However, we observe a
shift in the mean of this distribution of ≈ −20%, and
a problem to capture "the hump" of the curve around
T ≈ 30 s. The distribution of the traveled distance in
passes P (∆r,X) showed in panel B, return a very good
similarity DJS = 0.008. Moreover, we can see the model
succeeds in capturing the bi– modality of the distribu-
tion, which seems to indicate that the proposed rules
are very effective for both nearby and distant passes. In
panel C, we show the distribution of the number of passes
P (N). The calculation for the Jensen–Shannon distance
gives the value DJS = 0.0007, which indicates a very
good similarity between the curves. For this case, the
value of parameter p seems to be critical. In this re-
gards, note that the chosen value for p is near to the
5rate ωp = 0.19 passes per second, reported in the previ-
ous section. In the relation 〈N〉 vs. T in panel D, the
DS shows that, in average, the number of passes cannot
grow indefinitely with the possession time, which is likely
a finite-size effect. Our simple model, in turn, allows the
unrealistic unbounded growth of 〈N〉.
Lastly, let us put the parameter values in the context
of real football dimensions. In regard to the action ra-
dius a, the literature includes reported estimations from
kinetic and coordination variables [23, 24], where speed
measurements [25, 26] show that professional players are
able to move in a wide range within 1.1 – 4.8 m/s. Thus,
it would be easy for a professional player to control a
radius of a ≈ 2 m. If we set this value for a, we propor-
tionally obtain for the internal and the external radius,
the values R1 ≈ 5 m and R2 ≈ 32 m, respectively. Con-
sequently, in the frame of our model, the BPIs take place
into areas within a range of 78 m2 (approximately a goal
area), and 3200 m2 (≈ 47% of the Wimbledon Grey-
hound Stadium). Therefore, the proposed parameters
are indeed in the order of magnitude of real football field
dimension, and we are able to confirm that the dynamic
of the model, is ruled upon a realistic set of values.
C. Mapping the model into a Wiener process with
drift and an absorbing barrier
We propose a theoretical framework to understand the
distribution P (T ), observed from the model’s outcomes.
Every realization can be thought as a process where the
defender must capture the ball. A ball that, due to the
movements and passes performed by the teammates, may
follow a complicated path in the plane. However, since
the defender always takes the direction towards the ball,
the process can be reduced to a series of movements in
one dimension. To visualize this mapping we fix the
origin of our 1D coordinate system at the ball position
and define the coordinate x of the defender as the radial
distance d between the ball and the defender. In this
frame the defender takes steps back and forth depending
whether the radial distance between the ball and defender
is increasing or decreasing, respectively. The size of the
steps ∆d of this random walk is variable and the process
ends when the coordinate x of the defender is in the in-
terval (−a, a) (c.f. Section Methods, The model, rule 8).
In this process, the length step distribution characterizes
the random walk.
Let us define δ = ∆dd0 as the size of the steps normal-
ized to the initial distance between the players. Then,
in Fig. 4 A, we plot the distribution P (δ) analyzing two
possible contributions for the steps, (i) the steps taken
when the defender follows the player with the ball (S1),
(ii) those generated when a pass between teammates oc-
curs (S2). In order to visualize these contributions, we
have plotted P (δ), and the joint probabilities P (δ, S1)
and P (δ, S2), fulfilling P (δ) = P (δ, S1) + P (δ, S2). From
this perspective, we can clearly see that the steps arising
in passes (S2) explain the extreme events, whereas sim-
ple steps (S1) explain the peak. On the other hand, if
we measure the mean value of both contributions we ob-
tain 〈δ〉P (δ,S1) = −0.14, 〈δ〉P (δ,S2) = 0.22, which means
that in average, the first contribution brings the de-
fender towards the ball, and the second takes it away.
However, notice that the full contribution is negative,
〈δ〉P (δ) = −0.07, which indicates the presence of a drift
leading up the defender towards the ball.
It turns, from the previous analysis, that the dynamics
of the system can be mapped to a random walk with a
drift, in the presence of an absorbing barrier. Moreover,
in the approximation where δ is constant, the process de-
scribed above is governed by the following Focker–Plank
equation,
σ2
2
∂2p
∂x2
− µ∂p
∂x
=
∂p
∂t
(1)
subject to the boundary conditions,
p(d0, x; 0) = δ(x),
p(d0, xb; t) = 0,
where p(d0, x, t) is the probability of find a walker that
starts in d0, in the position x at time t. The coefficients µ
and σ are the drift and the diffusion, and xb indicates the
position where the absorbing barrier is placed. Addition-
ally, it can be proved that the probability distribution of
the first passage time τ , for a walker reaching the barrier,
is given by (c.f. ref. [27]),
g(τ) =
xb
σ
√
2piτ3
exp
(
− (xb − µτ)
2
2σ2τ
)
, (2)
which can be straightforward linked to distribution P (T ).
In this theoretical framework, we used eq. (2) to per-
form a non–linear fit of P (T ), via the parameters µ and
σ. We set xb = a, the action radius can be thought as the
barrier’s position. The result presented in Fig. 4 B, shows
the fitting is statistically highly significant, yielding a cor-
relation coefficient r2 = 0.97, with µ = 0.09 ± 0.02 and
σ = 0.39 ± 0.03. Moreover, notice that we achieve a
very good agreement between the drift value and 〈δ〉P (δ),
in magnitude. Therefore, one can conclude that, in the
context of the model, a random walk with constant δ
and drift µ, is a good approximation for a walker draw-
ing steps from 〈δ〉P (δ). Furthermore, this approximation
explains the long tail observed in P (T ) for both, the out-
comes of the model and the empirical observations.
IV. DISCUSSION
In this section, we briefly comment on the results that
in our view are the most relevant contributions of this
work.
We performed a data–driven statistical study of foot-
ball matches. In particular, we have focused in the anal-
ysis and modeling of the intervals in which each team
6has possession of the ball, defining the so called Ball
Possession Intervals (BPI). In the first part we worked
on the characterization of BPIs, studying its main ele-
ments from an extensive dataset that compiles most of
the events during the course of the matches. In this re-
gards, we were able to identify four key elements in BPI
that we later use to build a football model. Namely, we
extracted the most frequent type of (i) events and (ii)
events leading to a possession change, then we identified
during a BPI (iii) the number of players participating and
(iv) number of different types of events. We complete
the analysis of the dataset measuring several important
distributions regarding BPI, such as the time duration
distribution of BPI, P (T ), the distribution of the num-
ber of events in BPI, P (N), and the distribution of the
length of the passes P (∆r,X), among others.
Using these findings, we proposed a minimal model
made up of two teammates and a single defender that,
following simple motion rules, emulates both on–ball and
off–ball actions. We showed that the model can be tuned
by setting four parameters a, p, R1 and R2, which con-
trol the action radius, the probability for making a pass,
and the internal and external confinement radius, respec-
tively. In order to set the parameters, we have intro-
duced a simple method, based on the evaluation of the
Jensen– Shannon distances, which allows us to fit the
simulation’s outcomes to the real data. Strikingly, with
this minimal model we achieved a remarkable agreement
regarding the empirical distributions P (T ), P (N), and
P (∆r,X), which seems to indicate that, despite the sim-
plicity of the model, we were able both to capture the
most relevant ingredients from the data, and propose the
proper set of dynamical rules.
In the last part of our work, we map the model’s dy-
namics to a one dimensional random walk in which the
ball is fixed at the origin and the defender moves taking
non–uniform steps of length δ. We showed that since on
average 〈δ〉P (δ) < 0 holds, then the defender moves fol-
lowing a preferential direction towards the ball. Then we
are able to describe the dynamics of our model using the
theoretical framework of a Wiener process with a drift
and an absorbing barrier. In particular, we used the first
passage time expression of this process to fit the distribu-
tion P (T ) of the model, finding a very good agreement.
We conclude that BPI’s process in football matches
is the result of a reduced set of players. The statistic of
this process can be well reproduced using a dynamical toy
model with three agents. Furthermore, the model can be
mapped into a random walk with a drift and a trapping
barrier. Finally, although the remarkable performance
of the model, we point out that it would be interesting
to study the dynamics, not for the internal ball posses-
sion intervals, but for the temporal interaction among
them. If any correlation is there, the statistical emergent
observables from this would give useful insights to pro-
pose a new model from where to study possible different
strategies in the context of competition between teams.
In this regards, we let the door open to future projects.
Appendix A: Varying the values of parameters p, R1
and R2
In this section we asses the effect of systematically
change the values of the dynamical parameters. As we
have previously stated, the model’s outcomes depend on
the set (a, p,R1, R2). Moreover, for the sake of simplic-
ity, we fix a = 1, and refer the other radius to this scale,
such that R1 → R1a and R2 → R2a . In order to show
the results in a straightforward manner, figures 5, 6 and
7 follow the same pattern: (i) panels A,B and C show
the effect on distributions P (T ), P (∆r,X), and P (N),
respectively, and (ii) coloured dots and black solid line
in the background, show the results presented in Fig. 3,
helping the reader to identify and compare among cases.
In Fig. 5, we show the effect on change p. The idea
is analyse the limits p ≈ 0 and p ≈ 1. As we can see,
small values of p produce the reduction of the number
of passes per ball possession interval (BPI); as well as
the reduction of both, long possession times and long
distance passes. In the latter case, the "hump" at ∆r = 3
vanishes. In Fig. 6 we show the result on change R1. As
we can see, when this parameter is increased, the model
becomes not able to reproduce short BPIs, see panel A
at T ≈ 0. Lastly, in Fig. 7 we show the result of change
R2. In our frame, large values means larger external
bounds for the system. Clearly the number of large BPIs
increases. Consequently, the model is not able to capture
the behaviour at the distribution tails.
On the other hand, in the last part of section Methods,
in the main text, we describe a simple algorithm to search
for a set of parameters ρ such that the model’s outcomes
(MO) "fit" the observed in the dataset (DS). As we have
said, this method is not a no–liner fit but a recipe to find
a suitable set of parameters, in order to frame the result
of the model in the context of real observables. To do so,
we use the Jensen– Shannon metric (DJS(P,Q)) to define
a distance between the probability distributions observed
in the DS and the results obtained from the model.
Let be P (∆r,X)DS , P (N)DS , P (∆r,X)DS and
P (∆r,X)MO, P (N)MO, P (∆r,X)MO; the probabil-
ity distribution of T , N , ∆r (Passes), obtained
from the DS and MO, respectively. We de-
fine the distances DTJS = DJS(P (T )MO, P (T )DS),
DNJS = DJS(P (N)DS , P (N)MO), and D
∆r
JS =
DJS(P (∆r,X)DS , P (∆r,X)MO). In this frame, we set
R2 = 16 and carried out simulations varying the values
of p ∈ [0.1, 0.9] and R1 ∈ [1, 5]. Based on this outcomes,
we calculated DTJS , D
N
JS and D
∆r
JS for the whole set of
cases. The results are shown in the maps of Fig. 8 A,
B and C. Panel D, in turn, show the sum of the three
contribution, DtotJS = D
T
JS + D
N
JS + D
∆r
JS . Notably, from
panel D, we can clearly seek a region where the DtotJS is
minimum, and consequently a set of parameters suitable
for our propose. Finally, is important to note that these
values work for R2 = 16, for alternative values of R2 we
can follow the same procedure and search other set of
parameters that minimises the sum.
7Appendix B: The effect of rules changes
When we propose the model’s rules, it was based on
statistical observations made in the context of a data
driven analysis. However, we had to made some as-
sumption regarding the players motion and manoeuvres
strategies. The idea in this section is to evaluate this as-
sumptions by contrasting the model’s motion rules with
alternative ones.
Firstly, let us evaluate the effect of change the manner
upon the players choose a displacement R. The model
propose the agents raw a value from an exponential dis-
tribution Pa(r) = 1ae
−r/a, where a is the action radius
(c.f. main text, section Methods, The model, rule 1).
Here, we propose two alternative manners: (i) the agents
raw a fixed (FX) displacement R = a, and (ii) they raw
R from an uniform distribution (UD) within the interval
[0, 3). The results are shown in Fig. 9. We can see that
both random options, (UD) and (MO), agree with the ob-
serve in the DS, whereas the deterministic option (FX)
seems to fail, particularly to capture the multimodal be-
haviour of P (∆r,X). Therefore, we can conclude that
an stochastic variable to describe the agents motions, is
highly relevant into the foundations of the model.
Secondly, let us evaluate different strategies for agents
movements. Focus on the agents without the ball, the
model propose they move according to roles. The de-
fender moves always towards the ball (TB), and the free
player moves follow a random walk (RW). We propose
to analyse two alternative strategies: the defender and
the free player, both move (i) follow a RW, and (ii) al-
ways TB. The results are shown in Fig. 10. When they
both follow a RW, because the absence of interaction,
long possession times shows up in P (T ), as well as a high
number of passes per BPI. On the other hand, when both
move TB, the possession time becomes shorted as well as
number of passes per BPI, moreover the system loose the
multimodal behaviour of P (∆r,X). Consequently, both
strategies fail. Which seems to indicate that role– depen-
dent strategies are needed into the model, and the agents
movement rules can not be reduce to an unique rule for
all of them in the system.
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9Player with the ball
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Free for the pass
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dx
FIG. 1. Scheme summarizing the main parameters of the model (not to scale). Green circles represent to the teammates,
orange circle to the defender (A) We emphasize on the parameter : (i) d, distance between the player with the ball and the
defender, (ii) dx, distance between the player with the ball and the free player, and (iii) a, action radius. (B) The circles placed
at distance R1 from the origin, represent the initial condition in the dynamics. Distance d0, is the initial distance between the
three agents. Radius R2,delimits the border for the agents.
A B
FIG. 2. Relevant statistical insight gathered from the dataset Events in ref. [18]. (A) Frequency by type of event. Blue
bars, from the set of all the events. Red bars, only the events triggering a ball possession change (BPC). (B) The main plot
shows the number of different players involve in a ball possession interval (BPI). The inset shows the number of different type
of events in a BPI. (∗) The acronym OOTB, stands for Others on the ball.
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FIG. 3. Relevant statistical observables found in the dataset Events in ref. [18] (DS), compared with the model outcomes
(MO). For the results shown in the four panels, we have set the parameters of the model with the values a = 1, p = 0.3,
R1 = 2.25 and R2 = 16. (A) The main plot, shows the distribution of the total time of possession T (red dot circles), whereas
the inset shows the distribution of the time differences between two consecutive events, P (∆t). (B) Distribution of the distance
between two consecutive events, segmented in the groups (i) the whole set of events P (∆r), (ii) the passes tagging as sub–type
simple pass P (∆r,X1), (iii) the passes tagging with any other sub–type P (∆r,X2), and (iv) all the passes P (∆r,X). Notice,
the plot is in linear– log scale. (C) Distribution of the number of passes in the ball possession intervals, P (N). (D) Mean value
of the number of passes, as a function of the total time of possession. Solid blue line, indicates a linear fit performed on this
region, 〈N〉 = ωp T , with ωp = 0.19± 0.03 (1/s).
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A B
FIG. 4. On the results of mapping the model in a Wiener process with drift and an absorbing barrier. (A) distribution of
steps δ, segmented in (i) all the data, P (δ) (dashed black line), (ii) those steps given in the context of a simple persecution,
P (δ, S1), and (iii) those steps in the context of a pass, P (δ, S2). (B) non linear fit (red solid line) performed to distribution
P (T ) (model), by using eq. 2.
,
A B C
FIG. 5. The effect of vary the parameter p, the probability of perform a pass, on distributions (A) P (T ), (B) P (∆r,X), and
(C) P (N). Dots in the background, and solid black line (p = 0.3), help the reader to visualise the changes with respect to the
DS analysis and the main results of the model (c.f. Fig. 3).
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FIG. 6. The effect of vary the parameter R1, the inner radius, on distributions (A) P (T ), (B) P (∆r,X), and (C) P (N). Dots
in the background, and solid black line (R1 = 2.25), help the reader to visualise the changes with respect to the DS analysis
and the main results of the model (c.f. Fig. 3).
,
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FIG. 7. The effect of vary the parameter R2, the external radius, on distributions (A) P (T ), (B) P (∆r,X), and (C) P (N).
Dots in the background, and solid black line (R2 = 16), help the reader to visualise the changes with respect to the DS analysis
and the main results of the model (c.f. Fig. 3).
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FIG. 8. Jensen Shannon distance between the distributions measured from DS and MO. For the simulations, we set R2 = 16
and varied the values of p ∈ [0.1, 0.9] and R1 ∈ [1, 5]. The maps indicate (A)DTJS (B)DNJS , (C)D∆rJS , and (D)DtotJS . Colours in
the map indicate the value of DJS , as is refereed in the colour bar at the right of D. On panels A, B, C, the vertical axis is
labelled on panel B.
,
A B C
FIG. 9. Testing alternative manners of raw a new displacement δr (see Section II B, rule 1) : (i) from a fixed value (FX)
given by the action radius a, (ii) from an uniform distribution (UD) within the interval (0, 3]. The plots show the effect of the
alternative strategies on distributions (A) P (T ), (B) P (∆r,X), and (C) P (N). Dots in the background, and solid black line
(MO), help the reader to visualise the changes with respect to the DS analysis and the main results of the model (c.f. Fig. 3).
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FIG. 10. Assessing alternatives strategies for players motion : (i) the defender moves follow a random walk (RW), (ii) the
free player moves toward the ball (TB). The plots show the effect of the alternative strategies on distributions (A) P (T ), (B)
P (∆r,X), and (C) P (N). Dots in the background, and solid black line (MO), help the reader to visualise the changes with
respect to the DS analysis and the main results of the model (c.f. Fig. 3).
