Purpose: Correlation imaging is a previously developed highspeed MRI framework that converts parallel imaging reconstruction into the estimate of correlation functions. The presented work aims to demonstrate this framework can provide a speed gain over parallel imaging by estimating k-space variant correlation functions. Methods: Because of Fourier encoding with gradients, outer k-space data contain higher spatial-frequency image components arising primarily from tissue boundaries. As a result of tissue-boundary sparsity in the human anatomy, neighboring k-space data correlation varies from the central to the outer kspace. By estimating k-space variant correlation functions with an iterative self-calibration method, correlation imaging can benefit from neighboring k-space data correlation associated with both coil sensitivity encoding and tissue-boundary sparsity, thereby providing a speed gain over parallel imaging that relies only on coil sensitivity encoding. This new approach is investigated in brain imaging and free-breathing neonatal cardiac imaging. Results: Correlation imaging performs better than existing parallel imaging techniques in simulated brain imaging acceleration experiments. The higher speed enables real-time data acquisition for neonatal cardiac imaging in which physiological motion is fast and non-periodic. Conclusion: With k-space variant correlation functions, correlation imaging gives a higher speed than parallel imaging and offers the potential to image physiological motion in real-time.
INTRODUCTION
Magnetic resonance imaging (MRI) has a low data acquisition speed. This limits spatial/temporal resolution, introduces motion artifacts, and reduces patient throughput in clinical practice (1) (2) (3) (4) (5) (6) (7) (8) . To meet clinical needs, high-speed MRI techniques are required. These techniques accelerate data acquisition with undersampling and reconstruct images from undersampled data using a special strategy. For example, partial Fourier imaging collects approximately half k-space and generates the whole k-space by assuming data be conjugate symmetric about the k-space center (9, 10) . Parallel imaging reconstructs images using coil sensitivity encoding provided by a multi-channel coil array (11) (12) (13) (14) (15) . Compressed sensing generates images by enforcing data sparsity naturally existing in images (16) (17) (18) . Data-sharing methods, including generalized series reconstruction (19) (20) (21) , keyhole or data replacement strategy (22) (23) (24) , constrained reconstruction (25, 26) , dynamic imaging by modeling (27, 28) , UNFOLD (29) , and reduced field of view (FOV) imaging (30, 31) use information sharing between dynamic images acquired from the same anatomy.
Although high-speed MRI has been an active research area for more than two decades, few techniques have been successfully translated into clinical applications. Currently, two parallel imaging techniques, SENSE (12) and GRAPPA (13) , are clinical standards. They provide an acceleration factor of >2 for static imaging. In dynamic imaging, they have been implemented synergistically with data-sharing methods. Two available techniques are k-t SENSE/BLAST (32, 33) and k-t GRAPPA (34) . These parallel imaging techniques are limited by inherent signal-to-noise ratio (SNR) and coil sensitivity encoding capability (12, 35) , which are both related to the configuration of a coil array. Specifically, they cannot use an acceleration factor higher than the number of coil elements (12) . With this limitation, a MRI scan needs approximately 2-3 min for sufficient volume coverage. Many patients, such as children, cannot complete a MRI session that often includes greater than ten scans. In dynamic imaging, k-t SENSE/BLAST and k-t GRAPPA are not fast enough to image physiological motion (e.g., respiration and heartbeats) (4) . To suppress motion, breath-holding is required. As a result, uncooperative patients (e.g. neonates) cannot be scanned (36) . In addition, because the whole k-space acquisition time is longer than a cardiac cycle, data segmentation is needed (37, 38) . This retrospective technique assumes cardiac motion be periodic and collects different k-space segments during the same phases of different cardiac cycles. In many cases in which non-periodic cardiac motion exists (e.g. neonatal imaging), data segmentation may generate a kspace dataset with inconsistency across the segments, resulting in low contrast or image blurs (39) . There is a clear need for higher imaging speed to enable real-time cardiac MRI.
The work presented here is a technical effort to seek a clinically usable high-speed MRI technique that can overcome parallel imaging speed limitations. Specifically, we expect that the new technique provide a speed gain over existing parallel imaging techniques and offer the potential to image fast and non-periodic physiological motion in real-time. To that end, a high-speed MRI framework developed in our previous works (40) (41) (42) , correlation imaging, is introduced. In this framework, correlation functions are used to quantify data correlation at different k-space sampling positions and calculate a missing sample from the collected neighboring samples. It has been found that, with the estimate of k-space invariant correlation functions from calibration data, correlation imaging relies on data correlation associated only with coil sensitivity encoding and is equivalent to parallel imaging. To achieve better performance, correlation imaging is formulated into a constrained problem, providing an iterative approach to image reconstruction without calibration data. This allows for the estimate of k-space variant correlation functions that quantify data correlation associated with both coil sensitivity encoding and tissue-boundary sparsity in the human anatomy, thereby providing a speed gain over parallel imaging that relies only on coil sensitivity encoding. For feasibility demonstration, the new correlation imaging approach is investigated in brain imaging and neonatal cardiac imaging.
METHODS

Framework of Correlation Imaging
Correlation imaging (40, 41) relies on the estimation of correlation functions. A correlation function between two data acquisition channels is defined as:
in which i and j are channel indices ranging from 1 to N, k and k 0 are multi-dimensional k-space or k-t space position vectors, * is the conjugate operation, and {d i (k), i ¼ 1, 2,. . ., N} represents N-channel imaging data with full-Fourier encoding. Our previous works (40, 41) demonstrated that correlation functions are related to image reconstruction from undersampled data by the following linear equations:
; for all j; k such that u j ðkÞ 6 ¼ 0; [2] in which {u mi (k), i ¼ 1, 2,. . ., N} represents a set of linear reconstruction operators for a channel m (m ¼ 1, 2,. . ., N) with a dimension of 2K u þ 1 in k-space (K u may be empirically determined based on anatomy structure), and c t (k) can be calculated from a previously known undersampling trajectory t s (k) by c t ðkÞ ¼ P
With the resolved reconstruction operators from Eq. [2] , an estimate of fully sampled data for channel m, d m ðkÞ can be calculated bŷ
Effects of Coil Sensitivity and Anatomy Sparsity on Correlation Functions
A correlation function (Eq. [1] ) measures the linear relationship between two data samples in a distance of jkj from the same channel or two different channels.
Typically, data samples are less correlated if they are located further away from each other. This manifests as the magnitude decrease of a correlation function with the k-space distance jkj, as illustrated in Figure 1a . For convenience of discussion, a parameter "correlation distance," K u is used to represent the distance beyond which the correlation function is close to zero (i.e., data samples are uncorrelated). It follows that, if k-space is undersampled, a missing sample is linearly correlated to those collected samples only in a distance smaller than K u . For this reason, the correlation distance determines the dimension of reconstruction operators, i.e., {u mi (k), i ¼ 1, 2, . . ., N}} 6 ¼ 0 only if jkj K u in Eqs. [2] and [3] . Then, if correlation functions decrease more slowly with jkj (a larger K u ), reconstruction operators will have more non-zero values (a larger dimension), implying a missing sample may be estimated from more neighboring samples with Eq. [3] . This is beneficial because image reconstruction takes advantage of more data relationship. Therefore, correlation imaging performs better if the magnitude of correlation functions decreases at a lower rate with the increase of jkj. Practically, it is desirable that a 2D correlation function has a spread-out pattern (i.e., the magnitude of a correlation function is well above zero over a large area around the k-space center) (Fig. 1b) . This spread-out pattern indicates that data correlation exists in those k-space samples even far away from each other. In parallel imaging, multi-channel images are equal to the multiplication of an image with multi-channel coil sensitivities. As a result of coil sensitivity encoding (image-space multiplication), the correlation functions of multi-channel images are related to those of an original image and multi-channel coil sensitivities by k-space convolution (40, 41) . This convolution may generate a spread-out pattern around the k-space center in multichannel correlation functions, introducing neighboring k-space data correlation. For example, in an extreme case in which the image is random noise (i.e., the neighboring k-space data are uncorrelated [K u ¼ 0]), the correlation function becomes a Dirac function. After coil sensitivity encoding, the k-space convolution may generate a new correlation function with non-zero values at jkj > 0 and a correlation distance of K u > 0.
A medical image always has neighboring data correlation associated with anatomy structure. In most cases, however, the correlation functions arising from image contents are dominated by those associated with coil sensitivity encoding. As shown in Figure 1c , if imaging data are collected using a locally sensitive coil, the sensitivity-encoded image has much stronger k-space data correlation (a much more spread-out correlation function) than the original image. Because of its dominance, the correlation functions associated with coil sensitivity encoding may be directly estimated from multichannel calibration data and used in correlation imaging (40, 41) . Here, attention should be paid to a special case in which the image has anatomy sparsity (Fig. 1c, right  column) . The correlation function of a sparse image has a strong spread-out pattern in reference to that of a nonsparse image (Fig. 1c, left column) . Mathematically, a sparse image may be modeled as the multiplication of a non-sparse image and a window function with values close to zero in some regions and equal to one elsewhere. This image-space multiplication can enhance neighboring k-space data correlation as coil sensitivity encoding does. The presented work is an investigation on how to improve correlation imaging with correlation functions arising from both coil sensitivity encoding and anatomy sparsity.
Tissue-Boundary Sparsity Variation of k-Space Data MRI relies on gradient encoding that decomposes an image into different components in a spatial-frequency domain (k-space). The low-frequency components (central k-space data) primarily contain image contrast information that covers most of the FOV. The high-frequency components (outer k-space data) arise mostly from tissue boundaries that are naturally sparse in the human anatomy. For this reason, k-space data have tissue-boundary sparsity varying with the distance to the k-space center (the increase of spatial frequencies). As illustrated in Figure 2 , the image generated from an outer k-space region (inverse Fourier transform of the data in an outer k-space region) contains more information about sparse tissue boundaries than that from a central k-space region. As a result of higher anatomy sparsity, the correlation function of an outer k-space region has a more significant spread-out pattern than that of a central k-space region. This indicates that the neighboring data samples in outer k-space, as a result of both coil sensitivity encoding and tissue-boundary sparsity, are more correlated than that in central k-space in which coil sensitivity encoding is dominant.
In previous works on correlation imaging (40, 41) , the whole k-space is reconstructed with correlation functions estimated from fully sampled calibration data (e.g., auto-calibration signals). This approach uses k-space invariant data correlation associated with coil sensitivity encoding, but cannot benefit from k-space variant data correlation associated with tissue-boundary sparsity. In the presented work, k-space variant correlation functions are introduced for correlation imaging. By reconstructing different k-space regions with different correlation functions, correlation imaging may use data correlation associated with both coil sensitivity and tissue-boundary sparsity, providing a gain over existing parallel imaging techniques.
Region-by-Region Constrained k-Space Reconstruction
Correlation imaging is self-consistent, that is, if real data are used to estimate correlation functions with Eq. [1] , correlation imaging reconstruction (Eqs. [2] and [3] ) will generate the same data, i. in which {d i (K), i ¼ 1, 2,. . ., N} are the reconstructed Nchannel k-space data, and {ai(k), i ¼ 1, 2,. . ., N} are the N-channel data collected with an undersampling trajectory t s (k). Here, Eq. [4a] is a data fidelity constraint requiring that the reconstructed and the collected data are the same at the sampling positions. Equation [4b] represents a self-consistent constraint imposed by correlation imaging. This constrained problem can be resolved with a projection onto convex set (POCS) algorithm that has been used previously in many image reconstruction techniques (e.g., JSENSE, SPIRiT, SAKE) (14, 43, 44) . In POCS iterative reconstruction, the constraints in Eqs.
[4a] and [4b] may be alternatively applied until satisfactory images are generated. It should be noted that Eqs.
[4a] and [4b] do not require the calibration of reconstruction operators from a separate set of fully sampled data, making it possible to implement region-by-region reconstruction with k-space variant correlation functions as follows.
It has been experimentally found that POCS convergence with Eqs.
[4a] and [4b] may benefit from the availability of some fully sampled data at the beginning of iterations. This agrees with what has been found in SAKE (44) . For this purpose, the presented work uses minor fully sampled data (approximately four phaseencoding lines for 2D imaging and approximately 4 Â 4 phase-encoding lines for 3D imaging). To introduce kspace variant correlation functions, iterative correlation imaging is run in a region-by-region fashion. This approach divides the k-space into a region in the central k-space and several bands in the outer k-space (e.g., two outer bands in Fig. 3 ). Every outer k-space band overlaps its neighboring band or the central k-space region. Image reconstruction is performed sequentially from the central region to the outer k-space bands: The central k-space region is first reconstructed with available fully sampled data (from data collection). Every outer k-space band is then divided into multiple local regions (e.g., eight regions in Fig. 3) , each of which is reconstructed iteratively using Eqs.
[4a] and [4b] . Here, as a result of the overlaps between outer and inner k-space regions, some fully sampled data (from previous reconstruction) are always available before the reconstruction of an outer kspace region. This ensures POCS convergence in outer kspace reconstruction.
In Vivo MRI Data Collection
Human imaging data were acquired in compliance with the regulations of the institution's human ethics committee. The following studies were conducted:
1. 2D brain imaging. A set of high-resolution brain images was collected on a 1.5T clinical MRI scanner using an 8-channel head coil and a 2D inversion recovery turbo spin echo sequence (FOV 220 Â 220 mm, matrix size 512 Â 512, pulse repetition time/echo time/inversion time 3060/126/500 ms, flip angle 90 , TSE factor 32, phase encoding along the left-right direction).
FIG. 2.
Illustration of tissue-boundary sparsity variation with a brain image. A central and an outer k-space region may each generate an image by inverse Fourier transform. The image generated from outer k-space data have higher tissue-boundary sparsity than that from central k-space data. Correspondingly, the correlation function shows a stronger spread-out pattern around the k-space center, indicating more neighboring data are correlated in the outer than in the central k-space. This k-space variant data correlation associated with tissue-boundary sparsity is used to improve correlation imaging in the presented work.
3D brain imaging. A brain imaging experiment was
conducted on a 3T clinical MRI scanner using an 8-channel head coil array and a 3D T1-enhanced ultrafast gradient echo sequence (FOV 240 Â 240 Â 240 mm, matrix 240 Â 240 Â 154, pulse repetition time/echo time 9.3/3.7 ms, flip angle 8 , frequency encoding along the superior-inferior direction, scan time approximately 6 min). 3. Neonatal cardiac imaging. A real-time free-breathing neonatal cardiac imaging experiment was conducted on a 1.5T clinical MRI scanner using a 10-channel body coil array and a balanced steady-state free precession sequence (short-axis single slice, FOV 160 Â 160 mm, matrix 128 Â 128, pulse repetition time/echo time 3.5/1.1 ms, flip angle 45 , scan time approximately 25 s). To achieve a temporal resolution of approximately 50 ms, the 2D data were undersampled by a factor of 4 in the central k-space (inner 24 phase-encoding lines) and 16 in the outer k-space. A total of 4 phase-encoding lines were fully sampled around the k-space center. Non-real-time dynamic images were also collected using a data segmentation method with 16 segments per k-space.
Experimental Implementation and Performance Characterization
In all the presented experiments, the k-space is divided into 17 regions as illustrated in Figure 3 for region-byregion reconstruction with iterative correlation imaging. This k-space partition is not optimum but has been found to be sufficient for feasibility demonstration, which is the primary purpose of this work. For convenience, the k-space partition is specified by a central k-space region A with LA Â WA samples, an outer kspace band B with LB Â WB samples, and the overlap region widths of MAB and MBC samples, as illustrated in Figure 3 .
Iterative correlation imaging is validated using fully sampled brain imaging data. Imaging acceleration is simulated by manual undersampling. SENSE (12), GRAPPA (13), SPIRiT (14) , and SAKEþESPIRiT (44) are used as reference methods. Here, SENSE, GRAPPA, and SPIRiT are calibrated with fully sampled central k-space data and only outer k-space is undersampled. SAKEþESPIRiT and correlation imaging use four fully sampled central kspace lines for 2D reconstruction and 4 Â 4 fully sampled central k-space lines for 3D reconstruction. Both central and outer k-space regions are undersampled, and they are run with a higher acceleration factor than the other methods. To characterize the reconstruction performance, an error image is defined as the difference image between the reconstructed and real (from fully sampled data) images. Quantitative evaluation is given by the reconstruction error defined as the ratio of the square root of the sum of squares (RSS) of the error image to that of the real image in percentage.
The real-time imaging capability of correlation imaging is experimentally investigated in neonatal cardiac imaging in which respiration and heartbeats may generate fast and non-periodic physiological motion. Data segmentation (37,38), k-t SENSE (32, 33) , and k-t GRAPPA (34) are used as reference methods. All the data are collected with free-breathing. Here, k-t SENSE, k-t GRAPPA, and correlation imaging are implemented with off-line reconstruction from the same raw data collected in FIG. 3 . Region-by-region reconstruction with iterative correlation imaging: The k-space is divided into a central k-space region (labeled as "A") and two outer k-space bands (labeled as "B" and "C"). These three regions (A-C) have overlaps. Every outer k-space band (B and C) is circumferentially divided into eight approximately equal rectangular regions. Image reconstruction is run sequentially from the central to the outer k-space regions. In every region, iterative correlation imaging (POCS) is run with some available fully sampled data (collected or reconstructed). For convenience, several dimension parameters (LA, WA, LB, WB, MAB, MBC) are defined as illustrated in the figure. This k-space partition can be specified by the size of the central k-space region A (LA Â WA samples), the size of the outer k-space band B (LB Â WB samples), and the overlap region widths (MAB and MBC samples).
real-time. In data segmentation, images are reconstructed with online tools provided by the MRI manufacturer.
RESULTS
Method Validation with Publically Available Data
This experiment uses a set of brain imaging data provided by the downloaded ESPIRiT software (14, 44) . Figure 4a shows a few examples of correlation functions calculated from the data in different k-space regions. It can be seen that correlation functions have considerable variation across the k-space. This provides rationales for k-space variant correlation functions in correlation imaging.
To validate iterative correlation imaging, SAKEESPIRiT (14,44) is used as a reference. The central (48 Â 48 samples) and the outer k-space regions are undersampled differently. The k-space partition for region-by-region reconstruction uses a central k-space region A with 48 Â 48 samples, an outer k-space band B with 84 Â 84 samples and the overlap region widths of 12 and 16 samples. In every experiment, two methods are compared with the same fully sampled data and undersampling factors. Figure 4b shows a few results. It can be seen that iterative correlation imaging gives lower reconstruction errors and less artifacts than SAKEESPIRiT when the outer k-space is undersampled by a high factor (2 Â 3). These differences may be understood by examining the reconstruction of every local k-space region. Figure 5 shows the plots of local reconstruction errors against iteration steps in three regions (A, B, and C in Fig. 4a ). It can be seen that both iterative correlation imaging and SAKE converge well in central k-space reconstruction except that the former converges faster. In outer k-space reconstruction, iterative correlation imaging and ESPIRiT give comparable performance with a low undersampling factor (2 Â 1). However, they perform differently with a high undersampling factor (2 Â 3): iterative correlation imaging always converges well. In comparison, although the whole outer k-space reconstruction error converges well in ESPIRiT, the reconstruction error in a local outer k-space region (e.g., region C) may increase with iterations. This manifests as higher reconstruction errors and more artifacts in the final images. Figure 6 shows the reconstruction results from the 2D brain imaging scan. Correlation imaging is compared to SENSE, GRAPPA, SPIRiT, and SAKEþESPIRiT. In this experiment, the central k-space contains 48 phaseencoding lines. SENSE, GRAPPA, and SPIRiT are carried out with the central k-space fully sampled for calibration. SAKEþESPIRiT and correlation imaging are performed with the central k-space undersampled by a factor of 2. A total of four fully sampled central k-space phase-encoding lines are used to improve iterative reconstruction convergence. The k-space partition for regionby-region reconstruction uses a central k-space region A with 48 Â 48 samples, an outer k-space band B with 180 Â 180 samples and the overlap region widths of 12 and 16 samples. All the methods are compared in a series of experiments with the outer k-space undersampling factors ranging from 2 to 8.
Image Reconstruction with 2D Imaging Data
In reference to the real image (Fig. 6a) , it is found that correlation imaging gives lower reconstruction errors than the other methods (Fig. 6b) with the same outer kspace undersampling factors. This gain is more significant when the undersampling factor is high (>4). Figure   FIG 6c shows a few examples of reconstructed images. It can be seen that these methods give comparable image quality at low undersampling factors (top row), whereas correlation imaging gives fewer artifacts or lower noise than the other methods at high undersampling factors (bottom row).
Image Reconstruction with 3D Imaging Data
The 3D brain imaging data are undersampled along the left-right (240 samples) and the anterior-posterior (154 samples) directions in which the coil array have multiple elements, i.e., 2D undersampling is applied on the axial (Fig. 4) indicate that iterative correlation imaging and SAKEþESPIRiT perform differently in local reconstruction. Iterative correlation imaging converges faster than SAKE in central k-space reconstruction. In outer k-space regions, iterative correlation imaging always converges well. In comparison, although ESPIRiT reconstruction error over the whole outer k-space decreases with iterations (right column), the error of a local outer k-space region may increase (center column). plane (perpendicular to frequency-encoding direction) for imaging acceleration. Three experiments are simulated with the scan times of approximately 2, 1, and 0.75 min, respectively. This correspond to: (1) fullsampling in the central k-space (64 Â 56 samples) and an undersampling factor of 2 Â 2 in the outer k-space, (2) an undersampling factor of 2 Â 1 in the central k-space (48 Â 32 samples) and an undersampling factor of 2 Â 3 in the outer k-space, and (3) an undersampling factor of 2 Â 2 in the central k-space (48 Â 32 samples) þ an undersampling factor of 2 Â 4 in the outer k-space. In SENSE, GRAPPA, and SPIRiT, the fully-sampled central k-space data are used for calibration. In SAKEþESPIRiT and correlation imaging, 4 Â 4 fully sampled central k-space phase-encoding lines are used to improve the convergence of iterative reconstruction. The k-space partition for region-by-region reconstruction uses a central k-space region A with 48 Â 32 samples, an outer k-space band B with 128 Â 96 samples and the overlap region widths of 12 and 16 samples.
As shown in Figure 7 , all the methods generate good image quality with a scan time of approximately 2 min. With a scan time of approximately 1 min, correlation imaging, SPIRiT, and SAKEþESPIRiT give slightly better performance than SENSE and GRAPPA. With a scan time of approximately 0.75 min, SENSE and GRAPPA cannot provide interpretable images. Both SPIRiT and SAKEþSPIRiT give noticeable artifacts. In comparison, correlation imaging gives good image quality. Figure 8a shows an electrocardiogram record in the neonatal cardiac imaging experiment. It can be seen that R-R interval may reach as short as approximately 100 ms or as long as approximately 800 ms, indicating cardiac motion is fast and non-periodic. With free-breathing, respiration may further enhance non-periodic motion.
Free-Breathing Real-Time Neonatal Cardiac Imaging
Consequently if data segmentation is used to fill k-space retrospectively with the data collected in different cardiac cycles, non-periodic cardiac motion may introduce considerable data inconsistency, manifesting as temporal contrast loss or image blurs. In this case, real-time data acquisition is required. Figure 8b shows the experimental results from data segmentation and real-time imaging with free-breathing. It is found that data segmentation cannot generate good contrast between systolic and diastolic images. In realtime imaging, k-t SENSE and k-t GRAPPA suffer from considerable noise and/or artifacts and give poor image quality. In comparison, correlation imaging can generate systolic and diastolic images with good quality and contrast. Here, the k-space partition for region-by-region reconstruction uses a central k-space region A with 24 Â 24 samples, an outer k-space band B with 64 Â 64 samples, and the overlap region widths of eight and ten samples.
DISCUSSION
A Mathematical View of Correlation Imaging
The mathematical formulation of correlation imaging is similar to that of parallel imaging in many aspects (40, 41) . For example, correlation imaging models k-space reconstruction as the linear prediction from undersampled data. This is equivalent to GRAPPA and SPIRiT, which model a missing k-space sample as the linear combination of its neighbors. In image-space, correlation imaging carries out reconstruction by the pixel-wise multiplication of reconstruction operators and multi-channel aliased images. The image-space reconstruction operators play the same role as the unfolding matrix in SENSE. The primary difference of correlation imaging from parallel imaging is that correlation functions are explicitly used to generate the final reconstruction (Eqs. [1] [2] [3] ). This links imaging acceleration to the estimate of correlation functions. The presented work demonstrates an approach to accelerating data acquisition by estimating k-space variant correlation functions.
Physical Mechanisms Underlying k-Space Variant Correlation Functions
As a result of Fourier encoding with gradients, an image is decomposed into different spatial-frequency components in k-space. At tissue boundaries, MRI signals vary fast, generating high spatial-frequency components that make the primary contribution to outer k-space data. The natural tissue-boundary sparsity in the human anatomy may introduce considerable outer k-space data correlation. In parallel imaging, reconstruction operators (e.g. SENSE unfolding matrix, GRAPPA linear weights, or SPIRiT self-consistent weights) are calculated from central k-space calibration data and used to reconstruct the whole k-space. Because of the dominance of data correlation associated with coil sensitivity encoding in central k-space, parallel imaging performance relies on and is limited by a multi-channel coil array. The presented work gives a gain over parallel imaging because image reconstruction uses both coil sensitivity encoding and outer k-space tissue-boundary sparsity through the estimate of k-space variant correlation functions from the data in every local region. For the same reason, this gain is not expected in central k-space reconstruction that relies only on coil sensitivity encoding, but primarily in outer k-space reconstruction that can benefit from tissueboundary sparsity. It can be seen that correlation imaging and SAKE give comparable reconstruction errors in most of the central k-space, because they both rely on data correlation associated with multi-channel coil sensitivities. In contrast, correlation imaging gives considerably lower outer kspace reconstruction errors than ESPIRiT because outer k-space region-by-region reconstruction benefits from data correlation associated with tissue-boundary sparsity through the estimate of k-space variant correlation functions. It should be mentioned that the gain of correlation imaging over SENSE, GRAPPA and SPIRiT also arises from outer k-space reconstruction although their k-space reconstruction errors are not presented. This is straightforward because these conventional techniques require fully sampled central k-space data for calibration and have zero or minor central k-space reconstruction errors.
From a different perspective, correlation imaging with k-space variant correlation functions is a shift-variant system that offers the ability to optimize k-space reconstruction in a region-by-region fashion. Most conventional techniques use a single set of operators to reconstruct all the data and may be considered as a linear shift-invariant system. As a single set of reconstruction operators cannot take into account the k-space variation of neighboring data correlation-associated tissue-boundary sparsity, the local k-space reconstruction is not optimized. This explains Figure 5 , which shows that ESPIRiT reconstruction, although providing good error convergence for the whole outer k-space reconstruction, does not converge well in several local outer k-space regions. With k-space variation, a shift-variant system gives a better solution to image reconstruction than a linear shift-invariant system.
k-Space Partition and Computation Cost
Computation is a practical concern in iterative region-byregion reconstruction. From Eq. [4] , it can be seen that every iteration needs a correlation imaging operation with the computation cost comparable to that of SENSE or GRAPPA. The total computation cost is therefore approximately (iteration number) Â (region number) times higher than SENSE or GRAPPA. Ideally, correlation functions should be point-wise different (i.e., every missing k-space data sample should be calculated with different correlation functions). With a region number equal to the number of missing samples, however, the computation cost is high. To reduce the computation cost, k-space may be divided into a number of local regions (e.g., 17 regions in Fig. 3 ). In the presented experiments, this k-space partition is found to be sufficient for generating a gain over parallel imaging in outer k-space reconstruction. The computation cost is also affordable: the reconstruction of a set of 8-channel 200 Â 200 2D images needs approximately 500 ms using MATLAB (MathWorks, Natick, MA) on a workstation with 2.80 GHz Intel Xeon CPU. This computation burden is approximately five times higher than that of linear methods (GRAPPA or SENSE), comparable to that of nonlinear GRAPPA (45) , and approximately 20% of that   FIG. 9 . The k-space reconstruction error maps of SAKEþESPIRiT and correlation imaging in the reconstruction experiments on publicly available brain imaging data (left column), 2D brain imaging data (center column), and 3D brain imaging data (right column). The maps for two different reconstruction methods are presented in the same scale. It can be seen that two methods give comparable errors in central k-space, whereas correlation imaging gives considerably lower errors in outer k-space, indicating the gain of correlation imaging over parallel imaging arises primarily from improved outer k-space reconstruction Because of the use of data correlation associated with tissue-boundary sparsity.
FIG. 10. Using the 2D brain imaging data with an outer k-space undersampling factor of 6, correlation imaging with k-space variant correlation functions (presented work) is compared to wavelet-space correlation imaging (42) and basic correlation imaging in combination with total variation penalty (40, 41, 46) . Here, the reconstruction experiments are performed with the same parameters as those in Figure  6 . The top row shows the reference image (most-left column) and the reconstructed images with reconstruction errors at the rightbottom corners. The bottom row shows the zoomed-in images (image details) located in the rectangular boxes on the top row. With respect to the reference (most-left column), the presented approach preserves image details better than the other methods (marked by the arrow) Because of improved outer k-space reconstruction.
of many non-linear methods such as SPIRiT or SAKEESPIRiT. It is not as high as expected because the data size of a local region is much smaller than that of the whole k-space, and with less data in region-by-region reconstruction, every correlation imaging iteration runs faster than a standard SENSE or GRAPPA. Similar to parallel imaging, it is apparent that this computation cost may change greatly if the number of channels is high (e.g., 32 or 64).
Advantages in Preserving Image Details
The presented work is based on the mathematical framework (Eqs. [1] [2] [3] ) of correlation imaging (40, 41) and the finding of k-space variation of correlation functions associated with tissue-boundary sparsity (42) . Its major contribution is the development of a self-calibrated iterative algorithm that allows for the estimation of k-space variant correlation functions without calibration data and enables region-by-region reconstruction for improved outer k-space reconstruction. It should be noted that many advanced image reconstruction techniques also take into account tissue-boundary sparsity using totalvariation penalty (46) . Compared with total-variation penalty and previous correlation imaging techniques, the presented approach is advantageous for the preservation of image details. Figure 10 shows an example of image reconstruction with the 2D brain imaging data. Here, the presented approach is compared to the wavelet-space correlation imaging (42) and the basic correlation imaging with total variation penalty (40, 41, 46) . It can be seen that all three methods generate comparable errors and artifact and/or noise level. However, the presented approach gives better performance in image-detail preservation. This benefit should be attributed to the iterative reconstruction with regionally different correlation functions in outer k-space reconstruction. It should be pointed out that iterative algorithm plays a critical role as the converged reconstruction is dependent primarily on the constraints of POCS, and this avoids the propagation of errors from the central to the outer k-space in region-by-region reconstruction.
