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Abstract. In the fuzzy set theory introduced by Zadeh (1965), membership de-
gree of a fuzzy set is determined by a static membership function, i.e., it does 
not change over time. To improve this condition then Wang introduced the dy-
namic fuzzy logic. In this concept, the membership degree of a fuzzy set is 
changing over the time. Intan and Mukaido (2002) introduced the knowledge-
based fuzzy set, by means that the membership degree of a set is dependent on 
the knowledge of a person. Since the knowledge of a person is not static, the 
knowledge-based fuzzy set can be measured dynamically over time, so that we 
have the knowledge-based dynamic fuzzy set.  In this paper, we approximate 
the learning process as a knowledge-based dynamic fuzzy set. We consider that 
the process of learning is dependent on the knowledge of a person from time to 
time so that we can model the learning process is a Markov process of dynamic 
knowledge. Additionally, using the triangular fuzzy number, we follow Yabuu-
chi et al. (2014), for modelling the time difference in the dynamic knowledge 
fuzzy set as an autoregressive model of order one. 
Keywords: Learning curve, Fuzzy dynamic, Knowledge-based fuzzy set, Mar-
kov process, Autoregressive. 
1 Introduction 
When life is started then the learning process has begun. The life is not only the life of 
a human being, but also, for example, the life of machines, organization, enterprises, 
and society. In the learning process, either people or machines, need to do the same 
task repeatedly in a series of trials and errors. By doing many exercises, knowledge 
will be learned over time. The learning curve shows the rate of, e.g., a person, a ma-
chine, enterprise’s, progress in gaining experience or a new skill. It shows the changes 
over time or processing cost used in gaining experiences. 
So far, there exist several mathematical models for representing the learning curve 
as the function of experience.  The common function that is used to figure the general 
form of all learning curves is the S-curve or the sigmoid function.  This curve accu-
mulates the small steps at first slowly and then gradually it moves faster, as the learn-
ing activity mature and reaches its limit. Kucharavy and De Guio (2011), resumed the 
application of the S-shaped curve, or the sigmoid curve in several types of learning, 
mainly, in the inventive problem solving, innovation and technology forecasts. Jónás 
(2007), explained the growth of the learning process in manufacturing and service 
management. He also extended the concept of reliability, derived from fuzzy theory. 
Some learning processes can also represent by exponential functions, especially if 
the proficiency can increase without limit. Ellis et al. (2016) depicted the student’s 
emerging understanding as exponential growth. In this paper, Ellis et al. exhibited the 
student’s thinking and learning over time to a set of tasks and activities given by the 
instructors.  The exponential function represents most of the students' learning growth 
since we all hope that their proficiency is increasing without limit. Another way to 
present the learning phenomena is using the power law function. In this point of view, 
learning is considered as repetitive tasks, so that the more repetitive has done, the 
smaller the time needed to learn that task. Tanaka et al. (1986), used the fuzzy regres-
sion model for analyzing the learning process. Since the learning process can also be 
seen as the process of a person or a machine gain knowledge, in this paper, we pro-
posed a dynamic knowledge-based fuzzy set, for representing the learning curve. 
 
2 Knowledge-based Dynamic Fuzzy Set 
In general, at least there are two types of uncertainty, that is the fuzziness and the 
randomness (Intan and Mukaido, 2002). The randomness is usually measured using 
the probabilistic measure, while the fuzziness is measured using membership degrees 
of elements. In 1965, Zadeh (1965, 1990), introduced the fuzzy set. In this set, the 
membership degrees of elements are represented by a real number in an interval [0,1]. 
The membership degrees of a set is not always the same along the time. People can 
change their mind, so that they may have the different measurement to the same ob-
ject from time to time. By these characteristics, then the membership degrees of an 
object is dynamic. 
Researchers in the fuzzy logic, see the dynamic problems from two sides. The first 
group of researchers (Li, 2008; Silva and Rosano, 2000, Leonid 2012), extended the 
dynamic terminology in the logic-process sense. While, the second group of research-
ers, the dynamic in the fuzzy set is represented as the changes of the membership 
degree as time series (Song and Chissom, 1993; Lee and Chou, 2004; Cheng and 
Chen, 2018). Intan and Mukaido (2002) stated that the membership degrees of ele-
ments in the fuzzy set are dependent on the knowledge of a person. Knowledge is 
essential for defining a fuzzy set.  
Intan et al. (2018) combined the knowledge-based fuzzy set and dynamic fuzzy set 
to be a knowledge-based dynamic fuzzy set. 
Definition 1: let 𝑈 = {𝑢1, … , 𝑢𝑛} be a set of elements and 𝐾 = {𝑘1, … , 𝑘𝑚}be a 
set of knowledge. A fuzzy set 𝐴 in 𝑈 based on a knowledge 𝑘𝑖 ∈ 𝐾 at time 𝑡 ∈ 𝑇, 
where 𝑇  is the set of time is notated as 𝑘𝑖(𝑡, 𝐴)). To simplify the notation, the 
𝑘𝑖(𝑡, 𝐴)is also defined as the membership function which map 𝑈 to a closed interval 
[0,1]. This mapping can be written as the membership function of a fuzzy set as fol-
low: 
 
 𝑘𝑖(𝑡, 𝐴): 𝑈 → [0,1] (1) 
A fuzzy set 𝐴 on 𝑈 can be written as a fuzzy information table (see Table 1), where 
𝐾(𝑡, 𝐴) = {𝑘1(𝑡, 𝐴), … , 𝑘𝑚(𝑡, 𝐴)} is a knowledge-based dynamic fuzzy time set of 
𝐴 
Table 1. Knowledge-based Fuzzy Set of A 
𝑲(𝒕, 𝑨) 𝒖𝟏 … 𝒖𝒏 
𝒌𝟏(𝒕, 𝑨) 
⋮ 
𝒌𝒎(𝒕, 𝑨) 
𝒌𝟏(𝒕, 𝑨)(𝒖𝟏) … 𝒌𝟏(𝒕, 𝑨)(𝒖𝒏) 
⋮           ⋱           ⋮ 
𝒌𝒎(𝒕, 𝑨)(𝒖𝟏) … 𝒌𝒎(𝒕, 𝑨)(𝒖𝒏) 
 
 
where 𝒌𝒊(𝒕, 𝑨)(𝒖𝒋) ∈ [𝟎, 𝟏] is the membership degree of ele-
ment 𝒖𝒋 in the fuzzy set 𝑨 which is measured using knowledge 𝒌𝒊 
at time 𝒕. 
3 Learning curve as a knowledge-based dynamic fuzzy set. 
Supposing knowledge of learners on measuring an object A at time t is independent to 
each other, then we can state that 𝑘𝑙(𝑡, 𝐴) is independent to 𝑘𝑚(𝑡, 𝐴), 𝑙 ≠ 𝑚. Howev-
er, knowledge of a learner on measuring an object A at time 𝑡𝑖 is dependent on the 
basic knowledge that he or she has, let say 𝑘𝑙(𝑡0, 𝐴). Additionally, it is also dependent 
on the knowledge that he or she gains during the process of learning 𝑘𝑙(𝑡𝑖−𝑗 , 𝐴), 𝑗 =
1, … , 𝑖.  For simplicity, we will write this learning process as 𝑘(𝑡𝑖 , 𝐴), 𝑖 = 1, … , 𝑇.  
Therefore, in this paper, we propose to define the learning curve as a knowledge-
based dynamic fuzzy set. The curve can be represented as the dynamic process of 
knowledge of a person in measuring an object, especially if the object is not in a crisp 
set. 
4 Knowledge-based dynamic fuzzy set-learning curve as a 
Markov process 
Since the process of learning is dependent on the knowledge of a person from time to 
time, we then can assume that the learning process is a Markov process of dynamic 
knowledge, that is: 
 𝑘(𝑡𝑖| 𝑡𝑖−1, … . , 𝑡0; 𝐴) =  𝑘(𝑡𝑖| 𝑡𝑖−1; 𝐴) (2) 
The equation (2) can be interpreted as the membership degree given by a person 
when he or she measures an object A at time 𝑡𝑖 given the membership degree based 
on his or her knowledge on the past is only dependent on the membership degree his 
or knowledge at a time. In the Markov model (2), we also can say that the person’s 
knowledge on measuring of an object is changing step by step. 
The Markov process in this model can be written as the autoregressive model of 
order one (Kallendberg, 2002). Since the learning process is not a stationary process, 
but it has the inclination, and settle at particular time, then the series of membership 
degree of knowledge should be adjusted by taking a difference at order one then, we 
have 
 𝑤(𝑡𝑖; 𝐴) =  ∆ 𝑘(𝑡𝑖; 𝐴) =   𝑘(𝑡𝑖; 𝐴) −  𝑘(𝑡𝑖−1; 𝐴) (3) 
 
Now, 𝑤(𝑡𝑖; 𝐴)can be modelled as the autogressive of order one, that is 
 
 𝑤(𝑡𝑖; 𝐴) =  𝜇 + 𝜙 𝑤(𝑡𝑖−1; 𝐴) + 𝜖 (4) 
 
There are several ways to model the fuzzy autoregressive models, Yabuuchi, et al. 
(2004), used the triangular fuzzy number for constructing the fuzzy autoregressive 
models.  Other models of fuzzy autoregressive were developed by Fukuda and Suna-
hara (1993). In this study, we follow the Yabuuchi et al. (2004) and defined 𝑤(𝑡𝑖; 𝐴) 
as a triangular fuzzy number with  𝑤(𝑡𝑖; 𝐴) =  (𝛼𝑡 , 𝛽𝑡 , 𝛿𝑡), 𝛼𝑡 ≤ 𝛽𝑡 ≤ 𝛿𝑡 
Following the Yabuuchi et al. (2014), the fuzzy autoregressive of order one can be 
defined as follow: 
 
 
?̃?(𝑡𝑖; 𝐴) =  𝜇 + 𝜙 𝑤(𝑡𝑖−1; 𝐴) + 𝜖          (5) 
 𝑤(𝑡𝑖; 𝐴) ⊆ ?̃?(𝑡𝑖; 𝐴), ?̃?(𝑡𝑖; 𝐴) =  (?̃?𝑡 , 𝛽𝑡 , 𝛿𝑡) (6) 
 
Defined the triangular fuzzy number 
 
 
𝑢 = (𝑢𝛼 , 𝑢𝛽 , 𝑢𝛿)           (7) 
 
To minimize the ambiguity of the model, then: 
 
 Minimize ∑ (𝛿𝑡 − ?̃?𝑡)
𝑇
𝑡=2  (8) 
s.t.  𝛼𝑡 ≥ ?̃?𝑡 , 𝛿𝑡 ≤  𝛿𝑡 , 𝑡 = 2, … , 𝑇  
              𝑢𝛼 ≤ 𝑢𝛿   
and the parameter, ϕ, can be estimated via Yule Walker estimate (Brockwell and 
Davis, 1991).  
 
Conclusion 
In this paper, we proposed the knowledge-based dynamic fuzzy set, to represent the 
learning process. The propose learning curve can be applied to measure the learning 
process for recognizing objects when a person is not certain about his or her judg-
ment, e.g. “about 10 meters”, “about 25 years”, “about 36 Kg”, and so on, or if the 
objects are not in the crisp set, e.g., “smooth”, “big”, “large”, and so on. Additionally, 
we also model the learning curve as a Markov process and applied the fuzzy auto-
regressive model of Yabuuchi et al. (2004) for modelling the function of a learning 
curve. In the future research, we will consider the dependency on the knowledge of 
other people in the learning process. We also will relax the assumption in the Markov 
process, so that the dependencies in the autoregressive is not only in order one. 
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