We numericaly demonstrate that, in double well models, the autocorrelation time of open path integral Monte Carlo simulations can be much smaller compared to standard ones using ring polymers. We also provide an intuitive explanation based on the role of instantons as transition states of the path integral pseudodynamics. Therefore we propose that, in all cases when the ground state approximation to the finite temperature partition function holds, open path integral simulations can be used to accelerate the sampling in realistic simulations aimed to explore nuclear quantum effects.
I. INTRODUCTION
Nuclear quantum effects (NQE) are of utmost importance in a broad class of compounds containing light atoms. For example, due to the pivotal role of the hydrogen bond, the zero point motion of the protons strongly affects the description of water and related aqueous system even at room temperature [1] [2] [3] [4] . Moreover, under particular conditions, such as high pressure 5 or adsorption on surfaces 6 , also proton tunneling events 7 occur frequently and change the physics of the systems. NQE are also essential for describing, even at the qualitative level, the phase diagram of high pressure hydrogen, the simplest condensed matter system [8] [9] [10] [11] [12] . Here, the tiny free energy differences between competing crystal structures, computed with the classical nuclei approximations, implies that the inclusion of NQE reorders the energetically favourable lattices at any given pressure. The most important consequence concerns the long sought lowtemperature metallization of dense hydrogen [13] [14] [15] which, in the solid phase, crucially depends on the lattice structure. NQE are also important in the dense liquid phase up to temperatures of 2000 K, as they may explain residual differences between numerical simulations 11, 16, 17 and experiments 18 concerning the molecular dissociation and metallization in the fluid phase.
Path integral Monte Carlo (PIMC) and path integral molecular dynamic (PIMD) simulations are the most popular approach in realistic simulations to reproduce NQE as far as equilibrium properties are concerned. These methods directly arise from the Feynman path integral formulation of quantum mechanics and are able to simulate exactly the quantum statistic when the distinguishable particles approximation holds, as in the above condensed matter systems examples.
To briefly introduce this technique we start from the a) gmazzola@phys.ethz.ch expression for the partition function Z:
where x is the quantum particle coordinate (the generalization to arbitrary dimensions is straightforward), β = 1/k B T is the inverse temperature and H is the Hamiltonian of the system. We first notice that the operator e −βH corresponds to an evolution in imaginary time β. We employ the Trotter-Suzuki approximation, which is based on the possibility to neglect to commutator between the non-commuting terms of H = T + V (with [T, V ] = 0), if the imaginary propagation time, τ , is small, i.e. e −τ (T +V ) ≈ e −τ T e −τ V . In typical condensed matter Hamiltonians, T = 1/2m ∂ 2 /∂x 2 is the kinetic operator, and V (x) is the potential energy, which can either be given by a empirical force fields or by ab-initio calculations, such as quantum Monte Carlo or density functional theory. Splitting the imaginary time evolution into P small time steps of length δ τ = β/P , the path integral expression for Eq. (1) then becomes
where
is the kinetic part and
, in the so-called primitive approximation. Notice that x 1 = x P (closed boundary conditions in imaginary time), for evaluating the trace of the density operator.
This provides an analogy between a quantum system and a classical system with an additional dimension: Eq. (2) is a classical configurational integral and the multidimensional object (x 1 , · · · , x P −1 ) ≡ x(τ ) can be viewed as a ring-polymer, whose elements are connected by springs. Each element is labeled by its position along the imaginary time axis, with 0 ≤ τ < β. We refer to the Ref. 19 for a detailed review of path-integrals. An essential feature of Eq. (2) is that the integrand is always positive, and hence the distribution exp have been discussed for a while [37] [38] [39] , and have recently gained attention in the completely different field of adiabatic quantum optimization. There, PIMC is employed to simulate and predict the behaviour of quantum annealing devices [40] [41] [42] which use quantum tunneling to solve combinatorial optimization problems 43, 44 . In particular, in Ref. 45 , tunneling events in a ferromagnetic ising model have been studied with PIMC. This spin system can ne described by an effective double well model and it has been numerically demonstrated that PIMC tunneling events occurs with a rate k which scales exactly, to leading exponential order, with the gap squared, ∆ 2 , of the system, i.e. of the tunneling splitting energy squared.
Moreover it has been also shown that, if path integrals with open boundary conditions (OBC) in imaginary time are employed, the tunneling rate scales simply with ∆, thus providing a quadratic speed-up over the standard PIMC approach. The simple picture that has been provided in Refs. 45 and 46 to understand this scaling lies into the instanton theory of tunneling. Below we sum-
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Let us start with the PIMC ( or equivalently PIMD) simulation, where we samples paths x(τ, t) at each update along the simulation time axis t, and these paths are distributed according the functional S(x(τ )) as in Eq. (2). We notice that, if the underlying pseudodynamics used to sample the paths is given by a first order Langevin dynamics, ∂x(τ, t)/∂t = −δS/δx(τ, t) + η(τ, t) this analogy between quantum statistic and classical statistical mechanics have been already worked out in the stochastic quantization approach by Parisi and Wu 47 in the context of Quantum Field Theory. Here, the velocity of the (deformations of) path ∂x(τ, t)/∂t , are linked to the generalized forces δS/δx(τ, t) and a gaussian white noise η(τ, t) satisfying the obvious fluctuation-dissipation relation. If the system displays bi-stable minima, then the transition state of the pseudodynamics is given by the point x T S (τ ) satisfying δS(x T S (τ ))/δx(τ ) = 0 and which is not already in one of the attraction basins corresponding to the two minima [47] [48] [49] [50] . Finding this transition state is generally very complicated, but in the case of a double well potential V (x) this can be done analytically. Here, the dominant contribution to the integral comes from the stationary action path x * * (τ ) (determined exactly by the condition δS(x(τ ))/δx(τ ) = 0) which is called instanton [51] [52] [53] . This trajectory in imaginary time corresponds to a particle moving in the inverted potential −V (x) (see Fig. 1 ) and it is possible to evaluate the action S at this point.
Following Ref. 45 the amplitude is given by
where x * (τ ) is the open trajectory which connects the two classical turning points under the barrier, near the minima, and ∆ is the tunneling splitting. Notice that, when computing the (diagonal) density matrix ρ(x) periodic boundary conditions (PBC) in imaginary time are required. Now the integral over the closed paths it is dominated by the imaginary time trajectory x * * (τ ) that moves under the barrier starting, reaches the turning point, and returns. Therefore the saddle point extimation of the integral gives a squared tunneling amplitude
due to the cost of creating an instanton and an antiinstanton (see Fig. 1 ). Coming back to the PIMC pseudodynamics, according to Kramers theory 54 , the escape rate is k ∝ e −S(x T S ) , and therefore k ∝ ∆ 2 if standard closed path integrals are used, whereas k ∝ ∆ if the paths are opened. In the following, in short, we will address the first approach as simply PBC, while the latter as OBC.
In this paper we extend the study of Ref. 45 from spin hamiltonians to continuous variables models, which are relevant for realistic quantum simulations. We demonstrate that the same quadratic speedup, in sampling tunneling events, occurs in a double well model, in which we can tune separately the width and the height of the energy barrier. We also show that it is possible to sample from ground state distribution |ψ 0 (x)| 2 by considering the center of the open-path x * (τ = β/2), whereas the tails x * (τ = 0), x * (τ = β) sample from the ground state distribution ψ 0 (x). Moreover, in the armonic case it is also possible to sample from correct finite temperature distribution ρ β (x) by using the center of the path.
In the following we provide some prototypical examples to demonstrate this feature.
III. DOUBLE WELL POTENTIAL
Let us consider the following one-dimensional double well potential,
with λ, x 0 > 0. We can separately tune the width and the height of the barrier, varying λ and x 0 . The energy barrier is ∆V = 1/4λ, and the distance between the two minima is d = 2(x 0 + 1/2λ) (see inset of Fig. 2 ) Decreasing λ reduces the energy splitting ∆, as the two wells become deeper and more separated. The parameter x 0 only increases the well separation but doesn't change the potential energy barrier. Following Ref. 45 we measure the mean first tunneling time (MFTT), defined as the number of MC updates required to find the system in the right well, if the particle is localized in the left one at the beginning of the simulation. From Fig. 2 when PBC are used, whereas it scales as 1/∆ for OBC, as the parameters x 0 and λ change. The exact gap value are obtained using a discrete variable representation (DVR) technique 55 . This scaling relation holds for PIMC with local Metropolis updates and PIMD with first and second order Langevin thermostats. As far as standard PIMC is concerned, this means that the scaling of tunneling rate in a double well model k ∝ ∆ 2 is correctly reproduced 56 . Therefore, we expect equilibrium PIMC or PIMD simulations to faithfully describe tunneling rate ratios as a function of the various control parameters, such as density, isotope masses and the accuracy of the potential energy surface V (x) which can be obtained by different electronic techinques 4,57-60 .
We find that for sufficiently low temperatures, it is possible to sample from the correct ground state distribution |ψ 0 (x)| 2 by considering the center of the open-path x * (τ = β/2), whereas the tails x * (τ = 0), x * (τ = β) sample from the ground state distribution ψ 0 (x). Notice that, in the PIGS 25 approach this would be the mixed distributution ψ 0 (x)ψ T (x), but in this case the trial wavefunction is ψ T (x) = 1. In Fig. 3 we see that it is possible to sample from the exact equilibrium distribution ρ(x) ≈ |ψ 0 | 2 while having a considerable speed-up in the sampling, using OBC and considering the replicas located in the center of the path. 
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FIG. 3.
(color online). Top panel: position distributions (histograms) obtained considering the center (blue) or the tail (orange) of the OBC path. The distributions are areanormalized respectively with the exact ρ(x) ≈ |ψ0| 2 distribution (red) and the exact ground state ψ0(x) (green). We plot only for x > 0 and we use x0 = 3 and λ = 0.14 in Eq. (5) . The difference between the sampled distrubutions and the reference ones are negligible. We perform simulations at low temperatures, β = 20 ∆V . Middle and lower panel: the position of the particle as the simulation progresses for PBC and OBC (both for center and tail). As expected the tunneling rate is much larger for OBC.
IV. HARMONIC OSCILLATOR AND FINITE TEMPERATURE SIMULATIONS
We next investigate the ability of OBC to simulate finite temperature properties. We consider a harmonic potential of the form V (x) = 1/2 mω 2 x 2 , with m = 1/2 and ω = 0.4. We perform simulations at temperatures respectively smaller and larger than energy gap ω. From Fig. 4 we see that the center of the OBC path still samples the exact thermal distribution ρ(x), which differs from the simple ground state density ψ 0 (x) 2 at large temperature. Unfortunately this property does not hold in the general case, for example, in the double well model considered above, we make an error of ≈ 10% in the sampled distribution, at a large temperatures T ∼ ∆V . Indeed, in this case, the trade-off between accuracy and speed-up has to be carefully checked for non-zero temperature simulations. 
FIG. 4. (color online)
. Position distribution for harmonic potential at two different temperatures. We sample the distribution at the center (blue) and at the tails (orange) of the open path. At low temperature (left panel) the distributions coincide respectively with the exact |ψ0| 2 (magenta) and |ψ0| (green) ones. Interestingly the center of the path still sample the correct finite temperature distribution ρ(x) (red) at larger temperature T > ω.
former technique is widely used to simulate nuclear quantum effects at finite temperature, the latter is also a well established approach -although less popular compared to its PBC counterpart -used to calculate ground state properties.
We have numerically demonstrated that the autocorrelation time of open paths simulations can be much smaller than the corresponding periodic case. In a double well model, characterized by quantum tunneling mechanism, we obtain a clear quadratic speedup as a function of the tunneling energy splitting ∆, which in turn is given by the shape of the potential energy barrier. This holds in both continuos space and spin models. We also provide an intuitive explanation based on the role of instantons in the PIMC pseudodynamics.
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