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Abstrakt
Ta´to bakala´rska pra´ca sa zaobera´ umelou inteligenciou v ra´mci hrania hier a ich vyuzˇitiu
v hre Ants. Vybrane´ meto´dy boli pouzˇite na vytvorenie bota v ra´mci medzina´rodnej su´t’azˇe
Google AI Challenge.
Abstract
This thesis deals with artificial intelligence in the playing games with the focus on the game
Ants. Selected methods were used to create bot in an international competition Google AI
Challenge.
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Kapitola 1
U´vod
Umela´ inteligencia (Artificial Intelligence) je pojem, ktory´ ma´ v su´cˇasnosti mnoho defin´ıci´ı.
Jednou z nich je napr´ıklad:
Umela´ inteligencia je odbor pocˇ´ıtacˇovej vedy, ktory´ sa zaobera´ automatiza´ciou
inteligentne´ho spra´vania.[4, s. 1]
S prudky´m pokrokom informacˇny´ch technolo´gi´ı v posledny´ch desat’rocˇiach sa predstava
inteligentny´ch strojov sta´va cˇoraz va¨cˇsˇou realitou. Umela´ inteligencia (AI) je kl’´ucˇovou tech-
nolo´giou v mnohy´ch dnesˇny´ch syste´moch, od bankovy´ch syste´moch, ktore´ sa snazˇia deteko-
vat’ podvody s kreditny´mi kartami, cez syste´my, ktore´ sa snazˇia rozumiet’ l’udskej recˇi, azˇ po
opekacˇ hrianok, ktory´ doka´zˇe detekovat’ cˇi je hrianka spa´lena´ alebo nie. Tieto technolo´gie
by dnes neexistovali bez vytrvale´ho vy´skumu umelej inteligencie v posledny´ch desat’rocˇiach.
Jednou z vy´znamny´ch oblast´ı uplatnenia konceptov umelej inteligencie su´ hry. Uzˇ od
zacˇiatkov umelej inteligencie bolo vel’mi popula´rne stavat’ cˇloveka verzus pocˇ´ıtacˇ. Hranie
hier ponu´ka dobre viditel’nu´ platformu pre tu´to u´lohu.
Ta´to pra´ca sa zameriava umelu´ inteligenciu a obzvla´sˇt’ na jej uplatnenie v hra´ch. Im-
plementacˇna´ cˇast’ pra´ce sa venuje tvorbe bota pre hru Ants, ktora´ bola zvolena´ ako hlavna´
hra v medzina´rodnej su´t’azˇi Google AI Challenge, ktoru´ kazˇdorocˇne organizuje americka´
univerzita University of Waterloo.
Kapitola 2 sa venuje sˇpecifika´cii hry a defin´ıcii proble´mov, ktory´m je nutne cˇelit’ v ra´mci
tvorby bota pre hranie tejto hry a taktiezˇ pravidla´m su´t’azˇe. V kapitole 3 su spomenute´
za´kladne´ pojmy a defin´ıcie, potrebne´ na pochopenie d’alˇs´ıch cˇast´ı tejto pra´ce. Kapitola 4 sa
venuje popisu roˆznych meto´d, algoritmov a pr´ıstupov k roˆznym typom proble´mov z umelej
inteligencie. Kapitola 5 sa potom podrobne venuje na´vrhu a implementa´cii bota pre danu´
hru.
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Kapitola 2
Hra Ants
Ta´to kapitola sa venuje popisu hry Ants a jej pravidlami. Oficia´lna sˇpecifika´cia hry v an-
gliˇstine je dostupna´ on-line [1].
2.1 Ants
Hra Ants je t’ahova´ strategicka´ multi-player hra odohra´vaju´ca sa na 2D mape. Hrac´ı engine
je zalozˇeny´ na klient-server architektu´re. Klienti (boti) zasielaju´ informa´cie o t’ahu, ktory´
chcu´ pra´ve vykonat’. Server vyhodnot´ı pozˇiadavky vsˇetky´ch hra´cˇov, vykona´ dane´ t’ahy a
zasˇle klientom spa¨t’ informa´cie o su´cˇasnom stave hry.
2.1.1 Za´kladne elementy hry
Obr. 2.1: Za´kladne´ elementy hry
Hracia mapa moˆzˇe pozosta´vat’ len z ty´chto elementov:
• Zem - Za´kladny´ element kazˇdej mapy. Predstavuje pole, po ktorom sa moˆzˇu mravce
pohybovat’. Na zemi sa moˆzˇe taktiezˇ behom hry generovat’ jedlo.
• Voda - Predstavuje preka´zˇku, po ktorej mravce nemoˆzˇu chodit’. V pr´ıpade ak sa mravec
poku´si vstu´pit’ na toto pol´ıcˇko, tak zomrie.
• Mravec - Jeden z najdoˆlezˇitejˇs´ıch prvkov. Hlavnou u´lohou mravcov je zbierat’ jedlo,
bojovat’ s ostatny´mi mravcami a doby´jat’ su´perove mraveniska´.
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• Jedlo - Na´hodny´ element kazˇdej hry. Slu´zˇi na generovanie novy´ch mravcov. V pr´ıpade,
ak mravec pristu´pi k jedlu, v mravenisku dane´ho hra´cˇa sa vytvor´ı novy´ mravec.
• Mravenisko - Z mraveniska sa rodia nove´ mravce. Kazˇdy´ hra´cˇ zacˇ´ına minima´lne
s jedny´m mraveniskom na zacˇiatku hry. Za dobytie nepriatel’ske´ho mraveniska z´ıskava
hra´cˇ body. Za stratu sa mu body strha´vaju´. V pr´ıpade, ak je mravenisko raz do-
byte´ mravcami ine´ho hra´cˇa, dane´ mravenisko nemoˆzˇe produkovat’ novy´ch mravcov.
Mravenisko je dobyte´ v pr´ıpade, ak nepriatel’sky´ mravec vystu´pi na mravenisko.
2.1.2 Parametre hry
Server definuje parametre kazˇdej hry rozoslan´ım informa´ci´ı vsˇetky´m hra´cˇom. Spra´va obsa-
huje tieto parametre:
• loadtime – Cˇas, ktory´ maju´ hra´cˇi na pr´ıpravu pred sˇtartom hry.
• turntime – Cˇas, ktory´ maju´ hra´cˇi na vykonanie jedne´ho t’ahu.
• rows - Pocˇet riadkov na danej mape.
• cols - Pocˇet st´lpcov na danej mape.
• turns - Maxima´lny pocˇet t’ahov pre danu´ mapu.
• viewradius2 - Vzdialenost’ urcˇuju´ca, ako d’aleko mravec vid´ı okolo seba umocnenena´
na druhu.
• attackradius2 – Rozsah, v ktorom moˆzˇu mravci na seba u´tocˇit’ umocneny´ na druhu´
• spawnradius2 – Rozsah, v ktorom mus´ı mravec byt’ od jedla aby ho mohol zobrat’
umocneny´ na druhu´.
• player seed - Seed pre genera´tor na´hodny´ch cˇ´ısel.
Na obra´zku 2.2 mozˇeme vidiet’ pr´ıklad vstupny´ch parametrov, ktore´ su´ zasielane´ serve-
rom vzˇdy na zacˇiatku hry.
turn 0
loadtime 3000
turntime 1000
rows 20
cols 20
turns 500
viewradius2 55
attackradius2 5
spawnradius2 1
player_seed 42
ready
Obr. 2.2: Pr´ıklad vstupny´ch parameetrov, ktore´ obdrzˇ´ı kazˇdy´ hra´cˇ na zacˇiatku hry
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2.1.3 Ciel’ hry
Ciel’om hry je z´ıskat’ najva¨cˇsˇ´ı pocˇet bodov. Body je mozˇne´ z´ıskat’/stratit’ za nasleduju´ce
akcie:
• Kazˇdy´ hra´cˇ zacˇ´ına s jedny´m bodom za kazˇde´ svoje mravenisko.
• Dobytie nepriatel’ske´ho mraveniska sa hodnot´ı za +2 body.
• Strata mraveniska sa hodnot´ı -1 bodom.
2.1.4 Priebeh hry
Priebeh kazˇdej hry moˆzˇeme zhrnu´t’ do nasleduju´cich krokov:
• Kazˇde´mu botovi su´ zaslane´ pocˇiatocˇne´ informa´cie o hre(presny´ forma´t pop´ısany´ v sek-
cii 2.1.2).
• Jednotlive´ t’ahy potom pozosta´vaju´ z nasleduju´cich udalosti:
– Server zasˇle hra´cˇom informa´cie o stave hry.
– Server pr´ıjme odpovede od hra´cˇov
– Server vykona´ zmeny na za´klade pr´ıkazov od hra´cˇov.
– Server skontroluje, cˇi nebola splnena´ nejaka´ podmienka ukoncˇuju´ca hru. (2.1.5)
2.1.5 Ukoncˇuju´ce podmienky hry
Hra skoncˇ´ı v pr´ıpade ak nastane jedna z nasleduju´cich situa´ci´ı:
• Food Not Being Gathered - Hra´cˇi nezbieraju´ jedlo. Hra bude ukoncˇena´, ak po dobu
150 t’ahov je celkovy´ pocˇet jedla na danej mape 90% a viac z celkove´ho pocˇtu mravcov
a jedla.
• Ants Not Razing Hills - Mravce neu´tocˇia na mraveniska´. Hra bude ukoncˇena´, ak po
dobu 150 t’ahov je pocˇet zˇivy´ch mravcov dominantne´ho hra´cˇa 90% a viac z celkove´ho
pocˇtu jedla a mravcov.
• Lone Survivor - Hra bude ukoncˇena´, ak je v hre uzˇ len jeden akt´ıvny hra´cˇ (ostatn´ı
hra´cˇi bud’ stratili vsˇetky´ch mravcov alebo nastala ina´ situa´cia, ktora´ ich vyradila
z hry).
• Rank Stabilized - Hra bude ukoncˇena´, ak neexistuje hra´cˇ, ktory´ by esˇte doka´zal zmenit’
poradie.
• Turn Limit Reached - Hra bude ukoncˇena´, ak bol dosiahnuty´ maxima´lny pocˇet t’ahov
pre danu´ mapu.
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2.1.6 Ukoncˇuju´ce podmienky pre hra´cˇa
Hra´cˇ moˆzˇe byt’ vyradeny´ z hry ak nastane jeden z nasleduju´cich pr´ıpadov:
• Hra´cˇ nema´ zˇiadnych zˇivy´ch mravcov.
• Hra´cˇov bot nereaguje alebo spadol.
• Bot Crash - Bot sa poku´sˇa o nejaku´ akciu, ktora´ nie je dovolena´ v pravidla´ch.
• Bot Timeout - Botov t’ah trva´ dlhsˇie ako je dovolene´.
2.1.7 Rozhodovanie su´bojov
V pr´ıpade, ak sa stretne viac nepriatel’sky´ch mravcov, docha´dza k su´boju. Su´boj sa vyhod-
nocuje podl’a nasleduju´cich pravidiel:
• Mravec A bude zabity´ mravcom B v pr´ıpade, ak mravec B je obklopeny´ mensˇ´ım alebo
rovnaky´m pocˇtom nepriatel’ov ako mravec A.
• Mravec A zabije mravca B v pr´ıpade, ak nepriatel’sky´ mravec B je obklopeny´ va¨cˇsˇ´ım
alebo rovnaky´m pocˇtom nepriatel’ov ako mravec. A
Na obra´zku 2.3 moˆzˇeme vidiet’ pr´ıklad vyhodnocovania su´bojov v roˆznych situa´cia´ch.
Vel’ky´mi p´ısmenami su´ oznacˇene´ mravce podl’a pr´ıslusˇnosti k hra´cˇovi (A - mravce patriace
hra´cˇovi A). Cˇ´ıslami je vyznacˇeny´ pocˇet nepriatel’sky´ch mravcov v okol´ı dane´ho mravca a
p´ısmenom X su´ oznacˇene´ mravce, ktore´ su´boj neprezˇili.
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..... ..... .....
.A.B. -> .1.1. -> .x.x. Jeden na jedne´ho.
..... ..... ..... Zomru´ obaja.
...B. ...1. ...B.
.A... -> .2... -> .x... Dvaja na jedne´ho.
...B. ...1. ...B. Zomrie mravec A.
...B. ...2. ...x.
.A... -> .2... -> .x... 1vs1vs1.
...C. ...2. ...x. Zomru´ vsˇetci.
..... ..... .....
A.B.C -> 1.2.1 -> A.x.C Ant Sandwich.
..... ..... ..... Zomrie len mravec B.
...B. ...3. ...x.
.A.A. -> .2.2. -> .A.A. 1vs2vs1.
...C. ...3. ...x. Zomrie mravec B a C.
AAAAAAAAA 013565310 AAxxxxxAA 9vs6.
...BBB... -> ...555... -> ...xxx... Prezˇiju´ 4 mravce A
...BBB... ...333... ...xBx... a jeden mravec B.
Obr. 2.3: Pr´ıklady vyhodnocovania su´bojov
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2.1.8 Rodenie novy´ch mravcov
Novy´ mravec sa mozˇe narodit’ v pr´ıpade, ak niektory´ zo zˇivy´ch mracov na´jde jedlo, ak
hra´cˇ ma´ mravenisko, ktore´ esˇte nebolo dobyte´ alebo ak mravenisko nie je pra´ve blokovane´
nejaky´m iny´m mravcom. V kazˇdom t’ahu sa moˆzˇe narodit’ maxima´lne jeden mravec na
jednom mravenisku. V pr´ıpade, ak je mravenisko v danom momente blokovane´, jedlo sa
ulozˇ´ı do mraveniska, a novy´ mravec sa narod´ı pri najblizˇsˇej pr´ılezˇitosti ked’ bude mravenisko
vol’ne´.
Na niektory´ch mapa´ch je mozˇne´ zacˇat’ s viacery´mi mraveniskami. V takom pr´ıpade
je doˆlezˇite´ rozhodnu´t’, v ktorom mravenisku sa ma´ dany´ mravec narodit’. Rozhoduje sa
len medzi mraveniskami, ktore´ nie su´ pra´ve blokovane´. Majme pr´ıklad, kde hra´cˇ vlastn´ı
3 mraveniska´ A, B a C. Jeden z hra´cˇovy´ch mravcov na´jde jedlo. V danom momente je
mravenisko A obsadene´ iny´m mravcov a mraveniska´ B a C su vol’ne´. Vyberie sa mravenisko
s najva¨cˇsˇ´ım cˇasom od narodenia posledne´ho mravca. Predpokladajme, zˇe v nasˇom pr´ıpade
sa v mravenisku B narodil posledny´ mravec pred 3 t’ahmi a v mravenisku C pred 4 t’ahmi.
Mraveniskom, vybrany´m pre narodenie, by potom bolo mravenisko C. V pr´ıpade, ak by bol
dany´ u´daj rovnaky´ vo vsˇetky´ch mraveniska´ch, vyberie sa na´hodne´ mravenisko.
2.2 Google AI Challenge
Google AI Challenge je medzina´rodna´ su´t’azˇ v programovan´ı umelej inteligencie. Su´t’azˇ
bola poˆvodne organizovana´ len na University of Waterloo. Od roku 2010 zacˇala tu´to su´t’azˇ
oficia´lne podporovat’ firma Google a odvtedy je su´t’azˇ otvorena´ kazˇde´mu kto sa chce zu´cˇastnit’.
Zu´cˇastnit’ sa moˆzˇe takmer kazˇdy´. Po jednoduchej registra´cii je nutne´ stiahnut’ sˇtartovac´ı
bal´ıcˇek, ktory´ je dostupny´ v mnohy´ch programovac´ıch jazykoch (Ada, C#, C++, Clojure,
CoffeeScript, Common Lisp, D, Dart, Go, Haskell, Java, JavaScript, Lua, OCaml, Octave,
Pascal, Perl, Python, PHP, Racket, Ruby, Scala, Tcl, Visual Basic). V predcha´dzaju´cich
rocˇn´ıkoch su´t’azˇe boli pouzˇite´ hry Tron a Planet Wars.
Su´t’azˇ prebieha v dvoch kola´ch. Prve´ kolo zvycˇajne trva´ niekol’ko ty´zˇdnˇov, pocˇas ktory´ch
ma´ kazˇdy´ mozˇnost’ zaregistrovat’ sa a pridat’ svojho bota do su´t’azˇe. Botovia su´ pocˇas tejto
prvej fa´zy pu´sˇt’an´ı hrat’ medzi sebou a su´t’azˇiaci maju´ mozˇnost’ sledovat’ za´znamy hier a
upravovat’ svojho bota. Po skoncˇen´ı prve´ho kola sa uzavrie mozˇnost’ registra´cie a upravova-
nia botov. Sko´re vsˇetky´ch hra´cˇov sa vynuluje a zacˇne druha´ fina´lna fa´za su´t’azˇe. Ta´to fa´za
trva´ niekol’ko dn´ı, pocˇas ktory´ch uzˇ nie je mozˇne´ robit’ zˇiadne zmeny. Po ukoncˇen´ı tejto
cˇasti su´t’azˇe sa vyhodnot´ı fina´lna listina vy´sledkov a ozna´mia sa v´ıt’azi.
9
Kapitola 3
Za´kladne´ pojmy
V tejto kapitole uvediem za´kladne´ defin´ıcie z oblasti umelej inteligencie, ktore´ su´ nutne´
pre spra´vne pochopenie nasleduju´cich kapitol. Pojmy a defin´ıcie v tejto kapitole su´ cˇerpane´
z [4], [7] a [9]
Defin´ıcia 3.0.1 (Orientovany´ Graf)
Orientovany´ graf G je usporiadana´ dvojica G = (N,E), kde N je nepra´zdna konecˇna´
mnozˇina vrcholov grafu {N1, N2, N3, . . . Nn} a E je mnozˇina usporiadany´ch dvoj´ıc typu
(N1, N2), kde N1, N2 ∈ N a za´rovenˇ N1 6= N2.
Defin´ıcia 3.0.2 (Cesta v grafe)
Usporiadana´ postupnost’ uzlov [N1, N2, N3, . . . Nn], kde kazˇda´ dvojica [Ni, Ni+1] reprezen-
tuje hranu Ej = (Ni, Ni+1). Dl´zˇka takejto cesty je n− 1.
Defin´ıcia 3.0.3 (Stavovy´ priestor (1))
Stavovy´ priestor je sˇtvorica (N,E, S,G), kde
• N je mnozˇina vsˇetky´ch mozˇny´ch stavov danej u´lohy N = N1, N2, N3, . . .}.
• A je mnozˇina hra´n/opera´torov A = {A1, . . . , Aj}, reprezentuju´cich prechody medzi
stavmi.
• S je nepra´zdna podmnozˇina N (S ⊂ N), obsahuju´ca pocˇiatocˇne´ stavy u´lohy.
• G je nepra´zdna podmnozˇina N (G ⊂ N), obsahuju´ca konecˇne´ stavy u´lohy.
Defin´ıcia 3.0.4 (Stavovy´ priestor (2))
Stavovy´ priestor je orientovany´ graf, kde uzly predstavuju´ vsˇetky stavy danej u´lohy a hrany
medzi uzlami predstavuju´ prechody medzi ty´mito stavmi.
Defin´ıcia 3.0.5 (U´loha/Proble´m)
Proble´m je dvojica (S0, G), kde S0 ∈ S je pocˇiatocˇny´ stav dane´ho proble´mu a G ⊂ S je
mnozˇina ciel’ovy´ch stavov.
Defin´ıcia 3.0.6 (Riesˇenie u´lohy/proble´mu)
Riesˇen´ım proble´mu je cesta v grafe z pocˇiatocˇne´ho stavu do koncove´ho stavu
Defin´ıcia 3.0.7 (U´plnost’ algoritmu)
Algoritmus nazy´vame u´plny´, ak vzˇdy na´jde riesˇenie proble´mu, ak existuje.
10
Defin´ıcia 3.0.8 (Optima´lnost’ algoritmu)
Algoritmus je optima´lny, ak vzˇdy na´jde najlepsˇie riesˇenie.
Defin´ıcia 3.0.9 (Cˇasova´ zlozˇitost’ algoritmu)
Cˇasova´ zlozˇitost’ algoritmu vyjadruje za´vislost’ cˇasu, ktore´ pr´ıslusˇny´ algoritmus potrebuje
na vyriesˇenie proble´mu, od vel’kosti vstupu.
Defin´ıcia 3.0.10 (Pama¨t’ova´ zlozˇitost’ algoritmu)
Vlastnost’ algoritmu vyjadruju´ca pocˇet u´dajov, ktore´ si treba pama¨tat’ pri realiza´cii algo-
ritmu v za´vislosti na vel’kosti vstupny´ch u´dajov.
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Kapitola 4
Pr´ıstupy umelej inteligencie
k riesˇeniu proble´mov
Ta´to kapitola sa zaobera´ roˆznymi meto´dami, algoritmami a pr´ıstupmi z oblasti umelej inteli-
gencie. V su´cˇasnosti moˆzˇeme rozdelit’ umelu´ inteligenciu do mnohy´ch odvetv´ı ako napr´ıklad:
spracovanie obrazu (image processing), strojove´ ucˇenie (machine learning), multi agentne
a distribuovane syste´my (multi-agent systems), spracovanie prirodzene´ho jazyka (natural
language processing), neuro´nove´ siete (neural networks) a mnoho d’alˇs´ıch. V tejto kapitole
spomeniem len zopa´r z ty´chto odvetv´ı, ktore´ su´ relevantne´ v ra´mci tvorby umelej inteligencie
pre hranie hier.
4.1 Klasicka´ umela´ inteligencia
Snazˇ´ı sa modelovat’ kognit´ıvne procesy na najvysˇsˇej u´rovni (odvodzovanie, pla´novanie,
vn´ımanie situa´cie, dedukcia a pod.) Riesˇenie u´loh je zva¨cˇsˇa zalozˇene´ na prehl’ada´van´ı
roˆznych mozˇnost´ı, v ktory´ch sa moˆzˇe dana´ u´loha nacha´dzat’. [2]
4.1.1 Neinformovane´ meto´dy prehl’ada´vania stavove´ho priestoru
Ta´to skupina meto´d prehl’ada´vania stavove´ho priestoru prehl’ada´va slepo bez vyuzˇitia ne-
jakej vlastnosti ohl’adne proble´mu.
BFS - Breadth-First Search
Prehl’ada´vanie do sˇ´ırky je jednoducha´ strate´gia, v ktorej je korenˇovy´ uzol rozgenerovany´
ako prvy´, na´sledne vsˇetci na´stupcovia korenˇove´ho uzla, potom ich na´stupcovia, a tak d’alej.
Vsˇeobecne plat´ı, zˇe vsˇetky uzly rozsˇ´ırene´ v danej h´lbke vyhl’ada´vacieho stromu su´ rozgene-
rovane´ pred ty´m, nezˇ sa prejde na uzly d’alˇsej u´rovne. Toto je dosiahnute´ vel’mi jednoducho
pomocou FIFO fronty. Nove´ Uzly, (ktore´ su´ vzˇdy hlbsˇie ako ich rodicˇia), idu´ vzˇdy na koniec
fronty, a stare´ uzly, ktore´ su´ vo vysˇsˇej u´rovni nezˇ nove´ uzly, sa rozgeneruju´ ako prve´. [7,
s. 81] Tento algoritmus je optima´lny. Vzhl’adom k tomu, zˇe vzˇdy sku´ma vsˇetky uzly na
u´rovni n pred pokracˇovan´ım na u´rovenˇ n+1, prehl’ada´vanie do sˇ´ırky na´jde najkratsˇiu cestu
k ciel’u. Nevy´hodou je mnozˇstvo vygenerovany´ch uzlov v pr´ıpade ak riesˇenie lezˇ´ı hlboko.[4]
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Obr. 4.1: Poradie prehl’ada´vania pri meto´de Breadth First Search
UCS - Uniform Cost Search
Ta´to meto´da je zalozˇena´ na predcha´dzaju´cej meto´de (Breadth First Search), avsˇak s ty´m
rozdielom, zˇe berie do u´vahy cenu prechodu z jedne´ho uzlu do druhe´ho. Pri vy´bere prvku
z fronty, vzˇdy vybera´ uzol s najnizˇsˇou cenou cesty. Meto´du Breath First Search moˆzˇeme
cha´pat’ aj ako sˇpecia´lnu variantu Uniform Cost Search, kde cena kazˇde´ho prechodu je rov-
naka´. Rovnako ako meto´da Breadth First Search aj Uniform Cost Search, je optima´lna
meto´da.[6]
DFS - Depth-First Search
Prehl’ada´vanie do h´lbky, ako napoveda´ na´zov, vzˇdy rozsˇiruje najhlbsˇ´ı uzol vo vyhl’ada´vacom
strome. Priebeh hl’adania je zna´zorneny´ na obra´zku 3.16. Rozgenerovane´ su´ vzˇdy prvky
na najhlbsˇej u´rovni vyhl’ada´vacieho stromu. Ked’ tieto uzly nemaju´ zˇiadneho na´stupcu,
pokracˇuje sa na d’alˇs´ı najhlbsˇ´ı uzol v strome. Implementa´cia tohto algoritmu vyuzˇ´ıva LIFO
frontu (posledne´ pridane´ uzly su´ vybrane´ na rozgenerovanie ako prve´). [7, s. 86] Tento
algoritmus na rozdiel od Breadth First Search nie je optima´lny. Depth First Search sa moˆzˇe
dostat’ hlboko do stavove´ho priestoru a odignorovat’ optima´lnejˇsie riesˇenie alebo dokonca
aj stratit’ sa v nekonecˇnej h´lbke stavove´ho priestoru. Na druhej strane, vy´hodou algoritmu
je mensˇ´ı pocˇet rozgenerovany´ch uzlov ako v pr´ıpade meto´dy Breadth First Search. Ak je
zna´me, zˇe riesˇenie bude lezˇat’ hlboko v strome, DFS nebude stra´cat’ cˇas a pama¨t’ vytva´ran´ım
a prehl’ada´van´ım uzlov vo vysˇsˇ´ıch u´rovniach stromu.
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Obr. 4.2: Poradie prehl’ada´vania pri metode Depth First Search
DLS - Depth Limited Search
Varia´cia meto´dy Depth First Search. Ta´to meto´da sa snazˇ´ı riesˇit’ proble´m nekonecˇne´ho
zanorenia meto´dy Depth First Search urcˇen´ım maxima´lnej u´rovne zanorenia. Je to obzvla´sˇt’
vy´hodna´ meto´da, najma¨ v pr´ıpade, ak vieme priblizˇnu´ u´rovenˇ zanorenia dane´ho riesˇenia.
Avsˇak ta´to meto´da nemus´ı byt’ kompletna´ v pr´ıpade, ak riesˇenie lezˇ´ı hlbsˇie, ako je nastavena´
maxima´lna h´lbka zanorenia.
IDS - Depth-First Search with Iterative Deepening
Meto´da postupne´ho zanorenia sa snazˇ´ı na´jst’ najlepsˇ´ı h´lbkovy´ limit pomocou postupne´ho
zvysˇovania h´lbky zanorenia azˇ ky´m nena´jde ciel.
Backtracking
Dˇalˇsia z varia´ci´ı meto´dy Depth First Search, v ktorej sa pri generovan´ı nasledovn´ıkov dane´ho
uzlu generuje vzˇdy len jeden a iba v pr´ıpade neu´spechu sa generuje d’alˇs´ı. Najva¨cˇsˇia vy´hoda
tejto meto´dy je v extre´mne malej pama¨t’ovej na´rocˇnosti, ked’zˇe pocˇas cele´ho prehl’ada´vania
su´ v pama¨ti ulozˇene´ iba uzly aktua´lnej cesty. Nevy´hodou tejto meto´dy (rovnako ako pri
meto´de Depth First Search) je, zˇe nie je optima´lna a cˇasova´ zlozˇitost’ je exponencia´lna.
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4.1.2 Informovane´ meto´dy prehl’ada´vania stavove´ho priestoru
Ta´to skupina meto´d prehl’ada´vania stavove´ho priestoru je vy´znacˇna´ ty´m, zˇe meto´dy pri
hl’adan´ı riesˇenia vyuzˇ´ıvaju´ nejaku´ znalost’ alebo informa´ciu o danom proble´me. Pri hl’adan´ı
cesty vyuzˇ´ıvaju´ hodnotiacu funkciu f(n), ktora´ na´m napoveda´, ktory´ uzol je najlepsˇie zvo-
lit’ ako d’alˇs´ı na rozgenerovanie. Vel’kost’ stavove´ho priestoru, ktory´ je nutne´ prehl’ada´vat’,
je za´visla´ od kvality tejto funkcie. Hodnotiaca funkcia sa najcˇastejˇsie zaklada´ z dvoch
zlozˇiek(g(n) - cena cesty od pocˇiatocˇne´ho stavu do su´cˇasne´ho stavu n, h(n) - odhad ceny
cesty do ciel’a z dane´ho stavu n).
Uniformed Cost Search
Meto´du Uniformed Cost search z precha´dzaju´cej podkapitoly moˆzˇeme cha´pat’ ako sˇpecia´lny
pr´ıpad informovanej meto´dy, kde berieme do u´vahy len cenu cesty do su´cˇasne´ho stavu a
odhad cesty do ciel’a(h(n)) zanedba´vame (je vzˇdy rovny´ 0).
Gready Search
Meto´da, ktora´ sa pri vy´pocˇte hodnotiacej funkcie f(n) sklada´ len z odhadu ceny k najblizˇsˇiemu
ciel’u. Hodnota funkcie g(n) je v danom pr´ıpade vzˇdy 0.
A*
Jedna z najzna´mejˇs´ıch a najpouzˇ´ıvanejˇs´ıch informovany´ch meto´d. Funkcia f uzlu n sa
sklada´ z dvoch zloziek:
f(n) = g(n) + h(n), (4.1)
kde g(n) je cena cesty od pocˇiatocˇne´ho stavu do su´cˇasne´ho stavu a h(n) je heuristicka´
funkcia reprezentuju´ca odhad cesty z uzla n do ciel’a. Pre danu´ meto´du plat´ı, zˇe je vzˇdy
optima´lna, ak je splnena´ podmienka zˇe heuristika h(n) je vzˇdy pr´ıpustna´ 1.
4.1.3 Meto´dy s obmedzuju´cimi podmienkami
V predcha´dzaju´cich meto´dach stacˇilo sku´mat’, cˇi dany´ stav je ciel’ovy´. Skupina meto´d s ob-
medzuju´cimi podmienkami sa l´ıˇsi v tom, zˇe je nutne´ sku´mat’ vnu´tornu´ sˇtruktu´ru dane´ho
stavu. Predty´m, nezˇ spomeniem niektore´ meto´dy z tejto skupiny je nutne´ zadefinovat’, cˇo
je vlastne proble´m s obmedzuju´cimi podmienkami.
Defin´ıcia 4.1.1 (Proble´m s obmedzuju´cimi podmienkami [7])
Trojica {X,D,C}, kde
• X je mnozˇina premenny´ch {X1, X2, . . . Xn}.
• D je mnozˇina dome´n {D1, D2, . . . Dn}, kde jednotlive´ prvky {D1, D2, . . . Dn} repre-
zentuju´ mnozˇinu pr´ıpustny´ch hodnoˆt premenny´ch {X1, X2, . . . Xn}.
• C je mnozˇina obmedzujucich podmienok {C1, C2, . . . C3}, ktore´ urcˇuju´ povolene´ kom-
bina´cie hodnoˆt.
1Pr´ıpustna´ heuristika je taka´, ktora´ je spodny´m ohodnoten´ım ceny od dane´ho uzlu do ciel’ove´ho uzlu
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Na zacˇiatku pri riesˇen´ı proble´mov s obmedzuju´cimi podmienkami nema´ zˇiadna pre-
menna´ priradenu´ hodnotu. Postupny´m priradzovan´ım hodnoˆt vytva´rame nove´ stavy a
snazˇ´ıme sa dosiahnut’ stav, v ktorom budu´ mat’ vsˇetky premenne´ urcˇenu´ hodnotu a dany´
stav bude sp´lnˇat’ vsˇetky omedzuju´ce podmienky.
Backtracking
Jednou z meto´d pouzˇitel’ny´ch na riesˇenie take´hoto typu proble´mu je meto´da backtracking
spomı´nana´ vysˇsˇie 4.1.1. V kazˇdom kroku sa snazˇ´ı priradit’ hodnotu nejakej premennej, azˇ
ky´m nenaraz´ı na riesˇenie alebo nelega´lny stav2. V pr´ıpade, ak meto´da naraz´ı na nelega´lny
stav, vracia sa o krok spa¨t’.
Min-Conflict
Meto´da Min-Conflict vyuzˇ´ıva trochu iny´ princ´ıp ako predcha´dzaju´ca meto´da Backtrac-
king. Algoritmus Min-Conflict na zacˇiatku prirad´ı na´hodne´ hodnoty pre vsˇetky premenne´,
cˇ´ım vznikne nelega´lny stav s urcˇity´m mnozˇstvom konfliktov. Potom sa vyberie na´hodna´
premenna´, ktorej hodnota je v rozpore s nejakou obmedzuju´cou podmienkou a prirad´ı
k tejto premennej novu´ hodnotu s minima´lnym pocˇtom konfliktov. Postupne iterujeme a
opakujeme dany´ postup, azˇ ky´m sa na´jde riesˇenie, alebo ky´m nedosiahneme predvoleny´
maxima´lny pocˇet itera´ci´ı.
4.1.4 Meto´dy hrania hier
Ta´to skupina meto´d zahr´nˇa meto´dy pouzˇite´ pri riesˇen´ı proble´mov pri hra´ch s viacery´mi
hra´cˇmi. Proble´mom pri riesˇen´ı dane´ho typu u´loh je, zˇe mus´ıme brat’ do u´vahy vzˇdy aj t’ahy
protivn´ıka.
Minimax
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Obr. 4.3: Pr´ıklad algoritmu Mini-Max
Algoritmus Minimax vyuzˇ´ıva skutocˇnost’, zˇe dvaja hra´cˇi pracuju´ na dosiahnut´ı opacˇny´ch
ciel’ov. Snazˇ´ı sa predpovedat’, ktore´ stavy budu´ dosiahnute´ a podl’a toho optimalizovat’ svoje
sˇance na v´ıt’azstvo. Princ´ıp Minimaxu je, zˇe sa su´per bude snazˇit’ minimalizovat’ aku´kol’vek
2Nelega´lny stav - stav, ktory´ nevyhovuje obmedzuju´cim podmienkam.
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hodnotu, ktoru´ sa algoritmus snazˇ´ı maximalizovat’. Minimax sa snazˇ´ı urobit’ krok, ktory´
nedovol´ı svojim su´perom urobit’ t’ah, ktory´ by spoˆsobil vel’a sˇkody na ceste k v´ıt’azstvu.
Jedny´m z proble´mov tohto algoritmu je, zˇe pocˇ´ıta s ty´m, zˇe super je rovnako chytry´,
cˇo moˆzˇe spoˆsobit’, zˇe Minimax zahod´ı niektore´ mozˇnosti, ktore´ by mohli viest’ k v´ıt’azstvu,
pretozˇe predpoklada´, zˇe super by mohol spravit’ t’ah, ktory´ by viedol k prehre. Dˇalˇsou
nevy´hodou je pama¨t’ova´ exponencia´lna zlozˇitost’.
Na obra´zku 4.3 moˆzˇeme vidiet’ pr´ıklad stavove´ho priestoru pri pouzˇit´ı meto´dy Mini-Max.
Prva´ a tretia urovenˇ zna´zornˇuje t’ah hra´cˇa A a druha´ a sˇtvrta´ urovenˇ, t’ah hra´cˇa B. Hra´cˇ
A vzˇdy vybera´ najva¨cˇsˇiu hodnotu, zatial’ cˇo hra´cˇ B sa snazˇ´ı vybrat’ najmensˇiu hodnotu.
Vy´sledny´m rozhodnut´ım hra´cˇa A bude spravit’ t’ah reprezentovany´ pravy´m podstromom.
Alpha-Beta pruning
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Obr. 4.4: Pr´ıklad meto´dy Alpha-Beta Prunning
Ta´to meto´da sa snazˇ´ı vylepsˇit’ algoritmus Minimax zn´ızˇen´ım pocˇtu uzlov, ktore´ treba
vysˇetrit’. Pomocou danej meto´dy je mozˇne´ odstra´nit’ cele´ podstromy, ktore´ nema´ zmy-
sel vysˇetrovat’. Pr´ıklad na obra´zku zna´zornˇuje cˇervenou farbou uzly, ktore´ nema´ zmysel
vysˇetrovat’, pretozˇe hra´cˇ si ich nikdy nevyberie.
Na obra´zku 4.4 moˆzˇeme vidiet’ porovnanie algoritmu Mini-Max a meto´dy Alpha-Beta
prunning. Jedna´ sa o rovnaky´ pr´ıklad ako na obra´zku 4.3, avsˇak s ty´m rozdielom, zˇe v danom
pr´ıpade sa nebude prehl’ada´vat’ cely´ stavovy´ priestor. Uzly oznacˇene´ modrou farbou na
obra´zku sa odstra´nia zo stromu, pretoze ich prehl’ada´vanie je zbytocˇne´.
4.2 Strojove´ ucˇenie
Strojove´ ucˇenie je cˇasto oznacˇovane´ ako odvetvie umelej inteligencie, ktore´ sa zaobera´
na´vrhom a vy´vojom algoritmov a techn´ık, ktore´ poma´haju´ strojom ucˇit’ sa.[5]. Vy´sledkom je
syste´m, ktory´ doka´zˇe vykona´vat’ rovnaku´ alebo podobnu´ cˇinnost’ efekt´ıvnejˇsie ako predty´m.
Odvetvie strojove´ho ucˇenia moˆzˇeme rozdelit’ do 3 hlavny´ch katego´ri´ı a to: Ucˇenie s ucˇitel’om
(Supervised learning), Ucˇenie bez ucˇitel’a (Unsupervised learning), Posilnˇovane´ ucˇenie (Re-
inforcement learning).
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4.2.1 Supervised Learning
Jedna´ sa o typ ucˇenia, v ktorom su´ syste´mu predkladane´ vzorky vstupov a ocˇaka´vany´ch
vy´stupov. Syste´m mus´ı menit’ svoje parametre, aby pre dany´ set vstupny´ch hodnoˆt doka´zal
vra´tit’ ocˇaka´vane´ vy´stupy. Sˇtudent sa´m mus´ı postavit’ mapovaciu funkciu, ktora´ generuje
spra´vny vy´stup pre dany´ vstupny´ vzor.
4.2.2 Unsupervised Learning
Za´kladny´ rozdiel tohto typu ucˇenia v porovnan´ı s predcha´dzaju´cim je ten, zˇe syste´m ne-
dosta´va zˇiadnu odozvu o spra´vnosti vykona´vanej akcie. Ucˇenie bez ucˇitel’a sa snazˇ´ı na´jst’
skryte´ sˇtruktu´ry v neoznacˇeny´ch da´tach. Jedny´m z najjednoduchsˇ´ıch spoˆsobov ako to do-
siahnut’, je pomocou experimentov. Predpokladajme napr´ıklad, zˇe diet’a ha´dzˇe loptu do
mu´ru, lopta ska´cˇe a vracia sa k diet’at’u. Po vykonan´ı tohto experimentu niekol’kokra´t sa
diet’a naucˇ´ı
”
za´sadu o poskakovan´ı“.
4.2.3 Reinforcement Learning
Posilnˇovane´ ucˇenie je pr´ıstup k strojove´mu ucˇeniu, kedy sa agent poku´sˇa maximalizovat’
celkovu´ vy´sˇku odmeny, ktoru´ dostane pri interakcii so zlozˇity´m a neisty´m prostred´ım. [8]
Syste´m vykona´va akcie, po ktory´ch dosta´va odmenu, ktora´ moˆzˇe byt kladna´ alebo za´porna´
v roˆznej vel’kosti. Syste´m sa mus´ı naucˇit’ podl’a vel’kosti z´ıskanej odmeny, ktore´ vykonane´
akcie boli dobre a ktore´ nie.
4.3 Neuro´nove´ siete
L’udsky´ nervovy´ syste´m sa sklada´ z maly´ch jednotiek zvany´ch neuro´ny. Tieto neuro´ny su´
navza´jom poprepa´jane´ pomocou nervovy´ch vla´kien. Neuro´n prij´ıma elektricke´ signa´ly od
susedny´ch neuro´nov, tieto signa´ly spracova´va a vytva´ra signa´ly pre d’alˇsie susedne´ neuro´ny,
ktore´ su´ s nim prepojene´.
Umela´ neuro´nova´ siet’ (Artificial neural network) je ekvivalent biologickej neuro´novej
siete. Telo bunky v umelej neuro´novej sieti je modelovane´ pomocou aktivacˇnej funkcie. Ak-
tivacˇna´ funkcia sa vsˇeobecne snazˇ´ı posilnit’ signa´l prijaty´ prostredn´ıctvom roˆznych dendri-
tov3. Umele´ neuro´nove´ siete moˆzˇu byt’ pouzˇite´ bud’ na porozumenie biologicky´ch neuro´novy´ch
siet´ı, alebo pri riesˇen´ı proble´mov umelej inteligencie. Skutocˇny´, biologicky´ nervovy´ syste´m
je vel’mi zlozˇity´. Umela´ neuro´nova´ siet’ sa poku´sˇa o vytvorenie abstrakcie tejto zlozˇitosti a
zameranie sa na to, cˇo je najdoˆlezˇitejˇsie v ra´mci spracova´vane´ho proble´mu.
Vel’mi cˇaste´ vyuzˇitie neuro´novy´ch sieti je v ra´mci ucˇenia. Pr´ıklad niektory´ch algoritmov
vyuzˇ´ıvaju´cich neuro´nove´ siete: Multi Layer Perceptrons, Self-Organizing Map, Growing Ne-
ural Gas
4.4 Evolucˇne algoritmy
Evolucˇne algoritmy (EA) je skupina optimalizacˇny´ch Algoritmov, kde kandida´ti na riesˇenie
optimalizacˇne´ho proble´mu su´ definovan´ı ako jednotlivci v popula´cii a vy´voj popula´cie vedie
k na´jdeniu lepsˇieho riesˇenia. Algoritmy tejto skupiny vyuzˇ´ıvaju´ mechanizmy a princ´ıpy
3Dendrit je kra´tky vy´bezˇok neuro´nu dostredive´ho typu, ktory´ prij´ıma vstupnu´ informa´ciu (nervovy´
vzruch).
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biologickej evolu´cie. Evolucˇne´ algoritmy su´ aplikovatel’ne´ na cele´ spektrum optimalizacˇny´ch
proble´mov v mnohy´ch odvetviach ako stroja´rstvo, marketing a spolocˇenske´ vedy. [3]
4.4.1 Geneticky´ algoritmus
Jedny´m z najzna´mejˇs´ıch predstavitel’ov evolucˇny´ch algoritmov je geneticky algoritmus,
ktory´ vycha´dza z Darwinovej evolucˇnej teo´rie. V genetickom algoritme pracujeme s po-
pula´ciou, ktora´ sa sklada´ z iste´ho pocˇtu jedincov. Kazˇdy´ jedinec v popula´cii ma chromozo´m
rovnakej d´lzˇky, v ktorom je zako´dovane´ spra´vanie dane´ho jedinca v ra´mci riesˇen´ı dane´ho
proble´mu. Doˆlezˇitou su´cˇast’ou kazˇde´ho geneticke´ho algoritmu je fitness (ohodnotenie dane´ho
jedinca, ktore´ na´m hovor´ı, ako dobre dany´ jedinec riesˇi proble´m).
Samotny´ proces algoritmu prebieha nasledovne:
1. Vygenerujeme popula´ciu jedincov s na´hodny´m chromozo´mom.
2. Vypocˇ´ıtame fitness kazˇde´ho jedinca.
3. Vyberieme istu´ skupinu najlepsˇ´ıch jedincov z popula´cie a vytvor´ıme novy´ch potomkov
vyuzˇit´ım muta´cie4 a crossoveru5.
4. Novo vzniknuty´ch jedincov zarad´ıme do popula´cie a pokracˇujeme od kroku 2.
Dany´ proces sa opakuje, poky´m nedosiahneme pozˇadovany´ fitness alebo ky´m nedosiahneme
maxima´lny pocˇet popula´ci´ı.
4Muta´cia men´ı hodnotu jedneho alebo viacerych ge´nov v chromozo´me.
5Crossover je vy´mena geneticke´ho materia´lu medzi homologicky´mi chromozo´mami, ktora vedie k vzniku
nove´ho chromozo´mu.
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Kapitola 5
Na´vrh a implementa´cia
V tejto sekcii sa zaobera´m podrobny´m popisom na´vrhu a implementa´cie bota do hry Ants.
5.1 Analy´za a na´vrh
5.1.1 Analy´za
Prva´ fa´za vy´voja bola prevazˇne venovana´ analy´ze hry a su´t’azˇi, v ra´mci ktorej boli vykonane´
nasleduju´ce cˇinnosti:
• Analy´za pravidiel hry, ktora´ spocˇ´ıvala v sˇtudovan´ı sˇpecifika´cie hry [1] a analy´za
pozˇiadaviek na riesˇenie danej hry. V ra´mci tejto cˇasti som sa zapojil aj do beta
testovania hry, kde som mal pr´ılezˇitost’ vysku´sˇat’ si interface hry a su´t’azˇe esˇte pred
jej oficia´lnym spusten´ım.
• Analy´za pravidiel su´t’azˇe.
• Vyber programovacieho jazyka. Pre zapojenie do su´t’azˇe som si vybral jazyk C++
z ty´chto doˆvodov:
– Sku´senosti z predcha´dzaju´cich projektov.
– Podporuje princ´ıpy objektovo orientovane´ho programovania.
– Poskytuje vysoku´ u´rovenˇ abstrakcie, za zachovania vysokej ry´chlosti vy´sledne´ho
vygenerovane´ho ko´du.
Vy´sledkom tejto fa´zy vy´voja bol nasleduju´ci zoznam podproble´mov a kl’´ucˇovy´ch elementov
hry, ktore´ je nutne´ riesˇit’ v ra´mci vytva´rania bota pre danu´ hru:
• Pohyb mravcov po mape a objavovanie nezna´mych cˇasti mapy.
• Hl’adanie a zber jedla.
• Obrana vlastne´ho mraveniska.
• U´tok na nepriatel’ske´ mraveniska´.
• Su´boje mravcov.
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5.1.2 Sˇtu´dium konceptov a meto´d umelej inteligencie
V tejto fa´ze som sa venoval sˇtu´diu konceptov umelej inteligencie, ktory´ch zhrnutie je k dis-
poz´ıcii v sekcii 4.
5.1.3 Na´vrh
Po analy´ze hry a sˇtu´diu konceptov umelej inteligencie, priˇsiel na rad na´vrh. Ked’zˇe hra
Ants je relat´ıvne komplexna´ a nie je rea´lne mozˇne´ vyuzˇit’ zˇiaden z konceptov klasickej
umelej inteligencie, rozhodol som sa zvolit’ behaviora´lny pr´ıstup, v ra´mci ktore´ho definujem
roˆzne typy u´loh, ktore´ moˆzˇe mravec vykona´vat’(zberacˇ jedla, obranca, u´tocˇn´ık, objavitel’).
Kazˇde´mu mravcovi bude pridelena´ u´loha, ktora´ sa pocˇas hry moˆzˇe menit’ z za´vislosti od
globalne´ho stavu hry. Jednotlivy´ mravec sa bude spra´vat’ podl’a pravidiel definovany´ch pre
danu´ rolu.
5.2 Implementa´cia - Prva´ verzia
V prvej verzii bota zacˇala implementa´cia jednotlivy´ch u´loh. V tejto verzii boli implemen-
tovane´ dve u´lohy a to Zberacˇ jedla a Prieskumn´ık.
Zberacˇ jedla
Ako prvy´ typ chovania, ktory´ som implementoval bol Zberacˇ jedla. Mravce, ktory´m bola
pridelena´ ta´to u´loha, mali za u´lohu hl’adat’ a zbierat’ jedlo. Toto chovanie bolo implemento-
vane´ s vyuzˇit´ım meto´dy Breadth First Search. Na zacˇiatku kazˇde´ho t’ahu kazˇdy´ zberacˇ jedla
zacˇne hl’adat’ vo svojom okol´ı najblizˇsˇie jedlo a vyraz´ı za nim. V ra´mci cˇasovej optimaliza´cie
bola h´lbka prehl’ada´vania obmedzena´ na hodnotu definovanu´ v premennej foodSearchRange.
V pr´ıpade, ak mravec nena´jde zˇiadne jedlo v danom rozsahu, vyda´ sa objavovat’ mapu, ky´m
nena´jde jedlo vo svojom okol´ı.
Prieskumn´ık
Jedna z najza´kladnejˇs´ıch u´loh je u´loha Prieskumn´ıka. Mravce s touto u´lohou sa snazˇili
odkry´vat’ zakryte´ cˇasti mapy. Kazˇde´mu prieskumn´ıkovi bol priradeny´ taktiezˇ aj smer, v kto-
rom sa ma´ snazˇit’ objavovat’ mapku. V pr´ıpade, ak Prieskumn´ık narazil na preka´zˇku, spustil
sa algoritmus pre obcha´dzanie preka´zˇky.
5.3 Implementa´cia - Druha verzia
V tejto verzii bota bola pridana´ u´loha U´tocˇn´ık a zopa´r zmien v u´lohe Prieskumn´ıka.
U´tocˇn´ık
Mravce oznacˇene´ ako U´tocˇn´ıci mali za u´lohu u´tocˇit’ na nepriatel’ske´ mraveniska´. Vykona´vat’
tuto u´lohu je vsˇak mozˇne´ iba v pr´ıpade ak sme poznali polohu nepriatel’ske´ho mraveniska.
Ak sme momenta´lne nepoznali zˇiadne nepriatel’ske´ mravenisko, vsˇetci u´tocˇn´ıci sa prepli do
u´lohy bud’ Zberacˇa jedla alebo Prieskumn´ıka. V pr´ıpade ak niektory´ z mravcov objavil nove´
nepriatel’ske´ mravenisko, vsˇetci star´ı u´tocˇn´ıci sa znovu prepli do role U´tocˇn´ık a zacˇali sa
presu´vat’ k nepriatel’ske´mu mravenisku.
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Prieskumn´ık
Po analy´ze a pozorovan´ı spra´vania Beta v prvej verzii som zistil, zˇe va¨cˇsˇina Prieskumn´ıkov
v ra´mci svojho prieskumu nasˇla aj vel’a jedla, ktore´ vsˇak nezbierali, lebo to nebola ich u´loha.
Z tohto doˆvodu som sa rozhodol implementovat’ mensˇiu zmenu v spra´van´ı prieskumn´ıkov,
ktore´ spocˇ´ıvalo v tom, zˇe ak prieskumn´ık nasˇiel jedlo v svojom vel’mi bl´ızkom okol´ı, ktore´
bolo sˇpecifikovane´ v premennej explorerFoodSearchRange, tak ho zobral a potom pokracˇoval
v objavovan´ı mapy v priradenom smere.
5.4 Implementa´cia - Tretia verzia
Tretia verzia bota priniesla implementa´ciu u´lohy Obrancu a zopa´r zmien v chovan U´tocˇn´ıkov.
Tato verzia bota bola za´rovenˇ aj posledna´ pred sˇtartom poslednej fa´zy su´t’azˇe.
Obranca
U´loha Obrancu bola jedna z posledny´ch, ktoru´ som v ra´mci su´t’azˇe implementoval a to
hlavne z doˆvodu, zˇe po analy´ze hier odohrany´ch botom z predcha´dzaju´cej verzie som dosˇiel
k za´veru, zˇe sˇpecia´lne obranne´ spra´vanie nie je azˇ take´ doˆlezˇite´, pretozˇe mnozˇstvo novo
narodeny´ch mravcov bolo vzˇdy take´ vel’ke´, zˇe v okol´ı mraveniska bolo vzˇdy dost’ mravcov
na obranu.
Prvy´m krokom pri implementa´cii obrany bolo urcˇenie obranne´ho valu, ktory´ bol vypocˇ´ıtany´
nasledovne:
• Oznacˇilo sa u´zemie v okol´ı mraveniska, ktore´ je dosiahnutel’ne´ v ra´mci iste´ho pocˇtu
t’ahov (definovane´ hodnotou defenseAreaRange), pouzˇit´ım algoritmu Breadth First
Search.
• Urcˇila sa hranica tohto u´zemia.
U´lohou obrancov bolo zdrzˇovat’ sa okolo danej hranice obranne´ho u´zemia, avsˇak bolo nutne´,
aby neblokovali cestu novo narodeny´m mravcom, ktore´ vyra´zˇali za svojimi u´lohami mimo
obranne´ u´zemie.
U´tocˇn´ık
Tretia verzia priniesla taktiezˇ zopa´r zmien do spra´vania U´tocˇn´ıkov. V predcha´dzaju´cej verzii
sa niekedy zbytocˇne vrhali do su´boja s viacery´mi mravcami nepriatel’a, cˇo malo za na´sledok
vel’ke´ straty. Z tohto doˆvodu som implementoval vyhodnocovanie su´bojov. Kazˇdy´ U´tocˇn´ık
si dopredu vypocˇ´ıtal, cˇi prezˇije ak sprav´ı dany´ t’ah. V pr´ıpade, ak vyhodnocovacia funkcia
zistila, zˇe dany´ mravec by zomrel, ak by d’alej pokracˇoval v u´toku, mravec zacˇne ustupovat’
spa¨t’ a cˇaka´ ky´m doraz´ı nejaky´ iny´ u´tocˇn´ık, ktory´ ho podpor´ı v u´toku.
5.5 Vy´sledky su´t’azˇe
Pred sˇtartom fina´lnej cˇasti su´t’azˇe boli vsˇetky predcha´dzaju´ce vy´sledky botov vynulovane´.
V posledny´ch dnˇoch su´t’azˇe sa pomaly znizˇoval pocˇet hra´cˇov, ktor´ı boli pu´sˇt’an´ı do su´bojov
v ra´mci z´ıskania cˇo najpresnejˇs´ıch vy´sledkov na cˇele tabul’ky. Hodnotenie jednotlivy´ch
vy´konov bota sa dialo pomocou techniky TrueSkill vyvinutej firmou Microsoft. Hodnota
skillu dane´ho hra´cˇa sa vzˇdy zvy´sˇi pri vy´hre a zn´ızˇi pri prehre. Vel’kost’ zmeny za´lezˇ´ı od
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ostatny´ch hra´cˇov. V pr´ıpade, ak hra´cˇ s mensˇ´ım skillom doka´zˇe porazit’ silnejˇs´ıch hra´cˇov,
jeho skiel vzrastie viac ako keby porazil protivn´ıkov s rovnaky´m skillom. Rovnaky´ princ´ıp
plat´ı aj pri prehre. V pr´ıpade ak protivn´ık, ktory´ je oznacˇeny´ ako favorit, prehra´ v hre so
su´permi, ktor´ı su´ hodnoten´ı vy´razne mensˇ´ım skillom, jeho skill sa vy´razne zn´ızˇi.
Fina´lnej cˇasti su´t’azˇe sa zu´cˇastnilo celkovo 7897 su´t’azˇiacich. Moˆj bot (registrovany´ pod
menom
”
xmilod00“) sa umiestnil na 1617. mieste s hodnotou skillu 50.68. Vı´t’azom su´t’azˇe
sa stal nemecky´ sˇtudent z univerzity Universita¨t zu Lu¨beck, ktory´ vystupoval po menom
”
xathis“. Vyhral s hodnotou skillu 90.68.
5.6 U´pravy po skoncˇen´ı su´t’azˇe
Pra´ca na vy´voji bota neskoncˇila ukoncˇen´ım su´t’azˇe Google AI Challenge. Vel’ke´ mnozˇstvo
u´prav a testovania prebiehalo pra´ve po ukoncˇen´ı su´t’azˇe. Va¨cˇsˇina su´t’azˇiacich zverejnila
svoje taktiky, ako aj zdrojove´ ko´dy svojich botov, cˇo malo vel’ky´ vplyv na d’alˇs´ı vy´voj.
Zverejnenie botov a takt´ık umozˇnilo presˇtudovat’ meto´dy a pr´ıstupy, ktore´ vyuzˇili su´t’azˇiaci
na popredny´ch poz´ıcia´ch, ako aj vykonat’ mnoho testov s rea´lnymi botmi.
5.6.1 Zmeny po su´t’azˇi
Po presˇtudovan´ı roˆznych strate´gii, ktore´ vyuzˇili in´ı su´t’azˇiaci som sa rozhodol zmenit’ cel-
kovy´ pr´ıstup k organiza´cii bota. Princ´ıp pridel’ovania u´loh bol zrusˇeny´ a nahradeny´ novy´m
pr´ıstupom, zalozˇeny´m na multi-agentnom pr´ıstupe. Mravce reprezentuju´ autono´mnych agen-
tov, ktory´ nemaju´ zˇiadnu pridelenu´ u´lohu. Rozhoduju´ sa vzˇdy podl’a toho v akej situa´ci´ı sa
nacha´dzaju´. Kazˇdy´ mravec pri svojom t’ahu spust´ı hl’adanie (zalozˇene´ na meto´de Breadth
First Search) do maxima´lnej h´lbky urcˇenej parametrom basicSearchRange. V pr´ıpade, ak
mravec naraz´ı na jeden z kl’´ucˇovy´ch prvkov (jedlo, nepriatel’ske´ mravenisko, nepriatel’sky´
mravec, neobjavene u´zemie), vykona´ sˇpecificku´ akciu pre dany´ typ elementu (napr.: vy-
raz´ı za jedlom ak je jedlo momenta´lne najblizˇsˇ´ı kl’´ucˇovy´ element). Mravce nemaju´ prehlad’
o globa´lnom stave hry.
Kl’´ucˇovy´m prvkom novej strate´gie je prehl’ada´vanie, ktore´ sa snazˇ´ı na´jst’ najblizˇsˇ´ı kl’´ucˇovy´
element hry. Dane´ prehl’ada´vanie je implementovane´ meto´dou:
pair<int, Location> Bot::getClosestPointOfInterest(Location from),
ktora´ berie ako parameter sˇtartovaciu poz´ıciu, z ktorej sa bude prehl’ada´vat’. Meto´da
vracia dvojicu skladaju´cu sa z dvoch premenny´ch typu int a Location, kde int definuje typ
elementu, ktory´ bol na´jdeny´ a Location je poz´ıcia, na ktoru´ sa ma´ mravec posunu´t’, ak sa
chce dostat’ k dane´mu elementu s vyuzˇit´ım cˇo najkratsˇej cesty. Typ elementu moˆzˇe byt
nasleduju´ci:
• NO RESULT - Tuto hodnotu vra´ti meto´da len vtedy, ak nena´jde v danej vzdiale-
nosti zˇiaden z nasleduju´cich kl’´ucˇovy´ch elementov. Tento vy´sledok bol vel’mi zriedkavy´.
V pr´ıpade ak nastal, mravec bol poslany´ urobit’ na´hodny´ krok.
• FOOD - Tato na´vratova´ hodnota hovor´ı o tom, zˇe najblizˇsˇ´ı kl’´ucˇovy´ element k dane´mu
mravcovi je jedlo. V tomto pr´ıpade mravec okamzˇite vyraz´ı cˇo najblizˇsˇou cestou
k dane´mu jedlu.
• ENEMY ANT CLOSE - Tato na´vratova´ hodnota na´m hovor´ı, zˇe v bl´ızkej vzdialenosti
sa nacha´dza nepriatel’sky´ mravec. Spust´ı sa vyhodnotenie situa´cie, ktore´ na´m povie,
cˇi je bezpecˇne´ zau´tocˇit’ na dane´ho mravca alebo nie.
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• ENEMY ANT FAR - V pr´ıpade, ak sa nepriatel’sky´ mravec nacha´dza vo vzdialenosti
va¨cˇsˇej ako closeEnemyDistance, meto´da vra´ti hodnotu ENEMY ANT FAR. V danom
pr´ıpade sa nespust´ı zˇiadne vyhodnocovanie su´bojov ako v pr´ıpade, ked’ meto´da vra´ti
ENEMY ANT FAR.
• ENEMY HILL - Ak je najblizˇsˇ´ım elementom k mravcovi nepriatel’ske´ mravenisko,
meto´da vra´ti pra´ve tu´to hodnotu. Mravec sa okamzˇite poku´si dostat’ k dane´mu mra-
venisku a znicˇit’ ho. (Fakt, zˇe najblizˇsˇ´ı element je pra´ve mravenisko znamena´, zˇe sa
tam z vel’kej pravdepodobnosti nenacha´dza zˇiadny nepriatel’sky´ mravec, cˇo je situa´cia,
ktoru´ treba okamzˇite vyuzˇit’).
• UNEXPLORED - V pr´ıpade, ak mravec zisti, zˇe najblizˇsˇ´ı element je cˇast’ mapy, ktora´
esˇte nebola objavena´, vyda´ sa ty´m smerom.
5.6.2 Porovnanie verzi´ı
Novo implementovane´ zmeny mali za u´lohu vylepsˇit’ vy´sledky bota. Presne´ vy´sledky testo-
vania a porovnania vy´konnosti botov sa nacha´dzaju´ v kapitole 6. Teraz by som vsˇak rad
zhrnul zopa´r za´kladny´ch rozdielov v porovnan´ı medzi verziou, ktora´ bola pouzˇita´ v su´t’azˇi
(Bot 1) a verziou, ktora´ vznikla po u´prava´ch po skoncˇen´ı su´t’azˇe(Bot 2).
Bot 1 Bot 2
• Globa´lny pr´ıstup s prirad’ovan´ım
u´loh. Nad spra´van´ım mravcov
existuje logika, ktora´ im prirad’uje
u´lohy, popr´ıpade men´ı u´lohy
v za´vislosti od iste´ho globa´lneho
stavu hry.
• Definovane´ chovanie pre jednotlive´
u´lohy.
• Sˇpecificke´ u´lohy spoˆsobuju´, zˇe
mravce ignoruju´ vy´hodnejˇsie t’ahy
pretozˇe pra´ve plnia inu´ u´lohu.
• Vel’a komplikovany´ch chovan´ı a
sˇpecificky´ch prehl’ada´van´ı pre kazˇdu´
u´lohu, cˇo ma za na´sledok aj va¨cˇsˇiu
cˇasovu´ zlozˇitost’.
• Vyuzˇ´ıva multi agentny´ pr´ıstup.
• Autono´mnost’ mravcov - mravce ne-
maju´ informa´cie o globa´lnom stave
syste´mu.
• Decentraliza´cia - neexistuje riadiaci
syste´m.
• Mravec si vzˇdy vybera´ najlepsˇ´ı
mozˇny´ t’ah v danej situa´cii.
• Jednoduchost’ - jeden typ
prehl’ada´vania rovnaky´ pre kazˇde´ho
mravca a jednoducha´ reakcia podl’a
typu vy´sledku.
Tabul’ka 5.1: Porovnanie vlastnosti medzi starou (Bot 1) a novou (Bot 2) verziou bota.
5.7 Sˇtruktu´ra bota
5.7.1 Popis tried
Fina´lna verzia bota sa skladala z nasleduju´cich tried:
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• Ant - Jedna z najdoˆlezˇitejˇs´ıch tried v ra´mci programu. Uchova´va informa´cie o mrav-
covi, napr. jeho su´cˇasnu´ u´lohu a roˆzne parametre danej u´lohy.
• Bot - Trieda reprezentuju´ca bota, ktora´ ma na starosti vykona´vanie jednotlivy´ch
t’ahov a spracova´vanie informa´cii posielany´ch zo serveru na zacˇiatku kazˇde´ho t’ahu.
Logika bota sa nacha´dza v danej triede, ako aj implementa´cia roˆznych u´loh ktore´
moˆzˇu mravce vykona´vat’.
• Bug - Pomocna´ trieda, ktora´ slu´zˇila na debugovanie pomocou vy´pisov do sˇpecia´lneho
debug.txt su´boru.
• Location - Jednoducha´ trieda reprezentuju´ca poz´ıciu na mape.
• State - Trieda reprezentuju´ca su´cˇasny´ stav hry. Obsahuje zoznamy viditel’ne´ho jedla,
nepriatel’sky´ch aj vlastny´ch mravcov, nepriatel’sky´ch mraven´ısk a ine´ relevantne´ in-
forma´cie.
• Square - Reprezenta´cia jedne´ho policˇka na mape. Udrzˇuje informa´ciu o tom, o aky´
typ elementu ide (mravec, typ mravca, mravenisko, voda, zem, jedlo).
• Hill - Trieda reprezentuju´ca mravenisko a na´lezˇite´ informa´cie ako je poloha, vlastn´ık
mraveniska alebo cˇi je mravenisko esˇte sta´le akt´ıvne.
5.7.2 Vyuzˇitie umelej inteligencie
Fina´lna verzia bota vyuzˇ´ıvala viacere´ prvky umelej inteligencie.
• Najdlezˇitejˇs´ım prvkom je vyhl’ada´vanie kl’´ucˇovy´ch elementov v bl´ızkosti mravca. Dane´
prehl’ada´vanie je implementovane´ pomocou meto´dy Breadth First Search. Hlavny´m
doˆvodom pre vy´ber danej meto´dy bol ten, zˇe dana´ meto´da je optima´lna, cˇo nam
zarucˇuje, zˇe vzˇdy na´jdeme najblizˇs´ı element.
• Multi-agentny´ pr´ıstup je d’asˇ´ım konceptom vyuzˇit´ım vo fina´lnej verzii bota. Dany´
pr´ıstup umozˇnˇuje rozdelit’ komplexny´ proble´m hry Ants medzi agentov (v nasˇom
pr´ıpade mravcov), ktor´ı sa v danom momente vzˇdy snazˇia vykonat’ cˇo najlepsˇ´ı krok
k v´ıt’azstvu.
5.8 Mozˇne´ rozsˇ´ırenia
Prblematika danej hry ponu´ka mnoho mozˇnosti na d’alˇs´ı vy´voj, v ktorom je mozˇne´ vyuzˇit’
roˆzne pr´ıstupy z oblasti umelej inteligencie, ako napr´ıklad:
• Implementovat’ meto´dy hrania hier pre rozhodovanie su´bojov medzi mravcami. Meto´dy
ako Mini-Max alebo Alpha-Beta pruning, by bolo mozˇne´ pouzˇit’ pri hl’adan´ı naj-
lepsˇieho t’ahu. V dany´ch su´bojoch zvycˇajne stacˇ´ı pocˇ´ıtat’ len so zopa´r t’ahmi dopredu.
• Implementovat’ meto´dy ucˇenia. V su´cˇasnosti sa mravce snazˇia vybrat’ najlesˇ´ı t’ah podl’a
pevne stanoveny´ch pravidiel. Vhodna´ impementa´cia strojove´ho ucˇenia by mohla vy-
lepsˇit’ spra´vanie mravcov tak, aby sa sami naucˇili, cˇo je najspra´vnejˇs´ı t’ah, cˇi uzˇ na
za´klade z´ıskany´ch sku´senost´ı z predcha´dzaju´cich t’ahov alebo nejakej entity hodnotia-
cej kvalitu dany´ch t’ahov.
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• Optimalizovat’ roˆzne parametre hry, ako su´ napr´ıklad rozsahy prehl’ada´vania alebo
ohodnocovanie kvality t’ahu vyuzˇit´ım geneticke´ho algoritmu. Zako´dovat’ dane´ para-
metre do chromozo´mu jedincov v popula´cii a postupny´m vy´vojom na´jst’ najlepsˇiu
kombina´ciu hodnoˆt pre dane´ parametre. Hodnotiacou fitnes funkciou by v danom
pr´ıpade mohol byt’ napr´ıklad pocˇet z´ıskany´ch bodov v danej hre.
• Vyuzˇit’ meto´dy ucˇenia pri rozhodovan´ı su´bojov. Mravci sa doka´zˇu ucˇit’ z predcha´dzaju´cich
subojov a cˇasom zlepsˇovat’ svoje vy´sledky.
26
Kapitola 6
Testovanie
6.1 Testovanie pocˇas su´t’azˇe
Testovanie bota prebiehalo v dvoch l´ınia´ch. Prvou bolo testovanie proti skutocˇny´m pro-
tivn´ıkom v ra´mci su´t’azˇe na oficia´lnom serveri. Proble´m s ty´mto typom testovania bol ten, zˇe
kvoˆli vel’ke´mu pocˇtu u´cˇastn´ıkov sa bot dostal k hre iba raz za par hod´ın. Dˇalˇsou nevy´hodou
bol fakt, zˇe po nahran´ı najnovsˇej verzie bota sa jeho skill zresetoval a bol postaveny´ na
koniec rebr´ıcˇka, cˇo malo za na´sledok, zˇe bol pu´sˇt’any´ oproti slabsˇ´ım botom. Na postup
v rebr´ıcˇku bolo nutne´ absolvovat’ asponˇ niekol’ko hier, cˇo v kombina´cii s vel’ky´mi cˇasovy´mi
intervalmi medzi jednotlivy´mi hrami mohlo trvat’ niekedy aj pa´r dni. Z ty´chto doˆvodov bolo
nutne´ uskutocˇnˇovat’ aj loka´lne testy.
Loka´lne testy prebiehali s vyuzˇit´ım testovacieho servera, ktory´ bolo mozˇne´ stiahnut’
a pouzˇit’ loka´lne pre vlastne´ testovanie. Nevy´hodou tohto typu testovania bolo nedostatok
rea´lnych protivn´ıkov. K dispoz´ıcii boli len jednoduch´ı botovia, ktory´ch nebolo t’azˇke´ porazit’.
6.2 Testovanie po skoncˇen´ı su´t’azˇe
Testovanie po skoncˇen´ı su´t’azˇe sa l´ıˇsilo v tom, zˇe boli k dispoz´ıcii botovia od mnohy´ch
u´cˇastn´ıkov su´t’azˇe, cˇo umozˇnilo otestovat’ spra´vanie bota v mnohy´ch situa´cia´ch a s roˆznymi
nastaveniami (vel’ke´ mapy, male´ mapy, silnejˇs´ı su´peri, slabsˇ´ı su´peri, roˆzny pocˇet nepriatel’ov
a pod.).
6.3 Testy
6.3.1 Popis testov
V ra´mci testovania som vybral zopa´r na´hodny´ch ma´p s roˆznou vel’kost’ou a pocˇtom nepria-
tel’ov. Nepriatelia boli vybran´ı z pomedzi u´cˇastn´ıkov, ktor´ı sa umiestnili v prvej tis´ıcke.
Kazˇdy´ test bol automaticky spusteny´ 50-kra´t a na´sledne´ bol vypocˇ´ıtany´ priemerny´ zisk
bodov pre kazˇde´ho hra´cˇa. Vsˇetky testy boli spustene´ 2-kra´t (raz s botom 1 a raz s botom
2).
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6.3.2 Vy´sledky testov - Mapy pre 2 hra´cˇov
Na mapa´ch pre dvoch hra´cˇov bol maxima´lny mozˇny´ pocˇet bodov 3.
Hra´cˇ Mapa 1 Mapa 2 Mapa 3
Bot 1 1.14 1.21 1.04
Nepriatel’ 1 2.82 2.93 2.75
Tabul’ka 6.1: Priemerny´ zisk bodov na mapa´ch pre 2 hra´cˇov
Hra´cˇ Mapa 1 Mapa 2 Mapa 3
Bot 2 2.53 2.67 2.84
Nepriatel’ 1 1.62 1.73 1.72
Tabul’ka 6.2: Priemerny´ zisk bodov na mapa´ch pre 2 hra´cˇov
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6.3.3 Vy´sledky testov - Mapy pre 4 hra´cˇov
Na mapa´ch pre sˇtyroch hra´cˇov bol maxima´lny mozˇny´ pocˇet bodov 7.
Hra´cˇ Mapa 1 Mapa 2 Mapa 3
Bot 1 1.16 1.18 1.03
Nepriatel’ 1 1.05 1.04 1.01
Nepriatel’ 2 2.31 2.03 2.17
Nepriatel’ 3 2.98 2.76 2.87
Tabul’ka 6.3: Priemerny´ zisk bodov na mapa´ch pre 4 hra´cˇov
Hra´cˇ Mapa 1 Mapa 2 Mapa 3
Bot 1 2.97 2.88 3.04
Nepriatel’ 1 1.05 1.04 1.01
Nepriatel’ 2 1.12 1.01 1.21
Nepriatel’ 3 2.75 2.98 2.86
Tabul’ka 6.4: Priemerny´ zisk bodov na mapa´ch pre 4 hra´cˇov
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6.3.4 Vy´sledky testov - Mapy pre 6 hra´cˇov
Na mapa´ch pre dvoch hra´cˇov bol maxima´lny mozˇny´ pocˇet bodov 11.
Hra´cˇ Mapa 1 Mapa 2 Mapa 3
Bot 1 1.31 1.51 1.13
Nepriatel’ 1 4.04 4.24 4.13
Nepriatel’ 2 1.42 1.72 1.61
Nepriatel’ 3 1.42 1.36 1.71
Nepriatel’ 4 1.31 1.26 1.13
Nepriatel’ 5 1.12 1.04 1.07
Tabul’ka 6.5: Priemerny´ zisk bodov na mapa´ch pre 6 hra´cˇov
Hra´cˇ Mapa 1 Mapa 2 Mapa 3
Bot 1 3.24 3.18 3.04
Nepriatel’ 1 3.94 3.89 3.15
Nepriatel’ 2 1.16 1.32 1.25
Nepriatel’ 3 1.37 1.62 1.32
Nepriatel’ 4 1.09 1.14 1.15
Nepriatel’ 5 1.71 1.63 1.25
Tabul’ka 6.6: Priemerny´ zisk bodov na mapa´ch pre 6 hra´cˇov
6.4 Zhrnutie testov
V tabul’ke 6.7 mozˇeme vidiet’ porovnanie oboch botov. Z vy´sledkov je zrejme, zˇe druha´
verzia bota bola lepsˇia a to v priemere o 1.74 bodov. Na mapa´ch pre 2 hra´cˇov bolo zlepsˇenie
o 1.55. Mapy pre 4 hra´cˇov priniesli zlepsˇenie 1.84 a nakoniec mapy pre 6 hra´cˇov priniesli
bodove´ zlepsˇenie o 1.83 bodu. Boti si celkovo pocˇ´ınali lepsˇie na mapa´ch pre viac hra´cˇov,
kde vy´sledok hry zav´ısi z vel’kej mieri od rozlozˇenia sˇtartovac´ıch poz´ıci´ı protivn´ıkov.
Pocˇet hra´cˇov Bot 1 Bot 2
2 1.13 2.68
4 1.12 2.96
6 1.32 3.15
Priemer 1.19 2.93
Tabul’ka 6.7: Porovnanie vy´sledkov Bota 1 a Bota 2
30
Kapitola 7
Za´ver
V tejto bakala´rskej pra´ci som sa venoval umelej inteligencii v hra´ch a na´vrhu bota do hry
Ants. V ra´mci danej pra´ce som mal mozˇnost’ zu´cˇastnit’ sa medzina´rodnej su´t’azˇe, kde som
sa zo svojou implementa´ciou bota umiestnil na 1617. mieste z celkove´ho pocˇtu u´cˇastn´ıkov
7897. Na´sledny´m vy´vojom po skoncˇen´ı su´t’azˇe sa podarilo zlepsˇit’ vy´kon bota v hra´ch.
Fina´lna verzia bota bola otestovana´ na mapa´ch v roˆznych vel’kostiach spolu s roˆzne silny´mi
botmi, ktor´ı skoncˇili v su´t’azˇi na omnoho lepsˇ´ıch priecˇkach.
Cˇitatel’ovi je poskytnuty´ strucˇny´ pohl’ad na oblast’ umelej inteligencie so zameran´ım sa
na riesˇenie proble´mov v hra´ch. Boli diskutovane´ vy´hody a nevy´hody jednotlivy´ch meto´d a
prostriedkov vyuzˇ´ıvany´ch v tomto obore. V tejto pra´ci d’alej rozobera´m pravidla hry Ants,
ako aj pravidla su´t’azˇe Google AI Challenge. V ra´mci implementacˇnej cˇasti sa venujem
na´vrhu a implementa´cii bota do danej hry.
Prostriedky umelej inteligencie ponu´kaju´ mnoho mozˇnosti a prostriedkov na d’alˇsie
rozsˇ´ırenie v budu´cnosti. Na´vrhy na take´to rozsˇ´ırenia su taktiezˇ spomı´nane v texte pra´ce.
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Dodatok A
Obsah CD
1. src - obsahuje zdrojove´ ko´dy programu
2. doc - obsahuje text prace vo formate .pdf a .tex
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