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Introduzione
Il presente lavoro ha come oggetto gli spazi di Hilbert a nucleo riproducente.
Lo studio parte concentrandosi sulla proprietà teorica che accomuna gli spazi di Berg-
man, di Dirichlet e di Hardy, ovvero di esser spazi di Hilbert di funzioni.
Nel secondo capitolo vengono presentate maggiori speculazioni teoriche che correlano
gli spazi di Hilbert di funzioni alle loro funzioni nucleo associate, stabilendo quindi una
corrispondenza biunivoca tramite il teorema di Moore-Aronszajn. Sempre nello stesso
capitolo viene introdotta l’algebra dei moltiplicatori, fornendo come esempio che le al-
gebre dei moltiplicatori dello spazio di Bergman e dello spazio di Hardy siano l’insieme
delle funzioni olomorfe e limitate definite sul disco unitario.
Nell’ultimo capitolo si descrive il prodotto tensoriale di spazi di Hilbert, per poi appli-
carlo alla nozione di spazio di Hilbert a nucleo riproducente a valori vettoriali(vvRKHS)
e infine viene data una costruzione di un operatore di moltiplicazione in questo dato
spazio.
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Capitolo 1
Nozioni preliminari
1.1 Richiami
Definizione 1.1. La chiusura di un insieme X si indica con cl(X).
Definizione 1.2. D(a, r) = {z ∈ C| | z − a |< r} D = D(0, 1) = {z ∈ C| | z |< 1}
T = ∂D
Definizione 1.3. Si definisce H∞(D) = {f |f : D→ C, f olomorfa e limitata }
Definizione 1.4. Assegnato un campo K, un insieme A, si definisce Algebra di Banach
se è una K-algebra e al tempo stesso Spazio di Banach che soddisfa :
∀x, y ∈ A si ha ‖ xy ‖≤‖ x ‖‖ y ‖ (1.1)
Proposizione 1.1.1. H∞(D) è Algebra di Banach
Dimostrazione. Di base si sa già che H∞(D) sia una C-algebra. Resta quindi da provare
che H∞(D) sia spazio normato completo rispetto a:
‖ f ‖= sup
D
| f | (1.2)
1
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Verifichiamo che 1.2 sia una norma:
• | f(z) |≥ 0 ∀z ∈ D ∀f ∈ H∞(D)⇒ ‖ f ‖≥ 0
• ∀ λ ∈ C ∀f ∈ H∞(D) si ha | λf(z) | = | λ || f(z) | ∀z ∈ D⇒
‖ λf ‖ = | λ |‖ f ‖
• ∀f, g ∈ H∞(D) si ha | f(z) + g(z) |≤| f(z) | + | g(z) | ⇒
‖ f + g ‖≤‖ f ‖ + ‖ g ‖
Ora si deve provare la completezza di questo spazio, perciò:
data (fn)n∈N di Cauchy in H
∞(D), ovvero:
∀ n,m > nε si ha | fn(z) − fm(z) |< ε ∀z ∈ D ⇒ si ha (fn)n∈N di Cauchy in C ∀z ∈
D (ovvero uniformemente rispetto a z ∈ D) e poiché spazio metrico completo la suc-
cessione è convergente uniformemente su D. Ora una successione di funzioni olomorfe
che tende uniformemente ad f implica che anche f sia olomorfa, inoltre poiché le fn
sono limitate allora anche la funzione limite f lo è ⇒ f ∈ H∞(D), perciò tale spazio è
completo.
Infine la condizione 1.1 è verificata con l’uguaglianza.
1.2 Risultati di Analisi Funzionale
Definizione 1.5. Siano X, Y spazi normati, si definisce X ⊕ Y l’insieme degli elementi
di X × Y con norma ‖ (x, y) ‖X⊕Y =‖ x ‖X + ‖ y ‖Y
Definizione 1.6. Siano H1 e H2 spazi di Hilbert, con H1⊕H2 si intende l’insieme degli
elementi di H1 ×H2 con struttura di prodotto scalare:
< (x1, y1), (x2, y2) >H1⊕H2=< x1, x2 >H1 + < y1, y2 >H2
Proposizione 1.2.1. H1 ⊕H2 è uno spazio di Hilbert
Definizione 1.7. B(H) = L (H,H) = {T |T : H → H lineare e limitata }
H∗ = L (H,C)
Teorema 1.2.2 (Lemma di Riesz). Sia H spazio di Hilbert e T ∈ H∗, allora esiste ed è
unico yT ∈ H tale che:
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• T (x) =< x, yT > ∀x ∈ H
• ‖ yT ‖H=‖ T ‖H∗
Teorema 1.2.3 (Teorema del grafico chiuso). Siano X, Y spazi di Banach e T : X → Y
lineare, allora sono equivalenti:
• T è limitata
• Γ(T ) = {(x, Tx)|x ∈ X} è insieme chiuso in X ⊕ Y
Teorema 1.2.4. Siano X, Y spazi di Banach, Z spazio normato, B : X ⊕ Y → Z
sequilineare e tale che:
• ∀x si ha y 7→ B(x, y) limitata
• ∀y si ha x 7→ B(x, y) limitata
Allora B è continua su X ⊕ Y
Definizione 1.8. Sia H spazio di Hilbert, sia A : H → H operatore lineare e limitato.
Si definisce A∗ : H → H l’operatore che soddisfa:
< Ax, y >=< x,A∗y > ∀x, y ∈ H
Proposizione 1.2.5. A∗ è operatore lineare e limitato, in cui esistenza, unicità e con-
tinuità discendono dal Lemma di Riesz.
Inoltre si verifica che ‖ A∗ ‖=‖ A ‖
Teorema 1.2.6 (di estensione di applicazioni limitate). Siano X e Y spazi di Banach,
D sottospazio lineare di X denso in X, Ã : D → Y, Ã ∈ L (D, Y ).
Allora esiste A : X → Y, A ∈ L (X, Y ) tale che:
• Ax = Ãx ∀x ∈ D
• ‖ A ‖L (X,Y )=‖ Ã ‖L (D,Y )
Per quanto riguarda i teoremi di Parseval e Plancherel si rimanda alle pagine 36-46
e 318-328 di [2] della bibliografia e per il teorema di L. Carleson si rimanda a [4].
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Capitolo 2
Spazi di Hilbert di funzioni
Definizione 2.1. Uno Spazio di Hilbert di funzioni (in seguito HFS),indicato con
H, è uno spazio di funzioni f : X → C, con X insieme generico, tale che H è spazio di
Hilbert che soddisfa:
ηy : H → C per cui ηy(f) = f(y), è funzionale continuo non nullo ∀y ∈ X. (2.1)
2.1 Lo spazio di Bergman
L2a(D) = {f |f : D→ C, f olomorfa tale che
∫
D
| f(z) |2 dm(z) < +∞}
Osservazione 1. Con dm(z) si indica la misura di Lebesgue del piano complesso, perciò
se z = x+ iy si ha che : ∫
D
f(z)dm(z)=
∫
D
f(x+ iy)dxdy
Osservazione 2. Proviamo innanzitutto che
< f, g >=
1
π
∫
D
f(z)g(z) dm(z) (2.2)
sia un prodotto scalare.
Per farlo ci serviamo del seguente
Lemma 2.1.1. ∀f, g ∈ L2a(D) si ha
1
π
∫
D
f(z)g(z) dm(z) =
∞∑
i=0
f̂(n)ĝ(n)
n+ 1
,
5
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in cui f̂(n)=f
(n)(0)
n!
.
Dimostrazione. Poiché f e g sono funzioni olomorfe su D si ha che
f(z) =
∑∞
n=0 f̂(n)z
n e g(z) =
∑∞
m=0 ĝ(m)z
n ∀z ∈ D
da cui 1
π
∫
D
f(z)g(z) dm(z) = 1
π
∫
D
(
∑∞
n=0 f̂(n)z
n
∑∞
m=0 ĝ(m)z
m) dm(z) =
= 1
π
∫
D
(
∑∞
n,m=0 f̂(n)z
nĝ(m)zm) dm(z) = 1
π
(
∑∞
n,m=0 f̂(n)ĝ(m)(
∫
D
znzm dm(z)))
Da qui per calcolare ∫
D
znzm dm(z)
si usa un cambiamento di variabili in coordinate polari:
z = R(cos(ϑ), sin(ϑ)) = R(cos(ϑ) + i sin(ϑ)) con r ∈ [0, 1), ϑ ∈ [0, 2π)
T : [0, 1)× [0, 2π)→ D
(R, ϑ) 7→ R(cos(ϑ) + i sin(ϑ))
si ha che :
JT =
(
cos(ϑ),−R sin(ϑ)
sin(ϑ), R cos(ϑ)
)
(2.3)
perciò | det(JT ) |= R da cui
∫
D
znzm dm(z) =
∫
[0,1)×[0,2π)R
n+m+1eiϑ(n−m)dRdϑ =
=
∫ 1
0
Rn+m+1(
∫ 2π
0
eiϑ(n−m)dϑ)dR
A questo punto :
• se n 6= m si ha che d
dϑ
( eiϑ(n−m)
i(n−m)
)
= eiϑ(n−m) ⇒
∫ 2π
0
eiϑ(n−m)dϑ =
[ eiϑ(n−m)
i(n−m)
]2π
0
=
=
1
i(n−m)
− 1
i(n−m)
= 0
• se n = m si ha che
∫ 1
0
Rn+m+1(
∫ 2π
0
dϑ)dR = 2π
[
R2(n+1)
2(n+1)
]1
0
= π
n+1
⇒ si ha che 1
π
∫
D
f(z)g(z) dm(z) =
∑∞
n=0
f̂(n)ĝ(n)
n+1
Per verificare che sia un prodotto scalare, 2.2 deve soddisfare:
1. < f, f >=
∑∞
n=0
|f̂(n)|2
n+1
≥ 0
Se < f, f >= 0⇒
∑∞
n=0
|f̂(n)|2
n+1
= 0⇒ ∀n ∈ N si ha f̂(n) = 0
⇒ poiché f è olomorfa f(z) =
∑∞
n=0 f̂(n)z
n = 0
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2. < f + g, h >=
∑∞
i=0
(f̂(n)+ĝ(n))ĥ(n)
n+1
=
∑∞
i=0
f̂(n)ĥ(n)
n+1
+
∑∞
i=0
ĝ(n)ĥ(n)
n+1
=
=< f, h > + < g, h >
3. ∀α ∈ C < αf, g >=
∑∞
i=0
αf̂(n)ĝ(n)
n+1
= α < f, g >
4. < g, f >=
∑∞
i=0
ĝ(n)f̂(n)
n+1
= < f, g >
⇒ 2.2 è un prodotto scalare
Osservazione 3 (Completezza di L2a(D)).
Sia (fn)n∈N di Cauchy in L
2
a(D)⇔
∀ε > 0 ∃nε ∈ N tale che ∀n,m ≥ nε si ha ‖ fn − fm ‖< ε⇔
lim
n,m→∞
‖ fn − fm ‖= lim
n,m→∞
( 1
π
∫
D
| fn(z)− fm(z) |2 dm(z)
) 1
2
= 0
Sia z ∈ D⇒| fn(z)− fm(z) |2≤
∫
D
| fn(z)− fm(z) |2 dm(z)⇒
| fn(z)− fm(z) |≤
( ∫
D
| fn(z)− fm(z) |2 dm(z)
) 1
2 −→ 0 per n,m −→ +∞
∀z ∈ D si ha (fn(z))n∈N di Cauchy in C⇒
poiché C è completo si ha fn(z) −→ f(z) per n −→ +∞.
Di conseguenza per il Teorema di convergenza dominata di Lebesgue si ha f ∈ L2(D).
Per verificare che f sia olomorfa si usa il Teorema di Morera,
si devono quindi soddisfare le sue ipotesi, ovvero :
• f è continua, in quanto dato z0 ∈ D si ha
lim
z→z0
| f(z)−f(z0) |≤ lim
z→z0
(
| f(z)−fn(z) | + | fn(z)−fn(z0) | + | fn(z0)−f(z0) |
)
poiché le fn sono continue si ha che
lim
z→z0
| fn(z)− fn(z0) |= 0 ⇒ si ha
lim
z→z0
| f(z)− f(z0) |≤ lim
z→z0
(
| f(z)− fn(z) | + | fn(z0)− f(z0) |
)
≤
≤ 2
( ∫
D
| f(z)− fn(z) |2 dm(z)
) 1
2 −→ 0 per n −→ +∞
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• ∀K compatto , K ⊂ D si ha che∣∣∣∣∣
∮
∂K
f(z)dz
∣∣∣∣∣ =
∣∣∣∣∣
∮
∂K
(f(z)− fn(z))dz +
∮
∂K
fn(z)dz
∣∣∣∣∣
poiché le fn sono olomorfe si ha che∮
∂K
fn(z)dz = 0 ⇒ si ha∣∣∣∣∣
∮
∂K
f(z)dz
∣∣∣∣∣ =
∣∣∣∣∣
∮
∂K
(f(z)− fn(z))dz
∣∣∣∣∣ ≤
∮
∂K
| f(z)− fn(z) || dz | ≤
≤
∮
∂K
| f(z)− fn(z) |2| dz |−→ 0 per n→ +∞
Osservazione 4. Verifichiamo che L2a(D) soddisfi 2.1 :
| f(z) |2≤
∫
D
| f(z) |2 dm(z) ∀z ∈ D ⇒ sup
f∈L2a(D)
| ηz(f) |
‖ f ‖
< +∞ .
Si può quindi concludere che L2a(D) è un HFS, tale spazio si chiama Spazio di Bergman.
2.2 Lo spazio di Hardy
H2 = {f |f : D→ C, f(z) =
∑∞
n=0 anz
n ,
∑∞
n=0 | an |2< +∞}
Proposizione 2.2.1. f appartenente a H2 ha raggio di convergenza ρ = 1.
Dimostrazione. Verifichiamo la convergenza assoluta dei termini indipendente dalla scel-
ta di un dato z. Sapendo che C è completo, verifichiamo se è rispettata la condizione di
Cauchy. Sia 0 < r ≤ 1 tale che ∀z si ha z ≤ r, N > M :
|
N∑
n=0
anz
n −
M∑
n=0
anz
n |2=|
N∑
n=M
anz
n |2≤
N∑
n=M
| anzn |2≤
N∑
n=M
| an |2 ·
N∑
n=M
| z |2n≤
≤
N∑
n=M
| an |2 ·
N∑
n=M
r2(n−M+M) ≤
N∑
n=M
| an |2 ·
r2M
1− r2
→ 0 perN,M →∞
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Osservazione 5. Tramite la proposizione precedente si ha quindi che f(z) =
∑∞
n=0 anz
n
ha derivate di ogni ordine con raggio di convergenza ρ = 1, perciò è olomorfa.
Osservazione 6. Sia r tale che 0 < r < 1, f ∈ H2. Si osserva che:∫ 2π
0
| f(reiϑ) |2 dϑ =
∫ 2π
0
( ∞∑
n=0
anr
neinϑ
)( ∞∑
m=0
amrmeimϑ
)
dϑ =
∞∑
n,m=0
anamr
n+m
∫ 2π
0
ei(n−m)ϑdϑ =
= 2π
∞∑
n=0
| an |2 r2n <
∞∑
n=0
| an |2< +∞ .
Inoltre si ha che f(reiϑ) → f(eiϑ) per r → 1, perciò per il teorema di convergenza
dominata di Lebesgue ho che f ∈ L2(T) .
Osservazione 7. Per il teorema di Plancherel su L2(T) ho che:
+∞∑
n=−∞
| F (n) |2= 1
2π
∫ 2π
0
| f(eiϑ) |2 dϑ ,
in cui F (n) = 1
2π
∫ 2π
0
e−intf(eit)dt.
Calcoliamo F (n):
se n < 0 si ha che
1
2π
∫ 2π
0
e−intf(eit)dt =
1
−2inπ
∫ 2π
0
−ine−intf(eit)dt = 1
−2inπ
∮
T
f(z)dz = 0
poiché (fn)n∈N è successione di funzioni olomorfe con fn(e
it) = f((1 − 1
n
)eit), su una
successione monotona di insiemi misurabili ∂D(0, 1− 1
n
) convergente a T e si può quindi
applicare il teorema di convergenza dominata di Lebesgue .
Invece se n ≥ 0 si ha che:
F (n) =
1
2π
∫ 2π
0
e−intf(eit)dt =
1
2π
∫ 2π
0
f(eit)
eint
dt = lim
k→∞
1
2π
∫ 2π
0
f((1− 1
k
)eit)
(1− 1
k
)eint
dt =
= lim
k→∞
1
2π
∫ 2π
0
∑∞
m=0 am(1−
1
k
)meimt
(1− 1
k
)eint
dt = lim
k→∞
1
2π
∞∑
m=0
am
(
1− 1
k
)m
1− 1
k
(∫ 2π
0
eit(m−n)dt
)
=
= lim
k→∞
2π
2π
an
(
1− 1
k
)n−1
= an
Si ottiene quindi che
∞∑
n=0
| an |2=
∞∑
n=0
| f̂(n) |2= 1
2π
∫ 2π
0
| f(eiϑ) |2 dϑ .
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Osservazione 8. Proviamo che
< f, g >H2=
1
2π
∫ 2π
0
f(eiϑ)g(eiϑ) dϑ (2.4)
sia un prodotto scalare.
Per farlo ci serviamo del seguente
Lemma 2.2.2.
1
2π
∫ 2π
0
f(eiϑ)g(eiϑ) dϑ =
∞∑
n=0
f̂(n)ĝ(n) ∀f, g ∈ H2 (2.5)
Dimostrazione. Applicando il teorema di L. Carleson con f ∈ L2(T) si ha che
m({t ∈ [0, 2π] |
+∞∑
n=−∞
F (n)eint = f(eit)}) = 2π ,
dove con m si denota la misura di Lebesgue. Riapplicando lo stesso risultato su g si ha:
m({t ∈ [0, 2π] |
+∞∑
n=−∞
G(n)eint = g(eit)}) = 2π ,
dove G(n) definiti come gli F (n).
Da 7 si ha che F (n) = f̂(n) se n ≥ 0, F (n) = 0 se n < 0, G(n) = ĝ(n) se n ≥ 0 e
G(n) = 0 se n < 0. Perciò:
1
2π
∫ 2π
0
f(eiϑ)g(eiϑ)dϑ =
1
2π
∫ 2π
0
( ∞∑
n=0
f̂(n)(einϑ)
∞∑
m=0
ĝ(m)(eimϑ)
)
dϑ =
=
1
2π
∞∑
n,m=0
f̂(n)ĝ(m)
(∫ 2π
0
eiϑ(n−m)dϑ
)
=
2π
2π
∞∑
n=0
f̂(n)ĝ(n) .
Per verificare che sia un prodotto scalare, 2.4 deve soddisfare:
1. < f, f >=
∑∞
n=0 | f̂(n) |2≥ 0
Se < f, f >= 0⇒
∑∞
n=0 | f̂(n) |2= 0⇒ ∀n ∈ N si ha f̂(n) = 0
⇒ poiché f è olomorfa f(z) =
∑∞
n=0 f̂(n)z
n = 0
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2. < f + g, h >=
∑∞
i=0(f̂(n) + ĝ(n))ĥ(n) =
∑∞
i=0 f̂(n)ĥ(n) +
∑∞
i=0 ĝ(n)ĥ(n) =
=< f, h > + < g, h >
3. ∀α ∈ C < αf, g >=
∑∞
i=0 αf̂(n)ĝ(n) = α < f, g >
4. < g, f >=
∑∞
i=0 ĝ(n)f̂(n) = < f, g >
Osservazione 9 (Completezza di H2 ).
Sia (fn)n∈N di Cauchy in H
2 ⇔
∀ε > 0 ∃nε ∈ N tale che ∀n,m ≥ nε si ha ‖ fn − fm ‖< ε ⇔
lim
n,m→∞
‖ fn − fm ‖2= lim
n,m→∞
∞∑
j=0
| f̂n(j)− f̂m(j) |2= 0
Perciò si ha:
| fn(z)−fm(z) |≤
∞∑
j=0
|
(
f̂n(j)−f̂m(j)
)
zj |2=
∞∑
j=0
| f̂n(j)−f̂m(j) |2| z |2j→ 0 per n,m→ +∞
∀z ∈ D ⇒ (fn)n∈N è di Cauchy in C, poiché C è completo ∃f : D→ C
tale che fn(z)→ f(z) ∀z ∈ D
Si dimostra che f è olomorfa con questa catena di proposizioni:
• (fn)n∈N di Cauchy in C⇒ (fn)n∈N è equilimitata
Dimostrazione. Se per assurdo (fn)n∈N non fosse equilimitata si avrebbe che
∀M > 0 ⇒| fn(z) |> M ∀n ∀z ∈ D da cui ∀M | fn(z) − fm(z) |≥|| fn(z) | − |
fm(z) ||≥
≥|M− | fm(z) || ∀m ∀z ∈ D perciò (fn)n∈N non sarebbe di Cauchy.
• (fn)n∈N equilimitata e olomorfe ⇒ (fn)n∈N è equicontinua
Dimostrazione. Poiché fn olomorfa, grazie alle stime di Cauchy, si ha che in D(ξ, R)
(con ξ ∈ D e R < 1− | ξ |)
| f ′n(ξ) |≤
max∂D(ξ,R) | fn |
R
≤ M
R
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Da cui | fn(z)− fn(w) |=| f ′n(ξ) || z − w | ∀n ∈ N,
con Vz, Vw intorni di z e w tali che Vz ∩ Vw ⊆ D(ξ, R)⇒
prendendo come δ =| x− y |= εR
M
si ha (fn)n∈N equilimitata
• Per il teorema di Ascoli-Arzelà si ha che (fn)n∈N ammette
sottosuccessione convergente uniformemente su D
• Con (fn)n∈N di Cauchy in C che ammette sottosuccessione convergente uniforme-
mente su D⇒
si ha (fn)n∈N convergente uniformemente su D
Dimostrazione. Sia f il limite uniforme della sottosuccessione fnk
⇒ si ha che
| fn(z)− f(z) |≤ | fn(z)− fnk(z) |︸ ︷︷ ︸
(1)
+ | fnk(z)− f(z) |︸ ︷︷ ︸
(2)
(1) è successione di Cauchy non dipendente da z
(2)fnk è sottosuccessione convergente uniformemente su D
⇒ (1) + (2)→ 0 per n→ +∞
• Data (fn)n∈N convergente uniformemente a f , con fn olomorfe ⇒ f olomorfa.
Resta da provare che tale f soddisfi
∑∞
n=0 | f̂(n) |2< +∞.
Si ha che 1
2π
∫ 2π
0
| f(eiϑ) |2 dϑ è convergente poiché f è limite uniforme di fn ∈ H2,
perciò 1
2π
∫ 2π
0
| f(eiϑ) |2 dϑ =
∑∞
n=0 | f̂(n) |2< +∞ .
Osservazione 10. Verifichiamo che H2 soddisfi 2.1 :
ηz(f) : H
2 → C è limitata poiché ∀z ∈ D si ha che
| f(z) |2=|
∞∑
n=0
anz
n |2≤
∞∑
n=0
| an |2| z |2n<
∞∑
n=0
| an |2=‖ f ‖2H2
⇒ sup
f∈H2
| ηz(f) |
‖ f ‖
= sup
f∈H2
| f(z) |
‖ f ‖
< +∞ .
Si può quindi concludere che H2 è un HFS, tale spazio si chiama Spazio di Hardy.
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2.3 Lo spazio di Dirichlet
D = {f |f : D→ C, f ∈ H2, tale che f ′ ∈ L2a(D)}
Osservazione 11. Proviamo innanzitutto che
< f, g >=
1
π
∫
D
f ′(z)g′(z) dm(z) +
1
2π
∫ 2π
0
f(eiϑ)g(eiϑ) dϑ (2.6)
sia un prodotto scalare.
Per farlo ci serviamo del seguente
Lemma 2.3.1. Se f, g ∈ D allora vale:
1
π
∫
D
f ′(z)g′(z) dm(z)︸ ︷︷ ︸
(1)
+
1
2π
∫ 2π
0
f(eiϑ)g(eiϑ) dϑ︸ ︷︷ ︸
(2)
=
∞∑
n=0
(n+ 1)f̂(n)ĝ(n)
Dimostrazione. Poiché f e g sono funzioni olomorfe su D si ha che:
f(z) =
∞∑
n=0
f̂(n)zn ⇒ f ′(z) =
∞∑
n=0
(n+ 1)f̂(n+ 1)zn ∀z ∈ D
g(z) =
∞∑
m=0
ĝ(m)zn ⇒ g′(z) =
∞∑
m=0
(m+ 1)ĝ(m+ 1)zm ∀z ∈ D
Calcoliamo (1):
1
π
∫
D
f ′(z)g′(z) dm(z) =
1
π
∫
D
(
∞∑
n=0
(n+ 1)f̂(n+ 1)zn
∞∑
m=0
(m+ 1)ĝ(m+ 1)zm) dm(z) =
=
1
π
∫
D
(
∞∑
n,m=0
(n+ 1)(m+ 1)f̂(n+ 1)znĝ(m+ 1)zm) dm(z) =
=
1
π
(
∞∑
n,m=0
(n+ 1)(m+ 1)f̂(n+ 1)ĝ(m+ 1)(
∫
D
znzm dm(z)))
da cui per 2.1.1 si ha che :
=
1
π
(
∞∑
n,m=0
(n+ 1)(m+ 1)f̂(n+ 1)ĝ(m+ 1)(
∫
D
znzm dm(z))) =
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=
1
π
π
( ∞∑
n=0
(n+ 1)2
n+ 1
f̂(n+ 1)ĝ(n+ 1)
)
=
∞∑
n=1
nf̂(n)ĝ(n)
(2) proviene da risultati precedente discussi in H2:
1
2π
∫ 2π
0
f(eiϑ)g(eiϑ)dϑ =
∞∑
n=0
f̂(n)ĝ(n)
⇒ si ha che:
(1) + (2) =
∞∑
n=0
(n+ 1)f̂(n)ĝ(n)
Per verificare che sia un prodotto scalare, 2.6 deve soddisfare:
1. < f, f >=
∑∞
n=0(n+ 1) | f̂(n) |2≥ 0
Se < f, f >= 0⇒
∑∞
n=0(n+ 1) | f̂(n) |2= 0⇒ ∀n ∈ N si ha f̂(n) = 0
⇒ poiché f è olomorfa f(z) =
∑∞
n=0 f̂(n)z
n = 0
2. < f + g, h >=
∑∞
i=0(n+ 1)(f̂(n) + ĝ(n))ĥ(n) =
∑∞
i=0(n+ 1)f̂(n)ĥ(n) +
+
∑∞
i=0(n+ 1)ĝ(n)ĥ(n) =< f, h > + < g, h >
3. ∀α ∈ C < αf, g >=
∑∞
i=0(n+ 1)αf̂(n)ĝ(n) = α < f, g >
4. < g, f >=
∑∞
i=0(n+ 1)ĝ(n)f̂(n) = < f, g >
Osservazione 12 (Completezza di D).
Sia (fn)n∈N di Cauchy in D ⇔
∀ε > 0 ∃nε ∈ N tale che ∀n,m ≥ nε si ha ‖ fn − fm ‖< ε
⇔
∞∑
j=0
(j + 1) | f̂n(j)− f̂m(j) |2< ε
⇒ | fn(z)− fm(z) |2<
∞∑
j=0
| f̂n(j)− f̂m(j) |2<
∞∑
j=0
(j + 1) | f̂n(j)− f̂m(j) |2< ε
Poiché (fn)n∈N di Cauchy in H
2 e di Cauchy in C , che sono spazi completi si ha che
∃ lim
n→∞
fn = f in H
2 e che
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∃ lim
n→∞
fn(z) = f(z) ∀z ∈ D
Poiché f ∈ H2 è olomorfa e conseguentemente pure f ′, perciò la completezza di D è
provata se f ′ ∈ L2(D) :
f è limite puntuale di una successione di funzioni appartenente a D, in particolare le f ′n
sono tutte quadrato-sommabili su D, perciò, per il teorema di convergenza dominata di
Lebesgue, si ha quanto voluto.
Osservazione 13. Verifichiamo che D soddisfi 2.1 : ∀z ∈ D si ha
| f(z) |2=|
∞∑
n=0
anz
n |2≤
∞∑
n=0
| an |2| z |2n<
∞∑
n=0
| an |2≤
∞∑
n=0
(n+ 1) | an |2=‖ f ‖2D .
Si può quindi concludere che D è un HFS, tale spazio si chiama Spazio di Dirichlet.
Esempio 2.1 (L2[0,1] non è un HFS).
Questo poiché ηz(f) : L
2
[0,1] → C non è limitata in quanto:
∃f ∈ L2[0,1] tale che ∀c > 0 si ha | f(x) |> c ‖ f ‖
Prendo f(x) =
1
x
1
4
⇒
∫ 1
0
( 1
x
1
4
)2
dx =
∫ 1
0
1
x
1
2
dx =
[
x−
1
2
+1
−1
2
+ 1
]1
0
= 2
⇒ si ha
∣∣∣ 1
x
1
4
∣∣∣ > √2c ∀c > 0 poiché lim
x→0
∣∣∣ 1
x
1
4
∣∣∣ = lim
x→0
∣∣∣∣∣ 4
√
1
x
∣∣∣∣∣ = +∞
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Capitolo 3
Teoria del nucleo riproducente
3.1 Proprietà generali
Proposizione 3.1.1. Sia H un HFS su X ⇒ ∀λ ∈ X si ha che ηλ : H → C è limitata
allora per il Lemma di Riesz ∃!kλ ∈ H tale che ηλ(f) = f(λ) =< f, kλ >.
Definizione 3.1. kλ è chiamato il nucleo riproducente in λ poiché esso riproduce il
valore di f in λ.
Proposizione 3.1.2. Sia H un HFS e kλ nucleo riproducente.
Si ha che ηζ : H → C è limitata :
kλ 7→ kλ(ζ)
allora, analogamente a prima, per il Lemma di Riesz ∃! kζ ∈ H
tale che kλ(ζ) =< kλ, kζ >.
Definizione 3.2. Si definisce k(ζ, λ) =< kλ, kζ > e si chiama funzione nucleo per H.
Osservazione 14. Assegnato H, un HFS, la funzione
k : X ×X → C
(ζ, λ) 7→ k(ζ, λ)
è definita univocamente tramite kλ e kζ appartenenti ad H.
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Osservazione 15. Sia
ϕ : H ⊕H → C
(kλ, kζ) 7→ k(ζ, λ)
Sapendo che k(ζ, λ) =< kλ, kζ > si ha automaticamente che ϕ è sesquilineare. Inoltre si
verifica che:
• ∀kλ si ha kζ 7→ ϕ(kλ, kζ) = ηλ(kζ) limitata
• ∀kζ si ha kλ 7→ ϕ(kλ, kζ) = ηζ(kλ) limitata
Perciò applicando 1.2.4 si ha che ϕ è continua su H ⊕H
Proposizione 3.1.3. Sia H un HFS su X, con (ei)i∈I sistema ortonormale per H.
Allora vale:
k(ζ, λ) =
∑
i∈I
ei(λ)ei(ζ)
Dimostrazione. Per l’identità di Parseval rispetto a (ei)i∈I si ha:
kλ =
∑
i∈I
< ei, kλ > ei e kζ =
∑
j∈I
< ej, kζ > ej
e in base a 3.1.1 si ottiene
kλ =
∑
i∈I
ei(λ)ei e kζ =
∑
j∈I
ej(ζ)ej .
Da cui:
k(ζ, λ) =< kλ, kζ >=<
∑
i∈I
ei(λ)ei,
∑
j∈I
ej(ζ)ej >=
∑
i,j∈I
ei(λ)ej(ζ) < ei, ej >=
=
∑
i∈I
ei(λ)ei(ζ)
Ora si verifica la convergenza di
∑
i∈I ei(λ)ei(ζ):∣∣∣∑
i∈I
ei(λ)ei(ζ)
∣∣∣ = ∣∣∣∑
i∈I
< ei, kλ >ηζ(ei)
∣∣∣ = ∣∣∣ηζ(∑
i∈I
< kλ, ei > ei
)∣∣∣ ≤
≤ ‖ ηζ ‖︸ ︷︷ ︸
(1)
‖
∑
i∈I
< ei, kλ > ei ‖︸ ︷︷ ︸
(2)
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• (1)< +∞ poiché ηζ è limitata
• (2)< +∞ per il Teorema di Parseval
Esempio 3.1. Tramite 3.1.3 si possono calcolare le funzioni nucleo per H2, per L2a(D)
e per D
1. Si parte verificando che (zj)j∈N è sistema ortogonale per H
2, per L2a(D)
e per D:
< zj, zk >H2=
1
2π
∫ 2π
0
eiϑ(k−j)dϑ =
{
1 se k = j
0 se k 6= j
< zj, zk >L2a(D)=
1
π
∫
D
zjzkdm(z) =
{
1
j+1
se k = j
0 se k 6= j
< zj, zk >D=
1
π
∫
D
jzj−1kzk−1dm(z)+
1
2π
∫ 2π
0
eiϑ(k−j)dϑ =
{
j + 1 se k = j 6= 0
0 se k 6= j ∨ k = j = 0
2. Perciò i sistemi ortonormali per gli spazi H2,L2a(D) e D sono rispettivamente
(zj)j∈N, (
√
j + 1zj)j∈N e (
zj√
j+1
)j∈N
3. Da cui si ha che:
k(z, w)H2 =
∞∑
j=0
wjzj =
1
1− wz
k(z, w)L2a(D) =
∞∑
j=0
(j+1)wjzj =
∞∑
j=0
(j+1)(wz)j =
[
d
dt
( ∞∑
j=0
tj
)]
t=wz
=
[
d
dt
( 1
1− t
)]
t=wz
⇒ k(z, w)L2a(D) =
1
(1− wz)2
k(z, w)D =
∞∑
j=0
wjzj
j + 1
=
1
wz
∞∑
j=0
(wz)j+1
j + 1
(−1)j+1(−1)j+1 = − 1
wz
∞∑
j=0
(wz)j+1
j + 1
(−1)2j+1
⇒ k(z, w)D = −
1
wz
log(1− wz)
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Proposizione 3.1.4.
Se H è spazio di funzioni olomorfe si ha che la funzione nucleo k :
1. è olomorfa rispetto alla prima variabile;
2. è anti-olomorfa rispetto alla seconda.
Dimostrazione.
1. kλ : ζ 7→ kλ(ζ) =< kλ, kζ >= k(ζ, λ) è funzione olomorfa, perciò risulta che
k(ζ, λ) è olomorfa rispetto a ζ
2. kζ : λ 7→ kζ(λ) =< kζ , kλ >= < kλ, kζ > = k(ζ, λ) è funzione olomorfa, perciò
risulta che k(ζ, λ) è anti-olomorfa rispetto a λ
Proposizione 3.1.5. La funzione nucleo k : X ×X → C è semi-definita positiva.
Dimostrazione. ∀N, ∀{λ1, · · · , λN} insieme finito di punti distinti in X e a1, · · · , aN
generici numeri complessi, si ha:
N∑
i,j=1
aiajk(λi, λj) =
N∑
i,j=1
aiaj < kλj , kλi >=<
N∑
j=1
ajkλj ,
N∑
i=1
aikλi >=‖
N∑
i=1
aikλi ‖2≥ 0
Inoltre se
N∑
i,j=1
aiajk(λi, λj) = 0⇔‖
N∑
i=1
aikλi ‖2= 0⇒
N∑
i=1
aikλi = 0
e nel caso in cui i kλi sono linearmente indipendenti si ha a1 = · · · = an = 0, ovvero che
la funzione nucleo è definita positiva.
Osservazione 16. Il proposito seguente sarà di verificare il comportamento reciproco della
funzione nucleo. Ovvero partendo da una funzione k con le proprietà appena dimostrate
si risalirà ad un unico HFS. Quanto appena enunciato è il teorema di Moore-Aronszajn.
Definizione 3.3. Un nucleo k : X × X → C è una funzione definita positiva auto-
aggiunta
(
k(x, y) = k(y, x)
)
che soddisfa:
k(λ, λ) 6= 0 ∀λ ∈ X
3.1 Proprietà generali 21
Teorema 3.1.6 (di Moore-Aronszajn).
Esiste una corrispondenza biunivoca tra gli HFSs su X e i nuclei su X.
Dimostrazione. Esistenza di H come HFS
Sia k un nucleo su X, si definisce il seguente spazio vettoriale:
V = {
N∑
i=1
aikλi |n ∈ N, ai ∈ C, kλ = k(·, λ)}
Su V si definisce il seguente prodotto scalare:
<
N∑
i=1
aikλi ,
M∑
j=1
bjkζj >=
N∑
i=1
M∑
j=1
aibjk(ζj, λi)
Verifica:
1. Prova che <,> sia lineare nel primo argomento.
< α
N∑
i=1
aikλi + β
M∑
j=1
bjkζj ,
P∑
h=1
chkξh >=<
N∑
i=1
αaikλi +
M∑
j=1
βbjkζj ,
P∑
h=1
chkξh >
Si definiscono:
kωl =
{
kλl se l ∈ {1, · · · , N}
kζl−N se l ∈ {N + 1, · · · , N +M}
dl =
{
αal se l ∈ {1, · · · , N}
βbl−N se l ∈ {N + 1, · · · , N +M}
Da cui
<
N∑
i=1
αaikλi+
M∑
j=1
βbjkζj ,
P∑
h=1
chkξh >=<
N+M∑
l=1
dlkωl ,
P∑
h=1
chkξh >=
N+M∑
l=1
P∑
h=1
dlchk(ξh, ωl) =
=
N∑
l=1
P∑
h=1
dlchk(ξh, ωl) +
N+M∑
l=N+1
P∑
h=1
dlchk(ξh, ωl) = α
N∑
i=1
P∑
h=1
aichk(ξh, λi)+
+β
M∑
j=i
P∑
h=1
bjchk(ξh, ζj) = α <
N∑
i=1
aikλi ,
P∑
h=1
chkξh > +β <
M∑
j=1
bjkζj ,
P∑
h=1
chkξh >
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2. Si prova la coniugato-simmetria:
<
N∑
i=1
aikλi ,
M∑
j=1
bjkζj >=
N∑
i=1
M∑
j=1
aibjk(λi, ζj) =
=
M∑
j=1
N∑
i=1
bjaik(λi, ζj) = <
M∑
j=1
bjkζj ,
N∑
i=1
aikλi >
3. Si ha:
<
N∑
i=1
aikλi ,
N∑
j=1
ajkλj >=
N∑
i=1
N∑
j=1
aiajk(λj, λi) ≥ 0
in particolare se <
N∑
i=1
aikλi ,
N∑
j=1
ajkλj >=
N∑
i=1
N∑
j=1
aiajk(λj, λi) = 0⇒ a1 = · · · = aN = 0
poiché k è definita positiva.
Definiamo H come il completamento di V rispetto al prodotto scalare <,> precedente-
mente assegnato.
Si procede con la prova che H è un HFS in cui k assegnato è proprio la funzione nucleo.
Per farlo occorre definire la valutazione delle funzioni appartenenti ad H:
f : X → C
λ 7→< f, kλ >
Inoltre si verifica che è limitata
ηλ : H → C
f 7→ f(λ)
poiché per la disuguaglianza di Cauchy-Schwartz si ha
| f(λ) |=|< f, kλ >|≤‖ f ‖‖ kλ ‖ ∀f ∈ H
Da cui per il Lemma di Riesz si ha che ∃!v ∈ H tale che f(λ) =< f, kλ > ⇒ v = kλ ,
perciò ηζ(kλ) = kλ(ζ) =< kλ, kζ >= k(ζ, λ) , che corrisponde proprio al nucleo preso in
partenza.
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Unicità di H come HFS Siano H e H ′ entrambi HFS con stesso nucleo k. Si considera
la funzione
U : Span(kλ|λ ∈ X)→ H ′
N∑
i=1
aikλi 7→
N∑
i=1
aikλi
che è un isomorfismo isometrico, perciò, per 1.2.6, U si estende su H con la proprietà
‖ U ‖L (Span(kλ|λ∈X),H′)=‖ U ‖L (H,H′) U rimane isomorfismo isometrico tra H e H ′ poiché:
‖ Ux ‖H′≤‖ U ‖L (H,H′)‖ x ‖H=‖ U ‖L (Span(kλ|λ∈X),H′)‖ x ‖H=
= sup∑N
i=1 aikλi 6=0
‖
∑N
i=1 aikλi ‖
‖
∑N
i=1 aikλi ‖
‖ x ‖H=‖ x ‖H
e
‖ Ux ‖H′≥‖ x ‖H⇔ sup
x 6=0
‖ Ux ‖
‖ x ‖
≥ 1 = sup
x∈Span(kλ|λ∈X)\{0}
‖ Ux ‖
‖ x ‖
In conclusione U : H → H ′ è isomorfismo isometrico che permette di considerare H e H ′
come lo stesso HFS.
Osservazione 17. Il teorema di Moore-Aronszajn permette di concepire H, un HFS,
come cl(Span({kλ}λ∈X)) .
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3.2 I moltiplicatori
Sia Hk un HFS su X con nucleo k .
Definizione 3.4. Mult(Hk) = {ϕ | ∀f ∈ Hk si ha ϕf ∈ Hk}
Proposizione 3.2.1. Mult(Hk) è un’algebra.
Dimostrazione. Date f, g ∈Mult(Hk) si ha che:
• f + g ∈Mult(Hk)⇔ (f + g)h ∈ Hk ∀h ∈ Hk ⇔ fh+ gh ∈ Hk ∀h ∈ Hk che è vero
poiché Hk è spazio vettoriale
• fg ∈ Mult(Hk) ⇔ (fg)h ∈ Hk ∀h ∈ Hk ⇔ f gh︸︷︷︸
∈Hk
∈ Hk ∀h ∈ Hk che è vero per
definizione di f
Osservazione 18. Si considera l’operatore lineare
Mϕ : Hk → Hk
f 7→ ϕf
Si osserva che:
Γ(Mϕ) = {(f, ϕf)|f ∈ Hk, ϕf ∈ Hk} = Hk ⊕Hk è insieme chiuso.
Allora, per il Teorema del grafico chiuso, si ha che Mϕ è limitato.
Proposizione 3.2.2. I nuclei riproducenti sono autovettori per l’aggiunto di Mϕ.
Dimostrazione.
< f,M∗ϕkζ >=< Mϕf, kζ >=< ϕf, kζ >= ϕ(ζ)f(ζ) = ϕ(ζ) < f, kζ >=
=< f, ϕ(ζ)kζ > ∀f ∈ Hk
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Proposizione 3.2.3. Vale la condizione:
‖Mϕ ‖B(H)≥ sup
ζ∈X
| ϕ(ζ) |
Dimostrazione.
‖Mϕ ‖B(H)=‖M∗ϕ ‖B(H)= sup
f∈Hk\{0}
‖M∗ϕf ‖
‖ f ‖
≥
‖M∗ϕkζ ‖
‖ kζ ‖
=
‖ ϕ(ζ)kζ ‖
‖ kζ ‖
=| ϕ(ζ) |=
=| ϕ(ζ) | ∀ζ ∈ X
Teorema 3.2.4. Sono equivalenti:
• ϕ ∈Mult(L2a(D))
• ϕ ∈ H∞(D)
Dimostrazione. Per la prima implicazione si ha:
ϕ ∈Mult(L2a(D))⇔ ∀f ∈ L2a(D) si ha ϕf ∈ L2a(D)⇒ ϕ ∈Mult(L2a(D))
In base a questo si ha ϕ olomorfa su D.
Inoltre vale
∀z ∈ D | ϕ(z) |2≤
(∫
D
| ϕ(z) | dm(z)
)2
≤ C
∫
D
| ϕ(z) |2 dm(z) ≤ C ‖ ϕ ‖2L2a(D), con C>0
costante e perciò f è limitata.
Viceversa, ϕf è olomorfa poiché prodotto di funzioni olomorfe.
Con f ∈ L2a(D) si verifica che ϕf ∈ L2(D):∫
D
| ϕ(z)f(z) |2 dm(z) ≤
∫
D
(
sup
D
| ϕ(z) |2
)
| f(z) |2 dm(z) ≤
≤ sup
D
| ϕ(z) |2︸ ︷︷ ︸
<+∞
‖ f ‖2L2a(D)
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Osservazione 19. In questo modo si è anche provato che:
‖Mϕ ‖B(L2a(D))= sup
f 6=0
√∫
D
| ϕ(z)f(z) |2 dm(z)∫
D
| f(z) |2 dm(z)
= sup
z∈D
| ϕ(z) | (3.1)
Osservazione 20. Si può estendere il risultato 3.1 con il seguente
Teorema 3.2.5. Mϕ appartiene a B(L2(C)) se e solo se ϕ appartiene a L∞C .
In particolare vale:
‖Mϕ ‖B(L2(C))=‖ ϕ ‖L∞C .
Dimostrazione.
‖Mϕf ‖2L2(C)=
∫
C
| ϕ(z)f(z) |2 dm(z) ≤
∫
C
(
supessC | ϕ(z) |
)2 | f(z) |2 dm(z) =
=‖ ϕ ‖L∞C
∫
C
| f(z) |2 dm(z) ∀f ∈ L2(C)⇒ ‖Mϕ ‖B(L2(C))≤‖ ϕ ‖L∞C
Per l’altra disuguaglianza.
Sia λ tale che 0 < λ <‖ ϕ ‖L∞C (se fosse ‖ ϕ ‖L∞C = 0, è banale che ‖ Mϕ ‖B(L2(C))≥ 0) e
sia E = {z|λ <| ϕ(z) |}. Considero f = χE, da cui m(E) =‖ χE ‖2L2(C)> 0 (se non fosse
cos̀ı avrei m(E) = 0 ⇒ λ ≥ supessC | ϕ | che contraddice l’ipotesi) e si ha:
‖Mϕf ‖2L2(C)=
∫
C
| ϕ(z)f(z) |2 dm(z) =
∫
E
| ϕ(z) |2 dm(z) > m(E)λ2 = λ2 ‖ χE ‖2L2(C)
⇒‖Mϕ ‖B(L2(C))≥ λ ∀λ ⇒‖Mϕ ‖B(L2(C))≥‖ ϕ ‖L∞C
Teorema 3.2.6. Sono equivalenti:
• ϕ ∈Mult(H2)
• ϕ ∈ H∞(D)
Dimostrazione. Come prima osservazione si può constatare che H2 e H∞(D) sono ri-
spettivi sottospazi di L2(T) e L∞(T) . Se ϕ ∈ H∞(D) provare che ϕf ∈ H2 ∀f ∈ H2 è
equivalente ad avere Mϕ (operatore di moltiplicazione in H
2) limitato.
Per 3.2.3 e 3.2.5 valgono:
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• supD | ϕ |≤‖Mϕ ‖B(H2)≤‖Mϕ ‖B(L2(T))
• ‖Mϕ ‖B(L2(T))=‖ ϕ ‖L∞(D)
si ottiene quindi
sup
D
| ϕ |≤‖Mϕ ‖B(L2(T))=‖ ϕ ‖L∞(D)≤ sup
D
| ϕ | .
Viceversa se ϕ ∈ Mult(H2) ⇔ ϕf ∈ H2 ∀f ∈ H2 ⇒ prendendo f = 1 ottengo ϕ ∈ H2,
perciò ϕ è analitica, inoltre è limitata per 3.2.3.
Osservazione 21. Quanto provato in 3.2.2 è reciproco, ovvero se un operatore lineare
limitato ha come autovettori i nuclei riproducenti, allora tale operatore è l’aggiunto
dell’operatore di moltiplicazione di una certa funzione.
In dettaglio, partendo da T : Hk → Hk tale che Tkλ = akλ con a ∈ C, si definisce
ϕ : λ 7→ a. ϕ è ben definita poiché:
se ζ = λ⇒ si ha kλ = kζ ⇒ Tkλ = Tkζ = akλ ⇒ ϕ(ζ) = ϕ(λ)
Considerando T ∗:
< T ∗f, kλ >=< f, Tkλ >=< f, ϕ(λ)kλ >= ϕ(λ)f(λ) ∀λ ∈ X ∀f ∈ Hk
si ha quindi
T ∗ : Hk → Hk
f 7→ ϕf
ed è perciò provato il seguente teorema.
Teorema 3.2.7. Sia Hk un HFS su X. La funzione ϕ è un moltiplicatore di Hk se e solo
se l’operatore T definito da
Tkλ = ϕ(λ)kλ
si estende a un operatore lineare e limitato su tutto Hk. In questo caso si ha che T è
l’aggiunto di Mϕ.
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Proposizione 3.2.8. Sia H spazio di Hilbert e T : H → H operatore lineare limitato.
T è di norma al più ρ se e solo se
ρ2I − T ∗T ≥ 0 .
Dimostrazione.
ρ2I − T ∗T ≥ 0⇔ < v, (ρ2I − T ∗T )(v) >≥ 0 ∀v ⇔ < v, ρ2v − T ∗Tv >≥ 0 ∀v
⇔ < v, ρ2v > − < v, T ∗Tv >≥ 0 ∀v ⇔ ρ2 < v, v > − < Tv, Tv >≥ 0 ∀v
⇔ ρ2 ‖ v ‖2 − ‖ Tv ‖2≥ 0 ∀v ⇔ ρ2 ≥ ‖ Tv ‖
2
‖ v ‖2
≥ 0 ∀v 6= 0⇔ ρ ≥ sup
v 6=0
‖ Tv ‖
‖ v ‖
=‖ T ‖
Proposizione 3.2.9. La funzione ϕ è un moltiplicatore di Hk con norma al più ρ
se e solo se
(ρ2 − ϕ(ζ)ϕ(λ))k(ζ, λ) ≥ 0
Dimostrazione. Utilizzando 3.2.8 con T = M∗ϕ si ottiene la relazione
‖Mϕ ‖≤ ρ⇔ ρ2Id−MϕM∗ϕ ≥ 0⇔ < v, ρ2Id−MϕM∗ϕv >≥ 0 ∀v ∈ Hk (3.2)
Poiché Hk è HFS, si ha Hk = cl(Span({kλ}λ∈X)) e 3.2 è equivalente a
<
∑
j
ajkλj , ρ
2Id−MϕM∗ϕ(
∑
i
aikλi) >≥ 0 ∀N, ∀{λ1, · · · , λN} insieme finito di
punti distinti in Xe a1, · · · , aN generici numeri complessi
⇔<
∑
j
ajkλj , ρ
2
∑
i
aikλi −MϕM∗ϕ
∑
i
aikλi >≥ 0
⇔<
∑
j
ajkλj , ρ
2
∑
i
aikλi > − <
∑
j
ajkλj ,MϕM
∗
ϕ
∑
i
aikλi >≥ 0
⇔ ρ2 <
∑
j
ajkλj ,
∑
i
aikλi > − < M∗ϕ
∑
j
ajkλj ,M
∗
ϕ
∑
i
aikλi >≥ 0
⇔ ρ2 <
∑
j
ajkλj ,
∑
i
aikλi > − <
∑
j
ajϕ(λj)kλj ,
∑
i
aiϕ(λi)kλi >≥ 0
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⇔
∑
i,j
ρ2ajaik(λi, λj)−
∑
i,j
ajaiϕ(λi)ϕ(λj)k(λi, λj) ≥ 0
⇔
∑
i,j
ajaik(λi, λj)[ρ
2 − ϕ(λi)ϕ(λj)] ≥ 0
che è equivalente a chiedere che (ρ2 − ϕ(ζ)ϕ(λ))k(ζ, λ) sia definita positiva.
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Capitolo 4
Prodotto tensoriale di spazi di
Hilbert e vvRKHS
4.1 Prodotto tensoriale di spazi di Hilbert
Definizione 4.1. Siano H1, H2 spazi di Hilbert, ϕ1 ∈ H1, ϕ2 ∈ H2, si definisce
ϕ1 ⊗ ϕ2 : H1 ×H2 → C
(ψ1, ψ2) 7→< ϕ1, ψ1 >< ϕ2, ψ2 > .
Proposizione 4.1.1. ϕ1 ⊗ ϕ2 è forma coniugato-bilineare.
Dimostrazione. Nel primo argomento si ha:
ϕ1 ⊗ ϕ2(aψ1 + bξ1, ψ2) =< ϕ1, aψ1 + bξ1 >< ϕ2, ψ2 >= a < ϕ1, ψ1 >< ϕ2, ψ2 > +
+b < ϕ1, ξ1 >< ϕ2, ψ2 >= aϕ1 ⊗ ϕ2(ψ1, ψ2) + bϕ1 ⊗ ϕ2(ξ1, ψ2) .
Nel secondo argomento si ha:
ϕ1 ⊗ ϕ2(ψ1, aψ2 + bξ2) =< ϕ1, ψ1 >< ϕ2, aψ2 + bξ2 >= a < ϕ1, ψ1 >< ϕ2, ψ2 > +
+b < ϕ1, ψ1 >< ϕ2, ξ2 >= aϕ1 ⊗ ϕ2(ψ1, ψ2) + bϕ1 ⊗ ϕ2(ψ1, ξ2) .
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Definizione 4.2. Siano H1, H2 spazi di Hilbert, si definisce
E = {
n∑
i=1
aiϕi ⊗ ψi |ai ∈ C, ϕi ∈ H1, ψi ∈ H2, n <∞} .
E è dotato di un prodotto scalare, che si definisce su
< ϕ⊗ ψ, η ⊗ µ >=< ϕ, η >H1< ψ, µ >H2
e si estende su E nel seguente modo:
<
∑
i
aiϕi ⊗ ψi,
∑
j
bjηj ⊗ µj >E =
∑
i,j
aibj < ϕi, ηj >H1< ψi, µj >H2
Proposizione 4.1.2. <,>E è ben definito, ovvero < λ, λ
′
> non dipende da una precisa
combinazione lineare finita decisa per esprimere λ e λ
′
.
Alla dimostrazione si premette il seguente
Lemma 4.1.3. Se µ è la forma nulla allora < µ, η >= 0 ∀η ∈ E .
Dimostrazione.
< µ, η >=< µ,
∑
i
aiϕi⊗ψi >=
∑
i
ai < µ,ϕi⊗ψi >=
∑
i
aiµ(ϕi, ψi) = 0 poiché µ è forma nulla
Si procede con la prova di 4.1.2
Dimostrazione. Per applicare il lemma precedente si usa come forma nulla µ = λ−λ, di
conseguenza si ha < λ− λ, η >= 0 ∀η ∈ E .
Prendiamo quindi:
∑
i aiαi ⊗ βi = λ =
∑
j bjδj ⊗ εj,
da cui <
∑
i aiαi ⊗ βi −
∑
j bjδj ⊗ εj, η >= 0 ∀η ∈ E .
Si definisce:
ckϕk ⊗ ψk =
{
akαk ⊗ βk se k ∈ {1, · · · , N}
−bN−kδN−k ⊗ εN−k se k ∈ {N + 1, · · · , N +M}
e si ha
<
∑
i
aiαi⊗βi−
∑
j
bjδj⊗εj, η >=<
N+M∑
k=1
ckϕk⊗ψk, η >=
N+M∑
k=1
ck < ϕk⊗ψk, η >= 0 ∀η ∈ E
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⇔<
∑
i
aiαi ⊗ βi, η > − <
∑
j
bjδj ⊗ εj, η >= 0 ∀η ∈ E
⇔<
∑
i
aiαi ⊗ βi, η >=<
∑
j
bjδj ⊗ εj, η > ∀η ∈ E
Scegliendo η = λ
′
, in cui
∑
k ckηk ⊗ ϑk = λ
′
=
∑
l dlµl ⊗ νl , si ha:
<
∑
i
aiαi ⊗ βi,
∑
k
ckηk ⊗ ϑk >=<
∑
j
bjδj ⊗ εj,
∑
l
dlµl ⊗ νl >
ovvero la tesi.
Segue quindi la prova che <,>E sia un prodotto scalare.
Proposizione 4.1.4. <,>E è definito positivo.
Dimostrazione. Sia λ =
∑M
k=1 dkηk ⊗ µk, M1 = Span({ηk}Mk=1) e M2 = Span({µk}Mk=1).
Introducendo {ϕj}N1j=1 e {ψl}
N2
l=1 basi ortonormali rispettivamente di M1 e M2, possiamo
esprimere ogni ηk rispetto ai ϕj e analogamente ogni µk rispetto ai ψl, otteniamo quindi
λ =
N1,N2∑
j,l=1
cjl(ϕj ⊗ ψl) .
Si ha perciò
< λ, λ >=<
N1,N2∑
j,l=1
cjl(ϕj⊗ψl),
N1,N2∑
i,m=1
cim(ϕi⊗ψm) >=
N1,N2,N1,N2∑
j,l,i,m=1
cjlcim < ϕj, ϕi >< ψl, ψm >=
=
N1,N2∑
j,l=1
| cjl |2≥ 0 .
Infine se
< λ, λ >= 0⇒ cjl = 0 ∀j, l⇒ λ è la forma nulla.
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Proposizione 4.1.5. <,>E è coniugato-simmetrica.
Dimostrazione. Siano λ, λ ∈ E
< λ, λ′ >=<
∑
i
aiϕi ⊗ ψi,
∑
j
bjηj ⊗ µj >E =
∑
i,j
aibj < ϕi, ηj >H1< ψi, µj >H2=
=
∑
i,j
aibj < ϕi, ηj >H1< ψi, µj >H2=
∑
i,j
aibj< ηj, ϕi >H1< µj, ψi >H2 =
=
∑
i,j
aibj < ηj ⊗ µj, ϕi ⊗ ψi >E =
∑
i,j
aibj < ηj ⊗ µj, ϕi ⊗ ψi >E =
= <
∑
j
bjηj ⊗ µj,
∑
i
aiϕi ⊗ ψi >E = < λ′, λ >
Proposizione 4.1.6. <,>E è lineare.
Dimostrazione. Siano α, β ∈ C e λ, µ, λ′ ∈ E
< αλ+ βµ, λ′ >=< α
∑
i
aiϕi ⊗ ψi + β
∑
k
ckρk ⊗ σk,
∑
j
bjηj ⊗ µj >
si definisce:
dlγl ⊗ δl =
{
αalϕl ⊗ ψl se l ∈ {1, · · · , N}
βcN−lρN−l ⊗ σN−l se l ∈ {N + 1, · · · , N +M}
Si ha quindi
< α
∑
i
aiϕi ⊗ ψi + β
∑
k
ckρk ⊗ σk,
∑
j
bjηj ⊗ µj >=<
∑
l
dlγl ⊗ δl,
∑
j
bjηj ⊗ µj >=
=
∑
l,j
dlbj < γl ⊗ δl, ηj ⊗ µj >=
∑
i,j
αaibj < ϕi ⊗ ψi, ηj ⊗ µj > +
+
∑
k,j
βckbj < ρk ⊗ σk, ηj ⊗ µj >= α <
∑
i
aiϕi ⊗ ψi,
∑
j
bjηj ⊗ µj > +
+β <
∑
k
ckρk ⊗ σk,
∑
j
bjηj ⊗ µj >= α < λ, λ′ > +β < µ, λ′ >
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Definizione 4.3. Si denota con H1 ⊗H2 il completamento di E rispetto a <,>E .
Proposizione 4.1.7. Se {ϕk}k e {ψl}l sono famiglie ortonormali rispettivamente di H1
e H2, allora {ϕk ⊗ ψl}k,l è famiglia ortonormale di H1 ⊗H2.
Dimostrazione.
< ϕk ⊗ ψl, ϕj ⊗ ψm >=< ϕl, ϕj >< ψk, ψm >=
{
1 se k = j = l = m
0 se k 6= j ∨ l 6= m
Proposizione 4.1.8. Se H1 e H2 sono separabili allora H1 ⊗H2 è separabile.
Dimostrazione. Si ha immediatamente che Span({ϕk ⊗ ψl}k,l) ⊆ E perciò si ha
cl(Span({ϕk ⊗ ψl}k,l)) ⊆ cl(E ) = H1 ⊗H2.
Per provare cl(E ) ⊆ cl(Span({ϕk ⊗ ψl}k,l)), ovvero l’altra inclusione, sia ϕ⊗ ψ ∈ E ,
per il Teorema di Parseval si ha ϕ =
∑
k ckϕk con
∑
k | ck |2< ∞, ψ =
∑
l dlψl con∑
l | dl |2< ∞ ⇒
∑
k,l | ckdl |2< ∞, perciò nuovamente per il Teorema di Parseval
∃ µ =
∑
k,l ckdlϕk ⊗ ψl.
Si ottiene quindi
‖ ϕ⊗ ψ −
∑
l<M,k<N
ckdlϕk ⊗ ψl ‖2=‖ ϕ⊗ ψ ‖2 + ‖
∑
l<M,k<N
ckdlϕk ⊗ ψl ‖2 +
−2Re(< ϕ⊗ψ,
∑
i<M,j<N
cjdiϕj⊗ψi >) =‖
∑
k
ckϕk⊗
∑
l
dlψl ‖2 + ‖
∑
l<M,k<N
ckdlϕk⊗ψl ‖2 +
−2Re(<
∑
k
ckϕk ⊗
∑
l
dlψl,
∑
i<M,j<N
cjdiϕj ⊗ ψi >) =
∑
k,l
| ckdl |2 +
∑
l<M,k<N
| ckdl |2 +
−2Re(
∑
j<M,i<N
cjdi <
∑
k
ckϕk ⊗
∑
l
dlψl, ϕj ⊗ ψi >) =
∑
k,l
| ckdl |2 +
∑
l<M,k<N
| ckdl |2 +
−2Re(
∑
j<M,i<N
cjdi <
∑
k
ckϕk, ϕj ><
∑
l
dlψl, ψi >) =
∑
k,l
| ckdl |2 +
∑
l<M,k<N
| ckdl |2 +
−2Re(
∑
j<M,i<N
cjdicjdi) =
∑
k,l
| ckdl |2 +
∑
l<M,k<N
| ckdl |2 −2
∑
j<M,i<N
| cjdi |2→ 0
per N,M → +∞.
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Esempio 4.1 (Isomorfismo tra L2(Rk)⊗ L2(Rs) e L2(Rk × Rs)).
Rk e Rs dotati delle rispettive misure di Lebesgue µRk e µRs .
Sapendo che L2(Rk)eL2(Rs) sono separabili si ha, per 4.1.8, che L2(Rk) ⊗ L2(Rs) è se-
parabile.
Consideriamo {ϕm(x)}m,{ψl(y)}l rispettivamente sistemi ortonormali di L2(Rk)e di L2(Rs).
Osserviamo che :
< ϕm(x)ψl(y), ϕi(x)ψj(y) >L2(Rk×Rs)=
∫
Rk×Rs
ϕm(x)ψl(y)ϕi(x)ψj(y)dxdy
e applicando il teorema di Fubini si ha∫
Rk×Rs
ϕm(x)ψl(y)ϕi(x)ψj(y)dxdy =
∫
Rk
ϕm(x)ϕi(x)dx ·
∫
Rs
ψl(y)ψj(y)dy =
=< ϕm(x), ϕi(x) >L2(Rk)< ψl(y), ψj(y) >L2(Rs)=
{
1 se m = i = l = j
0 se m 6= i ∨ l 6= j
Si è quindi provato che {ϕm(x)ψl(y)}m,l è insieme ortonormale di L2(Rk × Rs).
Per concludere che {ϕm(x)ψl(y)}m,l sia sistema ortonormale sia f(x, y) ∈ L2(Rk × Rs)
tale che < f(x, y), ϕm(x)ψl(y) >= 0 ∀m, l,
si ha quindi che ∫
Rk×Rs
f(x, y)ϕm(x)ψl(y)dxdy = 0 ∀l,m ,
per il teorema di Fubini si può riscrivere∫
Rs
(∫
Rk
f(x, y)ϕm(x)dx
)
ψl(y)dy
Poiché {ψl(y)}l base di L2(Rs) si ha
∫
Rk f(x, y)ϕm(x)dx = 0 tranne su un insieme
Sk ⊂ Rs tale che µRs(Sk) = 0 ⇒ ∀y /∈ ∪kSk(Sk costituiti come il precedente) si
ha
∫
Rk f(x, y)ϕm(x)dx = 0 ∀m ⇒ poiché {ϕm(x)}m è sistema ortonormale si ha che
f(x, y) = 0 quasi dappertutto su Rk e di conseguenza a queste considerazioni si ha
f(x, y) = 0 quasi dappertutto su Rk × Rs. In questo modo si ha che {ϕm(x)ψl(y)}m,l è
sistema ortonormale di L2(Rk × Rs).
Si definisce U : ϕm⊗ψl 7→ ϕm(x)ψl(y), per 1.2.6 si estende univocamente ad un operatore
di norma 1, U : L2(Rk)⊗L2(Rs)→ L2(Rk×Rs) che verifica, date f ∈ L2(Rk), g ∈ L2(Rs):
U(f ⊗ g) = U(
∑
m
cmϕm ⊗
∑
l
dlψl) =
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= U(
∑
m
cmϕm ⊗
∑
l
dlψl)(u, v) = U(<
∑
m
cmϕm, u ><
∑
l
dlψl, v >) =
= U(
∑
m
cm < ϕm, u >
∑
l
dl < ψl, v >) = U(
∑
m,l
cmdlϕm⊗ψl)(u, v) = U(
∑
m,l
cmdlϕm⊗ψl) =
=
∑
m,l
cmdlU(ϕm ⊗ ψl) =
∑
m,l
cmdlϕm(x)ψl(y) = f(x)g(y)
Si è quindi provato che esiste ed è unico l’isomorfismo tale che
L2(Rk)⊗ L2(Rs)→ L2(Rk × Rs)
f ⊗ g 7→ f · g
Per questa proprietà si è soliti dire che i due spazi siano naturalmente isomorfi e inoltre
risulta una generalizzazione stessa del teorema di Fubini.
4.2 Spazio di Hilbert a nucleo riproducente a valori
vettoriali
Sia L spazio di Hilbert di dimensione m (m può essere finito o infinito). Scelto un
sistema ortonormale per L si può identificare tale spazio con `2m, ovvero lo spazio delle
sequenze quadrato-sommabili di lunghezza m.
Definizione 4.4. Sia H un HFS su X, si definisce H ⊗ L spazio di Hilbert a nucleo
riproducente a valori vettoriali (in seguito vvRKHS).
Osservazione 22. Essendo H un HFS, si ha H = cl(Span({kx}x∈X)), di conseguenza
H ⊗ L = cl(Span({f ⊗ x}f∈H,x∈L))
Osservazione 23. Se X è numerabile si ha H = cl(Span({kx}x∈X)) separabile e per 4.1.8
si ha che H ⊗ L è separabile.
Dato x ∈ H ⊗ L e {fk}∞k=1,{gk}∞k=1sistemi ortonormali di H e L, si ha
x =
∞∑
k=1
ckfk ⊗ gk .
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Valutando x in (kλ, u) si ha:
x(kλ, u) =
∞∑
k=1
ckfk⊗gk(kλ, u) =
∞∑
k=1
ck < fk, kλ >< gk, u >=
∞∑
k=1
ck < fk, kλ >
m∑
i=1
gk,iui .
Perciò se: 
H = L2a(D) ⇒ x(kλ, u) =
∑∞
k=1 ck
√
k + 1λk
∑m
i=1 gk,iui
H = D ⇒ x(kλ, u) =
∑∞
k=1
ck√
k+1
λk
∑m
i=1 gk,iui
H = H2 ⇒ x(kλ, u) =
∑∞
k=1 ckλ
k
∑m
i=1 gk,iui
4.2.1 Moltiplicatore di un vvRKHS
Osservazione 24. In H ⊗ L non è chiaro cosa possa significare la condizione
ϕ · F ∈ H ⊗ L ∀F ∈ H ⊗ L ,
poiché non è specificata l’operazione · tra ϕ e F .
L’intenzione è quindi di procedere con la costruzione di un operatore aggiunto dell’ipo-
tetico operatore di moltiplicazione in H ⊗ L, coerente con le proprietà presentate nella
sezione sui moltiplicatori di H.
Definizione 4.5. Dato
ϕ : X → B(L) ,
λ 7→ ϕ(λ)
si definisce l’operatore T : kλ ⊗ v 7→ kλ ⊗ ϕ(λ)∗v .
Teorema 4.2.1. L’operatore T si estende linearmente su H ⊗ L, è limitato e tale che
‖ T ‖≥ sup
λ∈X
‖ ϕ(λ) ‖ .
Dimostrazione. Tramite 4.5, al variare di λ ∈ X e v ∈ L si ha T definita su
Span({kλ ⊗ v}λ∈X,v∈L) nel seguente modo:
T (
∑
i
cikλi ⊗ vi) =
∑
i
cikλi ⊗ ϕ(λi)∗vi .
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Per 1.2.6 si ha quindi che T è estendibile con continuità a cl(Span({kλ ⊗ v}λ∈X,v∈L)) =
H ⊗ L.
Γ(T ) = (H⊗L)⊕(H⊗L) poiché ϕ(λi)∗ ∈ B(L)∀λi ∈ X, si ha quindi che Γ(T ) è insieme
chiuso, perciò per il teorema del grafico chiuso si ha che T è limitato.
Infine si osserva che:
‖ Tkλ ⊗ v ‖2
‖ kλ ⊗ v ‖2
=
‖ kλ ⊗ ϕ(λ)∗v ‖2
‖ kλ ⊗ v ‖2
=
‖ kλ ‖2‖ ϕ(λ)∗v ‖2
‖ kλ ‖2‖ v ‖2
=
‖ ϕ(λ)∗v ‖2
‖ v ‖2
∀λ, ∀v
⇒ ‖ T ‖≥ sup
λ∈X
‖ ϕ(λ) ‖ .
Osservazione 25. Essendo T operatore lineare limitato, è ben definito T ∗ che rispetta la
proprietà:
‖ T ∗ ‖=‖ T ‖≥ sup
λ∈X
‖ ϕ(λ) ‖ ,
compatibile con quanto provato nella sezione dei moltiplicatori di uno spazio di Hilbert di
funzioni, mediante questo significato si può considerare T ∗ operatore di moltiplicazione
in H ⊗ L.
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Giosuè, Dere, Mansu, Paolo, agli amici che hanno frequentato via del Porto, Federica,
Ylenia, Beatrice, Nicoula, Eddy, agli amici dai tempi delle superiori Sapo, Tasso, Debora,
Steve, Nicola, Livia, Sara e a agli amici conosciuti durante questi anni accademici Si-
mone, Gianni, Lele, Marco, Paolo, Lorenzo Lanzoni, Lorenzo Alvisi, Daniele, Domenico,
Silvia, Valentina, Eleonora, Rosa, Andrea, Noemi, Michele, Giulia, Matteo e Filippo.
