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ABSTRACT
Air pollution has increased in recent years and is one of the largest environ-
mental risks to human health, where one-in-nine deaths can be linked to air
pollution. One of these pollutants is SOx, which include SO2 and SO3 emis-
sions, where the marine sector accounts for 13 % of the global SOx emissions.
The International Maritime Organization, IMO, adopted the International Con-
vention for the Prevention of Pollution from Ships, MARPOL, in 1973, as a means
to reduce pollution from ships. MARPOL consists of six annexes, where An-
nex VI: Prevention of Air Pollution from Ships was adopted in 2005 and concerns
nitrogen oxide, particulate matter, and sulfur oxide emissions. The SOx reg-
ulations have changed over time, where further restrictions will be adopted
in 2020, where the equivalent sulfur content in the flue gas must be 0.5 % and
0.1 % by mass outside and inside Emissions Control Areas, ECAs, respectively,
which are typically areas near coastal lines.
The sulfur equivalent limit regulations can be complied with by installing a
scrubber, which allow ships to use fuel oil with a greater sulfur content than
the allowable limits, and this reduces operational costs. A scrubber removes
sulfur by injecting seawater (or freshwater with added chemicals) over the
exhaust gas stream, which washes the sulfur out by chemical processes. This
process requires large volume flows of seawater and thus significant pumping
power. Therefore, by optimizing the scrubber design, water consumption and
back pressure can be reduced, which decreases the energy requirements. This
will imply a reduced fuel consumption and thereby lower CO2 and particulate
matter emissions.
In order to efficiently optimize a scrubber for a specific application, an ac-
curate computational model is required, which takes all aspect of seawater
scrubbing into account. This study proposes a model, where both the con-
tinuous phase, the liquid phase, and the liquid wall films flowing down the
scrubber shell, are taken into account. The chemistry governing SOx absorp-
tion in seawater is modelled as well, where 17 species are taken into account
in the liquid phase. This multi-disciplinary model combines numerous sub-
models, where several model parameters are unknown. Therefore, the model
was tuned to match results from experimental tests, which were carried out at
the Alfa Laval Test & Training Centre.
The tuned scrubber model was capable of predicting the outlet temperature,
sulfur concentration, and overall pressure loss with an average accuracy of
−1.8 K, −10.1 ppm (v/v), and−57.5 Pa respectively. The accuracies fluctuated
for each test carried out, where the RMS-errors were 3.1K, 20.4ppm (v/v), and
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77.3 Pa, which corresponds to relative deviations compared to the experimen-
tal tests of 11.5, 11.1, and 11.5% respectively. The model was found to be most
accurate for high water flows, and the errors quoted are from these. At low
water flows, which is an atypical operating scenario, the errors increase.
This Ph.D. project has contributed to a better understanding of seawater scrub-
bers and the modelling of these, which allows for developing more efficient
scrubbers, which will reduce particulate matter and CO2 emissions.
Anders Schou Simonsen
Aalborg University, 2018
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RESUMÉ
Luftforurening er steget over den seneste årrække og er en af de største miljø-
mæssige risici for menneskers sundhed, hvor et ud af ni dødsfald skyldes luft-
forurening. Et af disse forurenende stoffer er SOx, som inkluderer SO2 og SO3
emissioner, hvor marinesektoren står for 13 % af den globale SOx udledning.
International Maritime Organization, IMO, vedtog i 1973 International Convention
for the Prevention of Pollution from Ships, MARPOL, for at reducere forureningen
fra skibe. MARPOL består af seks annekser, hvoraf Annex VI: Prevention of Air
Pollution from Ships blev vedtaget i 2005 og vedrører kvælstofoxid-, partikel-
og svovloxidemissioner. SOx regulativerne er ændret over tid, og yderligere
restriktioner vil blive vedtaget i 2020, hvor svovlindholdet i røggassen ikke
må overskride grænseværdier på 0,5 % og 0,1 % (massefraktioner) udenfor og
indenfor Emissions Control Areas, ECA’er, henholdsvis, som typisk er områder
nær kystlinier.
Grænseværdierne for SOx udledning kan overholdes ved at installere en scrub-
ber, som tillader skibe at anvende brændstof med et højere svovlindhold end
de tilladte værdier, hvilket reducerer driftsomkostningerne. En scrubber fjer-
ner SOx ved at skylle havvand (eller ferskvand tilsat kemikalier) udover ud-
stødningsgassen, som vasker svovlet ud ved kemiske processer. Denne pro-
ces kræver imidlertid store mængder havvand, hvor energiforbruget er sig-
nifikant. Vandforbruget og modtrykket kan reduceres ved at optimere scrub-
berdesignet, hvilket reducerer energibehovet og dermed brændstofforbruget,
som medfører mindre CO2 og partikelemissioner.
For effektivt at kunne optimere en scrubber kræves en præcis beregnings-
model, som tager alle fysiske aspekter med i betragtning. En sådan model
er resultatet af dette Ph.d. projekt, hvor både gasfasen, væskefasen og vægfil-
men, som løber langs væggene, modelleres. Kemien vedrørende SOx absorp-
tion i havvand modelleres også, hvor der tages højde for 17 forskellige stoffer
i væskefasen. Den tværfaglige scrubbermodel kombinerer adskillige under-
modeller, hvor flere modelparametre er ukendte. Disse parametre blev jus-
teret, så resultaterne fra modellen kom til at passe med lignende eksperi-
mentelle forsøg, som blev udført i testcenteret hos Alfa Laval i Aalborg.
Efter at have justeret modelparametrene var scrubbermodellen i stand til at
forudsige temperaturen og svovlkoncentrationen i udstødningsgassen samt
det samlede tryktab med en gennemsnitlig nøjagtighed på henholdsvis−1,8K,
−10,1 ppm (v/v) og −57,5 Pa. Nøjagtighederne flukturerede for de forskel-
lige experimenter, hvor de gennemsnitlige RMS-fejl var på henholdsvis 3,1 K,
20,4ppm (v/v) og 77,3Pa, som svarer til relative afvigelser sammenlignet med
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de eksperimentelle forsøg på henholdsvis 11,5, 11,1 og 11,5 %. Modellen viste
sig at være mest præcis ved høje vandbelastninger, hvor de viste fejl er fra.
Ved lav vandbelastning, som er et atypisk driftsscenarie, steg fejlene.
Dette Ph.d.-projekt har bidraget til en bedre forståelse af havvandscrubbere og
modellering af disse, hvilket gør det muligt at udvikle mere effektive scrub-
bere, som vil reducere partikel- og CO2 emissioner.
Anders Schou Simonsen
Aalborg Universitet, 2018
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PREFACE
This thesis is submitted at the Faculty of Engineering and Science, Aalborg
University, Denmark, for the degree of Doctor of Philosophy, Ph.D. This in-
dustrial Ph.D. dissertation covers research work conducted from October 2015
to October 2018 and was carried out in corporation with Alfa Laval Aalborg
A/S. The project was supervised by Associate Professor Kim Sørensen from
Aalborg University and Søren Mølgaard from Alfa Laval, and was funded by
Innovationsfonden (Grant No. 5016-00061) and Alfa Laval Aalborg A/S.
This study is presented as a monograph, where the main findings and contri-
butions are shown along with a general description of the work carried out.
As this study is an industrial Ph.D., the aim has been a precise working scrub-
ber model, which can be used industrially. Scientific contributions were made
during the project period, but this monograph also serves as a complete docu-
mentation of the scrubber model, where practical details are included, which
might not have been included in a more conventional Ph.D. monograph. Fur-
thermore, this study tries to give an intuitive understanding of the numerous
sub-models used, where in-depth analyses were carried out for most of these.
Two papers were written during the project period, where one has been sub-
mitted to Computers & Fluids and is currently under review, whereas the other
is presented at the 20th International Conference on Computational Fluid Dynam-
ics, ICCDF 2018, in October 2018. Another paper was co-authored during the
project period [Singh et al. (119)]. References are cited by [Main author et al.
(Reference number)] such as [Millero et al. (96)], where the references are or-
dered by the last name in the reference list.
I would like to express my sincere gratitude to my supervisors at Aalborg
University, where Kim Sørensen and Tom Condra have been supporting and
helping me throughout my studies. Furthermore, I would like to thank my
forgiving colleagues from the university, where Anna L. Jensen, Marie C. Ped-
ersen, and Jakob Hærvig have been listening to a noisy hard-working com-
puter for quite some time. From Alfa Laval I would like to thank all my col-
leagues - including former employee and main supervisor Jens Peter Hansen.
I would also like to thank Niels Deen from Eindhoven University of Technol-
ogy, with whom I wrote a paper in corporation with during my five weeks
stay at TU-Eindhoven. Additionally, I would like to thank my hard-working
girlfriend Sissel for supporting me and keeping me in balance, when mass and
energy wasn’t. Finally, I would like to thank my family for motivating me to
do whatever I found interesting in life:
"At gøre, hvad man holder af, er forudsætningen
for at opleve overskud i tilværelsen" - Unknown
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NOMENCLATURE
Symbols
Unit Representation Unit Representation
a m/s2 Acceleration A m2 Area
AT mol/m
3 Alkalinity c mol/m3 Molar concentration
Cg −
Gas component
matrix
Cl −
Liquid component
matrix
CIP − Instability constant D m Diameter
E J Thermal energy f Pa Fugacity
F N Force g m/s2
Gravitational
acceleration
h
W
m2 K
Heat transfer
coefficient
H m Height
I mol/L Ionic strength k Mixed Rate constant
kl m/s
Liquid mass transfer
coefficient
kg m/s
Gas mass transfer
coefficient
k̄ m/s
Overall mass
transfer coefficient
kt m
2/s2
Turbulence kinetic
energy
Ka Mixed
Equilibrium/acid
dissociation constant
L m Length
m kg Mass M mol/L Molar mass
n Mixed
Mole (mol) or integer
(−) N −
Droplet count in a
parcel
p N · s Momentum P Pa Pressure
Q − Quantile function Q̇ W Heat flux
r m Radius R J/mol K Ideal gas constant
S − Salinity SEq − Sulfur equivalent
t s Time T K Temperature
v m/s Velocity V m3 Volume
w − Mass fraction or
weight coefficient
x Mixed
Position (m) or mole
fraction (mol/mol)
y − Probability density
function
yg mol/mol Gas mole fraction
Y − Cumulative density
function
z − Charge
IX
Greek symbols
Unit Representation Unit Representation
α Mixed
Species ratio (−) or ther-
mal diffusivity (m2/s) DAB
m2/s Mass diffusivity
γ − Activity coefficient or
deformation parameter
εt 1/s
Turbulence
dissipation rate
κ W/m K Thermal conductivity λ −
Wave number or
excess air ratio
µ Pa · s Dynamic viscosity ν m2/s Kinematic viscosity
ω 1/s Angular frequency ωt 1/s
Specific rate of
turbulence dissipation
φ Mixed Scalar (−) or angle (rad) ϕ Mixed Source term
ψ Mixed
Sphericity (−) or stream
function (m2/s)
Ψ 1/s Trace component
ρ kg/m3 Density σ − Standard deviation
σl N/m Surface tension τ Mixed
Time constant (s) or
shear stress (Pa)
ζ − Random number
between 0 and 1
Sub- and superscripts
Representation Representation
(...)CP Current Point (...)d Droplet
(...)F Film (...)g Gas
(...)l Liquid (...)LP Low Pass (filter)
(...)Rel Relative (...)
s Surface
(...)ST Stochastic Tracking (...)t Turbulence property
X
Dimensionless groups
Definition Name Definition Name
Bim =
k ·D
DAB
Mass transfer Biot
number
BiT =
h ·D
κ
Heat transfer Biot
number
cD =
2 · F
ρ · v2 ·A Coefficient of drag Fo =
DAB · t
r2
Fourier number
La =
σ · ρ · L
µ2
Laplace number µ∗ =
µl
µg
Viscosity ratio
Nu=
h · L
k
Nusselt number Pe =
D · v
DAB
Peclet number
Pr =
cP · µ
k
Prandtl number Ra = Gr · Pr Rayleigh number
Re =
L · v · ρ
µ
Reynolds number Sc =
µ
ρ ·DAB Schmidt number
Sh =
k ·D
DAB
Sherwood number We=
ρ · L · v2
σ
Weber number
Abbreviations
Representation Representation
BC Black Carbon CFD
Computational Fluid
Dynamics
CL Closed-Loop CV Control Volume
ECA Emission Control Area EGCSA
Exhaust Gas Cleaning
Systems Association
FVM Finite Volume Method HFO Heavy Fuel Oil
IMO
International Maritime
Organization
LSA Least Squares Adjustment
MDO Marine Diesel Oil MGO Marine Gas Oil
OL Open-Loop PM Particulate Matter
RMS Root Mean Square SCR
Selective Catalytic
Reduction
TAB Taylor Analogy Breakup WHO World Health Organization
XI
Species
Molar mass Charge
Group Species Name [g/mol] [−]
G
as
ph
as
e
−
CO2 Carbon dioxide 44.010 0
O2 Dioxygen 31.999 0
H2O Water 18.015 0
SO2 Sulfur dioxide 64.064 0
SO3 Sulfur trioxide 80.063 0
N2 Dinitrogen 28.013 0
Li
qu
id
ph
as
e
− O2 Dioxygen 31.999 0
H+ Proton 1.008 +1
OH∗
H2O Water 18.015 0
OH− Hydroxide 17.007 −1
DIC CO2 Carbon dioxide 44.010 0
DIC
and
CO∗3
H2CO3 Carbonic acid 62.025 0
HCO−3 Bicarbonate 61.017 −1
CO2−3 Carbonate 60.009 −2
S(IV )
H2SO3 Sulfurous acid 82.079 0
HSO−3 Bisulfite 81.071 −1
SO2−3 Sulfite 80.063 −2
S(V I)
H2SO4 Sulfuric acid 98.078 0
HSO−4 Bisulfate 97.071 −1
SO2−4 Sulfate 96.063 −2
B∗
B(OH)3 Boric acid 61.833 0
B(OH)−4 Tetrahydroxyborate 78.840 −1
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1 INTRODUCTION
Air pollution has increased throughout the industrial age, and is possibly the
largest environmental risk to human health, where one in nine deaths are
caused by air pollution. An estimated 3 million deaths could be attributed to
outdoor air pollution in 2012 [WHO (142)], where the causes comprise chronic
obstructive pulmonary disease, acute lower respiratory, heart disease, strokes,
and lung cancer. Only 10 % of the global population lives in cities, which ac-
tually comply with the World Health Organization Air quality guidelines [WHO
(141)] [WHO (142)], where the main indicator for air pollution is particulate
matter.
Particulate matter consists of solid and liquid particles suspended in air, which
comprises organic and inorganic substances such as ammonia, nitrates, sodium
chloride, sulphates, black carbon, mineral dust, and water. Particulate matter
is measured using two metrics, PM2.5 and PM10, which are particles with di-
ameters less than 2.5 and 10 µm respectively, where the smaller particles pose
the biggest threat to health, as these can penetrate deep inside the lungs [WHO
(142)]. On average, the world population is exposed to PM2.5 = 43 µg/m3,
where the guideline limit is 10 µg/m3 [WHO (142)]. Particulate matter emis-
sions include Black Carbon, BC, where approximately 10 to 20% is deposited on
the Arctic [Gogoi et al. (60)]. This decreases the reflectance of the snow/ice re-
gions, which can affect the global climate. Simulations carried out by [Flanner
et al. (52)] estimated an increased global warming of 0.10 to 0.15 K, and [Shin-
dell and Faluvegi (116)] estimated an Arctic temperature increase between 0.5
and 1.4 K due to BC deposition on the snow.
Greenhouse gas emissions also pose an immediate threat to the environment,
where CO2 emissions is one of the main contributors. One way to reduce
greenhouse gas emissions is to optimize equipment to operate more efficiently,
which will reduce energy requirements and thus emit less CO2. Pollution and
greenhouse gas emissions arise from numerous sources, where shipping is
one of these. Emissions from the international shipping traffic account for an
estimated 49500 and 53200 premature deaths in Europe for the years 2000 and
2020 respectively, and is estimated to cost 64 billion AC/year in 2020, which
corresponds to 12 % of the total health costs [Brandt et al. (18)]. Greenhouse
gas emissions from shipping was 938 million tonnes of CO2 for the year 2012,
which account for 2.6 % of the global CO2 emissions, which was 35.64 billion
tonnes. This number should be seen in contrast to the global world trade,
where shipping carries as much as 90 % of the total world trade by volume,
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which makes shipping the most efficient mean of transportation with respect
to CO2 emissions [IMO (70)] [MAN Diesel & Turbo (91)].
Most vessels use Heavy Fuel Oil, HFO, as fuel, which is a residual refinery
product. HFO contains large amounts of sulfur compared to Marine Gas Oil,
MGO, or Marine Diesel Oil, MDO, which are alternatives to HFO. The global
marine fuel consumption in 2012 was 300 million tonnes, where 76 % was
HFO, 21.3 % was MDO, and 2.66 % was LNG [CONCAWE (26)].
The average annual emission of SOx from shipping between 2007 and 2012
totals 11.3 million tonnes, which corresponds to 13 % of the global SOx emis-
sions from anthropogenic sources [IMO (70)]. SOx is a combination of SO2 and
SO3, where the latter constitute to between 2 and 4% of the flue gas mass flow
[CIMAC (24)]. SO2 can cause acid rain, which contributes to deforestation,
and is thus affecting the global climate. Furthermore, SO2 can cause respira-
tory failure, and is estimated to be one of the major health risks [EGCSA (42)].
Reference [Saiyasitpanich et al. (114)] found that particulate matter emissions
almost correlate linearly with the sulfur content in the fuel, so decreasing the
sulfur content also reduces particulate matter emissions. The historic emis-
sions of BC and SO2 are shown in Figure 1.1 along with predictions until year
2100 [Smith and Bond (121)].
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Figure 1.1: Historic and predicted emissions of black carbon, BC,
and SO2 between 1850 and 2100 [Smith and Bond (121)]. The dashed
lines are the Shipping fractions, which are shown on the right y-axes.
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As seen in Figure 1.1, the BC emissions are peaking today, but these are ex-
pected to decrease in the future. The shipping fraction accounts for approx-
imately 2 % of the global BC emissions, although this fraction is expected to
increase towards year 2100. The global SO2 emissions have been increasing
until 1980, after which these have decreased. Both the global and shipping
emissions of SO2 are expected to decrease in the future, where the main re-
duction can be attributed to alternative fuels for energy production [Smith
and Bond (121)].
1.1 Regulations
The International Convention for the Prevention of Pollution from Ships, MARPOL,
are the regulations defined by IMO to reduce pollution from ships. A new
annex was added in 1997, MARPOL Annex VI, which seeks to reduce the
emissions of SOx and NOx among others. These regulations have changed
over time, and the emission of SOx is defined in terms of the sulfur equivalent,
SEq, at the outlet of the exhaust gas funnel, which is shown in (1.1) [IMO (72)].
SEq =
ySO2
yCO2
· 100
43.3
(1.1)
Where ySO2 and yCO2 are the mole fractions at the outlet of the funnel of
SO2 and CO2 respectively. The SEq limits have changed over time, which
are shown in Figure 1.2 [IMO (72)].
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Figure 1.2: The fuel sulfur equivalent limits, SEq, over time [IMO (72)].
The limits are different inside and outside the Emission Control Areas, ECAs.
As seen in Figure 1.2, the SEq limits have been decreasing over time, where
the new regulations to be enforced in 2020 allow 0.5 % and 0.1 % outside and
inside the Emission Control Areas, ECAs, respectively. ECAs are regions near
coastal lines, which are shown in Figure 1.3 [IMO (71)].
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Proposed ECAs
Existing ECAs
Figure 1.3: The exiting and proposed SOx Emission Control Areas [IMO (71)].
Reference [Sofiev et al. (122)] made an assessment of the health benefits of im-
plementing the new regulations in 2020, where cleaner fuel will reduce ship-
ping related premature mortality and morbidity rates by 34 and 54 % respec-
tively, which is a result of lower sulfur and particulate matter emissions. This
study focusses on scrubbers, which is one way to remove SOx from the ex-
haust gas.
1.2 SOx removal
By 2020 the entire world fleet must comply with the new sulfur emission limits
shown in Figure 1.2. One way to comply with the new regulations is to switch
to another fuel type, where Liquefied Natural Gas, LNG, contain minor amounts
of sulfur. Another way to comply is to switch to low sulfur fuel, which only
contains 0.5 or 0.1 % sulfur by mass, which can be used directly on-board
the ship without a scrubber. However, low sulfur fuel is approximately 50 %
more expensive compared to HFO, which costs 760 $/tonnes and 501 $/tonnes
respectively as of September 2018 [Ship & Bunker (117)]. Seen from an en-
vironmental perspective, low sulfur fuel oil will reduce SOx and particulate
matter emissions, but a consequence is that more energy is required at the
refineries for the desulfurization process [Trans Oleum (131)].
A third way to comply with the sulfur emission regulations is to remove the
sulfur from the exhaust gas, while continuing to use HFO. This can be done
using a scrubber, which washes out the sulfur by chemical processes. A dry
scrubber uses a packed bed of granulated material, where calcium hydroxide
can be used. A dry scrubber operates between 240 and 450◦C, and is typically
installed after the turbocharger [EGCSA (42)]. A more widespread solution
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is to use a wet scrubber, which removes sulfur by washing with water. A
drawback with using a scrubber is the initial and operating costs and the loss
of profit due to the reduces cargo capacity [Panasiuk and Turkina (104)].
Up to 70000 ships may be affected by the SOx regulations in 2020. By switch-
ing to LNG, the payback time would be 6 to 10 years, whereas by using HFO
as fuel in combination with a scrubber, the payback time is expected to be
from 2.5 to 6 years, although these numbers are sensitive to fuel prices [DNV-
GL (39)]. Many factors affect, whether a scrubber is a good investment, where
[Jiang et al. (77)] estimated that installing a scrubber on vessels with less than
4 years of remaining lifetime is not feasible [Jiang et al. (77)].
1.2.1 Working principles of wet scrubbers
A scrubber removes SOx and particulate matter from the exhaust gas by scrub-
bing with water. The working principles for the two scrubber designs within
the Alfa Laval portfolio [Alfa Laval (2)] are illustrated in Figure 1.4 on the next
page.
Various scrubber designs exist, where the most common is a packed bed scrub-
ber, where SOx is removed in an absorption column, as shown to the left in
Figure 1.4. The gas enters the scrubber in the jet section, where the gas is
quenched and some of the sulfur is removed. The gas continues to the ab-
sorber section, where water is injected from a set of sprayer nozzles located
above the filling column, which distributes evenly over the entire absorption
column. The gas will also distribute evenly, as the back pressure is fairly high
over the packed bed. This creates a counter flow, where a large surface area is
present due to the filling material.
An alternative to the U-shaped scrubber is the I-shaped/Inline design, which
does not use any filling material. Instead, water is injected from a set of
sprayer nozzles, which creates a mist of small droplets. SOx is transferred
to the liquid phase on the surfaces of the droplets, and to the liquid wall films
flowing along the surfaces within the scrubber. The inline design has some
challenges associated with it, as a mist of very fine droplets will tend to be
carried upwards by the exhaust gas. On the contrary, a mist of large droplets
will have a reduced surface area per unit volume of water, so more water is
required to be sulfur compliant according to the regulations. One of the ad-
vantages of an inline design is the more compact footprint, which is especially
advantageous for retrofit projects. A typical inline scrubber designed for a
10 MW engine will have a diameter of approximately 2.7 m, whereas a U-
shaped scrubber will have an absorber diameter of 3.2 m plus the jet section,
which is installed next to the absorber as seen in Figure 1.4.
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The valves are indicating the flow direction depending on the operating mode.
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A scrubber can operate in two different modes, which are closed- and open-
loop mode, CL and OL respectively. The differences are shown in Figure 1.5
on the previous page, where the valves indicate the flow direction in either of
the modes.
In closed-loop mode, freshwater is pumped from the circulation tank and in-
jected into the scrubber, after which the water flows back to the circulation
tank again. Alkaline additives are added to the water so that SOx can be re-
moved; NaOH is commonly used. A plate heat exchanger cools the freshwater,
as it heats up when passing through the scrubber. Particulate matter accumu-
lates over time in the circulation tank, so a water cleaning unit is installed to
remove this. The bi-product of the cleaning process is collected in a sludge
tank, which is emptied in port. Closed-loop mode is used within some ECAs,
where no discharge is allowed.
In open-loop mode, seawater is drawn from the sea chest and injected directly
into the scrubber, where SOx is absorbed. After passing through the scrubber,
the water is discharged to the sea again. The discharged water contains the
absorbed SOx along with some oil and heavy metals, where the latter two are
considered hazardous substances. Reference [Danish Ministry of the Environ-
ment (30)] investigated the possible impacts of discharged scrubber water on
the marine environment, and found that the acidic water has a negligible im-
pact due to the natural buffer capacity of seawater. The impact of discharging
the small quantities of oil and heavy metals would result in concentrations,
which are orders of magnitude below the Environmental Quality Standards is-
sued by EU for marine environments [Danish Ministry of the Environment
(30)] [EUR-Lex: European Union law (46)]. The discharged water is regulated
according to MARPOL Annex VI, where both pH, Polycyclic Aromatic Hydrocar-
bons, PAH, turbidity, and nitrate are regulated, such that the marine environ-
ment is not damaged.
The two operation modes can be combined to a hybrid system, where closed-
loop mode can be activated upon entering ECAs, which was illustrated in
Figure 1.5.
1.3 Objectives
The U-shaped scrubber is a proven product, and more than 100 Alfa Laval U-
shaped scrubbers have been delivered and commissioned. The inline scrub-
ber is a newer product, which is more complex to model compared to the
U-shaped, as packed bed absorption is more thoroughly documented in the
literature. A computational model of an inline scrubber requires modelling
the droplets and all the associated phenomena governing these. Therefore,
the aim of this study is to model and analyse an inline scrubber operating in
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open-loop mode. Such a model can be used to optimize the scrubber to be
more energy efficient, which will reduce fuel consumption and thus decrease
greenhouse gas and particulate matter emissions.
As numerous phenomena govern a wet scrubber, a combined model, which
encompasses the complete process, is of interest. The model is tuned and
verified with experimental data gathered from the Alfa Laval Test & Training
Centre, where the engine and water loads are varied.
1.4 State of the art
Previous studies have analysed scrubbers using computational models. Ref-
erence [Jia et al. (76)] modelled a sprayer based scrubber by assuming coun-
terflow of the gas and the liquid. This is similar to modelling a U-shaped
scrubber, where the gas and liquid distribute evenly in the radial direction.
However, the results from the study deviate by ±32.5 % from experimental
tests, which indicate that this approach is not suitable for sprayer based mod-
elling, where the droplets are moving freely inside the scrubber.
Reference [Bandyopadhyay and Biswas (14)] modelled a spray tower using a
simplified model in order to describe the removal process of SO2. Similar to
the previous study, this study assumed a uniform reaction front, so the radial
variation of the gas concentration was assumed as zero. The effects of various
parameters were investigated, where the SOx removal efficiency was found
to be a strong function of spray hydrodynamics, flow rates, and dimensions
of the spray tower. Therefore, the geometry of a wet scrubber is likely to be
a determining parameter for the efficiency of the scrubber. This is in agree-
ment with [Li et al. (88)], where an umbrella plate scrubber was simulated. This
study used Computational Fluid Dynamics, CFD, in combination with a Discrete
Phase Model, DPM, to simulate the removal of fly-ash for the atypical umbrella
plate scrubber geometry. The results showed that by altering the geometry, an
increased retention time for the particles could be obtained, which, in turn,
increased the scrubbing efficiency. Although this study did not simulate liq-
uid effects, the results indicate the importance of the scrubber geometry with
respect to particulate matter removal, as fly-ash consists of small particles as
well.
Reference [Brown et al. (20)] used CFD to model a sprayer based scrubber,
where different nozzle designs were computationally tested. The results from
this study showed that by increasing the injection velocity of the liquid, an
increase in SO2 absorption could be achieved, although this led to concerns
related to undesirable wall interactions. However, a liquid wall film was not
modelled, which might improve the results. The results from the study also in-
dicated that smaller droplet sizes increases the SO2 removal efficiency, which
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is in agreement with [Hadlocon et al. (64)], where ammonia absorption in an
acid spray scrubber was investigated. From the latter study it was concluded
that the mean droplet diameter had the greatest effect on the scrubbing effi-
ciency, after which liquid flow rate and retention time were affecting the effi-
ciency most.
A similar tendency was found by [Mi and Yu (95)], where a venturi scrubber
for dust and sulfur removal was investigated. It was found that the desulfu-
rization efficiency increased linearly with the liquid-to-gas ratio, which was
supported by [Johnstone et al. (79)]. The latter study found that SO2 removal
by alkaline solutions was proportional to the droplet specific surface area in
a venturi scrubber, and that the mass transfer coefficient in the gas phase in-
creased significantly with the liquid-to-gas ratio. However, a venturi scrubber
operates at high gas velocities, so similar tendencies might not apply to the
type of scrubber investigated in this study, where the bulk velocity at design
load is approximately 4-5 m/s.
The removal of sulfur using seawater was investigated by [Flagiello et al. (51)]
using a laboratory-sized packed bed scrubber. It was shown that seawater
alone had an absorption efficiency of 98 % for low sulfur concentrations in
the gas. However, for high sulfur concentrations, seawater alone could not
achieve the same efficiency, but by adding NaOH to the seawater, a significant
increase in removal efficiency was found. This is in agreement with [Pourmo-
hammadbagher et al. (108)], where a swirl wet scrubber was investigated for
SO2, NO, NO2, and CO2 removal. It was found that the removal efficiencies
for the different species increased with NaOH addition, which indicates the
importance of the acid buffer capacity in the liquid medium used, whether
this is seawater or freshwater with added alkali.
This study describes a complete scrubber model, where numerous phenom-
ena are taken into account. These include droplet, wall film, and continuous
phase modelling, which are all taken into account in an attempt to accurately
predict the performance of a sprayer based scrubber. Several of these phenom-
ena are modelled according to previous studies, where independent models
were developed based on controlled experiments and theoretical derivations.
All sub-models are combined to the scrubber model presented in this study,
where the state of the art for each phenomena is described in the report for
each of the sub-model.
1.5 Report overview
This report is divided into three parts:
Part I: Modelling describes the different parts of the model, which are the chem-
istry model, the disperse liquid phase, the liquid wall film phase, and the con-
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tinuous phase. The coupling between these phases is described as well, and
an extensive independence study is carried out, where five different model
parameters are investigated.
Part II: Verification concerns the experimental tests carried out at the Alfa Laval
Test & Training Centre, where the results are processed according to an under-
lying physical model using a Least Squares Adjustment approach. These results
are used to tune several model parameters in order to match the model results
to the experimentally obtained results.
Part III: Results describes the model results for a given operating scenario. Nu-
merous sub-models are combined in the scrubber model, where details from
these are shown. A parametric study is carried out, where certain parame-
ters are varied to reveal general tendencies for the efficiency of the scrubber.
Furthermore, a discussion about uncertainties and further work is described,
which is follows by the conclusion to the study.
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2 MODELLING APPROACH
In order to model the phenomena governing a wet scrubber, both the liquid
and the gas phases must be resolved and coupled. This can be done in nu-
merous ways, and different computational models exist for carrying out this
task. This study aims to model the scrubber sufficiently well for accurate re-
sults in a practical manner, where aspects of scrubber operation can be investi-
gated, and improvements can be made based on the model results. The model
should include methods and procedures to resolve the dynamics of the scrub-
ber, where both the liquid and continuous phases, the liquid wall films, and
the shell heat transfer all affect the overall performance of the scrubber. The
approach is to include existing models when applicable, and to develop mod-
els based on first principles, where no existing model is found applicable. The
combination of these sub-models form the basis of the scrubber model, which
is then tuned to match experimental results obtained from the Alfa Laval Test
& Training Centre. This chapter will give an overview of the modelling ap-
proaches, which are described in more detail in the subsequent chapters.
2.1 Continuous phase
The continuous gas phase is governed by the Navier-Stokes equations, which
are solved using the finite volume method in this study. This method requires
the continuous domain to be meshed, on which the coupled partial differential
equations are solved, and this allows the flow properties, such as temperature,
velocity, and pressure, to be modelled. The liquid phase interacts with the
continuous gas phase, so these phases must be coupled. This is done by cal-
culating source terms for each computational cell, such that species, thermal
energy, and momentum sources can be imposed on the gas phase to mimic the
phenomena inside the scrubber.
The scrubber domain is meshing using ANSYS Fluent Meshing, and the con-
tinuous phase is modelled using OpenFOAM, which is an open-source soft-
ware package capable of solving partial differential equations using the finite
volume method. The meshing process and the continuous phase is described
in more detail in Chapter 6: Continuous phase.
2.2 Liquid phase
The liquid phase inside a scrubber is present as both suspended droplets and
as the liquid wall films flowing along the surfaces within the scrubber. The
13
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chemistry governing SO2 absorption in seawater must be resolved as well,
where these three aspects are briefly described in the following subsections.
2.2.1 Suspended droplets
The suspended liquid droplets inside a scrubber can be modelled using either
an Eulerian or a Lagrangian approach, where each method have both advan-
tages and disadvantages.
Eulerian approach
The liquid phase can be represented using an Eulerian approach, where the
properties of the liquid phase are defined on the computational mesh. This
method is well suited for two-phase problems, where the liquid fraction is
high and the liquid can be interpreted as continuous. However, as the liquid
phase within a wet scrubber occupies only a few percent of the total volume,
the Eulerian approach is ill-suited. The same approach can also be used for
droplet modelling, where the liquid is disperse and each droplet size is repre-
sented by a scalar field. This method is illustrated in Figure 2.1.
Drop
let
inter
actio
ns
Gas velocity
vg
vl
Discrete droplet sizes vl
Computational mesh
Figure 2.1: An Eulerian approach to a liquid dispersed phase
requires multiple scalars for each discrete droplet size.
Figure 2.1 illustrates an Eulerian approach to a dispersed liquid phase. Each
droplet size requires multiple scalars on the computational mesh, where the
velocity, temperature etc., can be modelled. Three different sized droplets are
shown in Figure 2.1, where the larger droplets are falling downwards due to
gravity, whereas the smaller droplets are carried upwards by the gas phase.
In order to resolve the complex multiphase phenomena of a wet scrubber, a
large number of droplet sizes need to be modelled, which makes the Eulerian
approach impractical. Furthermore, an additional problem arises with this
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approach, as two droplets with similar size cannot cross each other in a single
cell, as the velocity of the liquid phase in each cell for each discrete droplet
size is constant. The advantage of the Eulerian approach is that source terms
are easily calculated and associated with each cell, as the droplet phases are
resolved directly on the computational mesh. The interaction between the
droplets, such as collision, can be modelled using statistical methods.
Lagrangian approach
The liquid phase can also be modelled using a Lagrangian approach, where
the droplets are represented by discrete points, which are tracked through the
domain. This method is well suited for multiphase flows, where the volume
fraction is low, as it is in a wet scrubber. Furthermore, the Lagrangian ap-
proach allows for complex droplet models to be incorporated, such as breakup
and collision, which are required for modelling a wet scrubber accurately. A
disadvantage of the Lagrangian approach is the calculation of the source terms
for each cell, as the discrete points/droplets are not associated with any par-
ticular cell. Therefore, the influence of each discrete droplet must be spread
out to the neighbouring cells, where smoothing is typically used to maintain
solver stability. By doing so, the influence of the discrete phase on the continu-
ous phase will be represented by source terms in the Navier-Stokes equations.
The Lagrangian approach is used in this study, as this allows for complex
droplet models. The discrete droplet phase is described in detail in Chapter 4:
Discrete phase, and the method of distributing the source terms to the neigh-
bouring cells is described in detail in Chapter 7: Phase coupling.
2.2.2 Wall films
When the discrete droplets impinge the inner surfaces of the scrubber, a frac-
tion will be deposited, and a liquid wall film will form. A total of 15 wall films
are modelled inside the scrubber in this study using an Eulerian approach,
where each wall film is discretized into a finite number of wall film elements.
By solving the transport equation, the advection of the film can be resolved,
where sub-models are used to model separation, atomization etc., which are
covered in detail in Chapter 5: Eulerian wall films. The wall film interacts with
the continuous phase as well, where this coupling is described in detail in
Chapter 7: Phase coupling.
2.2.3 Chemistry
In order to resolve a wet scrubber for SOx removal, a chemistry model is re-
quired, which models the absorption of the continuous gas phase species. This
model takes 17 liquid species into account, where both equilibria and internal
kinetics govern the species concentrations over time. An efficient method of
15
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satisfying equilibrium for a given mixture is proposed, where simplifications
are introduced to decrease computational requirements. This is done by only
satisfying two of the eight equilibria considered in this study, where the re-
sulting associated errors were found to be negligible. The chemistry model is
covered in detail in Chapter 3: Chemistry.
2.3 Shell
The wall films flow along the inner surfaces and structures of the scrubber,
which were seen in Figure 1.4. All internal surfaces have a thickness and the
metal will conduct heat, which is resolved in this study as well. Furthermore,
the shells will exchange thermal energy with the wall films due to forced con-
vection, and the outer shell will also exchange thermal energy with the am-
bient air due to natural convection. These phenomena are included in the
scrubber model, and are covered in detail in Chapter 5: Eulerian wall films.
2.4 Phase coupling
The continuous phase is modelled using OpenFOAM, whereas the discrete
phase and the liquid wall films are modelled using MATLAB. These phases
need to be coupled, which requires sharing information between the two soft-
ware packages. This is done using link-files, which send data from Open-
FOAM to MATLAB and source terms the other way, and this is described in
detail in Chapter 7: Phase coupling. The coupled scalars for each computational
cell are energy, momentum, and mass transfer of CO2, O2, H2O, and SO2. The
two software programs will repeatedly switch and iterate towards a steady-
state solution, so only a single software package is active at any given time.
As the liquid droplets are interacting with the continuous phase and vice
versa, a two-way coupling exist between these phases. However, in order
to fully capture the dynamics of a wet scrubber, the collisions between the
droplets need to be modelled as well. Therefore, a four-way coupling is used
in this study, where the droplets interact with each other and with the contin-
uous phase.
2.5 Overview
An overview of the modelling part of this study is illustrated in Figure 2.2 on
the next page, which are covered in the subsequent chapters.
The outcome of Part I: Modelling is a model capable of simulating a wet scrub-
ber. This model is subsequently tuned and verified according to the experi-
mental tests, which is described in Part II: Verification.
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Figure 2.2: An overview of the chapters in the modelling part of this report.
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3 CHEMISTRY
The process of SOx removal from exhaust gases is governed by chemical pro-
cesses, which need to be resolved in order to accurately model a wet scrubber.
Multiple species from the gas phase are absorbed in the liquid phase, which
takes place on the surfaces of the droplets and the interfaces of the liquid wall
films. The absorbed gas phase species will instantly affect the concentrations
of most liquid species, as the pH decreases with SOx absorption. Further-
more, internal reactions take place in the liquid phase, which are relatively
slow compared to the instant equilibria.
This chapter describes the different reactions and mechanisms required to re-
solve the chemistry, which is divided into several sections. These are outlined
in Figure 3.1.
CO2 +H2O H2CO3  H+ +HCO−3  2 H+ +CO2−3
CO2 +OH
− HCO−3
HA  A− +H+ Ka =
[
A−
]
·
[
H+
]
[
HA
]
S(IV ) +
1
2
O2 → S(V I)
ci(t)
8 equilibria reduced to 2 equilibria
ci( )t = 0
ṅ = A · k · cg,i − c
s
g,i
)
Composition and properties: ρl I AT zSection 3.1:Seawater
Section 3.2:
Surface reactions
Section 3.3:
Equilibria
Section 3.4:
Kinetics of CO2
Section 3.5:
Oxidation
Section 3.6:
Initialization
Section 3.7:
Examples and analyses
Section 3.8:
Simplifications
Figure 3.1: An overview of the sections in this chapter.
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In order to distinguish between the different reaction types used in this study,
the definitions in (3.1) apply.
Reactants
Ka−−−−⇀↽ − Products (Equilibrium)
Reactants←−−−→ Products (Bi-directional reaction)
Reactants −−−−→ Products (Uni-directional reaction)
(3.1)
The first equation is an instantaneous equilibrium, where the ratio between
the reactants and products is defined by an equilibrium constant, Ka. This
type of reaction is modelled as an algebraic constraint when solving the con-
centrations of the reactants and the products. The two latter equations are
slow reaction, which are bi- and uni-directional respectively. These are both
governed by rate equations, which are implemented as differential equations
when solving for the concentrations of the involved species.
The concentration of a given species with respect to volume is represented
using square brackets or the symbol c, such as
[
CO2
]
= cCO2 . All species
in this chapter are aqueous unless otherwise specified, such as CO2(g). The
molar mass of a given species is denoted using the operator M(...), such as
M(CO2) = 44.01g/mol. The gas and liquid phases are shown with a subscript,
cg,i and cl,i respectively, where i indicates the ith species.
3.1 Seawater
Seawater is composed of numerous species, where the concentration of these
vary with both geography and depth. Seawater contains approximately 3.5 %
salt by mass, which affect the properties of seawater significantly compared to
freshwater. Some of these properties are described in this section, which are
related to the chemistry model used in this study.
3.1.1 Species
Seawater contains numerous species, where [Millero et al. (96)] made an ex-
tensive summary of previous studies and combined the findings into a ref-
erence seawater. The mass fractions and concentrations of these species are
shown in Table 3.1 on the next page.
As seen in the table, the salts in seawater are primarily composed of Na+ and
Cl−. Numerous other species are shown in Table 3.1, where their effects vanish
due to the low concentrations. The different salts and their respective concen-
trations and charges are used to calculate the alkalinity and the ironic strength,
which are used to satisfy equilibrium, which is explained in detail later.
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Table 3.1: The major species in seawater [Millero et al. (96)], where
the mass fraction of H2O = 96.5 %, which indicates 3.5 % salt.
Species Name Mass fraction [%]
H2O Water 96.5
Cl− Chloride 1.94
Na+ Sodium 1.08
SO2−4 Sulfate 0.271
Mg2+ Magnesium 0.128
Ca2+ Calcium 0.0412
K+ Potassium 0.0399
HCO−3 Bicarbonate 0.0105
Br− Bromide 0.00673
B(OH)3 Boric acid 0.00194
CO2−3 Carbonate 0.00143
B(OH)
−
4 Tetrahydroxyborate 0.000795
Sr2+ Strontium 0.000795
F− Fluoride 0.000130
CO2 Carbon dioxide 0.000042
OH− Hydroxide 0.000014
3.1.2 Density
The density of seawater is a function of salinity, S, temperature, T , and pres-
sure. Several studies have investigated the correlations between these prop-
erties, where TEOS-10, Thermodynamic Equation Of Seawater - 2010, have pro-
vided an accurate software package, which calculates various seawater prop-
erties including density [TEOS-10 (129)], which is seen in Figure 3.2.
T [◦C]
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[g
/k
g
]
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Figure 3.2: The density of seawater as a function of salinity and temperature
at a pressure of 1 atm. The numbers on the contour lines have units of kg/m3.
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The density is calculated using a 75-term polynomial expression [Roquet et al.
(112)], and can be seen to vary significantly with salinity in Figure 3.2. The
salinity of seawater is approximately 35g/kg, so the density will vary between
1028 and 1018 kg/m3 at 0 and 40◦C respectively, which is indicated by the
dashed line in the figure.
3.1.3 Electroneutrality
A mixture of species will have a net charge of zero, which is known as Pauling’s
principle of electroneutrality [Pauling (105)]. The net charge is calculated by
summing the product between each species concentration, ci, and the charge,
zi, which is stated in (3.2).
0 =
∑
zi · ci (3.2)
The condition of electroneutrality must be satisfied at all times, and will be
used to calculate the equilibrium concentration of
[
H+
]
, which is described in
detail in Section 3.3: Equilibria.
3.1.4 Alkalinity
Alkalinity, AT, is a mathematically derived property of seawater, which de-
fines the acid absorption capacity. When an acid is added to seawater, some
species will exchange protons, and some will not in any significant amount.
The species that do exchange protons will neutralize the acid, and the total
concentration of these species in seawater is defined as the alkalinity. This is
demonstrated in Table 3.2.
Table 3.2: An overview of the cations and anions in seawater, which are positive and negative
charged species respectively. The table is from [Emerson and Hedges (45)] and has been
slightly altered. Only species with concentrations greater than 10 µmol/kg are included.
Cations Anions
Insignificant proton Significant proton
exchange exchange
Species c c · z Species c −c · z Species c −c · z[
mmol
kg
] [
mmol
kg
] [
mmol
kg
] [
mmol
kg
] [
mmol
kg
] [
mmol
kg
]
Na+ 469.06 469.06 Cl− 545.86 545.86 HCO−3 1.80 1.80
Mg2+ 52.82 105.64 SO2−4 28.24 56.48 CO
2−
3 0.25 0.51
Ca2+ 10.28 20.56 Br− 0.84 0.84 B(OH)−4 0.11 0.11
K+ 10.21 10.21 F− 0.07 0.07
Sr2+ 0.09 0.18
Li+ 0.02 0.02∑
Cations = 605.67
∑
Anions = 603.25 AT = 2.42
22
Section 3.2 - Surface reactions
The species concentrations in a seawater sample are shown in Table 3.2, where
all charged species contribute to either the cation or anion concentrations,
which are shown in the bottom row. Only a small fraction of the anions is
present for the significant proton exchanging species, which are defining the
alkalinity. Notice that the overall charge is zero, as 605.67−(603.25+2.42) = 0,
which was stated in (3.2). The species that do significantly exchange protons
in seawater are HCO−3 , CO
2−
3 , B(OH)
−
4 , and OH
−, which implies that the al-
kalinity can be calculated using (3.3) [Dickson (35)].
AT =
[
HCO−3
]
+ 2 ·
[
CO2−3
]
+
[
B(OH)−4
]
+
[
OH−
]
−
[
H+
]
−
[
HSO−4
]
(3.3)
Notice that HSO−4 is included in the definition of AT in (3.3), whereas SO
2−
4 is
not. The reason is that (3.3) was defined using the definition of alkalinity in
[Dickson (35)], where species with dissociation constants greater than Ka >
10−4.5 mol/L were considered proton donors, whereas all other species were
considered proton acceptors.
3.1.5 Ionic strength
Another parameter used for classifying seawater is the ionic strength, I . This
value is a measure of the concentration of ions in the solution, and is calculated
using (3.4) [Lewis and Randall (86)].
I =
1
2
∑
z2i · ci (3.4)
The ionic strength is used to correct the equilibrium constants, Ka, as the ac-
tivity of each species is a function of the ionic strength of the solution, which
is described in detail in Section 3.3: Equilibria. The ionic strength is also used
to calculate the oxidation rate of S(IV ) to S(V I), which is described in Section
3.5: Oxidation.
When evaluating (3.4) with the values in Table 3.2, the ionic strength equals
I = 0.6972 mol/L. However, this study will use a correlation, which does
not require the concentrations of all species in Table 3.2 to be specified. This
correlation is a function of the salinity, and is shown in (3.5) [Dickson and
Goyet (37)].
I(S) =
(
mol
L
)
19.924 · Sg/kg
1000− 1.005 · Sg/kg
(3.5)
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3.2 Surface reactions
The exhaust gas from a combustion engine consists of five major species: CO2,
H2O, O2, SO2, and N2. All species except N2 interact with the liquid phase,
and are transferred between the gas and liquid phases at the liquid surfaces.
These reactions are shown in (3.6) [Danish Ministry of the Environment (30)].
H2O(g)
ṅH2O←−−−→ H2O(l)
O2(g)
ṅO2←−−−→ O2(l)
CO2(g)
ṅCO2←−−−→ CO2(l)
SO2(g) + H2O(l)
ṅSO2←−−−→ H2SO3(l)
SO3(g) + H2O(l)
ṅSO3←−−−→ H2SO4(l)
(3.6)
The first reaction in (3.6) is the evaporation and condensation of H2O. The
subsequent two reactions concern O2(g) and CO2(g), which dissolve in water
to yield O2(l) and CO2(l). The last two reactions show SO2(g) and SO3(g),
which also dissolve, but hydrate immediately to yield H2SO3(l) and H2SO4(l)
respectively. SO3 forms during combustion, and the concentration is a func-
tion of combustion temperature and pressure, where [Cordtz et al. (27)] esti-
mated that between 0.5 to 2.4 % of the sulfur in the fuel oil will react to SO3,
whereas [CIMAC (24)] reported between 2 and 4 %. Due to these low concen-
trations, SO3(g) is not considered in this project, and all sulfur in the fuel oil
is assumed to react to SO2 upon combustion.
The absorption rates, ṅ, are calculated using the two resistance model [ANSYS
Inc. (6)], which is shown in (3.7), where cl,i and cg,i are the bulk concentrations
of the ith species in the liquid and gas phase respectively. The superscripts
(...)
s indicate surface concentrations.
ṅi = A · kl,i ·
(
csl,i − cl,i
)
ṅi = A · kg,i ·
(
cg,i − csg,i
) (3.7)
Where kl,i and kg,i are the mass transfer coefficients in the two phases. The
surface concentrations are related via the Henry’s Law coefficient, KH,i, accord-
ing to (3.8).
fi =
csl,i
KH,i
csg,i =
fi
R · Tl
=
csl,i
KH,i ·R · Tl
(3.8)
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The values of KH for the different species shown in (3.6) are listed in Chapter
A: Constants and correlations. fi is the fugacity [Ott and Boerio-Goates (103)],
which is the partial pressure of the ith species in the gas phase at the droplet
surface. This value can be converted to a molar concentration by dividing
with (R · Tl). The species concentrations during unsteady mass transfer are
illustrated in Figure 3.3.
Liquid phase Gas phaseLiquid
interface
[mol/m3]
Molar concentration
A · kl,i · csl,i − cl,i
)
= ṅi = A · kg,i · cg,i − csg,i
)
cg,i
cl,i
csg,i =
csl,i
KH,i · R · Tl
csl,i
Figure 3.3: An illustration of the molar concentrations near a liquid surface.
Notice that the figure is constructed and does not reflect actual values.
As seen in Figure 3.3, the species concentrations vary close to the liquid inter-
face, where the absorption rate, ṅi, is calculated using an overall rate constant,
k̄i. This value is derived by combining (3.7) and (3.8), which is shown in (3.9).
ṅi = A · k̄i ·
(
cg,i −
cl,i
KH,i ·R · Tl
)
k̄i =
kg,i · kl,i
kl,i +
kg,i
KH,i ·R · Tl
(3.9)
kl,i and kg,i are described in Section 4.9: Mass transfer coefficient and Section 5.7:
Chemistry and mass transfer for the dispersed droplet phase and the wall film
phase respectively.
3.3 Equilibria
Multiple equilibria govern the chemistry of the liquid phase. Some species
related to seawater scrubbing dissociate according to an acid-base reaction,
which is defined symbolically in (3.10) [Chicone (23)], where HA is a generic
acid, and A− is its conjugate base.
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HA + H2O
 A
− + H3O
+ (3.10)
The acid in (3.10) reacts with water to form its conjugate base and a free pro-
ton, H+, which reacts with water to form H3O+. The concentration of the sol-
vent, which is water, is dominant and can thus be ignored, so (3.10) reduces to
(3.11).
HA
kf


kr
A− + H+ (3.11)
The ratio between the left- and right-hand sides is equal to the ratio between
the forward and backward reaction rates at equilibrium, kf and kr respectively,
which is shown in (3.12).
Ka =
[
A−
]
·
[
H+
][
HA
] = kf
kr
pKa = − log10(Ka)
(3.12)
Where Ka is an acid dissociation constant, and pKa is the negative logarith-
mic value of Ka, which is convenient to use in many purposes, as it is related
directly to the pH of the solution. This is illustrated in Figure 3.4, where the
concentration of either HA or A− dominates as a function of the relative value
between pKa and pH. The ratio between these species is defined as α accord-
ing to (3.13), where the definition of pH is shown as well.
αHA =
[
HA
][
HA
]
+
[
A−
] αA− = [A−][
HA
]
+
[
A−
]
pH = − log10
([
H+
]
mol/L
) (3.13)
(pH − pKa) [−]
α
[%
]
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Figure 3.4: αHA and αA− as a function of (pH− pKa). When pH = pKa,
the concentrations of [HA] =
[
A−
]
, where αHA = αA− = 50 %.
26
Section 3.3 - Equilibria
As seen in Figure 3.4, either HA or A− dominates as a function of (pH− pKa).
When (pH− pKa) > 2, the value of αA− > 0.99, which indicates that nearly
all HA has dissociated to A− and H+ according to (3.11).
3.3.1 Seawater scrubbing equilibria
The major acid dissociation reactions for SOx absorption in seawater are shown
in (3.14) [Danish Ministry of the Environment (30)] [Emerson and Hedges
(45)], where the Ka values are shown above each of the equilibria.
H2CO3
KCO3,1−−−−⇀↽ − H+ + HCO−3
KCO3,2−−−−⇀↽ − 2 H+ + CO2−3
H2SO3
KSO3,1−−−−⇀↽ − H+ + HSO−3
KSO3,2−−−−⇀↽ − 2 H+ + SO2−3
H2SO4
KSO4,1−−−−⇀↽ − H+ + HSO−4
KSO4,2−−−−⇀↽ − 2 H+ + SO2−4
B(OH)3 + H2O
KB−−−−⇀↽ − H+ + B(OH)−4
H2O
KW−−−−⇀↽ − H+ + OH−
(3.14)
The eight equilibria in (3.14) are all very fast reactions and can thus be as-
sumed to settle instantaneously. Notice that H2CO3 is a product of a reaction
taking place between CO2(l) and H2O(l), which is defined later in Section 3.4:
Kinetics of CO2. The species in (3.14) are grouped according to (3.15), which
will be used later in this chapter.[
CO∗3
]
=
[
H2CO3
]
+
[
HCO−3
]
+
[
CO2−3
][
DIC
]
=
[
H2CO3
]
+
[
HCO−3
]
+
[
CO2−3
]
+
[
CO2
]
=
[
CO∗3
]
+
[
CO2
][
S(IV )
]
=
[
H2SO3
]
+
[
HSO−3
]
+
[
SO2−3
][
S(V I)
]
=
[
H2SO4
]
+
[
HSO−4
]
+
[
SO2−4
]
(3.15)[
B∗
]
=
[
B(OH)3
]
+
[
B(OH)−4
][
OH∗
]
=
[
H2O
]
+
[
OH−
]
The groups shown in (3.15) are useful when modelling the chemistry, as the
species within each group are in equilibrium with each other, and are thus
algebraically bound to each other. Therefore, the ratios between the species
are only functions of pH and thus
[
H+
]
.
The group DIC is Dissolved Inorganic Carbon, and is commonly used within
the field of oceanography [Emerson and Hedges (45)]. It should be noted that
this group includes CO2, which is not in equilibrium with the other species.
Instead, CO2 reacts with the species in the CO∗3 group, which is described in
detail in Section 3.4: Kinetics of CO2.
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The equilibrium constants in (3.14) are all functions of both temperature and
ionic strength, where the latter is a function of salinity. The correlations used
to calculate all Ka values are listed in Chapter A: Constants and correlations.
3.3.2 Ionic activity
The general algebraic equilibrium constraint shown in (3.12) on page 26 ap-
plies for pure solutions, where the concentrations of the species are diluted to-
wards infinity. However, in electrolytic solutions, where the ionic strength is
significant such as in seawater, (3.12) is not valid. Instead, the activity of each
species must be corrected using an activity coefficient, γ [Emerson and Hedges
(45)], where various correlations exist for calculating these, which have orig-
inated from the Debye–Hückel theory [Debye and Hückel (33)]. The original
correlation did not apply for high ionic strengths, which is the case for sea-
water, so the Davies correlation is used in this study, as it is valid between
0 ≤ I < 0.5 mol/L, and is shown in (3.16). The temperature dependency
of Aγ is from [Rysselberghe (113)].
Aγ =
0.5091
(T/298.16 K)
3/2
log10(γi) = −Aγ · z2i ·

√
I
mol/L
1 +
√
I
mol/L
− 0.2 · I
mol/L
(3.16)
The ionic strength of seawater is typically 0.7 mol/L, as previously stated,
which is greater than the valid limit for the Davies correlation, but for the simu-
lation of seawater scrubbers the correlations is assumed to suffice. The values
of γ are shown in Figure 3.5 for varying ionic strength, I , and charge, z.
|z| = 3
|z| = 2
|z| = 1
|z| = 0
I [mol/L]
γ
[−
]
10-4 10-3 10-2 10-1 100
0
0.2
0.4
0.6
0.8
1.0
T = 35◦C
T = 5◦C
0.5 mol/L
0.7 mol/L
Figure 3.5: The activity coefficient, γ, as a function of ionic strength, I , charge, z, and
temperature, T . The vertical dashed lines indicate the limit for the Davies correlation,
I = 0.5 mol/L, and the approximate ionic strength for seawater, I = 0.7 mol/L.
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As seen in Figure 3.5, the ionic activity increases with temperature. Having
calculated the activity coefficients for all species, the modified algebraic equi-
librium constraint can be defined, which takes the activity of each species into
account. This is shown in (3.17) [Emerson and Hedges (45)].
Ka =
(
γA−
[
A−
])
·
(
γH+
[
H+
])(
γHA
[
HA
])
⇓
Kγa =
[
A−
]
·
[
H+
][
HA
]
Kγa = Ka ·
(
γHA
γA− · γH+
)
(3.17)
Where the superscript (...)γ indicates that the value of Ka is adjusted to take
the ionic activity into account. The carbon cycle has been thoroughly stud-
ied throughout the literature, where empirical correlations for the equilibrium
constants have been derived as functions of both temperature and salinity,
where the ionic strength is already taken into account. These correlations are
assumed more valid compared to the correction applied in (3.17), so the values
of Kγa for the carbon species are calculated using these correlations directly,
which are shown in Chapter A: Constants and correlations. The species in the
S(IV ) and S(V I) groups do not have any direct correlations available, so the
Ka values are adjusted according to (3.17). Table 3.3 shows the pKa values for
the equilibria shown in (3.14) for different values of T and S.
Table 3.3: Examples of pKγa values for the different equilibria shown in (3.14) for
different values of temperature and salinity. The values marked with an asterisk
are using the activity correction in (3.17), whereas the others are using the direct
correlations shown in Chapter A: Constants and correlations.
T = 5◦C T = 35◦C
S = 0 g/kg S = 35 g/kg S = 0 g/kg S = 35 g/kg
pKγCO3,1 6.315 6.052 6.034 5.771
pKγCO3,2 9.786 9.300 9.296 8.810
∗pKγSO3,1 1.552 1.231 1.877 1.557
∗pKγSO3,2 7.140 6.499 7.207 6.566
∗pKγSO4,1 −2.724 −3.044 −3.125 −3.445
∗pKγSO4,2 1.645 1.004 2.045 1.405
pKγB 9.439 8.844 9.163 8.483
pKγW 14.739 14.068 13.686 12.846
As seen in Table 3.3, the pKγa values vary between −3.445 and 14.739, so the
dominant species are very different at low and high pH values.
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3.3.3 Species ratios
The species ratios, α, according to (3.13), for all equilibria in (3.14) are shown
in Figure 3.6 as functions of pH. The dominant species are highlighted in the
figure.
pH [−]
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pKγSO4,1 pK
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Figure 3.6: The species ratios, α, as functions of pH. The shaded area is the typical range,
where seawater scrubbers operate. The tendency when changing salinity, S, or temperature,
T , is shown with the thin lines according to the legend in the upper left corner.
As seen in Figure 3.6, several species only exist in very small quantities be-
tween 2.7 < pH < 8.1, where seawater scrubbers typically operate. This fact
will be used to reduce the computational requirements to obtain equilibrium
for any given mixture, which is described in the next subsection. Notice that
H2SO3, which is the driving force for SO2 absorption, only exist in small quan-
tities within the typical pH range. The value of pKSO3,1 can be seen to increase
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with increasing temperature, so a scrubber is more efficient using cold water
compared to hot water, as the driving force between SO2(g) and H2SO3(l) will
be greater.
3.3.4 Solution procedure
The procedure of solving all equilibria in (3.14) simultaneously is done using
the electroneutrality condition shown in (3.2) on page 22. This condition is
used to calculate the concentration of free protons,
[
H+
]
, by expressing all
charged species as functions of this value. The electroneutrality conditions is
applied in (3.18) to all charged species considered in this project.
0 =
∑
zi · ci (Equation (3.2) on page 22)
⇓
0 = (zSalt) ·
[
Salt
]
+ (−1) ·
[
B(OH)−4
]
+
(+1) ·
[
H+
]
+ (−1) ·
[
OH−
]
+
(−1) ·
[
HCO−3
]
+ (−2) ·
[
CO2−3
]
+
(−1) ·
[
HSO−3
]
+ (−2) ·
[
SO2−3
]
+
(−1) ·
[
HSO−4
]
+ (−2) ·
[
SO2−4
]
(3.18)
zSalt and
[
Salt
]
are described in detail later. The concentrations of the different
species in (3.18) are not shown as functions of
[
H+
]
. However, this can be
obtained by calculating the group concentrations shown in (3.15) on page 27
along with the equilibrium constraints. An example is shown in (3.19) for the
species in the S(IV ) group, which contains H2SO3, HSO−3 , and SO
2−
3 .
KγSO3,1 =
[
H+
]
·
[
HSO−3
][
H2SO3
]
KγSO3,2 =
[
H+
]
·
[
SO2−3
][
HSO−3
][
S(IV )
]
=
[
H2SO3
]
+
[
HSO−3
]
+
[
SO2−3
]
(3.19)
Equation (3.19) shows three equations with three unknown species concen-
trations:
[
H2SO3
]
,
[
HSO−3
]
, and
[
SO2−3
]
. The group concentration,
[
S(IV )
]
,
and the equilibrium constants, KγSO3,1 and K
γ
SO3,2
, are known prior to satisfy-
ing equilibrium. The unknown concentrations in (3.19) are solved analytically,
which is shown in (3.20). Notice that
[
S(IV )
]
does not change before and after
equilibrium is satisfied, but the three species concentrations do.
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∆ =
[
H+
]2
+KγSO3,1 ·
[
H+
]
+KγSO3,1 ·K
γ
SO3,2
f s[H2SO3]
([
H+
]
,
[
S(IV )
])
=
[
H2SO3
]
=
[
S(IV )
]
·
([
H+
]2
∆
)
f s
[HSO−3 ]
([
H+
]
,
[
S(IV )
])
=
[
HSO−3
]
=
[
S(IV )
]
·
(
KγSO3,1 ·
[
H+
]
∆
)
f s
[SO2−3 ]
([
H+
]
,
[
S(IV )
])
=
[
SO2−3
]
=
[
S(IV )
]
·
(
KγSO3,1 ·K
γ
SO3,2
∆
)
(3.20)
f s are species functions, which express the concentrations of different species as
functions of
[
H+
]
and the group concentrations. The same procedure applies
for all species in the other groups: S(V I), CO∗3, B∗, and OH
∗, where species
functions can be defined as well.
Having defined all species functions, f s, for the charged species, the resulting
expressions are substituted into (3.18) along with the equilibrium constants.
The resulting expression is shown in (3.21).
0 = (zSalt) ·
[
Salt
]
+ (−1) · f s
[B(OH)−4 ]
([
H+
]
,
[
B∗
])
+
(+1) ·
[
H+
]
+ (−1) · f s[OH−]
([
H+
]
,
[
OH∗
])
+
(−1) · f s
[HCO−3 ]
([
H+
]
,
[
CO∗3
])
+ (−2) · f s
[CO2−3 ]
([
H+
]
,
[
CO∗3
])
+
(−1) · f s
[HSO−3 ]
([
H+
]
,
[
S(IV )
])
+ (−2) · f s
[SO2−3 ]
([
H+
]
,
[
S(IV )
])
+
(−1) · f s
[HSO−4 ]
([
H+
]
,
[
S(V I)
])
+ (−2) · f s
[SO2−4 ]
([
H+
]
,
[
S(V I)
])
(3.21)
As seen in (3.21), all species concentrations from (3.18) are expressed as func-
tion of
[
H+
]
along with the group concentrations, which are calculated prior
to satisfying equilibrium. The concentration of salt,
[
Salt
]
, is known as well,
which is determined from the conserved salt in the mixture. The charge of
this species, zSalt, is determined upon initialization, as it must balance out
the initial charge imbalance caused the non-zero alkalinity, AT. This will be
explained in detail in Section 3.6: Initialization.
Having defined the electroneutrality conditions in (3.21) in terms of the group
concentrations and the equilibrium constants, the only unknown is
[
H+
]
. This
concentration is calculated by solving (3.21), which can be reduced to a large
polynomial, where the degree is equal to the number of included equilibria
plus one. Therefore, when all eight equilibria in (3.14) are taken into account,
the resulting polynomial is of order nine, which implies nine roots. One of
these roots is real, which is the concentration of
[
H+
]
at equilibrium. When[
H+
]
is known, all other species concentrations can be calculated using the
species functions, f s, which were used in (3.21).
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An analytical solution to a ninth-order polynomial is inefficient to solve. In-
stead, the roots can be found by calculating the eigenvalues of the companion
matrix of the polynomial, p(x) [Edelman and Murakami (40)], which is stated
in (3.22).
p(x) = a0 + a1 · x+ ...+ an−1 · xn−1 + (1)︸︷︷︸
an
·xn
[
H+
]
= eig


0 0 · · · 0 0 −a0
1 0 · · · 0 0 −a1
0 1 · · · 0 0 −a2
...
...
. . .
...
...
...
0 0 · · · 1 0 −an−2
0 0 · · · 0 1 −an−1


(3.22)
Where p(x) is the polynomial, where the coefficient for xn equals unity, an = 1.
Equation (3.22) is computationally expensive to solve, so by excluding in-
significant equilibrium from (3.21), the degree of the polynomial can be re-
duced.
Numerical studies were carried out, where it was found that by only included
two equilibria, namely between the species in the CO∗3 group: H2CO3, HCO
−
3
and CO2−3 , the absorption rates could still be accurately calculated compared
to the solution, where all eight equilibria were included. The reduced poly-
nomial is of order three, as the number of included equilibria is two, and is
shown in (3.23).
0 =
[
H+
]3
+
[
H+
]2 · a2 + [H+] · a1 + a0
∆a = zSalt ·
[
Salt
]
−
[
S(IV )
]
− 2 ·
[
S(V I)
]
a2 = K
γ
CO3,1
+ ∆a
a1 = −KγCO3,1 ·
([
CO∗3
]
−KγCO3,2 −∆a
)
a0 = −KγCO3,1 ·K
γ
CO3,2
·
(
2 ·
[
CO∗3
]
−∆a
)
(3.23)
The cubic polynomial shown in (3.23) can be solved analytically, where the
solution is shown in (3.24).
∆0 =
a32
27
− a1 · a2
6
+
a0
2
∆1 =
a1
3
− a
2
2
9
∆2 =
3
√√
∆31 + ∆
2
0 −∆0[
H+
]
= ∆2 −
∆1
∆2
− a2
3
(3.24)
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It should be noted that three solutions exist for
[
H+
]
, but the real and positive
root is the one shown in (3.24). When the concentration of
[
H+
]
at equilibrium
is calculated using (3.24), only two equilibria in (3.14) are taken into account.
Therefore, not all equilibria are satisfied exactly, which causes a mismatch af-
ter all species concentrations are recovered using the species functions, f s. It
can be shown that the error induced by using the simplified chemistry model
in (3.24) only affects the mole balance of H+, which will cause mass to either
increase or decrease.
In order to cancel out this error, a new species is introduced, H+E , which is the
excess mole number of H+. This is stored alongside all other species, which
means that no mass will be lost or gained during simulation. It should be
noted that H+E is very small but non-zero. After equilibrium is satisfied, the
concentration of H+E is calculated using (3.25), where ~cPre is the concentration
of all species in vector format prior to calculating equilibrium, and ~cEquil is the
vector after equilibrium is obtained.
~CH · ~cPre = ~CH · ~cEquil
⇓~CH︷ ︸︸ ︷
2
1
1
0
0
2
1
0
2
1
0
2
1
0
3
4
0
1

T
·
~cPre︷ ︸︸ ︷
[H2O]
[H+]
[OH−]
[O2]
[CO2]
[H2CO3]
[HCO−3 ]
[CO2−3 ]
[H2SO3]
[HSO−3 ]
[SO2−3 ]
[H2SO4]
[HSO−4 ]
[SO2−4 ]
[B(OH)3]
[B(OH)−4 ]
[Salt]
[H+E ]

= ~CH ·
~cEquil︷ ︸︸ ︷
[H2O]
[H+]
[OH−]
[O2]
[CO2]
[H2CO3]
[HCO−3 ]
[CO2−3 ]
[H2SO3]
[HSO−3 ]
[SO2−3 ]
[H2SO4]
[HSO−4 ]
[SO2−4 ]
[B(OH)3]
[B(OH)−4 ]
[Salt]
[H+E ]

(3.25)
The vector ~CH is composed of the mole number of H for each species.
[
H+E
]
Equil
,
which is the value is the lower right corner of the equation, is calculated using
(3.25), as all other values will be known, when the equation is used. Vectors
similar to ~CH can be defined for each of the other elementary components,
such as C, O, and S, which are combined in (3.26). The matrix Cl is useful for
evaluating mole balance for the elementary components, which will be used
in Section 7.3: Mass, energy, and mole balances.
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Cl =

~CC
~CH
~CO
~CS
~CN
~CB
~CNa
~CCl

=

H
2
O
H
+
O
H
−
O
2
C
O
2
H
2
C
O
3
H
C
O
− 3
C
O
2
−
3
H
2
S
O
3
H
S
O
− 3
S
O
2
−
3
H
2
S
O
4
H
S
O
− 4
S
O
2
−
4
B
(O
H
) 3
B
(O
H
)− 4
S
a
lt
H
+ E
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0
2 1 1 0 0 2 1 0 2 1 0 2 1 0 3 4 0 1
1 0 1 2 2 3 3 3 3 3 3 4 4 4 3 4 0 0
0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

(3.26)
3.4 Kinetics of CO2
When CO2(g) is dissolved in water to CO2(l), the liquid species will hydrate,
which is a chemical reaction with water. Three different mechanisms occur,
which are shown in (3.27) [Johnson (78)].
CO2 + H2O
HCO−3 + H
+
H2CO3
CO2 + OH
− HCO−3
kOH−
kHCO−3
k1,f
k2,f
k1,r
k2,r
CO2−3 + 2 H
+
KγCO3,1
KγCO3,2
(3.27)
The reaction between CO2 and H2O forms H2CO3 and HCO−3 , where the for-
ward rate constants are k1,f and k2,f respectively, and the reverse are k1,r and
k2,r. The two products are in equilibrium according to (3.14), where the equi-
librium constant is KγCO3,1.
The reaction between CO2 and OH− will form HCO−3 , where the forward and
reverse rate constants are kOH− and kHCO−3 respectively. The temporal gradi-
ent of
[
CO2
]
is shown in (3.28).
∂
[
CO2
]
∂t
=
From: CO2+H2O←→ HCO−3 +H+︷ ︸︸ ︷[
HCO−3
]
·
[
H+
]
· k1,r −
[
CO2
]
· k1,f +
From: CO2+H2O←→ H2CO3︷ ︸︸ ︷[
H2CO3
]
· k2,r −
[
CO2
]
· k2,f +
From: CO2+OH−←→ HCO−3︷ ︸︸ ︷[
HCO−3
]
· kHCO−3 −
[
CO2
]
·
[
OH−
]
· kOH−
(3.28)
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The equilibrium between H2CO3 and HCO−3 + H
+ is very fast, so the use of[
H2CO3
]
and
[
HCO−3
]
in (3.28) can be rewritten into the more general def-
inition, where the concentrations are expressed using the species functions,
f s[H2CO3]
([
CO∗3
]
,
[
H+
])
and f s
[HCO−3 ]
([
CO∗3
]
,
[
H+
])
. These are shown in (3.29),
where the definition of
[
CO∗3
]
was shown in (3.15) on page 27.
∆ =
[
H+
]2
+KγCO3,1 ·
[
H+
]
+KγCO3,1 ·K
γ
CO3,2
f s[H2CO3]
([
CO∗3
]
,
[
H+
])
=
[
H2CO3
]
=
[
CO∗3
]
·
([
H+
]2
∆
)
f s
[HCO−3 ]
([
CO∗3
]
,
[
H+
])
=
[
HCO−3
]
=
[
CO∗3
]
·
(
KγCO3,1 ·
[
H+
]
∆
) (3.29)
[
OH−
]
in (3.28) can be expressed in terms of
[
H+
]
and KγW. Furthermore,
as
[
H2CO3
]
and
[
HCO−3
]
are in equilibrium and thus algebraically bound to
each other, the two forward rate constants, k1,f and k1,r, are indistinguishable
from each other experimentally. Therefore, these are combined, and the same
applies for the two reverse rate constants, k1,r and k2,r. This is shown in (3.30).
[
OH−
]
=
KγW[
H+
]
kCO2,f = k1,f + k2,f
kCO2,r = k1,r +
k2,r
KγCO3,1
(3.30)
3.4.1 Reaction rates
Four rate constants are required to determined the temporal gradient of
[
CO2
]
,
which have been determined experimentally by [Johnson (78)]. These are
calculated using the expression shown in (3.31), where the coefficients in Ta-
ble 3.4 apply.
k = β0 · exp
(
β1 + β2 ·
√
S
g/kg
+
β3
T/K
+ β4 · loge(T/K)
)
(3.31)
Table 3.4: The coefficients for calculating the rate
constants according to (3.31) [Johnson (78)].
Rate constant β0 β1 β2 β3 β4
kCO2,f 1/s 1246.98 0 −6.19 · 104 −183.0
kCO2,r L/(mol · s) 1346.24 −0.126 −6.44 · 104 −196.4
kOH− ·K
γ
W mol/(L · s) −930.13 0.110 3.10 · 104 140.9
kHCO−3 1/s −2225.22 −0.049 8.91 · 10
4 336.6
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The definition of any equilibrium constant is the ratio of the forward and the
reverse rate constants at equilibrium, which is shown in (3.32).
CO2 + H2O
KγCO2−−−−⇀↽ − H2CO3
KγCO2 ≡
kCO2,f
kCO2,r
(3.32)
The equilibrium constant introduced, KγCO2 , is the ratio of the reaction rates at
equilibrium by definition. kCO2,f and kCO2,r are calculated using (3.31) and Ta-
ble 3.4, andKγCO2 is calculated using the correlation in Appendix A. However,
when all three values are provided, the last equation in (3.32) is overdeter-
mined. The rate constants, kCO2,f and kCO2,r, are not adjusted to take the ionic
activity into account, so these values are modified to satisfy the definition of
the equilibrium constant. This is shown in (3.33).
kγCO2,f = kCO2,f · (1 + φ)
kγCO2,r = kCO2,r · (1− φ)
KγCO2 =
kγCO2,f
kγCO2,r
=
kCO2,f · (1 + φ)
kCO2,r · (1− φ)
⇓
φ =
KγCO2 · kCO2,r − kCO2,f
kCO2,f +K
γ
CO2
· kCO2,r
(3.33)
Where φ is an adjustment coefficient. By applying (3.33), the definition of the
equilibrium constant in (3.32) is satisfied.
3.4.2 Temporal gradient
By combining (3.28), (3.29), and (3.30) and substituting kCO2,f and kCO2,r with
kγCO2,f , and k
γ
CO2,f
respectively, an expression for the gradient of
[
CO2
]
as a
function of
[
CO2
]
,
[
CO∗3
]
, and
[
H+
]
can be defined, which is shown in (3.34).
∂
[
CO2
]
∂t
= −
[
CO2
]
(t) ·
kCO2︷ ︸︸ ︷(
kOH− ·K
γ
W[
H+
] + kγCO2,f
)
+
[
CO∗3
]
(t) ·
(
KγCO3,1 ·
[
H+
]
·
(
kHCO3 +
[
H+
]
· kCO2,r
)[
H+
]2
+KγCO3,1 ·
[
H+
]
+KγCO3,1 ·K
γ
CO3,2
)
︸ ︷︷ ︸
kCO∗3
(3.34)
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As seen in (3.34), two overall rate constants, kCO2 and kCO∗3 , are governing the
dynamics of
[
CO2
]
(t). These overall rate constants are functions of
[
H+
]
and
thus pH, where the tendencies of these are shown in Figure 3.7.
kCO2
pH [ ]
2 3 4 5 6 7 8 9 10
10−5
10−4
10−3
10−2
10−1
100
101
102
kCO∗3
k
1 /
s
pKCO2 = 5.77
Figure 3.7: The overall rate constants in (3.34) as functions of pH.
As seen in Figure 3.7, the rate constants are dependent on pH, where the inter-
section of the two curves defines the equilibrium. In order to determine
[
CO2
]
as a function of time, (3.34) must be temporally integrated. However, during
integration both
[
CO2
]
,
[
CO∗3
]
, and
[
H+
]
will change, so the substitution in
(3.35) is made.[
CO∗3
]
=
[
CO∗3
]
(0)−
([
CO2
]
(0)−
[
CO2
]
(t)
)
⇓ Substitute into (3.34) and assume constant
[
H+
]
∂
[
CO2
]
∂t
=
[
CO2
]
(t) ·
a︷ ︸︸ ︷(
kCO∗3 − kCO2
)
+
b︷ ︸︸ ︷
kCO∗3 ·
([
CO∗3
]
(0)−
[
CO2
]
(0)
)
[
CO2
]
(t) = exp (a · t) ·
(
b
a
+
[
CO2
]
(0)
)
− b
a
(3.35)
The concentration of
[
H+
]
will change as well, which will change the values
of kCO2 and kCO∗3 during integration, but due to the complex interaction with
the other equilibria, no analytic solution exists for the differential equation
when varying
[
H+
]
during integration. Therefore, the analytical solution in
(3.35) assumes that the reaction happens at constant pH and thus constant[
H+
]
, and the constants a and b on the right-hand side are thus evaluated
prior to the calculation of
[
CO2
]
(t). Having integrated the concentration of[
CO2
]
over a specified time-step, ∆t, the concentrations of the other involved
species are altered according to (3.36), where three different methods can be
applied.
38
Section 3.5 - Oxidation
∆ =
[
CO2
]
(t)−
[
CO2
]
(0)[
H2O
]
(t) =
[
H2O
]
(0) + ∆
Method 1:
CO2 + H2O←→ H2CO3
{[
H2CO3
]
(t) =
[
H2CO3
]
(0) −∆
Method 2:
CO2 + H2O←→ H+ + HCO−3

[
HCO−3
]
(t) =
[
HCO−3
]
(0) −∆[
H+
]
(t) =
[
H+
]
(0) −∆
Method 3:
CO2 + H2O←→ 2 H+ + CO2−3

[
CO2−3
]
(t) =
[
CO2−3
]
(0) −∆[
H+
]
(t) =
[
H+
]
(0) −2 ·∆
(3.36)
As seen in (3.36), the change in
[
CO2
]
over a given time-step, ∆t, is defined
as ∆. In order to ensure mole balance of C, H, and O, the concentration of[
H2O
]
must be altered with +∆. Three different methods of changing the
species in the CO∗3 group are shown in (3.36), which are equally valid to use
in the model. After having changed the concentrations using any of the three
methods, equilibrium is satisfied using the previous mentioned method. It
should be noted that the species concentrations after equilibrium is satisfied
are identical for all three methods in (3.36), as the species functions, f s, are
functions of the group concentration,
[
CO∗3
]
.
3.5 Oxidation
The species in the S(IV ) group will oxidise to the species in the S(V I) group
in the presence of O2, which is shown in (3.37).
S(IV ) +
1
2
O2 → S(V I)
⇓
H2SO3 +
1
2
O2 → H2SO4
HSO−3 +
1
2
O2 → HSO−4
SO2−3 +
1
2
O2 → SO2−4
(3.37)
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The rate of oxidation is defined in (3.38) [Zhang and Millero (144)], where I is
the ionic strength as defined in (3.4) on page 23.
∂
[
S(IV )
]
∂t
= − kOxi ·
[
S(IV )
]2 · [O2]0.5
log10
(
kOxi · 60 ·
(
s ·mol1.5
L1.5
))
= 19.54−
5069.47 + 2877 ·
√
I
mol/L
T/K
+
14.74 ·
√
I
mol/L
− 2.93 · I
mol/L
(3.38)
When temporally integrating the differential equation in (3.38), both
[
S(IV )
]
and
[
O2
]
will change over time. The change in
[
O2
]
as a function of time is
shown in (3.39) along with ∂
[
S(IV )
]
/∂t from (3.38) in a rewritten form.
∆ =
[
S(IV )
]
(t)−
[
S(IV )
]
(0)[
O2
]
(t) =
[
O2
]
(0) +
1
2
·∆
∂
[
S(IV )
]
∂t
= −kOxi ·
([
S(IV )
]
(t)
)2 ·([O2](0) + [S(IV )](t)− [S(IV )](0)
2
)0.5 (3.39)
The differential equation in (3.39) does not have an analytical solution. There-
fore, the rate of change of
[
O2
]
is linearised at t = 0, which allows for an
analytical solution. This is shown in (3.40).
∆ =
[
S(IV )
]
(t)−
[
S(IV )
]
(0)
∂
[
S(IV )
]
∂t
= −kOxi ·
([
S(IV )
]
(t)
)2 ·([O2](0) + t
2
·
∂
[
S(IV )
]
∂t
∣∣∣
t=0
)0.5 (3.40)
The differential equation in (3.40) does have an analytical solution, where the
solution to
[
S(IV )
]
(t) is shown in (3.41).
[
S(IV )
]
(t) =
((
√
2 ·
(
2 ·
[
O2
]
(0) + t ·
∂
[
S(IV )
]
∂t
∣∣∣
t=0
)3/2
−
4 ·
([
O2
]
(0)
)3/2) · kOxi
3 ·
∂
[
S(IV )
]
∂t
∣∣∣
t=0
+
1[
S(IV )
]
(0)
)−1 (3.41)
When the concentration of
[
S(IV )
]
has been integrated over a given time-step,
∆t, the concentrations of the other species are recovered in a similar manner
to the kinetics of CO2, which is shown in (3.42).
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∆ =
[
S(IV )
]
(t)−
[
S(IV )
]
(0)[
O2
]
(t) =
[
O2
]
(0) +
1
2
·∆
Method 1:
H2SO3 +
1
2
O2 −−→ H2SO4

[
H2SO3
]
(t) =
[
H2SO3
]
(0) + ∆[
H2SO4
]
(t) =
[
H2SO4
]
(0) −∆
Method 2:
HSO−3 +
1
2
O2 −−→ HSO−4

[
HSO−3
]
(t) =
[
HSO−3
]
(0) + ∆[
HSO−4
]
(t) =
[
HSO−4
]
(0) −∆
Method 3:
SO2−3 +
1
2
O2 −−→ SO2−4

[
SO2−3
]
(t) =
[
SO2−3
]
(0) + ∆[
SO2−4
]
(t) =
[
SO2−4
]
(0) −∆
(3.42)
As seen in (3.42), the change in
[
S(IV )
]
over a given time-step, ∆t, is defined
as ∆. Similar to (3.36), either of the three subsequent methods in (3.42) can be
applied, which all will results in the same concentrations after equilibrium is
satisfied.
3.6 Initialization
The concentrations of the different species are initialized by solving the 19
equations in (3.43) on the next page simultaneously. KγW,H2O is a modified
equilibrium constant, which takes the concentration of water into account,
which is almost constant during calculation, and is done to ensure mole bal-
ance during calculations. Mi is the molar mass of the ith species. The 19 equa-
tions can be solved for the 18 species concentrations (17 species and H+E ) and
the charge of the mixed salts, zSalt. The salts are assumed having a molar
mass equal to that of NaCl, M(NaCl) = 58.44 g/mol, as this is the main com-
ponent of the salts. All values on the left-hand side of the equations in (3.43)
are known prior to calculating any of the concentrations. The reason for sub-
tracting
[
S(V I)
]
in the third to last equation is that the definition of salinity
includes
[
HSO−4
]
, which was apparent in Table 3.2 on page 22. It should be
noted that CO2(l) is not in equilibrium with CO2(g) in (3.43), but rather with
H2CO3(l). This is used to initialize the concentrations of all species, but after
initialization, the equilibrium with CO2(g) is enforced. This method does not
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change the alkalinity, but it does change the concentrations of the species in
the CO∗3 group, which are the main components of AT. AT does not change
as it is being bound to the total charge balance as stated in (3.18) on page 31
[R. E. Zeebe (109)], which does not change with CO2 uptake.
All values known a priori
←−−−−−−−−−−−−−−−−−−−−−
All concentrations unknown
+ charge of mixed salts, zSalt−−−−−−−−−−−−−−−−−−−−−−−−−−−→
10−pH mol/L =
[
H+
]
KγW,H2O =
[
OH−
]
·
[
H+
]
/
[
H2O
]
AT =
[
HCO−3
]
+ 2 ·
[
CO2−3
]
+
[
B(OH)−4
]
+[
OH−
]
−
[
H+
]
−
[
HSO−4
]
KγCO2/K
γ
CO3,1
=
[
H2CO3
]
/
[
CO2
]
KγCO3,1 =
[
H+
]
·
[
HCO−3
]
/
[
H2CO3
]
KγCO3,2 =
[
H+
]
·
[
CO2−3
]
/
[
HCO−3
]
KγSO4,1 =
[
H+
]
·
[
HSO−4
]
/
[
H2SO4
]
KγSO4,2 =
[
H+
]
·
[
SO2−4
]
/
[
HSO−4
]
KγB =
[
H+
]
·
[
B(OH)−4
]
/
[
B(OH)3
]
φB ·AT =
[
B(OH)−4
][
S(V I)
]
=
[
H2SO4
]
+
[
HSO−4
]
+
[
SO2−4
]
0 =
[
H2SO3
]
0 =
[
HSO−3
]
0 =
[
SO2−3
]
0 =
[
H+E
]
KH,O2 · yg,O2 · P =
[
O2
]
ρl (Tl, S) · S
M(NaCl)
−
[
S(V I)
]
=
[
Salt
]
ρl (Tl, S) =
∑
ci ·Mi
0 =
∑
ci · zi
(3.43)
Many of the knowns in (3.43) are constants or correlations of temperature and
salinity. The required inputs variables to initialize the concentrations are listed
in Table 3.5, where some typical values are shown for each variable.
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Table 3.5: The required variables in (3.43) to initialization the concentrations
of all species. φB and
[
S(V I)
]
are from [Emerson and Hedges (45)].
Variable Typical value
pH 8.1
AT 2.1 mmol/L
φB 4 %[
S(V I)
]
28.2 mmol/L
yO2 20.95 %
S 35 g/kg
T 30◦C
When using the values in Table 3.5 and solving the system of equations in
(3.43), the concentrations in Table 3.6 are obtained.
Table 3.6: The concentration of all 18 species and the charge of the mixed
salts, zSalt, when solving the system of equations in (3.43) using the val-
ues in Table 3.5. The density at T = 30◦C is shown as well.
Species Concentration Species Concentration[
H2O
]
54.68 mol/L
[
H2CO3
]
27.75 nmol/L[
H+
]
7.94 nmol/L
[
HCO−3
]
1.51 mmol/L[
OH−
]
11.63 µmol/L
[
CO2−3
]
246.68 µmol/L[
H+E
]
0
[
H2SO3
]
0[
O2
]
253.98 µmol/L
[
HSO−3
]
0[
CO2
]
7.70 µmol/L
[
SO2−3
]
0[
Salt
]
583.85 mmol/L
[
H2SO4
]
1.63 · 10−20 mol/L[
B(OH)3
]
231.37 µmol/L
[
HSO−4
]
4.88 nmol/L[
B(OH)−4
]
84.00 µmol/L
[
SO2−4
]
28.20 mmol/L
ρl 1021.7 kg/m
3 zSalt 0.100197
The charge of the mixed salts in Table 3.6, zSalt, may seem rather high, as the
mixed salts should have a very small charge. The reason for this high value is
that S(V I) is not treated as a salt in the chemistry model used in this study, as
the definition of alkalinity does not include SO2−4 , which has a charge of−2. If[
S(V I)
]
= 0 and the system of equations in (3.43) is solved, the charge will be
zSalt = 0.003431, which is an expected value, as the charge of the salts should
neutralize the negative charge of the alkalinity species.
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3.7 Examples and analyses
This section investigates the described chemistry model in detail, where titra-
tion curves are shown along with a temporal example for a droplet placed in
a typical exhaust gas stream.
3.7.1 Titration curves
Alkalinity is, in practice, determined for a given seawater sample by titrating
with a strong acid and logging the pH as a function of the added acid. Typi-
cally, H2SO4 is used for titration, as the pKa value between H2SO4 and HSO−4
is pKγSO4,1 ≈ −3.0. After each added drop of acid, the pH is allowed to settle,
as the kinetics of CO2 acts to obtain equilibrium with the species in the CO∗3
group. Instead of generating the titration curves by temporally integrating the
kinetics of CO2, the equilibrium between CO2, H2O, and H2CO3 is enforced
instead, which was shown in (3.32) on page 37. This results in nine equilib-
ria, where the solution procedure in (3.22) is used, where the concentration of[
H+
]
was calculated by finding the eigenvalues of the companion matrix of
the polynomial. It should be noted that this is only used in this section, as it is
computationally expensive to evaluate.
In order to visualize the effects of the oxidation of S(IV ) to S(V I), the titra-
tion curves are generated by adding both H2SO3 and H2SO4, where the ratio
between these are indicating the oxidized fraction, which is shown in (3.44).
nH2SO3 = nAcid · (1− φOxi)
nH2SO4 = nAcid · φOxi
(3.44)
nAcid is the total number of moles added to the seawater sample, and φOxi is
the fraction of H2SO3, which has oxidized to H2SO4. This is naturally a tempo-
ral problem, but the titration curve can simply be computationally generated
by adding each species separately. The titration curves are generated with five
different values for φOxi, where approximately 10% oxidation typically occurs
for water entering and leaving a wet scrubber, which was found during tests
at the Alfa Laval Test & Training Centre. The titration curves are shown in
Figure 3.8 on the next page, where the typical values shown in Table 3.5 on
page 43 are used.
As seen in Figure 3.8, H2SO4 is a stronger acid compared to H2SO3, as the pH
decreases more rapidly when φOxi = 100 %, which is indicated by the thick
dashed line. AT is determined when the pH value is approximately 4.4, which
is shown in the figure. In the computational model, the remaining alkalinity
can be evaluated as a function of the added acid according to the definition
shown in (3.3) on page 23, where the results are shown in Figure 3.9 on the
next page.
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Figure 3.8: Titration curves for five different values for φOxi.
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Figure 3.9: The remaining alkalinity according to (3.3) for different values of φOxi.
The alkalinity for all values for φOxi are equal when titration starts. It can be
seen that the alkalinity decreases linearly, when titration is carried out with
H2SO4, where φOxi = 100 %, whereas the alkalinity curve for φOxi = 0 % is
non-linear.
A comparison between the computational chemistry model and two seawa-
ter samples from Limfjorden in Aalborg, Denmark, is seen in Figure 3.10 on
the next page, where titration was carried out with H2SO4. As seen in the
figure, the model predicts pH accurately compared to the two seawater sam-
ples. It can be seen that the pH is slightly higher for nH2SO4/V < 1.0, whereas
the model accurately predicts pH beyond this point. Therefore, the chemistry
model defined in this chapter is assumed valid for wet scrubber modelling.
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Figure 3.10: A comparison between the computational
chemistry model and two seawater samples.
3.7.2 Droplet in exhaust gas
When seawater is injected into a wet scrubber, the water will absorb species
from the exhaust gas as described in Section 3.2: Surface reactions. The absorp-
tion of SO2(g) will form H2SO3(l), which dissociates into HSO−3 (l), and SO
2−
3 (l)
dependent on pH. The species in the S(IV ) group will oxidise into the species
in the S(V I) group, which was illustrated in Figure 3.8 for different oxidation
fractions. Meanwhile, CO2(g), O2(g), and H2O(g) are absorbed through the
liquid interface, where CO2(l) will hydrate to the species in the CO∗3 group,
which are slow reactions. This all happens while the eight equilibria in (3.14)
are satisfied. This section serves to visualize the internal chemistry for a typi-
cal droplet placed in an exhaust gas stream.
An example case is simulated, where a droplet with a diameter of 2500 µm is
placed in a typical exhaust gas stream for 10 s. The seawater values shown in
Table 3.5 are used, where the initial concentration of all species were shown in
Table 3.6. The gas properties are those listed in Table 3.7.
Table 3.7: The gas properties used for the example case,
where a droplet is placed in a typical exhaust gas stream.
Variable Value
Tg 100
◦C
vg 5 m/s
yg,CO2 5.24 %
yg,H2O 4.71 %
yg,O2 13.17 %
yg,SO2 0.0519 %
yg,N2 76.83 %
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The example case is carried out isothermally, and the gas phase is assumed
having an infinite capacity, so the gas mole fractions, yg,i, remain constant.
The mass transfer coefficient correlations have not been described yet, but
are defined according to Section 4.9: Mass transfer coefficient. The figures on
the following three pages show the concentrations for most species inside the
droplet along with the group concentrations. The exchange rates with the
gas phase are shown as well, along with the temporal cumulative exchanged
species. Sub-figures are labelled A, B, and C for Figure 3.11, 3.12, and 3.13
respectively, where each sub-plot has an associated number, (A - 1), (A - 2) etc.
The pH decreases rapidly as seen in (A - 1), which is quite different compared
to the titration curves in Figure 3.8. The reason for this tendency is caused by
the kinetics of CO2(l), which was simulated as an equilibrium for the titration
curves. In the example case, the slow kinetics of CO2(l) causes an accumula-
tion of
[
CO∗3
]
, which is apparent from the ratio seen in (A - 5), where a value
greater than unity indicates that
[
CO∗3
]
is greater compared to the equilibrium
concentration with CO2(l). The positive ratio causes ∂
[
CO2
]
Kin
/∂t to be pos-
itive, which is seen in (A - 6).
The alkalinity is depleted as SO2 is absorbed, which is shown in (A - 2), which
primarily correlates with
[
CO∗3
]
, which decreases rapidly as seen in (A - 4).
The time where AT(t) = 0 is indicated by the vertical dashed lines at t ≈ 2.3 s.[
CO∗3
]
is almost constant for t < 0.5 s, which is caused by
[
B(OH)−4
]
, which
decreases before the species in the
[
CO∗3
]
group, as pKγB > pK
γ
CO3,2
.
[
B(OH)3
]
is shown in (B - 8) along with
[
B∗
]
in (B - 7), where the group concentration
remains constant, as no transfer of B with the gas phase exists.
As SO2(g) is absorbed and reacts with H2O(l) to form S(IV ), oxidation oc-
curs, where the oxidation rate is shown in (A - 7). It can be seen that
[
O2
]
decreases accordingly in (A - 8), as the oxidation rate exceeds the absorption
rate of O2(g), which is shown in (C - 3). As oxidation occurs, the concentration
of S(V I) increases as seen in (B - 5), which causes a further decrease in pH as
the species in the S(V I) group are stronger acids compared to the species in
the S(IV ) group.
The most important aspect of seawater scrubbing is the absorption rate of
SO2(g), which is shown in (C - 5) along with the temporal cumulative mole
transfer in (C - 6). When AT > 0, the rate of SO2(g) absorption, ṅSO2 , is almost
constant, whereas it decreases when AT ≤ 0, which is indicated by the verti-
cal dashed lines. The driving force for SO2(g) absorption is the concentration
of H2SO3(l), so as oxidation occurs, the concentration of H2SO3(l) decreases,
as it reacts with O2(l) to form H2SO4(l). Therefore, a higher oxidation rate
increases SO2(g) absorption, which is shown in Figure 3.14 on page 50.
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Figure 3.11: Various concentrations, rates, and values for the droplet in a
typical exhaust gas. The vertical dashed lines are indicating AT = 0.
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Figure 3.12: The concentrations of the different groups in the left column
along with their respective species in the right column, which are in log-
arithmic scale. The vertical dashed lines are indicating AT = 0.
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Figure 3.13: The mass transfer rates of CO2(g), O2(g), and SO2(g) per unit
volume in the left column, and the cumulative temporal integral of the rates
in the right column. The vertical dashed lines are indicating AT = 0.
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Figure 3.14: The effect of oxidation on the absorption rate of SO2.
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As seen in Figure 3.14, the absorption rate of SO2 increases, when oxidation
occurs. The effect is most apparent at low pH, where the concentration of
H2SO3 is greatest, which is the driving force for SO2 absorption.
3.8 Simplifications
The analyses carried out in the previous section were evaluated with all equi-
libria satisfied, which required solving a ninth-order polynomial in order to
obtain equilibrium, which is computationally expensive. As not all equilibria
are equally important, some can be removed without affecting the accuracy
of the chemistry model significantly. It was described in Section 3.3: Equilibria
that by only including the equilibria between the species in the CO∗3 group:
H2CO3, HCO−3 and CO
2−
3 , the absorption rates could be captured accurately,
even though the chemistry model would not satisfy all equilibria exactly.
3.8.1 pKa tuning
When only including two equilibria when solving for
[
H+
]
and thus pH, the
absorption rate of SO2(g) deviates significantly from the full chemistry model,
where all equilibria are satisfied. This is shown in Figure 3.15, where a com-
parison between the simplified and the full chemistry model is shown.
Simplified model + pKa tuning (2 equilibria satisfied)
Simplified model (2 equilibria satisfied)
Full model (9 equilibria satisfied)
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Figure 3.15: The absorption rate of SO2 for the example case using the
full, the simplified, and the simplified chemistry model + pKa tuning.
As seen in Figure 3.15, the absorption rate of SO2(g) is significantly reduced
when using the simplified chemistry model, which is indicated by the black
dashed line compared to the solid black line. However, by tuning the value of
pKγSO3,1 slightly, the absorption rate can be accurately captured. The correc-
tion applied is shown in (3.45).
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pKγSO3,1,Tuned = pK
γ
SO3,1
· 10−∆pKSO3,1 (3.45)
Having tuned the value of pKγSO3,1 to pK
γ
SO3,1,Tuned
, the absorption rate is
accurately captured, which is shown by the black dots in Figure 3.15, which
follow the full chemistry model. The modified pKa value is visualized in Fig-
ure 3.16, where the species fractions, α, for the species in the S(IV ) group are
shown.
SO2−3HSO
−
3H2SO3
pH [−]
α
[%
]
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∆pKSO3,1
Simplified model + pKa tuning
Full model
Figure 3.16: The species fractions, α, as a function of pH for the full model and the
simplified chemistry model with pKa tuning shown with the solid and dashed lines
respectively. The modified pKa value, pK
γ
SO3,1
, is adjusted with −0.24 units in this
example, which simply moves it linearly to the left along the pH axis.
As seen in Figure 3.16, the adjustment made to pKγSO3,1 is very slight, but by
doing so, the concentration of H2SO3 decreases, which increases the driving
force for SO2(g) absorption. This will increase the absorption rate to that of
the full chemistry model, which was shown in Figure 3.15.
The value of ∆pKSO3,1 was determined by comparing the total absorption
of SO2(g) for the full and the simplified chemistry model. It was found that
∆pKSO3,1 was temperature dependent, which is shown in Figure 3.17.
As seen in Figure 3.17, the required value of ∆pKSO3,1 to meet the absorption
rate of the full chemistry model is a function of temperature. By solving for
the intersections with the dotted line in Figure 3.17, the value of ∆pKSO3,1 can
be solved as a function of temperature. This is shown in Figure 3.18.
52
Section 3.8 - Simplifications
T [◦C]
ṅ
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Figure 3.17: The average absorption rate for a typical scenario as a function of tem-
perature. The black dotted line is the full chemistry model, whereas the thin lines are
generated using the simplified chemistry model with varying values of ∆pKSO3,1.
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Figure 3.18: The required value of ∆pKSO3,1 to meet
the average absorption rate of the full chemistry model.
The curve in Figure 3.18 is fitted with a second-order polynomial, which is
shown with the dashed line in the figure, and is defined in (3.46).
∆pKSO3,1(T ) = − 3.79 · 10−5 ·
(
T
K
− 273.15
)2
+
− 2.246 · 10−3 ·
(
T
K
− 273.15
)
− 0.1387
(3.46)
By tuning the value of pKγSO3,1 with the correlation for ∆pKSO3,1(T ) shown in
(3.46), the simplified chemistry model accurately captures the absorption rate
of SO2(g) compared to the full chemistry model, despite only satisfying two
equilibria exactly.
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3.8.2 Solution procedure
The process of establishing equilibrium is to modify the concentrations of a
given mixture, such that all equilibria are satisfied, while satisfying elemen-
tary mole balance and the electroneutrality principle. In case of the simplified
chemistry model, only two equilibria are satisfied exactly. The solution pro-
cedure for calculating the equilibrium concentration of
[
H+
]
is illustrated in
Figure 3.19 on the next page, where the shaded areas indicate values or equa-
tions used in the full chemistry model, where all eight equilibria are satisfied.
The six steps in the figure are described below:
Step (1): The concentrations of all species before equilibrium is defined as~cPre.
The mass of the solution is denoted mPre.
Step (2): The concentrations of the different groups are calculated using (3.15)
on page 27. This step is a simple summation of different species concentra-
tions.
Step (3): The concentration of H+ is calculated using the group concentra-
tions. The simplified chemistry model solves a third-order polynomial, where
the roots were analytically derived in (3.24) on page 33. The full chemistry
model solves a ninth-order polynomial using (3.22) on page 33, which is com-
putationally expensive to evaluate.
Step (4): All remaining species are recovered from the group concentrations
and the value of
[
H+
]
, which was found in Step (3), by using the species
functions, f s, previously described. The simplified model uses KγSO3,1,Tuned,
whereas the full model uses KγSO3,1. All other pKa values are identical for
the simple and the full chemistry model. The concentrations for the different
species in Step (4) are denoted ~cEquil, where
[
H+E
]
= 0.
Step (5): The simplified chemistry model does not calculate the same value
for
[
H+
]
as the full chemistry model does. Therefore, all species concentra-
tions are slightly off, which causes an imbalance of H+. In order to satisfy
mass balance, the imbalance is calculated in Step (5), where ~CH was defined
in (3.25). The full chemistry model does not need this step, as
[
H+E
]
= 0 will
automatically be satisfied, when
[
H+
]
is calculated using all eight equilibria,
which required solving the roots of a ninth-order polynomial.
Step (6): The concentration of all species, after equilibrium is satisfied, is de-
noted ~cEquil:
[
H+
]
was found in Step (3); all species except H+E in Step (4); and[
H+E
]
was found in Step (5). It should be noted that mass balance is enforced
for the simplified model due to the introduction of H+E .
The values of
[
Salt
]
,
[
O2
]
, and
[
CO2
]
are copied directly from ~cPre, as these
do not change during the procedure shown in Figure 3.19.
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Figure 3.19: The procedure for satisfying equilibrium for both the
simplified and the full chemistry model. The shaded areas indicate
equations or values, which are used in the full chemistry model only.
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It should be noted that the species concentration of any given mixture does
not require all 18 concentrations to be specified. All six group concentrations,[
Salt
]
,
[
O2
]
, and
[
CO2
]
are the only required values, as the equilibrium pro-
cedure in Figure 3.19 recovers the concentrations of all remaining individual
species. Therefore, the number of degrees of freedoms is nine for each mix-
ture, which can be a single droplet or a single wall film element.
3.8.3 Discussion
As the chemistry model is reduced to only include two equilibria when calcu-
lating pH, the computational requirements to satisfy equilibrium for a given
mixture is significantly reduced. However, by reducing the model, some in-
formation is lost. By comparing the full and the simplified chemistry model, it
was found that all species concentrations could be accurately recovered with
minor differences, which are shown in Table 3.8.
Table 3.8: A comparison between the full and the simplified chem-
istry model at different times. The numbers indicate the relative de-
viations of the simplified model relative to the full chemistry model.
t 5 s 10 s 15 s 20 s 25 s[
DIC
]
(t) +0.11% +0.02% +0.02% +0.01% +0.01%[
S(IV )
]
(t) −0.08% +0.25% +0.14% −0.18% −0.41%[
S(V I)
]
(t) −0.00% +0.00% +0.02% +0.02% +0.00%
nCO2(t) −0.35% −0.07% −0.05% −0.04% −0.03%
nO2(t) −0.31% +0.03% +0.17% +0.13% +0.03%
nSO2(t) −0.10% +0.18% +0.15% +0.00% −0.12%
Where nCO2 , nO2 , and nSO2 are the temporal cumulative absorption rates. As
seen in Table 3.8, all errors are below 1 %, which indicate that the simplified
chemistry model with pKa tuning accurately captures the dynamics of the full
chemistry model for the typical pH span, which seawater scrubbers operate at.
A comparison of the pH between the simple and the full chemistry models
is shown in Figure 3.20 on the next page for the example case previously in-
vestigated. The relative error is shown with the dashed grey line, which is
related to the right y-axis. As seen in the figure, the pH error between the two
chemistry models is minor, and does only differ slightly in some places. The
simplifications to the chemistry model do induce errors, where some of these
can be corrected by pKa tuning. Furthermore, for wet scrubber modelling,
the most important aspect is the absorption of SO2(g), which the simplified
model with pKa tuning accurately captures. The advantage of simplifying the
chemistry model is that equilibrium can be calculated by solving a third-order
polynomial, whereas the full chemistry model requires solving a ninth-order
polynomial. An overview of the chemistry model is shown in Figure 3.21.
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Figure 3.20: A comparison of pH between the full and the simplified chemistry model.
KγCO3,1
H++ HCO−3 2 H
+ + CO2−3
KγSO3,1
H++ HSO−3 2 H
+ + SO2−3
KγSO4,1
H++ HSO−4
KγCO3,2
KγSO3,2
KγSO4,2
2 H+ + SO2−4
B(OH)3 + H2O
KγB
H++ B(OH)−4
KγW
H++ OH−
O2
KH,O2
KH,CO2
KH,SO2
CO2 + H2O+H2O
+H2O
O2(g)
H2O(g)
CO2(g)
SO2(g)
H2O
H2CO3
H2SO3
H2SO4
+
1
2
O2+
1
2
O2+
1
2
O2
Liquid phaseGas phase
Liquid
interface
Liquid phaseGas phase
Liquid
interface
Figure 3.21: An overview of the chemistry model used in this study. The simplified chem-
istry model calculates pH using two equilibria, namely between H2CO3, HCO3− and CO32−,
whereas the full chemistry model takes all equilibria into account. The simplified chemistry
model adjusts the value of KγSO3,1 to match the absorption rate of SO2(g) of the full model.
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4 DISCRETE PHASE
The liquid phase inside the scrubber is injected as small droplets through
sprayer nozzles, which are located different places inside the scrubber as seen
in Figure 1.4 on page 6. After being injected, the droplets experience numer-
ous phenomena, which are resolved using sub-models. These are described
in this chapter, where an overview is given in Figure 4.1.
k
h
Ψ2
Ψ3
Ψ1
Ψ4
Section 4.2:
Parcel injection
Section 4.3:
Droplet distortion
Section 4.4:
Dynamics
Section 4.5:
Breakup
Section 4.6:
Collision
Section 4.7:
Impingement
Chapter 5:
Eulerian wall films
Section 4.8:
Demister
Section 4.9:
Mass transfer coefficient
Section 4.10:
Heat transfer, evaporation,
and condensation
Section 4.11:
Drains
Section 4.12:
Trace
Figure 4.1: The sub-models to be covered in this chapter.
The Eulerian wall film will be covered in the next chapter.
The sub-models included are chosen, as each of them are assumed necessary
for accurate scrubber modelling. The discrete phase is based on a parcel rep-
resentation, which is described in the next section.
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4.1 Parcel representation
Millions of droplets are present inside an operating scrubber, which are all
unique in terms of shape, species concentrations, temperature etc. If every sin-
gle droplet is tracked and simulated, the computational requirements would
be very large. The test scrubber located in the Alfa Laval Test & Training Cen-
tre in Aalborg, Denmark, is a small scrubber designed for 1.6 MW engine load
with a diameter of 1.092 m. A typical water flow for this scrubber is 16 kg/s,
and by assuming a mean droplet size of 1200 µm, and an average residence
time of 3 s, the approximate number of droplets can be estimated using (4.1).
ṁ ≈ 16 kg/s
τ ≈ 3 s
D ≈ 1200 µm
nDrops ≈
ṁ · τ
4/3 · π ·
(
D
2
)3 · ρl ≈ 50 · 106 droplets
(4.1)
The estimated droplet count shown in (4.1) is approximately 50 ·106, although
a large uncertainty is associated with this value. The high number of droplets
is not feasible to resolve without a large computational cluster, so the droplets
are instead represented by parcels.
A parcel is a collection of droplets, which share properties such as velocity,
temperature, species concentration etc. This massively decreases computa-
tional requirements, as, for instance, 1000 droplets can be modelled simulta-
neously by assuming that they share properties [Zhou and Yao (145)]. The
concept of a parcel is illustrated in Figure 4.2, where a single parcel is contain-
ing a finite number of smaller droplets.
Parcel
Droplets
Figure 4.2: A parcel is a collection of a finite number of droplets, which
share properties such as velocity, temperature, species concentration etc.
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Each of the small droplets in Figure 4.2 share properties, so the temperature
and species concentrations of all droplets inside the parcel are identical. The
parcels are tracked instead of individual droplets, which reduced computa-
tional requirements. However, a large number of parcels is still required to re-
solve the dynamics of a wet scrubber, but instead of tracking 50 · 106 droplets,
only approximately 50 ·103 parcels need to be tracked, which is three orders of
magnitude smaller. Both steady- and unsteady parcel tracking can be applied,
which is illustrated in Figure 4.3.
Steady parcel tracking / stream-tube approach
Unsteady parcel tracking
Parcel
0
∆t 2 ·∆t
3 ·∆t
5 ·∆t
4 ·∆t
Figure 4.3: Steady parcel tracking computes the entire trajectory at once,
whereas unsteady parcel tracking advances the parcels each time-step, ∆t.
Figure 4.3 illustrates the two approaches, where the upper one is steady parcel
tracking, which can be interpreted as a steam-tube approach. This method
calculates the whole trajectory from injection to exit in one operation, where
an arbitrary trajectory is shown in the figure. The mass flow can be calculated
by summing the mass located within the steam-tube between two time-steps
and dividing by ∆t, where an example is shown in the figure by the black
droplets, which are located between 3 ·∆t and 4 ·∆t.
The other method is unsteady parcel tracking, where the stream-tube is sliced
each time-step, and the droplets are collocated to parcels, which is illustrated
by the parcel with the black droplets located between 3·∆t and 4·∆. The choice
of method affects the calculation of the source terms, which are required to
resolve the continuous phase. This is illustrated in Figure 4.4 on the next page.
As seen in Figure 4.4, the continuous phase advances towards steady-state for
nC iterations. The steady parcel tracking method will then use the updated
flow properties such as velocity, temperature etc. to compute new trajectories.
These trajectories are then used to update the source terms, after which the
loop continues until convergence.
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phase iterations
continuousnCUpdate
source terms
Recompute all
parcel trajectories
Inject new parcels and
advance by             nD·∆t
Steady
parcel tracking
Unsteady
parcel tracking
Figure 4.4: The solution method for both steady- and unsteady parcel tracking.
The unsteady parcel tracking method uses the updated flow properties to ad-
vance the parcels by nD time-steps, ∆t. The exchange rates between the con-
tinuous and discrete phase are integrated over time and relaxed to update the
source terms. This method is advantageous when modelling complex discrete
phase phenomena such as breakup, collision etc., which is not possible in prac-
tice for steady parcel tracking, as the number of parcels paths would increase
exponentially, as they were calculated. This is illustrated in Figure 4.5.
Injection
Trajectories after first sweep
Collisions detected after first sweep
Trajectories after third sweep
Collisions detected after third sweep
Trajectories after second sweep
Collisions detected after second sweep
Injection
Figure 4.5: A fundamental problem arises, if steady parcel tracking is
combined with collision and breakup models. The number of trajecto-
ries to investigate increases exponentially with the number of sweeps.
Figure 4.5 illustrates the problem with combining steady parcel tracking with
a collision model. The example is in 2D, where a path collides with itself,
which is indicated with the black circle. As a collision is detected, the out-
come of this event has to be taken into account. This creates four new mod-
ified parcels, which intersect with the original path three times, which again
has to be taken into account. The outcome of the three new collisions create
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six new parcels, which are illustrated in the third sweep. This process will
continue, and the number of collisions will increase exponentially due to the
number of paths. Therefore, the steady parcel tracking method is unsuitable
for modelling a wet scrubber. The unsteady parcel tracking method does not
suffer from this problem, as each parcel is free to move and collide with other
parcels.
A parcel is a collection of droplets with identical diameter, velocity, temper-
ature etc., so a parcel will have a total mass and a number of droplets, N .
The properties of any single droplet within a parcel can be derived using this
information, which is shown in (4.2) for some of the parcel variables.
mDrop =
mParcel
NParcel
VDrop =
VParcel
NParcel
~xDrop = ~xParcel
EDrop =
EParcel
NParcel
EDrop
mDrop · cP
= TDrop = TParcel =
EParcel
mParcel · cP
(4.2)
Notice that some of the parcel and droplet properties are equal, such as tem-
perature, T , and position, ~x. The number of droplets within any given parcel
is kept constant, so when water evaporates from the parcel, the droplet di-
ameters will decrease as a consequence of the constant droplet count, N . A
summary is given of all discrete phase properties in Table 4.1 on page 123.
4.2 Parcel injection
Seawater is injected into the scrubber through a number of sprayer nozzles.
These are located various places inside the scrubber, which were illustrated
in Figure 1.4 on page 6. Some of the nozzles are mounted on rings, such that
water can be evenly distributed inside the scrubber, which is illustrated in
Figure 4.6. The figure shows a ring inside the scrubber, where two rings are
located in the absorber section. The remaining nozzles are simply located
centrally in the scrubber, and are injecting water downwards.
The injected parcels must represent the whole range of droplet sizes and have
some stochastic velocity distribution. These properties are described in the
following subsections.
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Injection cones
Sprayer nozzles
Water 
inlet
Scrubber
shell
Figure 4.6: An illustration of a ring, where a number of nozzles
are located. The nozzles are either tilted upwards or down-
wards dependent on the location inside the scrubber.
4.2.1 Sprayer nozzles
Water is injected into the scrubber through a number of sprayer nozzles, which
come in many varieties, where both the geometry and the droplet size distri-
bution varies. Some typical sprayer nozzle designs are shown in Figure 4.7,
where the physical geometries and the computational analogies are shown.
Full cone sprayer
Bete SC
Hollow cone sprayer
Bete TF
Figure 4.7: Two commonly used sprayer nozzles for wet scrubbers [BETE (15)]. The
computational analogies are shown below each type, where the arrows indicate the
direction of movement of the parcels, when they are injected.
It is assumed that the parcels are injected uniformly over the injection cones of
the nozzles, which are indicated by the shaded grey areas in Figure 4.7. Equa-
tion (4.3) is used to sample uniformly over a capped spherical shell, which is
illustrated in Figure 4.8. ζ are uniformly random numbers between 0 and 1.
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φ = acos
(
cos(φMin) · ζφ + cos(φMax) · (1− ζφ)
)
θ = ζ2 · 2 · π
x = sin(φ) + cos(θ) + x0
y = sin(φ) + sin(θ) + y0
z = cos(φ) + z0
(4.3)
[x0, y0, z0]
xy
z
ζφ = 0
ζφ = 1
ζφ = 0
ζφ = 1
φMin
φMax
φMin
φMax
Figure 4.8: A 2D sketch of (4.3), where the injection points
are uniformly sampled on a capped spherical shell.
4.2.2 Velocity
Having determined the direction of the injected parcels, the velocity mag-
nitudes are randomly sampled from a truncated normal distribution, which
ensures that no negative or infinitely high values are sampled. The normal
distribution is shown in (4.4) [Walpole et al. (138)].
g(x) =
x− µ
σ
yNorm(x) =
1√
2 · π · σ2
· exp
(
−1
2
· g(x)2
)
YNorm(x) =
1
2
·
(
1 + erf
(
g(x)√
2
)) (4.4)
The truncated normal distribution is derived from (4.4) and is shown in (4.5)
on the next page [Jawitz (74)], where yTrunc and YTrunc are the probability and
cumulative density functions, and QTrunc is the quantile function.
The truncated normal distribution ensures that (µ−∆ ≤ QTrunc(ζ) ≤ µ+ ∆),
which cannot be achieved with the standard normal distribution given in (4.4).
An example is shown in Figure 4.9, where µ = 15 m/s, ∆ = 2.5 m/s and
σ = 1.5 m/s.
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Z =
∫ µ+∆
µ−∆
yNorm (g (x)) dx
= YNorm (g(µ+ ∆))− YNorm (g(µ−∆))
yTrunc(x) =
yNorm (x)
σ · Z
YTrunc(x) =
YNorm (x)− YNorm (g (µ−∆))
Z
QTrunc(ζ) = µ+ σ ·
√
2 · erf−1 ((2 · ζ − 1) · Z)
(4.5)
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Figure 4.9: The truncated probability- and cumulative density functions shown
in the upper and lower figure respectively. The thin vertical lines at v = 12.5m/s
and v = 17.5 m/s indicate the limits for the truncated distribution.
As seen in Figure 4.9, the values closest to µ are more frequent as expected.
The quantile function at the limits are QTrunc(0) = 12.5 m/s and QTrunc(1) =
17.5 m/s, which ensures that the velocity magnitude is bounded within these
limits, as the input argument to QTrunc is a random uniformly sampled num-
ber between 0 and 1.
4.2.3 Droplet diameter distribution
When injecting water into the scrubber, small diameter droplets will exist in
greater numbers compared to larger droplets. Furthermore, small droplets
have a larger surface area per unit volume compared to larger ones, so it is
advantageous to have small droplets inside the scrubber. However, if the
droplets are too small, they will be carried upwards by the gas stream, which
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should be avoided. Therefore, the droplet size distribution is an important pa-
rameter, when designing a wet scrubber. A number of characterizing parame-
ters are used when describing droplet size distributions, where the most com-
monly used is the Sauter Mean Diameter,D32, which represents the volume to
surface mean diameter. The general notation for deriving the characterizing
diameters is shown in (4.6) in both a continuous and a discrete version [Finlay
(50)]. It should be noted that n in this context is number density or number
count.
(Continuous distribution) Dpq =

∫ ∞
0
n(D) ·Dp dD∫ ∞
0
n(D) ·Dq dD

(
1
p− q
)
(Discrete distribution) Dpq =

∑
i
ni ·Dpi∑
i
ni ·Dqi

(
1
p− q
) (4.6)
Another notation commonly used isDφ(f), which is defined such that a given
property, φ, has a fraction, f , of the total sample less than the value of Dφ(f)
[ASTM International (11)]. This is defined in (4.7).
f =
∫ Dφ(f)
0
n(D) · φ(D) dD∫ ∞
0
n(D) · φ(D) dD
(4.7)
φ can, for instance, be area or volume. Therefore, DA(0.5) indicates the area
median diameter, DV(0.5) the volume median diameter, and DV(0.9) the di-
ameter where all droplets smaller than DV(0.9) will account for 90 % of the
total volume of the sample.
A typical sprayer nozzle is characterized by D32. The injected droplets are
not equal in size and will follow a distribution, where the Rosin-Rammler
distribution [Bailey et al. (13)] is typically used, which originates from the
Weibull distribution. The Rosin-Rammler distribution is shown in (4.8).
yRR(D) =
NRR
DRR
·
(
D
DRR
)NRR−1
· exp
(
−
(
D
DRR
)NRR)
YRR(D) = 1− exp
(
−
(
D
DRR
)NRR)
QRR(ζ) = (− loge(1− ζ))
1/NRR ·DRR
(4.8)
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The Rosin-Rammler distribution has two parameters, which is the mean di-
ameter, DRR, and the spread parameter, NRR. This distribution will be used
for multiple sub-model, where the parameters will change depending on the
model. DRR is defined as DV(f) where f = 1−1/e = 63.2%. The relationship
between DRR and D32 can be analytically derived, which is shown in (4.9).
Γ(z) is the gamma function used in the field of statistics.
DRR
D32
= Γ
(
1− 1
NRR
)
Γ(z) =
∫ ∞
0
xz−1 · exp(−x) dx
(4.9)
Some typical distributions are shown in Figure 4.10, where DRR = 1800 µm
and NRR is 1.5, 2.0, and 3.0.
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Figure 4.10: Three Rosin-Rammler distributions where
NRR is 1.5, 2.0, and 3.0. DRR is kept constant at 1800 µm.
As seen in Figure 4.10, a lower value of NRR results is smaller droplets. Fig-
ure 4.11 shows a distribution, where DRR = 1800 µm and NRR = 2.0. Some
of the previously defined characterizing parameters are overlaid, which illus-
trates the relative magnitude of each metric, which are functions of NRR.
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Figure 4.11: A Rosin-Rammler distribution with various charac-
terizing metrics overlaid, where all numbers have units of µm.
4.3 Droplet distortion
Each droplet is subject to numerous forces: aerodynamic forces will deform
the droplet, surface tension forces will act to restore the spherical shape of the
droplet, and viscous forces will act to dampen the dynamics [Taylor (127)].
These forces combined create a dynamic system, where the shape of a droplet
changes over time. Reference [O’Rourke and Amsden (101)] proposed a dam-
ped force oscillator for modelling droplet deformations, which is illustrated
in Figure 4.12.
Half
droplet
Spring
force
Damping
force Symmetry line
Aerodynamic
force
Point
mass
Single
droplet
k
m
= Ck
σl
ρl r3
F
m
= CF
ρg |vRel|2
ρl r
d
m
= Cd
µl
ρl r2
Figure 4.12: The principle of the droplet distortion model proposed by
[O’Rourke and Amsden (101)]. Each droplet is divided into two point masses,
where three forces are acting to deform or restore the droplet shape.
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The model from [O’Rourke and Amsden (101)] assumes each droplet to be
represented by two halves, which are modelled as point masses. The point
masses are oscillating symmetrically relative to the centre line of the droplet,
and are connected to this by a spring and a dashpot. The spring is analogous to
the restoring surface tension force, and is proportional to the surface tension,
σl. The dashpot is analogous to the viscous damping force, and is proportional
to the viscosity, µl. The external force is analogous to the aerodynamic forces,
and is proportional to the dynamic pressure, 1/2 · ρg · |~vRel|2, where ~vRel is the
relative velocity vector between the droplet and the gas.
The deformation is modelled as a second-order differential equation as shown
in (4.10), where the three bottom terms are also shown in Figure 4.12. CF, Ck,
and Cd are model constants.
d2x
dt2
=
F
m
− k
m
· x− d
m
dx
dt
F
m
= CF
ρg |~vRel|2
ρl r
k
m
= Ck
σl
ρl r3
d
m
= Cd
µl
ρl r2
(4.10)
x in (4.10) is the absolute deformation of the droplet from its spherical shape.
By non-dimensioning this parameter, the resulting solution to the differential
equation can be simplified. This is done by defining γ = x/ (Cb · r), where
Cb is a model constant, which relates to the breakup criteria. This will be
described in detail in Section 4.5: Breakup. The deformation is assumed to
oscillate between a sphere and a spheroid, which is illustrated in Figure 4.13
along with (x/r) and γ.
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Figure 4.13: Examples of droplet deformation. x is the absolute de-
formation, and γ is the non-dimensional deformation. Notice that
the spheroid bulge out at the equator due to volume conservation.
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Substituting x = γ · (Cb · r) into (4.10), the differential equation in (4.11) is
obtained.
d2γ
dt2
=
(
CF · ρg · |~vRel|2
Cb · ρl · r2
)
︸ ︷︷ ︸
Aerodynamic force
−
(
Ck · σl
ρl · r3
)
︸ ︷︷ ︸
Surface tension
γ −
(
Cd · µl
ρl · r2
)
︸ ︷︷ ︸
Viscous damping
dγ
dt
(4.11)
The differential equation in (4.11) is solved for γ(t), which yields the expres-
sion shown in (4.12).
γ(t) = Wec + exp
(
− t
td
)
·
[
(γ(0)−Wec) · cos(ω t)+
1
ω
·
(
dγ
dt
∣∣∣∣
t=0
+
γ(0)−Wec
td
)
· sin(ω t)
]
We =
ρg |~vRel|2 r
σl
Wec =
CF
Ck Cb
We
1
td
=
Cd µl
2 ρl r2
ω2 =
Ck σl
ρl r3
− 1
t2d
(4.12)
Wec is the critical Weber number, which is related to the stationary value of
γ, as t → ∞ s. ω is related to the oscillation frequency, and td to the damping
forces. The model constants are given in (4.13).
CF = 1/3 Ck = 8
Cd = 5 Cb = 0.5
(4.13)
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Figure 4.14: γ(t) for three different sized droplets. It should be noted
that Cd is increased to 100 for visualization purposes, which increases
the damping effects and reduces the oscillation frequency.
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γ(t) is shown in Figure 4.14 on the previous page for three droplets subject to
a relative velocity of |~vRel| = 15m/s with diameters of 2000, 3500 and 5000µm.
The figure shows that smaller droplets both oscillates with a higher frequency
and settle faster compared to the larger droplets. The breakup criteria defined
at γ = 1.0 will be described in detail in Section 4.5: Breakup.
4.4 Dynamics
The droplets injected into the scrubber will experience different forces acting
on them. The drag force is a function of the droplet shape, which is mod-
elled according to the previous section. The resulting force will accelerate the
droplet, where this can be temporally integrated to yield an updated velocity
and position. These phenomena are described in detail in this section.
4.4.1 Particle forces
The motion of a single droplet can be resolved by calculating all forces acting
on the droplet along with the torques. Five forces are shown in Figure 4.15
[ANSYS Inc. (6)].
Gravitational force
Saffman’s lift force
Drag force
Magnus lift force
Brownian force
Fg
FD
F
FF
Figure 4.15: Five different forces acting on small particles, where the gravitational
and the drag forces, ~Fg and ~FD respectively, are the ones included in the model.
The Gravitational force, ~Fg, is readily available, as it only depends on the grav-
itational acceleration vector and the mass of the droplet/parcel.
The Brownian force describes the force acting on a particle due to velocity fluc-
tuation, and is dominant for sub-micron particles. Therefore, it can be ne-
glected for larger particles, such as water droplets, with diameters greater than
approximately 100 µm.
The Magnus lift force describes the force acting on a droplet, when the rotation
of the droplet imposes a significant acceleration of the fluid near the surface.
This is neglected as the rotational rates of the droplets are not resolved.
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The Saffman’s lift force describes the force associated with shear flows. This
force is only dominant for large velocity gradients, where the apparent veloc-
ity on two opposite sides of the droplet is significantly different. This force is
not considered in this study, as its effect is assumed negligible.
The Drag force, ~FD, is caused by the static pressure difference on the upstream
and downstream sides of the droplet. This force and the gravitational force
are shown in (4.14).
~Fg = m · ~g
~FD =
~vd − ~vg
|~vd − ~vg|︸ ︷︷ ︸
Relative
normal
vector
·
(
1
2
· ρg · |~vd − ~vg|2
)
︸ ︷︷ ︸
Dynamic
Pressure
·
(
r2 · π
)︸ ︷︷ ︸
Cross
sectional
area
· cD (4.14)
The subscript (...)d indicates the droplet or parcel, and cD is the coefficient of
drag, which is described in the next subsection.
4.4.2 Coefficient of drag
The coefficient of drag, cD, is modelled using a correlation, which takes the
sphericity into account, as the dynamic oscillations causes the droplet to be
non-spherical. The correlation is shown in (4.15) [Haider and Levenspiel (65)].
cD(Re, ψ) =
24
Re
·
(
1 + b1(ψ) ·Reb2(ψ)
)
+
b3(ψ) ·Re
b4(ψ) +Re
b1(ψ) = exp(2.3288− 6.4581 · ψ + 2.4486 · ψ2)
b2(ψ) = 0.0964 + 0.565 · ψ
b3(ψ) = exp(4.905− 13.8944 · ψ + 18.4222 · ψ2 − 10.2599 · ψ3)
b4(ψ) = exp(1.4681 + 12.2584 · ψ − 20.7322 · ψ2 + 15.8855 · ψ3)
(4.15)
ψ is the sphericity of the droplet, which is defined as the ratio between the
surface area of a sphere divided by the surface area of the deformed shape,
while their volumes are equal [Wadell (136)]. This is defined in (4.16).
ψ =
ASphere
ADeformed
≤ 1.0
VSphere = VDeformed
(4.16)
The coefficient of drag, cD, is shown as a function of both ψ and Re in Fig-
ure 4.16 according to the correlation in (4.15).
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Figure 4.16: The coefficient of drag, cD, as a function of ψ and Re. The solid
lines are contour lines of cD, where the contour values are highlighted.
As seen in Figure 4.16, cD is a non-linear function of ψ and Re. The sphericity
can be defined in terms of the deformation parameter, γ, from (4.12) on page
71. This transformation can be derived analytically, which is shown in Chap-
ter B: Sphericity. The resulting function is defined in (4.17), where Ec is the
eccentricity.
ψ(γ) =
(
loge
(
Ec + 1
1− Ec
)
· (γ − 2)
2
16 Ec
− 1
γ − 2
)−1
Ec =
√
1−
(
1− γ
2
)3 (4.17)
The function shown in (4.17) is shown in Figure 4.17 on the next page, where
the cross sectional silhouette of the droplet is shown for selected values of γ.
The coefficient of drag is calculated based upon the average value of γ, within
each time-step, γ̄, as shown in (4.18). c̄D is the value used during integration
over the time-step.
γ̄ =
1
∆t
·
∫ t+∆t
t
γ(t) dt
c̄D = cD (Re, ψ (γ̄))
(4.18)
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Figure 4.17: The sphericity, ψ, as a function of the deformation parameter, γ,
as defined in (4.17). Spheroids silhouette can be seen for selected values of γ.
4.4.3 Integrating the equations of motion
Having calculated the coefficient of drag to be applied over the next time-
step, c̄D, the velocities and accelerations can be temporally integrated to yield
an updated velocity and position. Numerous methods exist for calculating
the trajectories with varying precision. Euler, trapezoidal, and Runge-Kutta
are commonly used numerical integration methods, where this study will ap-
ply an analytical scheme to increase robustness of the model. The differential
equation governing droplet motion is shown in (4.19) [ANSYS Inc. (6)], where
τd is the characteristic time.
Re =
ρg D |~vg − ~vd|
µg
τd =
4 ρl D
2
3 µg c̄D Re
~vg(t) = ~vg(0) +∇~vg · (~vd(0) · t)
d2~xd
dt2
=
1
τd
·
(
~vg(t)−
d~xd
dt
)
+ ~aExt
(4.19)
The gas velocity spatial gradient tensor, ∇~vg, has size 3× 3, and the apparent
gas velocity experienced by the droplet is ~vg(t), which can be seen to vary as
the droplet moves in time, (~vd(0) · t). Equation (4.19) yields three coupled dif-
ferential equations, but in order to solve the equation, ~vg(t) must be modified
to yield three uncoupled differential equations. This can be done by either
assuming ~vg(t) to be constant, or to make it a function of time. Figure 4.18
shows different methods of uncoupling the differential equations.
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Figure 4.18: The surrounding gas velocity, ~vg, varies in space, which must
be taken into account when integrating the governing differential equation.
Figure 4.18 shows how the gas velocity in (4.19) can be modelled. The left
figure shows a droplet, where its initial position and velocity at t = 0 are ~xd(0)
and ~vd(0) respectively. The surrounding gas velocity at this point is ~vg(0),
and the gas velocity tensor is ∇~vg. As the new position and velocity of the
particle, ~xd(∆t) and ~vd(∆t) respectively, are not known, the gas velocity used
in (4.19) must be predicted. This is done by sampling from a line going from
the current particle position, ~xd(0), to a point located at (~xd(0) + ~vd(0) ·∆t).
The predicted gas velocity along this line is ~vg(t), and was shown in (4.19).
This implies that the predicted velocity at the end point is ~vg(∆t).
The figures to the right show different ways of choosing the gas velocity to be
inserted into (4.19). The upper three are showing explicit methods of evalu-
ating the predicted gas velocity, as these are simply found by evaluating ~vg(t)
with different values for t. The bottom figure to the right indicates that the full
expression for ~vg(t) is used when solving the differential equation in (4.19)
analytically. The solution to (4.19) using the explicit gas velocity method is
shown in (4.20), where ~e is a support variable used multiple times in the equa-
tions.
~e = (~vd(0) +∇~vg · ~vd(0) ·∆t · φ) + τd ~a
~xd(∆t) = ~xd(0) + ∆t · ~e+ τd · (~e− ~vd(0)) ·
(
exp
(
−∆t
τd
)
− 1
)
~vd(∆t) = ~e− exp
(
−∆t
τd
)
· (~e− ~vd(0))
(4.20)
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φ ∈ [0, 1] is used to assign where the gas velocity is sampled from: φ = 0
corresponds to ~vg(0), φ = 0.5 corresponds to ~vg(∆t/2), and φ = 1 corresponds
to ~vg(∆t) in Figure 4.18.
The analytical solution to (4.19) using the implicit gas velocity method is shown
in (4.21).
~e = ~vd(0) + τd (~a−∇~vg · ~vd(0))
~xd(∆t) = ~xd(0) + ∆t ·
(
∇~vg · ~vd(0) ·∆t
2
+ ~e
)
+
τd · (~vd(0)− ~e) ·
(
1− exp
(
−∆t
τd
))
~vd(∆t) = ~e+ ∆t · ∇~vg · ~vd(0)− (~vd(0)− ~e) · exp
(
−∆t
τd
)
(4.21)
The implicit method shown in (4.21) is well suited for gas flows, where strong
velocity gradients are present such as a wet scrubber, so this will be used in
this study to model the motion of the parcels.
The droplets/parcels exert forces on the continuous phase, which are expressed
using the change in velocity divided by ∆t, which ensures conservation of
momentum. This is shown in (4.22).
~pGas =
(
~vd(∆t)− ~vd(0)
∆t
− ~g
)
·m (4.22)
The unit of ~pGas is [N]. The term in the parenthesis is the apparent acceler-
ation of the parcel relative to the continuous phase, which is the reason for
subtracting ~g.
4.5 Breakup
A liquid droplet oscillates and deforms in a gas stream due to aerodynamic
and surface tension forces. If the deformation becomes too great, the droplet
will experience breakup and shatter into smaller droplets. This phenomena
has been investigated by numerous studies [O’Rourke and Amsden (101)]
[Tanner (125)] [Tanner and Weisser (126)], where multiple models have been
proposed. One of these is the Taylor Analogy Breakup model, TAB, which the
spring-damper analogy in Section 4.3: Droplet distortion was based upon. The
breakup process is shown as a flowchart in Figure 4.19. The different steps
shown in the figure will be described in the following three subsections.
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Is breakup
possible?
YesNo
1) Calculate ∆tCrit
3) Determine child sizes
4) Determine child velocities
5) Determine child properties
6) Delete parent droplet
7) Inject child droplets
2) Calculate (dγ/dt)Crit
Is breakup
happening within
the next time
step?
YesNoAdvance by ∆t
Figure 4.19: A flowchart of the breakup process, where
the outer loop indicates each discrete time-step.
4.5.1 Breakup criteria
The breakup criteria is defined in (4.23) and is expressed both in terms of the
absolute displacement, x, and the deformation parameter, γ, as defined in
Figure 4.13 on page 70.
x > Cb · r ⇒ γ > 1 (4.23)
In order to determine if a droplet is about to exceed the breakup criteria de-
fined in (4.23) within the next time-step, ∆t, the analytical solution to (4.12) on
page 71 in its undamped version is used, where the viscous term is neglected,
Cd = 0. The amplitude of this function is given in (4.24), where the superscript
(...)
n indicates the current time-step.
Aγ =
√
(γn −Wec)2 +
(
1
ω
·
(
dγn
dt
))2
(4.24)
Wec was defined in (4.12) and is the steady-state value of γ as t→∞ s. There-
fore, breakup is only possible if (4.25) is satisfied.
Aγ +Wec > 1 (4.25)
If the inequality in (4.25) is satisfied, the time, at which breakup will occur
using the undamped version of γ(t), is found by solving for the smallest value
of tBU in (4.26).
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Wec +Aγ · cos(ω · tBU + φ) = 1
0 ≤ tBU
Where:
cos(φ) =
γn −Wec
Aγ
or sin(φ) = −
(
dγ
dt
)n
Aγ · ω
(4.26)
If tBU < ∆t, breakup will occur within the next time-step. The process is
illustrated in Figure 4.20, where both the damped and undamped functions
are shown.
t [s]
γ
[−
]
0.6
0.7
0.8
0.9
1.0
1.1
tBU
Damped function
Undamped function
Aγ
Aγ
Wec
Figure 4.20: The method of evaluating tBU using the undamped function for γ.
As seen in Figure 4.20, tBU is evaluated for the undamped version when γ = 1.
However, as the decay rate is significantly less than that illustrated in Fig-
ure 4.20, the difference between the damped and undamped versions is neg-
ligible on the short time scale of a few oscillations.
Small droplets have a higher restoring surface tension force relative to larger
droplets due to the increase in surface curvature. Therefore, smaller droplets
require a greater aerodynamic force to experience breakup, where this ten-
dency is shown in Figure 4.21 on the next page according to the breakup
model.
As seen in Figure 4.21, vRel decreases with diameter for breakup to occur. This
tendency is also apparent in the governing differential equation, where aero-
dynamic forces are inversely proportional to r2, and surface tension forces
are inversely proportional with r3. Therefore, the relative restoring surface
tension force decreases relative to the aerodynamic force with increasing di-
ameter.
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Figure 4.21: The required relative gas velocity, vRel, for droplets to break
up as a function of droplet diameter,D. The analysis is based upon (4.24)
and (4.25) assuming initial values of γ = 0 and dγ/dt = 0.
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Figure 4.22: The ratio between the child and the parent droplet
diameters as defined in (4.27). The solid black lines on the grey
surface are contour lines of (D32/DParent).
4.5.2 Droplet sizes
When breakup occurs, the droplet will shatter into smaller droplets, which are
denoted child droplets. The sizes of these are calculated using (4.27), where
K = 10/3 is a model constant.
D32 = DParent ·
1 + 2K
5
+
ρl · r3 ·
(
dγ
dt
)2
σl
·
(
6K − 5
120
)
−1
(4.27)
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Figure 4.22 on the previous page shows the relative size of the child droplets,
D32/DParent, based upon (4.27). As seen in the figure, the relative child droplet
sizes, D32/DParent, decreases with both DParent and dγ/dt. Having deter-
mined D32, the child droplet sizes can be randomly sampled using the Rosin-
Rammler distribution shown in (4.8) usingNRR = 3.5 as the spread parameter
[ANSYS Inc. (6)].
4.5.3 Droplet velocities
When breakup occurs, the equator of the spheroid moves with a velocity,
which can be calculated using (4.28). A derivation of this term is shown in
Chapter B: Sphericity.
|vNormal| = Cv · Cb · r ·
dγ
dt
(4.28)
Where Cv =
√
2 and is used to scale the equatorial velocity. The velocity of
the child droplets is found by adding the velocity of the parent droplet, ~vParent,
and the equatorial velocity multiplied with a random vector in the null space
of ~vParent. The null space is defined as all vectors orthogonal to ~vParent. This is
illustrated in Figure 4.23, where three child droplets are shown.
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Figure 4.23: The velocity vectors of the child
droplets, ~vChild, relative to the parent droplet.
Having determined any null/orthogonal vector relative to ~vParent, this vector
is rotated around ~vParent by a random angle, θ. This rotation is carried out
using Rodrigues’ rotation formula [Rodrigues (111)]. The velocity is thus defined
as shown in (4.29), where ζ is a uniform random number between 0 and 1.
81
Chapter 4 - Discrete phase
θ = ζ · 2 · π
~e =
~vParent
|~vParent|
~nRot = ~nNull · cos(θ) + (~e× ~nNull) · sin(θ) + ~e · (~e · ~nNull) · (1− cos(θ))
~vChild = ~vParent + ~nRot · |vNormal|
(4.29)
The properties of the parent parcel is evenly distributed to the child droplets,
such that mass and energy balances are satisfied. Momentum balance is not
completely satisfied, but this is assumed to only induce a negligible error.
4.6 Collision
When two droplets collide, the interaction between these can result in a num-
ber of different outcomes. They can either bounce off each other, coalesce, or
separate after being fully or partially mixed [Ashgriz and Poo (10)], where the
three latter phenomena are illustrated in Figure 4.24.
Reflexive
separation
Stretching
separationCoalescence
t
Figure 4.24: The different outcomes of two colliding droplets, where one is coloured
black and one white, where the mixed droplets are coloured both black and white. The
time axis increases downwards. The figure is based upon [Ko and Ryou (81)].
The collision outcomes shown in Figure 4.24, are droplet-droplet collisions.
As the droplets are grouped together in parcels, where, for instance, 1000
droplets are modelled as a single parcel, the droplet-droplet collisions shown
in Figure 4.24 cannot be directly applied. Instead, an alternative approach is
employed, which is a parcel-parcel collision method, but in order to do so,
each parcel must have some artificial volume associated with it. These vol-
umes will be referred to as collision spheres, which are able to interact with
each other. This section is divided into five subsections, which are illustrated
in Figure 4.25.
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Collision Pass
Subsection 4.6.1:
Collision spheres
Subsection 4.6.2:
Stochastic parcel tracking
Subsection 4.6.3:
Parcel-parcel collision
Subsection 4.6.4:
Droplet-droplet collision
Subsection 4.6.5:
Collision outcome
Figure 4.25: An overview of this section, which is divided into five subsections. Notice
the difference between parcel-parcel collisions and droplet-droplet collisions.
4.6.1 Collision spheres
If the parcels were modelled as point masses, they would not occupy any vol-
ume, so the parcels would not be able to collide with each other. To overcome
this, other studies have proposed methods where the probability of collision is
calculated within each computational cell [O’Rourke (100)], but this approach
is dependent on the mesh size. Therefore, another approach is proposed,
where each parcel will have a collision sphere associated with it, where the
radius will be referred to as the collision radius, rc. The subscript (...)c will be
used throughout this section to indicate properties associated with the colli-
rc
r
× N
Parcel with associated 
collision sphere
Droplet
Figure 4.26: The principle of a collision sphere with radius rc,
in which all N identical droplets are located with radius r.
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sion spheres or the collision itself. When associating a collision volume to each
parcel, the parcels are able to interact with each other and collide, where the
outcome can be determined using statistical methods. Each parcel has a total
mass and a number of droplets associated with it, and each droplet within the
parcel is identical, which is illustrated in Figure 4.26 on the previous page.
The collision radius, rc, is a function of many parameters, where different
existing models can be used to simulate the spread of the droplets within the
parcel over time. A statistical method derived from an existing model called
the Discrete Random Walk Model is used in this study, which is described in the
next subsection.
4.6.2 Stochastic parcel tracking
The radius of a collision sphere, rc, is changing over time, which is an analogy
to the spreading of droplets due to turbulent fluctuations. This is illustrated
in Figure 4.27.
rc(t)
rc(t)
v
Figure 4.27: The radius of a collision sphere over time, rc(t), where
the black dots are indicating the position of the parcel as a function
of time, which is moving according to the velocity vector, ~v.
Various models exist for calculating the droplet dispersion, all of which have
their advantages and disadvantages, where the Discrete Random Walk Model or
Eddy-lifetime model is used in this study [Gosman and Loannides (62)]. This
model tracks the parcels by adding random velocity components to the mean
gas velocity, when integrating the equations of motion shown in (4.14) [AN-
SYS Inc. (6)], which is shown in (4.30). kt is the turbulence kinetic energy, ~v
is the relative velocity vector, and ~v′ is the apparent velocity vector for any
droplet.
~v′ = ~v +
ζxζy
ζz
 ·√2 · kt
3︸ ︷︷ ︸
Turbulent velocity
fluctuations
(4.30)
Where ζ are normally distributed random numbers. ~v′ is sampled repeatedly,
and is constant between each sample. The effect of the sampling period is
shown in Figure 4.28, where ~v′ is sampled with three different rates.
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∆t =
1 s
100
= 10 ms∆t =
1 s
500
= 2 ms∆t =
1 s
1000
= 1 ms
To scale
v′ v
ζ·
√
2 · kt
3︸ ︷︷ ︸
Figure 4.28: Three examples of Brownian motion with varying ∆t, where the
turbulent kinetic energy is kept constant and the total simulation period is 1 s.
The probability density functions are to scale with each other.
The random walks shown in Figure 4.28 are commonly known as Brownian
motion. As seen in Figure 4.28, the sampling period has a significant effect on
the dispersion of the particles. The sampling period should reflect the local
eddy lifetime, τe, where the Eddy-lifetime model calculates this scalar using the
local value of turbulent kinetic energy, kt, and the turbulent dissipation, εt,
which is shown in (4.31).
τe = 0.30 ·
kt
εt
(4.31)
By applying (4.31) and sampling a new random velocity component with a
period of τe, the dispersion is correctly captured. However, when sampling at
a rate defined by the local flow properties, the time scales will not be similar to
those of the solver, ∆t, which is used for integrating all the other differential
equations. This problem is illustrated in Figure 4.29.
∆t ∆t ∆t ∆t ∆t ∆t
t
τe τe τe τe τe τe τe τe τe τe τe
Solver time axis
Eddy-lifetime model time axis
Figure 4.29: When using the Eddy-lifetime model the val-
ues of τe will not be equal to the solver time-step, ∆t.
Figure 4.29 illustrates the requirement for two parallel time-axes, which in-
creases the complexity of the model. τe is sampled using the local flow prop-
erties as defined in (4.31), so this value will constantly change, and will not
coincide with the solver time axis, which advances by ∆t for each iteration.
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The problem can be overcome by integrating the dispersion continuously us-
ing the solver time-step, ∆t.
Brownian motion can be described using the normal probability density func-
tion shown in (4.32), which describes the probability of finding a droplet lo-
cated a distance, x, from the centre of the parcel.
y(x) =
1√
4 · π · (DST · t)
· exp
(
− x
2
4 · (DST · t)
)
(4.32)
DST in (4.32) is an analogy to mass diffusivity with units of
[
m2/s
]
, where
the subscript (...)ST abbreviates Stochastic Tracking. When t = 0, the equation
states that all particles are located at the same point in space, whereas when
t > 0 the spread increases. The term in the parenthesis, (DST · t), can be inte-
grated continuously, which is shown in (4.33).
(DST · t) = CST ·
∫ t
0
k2t
εt
dt (4.33)
Equation (4.33) is easily integrated using simple numerical methods, and the
term (DST · t) can be substituted into (4.32) to calculate the dispersion. There-
fore, there is no need to have two parallel time axes when resolving the droplet
dispersion within each parcel.
CST = 0.1 is a model constant, which was found numerically. This was done
by tuning CST for a given test case until the probability density functions for
a numerical case and the continuous version coincide, which is illustrated in
Figure 4.30 on the next page.
The top figure shows the probability density function for the continuous model,
along with histograms of the numerical test. It can be seen that the histograms
and the probability density functions are coinciding, which was achieved by
tuning CST to 0.1. The solid black line goes through the peaks of the probabil-
ity density functions as a function of time, t, and has also been projected onto
the back-plane. The transparent top plane shows some of the sampled trajec-
tories using the Eddy-lifetime model, which shows the spreading of the particles
due to the random movement.
The example case was carried out using the values shown in the two bottom
graphs of Figure 4.30, where the values of kt and εt were varied arbitrarily.
The lower graph shows the values of τe, which is used in the discrete model,
and (DST · t), which is used in the continuous model, where the latter can be
seen to increase with time, which indicates spreading.
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Figure 4.30: The test case used for tuning the continuous Eddy-Lifetime
model. The lower left graph shows the inputs, kt and εt, whereas the
lower right graph shows the outputs, (DST · t) and τe.
Having modelled the dispersion term, (DST · t), the collision radius, rc, can
be calculated. This is defined as the radius, where 90 % of the droplets are en-
closed, and is calculated using (4.34), which is derived from (4.32) and (4.33).
β =
∫ rc
−rc
y(x) dx
rc(DST · t) =
√
(DST · t) · 2 · erf−1 (1− β)︸ ︷︷ ︸
=0.178 when β=90 %
Vc(DST · t) =
32 · π
3
· (DST · t)
3/2 · erf−1 (1− β)
(4.34)
The collision radius, rc, and collision volume, Vc, are shown in Figure 4.31 as
functions of (DST · t).
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Figure 4.31: The collision radius, rc, and
collision volume, Vc, as functions of (DST · t).
4.6.3 Parcel-parcel collision
When two parcels get into close proximity to each other, their collision vol-
umes may or may not overlap, which is illustrated in Figure 4.32. Notice that
rc,1 ≤ rc,2, which applies throughout this section.
v1
v2
x1
x2
Closest
encounter
δc(tc)
vRel
2
vRel
2
vRel = |v1 − v2|
rc,1
rc,2
t = 0
t = 0t = tc
t = tc
rc,1
rc,2
δc(tc)
Figure 4.32: Two parcels in 3D space, each with an associated collision volume, coming
in close proximity with each other. The closest encounter can be calculated using a 2D
representation, which uses the relative velocity and position of the two parcels.
Figure 4.32 shows two parcels, where each contain a finite number of identical
droplets, which are enclosed by the collision spheres with radii rc,1 and rc,2.
As the two parcels approach each other, their collision volumes may overlap,
which can be determined by using a 2D projection, which is shown in the
lower right part of Figure 4.32. The distance between the two parcel centres,
δc(t), reaches a minimum after t = tc, which is determined using (4.35).
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δc(t) = |(~x1 + ~v1 · t)− (~x2 + ~v2 · t)|
dδc(t)
dt
= 0 ⇒ tc = −
(~x1 − ~x2)T · (~v1 − ~v2)
(~v1 − ~v2)T · (~v1 − ~v2)
Collision occurs if: (0 ≤ tc ≤ ∆t) and (δc(tc) ≤ rc,1 + rc,2)
(4.35)
During a simulation with, for instance, 50 ·103 parcels, the collision conditions
in (4.35) are computationally expensive to evaluate, if all possible collisions
were to be investigated [J. G. M. Kuerten (73)]. Therefore, only the three closest
parcels are identified using the k-d tree algorithm [Friedman et al. (54)], which
is efficiently implemented in MATLAB. Equation (4.35) is subsequently only
evaluated for these three possible candidates for each parcel.
If the collision conditions in (4.35) are both satisfied, the two collision volumes
will overlap, which is illustrated in Figure 4.33.
rc,1
rc,2
Vc,1
Ac
V ′c,1
Vc,2
V ′c,2
δc(tc)
vRel
2
vRel
2
Ac
Droplets from parcel 1 outside V ′c,1
Droplets from parcel 1 inside V ′c,1
Droplets from parcel 2 outside V ′c,2
Droplets from parcel 2 inside V ′c,2
Figure 4.33: An illustration of the swept intersecting volumes of two collision
spheres. Vc are the collision volumes, and V ′c are the swept overlapping vol-
umes of the collision spheres. Ac is the intersecting area. Notice that the droplets
inside the parcels are omitted in this illustration for visualization purposes.
Figure 4.33 shows two parcels colliding, which contain N1 and N2 droplets
within their collision spheres respectively. The overlapping volume, as they
sweep through one another, is highlighted as the solid regions in the figure,
whose volumes are V ′c,1 and V ′c,2. The transparent surfaces indicate the colli-
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sion spheres, whose volumes are Vc,1 and Vc,2. The lower right figure indi-
cates the droplets within each parcel when seen in the direction of the colli-
sion, where the symbols are defined next to the figure. The overlapping area
is denoted Ac, and the separation distance between the two trajectories at the
closest encounter is δc(tc) as shown in Figure 4.32, where tc was calculated in
(4.35).
The parcel separation at the closest approach is defined in terms of two dimen-
sionless numbers, which are defined in (4.36) and illustrated in Figure 4.34.
φc =
rc,1
rc,2
∆c =
δc(tc)
rc,1 + rc,2
(4.36)
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[−]φc
Figure 4.34: A graphical representation of the dimensionless numbers defined
in (4.36). The white circles have constant radius, and the radii of the black circles
vary with φc. ∆c is the dimensionless separation distance.
As seen in Figure 4.34, ∆c = 0 indicates that two parcels collide head on,
whereas ∆c = 1 indicates that they do not intersect and pass next to each
other. The intersecting volume fractions, V ′c/Vc, in Figure 4.33 is found numer-
ically, where the results are shown in Figure 4.35 on the next page as a function
of ∆c and φc. The upper and lower surfaces show V ′c,1/Vc,1 and V ′c,2/Vc,2 re-
spectively. The dashed line separates the region, where the smaller droplet is
completely absorbed by the larger droplet as V ′c,1/Vc,1 = 1, which is derived
using (4.37).
δc + rc,1 = rc,2
⇓ Use (4.36)
∆c ≤
1− φc
1 + φc
(4.37)
90
Section 4.6 - Collision
[ ]φc
[−
]
V
′ c
/
V
c
0
0.2
0.4
0.6
0.8
1
[−]
0
0.2
0.4
0.6
0.8
1
∆c
0
0.2
0.4
0.6
0.8
1
V ′c,1
Vc,1
V ′c,2
Vc,2
Vc,1 < Vc,2
∆c
1 − φc
1 + φc
=
Figure 4.35: The intersecting volume ratios, V ′c /Vc,
after two parcels are swept through each other.
When the volume fractions for each collision sphere is calculated, the number
of droplets within each parcel under investigation for collision is found using
(4.38). The mass of the colliding droplets, m′, is also be found using V ′c/Vc as
shown in the equation.
N ′1 =
V ′c,1
Vc,1
·N1 m′1 =
V ′c,1
Vc,1
·m1
N ′2 =
V ′c,2
Vc,2
·N2 m′2 =
V ′c,2
Vc,2
·m2
(4.38)
The N ′1 and N ′2 droplets are meeting each other over a surface defined by the
2D projection of the sweeping action shown in Figure 4.33. This is further
illustrated in Figure 4.36.
Ac
vRel
2
vRel
2
Droplets within V ′c,1
Droplets within V ′c,2
δ c
(t
c
)
Parcel 1
Parcel 2
Figure 4.36: An illustration of the swept intersection volumes
prior to collision in Figure 4.33, as parcel 2 is located to the right
of parcel 1, which was the other way around in Figure 4.33.
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As seen in Figure 4.36, the N ′1 and N ′2 droplets within the parcels are high-
lighted, where the arrows indicate their velocity and direction, which are iden-
tical for all droplets within each parcel respectively. Notice that the droplets
inside parcel 1 and 2 are different in sizes, as the parcel assumption is that
all droplets within a given parcel have common properties such as diameter,
temperature, velocity etc.
4.6.4 Droplet-droplet collision
Having identified the droplets, which are located inside the swept intersec-
tion volumes for each parcel, N ′1 and N ′2, the probability of collisions between
these droplets can be calculated. This is done using the impact Weber number,
We, and another dimensionless separation distance, ∆d, which are defined in
(4.39) [Ashgriz and Poo (10)]. The subscript (...)d indicates droplet-droplet
collision properties.
∆d =
δd
r1 + r2
We =
ρl ·D1 · |~v1 − ~v2|2
σl
D1 ≤ D2
(4.39)
∆d is defined in a similar manner to the parcel-parcel collision separation dis-
tance in (4.36), but ∆d is the dimensionless separation distance between two
individual droplets, where δd is the distance between the droplets. r and D
are the droplet radii and diameters of the droplets within the parcels, and are
not related to the collision spheres. The collision outcome is determined from
Figure 4.37 [Ashgriz and Poo (10)].
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Figure 4.37: The outcome of a droplet collision is determined from the dimensionless
separation distance, ∆d, and the collision Weber number, We [Ashgriz and Poo (10)].
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The dashed line in Figure 4.37 indicates a region (Bounce) [Pawar et al. (106)],
which was not taken into account in this study, where two droplets bounce off
each other. The reason for omitting this region is that [Ashgriz and Poo (10)]
did not report this region, which the droplet-droplet collision model is based
upon. Notice that when ∆d > 1, the droplets are passing each other.
A problem arises when using parcels to define the discrete phase. As a parcel
is a collection of a large number of droplets, the outcome of a parcel-parcel col-
lision might consist of all three outcomes shown in Figure 4.37. A new method
of dealing with parcel-parcel collisions is therefore proposed in this study. It is
assumed that the droplets meeting at the intersection area, Ac, are uniformly
distributed, although this is not completely true due to the spherical shape of
the collision volumes. The droplet packing densities, ρc, describe how tightly
the droplets are located, and are calculated using (4.40) for the two colliding
parcels.
ρc,1 =
N ′1
Ac
ρc,2 =
N ′2
Ac
(4.40)
The droplet packing density, ρc, is used to calculate the outcomes of the droplet
collisions. Figure 4.38 shows the overlapping intersection area from Figure 4.33
with areaAc, whereN ′1 = 175 andN ′2 = 250 droplets are randomly distributed
and are shown as black and grey circles respectively.
rc,1
rc,2
Ac
Droplets from parcel 2
Droplets from parcel 1
δc(tc)
Figure 4.38: The overlapping intersection area for a parcel-parcel collision,
where the droplets from the two parcels are shown with the black and grey
dots. The small black arrows indicate the closest droplets in parcel 1 for all
droplets within parcel 2 - and vice versa for the grey arrows.
Figure 4.38 shows the overlapping area from Figure 4.36, where the droplets
from the two parcels are shown with black and grey. The arrows indicate the
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nearest neighbour for each droplet, where the grey arrows are associated with
the grey droplets, and are thus pointing towards the closest black droplets,
and vice versa for the black arrows. The nearest neighbours form droplet
pairs, which are most likely to take part in droplet-droplet collisions, as they
are closest to each other. In order to determine the outcome of each colli-
sion/arrow pair, the dimensionless separation distance, ∆d, is calculated us-
ing (4.39), where a histogram of the separation distances is seen in Figure 4.39
for a given example.
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Figure 4.39: Histograms for the dimensionless droplet-droplet separation
distance, ∆d, for two parcels with ρc,1 = 106droplets/m2,D1 = 800µm,
ρc,2 = 2·105droplets/m2 andD2 = 2500µm. Two Weibull distributions
are fitted to the histograms, y1 and y2.
The shaded grey areas are the numerical histograms, whereas the solid thick
lines are the fitted Weibull distributions. As seen in Figure 4.39, the values for
∆d distribute according to a Weibull distribution, which is shown in (4.41),
where both the probability and cumulative density functions are shown.
y(∆d, λ, kd) =
kd
λ
·
(
∆d
λ
)kd−1
· exp
(
−
(
∆d
λ
)kd)
Y (∆d, λ, kd) = 1− exp
(
−
(
∆d
λ
)kd) (4.41)
The probability, y, and cumulative, Y , density functions are functions of ∆d,
λ, and kd, where the latter two parameters are shown in (4.42). These corre-
lations were found by carrying out numerical studies and fitting the Weibull
distribution to the histograms of ∆d. Notice that λ1 is a function of ρc,2 and
vice versa for λ2, as any single droplet from parcel 1 can only collide with the
droplets from parcel 2.
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kd = 2.0
λ1(ρc,2) =
0.5636
√
ρc,2 · (r1 + r2)
λ2(ρc,1) =
0.5636
√
ρc,1 · (r1 + r2)
(4.42)
Having determined the probability density functions for the dimensionless
distance, ∆d, for each parcel relative to the other parcel, the outcome of the
collision can be determined. The critical values for ∆d in Figure 4.37 are in-
terpolated as function of We, where the critical values are denoted ∆RS-Cod and
∆Co-SSd , where the superscripts RS, Co, SS, and Pa abbreviates Reflexive Separa-
tion, Coalescence, Stretching Separation, and Pass respectively. These values are
overlaid with y1 and y2 from Figure 4.39 in Figure 4.40.
y
[−
]
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
0.0
0.5
1.0
1.5
2.0
2.5
[−]∆d
0.01 %
yPa
38.78 %
ySS
52.55 %
yCo
8.65 %
yRS
y2
y1
Collision Pass
yJ = y1 · y2
∆
RS-
Co
d ∆
Co
-SS
d
Figure 4.40: The probability density function for both parcels, y1 and y2, along
with the joint probability, yJ = y1 · y2, as a function of ∆d. ∆RS-Cod and ∆
Co-SS
d
are interpolated from Figure 4.37 at We = 44 for the given example.
The outcome of the collision is the integral of the joint probability between
each critical value for ∆d. The joint probability density function is a product
of two Weibull distributions, which is evaluated numerically in the model.
The joint distribution is shown in (4.43).
yJ(∆d) = y1(∆d) · y2(∆d)
YJ(∆d) =
∫ x
0
y1(x) · y2(∆d) dx
(4.43)
The joint probability density function, yJ, is shown with the thick black line
in Figure 4.40, where the shaded areas indicate the probability of each type of
collision, which are evaluated according to (4.44).
95
Chapter 4 - Discrete phase
yRS =
∫ ∆RS-Cod
0
yJ(∆d) d∆d = YJ(∆
RS-Co
d )
yCo =
∫ ∆Co-SSd
∆RS-Cod
yJ(∆d) d∆d = YJ(∆
Co-SS
d )− YJ(∆RS-Cod )
ySS =
∫ 1
∆Co-SSd
yJ(∆d) d∆d = YJ(1)− YJ(∆Co-SSd )
yPa =
∫ ∞
1
yJ(∆d) d∆d = 1− YJ(1)
(4.44)
The probabilities in (4.44) were evaluated for the example case in Figure 4.40,
and were shown in the upper part of Figure 4.40, where, for example, the
probability of coalescence is yCo = 52.55 %.
4.6.5 Collision outcome
Having determined the probabilities for each collision type according to (4.44),
new parcels are created to reflect the physics of collision. The properties of
these new parcels are described in the following four paragraphs.
Reflexive separation
The outcome of a reflexive separation is assumed to be two equal sized droplet,
where the parent properties are distributed evenly, which indicates complete
mixing during collision. This is shown in (4.45), where mRS,1 and mRS,2 are
the total masses of the two child parcels, and DRS,1 and DRS,2 are the diame-
ters.
mRS,1 = mRS,2 =
(m′1 +m
′
2) · yRS
2
DRS,1 = DRS,2 =
(
D31 +D
3
2
)1/3
2
(4.45)
The number of droplets within each of the new parcels after collision are de-
termined using (4.46), which ensures mass balance.
Ṅi = mi ·
(
4
3
· π ·
(
Di
2
)3
· ρl
)−1
(4.46)
Coalescence
When two droplets coalesce, the properties after collision are determined by
conserving all properties including momentum. This is shown in (4.47).
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mCo = (m
′
1 +m
′
2) · yCo
DCo =
(
D31 +D
3
2
)1/3
~vCo =
~v1 ·m′1 + ~v2 ·m′2
m′1 +m
′
2
(4.47)
All other properties are simply summed. The number of droplets within the
parcel after collision is determined similar to (4.46) in order to ensure mass
balance.
Stretching separation
The outcome of a stretching separation is assumed to be two different sized
droplets. This is shown in (4.45), where ζ is a random uniform number be-
tween 0 and 1, which imposes the stochastic nature of stretching separation
collisions.
mSS,1 = (m
′
1 · ζ +m′2 · (1− ζ)) · ySS
mSS,2 = (m
′
1 · (1− ζ) +m′2 · ζ) · ySS
DSS,1 = (D
3
1 · ζ +D32 · (1− ζ))1/3
DSS,2 = (D
3
1 · (1− ζ) +D32 · ζ)1/3
(4.48)
All other conserved properties are distributed according to the same proce-
dure, and the number of droplets within the parcels after collision are deter-
mined similar to (4.46) in order to ensure mass balance.
Pass
The droplets, which are passing each other, do not exchange properties, as
they are not colliding with any droplets. Therefore, they are simply added to
the fractions of the parcels, which are not taking part in the collision.
4.7 Impingement
Upon impact with a solid surface, a droplet will typically deposit some of its
mass and shed some smaller droplets into the gas stream again. This phe-
nomenon was studied by [Kuhnke (84)], where the proposed model from this
study was chosen for implementation, and is based on experimental studies.
This model takes thermal breakup into account, where the surface tempera-
ture is significantly greater than the liquid itself. However, this will never be
the case for a wet scrubber, so this part of the model is not implemented. This
reduces the impingement model, where either complete deposition, or partial
deposition along with a splash occurs, which is illustrated in Figure 4.41.
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Figure 4.41: The legend associated with this section. When the primary
droplet impinge a wall, it will either deposit some fluid and shed secondary
droplets back into the domain, or experience complete deposition.
Figure 4.41 shows a droplet impinging a wall with velocity ~v and a normal
impact angle of θI. The left figure shows partial deposition, where some sec-
ondary droplets are shed with a normal angle of θS. The right figure shows
complete deposition, where no droplets are shed into the scrubber again. ~e
is the normal vector along the surface of the wall in the direction of ~v. The
impingement model uses three dimensionless numbers, which are shown in
(4.49).
La =
σl · ρl ·D
µ2l
We =
ρl · (~v · ~n)2 ·D
σl
K = We5/8 · La1/8
(4.49)
La is the Laplace number, which is relating surface tension to viscous forces,
and is commonly used to characterize free surfaces in fluid dynamics. The
outcome of the impingement is determined using (4.50).
KCrit = f (HF/D,La)
Deposition: K < KCrit
Splash: K ≥ KCrit
(4.50)
Where HF is the wall film height, which is described in detail in Chapter 5:
Eulerian wall films. The critical value ofK,KCrit, is a function ofHF,D, andLa,
and can be seen in reference [Kuhnke (84)]. For complete deposition, where
K < KCrit, the droplet will be absorbed by the wall film, and act as a source
term for the Eulerian wall film. In case of partial deposition and a splash,
where K ≥ KCrit, a fraction of the droplet will be deposited on the wall film,
and the remaining mass will be re-injected as secondary droplets. The velocity,
diameter, and direction of the secondary droplets are function of D, θI, and
We, where the reader is referred to [Kuhnke (84)] for the derivation of the
different functions and correlations.
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4.8 Demister
A demister is present in the top of the absorber section of a wet scrubber. A
classical design is a wave-plate demister, where alternating bends force the
droplets to hit the surfaces and flow along the demister to the bottom, where
the liquid is re-injected into the scrubber again. This ensures that a minimum
of water escapes the scrubber, which is most important for closed-loop scrub-
ber operation, where fresh water is generated on-board, which required en-
ergy. Therefore, a demister must efficiently separate the droplets, while not
induce a high pressure loss, as this decreases the efficiency of the engine.
4.8.1 Collection efficiency
When a parcel hits the demister, most of the liquid will be collected by the
demister, whereas a small fraction will pass through and exit the scrubber
through the outlet. Numerous model exists for calculating this fraction, where
this study uses the model proposed by [Bürkholz (19)], where the demister
collection efficiency is calculated using (4.51).
ηDemister = 1− (1− ηBend)nBend
ηBend = min
(
ρl vg D
2
18 µg wDemister
· αBend, 1
) (4.51)
ηDemister is the overall collection efficiency, ηBend is the collection efficiency for
a single bend, nBend is the number of bends, wDemister is the channel width,
and αBend is the bend angle. This is illustrated in Figure 4.42.
1 µm 2 µm 3 µm 4 µm 5 µm 6 µm 7 µm 8 µm 9 µm 10 µm
1 µm 2 µm 3 µm 4 µm 5 µm 6 µm 7 µm 8 µm 9 µm 10 µm
wDemister
αBend
Figure 4.42: An illustration of a wave plate demister, where small
droplets pass through, whereas larger droplets do not. The black
dots indicate collisions with the walls of the demister.
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As seen in the figure, the small droplets pass through the demister, whereas
the larger ones do not. The scrubber used to verify the model in Part II: Verifi-
cation uses a demister with nBend = 3, αBend = 45◦, and wDemister = 20 mm.
A large number of droplet sizes are present in the scrubber model, but as the
droplets with D . 25 µm only exist in very small fractions of the overall mass,
these are not resolved. A consequence of this is that by using the droplet di-
ameters within each parcel directly in (4.51), the efficiency would be approx-
imately 100 %, and no water would escape through the demister. Therefore,
an alternative approach is used, where it is assumed that each parcel hitting
the demister is constructed of different sized droplets, where the Sauter Mean
Diameter, D32, is equal to the droplet diameter of the parcel, which was de-
scribed in Section 4.2: Parcel injection. This process is illustrated in Figure 4.43.
y
Demister
Assume the droplets in each
parcel to follow the Rosin-
Rammler distribution,
N = 2.0
using andD32 = DDroplet
yRR,
y R
R
DDroplet
All droplets in each
parcel have the same
diameter, DDroplet
D32 = DDroplet
0
DDroplet
Parcel
D
0 D
Absorber section
Outlet funnel
Figure 4.43: When a parcel hits the demister, it is assumed that the
droplets within each parcel follow the Rosin-Rammler distribution, yRR,
which allows for analytical integration of the demister efficiency.
Figure 4.43 shows the process of assuming the droplet diameters within each
parcel to distribute according to the Rosin-Rammler distribution, yRR, which
was shown in (4.8) on page 67. This method is used, as droplets with a diame-
ter less than 25µm are not resolved in the model, as they only represent a small
fraction of the overall liquid mass. The lower right graph in Figure 4.43 illus-
trates the distribution of diameters, where only a single diameter is present in
the parcel. As the parcel impact the demister, the distribution is assumed to
follow the graph in the upper right part of the figure, where D32 = DDroplet
by assumption.
By assuming the droplets to follow the Rosin-Rammler distribution, the prob-
ability density function, yRR, can be analytically integrated, which is shown
in (4.52).
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ηParcel =
∫ ∞
0
yRR(D) · ηDemister(D) dD
= 1−
∫ DLim
0
yRR(D) · (1− ηDemister(D)) dD
DLim =
√
18 · µg · wDemister
αBend · ρl · vg
(4.52)
As seen in (4.52), the collection efficiency for a single parcel, ηParcel, can be
evaluated using two different integrals, where the integration limits differ.
DLim is the diameter, at which ηBend = ηDemister = 100 %, which is derived
from (4.51). An example is shown in Figure 4.44, where a parcel hits the demis-
ter with D = 40 µm, where the gas velocity is vg = 5 m/s and the demister
properties are those previously described.
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Figure 4.44: The collection efficiencies for a typical demister in the upper fig-
ure. The lower figure shows the assumed droplet diameter distribution, where
the shaded area is the collected fraction, which is integrated to yield ηParcel.
As seen in Figure 4.44, the collection efficiency is 100 % when D ≥ DLim.
The lower figure shows the assumed droplet diameter distribution, whereD32
andDRR are shown according to (4.9). In the example shown, ηParcel = 90.6%,
which means that 9.4% of the parcel mass passes through the demister and es-
capes the scrubber through the outlet. The overall collection efficiency, ηParcel,
as a function of both D and vg is shown in Figure 4.45.
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Figure 4.45: The overall collection efficiency,
ηParcel in (4.52) as a function of D and vg.
As seen in Figure 4.45, the collection efficiency is, as expected, 0% whenD = 0.
When D > 50 µm and vg > 2 m/s, the collection efficiency is ηParcel > 90 %, so
almost no droplets escape the scrubber. The escaping mass flow is logged in
the computational model of the scrubber, and the collected mass flow is mixed
and re-injected into the scrubber. A low pass filter is applied to all properties,
such that steady-state values can be obtained. The diameters of the re-injected
parcels follow the truncated normal distribution shown in (4.5) with a mean
diameter of 3000 µm and a span of 1500 µm such that all the diameters are
between 1500 and 4500 µm.
4.8.2 Pressure loss
The demister will invoke a pressure loss, as the gas has to follow the bends,
while the droplets exert forces on the gas. The specific pressure loss is mod-
elled according to Darcy’s law, which describes the pressure loss over a porous
material [Darcy (31)]. The governing equation is shown in (4.53).
∇P = − ~vg · µg
κDemister
κDemister =
0.1 0 00 0.1 0
0 0 1.0
 · κ̃Demister (4.53)
The pressure loss over the demister is implemented as a momentum source
term in the CFD model. Therefore, the geometry of the demister is not re-
solved, but rather the demister is modelled as a porous zone, where the per-
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meability is κDemister. The definition of κDemister in (4.53) has three compo-
nents, where a low value indicates greater resistance. Therefore, the x and y
components are 1/10 of the z component, as the demister has almost no ra-
dial or tangential flow components, where the flow is limited due to the vanes
shown in Figure 4.42. The value of the scalar κ̃Demister is tuned to match speci-
fications from the demister supplier, where the pressure loss per unit distance
is shown in Figure 4.46 [Munters (97)].
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Figure 4.46: The specific pressure loss of the demister [Munters (97)].
4.9 Mass transfer coefficient
The overall mass transfer coefficient for the ith species, k̄i, was shown in (3.9)
on page 25, and is repeated in (4.54).
k̄i =
kg,i · kl,i
kl,i +
kg,i
KH,i ·R · T
(4.54)
k̄i is a function of both the inside/liquid and outside/gas mass transfer coef-
ficient, kl,i and kg,i respectively, which are described in the following subsec-
tions.
4.9.1 External mass transfer coefficient
The external mass transfer coefficient is dependent on the thickness of the
boundary layer [Bird et al. (17)]. However, these are not resolved in this study,
so correlations are instead used to calculate the mass exchange rates. kg,i is cal-
culated using three dimensionless numbers, which are shown in (4.55) [Bird
et al. (17)].
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Re =
D · vRel · ρg
µg
Sc =
µg
ρg ·Dg,i
Sh =
kg,i ·D
Dg,i
= f (Re, Sc)
(4.55)
Where Sh is the Sherwood number, which is a function of the Reynolds number,
Re, and the Schmidt number, Sc, where the correlation from [Frossling (57)] is
shown in (4.56), which applies to spheres.
Sh = 2.0 + 0.552 ·
√
Re · Sc1/3 ,
(
2 <Re< 12000
0.6< Sc < 2.7
)
(4.56)
Having calculated Sh, the external mass transfer coefficient, kg,i, can be deter-
mined using the definition of Sh in (4.55). The gas mass diffusivity, Dg, for the
different gas phase species are shown in Chapter A: Constants and correlations.
The external mass transfer coefficient can be sufficient in some cases to calcu-
late the flux of species, but this requires the internal mass transfer coefficient
to be orders of magnitude greater compared to the external. The mass transfer
Biot number, Bim, is the ratio of resistances to mass transfer, and indicates if a
lumped assumption is valid [Welty et al. (140)], and is shown in (4.57).
Bim =
kg,i ·D
Dl,i
(4.57)
The liquid mass diffusivity, Dl, is typically of the order of 2 ·10−9 m2/s, and the
external mass transfer coefficient is of the order of approximately 0.15 m/s, so
for a typical droplet with D = 1500 µm, the value of Bim in (4.57) is approxi-
mately 105. This indicates that a droplet cannot be assumed to have a uniform
species concentration. However, the Biot analysis assumes that all internal
species transfer is due to diffusion, and circulation within the droplet is not
considered. Therefore, a correlation for the internal mass transfer coefficient
is required, which is described in the next subsection.
4.9.2 Internal mass transfer coefficient
The internal mass transfer coefficient is difficult to determine, as it depends on
shape, viscosity, oscillations, velocity, mass diffusivity etc. Therefore, differ-
ent approaches have been used throughout the literature to approximate the
internal mass transfer coefficient, which will be covered in this section.
Mass transfer in a liquid phase is governed by diffusion and convection, which
can be modelled by the general transport equation shown in (4.58) [Versteeg
and Malalasekera (135)] [ANSYS Inc. (6)].
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∂ci
∂t
+
Convective
term︷ ︸︸ ︷
∇ · (~v ci) =
Diffusive
term︷ ︸︸ ︷
−∇ · ~Ji +
Source
term︷︸︸︷
Si (4.58)
The units of (4.58) is mol/(m3 · s). The diffusive term in (4.58) is modelled
according to Fick’s law of diffusion [Fick (49)], which is shown in (4.59).
~Ji = − (Dl,i + Dt)∇ci −DT,i ·
∇T
T
(4.59)
Where ~Ji is the diffusion flux vector, Dl,i is the mass diffusivity for the ith
species, and Dt is the turbulent mass diffusivity. DT,i is the thermal diffusion
coefficient, also known as the Soret coefficient, which relates the spatial tem-
perature gradient to species flux. However, this effect is not considered in this
project, so DT,i = 0.
The turbulent diffusivity, Dt, is a function of the turbulent viscosity, which is
used within CFD analyses. Dt can be greater than Dl,i for highly turbulent
flows [Henschke and Pfennig (68)], so its effect is important for evaluating the
internal mass transfer coefficient.
Internal circulation
The fluid inside a droplet circulates due to shear forces at the surface of the
droplet, which result in internal vortices. At low Reynold numbers, the vor-
tices resemble Hill’s vortices [Hill (69)] [Edelmann et al. (41)], where an analyt-
ical solution exists for the flow field, which satisfies the Navier-Stokes equa-
tions. This solution is derived by applying the Stokes stream function [Stokes
(123)] while assuming axial symmetry in the flow field, which is shown in
spherical coordinates in (4.60).
vr =
1
r′2 · sin(θ)
· ∂ψ
∂θ
vθ =
−1
r′ · sin(θ)
· ∂ψ
∂r′
(4.60)
The flow field was solved by [Hadamard (63)], where the stream function, ψ,
is shown in (4.61). r′ is the input argument to the functions, and r is the radius
of the droplet.
µ∗ = µl/µg
ψOut(r
′, θ) =
vRel · r2 · sin(θ)2
4
·
((
µ∗
1 + µ∗
)
r
r′
−
(
2 + 3 µ∗
1 + µ∗
)
r′
r
+ 2
(
r′
r
)2)
ψIn(r
′, θ) =
vRel · r2 · sin(θ)2
4
·
((
1
1 + µ∗
)(
r′
r
)2(
1−
(
r′
r
)2))
(4.61)
ψ(r′, θ) =
{
ψOut(r
′, θ) if (r′ ≥ r)
ψIn(r
′, θ) if (r′ < r)
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Where µ∗ is the viscosity ratio between the liquid and gas phase, and vRel is the
magnitude of the relative velocity vector, |~vRel|. Two different functions apply
based upon whether the radial distance, r′, is smaller or greater compared to
the droplet radius, r. The stream function in (4.61) is visualized in Figure 4.47.
z
x
y
θ
r
r′
Isosurfaces of ψIn
Isosurfaces of ψOut
vRel
Figure 4.47: A visualization of the internal circulation of a single droplet
using the Stokes stream function. The isosurfaces are generated using (4.61).
The velocities of the local flow field inside the droplet can be derived from
(4.60) and converted to Cartesian coordinates using (4.62), where the coordi-
nate system is shown in Figure 4.47.
vx(r
′, θ) =
(
vr
∂x
∂r′
+ vθ
∂x
∂θ
)
· cos(φ)
vy(r
′, θ) =
(
vr
∂x
∂r′
+ vθ
∂x
∂θ
)
· sin(φ)
vz(r
′, θ) =
(
vr
∂z
∂r′
+ vθ
∂z
∂θ
) (4.62)
The internal flow is idealized and will in reality be turbulent due to oscilla-
tions and velocity shear. However, the flow field can be used to derive ana-
lytical approximations to the internal mass transfer coefficient, which can be
tuned to match experimental data. Different analytical solutions exist, where
a brief overview is given in the following subsections. In order to compare the
different methods, the Fourier number, Fo, and a dimensionless concentration,
η(t), are introduced, which are shown in (4.63).
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Fo(t) =
Dl,i · t
r2
η(t) =
cl,i(t)− cl,i(0)
cEql,i − cl,i(0)
(4.63)
Where cEql,i = cg,i · (KH,i ·R · T ) = cl,i(t → ∞ s), and is the concentration of
the liquid, when it is in equilibrium with the continuous phase, which has a
concentration of cg,i.
Spherical shell assumption
Reference [Newman (98)] investigated the internal mass transfer coefficient of
spheres, where the species transport was governed by diffusion. The internal
circulation shown in Figure 4.47 was ignored, and the radial species concen-
tration was calculated by combining a finite number of spherical shells, which
are illustrated in Figure 4.48.
Lumped blocks
Direction of
diffusion
Figure 4.48: The approach used in [Newman (98)], where n spherical
lumped shells are used to calculate the radial concentration over time.
As seen in Figure 4.48, the sphere is divided into n spherical shells, where each
of these are assumed lumped. By assuming zero resistance to mass transfer in
the continuous phase, the outermost shell will have a constant concentration
of cEql,i . Using this assumption, the overall concentration within the droplet,
cl,i(t), can be modelled according to (4.64) [Newman (98)], where the driving
force is the radial concentration gradient, which was indicated by the small
arrows in Figure 4.48.
ηShell(Fo) = 1−
6
π2
∞∑
n=1
1
n2
exp
(
− (n · π)2 · Fo
)
(4.64)
Equation (4.64) can be simplified to (4.65), which introduces a maximum error
of 0.1 %, but does not required an infinite sum to be evaluated [Henschke and
Pfennig (68)].
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ηShell(Fo) ≈
{
1− 6 ·
√
Fo
π + 3 · Fo if (Fo ≤ 0.15)
6
π2 · exp
(
−π2 · Fo
)
if (Fo > 0.15)
(4.65)
Fo in (4.63) was defined based on the liquid mass diffusivity, Dl,i, and does
therefore not take turbulent mixing into account, which implies Dt = 0. Refer-
ence [Henschke and Pfennig (68)] proposed a term for modelling the turbulent
diffusivity, Dt, which is shown in (4.66).
Fot(t) =
(Dl,i + Dt) · t
r2
Dt =
vRel ·D
CIP · (1 + µ∗)
(4.66)
CIP is an instability constant, which defines the turbulent mixing between
any two lumped shells, and Fot is the associated turbulent Fourier number. It
should be noted that Dt increases with decreasing CIP. The method described
is based upon the spherical shell assumption, and does not take the internal
circulation into account, which was shown in Figure 4.47.
Lumped flow assumption
The flow field calculated using the stream function shown in (4.61) was used
by [Kronig and Brink (83)] to derive an analytical expression of mass absorp-
tion. The spherical shells in Figure 4.48 are replaced by lumped masses, which
are separated by the streamlines in Figure 4.47. This is visualized in Fig-
ure 4.49.
Lumped blocks
Direction of
diffusion
Figure 4.49: The approach used by [Kronig and Brink (83)], where n
lumped masses are separated by the streamlines derived using (4.61).
Each alternating shaded block in Figure 4.49 is assumed lumped, and thus to
have uniform properties. By again assuming zero resistance to mass transfer
in the continuous phase, the outermost block has a constant concentration of
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cEql,i . An analytical expression was derived by [Kronig and Brink (83)], which is
shown in (4.67), where the driving force is the concentration gradient normal
to the streamlines, which was shown by the arrows in Figure 4.49.
ηFlow(Fo) = 1−
3
8
∞∑
n=1
A2n · exp (−λn · 16 · Fo)
A = [1.32, 0.73, . . .] λ = [1.678, 9.83, . . .]
(4.67)
ηFlow(Fo) in (4.67) is derived by solving an eigenvalue problem, where the
first two eigenvalues are shown in the equation.
Comparison between the shell model and the flow model
ηShell(Fo) will be referred to as the shell model, and ηFlow(Fo) will be referred
to as the flow model, where analytical expressions were given to these in (4.64)
and (4.67) respectively. The spherical shell and flow models both assume in-
finitely fast mixing, as each block was assumed lumped, which means that
the transient dynamics are not taken into account. This is illustrated in Fig-
ure 4.50, where ηShell(Fo) and ηFlow(Fo) are shown as well, where ηFlow(Fo)
can be seen to increase more rapidly compared to ηShell(Fo).
vRel = 0
Shell model Flow model
vRel → ∞ m/s
Fo [−]
0 .05 0.10 0.15 0.20
0
0.2
0.4
0.6
0.8
1.0
0
η
[−
]
ηShell(Fo)
ηFlow(Fo)
C
V
C
V
Stationary CV
Identical
Moving CV
Figure 4.50: The two extrema where vRel = 0 and vRel →∞m/s.
ηFlow(Fo) and ηShell(Fo) are shown in the middle figure.
The spherical shell model is analogous to vRel = 0, as no internal circulation
exists in this case, and mass diffuses into the droplet in the radial direction
only. This means that any control volume, CV, will remain stationary, and
is not moving over time. Only the concentration of the control volume will
change, so a control volume rotated around the centre will be indistinguish-
able from the other.
The flow model is analogous to vRel →∞m/s, as each lumped block separated
by the streamlines is completely mixed. This can be in interpreted by consid-
ering a control volume, which will move infinitely fast along the streamlines.
Therefore, the dashed control volume to the right in Figure 4.50 is also indis-
tinguishable from the other.
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The reason why ηFlow(Fo) increases more rapidly compared to ηShell(Fo) is
that the apparent internal surface area, over which diffusion acts to transfer
species, are different for the two models. This is illustrated in Figure 4.51.
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Figure 4.51: A comparison between the internal surface area as a function of the encap-
sulated volume fraction, where both the shell and flow models are normalized to the
area and volume of a sphere. The figures above the graph show graphical comparisons
between the two models at specified values for φV, where the upper and lower rows
are the shell and flow models respectively.
As seen in Figure 4.51, the surface area compared to a sphere, φA, is plotted
as a function of the encapsulated volume compared to that of a sphere, φV.
The shell model can be showed to increase with φA,Shell = φ
2/3
V , and will never
exceed φA > 100 %. An interesting tendency can be seen for the flow model,
which does exceed φA > 100 %. This occurs at approximately φV > 70 %,
where the surface area exceeds that of a sphere with radius r. Generally, the
surface area is greater for the flow model compared to the shell model, which
is the reason for ηFlow(Fo) to increase more rapidly compared to ηShell(Fo).
110
Section 4.9 - Mass transfer coefficient
Between the two extrema, vRel = 0 and vRel → ∞ m/s, a regime exists,
where the transient effects affect the concentration profile as a function of time,
η(Fo). This is investigated in the next subsection.
Proposed transient model
In order to resolve the transient tendencies for mass absorption, a compu-
tational model is required, where the governing transport equation can be
solved on a mesh. However, special care must be taken, as mesh induced
diffusion / false diffusion can invalidate the results [Versteeg and Malalasek-
era (135)], which is a result of the flow field not being aligned with the mesh.
Therefore, the mesh is constructed by using the streamlines in Figure 4.47 in
combination with the velocity potential, which is perpendicular to the stream-
lines. The required functions are shown in (4.68), where, again, r′ is the input
argument to the functions and r is the radius of the droplet.
ξ(r′, θ) = 4 · (r′/r)2 ·
(
1− (r′/r)2
)
· sin(θ)2
β(r′, θ) =
(r
′
/r)
4 · cos(θ)4
2 · (r′/r)2 − 1
(4.68)
The two functions are plotted using contour lines in Figure 4.52 on the next
page, where the intersections define the mesh nodes, which makes a confor-
mal mesh, where ξ and β are orthogonal. The conformal mesh ensures that no
flow exist in the directions of changing ξ, so no false diffusion will exist in the
solution. The volume of each cell is calculated by revolving the cell around
the z-axis, and a total of 7500 cells were used in the transient model.
The species transport inside a droplet is governed by both diffusion and con-
vection, which can be solved using the general transport equation, which was
defined in (4.58) on page 105. The Finite Volume Method is used to solve this
equation, where an upwind scheme was used to resolve the convective term,
a linear first-order scheme was used to resolve the diffusive term, and the
temporal integration was carried out using an implicit method. An example
is shown in Figure 4.53 on the next page, where the initial concentration of a
given species starts at a point and spreads out due to convection and diffu-
sion. This numerical model will be referred to as the transient model, where the
subscript (...)Trans applies.
The transient model was verified against the analytical solutions of the shell
and flow models previously described, and the results were identical. The
advantage of the transient model is that the temporal effects are taken into
account, whereas the analytical shell and flow models do not.
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Figure 4.52: A mesh with no false diffusion can be generated by
exploiting the streamlines of the ideal flow solution. β and ξ were
shown in (4.68), and are orthogonal to each other.
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Figure 4.53: An example of the transient model. The initial concentration of a given
species is a point, as shown in the upper left part of the figure, where t = 0. As
time advances, both convective and diffusive phenomena spread out the species.
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In order to compare the transient model against the shell and flows models,
the resistance to mass transfer in the continuous phase is again assumed to
be zero, so the outermost cells in the transient model are assigned a constant
concentration of cEql,i . The overall absorption over time is defined in (4.69),
where i is the ith mesh cell in the transient model.
ηTrans(Fo, Pe, µ
∗) =
∑
i ni(Fo)∑
i Vi
=
∑
i ni(Fo)
4/3 · π · r3 (4.69)
It was found that ηTrans(Fo, Pe, µ∗) was a function of the Fourier number, Fo,
the viscosity ratio, µ∗, and the Peclet number, Pe where the latter is defined in
(4.70).
Pe =
D · vRel
Dl
= Re · Sc (4.70)
ηTrans(Fo, Pe, µ
∗) is shown in Figure 4.54 for varying values of Pe and with a
constant value for µ∗ = 50, where ηShell(Fo) and ηFlow(Fo) are shown as well.
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Figure 4.54: Example of ηTrans(Fo, Pe, µ∗) for different values of Pe with a constant
viscosity ratio of µ∗ = 50. The dashed lines are indicating ηShell(Fo) and ηFlow(Fo),
which corresponds to Pe = 0 and Pe → ∞ respectively. ηTrans(Fo, Pe, µ∗) lies in-
between these curves as seen in the figure, which is shown with the shaded area.
Figure 4.54 shows ηTrans(Fo, Pe, µ∗) for different values of Pe, where these
can be seen to be bound between ηShell(Fo) and ηFlow(Fo), where the latter
two are shown with the dashed lines. This is stated in (4.71).
lim
Pe→∞
ηTrans(Fo, Pe, µ
∗)→ ηFlow(Fo)
lim
Pe→0
ηTrans(Fo, Pe, µ
∗)→ ηShell(Fo)
(4.71)
ηTrans(Fo, Pe, µ
∗) can be used to model the species absorption for a droplet
with internal circulation, where the transient tendencies are taken into ac-
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count. However, the absorption rates are defined according to (4.54) on page
103, where the driving force is the concentration difference between the gas
and the surface of the droplet: (cg,i− cl,iKH,i·R·T ). Therefore, due to the nature of
the driving force, the tendency of η must be an exponential function, which is
derived in (4.72).
∂n(t)
∂t
= A · kl,i ·
(
cEql,i −
n(t)
V
)
⇓ Analytical solution
ηModel(t) =
n(t)− n(0)
cEql,i · V − n(0)
= 1− exp
(
−3 · kl,i · t
r
)
⇓ Substitute t = Fo · r
2
D
ηModel(Fo, τ) = 1− exp
(
−Fo
τ
)
where τ =
D
3 · kl,i · r
(4.72)
As seen in (4.72), the analytical solution to the decaying driving force is an
exponential function, so ηTrans(Fo, Pe, µ∗) cannot be used directly. The expo-
nential function is characterized by a time constant, τ , which is a function of
D , r, and kl,i. τ is found by fitting exponential functions to the results from
the transient model, which is illustrated in Figure 4.55.
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Figure 4.55: The tendency for ηTrans(Fo, Pe, µ∗) is not an exponential decaying func-
tion. Therefore, the results from the transient model is fitted to an exponential function,
where the time constant, τ , is found when ηTrans(Fo = τ) = 1− 1/e ≈ 0.63. The time
constants for the shell and flow models are shown as well.
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Figure 4.55 shows the three models with the solid lines: ηShell(Fo), ηFlow(Fo),
and ηTrans(Fo, Pe, µ∗), where the latter is bound between the two first. The
tendency for the transient model is not an exponential function, which is re-
quired in the scrubber model, as the absorption rate is defined according to
(4.54) on page 103. Therefore, exponential functions are fitted to the results,
which are shown with the dashed lines in Figure 4.55. These are fitted by solv-
ing for Fo when η(Fo = τ) = 1− 1/e. τ is the time constant, which are shown
in grey in the figure. The time constants are shown in (4.73).
ηShell(τShell) = 1− 1/e → τShell = 0.0558
ηFlow(τFlow) = 1− 1/e → τFlow = 0.0215
ηTrans(τTrans) = 1− 1/e → τTrans = f(Pe, µ∗)
(4.73)
τShell and τFlow are derived analytically, whereas τTrans is found numerically,
which is a function of both Pe and µ∗. As the transient model is bound be-
tween the shell and the flow models it follows that τFlow ≤ τTrans(Pe, µ∗) ≤
τShell, so the time constant for the transient model, τTrans(Pe, µ∗), is defined as
a fraction between τFlow and τShell, which is defined in (4.74).
φTrans(Pe, µ
∗) =
τTrans(Pe, µ
∗)− τShell
τFlow − τShell
(4.74)
When φTrans = 0 the value of τTrans = τShell, whereas when φTrans = 1 the
value of τTrans = τFlow. Having defined φTrans(Pe, µ∗), a numerical study was
carried out where Pe and µ∗were varied. The results are shown in Figure 4.56.
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Figure 4.56: The values of φTrans(Pe, µ∗) from the transient model shown as
the grey dots. A surface was fitted to the data points, where the errors between
the data points and the surface are shown with the small vertical grey lines.
Five contour lines of the fitted surface are shown with the thick black lines.
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As seen in Figure 4.56, φTrans(Pe, µ∗) is a non-linear function of both Pe and
µ∗. A surface is fitted to the data points, where the expression for the surface
is shown in (4.75), which is a logistic function [Verhulst (134)].
φTrans(Pe, µ
∗) =
1
1 + exp(∆(Pe, µ∗))
,
(
1 <Pe< 108
0.1< µ∗ < 1000
)
(4.75)
∆(Pe, µ∗) =
(
log10(µ
∗) + exp (− log10(µ∗)) · 0.4 + 2.25− log10(Pe)
)
· 4.0
The fitted surface has a maximum deviation of 0.057, which is reasonable for
the large span in Pe and µ∗. Having defined an expression for τTrans(Pe, µ∗),
the internal mass transfer coefficient can be calculated using (4.72) on page
114, which is stated in (4.76). It should be noted that the liquid mass diffusiv-
ity, Dl, is defined such that the turbulent effects are included, so Dl = Dl,i +Dt,
where Dl,i is the mass diffusivity of the ith species, and Dt is the turbulent
mass diffusivity, which was defined in (4.66) on page 108.
kl,i(Pe, µ
∗) =
Dl,i + Dt
3 · r · τTrans(Pe, µ∗)
τTrans(Pe, µ
∗) = τShell + φTrans(Pe, µ
∗) · (τFlow − τShell)
(4.76)
kl,i is shown in Figure 4.57 for varying vRel, D and CIP, where µ∗ = 50 and
Dl,i = 2 · 10−9 m2/s, which are typical values for a liquid droplet inside a wet
scrubber.
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Figure 4.57: kl,i as a function of vRel and D for two different values of CIP,
where the upper surface is for CIP = 500 and the lower is for CIP = 2500.
The thin black lines on the surfaces are contour lines.
As seen in Figure 4.57, the values of kl,i increases with decreasing CIP, as the
upper surface is for CIP = 500 and the lower surface is for CIP = 2500. This
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value is tuned in Chapter 10: Model tuning to match the absorption rate of
SO2(g) from the experimental data described in Chapter 9: Experiments. Fur-
thermore, the instability constant, CIP, is used for calculating the overall heat
transfer coefficient, which is described in the next section.
4.9.3 Summary
The overall mass transfer coefficient, k̄i, is determined according to the seven
steps shown below:
1) Determine the visosity ratio and the turbulent diffusivity using (4.66):
µ∗ =
µl
µg
Dt =
vRel ·D
CIP · (1 + µ∗)
2) Calculate the tubulent Peclet number using (4.70):
Pet =
D · vRel
Dl,i + Dt
3) Evaluate (4.75) to obtain φTrans(Pet, µ∗).
4) Calculate the time constant for the transient model using (4.76):
τTrans(Pet, µ
∗) = τShell + φTrans(Pet, µ
∗) · (τFlow − τShell)
5) Use τTrans(Pet, µ∗) and (4.76) to calculate the internal mass transfer coefficient:
kl,i(Pet, µ
∗) =
Dl,i + Dt
3 · r · τTrans(Pet, µ∗)
6) Calculate the external mass transfer coefficient using (4.55) and (4.56):
kg,i =
Sh(Re, Sc) ·Dg,i
D
7) Detemine the overall mass transfer coefficient using (4.54):
k̄i =
kg,i · kl,i
kl,i +
kg,i
KH,i ·R · T
The mass transfer coefficient is tuned by adjusting the instability constant,
CIP, which is explained in detail in Chapter 10: Model tuning. The method of
simulating the internal circulation using the proposed method is valid at low
Reynolds numbers, where the described models are most applicable. How-
ever, by tuning CIP, the effects of the internal circulation is assumed to be
captured despite not taking oscillations and other turbulent phenomena into
account.
4.10 Heat transfer, evaporation, and condensation
The droplets within the scrubber are subject to heating, cooling, evaporation
and condensation. In order to capture these effects in the scrubber model,
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correlations must be implemented to calculate the overall heat transfer coeffi-
cient, h̄, where the heat flux is defined in (4.77).
Q̇ = A · h̄ · (Tg − Tl) (4.77)
4.10.1 Heat transfer coefficient
The heat transfer coefficient, h, is modelled using the correlation provided
by [Ahmed and Yovanovich (1)], which is an extension of the well known
correlation from [Ranz and Marshall (110)]. These correlations map the Nusselt
number, Nu, as a function of the Prandtl number, Pr, and the Reynolds number,
Re, and are shown in (4.78).
Ranz & Marshall:
Nu = 2.0 + 0.6 ·
√
Re · Pr1/3
Ahmed & Yovanovich:
Nu = 2.0 + 0.775 ·
√
Re · Pr
1/3
√
2 ·Re−0.25 + 1 ·
(
1 + 1
(2 Re−0.25+1)3·Pr
)0.17
(4.78)
Having calculated Nu in (4.78), the external heat transfer coefficient, hg, is
calculated using (4.79).
hg =
Nu · κg
D
(4.79)
Where κg is the thermal conductivity of the gas, which is a function of temper-
ature. Similar to the mass transfer coefficient, the thermal Biot number, which
is defined as BiT = D · hg/κg. This evaluates to BiT ≈ 1.0 for typical values,
which indicates that a lumped assumption is not valid as BiT > 0.1. This
indicates that an internal heat transfer coefficient is required in order to accu-
rately capture the overall heat transfer coefficient, which is defined in (4.80).
Ts is the surface temperature, Tl is the bulk temperature of the droplet, and Tg
is the bulk gas temperature.
Q̇ = A · hg · (Tg − Ts) = A · hl · (Ts − Tl) = A · h̄ · (Tg − Tl)
⇓
h̄ =
hl · hg
hl + hg
Ts =
hl · Tl + hg · Tg
hl + hg
(4.80)
In a similar manner to the overall mass transfer coefficient, a surface temper-
ature is introduced, Ts, which is between Tl and Tg. The internal heat transfer
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coefficient is modelled using the same proposed model for the mass transfer
coefficient described in the previous section, but instead of mass diffusivity,
the thermal diffusivity, α, is used instead, which is shown in (4.81).
α =
κl
ρl · cP
(4.81)
The units of α is
[
m2/s
]
, which is also the units of the mass diffusivity, D . hl is
derived by using the exponential function, which was the same for the mass
transfer coefficient. This is derived in (4.82).
∂E(t)
∂t
= A · hl ·
(
Tg −
Tl(t)︷ ︸︸ ︷
E(t)
m · cP
)
⇓ Analytical solution
ηModel(t) =
Tl(t)− T (0)
Tg − T (0)
= 1− exp
(
− 3 · hl · t
cP · ρl · r
)
⇓ Substitute t = Fo · r
2
α+ Dt
ηModel(Fo, τ) = 1− exp
(
−Fo
τ
)
where τ =
(α+ Dt) · cP · ρl
3 · hl · r
(4.82)
Having defined ηModel(Fo, τ), the internal heat transfer coefficient, hl, can
be calculated by setting τ = τTrans(Pe, µ∗), where the correlation used was
shown in (4.76) on page 116. hl is therefore defined according to (4.83).
hl =
(α+ Dt) · cP · ρl
3 · τTrans(Pe, µ∗) · r
(4.83)
The overall heat transfer coefficient, h̄, is determined using the seven steps
on page 117 previously described for the mass transfer coefficient, where the
following changes are required:
– Dl,i is replaced with α as defined in (4.81)
– kl,i is replaced with hl as defined in (4.83)
– kg,i is replaced with hg as defined in (4.79)
– k̄i is replaced with h̄ as defined in (4.80)
The turbulent diffusivity, Dt, is defined similar to the mass transfer coefficient,
but its effect will not be as apparent for the heat transfer coefficient as it is for
the mass transfer coefficient, as α/Dl,i ≈ 70.
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4.10.2 Evaporation and condensation
Having determined the overall heat and mass transfer coefficients, the thermal
energy transfer rate can be calculated using (4.77). The latent heat of evapo-
ration must be taken into account for correct modelling, but due to the mag-
nitudes of the absorption rates of the different species, only the latent heat of
H2O is taken into account in this project. This is due to the small absorption
rates of CO2, O2, and SO2, and that the latent heat of evaporation for these
species are significantly smaller compared to that of H2O. The driving force
for the absorption rate of H2O is the partial pressure of water in the continuous
gas phase, Pg,H2O, and the saturation vapour pressure at the surface, PSat(Ts),
where the temperature is Ts as defined in (4.80). The mass transfer rate of H2O
is shown in (4.84).
ṁH2O = M(H2O) ·A · kg,H2O ·
(
Pg,H2O
Tg ·R
− PSat(Ts)
Ts ·R
)
(4.84)
Notice that the mass transfer rate, ṁH2O, is calculated using the external mass
transfer coefficient, kg,H2O, as the concentration of H2O within the droplet is
not changing, so an internal mass transfer coefficient is not required. The sat-
uration pressure is calculated using the Antoine equation [Antoine (8)], which
is shown in (4.85) along with the derivative with respect to temperature.
PSat(T ) = 10
(
C1− C2C3+T
)
· 101325 Pa
760
∂PSat
∂T
= PSat(T ) ·
C2 · loge (10)
(C3 + T )
2
C1 = 8.07131 C2 = 1730.63 K C1 = 233.426 K
(4.85)
When taking the latent heat of evaporation into account, the thermal energy
gradient in the liquid phase is expressed according to (4.86) [ANSYS Inc. (6)].
m · cP ·
dT
dt
= Q̇− ṁH2O · hfg,H2O (4.86)
Equation (4.86) is a function of both T and m, and no analytical solutions
exists for this, when integrating both mass, m, and thermal energy, E, with
respect to time. Furthermore, ṁH2O can be relatively large, which affects the
temperature. This makes the equation stiff to solve, and therefore, an implicit
method is used, which is shown in (4.87). n and n+ 1 are the current and next
time-step respectively.
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T n+1l =
En+1
cP ·mn+1
X
X
T n+1s =
hl · T n+1l + hg · Tg
hl + hg
X
X
cn+1s =
PSat(T
n
s ) + (∂PSat/∂T )
n ·
(
T n+1s − T ns
)
R · T ns
X
X
ṁn+1H2O = M(H2O) · kg,H2O ·A ·
(
cg − cn+1s
) X
X
Q̇n+1 = A · h̄ ·
(
Tg − T n+1l
) X
X
mn+1H2O = m
n
H2O + ∆t · ṁ
n+1
H2O
X
X
En+1 = En + ∆t ·
(
Q̇n+1 + ṁn+1H2O · hfg,H2O
) X
X
(4.87)
The seven equations and unknowns in (4.87) can be solved analytically, where
the resulting expressions are too extensive to display, but are used in the scrub-
ber model. The implicit method improves stability, but introduced small er-
rors, which can be minimized by keeping the time-step, ∆t, small.
4.11 Drains
The seawater injected into the scrubber absorbs SO2(g) among others, so the
pH will decrease as the acid buffer capacity is depleted. This reduces the
absorption rate of SO2(g), which was described in Chapter 3: Chemistry. The
low pH water is removed from the scrubber via the drains, which are located
in the jet and absorber sections as shown in Figure 1.4 on page 6. The drains
each have two sources, which are direct parcel impacts and the wall film mass
rates. This are shown in (4.88) and illustrated in Figure 4.58 on the next page.
ṁDrain = ṁParcel + ṁFilm (4.88)
When a parcel hits a drain, the parcel is eliminated from the simulation, and
the mass rate is logged, such that mass and energy balances for the overall
model can be monitored. The total mass rate, ṁDrain, has a low pass filter
applied to it, such that a steady-state value can be obtained. After having
applied the low pass filter, equilibrium is satisfied, such that the mixture of
wall films and parcels results in a single stream. This allows for evaluating
the overall performance of the scrubber, and to track mass, mole, and energy
balances.
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ṁDrain
Scrubber shell
Water
trap
Absorber cone
mParcel mFilm
mFilm
Figure 4.58: An illustration of the absorber water traps
and the sources from the wall films and the parcels.
4.12 Trace
Water is injected different places inside the scrubber as previously described.
Ultimately, this water will leave the scrubber through the drains, the demister,
or via the gas phase as water vapour. In order to track the water, extra compo-
nents are added to the liquid phase, which are denoted trace components. Each
sprayer nozzle will have its own trace component, so a scrubber having four
sprayer nozzles will have four trace components, which are tracked in each of
the sub-models previously described. When post-processing the results of the
simulation, the outlet flow from the drains can be traced back to the sprayer
nozzles. This allows for evaluating the amount of water flowing from the jet
section to the absorber section and vice versa, which is an important parame-
ter when optimizing the scrubber. The trace components, Ψ, are illustrated in
Figure 4.59.
Jet section
Absorber section
̇ΨAbs,1 = [0.5 , 0 , 0 , 0] s
−1
ṁAbs,1 = 0.5 kg/s
= [0 , 1 , 0 , 0] s−1̇ΨAbs,2
ṁAbs,2 = 1 kg/s
̇ΨAbs,3 = [0 , 0 , 1 , 0] s
−1
ṁAbs,3 = 1 kg/s
̇ΨJet = [0 , 0 , 0 , 0.6] s
−1
ṁJet = 0.6 kg/s
ṁDrain,Abs = 2.31 kg/s
= [0.45 , 0.85 , 0.95 , 0.06] s−1
ṁDrain,Jet = 0.79 kg/s
= [0.05 , 0.15 , 0.05 , 0.54] s−1Drain,Jet
̇Ψ
Drain,Abs
̇Ψ
Figure 4.59: An illustration of the trace components, ~Ψ, which are different for each
of the sprayer nozzles within the scrubber. The example illustrates how water from
the absorber section enters the jet section and exists via the jet drain, and vice versa
from the jet to the absorber section, which is indicated by the grey lines.
As seen in Figure 4.59, ~̇Ψ are treated as extra mass flow components, but it
should be noted that the trace components do not contribute to the mass of
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each parcel. The trace components are only tracked in the liquid phase, so
no extra scalar fields are introduced in the continuous phase, as this only in-
creases the complexity of the model without providing any critical informa-
tion.
4.13 Parcel variables
The discrete phase consists of a number of parcel, where each of these are
modelled using the sub-models described in this chapter. In order to fully
describe a parcel at any given time, 24 variables are required, which are shown
in Table 4.1.
Table 4.1: Each parcel has 24 degrees of freedom, which are listed in this table.
Notice that ~m theoretically only requires nine variables to be specified, but in
practice all 18 components are included (17 species and H+E ).
Name Unit Variables Description
E J 1 Thermal energy
N − 1 Droplet count
~m kg 18 (9) Species masses
~x m 3 Position
d~x/dt m/s 3 Velocity
γ − 1 Deformation parameter
dγ/dt −/s 1 Deformation velocity
(DST · t) m2 1 Growth parameter
~Ψ − 4 Trace components∑
33 (24)
As seen in Table 4.1, 24 independent values are required in order to fully de-
fine the state of any given parcel. The species masses, ~m, theoretically only
requires nine variables to fully define all 18 species masses, which was de-
scribed in Section 3.8.2: Solution procedure. However, it was found easier to
model all 18 species (17 species and H+E ), so in practice each parcel has 33 as-
sociated variables. All other variables such as droplet diameter, temperature
etc. can be derived from the independent variables in Table 4.1.
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5 EULERIAN WALL FILMS
Liquid films flow along the inner structures of the scrubber, as the injected
water impacts the surfaces and sticks to it as described in Section 4.7: Impinge-
ment. The wall films will accelerate due to gravity, whilst different mecha-
nisms will atomize or separate some of the liquid into the scrubber again as
droplets. This wall films are subject to the gas phase reactions, the internal
chemistry, and the equilibria described in Chapter 3: Chemistry. The wall films
are described in eight sections, which are illustrated in Figure 5.1.
Section 5.1:
Wall film elements
Section 5.2:
Film sources
Section 5.3:
Momentum
Section 5.4:
Atomization
Section 5.5:
Separation
Section 5.6:
Heat transfer
Section 5.7:
Chemistry and
mass transfer
Section 5.8:
Drains
Figure 5.1: An overview of the eight sections in this chapter.
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5.1 Wall film elements
A wet scrubber has numerous surfaces, on which water is flowing along. For
the scrubber investigated in this study, which is described in Chapter 9: Ex-
periments, 15 different wall films are modelled, where nine of these are shown
with the arrows following the surfaces in Figure 5.2. The wall films are treated
in a 2D manner, as the tangential components are assumed negligible. Each
wall film is discretized into a number of wall film elements, where the prop-
erties of the films are stored, so an Eulerian approach is used to model the
wall films. An example of the wall film elements is illustrated to the right in
Figure 5.2.
Wall film
elements
Drain
Nozzles
Wall films
Rotational
symmetry
Figure 5.2: Nine of the 15 wall films in the scrubber model are shown to the left by
the arrows following the surfaces. Each wall film is discretized into a number of
wall film elements, where the properties are stored. Mass and energy is propagated
from element to element as indicated by the small arrows to the right.
Each of the wall film elements has an associated area, AF, which is the swept
area when revolving the element by 360◦ around the axial direction of the
scrubber. The subscript (...)F will be used throughout this chapter to indicate
wall film properties.
5.2 Film sources
When a parcel impacts a solid surface, some fluid will be deposited, which
was described in Section 4.7: Impingement, where a fraction of the parcel mass
was deposited on the wall. This acts like a source term on the wall film, where
a low pass filter is used to obtain steady-state values. The filter has an adjust-
ment parameter, φLP, which assigns the fraction of the new value to be used,
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which is shown in (5.1), where n and n − 1 assign the current and previous
time-steps respectively.
ṁ
n
F = ṁ
n−1
F · (1− φLP) + ṁnF · φLP (5.1)
The reason for filtering is that the discrete phase is modelled in an unsteady
manner, where the discrete phase is advanced by ∆t, and during each time-
step, some of the parcels will impinge the wall films. However, as the number
of parcels hitting the wall films will fluctuate, a filter is required. An example
is shown in Figure 5.3, where the number of parcels hitting a wall film element
varies between time-steps, so the apparent mass source terms varies as well.
t)
A
F
[
k
g
m
2
·s
]
ṁ
F
t [s]
(0 ∆t) (5 ∆t) (10 ∆t) (15 ∆t) (20 ∆t) (25 ∆
0
0.5
1.0
1.5
Filtered signal, ṁF
Steady value
Figure 5.3: An example of the mass sources acting on a wall film
element, and how a low pass filter is used to obtain a steady value.
It can be seen in Figure 5.3 that the filtered signal, ṁF, tends towards a steady-
state value. The mass source term contains the mass flows of all 18 species,
and in addition to this, a thermal energy source term, and four trace compo-
nent source terms are also stored. These are shown in Table 5.1 on page 142,
where an overview of the independent variables for each wall film element is
shown.
5.3 Momentum
When mass accumulates on the wall, gravitational and shear forces act on each
wall film element, which cause the wall films to accelerate and flow along the
surfaces. Three forces are taken into account in this project: the gravitational
force, Fg, the wall shear stress, τW, and the gas shear stress, τg. These are
illustrated in Figure 5.4, where HF is the film height, and ∆LF is the wall film
length along the shell. The velocity along the wall film is shown to the right.
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Next wall
film element
Previous wall
film element
HF
τW τg
Fg
nF ∆LF
v̄In
v̄Out
v̄F =
v̄In + v̄Out
2
vF
vF
Figure 5.4: An overview of the different forces and shear stresses
acting on a wall film element to the left, and an illustration of the
velocities associated with a single wall film element to the right.
As seen in Figure 5.4, three forces are acting on each wall film element. The
gravitational force, Fg, can be defined per unit area, which transforms the
force to a shear stress. This is shown in (5.2), where ~nF is the normal vector
along the wall in the direction of the flow, as seen in Figure 5.4.
τGravity = ρl ·HF · (~g · ~nF) (5.2)
The gas shear stress, τg, is calculated from within OpenFOAM, and is trans-
ferred to MATLAB, such that it can be used in the wall film calculations.
The wall shear stress, τW, is calculated using the velocity gradient at the wall,
(dvF/dx). By assuming a parabolic velocity profile, which is a solution to the
Navier-Stokes equations under ideal conditions, the wall shear stress, τW, can
be calculated analytically. The assumed parabolic velocity profile is illustrated
in Figure 5.5.
0
vF(x)
v̄F
vF(HF)
HFx
vF
dvF(x)
dx x=0
dvF(x)
dx x=HF
= 0
Figure 5.5: The assumed parabolic velocity profile for a wall film
element. v̄F is the average film velocity. The normal velocity
gradient is shown as well by the inclined dashed line.
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The no-slip condition is applied to the surface of the wall, and the velocity
gradient at x = HF is assumed zero. This results in the velocity profile shown
in (5.3).
vF(x) = vF(HF) ·
(
1−
(
HF − x
HF
)2)
(5.3)
Given the velocity profile in (5.3), the average film velocity, v̄F, is calculated
along with the velocity gradient at the wall, which is shown in (5.4).
v̄F =
1
HF
·
∫ HF
0
vF(x) dx =
2 · vF(HF)
3
dvF(x)
dx
∣∣∣∣
x=0
=
3 · v̄F
HF
(5.4)
Having calculated the velocity gradient at the wall, the wall shear stress, τW,
is determined using (5.5).
τW =
dvF(x)
dx
∣∣∣∣
x=0
· µl =
3 · µl · v̄F
HF
(5.5)
Due to conservation of mass, the film height is calculated according to (5.6).
rF is the radial distance from the wall film element to the centre axis of the
scrubber. The film height is assumed small compared to the radius of the
scrubber, HF  rF, so the cross sectional area is approximated by the product
between the circumference and the wall film height.
V̇F = ṁF · ρl
HF =
V̇F
rF · 2 · π︸ ︷︷ ︸
Circumference
· v̄F
(5.6)
The three shear forces acting on each wall film element causes an acceleration,
which is shown in (5.7).
aF =
τW + τGravity + τg
HF · ρl
(5.7)
Having obtained an expression for aF, the velocity of the film is calculated.
This is done in a sequential manner along the wall film length. The velocity
out of each wall film element, v̄Out, is calculated based on the velocity from the
previous wall film element, v̄In. These velocities were illustrated in Figure 5.5.
v̄Out is calculated by solving the system of equations shown in (5.8).
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v̄F =
v̄In + v̄Out
2
v̄Out = v̄In + aF ·∆tF
∆tF =
∆LF
v̄F
aF =
τW(v̄F, HF) + τGravity(HF) + τg
HF · ρl
HF =
V̇F
rF · 2 · π · v̄F
(5.8)
Where ∆tF is the time required to pass the wall film element with length ∆LF.
The solution to v̄Out is the root of a third-order polynomial, where the analyt-
ical expression is too extensive to display, but is used in the scrubber model.
5.4 Atomization
Atomization occurs when the shear stresses from the gas exceeds a certain
threshold. This causes waves to form at the surface, which eventually breaks
off into small droplets. The model used in this study is based upon [Mayer
(93)], and is illustrated in Figure 5.6.
α ·β
r
HF
Wave length, λ
α
αWave amplitude,
Figure 5.6: An illustration of atomization of a wall film,
which breaks off the crests of the waves and creates small
droplets, which are re-injected into the scrubber.
The surface waves on the wall films are formed due to Kelvin-Helmholtz in-
stabilities [Helmholtz (67)], which are modelled linearly with small permu-
tations. The wave amplitude growth is related to its wave length, which is
shown in (5.9) [ANSYS Inc. (6)] [Mayer (93)].
1
τAtom
= ω =
f√
λ
− νD
λ2
f =
√
π
2
·
β ρg v
2
g√
σl ρl
νD =
8 π2 µl
ρl
(5.9)
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Where τAtom is the time constant for the exponential growth and is the inverse
of its frequency, ω, and νD is a viscous damping parameter. β is the fraction of
the wave, which breaks off the waves to create small droplets, and is a model
constant with value β = 0.3. In order for the waves to experience atomization,
the wave amplitude growth must increase over time, which implies ω > 0. By
solving for λ in (5.9) when ω = 0, the minimum wave length for atomization
to occur, λMin, can be found, which is shown in (5.10).
λMin = 2 π
3
√
16 ·
(
µl
√
σl/ρl
β ρg v2g
)2/3
λCrit =
3
√
16 · λMin
λ̄ =
9
2
· λMin
(5.10)
It follows that all wavelengths greater than λMin will experience atomization.
The values of τAtom is shown in Figure 5.7, where typical values are used in
(5.9) and (5.10).
λ̄λCritλMin
λ [mm]
[s
]
τ A
to
m
0 1 2 3 4 5 6 7 8 9 10
−0.05
0.00
0.05
0.10
0.15
0.20
Figure 5.7: The time constant, τAtom, as a function of the wavelength, λ.
The graph is made using typical values for the terms in (5.10).
As seen in Figure 5.7, the time constant, τAtom, is negative when λ < λMin,
which indicates a damped wave. τAtom is positive when λ > λMin, which is
indicating an exponential growth, which is required for atomization to occur.
This is illustrated in Figure 5.8 on the next page, where the relative amplitudes
of the surface waves after certain times are shown. It can be seen that waves
with λ < λMin are damped waves, which will decrease in amplitude over time
due to viscous dissipation. This is related to the negative time constant, τAtom,
in Figure 5.7. When λ = λMin where τAtom → ±∞s, the amplitude will remain
constant and thus yields a standing wave. When λ > λMin, where τAtom > 0,
the waves will experience exponential growth and eventually atomize.
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Figure 5.8: An example of wave growth over time, and is using the same typical values,
which were used in Figure 5.7. The waves in top of the figure indicate the wave growth
over time with the solid black curved. The grey curves are the original wave at t = 0.
When atomization occurs, the atomization mass rate is calculated using (5.11),
where an expression for ω was derived by [de Bertodano et al. (32)], which is
shown in (5.11) as well.
ṁAtom = CAtom · ρl · λ̄ · ω · dA
ω = 0.384 ·
ρg · v3g
σl
√
ρg
ρl
(5.11)
Where CAtom is a model constant with a value of 0.5 [ANSYS Inc. (5)]. The
average diameter of the atomized droplets is shown in (5.12).
D̄Atom = FAtom · λ̄ (5.12)
Where FAtom is a model constant with a value of 0.35/3 [Mayer (93)]. The av-
erage droplet diameter upon atomization, D̄Atom, is used in combination with
the truncated normal distribution in (4.5) on page 66 to reflect the stochas-
tic nature of atomization, where the injected droplet diameters are sampled
between 0.75 · D̄Atom and 1.25 · D̄Atom according to the distribution.
The wall film is modelled in a 2D manner, where the mass flow is assumed
to be evenly distributed around the circumference of the scrubber shell. This
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implies that 3D phenomena are not taken into account, which was found to
cause stability problems in the model, as some regions experienced 100 % at-
omization due to large gas velocities, so no liquid could pass these regions.
This resulted in mass accumulation inside the scrubber, which did not reflect
reality. During the experimental tests it was observed that rivulets formed on
the shell. Furthermore, if the flow inside the scrubber is not axis symmetric,
the wall films will distribute unevenly around the circumference of the scrub-
ber. These two phenomena are illustrated in Figure 5.9.
z z
Thick wall filmThin wall film
Scrubber shell
Rivulets on
wall film
Figure 5.9: An illustration of an uneven distribution of a wall
film along the circumference shows to the left, and an exam-
ple of rivulet formation along the shell to the right.
The left figure in Figure 5.9 shows an uneven film distribution, which can
occur if the gas velocity is significantly greater on one side compared to the
other. This causes one side to be atomized, whereas the other will not. The
right figure shows rivulets on the inside of the shell, which are caused by film
instabilities [Singh et al. (118)].
Rivulets can be modelled using correlations. However, no model was im-
plemented to model these in this study, so instead a simple approach was
applied, where only a fraction, φRivulet, of the calculated mass rate in (5.11),
ṁAtom, could be atomized. This is shown in (5.13), where ṁAtom,Limit(L) in-
dicates the limited atomization rate. L is the length along the wall film in the
direction of motion.
ṁAccumulated(L) =
∫ L
0
ṁSources
dA
· (2 · π · r(x)) dx
ṁRivulet(L) = ṁAccumulated(L) · φRivulet
ṁAtom,Limit(L) = min (ṁAtom(L),max (ṁF(L)− ṁRivulet(L), 0))
(5.13)
φRivulet adjusts the fraction of the accumulated mass flows, which is not sus-
ceptible to atomization. The method is crude in terms of accuracy, as rivulet
formation is a complex phenomena, but this is beyond the scope of this study.
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A value of φRivulet = 0.5 was chosen for implementation in the scrubber
model. A constructed example of (5.13) is shown in Figure 5.10.
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ṁF(L)
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Figure 5.10: An example of how ṁAtom(L) is
limited to ṁAtom,Limit(L) according to (5.13).
Figure 5.10 shows a wall film, which has a constant mass source along its en-
tire length, ṁSource. The mass flow along the wall film is shown as the solid
line, ṁF(L), which can be seen to increase in the upper region, where ṁF(L)
is following ṁAccumulated(L), as no atomization occurs. ṁRivulet(L) is propor-
tional to ṁAccumulated(L), where the proportionality factor is φRivulet. A region
with atomization is shown in grey, where ṁF decreases. However, at some
point ṁF(L) = ṁRivulet(L), which is shown with the black dot. At this point
the atomization mass rate is limited and set to zero. When the atomization re-
gion is passed, ṁF increases again, as no atomization occurs. Finally, another
atomization region is shown in the bottom of the figure, where no limiting
occurs.
Having calculated both ṁAtom,Limit and D̄Atom, the number rate of droplets is
calculated using (5.14). Recall that the number of droplets in each parcel, N ,
is an independent variable, and D is a derived variable as described in Section
4.13: Parcel variables.
ṄAtom =
ṁAtom,Limit
4
3 · π ·
(
D̄Atom
2
)3
· ρl
(5.14)
All other properties of the atomized droplets are those of the film at the current
position such as temperature, species concentrations etc. A first-order filter is
applied to ṁAtom,Limit to ensure a steady-state solution in the same manner as
done with the wall film source terms described in Section 5.2: Film sources.
134
Section 5.5 - Separation
5.5 Separation
When the wall film reaches a sharp edge, the film might not stay attached to
the surface, and the liquid film re-enters the domain as droplets. This phe-
nomena was investigated by [O’Rourke and Amsden (102)] and [Friedrich
et al. (55)], where the model proposed by the latter study is chosen for im-
plementation in this study, and was derived empirically. An illustration of the
phenomenon is illustrated in Figure 5.11.
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ṁF
· φSe
p
n
θ
Separated
droplets
HF
Figure 5.11: When a wall film reaches a sharp edge, a fraction
of the mass flow, φSep, will re-enter the domain as droplets.
Figure 5.11 illustrates a wall film with thickness HF and mass flow ṁF. When
encountering a sharp corner inclined at an angle, θ, a fraction of the mass
flow, φSep, will re-enter the domain. The diameters of the injected droplets
are assumed to be equal to the height of the wall film, D = HF. The model
proposed by [Friedrich et al. (55)] is shown in (5.15).
D = HF ~vD = ~nF · vF
WeF =
ρl HF v
2
F
σl
FRatio =
WeF
1 + 1
sin(θ)
φSep = 1− exp
(
0.411544 ·
(
1− F 2Ratio
FRatio
)) (5.15)
The velocity of the injected droplets, ~vD, is the wall film velocity, whereas the
position of the injected droplets are randomly seeded from the edge, where
separation occurs. In order for separation to occur, a criteria must be satisfied,
which is shown in (5.16) [ANSYS Inc. (6)].
θ > θCrit = 20
◦ (5.16)
Separation occurs if the criteria in (5.16) is satisfied. φSep is clipped at 5 %
[ANSYS Inc. (6)], and the values of φSep are shown as a function of θ and WeF
in Figure 5.12 according to (5.15).
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Figure 5.12: The separation fraction, φSep, as a function of θ and WeF.
It should be noted that separation only occurs, if θ > 20◦ as stated in (5.16).
As seen in Figure 5.12, the separation fraction, φSep, increases with both θ and
WeF, while being clipped at 5 %. Some of the wall films in the scrubber are
terminated at an edge. These will inject the whole wall film into the domain
again, which is shown in Figure 5.13. The diameter and the velocity of the
injected droplets are again calculated using (5.15).
n
Separated
droplets
Figure 5.13: When a wall film terminates at an edge, the remaining mass
flow will re-enter the domain as droplets. This implies that φSep = 1.
5.6 Heat transfer
Each wall film element is coupled with the surrounding gas phase, and with
the shell surfaces within the scrubber, on which the wall films are flowing
along. Therefore, each wall film elements exchanges both thermal energy and
mass with the gas phase, and thermal energy with the shell. The shell both
conducts thermal energy, but is also coupled with the surrounding ambient
air, where natural convection governs. These four thermal energy flows are
described in this section, where an overview is shown in Figure 5.14. The sub-
scripts (...)g, (...)F, (...)S, and (...)A abbreviates Gas, Film, Shell, and Ambient
air respectively.
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Figure 5.14: An overview of the different heat flows for a single wall
film element. The solid arrows indicate the direction of positive Q̇,
whereas the dashed arrows indicate negative values.
As seen in Figure 5.14, each liquid wall film element exchanges heat with the
gas phase and the solid shell, Q̇g-F and Q̇F-S respectively. Each shell element is
connected to its neighbouring shell elements, where the superscripts (...)− and
(...)
+ indicate the previous and next shell element respectively. The shell ele-
ments exchange thermal energy by conduction, Q̇S-S, and each shell element
also exchanges heat with the surrounding ambient air by natural convection,
Q̇S-A. The heat flows are calculated using (5.17).
Q̇g-F = Ag-F · hg-F · (Tg − TF) Q̇−S-S = A
−
S-S ·
κS
∆−S-S
·
(
T−S − TS
)
Q̇F-S = AF-S · hF-S · (TF − TS) Q̇+S-S = A
+
S-S ·
κS
∆+S-S
·
(
T+S − TS
)
Q̇S-A = AS-A · hS-A · (TA − TS)
(5.17)
κS is the thermal conductivity of the steel, where the scrubber in the Alfa Laval
Test & Training Centre is built from 4mm 316L grade stainless steel, which has
a thermal conductivity of approximately 14 W/(m ·K) [Nickel Institute (99)].
Under steady-state conditions, the net heat flow for each shell control volume
is zero, which is stated in (5.18).
Q̇F-S + Q̇S-A + Q̇
−
S-S + Q̇
+
S-S = 0 (5.18)
In order to calculate the different heat flows, the heat transfer coefficients for
the different energy flows, hg-F, hF-S, and hS-A, are required, which are de-
scribed in the following subsection.
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5.6.1 Heat transfer coefficients
Gas-film heat transfer coefficient
hg-F is the heat transfer coefficient between the gas phase and the wall film as
seen in Figure 5.14. This heat transfer coefficient is governed by the law-of-
the-wall, which resolves the near wall properties of the continuous phase. The
heat transfer coefficient is calculated in a similar manner to ANSYS Fluent,
which requires multiple support variables, which are shown in (5.19) [ANSYS
Inc. (6)] [Jayatilleke (75)].
u? = C0.25µ ·
√
kt
y? =
ρg · u? · yp
µg
Pr =
µg · cP
κg
P = 9.24 ·
((
Pr
Prt
)0.75
− 1
)
·
(
1 + 0.28 · exp
(
−0.007 · Pr
Prt
))
Tc = Prt ·
(
1
κ′
· loge (E · y?) + P
)
(5.19)
Where kt is the turbulent kinetic energy, and yp is the normal distance from
the cell centre to the wall. The constants in (5.19) are shown in (5.20).
y?T = 11.63 Cµ = 0.09
Prt = 0.85 κ
′ = 0.4187
E = 9.794
(5.20)
The heat transfer coefficient is calculated based upon the location of the first
cell in the computational domain, where two different correlations apply based
on y?, which are shown in (5.21).
hg-F =
 κg/yp if (y
? < y?T)
ρg · cP · u?
Tc
if (y? >= y?T)
(5.21)
hg-F is of the order of 50 W/
(
m2 ·K
)
. It should be noted that an extensive
study was carried out in ANSYS Fluent to verify the implementation in Open-
FOAM. hg-F is calculated from within OpenFOAM, and is subsequently trans-
ferred to MATLAB, where the wall films are modelled.
Film-shell heat transfer coefficient
hF-S is the heat transfer coefficient between the wall film and the shell as seen
in Figure 5.14. The heat transfer coefficient is governed by forced convection,
where the correlation used is shown in (5.22) [Cimbala et al. (25)].
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Rex =
ρl · v̄F · x
µl
Prl = f(T )
NuF-S = 0.037 ·Re0.8x · Pr
(1/3)
l
hF-S =
NuF-S · κl
x
(5.22)
x is the characteristic length, and is the running length along the wall film. µl
and Prl are evaluated as functions of the liquid temperature of the wall film
based upon data from the software program Engineering Equation Toolbox, EES
[F-Chart (47)], where the correlations are shown in Chapter A: Constants and
correlations. hF-S is of the order of 2500 W/
(
m2 ·K
)
.
Shell-ambient air heat transfer coefficient
hS-A is the heat transfer coefficient between the shell and surrounding ambient
air as seen in Figure 5.14, where the correlation used in this study is shown in
(5.23) [Cimbala et al. (25)].
Gr =
g · β · (TS − TA) · L3
ν2g
Ra = Gr · Pr
NuS-A =
0.825 + 0.387 ·Ra(1/6)(
1 + (0.492/Pr)
(9/16)
)(8/27)

2
hS-A =
NuS-A · κg
L
(5.23)
WhereGr is the Grashof number, andRa is the Rayleigh number. For ideal gases,
β = 1/T apply, where the average temperature between the shell and the
ambient air was used. The characteristic length, L, was chosen to be 3 m, and
the correlation for Nu is based upon natural convection for vertical surfaces.
hS-A is of the order of 5 W/
(
m2 ·K
)
, so its effect is not significant.
5.6.2 Matrix algorithm
Having determined the three required heat transfer coefficients, the tempera-
ture of the shell can be determined. This is done using an iterative method,
where each iteration solves a linear system of equations, which is formed by
combining (5.17) and (5.18) for all shell elements. The linear equations for a
single shell element is shown in (5.24).
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
(
A−S-S·κS
∆−
)
−
(
(h ·A)F-S + (h ·A)S-A +
A−S-S·κS
∆− +
A+S-S·κS
∆+
)(
A+S-S·κS
∆+
)

T
·
T−STS
T+S
 =
− ((h ·A)F-S · TF + (h ·A)S-A · TA)
(5.24)
Equation (5.24) can be defined for all shell elements, which yields a set of
linear equation, that can be solved using Gauss elimination. The wall film
temperature is updated for each iteration, and will thus yield the correct tem-
perature, when steady-state has been achieved. Thus, the non-linear functions
for Prl(T ) and µl(T ) will be updated iteratively. The heat flux from the shell
to the film, Q̇F-S, is implemented as a source term, so this term will also reach
steady values as the simulation advances. A low pass filter is, again, used to
increase stability for this sub-model, and this is defined in (5.25).
Updated
shell temperature︷︸︸︷
T nS ← T n−1S︸ ︷︷ ︸
Previous
shell temperature
· (1− φLP) +
Solved
shell temperature
from (5.24)︷︸︸︷
T nS · φLP (5.25)
As seen in (5.25), only a fraction, φLP, of the new calculated value from (5.24)
is used for each iteration, n. As the simulation is advanced, a steady-state
solution is thus obtained.
5.7 Chemistry and mass transfer
The wall film chemistry is modelled according to Chapter 3: Chemistry, where
all effects are taken into account for the films as well. However, the wall films
are not solved in a transient manner, as is the discrete phase. Rather, it is
steady-state solutions that are solved for. Therefore, the time-step, ∆t, is not
used for the wall films, but instead the local time-step is used, ∆tF, which was
defined in (5.8) on page 130. This time-step is used in the governing chem-
istry equations described in Chapter 3: Chemistry, which makes the derived
chemistry model applicable for the wall films as well.
Each wall film is coupled to the gas phase, where both thermal energy and
species are transferred across the liquid interfaces of the wall films. The mass
transfer of different species is calculated according to (3.9) on page 25, where
the only unknown is the overall mass transfer coefficient, k̄i. This coefficient
is a function of both the internal, kl,i, and the external, kg,i, mass transfer coef-
ficients.
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kl,i is calculated in a similar manner to the discrete phase, which was described
in Section 4.9: Mass transfer coefficient. Instead of using the droplet diameter as
the characteristic length in the equations, the wall film height, HF, is used
instead. A more correct approach would be to derive correlations for a wall
film, but it is assumed that the internal mass transfer coefficient, kl,i, will be in
the correct range by using this approach.
kg,i is calculated by using a heat & mass transfer analogy. This approach is used,
as the gas-film heat transfer coefficient, hg-F, is calculated from within Open-
FOAM using the law-of-the-wall. Therefore, this value takes the continuous
phase turbulence into account, which was seen in (5.19) through (5.21) on page
138. The Chilton and Colburn J-factor analogy [Geankoplis (58)] is commonly
used to relate mass and heat transfer coefficient, but the more generally appli-
cable Friend–Metzner analogy is used in this study. This analogy is shown in
(5.26) [Friend and Metzner (56)].
Sh
Re · Sc1/3
=
Nu
Re · Pr1/3
(5.26)
Equation (5.26) states that the Sh and Nu are related with (Sc/Pr)
1/3. There-
fore, the mass transfer coefficient can be expressed in terms of the heat transfer
coefficient, which is shown in (5.27).
Nu =
hg · L
κg
Sh =
kg,i · L
Dg,i
⇓ Substitute into (5.26)and solve for kg,i
kg,i = hg ·
(
Dg,i
κg
)
·
(
Sc
Pr
)1/3
(5.27)
The method of using the Friend–Metzner analogy is considered to be more accu-
rate compared to a general correlation for liquid wall films, as the continuous
phase turbulence is taken into account. Having obtained expressions for both
kl,i and kg,i, the overall mass transfer coefficient for the wall films, k̄i, is calcu-
lated using the expression shown in (3.9) on page 25.
5.8 Drains
The drains for the wall film were described in Section 4.11: Drains, where ṁFilm
represents the mass flow of the final wall film element for any given wall film.
The majority of the liquid exiting the scrubber is via the wall films, as most
parcels hit the wall at some point before hitting the drain. However, if they
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do reach the drains, the parcels are eliminated from the simulation, where the
removed mass and energy is stored such that mass and energy balances can
be monitored.
5.9 Wall film variables
Each wall film element has a number of defining independent variables, which
are listed in Table 5.1.
Table 5.1: Each wall film element has 14 degrees of freedom, which are
listed in this table. Notice that ~̇mSource theoretically only requires nine
variables to be specified, but in practice all 18 components are included.
Name Unit Variables Description
ĖSource J/s 1 Thermal energy source term
~̇mSource kg/s 18 (9) Species masses source terms
~̇ΨSource −/s 4 Trace component source terms∑
23 (14)
As seen in Table 5.1, 14 independent variables are required to fully define each
wall film element. All of the independent variables are source terms from
the discrete phase, which are calculated when the parcels are impinging the
wall and depositing mass and energy as described in Section 5.2: Film sources.
All other wall film properties, such as velocity, thickness etc., can be derived
based on the independent variables. Once again, the mass source terms can
be represented by only nine variables, but in practice all 18 species masses are
used, as this was found easier to implement. Therefore, 23 variables are used
in the scrubber model instead of the required minimum of 14.
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The exhaust gas passing through the scrubber consists of five major species:
CO2, H2O, O2, SO2, and N2. These components are assumed not to react with
each other, although a slight oxidation of SO2 with O2 forms SO3, but this is
not included in this study, as previously described. The gas phase is governed
by the Navier-Stokes equations, where both convection and diffusion trans-
ports the species inside the scrubber. In order to resolve the concentrations
of the different species, a computational mesh is required, where the partial
differential equations can be solved. The software package used in this study
for solving these equations is OpenFOAM, where a custom solver was imple-
mented for scrubber modelling. These three topics will be described in this
chapter, which are illustrated in Figure 6.1.
Open FOAM
∂ρφ
∂t
+ ∇ · (ρ φ v) = F + ∇ · (Γ ∇φ′) + SSection 6.1:Computational Fluid Dynamics
Section 6.2:
Mesh
Section 6.3:
OpenFOAM implementation
Figure 6.1: An overview of the three sections in this chapter.
Similar to the liquid phase, a component matrix for the gas phase can be de-
fined, which is shown in (6.1).
Cg =

~CC
~CH
~CO
~CS
~CN
~CB
~CNa
~CCl

=

C
O
2
H
2
O
O
2
S
O
2
N
2
1 0 0 0 0
0 2 0 0 0
2 1 2 2 0
0 0 0 1 0
0 0 0 0 2
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

(6.1)
The component matrix for the gas phase, Cg, in (6.1) will be used later in this
study to evaluate the mole balance for each elementary component.
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6.1 Computational Fluid Dynamics
The continuous phase is governed by the Navier-Stokes equations, which de-
scribe the motion of a fluid. These equations solve for a given set of scalars,
where turbulence can be modelled by using a turbulence model. These scalars
and equations are described in this section along with the applied boundary
conditions in the continuous phase.
6.1.1 Scalars
The continuous phase is governed by the Navier-Stokes equation, which are
solved on a mesh. Species fractions, momentum, energy, and turbulence is
modelled, which results in 11 degrees of freedom for each computational cell,
which are listed in Table 6.1.
Table 6.1: Each cell has 11 degrees of freedom, which are shown in this table.
Name Unit Scalars Description
~vg m/s 3 Velocity
~wg kg/kg 4 Mass fractions
i J/(kg ·K) 1 Internal energy
P Pa 1 Pressure
ωt 1/s 1 Specific rate of dissipation
kt m
2/s2 1 Turbulent kinetic energy
All other continuous phase variables can be derived from the 11 independent
variables in Table 6.1. The gas phase is assumed ideal, so the equation of state
is used to couple temperature, pressure, and density, which is shown in (6.2).
P · V = n ·R · Tg
⇓
ρg =
P ·MMixture
R · Tg
(6.2)
Where MMixture is the molar mass of the mixture of species. By using (6.2), the
density can be calculated from the independent variables within each com-
putational cell. The internal energy is a function of density and temperature,
where the enthalpy of the mixture is calculated according to Chapter A: Con-
stants and correlations.
6.1.2 Turbulence modelling
Turbulence is modelled using the k-ω-SST , Shear Stress Transport, turbulence
model [Menter (94)], which blends the k-ω and the k-ε models to utilize the
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strengths of both. The k-ω model is used in the inner region of the boundary
layer, and switches to the k-ε in the outer regions and in shear flows. The
turbulence model requires kt and ωt to be specified at the inlet, where the
correlations in (6.3) are used to calculate these [ANSYS Inc. (6)]. The subscripts
(...)t indicate variables related to turbulence modelling.
ReD =
DInlet · vInlet · ρg
µg
kt =
3
2
· (vInlet · It)2
It = 0.16 · (ReD)−
1/8
ωt =
√
kt
lt
lt =
0.07 ·DInlet
C
3/4
µ
µt =
ρg · kt
ωt
(6.3)
ReD is calculated using the inlet properties measured during the experimental
tests, and the diameter of the inlet pipe. It is the turbulent intensity, where the
correlation in (6.3) is valid for fully developed pipe flows. lt is the turbulent
length scale, and is again a correlation, which is suitable for pipe flows. kt,
ωt, and µt are all calculated based on the previous values in (6.3). The values
of the different parameters are shown in Figure 6.2 for a typical exhaust gas
stream, where the inlet velocity is varied and thus ReD.
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Figure 6.2: The turbulent inlet parameters as functions of ReD for a typical
exhaust gas stream, where DInlet is that of the scrubber used to verify the model.
As seen in Figure 6.2, the turbulent intensity decreases as a function of ReD,
as the relative velocity fluctuations decrease. ωt and µt change with similar
tendencies, but their values are, naturally, different, which can be seen on the
two axes to the right of the figure.
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6.1.3 Equations
The governing equations for the continuous gas phase can be stated in a sin-
gle equation, which is the general transport equation, and is shown in (6.4)
[Ferziger and Peric (48)].
∂ρφ
∂t
+∇ · (ρ φ ~v) = F +∇ · (Γ∇φ′) + S (6.4)
φ is any quantity or scalar, F is a force term, Γ is a diffusivity constant, φ′ is a
diffusivity scalar, and S is a source term. The equation stated in (6.4) can be
used to define any of the governing equations by substituting φ, F , Γ, φ′, and
S with the specified terms shown in Table 6.2.
Table 6.2: The terms used to form the governing equations for the continuous
gas phase. Each equation can be formed by substituting the terms in the table
into (6.4) [Versteeg and Malalasekera (135)] [Ferziger and Peric (48)].
Eq
ua
ti
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Sc
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ar
Fo
rc
e
te
rm
D
iff
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iv
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y
co
ns
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nt
D
iff
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sc
al
ar
So
ur
ce
te
rm
φ F Γ φ′ S
Continuity 1 0 0 0
∑
ṁi/V
x-Momentum vx −∂P∂x µEff vx = φ px
y-Momentum vy −∂P∂y µEff vy = φ py
z-Momentum vz −∂P∂z µEff vz = φ pz
Energy i −P ∇ ·~v+ Θ k T Q̇
Species yi 0 µEff φ ṁi
The two equations related to turbulence, kt and ωt, are not included in Ta-
ble 6.2, as they include long terms, which are too extensive to display. Θ is a
dissipation function, which contains all the effects due to viscous stresses in
the internal energy equation [Versteeg and Malalasekera (135)], and µEff is the
effective viscosity, which takes the turbulent diffusivity into account.
6.1.4 Boundary conditions
Four different boundary types are present in the model, which are the inlet,
the outlet, the shell, and the periodic boundaries, where the latter is explained
in detail in the next section. The boundary conditions applied to each of the
scalars shown in Table 6.1 are shown in Table 6.3, where the internal energy is
expressed in terms of the gas temperature, Tg.
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Table 6.3: The boundary conditions at the
four different boundary types in the model.
Variable Inlet Outlet Shell
P Zero gradient Fixed value (1 atm) Zero gradient
Tg Fixed value Zero gradient Zero gradient
~vg Fixed value Zero gradient No-slip
~wg Fixed value Zero gradient Zero gradient
kt Fixed value Zero gradient kt wall function
ωt Fixed value Zero gradient ωt wall function
As seen in Table 6.3, all scalars except P have fixed values at the inlet. A small
error is induced for ~vg, as the velocity is not uniform at the inlet, but this error
is assumed negligible. The pressure at the inlet has a zero gradient boundary
condition applied, as the pressure is fixed at the outlet, where the value of the
static pressure is 1 atm. All other scalars at the outlet have a zero gradient
boundary condition applied, which acts normal to the mesh faces, which is
in the axial direction of the scrubber. The no-slip condition is applied to ~vg at
the surfaces, whereas wall functions are used for the two turbulence scalars.
The remaining scalars have a zero gradient boundary condition applied at the
shells.
6.2 Mesh
In order to solve the governing partial differential equations using the finite
volume method, the scrubber domain is meshed into a finite number of cells.
ANSYS Fluent Meshing is used for this purpose, as it allows for scripting the
meshing process. This is beneficial, as a large number of meshes has to be gen-
erated for the mesh independence studies in Chapter 8: Independence studies.
6.2.1 Procedure
The automated meshing process consists of seven steps, which are illustrated
in Figure 6.3 on the next page.
Step (1): The first step takes the defining parameters for the scrubber geome-
try, such as diameters, lengths, angles etc., and generates a geometry file based
on these inputs. The geometry is saved as a .stl, sterolithography, file, which is a
basic geometry format, where the geometry is defined using triangles only. A
journal file, .jou, is generated as well, which contains the meshing commands
to be executed by ANSYS Fluent Meshing. This file also holds information
about the mesh sizes, refinement areas, inflation, prism layers etc.
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Figure 6.3: The process of creating the mesh illustrated in seven steps. An example
geometry is used to illustrate this, where one of the rings leading to the sprayer
nozzles is shown. The ring was illustrated in Figure 4.6 on page 64.
Step (2): This step launches ANSYS Fluent Meshing, which reads the .jou file.
A series of commands are then executed automatically, which generates the
volumetric mesh along with the prism layers. The final command saves the
mesh as a .msh file, which is the default mesh format used by ANSYS Fluent
for CFD calculations.
Step (3): The .msh file is imported into MATLAB by reading the raw ASCII
formatted file. The mesh is subsequently saved as a .mat file, which is the data
file format supported by MATLAB.
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Step (4): This step reads the .mat file in MATLAB, and flips the mesh as shown
in Figure 6.3. The shared faces are merged to create a single consistent mesh.
By doing so, the periodic faces match each other, which ensures consistent
results.
Step (5): This step duplicates the merged mesh generated in the fourth step
and rotates it a number of times. The separate meshes are then merged, after
which a consistent extended mesh is obtained. The different boundaries are
subsequently identified and stored.
Step (6): This step exports the final mesh as an OpenFOAM supported mesh,
which is again done from MATLAB, where routines were coded to do this
process.
Step (7): This step executes an OpenFOAM command, which renumbers the
mesh. This reduces the bandwidth of the mesh, which decreases the memory
requirements and increases convergence rates [Sloan (120)].
6.2.2 Quality
The procedure described results in a mesh, which can be modified in both
extent and quality. A number of different metrics can be used to evaluate the
quality, where four common metrics are shown in (6.5) [ANSYS Inc. (7)].
Orthogonal quality = CType · Volume/
√(∑
(Edge length)2
)3
Cell equiangle skew = max
(
θMax − θe
π − θe
,
θe − θMin
θe
)
Cell equivolume skew =
Optimal cell size− Cell size
Optimal cell size
Cell volume change = max
(
Neighbour cell volume
Cell volume
)
(6.5)
Where CType is a constant, which is different for each cell type. θe is the
equiangular angle for the face type, and θMax and θMin are the largest and
smallest angles for each face. The different metrics in (6.5) are evaluated for a
typical mesh generated using the procedure described, where a histogram of
the orthogonal quality is shown in Figure 6.4.
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Figure 6.4: A histogram for the orthogonal quality for a
typical mesh generated using the described procedure.
As seen in Figure 6.4, the orthogonal quality spans between 0 and 1, where a
value of 1 indicates the best quality. The vertical dashed lines indicate the 5,
10, 50, 90 and 95 % fractiles, which are shown for each metric in Table 6.4.
Table 6.4: The mesh quality for a typical mesh reported using frac-
tiles as shown in Figure 6.4. The values in parentheses are indicating
the optimal values, where the mesh quality is the best.
Fractile
Metric 0 % 5 % 10 % 50 % 90 % 95 % 100%
Orthogonal quality 0.11 0.54 0.60 0.79 0.96 0.98 (1.00)
Cell equiangle skew (0.00) 0.02 0.04 0.30 0.45 0.49 0.84
Cell equivolume skew (0.00) 0.02 0.03 0.21 0.40 0.46 0.89
Cell volume change 1.00 1.00 1.01 1.22 1.68 1.95 12.48
As seen in Table 6.4, most cells have a good quality, although some cells do
not. This can be seen for the skewness parameters for the 100% fractiles, which
are the largest overall values. The 95 % fractile indicates that the fraction of
bad cells is minor, and simulations proved to converge well, which indicates
a good overall mesh.
The k-ω-SST model is used to model turbulence in this study, as previously
described, where wall functions are used to model different flow scalars near
the wall. This requires the cell heights close to the wall to be small, where
the dimensionless y+ parameter is commonly used to quantify these distance,
and is shown in (6.6).
y+ =
vτ · y
νg
vτ =
√
τW
ρg
(6.6)
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The first prism layer near the shell was defined with a height of 3 mm, which
should result in y+ = 30 for a velocity of approximately 4 m/s. The y+ param-
eter was analysed in the scrubber model for a typical case, where the results
are shown in Figure 6.5.
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Figure 6.5: A histogram of y+ for a typical simulation.
As seen in Figure 6.5, 73 % of the y+ face values are below 30, whereas the
remaining faces span up to approximately 65. However, only a small fraction
is greater than y+ > 45.
6.3 OpenFOAM implementation
OpenFOAM is a freeware product released under the General Public License
[Free Software Foundation, Inc. (53)] by the OpenFOAM Foundation [The
OpenFOAM Foundation (130)]. OpenFOAM allows the user to define their
own solvers, which are specialized to solve a specific problem. The usual pro-
cedure, when coding a solver, is to modify an existing one. The reactingFoam
solver was used as a template in this study, where descriptions of the changes
made are shown below:
– Disabled combustion
The reactingFoam solver is used for combustion of species. However, no
combustion is present in a wet scrubber, so this model was removed to
decrease computational requirements.
– Heat transfer coefficient calculations
The heat transfer coefficient on each wall face needed to be calculated in
order to evaluate the heat flux from the wall film to the continuous phase.
The correlations implemented are the same used in ANSYS Fluent, which
were described in Section 5.6: Heat transfer.
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– Timing controls
The solver was divided into several parts, which could timed during ex-
ecution, such that the time-consuming portion of the code could be opti-
mized. The time consumption of the different parts are shown in Chapter
11: Example case.
– Cell specific source terms
A standard library for defining the source terms for each individual cell
was not available. Therefore, a procedure for doing this was implemented,
such that the source terms from MATLAB could be assigned for each cell.
– Link library
The link structure is a significant part of the model, as it allows Open-
FOAM to be coupled with MATLAB. This part needed to be coded ab
initio and implemented in parallel for the model to work.
Parallel considerations were required to defined the link structure, as
MATLAB requires information about the computational core association
of each cell and face of the mesh to write the source terms in the correct
order, such that OpenFOAM could interpret these correctly. This is fur-
ther described in Chapter 7: Phase coupling.
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The liquid phase is modelled in MATLAB, and the continuous phase is mod-
elled in OpenFOAM, so when carrying out a simulation, both programs run
simultaneously. These two software packages must be able to communicate,
such that the phases can interact. The liquid dispersed and wall film phases re-
quire data values from the continuous phase, which are defined on the mesh,
and the continuous phase requires source terms for each cell. These data must
be efficiently communicated between the programs in order to decrease com-
putational requirements.
This chapter describes the method of distributing the source terms from the
discrete phase and the wall film to the CFD mesh, and how the source terms
are smoothed and linearised to increase stability. Mass, energy, and mole bal-
ances must be satisfied, which required summing all flows going in and out
of the scrubber, and is described in Section 7.3: Mass, energy, and mole balances.
The method, at which the two software programs are communicating, is ex-
plained as well, and, lastly, an overview of the complete scrubber model is
visualized, where the interactions between all sub-models are shown.
7.1 Source terms
The source terms are calculated from within MATLAB and are sent to Open-
FOAM, where the continuous phase is modelled. Both the discrete phase and
the wall film phase contribute to the summed source terms, which is shown
in (7.1) for any given cell.
ϕn∑ = ϕnD + ϕnF
ϕ̄n∑ ← ϕ̄n−1∑ · (1− φLP) + ϕn∑ · φLP (7.1)
Where ϕD and ϕF are the source terms for the discrete phase and the wall film
phase respectively, and ϕ∑ is the sum of these. For each iteration, n, a low
pass filter ensures, that the source terms communicated to OpenFOAM from
MATLAB are filtered, which is shown in the lower equation, where φLP is a
relaxation factor. ϕD and ϕF are described in the following two subsections.
7.1.1 Discrete phase source terms
In order to couple the discrete phase with the continuous phase, source terms
between these phases must be calculated, ϕD. This requires the mass, energy,
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and momentum rates for all parcels to be calculated and distributed to the
mesh cells. A typical approach to execute this task is to consider the time each
parcel resides inside each cell, which is illustrated in Figure 7.1.
Flux tocell (A)
Flux tocell (B)
Parcel trajectory
Cell (A) Cell (B)
∆t
Figure 7.1: The method of distributing the parcel flux to the computational
CFD mesh. The flux is either mass, energy, or momentum rates.
Figure 7.1 shows a parcel moving through a computational CFD mesh, where
two cells, A and B, are shown. The black dots indicate different discrete time-
steps, which are separated by ∆t in time. The exchange rates of mass, mo-
mentum, and energy is temporally integrated, where the resulting flux is dis-
tributed to the current cell, in which the parcel is located. This is indicated
by the thin grey arrows. When the parcel moves from cell A to cell B during
a time-step, the intersection with the shared face is calculated, and the par-
cel flux is integrated to cell B instead of cell A. This is illustrated in the right
part of the figure. The distribution of flux to either of the cells is shown in
Figure 7.2, where an example related to heat flux, Q̇, is shown
Parcel
mParcel
Q̇Parcel = mParcel ·ASpec ·h ·∆T
Cell (A)
Cell (B)
Shared face
t = 0
t= tInter
t = ∆t
Q̇B =
∫ ∆t
tInter
Q̇Parcel
∆t
dt
Q̇A =
∫ tInter
0
Q̇Parcel
∆t
dt
Figure 7.2: An example of the integration of flux, which is distributed
to either cell A or B dependent on the position of the parcel.
As seen in Figure 7.2, a parcel, which contains a finite number of identical
droplets, is moving from cell A to cell B. The parcel can be interpreted as a
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streamtube during a time-step, where the droplets are distributed over the
trajectory between t = 0 and t = ∆t. The flux of thermal energy, Q̇Parcel, is
shown in the top, where ASpec
[
m2/kg
]
is the specific surface area, which is
a function of the droplet size. The flux of thermal energy to cell A, Q̇A, is
calculated by integrating Q̇Parcel/∆t from t = 0 to t = tInter, where tInter is the
time, where the parcel intersects the shared face between the two cells. The
same can be done for cell B, where the integrated heat flux is Q̇B.
This method is accurate for calculating source terms within each cell, but typi-
cally a smoothing term is applied, such that the source terms are distributed to
the surrounding cells in order to increase stability [ANSYS Inc. (6)], as other-
wise spikes in the sources terms are likely to occur. A drawback of the method
is that the intersections with all the faces must be calculated, which is com-
putationally expensive - especially for 3D simulations. Therefore, this study
proposes an alternative approach, which sums the parcel source terms on the
mesh nodes, and subsequently distribute the source terms to the cells con-
nected. This induces a small error, but the calculation of the face intersections
can be omitted, so instead, the nearest node is the only requirement for this
approach, which is illustrated in Figure 7.3.
Mesh nodes
Parcel trajectory
Cell (A) Cell (B)
∆t
Figure 7.3: The method of distribution the parcel flux to the nearest
node of the CFD mesh, which are shown as the white squares.
As the parcel travels through the computational CFD mesh, the closest mesh
node is located, which is computationally cheap to find using the k-d tree algo-
rithm [Friedman et al. (54)], which is efficiently implemented in MATLAB. The
flux is distributed to the mesh nodes using a similar approach to Figure 7.2,
but no mesh intersection detection is required. Having distributed the flux to
the nodes, the rates are redistributed to the connected cells of each mesh node.
This is shown in (7.2), where ~ϕN is the node flux vector, ~ϕC is the distributed
cell flux vector, and ~̄ϕC is the smoothened cell flux vector.
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(Project node flux to connected cells) ~ϕC = KN→C · ~ϕN
(Smooth cell sources) ~̄ϕC = KC→C̄ · ~ϕC
⇓
(Project and smooth) ~̄ϕC = KC→C̄ ·KN→C︸ ︷︷ ︸
KN→C̄
·~ϕN
(7.2)
The matrices, K, are large sparse matrices, which are pre-computed, as the
mesh is stationary and does not change over time. The matrix KN→C̄ indicates
which cells to redistribute the node flux to. It takes the distance from the
node to the cell centres into account along with the cell volumes, which is
shown in (7.3). ISub is the subset of cells, which are connected to the node,
and the subscripts iC and iN indicate the ith cell and node respectively. ~X is
the position of the cell or node.
(Volume weight) wVoliC = ViC
(Distance weight) wDistiN→iC =
1√
2 · π · σ2
· exp
−
∣∣∣ ~XiN − ~XiC∣∣∣2
2 σ2

(Product weight) wProdiN→iC = w
Vol
iN→iC · wDistiN→iC
(Normalized weight) wiN→iC =
wProdiN→iC∑
iC∈ISub
wProdiN→iC
(7.3)
The weights, w, are assigned to KN→C̄ such that (7.2) is satisfied. σ is found
by solving the equation stated in (7.4), which is illustrated in Figure 7.4.
1
2
·
(
1 + erf
(
xTarget
σ ·
√
2
))
= YTarget (7.4)
YTarget
∆ [m]
y
[−
]
−∆Target 0 +∆Target
Figure 7.4: The method of determining σ, where the integral of the
probability density function between −∆Target and +∆Target is YTarget.
The value of σ is calculated using the cumulative density function, which is
shown in (7.4). Using YTarget = 90 % and xTarget = 10 cm, the standard devia-
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tion is σ = 0.432, which is used in this study. This indicates that the node flux
is distributed to the cells within a distance of 10 cm around each node, where
the fraction is determined using (7.3). Therefore, the nodes closest to the par-
cel receives significantly more flux compared to those, which are located far-
ther away. It should be noted that the proposed method is independent of the
mesh size.
7.1.2 Eulerian wall film source terms
The wall films are coupled with the continuous phase, where thermal energy
and species are transferred through the liquid interface as described in Section
5.6: Heat transfer and Section 5.7: Chemistry and mass transfer. In order to couple
the wall films with the continuous phase, the source terms in the cells near the
walls must be altered. Ideally, only the source term of the cells closest to the
wall should be modified. However, in reality it is assumed that the films are
more chaotic compared to the computational analogy, so the source terms are
distributed around each wall film element, which also increases the stability
of the overall model, as large source terms are avoided near the wall. A sketch
of the wall film influencing the continuous phase is shown in Figure 7.5.
∆LF
1.5 · ∆LF 1.5 · ∆LF
∆
N
o
rm
a
l
CFD mesh
Cell centres
Area of influence
∆
C
u
to
ff
Wall film
elements
Figure 7.5: The method of coupling a wall film with the continuous phase. Each wall
film element influences the cells closest to the wall within a normal distance of ∆Cutoff .
Figure 7.5 shows a number of wall film elements, where the middle one is
highlighted. This single element has an area of influence, which is defined
relative to the centre of the element. The area spans 3·∆LF along the shell, and
∆Cutoff into the continuous domain, which was chosen to be ∆Cutoff = 2.5 cm
in the model. Each cell within this area is affected by the source terms from the
highlighted wall film element with a given weight, wiF→iC, where the normal
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distance, ∆Normal, is used to calculate this. 19 cells are located within the area
of influence for the highlighted wall element in Figure 7.5, where the weights
are calculated using a Gaussian smoothing kernel, which is shown in (7.5). iC
and iF are the ith cell and wall film element respectively.
w′iF→iC =
1√
2 · π · σ2
· exp
(
−∆Normal
2 · σ2
)
wiF→iC =
w′iF→iC∑
iC w
′
iF→iC
⇓∑
iC
wiF→iC = 1.0
(7.5)
The first equation calculates the weight for the iCth cell for the iFth wall film
element. The sum of the weights from the first step does not equal unity,
which is required for mass and energy balances to be satisfied. Therefore,
the weights are normalized in the second equation, such that the sum equals
unity.
The weights are stored in a large matrix, KF→C. 15 wall films are present in
the model, where these have a total of approximately 600 wall film elements.
Assuming a 3D mesh with approximately 106 cells, the weight matrix would
have a size of
(
600× 106
)
, so in order to reduce the computational memory
required, the weights are stored in a sparse matrix, which mainly consists of
zeros. Having defined KF→C, the source terms for a given scalar for all cells,
~ϕC, is calculated using (7.6), where ~ϕF is the source terms from the wall film.
~ϕC = KF→C · ~ϕF (7.6)
In order to model the wall films according to Chapter 5: Eulerian wall films, var-
ious continuous phase properties are required, such a temperature, viscosity,
density etc. These must be projected from the continuous phase to the wall
film elements, which is simply done by using the weight matrix transposed,
KTF→C. This is shown in (7.7), where λ is any given flow property.
KC→F = K
T
F→C
~λF = KC→F · ~λC
(7.7)
The matrix KF→C is calculated for each of the 15 wall films prior to starting
the simulation, so these matrices are only computed once.
7.2 Linearisation and damping
When solving the governing equations of fluid dynamics, the equations are
defined as linear systems of equations, which are solved iteratively. In order
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to increase stability, when solving these equations, the source terms can be lin-
earised. This is common practice, as it increases convergence rate and stability.
A linear system of equation is shown in (7.8), which can be any of the equa-
tions to be solved during a CFD simulation, which were shown in Table 6.2 on
page 146.
A · ~xn+1 = ~b+ ~ϕ
A · ~xn+1 = ~b+ ~ϕu + ~ϕp · ~xn+1
(7.8)
The source term vector in (7.8) is ~ϕ, and holds information about the source
terms in each of the cells. ~ϕ can be divided into a constant term, ϕu, and a
linearised term, ϕp. ~x is updated for each iteration, as it is the variable, which
is solved for. However, the source terms are not recalculated for each itera-
tion, as this requires MATLAB to advance the discrete phase and give back
control to OpenFOAM. Instead, OpenFOAM performs a number of iterations
before writing the updated data and giving control to MATLAB again. There-
fore, the linearised source term, ~ϕp, is calculated and sent to OpenFOAM from
MATLAB. An example is given for heat transfer in (7.9).
Q̇ = h ·A · (Tg − Tl)
ϕu = −Q̇
ϕp = −
∂Q̇
∂Tg
= −h ·A
(7.9)
Q̇ is positive when the liquid phase is increasing in temperature, which is
consistent with the previous chapters. The values of ϕu and ϕp are calculated
from within MATLAB for each parcel, and are distributed to the cells similar
to the source terms described in Section 7.1: Source terms. The inclusion of
the linearised source terms increases stability and convergence rate. It should
be noted that only the thermal energy rate and the momentum sources are
linearised, whereas the mass sources are not. Therefore, the source files sent
to OpenFOAM from MATLAB contains the following 12 values for each cell:
Q̇, px, py, pz, ṁCO2 , ṁH2O, ṁO2 , ṁSO2 ,
∂Q̇
∂Tg
,
∂px
∂vx
,
∂py
∂vy
, and
∂py
∂vz
.
7.3 Mass, energy, and mole balances
Numerous sub-models make up the scrubber model, which were implemented
in MATLAB, and a solver was developed in OpenFOAM. In order to validate
the implementation, mass, elementary mole components, and energy balances
must be ensured, so these parameters are continuously evaluated during sim-
ulation. The overall mass flows going in and out of the scrubber are illustrated
in Figure 7.6, where the components of the liquid, ~̇ml, and gas, ~̇mg, vectors are
shown as well.
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ṁl,O2
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ṁl,B(OH)3
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Figure 7.6: The flows going in and out of the scrubber. The
mass flow vectors ~̇ml and ~̇mg are shown to the left, where
all components in the two phases are shown.
As seen in Figure 7.6, multiple flows are entering and exiting the scrubber.
It should be noted that ~̇mDemisterl is the liquid droplets, which are passing
through the demister, which was described in Section 4.8: Demister. At steady-
state, the mass flow going in and out should be equal, which is stated in (7.10).
ṁIn∑ = ∑(
~̇mScr,Inl =
~̇mInl︷ ︸︸ ︷
~̇mJet,Inl +
~̇mAbs,Inl
)
+
∑
~̇mIng
ṁOut∑ = ∑(
~̇mScr,Outl︷ ︸︸ ︷
~̇mJet,Outl +
~̇mAbs,Outl +
~̇mDemisterl︸ ︷︷ ︸
~̇mOutl
)
+
∑
~̇mOutg
ṁIn∑ = ṁOut∑
(7.10)
Equation (7.10) applies to the overall mass flow, but as each stream is a vector
of different species, the elementary components can be calculated using the
component matrices, Cl, and Cg, which were defined in (3.26) on page 35 and
(6.1) on page 143 respectively. Elementary component balance should also be
satisfied at steady-state, which is stated in (7.11), where ~̇mInl and ~̇m
Out
l are the
overall liquid mass flows, which were defined in (7.10).
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~̇nIn∑ =

ṅC
ṅH
ṅO
ṅS
ṅN
ṅB
ṅNa
ṅCl

In
∑
= Cl ·
~̇nInl︷ ︸︸ ︷(
~̇mInl  ~Ml
)
+Cg ·
~̇nIng︷ ︸︸ ︷(
~̇mIng  ~Mg
)
~̇nOut∑ =

ṅC
ṅH
ṅO
ṅS
ṅN
ṅB
ṅNa
ṅCl

Out
∑
= Cl ·
~̇nOutl︷ ︸︸ ︷(
~̇mOutl  ~Ml
)
+Cg ·
~̇nOutg︷ ︸︸ ︷(
~̇mOutg  ~Mg
)
~̇nIn∑ = ~̇nOut∑
(7.11)
The operator  is the Hadamard division operator, which performs element-
wise division for the components in the two vectors. Each components in ~̇nIn∑
should equal ~̇nOut∑ at steady-state, which is stated in the last equation of (7.11).
The remaining balance applies to thermal energy, which is stated in (7.12).
Q̇In∑ = ∑( ~̇mJet,Inl ) · cP · T Jet,Inl +∑( ~̇mAbs,Inl ) · cP · TAbs,Inl +(
~̇mIng · ~hg(T Ing ) + ṁIng,H2O · hfg,H2O
)
Q̇Out∑ = ∑( ~̇mJet,Outl ) · cP · T Jet,Outl +∑( ~̇mAbs,Outl ) · cP · TAbs,Outl +∑(
~̇mDemisterl
)
· cP · TDemisterl +
(
~̇mOutg · ~hg(TOutg ) + ṁOutg,H2O · hfg,H2O
)
Q̇In∑ = Q̇Out∑
(7.12)
As seen in (7.12), the thermal energy of the liquid phase is assumed to change
linearly with temperature, so a constant value of cP applies, as this does not
change significantly between 0 and 80◦C. The gas phase enthalpy vector,
~hg(Tg) is a non-linear function of the gas temperature, which can be seen in
Chapter A: Constants and correlations. Furthermore, the enthalpy of evaporation
for the water vapour is included, hfg,H2O, as this has a significant contribution,
as previously stated. The continuous phase variables in the previous equa-
tions are integrated over the surfaces of the inlet and the outlet, whereas the
liquid phase variables are directly available from the MATLAB results.
The overall balance parameters, ṁIn∑, ṁOut∑ , ~̇nIn∑, ~̇nOut∑ , Q̇In∑, and Q̇Out∑ are mon-
itored during simulation and are shown for a typical simulation in Chapter 11:
Example case.
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7.4 Link structure
When a simulation is running, the two software programs, OpenFOAM and
MATLAB, exchange information. In order to manage the data, the file hierar-
chy shown in Figure 7.7 is used.
MATLAB
Caller.m
ID_0001
OpenFOAM
      0
      T
      U
      p
      ...
      constant
            polymesh
            faces
            points
            boundary
            ...
      (Various files)
      system
      (Various files)
Link
      Data
      Data_0.link
      Data_1.link
      Data_2.link
      ...
      Sources
      Source_0.link
      Source_1.link
      Source_2.link
      ...
MeshIndex.link
Matlab.link/OpenFOAM.link
Figure 7.7: The hierarchy of a simulation, where three main
directories are present: Link, MATLAB and OpenFOAM.
The main directory for a single simulation is identified with ID_xxxx, where
a unique ID is given. This is used for the experimental tuning as described in
Chapter 10: Model tuning, where a large number of simulations are carried out
and stored. Three sub-directories are present within the main directory: Link,
MATLAB and OpenFOAM.
The Link directory contains two sub-directories, where Data contains the .link
files written by OpenFOAM, which are read by MATLAB. The Sources sub-
directory contains the cell source terms written by MATLAB, and are read by
OpenFOAM.
The MATLAB directory contains a simple script, Caller.m, which executes the
main program, where the discrete phase and the wall films are modelled. The
MATLAB model is located in an upper directory.
The OpenFOAM directory contains the initial conditions, such as tempera-
ture, pressure etc., in the 0 directory. The directory constants contains the
mesh in polymesh along with various files containing definitions of the link,
thermo-physical, and turbulence parameters. The directory system contains
files, which are used to define the solver methods, damping etc., along with
the schemes used to resolve each continuous scalar.
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When a simulation is started, Caller.m will launch OpenFOAM, and a contin-
uous loop starts, which is illustrated in Figure 7.8. Source_x.link indicates the
source terms for the xth processor, which are written separately to each pro-
cessor to increase speed, and the same applies to Data_x.link.
Sources
Source_0.link
Source_1.link
Data Data_0.link
Data_1.link
MATLAB Open FOAM
Figure 7.8: The procedure of switching between the two software programs, MAT-
LAB and OpenFOAM, where the programs write and read sources and data. Only
one of the two software packages are advancing the simulation at any given time.
As seen in Figure 7.8, OpenFOAM and MATLAB switches between iterating
the continuous phase, and advancing the discrete phase and updating the wall
films respectively. Sources and data are written to the respective directories,
each time control is given to the other program. These files are binary for-
matted in order to increase write and read speeds. The software in control is
identified with a simple dummy file, which is successively created, renamed,
and deleted between each passing of the control. An alternative approach
would be to let both programs run at the same time, but it was found that no
benefit could be obtained this way.
The overhead associated with the reading and writing of data and sources was
found to be small compared to the overall simulation time. This was timed,
where the results are shown in Chapter 11: Example case.
7.5 Modelling overview
The scrubber model consists of the discrete phase, the wall film phase, and
the continuous phase. These were all described in the previous chapters along
with the coupling between the phases. A complete overview of the model is
shown in Figure 7.9 on the next page, which illustrates the flow of species and
energy in both the liquid and gas phase. Three grey boxes are shown, which
are labelled Parcels, Wall films, and Gas phase.
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Figure 7.9: A flow chart of all flows within the model. The solid lines are indicating
discrete parcels, whereas the black dashed lines are indicating gas phase streams. The
grey dashed lines indicate virtual streams, which are logged, such that mass and energy
balance can be ensured in the model.
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The liquid phase, which is seawater, is injected via the sprayer nozzles inside
the scrubber, and is represented by parcels. The dashed black lines are indi-
cating gas streams, and the solid black lines are indicating liquid streams. The
grey dashed lines are virtual, which means that they are not represented by
either the continuous phase, via parcels, or by the wall film - instead they are
simply numbers in the model, such that the mass streams can be tracked.
The box labelled Parcels illustrates the part of the liquid phase, which is rep-
resented by the discrete parcels. A number of sub-models is coupled to this
phase, which are indicated by the lines and arrows. Arrows going into the la-
belled box illustrate parcels, which are created in the domain or adding mass
to existing parcels, whereas arrows leaving the box on the right-hand side are
illustrating parcels, which are eliminated from the domain/simulation or los-
ing mass to the gas phase.
The box labelled Wall films illustrates the part of the liquid phase, which is rep-
resented by the wall films, which are located along the surfaces of the scrub-
ber. The arrows going into this box are either parcels/droplets, which are
hitting the wall and sticking to it, or condensing water from the continuous
phase. The arrows leaving this box are either evaporating water, re-entrained
parcels, or the drains, where the water is ejected overboard.
The box labelled Gas phase illustrates water present in the gas as vapour. Ar-
rows going into this box are the evaporation of the droplets and the wall film,
along with the water content from the inlet. The arrows going out are con-
densing water going to the droplets or the wall films. The outlet gas contains
water, which is going to the ambient air.
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8 INDEPENDENCE STUDIES
In order to ensure consistent results from the model, independence studies are
carried out. These studies examine the results, when certain key parameters
are changed in the model. In order for the model to be independent, the results
from the model must be invariant to changes in the key parameters [Casey
and Wintergerste (21)]. Five difference independence studies are carried out,
which are illustrated in Figure 8.1.
Quality 1 Quality 10
Top view
1◦
36◦
60◦ 72
◦ 90◦
108◦
120◦
180◦
∆t
t
t
t
∆t
∆LF
Section 8.2:
Mesh independence
Section 8.3:
Domain size independence
Section 8.4:
Parcel count independence
Section 8.5:
Discrete phase time-step
independence
Section 8.6:
Eulerian wall film
length independence
Figure 8.1: An overview of the five independence studies carried out in this study.
The first independence study is a mesh independence study, where the cell
count is varied with 10 different steps. The second independence study is a
domain size independence study, where the periodic angle is varied from 1◦ to
180◦ with eight different steps. The first of these steps is a 2D axis-symmetric
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case, where the periodic angle is 1◦. The third independence study is a parcel
count independence study, where the parcel count is varied with 16 different
steps, which results in a maximum of 80 · 103 parcels. The fourth indepen-
dence study is a time-step independence study, where the time-step used for
the discrete phase is varied from 0.25 to 10 ms with nine different steps. The
fifth independence study is a wall film length independence study, where the
average wall film element length along the shell is varied from 5 to 40 mm
with eight different steps.
8.1 Reference case
As multiple independence studies are carried out, the number of possible per-
mutations is large, if all parameters are varied simultaneously. Therefore, it is
assumed that each of the independence studies are independent of the others,
so each study can be carried out on its own. A reference case is defined, which
is the baseline case for all the independence studies. The key parameters to be
changed are all shown in Figure 8.2, where the reference case is composed of
the highlighted values.
Increasing computational requirements
Domain size
Parcel count ñ [parcels/kg]
Time-step ∆t [ms]
Wall film
element length ∆LF [mm]
Mesh quality QMesh [−]
Mesh [deg]θ
3000
2800
2600
2400
2200
2000
1800
1600
1400
1200
1000
800
600
400
200
100
180120108907260361
10987654321
510152025303540
0.25
0.5
12346810
Figure 8.2: The values for the five different independence studies. The
highlighted values indicate the ones used for the reference case.
The reference case is defined usingQMesh = 4, θMesh = 1◦, ñ = 1000parcels/kg,
∆t = 1ms, and ∆LF = 20mm. Each simulation is carried out for 20s in the dis-
crete phase, where steady-state is achieved after approximately 7 s. Therefore,
the simulations are guaranteed to be fully converged. A single case is used
for the independence studies, which is the seventh test from the experimen-
tal tests shown in Table 9.1 on page 182. This case was chosen, as all sprayer
layers were active, and the load was in the mid range.
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8.2 Mesh independence
The mesh independence study investigates the effect of varying the cell count
and thus the average cell size. This is changed by adjusting the meshing pa-
rameters, when generating the mesh as shown in Figure 6.3 on page 148. 10
different mesh qualities were generated, where the resulting number of nodes,
faces and cells are shown in Table 8.1.
Table 8.1: The 10 different mesh qualities, where the number of
nodes, faces and cells are represented per 1◦, where the values in
the parentheses shows the percentage compared to the finest mesh.
Quality nNodes [nodes/1◦] nFaces [faces/1◦] nCells [cells/1◦]
1 1574 (13.0%) 10475 (11.0%) 4621 (10.5%)
2 2126 (17.6%) 14580 (15.3%) 6481 (14.8%)
3 2534 (20.9%) 17604 (18.4%) 7847 (17.9%)
4 3044 (25.1%) 21457 (22.4%) 9599 (21.9%)
5 3573 (29.5%) 25488 (26.7%) 11434 (26.0%)
6 4378 (36.2%) 31803 (33.3%) 14328 (32.6%)
7 5341 (44.1%) 39356 (41.2%) 17788 (40.5%)
8 6790 (56.1%) 50908 (53.3%) 23102 (52.6%)
9 8809 (72.8%) 67568 (70.7%) 30828 (70.2%)
10 12107 (100.0%) 95601 (100.0%) 43916 (100.0%)
Table 8.1 shows the node, face and cell counts per 1◦. Therefore, the fifth mesh
quality for θMesh = 60◦ has (11434 cells/1◦ · 60◦ ≈ 686040 cells). The results
from the 10 simulations are shown in Figure 8.3.
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Figure 8.3: The results from the mesh independence analysis.
The vertical dashed line is the value chosen for further analyses.
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As seen in Figure 8.3 three values are presented, which are the sulfur concen-
tration, yOutg,SO2 , and temperature, T
Out
g , at the outlet, and the pressure loss over
the scrubber, ∆P . These values are normalized relative to the finest quality,
φFine, which is defined in (8.1)
εRel =
φi − φFine
φFine
(8.1)
The relative errors, εRel, are shown on the left axis of Figure 8.3, which spans
between −15 % and 15 %, which will be common for all independence studies
in this chapter, such that the graphs throughout this chapter are comparable.
The actual values within the presented span are shown on the three right axes.
Notice that the actual values presented are those before the model is tuned to
the experimental values, which is done in Chapter 10: Model tuning.
The relative errors seen in Figure 8.3 fluctuate between −2.5 and 2.5 %, where
the errors become smaller with increasing quality. As the errors are relatively
small, the fifth mesh quality QMesh = 5 is used in the scrubber model, as this
was relatively cheap in terms of computational requirements, while the errors
are below approximately 2 %.
8.3 Domain size independence
As described in Chapter 6: Continuous phase, rotational symmetry was exploi-
ted to reduce computational requirements. Therefore, only a fraction of the
scrubber is simulated, as the tangential components are assumed to cancel out,
where the domain size independence study serves to validate this assump-
tion. Eight different simulations are carried out, where θMesh is varied from 1◦
to 180◦ with eight different steps. The results are shown in Figure 8.4 on the
next page, where the upper axis shows the fraction of a full circle, θMesh/360◦.
As seen in Figure 8.4, the relative error, εRel, is below 5 % for yOutg,SO2 and T
Out
g
relative to the values at θMesh = 180◦, although these fluctuate slightly. How-
ever, the pressure loss, ∆P , is approximately 15 % lower for θMesh = 1◦ com-
pared to θMesh = 180◦, where the general tendency is that the pressure loss
increases with increasing θMesh. One reason for this tendency is that a 3D sim-
ulation allows for tangential flows, which are not present in the 2D simulation,
where θMesh = 1◦. These tangential flows might result in large eddies, which
will increase the overall pressure loss. The tangential variations were investi-
gated, where an example is shown in Figure 8.5 for the gas temperature, Tg(θ),
for the finest simulation, where θMesh = 180◦.
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Figure 8.4: The results from the domain size independence study.
The results are presented in a similar manner to Figure 8.3. The up-
per axis shows the fractions of a full circle.
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Figure 8.5: An example of the tangential variations for the gas temperature. The graph
to the right is constructed by probing the temperature along the highlighted lines in the
illustration to the left, where the query/probing points are shown with the black dots.
Figure 8.5 shows an illustration of the scrubber to the left, which spans θMesh.
The dotted lines are indicating query points, where the flow variables are in-
terpolated on the mesh. An example is shown to the right, where the temper-
ature, Tg(θ), can be seen to vary as a function of θ. The average temperature
for this example is 12.8◦C, where the differences from the average are shown
on the right axis, ∆Tg(θ).
By sampling a large number of query points over the whole continuous phase
domain, the general tangential variations can be estimated. This was done by
generating 20000 interpolation lines similar to the one shown in Figure 8.5,
where ∆Tg(θ) was evaluated for a single line. For each discrete value of θ,
all values of ∆Tg were gathered, and the 5, 25, 50, 75, and 90 % fractiles were
calculated. The results from this analysis are shown in Figure 8.6.
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Figure 8.6: The average tangential variations of
∆Tg(θ), where five different fractiles are shown.
For each value of θ in Figure 8.6, ∆Tg was evaluated for all 20000 query points,
where an example of this was shown in Figure 8.5 by the big black dots along
the interpolation lines. Having done so, the fractiles were calculated, which
are shown in Figure 8.6. As seen in the figure, the average tangential varia-
tions are mostly below 7.5 K for the 90 % fractile. The 75 % fractiles are all
below approximately 2 K, and the 50 % fractile is practically 0. Therefore, the
assumption about the tangential variations to cancel out on average is sup-
ported by these results, where other flow variables were investigated as well.
Based on the results in Figure 8.4, the domain size used for the model tuning
in Chapter 10: Model tuning is chosen to be θMesh = 1◦. This is primarily based
on the massively reduced computational requirements, which the 2D mesh
will results in. The relatively large error for the overall pressure loss will be
further addressed in Chapter 10: Model tuning.
8.4 Parcel count independence
The parcel count independence study is carried out by varying the typical
mass of each parcels. The parameter used for this analysis is ñ, which defines
the number of parcels per kilogram of water. This parameters is used by all
sub-models, which are injecting droplets into the domain, which are: sprayer
injection, demister re-injection, film atomization, and film separation. Each of
these sub-models are injecting a given mass flow into the scrubber, ṁModel.
This mass flow is distributed over a number of parcels, which is calculated
using (8.2).
nModel = round
(
(ṁModel ·∆t) · ñ
)
(8.2)
nModel is the number of parcels injected by a given sub-model per time-step.
For instance, a sprayer nozzle injecting 7.5 kg/s will inject 15 parcels per time-
step assuming ∆t = 1 ms and ñ = 2000 parcels/kg.
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During any simulation, the total number of parcels will increase until steady-
state is achieved, where the number of seeded parcels is equal to the number
of eliminated parcels per time-step. The values of ñ are varied from 100 to
3000 parcels/kg with 16 different values, where the results are shown in Fig-
ure 8.7.
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Figure 8.7: The results from the parcel count independence study, where ñ is
varied between 100 and 3000 parcels/kg with 16 different values. The vertical
dashed line is the value chosen for further analyses.
Figure 8.7 shows εRel, where the error values can be seen to deviate signifi-
cantly at ñ = 100 parcels/kg, but converges towards finite values as ñ increases.
The total number of parcels, when steady-state is achieved, nParcels, is shown
in Figure 8.8, where the liquid accumulation within the scrubber is shown as
well, mAccu.
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Figure 8.8: The total number of parcels when steady-state has been
achieved during the parcel count independence study. The liquid accu-
mulation, mAccu, is shown in grey, where the right y-axis applies.
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Figure 8.8 shows the total number of parcels at steady-state, which can be seen
to increase proportional to ñwith a proportionality factor of 25.9kg. The liquid
accumulation, mAccu, which is simply the sum of all wall film elements and
all suspended droplets, is shown in the figure as well as the grey line, which
corresponds to the right axes. The liquid accumulation should be constant
with changing ñ, which can be seen to be the case in the figure, where the
liquid accumulation is mAccu ≈ 34 kg.
Based on the results in Figure 8.7, ñ = 1000 parcels/kg is used in the model de-
spite εRel ≈ 5%, as this was found to be a good compromise between accuracy
and computational requirements.
8.5 Discrete phase time-step independence
The discrete phase is advanced with each iteration, which is defined using a
specified time-step, ∆t. This constant is varied from 0.25 to 10 ms with eight
different steps, where the results are shown in Figure 8.9.
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Figure 8.9: The results from the time-step independence study. The
vertical dashed line indicates the value chosen for further analyses.
As seen in Figure 8.9, the finest time-step is 0.25 ms, so all data are normalized
relative to this point. The errors for ∆t = 10 ms, which is the coarsest time-
step, are all below 3 %, so the model is not sensitive to ∆t within this span.
The time-step chosen for further analyses is ∆t = 2 ms, which is indicated by
the vertical dashed line in the figure.
8.6 Eulerian wall film length independence
The Eulerian wall film requires all surfaces to be meshed into a finite number
of wall film elements, on which the models described in Chapter 5: Eulerian
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wall films are solved. The average wall film length is varied from 5mm to 40mm
in increments of 5 mm, which resulted in eight different values of ∆LF. The
results are shown in Figure 8.10, where the total number of wall film elements
is shown on the upper axis.
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Figure 8.10: The results from the Eulerian wall film length independence study.
The vertical dashed line indicates the value chosen for further analyses.
As seen in Figure 8.10, the relative errors compared to the finest wall film
length, ∆F = 5 mm, are fluctuating. All relative errors are below 5 % except
for ∆LF = 40 mm, where the errors start to increase significantly. The value
of ∆LF chosen for further analyses is ∆LF = 20 mm, where the errors are
approximately 3 %.
8.7 Summary
Based on the five independence studies, the values chosen for further analyses
are those shown in Table 8.2.
Table 8.2: An overview of the results from the independence studies.
The relative errors, εRel, for the selected values are shown in the table.
εRel [%]
Variable Value used yg,SO2 T
g
Out ∆P
QMesh 5 +0.4 −1.3 −1.0
θMesh 1
◦ −0.1 −1.6 −15.3
ñ 1000 parcels/kg −4.9 −4.3 +2.4
∆t 2 ms +0.3 +0.4 +0.0
∆LF 20 mm −3.1 −2.9 +2.2
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As seen in Table 8.2, all relative errors are below 5% except ∆P for θMesh. How-
ever, due to the massive reduction in computational requirements, a value of
θMesh = 1
◦ was chosen. The large error of −15.3 % will be further addressed
in Section 10.4: Results.
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9 EXPERIMENTS
In order to validate and tune the scrubber model, a set of experimental tests
were carried out at the Alfa Laval Test & Training Centre under varying con-
ditions, such that the scrubber model can be verified and tuned to different
operating scenarios. A description of the test centre and the experimental
setup along with the experimental methods and procedures are given in the
first two sections in this chapter. The results from the tests are presented in the
third section, where a Least Squares Adjustment technique is applied to the re-
sults in order to have consistent measurements, which can be used to validate
the computational scrubber model.
9.1 Test centre and setup
The Alfa Laval Test & Training Centre facilitates 1350 m2 of testing area [Alfa
Laval (4)]. The centre features all components on-board an operating ship,
where a 9 cylinder 4-stroke dual fuel 2 MW 28/32 MAN engine is installed
capable of running on both HFO and MGO [MAN Diesel & Turbo (90)]. A
sketch of the test centre is shown in Figure 9.1.
Engine
Heater
Inlet air
to engine
Sick 810
Sick 100
SCR
Exhaust 
gas boiler
Scrubber
Sick 200
To exhaust
gas funnel
Jet and abs-
orber tanks
Chemical
dosing tank
Figure 9.1: The experimental setup used for verifying and modelling the scrubber
model. The image is from [Alfa Laval (4)]. The gas stream from the engine to the
exhaust funnel is highlighted with five major components, and three gas analysers
are present in the exhaust gas line, which are indicated with the black circles.
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9.1.1 Components
The gas stream passes through five major components, which are described
below:
Engine: The engine is a MAN 28/32 engine with 9 cylinders capable of pro-
viding 2 MW shaft power [MAN Diesel & Turbo (90)]. The engine can operate
on both MGO and HFO, where HFO was used during the tests. It is con-
nected to a generator, which can provide 1.8 MW electrical power at full load,
and is connected to the electrical grid of Aalborg, such that it can support the
demand from the city when running.
Heater: Six electrical heaters are located after the engine, which serve to heat
the exhaust gas, such that different inlet temperatures can be tested for the re-
maining components. Each of the heaters has a capacity of 50kW allowing for
a total of 300 kW, if all heaters are active. It should be noted that the heaters
are not present on-board an operating ship, but are only used for testing pur-
poses.
SCR: The Selective Catalytic Reduction, SCR, unit is used for removing NOx
from the exhaust gas. The unit is a Haldor Topsøe DNX catalyst [Haldor
Topsoe (66)], and removes NOx by injecting urea into the exhaust gas stream,
which reacts on the catalytic surfaces within the unit.
Exhaust gas boiler: An Alfa Laval XW exhaust gas boiler is installed after
the SCR unit, which extracts heat from the exhaust gas to produce steam. It
operates at 7 bar, and has a steam capacity of 600 kg/h. The steam line is
also connected to the district heating of Aalborg to support the demand when
running.
Scrubber: The Alfa Laval Experimental Scrubber, ALES, is a wet inline scrubber
designed for 1.6MW with a diameter of 1.092m and a height of 5.96m from the
jet water trap to the bottom of the demister, and features both closed-loop and
open-loop operation. Different chemicals can be added to the water during
closed-loop operation. The jet and absorber tanks can be seen in Figure 9.1
to the right of the scrubber inlet, and the chemical dosing tank used during
closed-loop operation is shown above the tanks.
9.1.2 Sensors
Hundreds of sensors are installed at the test centre, which are logging values
every 10 s. Three gas analysers are present on the exhaust gas line, where
two are placed before the scrubber and one after. An overview of the sensors
related to scrubber operation is shown in Figure 9.2.
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TOutgMAN 28/32 engine
Heaters
Haldor Topsøe
DNX catalyst
Alfa Laval
XW boiler
ṁJet,Inl
pHAbs,Out
Ambient air:
TAirg
RHAirg
ṁFuel
Abs 2
Jet
Abs 1
Abs 3
∆P
yS810g,O2
Sick 810:
yS100g,CO2
yS100g,H2O
yS100g,O2
yS100g,SO2
Sick 100:
yS200g,CO2 y
S200
g,SO2
Sick 200:
ṁAbs,Inl
T Inl
ṁInl
pHIn
T Ing
Figure 9.2: The sensors related to scrubber operation. The three gas
analysers measure different values, which are all used in this study.
Figure 9.2 shows some of the sensors related to scrubber operation. The ex-
haust gas flow from the engine is calculated using the values from the two
gas analysers located before the scrubber, Sick 810 and Sick 100, along with
the fuel flow. The performance of the scrubber is evaluated using the differ-
ential pressure transmitter, ∆P , along with the inlet and outlet sensors, where
yg,SO2 is measured before and after the scrubber, yS100g,SO2 and y
S200
g,SO2
respectively.
Notice that yg,i is the mole fraction of the ith species in the exhaust gas. All
subscripts for the gas and liquid values are shown with (...)g or (...)l respec-
tively, and the superscripts show the locations of the measured values, such
as ṁJet,Inl , which is the inlet liquid mass flow to the jet.
9.2 Method and procedure
The tests were carried out by operating the engine at different loads while
activating or deactivating different sprayer layers, which were shown as Abs
1, Abs 2, Abs 3, and Jet in Figure 9.1. An overview of the different tests carried
out is shown in Table 9.1, where both the engine loads and the scrubber loads
are shown. The scrubber is designed for 1.6MW, which is below the maximum
electrical power of the engine of 1.8 MW.
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Table 9.1: An overview of the different tests. The target power was 800 and
1600 kW, which can be seen to fluctuate slightly during the tests. The crosses
indicate which sprayer layers are activated, where the names refer to Figure 9.2.
Test
Engine
load
Scrubber
load
Power ṁInl Jet Abs 1 Abs 2 Abs 3
[−] [%] [%] [kW] [kg/s] [−] [−] [−] [−]
1 44.9 50.5 809 9.9 × ×
2 44.9 50.5 808 7.6 ×
3 44.9 50.5 808 9.5 × ×
4 45.0 50.7 811 7.1 ×
5 45.1 50.7 811 14.6 × × ×
6 45.2 50.8 813 12.3 × ×
7 44.7 50.3 805 18.6 × × × ×
8 45.3 50.9 815 16.4 × × ×
9 88.8 99.9 1598 9.8 × ×
10 89.2 100.3 1605 7.5 ×
11 88.8 100.0 1599 9.4 × ×
12 88.3 99.4 1590 7.1 ×
13 88.4 99.4 1591 14.5 × × ×
14 88.6 99.7 1595 12.2 × ×
15 88.8 99.8 1598 18.4 × × × ×
16 88.8 99.9 1598 16.3 × × ×
As seen in Table 9.1, all sprayer layers are activated for the seventh test, and
the load is approximately 50 % of the design load for the scrubber. This
test was used for the independence studies in Chapter 8: Independence studies.
Steady-state values were ensured by monitoring different process parameters
during the test, which settled after a few minutes. The ambient air properties
during the tests were found using the national weather service [Danish Mete-
orological Institute (29)], and the seawater properties were determined from
laboratory analyses [EKOKEM (44)]. These values are shown in (9.1).
TAirg = 5
◦C pHIn = 8.1
RHAirg = 95 % S = 20.8 g/kg
T Inl = 8.06
◦C I = 0.423 mol/L
AT = 2.1 mmol/L
(9.1)
It should be noted that the salinity, S, is significantly lower compared to typ-
ical seawater, which is caused by brackish water inflows to Limfjorden, which
is the fjord passing through Aalborg. The ionic strength, I , was not measured,
but instead calculated using (3.5) on page 23 based on the salinity.
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9.2.1 Filtering
All sensors have some associated uncertainty with the logged values, which
causes the signals to fluctuate around mean values [Antoine et al. (9)]. This
can be seen in Figure 9.3, where various values from Figure 9.2 are shown.
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Figure 9.3: Seven of the main parameters during the 16 tests, which are indi-
cated by the shaded areas and the numbers in the upper figure. The black and
grey lines are linked to the left and right axes respectively.
Each test in Table 9.1 is highlighted with the shaded areas in Figure 9.3 ac-
cording to the numbers in the top figure. As seen in the figure, most values
fluctuate slightly, which is caused by measurement uncertainties, so a filter
was applied to obtain steady-state values. This filter first removed the out-
liers, after which the median value was found. This simple method proved
suitable for the signals shown in Figure 9.3.
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It should be noted that the sulfur concentration measured between the engine
and the scrubber, yS100g,SO2 , can be seen to increase from approximately 490 to
540 ppm between 09:00 and 10:00. This is caused by a fuel switch, where the
engine had been running with MGO prior to carrying out the experiments for
this study, where HFO was used. Due to the installation of the fuel line at the
test centre, the fuel switch takes several hours of running.
9.3 Least squares adjustment
The filtered signals for each test can be used to tune and verify the computa-
tional scrubber model. However, as the signals are noisy, and some sensors
might not be fully calibrated or accurate, the resulting signals will not yield
physical results. A simple example of this is a pipe with two mass flow sen-
sors. These should both yield the same mass flow, but due to the mentioned
uncertainties, the signals will most likely be different. Therefore, the mass
flows must be adjusted, which, in this simple example, is simply done by cal-
culating the average value. This is illustrated in Figure 9.4.
t [s]
ṁ
[k
g
/
s]
0 0.2 0.4 0.6 0.8 1
1.7
1.8
1.9
2.0
2.1
ṁA
ṁB
¯̇mA
¯̇mB
¯̇m =
¯̇mA + ¯̇mB
2
ṁA ṁB
Figure 9.4: An illustration of the fundamental measurement prob-
lem when having multiple sensors, which should yield identical val-
ues. Both measurement errors and calibration errors pose problems.
In the case of multiple sensors with numerous logged values, such as mass
flow, mole fractions etc., the problem becomes more complex, where each sen-
sor value must be adjusted in order to ensure mass, energy, and elementary
mole balance. As the experimental data are used to validate the model, the
data must satisfy these critical balances. If they do not, the scrubber model
will never be able to predict the correct results, as mass and energy balance
is fully accounted for in the computational scrubber model, which was de-
scribed in Section 7.3: Mass, energy, and mole balances.
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9.3.1 Underlying model
In order to adjust any signal, an underlying physical model must be assumed.
In the case of the simple pipe with the two mass flow sensors shown in Fig-
ure 9.4, the underlying physical model, which must be obeyed at all times, is
simply mass balance. In the case of the experimental setup at the Alfa Laval
Test & Training Centre, the underlying physical model is more complex and
is described in this subsection.
Ambient air
In order to determine the composition and mass flow of the gas entering the
scrubber, the ambient air composition must be determined. The dry air com-
position is found in literature [Wallace and Hobbs (137)], and the wet air com-
position is calculated using the partial pressure of H2O along with the relative
humidity according to (4.85) on page 120, where the values used were shown
in (9.1). The ambient air composition is shown in (9.1), where it should be
noted that N2 is a combination of all inert gases, which include argon etc.

yAir,Dryg,CO2
yAir,Dryg,H2O
yAir,Dryg,O2
yAir,Dryg,SO2
yAir,Dryg,N2

=
[Wallace and Hobbs (137)]︷ ︸︸ ︷
380 ppm
0 %
20.95 %
0 %
79.01 %

,

yAirg,CO2
yAirg,H2O
yAirg,O2
yAirg,SO2
yAirg,N2

=
T=5◦C
RH=95 %︷ ︸︸ ︷
377 ppm
0.812 %
20.78 %
0 %
78.37 %

(9.2)
ṅFuel ·
(
xC C + xH H + xO O + xS S + xN N
)
+
ṅAirg ·
(
yAirg,CO2 CO2 + y
Air
g,H2O H2O + y
Air
g,O2 O2 + y
Air
g,SO2 SO2 + y
Air
g,N2 N2
)
↓ ṅExg,CO2︷ ︸︸ ︷(
ṅFuel · xC + ṅAirg · yAirg,CO2
)
CO2 +(
ṅFuel ·
xH
2
+ ṅAirg · yAirg,H2O
)
H2O +(
ṅFuel · (−xC −
xH
4
+
xO
2
− xS) + ṅAirg · yAirg,O2
)
O2 +(
ṅFuel · xS + ṅAirg · yAirg,SO2
)
SO2 +(
ṅFuel ·
xN
2
+ ṅAirg · yAirg,N2
)
︸ ︷︷ ︸
ṅExg,N2
N2
(9.3)
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Combustion process
Having determined the air composition, the exhaust gas from the engine can
be calculated, which requires the mass flow and composition of the fuel oil
to be known. The combustion process can be expressed according to (9.3) on
the prevous page. xC, xH etc. are the mole fractions of carbon, hydrogen etc.
in the fuel oil. The exhaust gas composition is defined in (9.4), where ~̇nExg is
composed of the leading coefficient on the product side of (9.3), where ṅExg,CO2
and ṅExg,N2 were shown in the equation as examples. The fuel composition
vector, ~xFuel, is shown as well in (9.4).
~xFuel =
[
xC xH xO xS xN
]T
~̇nExg =
[
ṅExg,CO2 ṅ
Ex
g,H2O
ṅExg,O2 ṅ
Ex
g,SO2
ṅExg,N2
]T
~yExg =
~̇nExg∑
i ṅ
Ex
g,i
(9.4)
Stoichiometric combustion is obtained when no oxygen is present on the prod-
uct side. The ratio between air and fuel under stoichiometric conditions is
calculated using (9.3), which is stated in (9.5).(
ṅAirg
ṅFuel
)
Stoich
=
xC +
xH
4 −
xO
2 + xS
yExgO2
(9.5)
λ is the excess air ratio, which is shown in (9.6) [Turns (132)].
λ =
(
ṅAirg
ṅFuel
)
(
ṅAirg
ṅFuel
)
Stoich
=
(
ṅAirg
)(
ṅAirg
)
Stoich
(9.6)
By combining (9.3) to (9.6), an expression for the exhaust gas composition as
a function of λ can be obtained. Assuming the compositions of fuel oil, ~xFuel,
and the ambient air, ~yAirg , to be known along with the fuel flow, ṅFuel, the
exhaust gas flow can be calculated using any of the equations in (9.7).
Sick 810:
yExg,O2(λ)
1− yExg,H2O(λ)
= yS810g,O2
Sick 100:
yExg,CO2(λ) = y
S100
g,CO2 y
Ex
g,O2(λ) = y
S100
g,O2
yExg,H2O(λ) = y
S100
g,H2O y
Ex
g,SO2(λ) = y
S100
g,SO2
(9.7)
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The values in (9.7) on the left-hand sides are calculated values as functions of
λ, whereas the values on the right-hand sides are the measured values from
the gas analysers. The Sick 810 gas analyser measures the gas composition on
a dry basis, so the value of yg,O2 is normalized by the sum of all mole fractions
except yg,H2O.
Each of the five constraints in (9.7) can be used independently of the others to
calculate the gas flow and the exhaust gas composition using (9.2) and (9.3),
when the fuel oil mass flow is known. However, the resulting gas flow will
differ dependent on which constraints in (9.7) is used due to measurement
uncertainties. Therefore, a method of combining all constraints is used to cal-
culate the gas flow in this study.
9.3.2 Least squares adjustment
The underlying physical model for calculating the exhaust gas flow is illus-
trated in Figure 9.5.
yAirg
ṅFuel
xFuel
λ
Combustion
process To scrubber
ṅAirg (λ)
yExg (λ)
ṅExg (λ)
yS100g,CO2
yS100g,H2O
yS100g,O2
yS100g,SO2
yS810g,O2
Sick 810 Sick 100
Figure 9.5: An overview of the underlying physical model used
for calculating the exhaust gas flow and composition, ~yExg .
As seen in Figure 9.5, fuel and air is mixed during the combustion process,
where the resulting gas composition is ~yExg , which is a function of λ. The
gas flows obtained using (9.7) differ depending on which measured value is
used, so in order to get a more statistically accurate flow, the Least Squares
Adjustment, LSA, technique is applied [Ghilani (59)]. This technique calculates
λ by minimizing the sum of normalized squared errors between the measured
and calculated mole fractions in the exhaust gas. This is stated in (9.8).
Minimize: f(λ) (9.8)
fi(λ) =

yExg,O2
(λ)
1−yExg,H2O(λ)
− yS810g,O2
yS810g,O2

2
+
(
yExg,CO2(λ)− y
S100
g,CO2
yS100g,CO2
)2
+
(
yExg,H2O(λ)− y
S100
g,H2O
yS100g,H2O
)2
+
(
yExg,O2(λ)− y
S100
g,O2
yS100g,O2
)2
+
(
yExg,SO2(λ)− y
S100
g,SO2
yS100g,SO2
)2
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Where fi is the objective function for the ith test, so a total of 16 functions
are generated from (9.8), as 16 tests were carried out. fi(λ) has five contribu-
tions on the right-hand side, which are each of the measured values before the
scrubber, which was shown in Figure 9.5.
The problem stated in (9.8) is non-linear, so an iterative least squares algorithm
is used to minimize the objective function. The tendencies for fi(λ) are shown
in Figure 9.6 for all 16 tests, where the fifth test is highlighted by the thick
black line, f5(λ).
λ = 2.87
λ [−]
)
[−
]
2.00 2.25 2.50 2.75 3.00 3.25 3.50 3.75 4.00
0.0
0.2
0.4
0.6
fi(λ)
f5(λ)
f i
(λ
Figure 9.6: The tendency for fi(λ), where the
fifth test is highlighted with the black line.
As seen in Figure 9.6, the tendencies for fi(λ) are similar for all tests, which is
expected, as the engine will typically operate with constant λ. Minima exist at
λ ≈ 2.85, where the minimum for the fifth test was located at λ = 2.87. This
value is higher than expected for a four-stroke diesel engine, which is typically
λ ≈ 2.2, but this particular engine was originally adjusted to a tropical climate,
and therefore the value of λ is higher than normal. It should be noted that the
values of fi(λ) in Figure 9.6 are small but non-zero at the minima. By applying
the LSA technique, the statistically most accurate gas flow can be calculated,
where all five measured mole fractions from the two gas analysers are taken
into account.
9.3.3 Fuel composition
In order to determine the sulfur content in the HFO, multiple samples were
sent to different analyses. This was done to compare the result using different
techniques for determining the composition. However, the results from the
different analyses did not match, and the sulfur content, wS = xS · M(S),
were reported to be between 2.17 % and 2.45 % by mass. As the values differ
significantly, an alternative approach was used to get a more accurate estimate
for the HFO sulfur content.
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The LSA technique, previously described, is used with a constant value for
wS. When doing so, the resulting sum of squares takes a finite value, fi. This
value reflects the overall error between the measurements and the corrected
values for the ith test. By wrapping a loop around the LSA technique, while
varying the HFO sulfur content, wS, the average error can be evaluated as a
function of wS. This is shown in (9.9), where F (wS) is the average error, when
all 16 test are taken into account for a given value of wS.
Minimize: F (wS)
F (wS) =
1
nTest
nTest∑
i
(Minimize fi(λ,wS) by adjuting λ)
(9.9)
The combined objective function in (9.9), F (wS), is the average of all 16 val-
ues for fi, which are obtained using (9.8), which is an optimization problem in
itself. The combined optimization function allows for calculation of the statis-
tically most accurate value of wS, where the tendency for F (wS) is shown in
Figure 9.7.
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Figure 9.7: The results from tuning the HFO sulfur content to match
the gas composition from the experimental data by minimizing F (wS).
As seen in Figure 9.7, a minimum exists at wS = 2.32 %, which is in-between
the two fuel analyses of 2.17 and 2.45 %. Therefore, the optimized value of
2.32 % is assumed most accurate and is used for further processing. It should
be noted that this technique allows wS to be determined without any prior
knowledge of the fuel sulfur content. The resulting fuel composition is shown
in Table 9.2 along with the results from the two fuel analyses.
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Table 9.2: The two fuel analyses and the optimized fuel composition according to
the LSA technique, which was visualized in Figure 9.7. The optimized values for
wC, wO, and wN are average values of the two fuel analyses, whereas wH was
adjusted to make the mass fraction sum to unity.
Value Analysis 1 Analysis 2 Optimized
wC 86.90 % 85.40 % 86.15 %
wH 9.54 % 10.42 % 9.97 %
wO 1.00 % 1.29 % 1.15 %
wS 2.17 % 2.45 % 2.32 %
wN 0.39 % 0.44 % 0.41 %∑
100 % 100 % 100 %
9.3.4 Overview
Having determined the statistically most accurate fuel oil sulfur content of
wS = 2.32 %, and having applied the LSA technique to all tests, the gas flow
for each test can be calculated. Each of the sensor values are adjusted to sat-
isfy the underlying physical model, where the required changes are shown in
Table 9.3.
Table 9.3: The required changes to the filtered signals for all 16 tests, where wS = 2.32 %.
The average and the Root Mean Square, RMS, errors are shown in the bottom two rows.
Test λ [−] Sick 810
Sick 100
yS810g,O2 [%] y
S100
g,CO2
[%] yS100g,H2O [%] y
S100
g,O2
[%] yS100g,SO2 [%]
1 2.941 − +3.86 +6.11 +7.99 −4.18
2 2.915 − +2.96 +5.13 +8.41 −2.51
3 2.884 − +2.49 +4.55 +8.95 −1.38
4 2.869 − +2.32 +4.23 +9.21 −0.84
5 2.867 − +2.03 +3.96 +9.24 −0.35
6 2.864 − +1.82 +3.73 +9.29 +0.06
7 2.849 − +1.76 +3.73 +9.56 +0.28
8 2.852 − +1.60 +3.71 +9.52 +0.42
9 2.818 − +1.35 +3.22 +10.13 +1.43
10 2.830 − +1.16 +3.14 +9.91 +1.54
11 2.813 − +1.29 +2.89 +10.22 +1.80
12 2.814 − +1.25 +2.81 +10.21 +1.90
13 2.840 +4.60 +2.02 +3.38 +9.72 +2.82
14 2.836 +4.62 +2.09 +3.51 +9.82 +2.71
15 2.834 +4.68 +2.08 +3.59 +9.84 +2.71
16 2.839 +4.82 +2.06 +3.59 +9.75 +2.74
Average 2.854 +4.68 +2.01 +3.83 +9.49 +0.57
RMS 2.854 +4.68 +2.12 +3.92 +9.51 +2.06
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Some of the values in Table 9.3 for yS810g,O2 are not included, as the sensor failed
during these tests. The values of λ in the table, where fi(λ) is minimized,
are almost constant. The required changes to satisfy the underlying physical
model are shown in the table, where the maximum required change is 10.22 %
(Test number 11 for yS100g,O2 ). Some general tendencies can be seen in the table,
where most values are adjusted with positive values. The values of yS100g,O2 are
adjusted by 9.51 % on average, so this sensor is most likely at fault for the
inconsistencies in the data.
9.4 Experimental results
The raw signals were filtered and subsequently adjusted according to the un-
derlying physical model using the LSA technique. It should be noted that
the adjustments were only made to the inlet gas flow to the scrubber. The
outlet gas concentrations were not modified, and neither were any of the tem-
perature or differential pressure signals. The results from all experiments are
shown in Table 9.4 on the next page.
As seen in the table, the engine power is approximately 0.8 MW for the first
eight tests, and approximately 1.6 MW for the remaining, which is the design
load for the scrubber in the test centre. The mass flow of water into the jet can
be seen to be zero for every second case, where the jet nozzles were deacti-
vated as shown in Table 9.1 on page 182.
The outlet temperature can be seen to be generally higher for the high load
cases compared to the low load cases, as the mass flow of gas is increased,
while the water flow remains constant. The same tendency can be seen for the
outlet sulfur equivalent, SOutEq = y
S200
g,SO2/y
S200
g,CO2 · 100/43.3.
The values for the pressure transmitters are shown in the last column of the
table, where the total pressure loss over the scrubber, ∆P , is approximately
250 Pa and 850 Pa for the low and high load cases respectively.
The results in the table will be used as inputs to the model in the next chapter,
where the model is tuned to match the experimental results.
191
Chapter 9 - Experiments
Table
9.4:The
adjusted
results
from
the
experim
entaltests.
Test
Pow
er
λ
ṁ
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The scrubber model is comprised of numerous sub-models, where each of
these require model parameters, which were found either empirically or the-
oretically in their respective studies. These parameters affect the results of
the model, where the main result is the sulfur equivalent at the outlet of the
scrubber. Other output results are of interest as well, which include the out-
let temperature of the gas and the overall pressure loss. These three output
parameters should match the results from the experimental tests described
in Chapter 9: Experiments, when simulations are carried out under the same
conditions. Therefore, some of the model parameters are tuned, such that the
scrubber model will yield realistic results. Each parameter should, ideally, be
determined by carrying out controlled experiments, but this is not feasible to
do in this study, so an alternative approach is used, where several parameters
are tuned simultaneously using a pattern search algorithm. This requires an
objective function to be defined, where the errors between the results from the
experiments and the simulations can be quantified.
10.1 Objective function
An objective function is defined, which quantifies the error between the ex-
perimental results and the model results, such that the model parameters can
be tuned. Three values are of interest, which are the temperature at the out-
let, TOutg , the sulfur equivalent at the outlet, SOutEq , and the overall pressure
loss, ∆P . The quantified error between the measured and simulated values is
shown in (10.1), where fi(~β) is the error for the ith test, where a total of 16 tests
were carried out as described in Chapter 9: Experiments. The model parameters
to be tuned are combined in ~β, and are described in detail in the next section.
fi(~β) =
((
T̃Outg,i (
~β)− TOutg,i
1 K
)p
· wT +
(
S̃OutEq (
~β)− SOutEq
0.01 %
)p
· wSEq+
(
∆P̃i(~β)−∆Pi
10 Pa
)p
· w∆P
)1/p (10.1)
The values with a tilde accent are from the computational scrubber model,
whereas the values without this accent are from the experimental tests. It can
be seen that the values from the model are functions of ~β, such as T̃Outg (~β),
which is the outlet gas temperature from the model. The errors between the
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experimental and model outputs are divided by a constant, which normalizes
the error, such that the numerical value of the relative errors all have the same
order of magnitude. For instance, the temperature error will be of the order of
100 K, whereas the outlet sulfur equivalent is of the order of 10−3. The errors
are weighted according to the p-norm, where each error is raised to the power
of p, and the sum is raised to the power of 1/p. By increasing p, the largest error
of the three will contribute relatively more to fi(~β) compared to the others. A
value of p = 3 was used in this study.
wT, wSEq , and w∆P are weights, which are used to adjust the relative impor-
tance of each variable. It should be noted that each normalization factor and
weight pair can be combined to a single scalar, but this is not done in this
study. The objective function in (10.1), fi(~β), applies to the ith test, so in or-
der to tune the model to match all experimental cases, which spans various
scenarios, a global objective function is defined, which is shown in (10.2).
Minimize: F (~β)
F (~β) =
1
nTest
nTest∑
i
fi(~β)
(10.2)
The global objective function is a measure of the fitness across all experimental
tests, and this value is to be minimized using a pattern search optimization
algorithm.
10.2 Variables
The global objective function stated in (10.2) is a function of ~β, which is a
vector containing the parameters to be tuned. Numerous parameters are used
in the scrubber model, but not all affect the results equally. The values chosen
for tuning are shown in Table 10.1 on the next page, and are selected such that
the output variables can be adjusted.
The six variables of ~β in Table 10.1 are tuned using a pattern search algorithm,
and this requires limits for each variable along with a step size, which will
be described in the next section. Each variable is related to an equation previ-
ously described, where the references are shown in the table. The six variables
are described below:
– D32 and NRR are related to the sprayer nozzle parameters, where D32 is
the average droplet size, andNRR is the spread parameter, where increas-
ing values will result in generally larger droplets.
– v̄Inj is the average injection velocity, where the truncated normal distribu-
tion was used to calculate the velocities.
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Table 10.1: The six variables in ~β, which are tuned
to minimize the global objective function, F (~β).
Variable Description
Equation
and
page
Step
Lower
limit
Upper
limit
D32
Mean injection
droplet diameter
Eq. 4.8
Page 67
150 µm 1100 µm 2000 µm
NRR
Rosin-Rammler
spread parameter
Eq. 4.8
Page 67
0.1 1.6 2.0
v̄Inj
Mean injection
velocity
Eq. 4.5
Page 66
1 m/s 11 m/s 21 m/s
CIP
Instability
constant
Eq. 4.66
Page 108
50 1000 2000
φh
Heat transfer
coefficient multiplier
Eq. 4.79
Page 118
0.05 0.5 2.0
φk,H2O
Mass transfer coefficient
multiplier for H2O
Eq. 4.84
Page 120
0.05 0.5 2.0
– CIP is the instability constant, which is related to the internal mass and
heat transfer coefficients. Decreasing this value results in increased mass
and heat transfer coefficients.
– φh is simply a scalar multiplied to (4.79), where the external heat transfer
coefficient is calculated. Therefore, increasing this value will increase the
heat transfer coefficient.
– φk,H2O is a scalar multiplied to the mass transfer coefficient for H2O only.
The reason for only applying this to H2O is that the internal circulation
is not taken into account for this species, as the mass fraction of water is
practically unity. Therefore, in order to adjust the mass transfer of H2O,
φk,H2O is introduced.
Having defined the six variables to be tuned in ~β, the optimization algorithm
can be defined.
10.3 Pattern search algorithm
Numerous optimization algorithms exist, where each has its advantages and
disadvantages. The global objective function, F (~β), is computationally expen-
sive to evaluate, so this must be evaluated a minimum of times, if the compu-
tational time is to be kept feasible. As the variable space is very large with six
parameters in ~β, there will probably exist numerous local minima, so a global
optimization routine would be beneficial to use, but such algorithms typically
require a large number of objective function evaluations. Instead, a modified
pattern-search algorithm based upon [Lewis and Torczon (87)] is used.
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The pattern search algorithm only allows the elements of ~β to be certain val-
ues between specified upper and lower limits, thus making it a constrained
algorithm. The limits for the different variables were shown in Table 10.1. The
local gradient of F (~β) is taken into account, which increases the convergence
rate. An illustration of the principle of a pattern search algorithm is shown in
Figure 10.1.
D32 [ m]µ
m s
v̄ I
n
j
1100 1250 1400 1550 1700 1850 2000
11
13
15
17
19
21
Current point
Neighbouring
points
Lattice
Optima
Lattice optima
Figure 10.1: An illustration of the advantages and disadvantages of a pattern
search algorithm. The grey contour lines indicate any given objective function,
where the example in this figure is generated and does not reflect the global
objective function, F (~β), of the scrubber model.
Figure 10.1 shows the general principle of a pattern search algorithm, where
the example is shown with only two free variables, which are D32 and v̄Inj,
and the objective function is shown as the grey contour lines. Notice that
the example is not generated using the scrubber model, but is a constructed
example. The free variables are limited to the values on the lattice, so a value
of, for instance, D32 = 1325 µm is not valid. The lattice is constructed from the
Step, Lower limit, and Upper limit columns of Table 10.1.
The algorithm minimizes the global objective function by evaluating this on
the neighbouring points relative to the current point, and if a lower value is
found, the current point moves to this. As more and more points are evalu-
ated, the gradient of the global objective function can be approximated, such
that the current point can move in the direction, where the objective function
is decreasing most rapidly. At some point, the current point will be located on
the lattice optima, after which no other point exist, which has a lower objec-
tive score. However, the true optima is not reached, as this does not intersect
with the lattice in the given example. Some methods refine the lattice, when
the neighbouring points all have an objective value greater than that of the
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current point, such that the true optima can be reached [Lewis and Torczon
(87)]. This is however not applied in this study, but rather the method used in
this study searches further away to look for other local optima with a lower
value of the objective function.
10.3.1 Steps
The patterns search algorithm used in this study can be described in five steps,
which are described below:
Step 1: List permutations
The first step is to list all permutations relative to the current point, which is
shown in Figure 10.2, where only two variables are present in ~β: β1 and β2.
δ =
√
13δ =
√
10δ =
√
9δ =
√
8
δ =
√
5δ =
√
4δ =
√
2δ =
√
1
Integer steps
β1
β2
Current point
Neighbouring points
Figure 10.2: An illustration of the permutation process around the
current point, which is shown with the solid black dots. The distance
to the neighbouring points, δ, are shown for each permutation above
each graph, assuming integer steps between the lattice points.
As seen in Figure 10.2, the neighbouring points in the upper left graph are
located a distance of
√
1 = 1 away from the current point, assuming the lattice
to have integer steps. The second graph shows neighbours, which are located
a distance of
√
2 away. This process continues, and is directly applicable for
multidimensional cases as well, where the number of free variables is greater
than two.
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Step 2: Calculate gradient
F (~β) is computationally expensive to evaluate, so the neighbouring lattice
points in the direction of steepest descend should be evaluated first. This is
found by calculating the gradient at the current point by using the previously
evaluated lattice points, which is illustrated in Figure 10.3.
Integer
steps
δ=
√ 2
β1
β2
Current point
Evaluated points
used when calculating
the gradient
Evaluated points not
used when calculating
the gradient
Figure 10.3: An illustration of the points, which are used for approximating
the local gradient of F (~β). Only the points within a distance of
√
2 are included.
Figure 10.3 shows a lattice with two free variables, β1 and β2, where a number
of lattice points are shown, on which the objective function, F (~β), has been
evaluated. The gradient at the current point is approximated by only using
the evaluated points, which are located within a distance of
√
2 away from
the current point. The gradient is approximated using the method of least
squares, which is shown in (10.3) [Versteeg and Malalasekera (135)].
A︷ ︸︸ ︷
∆β1,1 ∆β2,1
∆β1,2 ∆β2,2
...
...
∆β1,n ∆β2,n
 ·
∂F
∂~β︷ ︸︸ ︷
∂F
∂β1
∂F
∂β2
 =
~b︷ ︸︸ ︷
F1 − FCP
F2 − FCP
...
Fn − FCP

∂F
∂~β
=
(
AT ·A
)−1 ·AT ·~b
(10.3)
Where FCP is the global objective value for the current point. ∆β1,i is the
relative distance in β1 to the current point for the ith lattice point, and ∆β2,i is
similar but in the direction of β2. In the example shown in Figure 10.3, n = 6
as this is the number of points within a distance of
√
2 relative to the current
point, which are shown with the white dots. The linear system of equations
shown in (10.3) is typically an overdetermined system, which implies that the
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fitted plane does not go through all points. The example shown in Figure 10.3
approximates the two gradients, ∂F/∂β1 and ∂F/∂β2, based on six points, so
A has a size of 6 × 2. By excluding the points with a distance greater than√
2 relative to the current point, the non-linear tendencies are excluded, so
the local gradient is more accurately approximated. An alternative approach
could be used, where all evaluated points are included, but are weighted with
the inverse distance or a similar metric, which decreases with distance.
Step 3: Predict objective score
Having approximated the local gradient at the current lattice point, the objec-
tive function, F (~β), can be approximated on the neighbouring points from the
first step, FPredict(~β). This is done using (10.4), where ~βCP is the parameter set
for the current point.
FPredict(~β) =
(
∂F
∂~β
)T
·
(
~β − ~βCP
)
+ F (~βCP) (10.4)
Step 4: Evaluate new point
The neighbouring point with the lowest value of FPredict is evaluated using
the new parameter set, ~β.
Step 5: Update
Having evaluated the neighbouring point with the lowest value of FPredict, the
algorithm moves to this point, if the value of the objective function is smaller
compared to the current point. The algorithm first investigate all points lo-
cated a distance of
√
1 away, and if all have greater values of the objective
function compared to the current point, the algorithm evaluates the objective
function on the lattice points located a distance of
√
2 away. This process con-
tinues again and again until a lattice point with a smaller value of the objective
function is found. This simple method allows the global minimum to be found
instead of a local minimum, as the search distance increases for each iteration
instead of getting smaller.
10.3.2 Implementation
Each evaluation of the global objective function, F (~β), requires carrying out
several CFD simulations coupled with the discrete phase and the wall films.
A single simulation takes approximately an hour (see Section 11.5: Timing),
which will yield an objective score, fi(~β), for the ith test. Each evaluation
of the global objective function, F (~β), requires 16 simulations. However, in
practice, only eight tests were included in the global objective function, so
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instead of evaluating fi(~β) 16 times, it was only evaluated eight times, which
decreased the computational time significantly.
The optimization routine was fully automatized, where a tool was developed
in MATLAB. When a simulation was finished, a new simulation was automat-
ically launched, such that the optimization process could run continuously
without any manual user interaction. The optimization was carried out on a
Linux computer with 40 Intel® Xeon(R) CPU E5-2660 @ 2.60 GHz cores and
128 GB ram. Each simulation was executed in parallel with four cores, which
allowed for eight simulations to run at the same time without affecting the
performance. An example is shown in Figure 10.4, where two lattice points
are evaluated simultaneously, where each MATLAB terminal is running in se-
rial, and each OpenFOAM terminal is running in parallel with four cores.
8 parallel sessions
βA
βB
f1(βA)
f2(βA)
f16(βA)
f1(βB)
f2(βB)
f16(βB)
F (βB) =
1
nTest
nTest∑
i
fi(βB)
Current point
Neighbouring point
ID_01
ID_02
ID_16
ID_17
ID_18
ID_32
MATLAB
terminal
OpenFOAM
terminal
Sources
Data
MATLAB
terminal
OpenFOAM
terminal
Sources
Data
MATLAB
terminal
OpenFOAM
terminal
Sources
Data
Figure 10.4: An example where two lattice points are evaluated simulta-
neously. Each lattice point requires evaluating eight different test, where
each of these are assigned an objective value, fi. The global objective
function, F (~β), is the average of these eight objective values.
As seen in Figure 10.4, two lattice points are being evaluated, where the pa-
rameter sets are ~βA and ~βB. Each lattice point requires 16 simulations to be
carried out, where, in practice, only eight different tests were evaluated. The
objective function for each of these are evaluated by launching a MATLAB
and an OpenFOAM terminal, which exchange source terms and data, which
is shown to the right in the figure. When a simulation is finished, the objec-
tive function, fi(~β), is evaluated, and when all simulations for a single lattice
point are finished, the global objective function is calculated, F (~β), where an
example was shown for F (~βB) in the bottom of the figure.
10.4 Results
As described in the previous section, only eight tests were included in the
global optimization function, F (~β). These eight were chosen to be distinct
scenarios, which were test number 5-8 and 13-16, where these were shown
in Table 9.1 on page 182. The first four of these are with a scrubber load of
approximately 50 %, whereas the latter four are with 100 % scrubber load.
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The uneven tests, 5, 7 etc., have the jet sprayer nozzle activated, whereas the
others do not. Case 7, 8, 15, and 16 also have the top absorber sprayer nozzle
activated. The reason for choosing these eight scenarios for tuning is that
these reflect typical operating scenarios. The remaining eight tests have a very
low liquid mass flow into the scrubber, ṁInl , so these were excluded during
optimization. The optimization itself was carried out over several days, where
the optimum parameter set, ~β, is shown in Table 10.2 along with the initial
values used prior to tuning.
Table 10.2: The six variables in ~β before and after tuning
using the pattern search algorithm. All values are located
on the lattice, which was defined using Table 10.1.
Variable Initial value Tuned value
D32 1400 µm 1250 µm
NRR 1.8 1.6
v̄Inj 15 m/s 17 m/s
CIP 1000 750
φh 1.0 0.4
φk,H2O 1.0 0.55
The tuned injection diameter, D32, can be seen to be 1250 µm and the spread
parameter is 1.6, which were 1400 µm and 1.8 prior to tuning. These tuned
values will result in smaller droplets, which increases the surface area per
unit volume. Furthermore, the injection velocity, v̄Inj, is tuned to be 17 m/s,
which is an increase of 2 m/s compared the to value prior to tuning. This will
generally cause more droplets to experience breakup, which again increases
the reactive surface area per unit volume. The instability constant, CIP, is
decreased during parameter tuning, which increases the overall mass and heat
transfer coefficients. However, the values of φh and φk,H2O decreased during
tuning, which decreases the overall heat transfer.
Based on the described observations, the tuned model has, in general, a greater
reactive surface area compared to the model prior to tuning. Furthermore, the
overall mass transfer coefficients have increased, whereas the heat transfer
coefficients have decreased.
Having tuned the parameters to match the experimental data, all 16 tests were
evaluated. A comparison between the outlet temperature, the outlet sulfur
concentration, and the overall pressure loss between the experiments and the
scrubber model is shown in Table 10.3. Notice that the outlet sulfur content is
presented in terms of the mole fraction of SO2 in parts per million, yOutg,SO2 [ppm].
The relative errors shown in the table are almost identical whether yOutg,SO2 or
SOutEq is used.
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10.4.1 Discussion
As seen in the table, the values from the experiments and the simulations are
compared, where both the absolute differences and the relative differences
are shown. Notice that the relative temperature errors are normalized using
the Celsius temperature scale and not the Kelvin scale. The highlighted rows
are the eight tests used during parameter tuning, which can be seen to match
the experimental tests significantly better compared to the tests, which were
not included during parameter tuning. The average and the RMS-errors are
shown in the four last rows of Table 10.3, where the white rows labelled All
tests are calculated using all 16 tests. The shaded rows are indicating the aver-
age errors based on the eight shaded rows only: 5-8 and 13-16. The computa-
tional scrubber model is not able to match the experimental values accurately
for some of the tests, which is addressed in the following subsections.
Outlet temperature
The outlet temperature, TOutg , can be seen to deviate with 4.6 K on average
for all 16 tests, whereas the RMS-error is 9.8 K. If only the tests with the high
water load are included, the average error is −1.8 K, and the RMS-error is
3.1 K, which translates to −6.8 % and 11.5 % respectively. This indicates that
the scrubber model is not accurately capturing the outlet temperature at low
water flows, ṁInl , but is does accurately predict the temperature for high water
flows.
Outlet sulfur concentration
The outlet sulfur concentration, yOutg,SO2 , can be seen to deviate with an error of
14.6ppm and 39.4ppm for the average and RMS-errors respectively. Again, the
same tendency applies for the sulfur content as was the case for the outlet tem-
perature, where the high water flow tests match significantly better with the
experimental results compared to the low water flow tests. This is apparent in
the fourth column for the sulfur concentration, where the relative deviations
on average are 11.5 and −3.1 % respectively, and the RMS-errors are 26.6 and
11.1 % respectively.
The reason for these large deviations might be an inaccurately calibrated SO2
sensor at the outlet, where only a single measurement was available from the
Sick 200 gas analyser as seen in Figure 9.2 on page 181.
Pressure loss
The overall pressure loss, ∆P , can be seen to deviate with −181.3 Pa on av-
erage for all tests, where the general tendency is that the scrubber model pre-
dicts a significantly lower pressure loss compared to the experimental tests.
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The reason for this is assumed caused by numerous things, where some are
listed below:
– Domain size: The scrubber is modelled using an axis-symmetric mesh,
which only span θMesh = 1◦. This size was chosen due to the massive re-
duction is computation requirements, as described in Section 8.3: Domain
size independence. The results from the domain size independence study
showed that only the pressure loss was significantly affected by θMesh,
where the domain with θMesh = 1◦ showed a relative error of−15 % com-
pared to the simulation, where θMesh = 180◦.
– Geometry: The scrubber installed at the Alfa Laval Test & Training Cen-
tre contains various piping, support beams, probes etc., which are not
included in the CFD model. These will all contribute to a more disturbed
flow, which, in turn, will increase the pressure loss.
– Discrete phase: The discrete phase affects the momentum source terms,
which are transferred from MATLAB to OpenFOAM. However, the mo-
mentum exchange was only modelled for the droplet dynamics, which
was described in Section 4.4: Dynamics. The momentum source terms as-
sociated with collision, breakup, distortion, and impingement were not
modelled. These contributions, although assumed small, would also in-
crease the overall pressure loss over the scrubber.
– Wall film: The wall film do not affect the continuous phase with any
momentum source terms. However, the no-slip condition is applied to all
surfaces within the scrubber in the CFD model, but the liquid interaction
is not modelled. Also, in case of atomization and separation, the gas flow
should be affected with a given momentum source term, but this was not
included either.
– Pressure probe placement: The differential pressure probe is measuring
the static pressure difference between the inlet and the outlet at the in-
side of the shell. The outlet pressure probe is installed 13.4 cm above the
contraction at the outlet, so the apparent pressure for this probe might
be lower compared to the actual averaged pressure. This is illustrated in
Figure 10.5 on the next page.
The pressure probe at the top of the scrubber is installed 13.4 cm above the
bend, where the exhaust gas funnel is contracting. The pressure probe itself is
mounted to a ring, where four hollow pipes are entering the scrubber, where
the openings are flush with the scrubber shell. The static pressure is thus
measured inside the ring, where the static pressure should yield the average
pressure around the circumference of the shell. Because of the bend, the gas
might not stay attached to the shell, so separation can occur. This will inter-
fere with the pressure readings from the probe, so a CFD study is carried out,
where this effect can be investigated. The domain shown to the left in Fig-
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Pressure probe ring
Shell
13.4 cm
Demister
Avearge pressure
surface,             PBulk
Probe pressure
surface,          PShell
∆A
∆B
Figure 10.5: The top part of the scrubber above the demister is shown to the left, where the
contraction is apparent. The right figure shows a detailed view of the method of evaluating
the error between the apparent pressure measured and the bulk pressure of the gas.
ure 10.5 was meshed using a very fine mesh, and a k-ω-SST turbulence model
was used to resolve the turbulence. The inlet and outlet sections were suffi-
ciently long, ∆A = ∆B = 2 m, such that the flow was not affected by the inlet
and outlet boundaries. The inlet velocity was varied between 1 and 6m/s, and
the area weighted static pressure was evaluated according to (10.5).
PAvg =
∫
A
P dA∫
A
1 dA
(10.5)
Where PAvg is either PBulk or PShell, and A is the surface area, on which the
integration is carried out according to the two surfaces shown in Figure 10.5.
The results from the analysis is shown in Figure 10.6.
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Figure 10.6: The difference between the apparent static pressure
measured by the probe and the static pressure of the bulk gas.
As seen in Figure 10.6, the static pressure difference between PProbe and PBulk
is approximately 17Pa at vg = 6m/s, where the velocity is measured upstream
of the demister. A scrubber typically operates at 4-5m/s, so the results indicate
that the probe is measuring approximately 10 Pa less than the actual static
pressure of the bulk.
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Numerous sources of uncertainty and errors are present with respect to the
overall pressure loss, which might be the cause for the large deviation seen
in Table 10.3. If, however, the results are adjusted to take the determinable
uncertainties into account, the relative error is reduced. This is done according
to (10.6).
∆P ′ = ∆P − (PBulk(vg)− PShell(vg))
∆P̃ ′ =
∆P̃
1− 15 %
(10.6)
Where the values with an apostrophe, (...)′, are adjusted to take the deter-
minable uncertainties into account. The first equation in (10.6) states that
the pressure loss from the experiments is reduced by the measurement error
shown in Figure 10.6. The second equation states that the pressure loss from
the scrubber model is adjusted with 15 %, which was the error caused by the
domain size being θMesh = 1◦ as described in Section 8.3: Domain size indepen-
dence. The results, after having applied (10.6) to the experimental and model
results, are shown in Table 10.4.
Table 10.4: The results from the experimental tests and the com-
putational model after the accountable uncertainties are taken
into account, which are indicated by the superscripts (...)′.
Test ∆P ′ ∆P̃ ′ ∆P̃ ′ −∆P ′ ∆P̃
′−∆P ′
∆P ′
[−] [Pa] [Pa] [Pa] [%]
1 139.3 159.5 20.2 +14.5
2 100.2 133.6 33.4 +33.4
3 291.2 242.4 −48.8 −16.8
4 272.1 221.5 −50.6 −18.6
5 230.8 221.9 −8.9 −3.9
6 179.8 199.7 19.9 +11.1
7 301.4 274.8 −26.6 −8.8
8 272.2 255.8 −16.4 −6.0
9 896.0 524.8 −371.3 −41.4
10 950.8 444.1 −506.7 −53.3
11 869.0 625.6 −243.4 −28.0
12 804.4 565.2 −239.1 −29.7
13 755.2 646.3 −108.9 −14.4
14 689.7 600.4 −89.3 −12.9
15 804.6 699.2 −105.4 −13.1
16 759.2 635.0 −124.2 −16.4
Average (All tests) −116.6 −12.8
RMS (All tests) 188.0 24.0
Average (Tuned tests) −57.5 −8.1
RMS (Tuned tests) 77.3 11.5
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As seen in Table 10.4, the average relative errors after having taken the ac-
countable uncertainties into account are −12.8 % and −8.1 % for all tests and
the tuned tests respectively, where the RMS-errors are 24.0 % and 11.5 % re-
spectively. The remaining errors are assumed to be caused by the other un-
certainties previously described, which cannot be quantified without further
analyses.
10.4.2 Sensitivity study
Having tuned the model to match the experimental tests, a sensitivity study
is carried out to indicate the relative effect on the output variables for each
of the model parameters in ~β. These sensitivities are calculated according to
(10.7), where an example is shown for D32. Each parameter is varied with
±2.5 %, which allowed for evaluating the sensitivity of each input variable on
the outputs.
DΘ32 = 1250 µm
β+D32 = D
Θ
32 · (1 + 2.5 %) = 1281.25 µm
β−D32 = D
Θ
32 · (1− 2.5 %) = 1218.75 µm
∂ T
∂(D32/DΘ32)
≈
T̃Outg (
~β+)− T̃Outg (~β−)
5 %
= +17.2
K
%
(10.7)
The sensitivities are shown in Table 10.5, where the values are reported per
percent change according to (10.7). The sensitivity study is carried out for two
different cases, where the load is 50 % and 100 % of the scrubber design load
of 1.6 MW.
Table 10.5: The sensitivity of the output variables relative to the six variables
in ~β. The values are reported as the change per percent change in βi according
to (10.7). Two columns are present for each output variable, which correspond
to 50 % and 100 % scrubber design load. The highlighted cells indicate gradi-
ents, which have different signs for the two load cases.
∂−
∂(βi/βΘi )
T̃ Outg [K] ỹ
Out
g,SO2
[ppm] ∆P̃ [Pa]
50 % 100 % 50 % 100 % 50 % 100 %
D32 +6.0 +17.2 +37.3 +31.4 −8.4 −31.5
NRR +0.4 +0.8 −20.5 −2.2 +8.0 −5.1
v̄Inj +10.0 −9.6 −6.4 −33.3 +25.1 +81.6
CIP +8.9 +7.8 +75.0 +32.8 −7.9 +3.0
φh −18.0 −32.3 +32.5 +12.5 −28.9 −80.6
φk,H2O +7.2 −5.7 +4.2 −2.9 +7.9 +5.5
As seen in Table 10.5, the output variables are affected by all input variables in
complex manners. For instance, when increasing D32, the surface are per unit
volume will decrease, which results in an increase in the outlet temperature
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and sulfur concentration. The highlighted cells indicate gradients, where the
sign is different between the low and high load cases. These illustrate the com-
plex nature of scrubber modelling. For instance, when increasing the injection
velocity, v̄Inj, the outlet temperature will increase and decrease for the 50% and
100 % load cases respectively. One reason why this occurs is that at high load
the increase in v̄Inj will cause more droplets to experience breakup, which in-
creases the surface area and thereby decreases the outlet temperature. At low
load, the increase in v̄Inj will cause the droplets to impinge the wall quicker,
which decreases the residence time and the overall reactive surface area. This
will cause the temperature to increase at the outlet. The example described
is one of the complex phenomena, which are causing the sensitivities in Ta-
ble 10.5 to be highly non-linear.
10.5 Summary
An objective function was defined to quantify the error between the exper-
iments and the computational scrubber model, which took three model out-
puts into account: TOutg , SOutEq , and ∆P . A pattern search algorithm was subse-
quently applied to minimize the global objective function, where eight of the
16 tests were included. Having tuned the model parameters, all 16 tests were
simulated with the tuned parameters, where the results were compared in Ta-
ble 10.3. It was found that the pressure loss over the scrubber was significantly
lower in the model compared to the experimental tests, so different uncertain-
ties were investigated. Two of these could be quantified, where the results
were corrected to include these determinable uncertainties. A summary of the
results presented in this chapter is shown in Table 10.6, where the relative and
absolute errors are shown in the upper and lower table respectively.
Table 10.6: A summary of the results from this chapter. The upper and
lower table are showing the relative and the absolute errors respectively.
T̃ Outg −T
Out
g
TOutg
ỹOutg,SO2
−yOutg,SO2
yOutg,SO2
∆P̃ ′−∆P ′
∆P ′
[%] [%] [%]
Average (All tests) 14.3 11.5 −12.8
RMS (All tests) 31.1 26.6 24.0
Average (Tuned tests) −6.8 −3.1 −8.1
RMS (Tuned tests) 11.5 11.1 11.5
T̃ Outg − TOutg ỹOutg,SO2 − y
Out
g,SO2 ∆P̃
′ −∆P ′
[K] [ppm] [Pa]
Average (All tests) 4.6 14.6 −116.6
RMS (All tests) 9.8 39.4 188.0
Average (Tuned tests) −1.8 −10.1 −57.5
RMS (Tuned tests) 3.1 20.4 77.3
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11 EXAMPLE CASE
Having tuned the scrubber model to the experimental tests, the results form
the model can be analysed. The results from a single simulation include de-
tails about the discrete phase, the wall films, and the continuous phase. These
results are analysed in this chapter for a scrubber scenario, where the load
is 75 % of the design load, which is in-between the low and high load cases,
which were previously described. An overview of the sections in this chapter
is shown in Figure 11.1.
ṁIn ṁOut
ĖIn ĖOut
Scrubber
model
Section 11.1:
Balances
Section 11.2:
Discrete phase
Section 11.3:
Eulerian wall films
Section 11.4:
Continuous phase
Section 11.5:
Timing
Figure 11.1: An overview of the sections in this chapter.
The simulated case analysed is summarized in Figure 11.2 on the next page,
where the different streams going in and out of the scrubber are shown.
A total of 13.88 kg/s is injected into the scrubber, which is seen for the Feed-
water stream, where T = 10◦C, pH = 8.1, and AT = 2.1 mmol/L. The inlet
sulfur equivalent is SEq = 2.31%, which is reduced to SEq = 0.73 % at the
outlet. Furthermore, the gas temperature decreases from 270 to 28.6◦C, which
is 18.6 K greater than the water temperature. The relative humidity at the out-
let is 84.4 %, so the gas contains large amounts of water vapour and is almost
saturated with water.
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Gas out
ṁ = 3.04 kg/s
T = 28.6 ◦C
SEq = 0.73 %
yg,SO2 = 169.39 ppm
ρ = 1.18 kg/m3
RH = 84.4 %
P = 101325.0 Pa
Absorber
Jet
Demister
Jet in
ṁ = 1.85 kg/s
T = 10.0◦C
pH = 8.10
Jet out
ṁ = 1.76 kg/s
T = 35.7◦C
pH = 2.51
Absorber in
ṁ = 12.03 kg/s
T = 10.0◦C
pH = 8.10
Absorber out
ṁ = 12.21 kg/s
T = 22.7◦C
pH = 2.98
Feedwater
ṁ = 13.88 kg/s
T = 10.0◦C
pH = 8.10
Discharge
ṁ = 13.97 kg/s
T = 24.3◦C
pH = 2.88
Demister passthrough
ṁ = 0.001 kg/s
T = 25.7◦C
pH = 2.88
Gas in
ṁ = 3.07 kg/s
T = 270.0 ◦C
SEq = 2.31 %
yg,SO2 = 531.04 ppm
ρ = 0.65 kg/m3
RH = 0.1 %
P = 101676.9 Pa
Figure 11.2: An overview of the different gas and water streams going
in and out of the scrubber for the case analysed in this chapter.
The water exiting the jet and absorber sections have pH values of 2.51 and
2.98 respectively, which indicates that the jet is more efficient compared to the
absorber per unit volume of water, as the pH is lower. The discharge water
is the combination of the two outflows where pH = 2.88. A small fraction
of the liquid impinging the demister passes through according to Section 4.8:
Demister, where the temperature is 25.7◦C and the pH is 2.88.
11.1 Balances
When the model is initialized, the continuous phase satisfies mass and energy
balance. As water is injected into the scrubber through the sprayer nozzles,
mass and energy balances are not satisfied, when only the inlet and the outlet
are monitored. Instead, the injected water will accumulate towards a finite
value, and as the simulation progresses, mass and energy balance will be sat-
isfied again, when the injected water flow equals the outflow of water. These
overall balances and accumulations are investigated in this section, where the
methods described in Section 7.3: Mass, energy, and mole balances are used.
11.1.1 Mass and energy balances
Mass and energy balance during the simulation is shown in the upper graphs
of Figure 11.3, whereas the lower graphs are showing the accumulated mass
and energy. The x-axes show the discrete phase time.
212
Section 11.1 - Balances
t [s]
Q̇
[M
W
]
0 5 10 15 20
t [s]
0 5 10 15 20
Inflow values
Smoothened outflow values
Raw outflow values
1.20
1.40
1.60
1.80
2.00
2.20
ṁ
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Figure 11.3: Mass and energy balances as the simulation progresses in the
upper graphs, and mass and energy accumulation in the lower graphs.
As seen in Figure 11.3, the inlet flow values are constant, which are indi-
cated by the dashed lines, and do not vary as the simulation progresses. As
the dispersed liquid phase is modelled using discrete parcels, the number of
parcels and their respective masses will not be constant between each time-
step. Therefore, the monitored outflow values for each time-step will fluctu-
ate, which are indicated by the grey dots. The solid black lines are smoothed
values, which can be seen to be equal to the inflow values after approximately
10 s in the discrete phase. Both the energy and mass balances can be seen to
be non-zero initially, which are caused by the contributions of the continuous
phase.
When the inflow and outflow of mass and energy are not equal, accumula-
tion will occur within the scrubber. This is shown in the lower graphs of Fig-
ure 11.3, wheremAccu and EAccu will tend towards finite values as the simula-
tion progresses. After approximately 10 s, the final values are reached, which
are shown by the dashed lines.
11.1.2 Species balances
Elementary species balances must be satisfied, which are calculated using the
component matrices, Cl and Cg, in (3.26) and (6.1) on page 35 and 143 respec-
tively. The relative error is defined according to (11.1), where i indicates the
ith species. The values of ṅIni,∑ and ṅOuti,∑ were described in Section 7.3: Mass,
energy, and mole balances on page 159.
213
Chapter 11 - Example case
εSpecies,i =
ṅOuti,
∑ − ṅIni,∑
ṅIni,
∑ (11.1)
The relative error parameter in (11.1), εSpecies,i, is evaluated for each species,
where the results are shown in Figure 11.4.
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Figure 11.4: Relative species balance as the simulation progresses.
εSpecies,i = 0 indicates that the mole flow in and out of the scrubber are equal.
As seen in Figure 11.4, nitrogen and carbon are almost constantly zero, as
these species are primarily located in the continuous phase. Therefore, the
contribution of the liquid water to these species is negligible, and will not
affect εSpecies,N and εSpecies,C significantly. The remaining species, H, O, S,
B, Na, and Cl, are primarily located in the liquid phase, and will therefore
dominate the error parameter. All species can be seen to converge towards
0 % error after approximately 10 s.
11.2 Discrete phase
The discrete phase is seeded from the sprayer nozzles and several sub-models,
which include the wall film atomization model, the separation models, and
the demister model. This results in a finite number of parcels, where each of
these have 24 degrees of freedom as shown in Table 4.1 on page 123. Some of
these properties are investigated in this section.
11.2.1 Distributions
The discrete phase is analysed by plotting the properties of each parcel as
functions of the total mass fraction. This is shown in Figure 11.5, where distri-
butions of temperature, diameter, and pH are shown.
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Figure 11.5: The distributions of T , D, and pH for the discrete phase. The left and
right figures are showing the cumulative, Y , and probability, y, density functions
respectively. The dashed lines are indicating the 25, 50, and 75 % fractiles.
The figures in Figure 11.5 are showing the distributions of three main proper-
ties of the discrete phase. The left figures are showing the cumulative distribu-
tions, Y , where the 25, 50, and 75 % fractiles are overlaid as the dashed lines.
The right figures are showing the probability distributions as histograms, y,
where the fractiles from the left figures are shown as well with the dashed
lines.
The temperature distribution in the first row shows that most droplet are be-
low approximately 33◦C, which is indicated by the 75 % fractile. However,
some droplets/ parcels have a temperature of approximately 45◦C, which
were found to be located in the jet section, where the temperature is highest.
The diameter distribution shows that the median diameter is approximately
1200 µm, which is smaller compared to the injected volume mean diameter,
which is DV(0.5) = 2356 µm. The analytical distribution is overlaid in the
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figure, where both DV(0.25), DV(0.5), and DV(0.75) are shown according to
(4.6) on page 67. Notice that the injected droplets are seeded according to
this distribution, which indicates the relative decrease in droplet sizes due to
the various phenomena modelled, such as breakup, atomization, collision etc.
The reductions are shown with the horizontal arrows pointing to the left.
The pH distribution shows that most droplets have a pH less than 3.5, which
indicates that the scrubber performs well. This is due to the fact that the nat-
ural buffer capacity is depleted, which was apparent in Figure 3.8 and 3.9 on
page 45, where the alkalinity, AT, was zero at pH ≈ 4.4. The droplets, which
have not resided long inside the scrubber, have a relatively high pH, which is
apparent in the right figure, where a small peak is located at pH ≈ 5.8.
The average specific surface area for all droplets/parcels was found to be
5.94 m2/L, which is equivalent to a single droplet with a diameter of 1010 µm.
The specific surface area of the injected droplets is directly available fromD32,
which defines the diameter, which has the same specific surface area as the
injected droplets. The specific surface area for D32 = 1250 µm is 4.8 m2/L,
which is approximately 20 % lower compared to 5.94 m2/L.
11.2.2 Parcel occurrences
All sub-models for the discrete phase either eliminates, creates, or modifies
the parcels in the scrubber model. These tendencies were monitored during
simulation, where the results are shown in Table 11.1.
Table 11.1: The results from monitoring the number of
seeded or eliminated parcels for each of the sub-models.
nSeed nEliminate
nSeed
nEliminate
Model
[
parcels
time-step
] [
parcels
time-step
]
[−]
Sprayers 416 − −
Impingement 632 2460 0.26
TAB 354 177 2.00
Collision 998 280 3.56
Evaporation − 2 −
Demister 19 − −
Film atomization 324 − −
Film edges 225 − −∑
2968.3 2919.5 1.02
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The values in Table 11.1 are proportional to ñ, which was described in Section
8.4: Parcel count independence, which is the average number of parcels per unit
volume of water. nSeed is the number of parcels seeded or created within each
time-step, whereas nEliminate is the number of parcels eliminated each time-
step. The last column shows the ratio between the two numbers, nSeed/nEliminate.
The first row shows the number of injected parcels each time-step. The two
last columns of this row are not applicable, as no parcels are eliminated during
the injection process.
2460 parcels impinge with the shell each time-step, which was described in
Section 4.7: Impingement. Some of these impingements will re-inject droplets
into the scrubber again, where approximately 632 parcels are seeded each
time-step on average. The ratio between these two numbers is 0.26, which
indicates that, on average, 0.26 parcels are seeded for every eliminated parcel.
Therefore, the impingement model overall reduces the number of parcels in
the computational model.
Approximately 177 parcels experience breakup each time-step, where each
event seeds two new parcels, which was described in Section 4.5: Breakup.
This ratio is a model constant, which can be adjusted to be any whole number,
where 2 was chosen for this study.
Approximately 280 parcel collisions occur each time-step, where the outcome
can be either reflexive separation, coalescence, stretching separation, or pass, which
were described in Section 4.6: Collision. Each of these outcomes either reduces
or increases the overall number of parcels, where a total of 998 parcels were
seeded each time-step as seen in Table 11.1, which results in a ratio of 3.56.
Therefore, the collision model overall increases the number of parcels in the
scrubber model.
2 parcels evaporate each time-step, which means that all mass has evaporated
and the parcel is eliminated. All parcels experience evaporation, but not in an
extent that eliminates the parcel. 19 parcels are injected from the demister each
time-step, and the two last rows are related to the film, where approximately
324 parcels are atomized, and 225 are re-injected from the edges.
The sum of the two columns is shown in the last row, where nSeed ≈ nEliminate
at steady-state. The two summed values are not equal in the table, as some
fluctuations will naturally be present. However, the ratio between these two
values is 1.02, which will fluctuate slightly around 1.0 during simulation.
11.2.3 Trace components
The trace components, Ψ̇, described in Section 4.12: Trace were analysed, where
the resulting trace fractions are shown in Table 11.2.
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Table 11.2: The trace components in each
of the liquid stream shown in Figure 11.2.
Stream
Ψ̇Jet∑ ~̇ΨStream [%]
Ψ̇Abs,1∑ ~̇ΨStream [%]
Ψ̇Abs,2∑ ~̇ΨStream [%]
Ψ̇Abs,3∑ ~̇ΨStream [%]
Feed-water 13.3 28.9 28.9 28.9
Jet in 100.0 0.0 0.0 0.0
Jet out 90.7 3.1 3.1 3.1
Absorber in 0.0 33.3 33.3 33.3
Absorber out 1.9 32.6 32.1 33.4
Discharge 13.0 28.9 28.5 29.6
As seen in Table 11.2, 13.3 % of the Feed-water stream is injected in the jet,
whereas the remaining is evenly distributed to the absorber sprayer nozzles.
The water injected into the jet naturally has Ψ̇Jet/
∑ ~̇ΨJet in = 100 %, where the
other components are 0. The water injected into the absorber has 33.3 % for
each of the three sprayer layers in this section.
The water exiting the jet water trap can be seen to consist of 9.3 % water from
the absorber, which indicates that some droplets are passing around the ab-
sorber cone and entering the jet section, where it leaves the scrubber through
the jet water trap. Similarly, 1.9% of the injected water in the jet exits the scrub-
ber through the absorber water trap, which is seen in the Ψ̇Jet/
∑ ~̇ΨAbsorber out
column for the Absorber out stream.
The Discharge stream can be seen to be almost identical to the Feed-water stream,
where only small deviations are seen. These deviations are caused by evapo-
ration and condensation of water, where the trace components are not tracked,
as this would require four additional scalars in the continuous phase, which
would not provide much more information.
Each parcel has an associated ~̇Ψ vector, so the average properties for the droplets
injected from each sprayer nozzle can be investigated. This is shown in Ta-
ble 11.3, where four properties are shown for each of the sprayer nozzles.
Table 11.3: The accumulated mass and three mass
averaged properties for each of the sprayer nozzles.
Sprayer mAccu [kg] Tl,Avg [◦C] DAvg [µm] pHAvg [−]
Jet 1.84 38.1 1695 2.59
Abs 1 3.93 24.7 1482 3.05
Abs 2 3.33 25.2 1270 2.99
Abs 3 3.16 24.1 1362 3.05
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As seen in Table 11.3, the accumulated mass of the parcels is larger for the
absorber sprayer nozzles compared to the jet, as more water is injected in the
absorber section compared to the jet section. The average temperature, Tl,Avg
can be seen to be significantly greater in the jet section compared to the ab-
sorber section, as the gas temperature is greatest in the jet section. The average
droplet diameter, DAvg, is largest in the jet, which is counter intuitive. This is
caused by the relatively short residence time for the droplets in the jet, where
a large fraction of the water is impinging the shell. The average pH, pHAvg,
can be seen to be lowest in the jet section, where the SO2(g) concentration is
largest.
11.3 Eulerian wall films
A total of 15 wall films are modelled inside the scrubber. Two large wall films
are located in the jet and absorber sections, where some properties of these are
shown in Figure 11.6 on the next page.
The jet section spans from zero to approximately 1.5 m, whereas the absorber
wall film spans from approximately 1.6 to 6 m. The x-axes show the distance
from the bottom of the jet water trap, and is increasing towards the top of the
scrubber, so the water is flowing towards the left. A sketch of the scrubber is
shown in the top of the figure, where the locations are shown relative to the
geometry of the scrubber. It should be noted that the sketch is modified com-
pared to the actual geometry to the scrubber in the Alfa Laval Test & Training
Centre.
The first figure shows the mass source term per unit area, ṁF,Source/AF. The
jet section has a single spike, which is located at the tip of the jet cone. The
wall film from the top side of the cone separates at the tip and continues onto
the wall. The absorber section has a more even source term, which is approxi-
mately 2kg/(s ·m2), and starts at approximately 4.8m. This is the place, where
the top sprayer nozzle hits the shell.
The source terms are integrated from the top of each wall film, where the
resulting mass flow, ṁF, is seen in the second figure. The absorber mass flow
can be seen to increase along the length of the wall film, but at approximately
2.25 m, the mass flow decreases. This is a result of the atomization model,
where water is shed from the wall film as droplet, which are injected into the
domain again in the form of parcels. A sudden increase can afterwards be
seen, which is located at the tip of the absorber cone, where the water from
the top side of the absorber cone impinges the shell.
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Figure 11.6: The two large wall films present in the jet and absorber sections. The distance is
measured from the bottom of the jet water trap. The presented values are from the wall film
elements, which are indicated on the outline of the scrubber shown in the top of the figure.
Notice that the actual number of wall film elements in the jet and absorber sections are 76
and 218 respectively, so each element has a length of approximately 2 cm.
The third figure shows the velocity of the wall film, v̄F, which can be seen to
increase downstream. The apparent gas velocity next to each wall film ele-
ment is shown as the dashed line. It can be seen that the gas velocity is larger
in the jet section compared to the absorber section.
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The liquid wall film thickness,HF, is calculated from ṁF and v̄F, and is shown
in the fourth graph. This can be seen to be approximately 1 mm, which is as-
sumed being spread evenly around the circumference of the scrubber. How-
ever, as described in Section 5.4: Atomization, rivulets are assumed to form
along the wall film, so the film might be thicker at some places compared to
others.
The temperature of the wall film, TF, is seen in the fifth graph, where the
jet section is significantly hotter compared to the absorber section, where the
temperatures are approximately 35 and 20◦C respectively.
The last presented property in Figure 11.6 is the pH, which can be seen to be
approximately 2.5 and 3.5 in the jet and absorber sections respectively. This
indicates that the jet section is efficiently removing sulfur per unit volume,
which corresponds to the larger driving force of SO2(g) in the jet section.
The wall film was found to account for 5.9 % of the total mass transfer of SO2,
and 8.5 % of the total thermal energy transfer. Therefore, the liquid wall films
do have a significant contribution to the overall performance of the scrubber.
11.4 Continuous phase
The continuous phase is resolved in OpenFOAM, where each cell has 11 de-
grees of freedom as described in Chapter 6: Continuous phase. Some of these are
shown in this section along with some of the source terms calculated in MAT-
LAB and transferred to OpenFOAM via the link files as described in Section
7.4: Link structure.
11.4.1 Scalars
Figure 11.7 on the next page shows five scalars from the continuous phase
in the top of the figure, where the properties are shown above each sub-plot.
Each sub-plot has an associated colour-bar, where the limiting values are cho-
sen such that most values fall within the span. Only half of the scrubber
is shown, as axis-symmetry was exploited to reduce computational require-
ments. It should be noted that the outlines of the scrubber are modified and
do not reflect the actual design. However, the overall flow tendencies are
captured in the modified scrubber geometry, although some differences are
naturally present.
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As seen in Figure 11.7, the scalars very along the entirety of the scrubber. The
first sub-plot shows the velocity magnitude, |vg|, where the streamlines of the
flow is shown as well. It can be seen that numerous recirculation zones are
present inside the scrubber. The jet section has a large recirculation zone,
which was found to force droplets towards the jet cone. Another large re-
circulation zone is present at the top of the absorber, which is located below
the top sprayer nozzle.
The gas temperature can be seen to rapidly decrease in the jet section, where Tg
is approximately 100◦C at the bottom of the absorber section. The temperature
in the jet recirculation zone can be seen to be significantly lower compared to
the rest of the jet section.
The pressure in the third sub-plot can be seen to be decrease most rapidly in
the top of the absorber, where the sprayer nozzles are injecting water in the
opposite direction of the gas flow. The pressure over the demister can also be
seen to decrease rapidly, where the streamlines in the first sub-plot can be seen
to be aligned with the axial direction of the scrubber. This was enforced by in-
creasing the radial resistance according to (4.53) on page 102. The contraction
in the top of the scrubber can also be seen to induce a significant pressure loss.
The mole fraction of H2O(g) can be seen to be closely linked to the gas tem-
perature, where a local region in the top of the absorber has a significantly
low value of yg,H2O compared to the rest of the scrubber. This is due to the
low temperature in this region, which causes water vapour to condense on
the droplets.
The mole fraction of SO2(g) can be seen to decrease along the entire length of
the scrubber, where, again, a local zone below the top sprayer in the absorber
exists, where yg,SO2 is lowest.
11.4.2 Source terms
The lower part of Figure 11.7 shows four of the eight source terms sent from
MATLAB to OpenFOAM. It should be noted that all colour-bars are normal-
ized such that negative values are blue and positive values are red. Further-
more, all source terms are shown per unit volume.
The first sub-plot shows the source term for ṁH2O, which can be seen to be
positive in the jet section, where water evaporates and quenches the gas. The
second sub-plot shows ṁSO2 , where the jet section does not remove much
SO2(g) compared to the absorber section, which was also apparent for yg,SO2 .
The primary reason is the lower mass flow of water in the jet section compared
to the absorber section.
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The energy source term combines both convective heat transfer and the ther-
mal energy associated with evaporation. This can be seen to be negative
throughout the scrubber.
ṗz shows the momentum source terms in the axial direction of the scrubber.
This can be seen to be generally negative, which corresponds to the droplet ex-
erting a force on the continuous phase. Furthermore, the demister can be seen
to induce a large pressure loss, which was described in Section 4.8: Demister.
11.4.3 Averaged axial values
Six scalars were averaged along the axial direction of the scrubber, which are
shown in Figure 11.8 on the next page. The different values in the figures vary
along the length of the scrubber, where a modified outline of the scrubber
geometry is shown in the top of the figure. The density can be seen to be
a function of temperature, where ρg is increasing with decreasing Tg. The
velocity is naturally a function the cross sectional area and the density, which
can be seen to vary with the geometry. A peak is present at z ≈ 5.2 m, which
corresponds to the recirculation zone shown in Figure 11.7.
The sulfur concentration, yg,SO2 , can be seen to decrease almost linearly from
z ≈ 1 m to 5 m, which shows that the top most region of the absorber is not
contributing the SO2(g) absorption. The pressure can be seen in the second to
last figure, where both the total, static, and dynamic pressure are shown. The
static and total pressure graphs are shown relative to the ambient air pressure
of 1 atm. The static pressure before the demister is approximately 150 Pa,
where the demister and the contraction account for this loss.
The two turbulence scalars are shown in the last figure, which can be seen to
increase in the jet section, where water is injected. Furthermore, an increase
is seen at the bottom of the absorber section, where the geometry causes these
scalars to increase.
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11.5 Timing
As all sub-model were implemented manually in either OpenFOAM or MAT-
LAB, some extra insight can be gained by investigating the computational
requirements. A single simulation takes approximately an hour, where the
distribution between the two software packages is shown in Table 11.4.
Table 11.4: The timing results for the software parts.
Software part t
(
t
tTotal
)
MATLAB tOpenFOAM = 24.2min 58.3 %
OpenFOAM tMATLAB = 33.8min 41.7 %∑
tTotal = 58.0min 100.0 %
As seen in Table 11.4, MATLAB requires 58.3 % of the total time, whereas
OpenFOAM requires 41.7 %, but this fraction can be adjusted by changing the
number of continuous or discrete phase iteration each time a software package
is in control, which was described in Section 7.4: Link structure. The total time
used by MATLAB and OpenFOAM are denoted tMATLAB and tOpenFOAM, and
the total time is tTotal.
Different parts within the OpenFOAM model were timed as well, where the
results are shown in Table 11.5. The columns are indicating the fraction of time
spent on each part compared to both tOpenFOAM and tTotal.
Table 11.5: The timing results for the OpenFOAM parts.
OpenFOAM part
(
t
tOpenFOAM
) (
t
tTotal
)
Link 0.8 % 0.3 %
Shell heat transfer coefficient 4.9 % 2.0 %
Momentum equation 14.0 % 5.8 %
Species equations 14.6 % 6.1 %
Energy equation 35.5 % 14.8 %
Pressure equation 19.3 % 8.0 %
Turbulence equations 11.0 % 4.6 %∑
100.0 % 41.7 %
As seen in Table 11.5, seven different parts are timed, where most time is spent
on solving the continuous phase scalars. Evaluation of the wall heat transfer
coefficient according to Section 5.6: Heat transfer requires 4.9% of the time. The
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link structure, which combines both reading cell and face data for the whole
domain, and reading 12 source term scalars per cell, only requires 0.8 % of
tOpenFOAM and 0.3 % of tTotal.
Different parts in the MATLAB code were analysed as well, where the results
are shown in Table 11.6.
Table 11.6: The timing results for the MATLAB parts.
MATLAB part
(
t
tMATLAB
) (
t
tTotal
)
Link 1.3 % 0.8 %
Wall film 14.7 % 8.6 %
Discrete phase 76.8 % 44.8 %
Various 7.1 % 4.1 %∑
100.0 % 58.3 %
Four different parts are shown in the table, where the discrete phase accounts
for 76.8 % of tMATLAB, which is significantly greater compared to the other
parts. The wall film requires 14.7 %, and the link part, which includes reading
cell and face data for the whole domain, and writing 12 source term scalars
per cell, only requires 1.3 %. As the discrete phase requires the majority of the
computational time, different parts of this were timed, where the results are
shown in Table 11.7.
Table 11.7: The timing results for the discrete phase parts.
Discrete phase part
(
t
tDiscrete
) (
t
tTotal
)
Data projection 9.4 % 4.2 %
Equilibrium 10.7 % 4.8 %
Impingement 18.7 % 8.4 %
Breakup 8.5 % 3.8 %
Collision 10.5 % 4.7 %
Various 42.3 % 19.0 %∑
100.0 % 44.8 %
20 different parts were timed in the discrete phase, but only the major six are
shown in Table 11.7, which all requires between 8.5 and 18.7 % of the time.
Data projection is the process, where the closest node for each parcel is located,
where a k-d tree algorithm [Friedman et al. (54)] was used. The scalar values on
the nodes are thus the apparent gas properties seen by each parcel. Equilibrium
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covers the evaluation of the equilibria between most species, where a third-
order polynomial was solved for each parcel, which was shown in (3.24) on
page 33. Impingement requires the most time for the discrete phase, where
collision detection with the shell takes the most time. Breakup covers the Taylor
Analogy Breakup model described in Section 4.5: Breakup, and Collision covers the
model described in Section 4.6: Collision.
Most parts were optimized for computational speed, although the code can
be made faster. Parallelisation of the discrete phase would decrease the com-
putational time drastically, but this was out of the scope for this project. The
exchange of data and source terms requires in total only 0.3 % + 0.8 % = 1.1 %
of the total time, so this is not found to be a limiting factor.
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12 PARAMETRICVARIATIONS
The previous chapter presented results from a single case, where insights from
both the continuous phase, the discrete phase, and the wall films were shown.
This chapter investigates the overall performance of the scrubber by varying
the inlet liquid temperature, T Inl , and the liquid mass flow into the scrubber,
ṁInl . These two parameters are varied independently for three different loads,
which are 50 %, 75 %, and 100 % of the scrubber design load of 1.6 MW. The
inlet conditions for all load cases were T Ing = 270◦C and yIng,SO2 = 531 ppm.
Four different parameters are investigated, which are the outlet temperature
of the gas, T̃Outg , the overall pressure loss, ∆P̃ , the outlet sulfur concentration,
ỹOutg,SO2 , and the seawater discharge pH, pH
Out. It should be noted that the
experimental and model pressure losses are adjusted according to (10.6) on
page 206 to take the determinable uncertainties into account.
12.1 Seawater temperature
The first study varies the temperature of the seawater, which is injected into
the scrubber in the jet and absorber sections. The temperature is varied from
5 to 35◦C, where the results are shown in Figure 12.1 on the next page.
As seen in Figure 12.1, the four investigated parameters are shown as func-
tions of T Inl . The three curves in each plot are for the different loads of 50, 75,
and 100 %, where the legend in the upper left graph applies.
The outlet temperature from the model, T̃Outg , naturally increases with increas-
ing seawater temperature, where the tendencies are linear. The pinch temper-
ature, TOutg − T Inl , was found to vary from 13 to 35 K.
The pressure loss is not significantly affected, but it can be seen to increase
slightly with T Inl . The reason for this is assumed to be caused by the generally
higher gas velocities due to the hotter exhaust gas, which increases the overall
pressure loss.
The sulfur concentration at the outlet, ỹOutg,SO2 , can be seen to increase slightly
with T Inl , which is caused by the value of pK
γ
SO3,1
to increase with tempera-
ture, which is apparent from Figure 3.6 on page 30. This causes the equilib-
rium between H2SO3 and HSO−3 to tend more towards H2SO3, which is the
driving force for SO2 absorption.
229
Chapter 12 - Parametric variations
∆
P
[P
a
]
p
H
O
u
t
[−
]
T
O
u
t
g
[◦
C
]
y
O
u
t
g
,S
O
2
[p
p
m
]
T Inl [
◦C]T Inl [
◦C]
5 10 15 20 25 305 10 15 20 25 30
20
30
40
50
60
70
2.5
2.7
2.9
3.1
0
150
300
450
600
750
150
200
250
300
5 10 15 20 25 305 10 15 20 25 30
Load = 100 %
Load = 75 %
Load = 50 %
Figure 12.1: The results from varying the seawater tem-
perature from 5◦C to 35◦C for three different loads.
The pH of the discharge stream can be seen to be affected by the temperature,
which is a combination of varying SO2 absorption and pKa dependencies as
described in Chapter 3: Chemistry.
12.2 Seawater mass flow
The overall seawater mass flow into the scrubber, ṁInl , was varied from 5 to
20 kg/s, where the results are shown in Figure 12.2 on the next page.
The experimental values are overlaid in Figure 12.2 with the dots. The white
dots indicate the experiments with low water flows, whereas the solid dots
are for high water flows. The model was tuned to the experiments with the
high water flow, as described in Chapter 10: Model tuning.
As seen in Figure 12.2, the outlet temperature decreases with increasing ṁInl
with an exponential decaying tendency. The experimental values are overlaid,
where the model can be seen to accurately predict the outlet temperature at
high water flows, but overestimates the outlet temperature at low water flows.
The pressure loss can be seen to increase with ṁInl , as expected. The experi-
mental pressure losses are generally larger compared to the model, which was
addressed in Section 10.4: Results.
The sulfur concentration at the outlet can be seen to decrease with ṁInl , where
a linear tendency is observed.
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Figure 12.2: The results from varying the seawater
mass flow going into the scrubber from 5 to 20 kg/s.
The discharge pH can be seen to increase almost linearly with ṁInl for the 50
and 75 % load cases, as the overall buffer capacity increases with water flow.
However, for the 100 % load case, the value of pHOut increases rapidly, which
indicates that the scrubber is not working as efficiently compared to the lower
water flows.
The values from Figure 12.2 are normalized with the inlet gas flow, ṁIng , which
transforms the x-axis to a water load instead of the absolute water mass flow.
This is seen in Figure 12.3 on the next page.
The outlet gas temperature, T̃Outg , can be seen to, again, decrease with an ex-
ponential decaying tendency. This tendency is also seen for ỹOutg,SO2 , although
the effect is not as apparent.
It should be noted that the inlet conditions to the model, when Figure 12.2
and 12.3 were generated, were not those measured during the experiments.
Therefore, the errors between the experiments and the model in the figures
are slightly misleading, but it is the tendencies in the graphs, which are of
interest.
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In
g [−]
1 2.5 4 5.5 7 8.5 101 2.5 4 5.5 7 8.5 10
1 2.5 4 5.5 7 8.5 101 2.5 4 5.5 7 8.5 10
Load = 100 %
Load = 75 %
Load = 50 %
Exp. high ṁInl
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13 FUTURE WORK
This study proposed a scrubber model, where three main aspects were in-
cluded. These are the continuous phase modelling using CFD, discrete phase
modelling using a Lagrangian approach, and wall film modelling using an
Eulerian approach. These models were defined using numerous sub-models,
where most were existing models from previous studies. By combining all
the sub-models, an accurate model for wet scrubber modelling was assem-
bled, but some aspects of scrubber modelling were not included, which are
addressed in this chapter.
13.1 Continuous phase
The continuous phase was modelled using CFD as described in Chapter 6: Con-
tinuous phase. The continuous phase was assumed to consist of five species,
CO2, H2O, O2, SO2, and N2, where the latter was assumed to be inert. The
other species interacted with the discrete phase and the wall films, where
mass, energy, and momentum were transferred from and to the liquid, and
this was implemented as source terms when solving the continuous phase.
13.1.1 Particle removal
An aspect, which was not covered in this study, is particle removal. The fuel
oil used by most vessels is HFO, where the exhaust gas contains particulate
matter. The larger particles will be removed by the scrubber, where they will
stick to the water droplets, but the smaller particles will not be captured, and
will thus pass through the scrubber and exit the funnel. These pose both an
environmental and a health risk, so removal of these are of great importance.
The model proposed in this study could be modified to include particulate
matter removal, where the particles could be modelled by introducing multi-
ple continuous phase scalars, where each represent a specific particle size. The
interaction with the liquid phase would be modelled in MATLAB, where the
source terms for each particle size could be calculated. The implementation
would be similar to any chemical species, where the concentration of particles
could be tracked and monitored. The absorption rate could subsequently be
tuned to match experimental data.
13.1.2 SO3 modelling
Five species were modelled in the continuous phase, but one component not
considered was SO3(g), which reacts with H2O(l) to form H2SO4(l), where
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the latter is a strong acid. However, SO3(g) exists as aerosols in the exhaust
gas stream, so the absorption cannot be modelled similar to SO2(g). There-
fore, other correlations or models would have to be included in the model to
include the absorption of SO2−3 (g).
13.1.3 Acoustic modelling
Most vessels have a silencer installed, which serve to reduce the noise level
from the engine, where especially low frequencies are attenuated. A scrubber
attenuates low frequencies as well [Wärtsilä (143)], although not as efficiently
as a silencer for the mid-range frequencies at approximately 315Hz. An aeroa-
coustic model could potentially be implemented in OpenFOAM, which would
allow for evaluating the attenuation curves.
13.2 Discrete phase
13.2.1 Chemistry modelling
The chemistry was resolved in the model, where 18 species were included (17
species and H+E ). These species apply for open-loop operation, where seawater
is used for the scrubbing process. When a vessel enters ECAs near coastlines,
where the allowable sulfur equivalent is 0.1 %, closed-loop operation is com-
monly used, where no discharge is allowed. In this case, fresh-water is used
for the scrubbing process instead, where chemicals are added to the water,
which allows for SOx removal. However, the chemistry model proposed in
this study is not capable of resolving these species, and this would need to be
developed, if closed-loop performance is to be modelled.
13.2.2 Momentum modelling
The momentum coupling between the continuous and the discrete phase is
modelled in this study, where only the force associated with particle accelera-
tion is considered. Other momentum sources, such as breakup, droplet oscil-
lations, and collision, are not modelled. A consequence of this is the reduced
pressure loss, which was seen in Table 10.3 on page 202, where the modelled
pressure loss, ∆P̃ was lower compared to the pressure loss measured during
the experimental tests, ∆P . By including the momentum sources associated
with the mentioned phenomena, the overall pressure loss in the model will
increase, which would make the model prediction of the pressure loss more
accurate.
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13.3 Wall film
13.3.1 3D film modelling
The wall film in this study was modelled assuming axis symmetry. How-
ever, as described in Section 5.4: Atomization, multiple 3D phenomena govern
a wall film, which are not resolved in this study. Therefore, by extending the
wall film to include these effects, a more accurate description of the wall film
could be modelled, where the rivulet formation due to instabilities could be
included.
13.3.2 Momentum modelling
The wall films experience atomization and separation, where the associated
momentum sources are not modelled. Furthermore, the atomization model
is based on an assumption about wave growth, which would also affect the
continuous phase momentum. By modelling the induced forces on the con-
tinuous phase, the overall pressure loss in the model would increase, which
would make the model match the experimental tests more accurately.
13.4 Temporal modelling
The discrete phase was solved in a temporal manner, where the parcels were
advanced in time, and the source terms were averaged over time. However,
the continuous phase and the wall films were modelled in a steady-state man-
ner, where the equations were solved by assuming the temporal gradients to
be zero. Therefore, the model cannot be used to evaluate temporally vary-
ing inlet conditions, but this could be done by modifying the wall film and
continuous phase equations to include temporal terms. This would allow for
modelling of start-up and shut-down procedures.
13.5 Validation
The scrubber model was verified and tuned by using data obtained from the
Alfa Laval Test & Training Centre, where the scrubber is designed for 1.6 MW
engine load with a diameter of 1.092 m. This is a relatively small scrubber, so
more experimental data is required to evaluate the accuracy of the model for
larger scrubbers. Such data were not available during this study, so the model
was only verified for a single scrubber geometry.
The scrubber model was tuned by evaluating three output values, which were
the outlet temperature, the outlet sulfur equivalent, and the overall pressure
loss. However, it was found difficult to tune some of the model parameters
based on the three monitored values. Therefore, smaller and more controllable
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experiments would be beneficial to carry out, where the sub-models could be
tuned separately.
An assumption about rivulet formation was made in Section 5.4: Atomization,
which stated that a fraction of the wall film mass flow would not experience
atomization. This assumption was not validated by any study, so further stud-
ies within rivulet formation would be of interest to this study. In particular,
a study of the mass flow flowing along the shells would be helpful, as such
a parameter could be used to tune both rivulet formation, impingement mass
fraction deposition, and the atomization model. A proposed method of mea-
suring the mass flow along the shell is illustrated in Figure 13.1.
Gas
Wall film
Collection
trays
Collection
tray
Shell
Figure 13.1: An illustration of collection trays, where the wall film mass flows
could be measured. The trays should be installed at different locations along
the shell, such that the development along the film could be determined.
As seen in Figure 13.1, a simple modification to the scrubber could be done,
such that the mass flow along the shell could be measured. The accumulated
liquid mass in the trays can be measured after a test, or continuously during
the test, where simple drains with mass flow sensors would be required.
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This study focusses on the modelling and analysis of seawater scrubbers for
reducing SOx emissions from marine engines. A scrubber model for SOx re-
moval was proposed in this study, which combines four main aspects related
to scrubber modelling: a chemistry model capable of resolving SOx absorp-
tion in seawater, a discrete phase model for resolving the liquid droplets sus-
pended inside the scrubber, a wall film model for resolving the liquid flowing
along the shell of the scrubber, and a CFD model for resolving the continuous
gas phase.
The chemistry model included 17 species in the liquid phase, where the rela-
tively slow hydration of CO2(l) to H2CO3(l), the oxidation of sulfur(IV) to sul-
fur(VI), and eight equilibria were modelled. The method of establishing equi-
librium required solving a ninth-order polynomial, which is computationally
expensive, so a simplified chemistry model was defined, which only required
solving a third-order polynomial. The simplified chemistry model was able
to accurately model the absorption of SO2(g) with an accuracy within 1 % of
the full chemistry model for the pH range between 2 and 8, where scrubbers
typically operate.
The liquid phase within a scrubber consists of both suspended droplets and
wall films flowing along the surfaces. The suspended droplets were mod-
elled using a Lagrangian approach, where parcels were used to group droplets
with similar properties. Numerous sub-models were combined to model the
phenomena governing droplets, which included droplet distortion, dynamic
drag coefficients, breakup, collision, and wall impingement, where most of
these were existing models proposed by other studies. A collision model was
proposed in this study, where the outcome of a parcel-parcel collision could
be determined using statistical methods. A droplet placed in a gas stream
will experience internal circulation, which affects the heat- and mass trans-
fer coefficients. Previous studies have developed analytical solutions to the
absorption of species, where this study combined these expressions to take
the transient dynamics of circulation into account. This was done by solving
the transport equation inside the droplet by assuming an idealized circulating
flow. A complete expression for the internal heat- and mass transfer coef-
ficients was developed as a function of the Peclet number and the viscosity
ratio. This sub-model is one of the key research achievements in this project.
Liquid wall films flow along the surfaces inside the scrubber, as droplets im-
pinge the walls and deposit fluid. All surfaces within the scrubber were mod-
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elled by discretizing the wall films into a number of wall film elements. Mul-
tiple sub-models were included to resolve various phenomena related to wall
films, which include acceleration, atomization, separation, and mass- and heat
transfer. The scrubber shell was modelled as well, where heat transfer with
the liquid wall films and the surrounding ambient air was included, while
conductive heat transfer in the metal was modelled as well. The wall films
inside the scrubber were found to account for approximately 6 % of the total
mass transfer of SO2(g) and 9 % of the total thermal energy transfer. There-
fore, the liquid wall films were found to have a significant contribution to the
overall performance of a scrubber.
The continuous gas phase was modelled with five species: CO2, H2O, O2,
SO2, and N2. The continuous phase was modelled in OpenFOAM, where the
k-ω-SST turbulence model was used to model turbulence. The discrete phase
and the wall films were solved in MATLAB and so in order to couple the gas
and liquid phases, the two software programs needed to exchange informa-
tion. It was found that the coupling required approximately 1 % of the total
computational time, which proved that this setup was feasible in practice.
A scrubber designed for 1.6 MW located at the Alfa Laval Test & Training
Centre in Aalborg, Denmark, was used for verifying and tuning the model.
16 different tests were carried out, where the load was changed and different
sprayer nozzles were activated. The results from these tests were processed,
where a least squares adjustment technique was used to adjust the results ac-
cording to an underlying physical model. Furthermore, the same technique
was used to calculate a statistically accurate sulfur content in the fuel oil used.
This showed the importance of post processing experimental results, as the
raw signals did not satisfy mass balance due to measurement uncertainties
and calibration errors.
The 16 tests were used to tune six model parameters, where a pattern search
algorithm was used. An objective function was defined, which quantified the
errors between the model and the experimental tests. Each evaluation of the
objective function required 16 scrubber simulations, where each simulation
required approximately an hour to complete; so in order to decrease compu-
tational requirements, only eight of the tests were included during parameter
tuning. These eight tests were chosen to be the ones, which reflected the most
typical scrubber scenarios. The tuned model was found to be most accurate
for the typical scrubber scenarios, which were included during parameter tun-
ing. For these tests, the model was capable of predicting the outlet tempera-
ture, sulfur concentration, and overall pressure loss over the scrubber with an
average accuracy of −1.8 K, −10.1 ppm (v/v), and −57.5 Pa respectively. The
Root Mean Square errors were 3.1 K, 20.4 ppm (v/v), and 77.3 Pa, which trans-
lates to 11.5, 11.1, and 11.5 % relative to the experimental tests respectively.
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Based on the results it can be concluded that an accurate model capable of sim-
ulating wet scrubbers has been developed. The model was tuned and verified
based on a single scrubber geometry, where multiple sizes should be included
in future studies. Furthermore, some of the sub-models should, ideally, be ver-
ified independently, as it was found difficult to tune all six model parameters
simultaneously.
This study has contributed with three key scientific achievements. The first is
the combination of numerous sub-models to form an accurate scrubber model,
where most aspects are resolved. The second is the statistical parcel-parcel col-
lision model, which extends the framework for parcel modelling. The third
key scientific achievement is the internal droplet circulation model, which
takes the transient tendencies into account when evaluating the heat and mass
transfer coefficients.
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A CONSTANTS ANDCORRELATIONS
This chapter presents all correlations and constants used in the scrubber model,
unless they are presented in the main report. The correlations used are both
empirical and theoretical, where a dimensionless salinity and temperature are
used throughout this chapter, which are shown in (A.1).
S′ =
S
g/kg
T ′ =
T
K
T ′C =
T − 273.15 K
K
(A.1)
A.1 pKa values
The pKa values are both salinity and temperature dependent. Some pKa val-
ues have been studied thoroughly within the field of chemical oceanography
[Emerson and Hedges (45)], where accurate correlations have been developed,
which take both temperature and salinity into account. Other pKa values do
not have a direct correlation given, so other theories are used to correlate these
pKa values with temperature and salinity. Table A.1 shows all pKa values
used in this study, where some fields are left blank, and these values are cor-
related directly in (A.2). The other values are reference values indicated by
the superscripts (...)Θ, which are used in combination with other correlations
to take temperature and salinity into account.
Table A.1: The pKa values used in this study. The blank fields are defined in (A.2).
The references in the table are: (1) [Dickson and Riley (38)]; (2) [Dickson (36)];
(3) [Lueker et al. (89)]; (4) [Kern (80)]; (5) [Kolthoff and Elving (82)].
Constant Ka [mol/L] pKa ∆HΘ/R [K] Ref.
KγW − − − (1)
KγB − − − (2)
KγCO2 − − − (3)
KΘCO3,1 2.0 · 10
−4 3.7 921.3 (4)
KγCO3,2 − − − (3)
KΘSO3,1 1.2589 · 10
−2 1.9 −2140.9 (5)
KΘSO3,2 1.0 · 10
−7 7.0 −439.0 (5)
KΘSO4,1 1.0 · 10
3 −3.0 2637.6 (5)
KΘSO4,2 1.2589 · 10
−2 1.9 −2637.6 (5)
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The empty fields in Table A.1 are correlated using (A.2), where the references
were shown in the above table.
pKγW
(
mol
L
)−1
= 148.96502− 13847.26
T ′
− 23.6521 · loge(T ′)− 0.01615 · S′+(
118.67/T ′ − 5.977 + 1.0495 · loge(T ′)
)
·
√
S′
pKγB
(
mol
L
)−1
=
(
−8966.90− 2890.52 ·
√
S′ − 77.942 · S′ + 1.728 · S′3/2 − 0.0996 · S′2
)
· 1
T ′
+
0.053105 ·
√
S′ · T ′ −
(
24.4344 + 25.085 ·
√
S′ + 0.2474 · S′
)
· loge(T ′)+
148.0248 + 137.1942 ·
√
S′ + 1.62142 · S′
pKγCO2
(
mol
L
)−1
=
3633.86
T ′
− 61.2172 + 9.6777 · loge(T ′)− 0.011555 · S′ + 0.0001152 · S′2
pKγCO3,2
(
mol
L
)−1
=
471.78
T ′
+ 25.9290− 3.16967 · loge(T ′)− 0.01781 · S′ + 0.0001122 · S′2
(A.2)
Notice that both S′ and T ′ are dimensionless. The pKa values, which do not
have direct correlations with temperature, are correlated used van ’t Hoff equa-
tion [van’t Hoff (133)], which is shown in (A.3).
d
dT
loge(Ka) =
∆HΘ
R · T 2
⇓
Ka(T ) = K
Θ
a · exp
(
∆HΘ
R
·
(
1
TΘ
− 1
T
)) (A.3)
Where ∆HΘ is the standard enthalpy change for the reaction, and TΘ is the
temperature, at which KΘa was found, and is equal to 25◦C = 298.15 K for all
constants. ∆HΘ is calculated using (A.4) [Devoe (34)], where Ri and Pi are
reactants and products respectively.
vR1 R1 + vR2 R2...+ vRn Rn −−−→ vP1 P1 + vP2 P2...+ vPm Pm
∆HΘ =
m∑
i=1
vPi ·∆HΘf (Pi)−
n∑
i=1
vRi ·∆HΘf (Ri)
(A.4)
The values of ∆HΘ are shown in Table A.2 for each of the species used in
Table A.1.
By applying (A.4) for each of the equilibrium reactions in (3.14) on page 27
with the values in Table A.2, the term ∆HΘ/R in Table A.1 can be calculated. It
should be noted that after having calculated Ka(T ) using (A.3), the values are
subsequently correlated with salinity according to (3.17) on page 29, where the
ionic activity of each species was calculated as a function of the ionic strength.
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Table A.2: The standard enthalpy changes, ∆HΘ, required to calculate ∆HΘ/R in
Table A.1 for the pKa values, which do not have direct correlations provided. The
references in the table are: (1) [Atkins and de Paula (12)]; (2) [Goldberg and Parker (61)].
Species ∆HΘf [kJ/mol] Ref.
H+ 0 (1)
H2CO3 −699.65 (1)
HCO−3 −691.99 (1)
CO2−3 −677.14 (1)
H2SO3 −609.61 (2)
HSO−3 −627.41 (2)
SO2−3 −631.06 (2)
H2SO4 −909.27 (1)
HSO−4 −887.34 (1)
SO2−4 −909.27 (1)
A.2 Henry’s Law constants
The Henry’s Law constants are shown in Table A.3, where the temperature de-
pendency is correlated using (A.3) as well, where TΘ = 25◦C and ∆HΘ/R is
shown in Table A.3.
Table A.3: The Henry’s Law constants for CO2, O2 and SO2. KH,CO2 is cal-
culated according to (A.5), where both temperature and salinity is taken into
account. The references in the table are: (1) [Weiss (139)]; (2) [Sander (115)].
Constant KH
[
mol
m3 Pa
]
∆HΘ/R [K] Ref.
KH,CO2 − − (1)
KΘH,O2 1.3 · 10
−5 1500 (2)
KΘH,SO2 1.3 · 10
−2 2900 (2)
Similar to the pKa values, salinity affects the values of KH. No correlation
for salinity is used for O2 and SO2, but a complete correlation for KH,CO2
is given in (A.5), where both temperature and salinity is taken into account
[Weiss (139)].
loge
(
KH,CO2 ·
(
mol
L · atm
)−1)
=
9345.17
T ′
− 60.2409 + 23.3585 · loge
(
T ′
100
)
+
S′ ·
(
0.023517− 0.00023656 · T ′ + 0.0047036 ·
(
T ′
100
)2) (A.5)
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A.3 Diffusivity constants
The mass diffusivity for the gas and liquid species are shown in Table A.4.
Table A.4: The mass diffusivity for the reacting species used in this study. The
references in the table are: (1) [Martínez (92)]; (2) [Cussler (28)]; (3) [Leaist (85)].
Constant Mixture-pair DAB
[
cm2
s
]
TΘ [K] Ref.
DΘg,CO2 Air-CO2 14.8 282.0 (1)
DΘg,H2O Air-H2O 28.2 289.1 (1)
DΘg,O2 Air-O2 19.0 300.0 (2)
DΘg,SO2 Air-SO2 13.0 300.0 (2)
DΘl,CO2 Water-CO2 1.92 · 10
−5 300.0 (2)
DΘl,O2 Water-O2 2.1 · 10
−5 300.0 (2)
DΘl,SO2 Water-SO2 2.0 · 10
−5 300.0 (3)
The diffusivity coefficients in Table A.4 are temperature dependent, where the
Chapman-Enskog theory [Poling et al. (107)] applies to gases, and the Stokes-
Einstein equation [Einstein (43)] applies to liquids. These are shown in (A.6).
(Chapman-Enskog theory) Dg(T ) =
AD ·
√
1
MA
+ 1MB
P · σ2AB · Ω
· T (3/2)
(Stokes-Einstein equation)
Dl(T1)
Dl(T2)
=
T1 · µ(T2)
T2 · µ(T1)
(A.6)
Where AD is an empirical coefficient, σAB is the average collision diameter be-
tween the two species, and Ω is the temperature-dependent collision integral.
The correlations in (A.6) require numerous parameters, which are difficult to
find. Therefore, simple correlations are instead used in this study by assum-
ing all the constants in (A.6) to be temperature independent. This simplifies
(A.6) to the expressions shown in (A.7).
Dg,i(T ) = D
Θ
g,i ·
(
T
TΘ
)(3/2)
Dl,i(T ) = D
Θ
l,i ·
(
T
TΘ
) (A.7)
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A.4 Liquid phase properties
The liquid properties are shown in (A.8). The value of cP is assumed constant,
although this varies slightly between 0 and 80◦C, which is the maximum tem-
perature span for the liquid phase in this study. The dynamic viscosity, µl(T )
is correlated using a common expression [Bird et al. (17)]. The remaining cor-
relations for the surface tension, σl(T ), the liquid Prandtl number, Prl(T ), and
the thermal conductivity, κl(T ), are all fitted to data from Engineering Equation
Solver, EES [F-Chart (47)].
cP,l = 4182
J
kg K
hl = cp,l · T
µl(T ) = (Pa · s) · 2.41 · 10−5 · 10
(
247.8
T ′ − 140
)
σl(T ) =
(
N
m
)
·
(
T ′2C · −2.66 · 10−7 + T ′C · −1.41 · 10−4 + 7.57 · 10−2
)
Prl(T ) = 13.51−
(
1− exp
(
− T
′
C
25.83
))
· 11.81
κl(T ) =
(
W
m K
)
·
(
−9.67 · 10−6 · T ′C + 2.15 · 10−3 · T ′C + 0.557
)
(A.8)
A.5 Gas phase properties
The gas phase properties are evaluated using correlations, where the required
constants are shown in Table A.5.
Table A.5: The constants required to evaluate the gas phase properties.
ch1 ch2 ch3 hfg,i As,i Ts
Species [−] [−] [−] [J/(kg·K)] [Pa·s/K0.5] [K]
CO2 8.18·102 5.26·10−1 −2.59·10−4 0 1.69·10−6 285.134
H2O 1.86·103 1.33·10−1 2.03·10−4 2.4415·106 2.39·10−6 1021.36
O2 9.04·102 1.76·10−1 −4.45·10−5 0 1.79·10−6 156.052
SO2 6.05·102 3.31·10−1 −1.75·10−4 0 1.67·10−6 373.958
N2 1.03·103 2.49·10−2 8.06·10−5 0 1.41·10−6 107.161
The specific latent heat of evaporation, hfg, is assumed zero for all species ex-
cept H2O, as hfg for all others species are negligible in both value and mass
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transfer rates during simulation. The enthalpy of each species, hg,i, is calcu-
lated using (A.9), where the average enthalpy for the mixture, hg,Mix, is shown
as well.
hg,i =
(
J
kg ·K
)
·
(
ch1,i · T ′ + ch2,i · T ′2 + ch3,i · T ′3
)
+ hfg,i
hg,Mix = ~hg · ~wg
(A.9)
The viscosity of the gas phase is calculated using (A.10), where the viscosity
for each species is correlated using the Sutherland viscosity model [Sutherland
(124)]. More than 25 mixing correlations are available [Centeno et al. (22)],
where the one used is the Bingham mixing rule [Bingham (16)]
(Sutherland viscosity model) µg,i =
As,i ·
√
T
1 + TST
(Bingham mixing rule) µg,Mix =
(∑
i
yi
µg,i
)−1 (A.10)
The density is calculated by assuming a perfect gas as described in Section 6.1:
Computational Fluid Dynamics, where the ideal gas equation is shown in (A.11).
ρg =
P
R · Tg
·
(
~M · ~wg
)
︸ ︷︷ ︸
Average molar mass
(A.11)
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B SPHERICITY
The Taylor Analogy Breakup, TAB, model and the drag model uses two different
definitions of deformation. The breakup model uses a dimensionless deforma-
tion parameter [O’Rourke and Amsden (101)], γ, and the drag model uses the
sphericity [Haider and Levenspiel (65)], ψ. These relationship between these
two parameters is derived in this appendix, where the outcome will be a func-
tional relationship defined as ψ(γ). An overview of the parameters is given in
Figure B.1.
ac
c
a
r
Oblate
Sphere
0.00
0.25
0.50
0.75
1.00
γ [−]
r
a
c
Figure B.1: The notations used in this appendix.
c is the semi-minor axis and a is the semi-major axis. The spheroid, which is
the deformed sphere, is called an oblate when c < a, and a prolate when c > a.
A variable used for derivation is introduced, f , which relates c and r as shown
in (B.1).
f =
(
1− γ
2
)
c = r · f = r ·
(
1− γ
2
) (B.1)
The geometric properties of both a sphere and an oblate spheroid are defined
in (B.2) [Tee (128)].
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VSphere =
4
3
π r3
VSpheroid =
4
3
π a2 c
ASphere = 4 π r
2
ASpheroid = 2 π a
2
(
1 +
1− E2c
Ec
· atanh (Ec)
)
, c < a
E2c = 1−
c2
a2
(B.2)
Notice that only the surface area of an oblate, c < a, is shown, as this is the
only relevant shape for this study. Ec is the eccentricity. When calculating
the sphericity, ψ, the volumes of both the sphere and the spheroid should be
kept constant. This constraint implies a new definition of a, which is shown
in (B.3).
VSphere = VSpheroid
4/3 π r3 = 4/3 π a2 c
⇓
a =
r√
f
(B.3)
By substituting c from (B.1) and a from (B.3) into the expression for the eccen-
tricity in (B.2), Ec can be expressed in terms of f , which is shown in (B.4).
E2c = 1−
c2
a2
= 1− (r · f)
2(
r√
f
)2 = 1− f3
⇓
Ec =
√
1− f3
(B.4)
The sphericity, ψ, is derived as a function of f using (B.1) through (B.4), which
is shown in (B.5).
ψ =
ASphere
ASpheroid
=
4 π r2
2 π
(
r√
f
)2 (
1 +
1−E2c
Ec
· atanh (Ec)
)
=
2 · f · Ec
f3 · atanh (Ec) + Ec
Ec =
√
1− f3
(B.5)
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By substituting f with the definition in (B.1), the expression for sphericity as
a function of γ can be derived from (B.5), which is shown in (B.6).
ψ(γ) =
2 · (1− γ/2) · Ec
(1− γ/2)3 · atanh (Ec) + Ec
=
(
loge
(
Ec + 1
1− Ec
)
· (γ − 2)
2
16 Ec
− 1
γ − 2
)−1
Ec =
√
1−
(
1− γ
2
)3
(B.6)
The equatorial velocity, vEqu, when γ = 1 is used to determine the normal
velocity of the child droplets, when breakup occurs. This velocity is calculated
using (B.7).
vEqu =
da
dt
=
da
dγ
·
(
dγ
dt
)
=
Cb · r
2 · (1− Cb · γ)
3/2
·
(
dγ
dt
)
⇓ (γ = 1)
vEqu =
Cb · r
2 · (1− Cb)
3/2
·
(
dγ
dt
) (B.7)
Reference [O’Rourke and Amsden (101)] calls for a definition for vEqu, which
is proportional to Cb. Therefore, a new dimensionless parameter is intro-
duced, Cv, which scales the equatorial velocity, which is defined in (B.8).
Cv =
1
2 · (1− Cb)
3/2
−→
Cb=0.5
Cv =
√
2
vEqu = Cv Cb r
dγ
dt
(B.8)
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