The effects of the parameterized wind stress error covariance function on the a priori error covariance of an ocean general circulation model (OGCM) are examined. These effects are diagnosed by computing the projection of the a priori model state error covariance matrix to sea surface height (SSH). The sensitivities of the a priori error covariance to the wind stress curl error are inferred from the a priori SSH error covariance and are shown to differ between the subpolar and subtropical gyres because of different contributions from barotropic and baroclinic ocean dynamics. The spatial structure of the SSH error covariance due to the wind stress error indicates that the a priori model state error is determined indirectly by the wind stress curl error. The impact of this sensitivity on the solution of a four-dimensional inverse problem is inferred.
Introduction
An advanced data assimilation technique for fourdimensional (4D) ocean data assimilation studies seeks an optimal trajectory of a model state vector by estimating errors in the model equations, initial values, boundary values, and constants in the subgrid-scale parameterization schemes. The four-dimensional variational data assimilation (4DVAR) techniques with strong/weak constraints are the most common techniques to solve this type of inverse problem. In these techniques, the optimal sizes of errors are sought by minimizing a cost function that requires knowledge of the statistical properties of those errors. Generally, estimating an adequate structure for the statistical properties is not a trivial task and we need to model them with certain assumptions. In this study, we investigate the impact of the assumptions we make for the wind stress error covariance function in estimating wind-driven basin-scale ocean circulation.
The statistical properties of the wind stress error are introduced into 4DVAR and Kalman filter/smoother data assimilation systems as a model error covariance matrix. The simplest formulation is based on the assumptions that the zonal and meridional wind stress errors are independent stochastic processes and that their autocovariance functions can be modeled as a diagonal matrix (e.g., Stammer et al. 2002 Stammer et al. , 2003 Masuda et al. 2003; Kö hl et al. 2007 ). When we interpret the error covariance matrix in terms of its power spectrum distribution (e.g., Priestley 1981) , the diagonal covariance assumption indicates that the error signal is a white noise process. Although there is no direct evidence indicating that the wind stress error can be modeled by a white noise process, nondiagonal forms of the wind stress error covariance matrix are seldom used in 4D ocean data assimilation. Vossepoel et al. (2004) implemented a nondiagonal wind stress error covariance matrix in the 4DVAR system in their twin experiments. In the Kalman filter technique, Miller and Cane (1989) assumed a Gaussian function to design the wind stress error covariance while Fukumori et al. (1999) used a nondiagonal wind stress error covariance model based on sample covariance calculated from reanalysis wind stress data.
Since the wind stress error is a stochastic variable, its impact on the analysis of 4D data assimilation may be understood by looking at the response of the winddriven ocean circulation to a stochastic wind stress forcing. The statistical properties of the ocean state vector in relation to the stochastic wind stress have been studied extensively since the pioneering works of Veronis and Stommel (1956) and Veronis (1970) . Frankignoul et al. (1997) , Willebrand et al. (1980) , and Mü ller and Frankignoul (1981) examined the linear quasigeostrophic response of the midlatitude ocean to a stochastic wind stress and suggested that the synoptic to basin-scale ocean response is largely controlled by the wind stress curl. However, in modern data assimilation systems based on primitive equations, error statistics of the wind stress curl error are not explicitly mentioned and their impact on the inverse solution is not well understood.
In this study, we investigate the role of the wind stress error term in shaping the optimal solution of a 4DVAR data assimilation system applied to midlatitude, basinscale ocean circulation. Specifically, we investigate the impact of wind stress curl error statistics, which are implicitly determined by the wind stress error statistics, on the 4DVAR analysis. This paper is organized as follows. In section 2, the role of the model error in a variational data assimilation system is explored, while section 3 describes a wind stress curl and divergence error that are implicitly specified by a given wind stress error covariance. The experimental design to examine the sensitivity of the a priori model state error covariance matrix to the correlation structure of a wind stress error is described in section 4. The results obtained from the numerical experiments are discussed in section 5 and concluding remarks are given in section 6.
Review of a 4DVAR system
Various types of 4DVAR techniques, such as strong or weakly constrained 4DVAR and the representer method are all based on the maximum a posteriori probability (MAP) estimation (e.g., Todling 2000) . Let a vector x denote the 4D model state vector to be estimated in the data assimilation system. Given a data vector y as a linear transformation of x, the MAP estimation of x is obtained by minimizing the cost function defined as
where x b is the background or the first-guess estimation of x, H is the observation matrix, R is the observation error covariance matrix, and the superscript T indicates transpose.
The a priori model state error covariance matrix P is defined as
where h i is the statistical mean operator, x t denotes true model state, and x b is assumed to be unbiased (hx t 2 x b i 5 0). The MAP estimate of x is readily derived from (1) in the same manner as the optimal interpolation (OI) system (e.g., Courtier 1997); namely,
where S 5 HPH T is the representer matrix and d 5 y 2 Hx b is the innovation vector. The role of P in finding the optimal estimation x a is to determine the shape of the interpolation kernels that redistribute the model-data misfits in d to their surrounding fourdimensional space (Bennett 1992 (Bennett , 2002 .
The formulation of the 4DVAR algorithm starts by defining a cost function of the form
with dynamical constraints
where G is the (non)linear model operator; f is the background estimation of forcing, which may include external forcing, internal sources, and boundary and initial values; and u is the error in the model equations with a covariance matrix huu T i 5 Q and a mean hui 5 0. The tangent linear approximation of (5) is
where G is the tangent linear approximation of G linearized around the previous estimation of x andf is the extended forcing that includes f and the pseudoforcing arising from the linearization of G (Ngodock et al. 2000) . Defining the background estimation x b as the solution of (6) when u 5 0, the incremental form of the tangent linear equation is written as
where dx 5 x 2 x b . Since the matrix G is always invertible, we also have an alternative form of the tangent linear equation
where M 5 G 21 (see appendix A). From the expression in (8), it can be shown that the increment dx has zero mean and its covariance is given bỹ
Inserting the left-hand side of (7) into u on the righthand side of (4), we obtain a cost function of the following form (see appendix A):
The minimum point of the cost function (10) is given by
whereS [ HPH T . Equations (10) and (11) are the approximations of (1) and (3), respectively, in the outer loop of the 4DVAR algorithm. We expect that the covariance matrixP in (10) converges to the a priori error covariance matrix P in (1) at the end of the outer loop iterations. Thus, (9) and (10) indicate that the a priori error covariance matrix of 4DVAR is modeled by Q and M (Lorenc 2003) . Assuming thatP at the first iteration is a good approximation of P, we use the relation (9) as a tool to examine dependencies of a shape of P on Q in this study. In 4DVAR ocean data assimilation, the first term of the cost function (4) typically has the following form (e.g., Stammer et al. 2002) :
where
contains the errors in wind stress Dt, the surface buoyancy flux Dq, the initial values Dx 0 , the boundary values Dx B , and the internal model dynamics De. Each of these error components is assumed to be an independent stochastic variable. Thus, the model error covariance matrix Q on the left-hand side of (12) is a block diagonal matrix with submatrices Q Dt , Q Dq , B, D, and Q De on the right-hand side. To focus on the role of the wind stress error constraint [the first term on the right-hand side of (12)] in the 4DVAR analysis, we will ignore all other errors in this study.
The impact of Q on the shape of optimal estimation x a can be investigated by examining the dependency of P on Q in (9). Since the full matrixP is too large to be evaluated directly, we use subspaces ofP. In particular, we use the column vector ofP that contains the cross covariance between the sea surface height (SSH) error at a particular sample point and other model state errors. Since the SSH has strong sensitivity to stochastic wind stress (e.g., Willebrand et al. 1980) , this column vector is expected to provide a good representation of P. From (9), the column vector ofP that contains the cross covariance between the SSH error at the mth sample point (r m , t m ), and the model state error is given by
where h m [ h(r m , t m ) is the model SSH at a sample location r m over the sea surface and at a sample time t m . The actual calculation of p h m is conducted by replacing the statistical mean operator h i by an ensemble mean operator h i N based on N realizations of x calculated from (6).
An alternative method to calculate p h m is to use the direct representer method (Bennett 1992) . Using the alternative form ofP in (9), it can be shown that p h m is evaluated by
where, the column vector h h m is defined such that h m is extracted from x by h m 5 (h h m ) T x. Equation (14) can be evaluated in the following two steps:
where l is the adjoint variable vector. Equation (15) is the adjoint backward equation and (16) is the tangent linear forward equation (Bennett 2002, p. 19) . We refer to p h m as a representer vector hereafter in this study. If we use an infinite number of realizations to compute (13), the two methods in (13) and (14) 
where r 5 (x, y) is a location over the sea surface, and t is a time coordinate. Auto-and cross-covariance functions on the right-hand side of (17) are defined by
For simplification, we have also assumed that hDti 5 0. The covariance matrix Q Dt is normally simplified in 4DVAR ocean data assimilation studies. In the following, we will review typical simplifications and discuss their consequences from a dynamical point of view.
In subsequent discussions, we assume that the crosscovariance components, Q xy Dt and Q yx Dt , in (17) are zero, meaning that the zonal and meridional wind stress errors are independent, stochastic variables. The general case with nonzero cross-covariance functions is discussed in appendix B. Under this assumption, the cost function that measures a size of the wind stress error is written in the following form:
where d is the inner product defined as
and W
x(y)
Dt is the weight function that satisfies
The right-hand side of (21) is the Dirac delta function. We also assume that Dt is a stationary stochastic process, which can be expressed by the following form:
where s Dt x(y) is the standard deviation and Dt x(y) is the normalized wind stress error of the zonal (meridional) component with unit variance. We further assume that the stochastic process of Dt x(y) is uniform and its correlation function is separable in spatial and temporal coordinates. Then the autocovariance functions on the right-hand side of (17) 
In (23) we have also assumed that the zonal and meridional wind stress errors have the same temporal correlation function r t Dt (t ). Wind-driven ocean circulation is controlled by the rotational (curl) and irrotational (divergence) components in the wind stress field. The dynamical impact of the wind stress error structure on 4DVAR analysis can be better understood by examining the error structure of these effective forcing terms (i.e., wind stress curl and divergence errors) rather than wind stress error. The wind stress curl error, D §, and divergence error, Dm, are calculated from the given wind stress error as
From (24) and (25), the covariance functions of D § and Dm can be expressed by the covariance functions of original wind stress errors as
Inversely, we also have
The explicit forms of the functionals F in Eq. (26) and
SinceP is a function of Q Dt as indicated by (9),P can also be parameterized as a function of the effective forcing error covariance Q eff .
In the following discussion, we will focus on the structure of the wind stress curl error covariance function, Q D §D § . From (22) and (24), we obtain
We have assumed that s Dt x(y) and Dt x(y) are differentiable at least to the first order. The wind stress curl error D § consists of two terms. The first term originates from the shear of the wind stress error standard deviations, while the second term originates from the shear of the normalized wind stress error field.
From (28), the autocovariance function Q D §D § has another representation as
From (29) and (31), Q ›s›s D §D § is written as
where r Dt x(y) is the correlation function of Dt x(y) and we used the assumption that Dt x and Dt y are independent stochastic variables. Assuming that the correlation functions r 
We consider the case when the first derivatives of the autocorrelation functions r 
where L 
Equation (34) suggests that the total variance of D § depends on the characteristic length scales of the given wind stress error correlation functions. For simplicity, we represent the characteristic length scales in (34) by a single length scale L S . At the limit L S / ', the third and fourth terms on the right-hand side of (34) vanish and the total variance is dominated by the shear of the wind stress error standard deviation. Inversely, at the limit L S / 0, the third and fourth terms become infinitely large and dominate the total variance. In an actual 4DVAR system, constructed on a finite number of grid points, these terms remain finite in the limit L S / Dr, where Dr is the horizontal grid size.
When s x Dt and s y Dt are functions of space and Dt x and Dt y are white noise processes in space, the cost function J Dt in (19) can be written in the following form:
where 8 is the inner product defined by
and w t Dt is the weight function that satisfies
Special attention is required to derive the autocovariance function of the wind stress curl error inferred from the cost function in (36). Here D § ›s can be defined as in the first part of (29) and its autocovariance function is derived from (32) by replacing r Dt x(y) with a delta function. Since Dt x and Dt y are uncorrelated white noise processes, the stochastic process D § ›s is also a white noise process whose amplitude is modulated by shears of the wind stress error standard deviations. However, since Dt x and Dt y are not differentiable, we cannot formally define the autocovariance function of D § ›t . In this case, it is useful to write the delta function as a limit of the Gaussian probability function:
Using this limit, the spatial correlation functions in (33) are approximated as 
In a finite-difference scheme, e approaches Dr, but never 0 . In the foregoing discussion, it was shown that the wind stress error covariance function implicitly specifies the error covariance functions of the effective forcing for the wind-driven ocean circulation, namely, the wind stress curl error and wind stress divergence error. Furthermore, the relationship between the specific form of the cost function commonly used in 4D data assimilation and the implied wind stress curl error covariance was described. In the next section, we present numerical experiments designed to study a role of the wind stress curl error covariance function in shaping the a priori model error covariance matrixP. Specifically, we investigate the impact of the wind stress curl error in the context of midlatitude, gyre-scale ocean circulation represented in a coarse-resolution OGCM.
Design of numerical experiments
To set up our experiments, we use the primitive equation z-coordinate model (PEZ) developed at Oregon State University and its inverse modeling package with tangent linear and adjoint codes of PEZ (Chua and Bennett 2001; Muccino et al. 2008 ). The discretization scheme in PEZ is based on the Geophysical Fluid Dynamics Laboratory Modular Ocean Model, version 3.0 (MOM3; Pacanowski and Griffies 1999) . The Richardson number-dependent vertical diffusivity and viscosity coefficients used in the original PEZ configuration are replaced by a simple Laplacian formulation with constant diffusivity and viscosity coefficients. The independent variables in our version of the PEZ model are the horizontal velocity components (u, y), the free SSH h, and the potential density r u . The baroclinic time step for the momentum and the potential density equations is 72 min, while the barotropic time step of 2 min is used to solve SSH explicitly. The model domain is shown in Fig. 1 . It was designed so that it broadly resembles the Pacific basin over the latitudinal range of 208S-608N and longitudinal width of 1008. The horizontal grid size is 1.28 in both the zonal and meridional directions. The ocean bottom has been assigned a uniform depth of 4000 m and the vertical discretization has 20 levels with thicknesses ranging from 10 m at the top to 500 m near the bottom. The southern boundary at 208S is assumed to be a rigid wall. Lateral boundary conditions were set to be no-slip in the momentum equations and no-flux in the potential density equation.
In the preliminary experiments, the horizontal eddy viscosity coefficient K h was chosen from a range of values 1.0 3 10 4 -4.0 3 10 4 m 2 s
21
, which are typical for coarse resolution ocean circulation models (e.g., Cox and Bryan 1984) . Using various sizes of K h within this range, we conducted data-less assimilation experiments (Bennett and Thorburn 1992; Ngodock et al. 2000) to test the stability of the tangent linear model without model error. Within this range, we chose a particular K h value of 4.0 3 10 4 m 2 s
, for which the tangent linear solution of (6) converges to the nonlinear solution of (5) within a few Picard iterations over a 1-yr period. The vertical eddy viscosity coefficient K y , horizontal eddy diffusivity coefficient A h and vertical eddy diffusivity coefficient A y were set to K y 5 (Cox 1984) to the water column wherever instability is detected. Because of the relatively coarse spatial resolution, there are no mesoscale eddies or baroclinic and barotropic instabilities in our model. Hence, dynamical balances in the large-scale ocean circulation are quasi-linear, except for the western boundary currents. The model ocean is driven at the surface by a buoyancy flux in the potential density equation and zonal wind stress forcing in the momentum equations. The buoyancy flux is determined by relaxing the sea surface potential density back to the zonally averaged annual climatology from the World Ocean Atlas 2001 (WOA; Conkright et al. 2002) . The relaxation time scale was chosen to be 30 days. This buoyancy forcing is turned off after an initial 10-yr spinup run and before the following 1-yr experiments.
For simplicity, the known part of the wind stress forcing is specified as a zonal component that is steady and zonally uniform. The steady zonal wind stress was created by zonally averaging the Comprehensive OceanAtmosphere Data Set (COADS) climatological zonal wind stress (Trenberth et al. 1989 ) over the Pacific basin. The initial potential density was created by the zonally averaged WOA climatology for the Pacific basin. The ocean model was spun up from rest for 10 yr with the steady forcing fields and this provided a quasi-steadystate ocean circulation, as confirmed by total kinetic and potential energy calculations. The SSH at the end of the spinup run in Fig. 1 shows subtropical and subpolar gyres that are in reasonable agreement with characteristic dynamical circulation structures in the North Pacific Ocean. This result is used as the ''perfect'' initial condition for the calculation of the a priori model state error.
Two types of approximations are introduced in deriving the tangent linear model (TLM) and its adjoint model from the nonlinear forward model. The first approximation is the elimination of the convective adjustment scheme in the tangent linear tracer equation (e.g., Weaver et al. 2003) . Since the buoyancy flux is turned off after the spinup, the convective adjustment process is not active once a quasi-steady-state ocean circulation has been reached. This approximation was justified by preliminary experimental results showing that the root-mean-square (RMS) difference in SSH fields arising from the nonlinear model with and without the convective adjustment scheme remains in the order of 10 26 cm for the 1-yr period after the spinup. The second approximation was introduced in order to reduce the storage size of the background model state vector, which is required by TLM and its adjoint model. We store the truncated background model state vector at every 20 baroclinic model time steps, which corresponds to one model day. The background model state vector is then reconstructed by interpolating the stored trajectory by using a step function. The RMS difference between the SSH outputs from the TLM with a truncated background model state vector and a full model state vector is on the order of 10 23 cm over the same 1-yr period. Since the RMS errors are much smaller than the SSH standard deviation arising from the dynamical response to the wind stress error (on the order of a few centimeters), we conclude that both approximations have a minor impact on the structure of the a priori model state error. The adjoint model is constructed based on the same approximations used for the TLM.
Based on the study of reanalysis wind datasets conducted by Gille (2005) , we assume the following characteristics for the known and error components of wind stress forcing. (i) Zonally averaged climatological wind stress data are sufficiently precise that they may be used as known parts of the zonal wind stress forcing. (ii) The standard deviation of the zonal wind stress error is proportional to the mean zonal wind stress. For simplicity, it is also assumed that (iii) the zonal wind stress variance is zonally uniform and (iv) both the known and erroneous parts of the meridional wind stress forcing are zero. The resultant spatial structure of the zonal wind stress error variance then resembles the wind stress error variance used in previous ocean data assimilation studies (e.g., Stammer et al. 2002 Stammer et al. , 2003 Vialard et al. 2005) .
Realizations of the zonal wind stress error Dt x (r, t) are simulated from the prescribed zonal wind stress error autocovariance function Q Dt , assuming stationarity and uniformity of the stochastic process. We use the following form of Q Dt :
Q Dt (r 1 , t 1 ; r 2 , t 2 ) 5 s Dt (y 1 )r(x,ỹ,t )s Dt (y 2 ),
wherex [ x 2 À x 1 ,ỹ 5 y 2 À y 1 ,t 5 t 2 À t 1 , s Dt is the zonal wind stress error standard deviation, and r Dt is the normalized wind stress error autocorrelation function. In this experiment, s Dt is chosen to be s Dt (y) 5 t x (y) j j, where t x (y) is the steady zonal wind stress defined from the climatology (see the left panel in Fig. 1 and Fig. 10a ). Here r Dt is assumed to be homogeneous and separable in all coordinate directions as
where L X , L Y , and L T are decorrelation scales in the zonal, meridional, and temporal coordinates, respectively. The convolution between the correlation function in (42) and the adjoint variables is performed by a diffusion equation for the spatial correlation and the Langevin equation for the temporal correlation (Chua and Bennett 2001; Bennett 2002) . The function form for (42) is chosen to reproduce two cases: (i) a diagonal covariance matrix (e.g., Stammer et al. 2002) and (ii) a nondiagonal covariance matrix based on the wind stress covariance of reanalysis data (e.g., Fukumori et al. 1999 ). Case i is represented by choosing the decorrelation length scales L X , L Y , and time scale L T of the same order as the horizontal model grid resolution and time step size. Case ii is represented by choosing decorrelation length and time scales corresponding to reanalysis data. Although it is not in the scope of this study, it should be noted that the error covariance structure inferred from a difference between the power spectra of reanalysis wind stress data and satellite-derived data (Milliff et al. 2004; Gille 2005) does not support any of these structures. Rather, a plausible wind stress error covariance has more power in higher wavenumbers and frequencies. The wind stress curl error D § is derived from (28), (29), and (34) as
where we assume that Dt y 5 0. Here D § consists of two stochastic variables, the normalized zonal wind stress error Dt x and the normalized wind stress curl error
). The variance of D § is then given by
Equations (44) is consistent with the general expression in (34). The variance of the first term on the right-hand side of (44) is given by the meridional gradient of the originally specified zonal wind stress error standard deviation. The variance of the second term is a product of the variance of the zonal wind stress error and 2L Y
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. Thus, the variance of the first term has a smaller spatial scale than the second term and its peaks appear where the meridional gradient of the zonal wind stress error standard deviation are at local maxima. The autocovariance function of D § is then written as where r Dt is the autocovariance function of Dt x of the form (42). The autocovariance function of D § and the cross covariance between D § and Dt x have the following form:
r D §Dt (x,ỹ,t ) 5ỹr Dt (x,ỹ,t ).
The power spectral density functions (PSDs) of the two stochastic processes Dt x and D § are derived from (42) and (46), respectively, as
where (k, l) are the horizontal wavenumbers of the zonal and meridional components, and v is the angular frequency.
To reduce the number of independent parameters in the error correlation function, we constrain the ratio of the zonal decorrelation length scale L X to the meridional decorrelation length scale L Y as L X :L Y 5 1:2 and introduce a mean decorrelation length scale of L S 5 (L X 1 L Y )/2. The adjustable parameters in the wind stress error correlation function are then L S and L T in the following experiments.
The L S of the zonal wind stress error covariance is set to 100 and 750 km in these experiments. The L S 5 100-km case corresponds to the case i of the diagonal covariance matrix in spatial coordinates. For the case ii, L S 5 750 km is determined from the PSD of the National Centers for Environmental Prediction (NCEP) analysis (Milliff et al. 2004 ). The spatial structure of the correlation functions in (42), (46), and (47) are plotted in Fig. 2 for the two decorrelation length scales. For L S 5 100 km, the spatial structure of the correlation function in (46) is not distinguishable from the structure of (42) with a single peak at its center. For L S 5 750 km, the correlation function of D § is seen to have one positive peak at its center and two negative peaks: one to the north and one to the south. For both cases, the spatial structure of cross-correlation function in (47) is characterized by two peaks with one negative peak south of center and one positive peak to the north. As discussed later, the distinct spatial structures of these correlation functions are good indicators for checking the influence of each term on the right-hand side of (45) on the shape ofP. Two decorrelation time scales, L T 5 1 day and L T 5 10 days are also chosen. The former corresponds to the case of a diagonal matrix in temporal coordinates while the latter is determined from the frequency spectra of reanalysis wind stress products (Gille 2005) . The resultant PSDs of the autocorrelation functions, (48) and (49), are plotted in Fig. 3 . Since the frequency and zonal wavenumber spectra in Figs. 3a,b are common in both PSDs, it is the meridional wavenumber spectra that differs between the two stochastic processes Dt and D §. The major difference between the two meridional wavenumber spectra is that the spectra of D § has a high peak at the characteristic wavenumber l c 5 2/L Y whereas the spectra of the wind stress error are flat below l c and descend beyond l c .
The representer vector p h m is computed by the ensemble solution in (13), based on 100 realizations of the model state vector that were produced by perturbing the OGCM with wind stress errors that obey the error covariance functions in (41) and (42). Realizations of the wind stress error were generated using a diffusion equation in space and a first-order autoregression model in time (Bennett 2002) . The vector p h m is also computed by solving (14). We chose the two spatial locations SPE (at 428N, 778E) and STE (at 178N, 778E) in Fig. 1 vector x in the four-dimensional space of the OGCM, the vector p h m is still too large to summarize the dependencies ofP to Q. Here, we define a further-truncated subspace ofP aŝ
where 
The vectorsp h m are calculated for the selected sample points from (50) and (51) for cross-validation purposes. The integration period is set to 1 yr for all experiments. (50) have a tendency to be numerically unstable for both L S 5 100 km and L S 5 750 km (not shown here). This error occurs only when the temporal correlation matrix is chosen to be diagonal in the direct representer method and does not influence to the other solutions in this study. Since the ensemble method produced a numerically stable solution within the ranges of L S and L T used in this study, we focus on the solutions obtained from (51) in subsequent discussions.
Results of numerical experiments and discussion
At both sample locations SPE and STE, the spatial structure ofp SSH error variance at the sample location, s 2 h (r m , t m ), changes through the range of t m . To smooth out the shorter scale noise due to the limited number of ensembles in a plot of s 2 h (r m , t m ) (not shown here), we averaged s 2 h (r m , t m ) over the subdomain that surrounds each sample location (Fig. 1) . The time series of averaged SSH error variance, s 2 h (r m , t m ), at domains SPE and STE are shown in Fig. 5 . In both domains, s 2 h (r m , t m ) grows continuously. Its amplitude is smaller when L S or L T is shorter. The sensitivity of s 2 h (r m , t m ) to a change in the size of L S is higher for L T 5 10 days than for L T 5 1 day. The rate of change in s 2 h (r m , t m ) as L S increases from 100 to 750 km is about 30% at domain SPE (Fig. 5a ) while the change in s 2 h (r m , t m ) is about 11% at domain STE (Fig. 5c ) when L T is set to 1 day. When L T is set to 10 days, the rate of change in s 2 h (r m , t m ) as L T increased was about 100% in both domains (Figs. 6b,d) . Figure 6 shows the spatial structure ofp (Fig. 7) also has the same order of length scale as the wind stress curl error covariance functions in Figs. 2d,e. Again, the influence of the cross-correlation term in the wind stress curl error cannot be observed. The similarity of the covariance function structures between the wind stress curl error and the SSH error indicates that the model state error is due to a local response of ocean dynamics to the wind stress curl error.
Contrary to the case where L S is set to 100 km, the spatial structure ofp (Fig. 7b) . The pattern resembles the characteristic structure of the wind stress curl error correlation function in (46) in Fig. 2e . At STE (Fig. 7d) , the negative peak to the north of the positive peak is not seen as it was in Fig. 4d . However, the northern negative peak is clearly seen in the direct representer solution ofp h m (not shown here), which is similar to the solution at t m 5 day 30 (Fig. 4d) . We conclude that the spatial pattern found in Fig. 7d is also determined by the ocean response to the second term of the wind stress curl error in (43).
In Fig. 7b ,p h m is elongated to the west away from the sample point SPE. Thus, the model response to the wind stress curl error is both local and remote. The zonally elongated structure can be obtained at a sample time as early as t m 5 day 20. Considering the relatively short time scale for the SSH error correlation to reach to the western boundary, the structure is likely due to the response of the barotropic Rossby wave to the stochastic wind stress curl (Willebrand et al. 1980) . To examine the degree of contribution from barotropic dynamics top h m , we computed another set of vectorsp h m for the barotropic OGCM with the same set of error covariance parameters, L S and L T . The barotropic OGCM has exactly the same configuration as that of the OGCM described in section 4, except for an initially uniform potential density.
The two panels in Fig. 8 show the vectorp h m from the barotropic experiments at the sample point SPE. When L T is set to 1 day (Fig. 8a ),p h m has a spatial structure similar to that of the first term of the wind stress curl error correlation function in (42) (Fig. 2d) . Thus, the barotropic response of the model state error is also local to the wind stress curl error. The locality of the barotropic response to the wind stress disturbance with a time scale as short as 1 day is discussed in Willebrand et al. (1980) and our result is consistent with their analysis. For L T 5 10 days,p h m shows a zonally elongated structure similar to that observed in Fig. 7b . Thus, we can infer that the westward elongation ofp h m at the sample location SPE is due to the barotropic response of the model dynamics.
The time series of s 2 h (t) from the barotropic experiments are plotted in Fig. 9 , analogous to Fig. 5 . The barotropic SSH error variance is negligibly small over the subdomain SPE when L S is set to 100 km (Figs. 9a,b ) compared to the total variance (Figs. 5a,b) . The barotropic SSH error variances over the subdomain STE are also negligibly small when L T is set to either 1 or 10 days (Figs. 9c,d ) compared to the total variance (Figs. 5c,d) . However, the amplitude of s 2 h (t) over the subdomain SPE when L S 5 750 km (Figs. 9a,b) is comparable to that of the original variance (Figs. 5a,b) . In the subpolar gyre, the level of the SSH error variance s 2 h (t) changes by about 0.4 3 10 23 m 2 for L T 5 1 day (Fig. 5a ) and about 1.0 3 10 23 m 2 for L T 5 10 day (Fig.  5b) when the decorrelation length scale in the wind stress error changes from L S 5 100 km to L S 5 750 km. The same order of changes in the SSH error variance can be found in the barotropic experiments (Figs. 9a,b) . Furthermore, the fluctuations in the time series of s 2 h (t) for L S 5 750 km have a similar structure in both the baroclinic and barotropic experiments. These results indicate that the sensitivity of the SSH error variance to a change in L S at the subpolar gyre is mainly explained by the barotropic response and that the baroclinic and the barotropic responses are independent stochastic processes. In the subtropical gyre, the sensitivity of the SSH error variance to changes in L S (Figs. 5c,d ) can be explained by the baroclinic response (Figs. 5c,d) , not the barotropic.
The time series of s 2 h (r m , t m ) in the barotropic experiments (Fig. 9 ) reaches a quasi-steady state in about 20 days, near the time when the zonally elongated pattern ofp h m emerges (Fig. 8b) . On the other hand, s 2 h (r m , t m ) in the original experiments increases steadily over the 1-yr period (Fig. 5) . Thus, the relative contribution from the barotropic response toP becomes smaller as the perturbation period becomes longer. The progressive change of the dynamical balance inP is due to the growing baroclinic response to the wind stress curl error. Considering a propagation speed of the baroclinic Rossby wave, it may take an extra 10 yr forP to reach a steady state. The difference in the equilibrium time scale between the barotropic response and baroclinic response indicates that the dynamical balance inP, shaped by the wind stress error, keeps changing during the perturbation period of 1 yr.
The shift in the dominant forcing term forP with changing L T (see Fig. 7 ) can also be observed in the spatial structure of the SSH error variance, s the SSH error variance. On the other hand, when L T is set to 10 days, the wind stress curl error shows an influence on the SSH error variances at higher latitudes. With this time scale, the s 2 h also starts to show high sensitivity to the size of L S . The three peaks for L S 5 100 km in Fig. 10c are at the same latitudes as the three peaks in Fig. 10b . When L S is set to 750 km, the three peaks are still recognizable in s 2 h (Fig. 10c) . Differences from the case of L S 5 100 km are the dominance of the first peak over the other peaks and the newly appearing fourth peak around 388N. The fourth peak can be attributed to the peak in s 2 Dt (y) at around 368N in Fig. 10a . Since the two peaks at around 148 and 388N in Fig. 7c for L S 5 750 km are both attributed to the peaks of s 2 Dt (y), their amplification with the increase of L S from 100 to 750 km can be explained by the strengthening of the influence of the second term in the wind stress curl error in (43).
Although the dynamical reason for this shift in the effective forcing term in the wind stress curl error is not clear, its impact on the 4DVAR analysis would be significant. If all the measurements in the optimal solutions in (11) and (3) are made on SSH, then the representer matrixS is equal to the covariance matrix of the a priori SSH error at the measurement points. The SSH error variance in Fig. 10 corresponds to the diagonal components ofS. The role of the matrixS in (11) is to determine the relative importance of each model-data misfit in the innovation vector d together with a measurement error matrix R. The larger the size of the error variance, the larger the contribution that the model-data misfit at the sample point makes to the optimal solution. In our case, when L T is set to 10 days, the optimal solution for the SSH measurement is anticipated to change significantly, depending on the choice of L S .
Conclusions
The role of the random component of the wind stress error in the 4DVAR data assimilation system of a basinscale, midlatitude ocean circulation model has been investigated. It was shown that the wind stress error covariance functions, when expressed in terms of zonal and meridional wind stress errors, implicitly specify the error covariance functions of the effective forcing errors, which are the wind stress curl error and the wind stress divergence error. The wind stress curl error covariance was derived for a given wind stress error covariance function of the Gaussian type. The impact of the wind stress curl error covariance on the shape of the a priori model state error covariance matrix P, which is approximated byP, was examined. Our experiments show that the wind stress curl error covariance, determined by a wind stress error covariance, has a strong impact on the shape of P. However, in a standard 4DVAR ocean data assimilation system, the wind stress curl error covariance is generally not directly specified. The responses of the model state error to a wind stress curl error are mainly characterized by two dynamical responses at the exact location of the forcing. One is the local response in both baroclinic and barotropic modes, which project the model-data misfits onto the vertical coordinate. The other is a remote response generated by the propagation of barotropic Rossby waves away from the forcing area. The relative importance of these two responses on the dynamical balance in P depends on the latitude of the sample point (r m , t m ) and on the shape of the wind stress curl error covariance matrix.
This study does not resolve what proper functional form of the wind stress error covariance should be specified in a 4DVAR ocean data assimilation system. However, our results suggest an alternative approach in designing a wind stress error covariance. As discussed in appendix B, the wind stress error covariance functions can be constructed from the covariance functions of the wind stress curl and divergence. Although it is not clear how to design the wind stress curl and divergence error, the model state vector could be controlled more directly by choosing these errors as control parameters instead of the zonal and meridional wind stress errors. The numerical implementation of such a scheme in a 4DVAR system using a generalized diffusion equation was proposed by Vossepoel et al. (2004; see appendix B) . It was also shown that for the wind stress perturbation over a 1-yr period, the statistics of the model state error do not reach a steady state, and this is because of the continuous growth of the baroclinic response. Considering the propagation speed of baroclinic Rossby waves, it is likely that these statistics will take another 10 yr to reach a steady state. Until that point, the dynamical balance in P will change as the barotropic response converges to a steady state much earlier than the baroclinic response. For shorter assimilation windows of the order of 1 month, errors in the initial values are the major source of the model error u that determines the dynamical balance in P (e.g., Weaver et al. 2003) . Our preliminary experiments, conducted with initial and wind stress errors, show that the SSH error variance is dominated by the initial error during the first 1 month period and the influence of the wind stress error takes over gradually thereafter. Since our results suggest that P changes the dynamical balance depending on the length of the model perturbation period, further study would be required to define an optimal length of the assimilation window for each application.
the first approach, we eliminate the term with model
