This work presents a computational approach for investigating terahertz photoconductive antennas with enhanced performance via thin-film plasmonic electrode configurations. The commercially available finite element method solver COMSOL Multiphysics is implemented to solve Maxwell's wave equations along with the coupled drift-diffusion/Poisson's equations. The proposed approach is compared with other computational and experimental results from the literature, showing good agreement. A nanodisk array is deposited on top of a 120 nm LT-GaAs layer with the antenna electrodes located below the photoconductive layer. A femtosecond optical pump is utilized to excite the photoconductive antenna. The obtained results demonstrated significant increase in the conversion of optical energy to photocurrents as compared with conventional antennas and other plasmonic antennas from the literature. The proposed thin-film antenna with plasmonic nanostructures showed the greatest improvement in peak photocurrent-almost 336 times higher than the conventional antenna. Additionally, the thin-film antenna demonstrates a fast device response time even at a long carrier lifetime of 48 ps. The results support the capability of the proposed design to yield high optical-to-terahertz conversion efficiency, addressing the problem of low output power in terahertz photoconductive antennas.
INTRODUCTION
Exploration into the terahertz (THz) band of the electromagnetic spectrum has experienced rapid growth over the past two decades. This began in the early 2000s, when the first THz time-domain spectroscopy and imaging systems became commercially available [1, 2] . These systems utilized ultrafast photoconductive antennas (PCAs) excited by sub-picosecond optical laser pulses to achieve pulsed THz emission [3] . Since then, many other technologies for the generation and detection of THz radiation have been developed, each with their own advantages and disadvantages. Systems based on THz-PCAs have the benefits of wide and continuous bandwidth, high signal-to-noise, room temperature operation, and accurate measurement of both magnitude and phase of the signal [1] [2] [3] [4] . Many applications based on the use of THz-PCA technology have been demonstrated, including imaging of packaged electronics and fault localization [5] [6] [7] [8] , pharmaceutical screening of polymorph and hydrate forms [9, 10] , margin assessment of cancerous tissue [11] [12] [13] [14] , absolute thickness measurements [15, 16] , material characterization [17] [18] [19] , and security screening [20] [21] [22] [23] . A major advantage of THz technology in these applications is the nondestructive nature of the radiation, meaning that samples under test are not altered during the THz scanning process. However, one of the main drawbacks of this technology is low output power (<10 μW), a direct result of their poor optical-to-THz conversion efficiency. This limits immediate commercialization of this technology, as many applications require higher penetration depth and/or reduced data acquisition time, which are currently limited by the available power of the THz sources.
Recently, THz-PCAs utilizing plasmonic nanostructures incorporated into the antenna electrodes have been proposed [24] [25] [26] [27] [28] [29] [30] . Some of these approaches have demonstrated orders of magnitude higher power output over conventional, nonplasmonic electrodes [26] [27] [28] [29] [30] . Park et al. experimentally demonstrated enhancement of THz emission in PCAs by incorporating nanoscale metal grating structures in the gap of the dipole antenna [24] . This demonstrated an average of 2.4 times THz power enhancement across the 0.1-1.1 THz spectral range as compared with a dipole antenna without metal nanostructures [24] . Similar work by Jooshesh et al. explored variations on the shape of the plasmonic structures placed in the dipole gap [25] . Utilizing periodic hexagonal structures improved the peak emitted THz photocurrent 2.9 times as compared with the previously proposed grating structures [25] . The work of Berry et al. has investigated several configurations of plasmonic-enhanced THz emitters [26] [27] [28] . The current best conversion efficiency by a single emitter THz-PCA was achieved by Yang et al. [29] . Here, 3D columns of plasmonic electrodes were fabricated to effectively increase the surface area of the LT-GaAs/metal interface while still allowing light penetration into the active layer. This configuration yielded a record high 7.5% conversion efficiency [29] .
Early numerical modeling of THz generation in GaAs-based PCAs was established by Jepsen et al., where the timedependent current density inside the GaAs was described by a modified 1D Drude-Lorentz model and used to estimate the profile of the emitted THz pulse [3] . It was demonstrated that this model can effectively describe the relative dependence of the amplitude and shape of the photocurrent on the material parameters as well as operational conditions such as optical pump power, pulse shape, and bias voltage. However, this analytical method does not take into consideration the geometrydependent radiative behavior of the dipole antenna. Several works have since addressed this issue [31] [32] [33] [34] [35] . Khiabani et al. developed an equivalent circuit model that incorporates the radiation efficiency of the THz antenna. Quantitative agreement between the predicted and measured optical-to-THz conversion efficiency was observed [31, 32] . Moreno et al. utilized an FDTD numerical method to solve the electronic driftdiffusion/Poisson's equations in a THz-PCA. By approximating the optical pulse excitation to have a Gaussian lateral distribution and Beer-Lambert absorption profile inside the photoconductor, the time-dependent potential and carrier concentrations in the full 3D domain of the THz-PCA was calculated [33] [34] [35] . Although existing numerical methods prove effective at predicting the performance of THz-PCAs, it is important to note that all of them implement a simplified approximation of the optical field distribution inside the photoconductive region. While this is accurate for conventional style PCAs, the optical field inside a plasmonic-enhanced device is highly nonuniform and cannot be described by simplified analytical expressions.
The goal of this work is to introduce and computationally study a novel THz-PCA design with enhanced optical-to-THz conversion efficiency. Utilizing the commercially available finite element method (FEM) solver COMSOL Multiphysics, plasmonic-enhanced THz-PCAs will be studied through the combination of Maxwell's wave equation for the optical interaction and the combined Poisson's/drift-diffusion equations for the electrical response. Incorporation of the numerical solution of Maxwell's wave equation everywhere in the antenna device allows the nonuniform optical field and, consequently, the nonuniform carrier generation rate to be more accurately described.
The paper is organized as follows: Section 2 introduces the theory and concept behind the proposed THz-PCA design as well as defines the computational domain and methodology. Section 3 presents the validation of the model with both computational and experimental work from the literature. Section 4 compares the results of the proposed THz-PCA design with other designs that have been studied in the literature. Section 5 summarizes and concludes the work.
THEORY
Generation of pulsed broadband THz radiation from PCAs occurs through the conversion of a sub-picosecond optical pulse to a transient current inside a photoconductive antenna. The conventional layout consists of a metallic dipole antenna, designed to operate in the THz band, biased with a DC voltage and located on top of a photoconductive substrate. In order to achieve a THz response, the time-profile of the induced photocurrent must follow (approximately) the profile of the incident femtosecond optical pulse. If the photoconductor has a carrier lifetime much greater than the optical pulse duration, the excited carriers will continue to contribute to a transient photocurrent well after the initial optical excitation. This will broaden the optically induced current pulse in the photoconductor and reduce the THz power of the emitted signal. Photoconductors with sub-picosecond carrier lifetimes such as low temperature grown gallium arsenide (LT-GaAs) allow for the necessary ultrafast response required to achieve THz operation.
A. Plasmonic Enhanced Thin-Film Photoconductive Antennas
In order to overcome low optical-to-THz conversion efficiency of conventional THz-PCAs, we propose a new plasmonic enhanced thin-film design. Thin-film photovoltaics have been proposed and extensively demonstrated for use in solar cell technology [36] [37] [38] [39] . In such applications, high-quality active and sacrificial layers a few hundred nanometers in thickness are epitaxially grown [40] . The active layers can then be "peeled" off through a process called "epitaxial lift off," allowing a single substrate to be reused and yield multiple high-quality solar cells [40] . In solar cells, however, this leads to lower device performance compared with their thick substrate based counterparts [36, 37] . Much of the incident light is reflected out or passed through the photovoltaic thin film before being absorbed. To overcome this, the addition of plasmonic metal nanostructures on the thin-film surface has been proposed to concentrate the incident optical energy in the near-field of the nanostructures. This increases the total photon density in the photoconductive layer, consequently improving the photocarrier generation rate [38, 39] .
We propose a new plasmonic thin-film THz-PCA design, which utilizes the characteristics of thin-film solar cells to offer improved optical-to-THz conversion efficiency. The device geometry is illustrated in Fig. 1 . Figure 1(a) shows a 3D view of the THz-PCA chip mounted on high-resistivity silicon (Si) lens. The LT-GaAs layer is rendered as semitransparent to allow the location of the antenna anode and cathode to be easily observed. The infrared optical pump is incident from the −z direction and focused over the antenna anode. Photocarriers generated in the LT-GaAs contribute to a driving current for the antenna, producing THz radiation, which is coupled out of the device by the Si lens. A top view of the x-y plane is shown in Fig. 1(b) . The location of the antenna anode and cathode is illustrated by the dashed black line, as these are located under the LT-GaAs layer. A gold (Au) nanodisk array covers the top of the LT-GaAs across the relative location of the antenna anode, gap, and cathode. The nanodisk array is included over all regions to allow future investigation of plasmonic-enhanced optical excitation of regions other than the anode. Additionally, fabrication of the actual device would be simplified by roughly aligning a large nanodisk array over the entire region rather than fine alignment to ensure the array is only over the anode. Figure 1(c) shows an x-z cross section of the device taken at the y coordinate corresponding to the device center. The computational domain to be considered in this work is outlined in Figs. 1(b) and 1(c) by the dotted-dashed outline. The THz-PCA anode and cathode are located on the bottom of the LT-GaAs thin-film layer, while an array of plasmonic nanodisks is located on the top surface. In the gap separating the anode and cathode, there is a dielectric adhesive layer because, during fabrication, such a layer will be necessary to attach the device to the Si lens. The incident optical pump excites plasmon resonances in the nanodisk array, leading to the enhanced optical field in the LT-GaAs layer. In addition to the plasmonic enhancement, the proposed thin-film PCA will have improved performance due to complete usage of the available optical pump area. In LT-GaAs, only the carriers generated within around 100 nm from the anode will be collected. The carriers generated further away will recombine due to the subpicosecond carrier lifetime of the material. Therefore, in a conventional PCA, where the optimal location of the optical pump is centered on the anode edge [41] , the generated carriers will be much less than those generated in the proposed thin-film PCA, where the optical pump is centered over the anode, as shown in Fig. 1 .
B. Computational Domain
Due to the fine meshing requirements needed to accurately solve the near field of plasmonic nanostructures [38, 39, 42] , several approximations are made to reduce the computational domain, as shown in Figs. 1(b) and 1(c).
1. Considering only the interaction between the optically induced photocurrent and the electrode induced DC bias in the LT-GaAs, the antenna radiating element, microstrip lines, and bias pads are neglected.
2. Asymmetric optical excitation focused on the anode, as shown in Fig. 1(b) , allows the domain to be reduced by half at the center of the gap.
3. Geometric periodicity allows plasmonic electrode structures with periodicity along the y direction to be modeled while greatly reducing the computational complexity, as shown in Fig. 1(b) .
These approximations allow the computational domain to be reduced to a point where nanoscale structuring of the electrodes can be modeled with sufficiently fine meshing with reasonable computational resources. To illustrate this, consider that some of the configurations to be discussed in this work require approximately 500,000 mesh elements in the photoconductor region to ensure numerical accuracy. Without implementing approximation 2 and 3, the number of mesh cells needed to produce the same level of refinement would be at least 50 times larger, on the order of 25 million mesh elements.
C. FEM Modeling of Pulsed THz Generation in PCAs
Computational modeling was divided into two steps, (1) the optical response found by calculation of the spatial distribution of the optical field using the frequency-domain form of the electromagnetic wave equation; (2) the electronic response found by solving the time-domain forms of the coupled drift-diffusion and Poisson's equations under carrier generation derived from the optical field from the first step. By implementing several approximations to decouple the optical and electrical responses, the model complexity was reduced while still accounting for the primary factors determining the induced THz photocurrent response.
Optical Response
The optical response was determined by solving the electromagnetic wave in Eq. (1) in the frequency domain:
Here, ε r , σ and μ r are the relative electrical permittivity, electrical conductivity and magnetic permeability for the material, k o and ε o are the free-space propagation constant and permittivity, λ is the wave excitation wavelength, c is the speed of light in vacuum, and ⃗ E is the complex electric field vector. The optical excitation field was defined to have Gaussian dependence along the x axis according to
withâ e being the polarization unit vector, x o being the center location of the Gaussian beam, and D x being the half-power beam width (HPBW) along the x axis. The electric field amplitude, E o , corresponds to the peak electric field, spatially and temporally, of the femtosecond pulse optical excitation and can be approximated by Eq. (3):
P ave , f p , and D t are the average laser power, pulse repetition rate, and pulse time duration, respectively, and are common defining parameters of femtosecond pulse laser sources. η o is the free-space wave impedance. Although the excitation in this model has Gaussian dependence in the x direction only, the real optical beam is Gaussian in the y direction as well, with a HPBW of D y . When modeling a real experimental configuration, D y must be taken into account in order to calculate the correct peak electric field through Eq. (3). Upon solving Eq. (1), the optical field distribution ⃗ E was found everywhere in the computational domain. From here, the vector components of the power flux density can be calculated from Eqs. (4)- (6), whereη is the material dependent complex wave impedance:
P oy x; y; z 1 2η
P oz x; y; z 1 2η
The total power flux density in units of W∕m 2 is P s x; y; z jP ox x; y; zj 2 jP oy x; y; zj 2 jP oz x; y; zj 2 :
In order to derive an expression for the carrier generation rate inside of the photoconductor, an approximation was made that each photon with energy E p > E g (where E g is the semiconductor bandgap energy) absorbed in the photoconductor generates a single electron-hole pair [43] . The time-dependent carrier generation rate was approximated by [43] gx; y; z; t 4πk PC ∕hcP s x; y; z exp 4 ln0.5
where k PC is the imaginary part of the refractive index for the photoconductor, h is Planck's constant, c is the speed of light in vacuum, t o is the pulse center time, and D t is the pulse FWHM. Equation (8) gives both the spatial and temporal carrier generation, in units of s −1 m −3 inside the photoconductive region.
The boundary conditions for the optical response are periodic on the x-z boundaries and absorbing impedance-matched boundaries are assumed on all other faces. The excitation was incident in the −z direction, with polarization and center location varying depending on the configuration of the electrodes under consideration. The various model parameters utilized in Eqs. (1)- (8) vary throughout the different studies of this work. Therefore, tables will be included to summarize the values used in each case.
Electrical Response
With the optically induced carrier generation derived from the optical response analysis, the time-dependent carrier dynamics can be solved. The model utilized for this step was the standard, time-domain form of the coupled Poisson's in Eq. (9) and driftdiffusion in Eqs. (10) and (11):
− rx; y; z gx; y; z; t; (10)
− rx; y; z gx; y; z; t.
The unknowns in this system of equations are V , n and p, the electric potential, electron concentration, and hole concentration, respectively. q is the electron charge, ε o is the permittivity of free space, and k B is the Boltzmann constant. For clarity, all other quantities are defined in Table 1 , with associated nominal values used in this work to model LT-GaAs. As demonstrated by Moreno et al. [33] , the inclusion of fielddependent carrier mobility has a significant impact on the outcome of numerical modeling of THz-PCAs through the drift-diffusion equations. To account for this, the empirical Caughey-Thomas model was utilized to modify the electron and hole mobility, μ n and μ p at varied electric fields [44] . Carrier recombination was described by the Schottky-ReadHall and Auger recombination models [43] :
It is important to note that, for the electrical response, only the LT-GaAs layer was considered. The boundary conditions are periodic on the x-z faces, ohmic contact boundaries at the anode and gap-centered y-z face with fixed bias voltages V V bias and V bias ∕2, respectively. All other faces are electrical insulation boundaries.
Approximations
It is important to consider the approximations used in this model. The optical pulse is time-dependent and nonmonochromatic. As such, the variation of the wavelengthdependent material properties should be considered in order to provide a complete description. However, the bandwidth of the femtosecond pulse is relatively narrow, Δλ 9.4 nm for a pulse with center frequency λ 800 nm and width of D t 100 fs. Of all the materials considered in this model, the highest variance across this bandwidth range occurs in the conductivity of Au up to 3.28%. Although the error this approximation introduces may not be significant here, it is important to note that wider bandwidth pulses will introduce increased variance in the material optical properties.
A second effect arising from the conductivity timedependence on the optically induced carrier concentration is neglected in this model. This is the carrier screening effect, where excited carriers in the photoconductor will contribute to an increase in the effective optical conductivity. The effect manifests as an increase in surface reflectivity as the pulse propagates into the photoconductor and excites additional carriers. This approximation has led the proposed model to utilize underestimated conductivity leading to overestimation of the induced photocurrent.
The above approximations resulted from the iterations between the optical and electrical computational domains at each time step. Currently, solving the optical domain a single time requires approximately 43 min on a dual Intel six-core Xeon X5670 2.93 GHz processor system, in addition to around 1.5 h to complete the time-stepping in the electrical domain. Inclusion of the carrier screening effect (i.e., the increase in conductivity with time) would require the optical domain to be solved at each of the 200 or more iterations of the timestepping process currently used in the model.
MODEL VALIDATION
In order to demonstrate the validity of the proposed model, comparison against both computational and experimental work from the literature was performed here. For comparison of this work to other models, consider the computational work established by Moreno et al. [34] , where the FDTD method and a similar set of coupled Poisson's/drift-diffusion equations was utilized. The method in [34] did not utilize any of the domain reduction approximations proposed here, thereby providing a more complete analysis of the electro-optical interaction in conventional THz-PCAs. Another distinct difference was that the model in [34] did not calculate the spatially dependent optical field through the solving of Maxwell's equations. Rather, Moreno et al.'s method approximates the optical field with an analytical Gaussian dependence in the lateral direction and a Beer-Lambert's dependence in the depth of the photoconductor. Described in [34] was a face-to-face dipole antenna with a 5 μm gap, located on LT-GaAs. The transient photocurrent was calculated at the center of the gap (see Fig. 8 in [34] ). Similarly, using the proposed method here, the photocurrent at the gap center is calculated in a conventional THz-PCA geometry of the same dimensions as the face-to-face dipole described in [34] . Table 2 summarizes the model parameters use in this study for Eqs. (1)- (8) . Note that the value of P ave 3.57 mW is higher than that reported in [34] . This accounts for the air/LT-GaAs reflection losses in our model, which are not considered in [34] . It is important to note that the Gaussian beam formulation of this work appears different than that used in [34] . However, the Gaussian dependence in both x and t is numerically identical in both works.
Comparison of the results from Moreno et al. to calculations utilizing the model proposed in this work is illustrated in Fig. 2(a) . The solid line is the photocurrent calculated using the proposed model at a point located at the center of the gap and surface of the photoconductor, and the X marks represent the corresponding results taken from [34] . The optical excitation is temporally centered at t 0 3 ps in both cases. Both results are normalized to the peak value of 0.02 A∕μm 2 reported in [34] . The results from this work have a peak value of 0.0126 A∕μm 2 occurring at 3.09 ps and an FWHM of 0.42 ps. In comparison, the reference results of Moreno et al. have a peak value of 0.02 A∕μm 2 occurring at 3.12 ps and a FWHM of 0.63 ps. The general trend observed in both models agrees, but the peak amplitude of the current model is almost 58% of the peak in [34] . There are notable differences in the two methods. This difference is mainly due to the approximation of the wave equation solution. In this work, the wave equation is solved using the computational FEM method, while in [34] the wave equation was approximated using the Beer-Lambert's equation. A comparison of the power density inside the LT-GaAs at the center of the gap is shown in Fig. 2(b) , demonstrating almost a 53% difference between the two methods. The difference in the power density nearly matches the difference in the peak photocurrent in Fig. 2(a) . In addition, for the carrier mobility model, we used the Caughey-Thomas equation as a function of the local electric potential [44] . The work of Moreno et al. used the MINIMOS set of equations where the effects of lattice, impurity, and surface carrier scattering were included [45] . These differences in the carrier mobility model as well as the differences in the Beer-Lambert's approximation in [34] and the full wave solution of the optical field in our model are the main contributors leading to a lower photocurrent and optical power density observed in this work as compared with [34] . Another validation is presented here with the plasmonic enhancement of the photocurrent, which has been experimentally observed in the work of Berry et al. [26] . The two electrode configurations are a conventional, non-plasmonic electrode and the plasmonic electrodes with a nanoscale grating geometry. We basically modeled the exact configurations in [26] and compared the numerical results with their experimental data. The time-averaged photocurrent collected by the antenna was calculated for both configurations as a function of incident optical power, P ave . Table 3 summarizes the model parameters use in this study for Eqs. (1)-(8) .
Comparison of the current model to experimentally observed reference results in [26] is illustrated in Fig. 3 . This shows the photocurrent enhancement, defined as the ratio of time-averaged photocurrents of the plasmonic and conventional antennas, as a function of incident optical power. 
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The X marks represent the reference results calculated from the inset data of Fig. 3 (b) in the work of Berry et al. [26] . The open circles are the results calculated using the model here. In general, there is good agreement in the trend and in the magnitude of the photocurrent enhancement. At P ave 5 mW, the difference between the reference and calculation was minimal at less than 2%. In conclusion, the current model demonstrates good agreement with the experimental work of [26] . For optical powers greater than 5 mW, the model slightly overestimates the photocurrent enhancement. Local heating has been observed in THz-PCAs under high optical pump power, which can reduce the quantum efficiency of the device [25] . The model assumes a constant 300K temperature and currently does not account for this phenomenon, which could explain the difference between the current model and experiment in [26] .
NUMERICAL RESULTS
With the computational methodology validated against theoretical and experimental examples from the literature, the next step is to analyze the THz-PCA electrodes with new geometric configurations. As previously discussed, the main cause of the low optical-to-THz power conversion in PCAs comes from short (<1 ps) carrier lifetime necessary to achieve ultrafast operation. This is illustrated in Fig. 4 , which shows computational results of the transient electrode current in a conventional PCA with a 0.48 ps carrier lifetime (solid line) and 48 ps carrier lifetime (dashed line). Here, it is noted that the 0.48 ps carrier lifetime allows for the transient current to more closely follow the profile of the excitation, resulting in a narrower pulse and better THz performance as compared with the 48 ps carrier lifetime case.
To overcome this, we propose the new bottom-located thinfilm (BLTF) and plasmonic bottom-located thin-film (P-BLTF) THz-PCA geometries, as illustrated in Figs. 5(a) and 5(b) , respectively. In addition to these new electrode designs, toplocated plasmonic nanograting electrode and conventional electrode designs are considered for comparison, as shown in Figs. 5(c) and 5(d) . The plasmonic nanograting design has been previously studied by several groups [26] [27] [28] [29] [30] 46] , and, for this work, the geometry proposed by Berry et al. will be utilized [26] . The THz performance can be compared between designs by considering two characteristics of the induced current pulse: the peak value of the current and the pulse FWHM. As a first approximation, higher peak current indicates higher total THz power, while a low FWHM will give a wider THz bandwidth.
For all four antenna designs, the gap between the anode and cathode was 20 μm, and a 0.5 μm air layer was included above the photoconductor. For the conventional and nanograting, the LT-GaAs layer has a 0.5 μm depth. For the BLTF and P-BLTF designs, a 0.5 μm dielectric substrate layer was included under the antenna and LT-GaAs. The dimensions of the BLTF and P-BLTF electrodes are determined by parametric optimization of the geometry in order to maximize the average electric field inside the LT-GaAs layer at an 800 nm wavelength and 1 V∕m optical excitation. For both these designs, the thickness of the thin-film LT-GaAs layer is set to 120 nm. For the P-BLTF design, the nanodisk structures are set to a diameter of 200 nm, center-to-center spacing of 520 nm and a total height of 75 nm. The nanodisks are comprised of a 5 nm Ti adhesion layer, followed by a 70 nm Au layer. The frequency-dependent optical properties ε r and σ are taken from Aspnes et al. for GaAs [47] , Johnson and Christy for Ti [48] and Rakić et al. for Au [49] . Table 4 summarizes the values of the model parameters used in this study for Eqs. (1)-(8) .
The plasmonic behavior of the nanodisks is illustrated in Fig. 6 . In Fig. 6(a) , the average electric field inside the LTGaAs layer is calculated as a function of excitation wavelength for two proposed designs. For the P-BLTF design, a peak in the average electric field was observed at 800 nm. This is characteristic of a plasmonic resonance in the nanostructures efficiently coupling the incident electromagnetic energy into the LT-GaAs thin-film layer. At the 800 nm excitation wavelength, the average electric field is 0.70 and 0.35 V∕m for the P-BLTF and BLTF designs, respectively. This indicates a two times increase in the average optical field due to the addition of the plasmonic nanostructures. In addition to the LT-GaAs absorption spectra, the power reflectance spectra for the BLTF and P-BLTF designs are shown in Fig. 6(b) . Power reflectance is Fig. 3 . Comparison of the calculated photocurrent enhancement to experimental values reported by Berry et al. [26] . Solid line with circle marks represent calculated results using this model; X marks represent the reference results calculated from the inset data of Fig. 3(b) in the work of Berry et al. [26] . found by calculating the average z component of the Poynting vector at the top x-y boundary of the computational domain and dividing it by the average incident optical power. For the P-BLTF, the peak in the plasmonic resonance is observed at 800 nm. Interesting to note is that, in the reflection spectrum for the P-BLTF and BLTF, the minimum reflectance observed at 800 nm is 64% and 92%, respectively. The numerical accuracy of the new models is assured by testing the convergence of the model for the increasing total number of mesh elements. The results of this study are illustrated in Fig. 7 . Here, the current at the anode was calculated versus time in the P-BLTF model for different numbers of mesh elements (inside the semiconductor region), ranging from 6k to 426k. The inset illustrates the relative error with an increasing number of elements, calculated from the peak value of the photocurrent. Here, it is observed that, at 118k mesh cells, the relative error was below 5%, and the minimum observed relative error was 1.5% at 426k mesh cells. Therefore, to keep the numerical error minimized, the meshing parameters, which yielded 426k for this geometry, are applied to all other geometries described in this work.
The time-dependent photocurrent of each of the four anode geometries is calculated under similar conditions to study each design's ability to convert the incident optical pulse to a collectable photocurrent. The results are shown in Fig. 8 , which covers a range greater than four orders of magnitude. The conventional anode design has the lowest overall photocurrent response, followed by the nanograting, BLTF, and finally P-BLTF design, which has the strongest response. Peak photocurrent of each design is 0.17, 1.7, 14.8, and 56.8 mA for the conventional, nanograting, BLTF, and P-BLTF designs, respectively. In addition to peak photocurrent, the FWHM of the current pulse is another performance factor to consider because smaller FWHM translates to increased power at higher THz frequencies. The FWHM is found from the data in Fig. 8 by measuring the time span between the half-maximum values for each curve and is 170, 221, 258, and 280 fs for the BLTF, P-BLTF, conventional, and nanograting designs, respectively.
Numerical methods currently exist that allow the output power of a THz-PCA to be calculated, once the optically induced photocurrent is known [3, [31] [32] [33] [34] [35] . However, in [26] it has been reported that regardless of electrode design and incident optical power, the output THz power is linearly proportional to the photocurrent. The results in Fig. 8 show that the peak photocurrent enhancement for the P-BLTF as compared with conventional design is approximately 300. Therefore, the expected output THz power of the P-BLTF could be 300 times larger than the output power of a conventional emitter. Because conventional emitters generally have optical-to-THz conversion efficiencies on the order of 10 −5 -10 −4 , the P-BLTF design would provide output power of ∼30-300 μW versus the conventional emitter that would provide ∼0.1-1 μW.
To illustrate the mechanism leading to the increased BLTF and P-BLTF designs, the peak electric field was plotted in the x-z cross-section plane of the domain for both P-BLTF and BLTF designs, as shown in Figs. 9 and 10, respectively. Here, it was observed that the maximum optical field is up to two times higher in the region inside the LT-GaAs in between adjacent nanodisks. This leads to the higher peak photocurrent observed in the P-BLTF design. The higher FWHM observed in the P-BLTF can be explained by localization of the optical field observed at the air/LT-GaAs interface in between the nanodisks. This indicates that a significant amount of photocarriers will be generated at the farthest point in the photoconductor from the anode. In contrast, the optical field at the air/LT-GaAs interface in the BLTF design is not as strong, with more of the field focused at the LT-GaAs/anode interface. This indicates that the responsivity of these designs could be tuned by increasing or decreasing the thickness of the LT-GaAs layer.
The final study considered in this work examines the effect of increasing the Schottky-Read-Hall carrier recombination time. Physically, this would represent utilizing higher temperature-grown GaAs photoconductive layer because the growth temperature is the main factor dictating carrier recombination time [50] . The carrier lifetime τ n τ p is varied across values of 0.48, 4.8, and 48 ps in Figs. 11 and 12 . The anode photocurrent is calculated for each of the four designs, similar to the results shown in Fig. 8 . For better comparison, the results are summarized into a peak anode photocurrent and FWHM, as shown in Figs. 11 and 12 , respectively.
For all designs, with the exception of the conventional electrode, the peak photocurrent increases slightly with increasing the carrier lifetime. Across the 0.48 to 48 ps range, there is a peak photocurrent increase of 56.8 to 65.1 mA for the P-BLTF, 14.8 to 17.6 mA for the BLTF, 1.7 to 2.0 mA for the nanograting, and a decrease of 0.17 to 0.13 mA for the conventional design. In the first three designs, the full area of the optical excitation is utilized regardless of carrier recombination time. Although the majority of generated photocarriers are collected before being recombined in the τ n;p 0.48 ps case, there is still a minority that recombine before reaching the anode. Increasing τ n;p minimizes this minor recombination, resulting in the slight increase in the observed peak photocurrent.
The FWHM of the anode current is observed in Fig. 12 to increase with carrier recombination time for all designs, from 221 to 569 fs for the P-BLTF, 170 to 264 fs for the BLTF, 280 to 876 fs for the nanograting, and 258 to 552 fs for the conventional. For the conventional anode, the increase in FWHM can be attributed to the increased contribution from the carriers more than 100 nm from the electrode generated at the excitation peak. These carriers take longer to reach the anode and therefore broaden the current pulse. Similarly, in the P-BLTF, there is observed a significant concentration of optical energy at the air/LT-GaAs interface. This region was 120 nm from the anode, and increasing the recombination time increases the total number of carriers generated in the region that are able to reach the anode before recombining. In contrast, the increase in FWHM was lowest for the BLTF. This is due to the fact that the optical energy localized at the air/LT-GaAs interface was less as compared with the P-BLTF design. There is a greater percentage of generated photocarriers near the anode, thereby resulting in a lower FWHM at high carrier recombination times as compared with the P-BLTF. The FWHM is highest and has the most drastic increase with recombination time for the nanograting design. Here, the LT-GaAs layer was 500 nm, over four times the thickness in the P-BLTF and BLTF designs. Although the nanograting design does induce plasmonic localization of the optical field near the anode, much of the photocarriers are generated deeper in the LT-GaAs, thus leading to a broadening of the collected current pulse.
As discussed in Section 2.C, the carrier screening effect has not been taken into account in any of the results here. However, it is possible to estimate the average effect on the optical power transmittance and, consequently, the induced photocurrent [51] . First note that the optical conductivity is proportional to the total free carrier concentration, N tot N D N opt . Here, N opt is the concentration of optically Research Article generated carriers. For low incident optical power, N opt ≪ N D and our approximation of a constant optical conductivity is reasonable. As the incident optical power increases with time, there eventually comes a point when N opt ≥ N D and the optical conductivity and surface reflectance will increase. To analyze this effect, the spatial and temporal average in N tot is calculated at the Air/LT-GaAs surface and is used to estimate the expected increased optical conductivity σ E , power reflectance R E 2 , and expected overestimation in optical power transmittance 1 − R 2 ∕1 − R E 2 − 1 in the current model. These estimated data are shown in Table 5 . Here, R 2 represents the reflectance in the current model (i.e., without the carrier screening effect). Neglecting the carrier screening effect leads to overestimation of the optical power transmittance by ∼5.8% for the P-BLTF design. This is due to the large optical fields at the LT-GaAs surface generated by the plasmonic nanostructures. In addition, it is important to note that calculated carrier screening effect is higher in the nanograting design as compared with the conventional one. This is consistent with the validation of our model with experimental data in Fig. 3 , where the observed 20% overestimation in the calculated and experimental photocurrent enhancement is consistent with the observed difference in the carrier screening effect of the nanograting and conventional configurations. It is important to note that this simplified model underestimates the reflectance of the BLTF and P-BLTF designs, as can be seen by comparing Table 5 with the reflectance spectra of Fig. 6(b) . The simplified model used to calculate the values of Table 5 considers only the change in surface reflection of the air/LT-GaAs interface and does not include the effects of the nanodisk array and bottom electrode.
DISCUSSION AND CONCLUSION
The thin-film THz-PCA designs computationally studied in this work demonstrate significant improvement in their opticalto-THz conversion capabilities as compared with previously proposed designs. The P-BLTF design showed the highest peak photocurrent, almost 336 and 32.6 times higher than the conventional and nanograting electrodes, respectively. The BLTF maintained the lowest overall FWHM, almost 265 fs at the longest carrier recombination time of 48 ps. This value for carrier recombination is much longer than that of LT-GaAs. The results demonstrate the BLTF design's capability of maintaining an ultrafast response regardless of carrier recombination time. Removing the requirement of short carrier lifetime has the potential for exploring other photoconductive material systems with higher quantum efficiency, thus providing even further increase in the optically induced THz photocurrent.
High-efficiency, high-power THz-PCA development is an integral step in the movement of THz time-domain imaging and spectroscopy technology from the research setting into real world applications. The computational model in this work has demonstrated the ability to effectively predict the relative performance of various THz-PCA electrode configurations. This can be a valuable tool for researchers developing highperformance THz-PCAs, as it allows the device performance to be predicted before expensive and time-consuming prototyping and testing. Future work is ongoing to develop the fabrication process required for prototyping of the P-BLTF and BLTF designs, allowing their THz power emission to be experimentally measured and compared with conventional-style THz-PCA emitters.
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