Abstract
22
Currently, research in the area of the semantic web is in a state where ontologies are ready to be applied 23 in real applications such as semantic web portals, information retrieval or information integration. In order 24 to lower the effort of building ontology-based applications, there is a clear need for a representational and 25 computational infrastructure in terms of general purpose tools for building, storing and accessing ontolo-26 gies. A number of such tools have been developed, i.e. ontology editors [1,2], reasoning systems [3, 4] and 27 more recently storage and query systems (e.g. [5] ). Most of these tools, however, treat ontologies as mono- 
31
There are many reasons for thinking about ontology modularization. Our work is mainly driven by three 32 arguments. These also bias the solution we propose, as it focuses on the following aspects.
33
Distributed Systems: In distributed environments like the semantic web, the question for modularization 34 arises naturally. Ontologies in different places are built independent of each other and can be assumed 35 to be highly heterogeneous. Unrestricted referencing of concepts in a remote ontology can therefore lead 36
to serious semantic problems as the domain of interpretation may differ even if concepts appear to be 37 the same on a conceptual level. The introduction of modules with local semantics can help to overcome this 38 problem. 39
Large Ontologies: Modularization is not only desirable in distributed environments, it also helps to manage 40 very large ontologies that we find in medicine or biology. These ontologies, which sometimes contain more 41 than a hundred thousand concepts, are hard to maintain as changes are not contained locally but can affect 42 large parts of the model. Another argument for modularization in the presence of large ontologies is re-use: 43 in most cases, we are not interested in the complete ontology when building a new system, but only in a 44 specific part. Experiences from software engineering shows that modules provide a good level of abstraction 45
to support maintenance and re-use. 46 Efficient reasoning: A specific problem with distributed ontologies as well as with very large models is the 47 efficiency of reasoning. While the pure size of the ontologies causes problems in the latter case, hidden 48 dependencies and cyclic references can cause serious problems in a distributed setting. The introduction 49 of modules with local semantics and clear interfaces will help to analyze distributed systems and provides 50 a basis for the development of methods for localizing inference.
52 1.2. Requirements

53
There are three requirements a modular ontology architecture has to fulfill in order to improve ontology 54 maintenance and reasoning in the way suggested above. The requirements will be the main guidelines for 55 the design of our solution proposed in this work.
56
Loose Coupling: In general, we cannot assume that two ontology modules have anything in common. This 57 holds for the conceptualization as well as for the interpretation of objects, concepts or relations. Our archi-58 tecture has to reflect this by providing an extremely loose coupling of modules. In particular, we have to 59 prevent unwanted interactions between modules. For this purpose, mappings between modules have to 60 be distinguished from local definitions on the semantic as well as the conceptual level. 61
Self-Containment: In order to facilitate the re-use of individual modules from a larger, possibly intercon-62 nected system, we have to make sure that modules are self-contained. In particular, it should be possible 63 to perform certain reasoning tasks such as subsumption or query answering within a single module with-64 out having to access other modules. This is also important if we want to provide efficient reasoning. Fur-65 ther, we have to ensure correctness, and whenever possible completeness, of local reasoning, for obvious 66 reasons. 67
Integrity: The advantages of having self-contained ontology modules have their price in terms of potential 68 inconsistencies that arise from changes in other ontology modules. While there is in our architecture no 69 need to access other modules at reasoning time, the correctness of reasoning within a self contained module 70 may still depend on knowledge in other ontologies. If this knowledge changes, reasoning results in a self-71 contained module may become incorrect with respect to the overall system, and we will not even notice it.
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122 ferent RDF models to each others that is much closer to our ideas is discussed by Oberle [19] who defines a 123 view language for RDF. 124 Recently, there has been some interest in formal models for modular ontologies that can be seen as com-125 peting approaches to the one described in this paper. In particular, researchers have proposed the use of -con-126 nections [20] as a suitable formalism for inter-module links and investigated the logical properties of 127 ontologies. Others have proposed to strengthen distributed description logics by adding requirements to the 128 links between different local models resulting in a formalism called P-DL [21] . These models, however, take 129 a slightly different view on modular ontologies. While in this paper, we assume that modular ontologies are 130 created by linking previously unrelated, possibly inconsistent ontologies that can also have overlap in their 131 scope, the above mentioned approaches focus on a scenario where an existing ontology is partitioned into 132 a number of modules for the sake of enhancing (re-)usability and thus assume a tighter coupling of the dif-133 ferent modules which requires a stronger formalism for specifying links between the modules. 134 1.4. Our approach
135
In the following, we describe our approach to ontology modularization on an abstract level. We emphasize 136 the main design decisions and motivate them on the basis of the requirements defined above. The technical 137 details of the approach will be given in the subsequent sections.
138
View-Based Mappings: The first design decision concerns the way different ontology modules are connected. 139
In our work, we adopt the approach of view-based information integration. In particular, ontology mod-140 ules are connected by conjunctive queries and the extension of a concept in one module can be claimed to be 141 equivalent to the (intentional) answer set of a conjunctive query over the vocabulary of another module. 142
This way of connecting modules is more expressive than simple one-to-one mappings between concept 143 names. Further, the same technique can be used to define relations of any arity based on other modules. 144
Compared to the use of arbitrary axioms, our approach is less expressive. We decide to sacrifice a higher 145 expressiveness for the sake of conceptual simplicity and desirable semantic properties that are discussed in 146 the remainder of this paper.
147
Interface Compilation: The use of conjunctive queries guarantees a loose coupling on a conceptual and 148 semantic level. However, it does not provide self-containment, because reasoning in an ontology module 149 depends on the answer sets of the queries that are used to connect it to other modules. These answer sets 150 have to be determined by actually querying the other ontology module. In order to make local reasoning 151 independent from other modules, we use a knowledge compilation approach. The idea is to compute the 152 result of each mapping query off-line and add the result as an axiom to the ontology module. At reasoning 153 time these axioms replace the query, thus enabling local reasoning. As the results of queries are considered 154 to be defined intentionally rather than extensionally, the result of the compilation of a query is not a set of 155 instances retrieved from other modules, but a set of axioms that contains all the information necessary to 156 perform local reasoning. 157
Change Detection and Automatic Update: Our approach of compiling mappings and adding the result to the 158 different ontology modules is very sensitive against changes in ontology modules. Once a query has been 159 compiled, the correctness of reasoning can only be guaranteed as long as the queried ontology module does 160 not change. On the other hand, not every change in the system does really influence the compiled result. 161
Problems only arise if concepts used in the query change or if the set of concepts subsuming the query 162 is changed. In the second case, we will have to compile the interface again. In the first case we might even 163 have to consider a redefinition of the query. In order to decide whether the compiled axiom is still valid, we 164 propose a change detection mechanism that is based on a taxonomy of ontological changes and their 165 impact on the concept hierarchy in combination with the position of the affected concept in the hierarchy. 166 167
In the following, we first introduce a representational framework for modular ontologies that builds on top 168 of existing work on distributed description logics (DDL) as a framework for reasoning about distributed 169 ontologies. In Section 3 we define reasoning mechanisms for modular ontologies as a special case of general 170 inference in distributed description logics. We further introduce the compilation of implied subsumption rela-
171 tions as a mechanisms for localizing reasoning and compare it with the distributed reasoning methods pro-172 posed for DDL. Section 4 discusses the problem of handling changes in external ontologies and their impact 173 on compiled knowledge and proposes a heuristic for checking whether compiled knowledge has to be recom-174 puted. We conclude with an example from a case study on ontology evolution in Section 5 and a discussion of 175 the tradeoffs of our approach and possible extensions in Section 7. 176 2. Modular ontologies
177
In this section, we present a formal model for modular ontologies that will be used throughout the paper. 178 Our starting point is the use of description logics -a special kind of logics for representing terminological 179 knowledge as the basis for representing ontologies. We briefly explain the nature of description logics and their 180 semantics. We then formally introduce the logic SHIQ which is the basis for our work. We then proceed 181 with the definition of our model for modular ontologies by briefly recalling an extension of SHIQ with map-182 pings between different models known as Distributed Description Logics (DDL). As our model turns out to be 183 a subset of Distributed Description Logics, we conclude this section by explaining the restrictions to the gen-184 eral framework of DDL that apply to the modular ontologies. 185 2.1. Ontologies and description logics
186
An Ontology usually groups objects of the World that have certain properties in common (e.g. cities or 187 countries) into concepts. A specification of the shared properties that are characteristic for this set of objects 188 is called a concept definition. Concepts can be arranged into a subclass-superclass relation in order to be able 189 to further discriminate objects into subgroups (e.g. capitals or European countries). Concepts can be defined 190 in two ways, by enumeration of its members or by a concept expression. The specific logical operators that can 191 be used to formulate concept expressions can vary between ontology languages ( x is related to y by R
P is more specific than R p r À p I ¼ fðx; yÞjðy; xÞ 2 r I g P is the inverse of R 1 Details about the relation between description logics and first order logic can be found in [22, 23] .
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206 describe instances. In particular, axioms can be used to state that an instance belongs to a concept or that two 207 instances are in a certain relation. It is easy to see, that these axioms can be used to capture case descriptions as 208 labeled graphs. The other types of axioms describe relations between concepts and instances. It can be stated 209 that one concept is a subconcept of the other (all its instances are also instances of this other concept). Further, 210 we can define a relation to be a subrelation or the inverse of another relation. These axioms are used to for-211 malize the legal ontology described in the last section. 212
The formal semantics of concepts and relations as defined by the interpretation into the abstract domain D I 213 can be used to automatically infer new axioms from existing definitions. 214 It has been argued that encoding ontologies in Description Logics is beneficial, because it enables inference 215 engines to reason about ontological definitions. In this context, deciding subsumption between two concept 216 expressions, i.e. deciding whether one expression is more general than the other one is one of the most impor-217 tant reasoning tasks as it has been used to support various tasks including information integration [24], prod-218 uct and service matching [25, 26] and Query answering over ontologies [27] . 219
In this paper, we consider ontologies represented in the description logic SHIQ. This choice is moti-220 vated by the fact that SHIQ covers a large part of the expressive power of the Web Ontology Language 221 OWL [16] , more specifically of the language OWL-DL, a decidable sublanguage of OWL that directly cor-222 responds to the logic SHOIQ that extends SHIQ with nominals [28] . We omit this extension in order to 223 be able to base our framework on recent results on Distributed Description Logics [29, 30] that provide us 224 with basic mechanisms for specifying links between concepts in different ontologies in a loose way. Before 225 defining our notion of modular ontologies, we briefly introduce the logic SHIQ as well as the basic 226 notions of Distributed Description Logics. For further information about notation and naming in Descrip-227 tion Logics, we refer to [31]. 228 2.2. The SHIQ description logic
229
Let C be a set of concept names and RN a set of role names. Further let there be a set R þ RN of transitive 230 roles (i.e. for each r 2 R þ we have rðx; yÞ^rðy; zÞ ) rðx; zÞ). If now r À denotes the inverse of a role (i.e. 231 rðx; yÞ ) r À ðy; xÞ) then we define the set of roles R as RN [ fr À j r 2 RN g. A role inclusion axiom is an expres-232 sion r v s where r and s are roles. A role is called a simple role if it is not transitive and does not have transitive 233 subroles with respect to the transitive closure of the role inclusion relation. Concept expressions are now 234 formed by applying special operators to concept and role names. In particular, new concept expressions 235 can be formed from existing ones using the Boolean operators or by imposing constraints on the type and 236 number of objects related to objects of the described concept. The corresponding operators are summarized 237 below 239 Expression 240 Intuition 241 :C 242 All objects that are not of type
All objects that are of type C and of type D 245 C t D 246
All Objects that are of type C or of type D 247 9r:C 248
All Objects that related to some objects of type C via 249 relation r 250 8r:C 251
All Objects that are only related to objects of type C via 252 relation r 253 ðP nr:CÞ 254
All objects that are related to at least n objects of type C 255 via relation r 256 ð6 nr:CÞ 257
All objects that are related to at most n objects of type C 258 via relation r 259
260
Formally, the set of concepts (or concept expressions) in SHIQ is the smallest set such that:
261 • > and ? are concept expressions for the most general concept and the unsatisfiable concept, respectively; An interpretation satisfies a terminology T if C I D I for all general concept inclusions C v D in T and 281 r I s I for all role inclusion axioms r v s in T. In this case we call I a model for T. A concept D subsumes a 282 concept C in T if C v D holds for all models of T. In the remainder of the paper we will focus on the task of 283 deciding whether a concept subsumes another one. 284 2.3. Distributed description logic
285
Distributed Description Logics as proposed in [29] provide a language for representing sets of terminologies 286 and semantic relations between them. For this purpose DDLs provide mechanisms for referring to terminol-287 ogies and for defining rules that connect concepts in different terminologies. On the semantic level, DDLs 288 extend the notion of interpretation introduced above to fit the distributed nature of the model and to reason 289 about concept subsumption across terminologies. 290
Let I be a non-empty set of indices and fT i g i2I a set of terminologies. We prefix inclusion axioms with the 291 index of the terminology they belong to (i.e. i : C denotes a concept in terminology T i and j : C v D a concept 292 inclusion axiom from terminology T j ). Note that i : C and j : C are different concepts. Semantic relations 293 between concepts in different terminologies are represented in terms of axioms of the following form, where 294 C and D are concepts in terminologies T i and T j , respectively:
These axioms are also called bridge-rules. The into-rule states that concept C in terminology T i is intended 299 to be more specific than concept D in terminology T j . Conversely, the onto-rule states that concept C in ter-300 minology T i is intended to be more general than concept D in terminology T j . An additional rule i : C ! j : D 301 is defined as the conjunction of the two rules above, stating that the two concepts are intended to be equiv-302 alent. A distributed terminology T is now defined as a pair ðfT i g i2I ; fB ij g i6 ¼j2I Þ where fT i g i2I is a set of ter-303 minologies and fB ij g i6 ¼j2I is a set of bridge rules between these terminologies. 304
The semantics of distributed description logics is defined in terms of a global interpretation 305 I ¼ ðfI i g i2I ; fr ij g i6 ¼j2I Þ where I i is an interpretation for terminology T i as defined above and 306 r ij D Ii Â D Ij is a domain relation connecting elements of the interpretation domains of terminologies T i 307 and T j . We use r ij ðxÞ to denote fy 2 D Ij jðx; yÞ 2 r ij g and r ij ðCÞ to denote S x2C r ij ðxÞ.
308
A distributed interpretation I satisfies a distributed terminology T if:
In this case we call I a model for T. A concept i : D subsumes a concept i :
315 2.4. Modular ontologies
316
We can now define our notion of a modular ontology in terms of Distributed Description Logics. In fact, 317 our notion of a modular ontology is a restricted form of distributed terminology as defined above. The restric-318 tions we impose concern the architecture of the distributed terminology as well as the expressiveness of seman-319 tic relations between terminologies. These restrictions are motivated by the aims of (1) providing an alternative 320 to the standard notion of import in OWL and (2) the goal of providing support for localized reasoning and 321 maintenance of the modular ontology. In the following, we will first discuss the architecture of a modular 322 ontology and then introduce the restrictions imposed on semantic relations. 323 2.4.1. Architecture 324
As described above, DDL makes a clear distinction between terminologies and semantic mappings between 325 them in terms of bridge rules, which in principle are independent of the terminologies. This makes the model 326 quite flexible; for example, it permits having different sets of mapping rules connecting the same set of ontol-327 ogies. In this way it is possible to encode different views on how the terminologies relate to each other. In con-328 trast, our aim is to enable the use of external knowledge in a terminology similar to the ability of OWL to use 329 concept and role names defined in different terminologies. This view is different from the model of Distributed 330 Description Logics as it makes the semantic links to other models part of the terminology. Being part of the 331 terminology implies that there is only one way of connecting to these external definitions which is assumed to 332 be agreed on by the users of the local terminology. 333 We achieve this localization of semantic relations by introducing the notion of externally defined concepts 334 in a terminology. We divide the set of concept names in a terminology into internally defined concepts C I and 335 externally defined concepts C E resulting into the following description of the set of all concept names 336
We consider externally defined concepts to be concept names linked to a concept expression defined in 338 another terminology using bridge rules. An external concept definition in terminology T i is an axiom of 339 the form: i : C T j : D where C is a concept name in T i , T j is a terminology different from the one in which 340 the external concept is defined and D is a concept expression in T j . Note that although D is syntactically rep-341 resented in T i it actually represents a concept in T j . In particular the expression D is only allowed to contain 342 concepts defined in T j . This definition is very close to the OWL mechanism of using concept and role names 343 from other name spaces in definitions. 344 We give external concept definitions a semantics in terms of distributed description logics by defining exter-345 nal concept definitions to be an alternative notation for a pair of bridge rules:
348 The correspondence between external concept definitions and bridge rules allows us to base our further inves-349 tigations on the formal results that have been established for distributed SHIQ terminologies. In Distributed Description Logics, there are no restrictions on the antecedent of a bridge rule-except that 352 it has to be a valid concept of the source terminology. In our framework, we restrict this freedom for the sake 353 of an easier maintenance of the semantic relations between terminologies. This restriction is motivated by our 354 earlier work on keeping integrity in modular ontologies reported in [32] . In that work, we proposed a heuristic 355 approach for determining the impact of changes in other modules on the correctness of local subsumption
356 reasoning. The approach relied on the fact that changes were only monotonically propagated to other mod-357 ules. In order to achieve this effect also in the framework of distributed description logics, we restrict the lan-358 guage used to specify externally defined concepts to a sublanguage of SHIQ that does not contain operators 359 that can have a non-monotonic effect, in particular negation, universal restrictions and qualified number 360 restrictions that limit the number of related concepts. More precisely, we allow concept expressions that 361 are defined in the following sublanguage of SHIQ:
C; D ! >j ? jAjC u DjC t Dj9r:Cj9r À :Cj P nr:Cj P nr À :C 363 363 364 In order to restrict the semantic correspondences between terminologies in our model, we now only allow the 365 concept expressions D in the definition of external concepts to be valid concepts over terminology T j with 366 respect to the sublanguage defined above. We denote such concepts as D Q and consider external concept 367 expressions of the form i : C j : D Q .
3. Reasoning in modular ontologies
369
The direct correspondence of our framework to Distributed Description Logic allows us to base inference 370 in modular ontologies on known results for the corresponding DDL. In particular, we can provide complete-371 ness and complexity results for reasoning in modular ontologies. We extend the existing work on reasoning in 372 DDL with the notion of compilation of implied subsumption relations. Specifically, we use reasoning methods 373 for Distributed Description Logics to derive subsumption relations between externally defined concepts in 374 modules and explicitly add the derived subsumption relations as axioms to the module. The results of [30] 375 guarantee that after this compilation step reasoning can be performed locally without considering other mod-376 ules unless there are changes in the system. 377
In the following, we first briefly review basic definitions of reasoning in distributed description logics and 378 prove that it has the same worst-case complexity as reasoning in SHIQ. We then present the compilation of 379 subsumption relations and discuss conditions for completeness and consistency. 
381
Reasoning in DDL differs from reasoning in traditional Description Logics by the way knowledge is prop-382 agated between T-Boxes by certain combinations of bridge rules. The simplest case in which knowledge is 383 propagated is the following:
386 This means that the subsumption between two concepts in a T-Box can depend on the subsumption between 387 two concepts in a different T-Box if the subsumed concepts are linked by the onto-and the subsuming concepts 388 by an into rule. In languages that support disjunction, this basic propagation rule can be generalized to sub-389 sumption between a concept and a disjunction of other concepts in the following way:
393 It has been shown that this general propagation rule completely describes reasoning in DDLs that goes be-394 yond well known methods for reasoning in Description Logics. To be more specific, adding the inference rule 395 in Eq. 2 to existing tableaux reasoning methods leads to a correct and complete method for reasoning in 396 DDLs. A corresponding result using a fixpoint operator is given in [30] . Based on these results, we can define 397 a general inference rule for the case of modular ontologies in the following way: 
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Correctness and Completeness: From the basic propagation rule, we can see that subsumption between 402 externally defined concepts follows from subsumption of their definitions in the (same) external module. This 403 is because each external concept definition corresponds to an into and an onto rule between the concept name 404 and its definition. The language we consider is SHIQ and therefore we have to consider the general prop-405 agation rule because we have disjunction in our language. This means that it is not enough to simply check 406 whether subsumption between the definitions of two externally defined concepts in the external module is com-407 plete, but we have to consider all subsets of the set of external concepts. We will discuss this point in more 408 detail in the next section. 409
Complexity: As we reduce reasoning in modular ontologies to reasoning in DDLs with SHIQ as a local 410 language, complexity results can be derived from known results on reasoning in SHIQ and Distributed 411 Description Logics. This result shows that the complexity of reasoning in modular ontologies is not worse than reasoning in the 424 web ontology language. Using the reduction of DDL to SHIQ it is even possible to use existing OWL rea-425 soners for reasoning with modular ontologies. Although practical implementations of OWL reasoners have 426 shown that good average case performance can be achieved, the worst case complexity is still very high 427 and asks for further optimization. 
429
Existing reasoners for expressive Description Logics are highly optimized with respect to deciding sub-430 sumption in the context of a single T-Box. Serafini and Tamilin present a distributed reasoning system that 431 extends existing reasoners to distributed T-Boxes [34] . In theory, this system is complete with respect to the 432 propagation rules described above and has-as we have argued-the same worst-case complexity. In practice, 433 however, reasoning with multiple, possible distributed modules, brings some new problems with respect to 434 completeness and reasoning performance. First of all the completeness of the distributed reasoners depends 435 on the availability of local reasoners for all T-Boxes in the system. In a loosely coupled network without cen-436 tral control this cannot always be guaranteed as network nodes can be unreachable or even leave the network. 437 In this case, necessary subsumption tests cannot be performed at these nodes leading to a possible incomplete-438 ness. Another problem currently not addressed in the work of Serafini and Tamilin are performance problems 439 due to communication costs between the different nodes in the system. Work in the area of distributed dat-440 abases has shown that communication costs often become serious bottlenecks in distributed systems. 441
In order to overcome these problems we propose to compute subsumption relations between external con-442 cepts offline and store them as explicit axioms in the local ontologies. If we compute these relations using the 443 reasoner mentioned above we have the guarantee that reasoning about subsumption in each module can be 444 done without caring about the availability of other nodes in the network. This also has the advantage that 445 no communication costs occur as part of online reasoning.
446
Of course these runtime benefits have their price in terms of computational complexity of the compilation 447 step. The completeness of the propagation rule given in Eq. 2 tells us that to be independent from other mod- If we denote the number of external concepts C E as n, the worst-time complexity of the compilation method 467 is Oðn Á 2 ðnÀ1Þ Þ as can easily be seen from the algorithm. As deciding the subsumption relation in the condi-468 tional statement of the algorithm itself is already Exp-Time Complete and this test has to be carried out an 469 exponential number of times with respect to the number of external concepts, compiling all implied statements 470 is computationally very expensive. We therefore do not want to perform the compilation step more often than 471 absolutely necessary to guarantee that local reasoning is still complete. 472
While the results of Serafini and others [34] guarantee that local reasoning is correct and complete at the 473 time the compilation is carried out, a problem occurs when changes are made to the system. Changes in 474 the definitions of the external concepts, but also changes in the definitions of concepts and relations in other 475 modules can make local reasoning incomplete or inconsistent. In order to prevent situations in which local 476 reasoning is not correct and complete any more we introduce the notion of integrity of a modular ontology.
477 Definition 1 (Integrity). Let T ¼ ðfT i g i2I ; fB ij g i6 ¼j2I Þ be a modular ontology with interpretation 478 I ¼ ðfI i g i2I ; fr ij g i6 ¼j2I Þ then we say that integrity holds for T if for all T The notion of integrity gives us a criterion for deciding whether compiled results are still valid. What the 484 definition does not provide is an operational account for checking it. A direct use of the definition would 485 involve a complete check of all derivable subsumption relations. As we have argued above this approach is 486 extremely expensive. In the following, we therefore present a heuristic approach for checking integrity in mod-487 ular ontologies that is driven by changes made to the ontology. The approach is capable of determining sit-488 uations in which changes to a modular ontology do not affect integrity and therefore no re-compilation is 489 necessary. 490 4. Evolution management
491
As we have argued above, guaranteeing integrity of compiled subsumption relations is the main problem in 492 modular ontologies. In principle, all compiled subsumption relations have to be recomputed to test whether 493 they are still valid in the given state of the system. This of course means sacrificing the advantages of the com-494 pilation approach in terms of local reasoning and reduced complexity. Fortunately, we can do better than 495 checking all compiled axioms each time we perform reasoning. 496
The first possible improvement is to move away from an active checking for changes towards a mechanism 497 where each local module remembers and records changes made to it. We can also think of a system where
498 individual modules actively notify other modules of changes to its local knowledge. This frees us from doing a 499 complete check of the compiled knowledge and allows us to concentrate on these parts of the knowledge that 500 actually were subject to changes. 501
The second improvement is in terms of an analysis of the impact a change in another module actually has 502 on compiled knowledge. This is important as in real-world scenarios it turns out that a large part of the 503 changes do not really affect the logical theory but are rather changes to the syntactic representation or changes 504 in the naming of concepts and relations. While the latter have to be propagated to the definitions of the exter-505 nal concepts, they do not actually affect the compiled subsumption relations. Further, even if the logical theory 506 underlying the ontology is affected by a change, this does not mean that it affects the compiled subsumption 507 relations. This means that we have to find ways to distinguish changes that do have an impact on compiled 508 relations from those that do not have an impact. In fact, the choice to restrict the language admissible in 509 the definitions of external concepts allows us to precisely characterize these kinds of changes. 510
In the following, we concentrate on the analysis of the impact of changes on the validity of compiled 511 subsumption relations. We first give a characterization of harmless and harmful changes. Here harmless 512 changes are those that do not have an effect on compiled subsumption relations. Harmful changes are 513 changes that do have a potential influence on compiled knowledge. We present mechanisms for classifying 514 changes as harmless or harmful based on a syntactic analysis of changes made to an ontology. Finally, we 515 present a simple mechanism that uses this information to decide whether the knowledge in a module has to 516 be re-compiled. 517 4.1. Determining harmless changes
518
As compiled knowledge reflects subsumption relations between a query concept and a disjunction of other 519 query concepts a harmless change is a set of modifications to an ontology that does not change these subsump-520 tion relations. Finding harmless changes is therefore a matter of deciding whether the modifications affect the 521 subsumption relation between a query concept and a disjunction of other query concepts. It is quite obvious 522 that a complete decision procedure for this problem has the same complexity as general subsumption reason-523 ing in the modular ontology and does therefore not improve the situation. For this reason, we propose a sound 524 but incomplete method that abstracts from the detailed definition of concepts and uses the semantic relation 525 between the old and the new version of a concept in the following way. 526
The method considers every concept and relation in an ontology module that has been subject to a change. 527 Assuming that C represents the concept under consideration before and C 0 the concept after the change, there 528 are four ways in which the old version C may semantically relate to the new version C 0 :
529
(1) the meaning of a concept is not changed: C C 0 (e.g. because the change was in another part of the 530 ontology, or because it was only syntactical); 531 (2) the meaning of a concept is changed in such a way that the concept becomes more general: C v C 0 ; 532 (3) the meaning of a concept is changed in such a way that the concept becomes more specific: C 0 v C; 533 (4) the meaning of a concept is changed in such a way that there is no subsumption relationship between C 534 and C 0 . 535 536
We can define the semantic relation between different versions of the same concept based on the set of pos-537 sible interpretations of the old and the new ontology in the following way. 543 The same list holds for relations that are subject to change. The next question is how these different kinds of 544 semantic relations between the old and the new version of a concept influences compiled knowledge. In order 545 to understand this influence, we have to look at the influence of changes on the interpretation of query con-
546 cepts. We take advantage of the fact that there is a very tight relation between changes in concepts of the exter-547 nal ontology and implied changes to the query concepts using these concepts:
548 Lemma 1 (monotonicity of effect). Let C T j : Q an external concept expression. Let cðQÞ be the set of all 549 concept names and rðQÞ the set of all relation names occurring in Q, let further C 2 cðQÞ and R 2 rðQÞ then 550 changing C has the same impact on the interpretation of Q as it has on the interpretation of C, in particular, we 551 have C v C 0 ) Q v Q 0 and C 0 v C ) Q 0 v Q where Q 0 is the query as being interpreted after changing C. 552 Analogously, a change of R has the same effect on Q.
553
Proof Sketch We prove lemma 1 by structural induction over expressions in the sublanguage defined in Sec-554 tion 2.4.2. For the induction basis Q ¼ A the lemma trivially holds. In the induction step, we prove for every 555 operator that the whole expression becomes more general (specific) if either a concept or a relation occurring 556 in the expression becomes more general (specific). For conjunction and disjunction this directly follows from 557 their correspondence to set operations on the interpretation domain. It remains to be shown that lemma 1 also 558 holds for expressions of the form ðP nR:CÞ and ðP nR À :CÞ (existential quantifiers are a special case). For 559 ðP nR:CÞ and C v C 0 this holds because all R-successors of C in C I are also in C 0I . Therefore we have 560 ðP nr:C 0 Þ I ðP nr:CÞ 0I . Further, there are no R-successors in C 0I that are not in D I . Therefore we have 561 ðP nr:CÞ 0I ðP nr:CÞ I . The same argument holds for r À . For R v R0 the argument is similar. This time, 562 the subsumption follows from the fact that there are less members of C that are potentially in the relation 563 R with objects in Q 0 . 564
We can exploit this relation between the interpretation of external concepts and the concept names in their 565 definitions in order to identify the effect of changes in the external ontology on the subsumption relations 566 between different query concepts. First of all, the above result directly generalizes to multiple changes with 567 the same effect, i.e. a query Q becomes more general (specific) or stays the same if none of the elements in 568 cðQÞ [ rðQÞ become more specific (general). Further, the subsumption relation between an external concept 569 C and the disjunction of other external concepts does not change if all concepts in the disjunction become 570 more general or if the concept C becomes more specific. Combining these two observations, we derive the fol-571 lowing characterization of harmless change.
572 Theorem 2 (harmless change). Let C 0 T j : D 0 ; C 1 T j : D 1 ; . . . ; C m T j : D m be external concept defini-573 tions such that I C 0 v C 1 t . . . t C m , then a change is harmless with respect to the subsumption relation above 574 if:
577 Note again that the implication does not hold in the opposite direction.
578
The theorem provides us with a correct but incomplete method for deciding whether a change is harmless given 579 that we know the semantic relation between the old and the new definition of concepts and relations that were 580 subject to changes. This method is a very basic version of the underlying idea of assessing the impact of changes. 581 We can think of more complete versions of the method that use a deeper analysis of the structure of the concept 582 expressions involved. Our experiences are, however, that this basic heuristic already covers most cases that occur 583 in practice, especially, because the definition above includes cases where most of the concepts stay unchanged. 
585
Now that we are able to determine the consequence of changes in the concept hierarchy on the integrity of 586 the mapping, we still need to know what the effect of specific modifications on the interpretation of a concept 587 is (i.e. whether it becomes more general or more specific). As our goal is to determine the integrity of mappings 588 without having to do classification, we describe what theoretically could happen to a concept as result of a
U N C O R R E C T E D P R O O F
589 modification in the ontology. To do so, we have listed all possible change operations to an ontology according 590 to the OWL 2 knowledge model in the same style as done in [35] . The list of operations is in principle extend-591 able to other knowledge models. 592
The list of change operations consists of two types of operations: (1) atomic change operations, such as add 593 range restriction or delete subconcept relation and (2) complex change operations, which consist of multiple 594 atomic operations and/or incorporate some additional knowledge. Complex changes are often more useful 595 to specify effects than the atomic changes, as they incorporate some of the semantic consequences. For exam-596 ple, for operations like concept moved up, or domain enlarged, we can specify the effect more accurately than 597 for the atomic operations superconcept changed and domain modified.
3 Atomic changes can be detected at a 598 structural level, i.e. by comparing the old and new definition of a concept, and are therefore computationally 599 cheap with a linear complexity. To identify complex changes, we also need to take some of the semantic rela-600 tions in the ontology into account. This makes the complexity of the identification of complex changes poten-601 tially as bad as determining subsumption in SHIQ, i.e. Exp-Time Complete. However, in practice many 602 complex changes can be detected at a structural level, e.g. by looking at explicitly stated subclass relations. 603 Table 2 contains some examples of operations and their effect on the classification of concepts. The table 604 only shows a few examples, although our full ontology of change operations contains around 120 operations. 605 This number is not fixed, as new complex changes can be defined. A snapshot of the change ontology can be 606 found online. 4 The specification of effects is not complete, in the sense that it describes ''worst-case'' scenarios, 607 and that for some operations the effect is ''unknown'' (i.e. unpredictable). If the method's output is 608 ''unknown'' this means that in order to determine the semantic relation between the two versions we would 609 have to perform logical reasoning. In contrast to [37] who provide complete semantics of changes, we prefer 610 to use heuristics in order to avoid expensive reasoning about the impact of changes. By restricting the change 611 detection to changes that can be detected at a structural level, the complexity of our change detection heuristic 612 is linear. 
614
With the elements that we described in this section, we now have a complete procedure to determine 615 whether compiled knowledge in an ontology module is still valid when the external ontology modules are 616 changed. The complete procedure is as follows. For each external concept C:
617
(1) determine the changes that are performed in the external ontology (e.g. by using the record of changes); 618 (2) heuristically determine the effect of the changes on the interpretation of the concepts and relations 619 (where multiple changes to a concept or relation that have an opposite effect lead to the effect 620 ''unknown''); Table 2 Some modifications to an ontology and their effects on the classification of concepts in the hierarchy 
816
(1) We presented a formal model for describing dependencies between different ontologies. We proposed 817 conjunctive queries for defining concepts using elements from another ontology and presented a 818 model-based semantics in the spirit of Distributed Description Logics that provides us with a notion 819 of logical consequence across different ontologies. 820
(2) We compared our model with the existing standard, i.e. the web ontology language OWL and showed 821 that the OWL import facilities can easily be captured as a special case in our model. We further showed 822 that our model provides additional expressiveness in particular with respect to modeling relations. In 823 order to get a better idea of the improvements of our model over OWL, we investigated the formal prop-824 erties of inter module mappings, their impact on reasoning and their intuition. 825 (3) We described a method for detecting changes in an ontology and for assessing their impact. The main 826 feature of this method is the derivation of conceptual changes from purely syntactic criteria. These con-827 ceptual changes in turn provide input for a semantical analysis of the effect on dependent ontologies, in 828 particular on the validity of implied subsumption relations. We applied the method in a case study in the 829 Wonder Web project and were able to determine the impact of changes without logical reasoning. 830 831 7. Discussion
832
There are three major questions connected to the approach for reasoning and managing change in modular 833 ontologies proposed in this article. The first is feasibility in terms of computational complexity. As mentioned 834 above, we use a heuristic approach to tackle this problem, which raises the question about the adequacy of the
