University of Wollongong

Research Online
University of Wollongong Thesis Collection

University of Wollongong Thesis Collections

2012

Bounding end-to-end delays in energy harvesting
wireless sensor networks
Xiaofeng Lang
University of Wollongong

Recommended Citation
Lang, Xiaofeng, Bounding end-to-end delays in energy harvesting wireless sensor networks, Master of Philosophy thesis, School of
Electrical, Computer and Telecommunications Engineering, University of Wollongong, 2012. http://ro.uow.edu.au/theses/3675

Research Online is the open access institutional repository for the
University of Wollongong. For further information contact the UOW
Library: research-pubs@uow.edu.au

Bounding End-To-End Delays In Energy
Harvesting Wireless Sensor Networks
A thesis submitted in fulfilment of the
requirements for the award of the degree
Master of Philosophy
from
The University of Wollongong
by
Xiaofeng Lang
Bachelor of Electronics and Informatics Engineering

School of Electrical, Computer
and Telecommunications Engineering
2012

To my parents, my sister and my brother

ii

Abstract

Wireless Sensor Networks (WSNs) are comprised of autonomous, self-organized
sensors that collaborate to monitor surrounding conditions, such as temperature, motion, sound and vibration. The data collected by sensors are then
forwarded to a base station or sink via multiple hops. A key challenge in WSNs
is that sensor nodes are constrained by their physical size and battery capacity.
As a result, they have limited energy, storage, processing speed, radio frequency
(RF) bandwidth and transmission range. Consequently, the finite energy problem has attracted the attention of a number of researchers given that it directly
determines the lifetime, and hence, usability of a WSN.
In recent years, researchers have proposed to use energy harvesting technology
to address the energy capacity constraint of sensor nodes. More specifically,
sensor nodes are equipped with devices that are able to harvest energy from
the ambient environment or human motion, and thereby, have the potential to
operate perpetually. However, the energy-harvesting rate is time varying, and
may not be sufficient to guarantee the required operating duty cycle. Hence, in
order to ensure continuous operation, sensor nodes are required to maintain a
low duty cycle.
In a WSN, each node operates in accordance to a given duty cycle and may wake
and sleep synchronously or asynchronously. In this thesis, we assume nodes operate using an asynchronous duty cycle due to its simplicity and low signaling
overheads as nodes are not required to be synchronized globally. However,
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low asynchronous duty cycle results in high sleep latency, which is the major
contributor to end-to-end delays in WSNs. This is because the node with packets to send has to wait until the next-hop neighbor wakes up. As a result,
nodes experience varying end-to-end delays from the sink. Unfortunate,y this
causes problems for applications such as software updates, which require a predetermined delay bound. Thus, there is a need to reduce the sleep latency of
some nodes to ensure the path from the sink falls below a given bound. However, any developed solutions must also consider the available energy of each
sensor node. That is, a solution must not unnecessarily increase the duty cycle
of nodes as doing so consumes precious harvested energy.
In this thesis, the problem at hand is first formulated as a Binary Integer Program (BIP), which is then solved by the CPLEX Interactive Optimizer. Given
that the problem is NP-hard, this thesis proposes and studies four centralized
heuristic algorithms: Tabu, Domino, Edge and Reverse. In addition, it includes
analysis on the correctness of Domino, Edge and Reverse; further, the time
complexity of Tabu, Domino, Edge and Reverse is O(α × n2 × |Qi |), O(n + 2 ×
|U | × |P | + |U | × |P |2 ), O(n × |P |) and O(|Qi | × n2 ) respectively, where n is the
number of nodes, |P | is the number of nodes in a given path, |U | is the number
of paths with delay that exceeds the given bound, |Qi | is the number of slots in
one period, and α is the number of iterations of the Tabu algorithm.
To evaluate the aforementioned algorithms, two sets of experiments are conducted. The first set compares BIP, Tabu, Domino, Edge and Reverse in
networks with fewer than 80 nodes. These first set of experiments serve to
compare the proposed algorithms against the optimal solution, which can only
be obtained for small to moderate sized networks. Our the results show that,
compared to BIP, the number of additional wake-up times generated by the
centralized algorithms is 5%, 10%, 35% and 60% greater than BIP respectively.
The second set evaluates the performance of Tabu, Domino, Edge and Reverse
in networks with nodes ranging from 100 to 500 nodes. In these experiments,
the following metrics are collected: number of nodes, degree, duty cycle and
delay bound. The results show that for each algorithm, as the number of nodes
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increases, the number of extra slots required goes up as well. On the other hand,
an increase in degree, duty cycle and delay bound will result in a decrease in the
number of extra slots. Further, in experiments with more than 80 nodes, the
average number of extra active slots activated by Domino, Edge and Reverse is
within 13%, 110% and 375% greater than Tabu respectively.
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Introduction
1.1

Conventional Wireless Sensor Networks

Wireless Sensor Networks (WSNs) are composed of spatially distributed sensors.
These sensors are autonomous, and are able to self-configure and self-organize to
form a connected network and can be used to monitor and collect information,
such as temperature, humidity, intensity of vibration and pressure [1] [2]. Figure
1.1 shows an example WSN. It has the following key components:

• Sensor nodes. Each node consists of one or more sensors, I/O ports,
a micro-controller, an external memory, a radio transmitter and battery. Physical phenomena measured by sensors are converted by an Analogue/Digital converter and sent to a micro-controller, which will then
store or transmit any sensed data to other sensor nodes.
• Sink. This is a base-station that gathers sensed data from a myriad of
sensor nodes, processes them to form integrated and precise information
that is then displayed to the user, possibly via the Internet.
• Gateway This device provides an interface to the Internet via a highspeed link; e.g., Wi-Fi [3] or Ethernet [4].
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Sensing Area

Sensing Area

Sensor

Sink Gateway

Internet

Sensor

Figure 1.1 An example WSN.

WSNs have three key characteristics: self-organization, self-configuration and
multi-hop communications. Nodes are able to self-organize to form a connected,
network topology autonomously [5]. This means sensors can independently
establish connections with neighbors, share the radio channel, and find the
best route to forward data to one or more sinks [6]. In addition, each node
checks periodically to discover new nodes or whether its neighbors are still
alive. Self-configuration is a process where each node can change their own
states to adapt to ambient environment in order to improve the performance of
a WSN, such as maximizing the lifetime of a WSN, enhancing sensor coverage in
a given sensing area and changing connection state with neighbors for network
stability [5]. Lastly, multi-hop communications involve sensors collaboratively
forwarding sensed data back to a sink. This is critical as sensor nodes have
limited transmission range, and may not have a direct connection to the sink.
Moreover, transmitting over multi-hop conserves more energy than transmitting
sensed data directly to the sink [1]. To date, there are many WSNs platforms.
Table 1.1 shows a summary of commercial platforms.

WSNs have been applied

widely to many fields, such as military, industry, medical health, business, and
ecology protection. Generally, the types of applications can be divided into two
categories: monitoring and tracking. Some examples are listed in Table 1.2.
The number of sensors is determined by different applications. For instance,
monitoring the habitat of animals or plants in a large area needs more than 100

Gateway
[7] [8] [9]
[10]

Sink [7] [8]
[9] [10]

Sensor [7]
[8] [9] [10]

Components

N/A
N/A

8 bits

16 bits

16 bits

32 bits
32 bits
32 bits
or
64 bits

ATmega
128
TI
MSP430
ATMEL
mega 128L
ARM7T
DMI
Inter
PXA255
X86
Processor

Mica-z

Telos

BT-node

I-mote 1.0

Star-Gate

PC

N/A

64kb
Flash

48kb
Flash

128kb
Flash

128kb
Flash

8 bits

16kb
Flash

16kb
Flash

ATmega
128

ATmega
163

Rene2

8kb
Flash

Mica-2

8 bits

AT90LS
8535

Rene

8kb
Flash

8 bits

8 bits

AT90LS
8535

Wec

N/A

ATmega
163

8 bits

Custom

Spec

Dot

8 bits

Name

Commercial
Platforms

Micro-controller
Program
CPU
Memory

64Mb
SRAM
1GB
or
2GB

64kb
SRAM

180kb
RAM

10kb
RAM

4kb
RAM

4kb
RAM

1kb
RAM

1kb
RAM

0.5kb
RAM

0.5kb
RAM

Data
Memory
3kb
RAM

400GB-500GB

32Mb Flash

512kb Flash

128kb Flash
4K EEPROM

1024kb

512kb

512kb

512kb

512kb

32kb

32kb

N/A

Eternal
Memory
(Size)

Serial
connection
to the Internet

64 pins, UART
SPI, I 2 C
GPIO, ADC
UART
SPI, I 2 C
GPIO, USB

16 pins, USB
IEEE 802.15.4

51 pins

51 pins

N/A

51 pins

51 pins

N/A

N/A

Bluetooth

Chipcon
CC1000
38.4kbps
TICC2420
IEEE 802.15.4
250Kbps
TICC2420
IEEE 802.15.4
250Kbps
Chipcon
CC1000
Bluetooth

RFM TR1000
10kbps

RFM TR1000
10kbps

RFM TR1000
10kbps

RFM TR1000
10kbps

50-100
kbps

I/O Pads
on chip, ADC
N/A

Radio

I/O
Connector

Table 1.1 Commercial platforms for sensors, sinks and gateway

N/A

N/A

Active: 120 MW
Sleep: 1 MW

Active: 250 MW
Sleep: 50 MW

Power (Active:
controller+radio
receives or transmits)
Active: 3mW
Sleep: 3µW
Active: 15+9
or 36mW
Sleep: 45µW
Active: 15+9
or 36mW
Sleep: 45µW
Active: 15+9
or 36mW
Sleep: 45µW
Active: 15+9
or 36mW
Sleep: 45µW
Active: 8+29
or 52mW
Sleep: 75µW
Active: 8+38
or 35mW
Sleep: 75µW
Active: 8+38
or 35mW
Sleep: 75µW

Embedded
Linux or
Windows

N/A

Tiny OS

Tiny OS

N/A

Tiny OS

Tiny OS

Tiny OS

Tiny OS

Tiny OS

Tiny OS

N/A

System
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Track

Monitor

Types

One for
each animal
< 50

Animals [19]

Humans [20]
< 50

> 100

Targeting
troops in
military [18]

vehicles [21]

< 100

1

Patient [14]
[15]

Underwater
[17]

< 50

Volcano [12]
[13]

> 100

> 100

Battlefield
Surveillance [11]

Habitat [16]

Number of
sensors

Applications

Magnetic and acoustic sensors
based on MicaZ motes

LiTaO3 pyroelectric sensor
based on DUKE DISP platform

Temperature, Photo resistor,
Barometric pressure, humidity,
and passive infrared sensors,
based on Mica platform
Acoustic sensors based on
autonomous underwater
vehicles (AUV)
Thermal, seismic, acoustical,
electrical, chemical, and optical
sensors based on Mica2 platform
GPS, digital compass,
accelerometer and temperature
sensor based on Mica2 platform

Electrical, thermal and chemical
sensors based on SHIMMER platform

Low-frequency acoustic sensor
based on Mica2 platform

Types of sensors
and platforms
Acoustic and magnetic sensors
based on Mica-Z platform

Table 1.2 Example WSN Applications

Pre-planned

Pre-planned

Pre-planned
(on-body)

Randomly

Pre-planned

Pre-planned

Pre-planned
(on body)

Pre-planned

Randomly

Deployment

Track position, motion state
(running, or walking), and
motion direction of animals
Capture body motion
and limb movement
(e.g. gesture and posture)
Detect and tract vehicles
(motion and position)

Detect and track moving
targets in a given area

Pollution monitoring, assisted
navigation, oceanographic
data collection

Monitor plants and animals
in field conditions

Monitor the status of a
volcano, collect seismic
and infrasonic signals
Monitor body conditions (e.g.
pulse oximetry, respiration
rate, temperature)

Tracking moving objects

Tasks
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sensors while tracking an animal only needs one. In addition, different kinds of
sensors are chosen according to specific applications to collect various signals,
such as electrical, thermal, chemical, acoustic and magnetic. There are two
ways to deploy sensor nodes: pre-planned, or random. In the former, human
engineers position sensor nodes strategically. That is, the network topology and
routes are pre-determined before deployment. In habitat monitoring [16], such
deployment approach is used to guarantee coverage. In random deployment,
sensor nodes may be thrown into an inaccessible region, such as caves [2].
A key observation from Table 1.1 is that sensor nodes have constrained resources, encompassing energy, processing speed, storage, radio frequency (RF)
bandwidth and transmission range. For instance, early sensor platforms, such
as Wec and Rene, are equipped with an 8 bits CPU, less than 16 KB Flash
memory, less than 1KB RAM data memory, less than 512KB external memory
and 10Kbps transmission rate. As Micro-Electro-Mechanical Systems (MEMS)
technology improves, current platforms such as Mica-Z and Telos, have better
resources, but remain limited. Amongst these resources, limited energy is of
the utmost concern as it determines the lifetime of a WSN. Unfortunately, in
many applications, it is impractical for people to change the battery of nodes,
especially when sensor nodes are deployed in inaccessible or hazardous environments. To this end, a significant amount of research has gone into developing
energy efficient protocols; see [22], [23], [24], [25], [26] and references therein.

1.2

Energy Harvesting Wireless Sensor Networks

An interesting research direction to address the energy constraint problem is
to equip sensor nodes with an energy harvesting technology. For example,
in [27], [28], [29] and [30], the authors propose methods to harvest energy from
ambient environment or from humans. In summary, rechargeable WSNs have
the following key characteristics [31]:
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• Lifetime. With the introduction of devices that harvest power from
free and limitless renewable energy, the goals of costless maintenance and
infinite lifetime can be achieved.
• Architecture. Harvest-use and harvest-storage-use are two typical energyharvesting architectures. Harvest-use implies that harvested energy will
power devices directly without storing. The major disadvantage of this
architecture is that without power management, power-supply would discontinue once energy sources are not available. This architecture is thus
suitable for energy sources which can be controlled. For example, when
sensor nodes run out of power, the energy can be generated immediately
by pushing a button [31]. On the other hand, two storage units are involved in the harvest-storage-use architecture. The first storage unit is
to receive and store harvested energy, which will then be used to power
devices. This then allows a sensor node to carry out computation when
there is no ambient energy. This architecture can be used to harvest uncontrollable but predictable energy. For instance, in solar harvesting, in
the daytime, except for powering sensor nodes to work, the rest of the
harvested energy can be stored for powering the device at nighttime.
• Dynamic Power Supply. There is no guarantee that the energy is
available all the time. In other words, energy is only collected when it is
available. In reality, the energy harvesting system collects energy asynchronously or periodically. While the energy source in not available, maintaining continuous power-supply for sensor nodes needs effective management and use of stored energy.
• Energy Sources. Rechargeable WSNs are able to harvest ambient and
human power. The former refers to energy harvested from the environment, such as light energy, vibration, and thermal energy. Human power
includes active and passive power. Specifically, human actions, such as
walking, padding and finger motion, belong to active power, whilst passive power includes uncontrollable energy from human body, such as blood
pressure, body heat, and breath. Table 1.3 shows some examples of energy
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sources.
• Duty Cycling. For a node, duty cycle is a ratio of active time to the
total time. Higher duty cycle means more reliable data collection and a
higher transmission rate, as well as lower transmission delay. However,
increasing duty cycle accompanies more energy consumption. Tuning duty
cycle parameters properly can avoid wasting energy and promote running
performance, such as lifetime and operational persistence.
• Energy Neutral Operation Energy consumption of a node must always
below the level of harvested energy to ensure high operating performance
and infinite lifetime.

1.3

Motivation

Delay is an important metric for a number of WSN applications, such as tracking
animals [19], and military surveillance [11]. Large delays between the sink and
nodes will affect the performance of these delay sensitive applications. For
example, in fire detection, delays of a few minutes may cause casualties.
In WSNs, end-to-end delays are caused by queuing, switching, propagation [32]
and sleeping [33]. Amongst these factors, sleep latency is by far the most
significant contributor. This is because WSNs operate with a low duty cycle to
conserve energy. In addition, each node may have a different wake-up and sleep
time; so called asynchronous duty cycle. Hence, a sender must wait until the
receiver is awake before transmitting a packet. This problem is illustrated in
Figure 1.2. Let a period be divided into 10 time slots and each node can wake
up in any slot. The sink, node A and B are scheduled to wake up in slot 1, 4
and 9. The sleep latency between the sink and node A is three while the sleep
latency between nodes A and B is five. That is, node A has to wait five time
slots before node B wakes up. The latency from the sink to node B is thus eight
time slots.

Thermal
Electromagnetic
Mechanical
Piezoelectric

Temperature
Difference

Electromagnetic
Radiation

Fluid flow (air)

Pressure

¡10

200-800

0.52

5-100,000

4-800

10

Photovoltaic

Piezoelectric

15,000

Power
(µW/cm3 )

Photovoltaic

Energy Types

Vibration

Solar
(outdoor)
Solar
(indoor)

Energy Source

0.02-0.05

N/A

1640

N/A

N/A

Energy
(J/cm3 )
1,0002,000
0.8-1.2

Yes

27% − 34%

10%

20%

2% − 3%

Yes

Yes

Yes

Usually

Usually

8% − 20%

< 6%

Usually

Secondary
Storage Needed

8% − 20%

Conversion
Efficiency

Table 1.3 Examples of Energy Sources

• Use solar cell
• Key factors: angle and weather
• Use solar cell
• Key factor: low conversion efficiency
• Exploit electromagnetic Faraday’s
law or electrostatic conversion
• Applications: monitoring bridge,
machine and human)
• Exploit ”Peltier-Seebeck Effects”
which can generate electricity from
temperature difference
• Use one deliberate RF source near
sensor nodes
• Use turbines to exploit energy from
fluid flow
• Applications: Inserting pressure
sensors into shoes and pedalling

Comments
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DSA = 3

9
DAB = 5

B

DSB = 3 + 5 = 8
Figure 1.2 An example of sleep latency

1.4

Contribution

Henceforth, this thesis aims to minimize end-to-end delays in energy harvesting
WSNs. In particular, it focuses on bounding the end-to-end delays from the
sink to sensor nodes. The contributions are listed as follows:

• As the main contribution of this thesis, the problem is formulated as
Binary Integer Program (BIP), which can be solved by the ILOG
CPLEX Interactive Optimizer [62] to obtain the optimal result for moderate sized WSNs.
• Tabu is an algorithm that introduces label to each node that specifies
the number of descendants with end-to-end delay over delay bound B.
In comparison to BIP, the performance of Tabu is within 5% from the
optimal results provided by BIP.
• Domino is a centralized version of Gu et al.’s algorithm [34]. This thesis compares Domino to BIP and provides additional analysis not found
in [34]. In particular, the results show that Domino’s performance is approximately 10% worse than BIP.
• Edge is an algorithm that reduces the delay of each adjacent pair of nodes
to be within a per-edge delay bound. In terms of results, the gap between
Edge and BIP is about 25%.
• Reverse starts with an always-on network, and gradually reduces each
node’s duty cycle until all delays are within the given bound. On average,
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Reverse’s outcome is 40% worse than that of BIP.

1.5

Publication

This thesis has resulted in the following paper:

• X. Lang, and K-W Chin, Algorithms for Bounding End-to-End Delay in
Energy Harvesting Wireless Sensor Networks, submitted to ACM Transactions on Sensor Networks.

1.6

Thesis Structure

Chapter 2 : This chapter includes a literature review of existing approaches
to reduce end-to-end delays in conventional and energy harvesting WSNs.
Chapter 3 : This chapter contains: (i) assumptions, (ii) network model and
problem formulation, (iii) four novel algorithms along with analysis.
Chapter 4 : This chapter expounds the implementation of four algorithms in
Matlab/Matgraph, experimental methodology and results.
Chapter 5 : This presents the conclusion and future works.

Chapter

2

Literature Review
2.1

Conventional Wireless Sensor Networks

Limited energy is a major concern for protocols operating in conventional WSNs.
Hence, it is important that sensor nodes have a low duty cycle. However, this
results in high sleep latency because nodes with packets to send have to wait
until a next-hop neighbor wakes up.
To date, the current research aims to balance energy efficiency and low end-toend delays. These works can be categorized into source-to-sink, many-to-sink
and any-to-any. Source-to-sink protocols only focus on minimizing sleep delays
on one path from one source to the sink. Different from source-to-sink, many-tosink protocols are concerned with minimizing the overall end-to-end delays from
all nodes to the sink. Further, any-to-any protocols reduce the delay between
arbitrary nodes.

2.1.1

Source-To-Sink

Existing source-to-sink approaches that aim to reduce latency can be classified into scheduled [AWS [35], Multi-parent [36]] and message control based
protocols [FPA [37], PR-MAC [38], R-MAC [39], EX-MAC [40]]. In scheduled
protocols, a node cannot control the wakeup schedule of the next node on the
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forwarding path. Instead, they choose the next hop node that has the earliest
wake up first. On the other hand, message control based protocols use a control
message to inform the next node when and how long it should wake up to ensure
data is transmitted continuously such that it incurs minimal sleep latency.
2.1.1.1

Scheduled

Asynchronous Wakeup Schedule (AWS) [35] is a protocol that dynamically
changes the wakeup schedule of nodes to reduce end-to-end delays. The approach uses graph coloring. All nodes are divided into a number of groups with
different colors, each of which has an independent wakeup schedule. As per the
rule of graph coloring, nodes with the same color are not allowed to be adjacent. Hence, the neighbors around each node have different schedules/colors. In
other words, in one period, neighbors wake up at different time slots. The node
with a packet to send will choose the neighbor that wakes up first as the next
hop. Since all the nodes will choose the next hop in this manner, the overall
end-to-end delay is reduced significantly.
Multi-parent wakeup scheduling [36] minimizes end-to-end delays by choosing
the shortest route and forcing nodes to wake up. Compared to D-MAC [41],
this protocol assigns multiple parents to each node. Specifically, a WSN with
mesh topology is divided into multiple disjoint tree topologies, each of which
contains all nodes in a WSN. Nodes will have multiple parents belonging to
different tree topologies. As a parent represents a route to the sink, a node will
select the parent with the minimal number of hops from it to the sink. Once
the parent is chosen, it will be forced to wake up immediately to receive and
forward data, which reduces sleep latency. Hence, the end-to-end delay caused
by the number of hops and sleep latency is decreased.
2.1.1.2

Control Message

Fast Path Algorithm (FPA) [37] is a delay minimization approach designed for
synchronous MAC protocols, such as S-MAC [33] and T-MAC [42]. Its basic
idea is that on one path, nodes wake up one by one to ensure data transmission
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is consecutive instead of being interrupted by long and periodic sleep slots.
A path is chosen based on an arbitrary routing protocol, such as two-phase
directed diffusion [43]. Once the path is determined, a setup message that
controls the wakeup schedule of nodes in the path is added to the first data
packet. The first node that receives the setup message and data will inform
its next node to add an additional active slot immediately. Accordingly, a
consecutive wakeup schedule is achieved.
Path-Oriented Real-Time MAC Protocol (PR-MAC) [38] employs two techniques to minimize end-to-end delays caused by sleep latency and channel contention. The first technique, called Bidirectional Pipelining Schedule (BPS),
controls the wakeup schedule and duration of nodes by sending a message from
the sink to the source. As long as the source receives the message, data will
be transmitted along the same path from the source to the sink. A staggered
schedule, where nodes wake up sequentially, is applied to both directions to
make sure all packets in the path are transmitted in a consecutive manner. The
second technique is to use multiple channels that include a common channel
and multiple specialized channels. The common channel is open for all nodes
while the specialized channels are assigned to nodes on a predetermined path. A
node on a path sends a data transmission request to the sink using the common
channel. The sink will then assign the path a specialized channel to transmit
data. Next, the sink uses the common channel to forward the control message
that incorporates the channel assignment information. Once the control message goes through the path, the data will be transmitted to the sink using the
pre-determined channel. Therefore, using the two techniques, data forwarding
will not suffer from the sleep latency and channel contention.
Routing-enhanced duty cycle MAC (R-MAC) [39] is another protocol that focuses on delivering data sequentially by using a control message called “pioneer
frame”, which serves as a wakeup signal that forces nodes to remain awake.
R-MAC is based on a synchronous and periodic MAC protocol, such as SMAC [33], where all the nodes share a common sleep/wakeup schedule. Thus,
in order to avoid interruption to transmissions, the pioneer frame must arrive
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at the sink within a common wakeup slot. Any node that receives the pioneer
frame will remain awake until the completion of a data transmission. Given
that all the nodes in the path are awake, the data transmission will not suffer
from sleep latency. Therefore, R-MAC largely reduces end-to-end delay due to
the continuous transmissions of pioneer frame.
EXpress MAC protocol (EX-MAC) [40] improves X-MAC [44] in terms of endto-end delay by using a wakeup reservation scheme. In X-MAC, a series of short
and consecutive preambles are used in the sleep slots of senders to maintain low
power listening. However, a receiver that has received the preamble needs to
remain active until the sender wakes up, which results in sleep latency. In EXMAC, each preamble transmitted by the sender contains a list of sequential
numbers. For example, the first preamble is assigned number 1, 2 and so forth.
When an event occurs, all the nodes on the forwarding path will assume a
common starting time and start to count the number of preambles. In addition,
there is a fixed duration between two consecutive preambles. Thus, any node
that knows the number of preambles can calculate the current time. In practice,
once the receiver wakes up and receives a preamble with a number µ, the receiver
will send an ACK back to inform the sender of the number µ. Then, the sender
will wake up and transmit data at the time the preamble number is µ+1. Thus,
the senders in EX-MAC wake up earlier than those in X-MAC, which reduces
end-to-end delay.

2.1.2

Sources-To-Sink

Data Gathering MAC (D-MAC) [41] utilizes a staggered active/sleep schedule
to forward data continuously such that the sleep latency is minimal. D-MAC
forwards data based on a tree that connects multiple sources to a sink. Two
basic methods are employed in D-MAC: staggered wakeup/sleep schedule and
duty cycle adaptation. In the staggered wakeup/sleep schedule method, before
data transmission, the source sends a control message to the sink to inform all
nodes in a path to wake up sequentially. In scenarios where a source has more
than one packet, it adds a “more-data” flag to its control message to inform all
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nodes in the path to increase their duty cycle.
Gu et al. [45] propose spatio-temporal delay control to minimize end-to-end
delay using three schemes: (i) active bits augmentation scheme, (ii) sink augmentation scheme and (iii) hybrid scheme. In the active bits augmentation
scheme, each period is divided into multiple slots and each node can wake up in
arbitrary slots. The best situation for two adjacent nodes is that their wakeup
slots are continuous, which meets the minimal delay bound. If their wakeup
slots are not continuous, a new wakeup slot will be inserted at the receiver to
ensure continuity. Scheme (ii) introduces multiple sinks to a WSN, whereby additional sinks are placed strategically to reduce hop delay. In addition, a source
node with a large number of neighbors that reach the source within the minimal
delay bound can be chosen to become a sink such that unnecessary sleep latency
can be minimized. Lastly, the hybrid scheme combines bits augmentation and
sink augmentation together. According to the respective cost of inserting active
bits and sinks manually for a given region in the whole network, hybrid scheme
chooses a cheaper one to implement. This process is applied continuously until
all regions are covered by one or more sensor nodes.
In [46], Nazir et al. present a new dynamic sleep schedule that aims to minimize many-to-one delay in event-driven WSNs. Their protocols utilize two
techniques: decreasing hop number and increasing the duty cycle of nodes.
Each node has a route from itself to the sink with a hop number. The sink
will periodically send broadcast information that includes new routes with the
hop count from itself to each node. If the new hop count is smaller than the
current one, the node will choose the new route as the default route. With
respect to managing duty cycle, longer wakeup intervals are assigned to nodes
with heavy traffic. Typically, nodes near the sink and nodes around a location
where an event takes place are frequently treated as critical nodes with heavy
traffic. Increasing their duty cycle thus reduces queuing delay and sleep latency
at the expense of higher energy cost and increases the risk of forming energy
holes.
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Any-To-Any

Any-to-any delay refers to the delay between two random nodes. Schedule based
methods such as [DS-MAC [47] D-MAC [48] DUTYCON [49] predetermine the
sleep schedule of nodes. If the latency between an arbitrary pair of nodes
exceeds a given delay bound, the duty cycle of a receiver is increased to lower
sleep latency. On the other hand, the control message sent from the sender to
the receiver, such as a beacon and a packet, will either enable the receiver to
be active immediately or provide the exact time of data transmission.
2.1.3.1

Scheduled

Dynamic Sensor MAC protocol (DS-MAC), proposed by Lin [47], achieves minimal end-to-end delays whilst maintaining low power consumption by adaptively changing the duty cycle of nodes. DS-MAC assumes nodes have the
same wakeup schedule. Each transmission is associated with a maximum delay
bound. If the transmission delay exceeds said bound, DS-MAC doubles the
duty cycle of the receiver whereby its sleep time is reduced to ensure subsequent packets are received earlier. Although this reduces the delay of the next
transmission, the current transmission still suffers from high latency. Another
approach employed by DS-MAC is to allow nodes that overhear the duty cycle
values to adjust their duty cycle accordingly. More specifically, nodes exchange
their duty cycle values with each other periodically. A node that overhears
another node’s duty cycle, which is larger than itself, will double its duty cycle
in order to reduce future sleep latencies.
Although D-MAC decreases the delay from multi-sources to the sink significantly, it is only suited for unidirectional communications. As an improvement,
in [48], the authors propose a protocol called Delay Efficient Sleep Scheduling
(DESS) that works on arbitrary topologies. The aim of DESS is to minimize
the “delay diameter” of a given topology. Here, delay diameter is defined as
the maximum delay value between two arbitrary nodes. The authors propose
two optimal solutions for tree and ring topology. For a tree topology, only two
slots are assigned to all nodes whereby adjacent nodes do not share the same
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slot. For a ring topology, if the number of nodes is a multiple of slot numbers,
the slots assigned to nodes increase linearly along the ring. Otherwise, slots
are assigned manually to achieve the minimum delay diameter. However, for
general topologies, the authors proved that DESS is NP-hard. Thus, the authors propose various heuristics, namely, centralized, localized and randomized
algorithm. In the centralized algorithm, each node iterates through all slots
and selects the slot that results in the lowest delay to all other nodes. In the
localized algorithm, a node minimizes its delay only to its neighbors. Lastly,
randomization involves a node selecting a slot arbitrarily.
DUTYCON is a dynamic duty cycle control scheme proposed by Wang et al.
[49]. It guarantees end-to-end delay, and considers sleep and queuing delays.
End-to-end sleep delays can be decomposed into multiple single hop delays.
Hence, feedback control adjusting the sleep interval of each node can be used to
reduce end-to-end delays by decreasing single-hop sleep delay. More specifically,
each receiver records the sleep latency of each packet and compares it with a
reference delay bound Dref . If the actual sleep delay is greater than Dref , the
sleep interval will be increased by the difference between Dref and the actual
sleep latency. On the other hand, since one node can only transmit one packet at
a time, packets that arrive later have to wait until earlier packets are sent. This
causes queuing delay. To address this problem, the sleep interval of the receiver
changes according to queuing delays. It starts with the sender estimating a sleep
interval that includes estimated queuing and single hop delay. These estimates
are then included in packets at the head of the queue. Once the receiver obtains
the estimated sleep interval, it will calculate a new sleep interval for the next
transmission based on the current traffic conditions, such as propagation delay
and transmission delay. The new sleep interval will be sent back to the sender
in an ACK to replace the estimated sleep interval. Further, feedback control
improves the single hop sleep latency while queuing delay adaptation adjusts
the receiver’s sleep interval without reducing single hop sleep latency. If we use
them at the same time, different sleep intervals generated by the two schemes
will occur. To avoid conflicts, feedback control is used in the case where there
is no packet waiting in the queue. Otherwise, queuing delay adaptation will be
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utilized.
2.1.3.2

Control Message

Pipeline Tone Wakeup (PTW) [50] exploits two channels, one for sending a
wakeup tone and the other data, to reduce end-to-end sleep latency. The wakeup
tone is used to wake up receivers immediately instead of waiting for them to
wake up, and thus avoid the cost of sleep latency. However, since the tone
does not have the function of identifying an intended receiver, the sender has to
wake up all its neighbors with different sleep schedules before data transmission.
This takes non-negligible amount of time and is defined as wakeup delay. The
main solution employed by PTW is to send the tone signal and receive data
simultaneously. More specifically, when a node is ready to receive data from
the previous node over a data channel, the node starts to send the tone signal
to wake up its neighbors at the same time for the next data transmission. Data
transmission delay, which includes queuing, channel access, transmission and
propagation delay, is much more than the wakeup delay. Thus, the process of
waking up neighbors will finish within the duration of data transmission. The
data will be transmitted without being subjected to a separate wakeup delay.
Accordingly, end-to-end delay is reduced.
Instead of transmitting data in wakeup slots, Sun et al. propose DW-MAC [51],
which schedule nodes to transmit data in sleep slots. DW-MAC is based on a
synchronous, periodic protocol, such as S-MAC [33], T-MAC [42], where all
nodes have a common sleep schedule. However, in these synchronous protocols,
only one packet can be transmitted in the common active slot. Packets that
arrive later will have to wait until the next round. To solve this problem,
DW-MAC allows a node to transmit multiple packets in a common sleep slot.
In a common active slot, the sender sends a schedule frame, called SCH, to
the receiver. The receiver that has received a SCH will transmit data during
the common sleep slot. The one-to-one mapping maps the common active and
sleep slot. It can be used to decide when and the duration of data transmission.
Figure 2.1 describes the mapping relationship. The duration of each SCH is
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less than the active slot T1, which allows for the reception of multiple SCHs.
That is, multiple packets can be transmitted in the common sleep slot, which
reduces the overall queuing delay of end-to-end communications.
T5

SCH
T3

T1

T6

Data
T4

T2

T1 / T2 = T3 / T4 = T5 / T6
Figure 2.1 One-to-one mapping. T1 is the common active slot, T2 is the common
sleep slot, T3 is the duration of receiving SCH, T4 is duration of data transmission,
T5 is duration for waiting SCH, and T6 is duration for waiting data transmission.

2.1.4

Discussion

Table 2.1 compares different aspects of these protocols. In terms of techniques
for reducing end-to-end delay, several ideas are employed by prior protocols.
First, AWS [35] and Multi-Parent [36] protocols are based on choosing a lowlatency path. The difference between them is that AWS chooses the path
according to the wakeup schedule of neighbors while multi-parent selects a
path with the minimal number of hops to the sink. Second, protocols such
as PFA [37], R-MAC [39], D-MAC [41], EX-MAC [40], DW-MAC [51] and
PTW [50] require a source to send a control message to wake up nodes sequentially. However, how they send control message is different. For example,
PFA and D-MAC ensure all nodes on a predetermined path wake up sequentially while PTW uses the control message as a wakeup signal in a separate
channel to force the next node to wake up on time. Third, in PR-MAC [38],
the sink sends a control message to schedule the nodes on a path to wake up
sequentially. Fourth, in order to guarantee that the receiver wakes up on time,
spatio-temporal delay control [45] inserts extra wakeup slots to receivers manually. Furthermore, DCC [46], DS-MAC [47] and DUTYCON [49] dynamically
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adjust the duty cycle of nodes according to different traffic conditions and delay
values. Lastly, DESS [48] tries to guarantee the maximum sleep latency between
two arbitrary nodes is within a given delay bound. Lastly, these proposed protocols are based on different assumptions, such as traffic conditions and initial
sleep schedule.

Sources-To-Sink

Source-To-Sink
(Message Control)

Source-To-Sink
(Scheduled)

Classification

2009

2011

Dynamic sleep
schedule
(DCC)

2003

D-MAC

Spatiotemporal
Delay Control

2009

EX-MAC

2007

PR-MAC
2007

2005

FPA

R-MAC

2006

2006

AWS

Multi-parent

Year

Name

• Increase the duty cycle of nodes with heavy
traffic

• Choose route based on the number of hops
• Force nodes to wake up on time
• Use a setup message to force the next hop to
wake up
• Use a staggered sleep schedule for
transmissions of control message and data
• Use multi-channels to avoid contention delay
• Nodes that receive a control message will
remain active until data transmissions finish
• Use sequential preambles sent from a source
in sleep slots to keep the receiver alive
• The source wakes up to send data when ACK
from the receiver arrives
• Use a staggered wakeup schedule in tree
topology
• Insert extra wakeup slots into next hops to
reduce sleep latency
• Insert new sinks to reduce the hop numbers
from a source to a sink

• Use graph colouring to schedule nodes
• Choose the next hop that wakes up first

Description

Variable

Light

Unpredictable

Heavy

Heavy

Light

Light

Light

Light

Traffic

Dynamic

Static

Static

Static

Static

Static

Static

Static

Static

Duty
Cycle

S

A

A

A

S

A

S

S

A

Sleep
Latency

Even driven and delay-sensitive
applications, such as enemy
detection

Real-time event detection, such
as military surveillance

Applications with fast data
collection and highly reliable
data, such as surveillance and
environment observation
Event-driven and data gathering
such as target detection

Event monitoring

Real-time applications, such as
monitoring and targeting

Monitoring and triggering
applications

Event detection

Driven-event and data
gathering, such as target
detection and military tracking

Application

Table 2.1
Comparisons for related works of conventional delay minimization (Static: fixed duty cycle, Dynamic: adaptive duty cycle, Asynchronous
(A): nodes have different sleep schedules, Synchronous (S): nodes have the same sleep schedule)
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Any-To-Any
(Message Control)

Any-To-Any
(Scheduled)

Classification

2004

PTW

2008

2010

DutyCON

DW-MAC

2005

2004

DS-MAC

DESS

Year

Name

Table 2.1 Continues

• Based on feedback control to adjust the sleep
time of each node to guarantee the end-to-end
delay
• Use double channels: data channel and
wakeup channel
• Use a wakeup tone signal to wakeup nodes.
• Receive and transmit multiple packets in one
sleep/wakeup slot
• Transmit data in the common sleep slot
shared by all the nodes

• Decrease the maximum sleep latency between
any pair of nodes

• Introduce dynamic duty cycle to S-MAC,
based on latency and power availability

Description

Variable

Heavy

Variable

Light

Variable

Traffic

Static

Static

Dynamic

Static

Dynamic

Duty
Cycle

S

A

A

A

S

Sleep
Latency

Delay-sensitive applications,
such as military tracking and
body health monitoring
Event-driven and data gathering
applications, such as target
detection
Delay-sensitive applications,
such as military tracking and
missile tracking
Applications where event occurs
infrequently, such as intrusion
detection, disaster alarm
Event-driven applications, such
as tracking and detection;
real-time applications, such as
environmental monitoring

Application
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Energy Harvesting Wireless Sensor Networks

In energy harvesting WSNs, energy can be replenished by natural resources [31]
or human motion [52]. However, the harvested energy is insufficient for sensor
nodes to work continuously. Thus, for the sake of conserving energy, sensor
nodes need to maintain a low duty cycle, which thus leads to sleep latency
between each pair of adjacent nodes. To date, there are only a few works that
aim to trade off energy consumption and end-to-end delays in energy harvesting
WSNs. These research projects fall into three categories: sources-to-sink, sinkto-source and sources-to-sink. Briefly, the sources-to-sink scenario focuses on
the end-to-end delays from all nodes to the sink. In contrast, sink-to-source is
concerned with delays from the sink to each node. On the other hand, sourceto-sink only reduces the delay from a node to the sink.

2.2.1

Sources-To-Sink

In order to gain a trade-off between end-to-end sleep latency and energy consumption, Yoo et al. [53] put forth two dynamic duty cycle scheduling schemes:
Duty cycle Scheduling based on Residual energy (DSR) and Duty cycle Scheduling Prospective (DSP). DSR introduces the thresholds X and Y for a node’s
duty cycle and residual energy respectively. Additionally, R denotes a node’s
residual energy. If R is more than Y , the duty cycle is increased proportionally to K, which is the difference between R and Y . Otherwise, the duty cycle
remains at X for T time slots. On the other hand, in DSP, the duty cycle
is determined by estimating the potential variation in residual energy. It first
measures Z, i.e., the difference between current energy harvesting and energy
consumption rate. Then, the estimated residual energy, E, can be obtained by
E = Z × T + K. If both K and Z are greater than zero, the duty cycle increases
proportionally according to E. However, if K is less than zero, the duty cycle
will stay at X; if K is greater than zero but Z is less than zero, the duty cycle
will increase in direct proportion to K. To conclude, the two schemes ensure
that nodes maintain a high duty cycle subject to the level of residual energy.
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As a high duty cycle will reduce the sleep latency between nodes, the sink will
thus experience lower end-to-end delays from sources.

2.2.2

Sink-To-Sources

Gu et al. [34] propose a distributed solution for obtaining a trade-off between
end-to-end delays and energy efficiency, which applies to sink-to-one and sinkto-sources communication scenarios. Each period is divided into multiple slots
and each node wakes up in an arbitrary slot. In order to reduce sleep latency,
Gu et al. propose to add an additional wake-up slot to a subset of nodes on a
given path such that the resulting end-to-end delay is below a given bound B.
Specifically, for the sink-to-one scenario, Gu et al. first introduce a recursive
solution to obtain the minimum end-to-end delay after inserting a given number
of extra active slots. Then, the minimum number of extra active slots, whose
corresponding end-to-end delay is below a delay bound is distributed over this
path. For the sink-to-many scenario, which they showed to be NP-hard, the
path with the largest delay is first selected. The algorithm used for the sink-toone scenario is then applied on the chosen path. This process continues until
the end-to-end delay of all the paths is below B.

2.2.3

Source-To-Sink

An On-Demand MAC (OD-MAC) protocol for energy harvesting [54] is proposed by Fafoutis et al. to achieve energy neutral operation while reducing
end-to-end delays. OD-MAC is an on-demand scheme, where the sender periodically listens to the channel to receive beacons broadcasted by the receiver.
Once the sender receives the beacon, data will be transmitted immediately. For
each node, the beacon period, which is the time interval between two continuous beacons, is determined by the amount of residual energy. In other words,
high residual energy will result in a short beacon period. Moreover, OD-MAC
utilizes an opportunistic forwarding scheme to deal with delay. In this scheme,
each sender has a forwarder list containing all neighboring nodes whose hop
number to the sink is smaller than the receiver. Then, the sender will sense
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the beacons from the designated receiver and the nodes from the forwarder list.
The first sensor node that broadcasts a beacon to the sender will be chosen
for data transmission. Consequently, the end-to-end delay is decreased because
each sender’s waiting period is eliminated.

2.2.4

Discussion

Strategies for diminishing end-to-end delays in energy harvesting WSNs are
based on duty cycle adjustment subject to residual energy. In the sources-tosink scenario, the techniques proposed by Yoo et al. [53] simply augment nodes’
duty cycle when the level of residual energy exceeds an energy threshold. On
the other hand, OD-MAC [54], focusing on source-to-sink, utilizes a beacon sent
by the receiver to wake up the sender immediately. As beacons cause additional
wakeup periods at each node, the duty cycle will also be increased. Also, in
the sink-to-sources scenario, Gu et al. [34] distribute a minimum number of
additional wakeup time slots over the intermediate nodes in a given path such
that the end-to-end delay is bounded.
In terms of bounding end-to-end delays, it is important to point out the differences of algorithms between energy harvesting WSNs and conventional WSNs.
It is usually assumed by the algorithms run in Conventional WSNs that each
node has sufficient energy to lower the end-to-end delay to a pre-determined
delay bound. However, energy harvesting WSNs might suffer the discontinuity
of energy supply and thus the end-to-end delays might not be able to achieve
the delay bound. Fortunately, the unused harvesting energy can be stored and
accumulated for powering the nodes when the ambient energy is not available.
Therefore, the purpose of energy harvesting WSNs is to minimize the consumption of harvesting energy such that the accumulated energy can be sufficient
for bounding end-to-end delays. By far, only Gu et al. [34] have proposed a
distributed scheme, which tackles the end-to-end delays starting from the sink.
However, in order to determine extra wakeup slots, nodes are required to send
signaling messages to its neighbors. This will waste a considerate amount of
energy, especially for sink-to-sources scenarios. In the next chapter, we will
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study the centrilized solutions for bounding end-to-end delay from the sink to
sources.

Chapter

3

Bounding E2E Delays From
Sink-to-Sources
3.1

Overview

In WSNs, a sensor node will either be active or idle. In the active state, the
sensor node will sense data from the ambient environment, forward data to its
neighbors or receive data from its neighbors. On the other hand, an idle sensor
node will transition into a low power state, where it sets a timer to wake itself
up at a later time according to its duty cycle. In this thesis, each node’s working
schedule is different from one another; so called asynchronous working schedule,
which is shared with neighbors. An idle sensor node will become active in two
scenarios: one is based on its own working schedule; another is when it has
packets to send to a neighbor.
Each node’s working schedule is periodic, and each period can be divided into
several time slots, including active and free slots. Figure 3.1 shows an example
schedule with 10 slots. The black/filled slots denote slots in which a node is
awake.
In a WSN with an asynchronous working schedule, a pair of adjacent nodes
may not be active simultaneously. This means a sender will have to wait for
a receiver to be awake before transmission. This waiting time is called sleep
27
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Figure 3.1 An example schedule; the period is 10 slots, and each time slot corresponds to one minute of awake time.

latency. More precisely, the sleep latency is defined as the time duration from
the time a node has packets to send to the time the receiver receives the packets.
For example, node A has packets to send in slot-4, while node B will be awake
in slot-9. The sleep latency between A and B is therefore 9 − 4 = 5.
As pointed out in Section 1.3, the end-to-end path delay is a key consideration
in WSNs. In particular, it is important that a path’s sleep latency is bounded
by a delay B to ensure deterministic performance. In Figure 3.2, the sink sends
packets in slot 1; node-A and node-B are active in slot-4 and slot-9 respectively; the sleep latency between node-A and node-B is 3; the sleep latency
between node-A and node-B is 5; the end-to-end delay from the sink to node-B
is therefore 3 + 5 = 8.
An approach to bound the end-to-end delay to node-B is as follows. Assume
node-A and node-B have plenty of residual energy. If a delay bound for the
path from the sink to node-B is set to 4, an extra active slot needs to be added
to node-B such that the end-to-end delay becomes 3+1 = 4; as shown in Figure
3.3. Further, if a tighter delay bound B = 3 is required, two extra slots, slot-2
and slot-4, need to be inserted into node-A and node-B respectively; see Figure
3.4. In both scenarios, the resulting end-to-end delay is less than or equal to B.
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Figure 3.2 Basic working schedule
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Figure 3.3 Bounding E2E delay between node-s and node-B when B = 4
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Figure 3.4 Bounding the E2E delay between node-s and node-b when B = 2

In practice, bounding the delay to multiple sources is more important; for example when delivering software updates [55]. Briefly, the path from the sink
to each node is selected based on the minimum number of hops, i.e., the shortest distance, which benefits both end-to-end delays and energy conservation.
Hence, the basic network topology for communication from the sink to sources
is a tree, where each node has only one parent and may have multiple children.
Figure 3.5 shows a network topology for a sink-to-sources scenario. In this
example, for each node, a period is divided into eight time slots; the black slots
denote the original working schedule. The end-to-end delay will be calculated
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based on the working schedule. For example, the sink starts to send packets
in slot-1 whilst node-5 will be active in slot-7; the sleep latency thus will be
7 − 1 = 6. Similar to the point-to-point case, in order to bound the delay
of all paths from the sink to each source such that it is below or equal to B,
extra active slots can be added strategically to nodes. For example, if the delay
bound B for each node is set to 5, the end-to-end delays in Figure 3.5 can be
bounded by adding active slot-3, slot-2 and slot-2 to node-3, node-5 and node-7,
respectively; as shown in Figure 3.6. However, as these extra active slots will
cause higher energy consumption for the corresponding nodes, the problem at
hand is to determine the minimum number of extra active slots required to
bound the end-to-end path delay to all sources.
D:End-to-End Delay
:Original Active Slot

S
5

D:6

2

D:11

7

D:5

3

6

D:6
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1

4
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D:11

Figure 3.5 An example of sink-to-sources with basic working schedule
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Figure 3.6 An example of sink-to-sources with extra active slots
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The rest of this chapter is organized as follows: Section 3.2 discusses assumptions. Section 3.3 defines the network model. Section 3.4 introduces a Binary
Integer Program (BIP) for the problem at hand. Section 3.5 presents four centralized solutions.

3.2

Assumptions

The algorithms presented in Section 3.5 are based on the following assumptions:

• Nodes are aware of each other’s working schedule. Many protocols for
exchanging information locally have been proposed, such as Disco [56]
and ESC [57].
• All wake-up times are divided into slots. Hence, all nodes are synchronized
in time. This can be achieved using synchronization algorithms such as
[58], which are able to reduce communication delay to less than 10µs.
This is much less than the duration of each active slot, which can exceed
10, 000µs [56].
• Assume a node can wake up and forward data immediately once its neighbor wakes up. This is reasonable as nodes have the working schedule of
their neighbors, and thus they can calculate precisely when the next hop
node will wake up.
• Data transmission must finish in one active slot. In IEEE802.15.4 [59],
the standard data rate and the maximum packet size are 250 kbps and 114
bytes respectively. Thus, for a single packet, the transmission duration is
120µs, which is much smaller than the duration of a normal active slot of
500ms. This means even if there is a transmission failure, a sending node
will be able to perform the required retransmissions within a given awake
time.
• Similar to Gu et al. [34] ’s work, it is assumed that there is no data
congestion; or the network has a low duty cycle. In fact, as nodes are
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idle most of the time, the network cannot tolerate the transmission of a
large amount of data. Thus, with low data rates, data collision or queuing
delay are rare.

3.3

Network Model

An energy harvesting or r-WSN is modeled as a graph G = (V, E), where V
refers to the set of nodes {v1 , v2 , v3 ..., v|V | }. The set E is composed of edges
(u, v) between node u and v that are within each other’s communication range
r. Assume that the working schedule of every node is periodic and is divided
into a number of slots S = {s1 , s2 , s3 , ..., s|N | }, where N is the number of slots
or period length. A node is awake for M slots S i = {s1 , s2 , s3 , ..., s|M | }, where
S i ⊆ S. Note that the slots S i are chosen randomly from S. As the duty cycle
of a node is defined as the ratio between the number of active slots and N, for
node i, we have Hi = |S i |/|S|. Aside from the energy used in M slots, each
node also has ‘free’ or additional wake-up slots at its disposal. Denote these free
slots for node i as Qi = {q1 , q2 , q3 , ..., q|Qi | }, where qi ∈ (S − S i ). The size |Qi |
is directly proportional to the remaining energy after node i has woken up |S i |
times, and also the energy harvesting opportunities afforded to node i. Hence,
S
the set of wake-up slots for node i can be denoted as Wi = Yi S i , where Yi
indicates the additional wake-up slots of node i, where Yi ⊆ Qi .
Denote sju as the time slot j that node u is awake, where sju ∈ S. Assume node
u receives a packet in slot sm
u and the next wake-up time of the next hop node v
is snv . Assume nodes do not use more than one free slot |Yi | 6 1. Suppose node
S
v wakes up in free slot z ∈ {0} Qi . Here, z = 0 denotes no free slot is used.
So the link delay between node u and node v can be calculated as follows. Note
that each free slot results in a different link delay between u and v. The delay
resulting from using slot z is calculated as,


n − m,
n>m
z
du,v =

T − m − n, n ≤ m

(3.1)
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For example, assume node u has a packet to send in slot s5u while the next slot at
which the next hop v will wake up is s8v . Thus, dzu,v = n−m = 8−5 = 3. Denote
the shortest path from the source v0 to vi as Pi = {(v0 , v1 ), (v1 , v2 ), (v2 , v3 ), ..., (vh , vi )}.
P z
The delay for each path can be presented as Di =
du,v .

3.4

Problem Formulation

In this subsection, we use BIP to formalize the problem before presenting an
example and analysis.

3.4.1

BIP Formulation

The problem is formulated as a BIP. Recall that the aim is to minimize the total
number of extra slots to be inserted such that the delay bound of all nodes is
below or equal to B. As the topology is a tree, each node has only one parent
and may have one or more children. In addition, each node selects an active slot
to receive packets from its parent and prepare to send packets to its children.
A few necessary notations are defined as follows.
s

Let Xsip be a binary decision variable that indicates if packets are ready to be
sent in slot sp of node-p, and are to be transmitted to node-i in slot si . Here,
si denotes a slot of node-i; sp denotes a slot of node-p; node-i and node-p are
a pair of adjacent nodes, where node-i is a parent of node p. For example, in
Figure 3.7, consider slot-1 of node-p and slot-2 of node-i, thus sp = 1 and si = 2.
The corresponding decision variable for slot-1 of node-p and slot-2 of node-i is
s

Xsip = Xss21 . If X21 = 1, packets are sent in slot-1 of node-p and are received in
slot-2 of node-i. Additionally, sp , si and sc are defined to emphasize sp , si and
sc are the basic active slots used to meet a node’s basic duty cycle. Consider
slot-3 of node-p and slot-4 of node-i. As the slot-4 of node-i is a basic active
s

s

slot, i.e., si = 4, the decision variable is denoted as Xsip = X43 . Given Xsip , the
variable dp,i denotes the delay between sp and si , which can be calculated using
Equation 3.1.
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Figure 3.7 Modeling the delay between wake-up times. Each link between a pair of
nodes has a binary decision variable. Node-p is the parent of node-i, while c is a child
of node i. Each node has five slots; slot-2 in p, slot-4 in i and slot-5 in c are the basic
active slots; others are free slots. Note, not all links or decision variables are shown.

The BIP formulation is therefore described using the following four equations:

Objective:
MIN

X

Xssip −

X

s

Xsip , ∀i ∈ V, ∀si , sp ∈ S, ∀si ∈ S i

(3.2)

Subject to
X

Xssip = 1, i ∈ V, ∀si , sp ∈ S
X
X
Xssci , i ∈ V, si ∈ S, ∀sp , sc ∈ S
Xssip =
X
Xssip × dp,i ≤ B, ∀i ∈ V, ∀si , sp ∈ S

(3.3)
(3.4)
(3.5)

The objective ensures that the number of active free slots is minimized. Note
P sp
that we need to subtract all chosen basic slots, i.e.,
Xsi , because they are
active by default. That is, they do not add to a node’s duty cycle. Equation
3.3 ensures we enable at most one free slot in each node. Equation 3.4 ensures
that for an arbitrary node, the slot receiving packets from its parent and the
slot being used to send packets to its child are the same active slot. Equation
3.5 ensures that the total delay of the chosen links is less than or equal to B.
Lastly, given the binary variables, the problem at hand is therefore NP-hard.
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3.4.2

Example of BIP

Figure 3.8 provides an instance of the aforementioned BIP formulation. However, decision variables between node-p and node-i may be the same as those
between node-i and node-c. For example, while the decision variable for slot-1
s

of node-p and slot-1 of node-i is Xsip = X11 , the decision variable for slot-1 of
node-i and slot-1 of node-c is Xssci = X11 as well. Thus, to avoid confusion, the
following replacements are carried out.
For node-p and node-i
X1 = X11 , X2 = X21 , X3 = X31 , X4 = X12 , X5 = X22 , X6 = X32 , X7 = X13 , X8 =
X23 , X9 = X33
For node-i and node-c
X10 = X11 , X11 = X21 , X12 = X31 , X13 = X12 , X14 = X22 , X15 = X32 , X16 = X13 ,
X17 = X23 , X18 = X33

p
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1

X3
X
4

X5 2
X6

3

1

X
13
X14 2
X 15
X1
7
X18 3
X 16

X7

X
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X2
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Figure 3.8 An example of BIP formulation. Node-i’s parent and child are node-p
and node-c, respectively. Each node has three slots; slot-2 in p, slot-1 in i and slot-3
in c are the original active slots; others are free slots. Each edge between a pair of
slots represents a decision variable. For example, X3 denotes the decision variable
between slot-3 of p and slot-1 of i.
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Therefore, the objective function and constraints are:
Minimize:
X4 + X5 + X6 + X7 + X8 + X9 + X10 + X11 + X12 + X13 + X14 + X15
Constraint 3.3:
X1 + X2 + X3 + X4 + X5 + X6 + X7 + X8 + X9 = 1
X10 + X11 + X12 + X13 + X14 + X15 + X16 + X17 + X18 = 1
Constraint 3.4:
X1 + X2 + X3 = X10 + X13 + X16
X4 + X5 + X6 = X11 + X14 + X17
X7 + X8 + X9 = X12 + X15 + X18
Constraint 3.5:
3X1 + 2X2 + X3 + X4 + 3X5 + 2X6 + 2X7 + X8 + 3X9 + 3X10 + 2X11 + X12 +
X13 + 3X14 + 2X15 + 2X16 + X17 + 3X18 ≤ B
To verify these constraints, the following example is provided. Assume B = 3

1. First, a decision variable between node-i and node-p is set to 1; for example, X2 = 1
2. According to constraint 3.3:
X1 = X3 = X4 = X5 = X6 = X7 = X8 = X9 = 0
3. Then, according to constraint 3.4,
X1 + X2 + X3 = X10 + X13 + X16 = 1
X11 = X12 = X14 = X15 = X17 = X18 = 0
4. According to constraint 3.5:
2 × X2 + 3 × X10 = 2 + 3 = 5 > B
2 × X2 + X13 = 2 + 1 = 3 ≤ B
2 × X2 + 2 × X16 = 2 + 2 = 4 > B
Thus, X10 = X16 = 0, X13 = 1

Therefore, a solution is obtained whereby node-p is ready to send packets in
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slot-2; node-i receives the packets and prepare to send packets in slot-1; node-c
receives the packets in slot-2; the end-to-end delay is therefore 3.

3.4.3

Analysis

The following list two facts pertaining to the aforementioned BIP formulation,
which will be used to prove Theorem 1:
Fact 1. for the sink and a child with m slots, the total number of decision
variables is m.
Fact 2. for an adjacent pair of nodes with m slots, the total number of decision
variables is m2 .
Theorem 1. Given a r-WSN with |V | nodes, each with a period of m slots and
n of which are 1-hop away from the sink, then the number of decision variables
required is n × m + (|V | − n) × m2 .
Proof. As the WSN topology is a tree, each node only has one parent. Thus,
the nodes can be put into two categories: node whose parent is the sink and
node whose parent is another node. Based on Fact 1, the total number of
decision variables for n nodes is n × m; on the other hand, according to Fact
2, the total number of decision variables required by the remaining nodes is
(|V | − n) × m2 . Therefore, the number of decision variables for the whole
network is n × m + (|V | − n) × m2 .

3.5

Centralized Solutions

The following sections outlined three heuristic solutions to the aforementioned
problem.

3.5.1

Domino Algorithm

This section first outlines a centralized Domino [34]’s approach followed by an
example. In addition, Section 3.5.1.3 presents the algorithm’s time complexity
and correctness.
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3.5.1.1

Domino

Domino algorithm [34] minimizes the end-to-end delay from the sink to a node
i. It relies on variable Tih , which records the minimum end-to-end delay from
the sink to node-i when h extra active slots are inserted into the path. Initially,
for any node i that is one-hop away from the sink, when there is no extra slot,
i.e. h = 0, the delay from the sink to node-i is simply d0s,i ; on the other hand,
when h = 1, an extra active slot can be inserted into node-i such that the delay
between the sink and node-i is reduced to one. Thus, the initial state can be
presented as
Tih =



d 0 , h = 0
s,i

1,

(3.6)

h=1

A recursive solution is then used to calculate the delay for any node i that is
more than one-hop away from the sink. More specifically, the minimum delay
contains two situations: one is that when there is no extra slot inserted at nodei. The delay in this case between node-i and its parent node i−1 is d0i−1,i ; in the
case when an extra slot is inserted in node-i, the delay between node-i and its
parent is one. Thus, for any node i, whose parent is node i − 1, its end-to-end
delay is calculated as follows:

Tih = M in



T h + d 0
i−1
i−1,i

h≥0


h−1
Ti−1
+ 1,

h≥1

(3.7)

Therefore, for any node node-i, while h = 0, 1, 2, 3, . . . , H, Tih can be obtained.
Here, H refers to the number of extra slots that result in node i’s minimum
delay. Based on the above information, the steps for adding extra slots into the
path are as follows:

1. Node-i checks whether its original end-to-end delay, one without any extra
slots, i.e. Ti0 , is over delay bound B. If yes, move to step 2
2. Select the smallest h such that Tih ≤ B

Bounding E2E Delays From Sink-to-Sources

39

3. Node-i then checks its parent node’s end-to-end delay resulting from using
h−1
+1, an extra active slot is inserted into node-i
h-1 extra slots. If Tih = Ti−1

to lower the delay between node-i and its parent to one. Otherwise, there
is no action. This process continues from node-i to the sink until all h
extra active slots are distributed.

The steps above are illustrated in Algorithm 1. It first selects the paths with
end-to-end delays over B and stores them in U in a non-decreasing order; see
lines 1-4; Then, it selects one path, and set the maximum number of extra
slots H to the number of nodes in this path—line 5-6. Lines 7-9 select the
first node in the path and then set up T1h , where the number of extra slots
h = 0, 1, 2, 3, . . . , H. Next, lines 10-14 consider the rest of the nodes in the
chosen path. More specifically, for node-i (i 6= 0), while there is no extra active
0
+ d0i−1,i ; see lines
slot, i.e. h = 0, the end-to-end delay is calculated as Ti−1

10-12. However, if h is greater than 0, in lines 13-14, the minimum end-to-end
h−1
h
+ 1). After obtaining Tih
+ d0i−1,i , Ti−1
delay for node-i is obtained as M in(Ti−1

for all nodes, where h = 0, 1, 2, 3 . . . H, line-16 selects the minimum number of
extra slots h that bounds the end-to-end delay for the chosen path. Line-17
starts from the source node of the path. Algorithm 1 then compares Tjh−c with
Tjh−c−1 , where c is a variable which will increase by one once one extra slot is
distributed. If the difference is one, an extra slot will be inserted into node-j
such that the delay between node-j and its parent becomes one; see line 18-19.
Lastly, Algorithm 1 outputs the total number of extra slots |Y | and delays D.
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Algorithm 1: Domino
Input: G = (V, E), free slots Qi = [q1 , q2 , q3 , . . . , q|Qi | ], paths
Pi = [(v0 , v1 ), (v1 , v2 ), . . . , (vh , vi )] and current end-to-end delays
D = [d1 , d2 , d3 , . . . , d|V |] ]
Output: The number of extra active slots |Y | and current end-to-end
delays D
1
2
3
4
5
6
7
8
9
10
11
12
13
14

15
16
17
18
19
20
21

begin
for i = 1 : |V | do
if Di > B then
U ← Pi
for k = Pi : P|U | , Pi ∈ U do
H = |Pk |
for i = v1 : vk do
if i == v1 then Ti0 = d0s,i
Ti1 = Ti2 = . . . = TiH = 1
else
for h = 0 : H do
0
+ d0i−1,i
if h == 0 then Ti0 = Ti−1
else
h−1
h
+ 1)
+ d0i−1,i , Ti−1
Tih = min(Ti−1
c=0
h = M inSelect(Pk )
for j = vk : v1 do
h−c−1
if Tjh−c = Tj+1
+ 1 then qj = 1, qj ∈ Qj
c=c+1
else
Continue
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3.5.1.2

Example of Domino

An example is provided in Figure 3.9. The number of nodes is |V | = 7. All the
slots in one period is S = [1, 2, 3, 4, 5, 6, 7, 8]. The corresponding path from the
source to each node is [P1 , P2 , P3 , P4 , P5 , P6 , P7 ]. The basic wake-up schedule of
nodes is S = [4, 4, 7, 5, 7, 3, 6].Their end-to-end delay D is [11, 11, 6, 12, 6, 10, 5].
In this example, assume that the delay bound B = 5 and the source starts to
send a message in slot-1.
D:End-to-End Delay
:Original Active Slot
x :Extra Active Slot
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D:6
D:1
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Figure 3.9 An example of Algorithm 1. Each node has a label and a working schedule
that determines its current delay. For instance, the original active slot and delay of
node-7 are 6 and 5 while its original label is 3. After running Algorithm 1, its working
slot, delay and label are changed to 2 and 1 and 0 respectively.

Algorithm 1 operates as follows:
Line 1-4 : Initially, the end-to-end delay of P1 , P2 , P3 , P4 , P5 , and P6 are 11, 11, 6, 12, 6
and 10, respectively; all of which are over B = 5. It then stores them in U in
descending order; so we have U = [4, 1, 2, 6, 3, 5].
Line 5-6 : It picks the first path in U , which is path-4 P4 = [S, 7, 3, 4]. As the
number of hops is three, the maximum number of extra slots is thus H = 3.
Line 7-9 : It considers the first node, i.e., node-7. The initial state of node-7
is T70 = 5 and T71 = T72 = T73 = 1.
Line 10-12 : It then considers node-7’s child node, i.e. node-3. Node-3’s minimum delay without extra slots is calculated as T30 = T70 + d07,3 = 5 + 1 = 6.
Line 13-14 : Then, node-3’s minimum end-to-end delays with 1, 2 and 3 extra
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slots are calculated as follows:
T31 = M in(T71 + d07,3 , T70 + 1) = M in(1 + 5, 5 + 1) = 6
T32 = M in(T72 + d07,3 , T71 + 1) = M in(1 + 5, 1 + 1) = 2
T33 = M in(T73 + d07,3 , T72 + 1) = M in(1 + 5, 1 + 1) = 2
Line 10-14 : The same process applies to the next node, i.e. node-4. Consequently, the delays are T40 = 12, T41 = 7, T42 = 4 and T43 = 3.
Line 15-21 : It then selects the source node of path-4. For node-4, the minimum number of extra active slots h for bounding end-to-end delay is two.
Node-4’s delay with two extra slots T42 = 4 and node-3’s delay with one extra
slot T31 = 6. As T42 6= T31 + 1, no extra active slot is inserted in node-4.
Line 17 : It moves to the next node, i.e. node-3.
Line 18-19 : Node-3’s delay with two extra slots T32 = 2 and Node-7’s delay
with two extra slots T71 = 1. As T32 = T71 = 1, extra active slot-3 is inserted
into node 3, and c increases by one.
Line 15-21 : The same process applies to node-7. Consequently, an extra active, i.e., slot-2 is added into node-7.
Line 5 : Algorithm 1 then considers path-1, path-2 and path-6. As a result,
after slot-2 is inserted into node-5, all nodes’ end-to-end delay is bounded.
Output |Y | and D are 3 and [3, 3, 2, 4, 1, 2, 1].
3.5.1.3

Analysis

Theorem 2. Given a r-WSN with n nodes, with |U | nodes’s delay over a
given delay bound, and with |P | nodes in each path, the time complexity of
the centralized algorithm is O(T (n)) = O(n + |U | × [|P | × (|P | + 1) + |P |]) =
O(n + 2 × |U | × |P | + |U | × |P |2 ).
Proof. First, line-2 goes through all nodes n. Next, as line-5 goes through all the
paths from U , the number of iterations is |U |. For each path, Algorithm 1 will
take |P | iterations, which is equal to the number of hops; see line 7. Further,
in line 11, as each node calculates Tih , where h = 0, 1, 2, . . . , H, the number
of iterations incurred is |P | + 1. Then, the number of loops in line-17 is |P |.
Therefore, the time complexity is O(T (n)) = O(n+|U |×[|P |×(|P |+1)+|P |]) =
O(n + 2 × |U | × |P | + |U | × |P |2 ).
Lemma 1. Given a node-i with hop count |Pi | ≥ 1, there is a value of h such
that the following condition holds: |Pi | ≤ Tih ≤ R ≤ B, where R is the radius
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of the network.
Proof. For an arbitrary node-i, Tih is calculated as follows:
(
h
+ d0i−1,i , h ≥ 0
Ti−1
Tih = min
h−1
Ti−1
+ 1,
h≥1
When h = 0, 1, 2, 3, . . . , H, the corresponding delays are [Ti0 , Ti1 , Ti2 , Ti3 . . . , TiH ].
Here, TiH is the minimum delay for the path-i, for H is equal to the number of
hops such that each immediate node can be distributed one extra slot to reduce
the delay for each adjacent pair of nodes to one. Consequently, TiH is equal to
hop count |Pi |, which is less than or equal to R. Therefore, there is a value of
h such that |Pi | ≤ Tih ≤ R ≤ B holds for each iteration.
Theorem 3. Given a r-WSN with n nodes, Domino reduces the delay of all
sink-to-source paths to be less than or equal to the delay bound B. Here, B ≥ R,
where R is the radius of the network.
Proof. According to Lemma 1, for an arbitrary node-i, there is a value of h such
that |Pi | ≤ Tih ≤ R ≤ B. As Domino iterates through all nodes, it thus follows
that each node’s end-to-end delay will be less than or equal to the delay bound
B.

3.5.2

Tabu Algorithm

This section presents a Tabu based algorithm, followed by an example. Then
Section 3.5.2.3 presents an analysis of the proposed algorithm.
3.5.2.1

Tabu

Algorithm 2 shows how our Tabu search solution works. It relies on a “label”,
which records the number of descendants that exceeds the delay bound B. For
example, in Figure 3.10, node-1 has three descendants: 2, 3 and 4. Assume the
delay bound is six. As the delay of node-3 and node-4 is seven and 13, which
is greater than the delay bound, node-1 has labeled “2”. Algorithm 2 then
considers the node with the highest label. The free slots of the highest labeled
node is activated one by one from the beginning to the end until a free slot
that decreases the sum of labels of all nodes is found. For example, in Figure
3.10, the slot-4 of node-3 is activated such that the delay of node-3 and node-4
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is reduced to three and five respectively. Nodes that have been considered are
included in the Tabulist for β iterations.

B=6 |S|=8
Active Slot
Delay
Label

S

1

2

3

4

1
0

2
1
2

3
2
2

8
7
1

6
13
0

N/A

Figure 3.10 An example with one path

There is an exception that cannot be addressed using the aforementioned basic
label algorithm. This occurs when intermediate nodes do not have an active
slot that can reduce the delay of a given path. For instance, consider node-3
of Figure 3.11. Even if all its free slots are activated, its delay still remains at
seven. This is because waking up node-3 has no impact on the delay between
node-1 and node-2. In addition, as the label of node-3 has not changed, Tabu
Algorithm does not activate any free slot for node-3. Thus, when node-2 is
considered, node-3 does not have a slot that can be used to reduce its delay
from the source.
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Delay
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S
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1

6
13
0
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Figure 3.11 An exception

To handle the said exception, two methods are utilized: streamline and Domino
algorithm. In the streamline algorithm, for each path, an active free slot on
each node is consecutively enabled such that the latency of each link is one. For
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instance, in Figure 3.11, instead of waking node-2, 3, 4 in slots-7, 8, 6, they are
woken consecutively in slot-2, 3, and 4 until the path’s delay is below or equal
to B. In this case, three extra slots are used to reduce the delay of the path to
4 − 1 = 3. Apart from that, we can also simply run Domino, which will then
pick nodes whose bound is more than B and reduce the end-to-end delay using
the minimal number of slots.
Algorithm 2 takes as input a network G = (V, E). For each node-i, its free
slots Qi = [q1 , q2 , q3 , . . . , qQi ], and path Pi = [(v0 , v1 ), (v1 , v2 ), . . . , (vh , vi )] are
determined. Also, nodes’ end-to-end delay D = [d1 , d2 , d3 , . . . , d|V | ] and label
L = [l1 , l2 , l3 , . . . , l|V | ] are computed. Given these inputs, Algorithm 2 first
selects the node with the highest label; line 6. Here, m refers to the chosen
node while n is the value of the node’s label. Then, it deactivates all the free
slots in Qi —line 9. After that, it activates the free slots of the selected node
P
one by one —line 10-14. If activating slot qi leads to a decline in
li , ∀li ∈ L,
this slot active is kept —line 11. Otherwise, it will be deactivated again—line
14. After considering a node, see line 17, it will be placed in Tabulist so that it
is no longer under consideration in line 6. If the length of Tabulist is equal to
β, the nodes are freed in a First-In-First-Out (FIFO) manner —line 15-16.
The process of using the streamline algorithm to handle the aforementioned
exception is as follows. First, the paths with delay that exceeds B are stored in
U ; line 20-22. Then, in line 23, the paths in U are processed one by one. Line
24 set the initial value of index for qindex . After that, line 25 considers the nodes
in the chosen path one by one, starting with the node that is closest to the sink.
Recall that, see Section 3.3, node vi is the last or leaf node of path Pi . Next, all
its free slots are deactivated—line 26. In other words, the previous allocation of
active free slots is erased. Algorithm 2 then wakes nodes with extra free slots in
the path one by one; see line 27-30. Specifically, qindex is first used to represent
the slot that is activated in the current loop; see line 27. After that, the index
is incremented to represent the slot at which the next node will activate; line
28. In particular, if the current slot is the |S|th slot, the next slot would be
slot 1; see line 29-30. Next, line 31 checks whether all the extra active slots are
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Algorithm 2: Tabu
1 T abulist = {}
2 Count = 0
3 repeat
4
Count = Count + 1
5
x = sum(L)
6
[m, n] = M ax(L)
7
if n ≤ 0 then Break
8
else
9
qi = −1, ∀qi ∈ Qi
10
for k = 1 : |Qi | do
11
qk = 1
12
Recalculate L
13
if sum(L) ≥ x then
14
qk = 0
if |T abulist| == β then
f ree the f irst node

15
16
17
18

T abulist ←− m
until Count = α

necessary for bounding delays, and the dispensable extra slots will be removed.
Lastly, it outputs end-to-end delays D and the number of active free slots |Y |.
3.5.2.2

Example of Tabu

An example is provided in Figure 3.12. Here, the streamline algorithm will
tackle the exception. The number of nodes |V | = 7. All the slots in one
period is S = [1, 2, 3, 4, 5, 6, 7, 8]. The paths from the source to nodes are
P1 , P2 , P3 , P4 , P5 , P6 and P7 . We will use Node-4 as an example, P4 = [S, 7, 3, 4].
The basic wake-up schedule of nodes is S = [4, 4, 7, 5, 7, 3, 6]. The nodes’ endto-end delay D is [11, 11, 6, 12, 6, 10, 5]. The label of each node is described in
L = [0, 0, 2, 0, 2, 0, 3]. In this example, assume that the delay bound B = 5 and
the source starts to send a message in slot-1.
Algorithm 2 operates on the example as follows.
Line 6: Initially, node-7 is chosen as it has the highest label.
Line 7: As the label of node-7 is 3 > 0, the break statement is not called.
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Algorithm 2: Streamline
20 for i = 1 : |V | do
21
if Di ≥ B then
22
U ←− Pi
23
24
25
26
27
28
29
30

31
32

for i = P1 : P|U | , Pi ∈ U do
index = 2
for j = v1 : vi do
qj = −1, ∀qj ∈ Qj
qindex = 1
if index < T then index = index + 1
else
index = 1
Check Qi , ∀i ∈ V
Output |Y |, D
L:Label
D:End-to-End Delay
:Original Active Slot
x :Extra Active Slot
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Figure 3.12 An example of Algorithm 2. Each node has a label and a working
schedule that determines its current delay. For instance, the original active slot and
delay of node-7 are 6 and 5 while its original label is 3. After running Algorithm 2,
its working slot, delay and label are changed to 2 and 1 and 0 respectively.

Line 8-9: It then deactivates all the free slots of node-7. In this case, node-7
does not have any activated free slots.
Line 10-14: It activates slot-1 of node-7. The delay of node-3, 1, 4 is 6, 11,
12 respectively, which still exceeds the end-to-end delay B = 5. As the label of
node-7 has not changed, it deactivates slot-1 of node-7 and then move to slot-2.
In the end, none of node-7’s extra free slots reduces its label.
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Line 17: After considering node-7, it places node-7 into the tabulist. In the
next round, it selects the node with the highest label that is not in tabulist. In
this case, it is node-5.
Line 4-17: Then, move to another iteration. This time around when slot-2 of
node-5 is activated, the delay of node-2 and 6 reduces to 3 and 2 respectively.
Consequently, node-5 has a label of zero.
At this point, after α iterations the basic part of Algorithm 2 is complete.
However, the delays of path P3 , P1 and P4 are 6, 11, 12, respectively. These
paths are handled as follows.
Line 20-30: Consider P4 = [S, 7, 3, 4]. Algorithm 2 activates slot-2 of node-7,
slot-3 of node-3 and slot-4 of node-4. The delay of nodes 7, 3, 4, 1 reduce to 1,
2, 3 and 3. Thus, the label of both node-7 and 3 become 0.
Line 31: The extra slot-4 in node-4 is not necessary. After removing it, node4’s end-to-end delay becomes 4, which is still below B. Thus, the new D is
[3, 3, 2, 4, 1, 2, 1]. All node delay is less than or equal to B. The total number
of active free slots in Y is 3.
3.5.2.3

Analysis

Theorem 4. Given a r-WSN with n nodes, and with α iterations, the time
complexity of Algorithm 2 is O(T (n)) = O(α × n2 × |Qi |).
Proof. For any iteration in Algorithm 2, computing L, see line 12, needs to
iterate through all n nodes. For each node, its descendants with delay over B
need to be determined by checking n−1 path delays. Thus, the time complexity
of computing L is n × (n − 1). In addition, the number of loops in line 10 is
|Qi |. Likewise, line 20, 23 and 25 will incur n, |U | and |Pi | iterations. Thus, we
have O(T (n)) = O(α × n × (n − 1) × |Qi | + n + |U | × |Pi |) = O(α × n2 |Qi |).

3.5.3

Edge Algorithm

In this section, of the Edge algorithm is first explained, followed by an example.
Then Section 3.5.3.3 presents the analysis and its correctness.
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Edge

The Edge algorithm considers one path at a time until all the paths are processed. Path-i can be denoted as Pi = [(v0 , v1 ), (v1 , v2 ), . . . , (vh , vi )], where each
pair of nodes vj , vj+1 is linked by an edge evj ,vj+1 . In addition, for each path, a
delay bound Hi is introduced.
Hi = B/|Pi |
Where B is the delay bound for all paths, |Pi | denotes the number of edges
in path-i. A path Pi first randomly selected. After that, each edge evj ,vj+1 is
iteratively processed in |Pi |. If the delay of node j and j + 1 is greater than
Hi , a free slot in node j + 1 is activated such that the delay reduces to one.
Otherwise, the algorithm moves to the next edge. This process is repeated until
all edges in the path are considered.
To illustrate the above process further, assume there is a path-i containing four
edges and its delay bound B is 10. Thus, Hi is 10/4 = 2.5. Node-A and B
are a pair of adjacent nodes that belong to path-i. Node-B is going to wake up
at slot-7 while node-A is ready to send packet in slot-4. The delay between A
and B is 7-4 = 3, which is greater than Hi . In order to minimize the delay, the
slot-5 of node-B is activated. The delay thus becomes 5 - 4 = 1, which reduces
the delay of eA,B to be less than Hi .
Algorithm 3 works on G = (V, E). For evj ,vj+1 in path Pi = [(v0 , v1 ), (v1 , v2 ), . . . , (vh , vi )],
the edge delay is denoted as dzvj ,vj+1 , where z denotes the active free slot. Note
that z = 0 means no free slot is active. Given these inputs, Algorithm 3 first
selects a path i, and then calculates Hi ; i.e., line 1-3. For edge evj ,vj+1 , if the
edge delay without extra free slots d0vj ,vj+1 is greater than Hi , an active free slot
z to vj + 1 is added such that the new delay dzvj ,vj+1 is 1; see line 4-5. Lastly, line
8 checks whether all the extra active slots are necessary for bounding delays. If
not, the dispensable extra slots will be removed.
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Algorithm 3: Edge
1 begin
2
for i = Pi : P|V | do
3
Hi = B/|Pi |
4
for j = v1 : vi−1 do
5
if d0vj ,vj+1 > Hi then dzvj ,vj+1 = 1, z > 0
6
else
7
Continue
8

3.5.3.2

Check|Qi |, ∀i ∈ V

Example of Edge

An example is provided in Figure 3.13. The number of nodes |V | = 7. All the
slots in one period is S = [1, 2, 3, 4, 5, 6, 7, 8]. The paths from the source to nodes
are P1 , P2 , P3 , P4 , P5 , P6 and P7 . Node-4 is taken as an example, P4 = [S, 7, 3, 4].
The basic wake-up schedule of nodes is S = [4, 4, 7, 5, 7, 3, 6]. The nodes’ endto-end delay D is [11, 11, 6, 12, 6, 10, 5].
D:End-to-End Delay
:Original Active Slot
x :Extra Active Slot
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Figure 3.13 An example of Algorithm 3. Assume that the delay bound B = 5 and
the source starts to send a message in slot-1. Each node has a working schedule that
determines its current delay. For instance, the original active slot and delay of node-7
are 6 and 5. After running Algorithm 3, its working slot and delay are changed to 2
and 1 respectively.

Algorithm 3 operates on the example as follows:
Line 1-2 : Initially, the path of node-1, P1 = [S, 7, 3, 1], is chosen.
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Line 3 : In P1 , the delay bound B = 5 and the number of edges is 3. Thus H1
= 5/3.
Line 4 : It then selects the first node, node-7, in P1 .
Line 5-6 : The delay between source and node-7, which is 6-1=5, and thus
exceeds H1 . It then activates free slot-2 in node-7 to reduce the edge delay to
1.
Line 4 : It then selects the second node, node-3, in P1 .
Line 5-6 : The delay between node-7 and node-3, which is 7-2=5, which exceeds H1 . It then activates free slot-3 in node-3 to reduce the edge delay to 1.
Line 4 : It then selects the last node, node-1, in P1 .
Line 6-7 : The delay between node-1 and node-3, which is 4-3=1, is within
H1 . It then moves to the next path.
Line 2 : The path of node-2, P2 = [S, 5, 2], is chosen.
Line 3 : In P1 , the delay bound B = 5 and the number of edges is 2. Thus
H2 = 5/2.
Line 4 : It then selects the first node, node-5, in P2 .
Line 5-6 : The delay between source node and node-5, which is 7-1=6, exceeds
H2 . It then activates free slot-2 in node-5 to reduce the edge delay to 1.
Line 8 : This process continues until all the paths are processed. In the end, no
extra slots can be removed. Therefore, end-to-end delays D = [3, 3, 2, 4, 1, 2, 1]
and the total number of extra slots is 3.

3.5.3.3

Analysis

Theorem 5. Given a r-WSN with n nodes, and with |P | nodes in each path,
the time complexity of Algorithm-3 is O(T (n)) = (n × |P |).
Proof. There are n paths in the network, and hence line 2 iterates up to n
times. Each path can have up to |P | nodes, where |P | is determined by the
number of hops from the sink. Therefore, the time complexity of Algorithm 3
is O(T (n)) = O(n × |P |).
Theorem 6. Given a r-WSN with n nodes, the Edge algorithm reduces the
delay of all sink-to-source paths to be less than or equal to bound B. Here,
B ≥ R, where R is the radius of the network.
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Proof. Let Di be the end-to-end delay of path Pi , and N be |Pi |. Let d0i−1,i
denote the delay between node-i and its parent node i-1. For a path with delay
over B, the pre-condition of this path is Di > B, and the delay bound for each
edge is B/N ; as shown in lines 2-3. Then, for node-1, which is one hop away
from the sink, if d0s,1 > B/N , an extra slot z is activated such that dzs,1 ≤ B/N .
Next, assume d0k−1,k ≤ B/N is true. If d0k,k+1 > B/N , an extra slot z is activated
such that dzk,k+1 ≤ B/N . Each edge’s delay is therefore below or equal to B/N .
As path-i has N edges, Di ≤ (B/N ) × N = B. The above process then applies
to each path. Consequently, all paths’ end-to-end delays are bounded.

3.5.4

Reverse Algorithm

In this section, of the Reverse algorithm is first explained, followed by an example. Then Section 3.5.4.3 presents the analysis and its correctness.
3.5.4.1

Reverse

This algorithm aims to de-activate redundant but active free slots. The key
idea is to evaluate the resulting end-to-end delay after de-activating a single
slot at each node. This algorithm first assumes all the slots of every node are
active. Then, one active free slot of a chosen node is deactivated. If one or more
end-to-end path delays become greater than the delay bound B, the algorithm
retains the active state of the slot. Otherwise, the state of the slot idle will be
maintained, and then move to the next slot. This process repeats until all the
slots in each node are considered.
Given G = (V, E), let D = [d1 , d2 , d3 , . . . , d|V | ]be each node’s end-to-end delay.
A node vi and one of its free slots qi are firstly selected—line 2-3. Next, qi is
deactivated and D is recalculated; line 4-5. If any element of D exceeds B, qi
is set back to active status; line 6. Otherwise, it will be skipped, and move to
the next slot; line 7-8.
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Algorithm 4: Reverse
1 begin
2
for i = v1 : v|V | do
3
for j = q1 : q|Qi | do
4
qj = 0
5
Recalculate D
6
if max(D) > B then qj = 1
7
else
8
Continue

3.5.4.2

Example of Reverse

An example is provided in Figure 3.14. The number of nodes |V | = 7. All the
slots in one period is S = [1, 2, 3, 4, 5, 6, 7, 8]. The paths from the source to nodes
are P1 , P2 , P3 , P4 , P5 , P6 and P7 . Node-4 is taken as an example; P4 = [S, 7, 3, 4].
The basic wake-up schedule of nodes is S = [4, 4, 7, 5, 7, 3, 6]. Besides, all the
free slots are activated in each node, and the nodes’ end-to-end delay D is
calculated, which is D = [3, 2, 2, 3, 1, 2, 1].
D:End-to-End Delay
:Original Active Slot
x :Extra Active Slot
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Figure 3.14 An example of Algorithm 4. Assume the source node starts to send a
message in slot-1 and the delay bound B = 5. Each node has a working schedule that
determines its current delay. For instance, for node-5, the number of original active
slots and delay is 8 and 1. After running Algorithm 4, the number of active slots and
delay are changed to 2 and 2 respectively, and the new working schedule of node-5 is
slot-3 and slot-7.

Algorithm 4 operates on the example as follows:
Line 2 : Initially, node-1 is chosen.
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Line 3-4 : It then selects the first slot of node-1 and deactivates it.
Line 5 : The new D is [3, 2, 2, 3, 1, 2, 1], each of which is less than B.
Line 8 : Thus, it moves to the next slot.
Line 3-4 : It deactivates slot-2 of node 1.
Line 5 : The new D is [3, 2, 2, 3, 1, 2, 1], each of which is less than B.
Line 8 : It then moves to slot-3 of node-1.
At this point, while deactivating all the active free slots in node-1, each node’
delay is still less than B. Thus, only the default active slot-4 is remaining and
the delay of node-1 is still 3. However, when the algorithm comes to node-3, for
example, an active free slot is remaining as well. This process continues until all
the nodes are processed. In the end, D = [3, 3, 2, 4, 2, 3, 1] and the total number
of extra slots is 4.
3.5.4.3

Analysis

Theorem 7. Given a r-WSN with n nodes, each of which has |Qi | slots, the
time complexity of Algorithm 4 is O(|Qi | × n2 ).
Proof. First, line-2 iterates through n nodes. As each node has Qi slots, line-3
has a maximum iteration of Qi . In addition, since each node’s delay needs to
be calculated to update D, the number of iterations in line-5 is n. Overall, the
time complexity of algorithm 4 O(T (n)) = O(n × |Qi | × n) = O(|Qi | × n2 ).
Theorem 8. Given a r-WSN with n nodes, with all free slots active, Reverse
reduces the number of extra active slots while maintaining the delay of all sinkto-source paths to be less than or equal to bound B. Here, B ≥ R, where R is
the radius of the network.
Proof. Let Di be the delay of node-i. As all nodes are active for all slots, each
node’s end-to-end delay therefore is equal to its hop count from the sink, i.e.
Di ≤ B. The loop invariant of lines 3-8 is thus Di ≤ B. Assume an extra slot
qi of node-k is being considered. Lines 3-5 first de-activate the extra slot, i.e.
qi = 0. Then, if any node node-k’s delay Dk > B, qi will be activated again; see
lines 6. Thus, in any iteration, Di ≤ B is true. This ensures that each node’s
delay is within B.
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Summary

This chapter first presented BIP formulation, and then proposed four algorithms. For the single path case, Domino first obtained the minimum number
of extra slots to reduce delay within the desired bound. These extra slots are
then distributed from the last to the first node on the path. After that, Section
3.5.2 outlined Tabu, which assigns a label to each node. The label indicates the
number of descendants whose end-to-end delay is over the delay bound. This
is then used by Tabu whereby extra slots that reduce the label value of nodes
will be kept active for β iterations. This chapter then proposed Edge, which
introduces an edge delay bound for each adjacent pair of nodes. An extra slot
will be inserted when the delay of any adjacent pair of nodes is over the edge
delay bound. Apart from that, Section 3.5.3 outlined the Reverse algorithm,
which starts with a WSN whereby all nodes are awake. It then examine extra
slots one by one, and deactivates them if they do not affect end-to-end delays.
As we will see in Chapter 4, Tabu algorithm achieves the best performance,
with only 5% difference from BIP, followed by Domino, Edge and Reverse, with
10%, 25% and 40% more active slots than BIP respectively.

Chapter

4

Evaluation
4.1

Research Methodology

Matlab [60] and Matgraph [61] are used to verify Domino, Tabu, Edge, and Reverse. Matgraph is a toolbox for creating simple graphs. Specifically, the function “random regular” is used to generate a network topology with n nodes,
each of which has m neighbors. Then, each node’s shortest path to the source
node is set up using the function “f ind path”. For all experiments, the node
with label 1 is set as the source node. Next, the n × k matrix, see Table
4.1, records the slots of each node. Each path’s end-to-end delay is calculated
starting from slot 1; i.e., node 1 starts sending packets from slot 1.
Matrix
Node 1
Node 2
...
Node n-1
Node n

Slot 1
1
0
...
0
1

Slot 2
0
1
...
1
0

...
...
...
...
...
...

Slot k-1
0
0
...
1
1

Slot k
0
1
...
0
0

Table 4.1
In this matrix, rows and columns are n nodes and k slots. Number 1 represents an
active status while number 0 represents an inactive status. When a slot is activated,
the number can simply be turned from 0 into 1.

The ILOG CPLEX interactive optimizer (ICIO) [62] is used to solve the BIP
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problem. A text file with BIP format is generated using Matlab and then
inputted into ICIO. More specifically, a matrix called “Edges” records the edge
between an arbitrary node and its parent; See Table 4.2. In addition, a cell
matrix “Variables” records the binary decision variables for each edge; see Table
4.3. Next, a series of character strings containing Equation 3.2, 3.3, 3.4 and 3.5
are generated, and then stored in the cell matrix called “BIP save”. Lastly, the
function “f print” in Matlab converts the cell matrix “BIP save” with strings
in BIP format to a text file, which will be used by ICIO.
Matrix
Node 1
Node 2
...
Node n-1
Node n

Node 1
0
0
...
0
0

Node 2
0
0
...
1
0

...
...
...
...
...
...

Node k-1
1
0
...
0
0

Node k
0
1
...
0
0

Table 4.2
In this matrix, the columns represent n nodes and rows represent parent nodes. Number 1 represents that there is an edge between the two nodes. Number 0 represents
there is no connection between the two nodes. For example, node-n’s parent is not
node-1 but node-2. Note that node-1 is the source node that does not have a parent.

Matrix
Node 1
Node 2
...
Node n-1
Node n

Node 1
0
0
...
0
0

Node 2
0
0
...
X1 X2 , . . . , X|s|2
0

...
Node k-1
Node k
. . . X1 X2 , . . . , X|s|2
0
...
0
X1 X2 , . . . , X|s|2
...
...
...
...
0
0
...
0
0

Table 4.3
In this matrix, columns represent n nodes and rows represent parent nodes. Number
1 represents that there is an edge between the two nodes. Number 0 represents there
is no connection between the two nodes. For example, node-n’s parent is not node-1
but node-2. Note that node-1 is the source node that does not have a parent.

The performance of BIP, Tabu, Domino, Edge, Reverse and streamline algorithms are evaluated in terms of the number of extra slots |Y |. In addition, a
Random algorithm is also implemented, whereby a node with free slots is randomly picked and one random free slot will be activated one at a time until
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the delay of all nodes is below B. Moreover, the effects of the number of node
|V |, degree K, delay bound B and duty cycle |S|/|S| are examined. These
parameters are stored in the vector C = [|V |, K, B, |S|/|S|], which will be inputted into function “random regular” to generate a network topology. Each
algorithm will run on a common network topology. Further, for each C, the
experiment is comprised of 10 simulation runs, where the network topology
changes in each run. Lastly, all experiments are conducted on a MacBook Pro
with an Intel Core i7 (two cores) and 4 GB of memory.

4.2

Result

The first four sections examine the effects of the number of node |V |, degree K,
delay bound B and duty cycle |S|/|S| respectively; in addition, for Tabu, the
effect of α and β is provided in Section 4.2.5. Lastly, the running time of all
the algorithms is presented in Section 4.2.6.

4.2.1

Number of Nodes

Figure 4.1 shows the performance of BIP, Tabu, Domino, Edge, Reverse and
Streamline in topologies with 20 to 60 nodes. We see that while the number of
nodes is greater than 30, Domino activates one to three more extra slots than
Tabu. Additionally, comparing Edge, Reverse and Streamline with BIP, the
differences are around 25%, 42% and 50%.
Figure 4.2 and 4.3 show the performance of Tabu, Domino, Edge, Reverse,
Streamline and Random in topologies with 100 to 500 nodes. Note, no results
are presented for BIP in these figures because it is computationally intractable
to obtain any results when there are more than 80 nodes. Domino, Edge,
Reverse and Streamline activate approximately 4%, 50%, 155% and 260% more
extra slots than Tabu. Furthermore, Random activates roughly 10 times more
extra slots than other algorithms.
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Figure 4.1 Comparison of BIP, Tabu, Domino, Edge, Reverse and Streamline; C =
[|V |, 3, 8, 2/10]

Figure 4.2 Comparison of Tabu, Domino, Edge, Reverse and Streamline; C =
[|V |, 3, 20, 2/10]
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Figure 4.3 Comparison of Tabu, Domino, Edge, Reverse, Streamline and Random;
C = [|V |, 3, 20, 2/10]

4.2.2

Degree

Figure 4.4 compares BIP, Tabu, Domino, Edge, Reverse and Streamline in
topologies with 50 nodes and degree from 3 to 7. Here, ”Degree” refers to the
number of neighbors for each node. More specifically, the performance of Tabu
algorithm is the same as BIP, followed by Domino, Edge, Reverse and Streamline
with around 0-4%, 13%, 60% and 100% more extra slots, respectively.
Figure 4.5 and 4.6 illustrate the performance of Tabu, Domino, Edge, Reverse
and Streamline and Random in topologies with 100 nodes and degree ranging
from 3 to 7. Domino, Edge, Reverse and Streamline activate 13%, 50%, 375%
and 400% more extra slots than Tabu. Furthermore, the number of extra slots
activated by Random algorithm is more than 1000.
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Figure 4.4 Comparison of BIP, Tabu, Domino, Edge, Reverse and Streamline; C =
[50, |K|, 8, 2/10]

Figure 4.5 Comparison of Tabu, Domino, Edge, Reverse and Streamline; C =
[200, |K|, 20, 2/20]
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Figure 4.6 Comparison of Tabu, Domino, Edge, Reverse, Streamline and Random;
C = [200, |K|, 20, 2/20]

4.2.3

Duty Cycle

Figure 4.7 shows the result for BIP, Tabu, Domino, Edge, Reverse and Streamline in topologies with 50 nodes and duty cycle ranging from 1/10 to 9/10.
With a low duty cycle, such as 1/10, 3/10 and 5/10, the differences between
the algorithms are obvious: Tabu obtained the same performance as BIP while
Domino, Edge, Reverse and Streamline 5%, 25%, 50% and 58% more extra
slots. However, in high duty cycle scenarios such as 7/10 and 9/10, there is at
most one extra slot difference between the algorithms.
Figure 4.8 and 4.9 compare the performance of Tabu, Domino, Edge, Reverse,
Streamline and Random in topologies with 100 nodes and duty cycle from 4/20
to 4/60. Domino and Edge activate around 3% more extra slots than Tabu; Reverse and Streamline algorithm enable roughly 1-2 times more extra slots than
Tabu. Additionally, according to Figure 4.9, the number of active extra slots
that Random requires is approximately 10 times more than other algorithms.
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Figure 4.7 Comparison of BIP, Tabu, Domino, Edge, Reverse and Streamline; C =
[50, 3, 8, |S|/|S|.

Figure 4.8 Comparison of Tabu, Domino, Edge, Reverse and Streamline; C =
[200, 3, 20, |S|/|S|.
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Figure 4.9 Comparison of Tabu, Domino, Edge, Reverse, Streamline and Random;
C = [200, 3, 20, |S|/|S|.

4.2.4

Delay Bound

Figure 4.10 evaluates BIP, Tabu, Domino, Edge, Reverse and Streamline in
topologies with 50 nodes and delay bound from 6 to 14. Compared with BIP,
Tabu, Domino, Edge, Reverse and Streamline require approximately 0-4%, 6%,
35%, 50% and 90% more extra active slots, respectively.
Figure 4.11 and 4.12 compare the performance of Tabu, Domino, Edge, Reverse,
Streamline and Random in topologies with 100 nodes and delay bound from 6
to 14. Domino, Edge, Reverse and Streamline activate roughly 4%, 30%, 40%,
70% more extra slots than Tabu while the delay bound is less than or equal to
20. While B ≥ 30, comparing to Tabu, there are 3%, 110%, 200% and 1000%
differences, respectively. Furthermore, the number of extra slots activated by
Random algorithm ranges from 600 to 3600.
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Figure 4.10 Comparison of BIP, Tabu, Domino, Edge, Reverse and Streamline;C =
[50, 3, |B|, 2/10]

Figure 4.11 Comparison of Tabu, Domino, Edge, Reverse and Streamline;C =
[200, 3, |B|, 2/20]
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Figure 4.12 Comparison of Tabu, Domino, Edge, Reverse, Streamline and Random;
C = [200, 3, |B|, 2/20]

4.2.5

Impact of α and β

Figure 4.13 and 4.14 illustrate the effects of Tabu duration α and the number of
iterations β. Figure 4.13 shows the number of extra slots with a tabulist length
of β = 25 and the number of iterations α ranging from 50, 25, 17, . . . , 1. The
result is that the minimum number of active free slots is not achieved until α is
greater than or equal to 25. On the other hand, Figure 4.14 shows the number
of extra slots while α = 25 and β ranges from 50, 25, 17, . . . , 1. The minimum
value of |Y | 12 is reached when β is greater or equal to 25.
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Figure 4.13 Comparison of different α; C = [100, 3, 20, 2/10]; β = 25

Figure 4.14 Comparison of different β; C = [100, 3, 20, 2/10], α = 25
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Running Time

Figure 4.15 illustrates the running time for Tabu, Reverse, Domino and Edge
algorithm. As there is decreasing number of nodes, the computation time of each
algorithm declines gradually. Tabu and Reverse incurs more computation time
than Edge and Domino. More precisely, when the number of nodes decreases
from 100 to 60, the computation time of Domino and Edge reduces from 2s
to 0.5s. In addition, when the number of nodes is 100, Tabu has the longest
running time, approximately 27s. However, when there are fewer than 90 nodes,
the running time of Tabu is around 3s shorter than Reverse. This is because
the running time of Tabu depends on α that is at least 1/4 of the number of
nodes. However, the running time of Reverse algorithm is determined by the
number of slots.

Figure 4.15 Time cost (seconds) of Tabu, Reverse, Domino and Edge; C =
[|V |, 3, 20, 2/10]
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Conclusion

The results confirm the following order of performance (best to worst): BIP,
Tabu, Domino, Edge, Reverse, Streamline and Random. With increasing number of nodes, the number of extra slots required increases; however, as degree,
duty cycle and delay bound B grow, the number of extra slots required drops
gradually. This is because with higher number of nodes, more nodes’ end-to-end
delay will have to be bounded. The number of extra slots required therefore
rises. Moreover, an increase in degree means there are more routes from the
sink to any source, and thus the hop count in each path decreases. In other
words, each path contains fewer intermediate nodes, which in turn reduces the
use of extra slots. Furthermore, a high duty cycle means a node is active most
of the time, which reduces end-to-end delays significantly. Therefore, for the
same delay bound, as duty cycle grows, fewer number of extra slots will be
required. Lastly, for any path, the number of extra slots inserted is inversely
proportional to the end-to-end delay. Therefore, with increasing delay bound,
the number of extra slot reduces.
The primary reason for Tabu’s superior performance is because each extra slot
that is inserted not only reduces the chosen node’s end-to-end delay, but also
benefits its descendants’ end-to-end delay. Apart from that, as Domino considers one path at a time, the extra slots are inserted only based on the end-to-end
delay of the chosen path. Thus, the best combination of extra slots might be
overlooked due to lack of consideration of each path’s end-to-end delay. Besides, in each path, Edge reduces each edge’s delay to below the per-edge delay
bound. However, it is not necessary to bound each edge’s delay because the
end-to-end delay is comprised of several per-edge delays; the end-to-end delay
can also be bounded in the case where some edge delays are over B while the
others’ delays are within B. Moreover, for Reverse, de-activating each extra slot
means eliminating a possible solution, and during execution, the best solution
might be overlooked.
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Conclusion
This thesis has proposed and studied algorithms for reducing the end-to-end
delays from the sink to sources in energy-harvesting WSNs. In particular, it
first formulated the problem as a BIP and proposed the following centralized
algorithms:

• Tabu — an algorithm that assigns a label to each node that indicates the
number of descendants with end-to-end delay over delay bound B. On
average, the results yielded by Tabu are 5% away from that of BIP. It has
a running time of O(α × n2 × |Qi |), where i is an arbitrary node, |Qi | is
the number of slots in one period and α is the number of iterations.
• Domino —an optimal solution for the sink-to-source (point-to-point)
case, which is then applied to sink-to-sources (point-to-multipoint) scenarios. In comparison with BIP, the results from Domino are on average
10% worst than the optimal solution. In addition, the time complexity is
O(n + 2 × |U | × |P | + |U | × |P |2 ), where n is the number of nodes, |U | is
the number of paths with delay over bound, |P | is the number of nodes
in one path.
• Edge — introduces a per-edge delay bound to limit the delay for each adjacent pair of nodes. The results show that Edge’s performance is around
25% worse than BIP, and has a time complexity of (n × |P |).
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• Reverse —starting from an always-on status, Reverse gradually reduces
the duty cycle of each node to obtain a solution. The performance of BIP
is roughly 40% better than that of Reverse. It has a time complexity of
O(|Qi | × n2 ).

Overall, the order of performance (from the best to the worst) is: Tabu, Domino,
Edge and Reverse.
In terms of bounding end-to-end delays in WSNs, few challenging issues remain. First, this thesis presents the approaches for bounding end-to-end delays
from sources to the sink which have not been considered in the prior literature.
This is an important consideration, as high end-to-end delays will affect data
collection and processing. Secondly, there is scope to study the implication
of multiple sinks for both sink-to-sources and sources-to-sink scenarios. This
will be important, as multiple sinks have been used to help balance energy
expenditure due to data forwarding amongst nodes.
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