What the empirical literature has unequivocally established is that the role of these factors is non-trivial -even for the simplest, relatively homogenous category of Government bonds -and manifests in terms of large pricing errors when security prices are derived only as present value relations from an estimated term structure 2 . More importantly, the pricing errors are usually systematic in nature (Bliss [1996] ), reflecting illiquidity premia over relatively liquid bonds.
This in turn implies that, not properly accounted for, these observations can bias the estimated term structure itself. Further, analysis of the statistical significance of these factors and a measure of the magnitude of their impact is critical for arriving at estimated prices for each individual bond. In the light of these reasons, a study of the nature and extent of impact of non-present-value factors should form an integral part of an exercise that seeks to analyse pricing of bonds.
The empirical literature has followed two approaches to analysing the impact of non-present-value factors -(i) testing the importance of securityspecific factors on pricing and (ii) modeling the quantitative impact of these factors on pricing. The studies by Bliss [1996] and Eom, Subrahmanyam & Uno [1998] (ESU [1998] hereafter) for the US and Japanese bond markets respectively fall in the first genre. Bliss [1996] finds particular bonds being systematically over (under)-priced relative to the estimated term structure, implying a pattern attributable to security attributes. ESU [1998] establish the importance of security attributes by analysing the additional explanatory power that they have over and above the present value relation. The extent of impact of tax clienteles and 2 See Elton & Green [1998] for an analysis in the US context and Eom, Subrahmanyam & Uno [1998] for the Japanese bond market.
differential tax rates has been analysed, mainly in the US context, by McCulloch [1971, 1975] , Carleton and Cooper [1976] and Schaefer [1981] .
Among studies that fall in the latter category, Subramanian [2001] controls for the possible impact of illiquid securities on estimation of the term structure for Government of India (GoI) bonds. The author identifies volume traded and number of trades in a security as proxies for relative liquidity and designs a weighting scheme in terms of a tan-hyperbolic function of the number of trades and total volume traded. Such approach, it must be mentioned, only controls for the impact of illiquidity on the estimated term structure; it does not explicitly model the impact in terms of either identifying the features that cause pricing anomalies for the latter category, nor analyses the nature and significance of such effects. Elton & Green [1998] (EG [1998] hereafter) test for the impact of non-present-value factors on pricing. The authors find that volume traded subsumes the impact of security-specific attributes like maturity and age on pricing, and accordingly account for the impact of non-present value factors by including volume traded as an additional variable in the pricing equation.
The focus of the present study is on testing for the importance of nonpresent value factors in terms of the proportion of variation in pricing errors explained by security-specific attributes. It is, in our view, the first comprehensive attempt to provide an analysis of the importance of various idiosyncratic factors in pricing of GoI bonds.
The data for the study are compiled from information on secondary market trades in Government securities reported on the Wholesale Debt Market (WDM) segment of the National Stock Exchange (NSE). The estimation framework is adapted from our earlier study (Darbha, Dutta Roy and Pawaskar [2000] 3 ) and takes into account various institutional details related to secondary market trading in India. The objective function is so specified as to enable estimation of the term structure in a manner that is robust to the non-availability of observations at long maturities. We find that mean absolute errors, while comparable to those obtained by earlier studies in the Indian context, imply significant impact of non-present value factors. The importance of these factors is established through an analysis of the fitted price errors. Following the empirical literature for other countries and based on analysis of the data, we identify a set of security attributes -residual time to maturity, time since issuance, outstanding issue size and coupon -that could influence investor preferences. We find that a simple linear regression of errors on these factors explains most of the variation in the first stage errors.
Further, the explanatory power of these security features is found to have increased significantly in the more recent period, indicating greater importance of non-present value factors in pricing.
Our scheme of presentation is as follows. Section II provides a brief description of the Indian Government bond market. Section III outlines the econometric methodology and the empirical specification of the estimated model.
An account of the data and related estimation issues is presented in Section IV.
Results and analysis are presented in Section V. Section VI concludes.
The Indian Government Bond Market
The Indian Government bond market comprises securities issued by the Rs.4,56,515 crore implying a turnover ratio of about 1.5. Trading in Government securities on the NSE-WDM was thin prior to 1998, but has grown significantly over the last 3 years. Trading is usually spread over the entire maturity spectrum, which, for the purpose of estimating a term structure, has the advantage that there are no gaps in the data at any maturity bracket.
Like in most other markets, secondary market activity is concentrated in a few securities, also referred to as benchmark securities. The identity of these benchmark securities changes over time, and it is difficult to identify the 'optimal' mix of characteristics that distinguish benchmark ( yield differentials between the two securities.
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Similar anomalies in pricing of liquid (benchmark) vis-à-vis illiquid securities exist in almost every maturity segment. A major objective of the present exercise is to analyse the extent of such anomalies in the Indian context to highlight their role in inter-security pricing differences.
Empirical Specification and Econometric Methodology
If the spot rates of interest (r t ) for every maturity period are known, then the present value of an m-period bond making a series of coupon payments C every period and with redemption value R is:
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The spot interest rate r t is the interest rate applicable on a cash payment due in t periods. The set of spot rates is the term structure of interest rates. The factor 1/(1+r t ) t that is used to discount the value of the future payment to the current period is the discount factor.
Empirical estimation of the term structure requires specifying a parametric relation between maturity and spot interest rates. Darbha, Dutta Roy and Pawaskar [2000] adopt the Nelson-Siegel formulation (Nelson & Siegel [1987] )
for the derivation of such a relation 6 . Starting from a parsimonious representation of the forward rate function given by
where 'm' denotes maturity and b=[β 0 , β 1 , β 2 and τ] are parameters to be estimated, the relevant spot rate function can be derived as
The implied long-term [as m → ∝] and short-term [as m → 0] rates in this specification are given by β 0 and (β 0 +β 1 ).
With the spot rate function specified as above, the PV relation is specified using the continuous form of the discount function given by:
6 For other studies on choice of functional form in the Indian context, see Thomas & Saple [2000) and Subramanian [2001) .
The estimated price (p est ) for each bond is the sum of the present values of all its cashflows:
It is common to observe market prices (p mkt ) that deviate from the computed present value. For the purpose of the estimation exercise, it is postulated that the observed market price of a bond deviates from its underlying valuation by an error term e i , which gives the estimable relation:
The parameters b = [β 0 , β 1 , β 2 and τ] are estimated by minimising the sum of squared price errors. Earlier empirical studies (Svensson [1994] , Bolder & Streliski [1999] ) have found that minimising price errors results in fairly large errors in yield to maturity (YTM) for instruments with short maturities. This is on account of the fact that, since the elasticity of price with respect to one plus YTM equals the duration 7 of a bond, prices are relatively insensitive to yields for short maturities. The optimisation technique that seeks to minimse price errors will consequently lead to over-fitting of long-term YTMs at the expense of short-term YTMs. To correct for this in the empirical estimation, Bolder & Streliski [1999] 7 Weighted average of the times to cashflow, weights being the discounted values of the cashflows. (7) where D i is the MacCauley duration of the bond given by
In the empirical exercise, we use the duration-based weighting scheme to estimate equation (6) The estimation is carried out using the constrained optimisation (CO) module in GAUSS (Schoenberg [1998] ). The long-term and short-term rates are constrained to be non-negative, and so also the parameter τ. To the extent these constraints restrict the search procedure of the optimisation algorithm within a meaningful parameter space, they would reduce the overall search time. If the function also happens to be smooth in the relevant region, the constraints would increase overall speed of computation as well. Our experience has been that, when estimation is carried out without imposing these constraints, not only does the computational time increase substantially, but also the resulting parameter estimates are very often outside the meaningful range.
The steps followed in the estimation procedure are as follows:
i. A vector of starting parameters (β 0 , β 1 , β 2 and τ) is selected,
ii. The discount factor function is determined using these starting parameters,
iii. This is used to determine the present value of the bond cash flows and thereby to determine a vector of starting 'model' bond prices, iv. Numerical optimisation procedures are used to estimate a set of parameters (under the given set of constraints viz. non-negativity of long run and short run interest rates) that minimise the specified loss function, v. The estimated set of parameters is used to determine the spot rate function and therefrom the 'model' prices.
Data Details and Related Estimation Issues
The exercise uses data from the NSE-WDM 8 , which constitute, on an average, about 60-70 per cent of the total trades negotiated and comprise those trades that are negotiated through member-brokers. Bulk of the trading is in securities issued by the Central Government, ie.
GoI securities; state government securities (SGS) account for a very small number of the trades conducted on any given day. It is useful to mention at this point that,
state Governments being perceived as less credit-worthy than the Centre, SGS are issued and traded at a credit spread over GoI securities of same maturity.
There are, in addition, differences in perceived credit-worthiness across states that is reflected in inter-state coupon (yield) differentials. To purge the estimated sovereign term structure of any of these effects, the dataset we use comprises only GoI securities.
A widely held perception in the Indian markets is that instruments with maturity less than a year, being traded as money market instruments, reflect 8 Information on trades reported on RBI-SGL is publicly disseminated only on the day of settlement and could have trades conducted on different trade dates, which renders it difficult to use it for the exercise at hand. 9 Clean price, ie. exclusive of accrued interest. 10 Which lies within a range of 5 days from trade date in the T+0 to T+5 system allowed for broker-negotiated trades. 11 Coupon rate and coupon payment dates.
pricing considerations different from that of longer-maturity securities. Further, pricing differences are observed between T-Bills and G'secs of the same residual maturity. Subramanian [2001] cites these as reasons for excluding such observations from the sample. Inasmuch as the objective of the current exercise is to analyse the nature and extent of such influences -in addition to providing daily estimates of the term structure -we do not apply any such prior filter on the dataset.
Volume weighted average prices are used, where the average is computed over trades with the same settlement date. This means that for each security, we have as many observations as the range of settlement horizons for trades negotiated on a given trade date.
Present value computations require information on time to coupon payments and redemption. These are calculated with reference to the settlement date. Market conventions require computation of accrued interest on a 30/360 basis for instruments with residual maturity exceeding a year and on actual/365 basis otherwise (this includes T-Bills), and these are adhered to in the computation of coupon accrual and time to cashflows.
There are various factors to which intra-security variation in prices can be attributed. First, the scope for price discovery in negotiated deals is limited, and even the dissemination of the transacted price is available to the market after a considerable lag, an outcome of the current state of the market where reporting rules are not very stringent. This may be an important factor contributing to the observed dispersion in prices across different trades in the same security. Further, within the T+5 settlement system, trades negotiated on a given day can have settlement dates varying from current date to 5 days hence. There are two mechanisms through which this exerts an impact on the price. First, expectations about the likely directionality of interest rates would be built into the contract if the term structure is expected to undergo a significant change by the time the deal is settled. To discount the cashflows for deals that do not settle on the current day, therefore, the appropriate rates to be used are those that are expected to prevail on the settlement date. We use implied forward rates -the best predictors of expected future spot rates -to discount these cashflows. The forward rates are derived from the estimated term structure using the relation
where r 0 t2 denotes the spot rate for maturity date t2 as on date 0, r 0 t1 the spot rate for maturity date t1 as on date 0 and r t1 t2 denotes the spot rate for maturity date t2
expected to prevail at date t1.
Secondly, the negotiated price for a transaction that does not settle on the same day would need to incorporate the net cost of carry. From the point of view of the seller, the opportunity cost involved in settling a deal T days into the future is approximated by the foregone return in the call money market (say), while the return is given by the coupon that accrues for these days. If the net cost of carry is positive (negative), the negotiated futures price will be higher (lower) than the spot price. To compute the net cost of carry for the purpose of the empirical exercise, we proxy the overnight rate by the short-term rate (β 0 + β 1 ) derived from the estimated term structure. The cost of carry is added to the estimated spot price to arrive at the estimated futures price.
Results

Tests of model performance
This 
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A maturity-wise analysis of the model errors (Exhibit 4) reveals high errors at the short end (< 1 year maturity), probably indicative of the importance of other factors -besides the term structure -that lead to pricing errors at these maturities. A consistent pattern observed in the data in this maturity segment, for instance, is the higher yields commanded by dated securities over and above TBills with similar residual maturity (Exhibit 5 provides an illustration), presumably on account of the relative illiquidity of the former type of securities 12 .
An increasing pattern beyond the 1-year maturity segment is consistent with similar findings of ESU [1998] .
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In view of the emerging nature of the Indian debt market, a question may naturally arise as to whether the negative correlation observed between residual maturity and errors is in reality a volume effect attributable to thin trading at the long end. This possibility is dispelled by the maturity-wise aggregate trading volumes reported in Column 4 of Exhibit 4. The figures reveal that, for the entire sample period, trading volumes have in fact been higher at longer maturities.
However, the volumes are aggregated over multiple securities in each maturity bucket, each with possibly different trading volumes over the entire period. Two questions may then arise. First, across comparable trading volumes, do errors increase with maturity? If supported by the data, this may be indicative of investor preference in favour of short-medium bonds. Secondly, across comparable maturities, is there any pattern in pricing errors as securities witness higher trading volumes? Existence of a pattern may indicate that higher secondary market activity facilitates the price discovery process. The 2-way (maturity-wise/ volume-wise) analysis presented in Exhibit 6 is designed to address these issues.
The figures reveal a broad pattern of errors increasing with maturity for comparable trading volumes. This may be reflective of investor preferences for short-medium instruments, which would imply an additional premium for longer maturity papers over and above the term structure. 
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Together, these findings indicate that, while the extent of trading in a security facilitates price discovery, thereby reducing pricing errors, volume per se is an inadequate proxy for capturing liquidity differences in a cross-section of securities, at least in the Indian context. This finding is important since, as mentioned earlier, it is common in the existing literature to use volume as a proxy for liquidity. One plausible explanation for our finding is as follows. Amounts outstanding (issue size) differs significantly across securities; consequently, similar trading volumes imply entirely different degrees of liquidity for bonds with significantly different outstanding amounts. Our finding would suggest that a better proxy for liquidity may be the turnover ratio, the ratio of volumes traded over a period to the amount outstanding in the security.
Explaining the Errors: Importance of Idiosyncratic Factors
Our findings upto this point can be summarized as follows. The term structure estimates using the NS functional form provide a fairly good representation of the average term structure; however, pricing errors exist and, in fact, have increased in the recent period. The size of error is related to the residual maturity of a security and to the extent of secondary market activity it witnesses;
however, for comparison across securities, volume is an inadequate proxy for liquidity. Volumes, of course, are an outcome of security-specific attributes that cause securities to be liquid / illiquid relative to each other, and is limited in its ability to provide an estimate of the illiquidity premium for each individual bond, even when it subsumes the impact of all security attributes for traded securities.
Our next objective is to identify these attributes and gauge their quantitative importance in terms of their ability to explain inter-security variation in pricing errors.
Following existing empirical literature, we identify residual maturity, time since issuance (age), issue size and current yield (ratio of coupon to price) as attributes determining liquidity. To gauge the quantitative importance of these security-specific attributes, we run an OLS regression with these factors as independent variables. The estimated term structure represents average pricing; therefore securities that are characterised by average liquidity are priced close to the term structure. To determine the expected sign on these variables, let us now consider how each of these factors would influence the pricing of securities that are priced above -and are therefore relatively more liquid. It is reasonable to assume that investors would prefer short-medium bonds relative to long-maturity ones, a possible reason being the greater uncertainty related to long term interest rates. So lower is the maturity, more preferred would be the bond. This would raise its price above that predicted by the term structure and result in high positive errors. Likewise, bonds that have been in existence for a long time may not evince high investor interest, one possible reason being that their coupons could be out of sync with the current interest rate structure. Independent of this too, investors might prefer to hold relatively newer bonds in their portfolio. Consequently, more recently issued is the bond, higher would be its price relative to that predicted by the term structure. To the extent amounts outstanding (issue size) creates floating stock, higher is the issue size, more liquid would be a security and higher its pricing error. Now consider securities that are priced below the term structure. Greater the residual maturity and time since issuance, more illiquid will be the security and lower will be its observed price relative to that predicted by the term structure. On the other hand, higher is the issue size, relatively more liquid will be the bond, so relatively closer will be its price to the term structure and lower the pricing error.
Following from the preceding discussion, the expected signs on residual maturity and time since issuance are negative, while that on issue size is positive, for both positive and negative errors. The dependent variable is therefore the firststage errors from the term structure estimation. The independent variables are residual maturity (ttm) and time since issuance (age) and issue size (isz). We include square of age and residual maturity as additional explanatory variables to capture non-linearities in their relationship with pricing errors. Further, since the influence of maturity (age) is expected to differ with the value of age (maturity),
we also include an interaction term between these variables 13 .
Another variable that usually appears as an explanatory variable in regressions of this type is the current yield (ESU [1998] ). The coupon effect normally manifests in terms of investor preferences in favour of low-coupon instruments in a regime with lower tax rates on interest income relative to capital gains (McCulloch [1975] ). In the Indian context where the performance of investment managers is judged on the basis of the appreciation / depreciation of portfolios, the differential tax aspect is relatively less important. However, as coupon influences price volatility of a security, current yield may still be important in influencing pricing. We do not however have a prior on the sign of this coefficient.
The pricing errors are categorised into 4 maturity buckets defined as "<1 year", "1-5 years", "5-10 years" and ">10 years". This categorisation serves two purposes. First, it is reasonable to assume that the relationship between maturity and liquidity is not monotonic. Investors, for instance, may be relatively indifferent between securities of 2-year and 4-year residual maturity (say), but reveal a monotonically declining preference thereafter. While the precise nature of such a relationship is difficult to characterise, the categorisation into nearhomogenous maturity buckets enable us to purge the estimation of mis-13 Diaz & Skinner [2001] use the ratio of age to original maturity as an explanatory variable to specification problems on this count. Secondly, the ability of any chosen functional form to interpolate between and extrapolate beyond available maturity points depends on the scatter of the observed maturity points. While there is no obvious pattern in the pricing errors that could be attributable to the choice of the NS functional form, by categorising the data into maturity buckets, we are minimising the possible distortion that may arise in cross-sectional comparisons.
Exhibit 8 presents the results of our exercise for the full sample period and for 3 sub-sample periods. Important findings that emerge are as follows:
i. An average of 20% of variation in errors is explained by the chosen specification. This compares favourably with the 8-18%
explanatory power of Legendre polynomials in ESU [1998] .
ii. Barring few exceptions, the signs of the coefficients on residual maturity, age and issue size are of the expected sign. Also, the coefficients are significant in most cases.
iii. Across maturities, there has been a consistent increase in explanatory power of the variables over the 3 sub-sample periods.
This would corroborate our hypothesis that an increase in pricing errors in recent periods is on account of an increase in the impact of non-present-value factors.
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capture a similar effect.
In summary, these attributes explain significant variation in pricing errors across securities, implying that they do a good job of capturing inter-security liquidity differences. As against this, regressions using traded volume as the sole independent variable have an explanatory power of just about 10% (results available with authors). This is again a significant finding and is in sharp contrast to EG [1998] who find that, in the US context, volume adequately captures the impact of all security-specific attributes. Rather, our findings indicate that, in the Indian context, analysis and quantification of the liquidity premium should involve modeling structural features like age, time to maturity and issue size using a functional form that best explains pricing errors.
Conclusion
Research on term structure estimation has in recent years shifted from the specification and testing of alternative functional forms of the pricing equation to the analysis of factors over and above the present value relation that determine the pricing of a bond. Many studies have accordingly examined the importance of various security specific attributes that influence investor preferences, and consequently prices, for particular bonds. The present exercise contributes to the existing empirical literature with an analysis of the Government of India bond market. We find that significant pricing errors exist when Government bonds are priced using the term structure alone, a fact that has been well documented in earlier empirical studies for US and Japan and that could lead to distortions in the term structure estimation. Residual maturity, time since issuance, current yield and issue size are identified as security-specific attributes that account for most of these pricing discrepancies.
In terms of future work, our findings point out the need for estimating the term structure of interest rates jointly with a liquidity function that relates the idiosyncratic factors to bond prices. While EG [1998] specifies a relation through which interest rates and idiosyncratic factors affect bond prices simultaneously, Subramanian [2001] attempts to control for the impact of idiosyncratic factors through volume and number of trades based weights in the estimation of the term structure. Neither of these approaches, however, recognise the one-sided nature of the effect of illiquidity (and the factors affecting it), on bond prices. As a result, one cannot interpret the estimated term structure as the benchmark yield curve depicting the schedule of risk-free rates. To model the term structure of interest rates and the liquidity function jointly, the statistical estimation framework must explicitly recognise the one-sided nature of a component of the pricing relation. Darbha [2001] proposes a framework using the stochastic frontier function approach to estimate the term structure and illiquidity premia jointly from bond prices. 
