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Abst rac t - -The  direct and weak formulations of a linearised Riemann solver attributable to Roe 
and Toumi are shown to be equivalent for certain systems of conservation laws and particular para- 
meter vectors. It is demonstrated, however, that in other cases this is not necessarily true. 
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1. INTRODUCTION 
In two recent papers [1,2], the weak formulation of Roe's approximate Riemann solver [3] devel- 
oped by Toumi [4] is extended to the two-dimensional unsteady shallow water equations, and then 
to the steady form of these equations by approaching the problem from a numerical viewpoint. 
In this paper, we consider the direct and weak formulations as applied to a general system of 
conservation laws in a certain form and show that, by a suitable choice of parameter vector, these 
are equivalent, provided a suitable choice of averages is made. We show further that  for some 
other choices of parameter vector this is not the case and, moreover, leads to a problem that is 
not the most straightforward. An example utilising the one-dimensional shallow water equations 
is considered to demonstrate these findings. 
2. SYSTEM OF CONSERVATION LAWS 
Consider the one-dimensional system of conservation laws 
ut + fx = 0, (2.1) 
where 
U -- ('t.tl,U2,... ,Un) T, and (2.2) 
f = ( f l (u) ,  f2 (u ) , . . . ,  fn(u))  v, (2.3) 
where u = u(x, t). 
3. D IRECT FORMULATION 
The direct approach is to solve (2.1) by computing numerical solutions of the linearised Rie- 
mann problem 
ut + A(uL, uR)u~ = 0, (3.1) 
UL if X < 0, 
U(X~ 0) (3.2) 
UR if x > 0, 
Typeset by J4~S-TEX 
65 
66 P. GLAISTER 
where .A(UL, uR) is a constant matrix which depends on the data (UL, ua) and satisfies 
Of 
-4(u, u) = A(u) = ~u(U), (3.3) 
the Ja~obian of A (with respect o u), together with the jump-capturing property 
A(UL, UR)(UR -- UL) = f(UR) -- f(UL), (3.4) 
.4 has real eigenvalues and a complete set of eigenvectors. (3.5) 
To determine ,4, a parameter vector w = w(u) is chosen, and then Au = u/t - UL and Af  = 
f/t - fL = f(u/t)  -- f(uL) are expressed in terms of Aw = w/t - WL as follows: 
Au =/~Aw,  and (3.6) 
Af = C'Aw, so that (3.7) 
Af  = ~- lAu ,  (3.8) 
and hence by comparing (3.4) and (3.8), the required approximate Jacobian 
.~ = ~/~-1. (3.9) 
4. WEAK FORMULATION 
In this case, the corresponding linearised Riemann problem is 
ut + A(UL, uR)¢ux ---- 0, (4.1) 
u(x,0)--- { UL if z<0,  (4.2) 
u/t if X > 0, 
where A(UL, u/t),I, is also a constant matrix depending on the data (UL, u/t) and on the path 
(I)(s; UL, u/t), and satisfies 
/1A(O(s ;  UL, u/t))~--~ (s; UL, UR)ds = A(UL, u/t),I, (u/t -- UL), (4.3) 
Of 
A(u, u)~ = A(u) = ~uu(U), and (4.4) 
A(UL, u/t),I, has real eigenvalues and a complete set of eigenvectors . (4.5) 
In (4.3), the canonical path (a straight line) linking UL and u/t is chosen, i.e., 
~I~(8; UL, U/t) = u L q- 8(u R -- UL) , 8 6 [0, 1], giving (4.6) 
/o 1 A(UL, u/t)¢ = A(UL + s(u/t -- UL)) ds. (4.7) 
Introducing a parameter vector w and letting f0 be a smooth function such that fo(wL) = UL, 
f0(w/t) = U/t and Ao(w) = ~w is a regular matrix for every state w, then the path chosen linking 
the two states UL and UR is 
'I'0(S; UL, UR) = f0(WL + s(wR - WL)), (4.8) 
and this leads to the matrix 
A(UL, u/t),I,o = C(UL, uR)vo B(UL, uR)~,  where (4.9) 
/ol B(uL, u/t)¢ o = A0(WL -}- 8(WR -- WL)) ds, and (4.10) 
C(uL, u/t),X,o = A(f0(WL + s(w/t -- WL)))Ao(WL + S(WR -- WL)) ds. (4.11) 
Our aim now is to show that for certain systems of conservation laws and particular parameter 
vectors, the approaches of Section 3 and Section 4 are equivalent. 
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5. EQUIVALENCE FOR TWO-SYSTEMS 
We begin, by way of example, with the system (2.1)-(2.3) in the case n = 2. Consider the 
system (2.1) with n -- 2 so that 
u = (~1,~) -r, (5.1) 
f = (fl('l/,1, u2), f2(Ul ,  u2)) T. (5.2) 
Suppose now that there exists a parameter vector 
w = (Wl, w2) T, (5.3) 
so that u and f can be written in the form 
~1 = ~l(Wl) + ~2(w2) + awls2,  (5.4a) 
U2 ---- f~l(Wl) + ~2(W2) -}- bWlW2, (5.45) 
f l  ~-- "~1 (~/)1) -{- ~/2(W2) -~- CWlW2, (5.4C) 
f2 = 51(Wl) + 52(w2) + dw~w2, (5.4d) 
where al,2, f~1,2, ~1,2 and 51,2 are differentiable functions, and a, b, c and d are constants. 
5.1. D i rec t  Formulat ion  
Since 
A(WlW2) ---- WlAW2 "Jr ?~02AWl, (5.5) 
where the overbar denotes the arithmetic mean of left and right states, and 
A(~l(Wl) = &~AWl, where (5.6) 
~ _ Aal(~01) 
AWl (5.7) 
is an approximation to the derivative of a l ,  and similarly for the other functions, then the matrices 
in (3.6) and (3.7) for the above system are 
b = ( ~i + ,~  ,~¢, + a,~, '~ and (5.s) \ ~i + ~2 ~ + b~ / ' 
~, = [ ~ + ~ ~, + c~,'~ 
(5.9) 
\51+d@2 5~+d@1) '  
and thus the matrix 
.,,i = ~'b -~. (5.1o) 
5.2. Weak  Formulat ion  
Here 
fo(w) = u, (5.11) 
so that 
0f0 (o~+aw2o~+awl )  (5.12) 
Ao = o-'w = 31+ bw2 3~ + bwl " 
Also, the matrix in (4.11) is 
Of Ou Of /~+cw2 V~+cwl \  
AAo = O"u O-"-w =" O"'w = t + dw2 5~ + dwl " (5.13) 
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However, since 
(wlL + s (w la  -wtL ) )ds  = ~(wlL -}-win)--~1, (5.14) 
the arithmetic mean, and 
j/w "~ln 
Aal(wl) ---- al(wln) - al(wlL) -- ai(Wl) dwl  
1 =~JJl i, 
/ s  I oa  = ~(~IL + s (~ ln  - ~IL ) )ds(wln  - ~)  
(/0 ) = a~(~ + s(w~n - ~) )  A~I ,  (5.15) 
and similarly for the other functions, then the matrices in (4.10) and (4.11) for the above system 
are { Aal Aa2 '~ 
\Awl  +b~2 ~+b@l  
and 
A~I A~2 " (5.17) ~+a@2 ~+a~ 
The matrix in (4.9) is therefore 
A,~ o = C¢oB~,lo . (5.18) 
5.3. Equivalence 
We observe, however, that the matrices B and C are identical with B¢ o and C¢o, and thus 
the approximate Jacobians in (5.10) and (5.18) are identical, and in this case the two approaches 
are equivalent. 
The reason for this equivalence is that the system of equations and parameter vector is such 
that both u and f are essentially quadratic in form, except for the additional single functions at, 
etc. This naturally includes the case where the components of u and f are only quadratic forms, 
i.e., the functions al, etc. are quadratic. For example, with al (wl) -- w 2, then the approximation 
in (5.7) becomes 
Aal W2n -- w 2 
-# __ 1L __ (Win _[_ WlL)  = 2Wl.  (5.19) 
a 1 - -  AW---'- 7 -~ Wl  R - -WlL  
Other examples include nonquadratic ai; in particular, the one-dimensional shallow water 
equations have 
u = (p, pu) T, and (5.20) 
f(u) = pu,-~p + pu 2 (5.21) 
Taking the parameter vector 
• v = (v~,  v~)  T (5.22) 
means that u and f can be written in the form of (5.4) and: 
ul  = w 2 + w lw2,  (5.23a) 
u2 -- w lw2,  (5.23b) 
f l  = WlW2, and (5.23c) 
1 4 f2 = ~wl + w22, (5.23d) 
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where the appropriate approximation for the quartic is easily obtained from (3.7). For systems 
where u = w, i.e., f is essentially quadratic in u, the equivalence result holds. Clearly, in 
cases where no parameter vector exists for which the system is essentially quadratic, then the 
equivalence result does not necessarily apply. In the next section we generalise the results of this 
section to n-systems where n > 2, and then consider the case where the system is not essentially 
quadratic. 
6. GENERAL CASE 
Consider now the system (2.1) where there exists a parameter vector w such that 
u = (wTS1 w, wTs2 w . . . .  , wTSnw) T 4- FI(Wt) 4- F2(w2) 4 - ' "  4- Fn(tVn), and 
(6.1) 
f = (wTT1w, wTT2w . . . .  ,wTTnw) T + Gl(wl) 4- G2(w2) 4 - " .  4- Gn(wn), (6.2) 
where Fi and G{ are differentiable, and the matrices S~ and T~ are, without loss of generality, 
symmetric. 
6.1. Direct  Formulat ion  
For this we have expressions 
AU = (A(WTS lW) ,  A (wTS2w) , . . . ,  A (WTSnW))  T 4- AF1 + AF2 +. . .  + AFn 
~/ 
= (2,~Tslz~w, 2 ,~Ts2Z~w, . . . ,  2,~Ts~Z~w) T + #JA i l  + #~a~2 +... + F~a~ (6.3) 
2 ( Ts, , eT  S )T + -' = , . . .  ,F2, .,#~/ Aw, 
where ~¢ is the arithmetic mean, and 
#~ = AF~ (6.4) 
AWi ' 
Similarly, 
Af=2(~vTTI,~cTT2,...,'TvTTn)  Aw + (Gi ,  G~,. •., (~)  Aw, (6.5) 
where 
d~ = ~c~ (6.6) 
AW i " 
Thus, the approximate Jacobia~ using the direct formulation of Section 3 is 
= ~-1 ,  where (6.7) 
. . . .  , ~Tsn)  T + (~'i, ~'~,.. . ,  ~",~) , and (6.8) /~ = 2 ('~-T ,_,ql, -,$,-T $2 
C'= 2 ('vvcTT1, ~rTT2, ...~vcTn)t T 4- (Cl ,{~2,. . .  , G ~ ) - '  - '  . (6.9) 
6.2. Weak  Formulat ion  
In this case we have 
fo(w) = u, (6.10) 
so that 
Ofo Ou + (Fi, F~,. . . ,  F~), (6.11) A0 : 0w : Ow : 2 (~ 'Ts I ,~¢Ts  2 . . . .  , ' vcTsn)T  
where 
, dFi(w{) (6.12) 
Fi = dw~ 
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Also, 
~f 0u 0f 
AAo . . . .  0u 0w 0w - 2 (~TTI, ~TT2, ... ,'~TTn) T + (G~, G2,.' .. , G~) , (6.13) 
where 
, dGi(w~) (6.14) 
Gi -- dwi 
Thus, the approximate Jacobian using the weak formulation is
A~,o = C.oB~lo , (6.15) 
where B~ o and G¢ o are given by (4.10) and (4.11), with A0 and AAo given by (6.11) and (6.13). 
However, since 
j~01(WL -{- 8(WR -- = (6.16) WL))Ts i  ds ~rT si, 
and 
AFi(wi) = F~(wia) - Fi(wiL) : dFi 
'=~'L dwi (w~) dwi 
1 I "  
= / F~ (WiL + S(WiR -- WiL)) ds (wiR - WiL) (6.17) 
Js =0 
f = hw~ F~ (w~L + s(w~R - toiL)) as, 
then from (6.11) 
( AF1 AF2 ..., t,r~'~. (6.1S) B~o = 2 (~T Si,,~T S2,... ,~T Sn) T + 
\Awl '  Aw2' Awn ] 
Similarly, 
(aG, aG~.. aG~. (6.19) C~, o = 2 (@TT1, @TT2,..., @TTn) T + \ ~W~Wl ' Aw2'" "' Awn / 
Comparing (6.8) and (6.9) with (6.18) and (6.19) shows that, with the additional definitions (6.4) 
and (6.6), B and C are identical with B~, o and C¢o, respectively, and hence so are the Jacobians 
-4 and A¢ o. 
Summarising, in the case when the system (2.1) has u and f both essentially quadratic in a 
parameter vector w, then the direct and weak formulations lead to the same linearised Riemann 
solver. 
In the next section we consider an example where the two approaches can lead to different 
results. 
7. EXAMPLE 
Consider the system of equations given by 
ut + f= = o, (7.1) 
where 
u = (p, pu) -r, and (7.2) 
f=  (pu, lp2+pu2) ,  (7.3) 
Lineaxised Riemann Solver 71 
for u ---- u(x, t) which can represent the one-dimensional flow of water in a frictionless, horizontal 
channel, sometimes referred to as the St. Venant equations (see also Section 5). Clearly, if a 
parameter vector w is chosen so that both u and f are essentially quadratic in w, then by the 
result of Section 6 the direct and weak formulations are equivalent. If the parameter vector is 
not chosen in this way, then it is not clear whether this result remains valid. We now address 
this issue. 
Suppose that the parameter vector is 
w = (Wl, w2) s = (p, u) T, (7.4) 
the vector of primitive variables, then we have 
u = (wl, wlw2) T, (7.5) 
which is quadratic in w, but 
T 
f'~" (Wlw2, Xw2~-Wl w2) , (7.6) 
which is not because of the term wiw 2 of degree 3. Such a parameter vector is chosen in [5]. 
7.1. D i rec t  Formulat ion  
First we have 
Au =/~Aw,  (7.7) 
where 0) (1o 0) 
/~ = @2 @i  = 
and we have used the identities 
AWl = AWl, (7.9) 
A(WlW2) ~-~ WlAW2 -{- ?-O2AWl . (7.10) 
Secondly, 
Af  = CAw, (7.11) 
where 
C= ('~1@2"-~# @G1) , (7.12) 
and we have used the identities (7.10) and 
A(Wl 2) = 2@iAwi. (7.13) 
The terms #, cr represent coefficients in the expression 
A(wiw2 ) =/zAwi  + aAw2, (7.14) 
for which a number of obvious choices are apparent. Thus, the matrix B in (7.8) is fixed, but 
the matrix C in (7.12) depends on this choice. 
CHOICE A. In [5], the choice 
A(wiw22) = w-~22 AWl + ~A(w 2) ---- w--~2Awi + 2~-T~Aw2 (7.15) 
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is made for numerical efficiency, where 
- -  1 
w~ = ~ (w l  + wL) ,  (7.16) 
and hence 
= ~,  ~ = 2~1 ~,  (7.17) 
and 
d= ~7+~ 2~71~7 = Z+u -~ 2Z~ " 
CHOICE B. In a more recent paper [6], an alternative is considered for future work on the Euler 
equations, and this is 
A(WlW~) = A(wlw2w2) = w-i-~Aw2 + ~-TA(wlw:) 
~" WlW'2AW2 "~ W-2 W-~AW2 -t- ?T)2 AWl  (7.19) 
= t0~Aw~ + 2w~Aw2,  
where 
1 (w---i-~-~ + wi-w-2) (7.20) Wl W 2 ~ 2 
so that 
# = @2, cr = 2w~,  (7.21) 
and 
~7+e~ 2w~ = p+a 2 ~+p~ " 
7.2. Weak Formulation 
First 
fo(w) = u = (Wl, WlW2) T, (7.23) 
so that 
0fo (1  0 )  (7.24) 
Ao=~= w2 wl ' 
and 
1 0 ..o  1)(1 ;) 
Second, 
0 f0u  ( w2 Wl ) (7.26) 
AAo - ou  Ow - Wl + W 2 2wlw2 ' 
and hence 
( w-2 2w~W--T ) (7.27) C.o= , 
where 
fo 1 3(~.~L -_~) 1 ~ ~ ), (7.2s) w22 = (w2L + s(w2R - w2L)) 2 ds = = g(w2R + W2RW2L + W2L 
and /01 w~ = (wlc + s (w ls  - WlL)) (w2L + s(w2R - w2L)) ds 
(7.29) 
= --1 (2WlLW2L + 2WlRW2 R + WlLW2R + Wl~W2L) 
6 
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with no conflict in notation. However, after some algebraic manipulation, the expressions in 
(7.28) and (7.29) can be written in terms of the previous arithmetic mean averages, i.e., 
w22 = 5w2 + @~, and (7.30) 
1 2 
WlW~'~ = ~WlW2 ~- ~WlW2, (7.31) 
SO that  the matrix in (7.26) is thus 
C¢o = 1Z-~. 2 2 4 = (7.32) 
-jp~ + SPa 
Comparing the matr ices/~ in (7.8) and B~0 in (7.25) shows that these are identical. However, 
neither of the matrices C in (7.12) or (7.22) is equal to the matrix C~ o in (7.31), and hence 
the Jacobians _~ and A~ 0 resulting from the direct and weak formulations, respectively, are not 
equal in these cases, and the two formulations therefore lead to different results. For the two 
formulations to be equivalent, the choice in the direct formulation for # and <r must be 
~t : ~_ 7~2 O" : ~/) lW2 @ ~W 1 W2~ (7.33) 
i.e., the expansion chosen in (7.14) is 
1 + ~wl w2) Aw2, (7.34) 
which is far from obvious. 
In conclusion, we have seen that  for u and f which are not essentially quadratic in a parameter 
vector w, then the direct and weak formulations do not necessarily lead to the same scheme. 
Moreover, since the averages chosen in the direct formulation are designed to make the determi- 
nation of the eigenvalues of the resulting Jacobian straightforward, and their numerical evaluation 
efficient, care has to be taken when utilising the weak formulation, particularly in view of the 
cumbersome xpressions in (7.32). 
8. CONCLUSIONS 
We have shown that, for a general system of conservation laws, in which the conserved vector 
and the flux function are essentially quadratic in a parameter vector, then the direct and weak 
formulations of a linearised Riemann solver are equivalent. We have shown further that, for 
systems not satisfying this property, then this is not necessarily true. 
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