We consider the modeling of a time series described by a linear regression component whose regressor sequence satis…es the generalized asymptotic sample second moment stationarity conditions of Grenander (1954) . Similarly, the associated disturbance term is assumed to have sample second moments that converge with increasing series length, perhaps after di¤erencings. The model's regression component is taken to be underspeci…ed, due perhaps to simpli…cations, approximations, parsimony, etc. Also, the model's ARMA or ARIMA-type structure for the disturbance term need not be correct. Both Ordinary Least Squares and Generalized Least Squares estimates of the mean function are considered. An optimality property of GLS relative to OLS (and other alternatives) is obtained for one-stepahead forecasting. Asymptotic bias characteristics of the regression estimates are shown to distinguish the forecasting performance. These results provide support for the application by Statistics Netherlands (Aelen, 2004 ) of regARIMA models with stochastic regressors to forecast/impute the net contribution of late-reporting …rms to monthly economic time series from surveys.
INTRODUCTION
Univariate modeling of many economic indicator series requires speci…cation of both a regression function with extrinsic variables as well as an autocovariance structure for the disturbance process. Suppose that, after making any needed variance stabilizing transformations (such as taking logarithms and then di¤erencings), one has observations W t ; 1 t T of a time series of the form W t = AX t + y t ;
(1.1)
variables. We examine the situation in which the modeler considers a model
whose regressor X M t is not able to reproduce AX t for all t, due to known or unknown omissions, approximations, simpli…cations, etc. The modeler proceeds as though, for some coe¢ cient vector A M to be estimated, the residual process y M t = W t A M X M t has the autocovariance sequence of an autoregressive moving average (ARMA) model (which need not be correct). The resulting model for W t is called a regARMA model. For the conditional estimates, on which we focus for simplicity, for given 1 t T , one de…nes the -model's forecast of W t from W s ; 1 s t 1 to be W M tjt 1 ( ; ; T ) = A M T ( ) X M t + P t 2 j=0 ( j+1 ) W t 1 j A M T ( ) X M t 1 j , with P 1 j=0 = 0. We focus on the case when conditional MLE speci…es a T for which
is minimized over a compact set speci…ed by ARMA (p, q) models whose AR and MA polynomial have all zeroes in fjzj 1 + "g for some " > 0. Because of the extensive literature comparing GLS with OLS, we also focus on the Ordinary Least Squares estimate of A M , under quite general assumptions on X t and X M t , that the former limit is always less than the latter, typically strictly less, also for choices of in (1.6) unrelated to OLS. This is the optimality property of GLS referred to in the title.
Overview of the Sections and Appendices
The regressors X t are required to satisfy the conditions of Grenander (1954) , which de…ne a property we call scalable asymptotic stationarity (S.A.S.); see Section 2 and Appendix B.
Grenander introduced this generalization of stationarity to investigate the e¢ ciency of OLS estimates for a large class of nonstochastic regressors, including polynomials, periodic functions, and stationary stochastic regressors. We will indicate in Subsection 6.2 why e¢ ciency in
Grenander's sense is rarely applicable in the context of misspeci…ed nonstochastic regressors.
For the misspeci…ed models we consider, the regressor X M t in (1.2), which can be stochastic, is taken to be a proper subvector of X t . The remaining coordinate entries of X t can be those of any vector X N t compatible with our assumptions whose variables compensate for the inadequacies of X M t in such a way that for some A M and A N , the regression component of W t is given by A M X M t + A N X N t . Thus, in (1.2), we have
Our additional requirements for X M t , X N t and y t are given in Section 2. and are veri…ed for some important classes of models in Subsection 2. 
THE DATA AND MISSPECIFIED REGRESSOR ASSUMPTIONS
In (1.1), we require y t to be asymptotically stationary (A.S.), meaning that for each k = 0; 1; : : :, lag k sample second moments have asymptotic limits either almost surely (i.e.,with probability one) or in probability. That is, the limits We require X t ; t 1 in (1.1) to be scalably asymptotically stationary (S.A.S.), meaning T +k D T = I X for each k 0, where I X is the identity matrix of order dim X. Negatively lagged scaled sample second moments also converge: for
Ordinary convergence is meant if no coordinate of X t is stochastic. Partition X t as
where, as in the Introduction, the superscript N designates the regressors not in the model.
Let the corresponding partition of
, and those of D X;T , the sequence X k , and its asymptotic spectral distribution matrix G X ( ) be, respectively, and X N t to be A.S.,
where I N is the identity matrix of order dim X N . Omitted regressor variables of larger order, e.g. t p with p > 1, would yield y M t that would be recognized as unsuitable for ARMA modeling with large enough T .
Our last requirement is that the two series y t and X t be asymptotically orthogonal, meaning For a fundamental example of (2.8) with stochastic X t in our context, suppose W t and Z t are jointly covariance stationary variates with zero means such that the spectral density matrix of Z t is Hermitian positive de…nite at all frequencies. Then W t = P 1 k= 1 A k Z t k +y t with Ey t Z 0 t k = 0, k = 0; 1; : : : , with When the process
contains lagged values of W t , then the disturbance process y t is zero, but y M t = P k6 =0;:::;m A k Z t k is nonzero if X M t is misspeci…ed, i.e, if A k 6 = 0 for some k 6 = 0; : : : ; m.
Properties of the Misspeci…ed Regression Model' s Disturbance
With (2.7), the properties (2.1) and (2.8) determine the properties of the disturbance process (1.7) of the model (1.2) being estimated:
where
An Example with Periodic X t
We introduce an example that will be analyzed further in Subsections 6.1 and 6.2. Its basic motivation is the idea that when X M t is a periodic regressor which inadequately models an unknown regressor with the same period, then X N t will include a compensating regressor with the same period. Consider the simple period-four regressor de…ned by 
3. ARMA MODELING OF y
M t
As was indicated in the Introduction, for our analyses, the AR and MA polynomials of a can-
whose coe¢ cient sequence = (1; 1 ; 2 ; : : :) is such that a t = P 1 j=0 j y M t j will be white noise if the model is correct and y M t is covariance stationary. Under our weaker assumptions on y M t , we would call the model correct when its autocovariance sequence is proportional to M k ; k = 0; 1; : : : , or equivalently, if dG y M ( )=d is proportional to e i 2 for . But our theorems do not require any model to be correct. For a white noise model, = (1; 1 ; 2 ; : : :) has the form = (1; 0; 0; : : :). For the invertible ARMA (1, 1) model .) It will be convenient to call every a model.
To obtain the uniform convergence and continuity properties needed to establish the results indicated in the Introduction, ARMA (p, q), model coe¢ cient-vector estimation is restricted to compact sets of coe¢ cient vectors whose AR and MA polynomials have all zeroes in fjzj 1 + "g for some " > 0. These sets specify compact sets of the sort discussed in Appendix A.
UNIFORM CONVERGENCE OF GLS ESTIMATES
We now present a fundamental convergence property of the A M T ( ) de…ned in (1.3). To avoid confusion, we note that, for compatibility with the …nite-past prediction error de…nition of GLS estimates mentioned later in Section 7, quantities with [ ] like X M t [ ] always have the de…nition
That is, variates X M t j at time-index values t j 0 are e¤ectively treated as being zero even when known nonzero values are available at such times. In (1.3) and elsewhere, a generalized inverse is to be understood whenever the inverse matrix fails to exist. This can only happen for a …xed …nite number of T values, due to (2.6) and (d) of Proposition D.1 in Appendix D .
In Appendix E, we prove 
holds, and A N C N M ( ) is continuous on and thus bounded there,
The proof shows that A N C N M ( ) is the limiting value as T ! 1 of the -model's GLS coe¢ cient estimate of the regression of A N X N t ; 1 t T on the array 
UNIFORM ASYMPTOTIC STATIONARITY OF FORECAST ERRORS
We consider sample second moments of the errors of one-step-ahead forecasts W M tjt 1 ( ; ; T ) of (1.6). The forecast errors W t W M tjt 1 ( ; ; T ) ; 1 t T are observable and equal to
Here …ltered quantities are truncated as in (4.1). Thus, setting
, these forecast errors are given by
Let be a compact set in the sense of Subsection A.
This fact and the properties of the U t (T ) array described in Appendix C lead to the following theorem, proved in Appendix E, establishing that, uniformly on relatively compact parameter sets, the limiting sample second moments of the forecast errors (5.1) are the same as those of the -model forecast errors of the A.S. array
This asymptotic coincidence occurs because, with
this array has limiting sample second moments with spectral distribution function 
By specializing the argument used to establish Theorem 5.1, y 0 ( ) is seen to be the limiting average squared error of the one-step-ahead forecast of W t when X M t = X t . Similarly, using (4.3), the second quantity on the right in (5.8) is seen to be the limit of the average of the squares of one-step-ahead forecast errors of the mean function error array
This formula reveals that M 0 ( ; ) does not depend on the speci…c X N t de…ning X t . That is, if X N t is A.S. and such that
.S. and has the property that
A X t = AX t holds for all t 1 for some A, then because the value of the l.h.s. of (5.9) is unchanged when AX t is replaced by A X t , so also the value of the r.h.s. is unchanged if all quantities determined by X t are replaced by their analogues for X t . For example, if the i-th coordinate X M i;t of X M t is constant with value one, then X N = lim T !1 T 1 P T t=1 X N t can be assumed to be zero, because by modifying A M by changing
Extension to ARIMA-Type Disturbance Models
Now suppose the observed data areW t ; 1 d t T from a time series of the formW t = AX t +ỹ t to which a model of the formW t = A MX M t +ỹ M t is being …t. Suppose also that it has been correctly determined that the disturbancesỹ M t require "di¤erencing" with a certain operator (L) = (2004) provides an interesting one-step-ahead forecasting application involving a variety of seasonal time seriesW t whose values come from enterprises that report economic data to Statistics Netherlands a month late, andX M t includes the series from enterprises of the same kind that report in the desired month, and so is stochastic. The models for W t = (L)W t resemble that of Subsection 2.1 with m = 0, so our next theorem supports Aelen's use of GLS estimation of the regARIMA models, done with X-12-ARIMA (Findley et al., 1998).
OPTIMALITY OF GLS
Because of the uniform convergence and continuity results established in Theorem 5.1, for any compact in the sense of Appendix A we have
and, for any …xed 2 ,
In Appendix E, we establish and, simultaneously, the asymptotic bias characteristic of coincides with that of ,
When strict inequality obtains in (6.3), then
holds for every minimizer of M 0 ( ; ). Therefore, when M 0 ( ; ) has a unique minimizer , then (6.6) is both necessary and su¢ cient for strict inequality in (6.3). In conjunction with maximum likelihood estimation of and in the asymptotic sense being considered, OLS estimation is never better than GLS estimation for one-step-ahead forecasting.
We expect that both
When the mean function is misspeci…ed and the limiting model is not white noise, 6 = , then if A N C N M ( ) is nonconstant over , OLS is typically worse due to its asymptotic bias characteristic being di¤ erent from that of the GLS estimator of A M .
Thursby (1987) provides comparisons of OLS and GLS biases when y t is known to be i.i.d.
(white noise), dim X M t = 2, dim X N t = 1, the coordinates of X t are correlated …rst-order autoregressive processes, and the loss function is the posterior mean squared bias associated with a prior for the parameters that determine the covariance structure between X N t and X M t . With the aid of numerical integrations for the GLS quantities, he establishes that, depending on the choice of the autocovariance structure of X M t , the mean squared asymptotic bias of GLS is sometimes less and sometimes greater than that of OLS. Theorem 6.1 shows that, for either outcome, GLS has an asymptotic advantage over OLS for one-step-ahead forecasting.
Examples with AR(1) Models and dim
We consider the case in which dim X M t = dim X N t = 1 and a …rst-order autoregressive model, with = ( ) = (1; ; 0; 0; : : : ) is used for disturbance series y M t in (1.2). This leads to
with R 1 e i 2 dG y ( ) = 1 + 2 y 0 2 y 1 and
It is easily seen that
for all , and equality holds in (6.3), unless 
There is no such simple formula for minimizing M 0 ( ; ) because the critical point equation for provides as a zero of a polynomial of degree …ve, in general. However, from strict monotonicity of C N M ( ( )), if 6 = then (6.5) fails, and therefore strict inequality holds in (6.3) by Theorem 6.1. For the OLS choice, = 0, when C N M ( ) = C N M , (6.9) shows that 6 = 0 (except possibly at a single value of A N 2 ), when either
is nonzero, which will usually be the case.
For example, for the period-four X t of Subsection 2.3, the l.h.s. of (6.8) has the value a M a N c M 2 , so (6.8) holds if and only if a N 6 = 0. Further,
Hence strict inequality holds in (6.3) for OLS estimation except when a N = 0, or, if
Regarding Asymptotic E¢ ciency in the Sense of Grenander (1954)
For the correct regression model case (1.1) in which X t consists of polynomials (including constants) and products of polynomials and sinusoids, or slightly more complex functions, Grenander (1954) showed that, when y t is weakly stationary with mean zero and with a positive, continuous spectral density, then the OLS estimate
T is minimal (in the ordering of symmetric matrices) among all linear, unbiased estimates of A. However, OLS is not e¢ cient for periodic regressors whose representation in terms of sines and cosines has more than dim X t components, such as the trading day regressors with period 336 months described in Findley et al. (1998) In the misspeci…ed regression case (1.2), to apply Grenander's e¢ ciency result, y M t must be weakly stationary with mean zero and with a positive, continuous spectral density. Further G N N ( ) must be continuously di¤erentiable, thereby excluding periodic regressors from X N t . Applied to (nonstochastic) X M t , Grenander's regressor assumptions require G M M ( ) to be piecewise constant (and the sum of the ranks of the jumps 
under Grendander's assumptions on y t .
EXTENSIONS AND RELATED RESULTS
From their de…nitions, it is not surprising that GLS estimates of regARMA and regARIMA models have an optimality property for one-step-ahead forecasting, but a systematic investigation of the topic has been lacking. A pleasingly simple result, such as Theorem 6.1's connection of optimality with asymptotic bias characteristics, does not seem likely even for the correct regressor case. Indeed, if asymptotic e¢ ciency results are indicative, the correct regressor case itself will be quite complex. In this case, when the ARMA model for y t is incorrect, GLS can be more or less e¢ cient than OLS; see Koreisha and Fang (2001) . Even when the ARMA model is also correct, the analysis and examples of Grenander and Rosenblatt (1984) and of Subsection 6.2 show that OLS is asymptotically e¢ cient only for a limited range of mostly simple regressors in the deterministic case.
For any …xed , in the incorrect nonstochaostic regressor case, a referee conjectures that, under additional assumptions and with the aid a result like Theorem 4.1 of West (1996), it could be shown that the limit as T ! 1 of the variance of T 1=2 P T t=1 W t W M tjt 1 ( ; ; T ) does not depend on . 
APPENDICES A. COMPACT -SETS FOR ESTIMATION
For each " > 0 and integer pair p; q 0, de…ne p;q;" to be the set all of = (1; 1 ; 2 ; : : :) from invertible ARMA (r, s) models with r p, s q such that the zeroes of the (minimal degree) AR and MA polynomials (z) and (z) such that (z)= (z) = (z) all belong to fjzj 1 + "g. This set has the property that every sequence T = 1;
; : : : ; T = 1; 2; : : : in p;q;" has a subsequence S(T ) that converges coordinatewise to some 2 p;q;" , i.e., S(T ) j ! j ; j 1. Thus p;q;" is compact for coordinatewise convergence. It also has the property that whenever 0 " 0 < ", the sums P 1 j=0 (1 + " 0 ) j j j j converge uniformly on p;q;" , i.e., sup 2 p;q;" P 1 j=0 (1 + " 0 ) j j j j < 1 and lim J!1 sup 2 p;q;" Second, if a sequence T ; T = 1; 2; : : : in p;q;" converges coordinatewise to some , then it also converges in the stronger sense that lim T !1 P 1 j=0 (1 + " 0 ) j T j j = 0 whenever 0 " 0 < ". (Thus p;q;" is compact for these stronger forms of convergence, i.e.,topologies.) Our theorems apply to any for which p;q;" holds for some " > 0 and p; q 0 that are closed, i.e., the limit of every coordinatewise convergent sequence in belongs to . The of interest are speci…ed by compact sets of ARMA coe¢ cient vectors.
B. SCALABLE ASYMPTOTIC STATIONARITY
Under the data assumptions made in Section 2, X t and y t in (1.1) together form a multivariate sequence that is scalably asymptotically stationary, a property we now consider in some detail.
Let U t ; t 1 be a real-valued column vector sequence that is SAS, and let I U denote the identity matrix of order dim U , the dimension of U t . Thus there is a decreasing sequence D 1 D 2 : : :
of positive de…nite diagonal matrices that satisfy
and are such that, for each k 0, the limits 
Without a formal name, this generalization of stationarity was introduced for regressors in Grenander (1954) to encompass a variety of nonstochastic regressors, including polynomials.
(Our notation is the inverse of his, using D T where he uses D 1 T . He requires the diagonal elements of U 0 to be positive. Our requirement (2.5) is stronger for X M t .) He shows that, with U k = U k 0 , the real matrix sequence U k , k = 0; 1; : : : has a representation
, are non-negative, or, equivalently, the increments are Hermitian nonnegative; see also Grenander and Rosenblatt (1984) , Chapter II of Hannan (1970) 
C. VECTOR ARRAY REFORMULATION OF ASSUMPTIONS
The following reformulation of our assumptions (2.1)-(2.2) and (2.5)-(2.8) concerning y t and X t will enable us to make use of the results of FPW (2001, 2004) . The vector array
is A.S. More speci…cally, for each k 0, 
Due to (C.2), the asymptotic spectral distribution matrix of U t (T ) has the block diagonal
D. UNIFORM CONVERGENCE RESULTS FOR FILTERED A.S. ARRAYS
The results below are formulated to encompass the more general results indicated in Section 7.
Proposition D.1. Let U t (T ) ; 1 t T be an A.S. n-dimensional column vector array satisfying (C.3) whose asymptotic spectral distribution matrix is denoted by G U ( ). Let H and Z be sets of …lters = ( 0 ; 1 ; : : :) and = ( 0 ; 1 ; : : :) whose absolute coe¢ cient sums converge uniformly on H resp. Z. Then the …lter output arrays
H; 2 Z de…ned in analogy with (4.1) have the following properties: We also need the following lemma, whose proof can be obtained by standard arguments, as in the proof of (5. 
By a standard calculation, for any C with the dimensions of C N M ( ),
with equality holding in (E.1) if and only if C =C N M ( ) (= A N C N M ( )).
Next, note that because M 0 ( ; ) and M 0 ( ; ) are continuous functions of on , they have minimizers , resp. over . From Lemma ??, we have 
