Abstract. Let K n,j be the space of long j-knots in R n . In this paper we introduce a graph complex D * and a linear map I : D * → Ω * DR (K n,j ) via configuration space integral, and prove that (1) when both n > j ≥ 3 are odd, I is a cochain map if restricted to graphs with at most one loop component, (2) when n − j ≥ 2 is even, I is a cochain map if restricted to tree graphs, and (3) when n − j ≥ 3 is odd, I added a correction term produces a (2n − 3j − 3)-cocycle of K n,j which gives a new formulation of the Haefliger invariant when n = 6k, j = 4k − 1 for some k.
Introduction
The aim of this research is to study the topology of the space of long knots.
Definition 1.1. A long j-knot in R
n is an embedding f : R j ֒→ R n which is standard at infinity:
Denote by K n,j the space of long j-knots in R n , equipped with C ∞ -topology.
In this and the forthcoming papers [16] we will develop the methods to study K n,j originated in perturbative Chern-Simons theory. This method was used by various authors [1, 3, 10] to give some integral expressions of the finite type invariants for knots in R 3 . Cattaneo, Cotta-Ramusino and Longoni [5] generalized their constructions to define a cochain map from a certain graph complex to the de Rham complex of the space of (long) 1-knots in R n , n > 3, via fiber-integrations over configuration spaces. Not only the trivalent graphs correspond to finite type invariants, but non-trivalent graphs can also work in their framework. Indeed, some non-trivalent graph cocycles produce non-trivial cohomology classes [11, 15] .
Another generalization was done by Rossi [14] and Cattaneo-Rossi [6] , who proved the invariance of (order two) Bott invariant and order three invariant for long m-knots in R m+2 for m ≥ 2. Following their work, Watanabe [20] proved that there is one finite type invariant for long "ribbon" m-knots [7] in R m+2 , m ≥ 3 odd, at each even order. These invariants also come from trivalent graphs via the perturbative method.
In this paper we introduce graph complexes in the same manner as [5] generated by more general graphs than those in [6, 14, 20] . We prove that some graph cocycles produce cohomology classes of K n,j via configuration space integrals. (K n,j ) given by configuration space integral. The map I is a cochain map when n − j ≥ 2 is even and g = 0, or both n > j ≥ 3 are odd and g = 1.
Unfortunately it is not known how 'big' the graph cohomology H * (D * 0 ) is. But in [16] we will prove that H * (D Theorem 1.3. Suppose n − j ≥ 3 is odd and 2n − 3j − 3 ≥ 0. Then a graph cocycle H ∈ D
2,0 0 produces a non-trivial cohomology class H := [I(H) + c] ∈ H
2n−3j−3 DR (K n,j ), where c is some correction term. Moreover when n = 6k and j = 4k − 1, H ∈ H 0 DR (K 6k,4k−1 ) is nothing but the Haefliger invariant (up to sign). The correction term c is added to kill some contribution of the 'anomalous face' of a compactified configuration space. This contribution is an obstruction for I to be a cochain map. See §4 and §5 for details.
The Haefliger invariant, an isotopy invariant for (long) (4k−1)-knots in 6k-space, was originally defined by using a 4k-manifold bounded by the knot in (6k + 1)-space. Instead of such additional data, we use the generators of cohomology of configuration space. This paper is organized as follows. We define the graph complexes in §2 and describe the integration map I in detail in §3. Several vanishing results are proved in §5 to prove Theorem 1.2. The class H ∈ H 2n−3j−3 DR (K n,j ) is studied in §4. To prove dH = 0 we need some of the results in §5, which hold even if n − j is odd.
2.1. Graphs. The graphs appearing here have two types of vertices. One is the external vertex (or shortly e-vertex), which is depicted by •, while the other is the internal vertex (shortly i-vertex), depicted by •.
Similarly there are two types of edges. One is θ-edge, which is depicted by a dotted line, and another is η-edge, depicted by a solid line. We suppose that all the endpoints of η-edges are i-vertices.
A θ-edge e can form a small loop at an i-vertex p, that is, e may have exactly one i-vertex p as its endpoint. A single η-edge is not allowed to be a small loop, but an η-edge together with a θ-edge can form a loop at an i-vertex, called a double loop. When we count the edges of a graph, we count a double loop twice, regarding it as consisting of an η-loop and a θ-loop. But a double loop raises the first Betti number of the graph by one. There might be an i-vertex which is adjacent to more than one θ-edges, an e-vertex of valency ≥ 4, and so on. Such vertices did not appear in [6, 14, 20] .
• In §3 the graphs will be regarded as in R n ( Figure 2.3) ; the set of vertices will become a configuration of points in R n , where the i-vertices are on R j (or a long jknot) embedded in R n . Each edge will correspond to a 'direction map' determined by its endpoints, or to the volume form of sphere pulled back by the direction map. The η-edges correspond to directions in R j , while θ-edges to those in R n . Afterward we will need to fix the orientations of configuration spaces and the signs of the volume forms. For these purposes we 'decorate' the graphs as follows (see Figure 2 .4). (1) The i-vertices are labeled by 1, . . . , s and the e-vertices are labeled by s + 1, . . . , s + t for some suitable s and t. (2) When both n and j are odd, all the edges are oriented, all the loops are ordered and each loop is given the sign ±1. (3) When n is odd and j is even, all the θ-edges are oriented, while all the η-edges are labeled. (4) When n is even and j is odd, all the θ-edges (including those in double loops) are labeled, while all the η-edges are oriented. The double loops are given other labels 1, 2, . . . than those for all the θ-edges. A double loop is given a sign ±1. where Γ ′ is obtained from Γ by
• permuting the labels of i-and e-vertices of Γ by σ ∈ S s and τ ∈ S t respectively (s and t are the numbers of i-and e-vertices of Γ respectively), • reversing a oriented edges of Γ, and • switching b signs and permuting the labels of small / double loops by ρ,
and Γ
′′ is a graph with 'multiple η-(or θ-) edges,' i.e., there are two vertices p, q which are joined by two or more η-(or θ-) edges (we allow p, q joined by two edges, one η-edge and one θ-edge). Moreover we introduce one more relation; Γ ∼ 0 in D * if n − j is odd and Γ is a graph with at least one small loop, or if n is odd and Γ has a double loop.
Remark 2.3. The sign jsign σ + nsign τ will correspond to the orientation sign of the configuration space. In §3 we will associate the volume forms of spheres of even dimensions with the oriented edges. Reversing an oriented edge corresponds to pullback via the antipodal map, hence yields a sign −1. Unoriented edges correspond to differential forms of odd degrees, so permuting the labels yields a sign.
The meaning of ord Γ is as follows. In Figure 2 .3, if we contract R j together with η-edges regarded as in R j , then we obtain a one dimensional CW complex whose edges are θ-edges. Its first Betti number is equal to ord Γ.
To explain the meaning of deg Γ, we need some terminologies.
Definition 2.4. An admissible vertex is said to be non-degenerate if it is
• an i-vertex with exactly one θ-edge (and possibly many η-edges) emanating from it, or • a tri-valent e-vertex. All other vertices are said to be degenerate.
For example, all the vertices in Figure 2 .1, and the vertices 1, 2, 6, 7 and 9 of the graph in Figure 2 .2 are non-degenerate.
Remark 2.5. It can be easily understood that "non-degenerate vertex" is the same notion as "trivalent vertex" in [5] . All the vertices of the graphs appeared in [6, 14, 20] are non-degenerate. Proof. This Lemma is obvious by the definition of admissible vertices; at least one θ-edge emanates from any i-vertex of a graph and at least three θ-edges emanate from any i-vertex. This implies 2♯{θ-edges} ≥ 3♯{e-vertices} + ♯{i-vertices} and the equality holds if and only if exactly one (resp. three) θ-edge emanates from any i-vertices (resp. e-vertices), that is, all the vertices are non-degenerate.
Remark 2.7. Let Γ be an admissible graph of ord Γ = k, deg Γ = l. Then Γ has 2k − l vertices; it is a direct consequence of the definition. In particular, if Γ is non-degenerate (l = 0), then the number of all vertices is 2k. In [20] the half of the number of the vertices of a (non-degenerate) graph is called its 'degree.' Thus our terminology 'ord ' is a generalization of the 'degree' in [20] .
Coboundary operation.
Definition 2.8. Let Γ be a graph and e = − → pq its (possibly oriented) edge (but not a loop). Define a new graph Γ/e as follows (see Figure 2 .5).
(1) When e is an η-edge (then endpoints p, q are both internal), define Γ/e by contracting e, that is, identifying the endpoints p, q of e and removing the edge e. The decoration of Γ/e is derived from that of Γ; the vertex of Γ/e where the contraction occurred is re-labeled by min{p, q}, and all the labels of the vertices of Γ bigger than max{p, q} are decreased by one. The labels of the other vertices remain unchanged. When j is even and e is the i-th edge, then the labels of other edges bigger than i is decreased by one.
(2) When e is a θ-edge and at least one of p, q is an e-vertex, then Γ/e is defined in the same way as above. If both p, q are external, then the vertex where the contraction occurred is also external. If one of p, q is internal, then the resulting vertex is internal.
(3) When e is a θ-edge with both p, q being i-vertices, then Γ/e is obtained from Γ by identifying the vertices p and q, but not removing the edge e. The edge e becomes a small loop at the i-vertex min{p, q}. The labeling of Γ/e is determined similarly as above. When n and j are odd, its sign is +1 (resp. −1) if p < q (resp. p > q). This small loop is labeled by a if Γ has (a − 1) small loops.
(4) When e is the η-edge of the multiple edges joining two i-vertices, then Γ/e is obtained from Γ by identifying the vertices p and q, and attaching a double loop at p. This double loop is labeled by a if Γ has (a − 1) loops. When j is odd, the sign ±1 is given similarly as in (3). We do not define Γ/e for a θ-edge of the multiple edges.
(1)
• We should notice that a graph Γ/e of type (3) in Figure 2 .5 is ruled out in D * when n − j is odd, and similarly a graph Γ/e of type (4) is ruled out when n is odd (see Definition 2.2). We would like to define the operator δ by
by giving some suitable signs τ (e), where E(Γ) is the set of edges of Γ.
Proposition 2.9. If we define the signs τ (e) as in (1)- (5) below, then the operator δ is well-defined and determines a coboundary operation
that is, δ • δ = 0. Thus {D k, * , δ} is a cochain complex for any k. (1) Let both n and j be odd. For any oriented edge e = − → pq, define τ (e) by (2.1) τ (e) := q p < q, p + 1 p > q.
(2) Let both n and j be even. For the i-th edge e, define τ (e) by τ (e) := i e is of type (1), (2) in Figure 2 .5, u + 1 e is of type (3) in Figure 2 .5, where u is the number of small / double loops of Γ.
(3) Let n be even and j be odd. For any oriented η-edge e = − → pq, define τ (e) by (2.1). For the i-th θ-edge e = pq, p < q with q being an e-vertex, define τ (e) := i + s + 1, where s is the number of i-vertices of Γ.
(4) Let n be odd and j be even. For the i-th η-edge e, define τ (e) := i + t + 1 where t is the number of e-vertices of Γ. For any oriented θ-edge e = − → pq, define τ (e) by (2.1).
(5) Consider the case that n is even, and p and q are i-vertices joined by 'multiple edges,' one η-edge and one θ-edge. If j is odd and the η-edge is oriented from p to q, then τ is given by (2.1). If j is even, then τ = u + 1.
Remark 2.10. The signs in Proposition 2.9 correspond to those of induced orientations of the boundary strata of configuration spaces; see §5.5.
The proof is completely similar to [5, Theorem 4.2] ; choose two edges e 1 and e 2 , and contract them in two different orders, then we obtain the same graph with opposite signs. Notice that if n − j is odd (resp. n is odd) the case (3) (resp. (4)) in Figure 2 .5 does not occur. 
Let Γ be a (possibly non-admissible) decorated graph with s i-vertices, t e-vertices and u loops. Define the configuration space associated with (vertices of) Γ by
We think of i-vertex p (resp. e-vertex q) as corresponding to x p ∈ R j (resp. y q ∈ R n ) for all 1 ≤ p ≤ s (resp. s + 1 ≤ q ≤ s + t). The S j−1 -factors will be used to define a differential form ω e for a loop e (see below). There is a projection
We will denote its fiber over f by C o Γ (f ).
3.2.
Differential forms associated to graphs. Let e = − → pq be an (oriented) edge or a loop of Γ. To e we will assign a differential form ω e ∈ Ω * DR (C o Γ ) as follows. First consider the case that e is not a loop (thus p = q). When e is an η-edge
When e is a θ-edge, define ϕ
where * vol S n−1 , according to whether e is an η-edge or a θ-edge. Notice that, if e is not oriented, then the map ϕ e has ambiguity of signs, but in such a case the corresponding volume form is of odd degree and is invariant under the antipodal map of spheres. Hence the form ω e is well defined.
When n − j is even, we also assign differential forms to small loops. For the a-th small loop e with sign ε (which is always +1 when n is even) at the i-vertex
When n is even, to the a-th double loop at the i-vertex p with sign ǫ (which is +1 when j is even), we assign a mapD a :
here ω e 's for labeled edges must be ordered according to the labels, since by definition they are odd forms. Since non-labeled edges correspond to even forms, we need not to mention the order of corresponding forms.
3.3. Fiber integration and compactified configuration spaces. We would like to define I(Γ) ∈ Ω * DR (K n,j ) by integrating ω Γ along the fiber of π Γ :
It is not clear whether such an integral converges, because the fiber of π Γ is not compact. This difficulty has been resolved in [2, 3] ; for any manifold M , we can construct a compact manifold C k (M ) with corners so that its interior is C o k (M ), by 'blowing up' all the diagonals of M k . We can smoothly extend the direction maps like ϕ's, the projections
Let s and t be the numbers of i-and e-vertices of Γ respectively. Define C ′ Γ by the pull-back square
where pr s is the first s projection, and define
u (u is the number of loops of Γ). The differential form ω Γ is defined on C Γ since the direction maps ϕ's are well defined on C Γ . The natural projection π Γ : C Γ → K n,j is defined and is a fibration with compact fibers. Thus the integration
along the fiber is well defined. The degree of I(Γ) is given by
Suppose that a one-dimensional CW complex Γ \ {small loops} has g loop components (that is, the first Betti number of it is g). Then Proof. This is because the space D * is arranged so that the map I is compatible with the permutations of coordinates and the antipodal map of spheres (see [5] for details). But there are two point we should stress here; one is that we have to temporarily gave the labels to loops when j is odd. But the choices of the labeling do not change the form I(Γ) since the permutation on the (S j−1 ) u -factor of the fiber C Γ (f ) is an orientation preserving diffeomorphism and preserves the form ω Γ .
Another is that we ruled out the graphs with small loops when n − j ≥ 3 is odd, and those with double loops when n is odd (see Definition 2.2). This is because the differential forms arising from such graphs are zero (see Lemmas 3.2, 3.3).
Lemma 3.2. When n − j is odd, then the differential form I(Γ) is zero for any graph Γ with at least one small loop.
Proof. Let e be a small loop of Γ. Define a fiberwise involution F : C Γ → C Γ as the antipodal map on S j−1 corresponding to e, and the identity on the other factors. The orientation sign of the involution on the fiber of π Γ is (−1) j , while
n ω e and other ω e 's do not change. Thus
since n + j is odd, and hence (π Γ ) * ω Γ = 0.
Lemma 3.3. When n is odd, then the differential form I(Γ) is zero for any graph Γ with at least one double loop.
Proof. The fiberwise involution F in the proof of Lemma 3.2 has an orientation sign (−1) j on each fiber, but in the case here F * ω Γ = (−1) n+j ω Γ since F * affects vol S j−1 and vol S n−1 as the antipodal map. Thus
Thus we obtain linear maps
g is the subspace of D k,l spanned by the graphs Γ whose first Betti numbers are g after its small loops (not double loops) are removed. It can be easily seen that D k, * g forms a subcomplex of D k, * for any g (we regard the contraction (4) in Figure 2 .5 as preserving the first Betti number).
Here we restate the last half of Theorem 1.2.
Theorem 3.4. Suppose n − j ≥ 2 is even and j ≥ 2. The integration map I :
is a cochain map if (1) both n > j ≥ 2 are even and g = 0, or (2) both n > j ≥ 3 are odd and g = 0, 1. Theorem 3.4 is a direct consequence of Theorems 5.11, 5.12, which are proved in similar ways as the results in [5, 14, 20] . The key step is the generalized Stokes theorem (see [5] );
Γ is the restriction of π Γ onto the boundaries of fibers. The second equality holds since ω Γ is a product of closed forms. So we need to study the boundaries of fibers to prove Theorem 3.4. The proof will be given in §5.
Here we state one more result, which concerns the choices of volume forms.
Proposition 3.5 ([5]
). Suppose g, n and j satisfy (1) or (2) in Theorem 3.4 and n − j > 2. Let v 0 and v 1 be two (anti-)symmetric volume forms of S n−1 with total integral one, and I 0 , I 1 the corresponding integration maps. Then I 1 (Γ) − I 0 (Γ) is an exact form for any graph cocycle Γ = a i Γ i .
Proof. Choose any w
where t is the coordinate of [0, 1]. Thenṽ is a (anti-)symmetric closed form on
Moreover the restriction ofṽ onto S n−1 × {ε}, ε = 0, 1, is v ε . Assigning to θ-edges e of Γ i the differential forms
of θ e , and integrating their product along the fiber of π Γi × id [0, 1] , we obtain a differential form of K n,j × [0, 1], which we denote byĨ(Γ i ). Its restriction onto K n,j × {ε}, ε = 0, 1, is I ε (Γ i ).
In Lemma 5.25 we will prove thatĨ(Γ) ∈ Ω * DR (K n,j × [0, 1]) is a closed form if n − j > 2. This completes the proof; if we denote the first projection by p :
and thus I 1 (Γ) − I 0 (Γ) = ±dp * Ĩ (Γ).
In completely similar way we can prove the following. Proposition 3.6. Suppose g, n and j are as in Proposition 3.5. Then the cohomology class [I(Γ)] for a graph cocycle Γ does not depend on the choice of vol S j−1 .
The Haefliger invariant
Here we assume n − j ≥ 3 is odd, j ≥ 2 and 2n − 3j − 3 ≥ 0. Then at present we cannot prove that I is a cochain map, but in this section we describe a (2n−3j −3)-cocycle H := I(H) + c of K n,j using a graph cocycle H ∈ D 2,0 0 and some 'correction term' c.
The graph cocycle H is shown in Figure 4 .1. We call the first graph (with four i-vertices) H 1 and the second H 2 ; H = H 1 /2 + H 2 /6. By using the rules in Proposition 2.9, we can see that H is indeed a cocycle. Though rigorous definition of c and the proof of Theorem 4.1 can be found in §5.9, we give a rough explanation here. Let I j (R n ) be the space of linear injections
is the first projection and the form µ ∈ Ω 2n−2j−3 DR (I j (R n )) is given so that dµ describes the contribution of a boundary stratum of C H2 corresponding to the collision of all the four points. See Definition 5.23 for details.
Below we prove Theorem 1.3, which states that H gives a non-zero cohomology class and is the Haefliger invariant when 2n − 3j − 3 = 0.
4.1. Additivity. Here we assume 2n − 3j − 3 = 0, which implies n = 6k and j = 4k − 1 for some k ≥ 1. Then H = I(H) + c is an isotopy invariant for long (4k − 1)-knots in R 6k . What we will show in this subsection is the 'additivity' of the invariant H. Proposition 4.2. The invariant H is additive under the connect-sum; for any f + , f − ∈ K 6k,4k−1 , the Kronecker pairing satisfies
Notation. We will show in Lemma 5.26 that the invariant H is independent of the choice of (anti-)symmetric volume forms. So we may choose (anti-)symmetric volume forms vol S N −1 , N = 4k − 1 or 6k such that
• their supports are contained in the sufficiently small neighborhoods of the poles p N −1 ± := (0, . . . , 0, ±1) ∈ S N −1 , and
Since we are considering an isotopy invariant, we may suppose supp(
where
and ε > 0 is a sufficiently small number. First we compute H,
is the fiber of π H1 over f ∈ K 6k,4k−1 . Recall that the integrand is θ 12 η 23 θ 34 restricted to the fiber. Since we choose vol S N −1 with support 'localized' around p N −1 ± , we must know for which configurations
; ω H1 does not vanish only on the subspace of such configurations.
Then by our choice of f + , the vector ϕ θ 12 (x 1 , . . . , x 4 ) cannot be in the support of vol S 6k−1 (a neighborhood of the pole p 6k−1 ). So the form θ 12 vanishes on such configurations. In this way we can see that the integrand does not vanish only on X + , since outside of X + the images of ϕ θ 12 and ϕ θ 34 cannot intersect with the supports of vol S 6k−1 simultaneously. Next we compute I(H 2 ), f + in similar fashion. This equals
Proof. This is because the image of
is of positive codimension, and hence the pullback of the top form of (
are on the standardly embedded R 4k−1 , hence the image of C H2 \ Y + is the set of (u 1 , u 2 , u 3 ) ∈ (S 6k−1 ) 3 such that one vector u p has to be in the linear subspace
Now consider the third term c, f + . This is an integration of
given by x → (df + ) x (for the definition of µ, see Definition 5.23 and the explanation after Theorem 4.1). Since D(f + ) is constant outside supp(f + ), we obtain the following.
Finally we can compute H, f + ♯f − . The long knot f + ♯f − is isotopic to
First, by completely similar arguments to Lemma 4.3, only the configurations x = (x 1 , . . . , x 4 ) such that x 1 and x 2 are in the same B 
As for I(H 2 ), similar argument to Lemma 4.4 shows
is defined in similar way as Y + with B + 's replaced by B − 's, and
. By our choice of volume forms, the integrand ω H2 does not vanish only on the subspace consisting of (x 1 , x 2 , x 3 , y) with (1) y is very near '(0, . . . , 0, ±∞),' or (2) the first 6k − 1 factors of f + (x 1 ), f + (x 2 ), f + (x 3 ) and y are close to each other (see Figure 4 .2).
On Y 0 (f + ♯f − ) the condition (2) cannot hold, so we can restrict the integral over Y 0 (f + ♯f − ) to that over the subspace of Y 0 (f + ♯f − ) with |y| large. Then since the image of f + ♯f − is very close to that of the trivial knot f 0 (if ε is very small relative to |y|), 
(ε) and remaining x r is in B 4k−1 ∓ (ε), and in the other space x r is not in B 4k−1 ∓ (ε). In the former space, the condition (2) above cannot hold, so |y| has to be large. So replacing f + ♯f − with f ± changes the integral by O(ε); (4.5)
Summing up (4.1), (4.2) and (4.3) and substituting (4.4) and (4.5), we have
This completes the proof of Proposition 4.2, since H, f + ♯f − is independent of ε.
Remark 4.6. By similar argument, the order two invariant [14, 20] for K m+2,m (m ≥ 3 is odd) is proved to be additive under the connect-sum.
Evaluation.
Here we prove the last part of Theorem 1.3. We know by [9] that π 0 (K 6k,4k−1 ) forms a group under the connect-sum and is isomorphic to Z. Our goal here is the following. Theorem 4.7. When n = 6k and j = 4k − 1 for some k ≥ 1, then H, S is equal to ±1 for the generator S of π 0 (K 6k,4k−1 ).
Since both the Haefliger invariant and our H are additive under the connect-sum (see [8] and Proposition 4.2), Theorem 4.7 says that H is the Haefliger invariant.
We will use the generator of π 0 (K 6k,4k−1 ) given by Budney [4] and RosemanTakase [13] .
4.2.1. Deform-spinning. Given an N -fold based loop γ ∈ Ω N K n,j (for any n, j) represented by a smooth map γ : R N → K n,j with γ(x) ≡ ι (the trivial long j-knot) for any x ∈ [−1, 1] j , we have S γ ∈ K N +n,N +j defined by
This is a special case of 'deform-spinning' construction [12] . Putting N = 1, we obtain the graphing map gr : ΩK n,j → K n+1,j+1 given in [4] . It has been shown in [4] that all the following maps
where ψ : R 4k−2 → K 2k+2,1 is a map which gives the generator of π 4k−2 (K 2k+2,1 ). In fact π 4k−2 (K 2k+2,1 ) is the first non-vanishing homotopy group of K 2k+2,1 (for example see [4, 18] ), and the image of its generator ψ via Hurewicz isomorphism is given as follows (probably the dual cocycle to ψ first appeared in [19] ; see also [4, 5, 11, 15] ).
Consider a 'long immersion' f : R 1 → R 2k+2 which has only two transversal dou- Figure 4. 3). Consider the unit sphere S
to obtain non-singular embeddings (see Figure 4 .4). More precisely, for (
otherwise where δ and ε are positive small numbers. Thus a map ψ = ψ δ :
is defined, and it is known that ψ induces an isomorphism ψ * : 
is homeomorphic to S 2k . Consider the map
The linking number of W 3 with I 1 is one; more precisely, the limit δ → 0 of the integration of ϕ * vol S 2k+1 over W 3 × I 1 is ±1. Similar statement holds for
Fixing the natural projection
we can think of ψ as
is (4k − 3)-connected as mentioned above. Thus we have S ψ ∈ K 6k,4k−1 defined as (4.6). Remark 4.10. In [13] a generator of π 0 (Emb (S 4k−1 , S 6k )) was defined by the deform-spinning ψ : (S 2k−1 ) 2 → K 2k+2,1 along the torus. But it is not difficult to see that such a spinning also gives an element of K 6k,4k−1 which is isotopic to our S ψ given by the graphing map [4] .
The above construction can be done for the generator of π 2d−2 (K d+2,1 ) for any d > 1 to obtain S ψ ∈ K 3d,2d−1 . Since we assumed that n − j = d + 1 is odd, we put d = 2k here (otherwise there exist orientation reversing automorphisms of graphs H i , and hence they vanish). When d is odd, any generator of π 0 (K 3d,2d−1 ) ∼ = Z/2 would not be detected by any de Rham cohomology classes.
A suitable choice of
, and µ is defined in the sentence after the proof of Lemma 5.22. To simplify the computation of (4.7), we need to choose a favorable extension ψ : R 4k−2 → K 2k+2,1 . First, we take the immersion f as in Figure 4 .3; almost all the image of ψ(x) is contained in the 2-plane R 2 × {0} 2k ⊂ R 2k+2 , except for the neighborhoods of z 1 , z 2 and another crossing c which corresponds to f (ζ 1 ) and f (ζ 2 ), ξ 2 < ζ 1 < ξ 3 , ξ 4 < ζ 2 < 1. We suppose that the arc ψ(x)(ζ 1 − ε, ζ 1 + ε) is in the 2-plane, ψ(x)(ζ 2 − ε, ζ 2 + ε) is in the 3-plane R 3 × {0} 2k−1 ⊂ R 2k+2 , and that the resolutions of segments ψ(x)(ξ i+2 − ε, ξ i+2 + ε) occur in {0} 2 × R 2k . Next we suppose that the image of ψ(x) is 'almost' in R 2 ;
for any x ∈ R 4k−2 .
Lastly we suppose ψ is 'symmetric' in the following sense; define
is a one parameter family with h 1 = ψ(u 0 , −) and h α ≡ ι (the trivial long knot) for α ≥ 2, and s
is the unique element with s = αs ′ for some α ≥ 1. Using similar one parameter family connecting ψ(−, u 0 ) (resp. ψ(u 0 , u 0 )) and ι, we can define ψ on Y ′ (resp. on Z ′ ) (see Example 4.11 and Figure 4 .5). We can modify ψ so that it is smooth. The following properties of ψ will be important below;
Example 4.11. Consider the case k = 1 (see Figure 4 .5). X ′ → K 4,1 is given as
are the same cycle of K 4,1 , two homotopies corresponding to X ′ ∩ {s ≥ 1/2} and X ′ ∩ {s ≤ −1/2} can be taken so that ψ(s, t) = ψ(−s, t). This is (4.9). Similarly Y ′ → K 4,1 is a homotopy from ψ(S 1 × {1/2}) to ι, and ψ(s, t) = ψ(s, −t) on Y ′ . Eight thick segments {±1/2} × {|t| ≥ 1/2}, {|s| ≥ 1/2} × {±1/2} in Figure 4 .5 represent the same homotopy from ψ(1/2, 1/2) to ι. Thus we can define ψ by ψ(r cos β + 1/2, r sin β + 1/2) := ψ(r + 1/2, 1/2) (0 ≤ β ≤ π/4) on Z ′ ∩ {s, t ≥ 1/2}, and similarly on other components. Then it is easy to see ψ(s, t) = ψ(−s, t) = ψ(s, −t) = ψ(−s, −t) on Z ′ .
Using such an extension ψ, we will compute (4.7).
4.2.3. The first term I(H 1 ), S ψ . First let us study on which configurations x = (x 1 , . . . , x 4 ) ∈ C H1 (S ψ ) the integrand ω H1 does not vanish, as was done in §4.1. Let us write
. Then by (4.6),
(4.11)
By (4.8), the length of the last 2k factors of (4.11) is at most 2
. Thus we need to consider only x = (x 1 , . . . , x 4 ) with all (s (p) , t (p) ) (p = 1, . . . , 4) close to each other. Notice that they must become closer and closer if we choose vol S N −1 with smaller support.
Let
Lemma 4.12. If we choose ψ as in §4.2.2 and vol S N −1 with sufficiently small support, then the integration of ω H1 over
. . , 4) are close to each other so that at most one of {x 1 , . . . ,
Consider the integration of ω H1 over {x ∈ C 4 (R 4k−1 \ L) | x ∩ X = ∅}. Notice that in this case x ∈ C 4 (X ∪ Z). Define an involution F 1 of this subspace by
by (4.9) and (4.11) (here we abbreviate i 1 × id R 2k+1 : R 6k → R 6k to i 1 ), and hence F * 
(ξ i and ε have appeared in the definition of ψ). Recall that we write q
Lemma 4.13. Let x 1 , x 2 ∈ R 4k−1 be two distinct points with at least one x p ∈ L. Then the direction ϕ
Proof. We have already seen that (s (1) , t (1) ) must be near (s (2) , t (2) ). But it is not enough; the direction determined by the last 2k + 2 factors ψ(s (2) , t
) of (4.11) must be near p 2k+1 ±
, and it is the case only if the two points ψ( Figure  4 .4) which is resolved in a direction near p 2k+1 ± . Such a situation is realized, for example, if
• u (1) ∈ (ξ 1 − ε, ξ 1 + ε) and u (2) ∈ (ξ 3 − ε, ξ 3 + ε), and
This is the case of (x 1 , x 2 ) ∈ N 1 × N 3 in the Lemma.
Thus it suffices to consider x ∈ C H1 (S ψ ) such that both (x 1 , x 2 ) and (x 3 , x 4 ) satisfy the condition of Lemma 4.13, and all the (s (p) , t (p) ) ∈ R 4k−2 are close to each other. We divide such configurations into two types. Type I. All the four points S ψ (x p ) (1 ≤ p ≤ 4) are near the resolution of a single z i (i = 1 or 2).
Let us write N p,q,r,s : 
Type II. Two points S ψ (x 1 ) and S ψ (x 2 ) are near the resolution of z i of f , and S ψ (x 3 ) and S ψ (x 4 ) are near the resolution of z i+1 , i = 1 or 2 (here z 3 := z 1 ). Such a configuration is in N i,i+2,i+1,i+3 or N i,i+2,i+3,i+1 for some i. Type II inverse image of (v 1 , v 2 , w) ∈ (S 6k−1 ) 2 ×S 4k−2 via ϕ H1 looks like Figure 4 .7, because of the following. 2) and u (2) are uniquely determined by v. If moreover we give any t (2) 2) .
Proof. Consider the case (x 1 , x 2 ) ∈ N 1 × N 3 . The last 2k + 2 factors of ϕ 2) . Then x 1 is also uniquely determined, since u (1) is already determined as above, and (s (1) , t (1) 2) and s (4) by Lemma 4.14, and t (2) and s (4) are determined by w = ( 
and g is induced from (s, t, u) → (s, t, −u) ∈ (R 2k−1 ) 2 × R 1 . G preserves the orientation but ι S 6k−1 × g × ι S 6k−1 does not, so the signs for N 
; Proof. Consider the case when all the four points S ψ (x p ) are near
. But on this space, the direction map ϕ H1 is invariant under the translation (x 1 , . . . ,
where τ v (s, t, u) := (s, t + v, u) ∈ R 2k−1 × R 2k−1 × R 1 . This is because of (4.11) and ψ(s, t)(u) = ψ(s, t+v)(u) if (s, t, u) ∈ (N 1 ⊔N 3 ) ∩L. Hence the image of ϕ H1 must be of positive codimension and the integrand ω H1 = ϕ *
In the case when four points S ψ (x p ) are near z 2 , a similar translation τ 
Thus the first term of (4.7) is equal to ±2 × (1/2) = ±1.
Remaining terms.
To complete the proof of Theorem 4.7, we will prove that the second and the third terms of (4.7) do not contribute to H, S ψ δ . Contribution of H 2 . Now we compute the second term of (4.7). Recall
Proof. Divide I(H 2 ), S ψ into two integrations; the integration over
The integration over R ≥1 is well defined and continuous at δ = 0, since y ∈ R 6k is far from the image of S ψ δ (see (4.8)). But when δ = 0, this integral is zero, since all the three points S ψ (x p ) (p = 1, 2, 3) are in R 4k × {0} 2k and hence the image of the direction map ϕ H2 := ϕ Hence the integration over R ≥1 is O(δ). Next consider the integration over R <1 . We have only to consider (x; y) with the first 6k − 1 factors of S ψ (x 1 ), S ψ (x 2 ), S ψ (x 3 ) and y close to each other; otherwise the image of ϕ H2 cannot be in (supp(vol)) 3 (see condition (2) just before Figure  4 .2). In particular all (s (p) , t (p) ) ∈ R 4k−2 (p = 1, 2, 3) must be close to each other. Consider the case that x = (x 1 , x 2 , x 3 ) ∈ C 3 (R 4k−1 \ L). Similarly as in Lemma 4.12, if we choose vol S 6k−1 with sufficiently small support, then we may assume that at most one of x ∩ (X \ L) and x ∩ (Y \ L) is non-empty. We can prove the vanishing of the integration of ω H2 over {(x; y) | x ∩ X = ∅} in a similar way as in Lemma 4.12 by considering an involution F 1 : (x 1 , x 2 , x 3 ; y) → (i 1 x 1 , i 1 x 2 , i 1 x 3 ; i 1 y) (i 1 was defined in Lemma 4.12), which preserves the orientation but satisfies F * So we may assume that one of x p is in L (and other two points are near L). Since the first 6k − 1 factors of S ψ (x p ) (p = 1, 2, 3) are close to each other, an analogous argument to the proof of Lemma 4.4 shows that only the integration over the subspace of (x; y) with x in
2) correspond to the crossing c of f (see §4.2.2 and Figure 4.3) ; otherwise two or more S ψ (x p )'s are in R 4k ×{0} 2k and hence the image of the map ϕ H2 is of positive codimension ≥ 2k − 1 in (S 6k−1 ) 3 . But similarly as in Lemma 4.16, on these spaces we can define translations τ , τ ′ under which ϕ H2 is invariant, and hence the integrand ω H2 must vanish by dimensional reason.
Contribution of the correction term c. Lastly we compute the third term of (4.7). This is an integration of D(S ψ ) * µ over R 
Proof. First we show that integrations of D(S ψ )
* µ over X, Y and Z (see §4.2.2) vanish. For X, this is because
.24) and we can choose µ so that i * 1 µ = µ (see Remark 5.24), and • i 1 is an orientation reversing diffeomorphism of X. Similar arguments hold for Y and Z.
So we may restrict the integration to
is invariant under the translations τ and τ ′ defined in the proof of Lemma 4.16. If (s, t, u) ∈ N 3 (resp. N 4 ), then ψ(s, t)(u) does not depend on t ∈ R 2k−1 (resp. s), so D(S ψ ) is invariant under the translations τ (resp. τ ′ ). Thus the image of
Thus we have completed the proof of Theorem 4.7; only Type II configurations for H 1 contribute to H, S ψ by ±1, and hence H, S ψ = ±1.
4.3.
Non-triviality of H in general dimensions. Here we complete the proof of Theorem 1.3. Suppose that n > j ≥ 2, n − j ≥ 3 is odd and m := 2n − 3j − 3 > 0. Put n − j = 2k + 1 (k ≥ 1) and consider S ψ ∈ K 6k,4k−1 as above. Notice that n = 6k − m and j = 4k − m − 1, and in particular 4k − m − 1 > 0.
Since S ψ is of the form (4.6), we can find
and regard it as in Ω m K n,j . We think of [l m ] as the generator of H m (K n,j ) via the Hurewicz isomorphism (K n,j is (2n − 3j − 4)-connected; see [4] ).
Consider 
These spaces are also defined as the following pullback square;
) is the first m projection), via diffeomorphisms given by respectively
The direction maps C Hi → S N −1 , N = n or j, composed byl m are regarded as .14) and so on. Then the integrations relating to a , where a = min{m, 2k − 1}. The second term. Similarly as in Lemma 4.17, the integration over
In R <1 := C H2 \ R ≥1 , only (t, x, y) with pr j−1 (x p ) (p = 1, 2, 3) close to each other and The signs appearing in the proof of vanishing of integrations over R 4k−1 \ L are slightly different from those in the previous subsection. Recall the involutions F 1 and F 2 on C Hi (S ψ ). They clearly preserveĈ Hi , and are given by F l ((t, x 1 ) , . . . , (t, x 4 )) = (i l (t, x 1 ), . . . , i l (t, x 4 ) ) onĈ H1 ,
(l = 1, 2), here we regardĈ Hi as a subspace of C Hi (S ψ ) as above. The maps i 1 , i 2 : R N → R N (N = 4k − 1 or 6k) are as given in Lemma 4.12. For N = 4k − 1, they are written explicitly as
First consider the first and the second terms of (4.13). Let X, Y, Z ⊂ R m × R j = R 4k−1 be subsets defined similarly as in §4.2.2, and set
and so on. Then the actions of F 1 and F 2 on the forms ω Hi and orientations of the spaces are described as in Table 4 .1, which is a consequence of the equations
where ϕ is one of the direction maps, and i p,q : R n → R n (p < q) is given by i p,q (a 1 , . . . , a n ) := (a 1 , . . . , a p−1 , −a p , . . . , −a q , a q+1 , . . . , a n ) (in particular i 1 and i 2 we have used can be written as i 1 = i 1,2k−1 , i 2 = i 2k,4k−2 ). Thus the integrations of ω Hi overĈ Hi (X) andĈ Hi (Y ) vanish (when m > 2k − 1, we use j = 4k − 1 − m and hence m − 2k + j is odd).
For the third term of (4.13), we have to study the signs arising from the involutions i 1 and i 2 . The orientation signs of i 1 , i 2 :
and we can choose µ so that i 
Vanishing results
In § §5.1, ..., 5.8 we prove Theorem 3.4 assuming n − j ≥ 2 is even, by studying the boundary strata of compactified configuration spaces. Some results here hold even if n − j ≥ 3 is odd and can be used to prove Theorem 4.1 (see §5.9). In §5.10 we complete the proof of Proposition 3.5.
5.1. Boundary strata. Let Γ be a graph with s i-vertices and t e-vertices. We denote by C s,t the fiber of π Γ . The compactified configuration space C s,t is a manifold with corners. The boundary ∂C s,t consists of configurations where some points in the configuration are allowed to 'collide together.' Moreover ∂C s,t is stratified via 'complexities' of collisions.
But here we do not need the complete description of all strata. For our purpose only the most 'generic' part, the codimension one strata, are needed. Such strata correspond to 'coinstantaneous collisions' of points, and are parametrized by subsets of the set V (Γ) of vertices of Γ, as we will explain in §5.2.
Codimension one strata.
To any subset A ⊂ V (Γ) with ♯A ≥ 2, a codimension one stratum C A ⊂ ∂C s,t is assigned. Namely C A consists of configurations where the points labeled by A 'simultaneously collide together.' More precisely, any point in C A can be written as a limit point
such that (x 1 (τ ), . . . , y s+t (τ )) ∈ C o s,t for τ > 0, and x p (τ ), y q (τ ) can be written as
for some v p ∈ R j \ {0}, w q ∈ R n \ {0} and z ∈ R n . There are other types of codimension one strata, denoted by C where (x 1 (τ ), . . . , y s+t (τ )) ∈ C o s,t (0 < τ < ∞) is of the form
for some v p ∈ R j \ {0}, w q ∈ R n \ {0}, x p ∈ R j and y q ∈ R n .
All the codimension one strata is of the form C A or C ∞ A , hence we have
We will call C A (♯A ≥ 2) a stratum of non-infinity type, and C ∞ A (A = ∅) a stratum at infinity.
Define the subsets Σ A and Σ
where C A (f ) and C for the proof of Theorem 3.4. In §5.3 and §5.4 we will describe these strata explicitly, following [3, 5, 14, 20] .
5.3.
Explicit description of non-infinity type strata. Let A ⊂ V (Γ) be a subset with ♯A ≥ 2 (recall that V (Γ) denotes the set of vertices of a graph Γ). Here we study the strata Σ A of non-infinity type. Denote by E(Γ) the set of edges of Γ.
Definition 5.1. The subgraph Γ A of Γ associated with A is a (possibly nonadmissible) graph with V (Γ A ) = A and E(Γ A ) = {pq ∈ E(Γ) | p, q ∈ A, p = q} (hence small loops are ignored). If A = {p 1 < · · · < p k }, then the vertex of Γ A which was labeled by p a in Γ is re-labeled by a. The labels of edges are suitably decreased.
The quotient graph Γ/Γ A is a graph obtained by 'collapsing Γ A to a point v A .' More precisely,
The vertex v A is internal if there is an i-vertex in A, and is external otherwise. We label v A by min{p ; p ∈ A}, and the labels of other vertices and edges are suitably decreased (see Figure 5 .1 for an example). The fiber of p A is thought of as the space of 'infinitesimal configurations' at the colliding point. We will define a fibration ρ A :B A → B A which describes such infinitesimal configurations. Definition 5.2. Define I j (R n ) as the set of all j-frames in R n . In other words
We give I j (R n ) a natural structure of an open submanifold of (R n \ {0}) j .
Let a and b be the numbers of i-and e-vertices in A. Define a manifold B A by
When a = 0, we defineB A to be C o ♯A (R n ) modulo scaling and translation;
where the action of R n ⋊ R >0 is defined by
The map ρ A :B A → B A = { * } is defined as the canonical one. 
where the action of R j ⋊ R >0 is defined by 
if a > 0 (each tangent spaces are naturally identified with R j and R n ).
Proposition 5.3 ([3, 5, 14, 20]). The fibration p
Notice that the differential form ω Γ/ΓA ∈ Ω * DR (C o Γ/ΓA ) can be defined similarly to §3.2, by using the direction maps ϕ corresponding to the edges of Γ/Γ A . Similarly, the maps ϕ e for any edges of Γ A are well defined onB A ; if e = − → pq is an η-edge, ϕ η e (ι; (x r , y s ) r,s∈A ) :
and if e is a θ-edge,φ θ e (ι; (x r , y s ) r,s∈A ) :
where z p = x p or ι(y p ) according to whether p is internal or external. Hencê
can be defined. Then we have
A (ρ A ) * ωΓA by the compatibility of fiber-integrations with pullbacks (for signs see § §5.5, 5.6).
Denote π
We will often use the following criterion to show the vanishing of an integration along Int Σ A .
Lemma 5.4 ([5])
. Let a and b be the numbers of i-and e-vertices in A respectively. Then the fiber integration (π
and, by definition of the fibration 
The origin 0 ∈ R n corresponds to v ∞ , which we use to fix the coordinates. So in this case translation is not needed (compare it with the definition ofB A ). 
where z p denotes x p or y p according to whether p is an i-vertex or not. Then
Under the identification in Proposition 5.6, All the other boundary strata are said to be hidden.
Here we study the induced orientations of the non-infinity type principal strata C A from that of fib(π Γ ) ≈ C s,t (see §5.2). We are not interested in the orientations of strata at infinity and hidden strata, since the integrations along these strata will be proved to vanish (see below).
Let s and t be the numbers of i-and e-vertices of Γ respectively. The fiber C s,t is equipped with the natural orientation as the subspace of (R j ) s × (R n ) t . Let A ⊂ V (Γ) be a subset with ♯A = 2 (thus Σ A is principal), and a and b (with a + b = 2) the numbers of i-and e-vertices in A. where w ∈ S n−1 and z p = f (x p ) or y p according to whether p is internal or not. The local coordinate of C Γ given by (5.5) has the orientation sign (−1) n(s+q−1)+js . Putting ε = 0 in the local coordinate (5.5), we obtain the natural orientation of C Γ/ΓA × S n−1 . Thus the induced orientation of C Γ/ΓA × S n−1 as a boundary face of C Γ has the sign (−1) n(s+q−1)+js+1 .
Principal faces.
In this subsection we compute the fiber integration along the principal faces. By Lemma 5.7, (π
does not vanish only if, in Γ, • p is a uni-valent i-vertex with exactly one adjacent η-edge, or • p is a uni-valent e-vertex with exactly one adjacent θ-edge. But neither case occurs since Γ is admissible (see Definition 2.1).
Theorem 5.11 ([5, 14, 20] ). The sum of integrations of ω Γ along all the principal faces Σ A of non-infinity type is equal to I(δΓ).
Proof. By the above Theorems 5.9 and 5.10, we only need to consider the principal faces Σ A such that the two vertices of Γ A are joined by an edge e. We will show
τ (e) (π Γ/e ) * ω Γ/e for any principal strata Σ A , where e ∈ E(Γ) is the only edge of the subgraph Γ A and τ (e) is the sign given in Proposition 2.9. Then we will obtain
First we consider the case when n and j are odd. We divide the proof into four cases. Case (a). A = {p, q} consists of two e-vertices (so we can assume s < p < q and the edge e = − → pq is a θ-edge). 
In this caseB
Γ/e ) and hence we have
Case (b). A = {p, q} contains both an e-and an i-vertex (thus we can assume p ≤ s < q, and e = − → pq is a θ-edge). 
Case (c). Both two points p, q of A are internal and e = − → pq is an η-edge. In this case Int Σ A ≈ C o Γ/e × S j−1 . Proof is the same as the above cases, since by Case 1 in §5.5, the induced orientation of
. Case (d). A = {p, q} consists of two i-vertices (thus we can assume p < q ≤ s) and the edge e = − → pq is a θ-edge.
In this case Int Σ A ≈ C õ Γ × S j−1 , whereΓ is Γ/e with its small loop e removed. The right hand side is nothing but the space C o Γ/e (Γ/e is a graph with small loop; see §3.3), up to the orientation. Again by Case 1 in §5.5, the induced orientation of Int Σ A ⊂ C Γ has the sign (−1)
τ (e) . Hence
as desired. The proof of the case when n and j are even is similar. In Case (a), the induced orientation of Σ A ⊂ C Γ has the sign −1. To integrate the form θ e first, we must put θ e at the top of ω Γ . Such a re-ordering yields the sign (−1)
i−1 if e is the i-th edge. Hence
The remaining three cases are proved in similar ways. In Case (d), we have to put the S j−1 -factor at the end of the (S j−1 ) u -part, so the sign (−1) u appears. When n is even, we have to consider one more case; Case (e). A = {p, q} consists of two internal vertices (thus we can assume p < q ≤ s) which are joined by an η-edge − → pq η and a θ-edge − → pq θ . In this case, the induced orientation of Σ A ⊂ C Γ has the sign −1 as in Case (a). But we need to put S j−1 at the end of S j−1 -factor, and not to move the forms θ and η. Hence
By the above Theorem 5.11, the proof of Theorem 3.4 is reduced to showing that hidden faces do not contribute to the fiber integration. The following, whose proof will be given in §5.7 and §5.8, will complete the proof of Theorem 3.4.
Theorem 5.12. Let Γ be an admissible graph. Then all the integrations of ω Γ along hidden boundary faces of the fiber of π Γ : C Γ → K n,j vanish if (1) n − j ≥ 2 is even and Γ is a tree, or (2) both n > j ≥ 3 are odd and Γ has at most one loop component.
5.7.
Hidden faces; the non-infinity type. Here we show that all the hidden faces Σ A of non-infinity type, ♯A ≥ 3, do not contribute to the fiber integration. Suppose Γ A = Γ A1 ⊔ Γ A2 for non-empty subsets A 1 , A 2 ⊂ A (thus we can assume ♯A 1 ≥ 2). Let a i and b i be the numbers of i-and e-vertices of A i , i = 1, 2.
We define the spaceB A , which containsB A as an open subset, bỹ
here ∼ is defined by using the translation and the scaling. In other words, 'a point in A 1 may collide with a point in A 2 .' Since there are no edges joining a point in A 1 to that of A 2 , the direction maps ϕ corresponding to the edges of Γ A are well-defined onB A , and so is the associated differential form (we denote it byω ΓA ). The restriction ofω ΓA ontoB A isω ΓA . Consider a free action of R N onB A defined by the translations of points in A 1 (points in A 2 are fixed). Here N = j or n according to whether A 1 contains an ivertex or not. Let p :B A →B A /R N be the quotient map. Since the direction maps ϕ :B A → S j−1 or S n−1 factor through p, there exists a form ω
We have a map of fibrationŝ Thanks to Lemma 5.13, below we can assume that Γ A is connected. In Theorem 3.4 we assumed g ≤ 1, that is, our graph has at most one loop component (other than small loops), and so does its connected subgraph Γ A . Let q ∈ A be the vertex joined to p in Γ A , which must be internal in the case (a), while in the case (c) it may be both internal or external. There is a fiberwise free action R >0 onB A defined on each fiber by
Thenω ΓA ∈ Ω * DR (B A ) is basic with respect to the quotientB A →B A /R >0 . Since ♯A ≥ 3, the fiber ofB A /R >0 → B A is of strictly less dimension than that of ρ A . Hence the similar argument as in Lemma 5.13 completes the proof. Proof. Let s and t be the numbers of i-and e-vertices in A respectively. Define an involution F ofB A by F (ι; x 1 , . . . , x s ; y s+1 , . . . , y s+t ) := (ι; x 1 , 2x 1 − x 2 , . . . , 2x 1 − x s ; 2ι(x 1 ) − y s+1 , . . . , 2ι(x 1 ) − y s+t ), whose orientation sign is (−1) j(s−1)+nt = (−1) s+t−1 . Let α and β be the numbers of η-and θ-edges of Γ A respectively. Sinceφ e • F = ι S N −1 •φ e for any edge e (N = j or n according to whether e is an η-edge or a θ-edge), we have
But by our assumption, Γ A has exactly one loop component, so α + β is equal to the number of vertices of Γ A , that is, s + t. Thus
and hence (ρ A ) * ω ΓA = 0. The formula (5.3) in §5.3 completes the proof.
5.8. Hidden faces; strata at infinity. In this subsection we will prove that the hidden strata Σ is basic with respect to this action, hence similar argument to Lemma 5.13 completes the proof.
Remark 5.19. In the end of the proof we used that the long knots are standard near infinity, so ω Γ ∞ V (Γ)
contains no information about the base space K n,j .
Thus we have shown that all of hidden and infinity contributions vanish, and completed the proof of Theorem 5.12.
5.9. Proof of Theorem 4.1. In the above proofs, we have used
• symmetry of the fiber, and
• dimension counting.
Below we check that some of the arguments are valid even if n − j ≥ 3 is odd (in particular n = 6k, j = 4k − 1), and can be used to prove Theorem 4.1.
Lemma 5.20. dH = I(δH) modulo the contributions of hidden faces.
Proof. Exactly similar to Theorem 5.11. We used Theorems 5.9 and 5.10 to prove Theorem 5.11, which are proved by only dimension counting. The orientation sign of F is (−1) j , while F * ω H1 = (−1) nω H1 because F * θ 12 = (−1) n θ 12 and F * preserves η 23 , θ 34 . Since n − j is odd, (ρ A ) * ωH1 = (−1) n+j (ρ A ) * ωH1 = −(ρ A ) * ωH1
and hence the integration along Σ V (H1) must vanish. For A ⊂ V (H 2 ) with ♯A = 3, then A contains two i-vertices joined to the e-vertex labeled by 4. Then using the involution χ 2 appeared in the proof of Lemma 5.16, vanishing for type (b-1), we can complete the proof.
Next consider the contribution of 'anomalous face' Σ A , A = V (H 2 ) (hence Γ A = H 2 ). Recall from §5.3 that the face Σ A is described by the pullback square in Proposition 5.3 with B A = I j (R n ) and C Γ/ΓA = K n,j × R j . The contribution of Σ A is given by p * D * A (ρ A ) * ωH2 , where p : K n,j × R j → K n,j is the first projection. At present we cannot determine whether this contribution vanishes or not, so dI(H) = 1 6 p * D * A (ρ A ) * ωΓA .
But we can define a correction term c which kills this contribution as follows.
Lemma 5.22. The form (ρ A ) * ωH2 ∈ Ω 2n−2j−2 DR (I j (R n )) is closed.
Independency on volume forms.
There is another vanishing result, which is needed in the proof of Propositions 3.5, 3.6 (independency on the choices of volume forms of the map I on cohomology). Recall that we assume that g, n and j are such that the integration map I is a cochain map and that n − j > 2.
Lemma 5.25. The differential formĨ(Γ) ∈ Ω * DR (K n,j × [0, 1]) from the proof of Proposition 3.5 is closed if n − j > 2.
Proof. As already done for I(Γ) in §5.6, §5.7 and §5.8, we must show
• d Kn,j ×[0,1]Ĩ (Γ) =Ĩ(δΓ) modulo the contributions of hidden faces of the fibers of π Γi , and hence it vanishes since Γ is a cocycle, and • the contributions of hidden faces also vanish. In this section we have proved the vanishing results by using symmetry and dimension counting. We have to repeat these proofs forĨ. The symmetry arguments can be applied to the cases here, since the factor [0, 1] does not cause any trouble.
We can check that the dimension-counting arguments also work. The key ingredients in the proofs are the equation ( By the generalized Stokes theorem, (I 1 (H) +c| Kn,j ×{1} ) − (I 0 (H) +c| Kn,j ×{0} ) = ±dp * H .
Butc| Kn,j ×{ε} (ε = 0, 1) comes fromμ| Ij(R n )×{ε} which satisfies dμ| Ij (R n )×{ε} = (ρ A × id {ε} ) * ωA /6. Hencec| Kn,j ×{ε} works as a correction term for I ε (H). Thus we see that H is independent of the choices of symmetric vol S n−1 .
Similar arguments work when we fix vol S n−1 and use two different vol S j−1 's (in this case we can chooseμ of the form q * µ where q : I j (R n ) × [0, 1] → I j (R n ) is the projection, because the graph H 2 contains no η-edges and hence we do not use vol S j−1 to define the correction term).
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