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Abstract
A Riesz basis is the image of an orthonormal basis under an invertible continuous linear mapping.
In many interesting applications, perturbing an orthonormal basis in a controlled manner yields a
Riesz basis. In this paper we find Riesz basis for L2(R) of the form {bIk (x) sinλkx}, with bIk (x) bell
functions, by perturbing the local sine and cosine orthonormal bases of Coifman and Meyer.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Orthonornal basis and Riesz basis provide us with a simple representation of an element
in Hilbert space. Since perturbing an orthonormal basis in a controlled manner yields a
Riesz basis, this is an important subject of study which goes back to Paley and Wiener who
were interested in the question of which perturbations {(1/√2π)eiλnx} of the orthonormal
basis {(1/√2π)einx} are still a Riesz basis for L2[−π,π]. In this context, it is then natural
to consider when the sequence {λn − n} is small, so that the perturbations described above
are still a Riesz basis for L2[−π,π]. Kadec’s 1/4 theorem provides us with the sharp
answer for this question [3, Chapter 1]. In fact, the idea of this proof is an important tool
in obtaining our results (Theorem 3.2 and Corollary 3.3).
Each element of {(1/√2π)einx} consists of a combination of sines and cosines, which
are periodic. On the other hand, due to the presence of the bell functions, elements of the
orthonormal basis of Coifman and Meyer in Theorem 2.1 below are not periodic, thus
finding the sharp perturbation range presents some difficulties. But we can still find Riesz
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Corollary 3.3).
2. Orthonormal bases of Coifman and Meyer
Throughout this paper, we will consider the usual inner product of functions f,g of
L2[α,β] given by
〈f,g〉 =
β∫
α
f g¯.
Given an interval I = [α,β], we begin by defining a smooth orthogonal projection PI onto
L2[I ]. First we choose an even nonnegative function ψ with suppψ = [−ε, ε], normalized
so that ‖ψ‖L1 = π/2, and we let
θ(x)=
x∫
−∞
ψ(t) dt.
Now we put cε(x)= cosθ(x) and sε(x)= sin θ(x). Then an orthogonal projection PI for
the interval I , which is similar to the one obtained by multiplication by χI but which is
“smoother,” can be expressed in terms of the “bell function” bI , where
bI (x)= sε(x − α)cε′(x − β),
by means of
(PI f )(x)= b2I (x)f (x)± bI (x)bI (2α− x)f (2α − x)
± bI (x)bI (2β − x)f (2β − x). (1)
With this bell function bI , we can find orthonormal basis for HI = PIL2(R). More
precisely, we have
Theorem 2.1 [1, Theorem 4]. If PI = P[α,β] is the projection associated with negative
polarity at α and positive polarity at β , then for an arbitrary interval I = [α,β] with the
length |I |,
(i)
{√
2
|I |bI (x) sin
2k + 1
2
π
|I | (x − α), k = 0,1,2, . . .
}
is an orthonormal basis for HI = PIL2(R). If we choose instead the polarities (−,−),
(+,−), and (+,+) at (α,β), the same result is true if we consider, respectively, any of the
systems
(ii)
{√
2
|I |bI (x) sink
π
|I |(x − α), k = 1,2,3, . . .
}
,
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{√
2
|I |bI (x) cos
2k+ 1
2
π
|I | (x − α), k = 0,1,2, . . .
}
,
(iv)
{
1√|I |bI (x),
√
2
|I |bI (x) cosk
π
|I | (x − α), k = 1,2,3, . . .
}
,
instead of (i) above.
The same procedure allows us to construct an orthonormal basis for L2(R). More pre-
cisely, let us select a sequence {αj } such that αj < αj+1 and limj→±∞ αj = ±∞, and
choose an accompanying sequence {εj } such that αj + εj  αj+1 − εj+1 for all j ∈ Z.
Let Pj = P[αj ,αj+1] be constructed with, say, negative polarity at αj and positive polarity
at αj+1. Further, let
bj,k(x)=
√
2
αj+1 − αj b[αj ,αj+1] sin
(
2k+ 1
2
π
αj+1 − αj (x − αj )
)
,
j ∈ Z, k = 0,1,2, . . . . Then {bj,k} forms an orthonormal basis for L2(R) [1]. We can
change the polarity for each projection and arrive at the same result so long as the polarity
for Pj−1 at αj is opposite to that of Pj at αj .
3. Riesz basis of Coifman and Meyer type
We begin by recalling the definition of Riesz basis.
Definition 3.1. A family of {fi}i∈Z of the Hilbert space H is called a Riesz basis if it is the
image of an orthonormal basis under a bounded invertible operator.
Theorem 3.2 plays an important role for our main result, Corollary 3.3 below, which is
finding a Riesz basis for L2(R) of the Coifman–Meyer type.
Theorem 3.2. For an interval I = [0,1], the collection {√2bI (x) sinλnx} is a Riesz basis
for PIL2(R), if |(2n+1)/2π−λn|L for some L for which the function φ(L) is negative,
where
φ = φA + φB + φC + φD + φE + φF ,
and
φA(L)≡− sin 2L3L −
sinL
3L
,
φB(L)≡ 12
(
sin 2L sin 3L2
cos 3L2
− sinL sin
3L
2
cos 3L2
)
,
φC(L)≡ 12
(
2 sin 2L
3L
+ 2 sinL
3L
− sin 2L cos
3L
2
sin 3L
− sinL cos
3L
2
sin 3L
)
,2 2
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φE(L)≡ 12
(
cos 2L sin 3L2
cos 3L2
+ cosL sin
3L
2
cos 3L2
)
,
φF (L)≡ 12
(
2 cos2L
3L
− 2 cosL
3L
− cos 2L cos
3L
2
sin 3L2
+ cosL cos
3L
2
sin 3L2
)
.
As we shall see below, L < 0.3788 will do.
Proof. First expand 1− eiδx in a Fourier series relative to the orthonormal basis{
1√
3
,
√
2
3
cos
(
2
3
kπ
(
x − 1
2
))
,
√
2
3
sin
(
2
3
(
k − 1
2
)
π
(
x − 1
2
))
, k = 1,2, . . .
}
for L2[−1,2]. Then 1− eiδx = 1− I1 − I2 − I3, where
I1 = sin 2δ3δ +
sin δ
3δ
− i cos 2δ
3δ
+ i cosδ
3δ
,
I2 =
∞∑
k=1
√
2
3
(
i9δ(−1)k(cos 2δ− cosδ)
(2kπ)2 − 9δ2
)√
2
3
cos
(
2
3
kπ
(
x − 1
2
))
−
∞∑
k=1
√
2
3
(
9δ(−1)k(sin 2δ+ sin δ)
(2kπ)2 − 9δ2
)√
2
3
cos
(
2
3
kπ
(
x − 1
2
))
,
I3 =
∞∑
k=1
√
2
3
(
i9δ(−1)k+1(cos 2δ+ cosδ)
(2(k − 1/2)π)2 − 9δ2
)√
2
3
sin
(
2
3
(
k − 1
2
)
π
(
x − 1
2
))
−
∞∑
k=1
√
2
3
(
9δ(−1)k+1(sin 2δ− sin δ)
(2(k− 1/2)π)2 − 9δ2
)√
2
3
sin
(
2
3
(
k − 1
2
)
π
(
x − 1
2
))
.
Then
sin
(
(2n+ 1)π
2
x
)
− sinλnx =
(
ei
nπ
2 x − eiλnx)=(ei nπ2 x(1− eiδnx)), (2)
where δn = λn − ((2n + 1)/2)π . Let {cn} be an arbitrary sequence of scalars such that∑ |cn|2  1. By using (2), interchanging the order of summation, and then using the trian-
gle inequality, we have∥∥∥∥∑ cn√2b(x)
(
sin
(
2n+ 1
2
πx
)
− sin(λnx)
)∥∥∥∥
2
A+B +C +D +E + F,
where
A=
∥∥∥∥∑ cn
(
1− sin 2δn
3δn
− sin δn
3δn
)
S∗n(x)
∥∥∥∥
2
,
B =
∞∑∥∥∥∥23 sin 2(k − 1/2)π3
(
x − 1
2
) ∞∑ 9δn(−1)k+1(sin 2δn − sin δn)
(2(k− 1/2)π)2 − 9δ2n
cnS
∗
n(x)
∥∥∥∥
2
,k=1 n=1
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∞∑
k=1
∥∥∥∥∥23 cos 2kπ3
(
x − 1
2
) ∞∑
n=1
9δn(−1)k(sin 2δn + sin δn)
(2kπ)2 − 9δ2n
cnS
∗
n(x)
∥∥∥∥∥
2
,
D =
∥∥∥∥∑ cn
(
cos 2δn
3δn
− cos δn
3δn
)
C∗n(x)
∥∥∥∥
2
,
E =
∞∑
k=1
∥∥∥∥∥23 sin 2(k − 1/2)π3
(
x − 1
2
)
×
∞∑
n=1
9δn(−1)k+1(cos 2δn + cosδn)
(2(k− 1/2)π)2 − 9δ2n
cnC
∗
n(x)
∥∥∥∥∥
2
,
F =
∞∑
k=1
∥∥∥∥∥23 cos 2kπ3
(
x − 1
2
) ∞∑
n=1
9δn(−1)k(cos 2δn − cosδn)
(2kπ)2 − 9δ2n
cnC
∗
n(x)
∥∥∥∥∥
2
,
and where S∗n(x)=
√
2b(x) sin((2n+ 1)πx/2) and C∗n(x)=
√
2b(x) cos((2n+ 1)πx/2).
Now consider the functions
fA(x)= 1− sin 2x3x −
sinx
3x
, fB(x)= x(sin 2x − sin x),
fC(x)= x(sin 2x + sinx), fD(x)= cosx − cos 2x
x
,
fE(x)= x(cosx + cos 2x), and fF (x)= x(cosx − cos 2x),
which appear in the expressions of A, B , C, D, E, and F , respectively. All of these func-
tions are positive and increasing on some interval [0, T ], in our case T = 1/2 suffices.
Since the series
∞∑
k=1
2L
π(k2 −L2) and
∞∑
k=1
2L
π((k − 1/2)2 −L2)
are the partial fraction expressions of the functions 1/(πL)− cotπL and tanπL, respec-
tively, it follows that∥∥∥∥∑ cn√2b(x)
(
sin
(
2n+ 1
2
πx
)
− sin(λnx)
)∥∥∥∥
2
 1+ φ(L), (3)
where φ is given in the statement of Theorem 3.2. Thus, if |(2n+ 1)/2π − λn|  L for
some L for which φ is negative, then by the Paley–Wiener theorem, {√2bI (x) sinλnx} is
a Riesz basis for PIL2(R).
Finding algebraic solutions for the equation φ = 0 is not obvious, but using a graphing
tool (e.g., Maple, Mathematica), we can find that φ is negative if L is positive and is about
0.3788. This value makes sense, since our T is 1/2. The proof is thus completed. ✷
Our main result now follows.
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that is, αj < αj+1, limj→±∞ αj =±∞, and there is an accompanying sequence {εj } such
that αj + εj  αj+1 − εj+1 for all j ∈ Z. Let
b′jk(x)=
√
2
αj+1 − αj b[αj ,αj+1] sin
(
λk
αj+1 − αj (x − αj )
)
,
j ∈ Z, k = 0,1,2, . . . . Then under the same conditions as in Theorem 3.2, {b′jk} forms a
Riesz basis for L2(R) which is close to the Coifman and Meyer orthonormal basis.
The proof of the above Corollary follows along the lines of that of Theorem 3.2.
The detailed proofs of our next two results will be omitted since they also follow along
the lines of Theorem 3.2.
Proposition 3.4. If {λk} is a sequence of real numbers such that∣∣∣∣2k + 12 π − λk
∣∣∣∣ L,
where L satisfies
ψ(L)= 1
2
(
3
L
− cosL
L
− sinL
L
− cos
2 L
sinL
− cosL− cosL
sinL
)
< 0,
then {√2 sinλkx} is a Riesz basis for L2[0,1]. The largest L is about 0.960.
Proposition 3.5. If {λn} is a sequence of real numbers for which∣∣∣∣nπ2 − λn
∣∣∣∣ L< π8 ,
then {
1
2
,
1√
2
sinλnx,
1√
2
cosλnx
}
is a Riesz basis for L2[−2,2].
The consideration of φ(L), ψ(L), and L in Theorem 3.2, Proposition 3.4, and Propo-
sition 3.5, respectively, follows from the Paley–Wiener theorem [2]. Also a reformulated
version of that theorem may be found in [3, Chapter 1, Theorem 13].
Remark 3.6. We can also compute the norm in (3) on L2[−α,α]. Then the condition for
L is
1+ sinαL− cosαL < 1,
which is satisfied if L < π/(4α). Thus the bigger the size of [−α,α], the smaller the
possible value of L. For example, if we take α = 2, then φ(L)= sin 2L−cos 2L is negative
if L is about 0.3926. If α = 3, L is about 0.2617.
462 M. Chung / J. Math. Anal. Appl. 285 (2003) 456–462Remark 3.7. {√2/|I |bI (x) cos(λn(x/|I |))} also forms a Riesz basis for PIL2(R) which
is “close” to the orthonormal basis{√
2
|I |bI (x) cos
(
2n+ 1
2
x
|I |
)}
with the condition in Theorem 3.2.
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