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A number a is called badly approximable if there is a constant c = c(a)>0 
such that 
l&q - PI > c(a) 
for any integers p,q # 0. The existence of continuum-many badly 
approximable numbers follows easily from the theory of continued 
fractions. In the present paper the notion of a badly approximable number 
is generalized to badly approximable systems of m linear forms in n 
variables. Among other results we prove for every given m and n the 
existence of continuum many badly approximable systems of linear forms. 
1. Introduction. Let 
L,(x) = a11x1+ . . . +al”X”, 
. . . (1) 
L”(X) = a,1x1+ . . . +a,“x, 
be a system of m linear forms in n variables, with real coefficients. By a 
principle of Dirichlet [6] there exist infinitely many integer points x such 
that 
(max(lxll,. .,lx,l>)“(max(liL1(x)/I,. . ., IjMX)lj))m < 1, (2) 
where 11. .\I denotes the distance from the nearest integer. The number 1 
on the right hand side of (2) may be replaced by a smaller constant 
c1 = c,(m, n), but the best permissible value for c,(m, n) is unknown 
except form = n = 1. 
Call the system of linear forms L1, . . .,L, badly approximable if there 
is a constant c2 = c,(L,, . . . ,L,) > 0 such that 
(max(l+q I.. . . , (x,J>>” (max(/jWQll,. . . , IILmWi/Y > c2 (3) 
* This paper was written with partial support from the National Science Founda- 
tion Grant No. NSF-GP-65 15. 
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for every integer point x # 0. Let N = N(m, n) be the set of all matrices 
all. . .%n 
A= . . . 
i 1 
(4) 
%l1~~*%n* 
such that the forms L,, . . . , L, given by (1) are badly approximable. 
Perron [II] constructed matrices A in N(m, n) with algebraic elements 
clij and thus showed in particular that N(m, n) is not empty. It follows 
from a transference principle of Khintchine [S] that if A lies in N(m, n), 
then the transposed matrix AT of A lies in N(n, m). It was shown by 
Khintchine [9] that N(m, n) has Lebesgue measure zero in mn-dimensional 
space. The theory of continued fractions shows that N(1, 1) has the power 
of the continuum, and Jarnik [7] proved that its Hausdorff dimension is 
1. Davenport [3] showed that N(2, 1) and hence N(1,2) has the power 
of the continuum, and Cassels [2] proved the same result for N(m, 1) and 
N(l, m). It follows easily that N(m, n) has the power of the continuum if 
m divides n or if n divides m. Namely, if n = mt and if (q,. . . , a,) lies 
in N(l, t), then 
i 
ctl...cI, o...o . . . o...o t 
o...o cq...c(, . . . o...o 
1 i 
m . . . 
O...O O...O . . . al...at + 
lies in N(m, n). 
As far as I know, nothing has been shown for general m and n beyond 
the result of Perron mentioned above. We shall prove the following 
theorem. 
THEOREM 1. N(m, n) has the power of the continuum, and in fact its 
Hausdorfl dimension is mn. 
2. Introduction, continued. When m = 1 or n = 1, much more is 
known than Theorem 1. For example, Davenport [5] could show the 
existence of real numbers a such that a, c?, . . . , ak each lie in N(l, 1) 
where k is a given number, and the author [12] could show the existence 
of numbers u such that all the powers, u, CI’, . . . lie in N(l, 1). All these 
results follow from Theorem 3 in [I31 according to which N(l, 1) is a 
winning set of certain games. 
Put h = mn and identify the matrix A given by (4) with the point 
(a 11,. * *9 Ul”,. 9 *, u,,,,) of Euclidean EL. 
Suppose 0 < u < 1,O < /I < 1 and consider the following game of two 
players Black and White. First Black picks an arbitrary closed ball K, 
in E*. Then White picks a ball W, c K, whose radius is u times the 
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radius of K,. Then Black picks a ball K2 c W, with radius fl times the 
radius of WI, then again White a ball W, t K2 of radius a times that of 
K2, and so forth. A set S of E” is called a winning set if White can play 
in such a way that the point of intersection 
fT w, = rY K, 
t=i t=i 
lies in S, no matter how Black plays. More precisely, S is called an 
(a, &winning set. 
THEOREM 2. The set N(m, n) is (a, @winning provided 
2a < l+afl. (6) 
By Lemma 23 and by Corollary 2 of Theorem 6 of [23], N(m, n) contains 
continuum many elements in every ball and has Hausdorff dimension 
h = mn. Hence Theorem 1 follows. Using the first two theorems in [13] 
we see, for example, the existence of a matrix A as in (4) such that all the 
matrices 
k k 
all.. .aln 
A(k) = 
t 1 
. e . (k = 1,2,. . .) 
k k 
ami-. .a,, 
lie in N(m, n). 
The simplest proof that N(m, 1) has the power of the continuum is 
due to Davenport [4] and is a development of a method of Cassels [I]. 
We, too, shall employ a development of this method. However, in previous 
developments of Cassel’s method, the inductive steps were independent, 
while now the possibility of carrying out any one step depends on the 
situation established in the preceeding steps. 
The corresponding result for N(l, n) follows from that for N(n, 1) by 
Khintchine’s transference principle. It is curious that no direct proof for 
N(l, n) is known. It would appear that in order to prove the result for 
N(m, n) one should first find a direct proof for N(1, n). However, this is 
not the case, and we shall use a transference principle in our proof for 
N(m, n). More precisely, we shall use Mahler’s transference theorem [9] 
on the successive minima of polar convex bodies. 
3. Notation. We shall write 
/ l=m+n / 
and we shall use vectors X, Y,. . ., A, B,. . . in 1 variables. In particular 
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we shall use vectors 
AI = (a,,,. . .,%,,1,0,. . .,O>, 
. . . (8) 
A,,,=&,,, ,..., cq,,,,O,O ,..., 1). 
The matrix A given by (4) lies in N(m, n) precisely if there is a constant 
c2 > 0 such that 
(max(lxll,. . . , IQ” (max$%XI, . . . , IA,,XIY’ > c2 (9) 
for every integer point X = (x1,. . ., x,,. . ., x1) with (x,,. . ., x,,) # 
to, * . . , 0). 
We also shall need 
B, = (all,. . .,%I, ho,. . .,O), 
. . . (10) 
B,, =(cQ,, ,..., amn,O,O ,..., 1). 
The transpose AT of A lies in N(n, m) precisely if there is a c; such that 
(max(ly, I,. . . , ly,,$>” (max@hYI,. . . , IBnYl)>” > 4 (11) 
or every integer point Y = (vi,. . ., yrn,. . ., yJ with (vi,. . ., u,,,) # 
(0,. . . , 0). 
Besides points x in E” and points X, Y,. . ., A, B,. . . in E’ we shall 
encounter points A, U, V,. . . in Eh where 
/ h=mn. ) (12) 
We identify these points with m xn matrices. To distinguish it from a 
product of matrices we denote the inner product of U and V by U * V, 
and we write Iu/ = (U * ~)l/‘. 
Black will begin the game by choosing a ball Kr in Eh. Let us suppose 
Ki has radius p = r(K,) and all its points A satisfy 
IAl I 0, 
say. The constants cj, c.+, . . . appearing in the sequel as well as the 
constants implied by $ will be positive and will depend only on m, n, a,/$ p 
and u. 
The strategy of White will depend on a number R > 1. We shah see 
that the strategy works provided 
R > R&G n, a, 8, P, 0). 
It will be convenient to write 
6 = R-n!=, 6T = R-d2, 
A = n/l, IT=l. 
(13) 
(14) 
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The constants 6r, AT play the same roles in the dual situation that 6,3, 
play in the original situation; the superscript T stands for transposed. 
4. White’s basic strategy. White plans to play in such a way that 
if a ball Kk of the game has radius 
r(K’J < R-+Q (15) 
for some nonnegative integer i and if A lies in Kk, then the system of 
inequalities 
0 < max (1x11,. . . , Ix& < 6R”(“+‘), (16) 
max(lA,XI,. . . , IA,,,XI) < GR-n(rl+i)-m (17) 
has no solution in integer points X. Furthermore White plans to play 
such that if a ball K,, of the game has 
r(Kh) < R-‘(A=+i) (18) 
for some nonnegative integer i and if A lies in K,,, and if A is given by (4) 
and B,, . . . , B, by (lo), then the inequalities 
0 < max(ly,(, . . . , IJJ,,,\) < 6TRn(rlT+i), (19) 
max(lB,Yl,. . ., IB,YI) c c!S~R-“‘~‘~+~)-” (20) 
have no solution in integer points Y. 
We note that since the K’s are the balls chosen by Black, the stated 
requirements will in fact have to be satisfied already by W,- 1 and W,,- *. 
This strategy ensures that White will “win”, i.e., that the point A in 
the intersection E K, lies in N(m, n): For let X be an integer point 
r=1 
with (x1,. . ., x.) # (0,. . . , 0). There is a nonnegative integer i with 
GRm(‘+i-l) 6 max(lxll,. . .,1x,1) < 6Rm(‘+i), 
and therefore we have 
max(lA,XI, . . . , IA,,,XI) >= dR-“(‘+i)-m. 
It follows that 
(max(lxrl,. . ., Ix$)“(max(lArXI,. . ., IA,,,Xl))m 2 8’R-“m-m2, 
and (9) holds for any constant c2 with 0 < c2 < #R-“, say. 
The second property postulated for the balls is not needed to show that 
White will win, but is needed in the course of the proof that White’s choice 
is possible. 
Write Kki for the first ball in the game with (15), and K,, for the first 
ball with (18). Then 
Kko 2 Kho 3 Kk, =) Khl 3 . . . . (21) 
If R is so large that p = r(K,) > R-l’, then Kko # K,, and if furthermore 
R > Rl(m, n, a, b), then the sequence (21) will be strictly decreasing. 
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Since 6R”‘” < 1, the inequality (16) cannot be satisfied for i = 0, and 
the condition for Kko is automatically satisfied. It therefore remains to 
be shown that if 
l-C1 3 WI 3 . . . 3 K, 2 . . . 53 I& 
are already chosen, and if Kki has the desired property (i.e., (16), (17) 
have no solution if A lies in KkJ, then White can enforce that K,,, has the 
desired property (i.e. (19), (20) have no solution if A lies in K,,J. Dually, 
we have to show that if 
K1 3 WI r> . . . =3 KkO 13 . . . 1 Kki 3 . . . I> K,, 
are chosen and if K,,! has the desired property, then White can enforce 
that Kkr + I has the desired property. 
5. The transference principle. Suppose then that 
K1 I> WI II . . . XI Kkr 
are given, with Kkr having the desired property. 
LEMMA 1. Consider the set SI of integer vectors Y which satisfy (19), 
(20) with vectors B,,. . ., B,,, (depending on Y) which are associated with a 
point A in Kk,. This set Si contains at most n linearly independent vectors, 
provided R > R,(m, n, a). 
Proof. Suppose there were n + 1 such vectors, say Y,, . . . , Y,,+ r. By 
(19), (20) and the special assumptions on the vectors B,,. . ., B, we have 
/Y,I g 6TRn(AT+i) (1 5 24 6 n + 1). 
Let B:,. . ., Bz be the vectors associated with the center of Kkr . Y, 
satisfies (20) with some system of vectors By’, . . . , Bz’ with 
jBp)-~:l 6 r(~,,) < R-‘@+~) (l~u~n+l;l~v~m). 
We therefore obtain 
max(l~~;k&~~~~+~~~ +R-Ju+‘)(y,I 
4 f(R-P”(l+i)-,t+R-II-ti+n(l+i)) 
& #R”,R--“I(l=+i) 
Consider the parallelepiped P defined by 
max(ly,l,. . . , Iy,,,I) < Rn(‘T+i), (22) 
max(lB:Yj, . . . , IB,*YI < R-m(AT+i). (23) 
P has volume 2’ and by what we said above, its (n+ 1)st successive mini- 
LINEAR FORMS 145 
mum cr, + r in the sense of Minkowski satisfies 
o,+~ < STRm 4 Rm-mn12. (24) 
As is well known, the last successive minimum ef is 9 I. Therefore 
if m = 1 whence I= n + 1, we have reached a contradiction provided R 
is large. We may therefore assume that 
m > 1. (25) 
The parallelepiped PT given by 
max(lq[,. . ., 1x$ < Rm(iiT+i), (26) 
max(lATXI,. . . , IAgXl) < R-“(‘Tfi) (27) 
is polar to PT. By a transference theorem of Mahler [JO], the mth successive 
minimum r, of PT satisfies 
r,o”+l 9 1. (28) 
Since the successive minima satisfy r1 5 . . . gi;z,,,l. . . sr, and since 
TlZ2. . . tr < 1 by a Theorem of Minkowski, we obtain 
=1< CT1 . . .zm-l)“(m-l)(((Zm.. .Z,+“)-l’(m-l) 
((Z-(n+l)/(m-l)((O~~~)/(m-l) 
,(($p)(n+l)/(m-1) 
<R- m(t’-l)(n+ i)/(m- 1) (( R-(n+ l)l’. 
There is an integer point X # 0 with 
max(lxll,. . .,Ix,l)CR- (n+l)t2Rm(AT+i) (( 6Rm(l+i)p-P, (29) 
max(lATXI,. . . , IA:xI) (( R- (n+l)i2R-n(~=+i) @R-“(“+i)R+. (30) 
If R is large we shall in fact have (16) and (17) : Since X # 0 and 
max(lA:XI, . . ., IAzXl) < 1, the maximum of 1x1(,. . ., lxnl is indeed 
positive. However by our assumption, (16), (17) cannot be satisfied if 
A:,. . ., AZ are associated with some A* c Kkr, and we have reached a 
contradiction. 
Next, assume that 
Kl =) W, 2 . . . I Kkj 3 . . . 3 K,, 
are given, with Kh, having the desired property. 
LEMMA 2. Consider the set ST of integer points X which satisfy (16), (17) 
with i = j+l andwithvectorsA,,..., A,, which are associated with a point 
A in K,,,. Then if R > R,(m, n, a), the set Sj’ contains at most m linearly 
independent vectors. 
Proof. The proof is analogous and dual to that of Lemma 1. The 
numbers lT+i, If i are replaced by Iz+ 1 i-i, 1=+i, respectively, hence 
(AT+i)-(A+i) = AT-l = m/Z by (A+i+l)-(AT+i) = n/l. 
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6. An inequality to be avoided. Again suppose that 
K, 3 w, I> . . . 3 Kki (31) 
are given, with KkO, Kho, Kk,, . . . , Kkr having the desired properties. White 
now has to be concerned about possible solutions Y of (19), (20) with 
vectors B,, . . . , B, associated with a point A in Kki. By our assumptions 
on (31) it will suffice to deal with points Y having 
cS*R”(‘~+~-~) 5 max(/y,l,. . ., Jy,J) < aTR”(aT+i). (32) 
In fact, because of the special types of the vectors B,, . . . , B,, the vectors 
Y under consideration will satisfy 
STRn(l?‘+i- 1) 5 IyI < Cj~TRn(~T+i). (33) 
By Lemma 1, the vectors Y will moreover be contained in an n-dimensional 
subspace of E’. Let 
y,, * * . , y, 
be an orthonormal basis of this subspace. (The Y, will in general not be 
integer points). 
Suppose now that the integer point 
Y=t1Y,+...+t,Y, 
satisfies (20) and (33). We then have 
(34) 
c 4 6TR”(AT+i-1) 5 max(lt,l,. . ., I&,/) < ~~6~R”(‘l~+~) (35) 
and 
IWV4) + . . . +t,(B,Y,)I < cS=R-~(‘=+~)-“, 
. . . (36) 
IWW,)+. . . +r,(B,Y,)I < ~TR-m(*T+i)-n. 
Write D for the determinant lBUYul (1 5 U, v 5 n) and D,, for the co- 
factor of BUY, in this determinant. Cramer’s rule yields 
It,DI I naTR-m(‘T+i)-” max(ID1,l,. . ., ID,,/), 
and in conjunction with (35) we get 
IDI 5 ~,R-‘(“~+~)rnax()D,,I,D,,l,. . ., lD,,i). (37) 
It is clear now what White will do. White will try to play such that K,,, 
satisfies the following condition: The inequality (37) is not satisfied by any 
B,, . . . . B, associated with a point A in Khi. 
7. A jinite game. Let Y,, . . . , Y. be orthonormal vectors in Eucli- 
dean E’ where 1 = m+n. Let K be a ball in Euclidean EL where h = mn, 
of radius rO < 1, all of whose points A satisfy IA) 5 Q with some constant 
u > 0. Suppose a, b in 0 < a < I,0 < /? < 1 satisfy (6). Finally let $ and 
/c be positive. 
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Consider the following game of two players Black and White. First 
White picks a ball W(1) contained in K of radius ar,,, then Black picks a 
ball K(2) c W(1) of radius Bare, then again White picks a ball W(2), 
and so forth. Call White the winner if the first ball K(t) with radius 
rW(O) < Pro (38) 
has the property that 
I~I>~rO~max(l~lll,...,ID,,I) (39 
for every set B,, . . . , B, associated with a point A in K(t). Thus the out- 
come of the game is determined by a finite number of moves. 
LEMMA 3. There is a constant 
independent of Y,, . . . , Y. and of ro, such that White can always win this 
finite game if p < p*. 
We postpone the proof of this lemma and proceed to deduce from it 
that for given balls K1 I> WI 3 . . . 1 Kki as in (31), White can indeed 
play such that Khi satisfies the condition given at the end of sec. 6. 
In fact it suffices to apply Lemma 3 with K = Kki, $ = c5 and p chosen 
to satisfy 
pro = R-KAT+i). 
Then r. = r(K) = r(K,,) and therefore 
q.jR-W+O 5 r. < R-W+O, 
whence 
Thus p < ,u*(m, n, u, j?, IS, I++) provided R is large, say if R > R,(m, n, 
4 A fl, 4. 
It follows that for R large and for given balls 
K1~W~~...=,Kk,~...~KKh,~...~KKki 
with Kkl, K,,,, . . . , K,, satisfying the conditions stated in sec. 4, White can 
enforce that K,, will also satisfy the desired conditions. Dually, one can 
show in almost the same way that if 
K, I WI 2 . . . I> K,, I . . . 2 K,, I> . . . 3 Kki 2 . . . 13 K,, 
with the desired properties are given, then White can play in such a way 
that Kki + , will also have the properties stated in sec. 4. 
It therefore remains to prove Lemma 3. Unfortunately, the proof of 
this lemma is rather complicated. 
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8. A complicated lemma. Let A be a point in Eh = E”” given by 
(4), and let B,,. , ., B, be given by (10). Suppose 1 $ v $ n. There are 
(!)’ matrices 
j” 
[:::::::: ) 
(W 
i” 
where 1 5 iI < . . . < i, 5 n, 1 5 j, < . . . < j, $ n and where Y,, . . . , Y,, 
are the vectors of Lemma 3. Let 
J%(A) 
be the vector in the space of dimension (:)’ whose components are the 
determinants of the matrices (40), arranged in some order. Also let 
aO(A) and ji?- ,(A) be the one dimensional vector (1). 
Given a ball K in Eh put 
M,(K) = ~E”K” I~iy<A>l. (41) 
LEMMA 4. As in Lemma 3, let Y,,. . ., Y, be orthonormal vectors in E’ 
and K a ball in Eh of radius r,, < 1 and contained in the ball IAl 2 o. 
Again suppose II/ > 0, 0 < a < 1, 0 < /I < 1 and (6), i.e. 
1-2cr+cq? > 0. (42) 
Further suppose we have a game as above, i.e. White picks a ball W(1) in 
K of radius are, then Black a ball K(2), etc. Suppose 
OsvSn. (43) 
There is a 
,k = pv(m, n, a, D, 0, $1, (4) 
such that White can enforce that the first ball K(i), say K(i,,), of radius 
rW(i,)) < rok (45) 
has 
I~MI > @oP,M,- ,(K(iJ) (46) 
for every A in K(i,). 
The case v = n of this lemma yields Lemma 3. 
9. Proof of Lemma 4, beginning. We shall prove Lemma 4 by in- 
duction on v. Since it is trivial when v = 0, we may assume that v > 0 
and that the lemma holds for v - 1. By this assumption there is a pFcv - I such 
that White can play such that 
1% I( > $rsLy- ~M,-DW,- 1)) (47) 
for every A in K(i,-,). We may assume that K(i,-,) with this property 
is given, and White proceeds to play such that K(i,,) satisfies (46). 
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LEMMA 5. Suppose E > 0 and let K’ be a ball contained in I&,) of 
radius 
r(Z) < q(m, n)r(K(i,- 1)). (48) 
Then any two points A’, A” of K’ will satisfy 
~ii?,,-,(A’)-~&4”)~ < &rob- &LUW- I)). (4% 
Proof. Every coordinate of ai,- ,(A) is a certain (v- 1) x (v- 1) 
determinant depending on some of the variables “ii. The partial deriva- 
tives of this determinant are easily seen to have absolute values 
S @&-kQI 4 nM,-2(Wkl)), 
if A is in K(i,-J. Hence any two points A’, A” of K’ have 
/li&-,(A’)-~&4”)~ =< c,(m,n)lA’-A’@,-,(K(i,-,)) 
6 2cAw n)=&b n)rtW,- I))W-~WG,- I>> 
< 2cdm 4w5h n)rOCly-,M,-,(Kti,-,)), 
and this is less than 
~rOh-l%-ZtKLiN 
if c&z, n) is chosen small enough. 
COROLLARY 1. Suppose 
6’) < 3tidm, n)rW(i,- I)). 
Then 
for every A’ in K’. 
I%- ,(A’)1 2 TM- ,W 
(50) 
(51) 
Proof. Combine (47) and (49) with E = +$. 
Put 
B,Y,. . . B,Y, 
D,(A)=D(B,,...,B,)= a-- (52) 
B,Y,. . . B,Y, . 
D,(A) depends on the mv variables cxI1,. . . ,u,,,~, . . . ,ulv,. . . ,a,,,V. Its 
partial derivatives form a vector 
with mv components. These components are linear combinations with 
constant coefficients of the components of a’,- ,(A). Thus 
Igrad &(A’)-gradD,(A”)I S ~~(rn,n)l~,-~(A’)-~~-,(A”)I. 
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COROLLARY 2. Suppose E and K’ satisfy the conditions of Lemma 5, and 
suppose A’, A” lie in K’. Then 
Igrad D,(A’) -grad D,(X)1 < cdm, n)~r0~,-~~,-2W(L d). (53) 
10. Proof of Lemma 4, continued. We need another auxiliary result. 
LEMMA 6. Let K’ be a ball contained in K(i,-,) satisfying (50). Let A 
be a point in K’ with 
(ai, < dn7 I(/MM,- dK’)- (54) 
Further assume that 
B;Y1 . . . B;Y,ml 
. . . (55) 
B;-,Y,. . .B:-,Y,-, 
has the largest absolute value among the coordinates of &?,-,(A’). Then 
Igrad WA’ >I > cl&, n, 4K- ,(K’ 1. (56) 
Proof Let 2 be a vector of E’. The derivative of 
D(B;, . . .,B;-,,B;+ti) (57) 
with respect to t at t = 0 is 
B;Y, . . . B;Yy 
. . . 
B;-,Y,. . .B;plY, 
= Z(dlY, -t . . . +d,Y,), 
ZY, . . . ZY, 
say. The coefficients dj are among the components of M,-,(A’). Hence if 
Z = Z, with 
Z, = dlY, + . . . +d,Y,, 
the derivative is 
d:+.. . +d? 2 d,Z 2 cIl(n>~ti?,-,(A’)~* h c12(n)(M,-1(K’))2 
by our assumption on (55) and by Corollary 1. Thus we obtain a large 
derivative, but unfortunately Bi + tZ, is in general not of the type (10). 
We may write, uniquely, 
Y,=Yo+~ilB;+...+I,B,: (i = 1,. . .,n) 
where the last n coordinates of Yp are zero. We have 
Liz, + . . . +;Ci”, S 1 and IYpl 5 c13(m, n, a). 
Now put Z = Z, with 
Z, = d,Y:+. . . +d,Y;. 
(58) 
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Then B:+tZ is of the form (10). The derivative of (57) with respect to t 
at t = 0 is now 
2 c12M~,- 1W’V- p, -&)(d1Y1+ . . . +d,y,)I. 
We observe that 
and 
1 B;Y, . . . B;Y, 
IB;(dIY, + . . . +d,Y,)I = 
B;-,Y,. . .B;-,Y, 
B;Y, . . . BJYy 
by (54). On the other hand ldi 15 M,- ,(K’), so that the derivative of (57) 
is 
1 c12(4(~,- 1wv - V21(/d~> II/)Wv- 1W’N2. 
Hence if c&r, +) is sufficiently small, we have a derivative which is 
2 c14(4wY-11(~‘N2. 
Since lZ21 S vc&r, 12, a)M,- ,(K’), we have in fact (56) with some positive 
Cl&% 4 0). 
11. Proof of Lemma 4, completed. In view of (42) the number 
y = 1-2cr+@ (59) 
is positive. 
Let j, be the smallest integer exceeding i,- I such that 
r(WJ) < !fbkh n)rW(L 1)) 
and 
(60a) 
with 
8 = 4m, 4 Q, P, 0, $1 = (~/8)+4m, 4 +.dw n>. (61) 
Then since r(K(i,- 1)) 2 c$rOpL,- 1, we have 
r(W,)) L c15(m, n, a, /A 0, Wo. (62) 
When K(i,-,) is given, White plays in a completely arbitrary way until 
Kciy) is reached. By Corollary 2 of Lemma 5 and by (60b), (61) and (47) 
we have 
Igrad D,(A’) - grad D&J”)/ < cs(m,n)&rOCL,-lM,-2(K(i,-l)) (63) 
< W9clo(m~ n, dM,- l(K(jJ) 
for any A’, A” in K(j,). 
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Choose ~1” = &n, n, a, /I, 6, $) so small that 
Pv < 4% J/)3 
P” < 3r4-w~~ % 4 B, us rcI)9 
tb, < f~~dm, n, 4c&, II, a, P, 0, v9. 
Suppose at first that there is an A’ in K(i,) such that 
iR(4I > SPEW- dWJ) 
W 
(64ii) 
(64iii) 
(65) 
does not hold for A = A’. By (6Oa), K’ = Kciy) satisfies (50), and by 
(64i) and since r,, < 1, the point A’ satisfies (54). We may assume without 
loss of generality that the condition on the determinant (55) is satisfied, 
and Lemma 6 applies. By this lemma we have 
/grad RWI > ctdw n, ~)4-dK(A)). (66) 
Put 
D’ = grad &(A’). (67) 
Denote the center of K(i) by A(i), the center of W(i) by V(i). We may 
assume without loss of generality that 
WKiJ) 2 0. (68) 
Suppose a black ball K(i) is given. A simple geometric argument shows 
that White can pick W(i) such that 
V(i) * D’ I: A(i) * IY+(l-a)r(K(i))jD’I.* 
A similar argument shows that, no matter how Black picks K(i+ l), 
A(i+l) * D’ 2 V(i) * D’-(l-fi)r(W(i))lD’l, 
whence 
A(i+l) * D’ 2 A(i) * D’+(l-a-a(l-j.Q)r(K(i))]D’] 
2 A(i) * D’+yr(K(i))lD’] 
2 .4(i) * D’. 
Hence after t white and black moves of this type we have 
A(i+t) * D’ 2 A(i) * D’+yr(K(i))lD’(. 
Choose t, so that 
ah/2 < WY” 5 Y/Z 
whence 
(69) 
OXi + to)) 5 W%(W)). 
Then every point A of K(i+ r,) satisfies 
A *D’ 2 A(i) * D’+(y/2)r(K(i))lD’I. (70) 
* As was pointed out in sec. 3, A * B is the inner product of vectors of h-dimen- 
sional space. 
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Suppose this strategy is applied to K(jJ. In view of (68), every A of 
K(j, + to) has 
= (A-A(j,)) * D’+j((A-a(j,)) * (grad D,((l-s)A(j,)+sA)-D’))ds 
0 
by (62) and (64iii). This inequality holds for every A in K(j,+ to). Since 
by (69), (62) and by (64ii) 
K(i,) is contained in K&+t,), and (71) and hence (46) holds for every A 
in K(iJ. 
We assumed so far that (65) is violated by some A’ in K(jJ. If (65) is 
satisfied by every A in K(iy), then in view of K(i,) c I$) it is also 
satisfied by every A in K(i,,). But (65) implies (46), and we are finished. 
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