In this paper, we present a new approach to joint state and parameter estimation for a target-directed, nonlinear dynamic system model with switching states. The model is also called the hidden dynamic model (HDM) recently proposed for representing speech dynamics. The model parameters subject to statistical estimation consist of the target vector and the system matrix (also called the "time-constants"), as well as the parameters characterizing the non-linear mapping from the hidden state to the observation. These latter parameters are implemented in the current work as the weights of a three-layer feedforward multi-layer perceptron (MLP) network. The new estimation approach presented in this paper is based on the extended Kalman filter (EKF), and its performance is compared with the more traditional approach based on the expectation-maximisation (EM) algorithm. Extensive simulation experiment results are presented using the proposed EKF-based and the EM algorithms and under the typical conditions for employing the HDM for speech modeling. The results demonstrate superior convergence performance of the EKF-based algorithm compared with the EM algorithm, but the former suffers from excessive computational loads when adopted for training the MLP weights. In all cases, the simulation results show that the simulated model output converges to the given observation sequence. However, only in the case where the MLP weights or the target vector are assumed known, do the time-constant parameters converge to their true values. We also show that the MLP weights never converge to their true values, thus demonstrating the many-to-one mapping property of the feed-forward MLP. We conclude from these simulation experiments that for the system to be identifiable, restrictions on the parameter space are needed.
Introduction
The work reported in this paper deals with the problem of state and parameter estimation for state-space dynamic models with switching states, of the type of model similar to that in [28] . In this paper, we focus on a specific class of the model that is constrained to exhibit the target-directed property and implements a non-linear observation equation. The problem of state and parameter estimation of dynamic models arises in many applications.
In statistics, linear regression techniques can be generalised to a dynamic model which includes temporal evolution of the input variable. In control theory, a state-space dynamic has been widely used as a model for the noisy observations assuming an underlying hidden state dynamic plant process. In adaptive signal processing, the Kalman filter technique adopts a state-space dynamic for formulating the MMSE linear filtering for complicated nonstationary problems. This specific class of dynamic model investigated in this paper has been used in recent research on continuous-state acoustic modelling for speech recognition in [4, 7] as the statistical coarticulatory model for speech production, and in [31] as the statistical hidden dynamic model evaluated against the discrete-state hidden Markov model [26] for a speech recognition task.
Our previous work on joint state and parameter estimation of the target-directed nonlinear model with switching states, which we will refer to as the hidden dynamic model (HDM), investigated the use of the extended Kalman filter (EKF) [1, 13, 21] and EM algorithms [2, 29, 28] for estimation of the parameters in the state equation only [30] . In this paper we extend the results to include joint state and parameter estimation of both the state and observation equation parameters, and perform more rigorous simulation experiments with equivalent complexity to the speech recognition task. We also solve the problem experienced in our earlier work related to the convergence of the EM algorithm. Comprehensive evaluation of the different algorithms in terms of the generative capabilities of the model, convergence to the true parameter values, computational complexity of the algorithm implementation, and implications for system identifiability will be presented in this paper.
The organization of this paper is as follows. The HDM framework for this study is briefly discussed in Section 2. The proposed EM and EKF-based algorithms for joint state and parameter estimation are detailed in Section 3. These algorithms are comparatively tested on the identical switching state-space, multiple-token training data generated from a hypothetical speech recognition task. The experimental setup used is explained in Section 4, and the results are presented in Section 5. Finally, a summary of the results is made and conclusions are drawn in Section 6.
Formulation of the Hidden Dynamic Model
The HDM studied in this paper represents one of a class of new dynamic acoustic modelling paradigms for speech recognition [4, 9, 27, 24] , and the rationale for the form of the HDM adopted in this paper is provided in [7] with the model formulation detailed in [4, 7, 31] .
The first component of the HDM, also called the state equation, is a target-directed, continuouslyvalued (hidden) Markov process that is used to describe the vocal-tract resonance (VTR) dynamics according to:
where z(k) is the m × 1 VTR state vector, T j is the m × 1 phone target vector parameter and Φ j is the m × m diagonal "time-constant" matrix parameter associated with the phone regime j. The process noise w(k) is an i.i.d, zero-mean, Gaussian process with covariance Q.
The second component of the HDM is the observation equation used to describe the static mapping from the 3-dimensional hidden VTR state vector to the 12-dimensional observable acoustic feature vector. The general form of this mapping adopted in the current study assumes a static, multivariate nonlinear mapping function as follows:
where the n×1 acoustic observation O(k) is the set of acoustic feature vectors for frame k, and h r (z(k)) is the n × m static, non-linear mapping function on the state vector z(k) associated with the manner of articulation r. The observation noise v(k) is an i.i.d, zero-mean, Gaussian process with covariance R. The multivariate mapping function h r (z(k)) is implemented by a m-J-n feedforward multi-layer perceptron (MLP) with J hidden nodes, a linear activation function on the output layer, and the antisymmetric hyperbolic tangent function:
on the hidden layer. There is a unique MLP network for each distinct r.
The switching state behaviour of this model is represented by an M -state discrete-time random sequence, where j ≡ j(k) ∈ [1, 2 . . . , M ] is a random variable that takes on one of the M possible "phone" regimes (or states) at time k. An additional R-state discrete-time random sequence also exists where r ≡ r(k) ∈ [1, 2, . . . R] is a random variable that takes on one of the R possible manner of articulation states at time k. In practice both sequences are unknown and need to be estimated, both when training the model (i.e. estimating the parameters) and testing (i.e. using the model to rescore or decode an unknown observation sequence).
An important property of this model is the continuity of the hidden state variable z(k) across phone regimes: z(0 l+1 ) = z(N l ), where N l is the number of observation vectors in segment l and 0 l is the initial observation vector for segment l. That is z(k) at the start of segment l + 1 is set to the value computed at the end of segment l. This provides a long-span continuity constraint across adjacent phone regimes that structurally models the inherent context dependencies and coarticulatory effects [7] .
State and Parameter Estimation
The estimation problem that we investigate in this paper is as follows. Given multiple sets of observation sequences, O(k), for each distinct phone regime, we seek to determine the optimal estimates for the unknown values of the state-equation parameters Φ and T , and the observation-equation parameters, W , which is the MLP weight vector of the nonlinear mapping function h(z(k)). For convenience and without causing loss of generality, we drop the j and r superscripts on the parameter variables. The hidden dynamic state vector, z(k), is usually also estimated simultaneously, giving rise to joint state and parameter estimation.
However, state estimation is strictly not required, leading to the proposed parameter-only, EKF-based estimation algorithm detailed in Section 3.3.
In this study we assume that the phone sequence or segmentation of model regimes, j(k), is known in advance, which, in practice, requires training on phonetically transcribed speech corpora [31, 4] . Also, for simplicity, we assume that there is only one manner of articulation (i.e. r(k) = 1 ∀k). The former assumption is not unduly restrictive given the availability of phonetically transcribed data. However, estimation of the phone boundaries or phone sequence is necessary when phonetic transcriptions are not available for training and in testing when an unknown utterance is presented to the model for N-best or lattice rescoring. Solutions to this problem have been provided in [15] and [28] , and will not be studied in this paper.
Joint state and parameter estimation by the EM algorithm
The EM algorithm [2] is a widely used algorithm for the estimation of the parameters in the general state-space models [12, 29] and in the current research on the HDM [4, 8, 7] . We now present the EM algorithm for the specific type of model given in Section 2, and provide a new M-step optimization method with a superior convergence property to the previous methods [4, 7, 30] .
E-step
For a sequence of N observation vectors, the E-step involves computation of the conditional expectation of the log joint likelihood between Z = {z(0), z(1), . . . , z(N )} and
. . , O(N )} given the observation O and parameter set Θ estimated at the previous step, that is:
where
] and E N denotes the expectation based on N samples. The standard EKF smoother is used to provide estimates of , 17] . The Jacobian matrix for the n × m non-linear mapping function h(z(k)) used in the EKF recursion is given by:
where O j (k) is the j th component of the observation vector at time k, z i (k|k + 1) is the i th component of the predicted state vector, z(k + 1|k), at time k, W lh i is the i th component of the MLP weight vector, W lh , of node h in layer l (layer 1 is the hidden layer and layer 2 is the output layer), J is the number of nodes in the hidden layer and g (x) is the derivative of the activation function in the hidden layer.
It should be noted that the continuity condition on z(k) is also applied to the EKF error covariance P (k).
M-step
In the M-step the Q function in Eq. 4 is maximised with respect to the parameter set Θ = (T, φ, W ). We consider the first summation involving the parameters T and φ:
Minimisation of Q 1 ,which implies maximisation of Q , proceeds by setting the partial derivatives with respect to T and φ to zero, that is:
The resulting equations to be solved are nonlinear high-order equations in terms of φ and T :
where:
are the relevant sufficient statistics that are computed by the EKF smoother during the E-step.
Direct solutions of Eqs. 6 and 7 for either parameter can be easily derived assuming the other parameter is fixed (i.e. known). However for joint estimation of φ and T a direct solution is not evident and the ECM procedure described in [30] was found to not converge, possibly due to the convoluted likelihood surface arising from the nonlinear interaction of the parameters. In this paper we propose to maximise Eqs. 6 and 7 jointly by a simple gradient descent method with the gain step and number of iterations empirically chosen to ensure convergence.
We now consider the second summation of the Q function in Eq. 4 involving the parameter W :
Minimisation of Q 2 , which leads to maximisation of Q, proceeds by setting the partial derivatives with respect to W to zero, that is:
That is, Q 2 is minimised when the error signal, e(k) = O(k) − h(z(k)), is minimised. Since the multi-variate mapping function is a feedforward MLP network, then the standard backpropagation [10] is used with z(k|N ) as the input and O(k) as the desired output to provide estimates of the MLP weights, W .
Joint state and parameter estimation by the EKF algorithm
The use of the EKF for joint state and parameter estimation is not new [13, 21] and its application to the HDM has been detailed in our earlier work [30, 31] for the parameter set Θ = {T, φ}. We extend the algorithm in this paper to the complete parameter set Θ = (T, φ, W ). This is achieved by defining the augmented state vector:
where T (k) is the target vector at time k. The "super"-vector
is the m 2 × 1 time-constant "vector" at time k, where φ i (k) is row i of φ(k). And the "super"-vector
consists of all MLP weights, where W lh (k) is the MLP weight vector of node h in layer l at time k.
After the definition of the augmented state vector, the new state equation becomes:
which is now nonlinear in the state variable, θ(k), and can be decomposed as:
The measurement equation now becomes:
The standard EKF recursion can now be used to yield joint state and parameter estimates at each time-step. The expression for the (2m + m 2 + p) × (2m + m 2 + p) state equation Jacobian matrix for the nonlinear function f (θ(k)) used in the EKF recursion has been derived to have the following form:
where φ(k|k) is the current estimate of φ, p = (n + 1) × J + (J + 1) × m is the number of weights in a m-J -n feedforward MLP network (including the bias terms) and:
is the m × m 2 partial derivative submatrix expression for ∂f ∂φ .
The expression for the (n) × (2m + m 2 + p) state equation's Jacobian matrix for the nonlinear function h(θ(k)) used in the EKF recursion is strictly dependent only on z(k + 1|k) and W (k + 1|k). It can be expressed as:
where the expression for the n × m Jacobian matrix H ji z [ z(k + 1|k)] is given by Eq. (5) and
is and n × p Jacobian matrix.
The same continuity condition on z(k) is also applied to W (k) and the error covariance P (k).
For the phone dependent parameters ( T (k), φ(k)) the continuity condition is slightly more complex:
Here, l j and l j + 1 are the successive (but not necessarily adjacent) segments of the same state-space phone model j and N l j is the number of observation vectors in segment l j (the l th segment for phone j ), and 0 l j is the initial observation for segment l j .
Parameter estimation by the EKF algorithm
The use of the EKF for joint state and parameter estimation strictly does not require estimation of the state when only concerned with parameter estimation in the training process. If the hidden dynamic state is assumed to be a deterministic process then the EKF can be used for parameter-only estimation (i.e. without the need to estimate the states). The method described here is an extension of the EKF training algorithm for the weights of a recurrent neural network [25, 11] to the HDM.
We define the augmented state vector as:
where φ(k) ,T (k) and W (k) have been defined previously.
The state equation becomes:
which is a simple linear function in the state variable, θ(k). It should be noted that the system state is still z(k), but the state for the purposes of the EKF recursion is θ(k).
The measurement equation becomes:
The standard EKF recursion is used to yield the parameter estimates at each time-step where the state equation system matrix, F θ = I m+m 2 +p and the "true" state is recursively computed from the relation:
The expression for the (n) × (m + m 2 + p) state equation's Jacobian matrix for the nonlinear function h(θ(k)) used in the EKF recursion can be expressed as:
where H jw W [ W (k + 1|k)] is given by Eq. 9.
We form the expression:
where H jk z [z(k + 1)] is given by Eq. 5 and ∂f ∂φ (k + 1|k) is given by 8, and:
The continuity condition that applies to z(k), W (k) and ( T (k), φ(k)) is as described previously.
Simulation Experiments -Conditions
Simulated data was used to evaluate the performance of several estimation algorithms described in Section 3 for Θ = (T, φ, W ). All experiments were based on m = 3 dimension hidden dynamic, z(k), n = 12 dimension acoustic feature vector, O(k), and a 3-8-12 feedforward MLP network.
The "time-constant" φ is a diagonal 3×3 matrix comprising the 3 diagonal terms. Estimation of a diagonal φ was achieved by diagonalising the ensuing full matrix that is computed at each M-step of the EM algorithm and at each time-step of the EKF algorithms. There are a total of 6 scalar parameters for the state parameter vectors φ and T and 140 scalar parameters for the nonlinear mapping function MLP weights of a 3-8-12 network. Thus the estimation of the MLP weights was by far the most time-consuming task but the φ and T are by far the most important parameters since they characterise each phone regime.
Both the experimental setup and simulated data were based on typical conditions found in using the HDM for acoustic modelling [4, 7, 31] . The simulated data was generated using Eq.
1 with w(k) = 0 and z(0) = [100, 700, 1700] and Eq. 2 with v(k) = N (0, 0.0625) (i.e. peak value of v(k) is 0.25).
Two 3-8-12 MLP networks were randomly generated, one was used to generate the simulated data and represented the "true" MLP network and the other was used as the initial network in experiments where the MLP weight vector, W , had to be estimated. For optimum performance the inputs to an MLP should be normalised [10] and this was achieved by pre-
where E(z) = [300, 1200, 2000] to the MLP network. E(z) is an empirical estimated of the expected value of the hidden dynamic state z(k).
The number of phone segment models were chosen to correspond to 31 of the phonemes of the English language. The "true" target values, T , were based on Klatt synthesizer setup as described in [7] and the "true" time-constant φ were randomly generated values in the range The error covariance for the hidden state variable was initialised to P (0|0) = 0 corresponding to the condition of no errors in the initial estimate for z(0|0). For the EKF parameter estimation algorithms the error covariance corresponding to the parameters in the augmented state vector was initialised to 
Simulation Experiment -Results
The EM and EKF algorithms described in Section 3 were evaluated by different parameter estimation trials based on the simulated data experimental setup described in Section 4.
The three estimation algorithms evaluated were: To gauge the computational load of the proposed algorithms the CPU time (user and system time) was measured for 100 iterations of the algorithm.
The significance of each algorithm's performance was checked by including benchmark figures derived from the initial (default) values of the parameters being estimated.
Parameter set Θ = (φ, T ) and known W
From the results in Table 1 , it is evident that the state parameter set Θ = (φ, T ) converged to the true values and hence this system is identifiable for both the EM and EKF algorithms, with EKFZ exhibiting the the smallest deviation for both the parameters and observation sequence.
Among the three algorithms, the EM algorithm was the most expensive computationally and had the largest parameter deviation. The EKFP was marginally faster than the EKFZ but was also slightly less accurate. To examine the properties of the algorithms further, the synthesized model outputs are plotted in Figure 1 . The model output plots closely match the observation sequence for all three algorithms. This result follows from the convergence of the parameters to their true values.
The success of the EM algorithm using a simple gradient descent method compared with the problems reported in [30] highlight the inherent difficulty associated with the ECM algorithm [20] when confronted with the highly non-linear equations 6 and 7.
Parameter set Θ = (φ, T, W )
From the results in Table 2 , it is evident that the combined state and observation parameter set Θ = (φ, T, W ) failed to converge to the true values, and hence this system is not identifiable for either the EM or EKF-based algorithms. However, the observation MSE and percentage deviation for all the three algorithms is significantly lower than the benchmark performance. Table 2 : Estimation results for parameter set Θ = (φ, T, W ) after 100 iterations of the EM, EKFZ and EKFP algorithms Further, from Figure 2 , the synthesized model output converges to the observation sequence for all the three algorithms. These results show that the system parameters are not uniquely specified and incorrect values can yield the same model output performance. The underlying cause is the unconstrained non-linear mapping implemented by the MLP which can be freely adjusted to compensate for errors in the state parameter values. The insight gained from these results is that if the goal is to estimate physically plausible parameters (as we claim the HDM is), then the search space will need to be restricted for a unique solution.
Based on this insight, in the remaining two simulation experiments, one of the state parameters is assumed known in order to examine to what degree the system is uniquely specified under this constrained condition.
When comparing the computational load between the EM and EKF algorithms the augmented state vector for the EKF, in particular the size of the MLP parameter set, increases the CPU time by almost two orders of magnitude, with the EKFZ exhibiting the worst overall computational performance. The main contributing factor is the multiplication of (m+m 2 +p) square matrices with p ∼ = 140 at each time step compared to the case when W is a known parameter and p = 0.
Parameter set Θ = (φ, W ) with known T
The results in Table 3 show that under the condition of the known target vector T , the time- Table 3 : Estimation results for parameter set Θ = (φ, W ) with known T after 100 iterations of the EM, EKFZ and EKFP algorithms (φ, T ) to the true values is significant. Thus, estimation of Θ = (φ, W ) with known T is a feasible alternative to estimation of the complete parameter set since φ can be uniquely identified. Moreover, from the observation MSE and deviation results in Table 3 and the results in Figure 3 , we again see that the synthesized model output sequence closely matches the observation sequence for all three algorithms.
As the parameter set includes the MLP weights, W , the measured CPU time for EKFZ and EKFP is one to two orders of magnitude more than that for the EM algorithm. But the EKFZ and EKFP exhibit superior observation MSE and deviation performance than the EM algorithm. Table 4 : Estimation results for parameter set Θ = (T, W ) with known φ after 100 iterations of the EM, EKFZ and EKFP algorithms
Parameter set Θ = (T, W ) with known φ
The results in Table 4 show that under the condition of known time-constant φ, the target vector T still failed to converge to the true value. This is in sharp contrast to the results in Table 3 , and illustrate an asymmetry relation between the parameters φ and T . Also, as expected, the MLP weights, W , also failed to converge to the true values. However, the observation MSE and deviation results and Figure 4 indicate that for all three algorithms the model output sequence was converging to the observation sequence. Thus, this system is not uniquely identifiable and will not produce physically meaningful estimates of T . 
Summary and discussion
Three different EM and EKF-based algorithms for state and parameter estimation in the HDM have been proposed and were evaluated on simulated data generated using a typical setup for applying the HDM to speech modelling. We presented and analyzed the experimental results in the following three aspects: 1) convergence or divergence of the estimated parameters to the known "true" values; 2) convergence or divergence of the synthesized model output to the given observation sequence; and 3) comparative computational costs of the three algorithms.
Among the three algorithms evaluated, the EKFZ has the best convergence property. However, in the experiments involving the MLP weights, W , both the EKFZ and EKFP algorithms experienced a one to two orders of magnitude increase in computational cost compared with the EM algorithm. Thus the EM algorithm is preferred in cases where the MLP weights, W , need to be estimated. Different implementations of the EKFZ and EKFP algorithms remain to be further investigated, whose performance and computational complexity are yet to be examined. These implementations as our future work will include the decoupled EKF (DEKF) [11, 25] and the estimation of the MLP weights, W , by an independent and efficient back-propagation algorithm as the case with the EM implementation.
In comparing the EKFZ and EKFP algorithms, we observe that the EKFZ exhibits better performance but at the cost of a greater computational load due to the larger state vector, θ(k). The performance of the EKFP is at least as good as, if not better, than the EM algorithm.
The results for the complete parameter set Θ = (φ, T, W ) show that the presence of the unrestricted, many-to-one, MLP mapping function prevents the state parameters (φ, T ) from converging to their true values. Thus estimation of the complete parameter set will fail to yield physically meaningful values for the time-constant and target parameters unless these are carefully initialised. However, if the target T or the MLP weights W are assumed known, then the unknown system matrix parameters (i.e. the time constants) will converge to the true values.
In the case of acoustic modelling for speech, the targets T derived from the Klatt synthesiser setup [7] can be assumed to be reasonably close to the known "true" values and thus the parameter set to be estimated is reduced to Θ = (φ, W ). Alternatively, the Klatt-synthesizer derived targets can be used as the initial values for T with the complete parameter set Θ = (φ, T, W ) being estimated. It remains to be seen by future investigations as to whether convergence to the true values will hold.
From investigation of the acoustic-phonetics of speech, the mapping functions from the VTR states to the acoustic measurements may be established for different classes of speech and speaker characteristics. Thus the MLP weight vector W can be treated as known and the parameter set can be reduced to Θ = (φ, T ). Since this would not include the W parameter, the current implementation of the EKFZ algorithm can be effectively used as it exhibited the best overall performance.
As has been shown in the results in Section 5, the performance of the training algorithms and convergence of the parameters to their true values depends heavily on whether the MLP weights W are assumed known or are parameters that need to be estimated. In the justification for the current structure of the HDM [7, 4, 31] the MLP is chosen to represent the most general non-linear mapping between the internal states and the observable acoustics. Alternative formulations with linear mappings and mixture of linear mappings have also been proposed [14] and more investigation is needed to determine whether a simpler mapping function than a feedforward MLP is feasible.
The performance of the EKF-based algorithms was found to be highly dependent on the initialisation of the P (0|0), as well as of the noise covariance matrices Q and R. In the work reported in this paper, Q and R were set to some empirically fixed values, which are not optimal. Ideally, the Q and R should be adapted during the training process. Possible improvements in this aspect are: 1) including Q and R in the parameter set (i.e. Θ = (φ, T, W, Q, R)) [5] ; and 2) annealing Q and R during the training process [11] .
An important problem arising from the switching state characteristic is the estimation of the switching state sequences, j(k) and r(k). In practice, the majority of speech corpora are not phonetically transcribed. Furthermore, the available phonetic transcriptions may not perfectly align with the target-directed phonetic model structure of the HDM. An example of this is the anticipatory effect of the succeeding phone, which is usually empirically modelled by setting the mid-point of the phonetic transcription as the model boundary in the HDM.
To overcome this arbitrariness, we will in the future work investigate optimal segmentation of the HDM sequence in conjunction with the estimation algorithms discussed in this paper;
i.e., expanding the parameter set to Θ = (φ, T, W, j, r)).
