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Abstract
We introduce a technique based on the singular vector canonical correlation anal-
ysis (SVCCA) for measuring the generality of neural network layers across a
continuously-parametrized set of tasks. We illustrate this method by studying gen-
erality in neural networks trained to solve parametrized boundary value problems
based on the Poisson partial differential equation. We find that the first hidden
layer is general, and that deeper layers are successively more specific. Next, we
validate our method against an existing technique that measures layer generality
using transfer learning experiments. We find excellent agreement between the two
methods, and note that our method is much faster, particularly for continuously-
parametrized problems. Finally, we visualize the general representations of the
first layers, and interpret them as generalized coordinates over the input domain.
1 Introduction
Generality of a neural network layer indicates that it can be used successfully in neural networks
trained on a variety of tasks [19]. Previously, Yosinski et al. [19] developed a method for measuring
layer generality using transfer learning experiments, and used it to compare generality of layers
between two image classification tasks. In this work, we will study the generality of layers across
a continuously-parametrized set of tasks: a group of similar problems whose details are changed by
varying a real number. We found the transfer learning method for measuring generality prohibitively
expensive for this task. Instead, by relating generality to similarity, we develop a computationally
efficient measure of generality that uses the singular vector canonical correlation analysis (SVCCA).
We demonstrate this method by measuring layer generality in neural networks trained to solve dif-
ferential equations. We train fully-connected 4-layer feedforward neural networks (NNs) to solve
Poisson’s equation on a square domain with homogeneous Dirichlet boundary conditions and a
parametrized source term. The parameter of the source defines a family of related boundary value
problems (BVPs), and we measure the generality of layers in the trained NNs as the parameter
varies.
Preprint. Work in progress.
Next, we validate our approach by reproducing a subset of our results using the transfer learning
experimental protocol established by Yosinski et al. [19]. These two very different methods produce
consistent measurements of generality. Further, our technique using the SVCCA is several orders of
magnitude faster to compute than the scheme proposed by Yosinski et al. [19]. Finally, we directly
visualize the general components that we discovered in the first layers of these NNs and interpret
them as generalized coordinates over the unit square.
The main contributions of this work are:
1. We develop a method for efficiently computing layer generality over a continuously-
parametrized family of tasks using the SVCCA.
2. Using this method, we demonstrate generality in the first layers of NNs trained to solve
problems from a parametrized family of BVPs. We find that deeper layers become succes-
sively more specific to the problem parameter, and that networkwidth can play an important
role in determining layer generality.
3. We validate our method for measuring layer generality using the transfer learning experi-
mental protocol developed by Yosinski et al. [19]. We find that both approaches identify
the same trends in layer generality as network width is varied, but that our approach is sig-
nificantly more computationally efficient, especially for continuously parametrized tasks.
4. We visualize the principal components of the first layers that were found to be general.
We interpret them as generalized coordinates that reflect important subregions of the unit
square.
1.1 Neural networks for differential equations
The idea to solve differential equations using neural networks was first proposed by Lagaris et al.
[6]. They used the ansatz u(~x) = A(~x) + F (~x,N(~x)), where A and F were carefully designed to
satisfy given boundary conditions (BCs), and N was a neural network trained to minimize the loss
function
L = ‖G(~x, u(~x),∇u(~x),∇2u(~x))‖, (1)
where G(~x, u(~x),∇u(~x),∇2u(~x)) = 0 is the differential equation to be solved. This initial ap-
proach compared favourably to the finite element method (FEM) [6]. However, it was restricted to
rectangular domains and used meshes, which are computationally expensive for higher-dimensional
problems. Many innovations have been made since, most of which were reviewed by Schmidhuber
[15] and in a book by Yadav et al. [18]. Sirignano and Spiliopoulos [16] as well as Berg and Nys-
tröm [2] illustrated that the training points can be obtained by randomly sampling the domain rather
than using a mesh, which significantly enhances performance in higher-dimensional problems. Sev-
eral methods have been proposed for extending the method to general domain shapes, but in those
cases it is difficult to ensure that the BCs are satisfied exactly [2, 7, 12]. Since, without complicated
auxilliary algorithms, the BCs can only be satisfied approximately anyway, we will follow the Deep
Galerkin Method (DGM) approach of Sirignano and Spiliopoulos [16]. This entails approximat-
ing the solution u directly by a neural network and enforcing the BCs by adding terms to the loss
function.
There are at least two good reasons for studying neural networks that solve differential equations
(referred to hereafter as DENNs). The first is their unique advantages over traditional methods
for solving differential equations [2, 6, 16]. The second is that they offer an opportunity to study
the behaviour of neural networks in a well-understood context [2]. Most applications of neural
networks, such as machine vision and natural language processing, involve solving problems that
are ill-defined or have no known solutions. Conversely, there exists an enormous body of literature
on differential equation problems, detailing when solutions exist, when those solutions are unique,
and how solutions will behave. Indeed, in some cases the exact solutions to the problem can be
obtained analytically.
1.2 Studying the generality of features with transfer learning
Transfer learning is a major topic in machine learning, reviewed for instance by Pan and Yang [13].
Generally, transfer learning in neural networks entails initializing a recipient neural network using
some of the weights from a donor neural network that was previously trained on a related task.
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Yosinski et al. [19] developed an experimental protocol for quantifying the generality of neural
network layers using transfer learning experiments. They defined generality as the extent to which
a layer from a network trained on some task A can be used for another task B. For instance, the first
layers of CNNs trained on image data are known to be general: they always converge to the same
features, namely Gabor filters (which detect edges) and color blobs (which detect colors) [5, 8, 10].
In the protocol developed by Yosinski et al. [19], the first n layers from a donor network trained on
task A are used to initialize the first n layers of a recipient network. The remaining layers of the
recipient are randomly initialized, and it is trained on task B. However, the transferred layers are
frozen: they are not updated during training on task B. The recipient is expected to perform as well
on task B as did the donor on task A if and only if the transferred layers are general.
In practice, however, various other factors can impact the performance of the recipient on task B,
so Yosinski et al. [19] also included three control tests. The first control is identical to the actual
test, except that the recipient is trained on the original task A; this control identifies any fragile co-
adaptation between consecutive layers [19]. The other two controls entail repeating the actual test
and the first control, but allowing the transferred layers to be retrained. When the recipient is trained
on task A with retraining, performance should return to that of the donor network. When it is trained
on task B with retraining, Yosinski et al. [19] found the recipient actually outperformed the donor.
Yosinski et al. [19] successfully used their method to confirm the generality of the first layers of
image-based CNNs. Further, they also discovered a previously unknown generality in their second
layers. This methodology, however, was constructed for the binary comparison of two tasks A
and B. In the present work, we are interested in studying layer generality across a continuously
parametrized set of tasks (given by a family of BVPs), and the transfer learning methodology is
prohibitively computationally expensive. Instead, we will use a different approach, based on the
SVCCA, which we will then validate against the method of Yosinski et al. [19] on a set of test cases.
1.3 SVCCA: Singular Vector Canonical Correlation Analysis
Yosinski et al. [19] defined generality of a layer to mean that it can be used successfully in networks
performing a variety of tasks. This definition was motivated, however, by observing that the first
layers of image-based CNNs converged upon similar features across many network architectures
and applications. We argue that these two concepts are related: if a certain representation leads to
good performance across a variety of tasks, then well-trained networks learning any of those tasks
will discover similar representations. In this spirit, we define a layer to be general across some group
of tasks if similar layers are consistently learned by networks trained on any of those tasks. To use
this definition to measure generality, then, we require a quantitative measure of layer similarity.
Recently, the SVCCA was demonstrated by Raghu et al. [14] to be a powerful method for measur-
ing the similarity of neural network layers [14]. The SVCCA considers the activation functions of
a layer’s neurons evaluated at points sampled throughout the network’s input domain. In this way
it incorporates problem-specific information, and as a result it outperforms older metrics of layer
similarity that only consider the weights and biases of a layer. For instance, Li et al. [11] proposed
measuring layer similarity by finding neuron permutations that maximized correlation between net-
works. As a linear algebraic algorithm, however, the SVCCA is more computationally efficient than
permutation-based methods. Similarly, Berg and Nyström [2] have concurrently attempted to study
the structure of DENNs by analyzing weights and biases directly, but found the results to be too
sensitive to the local minima into which their networks converged.
Following Raghu et al. [14], we will use the SVCCA to define a scalar measure of the similarity of
two layers. The SVCCA returns canonical directions in which two layers are maximally correlated.
They defined the SVCCA similarity ρ of two layers as the average of these optimal correlation values.
Here, instead of the mean, we will defined ρ as the sum of these correlations. Since we typically
found that the majority of the correlations were nearly 1.0 or nearly 0.0, this SVCCA similarity
roughly measures the number of significant dimensions shared by two layers. In particular, since the
SVCCA between a layer and itself is equivalent to a principal component analysis, we will use the
SVCCA self-similarity as an approximate measure of a layer’s intrinsic dimensionality.
3
2 Methodology
2.1 Problem definition
Following concurrent work by Berg and Nyström [2], we will study the structure of DENNs on a
parametrized family of PDEs. Berg and Nyström [2] used a family of Poisson equations on a de-
formable domain. They attempted to characterize the properties of the DENN solutions by studying
the variances of their weights and biases. However, they reported that their metrics of study were
too sensitive to the local minima into which their solutions converged for them to draw conclusions
[2].
In this work, we have repeated this experiment, but using the SVCCA as a more robust tool for
studying the structure of the solutions. The family of PDEs considered here was
∇2u(x, y) = s(x, y) for (x, y) ∈ Ω, (2)
u(x, y) = 0, for (x, y) ∈ ∂Ω, (3)
where Ω = [−1, 1]× [−1, 1] is the domain and −s(x, y) is a nascent delta function given by
s(x, y) = −δr(x, y;x
′, y′) = −
exp
(
− (x−x
′)2+(y−y′)2
2r2
)
2πr2
, (4)
which satisfies limr→0 δr(x, y;x
′, y′) = δ(x − x′)δ(y − y′), where δ is the Dirac delta function.
For the present work, we will fix y′ = 0 and r = 0.1, and vary only x′. Thus, the BVPs describe
the electric potential produced by a localized charge distribution on a square domain with grounded
edges. The problems are parametrized by x′. We relegate deformable domains to future work.
2.2 Implementation details
The networks used in this work were all fully-connected with 4 hidden layers of equal width, imple-
mented in TensorFlow [1]. Given inputs x and y, the network was trained to directly approximate
u(x, y), the solution to a BVP from the family of BVPs described above. Training followed the
DGM methodology of Sirignano and Spiliopoulos [16]. More implementation details are discussed
in the supplemental material. Since this work was not focused on optimization of performance, we
used relatively generic hyperparameters whenever possible to ensure that our results are reasonably
general.
3 Results
3.1 Quantifying layer generality in DENNs using SVCCA
In this section, we use the SVCCA to study the generality of layers in DENNs trained to solve our
family of BVPs. We train DENNs to solve the BVPs for a range of x′ values, each from four different
random initializations per x′ value. We will refer to the different random initializations as the first
through fourth random seeds for each x′ value (see the supplemental material for details about the
random seed construction). First, we present results for networks of width 20. We condense our
analysis into three metrics, and then study how those metrics vary with network width.
Figure 1 shows the SVCCA similarities computed between the first, third, and fourth hidden layers
of networks of width 20. The matrix for the second hidden layer is omitted, but closely resembles
that for the first hidden layer. The (i, j)th element of the matrices show the SVCCA similarity
computed between the given layers of the ith and jth networks in our dataset. Since the SVCCA
similarity does not depend on the order in which the layers are compared, the matrices are symmetric.
The black grid lines of the matrices separate layers by the x′ values on which they were trained, and
the four seeds for each x′ are grouped between the black grid lines.
The matrices evidently exhibit a lot of symmetry, and can be decomposed into subregions. The first
is the diagonal of the matrices, which contains the self-similarities of the layers, denoted ρlself in the
lth layer. The second region contains the matrix elements that lie inside the block diagonal formed
by the black grid lines, but that are off the main diagonal. These indicate the similarities between
layers trained on the same x′ values, but from different random seeds, and will be denoted ρl∆x′=0.
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Figure 1: Matrices of layer-wise SVCCA similarities between the first, third, and fourth hidden
layers of networks of width 20 trained at various x′ values, with four random seeds per position.
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Figure 2: Crosses show ρl∆x′=X and diamonds show ρ
l
self for the data shown in Figure 1. Error bars
indicate maximum and minimum values. The gray lines show ρl∆x′=0, which is the null hypothesis
for the specificity metric described in the text.
The remaining matrix elements were found to be equivalent along the block-off-diagonals. These
correspond to all similarities computed between lth layers from networks trained on x′ values that
differ by∆x′, which we will denote ρl∆x′ .
With this decomposition in mind, the matrices can be represented more succinctly as the plots shown
in Figure 2. The diamonds and their error bars show the mean, minima, and maxima of ρlself in each
layer l. The crosses and their error bars show the means, minima, and maxima of ρl∆x′ for varying
source-to-source distances∆x′. As described above, the statistics of ρl∆x′=0 were computed exclud-
ing the self-similarities ρlself . The dashed gray lines show 〈ρ
l
∆x′=0〉 for each layer, and are used
below to quantify specificity. We show the minima and maxima of the data in order to emphasize
that our decomposition of the matrices in Figure 1 accurately reflects the structure of the data.
In the plots of Figure 2, the gap between ρlself and ρ
l
∆x′=0 indicates the extent to which different
random initializations trained on the same value of x′ converge to the same representations. For
this reason, we define the ratio 〈ρl∆x′=0〉/〈ρ
l
self〉 as the reproducibility. It measures what fraction
of a layer’s intrinsic dimensionality is consistently reproduced across different random seeds. We
see that, for networks of width 20, the first layer is highly reproducible, and the second is mostly
reproducible. Conversely, the third and fourth layers in Figure 2 have a gap of roughly 3 out of
20 between 〈ρl∆x′=0〉 and 〈ρ
l
self〉: networks from different random seeds at the same x
′ value are
consistently dissimilar in about 15% of their canonical components.
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Figure 3: The intrinsic dimensionality, reproducibility, and specificity of the four layers at varying
width. The lines indicate mean values. The error bars on intrinsic dimensionality indicate maxima
and minima, whereas the error bars on reproducibility and specificity indicate estimated uncertainty
on the means (discussed in the supplemental material). Numbers indicate layer numbers. The inset
in (a) shows the limiting dimensionalities of the four layers at width 192.
We can use the plots of Figure 2 to quantify the generality of the layers. When a layer is general
across x′, the similarity between layers should not depend on the x′ values at which they were
trained. Thus the ρl∆x′ values should be distributed no differently than ρ
l
∆x′=0. Visually, when a
layer is general, the crosses in Figure 2 should be within error of the dashed grey lines. Similarly, the
distance between the crosses and the dashed line is proportional to the specificity of a layer. Thus we
can see in Figure 2 that, for networks of width 20, the first and second layers appear to be general,
whereas the third and fourth are progressively more specific.
To quantify this, we will define a layer’s specificity as the average over ∆x′ of∣∣〈ρl∆x′=0〉 − 〈ρl∆x′〉
∣∣ /〈ρl∆x′=0〉. In Figure 2, this is equivalent to the mean distance from the crosses
to the dashed grey line, normalized by the height of the dashed grey line. Equivalently, it is the ratio
of the area delimited by the crosses and the dashed line to the area under the dashed line. It can
also be interpreted as a numerical estimation of the normalized L1 norm of the difference between
the measured 〈ρl∆x′=X〉 and the null hypothesis of a perfectly general layer. By this definition, a
layer will have a specificity of 0 if and only if it has similar representations across all values of
∆x′. Furthermore, the specificity is proportional to how much 〈ρl∆x′〉 varies with ∆x
′. Thus the
specificity metric we defined here is indeed consistent with the accepted definitions of generality
and specificity.
The same experiments described above for networks of width 20 were repeated for various widths
of 8, 12, 16, 24, 48, 96, and 192. Figure 3 shows the measured intrinsic dimensionalities, repro-
ducibilities, and specificities of the four layers. The error bars on the intrinsic dimensionalities show
minima and maxima, emphasizing that these measurements were consistent across different values
of x′ and different random seeds. The error bars on the reproducibility and specificity show the
estimated uncertainty on the means. These error bars are only approximate, and are discussed in the
supplemental material.
In narrow networks, the layers’ intrinsic dimensionalities (Fig. 3(a)) equal the network width. As
the network width increases, these dimensionalities drop below the width, and appear to converge
to finite values. We suggest that, for a fixed x′ value, there are finite-dimensional representations
to which the layers will consistently converge, so long as the networks are wide enough to support
those representations. If the networks are too narrow, they converge to some smaller-dimensional
projections of those representations. The reproducibility plots (Fig. 3(b)) support this interpretation,
as the reproducibilities grow with network width. Furthermore, they are smaller for deeper layers,
except in very wide networks where the fourth layer becomes more reproducible than the second
and third. This could be related to convergence issues in very wide networks, as discussed below.
The limiting dimensionalities increase nearly linearly with layer depth, as shown in the inset of
Figure 3(a). This has implications for sparsification of DENNs, as Raghu et al. [14] showed suc-
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Figure 4: (a-d): Results of the transfer learning experiments conducted on networks of four different
widths. Markers indicate means, and error bars indicated maxima and minima. At n = 0, the lines
pass through the average of the two base cases. Donors were trained at x′A = 0, and recipients at x
′
B .
(e): Measured transfer specificity as a function of network width. Numbers indicate layer number.
Markers show the ratio of the mean losses, and error bars show the maximum and minimum ratios
over all 16 combinations of the two losses. The dashed line shows a transfer specificity of 1.
cessful sparsification by eliminating low-correlation components of the SVCCA. Similarly, DENN
architectures that widen with depth may be more optimal than fixed-width architectures.
The specificity (Fig. 3(c)) varies more richly with network width. Overall, the first layer is most
general, and successive layers are progressively more specific. Over small to medium widths, the
second layer is nearly as general as the first layer; the third layer transitions from highly specific to
quite general; and the fourth layer remains consistently specific. In very wide networks, however, the
second and third layers appear to becomemore specific, whereas the fourth layer becomes somewhat
more general. Future work should explore the behaviour at large widths, but we speculate that it may
be related to changes in training dynamics at large widths. As discussed in the supplemental material,
very wide networks seemed to experience very broad minima in the loss landscape, so our training
protocol may have terminated before the layers converged to optimal and general representations.
The overall trends in specificity discussed above are interrupted near widths of 16, 20, and 24. All
four layers appear somewhat more general than expected at width 16, and then more specific than
expected at width 20. By width 24 and above they resume a more gradual variation with width. This
is a surprising result that future work should explore more carefully. It occurs as the network width
exceeds the limiting dimensionality of the second layer, which may play a role in this phenomenon.
3.2 Confirming generality by transfer learning experiments
In this section, we validate the method used to measure generality in the previous section by re-
peating a subset of our measurements using the transfer learning technique established by Yosinski
et al. [19]. We restricted our validation to a subset of cases because the transfer learning technique
is significantly more computationally expensive. To this end, we only trained donor networks at
x′A = 0 and measured generality towards x
′
B = 0.6. Following Yosinski et al. [19], we will call
the control cases with x′B = 0 the selffer cases, and the experimental cases with x
′
B = 0.6 the
transfer cases. We show the results for widths of 8, 16, 20, and 24 in Figure 4(a-d). Throughout this
section, we will refer to the measure of layer specificity we defined in the last section as the SVCCA
specificity, to distinguish it from the measure of layer specificity obtained from the transfer learning
experiments, with we call the transfer specificity. In Figure 4(a-d), the transfer specificity is given
by the difference between the losses of the frozen transfer group (solid, dark red points) and those
of the frozen selffer group (solid, dark blue points). It is immediately clear that the third and fourth
layers are much more specific than the first and second at all widths. The specificities of the first,
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second, and fourth layers do not change very much with width, whereas the third layer appears to
become more general with increasing width. These results are in agreement with those found with
the SVCCA specificity.
To quantify these differences, we define a transfer specificity metric given by the ratio of the losses
between the two frozen groups. This is shown in Figure 4(e), and it can be compared to the SVCCA
specificities for the same widths, which lie in the leftmost third of Fig. 3(c). The dashed line in
Figure 4(e) shows a transfer specificity of 1, corresponding to a perfectly general layer. The first
and second layers have transfer specificities of roughly 5, and are general (within error) at all widths.
The fourth layer, on the other hand, has a transfer specificity of roughly 105, and is highly specific
at all widths. Whereas those layers’ transfer specificities do not change significantly with width, the
third layer becomes increasingly general as the width increases. Its transfer specificity decreases by
roughly a factor of 4 from roughly 64 at width 8 to 18 at width 16. In Figure 3(c), by comparison,
its SVCCA specificity drops from roughly 5% at width 8 to 2% at width 16. Thus the transfer
specificity metric agrees with the main results of the SVCCA specificity: at all four widths, the first
two layers are general, and the fourth is very specific; the third layer is specific, albeit much less so
than the fourth, and becomes more general as the width increases.
Returning to Figure 4(a-d), recall that the remaining control groups also contain information about
network structure. Any difference between the two selffer groups (the two blue series) indicates
fragile co-adaptation. We note possible fragile co-adaptation at a width of 8, especially at n =
3. Future work should try measuring co-adaptation using the SVCCA, perhaps by measuring the
similarities of different layers within the same network, as done by Raghu et al. [14]. Finally, any
significant difference between the two retrained groups (the two dashed series) was meant to check
if retraining transferred layers boosted recipient performance; however, this was not seen in any of
our cases.
Overall, the transfer specificity used by Yosinski et al. [19] shows good agreement with the SVCCA
specificity we defined. We note however that the SVCCA specificity is much faster to compute.
Both methods require the training of the original set of networks without transfer learning, which
took about 2 hours per network using our methodology and hardware. We could then compute
all the SVCCA specificities for this work in roughly 15 minutes. On the other hand, Figure 4
required hundreds of extra hours to compute, and only considers four widths and two x′ values. That
method would be prohibitively expensive for measuring generality in any continuously-parametrized
problem.
3.3 Visualizing and interpreting the canonical directions
We have shown that the first layers of the DENNs studied here converge to general 9-dimensional
representations independent of the parameter x′. Figure 5 shows a visualization of the first 9 prin-
cipal components (obtained by self-SVCCA) of the first layer of a network of width 192 trained at
x′ = 0.6, shown as contour maps. We interpret these as generalized coordinates. The contours are
densest where the corresponding coordinates are most sensitive. It is clear that the first 2 of these 9
components capture precisely the same information as x and y, but rotated. The remaining compo-
nents act together to identify 9 regions of interest in the domain: the 4 corners, the 4 walls, and the
center. For instance, component e) describes the distance from the top and bottom walls; component
h) does the same for the left and right walls; and component d) describes distance to the upper-left
corner. We found the first layers could be interpreted this way at any x′ and whether we found com-
ponents by self-SVCCA or cross-SVCCA, and have included examples of this in the supplemental
material. The components are always some linear combination of x, y, and the 9 regions described
above.
Surprisingly, we found that the SVCCA was numerically unstable. Repeated analyses of the same
networks produced slightly different components, although the correlation vectors were very stable.
We see two factors contributing to this problem. Firstly, the first 7 or 8 correlation values of the
first layer are all extremely close to 1 and, therefore, to one another. Thus the task of sorting the
corresponding components is inevitably ill-conditioned. Second, the components appear to be paired
into subspaces, such as the first two in Figure 5. Thus the task of splitting these subspaces into
one-dimensional components is also ill-conditioned. We propose that future work should explore
component analyses that search for closely-coupled components. This could resolve the numerical
stability while also extracting even more structure about the layer representations.
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Figure 5: Plots of the first nine principal components of the first layer of a network trained on x′ =
0.6 (obtained by self-SVCCA). The numbers show the SVCCA correlations of each component.
4 Conclusion
In this paper, we presented a method for measuring layer generality over a continuously-
parametrized set of problems using the SVCCA. Using this method, we studied the generality of
layers in DENNs over a parametrized family of BVPs. We found that the first layer is general; the
second is somewhat less so; the third is general in wide networks but specific in narrow ones; and
the fourth is specific for widths up to 192. We validated our method against the transfer learning
protocol of Yosinski et al. [19]. The methods show good agreement, but our method is much faster,
especially on continuously-parametrized problems. Last, we visualized the general components of
the first layers of our DENNs, and interpreted them as generalized coordinates capturing features of
interest in the input domain.
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A Additional implementation details
We used the tanh activation function, and chose Ω = [−1, 1] × [−1, 1] so that the input neurons had the
same range as the hidden neurons. We used the tanh activation function as it outperformed the sigmoid, which
was used in many previous works on DENNs (e.g. [2, 6, 7]). This is consistent with the general guidelines on
efficient backpropagation offered by LeCun et al. [9]. LeCun et al. [9] also propose a rescaling of the tanh
activation function that might improve performance when used with correspondingly rescaled inputs. Imple-
menting this function using the python interface of TensorFlow [1] did not improve performance significantly,
although a lower-level implementation might do better. Since this work was not performance-oriented, this is
relegated to future work.
Piecewise-linear activations functions like ReLU were found to be incompatible with DENNs; the PDEs are de-
fined in terms of the network’s derivatives with respect to its inputs, and piecewise-linear activations functions
produce solutions that are locally flat. Although such activation functions could still be used approximate the
solution functions in theory (since Sonoda and Murata [17] showed that they still lead to universal approxima-
tion theorems), any function represented by them has no higher derivatives at any point in the domain, and so
cannot learn by backpropagation from the loss functions used with DENNs.
Following Sirignano and Spiliopoulos [16], the loss function defined as
L(x, y) =
(
∇
2u− s
)2
(1− IδΩ) + ηu
2IδΩ (5)
where
IδΩ(x, y) =
{
1, (x, y) ∈ ∂Ω
0, (x, y) /∈ ∂Ω
(6)
is the indicator function for the boundary of the domain. We chose η = 1, assigning equal weight to the PDE
and loss terms. Since only one term is non-zero for any given point (x, y), the relative importance of the PDE
and BC are therefore controlled directly by the relative sampling of the interior and boundary of the domain.
In defining the loss function, the L2 norm was consistently found to lead to better training performance than the
L1 norm. This was not clear a priori, as the problem studied here is essentially one of approximating a specific
function, rather than learning from a statistical process. In this case, then, one might expect the L1 norm to
converge to sharper minima in the loss landscape, in much the same way that L1 regularization encourages
sparsification more readily than L2 regularization. Future work should explore why training seemed to be less
efficient with this loss norm.
During training, batches of training points were randomly sampled from the domain. Specifically, 104 points
were randomly drawn in the interior of Ω, and then 104 more points were drawn on each of the four edges
of the domain. Thus, although the loss function assigned equal weight on the PDE and BC terms, the data
sampling favoured the boundaries significantly. The size of the training set was selected to optimally utilize the
available GPU resources (NVIDIA GTX 1080). Since resampling the data set was computationally expensive,
it was only changed every 100 training epochs.
The loss function was evaluated over a testing set of points, which was randomly generated in the same manner
as the training set, but with ten times more points from each region of the domain (for a total of 5×105 points).
This size was deemed to be more than large enough to fully resolve all features of the problem. As such, the
testing set was only generated once for each experiment. The loss was computed over the testing set every 1000
epochs. Training proceeded until the testing loss failed to improve after five consecutive evaluations. This was
found to reliably produce thoroughly-converged solutions in early tests, although the number of epochs before
convergence varied significantly across different random initializations for the same experiments. As discussed
below, this training protocol may have encountered issues for very wide networks.
Weights were randomly initialized according to the Tensorflow implementation of the Glorot uniform initializer
[1, 3]. Optimization was conducted using the default TensorFlow implementation of the Adam optimizer [1, 4].
Because networks were fast to train (taking at most a few hours to converge), many instances of training
(starting from different random seeds) were conducted for each experiment. In order to reduce the chance of
artifacts arising from random seed correlations, the seeds were set according to the formula
seed = int(str(nxp+1) +
"%02d"%(seed_core) +
str(np.abs(nr)+1) +
str(n_layers) +
"%03d"%(neurons_per_layer))
where nxp indicates the number of increments of 0.1 by which the source has been translated in x′, nr indicates
number of times the effective width of the source was increased by a factor of 2 from r = 0.1, n_layers is
the number of hidden layers in the network and neurons_per_layer is the number of neurons in each hidden
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Figure 6: Final testing losses after training of all the networks used in the SVCCA-based generality
measurements. Error bars show maxima and minima.
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Figure 7: Training statistics for all the networks used in the SVCCA-based generality measurements.
Error bars show standard deviations.
layer. Finally, seed_core is a number use to distinguish between different repetitions of the same experiment.
Note that several of these parameters were not varied in the current work, but this convention was selected for
compatibility with future work.
Figure 6 shows the final testing losses achieved by all the networks trained for the SVCCA-based generality
measurements. In other words, these are the losses for all networks trained for this work, except those trained
using transfer learning. Performance improved with width until a width of 24. Wider networks achieved
somewhat worse performance. We observed very wide networks during training and noticed that they made
incremental (in the third decimal place) improvements in testing loss for many testing periods before converging.
We believe this to be due to very broad, flat regions near the minima of the loss landscapes of these networks.
As discussed in the text, our training protocol may have terminated for these networks before they attained
the minima of these plateaus. As a result, this may have interfered with the networks discovering general
representations in the second and third layers. Similarly, if this coincided with co-adapation among the second,
third, and fourth layers, then some of the generality observed in the second and third layers at moderate widths
may have been shared with the fourth layer in the under-converged very wide networks. In other words, the
increase in the SVCCA specificities of the second and third layers at very large widths could be related to
the slight decrease in the SVCCA specificity of the fourth layer in the same networks. Certainly, future work
should explore this issue more carefully. At a practical level, a different training protocol than that used here
might be beneficial for training very wide DENNs in performance-oriented settings.
Figure 7 sumarizes the runtime performance of all the networks except those trained with transfer learning.
Despite converging in fewer epochs, very wide networks were slowest to train, as they took the longest to train
per epoch. Very small networks took longer to train because they took many more epochs to converge. Again,
these behaviours might be of interest to future performance-oriented work.
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Figure 8: Each row shows plots of the first nine canonical components found by applying the
SVCCA between the first layer of a network trained on x′ = x′1 and the first layer of a network
trained on a different random seed at x′ = x′2, as indexed to the left of the plots. The number above
each plot shows the correlation between the layers in the direction corresponding to that component.
B Additional analysis details
We used the SVCCA code provided by Raghu et al. [14] on the Google github repository. Their implementation
included various threshold values used to remove small values from the data, as these are expected to correspond
to noise. Because of the nature of DENNs, training is conducted with an unlimited amount of training data and
without any noise in the data. As such, we did not use these thresholding operations.
The error bars of reproducibility and specificity in Figure 3 were obtained by treating the distributions of
each of ρlself , ρ
l
∆x′=0, and ρ
l
∆x′=X as uncorrelated samples and applying standard rules for the propagation of
uncertainty. In reality, these values are in fact somewhat correlated, so the error bars should be taken only as
approximate uncertainties. However, since the reproducibility varies quite smoothly with network width and
the specificity agrees quite well with the validation tests, we deem the metrics to be sufficiently well-resolved
for the current work, and properly accounting for error correlations is relegated to future work.
C Additional visualizations of first layers
Figure 8 shows the first 9 components obtained by SVCCA with five different pairs of networks’ first layers.
All these networks had widths of 192. The numbers on the left indicate which networks were compared: x′1
and x′2 are the respective x
′ values on which they were trained, and s1 and s2 are their respective random seeds.
Thus the first and last rows show self-SVCCAs, which are equivalent to singular value decompositions. The
numbers above each component show the canonical correlation computed by the SVCCA for that component.
The last row of Figure 8 contains the same components shown in Figure 5 of the main text.
In all five cases, the leading 9 components have the same general structure. All rows contain a pair of compo-
nents that capture the same information as the original inputs x and y:
1. In row 1, components 1 and 4, although component 4 is slightly distored by mixing with another
component.
2. In row 2, components 1 and 2.
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Figure 9: Plots of the first 27 components of the first layer shown in the first row of Figure 8.
3. In row 3, components 1 and 2.
4. In row 4, components 1 and 4, although component 4 is slightly distorted by mixing with another
component.
5. In row 5, components 1 and 2.
The remaining components highlight the 9 regions of interest in the domain, as discussed in the main text. For
instance, the top-left corner is present in the following components:
1. In row 1, components 3 and 8.
2. In row 2, component 4.
3. In row 3, component 4.
4. In row 4, components 2 and 3.
5. In row 5, components 3 and 4.
Figure 9 shows the first 27 components and their correlations for the layer shown in the first row of Figure 8.
We note two things here. First, as mentioned in the first text, the correlation values drop drastically after the
ninth component. This was the basis for our use of the self-SVCCA as a measure of intrinsic dimensionality.
Second, we note that the 11 components following the first 9 still seem to capture coherent features over the
input domain. Indeed, they appear analogous to higher-frequency Fourier modes found in spectral analysis. In
contrast, components 21 and higher of the remaining 192 components are quite incoherent.
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