This paper proposed a semantic segmentation method using model uncertainty. Recently, many architectures achieved good segmentation performance but the certainty of the segmentation result was not considered. Certainty is needed for practical use of semantic segmentation in scene understanding because it is necessary to recognize accurately whether the object is known or not. Bayesian SegNet makes it possible to produce an uncertainty of the segmentation results using a measure of model uncertainty. However, the uncertainty is not used for segmentation itself. Then, our method rejects the uncertain region and classifies it as an unknown object using the model uncertainty and we aim the improvement of certainty. We implement encoder-decoder type CNN architecture and train with several optimizers such as SGD with momentum, Adam, AdaGrad, and so on. We use CamVid dataset for the training and testing and evaluate our segmentation results using 5 common measures. We achieved improvement of certainty by our method as shown in the evaluation results. Furthermore, optimizer comparison clarifies the best optimizer for our segmentation architecture.
Introduction
Semantic segmentation originating from TextonForest [1] and TextonBoost [2] is a pixel-level labelling and makes it possible to recognize each object in per-class and divide the object region as the shape of the object contour. Recently, convolutional neural networks (CNNs) [3] are widely used for segmentation models. However, many architectures have tried to directly adopt deep convolutional architectures to pixel-wise labelling, so the segmentation results appear coarse. To solve this problem, various architectures were proposed [4] - [9] . SegNet [9] inspired by the architecture Ranzato et al. proposed [10] is a deep convolutional encoder-decoder network. This architecture improves boundary delineation and reduces trainable parameters enabling end-to-end training. As a result, inference time is shortened so as to inference in real time. It has led to expectations for autonomous driving. Moreover, the accuracy of prediction has improved considerably but this accuracy ignores the regions of unknown objects. It becomes a problem on a practical level so that the it is necessary to recognize accurately whether the object is known or not. Therefore, models should consider the certainty of the segmentation result. Bayesian SegNet [11] which is an architecture that extends SegNet makes it possible to produce an uncertainty of segmentation results with a measure of model uncertainty from the sampling of the posterior distribution of the model using Dropout [12] . However, the uncertainty is not used for segmentation itself. Therefore, we apply the uncertainty to segmentation and aim the improvement of certainty by rejecting the uncertain region by our method. In a certain pixel, if the uncertainty is large, the model considers it as an unknown object and the pixel is not classified into any predefined classes. If the uncertainty is small, the model considers it as the object belonging to a class which has the highest probability among predefined classes. We apply this method on CamVid road scene dataset [13] . Furthermore, we train our network using several optimizers for finding the best optimizer for our segmentation architecture.
Network Architecture
In this section, we present our network architecture. Fig.1 shows the our network architecture. Our network is a deep convolutional encoder-decoder network like SegNet [9] and Bayesian SegNet [11] . Encoder network is composed of 10 convolutional layers, 4 pooling layers, and 2 dropout layers. Decoder network corresponding encoder network is 10 convolutional layers, 4 upsampling layers, and 2 dropout layers. The decoder performs upsampling to restore resolution of input feature maps using the memorized max-pooling indices from the corresponding encoder feature maps. The upsampling expands the resolution of input feature maps using subsampled values and spatial information in max-pooling. This step can obtain high-resolution feature maps but they are sparse. Therefore the decoder obtains the dense high-resolution feature maps by convolution of the sparse feature maps. This is often called deconvolution. The decoder finally outputs the dense feature maps which are the same resolution as the input RGB images. The end of our network is softmax classifier. Rectified Linear Unit (ReLU) and Batch normalization [15] are applied to each convolutional layer.
Bayesian SegNet is composed of 26 convolutional layers, 10 pooling layers, and 6 dropout layers. On the other hand, we implement the smaller network than Bayesian SegNet because we consider that the more convolutional layers are deep, the more difficult it is to restore abstract features in the decoder. Therefore our network composed of 20 convolutional layers, 8 pooling layers, and 4 dropout layers.
Segmentation method
In this section, we propose the method of segmentation by inference with the model uncertainty. We use dropout to perform probabilistic inference. Dropout is a way to prevent over-fitting by dropping units randomly. The dropping units randomly has the same meaning as the learning with various models. We use this property as a way of obtaining samples from the posterior distribution of models from Gal and Ghahramani proposed methods [16] , [17] like Bayesian SegNet [11] . This method enables to perform probabilistic inference over our segmentation model. We also perform minimizing the cross entropy loss objective function to encourage the model to learn a distribution of weights. We train the model and sample the posterior distribution over the weights at test time using dropout to obtain the posterior distribution of softmax class probabilities. We take the mean of distribution for classification prediction and use the variance to model uncertainty for each class based on Bayesian SegNet [11] . We perform segmentation using the model uncertainty. In a certain pixel, if the variance is larger than the empirically determined threshold, the model considers it as an unknown object and the pixel is not classified into any predefined classes. If the variance is smaller than the threshold, the model considers it as the object belonging to a class which has the highest probability among predefined classes. To our knowledge, there has been no methods to reject the uncertain region like our method for semantic segmentation. Our method is different from some methods which require a large training dataset to let the model learn the regions of unknown objects as a background class.
Training
We train our network with the CamVid [13] dataset for inference using our method at test time. We implement our network using the Caffe [19] which is common deep learning framework. CamVid is a scene understanding dataset with road scene images. We use 367 training and 233 testing only RGB images in this dataset and resize these images to 360 × 480 pixels to keep the condition with the Bayesian SegNet [11] . Classes are 11 objects in the road scene such as sky, building, pole, road, pavement, and so on. We train our network end-to-end using 6 optimizers: stochastic gradient descent (SGD) with momentum [20] , AdaGrad [21] , AdaDelta [22] , Adam [23] , NesterovAG [24] , and RMSProp [25] . In addition, dropout ratio is 0.5 and we performed training until the cross-entropy training Fig. 1 . Our network architecture.
loss converged on such conditions.
Evaluations
In this section, we evaluate improvement of certainty by our proposed segmentation method. Additionaly, we compare the performance of several optimizers. Fig. 2 shows the segmentation results obtained from classification by our model. In Bayesian SegNet, the segmentation results are obtained from the mean of distribution like Fig. 2 showed. These results show that all pixels are classified into one of the predefined classes. However, the unlabeled regions exist in ground truth labels. This means that the regions of unknown objects are definitely misclassified as one of the predefined classes. In model uncertainty in Fig.  2 , darker colors indicate a larger value of the variance and it means more uncertain predictions. We can see that our method prevents labelling in higher variance pixels as black unlabeled pixels. It means success to the rejection of the uncertain region.
Toward practical use of the semantic segmentation, it is hard to define all objects in the scene as classes, so the segmentation results should have the unlabeled regions having the same meaning as the regions of unknown objects. Our method can infer the region which is not classified into any predefined classes as the unlabeled region. Hence, it is necessary to evaluate the unlabeled regions in ground truth labels. However, the conventional evaluation method ignores the unlabeled regions in ground truth labels and considers only the labeled regions. Therefore, we newly consider the case of misclassification in the unlabeled regions in ground truth labels.
In calculating classification accuracies, we use 5 common measures of evaluation: Global accuracy (Global acc) in Eq. 1 measures the percentage of pixels correctly classified by the division of the total number of pixels of true positive prediction (TP) and the total number of pixels of ground truth (GT).
(1)
Class accuracy (Class acc) in Eq. 2 measures the percentage of pixels correctly classified in a class i. (2) Class average accuracy (Class avg) in Eq. 3 is the mean of the predictive accuracy over all classes by the division of the sum total of class accuracy in all classes and the number of classes (C). (3) Intersection over union (IoU) in Eq. 4 is a measure which imposes the penalty of false positive predictions (FP) on the class accuracy in a class i.
(4)
Mean intersection over union (Mean IoU) in Eq. 5 is the mean of intersection over union in all classes. (5) First, we evaluate the segmentation results only in the labeled regions in ground truth labels like the conventional evaluation method to verify whether or not our method reduces the case of the mismatch of the predicted class label and the ground truth class label in a pixel. The results of the classification accuracy using 3 measures of evaluation are shown in Table 1 . Table 1 shows that our method results exceeded conventional results obtained from the mean of distribution in all 3 accuracy scores. These evaluation results mean that we succeeded in reducing wrong predictions in this case. Secondly, we also evaluate the segmentation results only in the unlabeled regions in ground truth labels to verify whether or not our method reduces the case of the misclassification in an unlabeled pixel of the ground truth label. We regard the unlabeled pixels as the unknown class in this evaluation and if a classification result in a pixel is an unknown class, this result is evaluated as a true positive. It is not necessary to evaluate using except global accuracy because the number of correct classes is only one unknown class. Table 2 shows the result of the classification accuracy. We succeeded in reducing misclassifications in this case because the accuracy was improved from 0 % to 31.1 % by making it possible to reject the uncertain regions using our method. The accuracy of 31.1 % is far from the high score. However as we have shown in the end of Section 3, our model has avoided learning of the regions of unknown objects so this score is appropriate. From these evaluation results, we succeeded in the improvement of certainty by our method. Note that we used RMSProp for the training in these evaluation of our segmentaion method.
Thirdly, we compare the performance of several optimizers. Fig. 3 shows the comparison results of the maximum accuracy score of each optimizer in training term. We can see that Adam shows better accuracy score than other methods. RMSProp is close to the score of Adam. In addition, the comparison results of the standard deviation of each accuracy in Fig. 4 shows that RMSProp is the most stable optimizer. Altogether, RMSProp is the best optimizer for our segmentation architecture from these comparison results.
Finally, we challenge the Pascal VOC12 [26] dataset. This dataset consists of segmenting a few salient object classes from a widely varying background class. It is unlike the segmentation for scene understanding but widely used for benchmarks of the object recognition. We applied our segmentation method to pre-trained model provided by SegNet. Fig. 5 shows the segmentation results by our method. We can see that more frequently occurring classes have higher certainty but other classes have lower certainty and most of the regions are classified as unknown objects. 
Conclusions
This paper proposed a new semantic segmentation method and the necessity of certainty for practical use of semantic segmentation in scene understanding. We aim the improvement of certainty using model uncertainty on the road scene for semantic segmentation. We implement a encoder-decoder type CNN architecture and use CamVid dataset for the training and testing of our network. Our segmentation results showed that our method can reject the uncertain region where the variance of the posterior distribution of the model is large. We succeeded in reducing wrong predictions and achieved improvement of certainty by our method as shown in the evaluation results. Furthermore, optimizer comparison made it clear that RMSProp is the best optimizer for our segmentation architecture.
