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1. INTRODUCTION 
A polynomial perfect spline of degree Y with knots &, . . . , &,I is any 
function p E Cr-‘(-m, CQ) such that p”‘(t) has breaks only at the points 
(ti)r and p(‘)(t) = const elsewhere. These splines originated in Approxima- 
tion Theory as solutions of various interesting extremal problems in the 
class of differentiable functions 
~;[a, b] := {f : f E C’-‘[a, 61, fcr-r) abs.cont., Ilf(tillm < a~}. 
Clearly, any perfect spline p can be presented on [a, b] in the form 
where q, . . . , (Y, and c are real coefficients, 
g(t) : = (- l)k for & < t < &+, , k = 0, . . . , N, 
and a := (0 < & -C . . 1 < & < &+I =: b. 
In Bojanov (1984) (see also Bojanov 1986a) we studied an extension of 
the perfect splines (1. l), referred to as “u-perfect splines,” which were 
defined on the basis of a preassigned nonnegative integrable function o. 
The choice c+(x) = 1 leads to the usual polynomial case. 
A o-perfect spline on [a, b] of degree r with knots (Si)y is any expres- 
sion of the form 
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(1.2) 
where 
g(u; t) := (- l)ka(t) fOi- & < t < &+,, k = 0, . . . , N. (1.3) 
It follows from (1.2) and (1.3) that 
at each x E [a, b] except possibly at the knots. 
The u-perfect splines occur as extremal functions in the class 
V;[a, b] := {f:fE Cr-‘[a, b],f(‘-i) abs.cont., If(‘)(x)I I a(x) on [a, b]}. 
It turns out that they are a very useful tool in the study of extremal 
problems in the classes WL[a, b] too, 
Wi[u, b] := {f:f~ C’-‘[a, b],f(‘-‘) abs.cont., ]]f(‘)& < w}. 
In this paper we apply a o-perfect spline technique to solve some prob- 
lems related to the best recovery of a given functional on the basis of a 
partial information. 
Let us recall the central definitions in optimal recovery. 
Suppose that 0 is a given class of functions on [a, 61 and E(f), I,(f), 
. . . ) iN(f) are linear functionals defined for each f E R. The problem 
is to construct a method of approximation of I(f) in LR which uses the in- 
formation 
Kf-1 := Mf), * . . 7 ldf)~ 
only. The error of any method of approximation S, 
S: Kf) = Wlu-1, . . . 7 h(f)) =: W)? 
on the basis of T(f) is defined usually as 
Rs := sup{]l(f) - S(f)] : f E a}. 
The method S* of this type for which 
Rs* = inf Rs =: R(T) 
s 
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is called the “best” method of recovery (or of approximation) of the 
functional l(f) in LR on the basis of the information T. 
According to a well-known result due to Smolyak (see Smolyak, 1965, 
or Bahvalov, 1971), 
R(T) = sup{l(f) : f E a, r,(f) = . * . = ZN(f) = 0) (1.4) 
under some fairly general restrictions on R and {Ik}. 
There is an extensive literature now devoted to the construction, char- 
acterization, and application of optimal recovery schemes (see Traub and 
Woiniakowski (1980) for references). 
We study here the dependence of the error R(T) on the type of informa- 
tion. Our main results are two comparison theorems showing that the 
error of the best recovery method for I(f) = f(p) (7) in 
B(W$ := {f E w;ia, bl : Ilf(‘)llq 5 11 
on the basis of a quasi-Hermitian datum T(f) decreases when: 
(i) the nodes of evaluation move toward the point 7; 
(ii) the order of the derivatives in the boundary terms of T(f) de- 
creases. 
The method of proof relies on the observation that the worst function cp 
in B(W& i.e., such that Z?(T) = I(cp) - S(q), is actually a c-perfect spline. 
Thus, we may treat the problems in WL[a, 61 (1 < 4 < m) by the same 
perfect spline technique, used in W!Ju, b]. 
2. PROPERTIES OF THE (T-PERFECT SPLINES 
Everywhere in this paper we assume that [a, b] is a given finite interval 
on the real line and (T(X) is a nonnegative piecewise continuous function 
on [a, b] which does not vanish on subintervals. 
For completeness’ sake we recall in this section some results on U- 
perfect splines, which we shall use later. Many of them were proved by 
Bojanov (1986a) even in a more general setting. 
We shall say that the incidence matrix E = (eij)El,jZd (i.e., a matrix 
with only 0- and l-entries) satisfies the @‘)-condition if: 
(a) E has no odd supported blocks of l’s, 
(b) E satisfies the Polya condition 
zi$eizk+ l fork=O,. . . ,r- 1. 
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Denote by [El the number of l’s in E. Set 
llflla := inf{c 2 0 : If(x) 5 W(X) on [a, b]) 
for each absolutely continuous function J 
THEOREM A. Suppose that the incidence matrix E = (eij)zn=,,TIi satis- 
fies the (P)-condition and ]E] = r + N + 1, N 2 0. Then, for each system 
ofpoints (xk);l, a 5 xl < * . . ==c x, 5 6, and numbers {yij} there exists a o- 
perfect spline p of degree r with no more than N knots such that 
Moreover, 
p(')(Xi) = Yij if eij = 1. 
IIP’% 5 IIf’% 
for each function f from the set 
{f E C’-‘[a, b] : f cr-‘) abs.cont., f (j)(xJ : 
The proof can be seen in Bojanov (1986a). 
= 
(2.1) 
Yij if eij = l}. 
The following is a simple consequence of the previous theorem. It is an 
extension of the fundamental theorem of algebra for perfect splines. 
THEOREM B. Let x = (xi)~ and E = (eij)gi,JZd be given such that u 
5X,<‘. . < x, I b and ]El = r + N, N 2 0. Suppose that every matrix, 
obtained from E by addition of the row (1, 0, . . . , 0) at any place 
between the$rst and the last row, satisjies the (P)-condition. Then there 
exists a unique (up to multiplication by -1) o-perfect spline cp with N 
knots, such that 
&)(x;) = 0 if eij = 1, 
I~“‘O)l = c+(t) for each t E [a, bl. 
The next theorem reveals a nice extremal property of the o-perfect 
splines . 
THEOREM C. Let x = (xi);” and E = (e;j)pl,JZd be given such that E 
satisfies the (P)-condition, ]El = r + N + 1, with some N 2 0, and a 5 XI 
<* * * < x,,, 5 b. Then for every fixed ekp = 1, 
l(p) := (p(‘)(xk) = sup{l(f) : f E %}, (2.2) 
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where 
& := {f E VL[a, b] 1 f”(Xi) = 0 if eij = 1 Und (i, j) # (k, CL)} 
and cp is the u-perfect spline with at most N knots belonging to Cl0 and 
satisfying l(p) > 0. 
Proof. Assume the contrary. Then there exists a functionfo E R0 such 
that 
fP(Xk) > cp(“)(Xk) > 0. 
Consider the function g(t) : = q(t) - f(t), where (Y = I(f)ll(q). Clearly (Y 
> 0. Then g@)(t) # 0 almost everywhere in [a, b] and hence, g(j)(t) does not 
vanishes on subintervals for eachj = 0, . . . , r - 1. Since g’j’(Xi) = 0 for 
each eij = 1, it follows by an application of Rolle’s theorem (see Lemma 1 
below for details) that g(‘)(t) must have at least N + 1 sign changes. On the 
other hand, sign g(‘)(t) = sign t,&)(t) and 9 has no more than N knots. The 
contradiction completes the proof. 
Finally, let us present one Budan-Fourier type of theorem for o-perfect 
splines . 
Denote by Z(J (a, b)) the number of the zeros of a function f E 
C’-‘[a, b] in (a, b), counting the multiplicities up to r. It is a well-known 
fact that 
Z(p; (a, b)) 5 S -(p(a), . . . , p(‘)(a)) - S +(p(b), . . . , p(‘)(b)) (2.3) 
for each polynomial p of degree r (see, for example, Schumaker, 1981). 
Here S-(fi, . . . ,fJ and S+(f,, . . . ,f,J are customary notation for the 
sign changes and the strong sign changes, respectively, in the sequencef, , 
. . . , f n. 
Following the proof of (2.3), given in Schumaker (1981), one can easily 
see that a slightly modified form of (2.3) remains valid for generalized “o- 
polynomials” 
p(X) = 2 (YiXi-’ + I,” (TrI ‘ky’ a(t)dt. 
We have 
z(p; (a, b)) 5 S-(p(a), . . . , ~(~-‘)(a), 1) - S+(p(b), . . . 7 p”-‘)(b), 1). 
(2.4) 
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THEOREM D. Letf be a u-perfect spline of degree r on [a, b]. Suppose 
f has N knots in (a, b). Then 
Z(f; (a, b)) I N + S-(f(a), . . . ,f('-"(a), sign f(')(a+)) 
- S+(f(b), . . . , f c’-‘)(b), sign f (‘)(b-)). 
Proof. Denote by (I < . . . < tN the knots off. Let f have a zero of 
I'nUltipliCity nk at &. Here 0 5 Itk 5 r. Set to := a, .&+, := b. Evidently 
Then, applying (2.4) to each subinterval (ck, &+,), we get 
Z(fi (a, b)) 5 S-(f(a), . . . ,f('-')(a), sign f(')(a+)> 
- S+(f(b), . . . , f c’-‘)(b), sign f (‘)(b-)) 
where 
fik = s+(f(‘tk), . . . , f (r-‘)(tk), sign f @%$k-)) 
- s-(f(tkh . . . ,f”-%k), signf(%k+)). 
Sincef(&) = f'(&> = ' ' * = f("k-')(~k) = 0 and sign fcr)(fk-) = -sign 
i@)$;+), it is not difficult to see that fik 2 nk - 1. Therefore nk - fik 5 1 for 
,* * * 9 N. The proof is completed. 
3. ONTHEFAVARDINTERPOLATIONPROBLEM 
The problem of minimizing a norm 11 f @)[I over some subset R of func- 
tions f E Cr-‘[a, b] which interpolate a given datum is referred to as 
Favard’s interpolation problem. Favard (1940) constructed a smoothest 
interpolant in the case when Q = WL[a, b] and IIj( = I&. Following a 
series of particular but extremely nice results by many authors, Carl de 
Boor studied the problem in Wi[a, b] with ~~~~~ = ~~~~~q under general Hermi- 
tian interpolation conditions and gave a simple account of Favard’s argu- 
ments (see Boor, 1974). 
We start this section by giving a complete characterization of the 
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Favard problem in Wi[a, b], 1 < 4 < m, for Birkhoff-type interpolation 
data. We obtain an estimation for the number of sign changes of the rth 
derivative of the extremal function. Then, as a corollary, we show that the 
best interpolant is actually a o-perfect spline provided all but one of the 
preassigned values are equal to zero. Such a type of almost-zero data 
plays an essential role in optimal recovery problems. 
Our proof is based on the variation-diminishing property of the B-spline 
sequences. 
Let us recall from Bojanov (1986b) some definitions and main proper- 
ties of the B-splines with Birkhoff knots. 
DEFINITION. We say that the incidence matrix E = (eij)pl,&J, with 
IEj = r + 1, is s-regular if E is conservative and satisfies the strong Polya 
condition. 
For each pair (x, E) of points x = (Xi);“, XI < * * * < x,, and an s-regular 
matrix E (with /El = r + I), the Birkhoff B-spline B((x, E); t) is defined by 
the equality 
B((x, E); t) = D[(x, E); (. - t):-']l(r - l)!, 
where D[(x, E);f] is the divided difference offat (x, E), i.e., the leading 
coefficient in the polynomial p of degree r which interpolates fat (x, E). 
Note that B((x, E); t) = 0 for t 4 [x1, x,] and B((x, E); t) > 0 in (x1, x,). 
To every pair (x, E) of points x1 < * . . < X, and a matrix E = (eij)El,JZd 
with IE I = r + N, N 2 1, we assign a sequence of pairs (Xi, Ei)E, and call it 
the “(r + 1)-partition” of (x, E). The matrices {Ei} satisfy lEi[ = r + 1 and 
they are obtained from E in the following manner. Let us number the l- 
entries in the sequence era, . . . , el,,-l, e20, . . . , e2,r-r, . . . , e,,o, 
. . . , fkr- I by 1,2,. . . , r + N in the order in which they appear. Let ek 
:= (ek.0, . . . , ek,r-1) and ej := (f?j,o, . . . , ej,,-1) be the first and, respec- 
tively, the last row in E which contain elements from a fixed sample of r + 
1 consecutive l-entries, say, with numbers i, i + 1, . . . , i + r. Suppose 
that ek has n such 1’s. We denote by Ei the matrix {ek, ek+l, . . . , ej}, 
where all l-entries in ek except the first rz are replaced by 0. 
Finally, We S&Xi := (xk, xk+l, . . . , Xi). 
DEFINITION. The (r + l)-partition {(Xi, Ei)} of (x, E) is called s-regular 
if each Ei is s-regular. 
Denote by S-(f) the number of sign changes offin (a, 6). Recall that an 
integrable functionfhas k sign changes in (a, b) if there are k + 1 subinter- 
vals (CXi, pi), i = 1, . . . , k + 1, such that (- l)%f(x) > 0 almost every- 
where in (ai, pi) for i = I, . . . ,k+ l,wherea= lore= -1. 
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The next theorem was proved by Bojanov (1986b). 
THEOREM E. Suppose that {(xi, E;)}? is an s-regular (r + 1 )-partition 
of some pair (x, E). Then 
for each cxI, . . . , ffN, where B; := B((x;, E;); a). 
Now let us return to the Favard interpolation problem. For given (x, E), 
q, andfo E C’-‘[a, b], define the set 
F((x, E);jd := {.f E W:,[m, h] : .f’j’(xJ = J’$‘(xi) if pii = 1). 
THEOREM 1. Let I < q < 02 andx = (Xi);“, a 5 XI < . * . < .& 5 h. 
Suppose that the pair (x, E) bus NII s-regular (r + I )-partition {(xi, E;)};“= 1. 
Then, for eachfo E C’-‘[a, b], there is a unique fin Wh[a, 61 such that 
Il.f‘($, = inf{ll$“‘ll c, : g E F((x, E);.f;,)J. 
Moreover, f”‘(t) has no more than N - I sign changes in (a, h). 
Proojl The uniqueness of the extremal function f follows from the 
strict convexity of the L,-norm. Having Theorem E in hand one could 
show the existence and characterization part following de Boor’s proof 
for the Hermitian case (see de Boor, 1974). We only sketch the idea. 
Clearly the interpolation conditions g E F((x, E); j;,) can be rewritten in 
the equivalent form 
i ’ B;(t)g”‘(t)dt = lX(x;, E;);h,l, i= I,. . . ,N. (3.1) 0 
Then by a well-known duality theorem (see Krein and Nudelman, 1973) 
the extremal problem 
inf{llg(‘)& : gcr) E L&a, 61, g(‘) satisfies (3.1)) 
has a unique solution g&t) = M($lp-’ sign $, where M is a constant, p is 
the number conjugate to q, and 
Nt) = $ w&(f) 
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with some coefficients ai. Now it follows from Theorem E that S-(gt’) I 
S-(a,, . . . ) (Yfq) 5 N - 1. 
Since (x, E) has an s-regular partition, E contains a matrix with Y l- 
entries which is poised, i.e., for which the corresponding Birkhoff inter- 
polation problem has a unique solution. Then there is a unique f E F((x, 
E); fO) such that f(‘)(t) = g$‘(t) in [a, b]. The proof is completed. 
We will give a further specification of the best interpolant in a very 
particular case, when the interpolation data contain only one nonzero 
component. Since the proof is rather awkward, we separate one major 
part as a lemma. 
For convenience’ sake we shall say that a function f from C’-‘[a, 61 
vanishes (or “has a B-zero”) at (xi,j), where a I xi I b and 0 <j 5 r - 1, 
iff’j’(xi) = 0. This is an isolated B-zero if there are points U, fi, a I (Y 5 /3 
I 6, and a number 6 > 0 such that f(J)(x) = 0 on [a, b] and 
f”‘(x) f 0 in ((Y - 6, (Y) if a < (Y, 
f(j)(x) f 0 in (p, /3 + 6) if /3 < b. 
In the case (Y < /3 any other B-zero (ai, j) is stipulated to be identical with 
(xi,j)ifod&Ip. F ina 11 y, “J-vanishes at (Y, E)” will mean thatfG)(xi) = 
0 if eij = 0. 
LEMMA 1. Let (x, E) be given points u 5 xl < . . . < x,,, 5 b and m 
conservative incidence matrix E = (eij)yLI,j’ZJ n’ith IEl = r + N, N 2 1, 
which contains a Pblya matrix with r l-entries. Suppose thut the function 
ffrom Cr-‘[a, b], with an absolutely continuous (r - 1)st derivative, has 
isolated zeros at (x, E). Then f cr)(t) has at least /El - r sign changes in (a, 
6). 
Proof. A similar statement concerning algebraic polynomials was ac- 
tually proved by Atkinson and Sharma (1969). We follow their approach 
here. 
Since f vanishes at (x, E), f' will vanish at (x, fi), where I? consists of 
the last r - 1 columns of E. We now extend (x, 8) to (x, E,) including 
those zeros off' which follow from Rolle’s theorem. Note that each pair 
xii, xi* of consecutive zeros of f generates a sign change, and conse- 
quently, an isolated zero 5 off. There are two possible cases. 
(i) (t, 1) coincides with a&zero (xk, 1) off specified already by (x, E). 
Suppose that [eai, . . . , ek,] is the block of l’s in E starting from ekl. 
Then, ifs < r - 1, we substitute 1 for e x,~+, in 8. Ifs = r -- 1 (i.e., if there 
is no place for an additional new l-entry after the block) we “mark” the 
block [ekl, . . . , ek,%]. 
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(ii) (t, 1) does not coincide with a B-zero off, specified by (x, E). Then 
we add 5 to the set x and add a new row (1 , 0, . . . , 0) to 8, correspond- 
ing to the location of { in X. 
Performing this operation for each pair (xi,, xi2) of consecutive zeros of 
f, we get an extension (xi, Et) of (x, 8). Clearly E, will satisfy the lemma’s 
assumptions with r - I substituted for r. Moreover, [El/ = IEl - 1 - M, 
where A4 is the number of “marked” blocks in El . Thus, we can apply to 
f’ and (x1, E,) the same reasoning and get B-zeros (x2, E2) off”. Now it is 
clear that after r - 1 such steps we shall come to the conclusion thatf@-‘) 
has at least IEl - r + 1 isolated zeros in [a, 61, provided the marked zeros 
(i.e., those specified by the last l-entry of the marked blocks) are counted 
twice. Note here that each block can be marked at most once during this 
procedure. 
Now, observe that if the block [ekj, . . . , eA,rpl] had been marked at the 
jth step, thenSQ)(t) must change sign at q. Then, since r - j is even and 
fW(Xk) = . . . = f(‘-‘)(x& = 0, it is clear thatf”-t)(t) does not change sign 
at xk. Therefore, the marked zeros xk are “double”; indeed, the function 
f”-‘)(t) falls and then rises about XL. Thenf(‘)(t) must have at least /El - Y 
sign changes in (a, b). The lemma is proved. 
In order to make the presentation of the next result more clear we first 
define a simple operation. 
Suppose that a 5 5 5 b and k is an integer, 0 5 k 5 r - 1. To add a knot 
(5, k) to (x, E) means 
(i) If xi- 1 < [ < Xi: To insert the point .$ into x and to insert the row eg 
=(&),. . . , i&I) in Eat the position corresponding to the location of 5 
in x (skj is the Kroneker symbol). 
(ii) if 5 = Xi: TO set eik = 1. 
We shall denote by (5, k) U (x, E) the new pair, obtained by addition of 
OF, 4 to (x, El. 
THEOREM 2. Let (x, E) be a given pair ofpoints x = (Xi);‘, a 5 XI < 
. . . < x, % b, and a conservative incidence matrix E = (eij)$l,&J with 
[El = r + N, N 2 0. Let (5, k) be such that (5, k) U (x, E) has an s-regular 
(r + l)-partition {(Xi, Ei)}t. Suppose that each nonboundary row of E 
contains at least one O-entry. Set 
F I= {g E M’:[u, b] : g(j’(xi) = 0 ifeij = 1 and gck’(t) = 1). 
Letf E Fund 
]]f@)& = inf{]lg($, : g E F}. 
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Thenf@)(t) # 0 almost everywhere in [a, b] a&f(‘)(t) changes sign exactly 
N times in (a, b). 
Proof. Let us first illustrate the idea of the proof for the particular 
case when all B-zeros (x, E) offare isolated. In this case we conclude on 
the basis of Lemma 1 thatf(d(t) has at least N sign changes in (a, b). On 
the other hand, by virtue of Theorem 1, f(‘)(t) has no more than N, and 
therefore, it has exactly N sign changes. Thus 
S-(f”‘) = N. (3.2) 
As we mentioned in the proof of Theorem 1, f(‘)(t) has the form 
f”)(t) = const Iqb(t)lP-’ sign $(t), 
where 
e(t) = 2 c-w;B;((x;, E;); 0. 
Then, according to Theorem E, S-(f@)) 5 S-(CQ, . . . , (Ye) 5 N. This 
inequality, combined with (3.2), yields S-(ao, . . . , CY~) = N. Hence 
(Yi # 0 for all i = 0, . . . , N. (3.3) 
Assume now that f(‘)(t) = 0 on some subinterval (a, /3) of [a, b]. Then, 
because of the linear independence of {Bi(t)} (see Bojanov, 1986b), we get 
ai = 0 for all i satisfying ((u, /3) U supp B,(t) # 0. Since there is at least one 
such i, this contradicts (3.3). Thusf(“(t) # 0 almost everywhere in [a, b]. 
The proof is completed. 
Next we study the general case, following the same idea. Our first goal 
is to replace the blocks of nonisolated B-zeros offfrom the set (x, E) by 
isolated “zero intervals.” 
To avoid awkward notation we assume without loss of generality that 
(x, E) contains only one block of nonisolated zeros. 
Let j. be the smallest integer and [xi,, xk,,] be the largest subinterval of 
[a, b] such that fGO)(“‘(t) = 0 on [x,, xk,,]. Clearly 
f”‘(Xi,) = 0 forj =jO, . . . , r - 1. (3.4) 
Now we substitute the zero conditions (3.4) for 
f”‘(Xi) = 0 iff?ij= l,ioSiSko,joSjSr- 1 (3.5) 
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in the original set (x, E) of B-zeros. In this way we get new (call them (x, 
8)) zero conditions. Note that 
II? = r + N - (A + ,u + v) + r - j,, 
where A + cr. + v is the number of equations in (3.5). More precisely, 
r-l r-l r-l 
A = C ei,,j, P = C ekO,jy V= C Ceij. 
j=h I =h io<i<h j=jo 
Applying Rolle’s theorem as in the proof of Lemma 1, we get 
S-(f”‘) 2 N - (A + p + V) + r - j0 - (1 - 60,jJ. (3.6) 
Here 6 is the Kroneker symbol and the term 1 - 60,jo is appended to the 
estimate since the block of l’s in 8, corresponding to (3.4), might be odd 
and supported for j0 > 0. 
We shall see below that (3.6) leads to a contradiction. Indeed, since 
f(jQ)(t) = 0 on [xiO, xkO], f(‘)(t) = 0, too, and consequently 
2 pi& = 0 on [Xi03 XkJ. 
Then, by the linear independence Of {Bi}, (Yi = 0 for at least v + Y values Of 
i. Therefore, by Theorem E, S-(f(‘)) % N - (v + Y) = N - v - r. This, 
combined with (3.6), gives 
N-v-r?N-v-r+(r-A-jo)+(r-p-jo)+(jo- 1 +6o,j,). 
(3.7) 
Note that r - A - jo 2 0, r - /.L - j. 2 0, and j. - 1 + 60,jo > 0 for j. > 1. 
Thus (3.7) is inconsistent for j, > 1. Evidently (3.7) is not true for either j. 
= 0 orj, = 1. In the first case (j. = 0) we get r = A, which contradicts the 
assumption that each row of E has at least one O-entry. Ifjo = 1 then A = p 
= r - 1 and the block of l’s in l? which corresponds to (3.4) must appear in 
E also. Hence, it is not supported by the assumption of the theorem. 
Thus, in this case, we can remove the term 1 - 6o.jo from the estimation 
(3.6) and get a contradiction in (3.7). 
So, the assumption that (x, E) contains nonisolated zeros leads to a 
contradiction. Therefore all B-zeros off specified by (x, E) are isolated. 
This conclusion and the arguments in the first part complete the proof of 
the theorem. 
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4. BEST RECOVERY SCHEMES USING BOUNDARY VALUES 
We assume in this section that ml, m2, ul, . . . , u, are fixed integer 
numbers such that 
0 5 ml 5 r, 0 5 m2 5 r, 
1 5 Ui % r, i= 1,. . . ,m. 
Denote by &ml, m2, V) the set of all incidence matrices E = (e;j)yL;!JIc! 
satisfying the conditions: 
r-l r-l 
(4 ,z eoj = ml, C em+l,j = m2. 
j=O 
(b) ForeachiE(1,. . . ,m}, 
1 ifj = 0, . . . , u; - 1 
eij = 
0 otherwise. 
(c) IEl > r + 1 and E satisfies the Polya condition. 
With any E E &ml, m2, V) we associate the set J = (A,, . . . , A,,,; pl, 
. . . ) pu,,) of subscripts indicating the location of the l-entries in the first 
and the last row of E, i.e., 
eo,j = 1 for j = XI, . . . , A,,, 
e -1 m+l,j - for j = pLI, . . . , pm2. 
We shall write J 5 j if 
hiI);ifOri= 1,. . . ,ml and /..&iIfiifOri= I,. . . ,m2. 
Suppose that x = (xi);+’ is a given set of points ~1 = x0 < . . . < x,,~+I = 
b. Let 0 I Al. 5 r - 1 and T E [a, b]. Set I(f) := f(p)(~). 
4.1. A Comparison Theorem in Vk[a, b] 
Our first result here is a comparison theorem concerning the best recov- 
ery of I(f) in the class Vb[a, b] on the basis of the information 
T(f) = T((x, E);f) := {f’j’(x.) . I . e;j = l}. 
We prove the monotone dependence of the error R = R(T) on .I. 
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THEOREM 3. Let E and I? be two matrices from .AQm,, m2, v) such that 
J 5 j. Suppose that a = x0 < xl < . * . < x,,,+~ = 6, a < r 9 6, and 
p = u; if7 = xi, i = 1,. . . , m, 
/.L=o if7 4 {xl, . . . , x,}. 
Then the error R of the best method of recovery of f(")(r) in the class 
Vk[a, b] on the basis of the information T((x, E);f) satisfies the relation 
R <I?. (4.1) 
Proof. Let hk be an element of J = (A,, . . . , A,,; pl, . . . , pm2) 
satisfying the requirement 
Ak + 1 <hk+l ifk < ml, 
Ak+l<r-1 if k = ml. 
It is clear that the theorem will follow by pair-wise comparisons if we 
prove it in the simple case when 1 = (A,, . . . , A,,; pl, . . . , pm2) and 
fii = Ai ifif k 
hk + 1 ifi = k. 
So, our next goal is to prove (4.1) for j defined as above. 
Denote by cp (and +, respectively) the unique u-perfect spline of degree 
r with N knots (N := ml + m2 + u1 + * . . + urn - r), satisfying the 
condition 
tp(qT) > 0, Cp(j)(Xi) = 0 if e;j = 1. (4.2) 
Evidently 
Z(cp; (a, b)) B u := uI + * . * + u,. 
On the other hand, by Theorem D, 
Z((o; (a, b)) 5 S-(q(a), . . . , cp(r-‘)(a), sign @(a+)) 
- S+@(b), . . . , @l)(b), sign &f(b-)) + IV. 
(4.3) 
Since S-(9(a), . . . , &‘)(a), sign @(a+)) 5 r - ml and S+(cp(b), . . . , 
@-l)(b), sign cp(‘)(b-)) 2 m2, we get 
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Z(cp; (a, b)) 5 r - ml - m2 + N = u. 
This, combined with (4.3), gives Z(cp; (a, b)) = u. Therefore 
s-M4, . . * , @l)(u), sign @)(a+)) = r - ml 
and, as a consequence, cp’j$z) # 0 forj # hi, . . . , A,, . 
Denoting by cpo the a-perfect spline of degree r with N - 1 knots 
satisfying 
(Pi%) > 0, Cp”‘(Xi) = 0 for eij = 1, (i,j) # (0, Ak), (4.4) 
we can get similarly that 
s-(ao(4, . . . , &‘)(a), sign &‘(a+)) = r - ml + 1, 
&’ f 0 fOrj = AI, . . . , hk-I, hk+l, . . . , A,,. 
Moreover, since (o(t) and cp&) have no zeros other than those prescribed 
by (4.2) and (4.4), it follows from the assumption (p(@)(r) . &j(r) > 0 that 
sign cp(t) = sign cpo(t) for each t # x1, . . . , x,. Then 
@(u) * &‘(a) > 0 for j = 0, . . . , Ak - 1,j f Al, . . . , Ak-1, 
+&)(a) - &I) < 0 for j = Ak + 1, . . . , r - 1, j # Ak+,, . . . , A,,. 
Construct a function I,!J := (cp + e(~O)/(l + E) with E = -q&+‘)(u)/ 
+&k+“(u). Clearly E > 0 and @k+‘)(u) = 0. Thus I/J satisfies the zero 
conditions $‘j’(Xi) = 0 if &ij = 0. Then it follows from Theorem C that I($) 
5 I($). Similarly, l(v) I I(+$. The latter implies l(cp) I 1(q), which, to- 
gether with the previous one, gives I(cp) 5 I(+). Now it remains to recall 
that R = I(q), Z? = I(+). The theorem is proved. 
Remark 1. It is not true that the strict inequality J < j implies R < I? 
(strict inequality). For example, if xi0 < 7 and Vi0 = r then it is easy to see 
that R = l?. 
However, we show below that some “strong” interlacing conditions on 
the zeros (3~, E) and the knots &, . . . , Z& of q(t) imply R < 2 in 
Theorem 3. 
PROPOSITION 1. Suppose that the points (i, B) : = {(x, E)\(u, Ak)} U (T, 
p) and the knots t,, . . . , {N sutisfj the interlacing conditions 
Si E s"PP B((xi~ Ei); -19 i= 1,. . . ,N, 
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where {(xi, I$)}? is the (r + I)-partition of(.f, I?). Then the condition J < j 
implies R < I?. 
Proof. In view of Theorem C we need only show that (p(p)(~) < (P&“)(T). 
Consider the function g(t) := p(t) - PO(t). If there is a subinterval (a, /?) 
and points tl, t2 such that a 5 tI < (Y 5 0 < t2 5 b and g(t,) # 0, g(t2) # 0, 
then the function h(t) : = (1 + e)tp(t) - cpo(t) will have at least N + r + 1 
isolated zeros in [a, b] for some small E > 0. Then, by Lemma 1, h(‘)(t) 
must have at least N + 1 sign changes in (a, b), a contradiction. Thus, if 
g(t) vanishes identically on some subinterval (a, /3) of [a, b], then p must 
coincide with b. 
Assume now that (P(P)(~) = (P&@)(T). Then g(t) = 0 for all t E [T, b], by the 
observation above. Let [to, b] be the largest zero interval for g. Obviously 
a < to I 7. Suppose that X; < to < x;+l. Set Ml := ml + ~1 + . . . + Ui, Ad2 
:= m2 + Vi+1 + ’ . . + u,. By the hypothesis, there are at least Mz + 1 - r 
knots of cp in (to, b). Then, there are at most 44, + M2 - r - (&I2 + 1 - r) = 
MI - 1 knots of cp in (a, to). Further, an application of Lemma 1 shows 
that cpo has at least M2 - r knots in (to, b) and consequently, at most M1 - 
1 knots in (a, to). Note that PO(t) equals identically q(t) to the right of to and 
PO(t) # p(t) to the left of to (in a small neighborhood). Then cpo or cp must 
have a knot at to. Therefore one of these perfect splines, say cp, has at 
most M1 - 2 knots in (a, to). On the other hand, since g(jJ(to) = 0 forj = 0, 
. . . ) r - 1, g has at least 44, - 1 + r isolated zeros in (a, to). Then, by 
Lemma 1, g(‘)(t) must have at least MI - 1 sign changes in (a, to). But 
S-(g@)) 5 S-(+4’)) 5 MI - 2 in (a, to). The contradiction shows that (P(@)(T) 
< (pp)(~). The proposition is proved. 
Remark 2. We assumed in Theorem 3 that a < 7. It is clear however 
that the same arguments could be applied in the case 7 = a, provided p < 
hk. Thus J < j implies R I k if l(f) = f(@)(u) and p < hk. 
A slight modification of Theorem 3 holds in the case 7 = a, p > hk, too. 
We need only observe that cp@-‘)(a) . @-‘)(a) < 0 if hk < p. Thus the 
function I& := (cp + &&I(1 + E) belongs to V’,[u, b] and +(*“-‘)(a) = 0 for E 
=- ~(A”-l)(u)/cp~P1)(u). As in the proof of Theorem 3, this yields 
where j = (hi, . . . , Ak-1, Ak - 1, &+I, . . . , b,,, PI, . . . , /-h2). 
Therefore R I & in this case. 
In other words, we proved that the error R decreases if we move the 
order j of the derivative f(j)(u) (in the information data) toward p. 
4.2. Optimal Recovery in WG[u, b] 
Next we study the same question about the dependence of the error on 
the boundary values in the class 
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B(W’,) := {f E w;kz, bl : IlPllq 5 11 
for 1 < q < m. The case q = m was governed by VL. 
THEOREM 4. Let (x, E) and (T, p) be given as in Theorem 3. Suppose 
further that {(x, E) U (T, p)}l(t, A) admits an s-regular (r + I)-partitionfor 
(e, A) = (a, Xk), (b, PI(), and all admissible k. Let J 5 .f. Then the error R of 
the best method ofrecovery ofl(f) : =f(p)(~) in B(Wi) (1 < q < m) on the 
basis of T(x, E)) satisjies the inequality 
R <I?. (4.5) 
Proof. Denote by (c the function from B(WL) such that 
(P(~)(T) = SUP{~(")(~) : f E B( Wi), f”‘&) = 0 if eij = l}. (4.6) 
The existence and uniqueness of (o is guaranteed by Theorem 1. It follows 
from (1.4) that 
R = I@) = (P(~)(T). (4.7) 
Similarly 
ri = l(G), (4.8) 
where + is defined on the basis of the incidence matrix I? E A(ml, mz, v) 
having l-entries in the first and the last row prescribed by j. Without loss 
of generality we may assume as in the proof of Theorem 3 that j is 
obtained from J replacing Xk by A& + 1. 
There are two cases to be considered. 
(i) Suppose that there is a point to E (a, T) such that c&to) = 0 forj = 
0 - - 7 r - 1. Then q(t) = 0 for each t E [a, to], by the uniqueness of the 
ekema function in (4.6). Thus cp will satisfy the zero boundary condi- 
tions imposed by 1. This and (1.4) imply I(cp) 5 l(G). Therefore, in view of 
(4.7) and (4.8), 
R = I@) 5 l(d) = R 
and (4.5) is proved. 
(ii) Suppose that 50 has no zero of multiplicity r in (a, T). Let (a, /3) be 
the largest interval with this property. We have p = b or cp(j)( /3) = 0 forj = 
0 , r - 1 if p < b. It is clear then that p < b implies (o(j)(t) = 0 for all t 
i ;j, il. 
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Let us assume first that p = 6. Then, by Theorem 2, @j(t) # 0 almost 
everywhere in [a, b]. Hence we can use I&t>] as o(t) to define a class 
VLJu, b]. Note that every functionffrom this class VL[a, b] satisfies the 
condition Jlf(r)& I 1)@)& = 1. Therefore 
V;[a, b] c B(W;). 
A direct application of Theorem 3 to Vb[a, b] gives R, I Z?,, where R, 
(a,, respectively) is the error of the best method in Vk[u, b] using J (1, 
respectively). Let +,, be the o-perfect spline from V’,[u, b] satisfying the 
conditions 
2, = K+b), +l;“(Xi) = 0 if eij = 1. 
Since & E B( Wi), we have I?, = I(&) 5 &. Therefore R = R, 5 I$, 5 R, 
which was to be shown. 
In the case p < b we define G,(t) in the same way in [a, /3] (applying 
Theorem 3 to V’,[u, p]) and then extend it over [a, b] setting cp&) = 0 for t 
E [p, b]. Evidently, the so-extended &, belongs to B(Wi). Then we repeat 
the reasoning as in the case 0 = b and complete the proof. 
Remark 3. It was assumed in this section that 1~1 > r + 1 (see the 
definition of A4(ml, m2, V)). The case IEl = r + 1 leads to a nice extremal 
problem about generalized polynomials which can be handled directly 
(see Bojanov, 1986a, Theorem 3.5; Nikolov, 1986). 
Finally, note that Remark 1 and 2 hold in Wk, too, since the proof of 
Theorem 4 relies upon an application of Theorem 3. 
5. OPTIMAL DIFFERENTIATION 
This section is devoted to a problem initiated by Chui and Smith (1980). 
Given a quasi-Hermite matrix E = (eij) and (7, p), we show that the error 
in VL[u, b] of the best approximation method of the form 
is a nondecreasing function of [xi - 71. Then we extend this result to the 
classes WG[u, b] (1 < q < ~0) applying the o-perfect spline technique. 
The particular case 
f’(b) = uo.f(b) + 2 aif( .fE W;[a, bl 
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was studied earlier by Chui and Smith (1980). Their proof is based on the 
oscillating property of the coefficients in Descartes’ systems of B-splines. 
Our approach is different. We exploit an observation made by Bojanov 
(1980) (see Lemma 5) about the dependence of the value of a perfect 
spline at a fixed point on the location of its zeros. 
Let li = (ty’, . . . , tz’), i = 1, 2. We say that “c, 5 t2 with respect to 7” 
if Iti” - ~1 I Iti*’ - ~-1 and sign(#) - r) = sign(@) - T) for each k = 1, . . . , 
n. 
To any sequence t = (to, tl, . . . , I,+ r), f. < t, 5 . . * 5 fv < &+I, we 
assign a set x = (x0, xl, . . . , xm, x,+ J of distinct points x0 < xl < . . . < 
x,+~ such that x0 := ro, x,+~ := &+I and (t,, . . . , t,) = ((x1, ur), . . . , 
c%l, u,)), i.e., vk is the multiplicity of xk in the sequence t. Clearly u = uI + 
. . . + u,. 
Given A = (A,, . . . , Am,), p = (CL,, . . . , CL,*), and t, we denote by E 
= E(t) the incidence matrix whose l-entries are specified by A, cc, and uI, 
. . . ,u,. 
THEOREMS. Let A, p, and t be given such that a 9 to < tl CC . . . 5 t, 
< fu+l - <b,Oshksr- 1,04pkir- 1, 1 ~v~5r.Letthepointr,tg~ 
r 5 to+l, and the integer t.~, 0 5 p 5 r - 1, sari& the requirement 
/.L=o if 7 # x1, . . . , xm, 
El. = vk ifT = xk. 
Then the error R = R(t) of the best method of approximation of 1( f) : = 
f@)(7) in Vk[a, b] on the basis of the information T((x, E(t))) sari&es the 
relation 
R(t) 5 R(3) if t 5 i with respect to 7. 
Proof. Without loss of generality we may assume that fk < tk I r and ti 
= ;i for all i # k. 
Let us first consider the case k # 0. Denote by cp the unique a-perfect 
spline of degree r with n := ml + m2 + v - r knots which vanishes at (I, 
E) and such that f(p) > 0. In the same way we introduce + and cpo on the 
basis of i and 
to = (to, tl, . . . , tk-I, tk+l, . . . , f”, fu+l), 
respectively. We have R(t) = l(p), R(i) = I(+), R(to) = I(cpo). Clearly 
l(cp) 22 l(cpoL (5.1) 
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according to (2.2). Define the function $ := (cp + &&I(1 + E) with E = 
-&&)l(p,&) (if cpO(&) = 0, we set $ = cpo). It is easy to see that sign p(t) = 
-sign cpo(t) on (Xi-l, Xi) where Xi = tk. Thus E > 0. Then $ E V:[U, 61 and, 
in view of (5.1), I($) 2 l(p). Note, else, that $ vanishes at (i, fi defined by 
(3). This implies f(q) i I(+) and hence R(i) 2 1($) 2 I(q) = R(t), which was 
to be shown. 
Now suppose that k = 0. Let the components tl, . . . , tv+l oft be fixed 
and a < to < tl. We must prove that R(t) is a nonincreasing function of to in 
(a, t,). Clearly it is sufficient to show that for any to in (u, t,) there is an h > 
0 such that 
l?(t) 5 R(i) if to - h < to < to; 
R(3) 5 R(t) if to < i. < to + h. 
(5.2) 
Next we prove (5.2). 
Let cp again be the c-perfect spline defined as before. Then R(t) = I(q). 
For each I % k I ml we define similarly the a-perfect spline cp~ of degree Y 
with n - 1 knots such that 
if eij = 1, for (i, j) # (0, hk), 
It follows from Theorem D that &)(to) # 0. Then the quantities 
6ik(h) : = plih’)(tO - h) 3 i, k = 1,. . . , ml, 
satisfy 
(&k(h)1 > 6 > 0, k = 1, . . . , ml, 
for all sufficiently small h and some 6. In addition, 
aik(h) = 0th) for k f i 
6i(h) : = (p(*i)(to - h) = 6(h) i=i,. . . ,ml. 
Thus the matrix {6ik(h)} has a dominating main diagonal for small h. Then 
the system of equations 
2 E/$&(h) = 6;(h), 
k=i 
i = 1, . . . , ml 
has a unique solution (~1, . . . , cm,). Since, for h > 0, 
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sign 6ik(h) = sign ai fori= 1,. . . . ,k- 1, 
sign 6;k(h) = -sign 6i(h) for i = k, . . . , ml, 
it is not difficult to see that cl 2 0, . . . , E,, 2 0, provided h is very 
small, say 0 5 h 5 ho. Now we construct the function 
+ := (q + 2 Eke/(1 + 2 Ck) 
and get as in the first part /(+) 2 I($) 2 I(q), which yields R(i) 2 R(f) for 
each &, E (to - h, to). 
Similarly, for -ho < h < 0 we get a solution cl i 0, . . . , .F,, 5 0. 
Since l(q) I I(qk) we obtain 
which completes the proof. 
Using the fact that the extremal function for the best recovery problem 
in B(Wb) is a u-perfect spline, we derive the following important conse- 
quence from the previous theorem. 
COROLLARY 1. Theorem 5 holds in the class B( W:), I < q < m, pro- 
vided the matrix {(x, E) U (T, p)}/(<, A) admits an s-regular (r + l)- 
partition for (5, A) = (a, AA), (6, pk), (xk, uk-,), and ull admissible k. 
We omit the proof since it follows from the proof of Theorem 4 with 
minor obvious modifications. 
Remark 4. The next example shows that the assertion of Theorem 5 
and Corollary 1 cannot be proved in the stronger form: t < i implies R(f) < 
R(i). 
The example: Let p = ~0, [a, b] = [0, I], r = 2, t = (to, 1, 1). Set cp(x) 
= f($ - x)(1 - x). Then it is not difficult to see that R(t) = p’(l) for each 
0 r&)5+. 
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