Abstract-Coordinated scheduling/beamforming (CS/CB) substantially mitigates the intercell interference (ICI), hence increasing the cell-edge throughput on the downlink (DL) of coordinated multipoint (CoMP) systems. To maximize the DL throughput, the cooperating base stations (BSs) jointly select the best set of users for DL scheduling and then jointly design a set of beamforming (BF) vectors to approach the throughput limit. However, finding the optimal BF vectors requires an exhaustive search and substantial channel state information (CSI) feedback, hence resulting in high algorithmic complexity and heavy uplink traffic load. Hence, we conceive a new cross-layer algorithm to achieve high performance at a lower feedback amount and at lower algorithmic complexity. Based on the fact that different BSs usually have different traffic loads, we divide the BSs into two different types, i.e., the master BSs (MBSs) and the slave BSs (SBSs), where MBSs have a higher transmission priority than SBSs. The scheduling relies on an interference threshold, whereas our robust BF scheme exploits both the channel direction information (CDI), which is quantized using the technique of limited feedback, and the channel quality information (CQI), which is assumed to be fed back accurately. Our numerical results show that the proposed algorithm does not lose much performance compared with that achieved by an exhaustive search, whereas the algorithmic complexity is as low as that of the solutions operating without CoMP.
I. INTRODUCTION

C
OORDINATED multipoint (CoMP) transmission is a key feature in the Long-Term Evolution system [1] - [3] , which promises performance improvements for the cell-edge users by allowing several base stations (BSs) to cooperate. On the uplink side, the cooperating BSs share the information and jointly process the data received from the mobile stations (MSs). On the downlink (DL) side, two commonly implemented methods are the joint processing and coordinated scheduling/beamforming (CS/CB) schemes, where CS/CB allows the BSs to cooperatively schedule their DL transmissions to a set of users and then cooperatively design a set of efficient beamforming (BF) vectors. Under the assumption that the users' channel state information (CSI) is perfectly known at the BSs' DL transmitters, the throughput performance of coordinated BF varies for different sets of scheduled users. Thus, the ultimate task for the BSs is to schedule their DL transmissions to the optimal set of users that are capable of approaching the maximum DLtransmission throughput and then to design the particular set of BF vectors that can approach this limit. However, the problem described earlier has the following obstacles.
1)
High algorithmic complexity. The algorithmic complexity imposed by finding the optimal set of MSs for which the DL transmissions should be scheduled is high since an exhaustive search is required for optimal scheduling. Assuming that there are M BSs and that the user set of the ith BS (BSi) is denoted by U i , the complexity of the scheduling algorithm is on the order of O(
. This complexity becomes excessive, when the number of BSs and MSs in each cell increases. 2) High feedback load. Assuming that the feedback "budget" of each MS's CSI is B bits for the Channel Direction Information (CDI) and b bits for the Channel Quality Information (CQI), the feedback traffic load can be expressed as (
, where the MB bits of the CDI feedback are related to M channels, i.e., one for the specific channel receiving the desired signal and the remaining (M − 1) for the channel receiving the interfering signal. 3) High backhaul traffic. To calculate the set of optimal BF vectors, at least one of the BSs has to know the CSI of all the MSs. Thus, the backhaul traffic load is at least (
M i=1 |U i | − max i {|U i |})(MB + b). 4) Inaccuracy caused by imperfect CSI feedback.
Since the CSI feedback introduces both quantization errors and latency, the CSI acquired at the BSs is inaccurate. Thus, it is possible that the DL-scheduling decision will be inaccurate when the quantization error is high.
There has been a plethora of contributions related to CoMP [1] , [4] - [15] , exploring possible solutions and finding remedies to the impediments aforementioned. Although the original contributions relied on the assumption of perfect CSI [4] , more realistic recent contributions assumed imperfect CSI feedback, where the channel vectors are quantized to a codeword stored in a codebook designed offline and the index of the codeword is fed back instead of the actual quantized values of the channel vectors. Hence, the amount of feedback per user can be substantially reduced. A comprehensive introduction to the topic of limited feedback aid communications can be found in [5] , where the authors discussed the feedback design in a broad range of scenarios, employing methods used in industrial standards and protocols.
One of the common issues in realistic limited-feedback-aided systems is the inaccuracy of the CSI feedback both due to the delay encountered and by the transmission errors imposed by the feedback channels [6] - [10] . In [6] , Wu and Lau proposed a feedback design for spatial-division multiple-access (SDMA) systems, demonstrating that their scheme is robust against feedback channel errors and characterized the system's goodput. Another contribution of Wu and Lau [7] provided two robust designs for multiple-input-multiple-output precoder adaptation under the scenario of potentially error-prone limited feedback and showed that both frameworks provided significant gains compared with the idealized designs assuming no feedback errors. In [8] and [9] , the performances of equal gain transmission and precoded broadcast transmission were studied, respectively, under the scenario of error-prone limited feedback. Finally, in [10] , Housfater and Lim derived a Cramér-Rao-type lower bound for linear precoders. These contributions provided insights into the mitigation of the detrimental impact of the imperfect CSI feedback channel.
Another common issue that arises when limited feedback is applied to a typical CoMP system is the codebook design problem. Although the design of codebooks conceived for limitedfeedback-aided systems has been extensively studied [1] , [11] , the number of BSs in a CoMP cluster may vary over time, hence requiring a specific design. Thus, it is a challenge to design a codebook imposing low overhead when the number of cooperating BSs is high. A promising solution is based on the percell codebook design philosophy of [12] - [15] , which separately quantizes the channel associated with each cell within a CoMP channel matrix to avoid a large codebook and to circumvent frequent updates of the codebook owing to either user mobility or due to the different clustering of the BSs. To elaborate a little further, Cheng et al. [12] presented a limited-feedback-based per-cell codebook design and showed that its performance is close to that of the conventional joint-cell codebook design having high overhead. In [13] , attention is focussed on the problem of optimal per-cell codebook designs and derived a closed-form solution for the codebook size that minimizes the quantization error on average. In [14] , a method of reconstructing the CoMP channel's CDI was first proposed and then, the performance of different codebook generation techniques and per-cell codeword selection methods was compared.
In contrast with the insightful contributions listed earlier, we pursue a different approach in reducing both the algorithmic complexity and the CSI feedback overhead for a scenario where CS/CB is employed.
1) We conceive a low-complexity noniterative cross-layer algorithm, which is based on the fact that, in multicell systems, all BSs tend to have different DL-transmission rate requirements and traffic loads. We commence by classifying the BSs into two types. The BSs having higher transmission rate requirements are referred to as master BSs (MBSs), which benefit from a higher priority. The remaining BSs having lower transmission rate requirements are referred to as slave BSs (SBSs), which have a lower priority. 2) We propose a low-complexity interference-thresholdbased algorithm for scheduling, which is combined with appropriately adjusting the BF vectors of the cooperating BSs. As shown in Section III, this part of the algorithm only relies on the CSI at the user's side; thus, it is capable of effectively reducing the CSI feedback load while mitigating the inaccuracy of CSI feedback imposed by the error-prone feedback channel. 3) Furthermore, we propose a new robust BF vector design for the scenario, where the CDI and CQI are fed back separately. More explicitly, the CDI is quantized before being fed back, whereas the CQI is assumed to be perfectly fed back to the BS. 4) We will demonstrate both with the aid of our theoretical derivation and by numerical simulations that our algorithm has similar algorithmic complexity as the noncooperative algorithms. It imposes low backhaul traffic and circumvents the dynamic channel-matrix clustering of CoMP. 5) We also show that the performance of the proposed algorithm is not overly compromised and that its performance is similar to that of the iterative algorithm proposed in [16] , as far as the MBS is concerned. Our algorithmic philosophy is highlighted in a simple scenario, where only two BSs are involved, but it may be readily extended to more general scenarios supporting multiple BSs without a dramatic increase in complexity and feedback requirements. The remainder of this paper is organized as follows. In Section II, our system model is introduced, along with some of our basic assumptions. In Section III, both the proposed scheduling and our BF algorithm are detailed. In Section IV, we present a comparison of the algorithmic complexity and the signaling overhead of different algorithms. Our performance analysis is provided in Section V, whereas Section VI offers our conclusions. The proof of some of the theorems is provided in the Appendices.
II. SYSTEM MODEL
Consider the two-cell network of Fig. 1 , where each cell has a BS at its center and multiple MSs scattered within the cell. BS1 on the left of Fig.1 is assumed to be the MBS, and BS2 on the right is an SBS. Both BS1 and BS2 are equipped with K transmit antennas, whereas each MS has a single receive antenna. We assume that, each time, each BS schedules its DL transmission to a single MS within its cell, and different BSs use the same frequency; hence, the MSs suffer from intercell interference (ICI) imposed by the neighboring BS. The received signal power is related to the location of the MS. There are a number of studies on the fairness control issues of scheduling algorithms [17] , [18] , but in this paper, we focus our attention on the scenario where the MSs are located at the cell edge, and we assume that all the MSs have the same large-scale fading factor. In other words, the fairness effect of different large-scale fading factors is not considered here.
Again, we denote the user set of cell i (i ∈ {1, 2}) as U i . Then, the signal received by user j (j ∈ {1, 2, . . . , |U 1 |}) in cell 1 and user k(k ∈ {1, 2, . . . , |U 2 |}) in cell 2 can be expressed as
where x, y represents the inner product of the vectors x and y. Variable y i, j represents the signal received by user j in cell i, where i equals either 1 or 2. At the receiver of the jth user in cell i 1 , the signal strength received from cell i 2 can be represented as p i 1 i 2 , j . The power of the symbol transmitted from BSi to its jth user is denoted u i, j , which is normalized as E{|u i, j | 2 } = 1. The random variables n j and n k represent the normalized Gaussian noise, with
represents the DL channel conditions between BSi and its jth user, which can be viewed as the target channel condition. Furthermore, vector g i, j ∈ C K×1 denotes the DL channel condition between the jth user of BSi and the neighboring BS, which is the interferring channel. The target channel vectors and the interfering channel vectors are independent and identically distributed in terms of their statistics, and they both follow a probability distribution of CN (0, I K ). Finally, vector w i is the BF vector adopted by BSi.
The goal of the proposed algorithm is to increase the DL throughput, which is quantified in terms of the channel capacity of
where SINR i is the signal-to-interference-plus-noise ratio at the scheduled user's terminal of BSi. We assume that each BS schedules its DL transmission to a single MS each time. Thus, to simplify the notation, we denote the target channel condition and the interfering channel condition of the scheduled MS located in cell i by h i and g i , respectively, yielding
Note that, in the given equation, the norms of vectors h i and g i are separated from their directions so that we have h i = g i = 1. We use p ii to denote the signal strength received by the selected user in cell i and p ji to denote the strength of the interfering signal arriving from cell j contaminating the desired user's signal in cell i. We simplified the subscript since we only consider the case where each BS schedules its DL transmission to a single user at a time.
A. Schemes Operating Without CoMP
Transmission schemes operating without CoMP typically have lower complexity than those relying on CoMP. Here, we simply consider the classic time-division multiple-access (TDMA) and frequency-division multiple-access (FDMA) schemes. In the TDMA scheme, the M BSs transmit sequentially so that each BS transmits in 1/M fraction of the time, without imposing any ICI. In the FDMA scheme, on the other hand, the M BSs share the transmission bandwidth so that each BS transmits in a separate subband without being interfered by the neighboring BSs.
We compare the performance of the TDMA and FDMA schemes to that of our proposed algorithm and to the exhaustive search algorithm. In TDMA and FDMA schemes, all the MSs feed back both their CQI and their target channel conditions using limited feedback, so that the BSs can design BF vectors accordingly. The BSs, on the other hand, schedule their DL transmission for the specific MS having the highest CQI. The transmission throughput for BSi can be expressed as
where M = 2 in our scenario.
B. Iterative Scheduling and Beamforming
Iterative algorithms are capable of reducing the algorithmic complexity while maintaining a similar performance to their exhaustive-search-algorithm-based counterparts. In this paper, we adopt the iterative approach proposed in [16] as a benchmark for our performance evaluation, which relies on the following three steps.
1) Fix the power allocation and scheduled users; then, find the best combination of BF vectors. 2) Fix the BF vectors and power allocation; then, find the best set of users for scheduling. 3) Fix the BF vectors and the scheduled users; then, update the power allocation among the scheduled users.
Since the scenario that we study assumes fixed power allocation, the given three-step algorithm reduces to two steps in which the combination of BF vectors and the set of scheduled users is updated in an iterative fashion as follows.
1) Fix the set of scheduled users; then, find the optimal set of BF vectors correspondingly. 2) Fix the set of BF vectors; then, find the set of users that yield optimal throughput performance correspondingly.
The performance of the algorithm is characterized in Section V.
III. CROSS-LAYER ALGORITHM UNDER LIMITED FEEDBACK CONSTRAINT
The algorithmic steps are shown in Fig. 2 . In the first step, the MBS, i.e., BS1, broadcasts a threshold value constraining the channel directions of the desired users with respect to the interfering BS to maintain the target integrity. Explicitly, the directions of the desired user's target channel and of the same user's interfering channel should be perpendicular to each other, which corresponds to the absolute value of their inner product being close to zero. The users within cell 1 receive the threshold value and decide whether or not to feed their CSI back to their anchor BS. If a desired user's target channel and interfering channel satisfy the required angular separation threshold constraint, he/she feeds back the CDI of both the target channel and the interfering channel, as well as the CQI of both channels. Here, the CQI is defined as the product of p ii h i 2 for the target channel and p ji g i 2 for the interfering channel, when the user is located in cell i. Once the CSI of all the users that satisfy the angular separation constraint has been fed back to the MBS, the MBS decides which particular user to schedule for its DL transmission and then designs the BF vector, following our robust BF vector design method to be presented later. Once the BF vector is determined, it is shared with the SBS, i.e., BS2, via a backhaul link, the SBS broadcasts the BF vector, and all the users within cell 2 feed back their expected SINR values computed with the aid of the BF vector and their local CSI. In the final step, the SBS schedules its DL transmissions to the user having the highest "reported" SINR value.
The algorithm introduced relies on a few important assumptions, which are based on the following motivation.
1)
Introduction of the constraint w 1 = w 2 . In the original CS/CB problem, the BF vectors of different BSs do not necessarily have the same direction. In fact, if not shared via the backhaul link, the BF vector of a BS can be regarded as a random vector both for the other BSs and for all the MSs of the neighboring cells. There is no simple yet elegant way of effectively reducing the size of the candidate user set, but introducing the given constraint brings us obvious benefits. First, when we have w 1 = w 2 , the local CSI can be directly used to compute the level of interference, which is now h 1 ,g 2 for cell 1 and h 2 ,g 1 for cell 2. This can assists us in exploiting the CSI at the MSs for naturally ruling out DL transmission to the MSs suffering from severe interference. As will be shown in Section IV, the feedback load is substantially reduced. Second, both the scheduling and BF parts of the algorithm can be implemented in each cell by relying merely on local CSI, which means that the backhaul traffic is effectively reduced. Additionally, the algorithmic complexity is also significantly cut down since only a small portion of the MBS's users perform CSI feedback, whereas the users of the SBS only feed their CQI back to the BS. These complexity and feedback requirements are similar to or even lower than those of some standard nonCoMP solutions, such as those of the TDMA and FDMA schemes. 2) Introduction of the MBS and the SBS. The related assumptions are based on the fact that, at each moment, it is likely that some BSs have a higher transmission rate requirement than the others; hence, they should be granted a higher priority and, ultimately, a higher transmission rate. Hence, an MBS can schedule its DL transmission to a user and design the BF vector with a higher priority, whereas the SBS cannot. The performance loss imposed by this unbalanced priority can be partially recovered when the number of users in the cells is high.
A. Threshold-Based User Scheduling
As shown in Fig. 2 , the BSs schedule their DL transmissions according to a thresholding algorithm based on a carefully designed threshold. In our proposed algorithm, the MBS and the SBS have the same BF directions. Here, we focus on scheduling the DL transmissions to the specific MS, whose target channel directionh is "most different" from its interfering channel directiong among all the users. More explicitly, we have to find the specific user, whose target channel direction and interfering channel direction have the smallest inner product absolute value across the entire set of users served by the MBS. However, it should be noted that the user to be scheduled for DL transmission in CoMP relying on an exhaustive search might not have anh perpendicular tog. The thresholds can be defined as follows.
The MBS schedules the user whose channel conditions satisfy
where T 1 is the relevant threshold. An intuitive interpretation of the threshold is shown in Fig. 3 , which shows (5) with the aid of T 1 . Since the norms of both the BF vectors and of the channel directions of the MSs are 1, these vectors can be placed on a globe-like unit-radius hypersphere in C K , with one end at the origin and the other on the surface of the hypersphere. By assuming that the target channel directionh 1 of the scheduled user points to the "north pole" of the globe, the interfering channel directiong 1 will fall within the area bounded by the "Tropic," which is characterized by the value of T 1 .
Intuitively, when the threshold T 1 becomes looser, i.e., when it approaches 1, more users will satisfy (5), and the complexity of the algorithm is increased. In particular, when we have T 1 = 1, all the users feed back their CSI, and the algorithm becomes identical to the exhaustive search for the MBS. By contrast, when T 1 approaches 0, the scheduling part of the algorithm will guarantee a higher transmission rate for the scheduled users, but it also comes more likely that no users satisfy (5), which leads to lower algorithmic complexity and reduced feedback load. Thus, the threshold controls the tradeoff between the algorithmic complexity and the desired performance; hence, it should be determined under the constraint of ensuring a minimum probability of at least one successful DL scheduling for the entire set of users. The selection of the threshold based upon the given principle can be achieved with the aid of the following theorem.
Theorem 1: Let us assume that there are N 1 users in cell 1. Then, for the MBS, the probability of a successful DL scheduling action can be expressed as
Proof: See Appendix A. The performance achieved with the aid of this threshold is characterized in Section IV.
B. Robust Beamforming Under Limited Feedback for the Channel Direction Information
According to Fig. 2 , upon scheduling the DL transmission to a user whose channel conditions satisfy (5), the MBS adopts a BF vector that further improves the throughput. Since the MSs perform limited feedback of their channel conditions, when quantizing bothh 1 andg 1 using a preset codebook and when transmitting the index of a codeword, the quantization error imposes inaccuracy on the design of BF vectors. We mitigate this impact using a robust BF technique, which maximizes the lowest possible SINR of the specific user selected. Numerous studies have been dedicated to robust BF [19] - [22] . Although the scenarios of these contributions are different, they all model the quantization error as an additive noise vector. For example, the target channel's channel vector of the selected user in cell 1 would be modeled ash whereh 1 represents the actual target channel direction, whereaŝ h 1 is its quantized version, which is acquired from the user's feedback. Vector e in (7) represents the quantization error, which satisfies the ellipsoid constraint e ≤ ε. The quantization error for interfering channels can be defined similarly. The problem is then solved using convex optimization, and this technique is assumed to be known in this paper. This traditional way of designing robust BF vectors does not meet the assumptions stipulated in this paper. Earlier, we assumed that the norms of the channel directions are 1 both before and after quantization. This imposes more complex constraints on the description of the quantization error. Hence, we conceive a new technique of designing robust BF vectors for the scenario when the CDI and CQI are fed back separately.
We adopt the random-vector-quantization codebook concept [23] and use the model of [24] to analyze the quantization error, where the quantization codebook index of B bits is linked with the quantization error by
Whenĥ 1 andĝ 1 are given, the problem of designing the robust BF vector can be broken down into two separate parts.
1) For each BF vector w, find the set ofh 1 andg 1 minimizing the SINR (denoted by SINR 1 ) for this w. 2) Find the BF vector w, which ensures that this minimized value of SINR 1 is maximized. The whole idea can be formulated as g 1 |ĥ 1 ,ĝ 1 , w) .
Again, an intuitive illustration is given in Fig. 4 . Sinceh 1 andg 1 are independent of each other, the problem of finding the specifich 1 andg 1 that minimize the value of SINR for a given 
Proof: See Appendix B. Lemma 2: Assuming that | w,ĥ 1 | = λ 1 and that the quantization error satisfies
Proof: See Appendix C. In the given lemmas, λ 2 min = 1 − 2 (−B/K−1) represents the maximum quantization error. With the aid of the given lemmas, we have the following theorem.
Theorem 2: Upon introducing the notation of
andĥ 1 = δ 1 h † 1 + δ 2ĝ1 , the optimal BF vector can be expressed as a linear combination of vectorsĥ 1 andĝ 1 , which is formulated as
where ξ 1 and ξ 2 are appropriately chosen so that their norms maximize the SINR in (14) , shown at the bottom of the page, whereas the arguments of ξ 1 and ξ 2 satisfy the constraint arg(δ *
Proof: See Appendix D. The given theorem provides a numerical technique of designing the optimal robust BF vector by finding the optimal value of |ξ 2 |, which falls in the real-valued interval of [0, 1].
C. Extending the Algorithm to Multiple-BS Scenarios
Earlier, we developed a low-complexity cross-layer algorithm based on a scenario considering only two BSs. Let us now show that this algorithm can be readily extended to more general scenarios with multiple BSs involved.
Let us assume that there are M BSs. In this multi-BS extension of the algorithm, we still assume that there is a single MBS, which cooperates with multiple SBSs, and that all the BSs use the same BF vector. Additionally, since it is reasonable to assume that different BSs have to transmit independent messages to their scheduled users, we can treat the interference at the jth user of cell k received from multiple BSs as interference arriving from a single source associated with a channel vector of
where g i, k, j is the channel vector of the link spanning from the ith BS to the jth user in cell k, and u i is the symbol transmitted to the scheduled user in cell i. Since the linear combination of isotropic random vectors is also isotropic, the threshold-based scheduling of Section III-A remains unchanged.
IV. ALGORITHMIC COMPLEXITY AND SIGNALING OVERHEAD
Here, we characterize the complexity of four algorithms: the exhaustive search algorithm, the TDMA/FDMA scheme, the iterative algorithm of [16] , and our proposed algorithm.
Consider the scenario associated with M BSs. The search for the BF vector of a single BS is based on a searching through an L-entry codebook, as implied in (14) . Therefore, the exhaustive search algorithm has complexity of
, where |U i | is the supported number of users in the ith BS, because the algorithm will consider all possible user combinations to find the one that achieves the optimal performance, which is estimated based on an exhaustive search through the codebook of each BS for an optimal combination of BF vectors for each possible user combination.
The complexity of the iterative algorithm proposed in [16] cannot be readily determined without knowing the number of iterations needed for the convergence of the scheduling process. Here, we introduce parameter S, which represents the maximum affordable number of iterations for the algorithm. Then, the resultant complexity may be expressed as
, which follows from the fact that, each time the BF vectors are updated, an exhaustive search of the codebooks is conducted, whereas an exhaustive search for the optimal user combination is carried out every time, when the combination is updated.
The complexity of the TDMA/FDMA algorithms is O( M i=1 |U i |), which follows from the fact that each BS operates on its own and only has to set the BF vector to the direction of the target channel of the scheduled user.
For the proposed algorithm, if we assume that BS1 is the MBS, the upper bound of the complexity is O(|U 1 
. This is because the MBS only has a portion of its users performing feedback, and the SBSs only have to find the best users on their own by comparing their CQI feedback values.
In the following, we characterize the algorithmic complexity by monitoring the simulation time required for a single trial. We conducted 1000 trials on all the algorithms aforementioned, and in Table I , we listed the time required for each single trial for CDI codebook sizes spanning from 2 to 15. As we can see, the exhaustive search algorithm and the iterative algorithm require significantly more time than the noncooperative algorithm and the proposed algorithm.
Finally, we compare the signaling overhead of the four given algorithms in Table II , which includes the overhead generated from users' feedback and the backhaul traffic. It is observed in Table II that the exhaustive search algorithm and the iterative algorithm require the same amount of feedback overhead, except that the iterative algorithm generates less backhaul traffic when the number of iterations is small. The overhead generated, particularly the backhaul traffic, is enormous compared with the noncooperative TDMA/FDMA schemes.
The proposed algorithm, on the other hand, effectively controls the overhead generated from the CSI feedback and backhaul traffic. Since the BF vectors are set to the same direction, each user can view its received signals as if they were sent from only two sources, i.e., the destination and a single interfering source. As a benefit, each user only has to feed back two sets of channel information. Furthermore, the number of users generating feedback for the MBS is substantially reduced. A theoretical expression for this number is hard to derive. Nonetheless, we can determine with the aid of numerical simulations that, when there are 20 users in each cell and the successful transmission ratio is set to 99.9%, the number of feedback users in the MBS is, on average, 5.7. Meanwhile, the proposed algorithm only requires the sharing of the BF vector selected by the MBS, which is almost negligible compared with the backhaul traffic generated by the iterative algorithm.
V. NUMERICAL RESULTS
Here, we first characterize the properties of threshold T 1 , and then quantify the performance of our proposed algorithm.
A. Threshold Value
According to (5) and (6), the "Tropic" T 1 controls the tradeoff between the feedback load, algorithmic complexity, and the probability of a successful DL scheduling action. From (6), T 1 is also a function of the number of transmit antennas and the number of active users within the cell. Fig. 5 shows the relation between the number of users and the value of T 1 , where the number of transmit antennas was set to 2. Parameters p ii and p ji of both the MBS and the SBS are set to 30 dB, whereas the probability of success ranged from 10% to 99.9%. We can see in Fig. 5 that, when the probability of success decreases, the threshold becomes stricter, and when the number of users increases, the value of T 1 approaches 0. This is a manifestation of multiuser diversity since we are more likely to have a user with better channel conditions when the number of users becomes larger. Fig. 6 shows the relationship between the probability of successful DL scheduling and the percentage of reduction in the CDI feedback per user. The numbers of users in both cells range from 10 to 40, whereas the number of transmit antennas remains 2, and the values p ii and p ji of both the MBS and the SBS remain 30 dB. Note that, in traditional TDMA and FDMA schemes, all the users feed back their CSI; hence, the feedback load per user is one CDI, where the number of bits is determined by the codebook size. In CS/CB relying on exhaustive search, the feedback load per user is two CDI times the number of codebook index bits. In our proposed algorithm, however, the feedback load per user is only 0.3 CDI, when the number of users is 20 in both cells and the probability of success is 99.9%. This implies that, compared with TDMA and FDMA schemes, the threshold T 1 allows us to rule out 70% of feedback without undue degradation of the probability of success. Additionally, it is possible to achieve an even lower feedback load by reducing the probability of a successful DL scheduling, when the number of users is given, but an excessive degradation of the probability of success may ultimately impose throughput degradation. Fig. 7 quantifies the throughput of the MBS relying on the proposed algorithm in comparison to both the exhaustive search scheme and the traditional TDMA and FDMA schemes. The iterative algorithm proposed in [16] is used as a benchmark. The number of users in both cells was set to 20, whereas the parameters p ii and p ji of both the target BS and of the interfering BS were set to 30 dB, which was attenuated by the path loss. The number of transmit antennas was two, and the probability of DL scheduling success was set to 99.9%. As shown in Fig. 7 , the performance of the MBS does not substantially degrade, and it is similar to the performance of the iterative algorithm proposed in [16] . The discrepancy between the exhaustive search algorithm and our proposed algorithm is a result of striking a tradeoff between the algorithmic complexity, overhead, and performance. Again, the discrepancy between the iterative algorithm and the exhaustive search algorithm is contributed by both the imperfect CSI feedback and by the fact that the iterative algorithm cannot guarantee consistent convergence to the global optimum. We also note that the lefthand part of the curves is not as smooth as their right-hand part. When the size of the codebook is 2 bits, the iterative algorithm even yields a slightly better performance than the exhaustive search algorithm. This, however, does not mean that the iterative algorithm performs in general better than the exhaustive search algorithm. This phenomenon is due to the large quantization errors of the CDI feedback. While the exhaustive search algorithm did guarantee the maximization of the minimum throughput of the scheduled users, the maximization of the actual performance is evaluated with the aid of the actual channel conditions encountered by the scheduled users. Hence, we conclude that the better performance of the iterative algorithm is a result of the large quantization errors imposed by the limited codebook size of the CDI feedback. This phenomenon does not occur when the codebook size is large.
B. Throughput Performance
Furthermore, observe in Fig. 7 that when the CDI codebook size is small, the performance of cooperative BF is similar to or even lower than that of the noncooperative TDMA and FDMA schemes. This phenomenon raises the question as to what is the minimum amount of feedback required by cooperative transmission and scheduling schemes to outperform their traditional noncooperative counterparts. This question is studied in detail in [15] . Fig. 8 shows the performance comparison of an SBS and the performance of a regular BS running under TDMA/FDMA schemes. The codebook size is set to 15 in this case, whereas the performances with other codebook sizes are similar. It can be easily seen that the performance of the SBS is sometimes not as good as the regular BS but becomes better as the number of users increases. This is caused by the multiuser diversity effect. It can be also observed that the intersection of the curves of the performances of the SBS and the regular BS shifts toward right as the SNR increases, which means that at high SNR levels, the proposed scheme will need more users to beat the performance of the TDMA/FDMA schemes. This phenomenon can be interpreted by the suboptimality of the BF vector. For a small amount of the given users, the effect of BF is dominating when SNR level is low. However, as SNR increases, the suboptimality of the direction of the BF vector becomes a major constraint to improve the performance, and the proposed algorithm is surpassed by the TDMA/FDMA schemes gradually.
VI. CONCLUSION
In this paper, we have conceived a low-complexity crosslayer algorithm for DL CoMP, which promises a good performance for the MBS while significantly reducing both the amount of feedback and the algorithmic complexity. The scheduling scheme of the proposed algorithm efficiently exploited the knowledge of CSI at the receiver. For the BF part of the algorithm, we provided a new technique of designing robust BF vectors, when the CDI and CQI of the users are fed back to the BSs separately. Our numerical results demonstrated that our solution only moderately degraded the performance of the potentially excessive-complexity exhaustive search technique, despite having complexity as low as that of a conventional system operating without CoMP. We next present the proofs of the theorems stated earlier. 
T ∼ N (0, (1/2)I 2 ). Thus, the random vectorh 1 spanning the complex space C K equals 1 We discovered that similar results are derived in [25] , where the authors directly computed the surface area of the unit hypersphere and spherical cap in complex space. The absolute surface area is not the same when considered in a K-D complex space and a 2K-D real space, but the resulting probability is the same. a random vector confined to the real space, which can be formulated ash 1 ∈ R 2K . The real random vectorh 1 obeys the normal distribution of N (0, (1/2)I 2K ).
According to Section III-A, the goal of the scheduling algorithm is to find the specific user, whose channel directions h 1 andg 1 are "most different" from each other. Assuming | h 1 ,g 1 | = | cos θ|, the probability density function of | cos θ| can be expressed as
where f (·) denotes the probability density function of any random variable or random vector, and
Now, if we define three new random vectors in the set of R
then, (16) can be further simplified as
Since we have |(ḡ (1) ) Tḡ(2) | = 0, there exists (2K − 2) real-valued vectors with unit norms ofḡ (3) , . . . ,ḡ (2K) , which are orthogonal to each other, includingḡ (1) and g (2) . Thus, by letting
f ḡ (1) . (20) This means that the value of | cos θ| 2 equals the sum of the squares of the two coordinates ofh (1) along the two orthogonal dimensions. Additionally, note that the direction of the random vectorh (1) is isotropic [26] , which implies that the probability density function ofh 1 on the surface of the 2K-D hypersphere with unit radius is 1/S 2K , where we have
and S Re(h 1 ) 2 +Im(h 1 ) 2 =r 2 to be the surface area of the hypersphere satisfying the constraint described in the subscript, the probability that a specific user's channel directions satisfy the threshold constraint denoted by P 1 can be expressed as
By exploiting
we arrive at
Since there are N 1 users in the cell, the probability that there is at least one user that satisfies the threshold constraint can be expressed as
With the aid of (23), we finally have
APPENDIX B PROOF OF LEMMA 1 Let
Then, w 1 is orthogonal toĝ 1 , and it can be expressed as a linear combination ofĝ 1 and w. Thus, we can assume that
where vector u is an arbitrary vector with unit norm and orthogonal to bothĝ 1 and w. Additionally, we should also note that, in the given equations
Thus, we have
where the equality on the right side holds if and only if we have
According to (28), we have
We can see from the given equation that the maximum value of | w,g 1 | is achieved when θ 3 is zero. If not, we can force θ 3 to zero and multiply both θ 1 and θ 2 by a factor of 1/ 1 − |θ 3 | 2 . According to (30), the value of | w,g 1 | increases. Since |θ 2 | is always larger than |ϕ 2 |, according to Chebyshev's inequality, we can see that increasing the value of |ϕ 2 | will result in a monotonic increase in the value of | w,g 1 |. Thus, the maximum value of | w,g 1 | is achieved, when λ 2 = λ 2 min . This means that the maximum value of | w,g 1 | is achieved, when the actual channel direction falls on the quantization cell boundary between the BF vector and the unit vector representing the quantized channel direction. 
Then, vector w 1 is orthogonal toĥ 1 , and it can be expressed as a linear combination of w andĥ 1 . Thus, we can assume that w = ϕ 3 w 1 + ϕ 4ĥ1 (34)
where vector u is an arbitrary vector with a unit norm and orthogonal to bothĥ 1 and w. Since the norms of both w and h 1 are 1, it easily follows that 
In the given equation, we first observe that when | w,h 1 | is minimized, |θ 6 | has to be zero. This is obvious since, for a given λ 1 , if we hold λ 2 at a fixed value smaller than 1, increasing the value of |θ 6 | will result in a decrease in
(1 − λ 2 1 )(1 − λ 2 2 − |θ 6 | 2 ), and if the value of | w,h 1 | is minimized, |θ 6 | increases. Additionally, when | w,h 1 | is minimized, |θ 6 | is minimized, and λ 2 = λ 2 min . This is because when λ 2 decreases, λ 1 λ 2 decreases, and
(1 − λ 2 1 )(1 − λ 2 2 − |θ 6 | 2 ) increases at the same time. With the given observations, the lemma is proven. Note that this lemma tells us that the minimum of | w,h 1 | is achieved when the actual channel directionh 1 is away from both the BF vector w and the quantized channel directionĥ 1 and falls on the quantization cell boundary. 
In the given equations, since the norms of w,ĥ 1 , andĝ 1 are all 1, it follows that
Thus, with the aid of (40) to (44) and the two lemmas, for a given set ofĝ 1 andĥ 1 , the minimum of SINR 1 takes the form of (45), shown at the top of the page. Additionally, we also have When the minimum SINR in (45) is maximized, the equality on the right side of (46) holds. This is because, when |ξ 5 | increases, the numerator of (45) increases, and increasing the value of |ξ 5 | can be achieved by changing only the principles of ξ 1 and ξ 2 , which will not affect the value of the denominator in the equation. Additionally, we observe that, when the minimum SINR in (45) is maximized, we have |ξ 3 | = 0. The proof exploits that, if the maximum value of this SINR 1 is achieved when the BF vector w is not on the same complex plane with bothĝ 1 andĥ 1 , we have |ξ 3 ξ 6 | = 0. In this case, we can hold |ξ 2 | at a fixed value, and set ξ 3 to 0. This will result in an increase in |ξ 1 |, and since
the value of |ξ 5 | increases, resulting in an increase in the value of SINR 1 . Upon combining (45) and (47), we arrive at (14); hence, the theorem is proven.
