ABSTRACT An experiment consisting of 3 nearly identical trials was conducted to determine the AME n content of distillers dried grains with solubles (DDGS) to validate 4 previously published prediction equations for AME n of corn DDGS in broilers. In addition, prior research data were used to generate a best-fit equation for AME n based on proximate analysis. Fifteen samples of DDGS ranging in ether extract (EE) from 4.98 to 14.29% (DM basis) were collected from various dry-grind ethanol plants and were subsequently fed to broiler chicks to determine AME n content. A corn-soybean meal control diet was formulated to contain 15% dextrose and test diets were created by mixing the control diet with 15% DDGS at the expense of dextrose. In each trial, male Ross × Ross 708 chicks were housed in grower battery cages and received a common starter diet until the experimental period. Each cage was randomly assigned to 1 of the dietary treatments (trial 1 and trial 2: control + 6 test diets, 13 replicates per diet; trial 3: control + 3 test diets, 12 replicates per diet). Experimental diets were fed over a 6-d acclimation period, followed by a 48-h total excreta collection period. On a DM basis, AME n of the 15 DDGS samples ranged from 1,975 to 3,634 kcal/kg. Analyses were conducted to determine gross energy, CP, EE, DM, starch, total dietary fiber, neutral detergent fiber, crude fiber (CF), acid detergent fiber, and ash content of the DDGS samples. All results were reported on a DM basis. Application of the 4 equations to the validation data resulted in root mean square error (RMSE) values of 335, 381, 488, and 502 kcal/kg, respectively. Least absolute shrinkage and selection operator technique was applied to proximate analysis data for 30 corn coproducts adapted from prior research and resulted in the following best-fit equation: [AME n (kcal/kg) = 3,673 -(121.35 × CF) + (51.29 × EE) -(121.08 × ash); P < 0.01; R 2 = 0.70; R 2 adj = 0.67; RMSE = 270 kcal/kg]. The RMSE values obtained through validation were not consistent with the expectation of predictive performance based on internal measures of fit for each equation. These results indicated that validation is necessary to quantify the expected error associated with practical application of each individual prediction equation to external data.
INTRODUCTION
Over the past decade, dietary energy costs have increased substantially due to the diversion of a large portion of the corn supply to meet the demands of the renewable fuel industry (Donohue and Cunningham, 2009) . As the ethanol industry has expanded, the availability of distillers dried grains with solubles (DDGS), the primary coproduct of ethanol production, has increased correspondingly. Distillers dried grains with solubles have been increasingly used in poultry diets as a cost-effective substitute for portions of traditional ingredients such as corn and soybean meal. However, both agronomic and processing differences can contribute to substantial variability in nutrient content among DDGS sources (Belyea et al., 2004; Stein et al., 2009; Kingsly et al., 2010; Liu, 2011) . Recently, the implementation of novel biorefining technologies that allow for the postfermentation extraction of oil from thin stillage during the processing of DDGS has further exacerbated this inherent variability (Meloche et al., 2013) . The accuracy of AME n values used in diet formulation can substantially affect feed costs as well as the profitability of broiler production. If AME n values are overestimated in diet formulation, marginal or deficient dietary energy content may adversely affect growth performance (Leeson et al., 1996; Dozier et al., 2011) . In contrast, if AME n content is underestimated, dietary formulation may require the addition of supplemental fat to meet dietary energy needs (Saunders and Rosentrater, 2009) .
In vivo determination of AME n content is not only time consuming and costly, but the determined values also apply only to the specific samples evaluated in the assay. Robust prediction equations that estimate the ME content of DDGS based on nutrient composition may provide an inexpensive, rapid, and accurate alternative for the determination of ME (Pedersen et al., 2007; Rochell et al., 2011; Anderson et al., 2012; Kerr et al., 2013; Meloche et al., 2013) . Previous studies have led to the development of linear regression equations for estimating the AME n of corn DDGS based on nutrient composition (Rochell et al., 2011 , R 2 = 0.89; Meloche et al., 2013 , R 2 = 0.90). Additionally, equations for TME n of DDGS based on proximate analysis have been developed for use in poultry (Batal and Dale, 2006 , R 2 = 0.44), but no analogous equation has been reported for AME n . Although each of these equations successfully fits the DDGS samples used in model development, there is no guarantee that the accuracy of predicting AME n will be similar when these equations are applied to nutrient composition data from additional DDGS samples. Therefore, proper validation of these models is warranted.
To our knowledge, an independent validation of prediction equations for AME n of DDGS has not been reported in poultry. Therefore, the objective of this study was to evaluate the AME n content of 15 DDGS samples varying in ether extract (EE) content to develop an independent validation data set with which to evaluate the predictive performance of the equations of Rochell et al. (2011) and Meloche et al. (2013) . Additionally, proximate analysis data adapted from the work of Rochell et al. (2011) and Meloche et al. (2013) was used to develop an alternate cross-validated equation for AME n .
MATERIALS AND METHODS
The Institutional Animal Care and Use Committee at Auburn University approved the use of live birds in this experimental protocol (PRN 2012 (PRN -2128 -2221 .
Broiler Husbandry
Three similarly designed energy balance trials were conducted in broilers (trial 1: 10 to 18 d of age; trial 2: 13 to 21 d of age; trial 3: 24 to 30 d of age). In total, 1,754 male Ross × Ross 708 (Aviagen Inc., Huntsville, AL) chicks were obtained from a commercial hatchery and received vaccines for Marek's disease, Newcastle disease, and infectious bronchitis. The experimental facility for all 3 trials was a solid-sided house with temperature control. Temperature was set at 33°C at placement and was decreased gradually with increasing bird age to 27°C at the conclusion of each trial. A 23L:1D lighting schedule was used for the duration of each trial. In each trial, chicks (trial 1: 637 chicks, 91 cages, 7 per cage; trial 2: 637 chicks, 91 cages, 7 per cage; trial 3: 480 chicks, 48 cages, 10 per cage) were placed into grower battery cages (Petersime, Gettysburg, OH). Each cage (68 × 68 × 38 cm) was equipped with a trough feeder and a trough waterer. After a 6-d acclimation period, a 48-h energy balance assay was conducted (trial 1: 16 to 18 d of age; trial 2: 19 to 21 d of age; trial 3: 28 to 30 d of age).
Dietary Treatments
The DDGS samples were obtained over a 1-yr period from various dry-grind ethanol plants throughout the Midwestern United States, as well as from several poultry integrators in the Southeastern United States. From the provided DDGS, 15 test samples were selected to represent a wide range of nutrient content. Specifically, samples were chosen to represent a variety of EE contents. In each trial, dietary treatments consisted of a control diet (85% basal diet + 15% dextrose) and test diets (trial 1: control + 6 test diets, 13 replicates; trial 2: control + 6 test diets, 13 replicates; trial 3: control + 3 test diets, 12 replicates) each containing 15% of an individual DDGS sample substituted at the expense of dextrose (85% basal diet + 15% DDGS; Table 1 ). Broilers were fed a common corn-soybean meal starter diet from placement until the start of the experiment (trial 1: 10 d of age; trial 2: 13 d of age; trial 3: 24 d of age). At this time, birds were randomly assigned to 1 of the dietary treatments. All dietary treatments were offered in mash form.
Measurements
Feed consumption was recorded to verify acceptance of the dietary treatments over the experimental feeding period. Feed disappearance and total excreta weights (wet basis) were recorded during the 48-h collection period to calculate energy and nitrogen retention. Multiple subsamples were collected from the total amount of accumulated excreta on the pan beneath each cage. Each excreta sample was then homogenized, and a 250-g representative sample was reserved in a plastic bag.
Representative samples of feed and excreta were frozen and subsequently dried at 55°C for 48 h in a forcedair oven. Dried samples were then ground through a mill equipped with a 1-mm screen to ensure a homogeneous mixture. Duplicate 0.8-g samples of feed and excreta were analyzed for gross energy (GE) using an adiabatic oxygen bomb calorimeter (Parr Instruments, Moline, IA). Nitrogen content of the experimental diets and excreta were determined for duplicate 0.25-g samples using a combustion analyzer (Elementar Americas Inc., Mt. Laurel, NJ) according to an established method (AOAC International, 2006; method 968.06) .
Apparent ME n for each dietary treatment was calculated using 8.73 as the nitrogen correction factor (Titus, 1956) , and subtracting the AME n contribution from dextrose (3,640 kcal/kg; Hill and Anderson, 1958) from the control diet by using the following equations: AME n intake (kcal) = (GE intake (kcal) -GE excretion (kcal) -{8.73 (kcal/g) × [N intake from diet (g) -N excretion (g)]}); basal AME n intake (kcal) = [AME n of control diet (85% basal + 15% dextrose; kcal) -3,640 kcal of ME/kg dextrose]; DDGS AME n (kcal/ kg) = {[total AME n intake (kcal) -basal AME n intake (kcal)]/DDGS intake (kg)}.
All 
Statistical Analyses
Data were analyzed as a randomized complete block design with cage location as the blocking factor. Feed intake, BW gain, and AME n were analyzed for each trial using PROC MIXED (SAS Institute Inc., 2009) by the following mixed-effects model: where µ.. is the overall mean; the ρ i are identically and independently normally distributed random block effects with mean 0 and variance σ 2 ρ ; the τ j are the fixed factor level effects corresponding to the jth treatment (DDGS) such that Στ j = 0; and the random errors ε ij are identically and independently normally distributed with a mean 0 and a variance σ 2 . Prediction performance of the established prediction equations was evaluated on the basis of the difference between the predicted and observed AME n values. The percent difference was calculated on the basis of absolute values to prevent the calculation of artificially low averages due the presence both positive and negative variation among samples. The coefficient of multiple determination (R 2 ), adjusted coefficient of multiple determination (R 2 adj ), and the Mallows' statistic (C p ) for the established prediction models, as defined below, provide context for this comparison. Additionally, the root mean square error (RMSE), prediction error sum of squares (PRESS), and prediction coefficient of determination (R 2 Pred ) were calculated as defined below:
where SS Res is the residual sum of squares, SS T is the total sum of squares, n is the number of observations in the sample, p is the number of regressors included in the model, σ 2 is the estimate of σ 2 (error variance), y i is the observed value for the ith observation, ŷ i is the predicted value for the ith observed response, and ˆ( ) y i is the predicted value for the ith observed response based on a model fit to the remaining (n − 1) sample points when the ith observation is removed (Montgomery et al., 2012) . High values of R 2 , R 2 adj , and R 2 Pred are indicative of better model fit. Conversely, low values of C p , RMSE, and PRESS are considered optimal.
The least absolute shrinkage and selection operator (LASSO) method was applied to the original data sets of Rochell et al. (2011) Hemicellulose was calculated as neutral detergent fiber minus acid detergent fiber.
VALIDATION OF PREDICTION EQUATIONS
PROC GLMSELECT (SAS Institute Inc., 2009). The models generated through this more recently developed selection technique were used to evaluate the efficacy of the stepwise selection method used by Rochell et al. (2011) and Meloche et al. (2013) . This method solves the following L 1 -norm penalized minimization problem:
where n is the number of observations in the sample, y i is the set of centered response values, x ij is the set of standardized regressors, β j is the slope coefficient associated with the jth regressor, λ is a tuning parameter constraining the sum of the absolute value of the coefficients, and p is the number of predictors in the equation (Tibishirani, 1996 (Tibishirani, , 2011 . The LASSO selection technique was also applied to corn coproduct composition data adapted from Rochell et al. (2011) and Meloche et al. (2013) to generate a model for AME n based on proximate analyses only. Statistical significance was considered at P ≤ 0.05. All tests were determined to have statistical power β ≥ 0.80 (Faul et al., 2009) .
RESULTS AND DISCUSSION
To adequately validate the equations of Rochell et al. (2011) and Meloche et al. (2013) , it was necessary to select DDGS samples with a sufficient amount of variation in the predictive nutrient components (Table  3 ). The selected DDGS samples ranged in EE content from 4.98 to 14.23% on a DM basis. Each of the equations of interest contains at least 1 fiber measurement, such as HC, NDF, or total dietary fiber (TDF). In the selected DDGS samples, HC ranged from 19.29 to 28.96%, NDF ranged from 27.84 to 43.78%, and TDF ranged from 26.50 to 36.60%. Gross energy content of the DDGS samples ranged from 4,841 to 5,254 kcal/kg, CP ranged from 28.40 to 34.21%, starch ranged from 2.33 to 10.01%, and ash ranged from 4.58 to 5.63%.
Feed intake among birds receiving DDGS treatments was similar within each trial over the 8-d experimental feeding period (Table 4) . However, birds receiving DDGS sources 9, 10, 13, 14, and 15 consumed less feed (P ≤ 0.05) compared with birds receiving the dextrose control diet within their respective trials. Because this experiment was not intended to investigate treatment effects on bird performance, feed intake and BW gain were recorded for the sole purpose of monitoring potential feed refusals. No adjustments were made in diet formulations for the nutrient content of the selected DDGS samples, resulting in variable nutrient density in the experimental diets. It has been reported that broilers may alter their feed intake to accommodate their nutrient requirements when fed diets with varying nutrient density (Pesti and Smith, 1984; Leeson et al., 1996; Plavnik et al., 1997; Brickett et al., 2007) . Comparable differences in feed intake among diets containing DDGS were reported by Meloche et al. (2013) in a similarly designed AME n study. In trial 2, BW gain was lower (P ≤ 0.05) for birds receiving DDGS source 9 compared with the dextrose control (Table 4) , but similar among all other treatments within both trial 1 and Trial 2. Body weight was not recorded for trial 3.
Apparent ME n values for the 15 samples of DDGS ranged from 1,975 to 3,634 kcal/kg of DM with an average value of 2,764 kcal/kg of DM (Table 5) . Rochell et al. (2011) reported a similar average AME n value of 2,678 kcal/kg for 6 samples of DDGS. Alternatively, Meloche et al. (2013) reported a much lower average AME n value of 2,309 kcal/kg for 15 samples of DDGS. Because GE content varied substantially among DDGS samples, AME n as a percentage of GE was calculated. In the current study, average AME n value as a percentage of GE was 60.9%, compared with only 46.2% reported by Meloche et al. (2013) .
The equations of Rochell et al. (2011) and Meloche et al. (2013) were developed to predict AME n content of corn coproducts (including DDGS) and DDGS, respectively, on the basis of specific chemical components selected through stepwise multiple regression (Table  6 ). However, because the current validation study was conducted using only DDGS samples, the results presented here are not necessarily applicable to the other Means not sharing a common superscript within a column differ significantly (P < 0.05). Observed means for 13 to 21 d feed intake and BW gain are based on 13 replicate pen means per treatment (7 birds per pen).
x,y Means not sharing a common superscript within a column differ significantly (P < 0.05). Observed means for 26 to 30 d feed intake are based on 12 replicate pen means per treatment (10 birds per pen).
1 Trial 1 was conducted from 10 to 18 d of age. Trial 2 was conducted from 13 to 21 d of age. Trial 3 was conducted from 26 to 30 d of age.
2 Control diet contained 15% dextrose.
coproducts assessed by Rochell et al. (2011) . To more clearly differentiate between equations from the same author, these equations will be referenced as equation 1 to equation 4 for the remainder of the text (Table 6 ). Numerous statistical techniques exist for assessing the accuracy of linear regression models within the data set used to develop the equation. These measures of internal fit include R 2 , R 2 adj , and RMSE. Traditionally, R 2 has been used as the primary measure of model performance in the literature (Batal and Dale, 2006; Pedersen et al., 2007; Rochell et al., 2011; Anderson et al., 2012; Kerr et al., 2013; Meloche et al., 2013) . The R 2 values for equation 1 (R 2 = 0.89) and equation 2 (R 2 = 0.87) seem to indicate poorer fit than those of equation 3 (R 2 = 0.90) and equation 4 (R 2 = 0.89). However, caution must be used when comparing models strictly on the basis of R 2 alone. As predictors are added to a model, the residual sum of squares must decrease, causing an unavoidable increase in model R 2 (Montgomery et al., 2012) . For this reason, it is considered inappropriate to compare models with varying numbers of predictors on the basis of R 2 . Rather, it is better to compare using R 2 adj values, which account for the number of predictors and the relative contribution of each to reducing the error of the overall model. The R 2 adj values indicated relatively similar fit among all 4 models (Table 6) .
Furthermore, R 2 values in multiple linear regression pertain only to the samples used to generate each model. For example, equation 1 has an R 2 adj of 0.86, and thus would be expected to explain approximately 86% of the observed variation in AME n within the sample set of 15 corn coproducts used in model development. This corresponds to an expectation that approximately 14% of the variation in AME n , on average, is not explained by the model. For a sample with average AME n within the model building data set, 14% variation represents about 388 kcal/kg. The RMSE of the equation is equivalent to the standard deviation of residuals. For normally distributed residuals, approximately 68% of the observed values would be expected to fall within a distance equal to 1 times the RMSE, and approximately 95% of the observed values would be expected to fall within a distance equal to 2 times the RMSE (Pukelsheim, 1994) . For equation 1, a RMSE value of 191 indicates that approximately 95% of the observed AME n values within the set of 15 coproducts used to generate the equation would fall within 382 kcal/kg of the fitted value determined by the regression model, corresponding well with the R 2 adj . The same conclusions may be made on the basis of R 2 adj and RMSE for the other 3 equations. Yet, these statistics confer no information about the predictive performance of the model when applied to new DDGS samples. Although the models under consideration here fit the data well by traditional internal measures, they may not necessarily be successful when applied to new data.
Some indication of the predictive potential of a model may be ascertained by using the model building data itself to calculate the PRESS statistic. This measure of fit is generated through an iterative calculation that repeatedly fits the model with 1 observation omitted. The predicted value for each omitted observation is then used in calculation of the PRESS statistic. Substituting the PRESS statistic for the residual sum of squares in a calculation similar to that of traditional R 2 produces the R 2 Pred , which represents the amount of variation in AME n that is expected to be explained Means not sharing a common superscript within a column differ significantly (P < 0.05). 1 Gross energy and AME n are expressed as kilocalories per kilogram of DM. Gross energy was determined in duplicate using an adiabatic oxygen bomb calorimeter (Parr Instruments, Moline, IA). Apparent metabolizable energy was determined in broilers by a 48-h excreta collection following a 6-d adaptation period.
2 n = number of pens per treatment used to determine AME n (treatments 1 to 12: 7 birds per pen; treatments 13 to 15: 10 birds per pen).
by the model when applied to new data. Equations 1 and 2 have R 2 Pred values of 0.74 and 0.78, respectively (Table 6) . These values indicate that, on average, predictions based on a new data set should be within 26% (727 kcal/kg) and 22% (600 kcal/kg) of the actual value when equations 1 and 2 are applied to new data. For equations 3 and 4, R 2 Pred values of 0.80 and 0.71 are obtained, resulting in an expected average error of 20% (470 kcal/kg) and 29% (670 kcal/kg), respectively, when equations 3 and 4 are applied to new data (Table  6) .
However, to determine whether these internal measures of fit are reliable estimates of prediction accuracy, the models must be applied to a validation data set (Table 7) . By calculating the difference between the observed and fitted values for the validation data set, it is possible to again calculate the RMSE for the prediction data, which will be referred to as the RMSE P . The RMSE P was larger for all 4 equations compared with the RMSE observed for the original data. Equations 1 and 2 had the smallest increase in error, with RMSE p values of 335 and 380 kcal/kg, respectively. These values indicated that approximately 95% of the observations for a new data set would be expected to fall within 670 and 762 kcal/kg above or below the predicted value from these 2 equations, respectively. These values correspond to 24 and 28% of the average observed AME n value for the prediction data set and are in good agreement with the expected deviation determined from R 2 Pred . Conversely, the RMSE p values for equation 3 (RMSE P = 488 kcal/kg) and equation 4 (RMSE P = 502) were substantially larger than the RMSE values for the original data. For a new data set, approximately 95% of the observations would be expected to fall within 976 (35.3% of average AME n ) and 1,004 kcal/kg (36.3% of average AME n ) above or below the predicted value from these 2 equations, respectively. The failure of equations 3 and 4 to meet their expected prediction potential may be explained by the lower variation among samples in the original data set compared with the prediction data set. The approximate distribution of the residuals, determined using the RMSE above, is only accurate for predictions within the smallest convex set containing all of the original data points. This set is known as the regressor variable hull (RVH; Montgomery et al., 2012) . If the observed values for the prediction data set fall outside the RVH, they are considered extrapolative. Table 8 provides a summary of the nutrient composition of the samples used to develop equations 1 and 2 (15 corn coproducts), as well as equations 3 and 4 (15 DDGS), in comparison with the samples used in the current study (15 DDGS). The development of equations 1 and 2 used a variety of different corn coproducts, including DDGS (6 samples), corn germ (2 samples), high protein DDG (2 samples), corn gluten feed, corn gluten meal, corn bran, corn germ meal, and dehulled, degermed corn (Rochell et al., 2011) . The use of an array of different, yet related, corn coproducts Table 6 . Prediction equations for AME n of corn coproducts developed by Rochell et al. (2011) and Meloche et al. (2013) Item 2 EE = ether extract; HC = hemicellulose; NDF = neutral detergent fiber; GE = gross energy (kcal/kg); TDF = total dietary fiber.
3 P is the P-value for the overall F-test associated with each regression equation; R 2 is the multiple coefficient of determination; R 2 Adj is the adjusted multiple coefficient of determination; RMSE is the root of the mean square error; C(p) is the Mallows statistic; PRESS is the prediction error sum of squares; and R 2 Pred is the prediction multiple coefficient of determination.
allowed for the development of an equation covering a wide range of nutrient values for the explanatory variables. Indeed, none of the validation samples used in the current study exceeded the RVH of equations 1 and 2, despite considerable variation (Table 8) . Conversely, the range of nutrients observed within the validation samples exceeded the RVH of equations 3 and 4 for GE, starch, TDF, EE, and ash. The farther an extrapolative data point is from the range of explanatory variables used in model development, the greater the potential for error in prediction. In the validation data, 12 out of 15 samples exceeded the range for starch values in equations 3 and 4 (Table 8) . Because starch has a large slope coefficient in these equations, minor changes in starch value can greatly influence the predicted AME n value. Therefore, the use of extrapolative data in the validation study may have contributed to the poor performance of these equations in comparison with equations 1 and 2. Poor predictive performance may also be attributable to other common issues in multiple linear regression, such as multicollinearity, inadequate sample size, or omitted variable bias (Montgomery et al., 2012) . Multicollinearity is defined as near-linear dependence between predictor variables. When severe multicollinearity is present, the estimates of the slope coefficients become unstable and the associated SE become inflated. Additionally, strong dependence between variables makes it difficult to separate their effects during model selection, resulting in the omission of important variables. Related variables are considered redundant by traditional model selection processes such as stepwise, and therefore may be incorrectly excluded from the final prediction model. As a result, the erroneous predictions observed when using extrapolative data become even more pronounced (Meloun et al., 2002) . The detrimental effects of multicollinearity in model selection can be partially alleviated by the application of more complex model selection techniques. Specifically, the LASSO technique constrains the sum of the absolute values of the slope estimates, alleviating the estimate inflation associated with related predictors (Tibishirani, 1996) .
Utilizing LASSO to perform model selection on the original data for equations 1 and 2 yielded the following best-fit equation: [ Table 9 ; AME n (kcal/kg) = 2,655 -(18.29 × NDF) + (44.14 × EE) + (0.21 × GE) -(10.91 × TDF) − (91.08 × ash); R 2 = 0.92; R 2 Adj = 0.87; RMSE = 182; PRESS = 662,319; P ≤ 0.0001]. Application of this model to the validation data resulted in a RMSE P value of 321 kcal/kg, a slight improvement in prediction accuracy compared with equations 1 and 2. The production of a divergent model through LAS-SO indicates that multicollinearity within the original data may be slightly reducing the prediction efficacy of equations 1 and 2. It must be noted that the P-values for the individual t-tests associated with NDF, GE, and TDF are nonsignificant (P ≥ 0.05). It is possible for an important regressor to have a nonsignificant result for the individual P-value due to small sample size, measurement errors in the predictors, or multicollinearity with another predictor variable. However, considering that equations 1 and 2 are not only more parsimonious, but also use predictors that are each individually significant, the small loss of accuracy associated with multicollinearity may be worthwhile. The application 2 Rochell et al., 2011 . 3 Meloche et al., 2013 4 DDGS = distillers dried grains with solubles. 5 RMSE = root mean square error of the equation as applied to the original data. 6 RMSE P = root mean square error of the equation as applied to the validation data in the current study.
of LASSO selection to the original data for equations 3 and 4 yielded an identical model to equation 3, indicating that multicollinearity did not affect model selection through stepwise regression for those equations. Therefore, it is likely that the observed prediction error for equations 3 and 4 is primarily due to the undesirable effects of extrapolation within the validation data.
To select a successful prediction model, a balance must be maintained between 2 conflicting objectives. A subset model should contain as few variables as possible to allow for practical application, yet must contain enough variables to produce accurate predictions. Specifically, when developing models intended to predict AME n on the basis of nutrient composition, it is advantageous to select the least expensive, most accurate, and least time-consuming chemical components to assess. Analyses for proximate composition are assumed to be relatively simple and are widely utilized in the poultry industry to assess nutrient variability among ingredient sources. Therefore, the components of proximate analysis are well suited for use in practical prediction equations. Batal and Dale (2006) reported that TME n of DDGS could be predicted based on EE, crude fiber (CF), CP, and ash (R 2 = 0.45). The inclusion of fewer regressors reduces variance associated with the slope coefficients as well as the variance of the predicted response. However, the decrease in variance comes at the cost of introducing omitted variable bias into the estimates (Montgomery et al., 2012) . Indeed, the authors acknowledged these equations are intended for use as a general guide due to the low R 2 value (Batal and Dale, 2006 ).
An analogous equation was developed for AME n from proximate analysis data for 15 corn coproducts (Rochell et al., 2011) and 15 DDGS samples (Meloche et al., 2013) . Selection using LASSO resulted in the following best fit equation: [Table 10 ; AME n (kcal/kg) = 3,673 -(121.35 × CF) + (51.29 × EE) -(121.08 × ash); R 2 = 0.70; R 2 Adj = 0.67; RMSE = 270; PRESS = 2,374,246; P ≤ 0.0001]. Application of this model to the validation data resulted in a RMSE P value of 457 kcal/kg, a slight improvement in prediction accuracy compared with equation 3 and 4. For a new data set, approximately 95% of the observations would be expected to fall within 914 kcal/kg (33.1% of average AME n ) above or below the predicted value from this equation. Although this equation does not perform as well in prediction as equations 1 and 2, it uses more commonly available measures of chemical content, and thus may be more applicable in practice. Additionally, this equation requires fewer chemical components as regressors than the equation for TME n reported by Batal and Dale (2006) . Although it is not possible to directly compare the prediction accuracy of these 2 equations based on the available data, the lower R 2 value for the Batal and Dale (2006) equation indicates a limitation on predictive capacity.
In conclusion, this validation study indicated that greater caution should be taken when interpreting Table 8 . Summary of nutrient composition data for corn coproducts used to develop prediction equations for AME 1 Rochell et al. (2011) data included distillers dried grains with solubles (DDGS; n = 6), corn germ (n = 2), high protein distillers dried grains (n = 2), corn gluten feed, corn gluten meal, corn bran, corn germ meal, and dehulled, degermed corn. Values for AME n were determined using 12 replicate pens (10 birds per pen); Meloche et al. (2013) data included 15 samples of DDGS. Values for AME n were determined using 12 replicate pens (7 birds per pen); current study includes 15 samples of DDGS. Values for AME n were determined using 12 replicate pens (treatments 1 to 12: 7 birds per pen) or 13 replicate pens (treatments 13 to 15: 10 birds per pen).
2 Nutrient values expressed on % DM basis, unless otherwise noted; GE = gross energy; TDF = total dietary fiber; NDF = neutral detergent fiber; ADF = acid detergent fiber; CF = crude fiber; EE = ether extract. All analyses were performed in duplicate. Table 9 . Selection of a regression model for AME n (kcal/kg) based on the nutrient composition of 15 corn coproducts using the least absolute shrinkage and selection operator Nutrient composition data for corn coproducts adapted from Rochell et al. (2011) . All analyses were conducted in duplicate and values were reported on a DM basis. Data included distillers dried grains with solubles (DDGS; n = 6), corn germ (n = 2), high protein distillers dried grains (n = 2), corn gluten feed, corn gluten meal, corn bran, corn germ meal, and dehulled, degermed corn. Values for AME n were determined using 12 replicate pens (10 birds per pen).
2 NDF = neutral detergent fiber; EE = ether extract; GE = gross energy; TDF = total dietary fiber.
3 P Overall is the P-value for the overall F-test associated with the regression equation; R 2 Adj is the adjusted coefficient of determination; RMSE = root of the mean square error; C(p) is the Mallows statistic; and R 2 Pred is the prediction multiple coefficient of determination.
4
Parameter estimates and statistical measures for the selected model were generated using PROC REG to model the set of predictors determined to optimize the fit criteria in LASSO.
5
P is the P-value for the individual t-test associated with each added predictor.
model selection data, particularly when R 2 is used as the primary measure of fit. Although these equations may provide general estimates of the AME n value of DDGS, the magnitude of the RMSE p values indicates that predictions may exceed the maximum allowable error for practical diet formulation. Thus, a thorough and explicit explanation of the consequences of this inherent model error, expressed in kilocalories per kilogram, is critical to ensure proper interpretation. Application of prediction equations to samples with nutrient contents exceeding the range used in model development may substantially increase prediction error. Therefore, rigorous analysis and validation of prediction equations developed hereafter are warranted to establish the risk of error associated with practical applications and to better communicate these risks to the end user. Rochell et al. (2011) and Meloche et al. (2013) . Rochell et al. (2011) data included distillers dried grains with solubles (DDGS; n = 6), corn germ (n = 2), high protein distillers dried grains (n = 2), corn gluten feed, corn gluten meal, corn bran, corn germ meal, and dehulled, degermed corn. Values for AME n were determined using 12 replicate pens (10 birds per pen); Meloche et al. (2013) data included 15 samples of DDGS. Values for AME n were determined using 12 replicate pens (7 birds per pen). All analyses were conducted in duplicate and reported on a DM basis.
2 CF = crude fiber; EE = ether extract. 3 P Overall is the P-value for the overall F-test associated with the final regression equation; R 2 Adj is the adjusted coefficient of determination; RMSE = root of the mean square error; C(p) is the Mallows statistic; and R 2 Pred is the prediction multiple coefficient of determination.
4 Parameter estimates and statistical measures for selected model generated using PROC REG to model the set of predictors determined to optimize the fit criteria in LASSO.
5 P is the P-value for the individual t-test associated with each added predictor.
