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Abstract 
The present thesis documents the results and insights gathered in the project, dealing with the 
development of algorithms to classify ground targets using synthetic aperture radar (SAR) im-
ages formed by bistatic airborne radars. 
Recently there has been an intensive upsurge in the interest of the radar community in bistatic 
and multistatic radar systems. The reason for this is twofold. First of all, bistatic radar systems 
are the superset of monostatic radar systems. Hence, bistatic systems might give certain advan-
tages over the monostatic systems in the current usages of monostatic radar systems. Secondly, 
bistatic technology, if implemented successfully, can give rise to a wide spectrum of novel and 
innovative usages, which would have been impossible using the simpler monostatic system. 
Automatic target classification and recognition for monostatic radars, has been an area of ac-
tive research. This is also one of the major usages of an airborne radar system. Hence, it is 
pertinent at the current stage to look at different aspects of automatic target recognition (ATR), 
using the synthetic aperture radar (SAR) images, as collected by a bistatic radar system. This, 
as applied to classification of ground targets, has been the aim of the present project. The con-
tributions from the present work could be grouped under three major heads. 
Simulating a database of bistatic SAR images of ground targets using a generic electromagnetic 
(EM) computational tool, is the first contribution of the present project. Major challenges in this 
approach consisted of selecting a usable and available ' EM simulator, modelling a selection of 
ground targets, developing a simple and efficient image formation algorithm for bistatic SAR 
image generation, and managing the database to be used efficiently in a classification task. All 
of these challenges have been successfully tackled in the present project and form the dimen-
sions of novelty from this part of the project. 
The second contribution is the analysis of different aspects of bistatic SAR ATR. This consists 
of developing an efficient and fast ATR algorithm, studying the effect of clutter noise, bistatic 
angle, polarisation, k space support on bistatic AIR, comparison of monostatic and bistatic 
ATh, and suggestion of ways to improve bistatic ATR performance. In this it has been shown 
that contrary to the popular reservations, bistatic ATR is not much worse than monostatic ATR. 
Given a proper ATR algorithm, the bistatic ATR performance could be made as good as, but 
'availability was a major issue, as most of the established EM simulators to simulate radar returns, are not 
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Abstract 
The present thesis documents the results and insights gathered in the project, dealing with the 
development of algorithms to classify ground targets using synthetic aperture radar (SAR) im-
ages formed by bistatic airborne radars. 
Recently there has been an intensive upsurge in the interest of the radar community in bistatic 
and multistatic radar systems. The reason for this is twofold. First of all, bistatic radar systems 
are the superset of nionostatic radar systems. Hence, bistatic systems might give certain advan-
tages over the monostatic systems in the current usages of monostatic radar systems. Secondly, 
bistatic technology, if implemented successfully, can give rise to a wide spectrum of novel and 
innovative usages, which would have been impossible using the simpler monostatic system. 
Automatic target classification and recognition for monostatic radars, has been an area of ac-
tive research. This is also one of the major usages of an airborne radar system. Hence, it is 
pertinent at the current stage to look at different aspects of automatic target recognition (ATR), 
using the synthetic aperture radar (SAR) images, as collected by a bistatic radar system. This, 
as applied to classification of ground targets, has been the aim of the present project. The con-
tributions from the present work could be grouped under three major heads. 
Simulating a database of bistatic SAR images of ground targets using a generic electromagnetic 
(EM) computational tool, is the first contribution of the present project. Major challenges in this 
approach consisted of selecting a usable and available 1 EM simulator, modelling a selection of 
ground targets, developing a simple and efficient image formation algorithm for bistatic SAR 
image generation, and managing the database to be used efficiently in a classification task. All 
of these challenges have been successfully tackled in the present project and form the dimen-
sions of novelty from this part of the project. 
The second contribution is the analysis of different aspects of bistatic SAR ATR. This consists 
of developing an efficient and fast ATR algorithm, studying the effect of clutter noise, bistatic 
angle, polarisation, k space support on bistatic ATR, comparison of monostatic and bistatic 
ATR, and suggestion of ways to improve bistatic ATR performance. In this it has been shown 
that contrary to the popular reservations, bistatic ATR is not much worse than monostatic ATR. 
Given a proper ATR algorithm, the bistatic AIR performance could be made as good as, but 
'availability was a major issue, as most of the established EM simulators to simulate radar returns, are not 
available for academic research 
not better than, the monostatic ATR performance. Lastly, the loss of ATR performance in the 
bistatic domain is more due to the loss of image resolution, than due to any loss of image infor-
mation. 
The last contribution of the project is the study of the use of multipolar data in an ATR exercise. 
There have been studies on the use of multipolar data in SAR image classification, for space-
borne radar systems. However, such approaches for airborne radar systems have been very few 
and preliminary. In this part of the project, a group of different algorithms were developed to 
use the multipolar information, for a better ATR performance. It was shown that using multi-
polar data significantly improves the ATR performance. For some of the multipolar ATR algo-
rithms, the ATR performance was shown to be more stable than the single-polarisation ATR. 
A new algorithm was proposed to use multipolar data so that the ATR performance becomes 
independent of the polarisation of the radar antenna in the test phase. It was also shown that 
bistatic multipolar data does hold information about the targets which could easily be exploited, 
as contrary to reservations held by experts in the past. 
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With the development in the hardware domain keeping abreast with Moore's law, and major 
advances in the signal processing domain, radar researchers are hoping to implement more and 
more sophisticated radar systems in the near future. One such futuristic radar system is the 
bistatic radar system. Given the strategic importance of some of the usages of a bistalic system, 
it is expected to be implemented in the near future. Hence, at this juncture, a study of automatic 
target recognition using a bistatic radar system, was deemed timely and pertinent. The present 
thesis documents the project undertaken to study different aspects of bistatic automatic target 
recognition. 
This chapter begins with a section on the inspiration behind the present work. The next section 
deals with the major contributions from the project. The chapter ends with a section on the 
layout of the rest of the thesis. 
1.1 Motivation for the work 
Radar systems in which the transmitter and the receiver are co-located, are termed as monostatic 
radar systems, while those where the transmitter and the receiver are in different platforms, are 
termed as bistatic radar systems. Bistatic radar system is the more generic configuration of 
the monostatic configuration (in the sense that monostatic system can be defined as the bistatic 
system with the bistatic angle equal to zero degree). This makes it logical to expect more util-
ities from a bistatic configuration than from the monostatic configuration. This includes, the 
likely improvement in performance in the existing usages of monostatic systems and would 
also include a spectrum of novel innovative applications. The amount of unique and strategic 
applications of a bistatic configuration, have given a boost to the recent researches undertaken 
involving bistatic systems. There are three major fronts of such research interest. First of all, 
there is the research on the hardware front to over come the transmitter-receiver synchronisation 
problem, which is a major bottle-neck for an implementable bistatic system. Secondly, there 
is research into the signal processing aspects of bistatic configuration which could be utilised 
Introduction 
in the various applications, using the system. Thirdly, there is the research into solving some 
typical problems rising from the bistatic geometry. For example, the problem of beam scan-on-
scan. This is the problem of inefficient use of radar energy in bistatic configuration (where only 
the amount of energy from the intersection of the transmitter and receiver beams is usable). 
One of the innovative solution to this problem, is the implementation of pulse chasing by using 
an electronically steering receiver beam. 
Signal-intelligence (SIGINT) is one of the major applications of any military instrument. Tar-
get recognition is an advanced form of SIGINT, and is a field of active research. Given that a 
radar is one of the major instruments of an airborne military vehicle, a dependable radar based 
automatic target recognition (ATR) system is a major value addition. While research in the 
field of ATR in general and radar-based ATR in particular, has been going on for almost two 
decades, present technology is still far from a dependable automatic target recognition system, 
which could work without the person in the loop element [2,3]. Still, the progress in the field 
of monostatic radar based ATR has been fairly extensive. 
Given the present active research into bistatic radar systems, it was deemed pertinent to look 
into the possibility of ATR using bistatic radar systems. There are many important questions, 
answering which, was the major motivation behind the present piece of research. Some of the 
questions which have been dealt with in this work, are as follows: 
How feasible is an ATR ability using a bistaric system? The answer to this question will serve 
two purposes. First of all, if the answer is positive, this gives another support in favour 
of developing bistatic systems. Secondly, if the answer is positive, this will add a major 
application, for which the futuristic bistatic radar system could be used. 
How much does the ATR performance in a bistatic system, depend on the bistatic angle of 
operation? The answer to this question would be a major addition to the knowledge 
available, which in turn would help designing an implementable bistatic radar system. 
Is there any way to improve the ATR performance, while using a bistatic system? Suggestions 
of such kind, if any, would again be invaluable for the bistatic-radar designers. 
What is the effect of using multiple polarisation data (instead of single polarisation data), on 
bistatic ATR performance? Use of multipolar data for ATR performance enhancement, is 
not widespread even for monostatic configuration. Hence the answer to this question and 
an analysis based on this, would be invaluable for the design of futuristic radar systems, 
which are expected to be have multipolar abilities [4,5]. 
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1.2 Thesis contribution 
The present project was carried out, inspired by the questions discussed in the last section. Ma-
jor contributions from the project will now be discussed briefly. 
The study of an automatic target recognition algorithm, needs a well defined database of sample 
images. This was a major bottleneck for the present project. Airborne bistatic radar systems are 
still in a developmental phase. Hence, a database of SAR images of ground targets collected 
by airborne bistatic radar system, is either non existent or is highly classified and not available 
in the public domain. The alternative was to simulate a database of bistatic SAR images of 
ground targets using certain electro magnetic (EM) computational methods. This is the first 
contribution of the present project. Currently, there are a few EM computational tools, which 
have been reported to have been used in generating SAR images of targets. However, such tools 
are mostly restricted, and hence not available for academic research. Hence, the first step was 
the search for a generic EM computational tool, which could be used to generate SAR images 
of modelled ground targets. Next was the development of a detailed procedure to model ground 
targets, and to generate bistatic SAR images of the targets using the EM computational tool. 
Generating bistatic SAR images synthetically, in itself is an activity, never reported in any open 
literature. Other novelties of this step includes modelling an acceptable ground clutter gener-
ation algorithm, extracting the bistatic shadow information using the EM-tool and including 
that in the SAR image generated, and developing the complete flow to maintain the database 
of SAR images, so that it could be used efficiently in the ATR experiments to be carried out 
further in the project. 
The second contribution of the project consists of the study of the different aspects of bistatic 
SAR ATR. This consists of four major achievements. The first achievement is the development 
of an efficient and fast ATR algorithm, which was proved to be an excellent match for the chal-
lenges posed by the bistatic SAR ATR problem. The next achievement is the study of different 
aspects of bistatic SAR ATR. This consisted of studying the effects of clutter noise, the bistatic 
angle of imaging, the polarisation of the SAR data, and the k space support of imaging, on 
the bistatic SAR ATR performance. The third achievement is the comparison of SAR ATR 
performance using monostatic and bistatic databases. It was shown that contrary to popular ex-
pectations, bistatic ATR is not significantly worse than monostatic ATR. The final achievement 
is the suggestion of methods to achieve better ATR performance using a bistatic radar system. 
It was shown that the loss of ATR performance in bistatic domain, is more due to the loss of 
image resolution. Hence, by transmitting a higher bandwidth signal with increasing bistatic 
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angle, the AIR performance degradation with increasing bistatic angle, could be compensated 
for. 
The final contribution of the project is the study of the use of multiple polarisation data in ATR 
exercise. This part of the project consists of three major achievements. First of all, a group 
of different algorithms were developed in the project, to exploit the multiple polarisation data, 
to achieve better SAR ATR performance. In this it was shown that by using multiple polarisa-
tion data, the ATR performance increases and also becomes more stable. Second achievement 
consists of the train all test any algorithm, where the multiple polarisation data were used in 
the training phase, and single polarisation data are used in the test phase. It was shown that 
this makes the SAR ATR performance robust to the radar antenna polarisation. Finally, it was 
shown that contrary to reservations held by some experts [6], bistatic multi-polar data do con-
tain information about the target, which in turn could be exploited for better ATR performance. 
1.3 Thesis organisation 
The rest of the thesis is organised as follows: 
Chapter 2 discusses the background studies for the present work. Background knowledge and 
contemporary works are discussed from three major fields. First of all, some basics are dis-
cussed from the fields of radar image formation and SAR image simulation for synthetic scenes. 
The next section discusses contemporary work on classification of ground targets using radar 
images. Lastly, the basics of radar polarimetry are discussed. 
Chapter 3 deals with the synthetic data generation part of the project. After a short discussion of 
the problem at hand, the electromagnetic (EM) simulator based approach is introduced. Certain 
basic experiments on the EM simulator used for this project, are discussed, along with their re-
sults. After this, the theories behind the present method of database generation, are expounded, 
followed by a detailed presentation of the algorithm. Some representative images are presented 
along with the detailed analysis of the features in one of the images. The chapter ends with a 
section detailing the steps towards the simulation of a monostatic SAR image database. 
Chapter 4 explains the classification algorithm developed in this project and the results from 
using it in the bistatic and the monostatic target recognition exercises. The chapter starts with 
a note on principal component analysis (PCA) and its correspondence to scattering centres in 
radar images. Next, the PCA based nearest neighbour algorithm for ATR is explained. ATR per-
formance of this algorithm is compared with the conditional Gaussian model based Bayesian 
4 
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classifier (one of the best from the open literature). The comparisons are done both in the 
monostatic and bistatic domains. Various aspects of bistatic ATR are discussed in this chapter. 
These include the effect of clutter noise, increasing bistatic angle, and normalised k space on 
the bistatic ATR. Lastly, a comparison of ATR performance in monostatic and bistatic domains 
is done. 
Chapter 5 deals with the use of fully polarimetric data for target recognition in the bistatic 
domain. A number of algorithms have been proposed to fuse the information from different po-
larisation datasets, so as to increase the classification performance. The results have been com-
pared and remarks have been made regarding the best algorithm for multi-polar ATR. Along 
with this, a novel algorithm has been proposed using fully polarimetric data in the training and 
single polarisation data in the test phase of an ATR system. This type of ATR was shown to 
offer many advantages over the conventional single-polarisation ATR. Lastly, by analysing in 
detail the effect of using a multi-polar dataset for bistatic-ATR, it was shown that multipolar 
data in the bistatic domain does have information about the target being imaged. 
Chapter 6 summarises the results with a note on the limitations of the present work. It also hints 
at the possible directions of future research in the present field. 
Chapter 2 
Literature review 
The present chapter is devoted towards discussing briefly some of the basic principles required 
for the current project, and a review of the work done by the research community in the field of 
radar target classification and bistatic radar configuration. First of all, this provides the reader 
with a brief background for the future chapters. Moreover, the discussion of previous research 
in the field, puts the current work in context. 
The first section of the chapter discusses basic background of radar signal generation and pro-
cessing, including synthetic aperture radar (SAR) imaging fundamentals. It also discusses the 
fundamentals of a bistatic radar system, and the advantages of using a bistatic radar system. 
This in turn puts into context and justifies the present work on bistatic automatic target recog-
nition (ATR). The next section discusses approaches in the open literature, on electromagnetic 
signal simulation, and on generation of simulated radar signal. The section after this, discusses 
some of the major SAR ATR and SAR-classification I  algorithms from the open literature. The 
last section discusses the basics of radar polarimetry. 
2.1 Basic background 
In this section, some of the basic principles are discussed, which are core, complimentary or 
supplementary to the research work undertaken for the current project. 
2.1.1 Electro-magnetic (EM) wave interaction and scattering principles 
Radio detection and ranging (radar) as an instrument, has been used for civilian and military 
uses since the first world war. The major advantages of a radar based electromagnetic sensor, 
as compared to other sensors (like optical sensors, infra-red sensors, laser-based-sensors and 
acoustic-sensors) are [2,7]: 
'as applied in the remote sensing applications 
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• EM wave of lower frequency is able to penetrate foliage, which may be cloud or rain 
or vegetation canopy (in military applications). This follows from the fact that if the 
dimension of the object with which the EM wave interacts is smaller than the wavelength 
of the EM wave, the EM can penetrate past such an object. 
• Radar can be used for all weather day-and-night surveillance. 
• Radar has the ability to scan larger areas. 
• Radar based sensors can achieve larger atmospheric range than most other sensors. 
Basic characteristics of EM wave propagation and of its interaction with materials, are deter-
mined by the famous set of Maxwell equations. When an EM wave interacts with an object or 
surface, a range of phenomena can take place. All these wide spectrum of phenomena rising 
from the interaction of EM energy and matter, can be termed as scattering phenomena. Broadly 
speaking, it can consist of one or more of the following types of interactions. 
• Extinction is the phenomenon of complete absorption of part of the EM energy by the 
object. 
• Change of direction of travel is the phenomenon, where the original direction of prop-
agation of the EM wave suffers a change. This consists of reflection, refraction and 
diffraction. 
• Depolarisation is the phenomenon where the polarisation of the incident EM wave is 
changed. This phenomenon would be discussed in more detail in section 2.4. 
Scattering involves the EM wave and the object. Hence it will depend on the properties of both. 
• Properties of the EM wave consist of frequency, polarisation and the angle of arrival of 
the incident wave. 
• Properties of the matter or object consist of size, shape, material of the object and its 
environment (medium of transmission). 
Scattering, depending upon the area of return can be of two types: 
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• Surface scattering consists of the energy scattered at the boundary surface between the 
two media. 
• When the EM energy penetrates a material, it interacts with all the electrons in it. Hence, 
some scattered energy comes from the inside of the material. This is the volume scatter-
ing phenomena. Mostly, the contribution from this phenomenon is negligible. However, 
depending upon the wavelength of radiation and the properties of the media, this can 
sometimes be significant enough and it also helps in foliage penetration capabilities of 
EM sensors. 
One important term in the study of scattering phenomena, is the radar cross section (RCS) or 
the scattering coefficient. It is defined as [7]: 
urn 47rR IE 'I2 	
(2.1) 
R—oo 	IEI 2 
E2 and ED are the incident electric field and the electric field received at the receiver. Rr is the 
radial distance from the scattering surface to the receiver, and I is the magnitude operator. 
Scattering depends to a large extent, upon the surface EM-parameters, surface structure and the 
wavelength and polarisation of the incident radiation. 
Depending upon the relative roughness of the surface in comparison to the wavelength of the 
incident ray, the scattering can be of two types. 
Specular: In specular scattering, the maximum amount of the scattered energy is in the same 
direction. This occurs when the surface roughness is very less in terms of the wavelength 
of the incident EM waves. 
Diffused: In diffused scattering, the surface is rough in terms of the wavelength and the scat-
tered energy is concentrated in no single direction. 
If the standard deviation of the surface height is h,  then the Rayleigh criterion [7] for the 
surface to be considered smooth, is given by: 
A 
h < 	 (2.2) 8 cos (0) 
Here, A is the wavelength of the EM wave and 0 is the angle of incidence. 
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2.1.2 Synthetic aperture radar (SAR) and its working principle 
Radar systems, as a sensor to map the ground, have been used since the forties. A radar works 
on the fundamental principle of echo detection on a scaled time base. This gives the range of a 
scatterer from the radar. As in any instrumentation system, resolution is an important parameter 
in radar systems. In the simplest echo-return radar, the best range resolution achievable, is 
determined by the pulse width of the transmitted EM wave, and is given by [8] 
> 
cT 	c 
I) 	 _____ 
2 2BW 
(2.3) 
Here, Pr  is the range resolution, c is the speed of EM wave in the medium of propagation, and 
T is the pulse width. BW is the band width of the radar system, and is given by BW = 11Tp 
for the CW radar system. 
To improve this resolution, as is evident, the band width should be increased. This can be 
achieved effectively by using a chirp (frequency modulated burst of EM energy), a method 
well-known as the pulse compression technique, [7-11]. 
In a pulse compression technique, the expression for the radar range resolution remains the 
same. However, the advantage here is that, the BW no longer depends on the duration of the 
pulse transmitted. Hence, the duration of the pulse can be increased to transmit more power, so 
that the signal to noise ratio (SNR) of the returned echo can be made higher. With higher SNR, 
the instrument can be used to measure longer range. The processing of the returned pulse can 
be done by either of the two methods: 
Matched Filtering: In the linear FM chirp case, the input can be expressed as 
st(t) = exp[2ri(fot + at 2 )], 	 (2.4) 
within the time bounds of time t, varying from —T/2 to I/2. Here a is the rate of 
change of frequency in the chirp, and Jo  is the central frequency of the chirp. Then the 
received echo is given by 
Sr(t) = exp(27ri[fg(t - rjj) + a(t - TD ) 21), 	(2.5) 
where TD  is the total time delay of the return-signal from the transmitter to the scatterer 
and back to the receiver antenna, and ig accounts for any Doppler component. If the 
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received echo is matched filtered with h(r) = exp(27ri(for + a7- 2)), then the output is 
given by [9]: 
gF(t) = sinc(aT(t - TD)) x exp(—i27r forD), 	 (2.6) 
if the quadratic phase terms are neglected [9]. As is clear from the expression, the width 
of the sinc function is 
LTD = 1/aT,, = 11BW. 	 (2.7) 
Hence the corresponding range resolution is 
Pr = CLTD/2 = c12BW. 	 (2.8) 
Deramp Processing: This consists of demodulating the return signal to filter out the central 
frequency. This is done, mostly by multiplying the return signal by the in-phase and the 
quadrature components of the original transmitted signal(delayed by appropriate round 
trip delay to the scene centre) and adding the product terms [10]. Then the signal is 
filtered using a low pass filter, and the result is frequency transformed(FFT). The trans-
mitted signal has a time varying frequency. Hence the received signal also has a time 
stamp in its frequency variation. This method tries to retrieve this time stamp in the 
frequency domain and hence determines the range in the frequency domain. The range 
resolution in this method [10], is also given by 
C 
Pr = 2BW 
(2.9) 
In addition to the range resolution (which is one dimensional), two dimensional imaging also 
needs appropriate resolution in the cross-range dimension. However, for general radar systems, 
the cross-range resolution is controlled by the beam width, and is given by 
R,\ 
Pcrj5 (2.10) 
where A is the wavelength. D is the physical dimension of the reflector of the radar transmitter, 
and 1? is the radial distance from the transmitter to the scene-centre. Hence for better resolution, 
a bigger antenna is required and practical resolution demands impractical antenna size. The 
alternative to a bigger aperture-antenna, is to synthetically simulate a bigger antenna-aperture, 
using signal processing. For this, the antenna is moved and the received echo at every point 
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in the trajectory, is combined coherently to give the similar effect as that of having a bigger 
antenna. 
Depending on the operation and the mode of scanning the scene, SAR operation can be 
Strip-map SAR ,in which the antenna is fixed in one direction. Hence with the motion of the 
antenna bearing platform, the beam traces a strip and only that strip from the ground is 
imaged [7, 8, 11]. 
Spot light SAR , in which a particular area is illuminated by the antenna beam, by steering 
the antenna in that particular direction through out the motion of the platform. This 
mode gives much higher resolution than the strip map mode, for the same amount of 
illumination-energy [10]. 
Scan SAR , in which the antenna is steered to illuminate a broader strip of land. This is best 
suited for surveillance purpose [8]. 
There are many different ways of looking at this process and analysing the operation of this 
synthetic aperture radar(SAR). Some of these are [7]: 
• Synthesised antenna approach. 
• Doppler beam sharpening. 
. Correlation with reference point-target response. 
. Matched filter for received point-target signal. 
• De-chirping of Doppler frequency shift. 
• Optical-focusing equivalent. 
As shown in various monographs [7-11 ], the optimal resolution obtained following any of these 
view points, for strip-map SAR, is the same and is given by: 
Per = D/2. 	 (2.11) 
This is the resolution achievable, if the synthesised aperture is of the optimal length given by 
R)/D. And in this case, the resolution is independent of the distance of the imaging platform 
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from the scene [7-11]. 
2.1.3 Bistatic radar, advantages and issues 
Bistatic radar is defined as a radar that uses antennas at different locations for transmission and 
reception [12]. Figure 2.1 shows the generic configuration of a typical bistatic radar system. 
Figure 2.2 gives a few of the important parameters in a bistatic configuration. Of these, the most 
used parameter is the bistatic angle (/3). It should be noted that, when /3 = 0, the transmitter and 
receiver are co-located, and the bistatic configuration behaves as a monostatic system. Hence 
the monostatic configuration is a special case of the bistatic configuration. 
Most of the early radar systems were bistatic in a strict sense, as they were using different 
antenna for transmission and reception. With technical advances, the same antenna was used 
for both transmission and reception. This is the monostatic configuration. Till now, most of the 
conventional radars are monostatic. 
Receive Platform 
Standoff Illuminator 
	6 0 / 
Target 
Figure 2.1: Generic bistatic configuration 
Of late, there has been a revival of interest in the bistatic radars. This is because of the fact that 
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Figure 2.2: Some conventions in a bistatic configuration 
applications which could not be achieved using a monostatic system, could be implemented 
using a bistatic system. Some such applications are [13]: 
Semi-active homing missiles: This is a guided missile system, with the transmitter in the con-
trol platform, and the receiver in the missile. The feasibility of a radar guided missile 
depends much upon the design of a light transmitter unit (which is extremely challeng-
ing) or the use of a receiver-only unit in the missile, which uses a standby transmitter in 
the control platform. The second option is a bist.atic radar system. 
Hitchhikers: A bistatic hitchhiker or opportunistic bistatic radar [14], uses transmitted power 
from a station, which is not a part of it. Hence the transmitter can be friendly (for example 
EM radiation from satellites, or some other radar system, which has been designed as a 
monostatic radar), or hostile (in which case the transmitter may be some enemy radar 
system). This area is an attractive and active area of research world-wide [15]. 
Counter measures: Mostly, ground based air surveillance systems reveal themselves. Be-
cause they have the transmitter in situ. The system could be made safer, if the transmitter 
can be moved to a friendly location, while keeping the receiver (which is passive) in the 
enemy area. This again needs the implementation of a bistatic configuration. 
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Counter-retrodirective jammers: Present day jammers mostly exploit the angle of arrival(AOA) 
configuration and hence are highly effective against monostatic systems. Bistatic config-
uration based radars would be mostly immune to such jammers. 
Counter stealth: Most of the stealth techniques employed currently, are designed in decreas-
ing the monostatic RCS. However, stealth against bistatic radars is highly challenging. 
This is because the bistatic angle can be of any value and with a different bistatic angle, 
the bistatic RCS changes. And the bistatic angle of operation is not known during the 
design-phase. 
ECCM: Prototype bistatic radars have also been shown to be effective in detecting stealth 
targets which are not detectable by monostatic radars [16]. 
FOPEN: Certain studies have also shown the effectiveness of a bistatic radar as compared to 
a monostatic radar, in its foliage penetration (FOPEN) abilities [17]. 
Clutter tuning: When both transmitter and receiver platforms are in motion, the velocity of 
the two can be controlled so as to get minimum amount of clutter Doppler shift and clutter 
Doppler spread. This also makes it possible to have the moving target indication(MTI) 
facility possible, in the direction broadside to the transmitter's motion. 
Remote Sensing: In remote sensing, having a second satellite moving as a receiver-station-
only can give many advantages [18, 19]. By this, two views of the ground can be gen-
erated by a low cost receive-only satellite. Moreover, as RCS varies with the change 
from monostatic to bistatic operation, more information could be obtained of the land as 
compared to simple monostatic information. 
Pulse Chasing: This is one of the innovative use of the bistatic configuration, mainly used 
for battle time surveillance. This needs that the transmitter and the receiver are properly 
synchronised, and that the orientation of the transmitter beam and the exact timing of the 
EM energy or pulse leaving the transmitter, are known by the receiver. Then using an 
electronically steerable receiver beam, the receiver beam could be synchronised to the 
transmitted pulse (hence the name pulse chasing). This results in an extremely quick 
surveillance speed. 
Possibilities Open: Lastly, as has been mentioned, the monostatic system is a subset of the 
bistatic system. Hence by intuition, limitations in monostatic geometry should get alle-
viated in the bistatic case [20]. 
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There are a few major issues that hinder the popularity and implementability of the bistatic 
system. First of all, bistatic radars are extremely challenging to design. This is mostly due to 
the transmitter-receiver clock synchronisation issue. This issue becomes more crucial, if SAR 
operation is desired, as the basic principle behind SAR imaging is the coherent combination of 
the return signal. Hence synchronisation and phase noise are some of the biggest challenges in 
Bistatic implementation. 
Secondly, the performance of the bistatic radar system is mostly measured, in the scale of the 
monostatic system performance. However, the applications where the monostatic radars have 
proved themselves, are mostly not handled any better by the bistatic radar systems. For exam-
ple, the bistatic spatial coverage is always smaller than that in monostatic case, other parameters 
remaining the same [13]. This often raises the question of, why to go for bistatic, if it can not 
give better performance. This in turn stops the end users from getting sufficiently interested in 
the bistatic configuration. 
Lastly, due to limited field trials, the availability of the analysis of bistatic systems in modern 
capabilities, is highly limited. Hence, unless a certain specific highly demanding purpose is ful-
filled, large scale bistatic implementation as of now is not practical. However, futuristic trends 
do seem to be supporting bistatic trends. With the ongoing interest in bistatic operation, techni-
cal problems and hence cost barriers against bistatic radar seem to be fast receding. Futuristic 
systems are expected to integrate both bistatic and monostatic operations in the same platform 
to some extent [4,21]. 
2.1.4 Speckle and clutter 
SAR image is formed by coherent combination of the electromagnetic energy scattered from 
the whole scene illuminated. However, all the scatterers in a particular resolution cell are not 
homogeneous, and their geolocations in relation to the radar are mostly random (or could be 
modelled as random in most of the practical cases). This introduces a noise, which is typical of 
any image formed using highly coherent EM-waves, and is termed as speckle noise. Formally, 
speckle can be defined as [12] 
A mottled effect in coherent radar images, such as those from synthetic aper-
ture radar(SAR) and laser radars caused by random additive and subtractive inter-
ference of signals from the individual scatterers within each resolution cell. 
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Speckle has been shown to be best modelled as a multiplicative noise [22,23]. Depending on 
the level of statistical modelling, SAR-speckles can be modelled by three main models [22]: 
Multiplicative speckle model: In this model, the intensity of each pixel is modelled as the 
product of signal intensity and the speckle noise intensity. 
I(i,j) = S(i,j)N 3 (i,j), 	 (2.12) 
where S(i,j) is the signal intensity, I(i,j) is the image intensity and N8 (i,j) is the 
speckle noise intensity for the pixel in a SAR image, of indices i and j. The speckle 
noise can be modelled by some statistical distribution, like the K - Distribution, 
the Gamma - Distribution,the Weibull - Distribution or the Log - normal - 
Distribution [24]. 
Product Model: This can also be called a doubly stochastic model, in which the parameters 
of the speckle noise distribution are modelled as non-stationary. However, the variation 
of the parameters is assumed to be ergodic. 
Multiple Stochastic Model: In this model, deeper levels of statistics are assumed. However 
at some arbitrary deepest level of statistics, parameters are assumed to be ergodic. 
Even though the product model has proved fairly satisfactory for SAR images, for more sensi-
tive images like medical imaging, the multiply stochastic model is used for better performance. 
Another characteristic feature of radar returns, mostly from sea and land is the radar clutter. 
Clutter is defined as unwanted echos, typically from the ground, sea, rain or other precipita-
tion, chaff, birds, insects, meteors, and aurora [12]. Study of clutter and modelling of clutter, 
have been major areas of focus for the radar researchers [25,26]. This is mainly because, clutter 
modelling helps in proper clutter filtering. Secondly, clutter characterisation can also help in 
land form classification. 
2.1.5 Approaches in bistatic SAR signal processing 
Bistatic radars have been slowly gaining their popularity due to the reasons discussed in section 
2.1.3. However, there still exists very few open literature on bistatic radar signal processing in 
general and bistatic SAR processing in particular. 
In their works, Lowe et al. [27] and Home et al. [20] have discussed signal processing methods 
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for bistatic SAR processing with some preliminary results. In a limited study of practical 
images from some exemplar simple bodies, Gupta et al. [16, 28] have studied some of the 
differences between monostatic and bistatic images. Their results show important differences 
between the monostatic and the bistatic images, with which they have concluded that for higher 
order diffraction, the bistatic images vary markedly from the monostatic images. In another 
recent study, Fung et al. [29] have proposed scattering models for bistatic multiple scattering 
phenomena. There also have been studies for the calibration of bistatic polarimetric radars [30]. 
This has been done with an eye on satellite imaging radars. Because, bistatic radars have gained 
a good reputation in satellite imaging [18], with space borne bistatic radar mounted satellites, 
from both USA and Europe. Germond et al. [31, 321 have given studies and closed formula for 
calculating polarimetric variables for bistatic radars. 
Recently, there has been some reports in the open literature on bistatic SAR imaging [33-35]. 
Of interest is the work by Rigling etal. [35], where they have given complete analytical analysis 
for the bistatic SAR image formation, using the polar-to-rectangular reformatting algorithm. 
Even though the simple matched filter based image formation would give the best quality image, 
it could not be accepted for most of the practical cases, due to its heavy computational demand. 
Polar-to-rectangular reformatting algorithm for forming SAR image, not only gives a good 
compromise between image quality and computational speed, it also gives the advantage of 
looking at the whole process from the k space perspective (which is geometrical and hence 
more intuitive). 
However there has appeared no report in open literature about bistatic radar imaging applied for 
ATR purpose. Some initial studies by Ulaby et al. [17], where they have tried to measure the 
bistatic RCS of a target in clutter using a Ka band VV polarised radar, show that bistatic radars 
are more effective in detecting targets in clutters, the bistatic target classification problem has 
not been studied in any report before. 
2.2 EM signal modelling and simulation 
2.2.1 SAR raw signal simulation 
SAR raw signal simulation is important from two main perspectives: 
. For the purpose of study of a SAR system, before it has become operational [36]. Design 
and development of a new SAR system is costly. Hence, the design of the actual signal 
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processing, is in many cases preceded by the analysis of simulated data [101. 
• For the purpose of evaluating any algorithm for a system, the actual data from which are 
rare. The current project demands SAR simulation for this reason. Bistatic radar systems 
are still in a developmental phase. Hence, field collected bistatic SAR data are hard to 
find. Some organisations have run bistatic exercises to collect bistatic SAR images of 
ground targets. However, either the dataset is too limited (for example, of only a few 
targets and from a few bistatic configurations), taken just to demonstrate bistatic SAR 
imaging capabilities, or is classified. Hence, generating synthetic SAR target-signatures 
is the only viable option. 
Depending on the level of abstraction assumed in the physics of the scattering phenomena, the 
SAR simulation can be developed based on a scattering centre model, or a facet-based model 
or a strictly EM-computational approach like the method of moment (MoM) model. Of these, 
though the MoM approach is the most correct one, it is extremely time consuming and complex 
in nature. This is specially so, when the wavelength of the illuminating wave is an order larger 
than the dimension of the target or objects of interest in the scene. Depending on the signal 
processing approach taken to simulate, SAR simulation can be performed using the space-time 
processing approach or using the frequency domain approach. 
2.2.1.1 Facet approach 
The facet approach assumes a specular-reflection model rather than a dispersed scattering 
model. [7]. In this approach the continuous surface is modelled as summation of planar facets, 
which should be smaller than the size of the resolution cell of the radar-system, and larger than 
the wavelength of the illuminating wave. For practical simulation purpose, 4 x 4 facets per 
resolution cell have been prescribed sufficient [36]. Facets have also been used for military 
target simulation [37], and the approach has proved promising. 
2.2.1.2 Scattering centre approach 
From the geometrical theory of diffraction (GTD) [38], if the wavelength of the illuminating 
wave is sufficiently smaller than the dimension of the target features, the scattering return from 
a target can be modelled as the sum of responses from distinct scattering centres. There are 
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five major canonical scattering mechanisms, depending upon the frequency-dependence of the 
scattered energy [ 39]. 
• Edge diffraction which is from a curved surface, and where the diffracted return varies 
inversely with the square-root of the frequency. 
. Corner diffraction, where the frequency dependence is that of inverse proportionality. 
. Reflection from sphere (doubly curved surface), in which case the scattered energy is 
frequency independent. 
• Reflection from cylinder surface (singly curved), where the scattered power is propor-
tional to the square-root of the frequency. 
. Reflection from a flat plate, where scattered power is directly proportional to the fre-
quency. 
The validity and the practical appropriateness of scattering centre approximation has been 
shown, both from exact simulation [40] and using theoretical rigour [37]. Hence, if the tar -
get features are known accurately and the type of diffraction can be estimated properly, then 
the SAR image of the targets can easily be generated by this approach [41]. 
2.2.1.3 Space-time domain approach 
In SAR image generation, one of the most popular ways, is to first model the scene to be 
imaged. This can be done either by a facet approach or a scattering centre approach or a 
combination of the two. Then in a simulated flight path, the total return from the scene is 
to be collected with appropriate delay and weighting (by the scattering coefficient) from all 
the scattering centres or facets. This is to be done from all the points on the simulated flight 
path. This forms the raw signal, and could be processed by the matched-filter approach or the 
deramping approach [7,8, 10] to get the final SAR image. 
2.2.1.4 Frequency domain approach 
Another method of processing of SAR images, is to directly deal with the signal in the fre-
quency domain. This can be done in two ways. 
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Scattering Centre Approach: The return from a group of scattering centres can be modelled 
as [42], 
E(f,) = 	 - 
IC 	C 
exp(-27rfy sin *). exp(3
4i 
—rf (x c cos 0 + y, sin )) 	(2.13) 
C 
where EI, is return from the n th  scattering centre, whose frequency dependence is given 
by the parameter a, spatial position is x, y, and its length is given by L. The 
damped-exponential factor of the scattering centre is given by the parameter -y(for to-
caused scattering centre), and its orientation angle given by the parameter Ø,. 0 is the 
azimuth angle of the radar with respect to the scene centre. As can be seen, if the angular 
swath and the frequency-band over which the scene is to be imaged, are known, then the 
above model gives directly, the frequency response of the scene. This in turn is the phase 
information of the scene in k or frequency space or the polar map [101. This data for a 
range of I and 0, can be polar-rectangular reformatted or directly taken for an IFFT to 
get the simulated SAR image in the spatial domain. 
RCS generating tools: Some of the commercially available tools calculate the RCS of the tar-
get, using the method of moments or physical optics (P0) approximation (detailed treat-
ment given in the next chapter). Hence, if we know the angular swath and the frequency 
band, over which the scene is to be imaged, the output from the tool can be reordered to 
represent the phase history of the scene or the target. The SAR image can then be ob-
tained by taking the IFVF of the data (preferable after polar-to-rectangular reformatting). 
2.2.1.5 Shadow regions and their implementation 
Practical scenes and targets to be imaged, are all in three dimension and hence pose shadow. 
The shadow information is an important piece of information and has been used in the detection 
of moving objects [43]. However the formation and the effects of shadow in EM imaging are 
sometimes different from that of physical optics scenario. For grazing angle more than 10 to 
20 degrees, the geometrical optics (GO) can be used with no drastic inaccuracy. For lower 
grazing angles, the inaccuracies in the vertically polarised component of the scattered field can 
be unacceptable, if modelled using geometrical optics approximation [44]. 
Shadows and their modelling is more important in a bistatic scenario. Because, in the bistatic 
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case the transmitter and the receiver being at different locations, will pose two different shadows 
of the same target. As the shadows depend upon both the shape of the target and the orientation 
of the transmitter or receiver, shadow information contains a lot of information about the target. 
In bistatic geometry, the two shadows give information of the target from two orientations. 
Hence, shadow in bistatic operation can play an important role in target recognition. The next 
chapter describes an innovative approach taken in the current project to generate approximate 
bistatic shadow. 
2.2.2 SAR raw signal simulation approaches 
SAR raw signal simulation needs proper and accurate modelling of both, the systems and the 
physical phenomena involved. The approaches in this regard can be studied under three head-
ings consisting of the study of the EM simulation approaches in general, of simulation for 
remote sensing data generation, and of simulation for military scene data generation. 
• Scattering returns of a wide range of natural materials have been studied, modelled and 
formulated into closed expressions in some recent monographs [26]. A similar exhaustive 
study has not been found for man-made materials and objects. For generic scattering phe-
nomena, models have been tried and put into closed expressions by Fung etal. [7,45,46]. 
Their study covers mostly scattering from natural terrain, and have dealt with multiple 
scattering, depolarisation effects, and variation with angle of incidence. About man made 
targets, it has long been known that, if the wavelength is smaller than the physical dimen-
sion of the target being illuminated (more accurately, the standard deviation of the surface 
roughness), then a physical optics (P0) approximation can be used to generate the EM 
scattering from the body. In a detailed study on this matter, Soriano et al., have shown 
that P0 indeed does a practical approximation for most of the cases, except for man made 
objects on ocean [47]. 
• There have been significant contributions from Franceschetti et al., in the field of simu-
lation approaches for remote sensing SAR images. One of the major contributions from 
them, has been the use of frequency domain approach in generating the final SAR raw 
signal. Taking the frequency domain representation of the scene scattering parameters, 
and the radar system impulse response, they have approximated the whole procedure of 
image formation to simple 2-D deconvolution in the time domain, and hence 2-D FF1' in 
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the frequency domain. 
H(r1,.) 	r(ii,e).Go(ii,e), 	 (2.14) 
where H(ij,), is the reconstructed SAR image in the frequency domain, F(i) is the 
modified scene scattering coefficient matrix in the frequency domain, and Go(, ) is the 
system transfer function. The above results have been mathematically derived and estab-
lished for both strip-map SAR [36,48], and spot-light SAR systems [49]. 
In one of the works [36], they have suggested a SAR simulator named as SARAS, for 
generic SAR image simulation. Even though intended towards natural terrain SAR im-
age simulation using a facet approach, the work does give a nice review and approach 
towards any SAR simulator. They have dealt specifically with the landscape simulation, 
in another work [50], and in a recent attempt they have handled the simulation of urban 
landscape [51]. Urban landscape differ markedly from natural terrain, in that it offers 
much more multi-path effects in the scattering phenomena. 
The general SAR image simulation approach has been summarised in [52]. 
• SAR simulation for man made targets have mostly been achieved using geometrical the-
ory of diffraction (GTD), physical theory of diffraction (PTD), or the method of mo-
ments (MoM) to calculate the target RCS, as the first step. The methods used for finding 
the RCS is [53], target modelling using simpler geometrical models, like planes, ducts, 
cones, wedges etc. Then comes the step of computing the total scattered field, taking into 
account various parameters like frequency, geometry of sensors, and polarisation. It has 
been shown [54] that for target RCS simulation using millimetre waves, UTD approxi-
mations give almost the same result as the more exhaustive MoM. There has also been 
the application of hybrid methods, using both UTD and MoM [55]. In such approaches, 
the target surfaces are grouped, so that simpler surfaces are modelled using UTD. More 
complex textured surfaces are modelled using MoM. A more detailed and exhaustive 
analysis of RCS modelling for aerial targets have been given by Shirman et al. [37]. 
To generate the SAR image of a target, the RCS has to be calculated for the band of 
frequencies used by the radar system. This gives the frequency response of the target to 
that frequency band. The process is then repeated over the range of aspect angles through 
which the real SAR is to operate. This gives a two dimensional phase history of the tar-
get [47]. This phase history or k space data is in polar format. Hence for best result it 
has to be polar-to-rectangular resampled [10]. Then taking the 2D [FIT gives the SAR 
image of the target. Detailed steps on this procedure are presented in the next chapter. 
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2.2.3 Commercial SAR simulators available and the features thereof 
As discussed in the previous section, SAR simulation of man-made targets invariably needs the 
calculation of RCS as the first step. For this, utilising some computational EM simulation tool 
is the best choice. Some of the available computational EM RCS-calculation tools are: 
SAIC - XPatchTM [561: XPatch is one of the most widely used RCS prediction tool devel-
oped by the department of defence(D0D) of the USA. Developed in 1997, XPatch uses 
the shooting and bouncing ray(SBR) technique [41], which is built upon the Gil) ap-
proximation principles. It is capable of RCS prediction, ID high range resolution(HRR) 
profile prediction, 2D SAR image prediction, and scattering centre(SC) prediction for a 
three dimensional target [57]. One of the drawbacks in XPatch has been shown to be 
the use of flat facets, due to which it needs a large number of facets in modelling doubly 
curved surfaces [58]. 
SAIC - RCSSIGTAI [59]: This is a tool from Science Application International Corpora-
tion (SAIC). This product mainly aims at predicting RCS of 3D targets, based on physical 
optics and physical theory of diffraction approximations. This tool does not use MoM 
method, and hence is more suitable for very high frequency RCS prediction. 
EpsilonTM [60]: Epsilon is a product from the joint effort of Roke Manor research and the 
UK defence evaluation research agency (DERA). It has been shown [61] to be useful in: 
• bulk RCS prediction, 
• range profile prediction, 
• SAR and ISAR imaging, and 
• pulse synthesis, 
from the CAD model of the target. 
L ucernhammerTM [62]: This is another popular tool from the USA, which uses PTD, P0 
approximations and SBR technique, like the XPatch. It is able to predict the RCS and 
ISAR Image. 
WIPL - DT1f [63]: WIPL-D has been a tool for EM modelling and simulation, mostly used 
for the analysis of scatterers, antennas and EMC (EM-computability). This tool is com-
pletely based on MoM calculation, and hence is highly demanding in terms of computing 
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resources. Even though not so suitable for SAR image calculation of real life size targets, 
it can be used for small scale modelling of targets and environments. One such endeav-
ours have been the FOPEN experiments done by Simcoe et al. using WIPL-D [47]. 
FEKO [64]: FEKO (FEldberechnungbei Korpern mit beleibeiger Oberfiache, a German phrase 
meaning field computations involving bodies of arbitrary shape) is a relatively new tool 
for RCS simulation. It has also been designed mainly for the analysis of EMC, shielding, 
coupling, antenna design, antenna placement analysis, design of micro-strip antennas and 
circuits, and scattering analysis. Due to its ability of RCS prediction, it can also be used 
for SAR image calculation. FEW can be set to use either MoM or P0 approximation. It 
can also be programmed to use a hybrid approach [55], by setting a portion of the object 
to be modelled using MoM and rest of the object to be modelled using P0. 
Out of the tools described above, SAIC - XPatchTM, and SAIC - RCSSIGTM are 
export restricted, and hence not available to researchers out side the USA. EpsilonTM  and 
LucernharnmerTAl are not available for academic use. WJPL - DTAI could not be used for 
calculating RCS of life-size targets for CHz range frequencies. Out of all these, FEKO was 
found powerful enough and easily available. The next chapter will discuss at length, the use of 
FEKO in the current project. 
2.3 Approaches towards SAR image classification 
2.3.1 SAR ATR and issues 
Modern combat aircraft is becoming ever more complex and powerful in their abilities and 
performance. A major contribution towards the performance and power of any real-world sys-
tem in general and of a defence system in particular, is the amount of information output. The 
modern combat plane systems do output a huge amount of data, about a wide spectrum of 
parameters to the operator. Hence, automated or semi-automated systems for defence applica-
tions are on an ever increasing demand. SAR automated target recognition(ATR) systems are 
a great value addition, if SAR mapping is already integrated in an airborne system. SAR ATR 
for ground based targets is also important in battle field surveillance using unmanned air vehi-
cle based SAR systems. SAR imaging is one of the most convenient imaging for surveillance 
purpose, because [2]: 
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. of the all weather imaging ability of SAR system. 
• with higher resolution, SAR images have come very close to optical images as far as 
clarity or resolution is concerned. 
• SAR systems can use longer wavelength, and hence can often be used for foliage pene-
tration (FOPEN) to detect hidden targets. 
• SAR images are built from the raw EM scattered data, and so they contain information 
about the EM properties of the targets, and hence can sometimes prove more important 
than simple optical images in target recognition. 
The whole process of ATR using SAR image can be divided into three major steps [65]: 
Detection/Prescreening: Usually the SAR map is obtained of a fairly large area of the (battle) 
scene, and may be having a number of targets in the same image. Hence, the first step 
is to choose only those portions from the SAR image, which might contain a target. It 
has been found that the SAR images of man-made targets often consist of brighter pixels 
than the surrounding clutter. Hence, the prescreening is mostly done by comparing the 
local brightness of the image pixels and comparing them to some threshold value (chosen 
from proper consideration of the scene being imaged and the target parameters). 
Discrimination: The prescreening stage gives the possible regions of interest (ROl). In the 
discrimination step, the ROl is further processed to reject possible false alarms that might 
have crept in through the prescreening stage. The output from this stage is a more certain 
ROl, and might also consist of some of the features of the target (like orientation, and 
target-area). 
Classification: In this final step, the features generated in the last step are used to classify or 
recognise the target, using some classification or recognition algorithm. Even though 
classification literatures [66, 67] keep a distinction between the classification and the 
recognition algorithms, the SAR ATR literatures mostly use classification and recogni-
tion in the same sense [12]. 
The steps described above may not all be so distinct in all the ATR approaches. Especially the 
discrimination and the classification steps mostly are not so distinguishable. 
Some of the major research on SAR classification, as reported in the open-literature, is dis-
cussed in the next few subsections. 
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2.3.1.1 Approaches by the MIT-Lincoln lab: 
US-DARPA (Defence advanced research project agency) funded semi-automated IMINT pro-
cessing (SAIP) project has been a fore-runner in research into SAR ATR. In this, the major 
role has been played by the Novak et al. team from the MIT-Lincoln laboratory. In all the 
approaches, due to the exhaustive amount of data available, a mean square estimation (MSE) 
algorithm has been used for the classification purpose. Some of the early works have been based 
on the SAR images collected through the Lincoln laboratory 35 0Hz SAR sensor [68]. In 1995, 
DARPA and AFRL initiated a programme called the moving and stationary target acquisition 
recognition (MSTAR). Under this program, a huge amount of SAR image datasets were col-
lected using X-band, HH-polarised SAR sensors. A large number of different military vehicles 
were imaged in spotlight mode over 360 degrees of aspect, with 0.3 x 0.3 m. resolution. The 
MSTAR database with some manipulation and reduction in original image resolution, has been 
released in public domain for the wider research community [69]. Hence the MSTAR data base 
has been one of the accepted and widely used source of database for testing and validating most 
of the ATR algorithms in the literature. 
In one of their works [65], Novak etal. have reviewed the Lincoln lab approach towards dealing 
with fully polarimetric SAR data. The original results were published in the MIT-Lincoln lab 
journal in 1995 and have been made public in this paper. This is a feature based MSE classifier. 
The features used, have been carefully chosen and are markedly different from the features used 
in any typical optical target recognition task. 
In another work [70], Novak et al. have reported the investigation on super resolution SAR 
ATR. In this, it is shown that, better performance of the ATR systems result with higher resolu-
tion SAR imaging. 
In [71], Novak etal. have given a consolidated review of their approach towards SAR ATR. An 
MSE classifier was used in the work. The targets included in the classification exercise were of 
three types, armoured personnel carrier (APC), infantry fighting vehicle (WV) and main battle 
tanks (MBT). The interesting part of this report is the analysis of the ATR performance with 
change of features of the same target class. For example, some of the features of an MBT that 
were changed are 
. skirt of the MBT. 
. barrel of the MBT. 
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. reactive armour of the MBT. 
Other configurations considered were 
• target in open; 
• target in half revetments, and 
• targets in full revetments. 
The authors have speculated that, classification could be improved if templates could be made 
for various rotations of turret, in the training phase. 
Reports from the MIT-Lincoln lab group is one of the standard sources of an exhaustive set of 
SAR ATR experiments, where the complete chain of the ATR process has been examined in a 
detailed manner. Based on real data, and done with interaction from the user community, this 
set of works could be taken as a reference in study towards ATR using any sensor. 
2.3.1.2 Approaches using likelihood test algorithm 
There has been a few approaches in using a likelihood test algorithm for monostatic SAR ATR 
(validated using the MSTAR data base) [72,73]. In the work by O'Sullivan etal., three types of 
models have been assumed and applied to the MSTAR data base. The models considered are: 
Conditionally Gaussian model: The SAR image pixels are modelled as conditional Gaussian 
random variables, conditioned on the target type and target orientation. Further, the noise 
is modelled as additive zero-mean Gaussian noise. For determining the parameters of the 
model for a particular target type and within a range of aspect angle, all the test image-
clips are considered from the same target and within the given set of aspect angles. Due 
to the simplicity of the model, the estimated mean and variance are simply the mean and 
the variance of the pixel from all the test image-clips. 
Log-magnitude model: In this model, the complex valued pixels of the SAR image, are as-
sumed to be independent and follow a log-normal distribution. The parameters of the 
distribution are assumed dependent on the target-type and orientation of the target. In 
this case, the estimated parameters can be calculated by using the pixel values in dB 
scale from all the training image clips available for the given target and in the given 
range of aspect angles. 
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Quarter power model: The image pixels can also be modelled as random variables following 
a gamma distribution, with the parameters depending upon the target-type and the aspect 
angle. In this case, the estimated mean can be shown to be equal to the mean of the 
square-root of the magnitude of the corresponding pixel from all the training image clips. 
The conditional Gaussian model was shown as the best choice among the three [73]. The SAR-
ATR performance reported by this set of works, is one of the best in the open literature. Hence 
this approach has been used as the standard ATR algorithm in the present project to compare 
the results from any new AIR algorithm. 
2.3.1.3 Approaches in exploiting fully polarimetric SAR data 
Most of the major ATR approaches have used single polarisation SAR data. There have been 
very few studies on using multi polar SAR data for better AIR performance. 
Novak etal., have used the fully polarimetric data using the polarimetnc whitening filter (PWF) 
processing, developed by their team [68], for filtering the speckle and getting better quality SAR 
images [65,68]. The different polarisation information has been used in a limited sense in the 
ERIM polarimetric feature determination to give information about odd or even bouncing of 
the scattered rays [65]. 
However the polarimetric SAR data in monostatic configuration have been proved to have 
much more particular information about the target physical features and aspects [6]. In an-
other work [74], a way of decomposing the scattering matrix into three components, has been 
proposed. This has been done with the assumption that scattering from any surface can be 
approximated to that from a sphere or a diplane or a helix. Another important representation 
in analysis of the polarimetric characteristics of the SAR imaged objects is the polarimetric 
signature 2  Polarimetric signature, with some modifications to it, has been shown [75] to con-
tain rich information about the target EM-properties. Polarimetric return has also been shown 
theoretically to provide better information, which could be exploited for better classification of 
SAR images [76,77]. 
Chapter 6 of the current thesis will describe in detail, the algorithms developed in the current 
work, to exploit multiple polarisation SAR images, for enhanced SAR AIR performance. 
2 Polarimetric signature is a 3D surface, to represent the variation of the scattered energy return, with respect to 




2.3.1.4 Approaches in dealing with complex SAR data 
Radar is a coherent illuminator. Hence SAR raw data have both amplitude and phase compo-
nents. However, mostly, the image is formed using the magnitude-only data and the classifi-
cation steps are taken after the image-formation procedure. Hence, the phase information is 
mostly neglected. There have been some ATR approaches [72,73] using complex valued data. 
In one of the limited studies [78], it was shown that taking complex data may increase the 
classification performance by around 10 to 100 times, than by taking the amplitude-only data. 
This limited work, does show the scope for complex-valued data for classification purposes. 
2.3.1.5 Approaches dealing with scattering centre model 
As has been discussed, SAR images of man-made objects often can be approximated as coming 
from distinct scattering centres. There has been some research work, on using this model and 
extracting the scattering centres from the SAR image and using them in turn, for the recognition 
exercise. There are a few advantages of this approach of using scattering centres for ATR 
purpose. 
• By considering the scattering centres, the computational load is reduced by several or-
ders. Because, instead of dealing with all the pixels in the image, operations are per-
formed with a much smaller number of scattering centres. 
• Scattering centre model of SAR image is dependent on the scattering phenomena experi-
enced by the radiated EM energy. Hence it depends on the physical features of the target, 
which information in turn may prove useful in the ATR operation. 
The approach in using scattering centres for ATR can be consolidated under two major steps: 
Extracting the scattering centres from the SAR image: Many approaches have been presented 
in the open literature for this step. For example, Rajan et al., have proposed to use the 
CLEAN algorithm for extracting the position information of the scattering centres from 
the SAR image [41,79, 80]. The algorithm is an iterative algorithm, which assumes the 
brightest available pixel in the SAR image to correspond to the position of a scatter-
ing centre. In each iteration, it determines the brightest pixel and tries to separate that 
pixel(scattering centre), and its effect from the whole image. It has also been claimed 
that the same algorithm should work for bistatic case [41]. 
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Extracting information from the scattering centres: The return from a group of scattering 
centres can be modelled by the expression 2.13 [42]. According to this model, each scat-
tering centre can be associated with a set of 7 parameters (A n , x,, y ) a, -y, L, 4). 
These parameters give important information about the physical and EM characteristics 
of the scatterers, and hence could be used as important features in the SAR image classi-
fication exercise. 
In some of their works [81, 82], Moses et al. have used the scattering-centre model for 
SAR image classification. They have considered the more detailed model as put above 
and also two simpler approximate models [82], the damped exponential model and the 
undamped exponential model. They have used the least square estimator (LSE) for es-
timating the parameters of the scattering centres, and have reported encouraging results. 
In a later work [81], they have utilised the approach for SAR ATR using the MSTAR 
database. Results are comparable to those reported by Novak et al.. 
2.3.1.6 ANN and SVM approaches: 
There have been certain reports on SAR ATR using nonlinear classifier approaches like arti-
ficial neural network (ANN), support vector machines (SVM), radial basis functions network 
(RBFN) etc. In one of the correspondences, Gross et al. [83] describe an ANN based approach 
to detect moving targets using the high range resolution (HRR) profile data. In that, it has been 
claimed that if the HRR profile data is handled directly, before framing any image, then it can 
help in the detection of moving targets as well. Though results have not been very encouraging, 
still they claim that in real life flight it might be of use. 
In another approach [84], Zhao et al. have used RBFN for recognising targets. In this approach, 
the HRR profiles have been used, both in training and in test phase. They have shown how to 
determine the decision boundary, RBFN is more effective than the traditional (Parzen window) 
kernel classifiers. 
Pnncipe et al. [85] have used SVM for SAR ATR. In this approach dealing with MSTAR data 
set, the SAR image has been directly used for the purpose (instead of generating the HRR pro-
files). SVM along with optimal hyperplane networks have been considered in the work. Though 
SVM has been concluded as the best among all the algorithms considered, no comparison has 
been made of the performance of SVM, with the performance using conventional linear ATR 
algorithms. 
In a recent work by Yang et al. [86], they have compared the SAR ATR performance using 
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a number of feature extraction techniques (principal component analysis (PCA), independent 
component analysis (ICA), and Hu-moment) and a number of classification algorithms (k-NM, 
SVM, linear discriminant classifier, and quadratic discriminant classifier). It was shown that 
for the MSTAR database, PCA based k-NN algorithm works the best. 
2.3.1.7 Sub-aperture and 11MM approaches 
In addition to the above methods, there have been some novel ways in the open literature, of 
solving the SAR ATR problem. 
Kim et al. [87] have used a novel idea for SAR image segmentation and analysis. The SAR 
image formation step needs a particular aperture for a particular desired resolution. In their 
work, they have proposed to extract multiple images from the supplied SAR image, by taking 
smaller apertures, a process which they coin as sub-aperture analysis. As the speckle and 
scattering centre response change according to the aspect angle, the sub-aperture based images 
are claimed to give different features of the image. The authors also claim that this analysis 
can exploit the speckles in the SAR image, for better classification performance. The ATR 
performance has been compared (using the MSTAR database) with the results from wavelet 
and template-matching methods, showing the proposed method to be comparable and in some 
aspects better than the other two. 
Runkle et al., have tried to use the principle of hidden Markov model (HMM) in SAR ATR 
[88, 89]. The HRR profile for the same target varies with the aspect angle [87], but can be 
assumed to be almost stationary within a small variation of aspect angle. The authors have 
assumed Markov chain rule in relating the consecutive HRR profiles. As the target type and 
its pose are the factors determining the final observation and they in themselves are not known, 
the whole procedure is modelled by a hidden Markov model (HMM). MSTAR data base has 
been used in the classification exercise and the HRR profiles have been reverse-generated from 
the target SAR images. Though results reported are comparable to those from Novak etal., the 
processing involved is too much demanding. The use of 120 states in the HMM (as done in the 
correspondence) in itself seems formidable. 
2.3.2 Relevant classification approaches using remote-sensed SAR images 
Classification exercises in remote sensed SAR images from space borne radars, are in many 
ways different from the SAR ATR approach. Because, remote sensed SAR image classifi- 
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cation is done to classify the terrain coverings. Secondly, processing for space borne radar 
SAR images, could be done off-line. Hence, the timing limitations are not as severe as in the 
case of the SAR ATR problem. Hence more complete approaches like fully-polarimetric SAR 
and multi-frequency SAR, and more complicated approaches like ANN are more common and 
more exploitable within present technological constraints, for remote sensed SAR classification 
problem. Some of the approaches which deal with the problem of ATR will be discussed in this 
section. 
In an approach towards automatic image segmentation, Bhanu et al. [90] have used functional 
templates and have trained the templates using a genetic algorithm. Due to the availability of 
fully polarimetric data in this field, there has been many approaches using fully polarimetric 
data. Using the fully polarimetric complex-valued SAR data, a fuzzy based classifier [91], and 
a fuzzy-neural classifier [92] have successfully been implemented. Use of fully polarimetric 
data in filtering the speckle from the remote sensed SAR image, has also been tried success-
fully [93]. Certain other approaches [92,94,95] have used the principal component extraction 
and ANN for this task. One of the most powerful algorithm in utilising polarimetric informa-
tion has been from a work by Ulaby et al. [961, where the effectiveness of using just one or two 
polarimetric features in classifying the terrain effectively, has been demonstrated. 
Even though, not directly related to SAR ATR, a study of approaches in remote sensing SAR 
image classification is pertinent. This is mostly because, out of all classification problems, re-
mote sensed SAR classification problem is the closest to SAR ATR problem, and hence can give 
both insight and novel ideas regarding how to solve the SAR ATR problem more efficiently. 
2.4 Radar polarimetry 
For uniform plane EM wave, the electric or the magnetic components of the field, can lie in any 
direction in the plane perpendicular to the direction of propagation, and perpendicular to each 
other. However, the direction of either the electric or the magnetic field might change from time 
to time. If the tip of the magnetic or electric field vector is projected on a plane perpendicular 
to the direction of propagation, it traces a generic ellipse (figure 2.3). 
Unless there is any obstruction in the path of the EM wave, the ellipse traced by the tip of a field 
vector is fixed. This defines a characteristic property of an EM wave, called polarisation. The 
electric and the magnetic fields are perpendicular to each other and determining the direction 
of one, fixes that for the other. Hence either the electric field vector or the magnetic field vector 
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Figure 2.3: Projection of the tip of afield vector on a plane perpendicular to the direction of 
propagation would trace a generic ellipse (courtesy [I]) 
could be taken to define the polarisation of an EM wave. By convention, the electric field is 
used to define the polarisation of an EM wave. 
If the length of the minor axis of the ellipse defining the polarisation of an EM wave becomes 
zero, the electrical vector traces a straight line with time, and this type of polarisation is termed 
as linear polarisation. If the minor and the major axes of the ellipse are equal, it becomes a 
circle and this type of polarisation is termed as circular polarisation. If the tip of the electric 
field vector traces an ellipse, its called elliptical polarisation. If the wave is a mixture of var -
ious polarised waves with little or no correlation among themselves, it is called unpolarised 
wave [97]. Two of the major electro-optical phenomena that can affect the polarisation state of 
the wave, are scattering and reflection [I]. The study of the change in polarisation state of an 
EM wave during scattering, would give certain properties of the scatterer. This makes the study 
of polarimetry and polarimetric properties of radar return, important exercises, to be exploited 
for better ATR performance. There are many established monographs [97,98] and review pa-
pers [99-101] on radar and SAR polarimetry, which give excellent background in this field. In 
this section, only very basic introduction is given to the field in a more qualitative way. 
Reviewing the fundamentals of the scattering matrix [99, 101], let it be assumed that the trans- 
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Here Et and E2t represent the complex magnitude of the transmitted wave in two mutually 
orthogonal polarisation bases. Similarly the scattered wave can be represented in the same 





The incident and scattered wave are related as follows: 
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Here, the matrix S. called the scattering or Sinclair matrix is the ratio between the scattered and 
















A complete polanmetric characteristic of the scatterer can be obtained by using a proper com-
bination of antennas, so as to obtain all the parameters of the matrix. 
Another representation of the polarimetric information from a scattering phenomena is the 
Stoke's vector representation. This is given by: 
[go 1 	[ EHI2 +IEVI 2 1 	1 90 	1 
9' 	I EHI 2— IEVI 2 I I gocos(211')cos(2x)  I g(Ejjv) = I I = I 	 I = I 	 I 	(2.22) 
I 92 	I 21F(E,E) 	I I go sin(2)) cos(2x) 
L 93 I L 2(EjE)  I L gosin(2) 	] 
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Here EHV represents the field in terms of linear bases of horizontal and vertical polarisation. 
Function (.) represents the real part of the argument, and (.) represents the imaginary part 
of the argument. In some applications this form of representation is more convenient. Because 
all its elements are real valued (as compared to complex valued elements of Sinclair matrix). 
Secondly, this representation is more helpful for representing partially polarised waves (where 
g+ g + g). Lastly, this helps in generating a geometrical representation of the po-
larisation state as shown in figure 2.4. This is termed as the Poincare sphere, and is useful in 
polarimetric analysis, as this represents the polarisation state geometrically. 
93 
Figure 2.4: Poincare sphere representation of the polarisation state, using the elements from 
the Stoke's vector (courtesy f I]) 
Using Poincare 's Sphere notation, the scattering matrix can be visualised geometrically, as a 
point inside an imaginary sphere [6]. 
In monostatic scenario, following the reciprocity theorem [99, 100], the Sh and Sh terms are 
equal. Hence much of the calculation and complexity reduces. However, for bistatic scenario, 
all the elements of the Jone's Matrix have information, and hence the processing becomes more 
complicated. The closed form expressions for the value of the elements of the Stoke's Matrix 
have been found [31, 32] for bistatic case. However the sort of correspondence established 
between physical features and the elements of various scattering matrices, as has been done for 
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the monostatic case [6], has not yet been done for the bistatic case. It has also been suggested 
by some experts that bistatic polarimetry might not hold any information at all [6]. 
2.5 Summary 
This chapter was devoted to the analysis of the current knowledge database regarding the dif-
ferent aspects of the present problem of bistatic SAR ATR. This gives a background to the 
present work, and also establishes the novelty of the current work. Later chapters will discuss 
the technical aspects of the present work, and hence will mostly depend on the present chapter 
for the background studies. 
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SAR target signature simulation 
3.1 Introduction 
There have been some reports in the open literature [40,41,47,57,61,79,80,102,103], on the us-
age of specific electro magnetic (EM) simulation computational tools, for generating synthetic 
aperture radar (SAR) images, of modelled targets. The major need for such an approach [3,104] 
is to generate a database of radar signatures, when field-trials are not economical or impractical. 
One example is the database needed for developing automatic target recognition algorithms for 
ground target classification. In this chapter, the work dealing with generation of such a signa-
ture database using an EM-simulation tool, is presented. 
Lack of data and field trials, is a major bottleneck for research in futuristic radar systems. Lim-
ited theoretical analysis has been the traditional solution in such cases. For example in the 
1970s and 1980s, implementable polarimetric radars were not available to the wider research 
community. Hence, a lot of the theoretical and mathematical analysis was done in these periods, 
on the polarimetric features and decompositions. However, with the increase in the computing 
power available, computer aided electro-magnetic simulation has been proving itself as another 
alternative, in the recent years. Although computer aided simulations can not replace theoreti-
cal analysis, it can certainly complement purely mathematical analysis. In certain usages, like 
the problem in the present project, computer aided simulations have the potential to supplement 
pure-theoretical analysis. 
Recently, bistatic radar systems have drawn considerable interest and research efforts. Im-
plementable bistatic systems have been integrated in satellites. However, the use of bistatic 
systems in airborne systems, is still a field of active research. In the present project, it is the aim 
to study target classification for airborne bistatic radar systems. For such a futuristic project, 
the availability of field collected data is almost non-existent. The study of the intricacies of 
bistatic imaging and the usages of bistatic images, need bistatic synthetic aperture radar (SAR) 
images collected in a controlled environment. In the case of the unavailability of real data, the 
options left are, a strictly mathematical-model based approach or a computer aided electromag-
netic (EM) simulation based approach. For a task like analysing bistatic SAR image features 
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or bistatic SAR automatic target recognition (ATR), the latter is a more practical choice. 
There are certain computer aided EM simulators, which have been reported to be efficient at 
the task of SAR image simulation. However, most such tools are restricted and not available 
for a wider research community. This left us with the choice of trying a generic EM simulator 
FEKO, and to examine, if it can be used for the task of generating SAR images of life-size land 
vehicles. 
The present chapter discusses the steps and procedures undertaken in testing this generic EM 
simulator, for simulating the bistatic radar signatures of ground targets, theoretical analysis on 
how a generic EM simulator could be used to generate SAR images, and steps on modelling the 
targets and generating the SAR images. This is the first effort of its kind in the open literature. 
Hence to verify the results, a detailed analysis of a sample SAR image, is also presented. 
The next section describes some of the basic experiments done on the generic EM simulator 
FEKO, to test its suitability for the present application. This is followed by a description of the 
ground target CAD model generation steps, and then a section on theoretical analysis of SAR 
image formation using an EM simulator. This is followed by a section describing the simulation 
of ground clutter in the SAR images. The next section analyses a sample SAR image, and is 
followed by a section on managing the database generated. Next to it, the work dealing with the 
generation of a limited monostatic SAR image database, is discussed. The chapter ends with a 
summary of the work and with some notes on any possible future improvements. 
3.2 Experiments on FEKO for analysing forward scattering and 
shadow effects 
The generic EM simulator that has been used for the current work is FEKO [64]. The simula-
tion of radar signatures of ground vehicles, has never before been reported as an application of 
FEKO. Hence, in this section, a few key experiments will be described, which gave the confi-
dence that FEKO could be used for the purpose of the present work. 
In simulating the signatures of ground vehicles, the ground itself plays an important role. 
Hence, the capabilities of an EM simulator in dealing with ground reflection, forward scat-
tering and in generating a shadow region on the ground, are of importance. In this section 
the forward scattering and shadow generation capabilities of FEKO will be demonstrated. The 
ground reflection capabilities will be more evident in section 3.6, where a typical SAR image 
will be analysed in detail. 
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In an experiment to examine the forward scattering capability, the CAD model of a long rect-
angular perfectly electrical conducting (FEC) prism was modelled (figure 3.2). The size of the 
rectangular cylinder was im x im x lOm. The frequency of the wave transmitted, was fixed 
at I GHz. The transmitter was fixed at 00  elevation and 450  azimuth, and the bistatic radar cross 
section (RCS) was measured round the target at 0° elevation (figure 3.1). The model and the 
bistatic RCS observed are shown in figure 3.2 and figure 3.3. 
Scatteik 	J /Forward scattered at 315 de es d (225 degrees) 
Sattered peak- 
at } degrees 
(45 
Figure 3.1: Cross section of the rectangular PEC prism, and explaining the peaks found in the 
bistatic RCS plot 
FA 
V 
Figure 3.2: Model of the PEC rectangular prism 
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angl. (In d.gr..e) 
Figure 3.3: Bistatic RCS (in dbsm) versus azimuth angle in degrees 
As can be seen from figure 3.3, there are three peaks in the RCS plot, the first and the third 
corresponding to the specular-reflection, and the second peak corresponding to the forward 
scattering returns (figure 3.1). This demonstrates FEKO's ability in simulating forward scatter -
ing. 
In testing the shadow region simulation abilities, a simple experimental set-up was designed. 
The CAD model is shown in figure 3.4. In this setup, a wall like structure was modelled on the 
ground. The transmitter was fixed on one side of the structure, and the surface current intensity 
on the ground was mapped (figure 3.4). 
As can be observed, the surface current distribution clearly shows a shadow region behind (w.r.t. 
the transmitter) the structure. Fringes of surface current, due to interference, can also be seen 
on the current-map. 
These experiments established FEKO's ability to simulate forward scattering and shadow re-
gions. 
3.3 CAD modelling for EM simulation 
Military ground vehicles have highly involved and complex surfaces and features. Hence, to 
model even a fairly approximate ground target, it needs considerable expertise from the mod- 
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Figure 3.4: FEKO model of the setup and the surface current on the ground (red represents 
highest density of current and violet the least) 
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Another problem was the issue of surface alignment. Like most other EM simulation tools, 
FEKO replaces the surfaces with small triangular facets. The dimension of these facets should 
be an order less than the central frequency wavelength. For two mutually touching triangular 
facet surfaces, the respective sides of the triangles should exactly match each other. This strict 
condition is often extremely difficult to satisfy for complex structures. However in the present 
work, the final objective was to generate a data base of SAR images, to study bistatic SAR 
ATR. Hence, instead of modelling the finer details of a target, the more prominent features of 
the target were modelled. Such features are termed as the classifiable features' . For example, 
the turret and the canon of a main battle tank, or the guidance antenna of a land-to-air missile 
launcher. 
Figure 3.5 shows the CAD models of the four ground targets, modelled in the current project. 
Dimensions of the targets have been kept close to that of real-life targets. As can be observed, 
the targets are quite distinct from each other, and represent four of the major classes of vehi-
cles which could commonly be found in ground combat environments. Each target has been 
associated with the main features of the class, which it represents. 
The classifiable features modelled for the armoured personal carrier (APC), are the typi-
cal body shape, and a communication antenna in the front. 
The classifiable features modelled for the main battle tank (MBT), are the turret, group 
of wheels, canon, and the communication antenna. 
The classifiable features modelled for the stinger launcher (STR), are the battery of four 
stinger missiles, phased-array type guidance antenna, turret and a communication an-
tenna. 
The classifiable features modelled for the land missile launcher (MSL), are the truck-type 
body, a communication antenna and the attached big missile. 
'These are the classifiable features, as evident from the optical image of the models 









Armoured personal carrier (APC) 
	
Main battle tank (MBT) 
a 	 4J1 
p 
A 	 A 
Missile launcher (MSL) 	 Stinger (STR) 
Figure 3.5: The CAD models of the four targets simulated in the present pmjecr (dimensions 
in meters) 
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3.4 SAR image formation steps 
In this section, the idea of bistatic k-space [105, 106], and the use of it in bistatic SAR image 
formation [7,107, 108], will be discussed. This is crucial from the perspective of the present 
work, because the samples collected by FEKO can be shown to form points in the k space 
domain of the scene being imaged. Hence the post-processing of the output from FEKO is 
based on the bistatic k space analysis. 
Figure 3.6 shows the generic geometry of a scene to be imaged with an arbitrary scatterer. As 
shown, the reference point or the scene centre in the scene is 0. T is the position vector of 
a point scatterer in the scene. Rt is the position vector of the transmitter with respect to the 
scene centre, and T j is the position vector of the transmitter with respect to the point scatterer. 
Similar notations are applicable with the receiver, with the subscript replaced by r. Let s(t) be 
the transmitted signal, and St(f) the Fourier transform of the transmitted signal. Let .S r (t) be 
the received signal at the receiver, and Sr(f) the Fourier transform of the received signal at the 
receiver. Let-y(i) be the electromagnetic reflectivity coefficient of the point scatterer (including 
the phase factor). In most of the practical cases, we can take a narrow band assumption, where 
(3.1) 
AF is the bandwidth and f is the central frequency of the transmitted signal. With narrow band 
assumption, y()  can be assumed constant over the transmitted bandwidth. Then the received 
signal can be expressed as: 
s(t) = 	- IN + IFrI )d 	 (3.2) 
C 
V 
In the above equation, c is the speed of EM waves in the medium of transmission, 11 is the 
magnitude operation to represent the magnitude of a vector, and f is the volume integral which 
V 
considers all the points in the targeted area. Taking the frequency transform of equation 3.2, 
	
Sr(f) = f 8,(t) exp(—j27rf t)dt 	 (3.3) 
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With far field approximation (r << Re), it can safely be assumed that (figure 3.7): 
rt = 	- 	- f u(). 	 (3.6) 
In equation 3.7, u() is the unit vector operation. and is the inner product operation. Similarly, 
r,. = Ir - 	H,. - . u(/ r). 	 (3.7) 
Equations 3.6 and 3.7, when applied to the expression 3.5 gives: 
- - 




—r. (u(Rt) +n(R)))d 	(3.8) 
C 	 C 
V 
Rt+Rr 	 27rf 
= St(f) exp(—j27rf 	




 f. (u(t) + u()))dF 	(3.9) 
V 
Figure 3.6: Geometry of the scene to be imaged, and the transmitter 
In the next phase, the following substitutions are made. 
= 	+ U(R,.))) 	 (3.10) 
Lf 	 (3.11) 
In the substitution equation 3. 10, a new directional vector is introduced, which can be termed 
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TX 
rsu(R,) 
Figure 3.7: Far field approximation 
as the bistatic directional vector. It should be remarked here that, this directional vector is 
no longer of unit length. In the substitution equation 3.11, the scalar frequency variable f is 
replaced by its vectorial form 1 with the directional component given by the bistatic directional 
vector Fb. It should be remarked here that from wave physics, is the wave number k. 
Associated with a directional vector, this is sometimes termed as the k vector. Similar to the 
expression 3.1 1, bistatic k vector can be defined as k = SAR imaging literatures prefer 
to handle the frequency space in terms of k and term it as the k space [105, 106, 109, 110]. For 
the present analysis, the frequency space and the k space would be used interchangeably and 
in the same sense. However, it could be noted that f and k vectors are almost synonymous and 
from SAR imaging point of view, k space and f or frequency space represents almost the same 
information. 
With these substitutions, expression 3.9 becomes: 
R + Rr 	
y - 	.j 2ir . 7)d 	(3.12) 
Cl
Sr(f) = S(f)exp(—j2irf 	) (r)exp( 
V 
The exponential term exp(_j2fRtiI), is due to the time delay with respect to the scene 
centre, and could be ignored for far field analysis, where its the scene which is of importance. 
Then it can safely be assumed that R + Rr remain almost constant for all the points in the 
scene to be observed. This assumption is a limitation of the current imaging algorithm, and 
could be overcome by using certain range-migration algorithms [34]. For the present analysis, 
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this assumption can be taken to be valid. Now the expression 3.12 reduces to: 
Sr(f) = St(f) J y(F) exp(j27n . 7)dF 	 (3.13) 
This shows that the return from each transmitted pulse, produces a polar line segment in the 
three dimensional vector Fourier transform of the scene scattering coefficients y(F) (with a 
support in the frequency space, as given by the vectorial frequency mapping of 3.11). The 
integral f dF is the frequency response measured by the radar system for a particular position 
V 
of the transmitter and the receiver. As shown, it is also a polar line segment through the 3D 
Fourier transform of the reflectivity coefficient of the scatterer distribution-y( -f). Thus, what is 
measured by the radar or the EM-simulator, is the Fourier transform of the image of the scene. 
The simulated output from FEKO (the position of the transmitter and the receiver, and the 
effective direction of the k vector, are elucidated in figure ??), is thus the values of H(f), 
with frequency or k space support given by the actual frequency band and transmitter-receiver 
geometry, transformed by the mapping of 3.11. 
- 2zf 	2zf1 - 	- 
fb = 	= --(u(Rt) + (R,)) 	 (3.14) 
C 	 c2 
As shown in the figure 3.9 , this is reduced to ((3 is the bistatic angle, the angle between the 
lines joining the scene centre to the transmitter and the receiver): 
lb= —'(2cos(3/2)u(Fb)) = —'cOs(3/2)u(Fb) 	 (3.15) 
Equation 3.15 is quite important in the sense that, it determines the frequency or k space span of 
the data collected from the EM simulator, for a bistatic simulation. Two important observations 
in it are: 
The real frequency band is scaled by the factor of cos(0/ 2 ). 
The direction of this polar line segment in k space, is in the direction of the bistatic angle 
bisector u(fb) as shown in the figure 3.9 
Looking at this geometry of the bistatic scene k space, this is given by the locus of the point 
whose polar coordinate is (cos(0/2), (3/2),  which is a circle with the centre at (0.5, 0), and of 
radius of 0.5 (as shown in the figure 3d5). 
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Bistatic angle bisector: 
the direction of the effective 
kvector 
X/ ° 







Figure 3.9: Finding the bistatic directional coefficient 
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Figure 3.10: Locus of the bistatic directional coefficients 
Figure 3.11: Frequency or k-space support in the bistatic simulation done in the present project 
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In the present simulation, for the ease of setting the simulation environment, in place of a mov-
ing transmitter and receiver, the transmitter is kept fixed. The simulation is done with a fixed 
transmitter, and the receiver revolving round the scene-to-be-imaged at a fixed elevation angle 
and with the azimuth angle varying from 00  to 3600.  The projection of the k space data sampled 
by this combination is as given by the shaded area in figure 3.11 
To form an image of the scene, small sub-regions are to be taken from this sampled k space. 
This is done by using the samples collected for a range of consecutive receiver azimuth posi-
tions. This k space data has a polar support, and hence the next step is to reformat the support 
into a rectangular-one by proper extrapolation of the sampled data points. 
The algorithm followed in the present work is that of keystone resampling [10]. After the polar-
to-rectangular resampling, an inverse Fourier transform of the data grid gives the bistatic SAR 
image of the scene. 
Figure 3.12: k space support is larger for lower bistatic angle 
A few points worth mentioning here are: 
• The resolution and hence the image quality of the generated bistatic SAR image, would 
depend on the k space support of the data, which in turn depends on the bistatic an-
gle. Hence, the image resolution and the quality, depend on the bistatic angle of data 
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collection. 
For very high bistatic angles (as /3/2 tends to 900),  as can be seen from figure 3.12 , the 
k space support nullifies, and the image quality is not acceptable. 
The image formation steps can be summarised as follows: 
• The input parameters for the simulation are: 
- Angle and frequency step; 
- Bandwidth (BW) for which the EM simulator need to be run; 
- CAD models of the targets. 
• With the above input parameters and files fed to the FEKO simulator, the transmitter 
was fixed at a certain azimuth and elevation, and the target was illuminated from the 
transmitter for the range of frequencies. This is done in frequency steps (as determined 
by the input parameters), covering the BW. 
• For a given transmitter position, and given frequency and polarisation of transmission, 
the EM simulator is used to generate the surface current on the CAD model. This surface 
current file is stored. 
• Once the surface current file is known, the far field could be calculated for any given 
receiver azimuth and elevation. Hence the next step was to collect the scattered power 
from the target CAD model, for the range of frequencies, and with receiver position 
varying over a fixed elevation angle and a varying azimuth angle through 00  to 360°. 
This in turn is done at a few predetermined azimuth angular steps. 
• This gives the scattered field in both H and V polarisations of the receiver, for the range 
of frequencies and for the range of receiver azimuth angles. This forms an annular space 
in the k space as shown in the figure 3.11 , and is termed as data collected in one run. 
• The process was repeated for different positions of the transmitter and the receiver, and 
for different transmitter polarisations. 
• A total of four targets have been modelled. For each target, data runs were collected for 
all the four polarisation combinations, for the following configurations of transmitter: 
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Transmitter Elevation (in degrees) Transmitter Azimuth (in degrees) 
10 0, 60, 120, 180, 240, 300 
15 0, 60, 120, 180, 240, 300 
Table 3.1: Transmitter positions for which the bistatic EM simulations were performed 
. For each transmitter position, scattered signals were collected for 360° of receiver az-
imuth round the target (one run) for two elevations: 100  and 15°. Hence, a total of 48 
runs of data were collected for each polarisation, for each target model. 
. Each run, as has been mentioned, gives the k space data for an annular ring as shown in 
figure 3.11 . From this, data are collected for a certain range of receiver angles for the BW 
of frequencies. This patch of k space data is polar-to-rectangular reformatted, as shown 
in the figure 3.13 to make the k space support rectangular. Next the IFFT was taken to 
form the image of the target model. This image of the target model will display the target 
in the centre of the image, and represents the SAR image of the target as obtained in 
real-SAR systems after discrimination phase [65]. This forms a target clip 2 . 
. With some overlapping of receiver azimuth angles for consecutive target clips, each run 
of data was used in the current project to generate around 25-50 image clips. 
The following guiding equations were used in determining the parameters used in the EM 
simulation and imaging exercises of this project. The resolution expressions below are for 
monostatic cases. For bistatic case, the resolution is diluted by the cos(3/2) factor, where 3 
is the bistatic angle of imaging [III, 1121. However, as the bistatic angle varies from clip to 
clip, not all the image clips will have the same resolution. Hence, the monostatic expressions 
are used as guidelines in deciding the approximate resolution and hence the parameters of 
simulation. 
Determining the frequency range and the frequency steps: These parameters are decided 
2 a target clip is the SAR image of the target, with the image of the target at the centre of the image. In an 
automatic target recognition exercise, after the detection stage, a particular part of the original SAR image of the 
scene is taken for further processing. This part of the SAR image, with the target at its centre, is termed as the 
target-clip. In the present project, only the classification problem is handled. Hence, the input taken are the target 
image clips. Though no clipping operation is done, for convention, the word target clip is used through out the 
present report. 
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Figure 3.13: Key-stone approach of polar-to-rectangular reformatting of data collected 
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by the desired spatial resolution and maximum spatial distance in the range direction: 
	
ox 
= 	 ' 2F 	= 2X 	
(3.16) 
where Of is the frequency step, A F is the band width, Ox is the range resolution and LX 
is the maximum range to be imaged [10]. 
Determining the angular range and step in angular dimension: These parameters are 
determined by the spatial resolution and maximum spatial distance in the cross-range 
direction: 
= 	 ' 2Y 	= 2e 	
(3.17) 
where A is the central frequency wavelength, 80 is the step in angle, 	is the total 
angular swath, Oy is the cross range resolution and AY is the maximum cross range to 
be imaged [101. 
The central frequency was kept at 1GHz. This decision was mainly controlled by the simulation 
constraints. In most of the EM-simulators, the model body is approximated as the summation 
of a triangular or rectangular mesh. The dimension of the triangles in the meshing must be an 
order smaller than the central frequency wavelength. Hence higher the central frequency, the 
smaller is the central frequency wavelength, and hence smaller the size of the triangles in the 
meshing. This results in a higher number of triangles required for the same model as compared 
to that required for a lower frequency. This heavily slows down the simulation speed. A centre 
frequency of I GHz was found to be a compromise between our desired image resolution and a 
reasonable simulation speed. The spatial resolution was kept at around 0.2m in both range and 
cross-range dimensions. For this requirement, the bandwidth was chosen to be 750MHz and 
angular swath for each image formation was chosen to be 36°. All the target models were less 
than 8m in dimension. Hence the maximum scene to be imaged was limited to around lOm in 
both dimensions. This parameter was used to decide on the frequency step (15MHz) and the 
angular step (0.72°) . 
3The choice of bandwidth and central frequency makes the setup a wide-band simulation. Hence most of the 
derivations done earlier would not hold. However, in actual simulation, the complete bandwidth is discretised. For 
each simulation the bandwidth under consideration is just 15MHz. Hence, the narrow band assumption still holds 
true for each simulation. 
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3.5 Ground clutter modelling 
One of the important features of the SAR image of a ground target as compared to an air-target, 
is the presence of ground clutter and shadow. Hence, in any SAR image database for ground 
targets, a well acceptable ground clutter is a must, which not only makes the database more 
acceptable, but also aids in testing the performance of ATR algorithms with different levels of 
clutter. 
The obvious choice to generate ground clutter, is to model an acceptable ground in the scene of 
the target. The present EM simulator could only model a plane dielectric ground (which is easy 
to simulate and does not heavily load the simulation procedure). A plane dielectric ground can 
not give any ground clutter. Hence a better option would be to model a random height ground 
plane in the scene. However the problems with this approach are: 
• In most of the EM simulators and also in FEKO, the features are to be modelled with 
detailed coordinates of the points. In modelling the ground, the randomness of the ground 
features should be an order smaller than the central frequency wavelength (so that the 
speckle is properly simulated). Hence, effectively it is a problem of modelling a huge 
number of triangular patches. 
• To account for the interaction of the EM waves reflected from the ground, with the target, 
the ground plane should be large enough not to miss any of the reflected energy from the 
target. This needs the ground plane to be around two to three times as large as the target 
size, which is a huge area to be modelled. 
• The ground plane has to be dielectric, and the methods available with most of the general 
purpose EM simulator for simulating dielectric surfaces, are the method of moments 
(MoM) or the physical optics (P0) methodologies, which need the calculation of the 
surface currents on the ground, and hence are extremely time and memory consuming. In 
most cases the simulation of a ground for a life size target for a gigahertz range frequency, 
is almost impossible using a 32 bit computer. 
The above facts make the whole problem impossible to be handled by a 32 bit processor (which 
can address only 4GB of memory). 
Some of the other possible approaches which were studied, consisted of different combinations 
of symmetric and translation features of modelling tools to get over the problem. However, 
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finally an EM simulation approach to modelling ground clutter had to be abandoned. 
The innovative method adopted in the present project, uses the present generic EM simulator 
FEKO, and Matlab for the ground clutter simulation! It is well established that, if there are 
not too many scattering centres in the area representing one pixel of the final SAR image, 
then the combined interferences from the scattering centres in the pixel-area, result in a non-
Gaussian distributed image intensity. This explains the non-Gaussian characteristics of clutter 
noise [22,23, 113]. If the scattering centres are put at random heights, this results in a random 
clutter return. Following this logic, a scene was modelled in Matlab with scattering centres 
all round the scene. The number of scattering centres was fixed so as to allow around 4 to 
6 scattering centres to be contained in the area represented by one pixel in the final image. 
The height of the scattering centres was made random Gaussian. Each scattering centre was 
associated with a complex scene-reflectivity coefficient 'y, whose real and imaginary parts are 
Gaussian random variables. Using Matlab, the SAR image of this scene was generated using 
the same parameters (central frequency, bandwidth, aperture span, and angular step) as the 
main FEKO simulation. The process was repeated with 20 different realisation of the ground 
and hence finally 20 clutter images were generated. 
The clutter image thus generated, was to be added to the SAR image of a target, to generate the 
final image. As an example, figure 3.14 shows the surface current maps on the ground plane 
for the target MBT, from the point of view of the transmitter (at 0 azimuth and 10 elevation) 
and receiver (at 60 azimuth and 10 elevation). From these shadow maps, the bit-map files 
were generated. These bit-map files are finally rotated to account for the look direction of the 
particular scene. In figure 3.14 the final bit map files are also shown. The transmitter and 
receiver bit-map shadow files and the clutter file are added, so that the clutter is preserved at 
the pixels where the shadow maps are both 1 and is made zero where either shadow map is 0. 
Essentially, this is the process of multiplying the three files (point-to-point multiplication). The 
final shadow-clutter image is added with the image file of the target. The complete procedure 
is illustrated by the figures in figure 3.14, which show the interim output images at different 
phases. (The transmitter and receiver configuration during the FEKO simulations is given in 
figure ??) As can be observed from the figures, the final image has both ground clutter and the 
information due to bistatic shadow. 
The final image is quite encouraging, despite the simplicity of the algorithm used. The algo- 
rithm does not takes into account the higher order diffractions and EM-interactions between the 
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Figure 3.14: Steps informing the target image clip with bistatic shadow and ground clutter 
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Figure 3.15: Transmitter and receiver configuration during the FEKO simulations 
target and the ground plane. The major advantages of this algorithm are: 
The algorithm is simple and easy to implement. 
Results are qualitatively similar to the image clips from the MSTAR monostatic im-
ages. In other words visually, they look similar with similar (visually) ground clutter and 
shadow areas. 
Since the clutter is added offline, the clutter energy is controllable. This is an important 
feature while testing the performance of an ATR-algorithm with increasing clutter energy. 
3.6 Analysis of a sample image 
For a more detailed study of the SAR images generated in this project, this section analyses 
one of the images, in a more systematic way, to see how features in the image correspond to the 
physical features in the CAD model. Sometimes features are quite conspicuous, and sometimes 
difficult to identify. The aim of this analysis is twofold. First of all, it will be shown that all the 
features in the image have some link to the CAD model. This gives confidence in the images 
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generated. Secondly, this also suggests that FEKO may be a competent tool for the task. 
For the current analysis, the bistatic SAR image of the model, missile launcher is chosen. The 
imaging parameters are, transmitter at 00  azimuth and 15° elevation, and receiver tracing an 
aperture of around 300  of azimuth starting from 00  to 30°, at a fixed elevation of 15°. 
• Figure 3.16 gives the optical and the bistatic SAR images of the target. The target in 
the scene, is a generic land to land missile launcher. The dimensions of the base of the 
vehicle are 6.5m in length, 3m in width and 1 m in height. The missile is 4m in length and 
0.5m in diameter. A number of artifacts can be observed in the image, which may not be 
easily be linked to the physical features. To analyse the image and the correspondence of 
the image domain features to the physical features, features of the target were added one 
by one and the corresponding changes in image domain were observed. 
;p  
Optical Image 	 Bistatic SAR Image 
Figure 3.16: Optical and bistatic SAR images of the target on ground plane 
• First of all, the simplest feature, a perfectly electrical conducting (PEC) plate, was im-
aged (figure 3.17). As can be observed from the figure, the PEC plate behaves like four 
scattering centres, physically near the corners of the plate. Even though the exact posi-
tion of these scattering centres could not be calculated, the SAR image in the figure is 
fairly accurate. Because of very low elevation angle, the scattering centres give very low 
return (as can be observed from the low amplitude spots in the image). 
• Next, the complete body and the head of the vehicle were added (figure 3.18). Now, the 
return from the side plate of the body, which is perpendicular to the incident wave, is 
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Optical Image Bistatic SAR Image 
Figure 3.17: Optical and bistatic SAR images of the PEC flat plane 




	 Bistatic SAR Image 
Figure 3.18: Optical and bistatic SAR images of the target with no wheels, no missile, no an-
tenna and no ground plane 
This accounts for the brightest patch in the image. 
• In figure 3.19, the wheels are added, and the changes in the SAR-image domain can be 
observed. Since the elevation angle is very low, the returns from all the wheels are visible 
to the receiver and hence form four bright spots in the image. Two of these spots lie close 
to the side plate and hence are not so conspicuous. The other two wheels to the rear, 
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Bistatic SAR Image 
Figure 3.19: Optical and bistatic SAR images of the target with no missile, no antenna and no 
ground plane 
• Next, in figure 3.20, the antenna element was added to one corner of the cabin (approxi-
mate position (im range and 2m cross range)). A bright spot appears in almost the same 
position in the SAR image. 
• In figure 3.21, the missile was added to the trolley of the vehicle. The corresponding 
appearance of a feature in SAR image can be observed clearly. The new feature in the 
image is nearer to the front edge than to the back edge. This can be explained with 
geometry in figure 3.22, where dl is the distance between the missile head range bin 
and the front edge range bin. d2 is the distance between the missile range bin and the 
back edge range bin. It can be observed that, dl < d2. Hence the missile head appears 
closer to the front edge. Analytically, the missile is 4m in length and hence in the image 
domain, it would appear to be 4sin(15°) = 1.035m long. Breadth of the vehicle is 3m 
and would appear in the image domain as approximately 3cos(15°) = 2.89m. Hence the 
missile head would appear approximately (2.89/2 - 1.035) = 0.41rn from front edge. 
• Finally, comparing figure 3.21 with figure 3.16, the later has a ground plane added. This 
makes the return more strong and hence the overall image appears brighter and some 
faint artifacts are also observed in the image due to interaction with the ground plane. 
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Figure 3.21: Optical and bistatic SAR images of the target with no ground plane 
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Figure 3.22: Ray diagram to show the reason for the proximity of the missile head to the front 
edge in SAR image 
SAR imaging in a bistatic configuration is a complex procedure in itself, involving phenomena 
of different degrees of complexity. Using the simple physical optics (P0) method, features in 
the SAR image domain may not always appear so crisp and conspicuous when compared with 
the optical image. The above exercise was helpful in giving a fair insight into the SAR images 
and the correspondence of image domain features to the physical features. 
The typical bistatic SAR images of all the target models, (for one particular transmitter-receiver 
combination) are shown in figure 3.23. 
3.7 Managing the dataset 
Once the main job of simulation using the EM-simulator is completed, the next task is to prop-
erly sort and archive the database, so that it could effectively be used for the task of validating 
classification algorithms. The complete setup is as shown in figure 3.24. 
The whole system is used, anytime a new classification exercise is run. So that the data is not 
exactly the same, even for different runs of the same algorithm. There are three databases used: 
I. The EM-simulator output file, containing scattered signal from the targets for different 
orientations of transmitter and receiver. 
2. The bank of clutter image files, generated by Matlab simulation. 
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Figure 3.23: Representative bistatic SAR images of the four targets modelled (HH polarised 
images) 
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3. The bank of shadow files. These are basically the surface current map files as simulated 
by FEKO for different positions of the illuminating source. 
Databases  
L Database of scattered eirergy as simulated by FEKO 
2 Shadow database as sui*ilated by FEKO 
3 Clutter database sunulated by Matlab 
Set of Matlab and C 
piogranuiles for 
post-PIocessuig and 
toniuiig image clips 
)atabase of image clips as 
collected from a fixed Tx 
and fixed elevation 
Rxplatfc'rm 
I 1\ position (+$.p) & Rx elevation(H) 
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3 ('hitter energy (as a factor) 
Figure 3.24: Database management steps 
The EM-simulator (FEKO) output files are in a special format. Hence a group of C-programmes 
were coded to extract the data from such flies and to write them in Matlab readable files. Each 
dataset actually traces an annular section in k-space. The final aim is to slice desirable pieces 
(depending on desired resolution), and form the image. Three parameters that the user can 
define for any run, are: 
The position of the transmitter and the elevation of the receiver. Depending on these, the 
particular FEKO-output file is chosen for post processing. 
The desired polarisation of data. 
The amount of clutter energy to be added in the final image. 
Depending on these parameters, the group of programmes, perform the slicing of the k-space 
data, resampling and the polar-to-rectangular reformatting. Finally a two dimensional IFET is 
taken and the desired shadow and clutter files are added. This process is repeated for all images, 
to finally give a group of target SAR image clips from the chosen FEKO-output file. 
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3.8 Monostatic dataset generation 
One of the major expectations from this project was the comparative study of ATR in monos-
tatic and bistatic domain. As discussed in this chapter, due to the unavailability of a practical 
dataset, the bistatic database was generated by simulation using an electro-magnetic simulator. 
For a monostatic configuration, a real database is available. However, for a fair comparison of 
the ATR performances in bistatic and monostatic configurations, the only difference between 
the two datasets should be the configuration (i.e. in one case monostatic and in the other case 
bistatic). Hence, a detailed set of simulations were performed to generate a dataset of monos-
tatic SAR image clips of the same modelled targets, as those modelled for bistatic simulation. 
The collection of radar return was done as would have been done in a field trial. The model 
was kept static and the simulated radar platform was made to move in a circular orbit round 
the target, while keeping the elevation constant. To simulate a pseudo bistatic scenario, the 
simulated transmitter was kept fixed at a point and the receiver was rotated round the target at a 
fixed elevation, at the same time not exceeding a certain particular maximum value of bistatic 
angle. Radar returns were collected from each target, and for a given position of transmitter 
and receiver, a range of frequencies were transmitted, the response to which forms the range 
resolution profile of the target at the given positions of the transmitter and receiver. Collection 
of the range profiles for a range of positions of the transmitter and the receiver, forms a collec-
tion from the k-space. Patches from the k-space were taken to form the SAR image clips of the 
target. 
For forming the monostatic image-clip database, the simulated radar platform (with both the 
transmitter and the receiver) was moved round the target at a fixed elevation angle, collecting 
the radar returns from the target for the range of frequencies. This gave a patch in the k-space 
for the given target. Sub-patches were taken from this to form image clips of the target at 
different orientations. Figure 3.25 gives a rough schematic of the processes followed. 
The advantage in bistatic simulation was that for a given transmitter position, the radar return 
was collected from a range of receiver positions. For a given transmitter position, the surface 
currents were calculated for a given target, and this would be used to calculate the radar return 
for any receiver position. The major time consuming job in any EM simulation is the calculation 
of surface currents. Hence, in bistatic simulation, a huge amount of data could be simulated in 
a relatively short time period (as compared to the time taken for similar amount of simulation to 
be done in monostatic configuration). However, in monostatic simulation, for each position of 
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Figure 3.25: Generic configuration for monostatic and bistatic simulation setup 
the radar, the surface currents have to be calculated. Hence, the monostatic simulation activity 
was several orders of magnitude more time consuming than the bistatic simulation. So the 
monostatic simulation was kept limited in certain respects. 
• In bistatic simulation, data has been collected for two elevation angles of the radar plat-
form, 100  and 15°. In the monostatic simulations, simulation was done for one elevation 
angle of the platform, 15°. 
• In bistatic simulation, all four combinations of linear polarisation scattered data have 
been collected, viz. HH, HV, VH and VV. In the monostatic case, simulation was done 
for one polarisation of the transmitter (horizontal), and hence data collected were for HH 
and VH polarisation. 
For a given target, the monostatic simulation gives an annular patch of data in the frequency or 
k-space. 
The next activity was to collect subsets from the collected bistatic data to form SAR image 
clips. However, the k-space data collected in the bistatic scenario, is different in geometry, 
than the simple annular type k-space data collected in the monostatic scenario. The higher the 
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bistatic angle, the more is the difference between the bistatic and monostatic collected k-space. 
Hence in bistatic data collection, there are two needs to be met: 
I. The bistatic angle should be limited to a certain small angle. 
2. To make the data similar to the monostatic data, image-clips of the target from all aspect 
angles are required. 
For a given transmitter position, to meet condition 1, the k-space data was taken with bistatic 
angle below a certain angle. To meet condition 2, this was repeated with transmitter at various 
positions. The final result is a synthesised approximate annular ring of k-space data, obtained 
by joining subsets of k-space data from different bistatic simulations. 
In one set of data collected, the receiver azimuth angle was kept below an angle of 60°. This 
makes the bistatic angle for the collection less than 60 ° . Another set of bistatic data was col-
lected keeping the bistatic angle less than 30°. Patches of k-space data were collected keeping 
the receiver azimuth less than 30 ° . This was repeated for six transmitter positions, so that 
the combined k-space data forms an approximate annular space as collected in the monostatic 
case. This makes the collected data for monostatic and bistatic scenarios, as close as possible, 
to make the final comparison as fair as possible. 
To form the images, k-space data was taken from the annular ring, keeping the full support in 
temporal frequency dimension, and for a range of azimuth angles. The temporal and angular 
frequency support taken for forming any given image-clip were 750MHz and 36° of azimuth. 
Keeping the temporal frequency support fixed, overlapping blocks were taken in azimuth di-
mension to form a set of image clips for a given target. From a given annular data, a total of 225 
image clips were generated out of which 114 randomly picked images were used as a training 
dataset and all the image clips were used as a test dataset. In the monostatic case, this procedure 
is straight forward. In the bistatic case, for example in the less-than-60° case, there are three 
subsets of k-space. Hence approximately one third of the total of 225 images, were collected 
from each subset. 
To compare the images in the bistatic and monostatic domain, figure 3.26 to figure 3.29 give 
the SAR images at a particular configuration for both monostatic and bistatic configuration. 
Certain conspicuous observations are: 
• The bistatic image resolution is less than its monostatic counterpart. It may be noted that 
the images shown in the figures are formed with the least bistatic angle (less than 15 1). 
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Still a loss in resolution could be observed clearly. 
• Both the image-sets do show certain different features. For example, for the MBT, in the 
monostatic image the turret is clearer than it is in the bistatic image. The cannon end is 
more clear in the bistatic image than it is in the monostatic image. 
• Another subtle difference not obvious from the images, is the image intensity. The mono-
static images are of several order higher intensity than their bistatic counterparts. The 
images shown in the figure, have been normalised before being plotted. If the figures had 
been drawn to the same scale, the bistatic images would have been completely invisible. 
Monostatic 	 Bistatic 




Figure 3.27: Monostatic and bistatic SAR images of the target MBT 
3.9 Summary 
The present work has been done almost from scratch, with almost no previous guidelines. Even 
though EM simulation packages like Epsilon and XPatch do give solutions to the problem of 
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Figure 3.29: Monostatic and bistatic SAR images of the target Land-missile launcher (MSL) 
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generating radar images of life sized vehicles, they are of restricted access. The present work 
is based on work done with the EM simulator FEKO. However it should be noted that FEKO 
is a general purpose EM modelling tool, mostly used for antenna design and EMC analysis. 
Secondly, no particular FEKO based feature has been used. All the features of FEKO used in 
the present work, can be found in any other general purpose EM simulator (for example WIPL-
D). Hence, the present work is almost tool independent, and hence available to a much wider 
research group. 
One of the drawbacks of the present work is the lack of any standard validation. The novelty 
of the work put us in a situation where there were neither any standard results to compare 
our results against, nor were there any standard procedures to test such results. Hence, a lot of 
efforts have been put in understanding the results and validating them in whatever methods were 
found suitable. The other limitation of the work is in the ground clutter modelling. The model 
adopted in the present work, is elegant and easy to implement. However, it is not the best model 
that could have been adopted. It certainly is one of the best compromises between accuracy 
versus simplicity and computing-resources needed. The final results are quite acceptable for 
the main project of testing ATR algorithms in a bistatic scenario. In the present work, only 
the prominent features of the targets were modelled. For such simple target models, unified 
theory of diffraction (UTD) gives fairly accurate solution in very less time and computing-
power consumption. The reason why UTD could not be used for the present project is its 
unavailability in FEKO. However, as an extension to the present work, if some theoretical 
models could be developed using UTD, then simple targets could be simulated and their far field 
could then be calculated much easily. This would result in a much more exhaustive database at 
a much higher frequency 4 . However the accuracy of UTD for higher frequencies of operation, 
has not yet been established. 




ATR in bistatic scenario 
4.1 Introduction 
There has been a steady increase in the use of artificial sensors for battle field surveillance. 
This is primarily because human intelligence (HIJMINT) is not always feasible due to safety 
and accessibility issues. Secondly, use of sensors increases utilised signal bandwidth (by using 
different bandwidths than those used by human sensors), and hence highly enriches the avail-
able information. Given the information from a sensor collected from a battle scene, the first 
step would be to look for any object of interest in the scene. This constitutes the detection 
phase. Detection might be done by human, by an automated algorithm or by the hybrid of 
both. An object of interest is termed as a target. After the detection stage, the next step is to 
get more information about the target and try to recognise it as belonging to a certain class of 
targets. This is the step of target recognition or target classification. Target recognition, if per-
formed by an automated algorithm, is termed as automatic target recognition or ATR. In some 
specific cases, the target could be identified as belonging to a certain brand or make, and this 
step is the target identification step. In a battle field scenario, target detection, classification 
and identification are the three broad usages of any instrument system. 
Bistatic radars have got certain operational and strategic advantages over their monostatic 
counter parts. The bistatic geometry could be exploited in many innovative ways of deploy -
ing and using a radar system [13]. However, unless the end usages of the system are studied, 
it does not make a case for the development of a bistatic radar system. For radar based instru-
ments, detection and classification are the two major usages in combative environment. Study 
of both these usages, using a bistatic radar system, is a must in the developmental phase of the 
system. The present project in general deals with this task. In the present chapter, studies made 
on bistatic radar image based ATR, will be elaborated. 
Some of the conventions used in this report in general and in this chapter in particular are noted 
below. 
• Synthetic aperture radar (SAR) imaging is the most widely prevalent form of radar imag-
ing, and radar image based ATR is the major type of ATR, using radar. In the present 
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work, radar image based ATR has been studied. Hence in the report, radar based ATR, 
and SAR ATR will be used interchangeably. 
• This work addresses the classification problem. As has been mentioned before, the clas-
sification task comes after the target detection step. The detection phase in SAR im-
age analysis, consist of determining the region of interest (ROl), and verifying for false 
alarm [65, 71]. In the case when a genuine target is concluded, the target image with 
some surrounding background is given as the output. The classification phase mostly 
deals with this small part of the larger SAR image (of the scene), containing the (sus-
pected) target image and some amount of background. This smaller piece of image is 
termed as a target image clip. 
The next section explains the various issues related to SAR ATR in general and bistatic SAR 
ATR in particular. The section after that, describes the basics of principal component analy-
sis (PCA) and how they closely correspond to the scattering centre analysis of radar images. 
The following section explains the PCA based nearest neighbour (NN) algorithm, the new ATR 
algorithm used in this project. This is followed by notes on one of the most successful con-
ventional ATR algorithms in the open literature, namely the conditional Gaussian model based 
Bayesian classifier. The section next to it explains the algorithms used in this work, in deriving 
the receiver operating characteristics (ROC) of an ATR algorithm. The next section deals with 
bistatic ATR and various aspects of it. The following section deals with the comparison of ATR 
in bistatic and monostatic scenarios. This is followed by the section compiling the results of 
applying the present PCA based NN algorithm on the standard MSTAR monostatic SAR im-
age database. The chapter ends with a summary of the major achievements and a concluding 
remark. 
4.2 Bistatic SAR ATR: challenges 
Radar ATR is basically an image domain classification problem. However, there are certain 
situational peculiarities of the ATR problem, which make it extremely difficult to tackle [2,31. 
• The ATR algorithms are used mostly on-line in battle fields. This operating condition 
(battle field) is almost always beyond the exact prediction of the ATR designer. Hence, 
radar ATR field needs special study and the analysis of many other factors than what is 
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deemed necessary in conventional optical image domain pattern recognition fields. 
• Problem definition is mostly vague in the task of ATR algorithm design. For example, 
while the training dataset might contain the image clips of one particular make of a main 
battle tank (MBT), the ATR algorithm might be expected to classify any type of main 
battle tank. 
• The amount of training data available is mostly limited. This is partly because of the cost 
of missions to collect training datasets. Another part of the problem is due to the fact that 
an exhaustive database of most types of battle targets in all different poses and in most 
of representative battle field environments, is almost impossible. Not only do the battle 
field targets come in a vast number of types, even the same type of target can come with 
different types of special features. For example, an MBT can come in large number of 
combinations. Even the turret and canon of some MBTs are detachable. 
• Radar is a coherent instrument and hence like laser, radar images have the typical speckle 
noise. Speckle noise is a multiplicative noise, modelling and filtering of which is a major 
challenge in radar image analysis. 
Compared to monostatic SAR ATR, bistatic SAR ATR is much more challenging. Some of the 
features of the bistatic configuration, complicate the whole problem. 
• In a rnonostatic radar system, the transmitter and the receiver are co-located. For a given 
position of the imaging platform, rotating the target through 3600  gives an exhaustive set 
of images of the target. However, in bistatic case, the transmitter and the receiver are on 
different platform. For a given position of transmitter, the receiver could be positioned 
in another position and then the target rotated through 3600.  Let it be assumed that for 
a given position of the transmitter, Al different positions of the receiver, give a decent 
sampling of the space around the target to be imaged. Then, if N image clips of the 
target are needed for the monostatic case, Al * N image clips are needed for the bistatic 
case to represent the target to a similar level. This is not only expensive, but sometimes 
an almost impossible exercise to be carried out. Hence the training dataset available in 
bistatic ATR algorithm design would be much more limited. 
• Compared to a monostatic configuration, in a bistatic configuration, detailed study and 
modelling of various phenomena of imaging are still under development. In other words, 
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the monostatic field is now an almost mature field. Hence bistatic ATR algorithms would 
be expected to be much more robust, if they have to compete with their monostatic coun-
terparts. 
Taking these points into consideration, it will be attempted in the present work to show the 
robustness of the proposed ATR algorithm, in different aspects of bistatic ATR. 
4.3 PCA and scattering centres 
Principal component analysis (PCA) [114, 1151 has been used as a statistical tool in data analy-
sis and data compression for a long time. This belongs to the wide class of tools, exploiting the 
information in eigenspace, consisting of similar methods of data compression, like the method 
of factor analysis and singular value decomposition (SVD). In the present section, a brief intro-
duction to PCA, and its relation to the scattering centre model of radar data, will be presented. 
4.3.1 Introduction to PCA 
Let Y be the observation vector of a set of p variables. 
X= [x1,x2,x3, .... xp]T 	 (4.1) 
Principal component analysis tries to get a set of derived variables from the original set of vari-
ables. In doing so, the cross correlation between the derived variables is kept at minimum. 
Along with this, the new variables, also called the principal components, maintain as much 
second order statistical information (variance, and correlation or covariance) as possible of the 
original set of variables. This is done, based on the assumption that all the information of the 
observed variables is contained in the first or the second order statistics. Hence by preserving 
the variance, the new set of derived variables preserve as much information as possible, from 
the original set of variables. 
PCA is an established method of statistical analysis. There are two major theoretical advan-
tages of PCA. First of all, this generates a set of uncorrelated variables. The variables in 
most of the multi-variable signal analysis problems, are correlated. Hence by deriving a set of 
non-correlated variables, the same information could be represented by a reduced number of 
variables. The number of principal components to represent almost the same amount of infor- 
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mation as the original set of variables, is in most cases significantly less. This is the second 
major advantage of PCA. This results in data compression and speed of data-processing. 
Mathematically speaking, the aim in PCA is to look for some linear function dTY of the ele-
ments of, which would give maximum variance. Here ?i is given by 
zil = 
[
ii,ci2, ... ,ip]T 	 (4.2) 
Next look for ?2, so that ?fI will be uncorrelated to 	and will have as much variance 
as possible. This can be carried on for k such searches, so that, the initial set of variables are 
projected into a different space. This is the process of principal component analysis (PCA). 
The new set of variables (which are termed as principal components) have the following char-
acteristics: 
. The dimension of the new variables can be less than the original number of variables, at 
the same time maintaining as much as information (variance) as possible. 
. The new set of variables are uncon -elated to each other. 
. The new set of variables are arranged as per their information content (i.e. contribution 
to the original variance), hence making it easy to pick up more significant variables. 
As could be found in any standard book on statistics [114], it can easily be derived that: 
• If Q is the covariance matrix of the observed dataset (computed from the available 
dataset), then the kthl PC is given by k = c1x, where is the eigenvector of Q, corre-
sponding to the kth largest eigenvalue k• 
• 'fk is chosen to have unit length, i.e. 	'' = 1 , then var(zk) = Ak. Here var() 
represents the variance of the argument. Hence the eigenvalue of the sample covariance 
matrix, give the indication about the variance contributed by the corresponding PC, or 
the information content of that PC. 
• In matrix notation, the operation of PCA could be performed in a single matrix multipli-
cation: 
z= [zl,z2,...,zk] T 	 (4.3) 
= AT (4.4) 
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Here, A is the matrix of size p x k of k eigenvectors corresponding to the k largest 
eigenvalues of the covariance matrix Q. 
An important parameter to be decided in PCA is the number of PCs to calculate. There are 
many criteria which can be taken into account for deciding how many PCs to calculate [114]. 
Two of the major and widely accepted ones (and used in the present work) are: 
Cumulative percentage of total variation: This is one of the most accepted criterion, which 
decides the order depending on a parameter tk defined as: 
tk = 1OO,ç., 	• 	 (4.5) 
L_.j=1 "3 
If k largest eigenvectors of the covariance matrix are used to find k PCs, tk represents 
the percentage of variance preserved from the original variables, in the reduced set of PC 
variables. p is the number of variables in the original dataset. For a particular application, 
a thresh-hold T could be chosen, so that the minimum k satisfying the condition tk ~! , 
is taken as the number of PCs to be calculated. 
Cross validatory choice of k: This criterion tries to exploit the singular value decomposition 
(SVD) principle from linear algebra, in back-predicting the values in the original dataset, 
from a reduced amount of principal components. Let X be the dataset of dimension 
in x p (m values taken by p variables), A be the matrix of k eigenvectors corresponding 
to the k largest eigenvalues of the covariance matrix Q. Because there are p variables, 
the eigenvector will each be of dimension 1 x p. Hence A will be of dimension p x k. 
Following the analysis of SVD, it can be shown that: 
X = ULAH 	 (4.6) 
Here, X is the estimated value of X, 
L = a diagonal matrix of size k, with the kt diagonal element given by ) 2 
U = p x k matrix with U(:, n) = )t 2 XA(:, n). 
If the rank of X is k, then X = X, else there is an error in the estimation, given by: 
PRESS(k) = 	 - 	 (4.7) 
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PRESS is the PREdictive Sum of Squares index. This can be taken as a parameter for 
deciding the value of k. 
4.3.2 PCA applied to radar signal 
The operation of principal component analysis of radar data could be done at the range profile 
(RP) stage or after the formation of the synthetic aperture radar (SAR) image. All the data 
points in one observation, could be assumed as different variables. For example, if the ob-
servation vector is a range profile (RP), the range bins could be taken as variables, and if the 
observation is a SAR image, the image pixels are taken as the variables. PCA would reduce 
the number of variables and make them uncorrelated. The steps involved in the PCA of the 
SAR image type observation will be discussed in this subsection. Steps for range profile type 
observation, would be similar. SAR images can be represented as a two dimensional matrix 
of the pixels in the image. The two dimensional image matrix is converted into a one dimen-
sional vector by stacking the image matrix. This step was done to generate the observation 
vector Y, with the SAR-image pixels as the observation variables. To apply PCA on the data, 
the first step is to calculate the covariance matrix of the observation vector. When subsequent 
SAR-images are collected (for consecutive locations of the transmitter and/or the receiver), the 
variables (image pixels) take different values. Hence statistically speaking, the image pixels 
can be assumed to be the variables, taking different observation values for different consecu-
tively collected SAR images of the same scene. The data collected from m consecutive SAR 
images, hence represent m observational values of the observation vector Y. Let the complete 
set of observation be represented by the matrix X of size p x m. In it, each column represents 




XH represents the Hermitian of the observation matrix X. Let )s be the eigenvalues and 
cs the corresponding eigenvectors of the covariance matrix. By using any of the methods 
described above, let it be decided to take k PCs, and hence k eigenvectors. Let A be the matrix 
with columns equal to the k most significant eigenvectors. The PCA domain observation vector 
can be derived now as: 
= AT 	 (4.9) 
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4.3.3 Experiments on PCA-scattering centre relevance 
Historically, PCA has mostly been applied to social science data [115]. Hence finding a direct 
correspondence between the derived principal components and some observable or quantifiable 
features, is quite difficult. However, in science and engineering, principal components could 
sometimes be linked to certain tangible features. 
Mostly radar image analysis is based on the scattering centre model [81, 116]. This has been 
one of the most successful models in radar image analysis. The scattering centre model is 
based on the geometrical theory of diffraction (GTD) principle, which states that if the wave-
length of the incident EM wave is small compared to the physical features of the object getting 
imaged, then the backscattering consists of isolated scattering centres. At present, for most 
of the radar imaging exercises, GTD approximation could be assumed to hold true. Hence a 
scattering centre model is a successful model both for radar signal and image analysis and clas-
sification [81, 82, 103, 117-120]. Because scattering centres are the major features in a radar 
image, it was envisioned that maybe PCA of a radar image could give us information about the 
scattering centres. 
In an initial set of experiments on PCA and scattering centre correspondence, bistatic SAR 
images were collected for a simple scene with distinct discrete scatterers (using Matlab simula-
tion). The next step was to decide on how many PCs are needed to represent the dataset, without 
much loss of information. For that the cumulative percentage of total variance parameter was 
used. This was repeated for data collected from scenes with different number of scatterers (Fig-
ure 4.1). In the figure, the X axis represents the number of principal components and the Y 
axis represents the percentage of energy (variance) of the original dataset, represented by the 
given number of PCs. The steps have been repeated for different scenes, and different curves 
in the figure represent the analysis for different scenes. As can be observed, the number of PCs 
accounting for above 95% of the variation is equal to the number of scatterers in the scene. 
The next activity was to see if the variables in the PC domain in some way correspond to the 
scattering centres. After PCA only k variables are required to represent the data. It was found 
from the last set of experiments that k is equal to the number of scattering centres in the scene. 
Could it be that the new variables (principal components) represent the scattering centres? To 
study this possibility further, another set of experiments were performed using Matlab simula-
tion. Six scenes were simulated for radar image datasets. Of these, one scene had five scatter -
ers present at positions given by (0, 0),(50, 50),(50, 0),(0, 50) and (25, 25), where the numbers 
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with one scatterer in each scene. The scatterer position was fixed at the same positions as the 
position of one of the scatterers in the first scene (with 5 scatterers). The SAR images of the 
scenes were collected using Matlab simulation, and PCA was applied on the dataset from each 
scene. As has been shown, the dimension of data for the first scene (with five scatterers) would 
be reduced to 5, while the same for others (with one scatterer each) would be reduced to one. 
After applying PCA, the data (both phase and amplitude) of the principal components were 
plotted (figures 4.2 and 4.3). 
PC and amount of information for different number of scattering centres 
........... 
0 1 	 I 	 I 	 1 
0 1 2 3 	 4 	 5 	 6 
No of PCs 
Figure 4.1: Percentage of total variance accounted for versus the number of principal compo-
nents 
As can be observed, the phase data show a lot of variance. On watching the phase data more 
closely, some interesting observations could be made: 
• For the five-scatterer scene, although amplitude information is almost the same for all the 
PCs, the phase data vary. 
• For one-scatterer scenes, the phase data again vary from one scene to the other (while the 
amplitude of the principal components remain the same). 
IS] 
ATR in bistatic scenario 
Mag. & phase of let PC of 5 scenes with slne scatterer In each scene 
10 
c / . o 	200 	400 	600 let 
SI 	/ 
o 	200 	400 	600 
10 
51 
o 	200 	400 	600 
10 
o 	200 	400 	600 
id 
5 t 	/ 
c. 
0 	200 	400 	800 
MAGNITUDE 
:• ].57 
:0 200 400 600 
4*" 1 
0 200 400 600 _i I 
0 200 400 600 
200 	400 	800 
PHASE 
Figure 4.2: Pc domain data for the first PC for 5 scenes with I scatterer in each 
Meg & phase of first 5 PCs of a scene with 5 scattenng centers 
phase 
o 	 us: 	0 	200 phase  400 	600 I
600 	 0 	200 Phase 400 	800 
20athjd9400 	I:: 	 :o 	200 phase ii: 	is: 
0 	206agr1t1J00400 	600 	 0 	200 phase 400 	OW 
0 	200 	400 	800 	 0 	200 	400 	800 
Figure 4.3: PC domain data for the first five PCsfor a scene with 5 scatterers 
ATR in bistatic scenario 
• On close observation, a one to one link could be established between the one-scatterer 
scene PCs and the PCs of the five-scatterer scene. 
From this it could be concluded that: 
• After the application of PCA, each principal component seem to represent one scattering 
centre. 
o The phase of the principal components contain more information than the amplitude. 
To analyse more of PCA and scattering centre correspondence, PCA was performed on the 
SAR image-clips from the MSTAR database '. PCA was applied on one set of the image clips 
from the MSTAR database. The criteria mentioned above were examined to see how many PCs 
might be required to represent the information in the image set. 
• Looking at the cumulative percentage of total variation index, if the threshold is taken to 
be 90%, around 40 PCs are needed to represent the data (figure 4.4). 
• Looking at the PRESS index, again it seems around 30-40 PCs are needed to represent 
the dataset (figure 4.4). 
However for real radar data, it is almost impossible to examine the targets and point out the scat-
tering centres [116]. Hence, to verify if in this real data too, the PCA domain data corresponds 
to the scattering centre model, a usage can be examined which uses the scattering centre model. 
The performance as obtained from the scattering centre model and PCA could be compared. 
One such use is the SAR image based ATR, where the scattering centres are extracted form a 
SAR image in order to characterise the target in the image. In the works in the open literature, 
discussing the use of scattering centre model in ATR on MSTAR database, it has been stated 
that around 40 scattering centres give the best performance to the classifier [103]. A PCA based 
ATR algorithm (which will be explained in the next section) was applied on the present set of 
data for different number of PCs. The results are plotted in figure 4.5. In it, each subplot shows 
the variation of ATR performance for different number of PCs taken to represent the dataset. It 
'Moving and stationary target acquisition and recognition (MSTAR) program is  DARPA supported project for 
collecting a standardised monostatic SAR image database, collected using the Sandia National Laboratories Twin 
Otter SAR sensor payload operating at X-band. The targets used for the present experiments are the 2S I tank (t000), 
D-7 land clearing vehicle (t005), T62 tank (tOl6), ZILI3I APC (t025), and ZSU-23 (t026). 
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could be marked that 30 to 40 principal components give optimum performance. This implies 
that, 30 to 40 principal components give almost all the information from the SAR image (as 
required by an ATR exercise). 
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Figure 4.5: Classification performance for MSTAR data using PCA, for different number of 
PCs 
Hence, for MSTAR database too, the PCA and scattering centre models are shown to bring 
forth an almost similar amount of information, and can prove to be equally effective in specific 
uses. Even though this does not positively confirm that PCs exactly represent the scattering 
centres, it highlights that the two models are highly correlated. 
4.3.4 Some theoretical analysis on MA-scattering-centre correlation 
In the above subsection, some of the observations from the application of PCA on radar data, 
were presented. All the observations seemed to point towards a strong correlation between 
the principal component analysis and the scattering centre analysis. In this section eigenvalue 
analysis of the radar image data is presented to show that within standard SAR imaging as-
sumptions, principal components do represent the scattering centres from a SAR image. 
Radar imaging traditionally has depended on the scattering centre assumption. According to 
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this, if the wavelength of the illuminating EM wave is smaller than the object dimensions, the 
scattered return could be modelled as coming from distinct scattering centres. This model when 
applied to radar imaging, gives the scattering centre modelling of radar images, where the radar 
image is modelled to be a summation of distinct scattering centres. The theoretical representa-
tion of an ideal scattering centre is the two dimensional Kronecker's delta function. Practically, 
more approximate mathematical functions can be taken for the ease of handling. In this sub-
section a two dimensional sinc function is taken as the model for an ideal scattering centre in a 
radar image. In a simple radar image, let there be a single scattering centre in the scene, at the 
centre of the scene, and let the size of the scene be N x N pixels. The image can be represented 
by a matrix of pixel values A, which according to the scattering centre model would be a two 
dimensional sinc function. It can be observed that: 
	
A = 11SUH 
	
(4.10) 
Here i and 11 are two one dimensional sinc vectors (vectors of dimension N x 1), and S is a 
diagonal matrix with the diagonal set to the value one 2,  and of dimension 1 x 1. (.)H  represents 
the Hermitian operation on a matrix. Two of the important characteristics of a scattering centre 
are its amplitude, and position. It can be observed from the above equation that: 
To change the intensity of the scattering centre, the value of the diagonal elements of the 
S matrix need to be changed. 
. To shift the position of the scattering centre, the sinc vectors, viz. il and IY are to be 
shifted appropriately. 




Here U = [iz 112 ... Uk], and V = [ i 172 ... vk]. Each element vectors iij and Ui are sinc-
function-vectors of length N, and appropriately shifted to represent the position of the ith 
scattering centre. S is a diagonal matrix of size k x k, with the ith  diagonal element representing 
the intensity of the ith  scattering centre. 
2 ufljt matrix 
'Dimension of A is N x N, of U is N x k, of S is k x k, and of V" is k x N 
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Because the vectors iii's and i's are sinc functions, the matrices U and V are unitary and 
orthonormal. This conclusion holds true for most of the mathematical functions which could 
be taken to model an ideal scattering centre. Given these facts, equation 4.11 is in the same 
form as the famous singular value decomposition of the image pixel matrix! 
Hence, it can be observed that radar images can be decomposed as per SVD (provided the 
scattering centre assumption is true). Few points worth noting are: 
• The numbers of scattering centres determine the number of elements in S, and hence the 
rank of the final image matrix. 
• The position of the scattering centres is determined by the elements of U and V matrices. 
• The strength of the scattering centres is determined by the singular values (i.e. The 
elements of the diagonal matrix S) 
• The V4 element of S can be shown to be equal to A "2 , where A 2 is the eigenvalue of the 
covariance matrix of AAH  [114,121]. 
• Columns of U are the eigenvectors of AAH,  and those of V are the eigenvectors of 
AHA [114, 1211. Let it be assumed that in the image matrix A, the rows represent 
range and columns represent cross-range vectors. Then AAH  is the covariance matrix 
(assuming the image has been zero-centred) of the cross-range pixel variables, and AHA 
represents the covariance matrix (assuming the image has been zero-centred) of the range 
pixel variables. Hence, pre-multiplication of the image matrix with UH  represents the 
principal component analysis with respect to cross-range pixels and multiplication of 
the image matrix with V represents principal component analysis with respect to range 
pixels [114]: 
	
UHAV = UH(USVH)V 	 (4.12) 
= ISI = S 	 (4.13) 
The second step can be explained as both U and V are unitary, i.e. UH = U and 
VH = V 1 , UHU = VHV = I. Here I is the identity matrix and U represents 
the inverse of the matrix U. Hence, applying PCA in one dimension is equivalent to 
extracting the position of the scattering centres in that dimension. Hence the result of 
applying PCA, is a two dimensional matrix with information about the scattering centre 
I ii ten it i e S. 
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• In real images, there is the presence of noise. Hence, the choice of the dimension of S, U 
and V, depends on the choice of k, the number of the largest eigenvalues of AAH,  to be 
taken. This is similar to the super-resolution algorithms [121], which have been applied 
by some researchers in filtering the noise from the radar images [122-124]. 
• When PCA is performed on a radar image, matrices U and V are calculated. These 
matrices not only help to reduce the dimension of the matrix D, but represent the position 
of the scattering centres in the image matrix A. 
• The eigenvectors chosen in forming U and V correspond to the largest eigenvalues, and 
hence correspond to the brightest scattering centres in the image matrix A. 
• Hence, applying PCA is equivalent to extracting the position and intensity information 
of the scattering centres. 
Use in classification: In the training phase, given images of target of a particular class, the U 
and V matrices are found out, 
• which correspond to the positions of the scattering centres in the target image, and 
• which when applied on an image of the target, should give a matrix S, which would be 
a diagonal matrix with elements in the diagonal, corresponding to the intensity of the 
brightest scattering centres. 
Given a test image, applying U and V on that and finding the distance (Euclidean distance 
for simplicity) of the resulting matrix from S, in essence represents the task of comparing the 
position and intensities of the test image with the target class with whose training the matrices 
S, U and V have been found. 
The above analysis shows the strong correlation between PCA of radar images and scattering-
centre analysis of the radar images. However, the analysis is limited in a few aspects. First 
of all it does not hold, if the scattering centre model of the image does not hold absolutely 
correct [116]. Secondly, here the two dimensional PCA has been presented, where PCA is 
applied both to the range and the cross-range dimensions of the radar image. In the current 
project, a stacking operation is performed on the radar images to form one dimensional vectors, 
and then one dimensional PCA is applied. However the stacking operation is linear. Hence 
the results derived in the current analysis would still hold true. Moreover it has been checked 
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by applying the two dimensional and one dimensional PCA to radar images, that both ways of 
applying PCA result in same ATR performance [125]. 
4.3.5 Multi-mode PCA and relevance to radar signal processing 
It is a common problem in social science to take observations from different subjects for differ-
ent parameters and under different conditions. Hence, an observed variable can vary with the 
subject, the parameter of choice or the condition under which the observation was taken. This 
finally gives rise to a dataset which is three dimensional in nature. PCA originally was also 
invented to deal with the huge amount of data collected from practical field work. However, 
PCA deals with one dimensional dataset (variables all shown in one vector). Extending the phi-
losophy of PCA based data reduction to the three dimensional datasets in social science, there 
were methods which came to be known as three-mode PCA (and this idea can be extended to 
multi-mode PCA). One of the key works in this area is the book by Kroonenberg [115]. In 
simple terms, this deals with reduction of size of the final three dimensional observation data 
matrix from all three dimensions, by applying the simple one dimensional PCA in three dimen-
sions. The simplest case of this is to independently deal with the three dimensions and find PCs 
independently and apply them to finally get hold of the reduced size principal components. As 
a basic rule of PC analysis, the variables again are uncorrelated and preserve as much variance 
of the original data, as possible. The pertinence of this sort of analysis could be well seen in 
radar signal processing: 
• With more complicated radar systems in practice, there is always the scope of imaging 
the same scene from two or more different antennas. This makes the final data dimension 
more than a simple two dimensional image. 
• If there is facility of multi polar system, the final output is data or image in more than 
one polarisation. This again results in a higher dimension of data than the simple case of 
two dimensional images. 
In the present project, multi polar returns have already been collected in the database simula-
tion step. Hence, the three-mode PCA seems to be a new and effective tool of analysing the 
multi-polar data classification exercises. Given the success of PCA based algorithms in single 
polarisation classification algorithms, this option looks encouraging. 
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4.4 PCA based NN classifier 
PCA has been applied to optical image recognition and target recognition, with success [126, 
127]. In optical image recognition, all the pixels of the image are assumed as variables. If 
there are N pixels, each image could be represented by a point in the N dimensional space. 
After applying PCA on this data, the dimension is reduced, and each image in turn could be 
represented as a point in the reduced principal component space (more popularly termed as the 
eigenspace in image processing literatures). Because PCA is a linear operation, the mapping 
from the original image domain point to the PC-space point is one to one. In optical image 
processing, the PC-space points representing images of the same object taken with successive 
camera positions, have been shown to form a smooth manifold [126, 127]. A smooth manifold 
in PC-space has two major implications: 
For different classes of objects or targets, mostly the PC-space manifolds are disjoint and 
hence representative of the particular class. 
Because it forms a close manifold, a coarse sampling of the manifold is mostly represen-
tative enough. In the image domain, this implies a reduced demand for training data. 
Both the above advantages of dealing in PC-domain, are useful in radar ATR problem. Hence, 
experiments were performed to observe if PC-space points for radar images, can also form a 
continuous and smooth manifold. 
To examine the manifold created by the PC-space points of radar images, a preliminary experi-
ment was designed. In the collection of bistatic image clips of the various targets, the simulated 
transmitter platform was kept fixed and the simulated receiver platform was moved round the 
target to be imaged, keeping the receiver azimuth at a fixed angle. Similarly collected optical 
images form smooth and continuous manifold in PC-space. Hence these images were mapped 
to their PC-space, and the first three PCs were taken to plot the manifold. This was because it 
is hard and involved to visualise points in more than three dimensions. Figure 4.6 shows the 
PC-space points of of different targets. Each subplot has the PC-space representation for the 
radar images collected for two different classes of targets. 
For radar images, the manifold was found to be neither smooth nor continuous. This might be 
attributed to following reasons: 
. Resolution of radar image is coarser, when compared to the optical counterpart. Hence 
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Figure 4.6: The bistatic targets as represented in the 3D space formed by the three most sig-
n ificant PCs 
the manifold is not expected to be smooth either. 
• As has been mentioned before, a radar image (with today's technology) is best mod-
elled with a scattering centre model. However, scattering centres are highly unstable 
and sometimes change unpredictably. The correspondence between scattering centres 
and the principal components of a radar image, has been discussed in the previous sec-
tions. Hence, if the PC-domain points represent scattering centres and scattering centres 
change unpredictably with rotation of the imaging platform, the PC-domain manifold is 
not expected to be smooth. 
• Another difference between optical and radar imaging is the coherent nature of radar 
imaging, which creates speckle like features in radar images. Speckles are hard to model, 
and hence might be one of the reasons why the PC-space manifold of a radar image, is 
not smooth. 
However, even though the manifolds are not smooth or continuous, they are disjoint enough for 
pairs of different targets. Hence, these manifolds in PC-space can be taken to be representative 
of particular classes. Given a test image, it could be mapped as a point in the same PC-space 
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as the training images (which form different clusters for different classes). This test image 
would be declared depending on which cluster it is nearest to. The simplest algorithm to do 
this is the kNN (k nearest neighbour) algorithm. To decide how many nearest neighbours 
should be taken into account, to get an optimal decision, the performance of the classifier was 
tested with various values of k. k = 1 was found to be the best from classifier performance 
and classifier fastness points of views. This combination of PCA and nearest neighbour (NN) 
algorithm was termed as the PCA-NN algorithm. Not only is it robust (due to dealing with 
the data in PC-space, where they tend to form a well defined cluster or a rough manifold), it 
is also extremely fast when compared to many of the present ATR algorithm. The speed can 
be completely contributed to the PCA operation, which achieves both feature extraction and 
data compression in a single step. 
4.5 Conditional Gaussian model based Bayesian classifier (CGBC) 
This classification algorithm proposed and analysed by O'Sullivan et al., is one of the most 
successful AIR algorithms in the open literature [72, 73]. In this, each pixel of the image 
clips is assumed to be from a Gaussian distribution, conditioned or depending on some of the 
variables of the scene. In the original work dealing with monostatic images, the image pixels 
were assumed to be conditioned on target type (am ) and target pose em : 
m(em,am) +iiY m 	 (4.14) 
Signal m  is the conditional Gaussian signal, and 135m  is the Gaussian noise. However, unlike 
the monostatic case, in the bistatic case the variables can be quite large. Because the bistatic 
image will depend on the target and the position (azimuth and elevation) of both transmitter 
and receiver. This makes for five controlling variables. To keep the analysis and the final 
algorithm simple, the controlling variables were fixed at two, target type and receiver platform 
azimuth. Some classification experiments were done keeping the second controlling variable as 
the bistatic angle of imaging, but the classification performance was seen to either deteriorate 




4The subscript m is for monostatic, to differentiate it form the bistatic case equations, which are of similar form 
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Here , is the observed intensities of the pixels arranged in a one dimensional vector, IJ is addi-
tive Gaussian noise, and 3 is the signal conditioned on e the receiver azimuth angle, and id the 
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(4.16) 
where r2 is the ith  pixel of the test-image-clip, a 2 and /ii are the standard deviation and mean 
of the pixel, respectively (as estimated from the training data), and N is the total number of 
pixels in the test-image-clip. In this method, the recognition is done as per the Bayesian rule of 
maximising the probability. 
P(al) = P(YIa)P(a) 	 (4.17) 
For the current project, P(a) the probability of each type of vehicle was taken to be equal. 
In the training phase, the image clips within a window of receiver azimuth angles were assumed 
to be stationary. Hence, image clips from this window were used to find parameters, i.e. a 2 and 
Mi for that window of receiver azimuth angle. A test image clip is classified as belonging to the 
class, which give maximum likelihood. 
4.6 Receiver operating characteristics (ROC) curves 
Automatic target recognition is one of the most difficult pattern recognition tasks. It is mainly 
because the operating conditions are never known with certainty while designing the ATR sys-
tems. One such uncertainty is the encounter of a new type of target. It is almost impossible to 
design an ATR algorithm which would have been trained with all the classes of targets. Hence, 
it is a major design problem to decide the action in encountering a vehicle which has not been 
there in the training dataset. This makes the misclassification performance of an ATR algo-
rithm, extremely crucial. There are two major approaches to test the performance of a classifier 
for its misclassification. If the dataset has many different types of targets, then a subset of the 
targets could be treated as unknown targets. Those classes would not be taken in the training 
phase. In the test phase, data from all the targets are to be kept. The ATR algorithm could be 
tested to see how efficiently it could classify unknown targets. The prevalent trend in the open 
literature in this case is to have an option for unknown target for the ATR algorithm [72,73]. 
These unknown targets are mostly targets not present in the training dataset. This is a con- 
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venient way of testing the ATR algorithm, if handling huge amount of data, like the MSTAR 
database (which has datasets of more than 10 different types of land targets). For a limited 
dataset, like the present case (with just four targets), the above method is not the best one. In 
this case, the classification problem could be taken as a detection-problem, and the receiver 
operating characteristic is a convenient representation of the ATR algorithm's misclassifica-
tion performance. In a detection problem, the ROC curve is plotted between the probability of 
false alarm and the probability of detection. From a classification problem point of view, the 
terminologies could be changed to the probability of misclassification and the probability of 
correct classification. It should be noted here that, though the ROC curves in an ATR context 
are inspired by the detection problem ROC curves, the exact definitions change with the way 
of handling the whole problem. Two different philosophies in generating the ROC curves for 
an ATR algorithm, were found in the literature [72,73, 128]. 
4.6.1 Threshold of classification based ROC curves 
This is the classical open-classifier approach [128]. Let it be assumed that the ATR algorithm 
in question is a nearest neighbour classifier. A threshold distance r is set. The decision could 
be given as: 
at8t E C = IIatst,Cn,iII < T 	 (4.18) 
at8t is the test image clip, Ci is the i th  class, and IIat8t, 	is the Euclidean distance between 
the test image clip and the nearest test image clip from the jth  class. Given a test image clip, 
there can arise three conditions: 
It is classified to be of a certain class, if condition 4.18 is fulfilled for only one class of 
targets. 
In case the condition in equation 4.18 is fulfilled for more than one class, it could be 
declared as belonging to more than one class, and hence a confusing target. 
In case the condition in equation 4.18 is fulfilled for none of the classes from training set, 
it is declared as a new target. 
For a given r, and for a given target-type, the ATR exercise could be performed to find the 
number of targets correctly classified and the number of targets misclassified as that class. If 
there are N image clips in the test-set belonging to a particular class, and out of them M are 
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correctly classified as belonging to this class, then the probability of correct classification (P) 




In running the AIR exercise for the given r, let there be Ni number of image clips in the test 
dataset, not belonging to this particular target class, and out of the image clips which do not 
belong to this class, Mi image clips are decided as to belong to this particular target type. Then 
the probability of misclassification or false alarm (P1 a)  is defined as: 
Pfa All NI=  
(4.20) 
The performance of the ATR algorithm could be marked for different values for T. Plotting the 
P versus P1 a  for a given target gives the ROC curve for that target for the AIR algorithm 
followed. 
In the present work, two different AIR algorithms have been tested, one is the PCA based near-
est neighbour (PCANN) algorithm, and the other is the classical conditional Bayesian model 
based Gaussian classifier (CGBC). The CGBC algorithm depended on the log-likelihood for its 
decision. Equation 4.18 has been used to extract the ROC curves for the CGBC ATR and PCA 
NN algorithms. In rest of the report, this algorithm of extracting ROC curves will be termed as 
ROC1. 
4.6.2 Class-specific risk factor based ROC curves 
Another way of looking at ROC curves is to examine the performance of the ATR algorithm 
to see how efficient it is in classifying a particular class [72, 73]. This could be analysed by 
assigning a risk factor to each target type. For a nearest neighbour (PCANN) AIR algorithm, 
at5t E arginin(IIa tst , ciii - 	 (4.21) 
Here -yj is the risk factor assigned to the jth  class. The higher the risk factor 	for a class, 
the more difficult is it to miss that class. At the same time, the easier it is to misclassify an-
other target as belonging to this class. An example in an airborne radar ATR scenario would be 
to classify stinger targets with utmost efficiency. Even anything slightly resembling a stinger 
should not escape surveillance. In this case assigning a high risk factor for the stinger type tar-
get class is an expected decision. For a given value of and a given target class, the probability 
ATR in bistatic scenario 
of correct classification and of false alarm are defined as in equation 4.19 and equation 4.20. By 
varying the value of the ROC curve of a particular type of target is determined for a given 
ATR algorithm. Similar expressions and analysis were done for CGBC ATR algorithm. In the 
rest of the report, this algorithm for extracting ROC curves will be termed as ROC2. 
The present project examines two different types of ROC curves extractable for the ATR per -
formance validation. They are developed on two different paradigms and the choice is best left 
to the end user. 
4.7 Bistatic ATR 
PCA-NN and CGBC classification algorithms, as reported in the previous sections, were ap-
plied for ATR exercises in the bistatic scenario, using the synthetic database generated in this 
project. In PCA-NN algorithm, 20 PCs are extracted for all the ATR exercises described below. 
This is because, from different ATR exercises with different numbers of PCs, the classification 
performance was found to be optimal with 20 PCs. To maintain uniformity, similar test and 
training datasets were used for all the ATR experiments detailed in this section. The test data 
consisted of all the data collected with receiver platform elevation angle at 15 1, and the test 
database consisted of all the data collected with receiver platform elevation angle at 10 0 . 
4.7.1 Classification performance for different polarisations 
The synthetic database generated in the present project has a dataset for all four combinations 
of polarisation, viz. HH, VV, HV and VH. Hence it was an interesting experiment to see the 
difference in classification performance for different polarisations. The confusion matrices for 
different polarisations using the CGBC classifier algorithm are presented in table A. I through 
table A.4 in appendix A. The confusion matrices for different polansations using the PCA-NN 
classifier algorithm are presented in table A.5 through table A.8 in appendix A. 
A note on the representation of these tables (as presented in appendix A) for bistatic ATR 
experiments: Due to the interest in observing the variation of performance with bistatic 
angle of image formation, the classification results are presented in three sub groups. One 
for low bistatic angles (0 0 to 600 ), next for medium bistatic angles (60° to 80 1 ), and the 
last one for high bistatic angles (60° to 100°). Images for bistatic angle greater than 1000 
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were found to be too unintelligible and hence not included in classification exercises. The 
bistatic angle range is larger for low bistatic angle (600  to 1000,  i.e. 400)  as compared to 
higher bistatic angle windows (600  to 801 or 801 to 1000,  i.e. range of 20°). This is due 
to the fact that, data in the EM simulation were collected for increasing receiver azimuth 
angle, keeping the elevation fixed. As the receiver platform moves from the transmitter 
platform, keeping the elevation fixed, the increase in bistatic angle is not the same as the 
increase in receiver azimuth angle. There is a nonlinear mapping, and this results in the 
collection of fewer image clips from the same bistatic angle window for lower bistatic 
angle, as compared to the same from higher bistatic angle. To keep the amount of data 
available in each bistatic angle window the same, the window for lower bistatic angle is 
higher as compared to the same from higher bistatic angles. 
Analysing the results, as shown in figures 4.7 and 4.8, it can be observed that, performance 
is almost the same for all the polarisations. Some variations in performance can be observed 
for some polarisations, showing as if some particular polarisation is more suitable for clas-
sifying a particular type of target. This is to be expected, due to the fact that some type of 
polarisations tends to bring out certain type of physical features more clearly in the SAR image 
domain than the others. Hence, it can be predicted that fusing the data from different polarisa-
tions, should give us an enhanced classification performance, irrespective of the classification 
algorithm used. 5 
The above observations are valid for both the CGBC and the PCA-NN algorithms. For the 
rest of the experiments, where the effect of other parameters are tested on classification perfor -
mance, only the HH dataset would be taken for simplicity. 
4.7.2 Classification performance with the addition of clutter noise 
Due to the novel method used in the current project for adding ground clutter to the images, 
the effect of clutter on classification performance could be studied easily. For this two sets 
of experiments were run, one with the dataset with no clutter energy added to the images, 
and the other with a fixed amount of clutter energy added to each image clip. The confusion 
matrices (for experiments with clutter) are given in table A.9 (CGBC algorithm) and table A.10 
(PCA-NN algorithm) in appendix A. The overall classification rates are compared in the more 
"the next chapter describes this type of multi-polar data fusion for better classification performance 
001. 
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target type 1 :APC, 2:UBT, 3:STR, 4:MSL 
Figure 4.7: CGBC performance for different polarised databases 
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target type 1 APC. 2IMBT, 3:STR, 4:USL 
Figure 4.8: PCANN performance for different polarised databases 
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conventional bar-graph in figure 4.9 and 4.10. 
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Figure 4.9: CGBC performance with the addition of clutter 
Some observations are: 
. Performance invariably deteriorates with the addition of clutter energy. 
• The deterioration of performance is more severe for CGBC algorithm. 
The deterioration of performance is quite moderate for PCA-NN type classifier. 
This shows the robustness of the PCA-NN algorithm in performing better with clutter, as com-
pared to the conventional CGBC algorithm. 
4.7.3 Classification performance for different ranges of bistatic angle 
One of the questions that might arise in a study into this new domain of bistatic ATR, is the 
performance deterioration of classifiers with an increase in the bistatic angle. To study the 
performance change of classifiers with increase in the bistatic angle of imaging, the dataset was 
divided into three subsets as per three ranges of bistatic angles, as described in the beginning of 
ATR in bistatic scenario 
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target type 1 :APC 2:MBT 3:STR 4:MSL 
Figure 4.10: PCANN performance with the addition of clutter 
this section. The performance of the two classifiers are plotted in the bar charts in figure 4.11 
and 4.12. As can be observed, the degradation of performance with bistatic angle is less severe 
for the PCA-NN type classifier when compared to the CGBC type classifier. 
However there is invariably a drop in performance of the classifier with increased bistatic angle 
of imaging, irrespective of the classifier used. This can be traced mainly to the fact that with 
increased bistatic angle, the frequency or k space support for the image decreases (figure 3.12). 
This in turn reduces the resolution of the images. Hence, in normal imaging conditions, images 
from a higher bistatic angle of imaging would be of lower resolution than the same taken with 
lower bistatic angle. 
4.7.4 Classification with normalised k space support 
As observed in the last subsection, the ATR performance deteriorates with increasing bistatic 
angle of imaging. One of the obvious reasons for this is the reduction of k space support of 
imaging with increase in bistatic angle of imaging, which in turn results in lower resolution 
images. To make up for this loss of resolution, in the present set of experiments, all the images 
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Figure 4.11: CGBC based ATR performance for different bistatic angles of imaging 
Figure 4.12: PCANN based ATR performance for different bistatic angles of imaging 
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bistatic angle, only a subset of the available the k-space data was taken. This was done so as 
to use the same amount of k-space for imaging, as is available for the maximum bistatic angle 
condition of bistatic angle of 1000.  The result was the database of images of almost similar 
resolution for any bistatic angle. The ATR performance observations are noted in the confusion 
matrices in table A.l I and A.12 in appendix A. Graphically the results are presented in figure 
4.13 and figure 4.14. 
earns k-space support (CGBC) 
100 
- < beta 60 
60 < beta 60 
- 80 < beta < 100 
1 2 3 4 
target type 1 :PCA 2:UBT 3STR 4:MSL 
Figure 4.13: CGBCAT R performance for different bistatic angles of imaging, when the k space 
support for imaging has been normalised to almost the same area 
In this case also, the PCA-NN algorithm showed less drop in performance when compared 
to the CGBC type classifier. However the other important point to be observed is that, if the 
images are formed with almost the same resolution, then classification performance does not 
deteriorate that much with increase in bistatic angle. Two of the important conclusions from 
this are: 
Bistatic ATR performance does not deteriorate due to the lack of information in bistatic 
data, rather due to the lack of resolution in the bistatic images. 
If the bistatic system can be designed so as to use higher bandwidth with increasing 
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Figure 4.14: PCANN ATR performance for different bistatic angles of imaging, when the k 
space support for imaging has been normalised to almost the same area 
4.7.5 ROC curves 
As has been discussed previously, in the present work, two different algorithms for finding the 
receiver operating characteristics (ROC) curves for the ATR process, have been used. This is 
due to the two different types of algorithms found in the open literature. 
The ROC1 curve for CGBC algorithm, drawn using the first ROC curve algorithm, is displayed 
in figure 4.15. Figure 4.16 displays the ROC, curve for PCANN algorithm, drawn using the 
first ROC curve algorithm. The ROC2 curves for both CGBC and PCANN ATR algorithms 
are plotted in figure 4.17. In it, each subplot is for one type of target and gives both the ROC 
curves for that target. 
One important observation from these curves is that, for the same algorithm, ROC2 shows 
better performance than ROC1. This shows the striking difference between the underlying 
philosophies of the two ROC curves. A second observation from the ROC2 curves is the fact 
that except for the target APC, the PCA-NN algorithm performs as good as or better than the 
CGBC ATh algorithm (as can clearly be noted from figure 4.17). 
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Bistatic classification ROC curves using 






Figure 4.15: ROC.1 curves for CGBC ATR algorithm 
Bistatic classification ROC curves 
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Figure 4.16: ROC-1 curves for PCANNATR algorithm 
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Figure 4.17: Performance comparison between CGBC and PCANNATR algorithms, based on 
ROC-2 curves 
4.7.6 Classification performance with reduced training data 
One of the major challenges in bistatic ATR is the huge amount of different views of the target 
that can be formed. While in the monostatic case, the platform can move through the solid angle 
of 47r steradians, in the bistatic configuration for each position of transmitter the receiver can 
trace the solid angle of 47r steradians. Hence, when compared to the monostatic configuration, 
in the bistatic configuration there are several orders more different ways of imaging the same 
target. This in turn demands an equally huge amount of training datasets, for a robust classifier. 
In any practical system, the collection of all possible views of the target (for the training phase), 
is impossible. Hence, in practice, there is always a demand for a classifier which can perform 
comparably well with a smaller training database. In this subsection the performance of the 
two classifiers will be studied with a smaller training dataset. As has been explained in the last 
chapter, images of a target are collected with varying azimuth of the receiver. Keeping this in 
view, the reduction of the training dataset was designed in two ways: 
1. Taking each alternate image clip from the original training dataset. In this method, the 
amount of training data is reduced to half. (This variety of experiments were referred to 
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as data-reduction at level I) 
2. Taking image data, only from a limited amount of receiver azimuth angles (approximately 
from 00  till 1800).  This is a more severe limitation on training dataset (hence termed 
as data-reduction at level 2). To test classifier performance in this experiment, the test 
datasets were divided into two subsets. The first set consisted of images collected with 
the receiver azimuth angles, for which a training dataset is available (test set 1). The 
second test dataset consisted of images collected with the receiver azimuth angles, for 
which a training dataset is not available (test set 2). 
Experiments with dataset reduced at level I: The training dataset reduced to half and then 
to one third of the original size (of 432 image clips from each target type). Results for 
CGBC ATR algorithm are given in table A.13 and A. 14 in appendix A, and the same for 
PCA-NN classifier are given in table A.15 and A.16 in appendix A. 
Experiments with dataset reduced at level 2: In experiments for dataset reduction at level 2, 
the dataset was reduced to half and the effect was noted for both types of classifiers. The 
confusion matrices of this experiment, are given in table A. 17 for CGBC algorithm, and 
in table A. 18 for PCA-NN classifier (as presented in appendix A). 
The results have been plotted in bar-chart format in figure 4.18 and figure 4.19. 
The main observations are: 
. For level I type reduction, there is an observed degradation in classification rate for both 
types of classifiers. 
. With the reduction of the dataset to one third, the classification performance further de-
creases. 
. For level 2 type training data reduction, the deterioration of classification performance is 
more severe. 
• The most striking difference between the two classifiers can be observed by noting the 
confusion matrices, for level 2 type dataset reduction. In the PCA-NN classifier, the 
deterioration of performance (in level 2 type training dataset reduction) is almost of the 
same degree both for test set I and test set 3. However in the CGBC algorithm, the 
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Figure 4.19: Performance of PCANNATR algorithm with reduced training dataset (bistatic) 
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classification performance for test set 2 (the group of image clips, for which there was no 
representative training data available), there is almost no classification at all. All the test 
data were mostly classified as MBT. This can be explained based on the fact that MBT 
is the biggest target modelled in this project, and hence with maximum RCS energy (and 
hence have brightest image clips). 
These results establish the utility of a PCA-NN classifier as a choice for applications with 
reduced training dataset. In practical military scenarios, training data is mostly expensive and 
sometimes impossible to collect in large quantity. 
The reason for the drastic difference in performance of the two algorithms can be explained 
on the basis of the inherent working principle of the two algorithms. CGBC is a statistical 
Bayesian classifier, and hence will perform the best in the ideal situation of availability of all 
the possible dataset in the training phase. However PCA based algorithms use the PCs of the 
dataset, which were shown to give almost the same information as the scattering centres of the 
radar-image. Scattering centres in turn depend upon the physical features of the target. Being 
a feature based classifier, a PCA-NN classifier is expected to outperform a Bayesian classifier 
for a reduced training dataset situation. (This experiment further strengthens the thrust on the 
relation between PCA-extracted data and scattering centres, for radar data.) 
4.7.7 Observations 
Both from confusion matrices and from the ROC curves, it is observed that the PCA-NN al-
gorithm outperforms the CGBC algorithm for bistatic ATR. Many of the typical demands in 
bistatic ATR exercises, are also answered more effectively by the PCA-NN algorithm. This 
consists of less performance deterioration with clutter addition, and with increasing bistatic an-
gle. The performance of the PCA-NN algorithm was also found to be better than the CGBC 
algorithm for ATR with reduced training dataset. The unavailability of exhaustive data being 
a major problem in bistatic ATR, makes PCA-NN a strong candidate for bistatic ATR. Above 
all, due to operation in the PCA-domain, the whole ATR operation is done in a more highly 
reduced dimension than the original image-domain. Hence the operation time is several orders 
less than the conventional CGBC algorithm. Moreover, unlike other feature based ATR algo-
rithms, extracting the features in a PCA-NN algorithm is just mapping the image domain data 
into the PCA-domain, which is a one-step matrix multiplication. All this makes a strong case 
for PCA-NN to be the ATR algorithm of choice for any implementable bistatic system. 
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4.8 Comparison of ATR performance in monostatic and bistatic 
scenario 
One major piece of work in the current project is the comparison of the SAR-ATR perfor-
mance for a bistatic configuration with that in a monostatic configuration. Even though a field-
generated monostatic database is available, the ATR performance using that database could not 
be compared with the ATR performance on the synthetic bistatic database. Hence, the EM-
simulator was used to generate a monostatic database for the same modelled targets and in 
operating conditions as similar as possible to the bistatic data generation process. The image 
formation process was also made as similar as possible to the one used in the bistatic case. 
Given the efficiency of the PCA-NN ATR algorithm, and the speed with which it could pro-
duce the results, the comparison of ATR performance was done using this algorithm. For more 
exhaustive comparison, the receiver operating characteristic (ROC) curves were plotted (fol-
lowing the ROC2 algorithm) showing the probability of false alarm on the horizontal axis and 
the probability of correct classification in vertical axis (figure 4.20). For each target type, three 
ROC curves were plotted for: 
The performance on monostatic data. 
The performance on bistatic data, where the bistatic angle of imaging was limited to 
below 300 . 
The performance on bistatic data, where the bistatic angle of imaging was limited to 
below 60° . 
The ROC curves for all the four targets are shown in figure 4.20. 
Some generic comments on the results are: 
• In general the ROC curves look near optimal. This is because of the limitations of the 
ATR exercise. In this set of ATR exercises, the training and the test datasets are collected 
from the same radar elevation. Hence, the classifiers perform much better than the pre-
vious ATR exercises. However, this set of result has to be considered for the comparison 
between the monostatic and the bistatic ATR, in a qualitative manner. No quantitative 
comment can be made from this set of observations. 
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Figure 4.20: 4. Comparison of ATR algorithm (PCANN) performance on bistatic and monostatic 
database 
• The scales of the four ROC curves are not the same. This is mainly to magnify the curves. 
The ROC curves are close to each other, hence unless magnified it would not be possible 
to observe the differences between the curves. 
• The ROC curve for bistatic data as shown in figure 4.20 is different from that in figure 
4.17. This is because figure 4.17 gives the ROC2 curve as extracted from ATR exercises 
performed on all the bistatic data available. Whereas for the ROC curves in figure 4.20, 
the dataset is a subset of the original amount of data (to make it similar to the available 
monostatic dataset). 
The monostatic ATR performance is the best, as expected. However, contrary to what might 
be expected, the bistatic ATR performance is not drastically worse. Another important obser-
vation (again contrary to what might have been expected) is that, with increasing bistatic angle 
the ATR performance does not goes down. Performance seems to be more or less the same for 
the two types of bistatic data used in these validation experiments. This might be due to the 
following reason: 
In the present work, the target models used are fairly simple and have distinct major physical 
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features. Hence, the coarse resolution image clips from even 600  bistatic angle bistatic config-
urations, might contain most of the major features needed for classifying that target. This is 
not a drawback of the simulation activity. Because as discussed before, the A TR performance 
should not depend on small details of the features of a target. 
4.9 Monostatic ATR 
In this section, the results of applying the new PCA-NN algorithm to the problem of monostatic 
ATR, are discussed. Even though the main theme of the current project is bistatic ATR, the 
study of the performance of the ATR algorithm developed for monostatic ATR was necessary. 
The reasons for this can be attributed to the following main factors: 
• Bistatic configuration is the superset of monostatic configuration. Hence, it is possible 
that the algorithms developed for bistatic ATR might use certain characteristic features 
of the bistatic configuration only, and hence may not perform well for the monostatic 
case. This would be a limitation of the ATR algorithm. To check for this limitation it is 
necessary to check the performance of the ATR algorithm on monostatic data. 
• Monostatic ATR algorithms have been appearing in the open literature for the past two 
decades. The moving and static target acquisition and recognition (MSTAR) programme 
undertaken by the defence advanced research projects agency (DARPA), has collected 
turntable monostatic SAR image clips for a range of battle field targets. The MSTAR 
database has been in the public domain for a long time (except for a small break during 
2003 and 2004), and hence is the established database for the ATh algorithm devel-
opment engineers. One of the drawbacks of the present project is the use of synthetic 
database. Hence, it is necessary to check that the ATR algorithms developed are not 
database dependent 6  The MSTAR database is an established and field-collected SAR 
image database, therefore testing the current ATR algorithms on the MSTAR monostatic 
database is deemed to give more credibility to the developed ATR algorithms. 
• From an application perspective, even though futuristic systems are predicted to have 
some sort of bistatic capability this is not certain. Purely monostatic systems are never 
6giving good performance only for certain types of database 
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going to be fully replaced. Hence the algorithms developed in this project will be such 
that, they should work equally well (or better) in the monostatic ATR environments. 
The database used for the validation of the classifiers proposed, is the SAR images of five battle 
field targets. The dataset has been collected by the MSTAR programme. The targets used for 
the present experiments are, 2S I tank (t000), D-7 land clearing vehicle (005), T62 tank (tO 16), 
ZILI31 APC (t025), and ZSU-23 (t026). Figure 4.21 shows the optical image of the above 
targets, and figure 4.22 shows the SAR image of the targets at 15 1 of radar elevation and 0 0 
of mean radar azimuth. The target clips collected at an elevation of 17 1 were taken to train the 
classifiers and those taken at the elevation of 15° were taken as test images. The image clips 
are of size 96 x 96 pixels. 
- 









Figure 4.21: Optical images of the targets from MSTAR database, used in the present ATR 
exercises (not to scale) 
As has been pointed out before, for MSTAR database target images, around 30 principal com-
ponents give the optimum ATR performance. Hence in all the ATR exercises done on MSTAR 
database using PCA-NN, 30 PCs have been used. A similar set of experiments were run on the 
monostatic database, as has been run on the bistatic database. The main aim was to validate if 
PCA-NN ATR algorithm can still prove to be better than the CGBC ATR algorithm. 
T000 
ATR in bistatic scenario 
Figure 4.22: SAR image of the targets from MSTAR database, used in the present ATR exer-
cises, at 15° of radar elevation and 00  of mean radar azimuth (top row from left 
to right: t000, t005 and t016; bottom row from left to right: 1025 and 1026) 
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4.9.1 Confusion matrices 
Tables A. 19 and A.20 in appendix A, are the confusion matrices of the ATR performance of the 
CGBC and the PCA-NN algorithm respectively. For targets t000 and t005, PCA-NN outper-
forms the CGBC algorithm. For rest of the targets too, the performance is comparable to that of 
the CGBC algorithm. Another important observation is that the variation of ATR performance 
from target to target, is greater in the CGBC algorithm. This shows that PCA-NN performance 
is less affected by the target type. 
4.9.2 ROC curves 
As the second criteria of comparison, the receiver operating characteristics (ROC) of the two 
classifiers were compared. The comparison for the two algorithms for the five targets is shown 
in figure 4.23. 
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Figure 4.23: Comparison of CGBC and PCANN algorithms based on ROC-2 curves on 
MSTAR database 
They show the percentage of correct classification (P), versus the percentage of false alarm 
(P1 a) in a binary hypothesis test between the target of interest and all of the remaining tar- 
gets. The probabilities of false alarm and correct classification have been calculated as has 
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been explained in the ROC-2 algorithm in previous sections. The performance of the PCA-NN 
classifier is similar (target t000) or better (targets t005, t016 and t025) than the CGBC classifier. 
4.9.3 Performance with reduced training data 
As the last criterion of comparison, the performances of the classifiers were studied with re-
duced amount of training data. As in the case of bistatic ATR, the reduction in training data 
was done in two different ways. First of all, the training dataset was made sparse by discarding 
each alternate training clip. In the second method, training data consisted of image clips with 
imaging platform azimuth from 0 to 180 degrees, while the test set had images from all azimuth 
angles. To analyse this more difficult test, the test dataset was divided into two subsets, the first 
set (set 1) consisting of images collected with azimuth 0 to 180 degrees and the second (set 2) 
from azimuth 180 to 360 degrees. The confusion matrices (table A.21 and A.22 in appendix A) 
give the results for both the test data sets. All the results have been presented in figure 4.24 
and 4.25 in bar-chart form. 
Performance of Conditional Gaussian based Bayesian classifier 
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Figure 4.24: Performance of CGBCATR algorithm with reduced training dataset (monostatic) 
Looking at the overall performance of the classifiers with training data reduction, the loss of 
performance was more severe for the CGBC classifier than for the PCA-NN classifier. The con- 
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Figure 4.25: Performance of PCANN ATR algorithm with reduced training dataset (monos-
tatic) 
fusion matrix for the reduced training case show that both CGBC and PCA-NN perform almost 
similar with the set-2 data (which was not there in the training set), with PCA-NN slightly out-
performing CGBC. However, for the bistatic case, PCA-NN had clearly outperformed CGBC 
in performance with reduced training dataset. This could be attributed to two reasons. Firstly, 
in the monostatic case, the images of a symmetric target would be almost similar for 00  to 180° 
azimuth case and 180° to 360° azimuth case. This is not the case for the bistatic configuration. 
Hence the ATR algorithm has to be robust enough to perform well in bistatic case. Secondly, 
in the bistatic case, the images are synthetic and models are simple. Hence, scattering centres 
are more prominent. This could have led a scattering-centre based algorithm like PCA-NN to 
outperform a CGBC algorithm. 
4.9.4 Observations 
PCA-NN performs as well as CGBC in the monostatic case. According to a recent report in the 
open literature [86], PCA based kNN algorithm has been shown to outperform moment based 
and support vector machine (SVM) based classifiers for ATR on monostatic radar images. The 
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major advantage of the PCA-NN algorithm is that, as far as computing time is concerned, it 
outperforms CGBC algorithm by several orders. Hence, even for a monostatic ATR exercise, 
PCA-NN is a practical and efficient algorithm. 
4.10 Summary 
This chapter presented the work done regarding the development of the PCA-NN ATR algo-
rithm and the analysis of the various aspects of bistatic ATR. 
Automatic target recognition in general and radar ATR in particular is a highly challenging 
exercise. Bistatic ATR is still more challenging and demanding due to the large number of 
transmitter-receiver combinations possible. To have a robust ATR algorithm, a feature based 
classifier is the best suited. Scattering centres have been shown to be stable and reliable fea-
tures of radar images. However, extracting scattering centre characteristics from radar images 
is involved. Principal component analysis of radar images was shown to give informative in-
formation about the scattering centres in the image. Because, PCA is a linear and one-step 
operation, it was used to get the features from the image and the nearest neighbour classifier 
was used to classify the targets. This PCA-NN algorithm was compared in its performance as 
an ATR algorithm, with the conventional conditional Gaussian model based Bayesian classifier. 
PCA-NN proved to be a powerful ATR algorithm in the bistatic domain and also in the mono-
static domain. Due to the speed of the PCA-NN algorithm, it is also expected to be extremely 
useful as a real-time ATR classifier. 
Among the studied properties of bistatic ATR, one of the major observations was that the 
bistatic ATR is not significantly worse than the monostatic ATR. Hence, for any futuristic 
bistatic system, ATR is a feasible operation to be implemented. Secondly, it was observed 
that bistatic ATR performance does deteriorate with increasing bistatic angle of operation. This 
was found mainly due to the deterioration of the resolution of the radar image taken with in-
creasing bistatic angle of operation. Hence, if the bistatic system could be designed to use 
wider bandwidth of imaging with increase in bistatic angle, it would maintain the frequency (k) 
space support of imaging stable. This in turn will give similar image resolution irrespective of 
the bistatic angle. In such a case, the ATR performance deterioration is almost negligible with 
increase in the bistatic angle of operation. Hence the current work not only proved that ATR is 
an application integrable in a futuristic bistatic radar system, but also suggested practical ways 
of improving the bistatic ATR performance with increasing bistatic angle. 
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The current work is limited from a few dimensions. First of all, for all the bistatic ATR exer -
cises, synthetic data has been used. Hence not much could be concluded about the performance 
of the algorithms, in a quantitative manner, and most of the conclusions drawn from the present 
work are of qualitative nature. Secondly, the ATR problem addressed in the current work is of 
relatively simple nature, in the sense that the training and test environments are well controlled. 
Even the real MSTAR database has been collected within a strict controlled environments. This 
is not the case in practical. And, this is a loophole not only in the present work, but also in 
most of the ATR related reports in the open literature. Hence, this work only gives a qualitative 
conclusion. However, as has been discussed in the first chapter, a qualitative conclusion was 
what has been the aim of the present work. 
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Use of multipolar data for ATR 
5.1 Introduction 
As has been discussed in chapter 2, polarisation is one of the important characteristics of an 
electro-magnetic wave. From the basic theories of wave transmission and dispersion, the scat-
tered wave is not the same wave as the one transmitted. The scattered wave gets a stamp from 
the scatterer. Characteristics of the scattered wave are modified as per the properties of the 
scatterer. One of the characteristics to be modified in such manner, is the polarisation (as com-
pared to the frequency of the wave) of the transmitted wave. Each scattering phenomenon is 
associated with a change in the polarisation of the wave. This change in polarisation depends 
on the electro-magnetic properties of the scatterer. It has also been proved that certain fea-
tures of the target become more prominent at certain polarisations of the EM wave used [111]. 
The polarisation-changing property of a scatterer is completely characterised by the scattering 
matrix for the scatterer, S 1 . 
Reviewing the fundamentals of the scattering matrix [99, 1011, let us assume that the transmitted 
wave is represented in a certain polarisation basis as: 
[Et 	E ]=I 	I 
11 
(5.1) 
Here Et and E2t represent the complex magnitude of the transmitted wave in two mutually 
orthogonal polarisation bases. Similarly the scattered wave can be represented in the same 
polarisation bases as: 
(E8] = [ E1] 
	
(5.2) 
'While collecting data for the simulations done in the present chapter. the planes of polarisation for the trans-
mitter and the receiver, have been kept the same. Most of the theoretical analysis of multipolar data assume such a 
standard plane of polarisation for both the transmitter and the receiver. In the lack of such an assumption, much of 
the theoretical results for multipolar radar data would not hold true. This is one of the reasons for which multipolar 
radars are still at a developmental stage. 
118 
Use of multipolar data for ATR 
The incident and scattered wave are related as follows: 
[E3] 	 I 1 S11 s12] I E] = [S] [Et](5.3) =[ E 	[S21 S22 [E 
Here, the matrix S. called the scattering or Sinclair matrix, is the ratio between the scattered 
and the incident wave, for a pair of polarisation bases. More formally, its elements are defined 
as: 














Polarimetry 2,  since its inception, has remained a field of active research and development. In 
spite of much work on the theoretical analysis of radar polarimetry, fully polarimetric radars 
have come to be used in practical systems, only recently. This is mainly due to two bottlenecks 
regarding polarimetric radar implementation: 
• Design of antennas with pure polarimetric characteristics is a major challenge. In simple 
terms, an antenna of pure polarimetric characteristics means the least amount of energy 
transmitted in cross polarisation state. For example, if the antenna is supposed to be 
horizontally or H polarised, then it should emit as little vertical or V polarised wave, as 
possible. 
• Another bottleneck is the correct measurement and calibration of polan metric antenna 
and radar-systems [129]. 
Polarimetric information has been shown to be of importance, in characterising the physical 
properties and the shape of the scatterers, and fully polarimetric information has been used in 
extracting information from remote-sensing data [19,75,92,96]. The usage of fully polarimetric 
data for target recognition has not been covered sufficiently in the open literature. This might be 
2 ffie Greek meaning of polarimetrv is measuring orientation and object shape! 
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due to the practical issues of the implementability of a fully polarimetric radar in an air-borne 
platform. However, according to some of the recent reports, it seems fully polarimetnc radars 
on air-borne platforms are going to be quite common in the coming future [4,5, 130]. 
In the present project, the data used for the automatic target recognition (ATR) exercises, have 
been simulated using an EM simulator. Hence a set of fully polarimetric datasets were sim-
ulated, taking horizontal (H) and vertical (V) polarisation as the orthogonal bases. With the 
desired data (finding which, is another bottleneck for research into ATR using fully polarimetric 
data 3)  in hand, it was felt pertinent to analyse the different methods of using the extra infor-
mation, in improving the ATR performance. There are two major studies done in the present 
area: 
First of all we looked for existing algorithms in the open literature, to have a better 
ATR performance using the information from multipolar data. Using various ways of 
extracting information from the scattering matrix S, a group of new algorithms were 
developed to fuse this information, so as to have better SAR ATR performance. 
The second thrust was on the bistatic nature of the present dataset. In radar polarimetry 
the bistatic polarimetric analysis is the superset of the monostatic polarimetry analysis. In 
a bistatic configuration, the usual transmitter receiver reciprocity of monostatic system, 
is lost. Hence, the cross polarised terms are no longer equal. S12 	S21. This makes 
the problem more complicated. Some of the earlier works have even speculated, that the 
extra data in the bistatic S matrix, has no extra information. This view point is disproved 
in the present work. 
The rest of the chapter is arranged as follows. The next section reviews some of the major 
reported methods of extracting information from the multipolar data. The section next to it, 
discusses the algorithms (both previously reported and new) used in the present work, to better 
the ATR performance, using the multi-polar data. The next section discusses another new 
algorithm developed in the present work, in which it is shown that using fully polarimetric data 
to train the ATR algorithm, can make the ATR performance robust to the polarisation of the 
test data. In the next section, the experiments and observation with bistatic polarimetric ATR 
exercises, are discussed. The chapter ends with a summary of the works handled and discussion 
of the major observations. 
3because a database of fully polarimetric data is quite difficult to find in the public domain 
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5.2 Information extraction from multipolar data 
A complete polarimetric information (in any convenient polarimetric bases), gives a new di-
mension to the knowledge available about the scattering phenomena. There has been many 
studies and reports on how intelligible information can be extracted from the polarimetnc data, 
and used in practical applications [131, 132]. In this subsection, a few of the major ways of 
extracting information from the polarimetric data will be discussed. The discussed methods are 
in no way exhaustive, as there are an ample number of review papers in this field [99-101]. 
Instead, only those methods of extracting information from polari metric data will be discussed, 
which in turn will be used for the ATR algorithms discussed in the subsequent sections. 
5.2.1 Huynen's polarimetric phenomenology and Kennaugh matrix 
A powerful representation of the fully polarimetric information, is the Stoke's vector, which 
has been popular since the times of optical polarimetry. This is given by: 
90 	[ EHI2+1Ev12  1 
9' 	EHI2- 1Ev1 2 
g(EHV) = I I = I 	 I 	 (5.8) 
I 92 I I 2R(EEv) 	I 
[ga] 	[ 2(EEv)  ] 
Here Ejj%t represents the field in terms of linear bases of horizontal and vertical polarisation. 
() represents the real part of the argument, and () represents the imaginary part of the argu-
ment. 0* is the complex conjugate operator. In some applications, this form of representation is 
more convenient. Because, all its elements are real-valued (as compared to the complex-valued 
elements of the Sinclair matrix). Secondly, this representation is more helpful for representing 
partially polarised waves (where g g + g + g). 
In the backscattering case, the scattered and the transmitted Stoke's vectors are connected by 
the Kennaugh matrix K (in forward scattering case, this is called the Muller's matrix M). 
g (ES) = [K]g(Et) (5.9) 
Elements of the K matrix have been linked to the Huynen's parameters. These are represented 
by A0, B 0 , B, C, D, E, F, C, H and have been shown to represent specific physical properties 
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of the scattering object [6]. 
IA0+B0C 	H 	F 	1 
IC 	Ao -1 -BE 	G 	I 
[K]= I I 	 (5.10) 
'H E 	A0—BD I 
L F 	G 	D 	Bo _A o ] 
In similar lines, Germond etal. [31] have shown that, for bistatic case, the K matrix could be 
decomposed as follows: 
A0+B0+A C+I H+N F+L 
C—I A0+B—A E+K G+M = [Ku] 
H—N E—K A 0 —B—A D+J 
F — L G—M D—J B0 —A 0 —A 
In addition to the nine monostatic parameters, the bistatic Kbi has seven new parameters, viz. 
A, I, J, K, L, M, N. The elements of the K matrix were expressed in terms of the elements of 
the Sinclair matrix. Let the Sinclair matrix be represented in the linear HV basis, as follows: 
IS] 	
SHH SHyI 
L SVff Svy 	 (5.12) 
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Then the monostatic parameters are expressed as: 
A0 = (ISH H + SvvI2) (5.13) 
B HH - Svv 12 = - 
ISHv+SvHI2 
) - 	 I (5.14) 2 
C = (ISHHI2 - ISvv I 2 ) (5.15) 
D = £(SHHS1V) (5.16) 
E = 	
+ Sv jjY ((SHy 
(SHH - Svv)) (5.17) 2 
F = 	
+ SVH ((SHy 
(SHH - Svv)) Y (5.18) 2 










= - 	HH - SvvI B0 (Is 2 1 SHV +SVHI 2 ) + 	 I (5.21) 2 	I 
The bistatic parameters are expressed as: 
2 
SHy - SVH 
A 
= 
2 	1 (5.22) 
I = 	(ISvl2 - ISHvI 2 ) (5.23) 
J = 	(SVHS IV ) (5.24) 
K= 
	(( SHV SVH\ 
















(SHH - Svv)) (5.28) 2 
It can be observed that, the bistatic parameters exploit the difference between the cross po-
larised elements, viz. SHy  and SVH.  Hence, these parameters would be zero for monostatic 
configuration (where SHy = SVH). 
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5.2.2 Pauli's spin-matrix based scattering feature vectors 
Scattering feature vector representation of the Sinclair matrix, is a method to represent the 
information in the 2 x 2 Sinclair matrix, in a complex vector format, known as the feature 
vector f4. 
, = F([S]) 	Trace([S]t/) = [ fo fi 12 J3 ] T 	(5.29) 
1' is a set of 2 x 2 basis matrices, conditioned on the limitations that the vectonsation process 
should leave the norm of the scattering feature vector invariant. One such powerful basis is the 






{ 	Ii 0 	[1 0 1 	[0 1 , 1 —i 
(5.30) 
[o lj Lo —i] 	[1 0 [i 0 
The factor V/'2- is added, to maintain the norm invariant. Applying this, the Pauli feature vector 
f4p = [SHH + Svv SHH - Svv SHy - SVH i(Sv11 - SHy) ]T 
	
(531) 
While in the monostatic case, the last element of the Pauli vector vanishes, in the bistatic case, 
all the elements of the vector remain. It has been shown that the Pauli's spin matrices represent 
different types of scattering-phenomena involved [133]. Hence, the Pauli's scattering feature 
vector is expected to contain much information about the scatterers, and hence could be of 
immense use in ATR exercises. 
5.2.3 Polarimetric filters 
One of the oldest approach to exploit polarimetric information for a better SAR ATR perfor-
mance, is to use the polarimetric information, to have a better SAR image. Image using coherent 
radiation, like laser or radar, have the multiplicative noise, termed as speckle. It has been shown 
that, by using a particular polarisation state, the energy of a particular type of features in SAR 
image could be improved, while degrading the energy of other types of features. This basic 
philosophy was utilised in the polarimetnc whitening filter (PWF) [65,68, 131] to suppress the 
speckle type features and at the same time to improve features of the target like regions. This 
helps to improve the image in two ways: 
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. This reduces the speckle noise level. 
• This also makes the target features sharper. 
With a better SAR image, the performance of all stages of an ATR algorithm improves. 
In the present project, PWF type ATR enhancement could not be implemented because of two 
major reasons: 
• The input to the ATR algorithms in the present project, are the well defined areas of SAR 
image, with the targets in the centre. Hence the CFAR stage and detection stages of 
the ATR algorithm are skipped. As per the literature, these pre-classification stages are 
where the PWF-enhanced images show their major performance. 
• Secondly, the data base used for the present project is synthetic, in which the clutter is 
statistically simulated. It lacks any polarimetric information. Hence it is meaningless to 
apply polarimetric algorithms to filter such clutter. 
5.2.4 Sensor fusion approach 
In addition to the above methods of extracting information from the polarimetric data, and using 
them as features for ATR exercises, the polarimetric data can simply be assumed to be from four 
different sensors [134]. Some of the simple sensor fusion approaches can then be used to extract 
as much information as possible from the data, from all the polarimetric channels. 
5.3 Algorithms for ATR using multipolar data 
The algorithms tested in this work are as follows: 
I. Non-coherent addition of pixel amplitudes 
Det([S]) as feature 
Multi-dimensional PCA 
Minimum distance algorithm 
Maximum vote algorithm 
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Decomposition to Pauli's vector elements 
Odd-even bounces 
Using the K-matrix elements 
These algorithms can be divided into the following three groups: 
Image domain algorithms: Algorithms I and 2 belong to this category. Here the aim is to 
use all the four mono-polarised image-data, to form a single image of better quality or 
with more information. The classical PWF algorithm can also be put in this category. 
Sensor fusion-based algorithms: Algorithm 3,4 and 5 belong to this category. The approach 
here is that of a sensor fusion one. Data from different single polarisation channels are 
taken as if from different sensors and hence form different variables. These in turn are 
used to extract features, which would characterise the targets (algorithm 3, which is a 
novel output of the current project). 
Another approach is to use the monopolar data from each polarisation for classification 
and use the decisions from each polarisation types. These decisions are in turn fused, to 
get an overall (better) decision about the class of the test image-clip (algorithms 4 and 5). 
Scattering matrix synthesis-based algorithms: Algorithms 6, 7 and 8 belong to this cate-
gory. Many works have been reported, discussing different ways to decompose the scat-
tering matrix, in order to obtain the information about the scattering phenomena (which 
include the properties of the scatterers and of the wave-propagation media) [101, 135-
137]. Given the SAR images of all the four polarisations, we have the approximate scat-
tering matrix for each pixel. Because, if we neglect higher order effects in the imaging 
process, and assume a strictly far-field approximation, then as has been described in 
Chapter 3, the image pixels in a SAR image are directly proportional to the reflectivity 
of that scattering centre. Hence the elements of the scattering matrix are directly propor-
tional to the image pixel in the SAR image. 
The scattering matrices of all the individual pixels can then be decomposed, by any of 
the methods for scattering matrix decomposition. The resulting features are in turn used 
as features for ATR. Though methods of decomposition are not novel, this approach of 
using polarimetric information for better ATR results, has never been published in the 
open literature. All these algorithms are novel outcomes of this project. 
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5.3.1 Explaining the algorithms 
Throughout the present work, the orthogonal polarisation bases used are, the horizontal (H) and 
the vertical (V) polarised components. The Sinclair matrix then becomes: 
SHH SHy 
SVH Svv 
The convention adopted here for notation, is to represent the receiver antenna polarisation by 
the first subscript and the transmitter antenna polarisation by the second subscript. For example, 
for the scattering coefficient, when the transmitter antenna is horizontally polarised (H) and the 
receiver antenna is vertically (V) polarised, the scattering matrix element would be represented 
as SVH.  In the rest of this section, the algorithms used in the present project to exploit the 
multipolar data for better AIR, will be discussed. 
5.3.1.1 Non-coherent addition of pixel-amplitudes 
In this algorithm, the image amplitudes of all the four polarisation images are added to form the 
new image. The pixel amplitude of a particular pixel in the new image is calculated as follows. 
'new = ISHHI + ISHVI +ISvHI  + ISvvI 	 (5.32) 
Once a set of new images has been derived from the four polarised images, they are used for 
the classification exercise using the PCA-NN AIR algorithm (as discussed in the last chapter). 
5.3.1.2 Det([S]) as feature 
Determinant of the Sinclair matrix is invariant to the polarisation bases in use. Hence, det([S]) 
is taken in the present algorithm, as the polarimetnc-feature, to classify the target . 
In the present algorithm, a new image is formed so that the pixels of the new image are derived 
by taking the determinant of the S matrix of the corresponding pixels. 
I. = Det[S] 
	
(5.33) 
4 1t should be noted here that, this feature or any such features extracted from the polanmetric data is the extra 
feature from the polarimetric data. The other set of features, which are the 20 most prominent principal components 
of the SAR image clip, are also used as before for the ATR task. 
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5.3.1.3 Multidimensional PCA 
To handle different polarisation data, the dimension of data increases by one more degree than 
that in a monopolar dataset. One way of looking at this increased dimension data is to handle it 
as if it were obtained from different sensors. PCA is a powerful tool to fuse the data together, 
so that the resulting data is of lower dimension and has least correlation and hence maximum 
information. In the present project, the main ATR algorithm is based on PCA. Hence the over 
all procedure becomes like a multi-dimensional PCA application. Multi-dimensional PCA has 
mainly been used in data analysis in social science experiments (where data collected are huge 
and mostly of multiple dimensions). A limited piece of work has also been done in the present 
project, on the possibilities of 2D PCA in SAR-ATR. In the present case, PCA was used in two 
phases: 
Reducing the multi-polar dimension from four to a lower number, preserving as much 
information as possible. 
Reducing the number of pixel dimension from the total number of pixels to a much lower 
value, preserving as much information as possible. 
One important observation from the experiments was that, by reducing the four dimensional 
data set (for the four polarisations) to just two dimensional data using PCA, gives almost sim-
ilar results as reducing it to three or four dimensions. Hence in the further experiments, the 
four-polarisation data (HH, HV, VH, and VV) are fused into two dimensions using PCA. 
As this step in real-time means just one matrix multiplication, hence resources-wise even if 
multipolar data is used, the hardware requirements for the ATR algorithms are almost the same 
as monopolar ATR implementation. 
5.3.1.4 Minimum distance algorithm 
The present and the next algorithms are inspired by a similar work in the open literature [138]. 
This is a decision level data-fusion algorithm, where the decisions from each data channel are 
taken into account for a better final decision. For the present case, the PCA-NN algorithm was 
applied as before, to each individual single polarised training dataset, to get the training feature 
vectors. Given the test image clip in all the four polarisations, the four image clips are tested 
using the training feature vectors from the corresponding polarisations. In a NN classifier, the 
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output from each single polarisation classifier, is the Euclidean distance of the test clip to the 
nearest neighbour in that polarisation. Out of these four Euclidean distances (from the four 
different tests performed on the four different polarisations), the shortest one is chosen, and 
the class corresponding to that is declared as the target class of the test clip. The algorithm is 
expounded in the flow chart of figure 5.1. 
/ HH test 
Image 	lip 
/H training / 
/ 	features / 
HV test PCA-NN q _________ 
Image clip1 
fcia 	of the 
HV training ,i test image 
features Find the 	4 Is the class 
smallest d 	I 	corresponding 
I to the smallest 








Figure 5.1: Flowchart for the minimum distance algorithm for multipolar ATR 
5.3.1.5 Maximum vote algorithm 
In this algorithm, the classification is done separately for separate polarised data. The class 
types decided by the four polarised channels, are fed to the final decision algorithm. The 
declared class is the one favoured by the maximum number of polarisation channels. One 
draw back of this maximum-vote algorithm is the case when a tie occurs, or when the same 
number of votes are obtained for two or more targets. In that case, the Euclidean distances 
are taken from the monopolar channels, and the decision is done as in the previous minimum 
distance algorithm. From the implementation point of view, the above two algorithms are 
most computationally intensive and do not give as good results as many of the other algorithms 
tested in the present work. However, as this depends on the individual monopolar data, it is 
more implementable if less than all four polarisation channel data are available. 
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5.3.1.6 Decomposition to Pauli's vector-elements 
As has been discussed in the last section, the elements of Pauli's feature vector give insight 
into the physical features of the scattering centre. In the present algorithm, the four elements of 
Pauli's feature vector, are taken as the features. 
The first step was to map each pixel into a four dimensional set of Pauli's feature vector, which 
is calculated as below: 
[ Sj + Svv Svv - SHH SVH + SHy j(SHV - SVH)] 	
(5.34) 
This in turn is used in a multi-dimensional PCA-NN ATR algorithm. 
5.3.1.7 Odd-even bounce 
Another set of useful features extracted from the S-matrix is the percentage of energy in that 
scatterer-response, from an odd or even number of bounces [65, 137]. Basically this is due to 
the fact that the receiver and transmitter antenna should be of exactly same polarisation to get 
the maximum return from an odd number of bounces. This set of features has been used in 
the ATR process, by Novak et al., and has been studied as a potential candidate for ATh, in 
another work by Bennett et al. [139]. In the present algorithm, these two pieces of information 
(the percentage of energy in that scatterer-response, from an odd and from an even number of 
bounces) are taken as the features. The first step is to map each pixel into a two dimensional 
feature space of pixel energy from odd and even bounces. This in turn is used in a multi-
dimensional PCA-NN ATR algorithm. 
5.3.1.8 Using K-matrix elements as features 
To look for the information content in the parameters derived from the K-matrix, those pa-
rameters are extracted for each pixel of the SAR image. These derived parameters are in turn 
used as features of the target for the ATR exercise. The algorithm used for ATR is that of the 
multi-dimensional PCA. The initial SAR image can be assumed as a two dimensional matrix. 
After generating the K-matrix parameters from each pixel from the four polarised images, it 
results in a set of ii two-dimensional matrices (where n is the number of K-matrix elements 
used in the ATR exercise). The final dataset can now be treated as a three dimensional matrix, 
and by using PCA, its dimensions are reduced to generate only the uncorrelated data. That in 
130 
Use of multipolar data for ATR 
turn is used in the ATR exercise, using the nearest neighbour recognition algorithm. 
5.3.2 Results and discussions 
In this subsection, the results from the multipolar SAR ATR algorithms 5  are presented. Fig-
ure 5.2 shows the performance for the PCA-NN ATR algorithm applied on the four types of 
single polarised data (viz. HH, HV, VH, and VV), as compared to using all the different 
polarised data. In using multi-polar data, the multi-dimensional PCA based approach has been 
used. The results are displayed in the form of a bar-chart, where each group of bars represent 
the ATR performance for one target type. It can be observed that: 
• The polarisation of the data, which gives the best performance (among the single po-
larised dataset results) is not the same for different targets. This implies that, there is no 
particular choice of polarisation of the radar system antennas, using which a uniformly 
good performance could be achieved across the target types. 
• In general the performance of the multi-polar data based ATR is better than single po-
larised data based ATR, for all the targets. 
With this initial positive observation that handling ATR in the multipolar domain does increase 
the performance of the ATR system, the performance of the various multi-polar ATR algorithms 
will be discussed next. In addition to comparing the results as the percentage of correct classifi-
cation, the present comparison will also involve comparison of the error bars. While comparing 
the result from two or more different ATR algorithms, it is crucial to note how these perfor -
mances would vary for a different set of training and test databases. For this purpose, the ATR 
exercise was run using the different algorithms for 100 times, choosing a random set of images 
as the test and the training datasets, for each run. From these simulations, the statistics of the 
ATR performances was found for each type of ATR algorithm. Due to the lack of exhaustive 
amount of datasets, simulation-runs and the synthetic nature of the database, the performance 
was assumed to follow a Gaussian distribution. If Pj represents the probability of correct 
classification (in percentage) for one class of target for the jth  iteration, then the mean value of 
5except for the K-matrix element based algorithm, which will be discussed in a different section, because of its 
significance for bistatic polarimetry! 
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the probability of correct classification P,, for that class is given by: 
Pcm=>Pccj. 	 (5.35) 
N is the total number of iterations run. The standard deviation of the probability of correct 
classification Pd  is given by: 
N 
Pd= (P 	0 	 (5.36) - .L ccm) 
i=1 
In comparing the results, the mean value of performance was plotted along with an error bar of 
width, which is thrice the standard deviation. 
Figure 5.3 shows the mean value of the performances along with the error bars. There are quite 
a few major observations from this set of results: 
The performance of the ATR algorithms using HV dataset and VH dataset, are not the 
same. This is in line with the classical fact that cross polar components in a bistatic 
system are different (and carry different information). 
. Almost all the multi-polar ATR algorithms perform better than the single-polarisation 
ATR performance. 
• Multipolar ATR algorithms based on Pauli's feature vector and multidimensional PCA, 
outperform all other multipolar algorithms and have almost similar performance. 
• These two algorithms also have the minimum error bar. 
• These two algorithms differ only in the implementation phase, where the PCA-based 
approach reduces the fully polarimetric data dimension from four to two, while the Pauli's 
feature vector based algorithm converts the four dimensional polarimetric data into a four 
dimensional Pauli's feature vector. Hence, even though they have the same performance, 
due to implementation ease, the PCA-based algorithm would be the algorithm of choice. 
• Error bars for the single polarised ATR algorithms are mostly greater than that for the 
multipolar ATh algorithms. 
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Figure 5.2: Comparison of ATR performance using single polarised data versus the perfor-
mance using all the four types of polarised data 
5.4 Train all test any (TATA) algorithm 
This is another novel way of handling multi-polar data for the purpose of ATR. The guiding 
principles behind this algorithm are: 
• Fully polarimetnc data represents the complete information about a scatterer. 
Information-content of a monopolar image is the subset of the information in the multi-
polar image. 
The major problems targeted by this algorithm, are three fold: 
I. A major concern behind the reluctance in accepting fully polarimetric systems is the 
cost involved in replacing all the existing systems with fully polarimetric systems. Even 
by crude calculations, a fully polarimetric system would be at least twice as costly as 
its monopolar counterpart. Hence it can be concluded that it will take a while before 
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Figure 5.3: Performance of different multipolar ATR algorithms, along with the error bar of 
each algorithm 
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to obtain even some limited advantages of a fully polarimetric system, by some partial 
implementation? 
A second concern is the stability of a monopolar antenna in a running system. For ex-
ample, the ATR algorithm might have been trained for a HH polarised database. Hence, 
the running system has to be HH polarised, to give the best performance. If the trans-
mitter or receiver antenna polarisation gets changed, then as would be discussed in this 
subsection, the ATR performance drops drastically. Can this limitation of a monopolar 
system be overcome by some partial implementation of multi-polar data? 
Thirdly, there has been extensive work done on the advantages of using the optimal po-
larisation in radars [76, 77], which uses a particular antenna polarimetry to reduce the 
speckle in the scene. This combination may change from flight to flight, and even from 
scene to scene. Hence, unless the ATR system has been trained with that particular com-
bination of polansation, including the advantages of the optimal-polarisation antenna to 
the ATR facility, is impossible. Is there any scope of getting optimum polarimetry and 
good ATR performance in the same system? 
The answer to all the above concerns was found to be quite simple, which is to use fully polari-
metric data to train the ATR system, and to use any polarimetric data in the test phase. 
The multipolar ATR algorithm to be followed, has to be such that it does not depend on the extra 
information extracted from the elements of the Sinclair matrix. Because, in that case monopo-
lar test image information can not be used effectively. However, the non-coherent addition 
of the pixel amplitudes algorithm and the multi-dimensional PCA algorithm, do not depend 
on any particular information from the Sinclair matrix, unlike the Pauli's feature vector based 
algorithm. The steps taken in this algorithm, are as follows: 
• The training phase is carried out with all the four polarised databases. For the non-
coherent addition of the pixel amplitudes algorithm, the first step is a pixel by pixel 
addition to get the new data, on which PCA was applied. For the multidimensional 
PCA based approach, the four dimensional data (HH,HV,VH and VV) is reduced to two 
dimensions. 
• In the test phase, the test image clips of only a single polarisation, are processed. To 
match the test phase with the training phase, the single polarised image clip is copied 
into four image matrices. This four dimensional data is then handled like a multipolarised 
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dataset. For the non-coherent addition of the pixel amplitudes algorithm, it is a pixel by 
pixel addition to get the new data, on which PCA is applied. For the multidimensional 
PCA based approach, the four dimensional data (same polarised data copied four times) 
is reduced to two dimensions. 
. The rest of the steps are the same, as those for the multidimensional case. 
The first set of experiments performed was to observe the performance of single polarised 
training database ATR algorithms (PCA-NN was the ATR algorithm used), and of the TATA 
algorithm, when the polarisation of the test data varies. Figure 5.4 shows the results for the four 
targets. In each subplot, the indices in the x-axis represents the polarisation of the test data. 
Major observations, from this set of results, are: 
• For single polarised dataset, the performance is the best when the test dataset is of the 
same polarisation as the training dataset. 
• For any difference in polarisation, such algorithms mostly perform poorly. 
• For the non-coherent addition of the pixel amplitudes based TATA algorithm, the per-
formance is less than the best performance obtainable, if a single polarised case is used, 
with the test and the training datasets of the same polarisation. However, with a change 
in the polarisation of the test-data, the performance remains extremely stable. 
• The multidimensional PCA based TATA algorithm performs only slightly worse than the 
best performance obtainable using the single polarised cases (when the test and training 
database are of the same polarisation). In addition to this, the performance is almost 
independent of the polarisation of the test-data. 
To further study the sensitivity of the ATR performance, to the polarisation of the training 
and the test datasets, another set of simulation-experiments was designed. In practice, the 
radar systems used are mostly co-polarised, and in linear bases the polarisations would be HH 
or VV. When the antenna are co-located, which is the classical monostatic configuration, 
there is very little chance of polarisation mismatch, between the transmitter and the receiver 
antenna. However, for the bistatic case, the transmitter and the receiver antenna are on different 
platforms. One fact mostly not given enough thrust while dealing with bistatic systems, is the 
fact that along with time synchronisation, the antenna should also be polarisation synchronised, 
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in a bistatic configuration. Unsynchronised polarisation on the two antenna might not affect 
the immediate system performance, but will affect severely the performance of the system in 
ATR exercises. As was discussed in last section, ATR performance is the best, only when the 
training and the test data polarisation are the same. Let us assume a bistatic ATR system, which 
has been trained with HH polarised data. It would perform the best for HH polarisation, and 
hence the test system has been set to HH polarisation. However, there is every possibility 
that due to certain shocks or aerial-manoeuvres, the receiver antenna polarisation plane will 
get mis-aligned to the transmitter antenna polarisation plane. Let us further assume that the 
receiver antenna is shifted by an amount 80 with respect to the supposed H axis. The received 
signal by this antenna can be represented in terms of the orthogonal bases as: 
Eneu, = EH cos(80) + Ev sin(80) 	 (5.37) 
Using this equation, the new image formed using this offset receiver antenna will be: 
'HH50 = SHH cos(ó0) + SVH sin(JO) 	 (5.38) 
ATR was performed on this new data using single polarised training data (using HH polarised 
data) and using TATA based algorithms. This was repeated for increasing values of the offset 
angle 80. The result is shown in figure 5.5. Similar experiments were performed with a VV 
polarised system, in which case, the image for offset receiver antenna will be given by: 
Ivvoo = Svv cos(60) + SHy sin(60) 	 (5.39) 
The results for VV polarised system are shown in figure 5.6. Certain observations, from the set 
of results, are as follows: 
• With increase in the offset angle, the performance of the single polarisation trained ATR 
algorithm, decreases monotonously. 
• TATA based algorithms also suffer a performance loss in certain cases with increase in 
the offset angle. 
• However the loss of performance for the single polarisation trained ATR algorithm, is 
steeper. 
• In some cases, with increasing offset angle, the performance of the TATA based algorithm 
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increases. This is because, with offset receiver antenna, the antenna collects information 
from both co and cross polarisation. 
. For an offset angle of around 100,  the single-polarised ATR algorithm performs better 
than the TATA based PCA-NN algorithm. However, after that, the TATA based PCA-NN 
algorithm outperforms. 
Hence the new algorithm was shown to be quite efficient in handling any polarised database. 
This will be of a huge benefit, where the ATR system polarisation is not known in advance. Such 
a case might arise if the optimum polarisation theories are implemented. Secondly, implement-
ing TATA based algorithm may allow for less strict calibration of the bistatic system antenna, as 
compared to the methods recommended by certain studies in the open literature [140]. Thirdly, 
it was shown that for an optimum ATR performance in a bistatic system, synchronisation of 
transmitter and receiver antenna polarisations is a must. This strict and unrealistic condition 
can easily be overcome, by using a TATA based algorithm. 
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5.5 Bistatic and monostatic polarimetric features 
Fully polarimetric radar systems have been a subject of intense study and research for a long 
time. It has been conclusively shown that fully polarimetric data in monostatic configuration 
gives a lot of information about the physical features of the target. Specially remarkable is 
the work by Huynen [6], who gave a one-to-one correspondence between physical features 
of a target and parameters derived from the fully polarimetric data from a monostatic radar. 
However, due to the large number of scene-combinations (of transmitter and receiver) involved 
in the bistatic case, Huynen has expressed strict reservations against any information contained 
in the extra parameters derivable from a bistatic configuration. In the present project, a limited 
study was undertaken to predict any possible information from the fully polarimetric data in a 
bistatic configuration. 
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Figure 5.7: ATR performance by taking increased number of K matrix elements 
Huynen extracted nine parameters from the K-matrix for the monostatic case, and showed their 
direct relation to physical features of the target. For the monostatic case, the K-matrix is sym-
metric, whereas for the bistatic case, it is not. Hence in a similar manner, seven more parameters 
were extracted from the bistatic K-matrix, by Germond etal. [31]. However, Huynen has stated 
that any such bistatic parameters would contain no information about the target. To look at the 
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Figure 5.8: The ninth element effect on ATR performance 
information content in the extra parameters derived from the K-matrix, those parameters were 
extracted for each pixel of the bistatic SAR images. These derived parameters were in turn 
used as features of the target, for ATR. In this piece of analysis, it was assumed that if a certain 
derived parameter has any physical significance, then adding that parameter as a feature should 
increase the ATR performance. The algorithm used for ATR is that of multi-dimensional PCA 
based nearest neighbour classifier. The initial SAR image can be assumed as a two dimen-
sional matrix. After generating the parameters from each pixel from the four polarised images, 
it results in a set of two-dimensional matrices. The total data now, can be treated as a three 
dimensional matrix, and using PCA, its dimension is reduced to generate only the uncorrelated 
data. That in turn, was used in the ATR exercise, using nearest neighbour recognition algo-
rithm. 
Figure 5.7 shows the ATR performance for the four targets, as the number of parameters from 
K-matrix, were increased one by one. The first nine parameters are monostatic. The bistatic 
parameters are from the tenth onwards. It can be observed that: 
. With an increase in the number of parameters, the ATR performance increases. 
. With the addition of bistatic parameters, the ATR performance does not increase, except 
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for one target (MBT). 
The reason, why the increase is observed only for the MBT, can be explained on basis of the 
complexity of the models. The MBT is the most complicated model among all the four targets 
modelled in this work, with the maximum amount of physical features. The other three targets 
are not that complicated, and hence the nine monostatic parameters are enough to represent 
their physical features. Whereas, for the MBT, there are features to be accounted for, by the 
bistatic polarimetric data. 
Hence the bistatic parameters were shown to contain information. 
The next experiment was done to find which bistatic parameters in particular, contain the infor -
mation. For this, the ATR exercise was run with nine of the parameters from the K-matrix. Out 
of these, eight were kept fixed. For the ninth parameter, all the bistatic parameters were used 
one after the other. The results are shown in figure 5.8. As before, the performance increases 
only for the target MBT. The interesting observation from this experiment is that, only two out 
of all the bistatic parameters tested are responsible for the increase in the ATR-performance. 
The last experiment showed that taking more elements from the K matrix increases the ATR 
performance. It can be argued that taking more elements is just like adding more information. 
However, the present experiment showed that by simply increasing the number of K matrix el-
ements taken, does not increase the ATR performance. Rather, the ATR performance increases 
only by taking certain Kmatrix elements. Hence it can be concluded that those particular el-
ements represent certain classifiable features of the target, and hence could indeed represent 
certain physical features of the target. Contrary to the held belief that bistatic polarimetric data 
is devoid of any interpretable information, this experiment concludes that bistatic polarimetric 
data do represents specific information about the target, which can be used to classify the targets 
better. 
5.6 Summary 
In the present chapter the work done in this project towards exploiting multipolar data for 
better ATR performance, was discussed. The experiments and results are limited, in the sense 
that the database used was a synthetic one. However, the qualitative aspects of the results still 
hold and are quite significant. It was demonstrated that multipolar data do give a significant 
improvement in the ATR performance and reduce the error bounds of the performance, thus 
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making the whole system more stable and robust. Another important contribution was the 
development of the train all test any algorithm, which can be a practical answer to many issues 
related to the polarisation of the bistatic systems. Lastly, it was also shown that contrary to 
views held, the bistatic fully polarimetric data do have information about the targets and could 
be used effectively for a better ATR performance. Two fronts of future work from this point, 
are as follows: 
All the algorithms discussed in this chapter can be tested on the field collected monostatic 
database available recently in the public domain. 
Work in line with Huynen's work could be carried out to analyse the exact correlation 
between the bistatic fully polarimetric data and the physical features that they may be 




In the introduction chapter of the thesis, the pertinence of the present work has been presented. 
With that, a few of the questions were discussed, which the present work has tried to answer. In 
the present chapter, those questions will be reviewed with the observations from the previous 
chapters, and the major achievements and observations will be reiterated. 
Section 6.1 will review the aims of the project as discussed in the introductory chapter of the 
thesis. The major achievements of the project will be discussed in the section, stressing the 
achievement of the goals as set in the beginning. In section 6.2, limitations of the project 
are discussed, and it is explained how the major observations still hold in spite of the stated 
limitations. Section 6.3 discusses the possible future directions of the current research. 
6.1 Aims and achievements of the project 
One of the major interests behind the present project was to examine the possibility of bistatic 
ATR. It was observed that, within the limitation of simulated database-based studies, bistatic 
ATR performance is quite encouraging. Upon being compared to the ATR performance in the 
monostatic domain, the bistatic ATR performance was found to be worse. To face the strict de-
mands of a bistatic ATR system, the principal component analysis (PCA) based nearest neigh-
bour (NN) algorithm was used as the ATR algorithm. The PCA-NN algorithm was shown to be 
fast, due to the handling of the ATR exercise in the reduced PC-space. It was also shown to give 
almost similar performance with different targets. Degradation of ATR performance with the 
addition of clutter and with the reduction in training dataset, was found to be less severe using 
the PCA-NN algorithm than using the standard conditional Gaussian model based Bayesian 
classifier (CGBC). Hence, in response to the first major interest, a couple of encouraging ob-
servations, along with an efficient ATR algorithm, were contributed by the present project. 
One of the most popular ways of relating monostatic and bistatic configuration is the fact that 
monostatic configuration is the special case of bistatic configuration with the bistatic angle 
equal to zero degrees. From both the understanding and implementation points of view, bistatic 
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angle is an important parameter of the bistatic configuration. Hence the next interest was to 
find out the dependence of bistatic ATR performance on the bistatic angle parameter. It was 
observed that ATR performance does degrade with an increase in the bistatic angle of imaging. 
However, the degradation in the case of using the PCA-NN algorithm, was found to be less 
severe than the degradation as observed while using the conventional CGBC ATR algorithm. 
The next interest was to look for ways to improve the bistatic SAR ATR performance. One of 
the reasons for deteriorating bistatic SAR ATR performance, with increasing bistatic angle of 
imaging, is the loss of image resolution with an increasing bistatic angle of imaging. This is 
because the frequency (k) space support of imaging decreases by a factor of cos(3), which in 
turn reduces the resolution of the image. Observations from the experiment of using the same 
k space support of imaging, irrespective of the bistatic angle, suggested that the loss of ATR 
performance with increasing bistatic angle of imaging, can be attributed mostly to the reduc-
tion of the k space support. Hence, to make up for the loss of ATR performance, which is due 
to the loss of image resolution, an increasing bandwidth of operation can be chosen with an 
increasing bistatic angle of imaging. With a bandwidth compensation, the bistatic ATR system 
performance would be comparable to the monostatic ATR system. However, the loss of resolu-
tion increases with a factor of cos(3). For extreme bistatic angle conditions (as 3 approaches 
1800), an infinite increase in bandwidth of imaging is needed to compensate for the loss of 
resolution. Hence, depending on the system capabilities and the future research achievements 
in the field of bistatic imaging, the bistatic angle of operation has to be kept below a certain 
angle, for acceptable ATR performance. 
Given the current slow revival of interest in fully polarimetric radar systems, it was also of 
particular interest to look into possible improvements in ATR performance, by using multipolar 
data instead of single polarisation radar data. Even though polarimetric studies of electro-
magnetic scattering, have been done for the past few decades, a thorough study of algorithms to 
exploit fully polarimetric data for better ATR performance, has not been found in the open liter-
ature. Due to a simulated database, the present project was successful in generating fully polari-
metric database for the bistatic configuration. A range of algorithms were tested in the present 
project, to improve the ATR performance by using multipolar, instead of single-polarisation 
radar images. Such an approach, involving a thorough test of so many algorithms, is a unique 
work. The results were encouraging. First of all, multi-polar data was shown to significantly 
improve the ATR performance. It was also shown that by using PCA-based fusion of multipolar 
data, the ATR performance not only improves, but also stabilises (by having a very small error 
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bar). The novel approach of using multipolar data in the training phase of ATR and any single 
polarised data in the test phase, was also proposed. Such an approach was shown to be robust 
to transmitter-receiver antenna misalignment. Finally, contrary to popular reservations, it was 
shown that extracting information from bistatic fully polarimetric data is possible and analysis 
of fully polanmetric radar data in a bistatic configuration can give information about the target 
features. 
The conclusions and insights gained from the present work make the case stronger for the de-
velopment of bistatic and multistatic radar systems. Within a limited study, it was found that 
an important usage like ATR is definitely implementable in a bistatic radar system, with certain 
modifications in the system. Hence, the future radar system, if bistatic, need not shed any cur-
rent applications to gain into other strategic applications. The current study also made a case 
for further detailed study into possibilities using multipolar radar systems and implementation 
of them. 
In addition to the above achievements, one of the major achievements of the current project 
is the generation of the SAR image database of military ground targets. There is no current 
literature in the open databases, which explains the procedure towards generating a database of 
SAR images of man-made targets, using a generic EM-simulation tool. There have been re-
ports stressing the need for simulated database for getting insight into SAR imaging and to help 
in improving performance of radar ATR algorithms [3]. Commercial electromagnetic compu-
tational tools like XPatch and Epsilon do claim to be capable of simulating SAR images 
of life-size targets. However, these softwares are restricted in their marketing, and hence not 
available for the wider research community. In the current project, a generic EM modelling 
software has been used. Using the physical optics (P0) approximations with multiple-bounces, 
the SAR images of the CAD models of the targets, were simulated. A theoretically sound 
and computationally simple procedure was also introduced to simulate the ground clutter and 
shadow regions in the SAR images of the targets. The overall procedure is computationally 
fast, generic enough to be adaptable to any EM-simulation tool, and is supposed to help any 
future researcher working in fields related to radar signal modelling and classification. 
6.2 Limitations of the present project 
One of the limitations of the present work is the dependence on a synthetic database. Even 
though the simulated database has performed encouragingly in all the tests it has been put 
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through, there is always a chance that it might give rise to some subtle flaw in the final conclu-
sions. However, as all the conclusions made in the present work, have been kept at a qualitative 
level, the overall observations are expected to be immune to the synthetic nature of the database. 
The work on using fully polarimetric radar data for improved ATR, has used only the synthetic 
database for bistatic configuration. However, all the algorithms used in that piece of work are 
generic and could be applied on monostatic data as well. Hence another limitation of the present 
work is that, even though the applied algorithms are generic, the results could only be claimed 
to be true, strictly for the bistatic case. The next section discusses the proposed future research 
which could establish the results for both bistatic and monostatic cases. 
6.3 Future extension of the work 
There are quite a few proposed directions for further research. 
The PCA-NN ATR algorithm could be fine-tuned further. One obvious path would be to im-
plement the PCA-NN algorithm in an FPGA, and to note the issues in implementation and 
final performance. Secondly, kernel principal component analysis could be tested for its per-
formance as an ATR tool. Even though it will both be memory intensive and more time taking 
than the PCA-NN algorithm, the performance might be higher. 
Among other possible ATR approaches, one novel approach which can be tried, is the projective 
geometry based feature extraction. Projective geometry [141] based features are more robust 
to target pose and the angle of imaging [142], and hence may prove as the right answer in the 
search of AIR algorithms, which can be trained with minimum data. 
The observations from the work concerning the use of fully polarimetric radar data for ATR, 
are based on simulated bistatic data. Recently, a database of fully polarimetric monostatic SAR 
image clips has been made public [143]. Hence similar algorithms can be applied on the real 
data, to establish the observations more firmly. 
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Confusion Matrices for the 
Experiments from Chapter 4 
Low bistatic angle Medium bistatic angle Low bistatic angle  
Train A M S M A M S M A M S M Overall 
(Rx at perfor- 
100 ) mance 
Test (in 
(Rx at %age) 
150 ) 
APC 143 1 0 0 134 6 1 3 110 6 17 11 89.6 
MBT 6 137 0 1 13 111 0 20 24 99 5 16 80.3 
STIR 0 0 114 0 1 0 143 0 2 4 137 1 98.2 
MSL 0 0 0 144 1 3 20 120 16 2 29 97 83.6 
Table A.1: Confusion matrix for CGBC algorithm on synthetic bistatic data (no clutter; HH 
polarisation) 
Low bistatic angle Medium bistatic angle Low bistatic angle  
Train A M S M A M S M A M S M Overall 
(Rx at perfor- 
100 ) mance 
Test (in 
(Rx at %age) 
15° ) 
APC 143 1 0 0 138 4 1 1 110 15 16 3 90.5 
MBT 1 143 0 0 6 122 1 15 8 118 9 9 88.7 
STIR 0 1 143 0 0 2 142 0 2 3 138 1 97.9 
MSL 0 0 0 144 1 
1 	3 12 128 13 2 29 100 1 	86.1 
Table A.2: Confusion matrix for CGBC algorithm on synthetic bistatic data (no clutter; VV 
polarisation) 
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Low bistatic angle Medium bistatic angle Low bistatic angle  
Train A M S M A M S M A M S MOverall 
(Rx at perfor- 
100) mance 
Test (in 
(Rx at %age) 
150 ) 
APC 1402 0 2 138 5 0 1 11211 4 17 90.3 
MBT 0 144 0 0 1 142 1 0 17 1 	104 11 12 90.3 
STR 0 4 140 0 4 137 2 2 9 125 8 93.1 
MSL 6 0 1 137 E220 1 5 118 32 1 	10 4 98 81.7 
Table A.3: Confusion matrix for CGBC algorithm on synthetic bistatic data (no clutter; VH 
polarisation) 
Low bistatic angle Medium bistatic angle Low bistatic angle  
Train A M S M A M S M A M S M Overall 
(Rx at perfor- 
10°) mance 
Test (in 
(Rx at %age) 
15° ) 
APC 129 0 2 13 130 1 0 13 118 1 	4 1 21 87.3 
MBT 2 126 0 16 2 133 2 7 21 98 7 18 82.6 
STR 12 0 131 1 7 1 135 1 7 1 128 8 91.2 
MSL 4 4 0 136 18 1 	1 Il 114 31 7 5 101 	1 81.3 
Table A.4: Confusion matrix for CGBC algorithm on synthetic bistatic data (no clutter; HV 
polarisation) 
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Low bistatic angle Medium bistatic angle Low bistatic angle  
Train A M S M A M S M A M S M Overall 
(Rx at perfor- 
100) mance 
Test (in 
(Rx at %age) 
15° ) 
APC 140 3 0 1 128 10 3 3 109 13 12 10 87.3 
MBT 4 139 0 1 10 130 3 1 10 119 II 4 89.8 
ZR 0 0 144 0 2 1 141 0 5 4 132 3 96.5 L1 0 0 0 144 3 1 1 	0 140 6 5 1 	5 128 95.4 
Table A.5: Confusion matrix for PCA-NN algorithm on synthetic bistatic data (no clutter; HH 
polarisation) 
Low bistatic angle Medium bistatic_angle Low bistatic angle  
Train A M S M A M S M A M S M Overall 
(Rx at perfor- 
10°) mance 
Test (in 
(Rx at %age) 
150 ) 
APC 143 1 1 	0 0 135 3 1 5 112 17 7 8 90.3 
MBT 6 138 0 0 7 138 0 1 12 117 9 6 90.5 
STR 1 0 143 0 3 1 140 0 4 4 135 1 96.8 
MSL 0 1 0 	1 143 2 1 	4 1 137 5 	1 11 8 1 	120 92.6 
Table A.6: Confusion matrix for PCA -NN algorithm on synthetic bistatic data (no clutter; VV 
polarisation) 
Low bistatic angle Medium bistatic angle Low bistatic angle  
Train A M S M A M S M A M S M Overall 
(Rx at perfor- 
10°) mance 
Test (in 
(Rx at %age) 
15°) 
APC 140 1 1 	3 0 127 1 	4 3 10 106 8 12 18 86.3 
MBT 0 144 0 0 2 139 2 1 6 119 10 9 93.1 
STR 4 1 139 0 4 4 134 2 3 1 138 2 95.1 
MSL 0 0 0 144 7 2 0 135 19 14 9 102 88.2 
Table A.7: Confusion matrix for PCA -NN algorithm on synthetic bistatic data (no clutter; HV 
polarisation) 
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Confusion Matrices for the Experiments from Chapter 4 
Low bistatic_angle Medium bistatic angle Low bistatic angle  
Train A M S M A M S M A M S M Overall 
(Rx at perfor- 
100) mance 
Test (in 
(Rx at %age) 
15° ) 
APC 136 1 1 6 111 8 7 18 92 18 14 20 78.5 
MBT 0 0 0 9 128 7 0 2 120 11 11 90.7 
STR 3 ftl 40 3 6 131 4 8 11 122 3 91.1 MSL 5 0 E138  13 3 4 122 31 21 12 80 78.7 
Table A.8: Confusion matrix for PCA -NN algorithm on synthetic bistatic data (no clutter; VH 
polarisation) 
Low bistatic angle Medium bistatic angle Low bistatic angle  
Train A M S M A M S M A M S M Overall 
(Rx at perfor- 
10°) mance 
Test (in 
(Rx at %age) 
15°) 
APC 91 18 0 35 52 23 1 1 	68 45 39 7 53 43.5 
MBT 31 104 1 8 24 74 5 41 19 86 2 37 61.1 
STR 2 1 130 11 8 2 99 35 10 6 81 47 71.8 
MSL 
1 	6 11 0 127 12  19 1 112 10 20 0 115 81.9 
Table A.9: Confusion matrix for CGBC algorithm on synthetic bistatic data (with clutter; HH 
polarisation) 
Low bistatic angle Medium bistatic angle Low bistatic angle  
Train A M S M A M S M A M S M Overall 
(Rx at perfor- 
10°) mance 
Test (in 
(Rx at %age) 
15°)  
APC 122 16 3 3 112 24 5 3 99 15 18 11 77.1 
MBT 28 112 4 0 25 107 9 3 20 97 12 15 73.1 
STR 1 4 139 0 4 6 132 2 10 4 121 9 90.7 




120  1 91.4 
Table A. 10: Confusion matrix for PCA -NN algorithm on synthetic bistatic data (with clutter; 
HH polarisation) 
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Low bistatic angle Medium bistatic angle Low bistatic angle  
Train A M S M A M S M A M S M Overall 
(Rx at perfor- 
100) mance 
Test (in 
(Rx at %age) 
150) 1 
APC 127 5 1 11 109 3 2 30 91 4 29 20 75.7 
MBT 4 139 0 1 10 110 1 23 15 107 13 9 82.4 
STIR 0 2 142 0 1 0 143 0 1 0 143 0 99.1 
MSL 0 3 0 141 3 2 21 118 1 	1 3 35 1 	105 84.3 
Table A. 11: Confusion matrix for CGBC algorithm on synthetic bistatic data (no clutter; i-/H 
polarisation; same k space imaging) 
Low bistatic angle I Medium bistatic angle Low bistatic angle  
Train A M S M A M S M A M S M Overall 
(Rx at perfor- 
10°) mance 
Test (in 
(Rx at %age) 
15° ) 
APC 141 3 1 	0 0 128 8 1 7 130 1 	6 4 1 	4 92.4 
MBT 10 132 1 1 4 1 	132 6 2 7 125 6 6 90.1 
STR 0 0 141 3 2 5 0 137 3 3 2 136 96.3 
MSL 
Table A.12: Confusion matrix for PCA -NN algorithm on synthetic bistatic data (no clutter; 
HH polarisation; same k space imaging) 
Low bistatic_angle Medium bistatic angle Low bistatic angle  
Train A M S M A M S M A M S M Overall 
(Rx at perfor- 
10°) mance 
Test (in 
(Rx at %age) 
15° ) 
APC 140 4 0 0 136 0 3 1 	6 109 10 16 9 89.1 
MBT 4 138 0 2 9 110 0 25 23 96 4 21 79.6 
STR 2 2 140 0 2 0 140 2 7 4 130 3 94.9 
MSL 3 1 	3 1 	4 134 1 4 22 117 22 1  0 1 	28 1  94 79.9 
Table A.13: Confusion matrix for CGBC algorithm on synthetic bistatic data (no clutter; HH 
polarisation; training dataset reduced to half) 
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Low bistatic angle Medium bistatic_angle Low bistatic angle  
Train A M S M A M S MA M S MOverall 
(Rx at perfor- 
100) mance 
Test (in 
(Rx at %age) 
15° ) 
APC 123 20 0 1 119 8 4 13 81 17 16 29 74.8 
MBT 2 141 0 1 9 116 0 19 10 104 3 27 83.6 
STR 0 3 141 0 2 1 136 5 18 1 119 6 91.7 
MSL 1 9 16 5 	1 124 9 16 1 	12 107 9 	1 16 23 	1 96 73.4 
Table A.14: Confusion matrix for CGBC algorithm on synthetic bistatic data (no clutter; HH 
polarisation; training dataset reduced to one-third) 
Low bistatic angle Medium bistatic angle Low bistatic angle  
Train A M S M A M S M A M S M Overall 
(Rx at perfor- 
10°) mance 
Test (in 
(Rx at %age) 
15° ) 
APC 137 7 0 0 123 20 0 1 98 31 0 15 82.9 
MBT 7 135 0 2 11 124 5 4 10 106 17 11 84.5 
STR 0 0 141 3 4 1 133 6 5 5 133 1 94.2 
MSL 6 1 3 134 5 6 2 129 9 10 10 115 87.5 
Table A.15: Confusion matrix for PCA -NN algorithm on synthetic bistatic data (no clutter; 
HH polarisation; training dataset reduced to half)  
Low bistatic angle Medium bistatic_angle I 	High bistatic_angle  
Train A M S M A M S M A M S M Overall 
(Rx at perfor- 
10°) mance 
Test (in 
(Rx at %age) 
15°) 
APC 127 17 0 1 	0 109 35 0 0 98 46 0 0 77.3 
MBT 19 122 2 1 16 118 6 4 13 116 8 7 82.4 
STR 0 3 143 0 1 2 140 1 10 8 122 4 93.8 
MSL 10 4 1 129 7 4 3 128 12 13 10 109 84.7 
Table A. 16: Confusion matrix for PCA -NN algorithm on synthetic bistatic data (no clutter; 
HH polarisation; training dataset reduced to one-third) 
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Low bistatic angle Medium bistatic angle Low bistatic angle  
Train A MS MA MS M A MS M Over- 
(Rx at all per- 
100) form- 
Test nce(in 
(Rx at %age) 
15° ) 
APC 72 0 0 0 65 3 1 3 45 4 12 11 45.8 
test 
set I 
APC 14410170530 19 27000 
test 
set2 
MBT 5 67 0 0 6 59 0 7 11 49 4 8 82.4 
test 
set 1 
MBT 462065520 15 4 67 0 1 
test 
set2 
STR 00720 1 071 0 1 4 66 1 61.1 
test 
set I 
STIR 7 6 37 22 13 30 13 16 8 50 5 9 
test 
set2 
MSL 0 0 0 72 1 1 11 59 2 1 14 55 70.4 
test 
set 1 
MSL 2160542240 46 548118 
test 
set2 
Table A.17: Confusion matrix for CGBC algorithm on synthetic bistatic data (no clutter; HH 
polarisation; training dataset reduced to half (azimuth angle till 1801)) 
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Low bistatic angle Medium bistatic angle Low bistatic angle  
Train A MS MA MS M A MS M Over- 
(Rx at all per- 
100) form- 
Test nce(in 
(Rx at %age) 
15° ) 
APC 62 10 0 0 54 15 0 3 32 23 0 17 76.9 
test 
set 1 
APC 66 2 0 4 63 5 0 4 55 13 0 4 
test 
set2 
MBT 2 69 0 1 11 55 4 2 11 51 3 7 85.4 
test 
set I 
MBT 46800 1 66 0 0 56025 
test 
set2 
STR 1 0 70 1 5 0 67 0 4 7 60 1 93.8 
test 
set I 
STR 007202070 0 700662 
test 
set2 
MSL 8 2 13 48 8 3 22 39 8 7 18 39 64.4 
test 
set! 
MSL 11 8 4 49 11 0 13 48 4 3 10 55 
test 
set2 
Table A.18: Confusion nwtrLr for PCA -NN algorithm on synthetic bistatic data (no clutter; 
HH polarisation; training dataset reduced to half (azimuth angle till 1800)) 
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Confusion Matrices for the Experiments from Chapter 4 
Train (170) 
Test (150) 
t000 t006 t016 t025 t026 Performance 
 (in percentage) 
t000 222 0 13 38 1 81.02 
1005 2 263 1 5 3 95.99 
t016 14 3 241 12 3 88.28 
1025 4 1 	1 4 263 1 	2 95.99 
t026 0 1 4 1 1 1 268 97.81 
Table A.19: Confusion matrix for CGBC algorithm on MSTAR monostatic data (window width 
= 10°) 
Train (170 ) 
Test (15°) 
1000 t006 t016 t025 t026 Performance 
 1 (in percentage) 
WOO 231 0 21 19 3 84.31 
t005 1 266 2 2 3 97.08 
t016 8 7 237 12 9 86.81 
t025 14 1 2 1 	252 5 91.97 
t026 2 5 7 1 4 256 93.43 
Table A.20: Confusion matrix for PCA -NN algorithm on MSTAR monostatic data (PC=30) 
Train (170 ) 
Test (150 ) 
t000 t006 t016 t025 t026 Performance 
 (in %age) 
Overall 
performance (in %age) 
WOO 
set 1 
112 0 22 3 0 81.7 54.74 
27.7  set 2 38 1 48 49 1 
t005 
set I 
1 105 1 30 0 76.6 52.92 
set 2 5 1 	40 26 1 	33 33 1 	29.2 
t016 
set I 
17 7 97 11 5 70.8 56.20 
set  52 5 57 21 1 41.1 
1025 
set I 
3 22 17 91 4 66.4 42.86 
set  62 1 	1 45 1 	26 2 19.1 
1026 
set 1 
1 6 9 20 101 73.7 45.62 
set  28 24 52 8 24 17.5 
Table A.21: Confusion matrix for CGBC algorithm on MSTAR monostatic data(training 
daraset for azimuth angles 00 to 1801 ) 
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Train (170 ) 
Test (150 ) 
t000 t006 t016 t025 t026 Performance 
 (in %age) 
Overall 
performance (in %age) 
WOO 
set 1 
119 0 14 4 0 86.8 69.34 
set  71 0 62 2 1 51.8 
t005 
set I 
0 127 0 3 7 92.7 71.12 
set  9 1 	68 6 1 	37 17 49.6 
t016 
set I 
4 2 126 5 0 91.9 59.12 
set  70 9 36 21 0 26.2 
t025 
set I 
2 2 6 125 2 91.2 51.09 
set  62 	1 29 30 1 	15 1 10.9 
t026 
set 1 
0 2 0 2 133 97.0 59.85 
22.6  set  18 27 30 31 31 
Table A.22: Confusion matrix for PCA-NN algorithm on MSTAR monostatic data(training 
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RADAR SIGNAL CLASSIFICATION L5ING FCA..BASED FEAT!*ES 
Amt Xwmar Mishra and Bernwd MMlgrew 
IDCOM, University of Edinburt, Edinburgh, UK 
A$g!tACT 
Principal coeço.eas analysis (PCA) has been mad in .*.y 
appheations re.gi.g from social science to space scie.ce, 
For the purpose of date co.çrr5siom and frala,e ex1acta. 
Usage of I'CA ke syhetie apeitaw radar (SAR) wkW 
ctassillcatio., tboujb wdely wpoeted by re.teee.siag 
.ea.rt, has act bet. exploited mach by aatomabc terget 
reccpiisoa (ATR) oommamtsity. I. the pse.t pajar. PCA 
has bees iired in SAR-ATR ae.g the MSTAR data base, 
1.4 coeçarwom has been made with the conventional 
orwdkiorid Gaussian nwdd bared Sayedan dasdfi.r It). 
The results have beem complied based on patage of 
Comm cta*saatio., receives operating ChlThabbC$ 
(ROC), a.d perkewiaace wih liedied awwoud of kaii.g 
dilL By all s*adaafs of comparison, the PCA based 
classifier was observed to otepeifoewi the coadiboeal 
Oaasivan model based Bayes*. classifier (C(JBC) or at the 
wail it peafoiws at par. Awl give, the coaripulMional and 
algciithmsc smp1edty of PCA tweed classifier. the .ew 
algorithm was concluded to be a highly psoqecti..e 
a.ditale for iral jima AIR systews. 
ovesiew of the cheadicaisoa aoiithme wed in the present 
weak. This is folowed by a mport of the redts, tad the, the 
conchs on. I. the appendix the confusion .*tflces of acute 
of the expasluiews have bet. give. ass mace co.çtete locuc 
of reIdisplsy. 
2, DATAILASK USU 
Database mad for the valaiation of the clwedhex pcolieetd, 
is the SAR images of Ins .ithtacy giowad targets. The 
ilelaset has bees collected by the MSTAR piogiawi 171 
Moving and stationary target acqaisiloe awl recogauso. 
(MSTAR) pwigia.i is a DARPA suppocted project for 
collecting a stawlan*zed uio.o-statie SAR image database, 
collected using the Saudis National Laboratories Twin Oure 
SAR sensor payload ojerati.g at X-k.d. The taigets used 
for the pwae.t ezper,maats are the 251 teak (1)00), 0-7 had 
cieaiiuug tehicie (1)05), T62 task (1)46), ZI1-I3I APC 
(025), and ZSU-23 (1)26). The target clips collected at an 
etevathn of hi depsar vmt tahan to bain the classifies; 
and thce colected at elevation of IS degrees wee take, as 
test .asgrs. The image clips wets resised to 96e96 piatls. 
3, WCMVAWaALS&TUP 
I.. 1N1D4JC1ON 
Ptiaccpat co.o.eM aaaiyss$ (PCA) bas been used in date 
aaslysis awl data compreelon foe a loq time 12,31, Usage 
of PCA for Itatiet extiactio. has sbowa maay advawteges i. 
.way r.chls. I. the catrs work, we discass the usage of 
PCA on radar data for the Tecogaitiom of groci.d targets uiôac 
tha radar images. Thovgl. PCA has bees used in woak 
reported in cpe. literature, For atwicte sesereg date 
classilicatlo. 14 5,61. use of the saws for wept weog.iiom 
task has am beem well exploited. The novelty of the present 
work lv* is use of PCA for ATR eatrciie, aad the 
devehp.w,t tad analysis of a sunple nearest .eighbor based 
datsiulcstiow algocithec based on PCA.'extrao.d fea,res, 
wtech is co.cepwally s.iple awl couçatatiosally eeteswsly 
fast. 
The vest of the paper has betft anaaged as follows. The .txt 
wstio. gives as Overview of the database used for Wati.g 
The clae*ilicaiion aoeithecs, whh is followed by an 
I. the jar5e.l weak, the co.dhioed Cavesian model based 
Bayesiam classifier III (COBC) was take, as the be.checark 
foe compariag the ctsals. The is maiy because as par 
watIte repoated is open lteratere the cleteifter is oat of the 
moat successful algosithais for SAR-ATR. SecomIly, due to 
the we of Baesiam ctassireaiio. aoflthm, this algc.i*m is 
the theoeeiscally best aoaithm (give, there is esocugh 
tea..g data aid correct probability density Fa.cwen is 
fod for the database), laths, each pixel of the image dips 
is aslwewd to be from a aavesian distnbalio., co.jitlo.ed 
OF depem.g o. the wept type  aid target poet. 
(1) 
wheat , r is the observed iskasities of the pireis arca.ged is 
a one diaieasà).al vector. I, is ashlitive Oaweian acute,: is 
the sq.al coaaktio.ed on 0 the wept pore angle, tad a the 
wept type. The kiglitelibood of an observed r, give. 
Ca. be sws to be paopoutkwal toll). 




Wheat 'st the I' pusel o(thetest-imagedj,, £ 1 .M1ae  the 
*ia.da.i deviabo. and .ini of the pied respectively (as 
estimated from the tyaiai, data), aid N is the tothi number 
of pints in the Iest.imlgr.dip. (a this .intlsd, the 
itcogaiboa is dome as per the Bayesian re of .iaaiiziag 
The p,obabihty 
P(alr) = P(rla)P(a) 	 (3) 
P(o the pvbabihty of each type of rebicts was taken to be 
I. the method of using pr.cipsl compo.e.t anlyss (PCA) 
12, 3). the image pixels axe ase'.ind 1) be the oburvtJ 
ablea,depe.diag apo. the taiget type. 
r-s(a)+w 	 (4) 
whne r is the observed intensities of the pixels arranged in 
a can dimensional rector. aid or is additive (laiitssa. noise. 
The database is imaged so that all image clips collected at 
a 15 degree elevatioiu are tahem is training data. Etch image 
dip in the h-e'iag deua-ert is from the nit elevation but * 
diffetit azAaiith a.gk Ptxeis of image clip axe assumed as 
vwiabZn, hiking diIere* o anwenee with changing 
wrath a.gk. PCA is applied to the damsel to irdace the 
number of ofa.rved vatieMn*. This is don in the following 
stage 
• For each image clip, the pixels axe arranged i.to the 
obsen-ailca vecter, and consecutive image clips we 
take, as differeal okseivatknal values. 
• Al consecutive warrl.ged image-pixel vectore in 
stacked together to (oi.i the abvaioa .tbie. 
• The obenrvaboa axitne is aciwtaliasd (11 have a.ity 
ranaice), ant all the obeenatma inctore an asso 
ceEeird. Let the tint mania bedemoled by X 
• hoax this obeervaiso. Italnit, the covariaxee maixie is 
k..d for the cb*nxvattoa vector.  
Q = XnX 
• Theft the eige..vatwe operaison is applied on Q, to get 
the cigna vecloes. 
• Fig" aectoet corresponding 10 & tallest dgea values 
are slacked together to form .ttnx V. 
• Ususg this .xaiie V. the training dataxet is reduced in 
diinasto. to &. The (sal ovtpsts from the kaisiag 
phase axe the database in reduced elmaas.o. and the 
co.xertiag mitna V. 
• to less phase the test image dip is reduced in 
dimiasicia losing the coavextiag matrix V. 
• Neat the Exelidea, dista.cr is Iouad to.i each point in 
the training database, and the class giving the least 
distance is decided as the class of the lest dip. 
(trace this is a iciest neighbor (NN) classifier, tauiag the 
PCA'eatracted data as Foatans. We coiaed this shiipts 
classther as 	A-NNcthssier. to all the expefl.tean 
wpodrd in this paper, vain of & has been kept to Z). 
Because, hom, pnvicas experiments this somber of 
pilnipal co.co.eins. hart beta skiwa to SfVetbeOOMVAn  
disti(saiso. petfoewce (8). 
4,RNSIL1S A?4 IJISCtONS 
The ciassthers wit be cetipaxed band oa their performaice 
over taxer cialena. Thoagb. the .axre striking (cables will 
be jassr..ted I this section in the (crm of graphs and bap 
charts, the coafinicill atakion ho., the major experiments 
have beee given in the appendix, for .cee coxeplele 
•foq.iathm on the peitcaivaice of the algoxithuis. 
The tn-st criteria of coaxpartow is the over all 
percentage of OCFICCI classirtailo.. This can be observed 
Iri table I and 4 in the appendix. For all the targets, the 
PCA.NN classiFier performs better thu the CUBC 
cli$$i.eT. 
As the aecCUd cc.pinson ajlirii. the ncnxvnr 
cipe -alieta characteristics (ROC) of the two chissifies e 
complied. The comparisons for the two algoxitheus For four 
0( the targets are shown in tigers I. They show the 
percentage of correct classification (P), verein the 
perceaxege of false abe. (Pp ) in a binary hypothesis test 
between the target of Itexest sad as of the remaining 
targets. The plobabilties of False ajarm and correct 
cbssilicaisom have been calculated as per the de.daui works 
Ou SAR-ATR (I). As can be observed, the performaiceof 
PCA.NN ciassutre is similar (talget 00 or better (targets 
1)05,1)16 and 25) than the CXIBC cIaisax 
ar 	 as . 	vs. 
lie 
gJ ROC cowor. for fair of It ixegas 
As the last cxitnxion of comparison, the perfor.nnxes 
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S. CONCUJOP4S 
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Abstract 
Target recognition is desirable feature of any defence radar slstem. With the present re;i;al 
of interest in bistatic and multi-static radar s'ijtems the future ,ui.kLr si it ems are predicted to 
in; arabh has e bistatic abilitiez The present project aims at looking into prospects and 
limitaticeis of bistatic target recognition and to des elop efficiet algorithm for the kane. The 
ist ork in this paper reports the des elop,nent ofa ik.ikibase of bistatic target signatures, and the 
application of principal component awls its (PCA) based classifiers on the xAme. Results are 
canpa red with the more basic conditional Gaussian model based Bayesian classifier. 
Keywords: Bistatic airborne radar, target recognition, PCA. 
Introdudion 
Airborne bistatic radar has long been 
recognized as offering advantages as a 
counter stealth and anti-jamming 
technology with respect to its monostatic 
counterpart. Algorithms for bistatic 
synthetic aperture image formation am now 
starting to appear in the open literatute 
(Ref. 1). Given the potential of a non-
monostatic configuration4 bistatic and 
muhistatic configurations may replace 
monostatic in some existing applications 
and inspire new ones. In any military radar 
system, a facility for robust automatic target 
recognition (ATh) system is desimble. In 
this paper we present the work undertaken 
by us, involving the application of principal 
component analysis (PCA) based 
classification algorithms in bistatic ATR. 
There are quite a few dimensions to the 
novelty of the work in this paper. First of 
all, the study of classification performanca 
of ATR algorithms in bistatic scenario, in 
itself is a novel area. Secondly, the database 
used for the purpose has been developed 
completely by indigenous efforts. Thirdly, 
the preferred ATR algorithm reported in 
this work which is the simple (CA  based 
nearest neighbor algorithm, also is a novel 
algorithm in itself, Though PCA has been 
used for recognition task by remote sensing 
community, the usage of the same by AiR 
community has not been found much in 
open literature. 
In the rest of the paper, the database used 
for the validation of the algorithms is 
discussed, followed by a short note on (CA 
and why PCA is a suitable candidate in 
radar signal classification problems. Then 
the results from the experiments are 
presented followed by conclusions. 
Databaae of airborne bistatic radar 
Images (Raf.2) 
Unlike the monostatic counterpart, in 
bistatic case, there are no datasets in public 
domain, which could be used in validation 
and analysis of any classification algorithm. 
As the next best alternative, an eleciro 
magnetic modeling tool (Ref.3) is used to 
model and generate a database for bistatic 
scenario. 
In modeling the targets (military land 
vehicles), only the major (classifiable) 
features are modeled, ignoring the finer 
details. Based on this principle of modeling 
major faaturaa, four generic targets were 
sitoulated, viz, a battle field tank (MET), an 
armored personal carrier vehicle (APC), a 
stringer missile launching vehicle (SIR) 
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and a land missile launching platform 
(MSL). 
In figure 1, the target models (nix to scale) 
ate illustrated and in figure 2, the 
corresponding synthetic aperture radar 
(SAR) images are shown. The SAR images 
are one of the realizations, with minimum 
bisteric angle. Figure 3 gives the SAR 
images of the targets with the addition of 
ground clutter and shadow. 
Rgd Model, of the iaccrs (AFC MET. MSL, & 
STR to clockwise manner) 
}.g3 SAR images with ground clutter and shadow 
(AFC, MBT, MSL & STR in clockwise manner) 
PCA and Its pertinence 
Principal component analysis (PCA) has 
been used in data analysis and modeling 
and has a long and successful history. There 
has been some usage of PCA in SAR image 
classification in remote sensing and 
segmentation applications (ReL4). But in 
the open literature, there have not been 
many reports on the usage of PCA for ATR. 
The use of FA for ATR has two 
justifications. First of all. IA itself 
reduces the amount of data to be handled, 
and hence can reduce computational 
complexity. For a time-crucial application 
like AIR, this is a great advantage. 
Secondly, from our initial experiments with 
PCA and radar data, them was some 
evidence of a link between LA and 
scattering centre model for radar data 
(Re€5). The scattering centre model is a 
well-established model in radar community 
as of now. In addition to these, the results 
reported in this paper show that PCA-based 
classification approach is more robust with 
respect to the standard conditional Bayesian 
classification algorithms (Ref.6). 
Experimental procedure 
Rg2 Btastic SAR images of the iacg, (APC, 
MBT. MSL & STR in clockwise rranocr) 
Fo- 
In the present work, the conditional 
Gaussian model based Bayesian classifier 
was taken as the standard - partly because 
of it closeness to the conventional Bayesian 
approach and partly due to the excellent 
tesults imported using this method for 
monostatic AIR (Ref6). In this each pixel 
of the image clips, is assumed to be drawn 
from Gaussian distribution, conditioned on 
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the target type and receiver azimuth'. 
r = s(O,a) + w 
where, r is the observed intensities of the 
Pixels arranged in a one dimensional vector, 
and is Gaussian noise and s is the 
complex signal conditioned upon 0  the 
receiver az.imurh ange, and a the target  
type. The log-likelihood of an observed r, 
given I 0 U) can be shown to be 
proportional tot 
14 
where ' is the i 4 ptxel of the test-image- 
clip, I 1'M  are the variance and mean of the 
pixel respectively (as estimated from the 
training data), and N is the total number of 
pixels in the test-image-clip. In this method. 
the recognition is done as per the Bayesian 
rule of maximizing the probability 
P(a I r) = P(r I u)P(a) 
P (a the probability of each type of 
vehicle was taken to be equal. In principal 
component analysis (['CA) (Ref.7, 81 the 
image pixels are assumed to be the 
observed 'osiith1es, depending upon the 
target type. 
r = s(a) + 
The database is arranged so that all image 
clips collected at 10 degrees receiver 
elevation, are taken as training data. Each 
image clip in the training data-set, is from 
the same elevation but a different azimuth 
angle. Pixels of image clips are assumed to 
take different ebseti,atSeaz with changing 
azimuth angle. ['CA is applied to the dataser 
to reduce the number of observed variables. 
This is done in the following steps: 
• 	For each image clip, the pixels are 
arranged into the observation vector, 
and consecutive image clips are taken as 
different observational values. 
'Par monocanc cue, its the tart pow; but in 
biasac cue, wcc,vcr azimuth was dccrrad . nce 
simple and coavecacri patamcret  
• 	All consecutive rearranged image- 
pixel vectors are stacked together to 
form the observation matrix. 
• 	The 	observation 	matrix 	is 
normalized (to have unity variance), and 
all the observation vectors are zero 
centered. Let the final matrix be 
denoted by X. 
• 	From this observation matrix, the 
covariance matrix is found for the 
observation vector. 
Q= X"X 
• 	Then the eigenvalue operation is 
applied on Q, to get the eigen vectors. 
• Eigenvectors corresponding to A 
largest eigenvalues are stacked together 
to form matrix V. 
• 	Using this matrix V. the training 
dataset is reduced in dimension to A. 
The final output from the training phase 
is the database in reduced dimension 
and the converting matrix V. 
• 	In test phase, the test image clip is 
reduced in dimension using the 
converting matrix V. 
• 	Next the Euclidean distance is found 
from each point in the training database. 
and the class of target giving the least 
distance is decided as the class of the 
test clip. 
In figure 4, the results of classification 
algorithm performance for conditional 
Gaussian model based Bayesian (COB) 
classifier has been displayed for both HH 
and VV polarized data. Figure 5 displays 
the results of classification algorithm 
performance for PCA based nearest 
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Rg.4 Biatatic ATR pecfom,ioor of coodinorl 
Otan model based classification algorithm 
the fact that classification performance for 
A based classifier is less dependent on 
the type of target used. This robustness to 
the target type is a great advantage for any 
ATR system. 
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Fig.3 Biatanc ATh pedorrimoce of PCA based 
clani€catioo algorithm 
Figures 6 and 7 show the receiver 
operational characteristics curves for the 
four targets, for COB and PCA based 
classifiers respectively. As can be clearly 
marked, the best performance is shown for 
one particular target, using COB. But the 
ROC curves vary a lot from target to target 
in COB classifier. For PCA based classifier, 
where as the best ROC curve is not as good 
as the best for COB classifier, the ROC 
curves are almost similar. Hence proving 





4 S U S 4 a a a S 5 
Rg5 Blaizic ATR ROC curve, of PCA based 
classification algorithm 
To farther see the usage of different 
classifiers for bistatic scenario, a major 
study was done about the performance of 
classification algorithms, with reduced 
training datasets. As has been explained in 
the dataset formation section, images of a 
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target are collected with varying azimuth of 
the receiver. Keeping this in view, the 
reduction of dataset was designed in two 
ways: 
Taking each other image clip from the 
original training dataser. In this method, 
the amount of training daraset is 
reduced. (This variety of experiments 
were coined as data-reduction at level 1) 
Taking image data, only from a limited 
amount of receiver azimuth angles. This 
is a more severe limitation on training 
dataser (hence termed as data-reduction 
at level 2). To test classifier 
performance in this experiment, the test 
dataset were divided into two subsets. 
The first set consisted of images 
collected with the receiver azimuth 
angles, for which training dataser is 
available (test set 1). The second teat 
dataset consisted of images collected 
with the receiver azimuth angles, for 
which training dataset is not available 
(test sec 2). 
..et..fl 
R8 Performance of CGBC with reduced 
training data 
r 111111 L iiiiii I 
RS-9 Performance of PCA-NN classifier 
with reduced training data 
Eiperimeats with datwet reduced at In el 
I- The training dataset reduced to half and 
then to one third of the original size (of 432 
image clips from each target type). Results 
for CGBC are given in table I and 2, and 
the same for PCA-NN classifier are given 
in table 3 and 4 (in Appendix). 
Eweriment, with dataset reduced at lei et 
: In experiments for dataset reduction at 
level 2, dataset was reduced to half and the 
effect was noted for both types of 
classifiers. The confusion matrices of this 
experiment are given in table 5, for CGBC 
algorithm, and in table 6 for PCA-NN 
classifier. 
The results have been plotted in bar-chart 
format in figure S and 9. The major 
observations are: 
• For level 1 type reduction, there is 
observed degradation in classification 
rate for both types of classifiers. 
• With reduction of dataset to one third, 
the classification performance further 
decreases. 
• For level 2 type training data reduction, 
the deterioration of classification 
performance is more severe. 
• The most striking difference between 
the two classifiers can be observed by 
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noting the confusion matrices, in level 2 
type dataset reduction. 
• In PCA-NN classifier, the deterioration 
of performance (in level 2 type training 
dateset reduction) is almost of same 
degree both for rest set 1 and test set 2. 
• But in (XJBC algorithm, the 
classification performance for test set 2 
(for which type of image clips, there 
was no training data available) there 
was almost no classification at alL All 
the test data were mostly classified as 
MET. This can be explained as because 
of the fact that MBT is the biggest 
target modeled in this project, and 
hence with maximum RCS energy. 
The reason for the drastic difference in 
performance of the two algorithms can be 
explained on the basis of the inherent 
wo&ing principle of the two algorithms. 
COBC is a statistical Bayesian classifier. 
and hence will perform the best in the ideal 
situation of availability of all the possible 
dataset in training phase. But PCA based 
algorithms use the PCA of the daraset. 
which was shown to give almost same 
information as the scattering centers of the 
radar-image. Scattering centers in rum 
depend upon the physical features of the 
target. Being a feature based classrfier. 
PCA-NN classifier is expected to 
outperform Bayesian classifier for reduced 
training daraser situation. (This exper iment 
further strengthens the theory about the 
relation between PCA-extracted data and 
scattering centers, for radar data.) 
Conclusion and Dlscu1on 
Some observations drawn from the results 
are: 
• Performance for both HH and VV 
polarization are almost the same, for 
both the algorithms. 
• Highest individual performance for COB 
algorithm is around 97% for the target 
STR. 
• Highest individual performance for PCA 
based algorithm is around 96% for the 
target SIR. 
• Lowest individual performance for COB 
algorithm is around 66% for the target 
APC. 
• Lowest individual performance for COB 
algorithm is around 86% for the target 
STR. 
Hence even though COB algorithm can 
give very high performance for some 
targets, this performance is sensitive to the 
target type. LA based algorithms may give 
slightly lower performance than the COB 
algorithm for the most classifiable target. 
But their performance doss not vary so 
drastically with different targets. Hence it 
may be concluded that PCA based 
algorithms are more stable and robust (both 
to target variation and to reduced training 
dataser). 
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APPENDIX 
- 	 Table 1 Bistatic ATR: CGBC; no clutter p01: HH; training set reduced to half 
Low bisatic angle Med. Bistatic angle High bistatic angle Overall 
classilicati 
on 
AP MB St MS AP MB St MS AP MB ST MS 
C T R L C T R L C T R L 
AP 140 4 0 0 136 0 3 6 109 10 16 9 89.1% 
C 
MB 4 138 0 2 9 110 0 25 23 96 4 21 79.6% 
T 
ST 2 2 140 0 2 0 140 2 1 	7 4 130 3 94.9% 
R 
MS 1 	3 1 	3 1 	4 	1 134 1 4 22 1 	117 1 22 0 28 1 	94 79.9% 
L 
Table 2 Bistatic ATI 	COBC no clutter 	 l :HH; training 	 reduced to one third 
Low bistatic angle Med. Bistatic angle High bistatic angle Overall 
classificati 
on 
AP MB St MS AP MB St MS AP MB ST MS 
C T R L C T R L C T R L 
AP 123 20 0 1 119 8 4 13 81 17 16 29 74.8% 
C 
MB 2 141 0 1 9 116 0 19 10 104 3 27 83.6% 
T 




1 9 16 1 1 	5 124 9 16 12 107 9 16 1 1 23 96 1 73.4% 
I I 
Table 3 Bisraric AIR: LA based NN; no clutter - pol: HH; training set reduced to half 
Low bisratic angle Med. Bistaric angle High bistatic angle Overall 
classificati 
______ ___________________ on 
AP MB St MS AP MB St MS AP MB ST MS 
C T R L C T R L C T R 
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AL' 137 7 0 0 123 20 0 1 98 31 1 	0 15 82.9% 
C 
MB 7 135 0 2 11 124 5 4 10 106 17 11 84.5% 
T 
ST 0 0 141 3 4 1 133 6 5 5 133 1 94.2% 
R 
MS 6 1 3 134 5 6 2 129 9 10 10 115 87.5% 
L _ 
Table 4 	taxlc All 	Abased NN; no clutter 	HH. training set reduced to one third 
Low bistatic angle Med. Bistatic angle High bistatic angle Overall 
classilicati 
on 
AL' MB ST MS AP MB ST MS AP MB ST MS 
CT R L C T R L C T R I 	L 
AL' 127 17 0 0 109 35 0 0 98 46 0 0 77.3% 
C I 
MB 19 122 2 1 16 118 6 4 13 116 8 7 82.4% 
T 
ST 0 1 143 0 1 2 140 1 10 8 122 4 93.8% 
MS 10 i 4 i 1 129 7 4 3 128 12 13 10 109 84.7% L I I 
Table fc Biscatic ATR: CGBC; no clutter; p01: HH; training set reduced to half (azimuth  
angles till 1_  
Low bistaric angle Med. Bistaric angle High bistatic angle Overall 
classificati 
on 
AL' MB ST MS AL' MB ST MS AL' MB ST MS 
C T R L C T R L C T R L 
AL' 72 0 0 0 65 3 1 3 45 4 12 11 45.8% 
C 
14 41 0 17 0 53 0 19 2 70 0 0 




!wa  4 620 6 5 52 0 15 4 67 0 1 
ST 0 0 72 0 1 0 71 0 1 4 66 1 61.1% 
R 
7 6 37 22 13 30 13 16 8 50 5 9 
MS 0 0 0 72 1 1 11 59 2 1 14 55 70.4% 
L 
on 1.) 
ftm 2 16 0 54 2 24 1 	0 46 5 48 1 18 
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Table 6 Bistatic AM: RA based NN; no clutter; p01: HH; training set reduced to half 
(azimuth angles till 1800)  
Low bistatic angle Med. Bistatic angle High bistatic angle Overall 
classificati 
on 
AP MB ST MS AP MB ST MS AP MB ST MS 
C T R L C T R L C T R L 
AP 62 10 0 0 54 15 0 3 32 23 0 17 769% 
C 
66 2 0 4 63 5 0 4 55 13 0 4 
Ut 
MB 2 69 0 1 11 55 4 2 11 51 3 7 85.4% 
T 
Jim 
Ut 1) ' 4 68 0 0 1 66 _0 0 5 60 2 5 




0 0 fl 0 2 0 70 0 4 0 66 2 
_
MS 8 2 13 48 8 3 22 39 8 7 18 39 644% 
L 
ftUt 
Ut I) ' 11 8 4 49 11 0 13 48 4 3 10 55 
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Database generation of bistatic ground target signatures 
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Abstrat Autnstic targt classification has been an area of active study due to many of its signicancrs. 
With the re advent of biatatic technology in radar, the research into tatt classification in bistatic ecanaria 
seem; quite timely. But the study of any classification algorithm demands for a suitable database, Due to the 
LrneaeLIsbility of suitable field collected bistatic database, conputer simulation of such a database is quite 
pertinent. The prelent wotk discusses the approach towards the generation of a sizuilat database, using FEKO as 
the electrocnagnetic simulation tool Various sdal needs of suel, a project and the answers of FEtiD to the 
needs, have been discussed. The irsults conclusively show the suitability of FEtiD for the project 
Kzywon: Bistatic Target Signature, EM SImulaion, database generation 
1. introduction 
There has been an increasing interest in bistaric radars for the purpose of surveillance and 
detection, specifically in a military scenario. Once bisraric systems are technically established, 
automatic target recogniticn(ATR) algorithms would be a valuable addition to the system. To test and 
establish any ATR algorithm, an exhaustive bistatic signature database is needed. But the major 
problem is obtaining access to field generated database. First of all there has been hardly any bistatic 
operation for collecting such a database, and if any, these air highly classified for public access. Hence 
simulation of the database is the most viable option. In this paper we discuss and analyse the steps and 
flowplati undertaken in generating such a database using the electro magnetic (EM) simulation tool 
FEKO [I]. 
The present work altos at gentrannIF bistatic synthetic aperture radar (SAR) images and range 
profiles of ground based military targets Some of the other EM-simulations tools which have been 
used for generating SAR images, at Epsilon [2] and Xpatch [3]. At the same time, there has also been 
some limited usage of synthetic database in validating target classification algorithms. Forexample, in 
their research [4], Bhanu and Lin use a limited amount of SAR data generated using Xparch, in 
validating their classification algorithms. however both Xpatch and Epsilon, have not been so easily 
accessible for the international academics. While FEKO has been found quite suitable for the purpose. 




One novelty of the present work is the usage of FEKO in generating SAR images of ground targets. 
Secondly, here the goal is to generate a database for the bistatic cnario, work similar to wlikh has 
not been found in the open literature. 
In the rest of this paper, in section 2, the modeling aspects of the military ground vehicles would be 
discussed. Section 3 discusses the simulation approaches undertaken using FEKO to generate the SAR 
images of the targets. And in section 4 we analyze some of the results generated using the present 
modus operandi. 
2 Modeling 
Military ground vehicles have highly involved and complex surfaces and features. &nce to model 
even a fairly approximate ground target, needs considerable expertise from the modeler and a highly 
efficient CAD tool Another problem is the issue ofsurface alignment. Like most other EM simulation 
tools, FEKO replaces surfaces with small triangular facets (the dimension of these should be at order 
less than the central frequency wavelength). Hence for two mutually touching surfaces or sides, the 
respective sides of the triangles in the sides should exactly match each other. This strict condition is 
often extremely dicuh to achieve for complex structures. But in the present work the final objective 
was to generate a data base to validate classification algorithms. Hence instead of modeling the finer 
details of a target, the more prominent features of the target were modeled. Such features ate termed as 
the classifiable features. For example, the prominent turret and canon of a main battle tank, and the 
guidance antenna ofa laid-to-air missile launcher, 
To model such prominent features, the modeling tool of FEKO, EDITFEKO, was found suitable. It 
had the ability to model a lot of the basic three dimensional geometries and gives control on the type 
of meshing to be applied. While many CAD tools do have the feature to mesh the models, the meshing 
from a CAD tool needs a lot of modification to be a electromagnetically suitable meshing, because 
CAD tools are mostly not meant for EM-design. Two of the features of EDITFEKO, which were 
convenient for the current work were the ability to 
• create new geometries, symmetric to the previous geometries (SY card), and 
• modify a previously defined geometry by rotation and translation (TO card). 
Ground targets do have symmetric pats (if we ignore the intricate details) and exploiting this 
makes the modeling easier. And this information in turn can be exploited by FEKO for fatter 
simulation. The ED1TFEKO ability to modify a geometry, can be used to translate or/and rate a 
particular pat of the model This feature is handy in modeling slatting canons, turrets and also in 
creating multiple wheels similar to one (hence in effect just one wheel Is modeled). Another 
significance of this ability Is to generate a database of articulated or slightly modified target For 
example to model the tank with the canon or turret in some different orientation, just need to apply this 
feature of EDrrFEKO. This facility is typically important while generating databases for classification 
exercises. Because one of the major rest of a classification algorithm is to train it on one database and 
rest it on another database of the same target with some modifications. 
174 
Original Publications 
In the modeling of ground targets, one extremely important part is ground modeling. Some of the 
major contribution of the ground are its contribution to the ground clutter, and in genetazing a shadow 
region. FEKO has the facility to define a dielectric plane ground with user-defined parameters (30 
card). Being a perctly plane ground, this could not contribute for the ground clutter and speckles. But 
it very well contributed towards the shadowing effects. To taste its abi2ty to generate shadow, a very 
simple wall like structure was modeled with dielectric ground and with transmitter on one side 2, the 
surface current no the ground was observed (Figure 1 and 2). 
01 
Flg.1 Model for tasting shadowing. 	Fig.2 Surface current on the ground. 
As can be observed FEKO simulates shadow region contributions on the ground plane. The 
interference pattern formed on the ground is also evident 
3. ammintion 
Basic steps followed in generating the radar return of a target model and in forming the SAR image 
1. Determining the frequency range or which the target scene would be simulated to get the 
scattered field. Also determining the frequency s te ps. These are determined by the spial resolution 
and maximum spatial distance in range direction: x=---; 	 f is die frequency 
step, F is the band width, xis the range resolution and I is the maximum range to be 
itnaged[5]. 
iL Determining the angular range and step in angular dimension. These in turn ae determined by the 
spatial resolution and maximum spatial distazice in cross-range direction: 	=—; y=—, 
where is the central frequency wavelength, 	is the step in angle, is 	the total angular swath, 
y is the cross range resolution and Yis the maaiallcn cries range to be imaged [5]. (it should be 
noted that because we intend to generate data for the bistatic case, the calculations in step I and ii 
2 The e%= viluat of pomlica oftranarviturand tacerm and the exact iwmca1 values of freuannes uatd eouki no be 
diud in thin p,erbeua of attategic nature of thin project 
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are not exact, but could be taken just as thumb -rules.) 
iii.The transmitter position to be fixed and the target illuminated with waves of the predetermined 
ranges off equencies and one polarization. 
iv.The scattered field collected for the range of angles ats determined in step ii. (fle ext way to swap 
the range of angles might vary.) 
v Once the scattered field is collected for the range of frequencies and for the range of angles, the two 
dimensional data set is to be polar-to-tectangular reformatted and windowed. 
vi. After this, taking atwo dimensional inverae Fourier transform gives the SAR image. 
In test of this section the utility of FEKO in carrying out the above steps would be discussed. 
Life size ground targets are electrically huge. Hence even though FEKO supports the method of 
moments calculation of scattered field, it costs a large amount of memory and time, which is 
practically impossible. Hence looking for alternate methods of simulation, the method of physical 
optics (P0) with multiple bounces was found to best suit the present work. As has been discussed in 
the user manual and observed from our initial simulations, P0 with multiple bounces is a good 
compromise between the resource utilization (time and computer memory) an d atcury. 
Another advantage with FEKO is the simulation of multi-polar returns. Once the polarization of the 
transmitter is fixed, FEKO calculates the irnirn in both horizontal and vertical polarization. Hence 
running the simulation once more, gives the full polatimettic characteristic of the target, which is a 
promising field in target recognition. 
Because the present work focuses on generating bistaxic signature, the configuration taken w, a fixed 
transmitter position and varying receiver position. And the main bottle neck in any EM simulation, 
consuming maximum time, is the calculation of the surface airrents. Because surface current does not 
change for a fixed transmitter (given the polarization and frequency also remains fixed), FEKOs PS 
card was found invaluable in storing the surface currents on the target for all the frequencies, for a 
particular transmitter position. After one run using the PS card, the sure currents air stoird in a .str 
file. And this in mm can be used for any position of irceiver with a simulation time several order less 
than the original one. This not only solves the problem of time effective simulation, but also maims the 
whole press suitable to generate huge amount of database which is essential for validating any 
classification algorithm. 
4. Ruk 
FEKO gives the far field in a output file of format .ffe. Using an intere C-program, the data 
was to be converted into Matlab readable form, before further post processing. 
Figure 3 and 4 show two of the models, built using EDITFEKO, showing a life size land missile 
launcher and a battle field tank. As can be noticed, only the classifiable featutrs have been modeled 
and not all the intricate details (the meshing shown is just fur betrr visualization, and the actual 
meshing is an order denser than what shown). 
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Fig.3 model of aland missile launcher. 	Mg.4 model of a battle field tank. 
Figure 5 and 6 show the SAR image of the target models shown before, for a bistatic angle of around 
ten degrees (exact bLstatic angle is not an obvious parameter, as the SAR image is formed over a range 
of look). As can be seen, due to a flat ground, the ground speckles are absent. 
Fig-5 bistatic SAR image of the land 	Fig6 bistatx SAR image of the battle 
missile launcher. 	 held tank. 
S. Cozithialon and future work 
In the present per we have discussed generating a database for validation of classification 
algorithms for bistatic SAR images of groucid targets. From the results, it can be concluded that FEKO 
has proved to be a suitable tool for the present work, with many special ieatmes which particularly 
suited the problem. One of the problems remaining for future consideration is the simulation of a more 
realistic ground, which could account for ground clutr and speckles. Becaise modeling a detailed 
ground in the same scene proves to be a challenging task for FEKO, some suitable breakdown of the 
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