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TENSOR ALGEBRAS AND DECORATED REPRESENTATIONS
RAYMUNDO BAUTISTA AND DANIEL LÓPEZ-AGUAYO
Abstract. In [2] we gave a generalization of the theory of quivers with potentials introduced by
Derksen-Weyman-Zelevinsky, via completed tensor algebras over S-bimodules where S is a finite
dimensional basic semisimple algebra. In this paper we show how to extend this construction to the
level of decorated representations and we prove that mutation of decorated representations is an
involution. Moreover, we prove that there exists a nearly Morita equivalence between the Jacobian
algebras which are related via mutation. This generalizes the construction given by Buan-Iyama-
Reiten-Smith in [4].
Contents
1. Introduction 1
2. Preliminaries 2
3. Decorated representations 4
4. Premutation of a decorated representation 10
5. Mutation of decorated representations 37
6. Nearly Morita equivalence 47
References 53
1. Introduction
In this paper we extend the construction given in [2] to the level of decorated representations of
algebras with potentials realized via completed tensor algebras. Instead of working with a quiver,
we consider the algebra of formal power series FS(M) where S =
n∏
i=1
Di is a finite direct product of
division rings containing the base field F in its center and M is a finite dimensional S-bimodule.
In section 3 we define a decorated representation of an algebra with potential (FS(M), P ) and
in section 4 we show how to associate a decorated representation to the premutated algebra with
potential (FS(µkM), µkP ) and we prove this is indeed a decorated representation. In contrast to [8]
we do not assume that the basis is semi-multiplicative, but rather impose some conditions on the
dual basis associated to the division algebra Sek. In section 5 we define mutation of a decorated
representation, and we show it is a well-defined transformation on the set of right-equivalence
classes of decorated representations of algebras with potentials. A crucial result of this section
is that mutation of decorated representations is an involution. Finally, in section 6 we construct
a functor to prove that there exists an Nearly Morita equivalence between the Jacobian algebras
which are related via mutation.This construction gives a generalization of the one given in [4].
Supported by CONACyT Ph.D scholarship no. 358378.
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2. Preliminaries
Definition 1. Let F be a field and let D1, . . . , Dn be division rings, containing F in its center,
and each of them is finite-dimensional over F . Let S =
n∏
i=1
Di and let M be an S-bimodule of
finite dimension over F . Define the algebra of formal power series over M as the set:
FS(M) :=
{
∞∑
i=0
a(i) : a(i) ∈M⊗i
}
where M0 = S.
Note that FS(M) is an associative unital F -algebra where the product is the one obtained by
extending the product of the tensor algebra TS(M) =
∞⊕
i=0
M⊗i to FS(M).
Let {e1, . . . , en} be a complete set of primitive orthogonal idempotents of S.
Definition 2. An element m ∈M is legible if m = eimej for some idempotents ei, ej of S.
Definition 3. Let Z =
n∑
i=1
Fei ⊆ S. We say that M is Z-freely generated by a Z-subbimodule M0
of M if the map µM : S ⊗Z M0 ⊗Z S →M given by µ(s1 ⊗m⊗ s2) = s1ms2 is an isomorphism of
S-bimodules. In this case we say that M is an S-bimodule which is Z-free or Z-freely generated.
Definition 4. Let C be a non-empty subset of M . We say that C is a right S-local basis of M if
every element of C is legible and if for each pair of idempotents ei, ej of S we have that C ∩ eiMej
is a Sej = Dj-basis of eiMej .
Definition 5. Let D be a non-empty subset of M . We say that D is a left S-local basis of M if
every element of D is legible and if for each pair of idempotents ei, ej of S we have that D∩ eiMej
is a Sei = Di-basis of eiMej .
A right S-local basis C induces a dual basis {u, u∗}u∈C of M where u∗ : MS → SS is the
morphism of right S-modules defined by u∗(v) = 0 if v ∈ C \ {u} and u∗(u) = ej if u = eiuej.
Similarly, a left S-local basis D of M induces a dual basis {v,∗ v}v∈D where ∗v : SM →S S is the
morphism of left S-modules defined by ∗v(u) = 0 if u ∈ D \ {v} and ∗v(v) = ei if v = eivej .
Let L be a Z-local basis of S and let T be a Z-local basis of M0.
Throughout this paper we will use the following notation Tk = T ∩Mek and kT = T ∩ ekM .
We will also assume that for every integer i in [1, n] and for each F -basis L(i) of Di, the following
equalities hold for each f, w, z ∈ L(i):
(2.1) f ∗(w−1z) = w∗(zf−1)
(2.2) f ∗(zw) = (w−1)∗(f−1z)
(2.3) z∗(wf) = (w−1)∗(fz−1)
Note that 2.1 readily implies (1) of [2, p.29] by taking w = ei, z = s and f = t.
Observe that in 2.1 and 2.2 one can replace z ∈ L(i) by z ∈ Di, because both expressions are
linear in z. Similarly, one can replace in 2.3 f ∈ L(i) by f ∈ Di.
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Remark 1. If L(i) is a semi-multiplicative basis of D(i) then L(i) satisfies 2.1, 2.2 and 2.3.
Proof. Indeed, suppose that f ∗(w−1z) 6= 0 then w−1z = cf for some uniquely determined c ∈ F ∗;
thus f ∗(w−1c) = c. On the other hand, w∗(zf−1) = w∗(z(z−1wc)) = w∗(wc) = c and the equality
follows. A similar argument shows that 2.2 and 2.3 also hold. 
Remark 2. Suppose that L1 is an F -basis for the field extension F1/F and L2 is an F1-basis for the
field extension F2/F1. If L1 and L2 satisfy 2.1, 2.2 and 2.3 then the F -basis {xy : x ∈ L1, y ∈ L2}
of F2/F also satisfies 2.1, 2.2 and 2.3.
Proof. Suppose that both L1 and L2 satisfy 2.1. Let f = f1f2, w = w1w2, z = z1z2 where
f1, w1, z1 ∈ L1 and f2, w2, z2 ∈ L2. Then:
f ∗(w−1z) = f ∗1 f
∗
2 (w
−1
1 w
−1
2 z2z1)
= f ∗1 (w
−1
1 z1f
∗
2 (w
−1
2 z2))
= f ∗1 (w
−1
1 z1w
∗
2(z2f
−1
2 ))
= w∗1(z1f
−1
1 w
∗
2(z2f
−1
2 ))
= (w1w2)
∗(z1z2(f1f2)
−1)
= w∗(zf−1)
as claimed.The equalities 2.2 and 2.3 are established in an analogous way. 
Remark 3. If the basis L(i) satisfies 2.1, then for each f, z ∈ L(i) we have:
∑
w∈L(i)
f ∗(w−1z)w = zf−1
Proof.
∑
w∈L(i)
f ∗(w−1z)w =
∑
w∈L(i)
w∗(zf−1)w = zf−1.

Remark 4. If the basis L(i) satisfies 2.2, then for each r, v ∈ L(i) we have:
(2.4)
∑
t∈L(i)
r∗(vt)t−1 = r−1v
Proof.
∑
t∈L(i)
r∗(vt)t−1 =
∑
t∈L(i)
(t−1)∗(r−1v)t−1 = r−1v.

Definition 6. Given an S-bimodule N we define the cyclic part of N as Ncyc :=
n∑
j=1
ejNej .
Definition 7. A potential P is an element of FS(M)cyc.
For each legible element a of eiMej , we let σ(a) = i and τ(a) = j. Recall that each L(i) = L∩eiS
is an F -basis of Di. We will assume that each basis L(i) satisfies that char(F ) ∤ cardL(i).
Definition 8. Let P be a potential in FS(M), then R(P ) is the closure of the two-sided ideal of
FS(M) generated by all the elements Xa∗(P ) :=
∑
s∈L(σ(a))
δ(sa)∗(P )s where a ∈ T .
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In [2, p.19] it is shown that the Jacobian ideal (in the sense of [6]) contains properly the ideal
R(P ).
Let k be an integer in [1, n]. Using the S-bimodule M , we define a new S-bimodule µkM = M˜
as:
M˜ := e¯kMe¯k ⊕MekM ⊕ (ekM)∗ ⊕∗ (Mek)
where e¯k = 1 − ek, (ekM)
∗ = HomS((ekM)S, SS) and
∗(Mek) = HomS(S(Mek),S S). One can
show (see [2, Lemma 8.7]) that µkM is Z-freely generated by the following Z-subbimodule:
e¯kM0e¯k ⊕M0ekSekM0 ⊕ ek(0N)⊕N0ek
where N0 = {h ∈ M∗|h(M0) ∈ Z, h(tM0) = 0, t ∈ L
′
}, 0N = {h ∈∗ M |h(M0) ∈ Z, h(M0t) =
0, t ∈ L
′
} and L′ = L \ {e1, . . . , en}.
Definition 9. An algebra with potential is a pair (FS(M), P ) where P is a potential in FS(M)
and Mcyc = 0.
Throughout this paper we will assume that M is Z-freely generated by M0.
3. Decorated representations
Definition 10. Let (FS(M), P ) be an algebra with potential. A decorated representation of
(FS(M), P ) is a pair N = (N, V ) where N is a finite dimensional left FS(M)-module annihilated
by R(P ) and V is a finite dimensional left S-module.
Equivalently, N is a finite dimensional left module over the quotient algebra FS(M)/R(P ). For
u ∈ FS(M) we let uN = u : N → N denote the multiplication operator u(n) = un.
Let (FS(M), P ) and (FS(M ′), P ′) be algebras with potential. LetN = (N, V ) andN ′ = (N ′, V ′)
be decorated representations of (FS(M), P ) and (FS(M ′), P ′), respectively. A right-equivalence
between N and N ′ is a triple (ϕ, ψ, η) where:
• ϕ : FS(M)→ FS(M ′) is a right-equivalence between (FS(M), P ) and (FS(M ′), P ′).
• ψ : N → N ′ is an isomorphism of F -vector spaces such that ψ ◦ uN = ϕ(u)N ′ ◦ ψ for each
u ∈ FS(M).
• η : V → V ′ is an isomorphism of left S-modules.
Remark 5. Suppose that M⊗n = 0 for n ≫ 0 and that FS(M)cyc = {0}, then a decorated
representation can be identified with a left module over the tensor algebra TS(M). In the case that
the underlying semisimple algebra S happens to be a finite direct product of copies of the base field
F , then TS(M) can be identified with a path algebra, so in this case a decorated representation is
a representation of a quiver in the classical sense.
Let M1, M2 be Z-freely generated S-bimodules and let T1 and T2 be Z-free generating sets of
M1 and M2, respectively. Let P1 and P2 be potentials in FS(M1) and FS(M2) respectively, and
consider the potential P1 + P2 ∈ FS(M1 ⊕M2). Let N = (N, V ) be a decorated representation of
the algebra with potential (FS(M1 ⊕M2), P1 +P2). We have an injective morphism of topological
algebras FS(M1) →֒ FS(M1 ⊕M2) and thus, by restriction of scalars, N is a left FS(M1)-module.
We will denote this module by N |FS(M1). Let us show that R(P1) annihilates N |FS(M1). Let a ∈ T1,
then Xa∗(P2) =
∑
s∈L(σ(a))
δ(sa)∗(P2)s = 0. Thus Xa∗(P1+P2) = Xa∗(P1) ∈ R(P1+P2). It follows that
N|FS(M1) := (N |FS(M1), V ) is a decorated representation of the algebra with potential (FS(M1), P1).
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Proposition 1. Let M1 and M2 be Z-freely generated S-bimodules and let P, P
′ be reduced poten-
tials in FS(M1) and W be a trivial potential in FS(M2). Let N and N ′ be decorated representations
of FS(M1 ⊕M2) with respect the potentials P +W and P ′ +W . If N is right-equivalent to N ′
then N|FS(M1) is right-equivalent to N
′|FS(M1).
Proof. Let (φ, ψ, η) : N → N ′ be a right-equivalence of decorated representations. Then
(a) φ is an algebra automorphism of FS(M1⊕M2) with φ|S = idS such that φ(P +W ) is cyclically
equivalent to P ′ +W .
(b) ψ : N → N ′ is an isomorphism of F -vector spaces such that for n ∈ N and u ∈ FS(M1 ⊕M2)
we have ψ(un) = φ(u)ψ(n).
(c) η : V → V ′ is an isomorphism of left S-modules.
Let L be the closure of the two-sided ideal of FS(M1 ⊕ M2) generated by M2, then as in [2,
Proposition 6.6]:
(1) FS(M1 ⊕M2) = FS(M1)⊕ L
(2) R(P +W ) = R(P )⊕ L
(3) R(P ′ +W ) = R(P ′)⊕ L
where R(P ) (respectively R(P ′)) is the closure of the two-sided ideal in F(M1) generated by all
the elements of the form Xa∗(P ) (respectively Xa∗(P
′)) where a ∈ T1, a Z-free generating set of
M1. Let p : FS(M1 ⊕M2) ։ FS(M1) be the canonical projection induced by the decomposition
(1). As in [2, Proposition 6.6] there exists an algebra isomorphism
ρ = p ◦ φ|FS(M1) : FS(M1)→ FS(M1)
such that P ′ − ρ(P ) is cyclically equivalent to an element of R(ρ(P ))2. By [2, Proposition
6.5] there exists an algebra automorphism λ of FS(M1) such that λρ(P ) is cyclically equivalent
to P ′ and λ(u) − u ∈ R(ρ(P )) for all u ∈ FS(M1). By definition of decorated representation,
R(P +W )N = 0 and R(P ′ +W )N ′ = 0. Since L is contained in both R(P +W ) and R(P ′ +W )
then LN = 0 and LN ′ = 0. Then for u ∈ FS(M1 ⊕M2) and n ∈ N
ψ(un) = φ(u)ψ(n)
Note that φ(u) = pφ(u) + u′ where u′ ∈ L, then φ(u)ψ(n) = pφ(u)ψ(n) = ρ(u)ψ(n), thus
ψ(un) = ρ(u)ψ(n)
Since P ′ − ρ(P ) is cyclically equivalent to an element of R(ρ(P ))2, then there exists z ∈
[FS(M1),FS(M1)] such that P ′ + z − ρ(P ) ∈ R(ρ(P ))2. Therefore by [2, Proposition 6.4] we
obtain
R(P ′) = R(P ′ + z) = R(ρ(P ))
Now consider the automorphism λρ of FS(M1), this map has the property that λρ(P ) is cyclically
equivalent to P ′; also for n ∈ N and u ∈ FS(M1) we have
ψ(un) = ρ(u)ψ(n)
and λρ(u) = ρ(u) + w where w ∈ R(ρ(P )) = R(P ′). Therefore
ψ(un) = λρ(u)ψ(n)
This proves that (λρ, ψ, η) is a right-equivalence between N|FS(M1) and N
′|FS(M1), as claimed. 
In what follows, we will use the following notation: for an S-bimodule B, define:
Bkˆ,kˆ = e¯kBe¯k
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Now consider the algebra isomorphism ρ : FS(M)kˆ,kˆ → FS((µkM)kˆ,kˆ) defined in [2, Lemma 9.2].
Let P be a reduced potential in FS(M)kˆ,kˆ. Suppose first that:
(A) P =
N∑
u=1
fuγu
where fu ∈ F and γu = x1 . . . xn(u) with xi ∈ Tˆ as in [2, Definition 26]. Let b ∈ Tk be fixed and
let Nb be the set of all u ∈ [1, N ] such that for some xi, a(xi) = b. For each u ∈ Nb, let C(u) be
the subset of all cyclic permutations c of the set {1, . . . , n(u)} such that xc(1) = scb. Then for each
c ∈ C(u) define γcu = xc(1)xc(2) . . . xc(n(u)). Thus γ
c
u = scbrcaczc where zc = x3 . . . xc(n(u)). Therefore
Xb∗(P ) =
∑
u∈Nb
∑
c∈C(u)
furcaczcsc
On the other hand:
X[bra]∗(ρ(P )) =
∑
u∈Nb
∑
c∈C(u),rc=r,ac=a
fuρ(zc)sc
= ρ
 ∑
u∈N(b)
∑
c∈C(u),rc=r,ac=a
fuzcsc

Define Y[bra](P ) :=
∑
u∈Nb
∑
c∈C(u),rc=r,ac=a
fuzcsc. Then
X[bra]∗(ρ(P )) = ρ(Y[bra](P ))
Note that if P is a potential in FS(M)
≥n+3 then Y[bra](P ) ∈ FS(M)
≥n, thus if (Pn)n≥1 is a
Cauchy sequence in FS(M) then (Y[bra](Pn))n≥1 is Cauchy as well. Now let P be an arbitrary
potential in FS(M). We have
P = lim
n→∞
Pn
where each Pn is of the form given by (A). Define:
w = lim
n→∞
Y[bra](Pn)
Then
X[bra]∗(ρ(P )) = lim
n→∞
X[bra]∗(ρ(Pn))
= lim
n→∞
ρ(Y[bra](Pn))
= ρ( lim
n→∞
Y[bra](Pn))
= ρ(w)
Thus we let Y[bra](P ) := w. Then X[bra]∗(ρ(P )) = ρ(Y[bra](P )). In [2, p.60] the following equalities
are established for each potential P in TS(M):
(3.1) ρ(b′Xb∗(P )) =
∑
r∈L(k),a∈kT
[b′ra]X[bra]∗(ρ(P ))
(3.2) ρ(Xa∗(P )a
′) =
∑
b∈Tk,r∈L(k)
X[bra]∗(ρ(P ))[bra
′]
By continuity, the above formulas remain valid for every potential P ∈ FS(M). Using 3.1 yields:
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ρ(b′Xb∗(P )) =
∑
r∈L(k),a∈kT
ρ(b′ra)ρ(Y[bra](P ))
= ρ
 ∑
r∈L(k),a∈kT
b′raY[bra](P )

Since ρ is injective, then:
(3.3) b′Xb∗(P ) =
∑
r∈L(k),a∈kT
b′raY[bra](P )
Similarly:
(3.4) Xa∗(P )a
′ =
∑
b∈Tk,r∈L(k)
Y[bra](P )bra
′
For each ψ ∈M∗ and for each positive integer n we have an F -linear map ψ∗ : M
⊗n →M⊗(n−1)
given by ψ∗(m1 ⊗ m2 ⊗ . . . ⊗ mn) = ψ(m1)m2 ⊗ . . . ⊗ mn. This map induces an F -linear map
ψ∗ : FS(M)→ FS(M). Similarly, if η ∈∗ M then we obtain an F -linear map ∗η : M⊗n →M⊗(n−1)
given by ∗η(m1 ⊗ . . . ⊗ mn−1 ⊗ mn) = m1 ⊗ . . . ⊗mn−1η(mn). Now suppose that b′ ∈ Tk, then
b′ek = b
′ and thus ek(b
′)∗ = (b′)∗. Since XP is a morphism of S-bimodules [2, Proposition 7.6]
then ekXb∗(P ) = Xb∗(P ). Applying the map (b
′)∗ : FS(M) → FS(M) to the left-hand side of 3.3
yields
(3.5) Xb∗(P ) = ekXb∗(P ) =
∑
r∈L(k),a∈kT
ekraY[bra](P )
Therefore
(3.6) Xb∗(P ) =
∑
r∈L(k),a∈kT
raY[bra](P )
Let H denote the set of all non-zero elements of the form as where a ∈k T and s ∈ L.
Note that H is a left S-local basis of SM ; for x ∈ H we denote by ∗x ∈∗ M the map given
by ∗x(y) = 0 if y ∈ H \{x} and x∗(x) = ei where eix = x. Applying the map
∗(a′) to 3.4 we obtain:
(3.7) Xa∗(P ) =
∑
b∈Tk,r∈L(k)
Y[bra](P )br
Let N = (N, V ) be a decorated representation of the algebra with potential (FS(M), P ) and
suppose that k satisfies (Mek ⊗S M)cyc = {0}. Define:
Nin =
⊕
a∈kT
Dk ⊗F Nτ(a)
Nout =
⊕
b∈Tk
Dk ⊗F Nσ(b)
For each a in kT and r ∈ L(k) consider the projection map π′a : Nin → Dk ⊗F Nτ(a) and the
map π′ra : Dk ⊗F Nτ(a) → Nτ(a) given by π
′
ra(d⊗ n) = r
∗(d)n. Let ξ′a : Dk ⊗F Nτ(a) → Nin denote
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the inclusion map and define ξ′ra : Nτ(a) → Dk ⊗F Nτ(a) as the map given by ξ
′
ra(n) = r ⊗ n.
Then for r, r1 ∈ L(k) we have the following equalities
(3.8) π′r1aξ
′
ra = δr,r1idNτ(a)
(3.9) π′raξ
′
ra = idNτ(a)
For a ∈k T and r ∈ L(k) we define the following F -linear maps:
πra = π
′
raπ
′
a : Nin → Nτ(a)
ξra = ξ
′
aξ
′
ra : Nτ(a) → Nin
then we have the following equalities
(3.10) πr1a1ξra = δr1a1,raidNτ(a)
(3.11)
∑
r∈L(k),a∈kT
ξraπra = idNin
Similarly, for each r ∈ L(k) and b ∈ Tk we have the canonical projection π′b : Nout → Dk⊗F Nσ(b)
and π′br : Dk ⊗F Nσ(b) → Nσ(b) denotes the map given by π
′
br(d⊗ n) = (r
−1)∗(d)n.
We define ξ′br : Nσ(b) → Dk ⊗F Nσ(b) as the map given by ξ
′
br(n) = r
−1 ⊗ n for every n ∈ Nσ(b)
and ξ′b : Dk ⊗F Nσ(b) → Nout is the inclusion map.
Then for r, r1 ∈ L(k) and b ∈ Tk we have the following equalities:
(3.12) π′br1ξ
′
br = δr1,ridNσ(b)
(3.13) π′brξ
′
br = idNσ(b)
Define the following F -linear maps:
ξbr = ξ
′
bξ
′
br : Nσ(b) → Nout
πbr = π
′
brπ
′
b : Nout → Nσ(b)
Then for r, r1 ∈ L(k) and b, b1 ∈ Tk we have
(3.14) πb1r1ξbr = δb1r1,bridNσ(b)
and
(3.15)
∑
b∈Tk,r∈L(k)
ξbrπbr = idNout
We define a map of left Dk-modules α : Nin → Nk as the map such that for all a ∈k T, r ∈ L(k)
we have:
αξra(n) = ran
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for each n ∈ Nτ(a).
Similarly, we define β : Nk → Nout as the F -linear map such that for all b ∈ Tk, r ∈ L(k):
πbrβ(n) = brn
for every n ∈ Nk.
Finally, the map γ : Nout → Nin is the morphism of left Dk-modules such that map γra,bs =
πraγξbs : Nσ(b) → Nτ(a) where r, s ∈ L(k), a ∈k T , b ∈ Tk, is given by:
γra,bs(n) =
∑
w∈L(k)
r∗(s−1w)Y[bwa](P )n
for every n ∈ Nσ(b).
Proposition 2. The map β is a morphism of left Dk-modules.
Proof. By linearity, it suffices to show that if c ∈ L(k) and n ∈ Nk then β(cn) = cβ(n). Using [2,
Proposition 7.5] we obtain:
β(cn) = c
∑
b∈Tk ,r∈L(k)
c−1ξbrπbrβ(cn) = c
∑
b∈Tk ,r∈L(k)
c−1(r−1 ⊗ brcn)
= c
∑
b∈Tk ,r,r1,r2∈L(k)
(r−11 )
∗(c−1r−1)r−11 ⊗ br
∗
2(rc)r2n
= c
∑
b∈Tk ,r1,r2∈L(k)
 ∑
r∈L(k)
r∗2(rc)(r
−1
1 )
∗(c−1r−1)
 (r−11 ⊗ br2n)
= c
 ∑
b∈Tk,r∈L(k)
r−1 ⊗ brn

= cβ(n)
as claimed. 
Lemma 1. We have αγ = 0 and γβ = 0.
Proof. We first show that αγ = 0. It suffices to show that for all r ∈ L(k), b ∈ Tk, αγξbr = 0. Let
n ∈ Nσ(b), then by 3.6 and 3.11:
αγξbr(n) = αidNinγξbr(n) =
∑
s∈L(k),a∈kT
αξsaπsaγξbr(n)
=
∑
s∈L(k),a∈kT
αξsaγsa,br(n)
=
∑
s,w∈L(k),a∈kT
αξsas
∗(r−1w)Y[bwa](P )(n)
=
∑
s,w∈L(k),a∈kT
sas∗(r−1w)Y[bwa](P )(n)
=
∑
w∈L(k),a∈kT
r−1waY[bwa](P )n
= r−1Xb∗(P )n
= 0
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We now show that γβ = 0. It suffices to show that for all r ∈ L(k), a ∈k T we have πraγβ = 0.
Let n ∈ Nk, then by 3.7 and 3.15:
πraγβ(n) = πraγidNoutβ =
∑
b∈Tk,s∈L(k)
πraγξbsπbsβ(n)
=
∑
b∈Tk,s∈L(k)
γra,bsπbsβ(n)
∑
b∈Tk ,s,w∈L(k)
s∗(wr−1)Y[bwa](P )(bsn)
=
∑
b∈Tk,w∈L(k)
Y[bwa](P )bwr
−1n
= Xa∗(P )r
−1n
= 0

Lemma 2. For each m ∈ Nin, a ∈k T we have πeka(r
−1m) = πra(m).
Proof. First, for any a1 ∈k T and n ∈ Nτ(a1) we have
r−1ξ′sa1(n) = r
−1(s⊗ n) = r−1s⊗ n =
∑
u∈L(k)
u⊗ u∗(r−1s)n =
∑
u∈L(k)
ξ′ua1(u
∗(r−1s)n)
Then
r−1ξsa1(n) = r
−1ξ′a1ξ
′
sa1
(n) =
∑
u∈L(k)
ξ′a1ξ
′
ua1
(u∗(r−1s)n) =
∑
u∈L(k)
ξua1(u
∗(r−1s)n)
Now let m ∈ Nin, then using 3.10 and 3.11 we obtain
πeka(r
−1m) =
∑
s∈L(k),a1∈kT
πekar
−1ξsa1πsa1(m)
=
∑
s,u∈L(k),a1∈kT
πekaξua1
(
u∗(r−1s)πsa1(m)
)
=
∑
s∈L(k)
e∗k(r
−1s)πsa(m)
= πra(m)
and the lemma follows. 
4. Premutation of a decorated representation
Consider now the algebra with potential (FS(M˜), P˜ ). Recall from [2, Definition 37] that:
M˜ := e¯kMe¯k ⊕MekM ⊕ (ekM)
∗ ⊕∗ (Mek)
P˜ := [P ] +
∑
sa∈kTˆ ,bt∈T˜k
[btsa]((sa)∗)(∗(bt))
To a decorated representation N = (N, V ) of the algebra with potential (FS(M), P ) we will
associate a decorated representation µ˜k(N ) = (N, V ) of (FS(M˜), P˜ ) as follows. First set:
N i = Ni, Vi = Vi if i 6= k
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Define Nk and V k as follows:
Nk =
ker(γ)
im(β)
⊕ im(γ)⊕
ker(α)
im(γ)
⊕ Vk
V k =
ker(β)
ker(β) ∩ im(α)
Let
J1 :
ker(γ)
im(β)
→ Nk
J2 : im(γ)→ Nk
J3 :
ker(α)
im(γ)
→ Nk
J4 : Vk → Nk
(4.1)
be the corresponding inclusions and let
Π1 : Nk →
ker(γ)
im(β)
Π2 : Nk → im(γ)
Π3 : Nk →
ker(α)
im(γ)
Π4 : Nk → Vk
(4.2)
denote the canonical projections.
Remark. Suppose that M is Z-freely generated by M0 and let X be a finite dimensional left
S-module. To induce a structure of a TS(M)-left module on X it suffices to give a map of S-left
modules M ⊗S X → X. Let i 6= j be integers in [1, n]. Then
HomDi(eiMej ⊗S X,X)
∼= HomDi((Di ⊗F eiM0ej ⊗F Dj)⊗Dj ejX, eiX)
∼= HomDi(Di ⊗F eiM0ej ⊗F (Dj ⊗Dj ejX), eiX)
∼= HomDi(Di ⊗F eiM0ej ⊗F ejX, eiX)
∼= HomF (eiM0ej ⊗F ejX, eiX)
Hence HomS(S(M ⊗S X),S X) ∼=
⊕
i,j
HomF (eiM0ej ⊗F ejX, eiX) as F -vector spaces. There-
fore, a map of left S-modules M ⊗S X → X is determined by a collection of F -linear maps
θi,j : eiM0ej ⊗F ejX → eiX. It follows that each element c ∈ eσ(c)M0eτ(c) gives rise to a
multiplication operator cX : Xτ(c) → Xσ(c) given by cX(x) := θσ(c),τ(c)(c⊗ x).
Recall from [2, Lemma 8.7] that M˜ is Z-freely generated by the following Z-subbimodule:
(M˜)0 := e¯kM0e¯k ⊕M0ekSekM0 ⊕ ek(0N)⊕N0ek
To give N a structure of a left TS(M˜)-module on N we will proceed by cases, by giving the
action of each summand of (M˜)0 in N .
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• Suppose first that i, j 6= k. Then
ei(M˜)0ej = eiM0ej ⊕ eiM0ekSekM0ej
Assume that c ∈ eiM0ej . By assumption i, j 6= k and thus both σ(c) and τ(c) are not equal to
k. Then N τ(c) = Nτ(c) and Nσ(c) = Nσ(c). Therefore we set cN = cN . Assume now that c is an
element of the Z-local basis of eiM0ekSekM0ej then c = ρ(bra) for some b ∈ T ∩ eiMek, r ∈ L(k)
and a ∈ T ∩ ekMej . In this case we set ρ(bra)N := (bra)N .
Recall that {∗b : b ∈ T} is a Z-local basis of 0N and {a∗ : a ∈ T} is a Z-local basis of N0. Then
{∗b : b ∈ Tk} is a Z-free generating set of ek(
∗M) and {a∗ : a ∈k T} is a Z-free generating set of
M∗ek. Suppose that b = eσ(b)bek, then τ(
∗b) = σ(b). Therefore
N in =
⊕
b∈Tk
Dk ⊗F Nτ(∗b)
=
⊕
b∈Tk
Dk ⊗F Nσ(b)
= Nout
whence N in = Nout. A similar argument shows that N out = Nin.
We have the inclusion maps
j : ker(γ)→ Nout
i : im(γ)→ Nin
j′ : ker(α)→ Nin
and the canonical projections
π1 : ker(γ)→
ker(γ)
im(β)
π2 : ker(α)→
ker(α)
im(γ)
As in [5] we introduce the following splitting data:
(a) Choose a Dk-linear map p : Nout → ker(γ) such that pj = idker(γ).
(b) Choose a Dk-linear map σ2 : ker(α)/im(γ)→ ker(α) such that π2σ2 = idker(α)/im(γ).
• Suppose now that i 6= k and that j = k. Then ei(M˜)0ek = ei(N0)ek. Let a ∈k T , then
τ(a∗) = k and σ(a∗) = τ(a). We define an F -linear map:
N(a∗) : Nk → Nτ(a)
as follows
N(a∗)J1 = 0
N(a∗)J2 = c
−1
k πekai
N(a∗)J3 = c
−1
k πekaj
′σ2
N(a∗)J4 = 0
(4.3)
where ck = [Dk : F ].
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• In what follows, we let γ = iγ′ where γ′ : Nout ։ im(γ). Suppose now that i = k and that
j 6= k. Then
ei(M˜)0ej = ek(0N)ej
Since j 6= k then N j = Nj = ejN . For every b ∈ Tk, we define an F -linear map:
N(∗b) : Nσ(b) → Nk
as follows
Π1N(
∗b) = −π1pξbek
Π2N(
∗b) = −γ′ξbek
Π3N(
∗b) = 0
Π4N(
∗b) = 0
(4.4)
The previous construction makes N a left TS(M˜)-module. To see that N is in fact a module
over the completed algebra FS(M˜) it suffices to note that the FS(M)-module N is nilpotent [5, p.
39] and thus N is annihilated by 〈M˜〉n for large enough n.
Lemma 3. Let ρ : FS(M)kˆ,kˆ → FS((µkM)kˆ,kˆ) be the algebra isomorphism introduced on page 5
and let u ∈ FS(M)kˆ,kˆ. Then ρ(u)N = uN .
Proof. First note that FS(M) = S⊕M ⊕FS(M)≥2. Let u ∈ FS(M)kˆ,kˆ, then u = s+m+ x where
s ∈ e¯kS, m ∈ Mkˆ,kˆ and x ∈
(
FS(M)≥2
)
kˆ,kˆ
. Then
ρ(u) = s+m+ ρ(x)
By continuity and linearity of ρ, it suffices to treat the case when x is of the form
s(x1)x1s(x2) . . . s(xl)xl, where s(xi) ∈ L(σ(xi)) and xi ∈ T . We’ll use induction on l. Suppose
first that x = s(x1)x1s(x2)x2 and we may assume that x1s(x2)x2 ∈M0ekSekM0, then
ρ(x) = s(x1)ρ(x1s(x2)x2)
Therefore
ρ(x)n = s(x1)ρ(x1s(x2)x2)n
Since [bqras]N = (bqras)N then ρ(bqras)n = bqrasn. It follows that
ρ(x)n = s(x1)ρ(x1s(x2)x2)n
= s(x1)x1s(x2)x2n
= xn
Suppose now that the claim holds for the length of x less than n. We have:
x = s(x1)x1s(x2)x2 . . . s(xl−2)xl−2s(xl−1)xl−1s(xl)xl
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Using the fact that ρ is an algebra morphism together with the base case l = 2 we obtain:
ρ(x)n = ρ(s(x1)x1 . . . s(xl−2)xl−2)ρ(s(xl−1)xl−1s(xl)xl)n
= ρ(s(x1)x1 . . . (xl−2)xl−2)s(xl−1)ρ(xl−1s(xl)xl)n
= ρ(s(x1)x1 . . . s(xl−2)xl−2)s(xl−1)xl−1s(xl)xln
= ρ(s(x1)x1 . . . s(xl−2)xl−2)n
′
where n′ := s(xl−1)xl−1s(xl)xln. Since s(x1)x1 . . . s(xl−2)xl−2 has length less than l, then:
ρ(s(x1)x1 . . . s(xl−2)xl−2)n
′ = s(x1)x1 . . . s(xl−2)xl−2n
′
Therefore
ρ(x)n = s(x1)x1 . . . s(xl−2)xl−2n
′
= s(x1)x1 . . . s(xl−2)xl−2s(xl−1)xl−1s(xl)xln
= xn
it follows that ρ(x)n = xn completing the proof. 
Proposition 3. The pair µ˜k(N ) = (N, V ) is a decorated representation of (FS(M˜), P˜ ).
Proof. We have to verify that N is annihilated by R(P˜ ). It suffices to check that (Xc∗(P˜ ))N = 0
for each element c of the Z-local basis of (M˜)0. We proceed by cases.
• Suppose first that c ∈ T ∩ e¯kM0e¯k and let n ∈ N . Then by Lemma 3
(
Xc∗(P˜ )N
)
(n) = Xc∗(P˜ )n
= Xc∗(ρ(P ))n
= ρ(Xc∗(P ))n
= Xc∗(P )n
Since N = (N, V ) is a decorated representation of (FS(M), P ) then Xc∗(P )n = 0.
• Suppose now that c = ρ(bra) where b ∈ Tk, r ∈ L(k) and a ∈k T . By [2, p.58] we have the
following equality:
X[bra]∗(P˜ ) = X[bra]∗(ρ(P )) + cka
∗r−1(∗b)
where ck = [Dk : F ].
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We now compute the image of the operator (cka
∗r−1(∗b))N . Let n ∈ Nσ(b), then remembering
4.3, 4.4 and Lemma 2 we obtain
ckN(a
∗)r−1N(∗b)(n) = ckN(a
∗)r−1 (−π1pξbek(n),−γ
′ξbek(n), 0, 0)
= ckN(a
∗)
(
−r−1π1pξbek(n),−r
−1γ′ξbek(n), 0, 0
)
= ckc
−1
k πekai
(
−r−1γ′ξbek(n)
)
= −πeka
(
r−1γ′ξbek(n)
)
= −πra (γ
′ξbek(n))
= −γra,bek(n)
= −
∑
w∈L(k)
r∗(e−1k w)Y[bwa](P )n
= −
∑
w∈L(k)
r∗(w)Y[bwa](P )n
= −Y[bra](P )n
and by Lemma 3 (
X[bra]∗(ρ(P )
)
N
(n) = X[bra]∗(ρ(P ))n
= ρ(Y[bra](P ))n
= Y[bra](P )n
Combining the above: (X[bra](P˜ ))N =
(
X[bra]∗(ρ(P ))
)
N
+(cka
∗r−1(∗b))N = 0, as desired. It remains
to show that R(P˜ ) · N = {0} for the remaining elements of the Z-local basis of (M˜)0. We now
show that (Xa∗(P˜ ))N = 0 for each a ∈k T . Using the result of page [2, p.58] we have that
(Xa∗(P˜ ))N =
(
ck
∑
b∈Tk,r∈L(k)
r−1(∗b)ρ(bra)
)
N
= ck
∑
b∈Tk,r∈L(k)
(r−1(∗b)ρ(bra))N
Let n ∈ Nτ(a). Then remembering 4.4 and 3.15, we get the following equalities
Xa∗(P˜ )(n) = ck
∑
b∈Tk ,r∈L(k)
r−1(∗b)(bran)
= ck
∑
b∈Tk ,r∈L(k)
r−1 (−π1pξbek(bran),−γ
′ξbek(bran), 0, 0)
= −ck
 ∑
b∈Tk ,r∈L(k)
r−1π1pξbek(bran),
∑
b∈Tk,r∈L(k)
r−1γ′ξbek(bran), 0, 0

= −ck
 ∑
b∈Tk ,r∈L(k)
π1pr
−1ξbek(bran),
∑
b∈Tk,r∈L(k)
γ′r−1ξbek(bran), 0, 0

= −ck
 ∑
b∈Tk ,r∈L(k)
π1pξbrπbrβ(an),
∑
b∈Tk,r∈L(k)
γ′ξbrπbrβ(an), 0, 0

= −ck (π1β(an), γ
′β(an), 0, 0)
= (0, 0, 0, 0)
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by Lemma 1. This proves that (Xa∗(P˜ ))N = 0 for each a ∈k T . Finally, let us show that
(X∗b(P˜ ))N = 0 for each b ∈ Tk. Let us recall the following formula from [2, p.58]:
X∗(b)(P˜ ) = ck
∑
a∈kT,r∈L(k)
ρ(bra)a∗r−1
Now let n ∈ Nk. Then remembering 4.3 and using Lemma 2 we get
X∗b(P˜ ) = ck
∑
a∈kT,r∈L(k)
ρ(bra)N(a∗)(r−1n)
= ck
∑
a∈kT,r∈L(k)
ρ(bra)N(a∗)
(
4∑
l=1
JlΠl(r
−1n)
)
= ck
∑
a∈kT,r∈L(k)
(
ρ(bra)c−1k πekaiΠ2(r
−1n) + ρ(bra)c−1k πekaj
′σ2Π3(r
−1n)
)
=
∑
a∈kT,r∈L(k)
ρ(bra)πekaiΠ2(r
−1n) +
∑
a∈Tk,r∈L(k)
ρ(bra)πekaj
′σ2Π3(r
−1n)
= b
∑
a∈kT,r∈L(k)
raπeka
(
r−1Π2(n)
)
+ b
∑
a∈kT,r∈L(k)
raπeka
(
r−1σ2Π3(n)
)
= b
∑
a∈kT,r∈L(k)
raπra(Π2n) + b
∑
a∈kT,r∈L(k)
raπra (σ2Π3(n))
= b
∑
a∈kT,r∈L(k)
αξraπra(Π2n) + b
∑
a∈kT,r∈L(k)
αξraπra (σ2Π3(n))
= bα(Π2n) + bα (σ2Π3(n))
= 0
by Lemma 1. This completes the proof that N is annihilated by R(P˜ ). 
Definition 11. We will refer to µ˜k(N ) = (N, V ) as the premutated decorated representation.
As in [6, Proposition 10.9] we now show that the isoclass of the premutated decorated represen-
tation does not depend on the choice of the splitting data.
Proposition 4. The isoclass of the decorated representation µ˜k(N ) = (N, V ) does not depend on
the choice of the splitting data.
Proof. Suppose that we fix p : Nout → ker(γ) such that pj = idker(γ) where j : ker(γ) → Nout
is the inclusion map. Let p′ : Nout → ker(γ) be another map satisfying p′j = idker(γ). Then the
restriction of the map p′ − p to the subspace ker(γ) is the zero map. Since γ : Nout → Nin then
Nout/ker(γ) ∼= im(γ).
Consider the following sequence of maps:
ker(γ)
j
−→ Nout
γ
−→ Nout/ker(γ) ∼= im(γ)
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By the universal property of the cokernel of j, there exists a unique linear map ξ : im(γ) →
ker(γ) making the following diagram commute
ker(γ)
j
// Nout
γ′
//
p′−p

im(γ)
ξ
zz✉
✉
✉
✉
✉
ker(γ)
It follows that p′ = p+ ξγ′ for some linear map ξ : im(γ)→ ker(γ).
Now suppose that we fix a map σ2 : ker(α)/im(γ) → ker(α) such that π2σ2 = idker(α)/im(γ).
Let σ′2 : ker(α)/im(γ)→ ker(α) be another map satisfying π2σ
′
2 = idker(α)/im(γ). By the universal
property of the kernel of π2, there exists a unique linear map η : ker(α)/im(γ) → im(γ) making
the following diagram commute
ker(α)/im(γ)
η

✤
✤
✤
σ′2−σ2
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
im(γ) // ker(α)
pi2
// ker(α)/im(γ)
Thus σ′2 = σ2 + η for some linear map η : ker(α)/im(γ)→ im(γ).
Let N ′(a∗) be the map in 4.3 with σ2 replaced by σ
′
2. Similarly, let N
′(∗b) be the map in 4.4
with p replaced by p′.
As in [6, Proposition 10.9] we now construct a linear automorphism ψ : Nk → N ′k such that
N(a∗) = N ′(a∗)ψ and ψN(∗b) = N ′(∗b). Since Nk =
ker(γ)
im(β)
⊕ im(γ) ⊕ ker(α)
im(γ)
⊕ Vk, then we may
realize ψ as a matrix of order 4. Define ψ as
ψ =

I π1ξ 0 0
0 I −η 0
0 0 I 0
0 0 0 I

where I is the identity transformation. Note that ψ is invertible. We have
N ′(a∗)ψ =
(
0 c−1k πekai c
−1
k πekaj
′σ′2 0
)
I π1ξ 0 0
0 I −η 0
0 0 I 0
0 0 0 I

=
(
0 c−1k πekai −c
−1
k πekaiη + c
−1
k πekaj
′σ′2 0
)
=
(
0 c−1k πekai c
−1
k πeka(−iη + j
′σ′2) 0
)
=
(
0 c−1k πekai c
−1
k πeka(−iη + j
′σ2 + j
′η) 0
)
=
(
0 c−1k πekai c
−1
k πekaj
′σ2 0
)
= N(a∗)
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On the other hand:
ψN(∗b) =

−π1(p+ ξγ′)ξbek
−γ′ξbek
0
0

=

−π1p′ξbek
−γ′ξbek
0
0

= N ′(∗b)
Now let ϕ : N → N
′
be the map defined as ϕj = id if j 6= k and ϕk = ψ. Suppose first that
a ∈k T , d1 ∈ Dτ(a), d2 ∈ Dk and w ∈ Nk. Then
ϕ(d1a
∗d2w) = d1a
∗d2w
= d1N(a
∗)(d2w)
= d1N ′(a
∗)ψ(d2w)
= d1a
∗d2ϕ(w)
Now if b ∈ Tk, d1 ∈ Dk, d2 ∈ Dσ(b) and n ∈ Nσ(b). Then
ϕ(d1(
∗b)d2n) = ψ(d1(
∗b)d2n)
= ψ(d1N(
∗b)(d2n))
= d1ψ(N(
∗b)(d2n))
= d1N ′(
∗b)(d2n)
= d1(
∗b)d2ϕ(n)
Therefore for each u ∈ FS(µkM) we obtain a commutative diagram:
N
u
N
//
ϕ

N
ϕ

N ′
u
N′
// N ′
This proves that the decorated representations µ˜k(N ) = (N, V ) and (N ′, V ) are right-equivalent,
as desired.

Let N = (N, V ) be a decorated representation of (FS(M), P ) and let N ′ = (N ′, V ′) be a deco-
rated representation of (FS(M ′), P ′). Suppose that such representations are right-equivalent, then
there exists an algebra isomorphism ϕ : FS(M)→ FS(M ′) such that ϕ(P ) is cyclically equivalent
to P ′. By [2, Theorem 5.3] we have: R(P ′) = R(ϕ(P )) = ϕ(R(P )). Using the representation
N = (N, V ) we construct a decorated representation N̂ = (N̂ , V ) of (FS(M ′), ϕ(P )) as follows:
let N̂ = N as F -vector spaces and given u ∈ FS(M ′) and n ∈ N define u ∗ n := ϕ−1(u)n. Clearly
R(P ′)N̂ = 0. We will denote N̂ by N̂ =ϕ
−1
N .
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Proposition 5. Let ϕ : FS(M) → FS(M) be a unitriangular automorphism and let N = (N, V )
be a decorated representation of (FS(M), P ) where P is a potential in FS(M) such that ekPek = 0.
Then:
(a) There exists a unitriangular automorphism ϕˆ : FS(µkM) → FS(µkM) such that ϕˆ(µkP ) is
cyclically equivalent to µk(ϕ(P )).
(b) There exists an isomorphism of decorated representations ψ : µ˜k(N )→ µ˜k(N̂ ).
Proof. The fact that (a) holds is an immediate consequence of [2, Theorem 8.12]. Let
us show (b). Let αˆ, βˆ and γˆ be the maps associated to the representation N̂ . Re-
call that kTˆ = {sa : a ∈k T, s ∈ L(k)} is a local basis for (ekM)S . We have that
ϕ(sa) =
∑
r∈L(k),a1∈kT
ra1Cra1,sa for some Cra1,sa ∈ eτ(a1)FS(M)eτ(a).
Define C : Nin → Nin as the F - linear map such that for all r, s ∈ L(k), a, a1 ∈k T , the map:
πra1Cξsa : Nτ(a) → Nτ(a1)
is given by
πra1Cξsa(n) = ϕ
−1(Cra1,sa)n
for every n ∈ Nτ(a). Let us show that αˆC = α. It suffices to show that for all a ∈k T, r ∈ L(k)
we have αˆCξra = αξra.
In what follows, given h ∈ FS(M) and n ∈ N then h ∗ n = ϕ−1(h)n denotes the product in N̂ .
We have
αˆCξra(n) =
∑
s∈L(k),a1∈kT
αˆξsa1πsa1Cξra(n)
=
∑
s∈L(k),a1∈kT
αˆξsa1
(
ϕ−1(Csa1,ra)n
)
=
∑
s∈L(k),a1∈kT
sa1 ∗ ϕ
−1(Csa1,ra)n
= ϕ−1
 ∑
s∈L(k),a1∈kT
sa1Csa1,ra
n
= ϕ−1(ϕ(ra))n
= ran
= αξra(n)
and therefore αˆC = α. This yields the following equalities:
ker(α) = C−1(ker(αˆ))
im(α) = im(αˆ)
(4.5)
Similarly, for each b ∈ Tk and s ∈ L(k):
ϕ(bs) =
∑
r∈L(k),b1∈Tk
Dbs,b1rb1r
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for some Dbs,b1r ∈ eσ(b)FS(M)eσ(b1).
Thus there exists an F -linear map D : Nout → Nout such that for all r, s ∈ L(k), b, b1 ∈ Tk we
have:
πbsDξb1r(n) = ϕ
−1(Dbs,b1r)n
for every n ∈ Nσ(b1). We now show that Dβˆ = β. It suffices to show that for all b ∈ Tk, s ∈ L(k)
we have πbsDβˆ = πbsβ. Let n ∈ Nk, then
πbsDβˆ(n) =
∑
r∈L(k),b1∈Tk
πbsDξb1rπb1rβˆ(n)
=
∑
r∈L(k),b1∈Tk
ϕ−1(Dbs,b1r)((b1r) ∗ n)
=
∑
r∈L(k),b1∈Tk
ϕ−1(Dbs,b1r)ϕ
−1(b1r)n
= ϕ−1
 ∑
r∈L(k),b1∈Tk
Dbs,b1rb1r
n
= ϕ−1(ϕ(bs))n
= bsn
= πbsβ(n)
Therefore Dβˆ = β, as claimed. Then we obtain the following equalities
im(β) = D(im(βˆ))
ker(β) = ker(βˆ)
(4.6)
Lemma 4. We have that γˆ = CγD.
Proof. Using [2, Lemma 9.2] we obtain an algebra isomorphism:
ρ : FS(M)kˆ,kˆ → FS((µkM)kˆ,kˆ)
we may view ρ as a monomorphism of algebras:
ρ : e¯kFS(M)e¯k → e¯kFS(µkM)e¯k
By [2, Proposition 8.11] we have algebra isomorphisms:
φ : FS(M̂)→ FS(M̂)
ϕˆ : FS(µkM)→ FS(µkM)
where M̂ := M ⊕ (ekM)∗ ⊕∗ (Mek) and
iM : FS(M)→ FS(M̂)
iµkM : FS(µkM)→ FS(M̂)
are the inclusion maps. We also have commutative diagrams
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FS(µkM)
ϕˆ
//
iµkM

FS(µkM)
iµkM

FS(M̂)
φ
// FS(M̂)
FS(M)
ϕ
//
iM

FS(M)
iM

FS(M̂)
φ
// FS(M̂)
Let us see that the previous diagram induces a commutative diagram:
FS(M)kˆ,kˆ
ρ
//
ϕ

FS((µkM)kˆ,kˆ)
ϕˆ

FS(M)kˆ,kˆ
ρ
// FS((µkM)kˆ,kˆ)
Indeed, on one hand iµkMρϕ = iMϕ and on the other hand:
iµkM ϕˆρ = φiµkMρ = φiM = iMϕ
Since iµkM is injective then ρϕ = ϕˆρ.
Let ∆ˆ : TS(µkM) → TS(µkM) ⊗Z TS(µkM) be the derivation associated to TS(µkM). Define
maps:
ρk : e¯kTS(M)→ TS(µkM)
kρ : TS(M)e¯k → TS(µkM)
as follows, ρk(z) = ρ(ze¯k) and
kρ(z) = ρ(e¯kz).
Lemma 5. For z ∈ TS(M)kˆ,kˆ we have that ∆ˆρ(z) = (ρ
k ⊗ (kρ))∆(z).
Proof. The TS(µkM)-bimodule TS(µkM) ⊗Z TS(µkM) is a TS(M)kˆ,kˆ-bimodule via the map ρ.
We have that ∆ˆ is a TS(M)kˆ,kˆ-derivation, ρ
k ⊗ (kρ) is a map of TS(M)kˆ,kˆ-bimodules and ∆ is a
derivation of TS(M). Therefore ∆ˆρ and (ρ
k ⊗ (kρ))∆ are derivations of TS(µkM). Since TS(M)kˆ,kˆ
is generated, as an F -algebra, by e¯kS, e¯kM0e¯k and M0DkM0, then it suffices to establish the
equality for z ∈ e¯kS ∪ e¯kM0e¯k ∪M0DkM0.
If z ∈ e¯kS, then
∆ˆρ(z) = 1⊗ ρ(z)− ρ(z)⊗ 1 = e¯k ⊗ ρ(z)− ρ(z)⊗ e¯k = (ρk ⊗ (kρ))∆(z)
For z ∈ e¯kM0e¯k we have
∆ˆρ(z) = 1⊗ ρ(z) = e¯k ⊗ ρ(z) = (ρk ⊗ (kρ))∆(z)
If z = m1rm2 where m1 ∈ e¯kM0ek, r ∈ Dk and m2 ∈ ekM0e¯k, then
∆ˆρ(m1rm2) = 1⊗ ρ(m1rm2) = e¯k ⊗ ρ(m1rm2)
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and
(ρk ⊗k ρ)∆(m1rm2) = (ρ
k ⊗ (kρ))(∆(m1)rm2 +m1∆(rm2))
= (ρk ⊗k ρ)(1⊗m1rm2 +m1 ⊗ rm2)
= e¯k ⊗ ρ(m1rm2) +m1e¯k ⊗ (
kρ(rm2))
= e¯k ⊗ ρ(m1rm2)
completing the proof of Lemma 5. 
Lemma 6. For α ∈ TS(M)kˆ,kˆ, z ∈ FS(M)kˆ,kˆ we have
((ρk ⊗ (kρ))∆(α))♦ρ(z) = ρk(∆(α)♦z)
Proof. One can verify that if the equality holds for all α and for all z, and for all β and every
z then it holds for all αβ and every z. Therefore it suffices to establish the equality for α ∈
e¯kS ∪ e¯kM0e¯k ∪M0DkM0.
(i) Suppose first that α ∈ e¯kS, then
(ρk ⊗ (kρ))∆(α)♦ρ(z) = (ρk ⊗ (kρ))(1⊗ α− α⊗ 1)♦ρ(z)
= (e¯k ⊗ ρ(α)− ρ(α)⊗ e¯k)♦ρ(z)
= cyc(ρ(α)ρ(z)− ρ(z)ρ(α))
= ρ(cyc(αz − zα))
= ρk(∆(α)♦z)
(ii) If α ∈ e¯kM0e¯k, then
(ρk ⊗ (kρ))∆(α)♦ρ(z) = (ρk ⊗ (kρ))(1⊗ α)♦ρ(z)
= (e¯k ⊗ p(α))♦ρ(z)
= cyc(ρ(α)ρ(z))
= ρ(cyc(αz))
= ρk(∆(α)♦z)
(iii) Finally, if α = m1rm2 where m1 ∈ e¯kM0ek, r ∈ Dk and m2 ∈ ekM0e¯k, then
(ρk ⊗ (kρ))∆(m1rm2)♦ρ(z) = (ρ
k ⊗ (kρ))(1⊗m1rm2 +m1 ⊗ rm2)♦ρ(z)
= (e¯k ⊗ ρ(m1rm2))♦ρ(z)
= cyc(ρ(m1rm2z))
= ρk(∆(m1rm2)♦z)

Lemma 5 and Lemma 6 imply immediately the following
Lemma 7. Let α ∈ TS(M)kˆ,kˆ, z ∈ FS(M)kˆ,kˆ, then:
∆ˆρ(α)♦ρ(z) = ρk(∆(α)♦z)
Let r, s ∈ L(k), a ∈k T and b ∈ Tk. Let n ∈ Nˆσ(b), then
γˆsa,br(n) =
∑
w∈L(k)
s∗(r−1w)ϕ−1
(
Y[bwa](ϕ(P ))
)
n.
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We have
ϕ−1
(
Y[bwa](ϕ(P ))
)
n = ϕ−1ρ−1
(
X[bwa]∗(ρϕ(P ))
)
n
=
(
ρ−1ϕˆ−1X[bwa]∗(ϕˆ(ρ(P )))
)
n
Also X[bwa]∗(ϕˆ(ρ(P )) = lim
u→∞
Zu where:
Zu =
∑
s∈L(σ(b))
∑
c∈T˜
kˆ,kˆ
(sρ(bwa))∗
(
∆ˆ(ϕˆ(c)≤u+1)♦ϕˆ(Xc∗(ρ(P ))
)
s
Let v be an arbitrary positive integer and let α, β ∈ FS(M). We will write α ≡ β (v) if
α− β ∈ FS(M)>v.
Clearly for any α ∈ FS(M) and for every positive integer v we have α ≡ α≤v (v).
Note that if h ∈ TS(M)>v and z ∈ FS(M), then ∆(h)♦z ∈ FS(M)>v. Therefore if α, β ∈ TS(M)
and α ≡ β (v), then ∆(α)♦z ≡ ∆(β)♦z (v) for every z ∈ FS(M).
Let h ∈ FS(M)kˆ,kˆ. Let us see that:
ρ(h≤2v+3) ≡ ρ(h)≤v+1 (v + 2)
Indeed, since h − h≤2v+3 ∈ FS(M)≥2v+4 then ρ(h) − ρ(h≤2v+3) ∈ FS(µkM)≥v+2, whence
ρ(h) ≡ ρ(h≤2v+3) (v + 2) and therefore ρ(h) ≡ ρ(h)≤v+1 (v + 2).
Let v ≫ 0 be such that FS(M)≥vN = 0.
For i ≥ 1 we have that Zv+i − Zv ∈ FS(µkM)≥v+1 and thus
ϕ−1ρ−1(Zv+i) ≡ ϕ
−1ρ−1(Zv) (v + 1)
therefore
lim
u→∞
ϕ−1ρ−1(Zu)n = ϕ
−1ρ−1(Zv)n
Define:
W (c) = ϕ−1ρ−1
 ∑
s∈L(σ(b))
(sρ(bwa))∗
(
∆ˆ(ϕˆ(c)≤v+1)♦ϕˆ(Xc∗(ρ(P )))
)
s
n.
We require the following:
Lemma 8. If c ∈ e¯kM0e¯k ∩ T then W (c) = 0.
Proof. Note that Xc∗(ρ(P )) = ρ(Xc∗(P )), hence
ϕˆ(c)≤v+1 = ϕˆ(ρ(c))≤v+1 = ρ(ϕ(c))≤v+1 ≡ ρ(ϕ(c)≤2v+3) (v + 2)
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Consequently
W (c) = ϕ−1ρ−1
 ∑
s∈L(σ(b))
(sρ(bwa))∗
(
∆ˆ(ρ(ϕ(c)≤2v+3))♦ϕˆρ(Xc∗(P ))
)
s
n
= ϕ−1ρ−1
 ∑
s∈L(σ(b))
(sρ(bwa))∗
(
∆ˆ(ρ(ϕ(c)≤2v+3))♦ρϕ(Xc∗(P ))
)
s
n
Using Lemma 7 we obtain
W (c) = ϕ−1ρ−1
 ∑
s∈L(σ(b))
(sρ(bwa))∗
(
ρk
(
∆(ϕ(c)≤2v+3)♦ϕ(Xc∗(P ))
))
s
n
Letting z = ϕ(Xc∗(P )) yields that W (c) is a sum of elements of the form:
ϕ−1ρ−1
 ∑
s∈L(σ(b))
(sρ(bwa))∗
(
ρk (∆(m1 . . .mlr)♦z)
)
s
n
where m1, . . . , ml ∈ SM0 and r ∈ e¯kS.
Then ∑
s∈L(σ(b))
(sρ(bwa))∗
(
ρk (∆(m1 . . .mlr)♦z)
)
s
is equal to ∑
s∈L(σ(b))
(sρ(bwa))∗
(
ρk (∆(m1 . . .ml)r♦z)
)
s+ g
where
g =
∑
s∈L(σ(b))
(sρ(bwa))∗
(
ρk (m1 . . .ml∆(r)♦z)
)
s
=
∑
s∈L(σ(b))
(sρ(bwa))∗ (rρ(cyc(e¯kzm1 . . .ml))− ρ(cyc(e¯kzm1 . . .ml))r) s
By [2, Lemma 5.2] we obtain that g = 0. Therefore:
W (c) = ϕ−1ρ−1
 ∑
s∈L(σ(b))
(sρ(bwa))∗
(
ρk (∆(m1 . . .ml)♦rz)
)
s
n
then W (c) is a sum of elements of the form:
ϕ−1ρ−1 ((sρ(bwa))∗(ρ(e¯kmi . . .mlrzm1 . . . mi−1))s)n
If i = l then z =
∑
i
zizi′ where zi ∈ e¯kM and in this case:
(sρ(bwa))∗(ρ(e¯kmlre¯kzm1 . . .ml−1)) = (sρ(bwa))
∗(ρ(e¯kmlr)ρ(e¯kzm1 . . .ml−1e¯k)) = 0
Hence W (c) is a sum of elements of the form:
ϕ−1ρ−1 ((sρ(bwa))∗(ρ(e¯kmimi+1)ρ(αzβ))s)n
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where mimi+1 ∈MekM and thus W (c) is a sum of elements of the form ϕ−1(α)ϕ−1(z)ϕ−1(β)n.
Since ϕ−1(z) = Xc∗(P ) then W (c) ∈ R(P )N = 0, completing the proof of Lemma 8.

From the above we obtain the following formula:
(∗) : ϕ−1(Y[bwa](ϕ(P )))n = ϕ−1ρ−1(Z ′v)n
where:
Z ′v =
∑
s∈L(σ(b))
∑
b1∈Tk,r∈L(k),a1∈kT
(sρ(bwa))∗
(
∆ˆ(ϕˆ(ρ(b1ra1)))
≤v+1♦ϕˆ(Xρ(b1ra1)(ρ(P )))
)
s
=
∑
s∈L(σ(b))
∑
b1ra1
(sρ(bwa))∗
(
∆ˆ(ϕˆ(ρ(b1ra1)))
≤v+1♦ϕˆρ
(
Y[b1ra1](P )
))
s
=
∑
s∈L(σ(b))
∑
b1ra1
(sρ(bwa))∗
(
∆ˆ(ρϕ(b1ra1))
≤v+1♦ρϕ
(
Y[b1ra1](P )
))
s
Thus, in (∗) we may replace Z ′v by the term:∑
b1ra1
∑
s∈L(σ(b))
(sρ(bwa))∗
(
∆ˆ(ρ(ϕ(b1ra1)
≤2v+3))♦ρϕ(Y[b1ra1](P ))
)
s
which by Lemma 7 is equal to:∑
b1ra1
∑
s∈L(σ(b))
(sρ(bwa))∗
(
ρk
(
∆(ϕ(b1ra1)
≤2v+3)♦ϕ(Y[b1ra1](P ))
))
s
the latter term can be replaced by:∑
b1ra1
∑
s∈L(σ(b))
(sρ(bwa))∗
(
ρk
(
∆(ϕ(b1r)
≤2v+3ϕ(a1)
≤2v+3)♦ϕ(Y[b1ra1](P ))
))
s
which in turn can be replaced by S = S1 + S2, where:
S1 =
∑
s∈L(σ(b))
∑
b1ra1
(sρ(bwa))∗
(
ρk
(
∆(ϕ(b1)
≤2v+3)♦ϕ(ra1Y[b1ra1](P ))
))
s
S2 =
∑
s∈L(σ(b))
∑
b1ra1
(sρ(bwa))∗
(
ρk
(
∆(ϕ(a1)
≤2v+3)♦ϕ(Y[b1ra1](P )b1r)
))
s
Using 3.7 gives that:
S2 =
∑
s∈L(σ(b))
∑
a1
(sρ(bwa))∗
(
ρk
(
∆(ϕ(a1)
≤2v+3)♦ϕ(Xa∗1(P ))
))
s
whence:
ϕ−1(Y[bwa](ϕ(P )))n = ϕ
−1ρ−1(S1)n+ ϕ
−1ρ−1(S2)n
(i) Let us see that ϕ−1ρ−1(S2) ⊆ R(P ).
Let z = ϕ(Xa∗1(P )), then ϕ(a1)
≤2v+3 is a sum of elements of the formm1 . . . mlt wheremj ∈ SM0,
t ∈ e¯kS. Therefore S2 is a sum of elements of the form:
(sρ(bwa))∗(ρ(e¯kmi . . .mltzm1 . . .mi−1)e¯k)s
If i = l, then (sρ(bwa))∗(ρ(e¯kmi . . .ml . . .mi−1)e¯k)s is equal to:
(sρ(bwa))∗(ρ(e¯kmle¯k)ρ(e¯ktzm1 . . .ml−1)e¯k)s = 0
If i < l then:
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(sρ(bwa))∗(ρ(e¯kmi . . .mltzm1 . . .mi−1)e¯k)s = (sρ(bwa))
∗(ρ(e¯kmi . . .ml)ρ(tzm1 . . .mi−1e¯k))s
Therefore S2 is a sum of elements of the form ρ(αzβ), so ϕ
−1ρ−1(S2) is a sum of elements of the
form ϕ−1(α)ϕ−1(z)ϕ−1(β). Since ϕ−1(z) = Xa∗1(P ) then ϕ
−1ρ−1(S2) ⊆ R(P ) which establishes (i).
From the above it follows that ϕ−1(Y[bwa](ϕ(P )))n = ϕ
−1ρ−1(S1)n.
(ii) Let us show that ϕ−1ρ−1(S1) = ν1 + ν2, where ν1 ∈ R(P ) and ν2 is a sum of elements of the
form:
∑
s∈L(σ(b))
∑
ra1
(sρ(bwa))∗ρ(e¯kmi . . .mlzra1m1 . . .mi−1e¯k)s
where zra1 = ϕ(ra1Y[b1ra1](P )).
Note that ϕ(b1)
≤2v+3 is a sum of elements of the formm1m2 . . .ml wherem1, . . . , ml−1 ∈ SM0 and
ml ∈ e¯kMek. The element ϕ(b1) is a sum of elements of the form m1 . . .ml where m1, . . . , ml−1 ∈
SM0 and ml ∈ e¯kMek. Then ϕ−1ρ−1(S1) lies in the F -vector space generated by ϕ−1ρ−1(Ti) where
Ti is the F -vector space generated by elements of the form:
ui =
∑
s∈L(σ(b))
∑
ra1
(sρ(bwa))∗ρ(e¯kmi . . .mlzra1m1 . . .mi−1e¯k)s
Let us show that if i < l then ϕ−1ρ−1(Ti) ⊆ R(P ). We have that
ui =
∑
s∈L(σ(b))
(sρ(bwa))∗ (ρ(e¯kmi . . .ml−1)) ρ(mlwb1m1 . . .mi−1e¯k)s
where wb1 = ϕ(Xb∗1(P )).
It follows that ui is a sum of elements of the form ρ(αwb1β) and thus ϕ
−1ρ−1(ui) is a sum of
elements of the form ϕ−1(α)Xb∗1(P )ϕ
−1(β), as was to be shown. This completes the proof of (ii).
We have that
ϕ(b1) =
∑
b′r′
Db1,b′r′b
′r′
then
ϕ(b1)
≤2v+3 =
∑
b′r′
(Db1,b′r′)
≤2v+2b′r′
Also
ϕ(ra1) =
∑
r′′a′
r′′a′Cr′′a′,ra1
zra1 =
∑
r′′a′
r′′a′Cr′′a′,ra1ϕ(Y[b1ra1](P ))
On the other hand, (Db1,b′r′)
≤2v+2 is a sum of elements of the form m1m2 . . .ml−1s
′′ where
each mi ∈ SM0 and s′′ ∈ L(σ(b′)). Therefore ϕ(b1)≤2v+3 is a sum of elements of the form
m1m2 . . .ml−1s
′′b′r′.
In what follows, z(b1ra1) = ϕ(Y[b1ra1]).
We obtain that ϕ−1(Y[bwa](ϕ(P )))n is a sum of elements of the form:
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(∗) :
∑
b′,s′,s′′,r′,r′′
ϕ−1ρ−1 ((s′ρ(bwa))∗(ρ(e¯kH)))
where:
H = s′′b′r′r′′a′Cr′′a′,ra1z(b1ra1)m1 . . .ml−1s
′n
=
∑
w1∈L(k)
s′′b′w∗1(r
′r′′)w1a
′Cr′′a′,ra1z(b1ra1)m1 . . .ml−1s
′n
The non-zero terms of (∗) are those with s′ = s′′, b = b′, a′ = a, w1 = w. Thus:
ϕ−1(Y[bwa](ϕ(P )))n =
∑
h,r′,r′′,a1,b1
w∗(r′r′′)ϕ−1(Cr′′a,ha1)Y[b1ha1](P )ϕ
−1(Db1,br′)n
Therefore:
γˆsa,br(n) =
∑
w∈L(k)
s∗(r−1w)ϕ−1(Y[bwa](ϕ(P )))n
=
∑
w,h,r′,r′′,a1,b1
s∗(r−1w)w∗(r′r′′)ϕ−1(Cr′′a,ha1)Y[b1ha1](P )ϕ
−1(Db1,br′)n
=
∑
w,h,r′,r′′,a1,b1
s∗(r−1ww∗(r′r′′))ϕ−1(Cr′′a,ha1)Y[b1ha1](P )ϕ
−1(Db1,br′)n
=
∑
h,r′,r′′,a1,b1
s∗
r−1 ∑
w∈L(k)
w∗(r′r′′)w
ϕ−1(Cr′′a,ha1)Y[b1ha1](P )ϕ−1(Db1,br′)n
=
∑
h,r′,r′′,a1,b1
s∗(r−1r′r′′)ϕ−1(Cr′′a,ha1)Y[b1ha1](P )ϕ
−1(Db1,br′)n
By [2, Proposition 8.1 (iii)] and [2, Proposition 8.2 (iii)] the following equalities hold:
ϕ−1(Cr′′a,ha1) =
∑
u∈L(σ(a))
(r′′)∗(hu)ϕ−1(Cua,a1)
ϕ−1(Db1,br′) =
∑
v∈L(τ(b1))
(r′)∗(v)ϕ−1(Db1,bv)
whence
γˆsa,br(n) =
∑
h,r′,r′′,a1,b1,u,v
s∗(r−1r′r′′)(r′′)∗(hu)ϕ−1(Cua,a1)Y[b1ha1](P )(r
′)∗(v)ϕ−1(Db1,bv)n
=
∑
h,r′,a1,b1,u,v
s∗(r−1r′hu)(r′)∗(v)ϕ−1(Cua,a1)Y[b1ha1](P )ϕ
−1(Db1,bv)n
=
∑
h,a1,b1,u,v
s∗(r−1vhu)ϕ−1(Cua,a1)Y[b1ha1](P )ϕ
−1(Db1,bv)n
On the other hand, using again [2, Proposition 8.1 (iii)] and [2, Proposition 8.2 (iii)] one gets
that the (sa, br)-entry of (CγD)(n) is given by∑
s′,t′,h,a1,b1,u,v
(s′)∗((t′)−1h)s∗(s′u)r∗(vt′)ϕ−1(Cua,a1)Y[b1ha1](P )ϕ
−1(Db1,bv)n
Using 2.4 one obtains the following:
28 RAYMUNDO BAUTISTA AND DANIEL LÓPEZ-AGUAYO
∑
s′,t′,h,u,v
(s′)∗((t′)−1h)s∗(s′u)r∗(vt′) =
∑
s′,t′,h,u,v
s∗
(
(s′)∗((t′)−1h)s′u
)
r∗(vt′)
=
∑
t′,h,u,v
s∗
(
(t′)−1hu
)
r∗(vt′)
=
∑
h,u,v
s∗
(∑
t′
r∗(vt′)(t′)−1hu
)
=
∑
h,u,v
s∗(r−1vhu)
which implies that γˆ = CγD and the proof of Lemma 4 is now complete. 
Note that Lemma 4 implies the following equalities:
ker(γ) = D(ker(γˆ))
im(γ) = C−1(im(γˆ))
(4.7)
We now complete the proof of Proposition 5. Let us establish a right-equivalence (ϕˆ, ψ, η)
between the representations µ˜k(N ) and µ˜k
(
N̂
)
. First, we define ϕ̂ : FS(µkM) → FS(µkM) as
the right-equivalence between the algebras (FS(µkM), µkP ) and (FS(µkM), µkϕ(P )) given by [2,
Theorem 8.12]. Let µ˜k(N̂ ) = (N̂, V̂ ). If i 6= k, then N̂i = Ni and:
N̂k =
ker(γˆ)
im(βˆ)
⊕ im(γˆ)⊕ ker(αˆ)
im(γˆ)
⊕ Vk
For each i ∈ {1, 2, 3, 4}, let J i and Πi be the corresponding inclusions and projections associated
to N̂k, analogous to those given in 4.1 and 4.2. Then we have inclusion maps:
j : ker(γˆ)→ Nout
i : im(γˆ)→ Nin
and projections:
π1 : ker(γˆ)→
ker(γˆ)
im(βˆ)
π2 : ker(αˆ)→
ker(αˆ)
im(γˆ)
By Lemma 4 we have γˆ = CγD and thus γˆD−1 = Cγ. It follows that D−1 induces an isomor-
phism
D−11 : ker(γ)→ ker(γˆ)
such that jD−11 = D
−1j. Also, D−1 maps im(β) to im(βˆ). Therefore, D−1 also induces an
isomorphism
D−1 : ker(γ)
im(β)
→ ker(γˆ)
im(βˆ)
such that D−1π1 = π1D
−1
1 . The isomorphism C induces an isomorphism
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C1 : im(γ)→ im(γˆ)
such that iC1 = Ci. The equality αˆC = α implies that C also induces an isomorphism C2 :
ker(α)→ ker(αˆ); thus there exists an isomorphism
C : ker(α)
im(γ)
→ ker(αˆ)
im(γˆ)
such that Cπ2 = π2C2.
To construct µ˜k(N̂) we choose splitting data as follows:
p = D−11 pD : Nout → ker(γˆ)
σ2 = C2σ2C
−1 :
ker(αˆ)
im(γˆ)
→ ker(αˆ)
Note that pj = idker(γˆ), π2σ2 = idker(αˆ)/ im(γˆ). Define:
ψ : N → N̂
as follows. If i 6= k then ψi : N i = Ni → N̂ i = Ni is the identity map and
ψk : Nk → N̂k
is the map such that for every i 6= j, ΠiψkJj = 0 and
Π1ψkJ1 = D
−1
Π2ψkJ2 = C1
Π3ψkJ3 = C
Π4ψkJ4 = idVk
Let us show that for every z ∈ T˜ and n ∈ Nτ(z):
ψσ(z)(zn) = ϕ̂(z)ψτ(z)(n)
Suppose first that z = a∗ where a ∈k T . In this case τ(z) = σ(a) = k and σ(z) = τ(a) 6= k. By
[2, Proposition 8.11]:
ϕ̂(a∗) =
∑
t∈L(k),a1∈kT
(C−1)a,ta1a
∗
1t
−1
whence
N̂(ϕ̂(a∗)) =
∑
t∈L(k),a1∈kT
(C−1)a,ta1 ∗ N̂(a
∗
1)t
−1
where ∗ denotes the action of FS(M) in N̂ . In this case we have to verify the following equality:
(4.8) N(a∗) = N̂(ϕ̂(a∗))ψk
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On one hand, N(a∗)J1 = 0. On the other hand:
N̂(ϕ̂(a∗))ψkJ1 =
∑
a1∈kT,t∈L(k)
(C−1)a,ta1 ∗ N̂(a
∗
1)t
−1ψkJ1
=
∑
a1∈kT,t∈L(k)
(C−1)a,ta1 ∗ N̂(a
∗
1)t
−1J1Π1ψkJ1
=
∑
a1∈kT,t∈L(k)
(C−1)a,ta1 ∗ N̂(a
∗
1)J1t
−1Π1ψkJ1 = 0
and thus N(a∗)J1 = N̂(ϕ̂(a
∗))ψkJ1. Now let us consider N(a
∗)J2. By 4.3 we have N(a
∗)J2 =
c−1k πekai. On the other hand:
N̂(ϕ̂(a∗))ψkJ2 =
∑
a1∈kT,t∈L(k)
(C−1)a,ta1 ∗ N̂(a
∗
1)t
−1J2Π2ψkJ2
=
∑
a1∈kT,t∈L(k)
(C−1)a,ta1 ∗ N̂(a
∗
1)J2t
−1Π2ψkJ2
=
∑
a1∈kT,t∈L(k)
(C−1)a,ta1 ∗ c
−1
k πeka1it
−1Π2ψkJ2
=
∑
a1∈kT,t∈L(k)
(C−1)a,ta1 ∗ c
−1
k πeka1it
−1C1
= c−1k
∑
a1∈kT,t∈L(k)
(C−1)a,ta1 ∗ πeka1t
−1Ci
= c−1k
∑
a1∈kT,t∈L(k)
(C−1)a,ta1 ∗ πta1Ci
= c−1k
∑
a1,a2∈kT,r,t∈L(k)
ϕ−1((C−1)a,ta1)πta1Cξra2πra2i
= c−1k
∑
a1,a2∈kT,r,t∈L(k)
ϕ−1((C−1)a,ta1)ϕ
−1(Cta1,ra2)πra2i
= c−1k
∑
a1,a2∈kT,r,t∈L(k)
ϕ−1
(
(C−1)a,ta1Cta1,ra2
)
πra2i
= c−1k πekai
Therefore N(a∗)J2 = N̂(ϕ̂(a
∗))ψkJ2. For J3 we have N(a
∗)J3 = c
−1
k πekaj
′σ2 and
N̂(ϕ̂(a∗))ψkJ3 =
∑
a1∈kT,t∈L(k)
(C−1)a,ta1 ∗ N̂(a
∗
1)J3t
−1Π3ψkJ3
= c−1k
∑
a1∈kT,t∈L(k)
ϕ−1
(
(C−1)a,ta1
)
πta1jσ2C
= c−1k
∑
a1∈kT,t∈L(k)
ϕ−1
(
(C−1)a,ta1
)
πta1Cj
′σ2
= c−1k
∑
a1,a2∈kT,t,r∈L(k)
ϕ−1
(
(C−1)a,ta1
)
πta1Cξra2πra2j
′σ2
= c−1k
∑
a1,a2∈kT,t,r∈L(k)
ϕ−1
(
(C−1)a,ta1
)
ϕ−1(Cta1,ra2)πra2j
′σ2
= c−1k πekaj
′σ2
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Thus N(a∗)J3 = N̂(ϕ̂(a
∗))ψkJ3.
Finally, N(a∗)J4 = 0 and:
N̂(ϕ(a∗))ψkJ4 =
∑
a1∈kT,t∈L(k)
(C−1)a,ta1 ∗ N̂(a
∗
1)J4t
−1Π4ψkJ4 = 0.
and 4.8 holds.
Suppose now that z =∗ b where b ∈ Tk. In this case τ(z) = σ(b) 6= k and σ(z) = τ(b) = k. By
[2, Proposition 8.11]:
ϕ̂(∗b) =
∑
r∈L(k),b1∈Tk
r−1(∗b1)(D
−1)b1r,b
We have to show that
(4.9) ψkN(
∗b) = N̂(ϕ̂(∗b))
On one hand, Π1ψkN(
∗b) = Π1ψkJ1Π1N(
∗b) = −D−1π1pξbek . On the other hand:
Π1N̂(ϕ̂(
∗b)) =
∑
b1∈Tk,r∈L(k)
r−1Π1N̂(
∗b1)ϕ
−1((D−1)b1r,b)
= −
∑
r∈L(k),b1∈Tk
r−1π1pξb1ekϕ
−1((D−1)b1r,b)
= −
∑
r∈L(k),b1∈Tk
π1pξb1rπb1rD
−1ξbek
= −π1pD
−1ξbek
= −π1D
−1
1 pDD
−1ξbek
= −π1D
−1
1 pξbek
= −D−1π1pξbek
Consequently
Π1ψkN(
∗b) = Π1N̂(ϕ̂(
∗b))
Now consider the map
γˆ′ : Nout → im(γ̂)
where γˆ = iγ̂′. Let us consider Π2. We have:
Π2ψkN(
∗b) = Π2ψkJ2Π2N(
∗b) = −C1γ
′ξbek
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and
Π2N̂(ϕ̂(
∗b)) =
∑
r∈L(k),b1∈Tk
r−1Π2N̂(
∗b1)ϕ
−1((D−1)b1r,b)
= −
∑
r∈L(k),b1∈Tk
r−1γ̂′ξb1ekϕ
−1((D−1)b1r,b)
= −
∑
r∈L(k),b1∈Tk
γ̂′r−1ξb1ekϕ
−1((D−1)b1r,b)
= −
∑
r∈L(k),b1∈Tk
γ̂′ξb1rπb1rD
−1ξbek
= −γ̂′D−1ξbek
Also:
iC1γ
′ξbek = Ciγ
′ξbek = Cγξbek = γˆD
−1ξbek = iγ̂
′D−1ξbek
Since i is injective, then C1γ
′ξbek = γ̂
′D−1ξbek . Therefore
Π2ψkN(
∗b) = Π2N̂(ϕ̂(
∗b))
Finally:
Π3ψkN(
∗b) = Π3ψkJ3Π3N(
∗b) = 0
Π3N̂(ϕ̂(
∗b)) =
∑
r∈L(k),b1∈Tk
r−1Π3N̂(
∗b1)ϕ
−1((D−1)b1r,b) = 0
Π4ψkN(
∗b) = Π4ψkJ4Π4N(
∗b) = 0
Π4N̂(ϕ̂(
∗b)) =
∑
r∈L(k),b1∈Tk
r−1Π4N̂(
∗b1)ϕ
−1((D−1)b1r,b) = 0
and the proof of Proposition 5 is now complete. 
Theorem 1. Let ϕ : FS(M1) → FS(M) be an algebra isomorphism with ϕ|S = idS and let N =
(N, V ) be a decorated representation of (FS(M1), P ) where P is a potential such that ekPek = 0.
Then there exists an algebra isomorphism:
ϕˆ : FS(µkM1)→ FS(µkM)
satisfying the following conditions:
(a) ϕˆ(µkP ) is cyclically equivalent to µk(ϕ(P )).
(b) There exists an isomorphism of decorated representations ψ : µ˜k(N )→ µ˜k(N̂ ).
Proof. Part (a) follows by [2, Theorem 8.14]. Note that ϕ is equal to the composition of an algebra
isomorphism FS(M1) → FS(M), induced by an isomorphism of S-bimodules M1 → M , with a
unitriangular automorphism of FS(M). In view of Proposition 5, it suffices to prove the statement
when ϕ is induced by an isomorphism of S-bimodules φ : M1 →M . Let T1 be a Z-free generating
set of M1 and let T be a Z-free generating set of M . Associated to the representation N we have
the following left Dk-spaces:
N1in =
⊕
a∈kT1
Dk ⊗F Nτ(a)
N1out =
⊕
b∈(T1)k
Dk ⊗F Nσ(b)
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and associated to the representation N̂ we also have the following left Dk-spaces:
Nin =
⊕
a∈kT
Dk ⊗F Nτ(a)
Nout =
⊕
b∈Tk
Dk ⊗F Nσ(b)
Let γ1 : N
1
out → N
1
in, α1 : N
1
in → Nk, β1 : Nk → N
1
out be the maps associated to N and
γ : Nout → Nin, α : Nin → Nk and β : Nk → Nout be the maps associated to N̂ .
For a1 ∈k T1, r ∈ L(k) we have:
φ(ra1) =
∑
r′∈L(k),a∈kT
r′aCr′a,ra1
For b1 ∈ (T1)k, t ∈ L(k) we have:
φ(b1t) =
∑
b∈Tk ,t′∈L(k)
Db1t,bt′bt
′
where Cr′a,ra1 , Db1t,bt′ ∈ S. Define C : N
1
in → Nin as the linear map such that for all r, r
′ ∈ L(k),
a, a1 ∈k T1, the map:
πr′aCξra1 : Nτ(a1) → Nτ(a)
is given by πr′aCξra1(n) = Cr′a,ra1n. Similarly, we define D : Nout → N
1
out as the linear map such
that for all t, t′ ∈ L(k), b, b1 ∈ Tk, the map:
πb1tDξbt′ : Nσ(b) → Nσ(b1)
is given by πb1tDξbt′(n) = Db1t,bt′n.
Let us show that αC = α1, Dβ = β1. If n ∈ Nτ(a1), then
αCξra1(n) =
∑
r′a′∈kTˆ1
αξr′a′πr′a′Cξra1(n)
=
∑
r′a′∈kTˆ1
φ−1 (r′a′Cr′a′,ra1)n = φ
−1φ(ra1)n
= ra1n = α1ξra1(n)
whence αC = α1. If n ∈ Nσ(b), b1 ∈ (T1)k and t ∈ L(k), then
πb1tDβ(n) =
∑
bt′∈Tˆk
πb1tDξbt′πbt′β(n)
=
∑
bt′∈Tˆk
Db1t,bt′(φ
−1(bt′)n)
= φ−1
 ∑
bt′∈Tˆk
Db1t,bt′bt
′n

= φ−1φ(b1t)n
= b1tn = πb1tβ1(n)
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hence Dβ = β1.
We now show that γˆ = Cγ1D. Let br ∈ Tˆk, sa ∈k Tˆ , n ∈ Nσ(b). We have:
γˆsa,br(n) =
∑
w∈L(k)
s∗(r−1w)ϕ−1(Y[bwa](ϕ(P )))n
Also:
ϕ−1
(
Y[bwa](ϕ(P ))
)
= ϕ−1ρ−1
(
X[bwa](ρϕ(P ))
)
= ρ−1ϕˆ−1
(
X[bwa](ϕˆρ(P ))
)
Let
T µ1 = {ρ(c1) : c1 ∈ T1 ∩ e¯kM1e¯k} ∪ {a
∗
1 : a1 ∈k T1} ∪ {
∗b1 : b1 ∈ (T1)k} ∪ {ρ(b1ra1) : b1 ∈
(T1)k, a1 ∈k T1, r ∈ L(k)}
denote the Z-free generating set of µkM1 associated to T1. Likewise, let T
µ denote the Z-free
generating set of µkM associated to T . Then:
X[bwa](ϕˆ(ρ(P ))) =
∑
s∈L(σ(b))
∑
c∈(Tˆ1)
µ
kˆ,kˆ
(sρ(bwa))∗(∆ˆ(ϕˆ(c))♦z(c))s
where z(c) = ϕˆ(Xc(ρ(P ))).
The elements of the set (T1)
µ
kˆ,kˆ
are either elements of the form ρ(c1) where c1 ∈ T1 ∩ e¯kMe¯k or
elements of the form ρ(b1ra1) where b1 ∈ (T1)k, a1 ∈k T1, r ∈ L(k). We now compute W (c1) when
c1 ∈ T1 ∩ e¯kMe¯k.
W (c1) =
∑
s∈L(σ(b))
(sρ(bwa))∗(∆ˆ(ϕˆρ(c1))♦z(ρ(c1))s
Then ϕˆρ(c1) = ρ(ϕ(c1)) = ρ(φ(c1)) =
∑
i
riρ(ci)ti where ri, ti ∈ S, ci ∈ T ∩ e¯kMe¯k.
Using [2, Lemma 5.2] one gets:
W (c1) =
∑
i
∑
s∈L(σ(b))
(sρ(bwa))∗
(
∆ˆ(ρ(ci))♦tiz(ρ(c1))ri
)
s
=
∑
i
∑
s∈L(σ(b))
(sρ(bwa))∗ (ρ(ci)tiz(ρ(c1))ri) s = 0.
Therefore
X[bwa](ϕˆ(ρ(P ))) =
∑
s∈L(σ(b))
∑
b1ha1
(sρ(bwa))∗(∆ˆ(ϕˆρ(b1ha1))♦z(ρ(b1ha1)))s
and
ϕˆ(ρ(b1ha1)) = ρϕ(b1ha1) = ρ(φ(b1)φ(ha1)) =
∑
b′,r′,r′′,a′′,w′
(w′)∗(r′r′′)Db1,b′r′ρ(b
′w′a′′)Cr′′a′′,ha1
Once again, [2, Lemma 5.2] yields:
X[bwa](ϕˆ(ρ(P ))) =∑
s∈L(σ(b)),b1ha1,b′,r′,r′′,a′′,w′
(sρ(bwa))∗ ((w′)∗(r′r′′)ρ(b′w′a′′)Cr′′a′′,ha1z(ρ(b1ha1))Db1,b′r′) s
Therefore:
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X[bwa](ϕˆ(ρ(P ))) =
∑
b1ha1,r′,r′′
w∗(r′r′′)Cr′′a,ha1z(ρ(b1ha1))Db1,br′
Note that
z(ρ(b1ha1)) = ϕˆ(X[b1ha1](ρ(P ))) = ϕˆρ(Y[b1ha1](P )) = ρϕ(Y[b1ha1](P ))
This yields the equality:
X[bwa](ϕˆ(ρ(P ))) = ρϕ
 ∑
b1ha1,r′,r′′
w∗(r′r′′)Cr′′a,ha1Y[b1ha1](P )Db1,br′

Consequently:
γˆsa,br(n) =
∑
w∈L(k)
s∗(r−1w)
∑
b1ha1,r′,r′′
w∗(r′r′′)Cr′′a,ha1Y[b1ha1](P )Db1,br′n
=
∑
b1ha1,r′,r′′
s∗(r−1r′r′′)Cr′′a,ha1Y[b1ha1](P )Db1,br′n
A similar argument to the proof of Lemma 4 yields that γˆsa,br(n) is equal to (Cγ1D)sa,br(n). The
desired right-equivalence is analogous to the one constructed in Proposition 5. 
Proposition 6. The right-equivalence class of the representation µ˜k(N ) is determined by the
right-equivalence class of the representation N .
Proof. Let N = (N, V ) be a decorated representation of (FS(M), P ) and let N ′ = (N ′, V ′) be a
decorated representation of (FS(M ′), P ′). Suppose that such representations are right-equivalent,
then there exists an algebra isomorphism ϕ : FS(M) → FS(M
′), with ϕ|S = idS, such that ϕ(P )
is cyclically equivalent to P ′. Recall that associated to the representation N = (N, V ) we have a
decorated representation N̂ = (N̂ , V ) of (FS(M
′), ϕ(P )) where N̂ = N as F -vector spaces, and for
u ∈ FS(M ′) and n ∈ N we let u ∗ n := ϕ−1(u)n. Let ψ : N̂ → N ′ be the isomorphism of F -vector
spaces induced by the right-equivalence between N and N ′. Note that ψ is an isomorphism of left
FS(M ′)-modules because if u ∈ FS(M ′) and n ∈ N̂ then ψ(un) = ψ(ϕ−1(u)n) = ϕ(ϕ−1(u))ψ(n) =
uψ(n). Now, let us show that:
(a) µ˜k(N ) is right-equivalent to µ˜k(N̂ )
(b) µ˜k(N̂ ) is right-equivalent to µ˜k(N ′)
Note that (a) follows immediately by Theorem 1. We now prove (b). Consider the cyclically
equivalent potentials ϕ(P ) and P ′ in FS(M ′). By [2, Proposition 8.15] we have that µk(ϕ(P )) is
cyclically equivalent to µkP
′, in particular µk(ϕ(P )) is right-equivalent to µkP
′ via the identity
map idFS(µkM ′).
Note that ψ induces isomorphisms of F -vector spaces:
ψˆi : Nin → N
′
in
ψˆo : Nout → N
′
out
Let ρ = ψ−1 : N ′ → N̂ , then ρ also induces isomorphisms of F -vector spaces:
ρi : N
′
in → Nin
ρo : N
′
out → Nout
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Let ψk : Nk → N ′k and ρk : N
′
k → Nk be the maps induced by ψ and ρ. Then we have the
following equalities:
ψkα = α
′ψˆi
β ′ψk = ψˆoβ
ψˆiγ = γ
′ψˆo
ρkα
′ = αρi
βρk = ρoβ
′
ρiγ
′ = γρo
(4.10)
Observe that ψˆi induces a map ker(α)→ ker(α′) and ρi induces a map ker(α′)→ ker(α) such
that ρi = (ψˆi)
−1. Hence ψˆi induces an isomorphism between ker(α) and ker(α
′). Similarly, ψˆi
induces an isomorphism im(γ) → im(γ′), ψˆo induces an isomorphism ker(γ) → ker(γ′) and ψˆo
induces an isomorphism im(β)→ im(β ′).
To construct N ′ we choose the splitting data (p′, σ′) in terms of the splitting data (p, σ) of N as
follows:
p′ = ψ1p(ψˆo)
−1
σ′ = ψ2σ(ψ2)
−1
(4.11)
where ψ1 is the restriction of ψˆo to ker(γ), ψ2 is the restriction of the isomorphism ψˆi : Nin → N
′
in
to ker(α) and ψ2 :
ker(α)
im(γ)
→ ker(α
′)
im(γ′)
is the isomorphism induced by ψˆi.
Define ψ˜ : N̂ → N ′ as the map ψ : N̂i → N ′i for all i 6= k and if i = k then ψ˜ is the map given
in diagonal matrix form by the maps previously defined. Let d1 ∈ Dk, b ∈ Tk and d2 ∈ Dσ(b). Let
us show the following equality holds for every n ∈ Nσ(b):
ψ˜(d1(
∗b)d2 · n) = d1(∗b)d2 · ψ˜(n)
First consider the term on the left-hand side. We have
ψ˜(d1(
∗b)d2 · n) = ψ˜(d1N(
∗b)(d2n))
= ψ˜

−d1π1pξbek(d2n)
−d1γ′ξbek(d2n)
0
0

On the other hand,
d1(
∗b)d2 · ψ˜(n) = d1(
∗b)d2 · ψ(n)
=

−d1π
′
1p
′ξbek(d2ψ(n))
−d1γ′ξbek(d2ψ(n))
0
0

In what follows, we will use the notation of 4.2 for the projection maps associated to N ′k.
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We now show that Π′1
(
ψ˜(d1N(
∗b)(d2n))
)
= Π′1 (d1(
∗b)d2 · ψ(n)).
On one hand
Π′1
(
ψ˜(d1N(
∗b)(d2n))
)
= π′1 (−d1ψ1pξbek(d2n))
and on the other hand
Π′1 (d1(
∗b)d2 · ψ(n)) = −d1π
′
1p
′ξbek(d2ψ(n))
= −d1π
′
1p
′ψˆoξbek(d2n)
By 4.11 we have p′ψˆ0 = ψ1p and thus
−d1π′1p
′ψˆoξbek(d2n) = −d1π
′
1ψ1pξbek(d2n) = π
′
1 (−d1ψ1pξbek(d2n))
Therefore Π′1
(
ψ˜(d1N(
∗b)(d2n))
)
= Π′1 (d1(
∗b)d2 · ψ(n)), as was to be shown.
We now verify that Π′2
(
ψ˜(d1N(
∗b)(d2n))
)
= Π′2 (d1(
∗b)d2 · ψ(n)). We have
Π′2
(
ψ˜(d1N(
∗b)(d2n))
)
= −d1ψˆiγ
′ξbek(d2n)
= −d1γ
′ψˆoξbek(d2n)
= −d1γ
′ξbek(d2ψ˜(n))
= Π′2 (d1(
∗b)d2 · ψ(n))
Let a ∈k T , d1 ∈ Dτ(a), d2 ∈ Dk and w ∈ Nk. We now prove the following equality:
ψ˜(d1a
∗d2 · w) = d1a∗d2ψ˜(w)
Using 4.3 we obtain
ψ˜(d1a
∗d2w) = ψ˜
(
d1c
−1
k πekaiΠ2(d2w) + d1c
−1
k πekaj
′σ2Π3(d2w)
)
= d1c
−1
k ψ (πekaiΠ2(d2w)) + d1c
−1
k ψ (πekaj
′σ2Π3(d2w))
On the other hand
d1a
∗d2ψ˜(w) = d1N
′
(a∗)(d2ψ˜(w))
= d1c
−1
k π
′
eka
iψˆiΠ2(d2w) + d1c
−1
k πekaj
′σ′2ψ2(Π3(d2w)))
and thus (b) follows. This completes the proof of Proposition 6.

5. Mutation of decorated representations
Let (FS(M), P ) be an algebra with potential such that P
(2) is splittable. By [2, Theorem 7.15]
there exists a decomposition of S-bimodules M =M1 ⊕Ξ2(P ) and a unitriangular automorphism
ϕ : FS(M)→ FS(M) such that ϕ(P ) is cyclically equivalent to Q≥3⊕Q(2) where Q≥3 is a reduced
potential in FS(M1) and Q(2) is a trivial potential in FS(Ξ2(P )).
We have that N̂ is a decorated representation of (FS(M), Q
≥3 ⊕Q(2)). Therefore, N̂ |FS(M1) is a
decorated representation of (FS(M1), Q
≥3).
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Definition 12. We will refer to the decorated representation N̂ |FS(M1) as the reduced part of N
and will be denoted by Nred.
Let k be a fixed integer in [1, n] and let M =M1 ⊕M2 be a Z-freely generated S-bimodule such
that for every i, eiMek 6= 0 implies ekMei = 0 and likewise ekMei 6= 0 implies eiMek = 0.
Let T1 be a Z-free generating set of M1 and let T2 be a Z-free generating set of M2. Let
P1 be a potential in FS(M1) and let W =
l∑
i=1
cidi be a trivial potential in FS(M2), where
{c1, . . . , cl, d1 . . . , dl} = T2.
Suppose that ekP1ek = 0 and consider the potential P = P1 + W in FS(M1 ⊕ M2). Since
ekPek = 0, then we can consider
µk(P ) = µk(P1) +W
Note that
µkM = µkM1 ⊕M2
Let N = (N, V ) be a decorated representation of (FS(M), P ). Recall that µ˜k(N )|FS(µkM1) is a
decorated representation of (FS(µkM1), µkP1). Recall also that N|FS(M1) is a decorated represen-
tation of (FS(M1), P1).
Lemma 9. The following equality holds: µ˜k(N|FS(M1)) = (µ˜k(N ))|FS(µkM1).
Proof. Let T1 be a Z-free generating set of (M1)0 and let T2 be a Z-free generating set of (M2)0.
Then
W =
l∑
s=1
csds
where T2 = {c1, . . . , cl, d1 . . . , dl}. Note that ekT2 = T2ek = 0. We have
N|FS(M1) = (N|FS(M1), V )
Define N ′ = NFS(M1). For i 6= k, N
′
i = N
′
i = Ni = N i. On the other hand
N ′out =
⊕
b∈(T1)k
Dk ⊗F Nσ(b) =
⊕
b∈Tk
Dk ⊗F Nσ(b) = Nout
Similarly, N ′in = Nin. Now let α
′ : N ′in → N
′
k, β
′ : N ′k → N
′
out and γ
′ : N ′out → N
′
in be the maps
associated to the representation N ′. Clearly α = α′, β = β ′. Also:
Y[bra](P1 +W ) = Y[bra](P1)
and thus γ = γ′. Then N ′k = Nk and it follows that N ′ = N as left S-modules. Since the action
of FS(µkM1) in N ′ and N is the same, then the claim follows.

Proposition 7. Let (FS(M), P ) be an algebra with potential where P (2) is splittable. Suppose that
ekPek = 0 and that (M ⊗S ekM)cyc = 0. For every decorated representation N of (FS(M), P ), the
decorated representation µ˜k(N )red is right-equivalent to µ˜k(Nred)red.
Proof. By [2, Theorem 7.15] there exists a unitriangular automorphism:
ϕ1 : FS(M)→ FS(M)
TENSOR ALGEBRAS AND DECORATED REPRESENTATIONS 39
and a decomposition of S-bimodulesM =M1⊕Ξ2(P ) such that ϕ1(P ) is cyclically equivalent to
Q+W1 where Q is a reduced potential in FS(M1) andW1 is a trivial potential in FS(Ξ2(P )). Then
µk(ϕ1(P )) is cyclically equivalent to µk(Q)+W1. By [2, Theorem 8.12] there exists a unitriangular
automorphism:
ϕ2 : FS(µkM1)→ FS(µkM1)
and a decomposition of S-bimodules:
µkM1 = M2 ⊕ Ξ2(µk(Q))
such that ϕ2(µkQ) = Q1 +W2 where Q1 is a reduced potential in FS(M2) and W2 is a trivial
potential in FS(Ξ2(µk(Q))). Let ϕˆ2 be the unitriangular automorphism of FS(µkM) extending ϕ2
and such that ϕˆ2 is equal to the identity in FS(Ξ2(P )). Now consider the algebra automorphism
ϕˆ1 of FS(µkM) given by Theorem 1. Then
(a) ϕ̂1(µkP ) is cyclically equivalent to µk(ϕ1(P )).
(b) There exists an isomorphism of decorated representations µ˜k(N )→ µ˜k(ϕ1N )
where ϕ1N denotes the representation N̂ (to emphasize the dependance of the action on ϕ1). We
have that ϕ̂2ϕ̂1(µkP ) is cyclically equivalent to ϕ̂2µk(ϕ1(P )) and the latter is cyclically equivalent
to ϕ̂2(µkQ+W1) = ϕ2(µk(Q))+W1; also, the latter potential is cyclically equivalent toQ1+W1+W2
and
µkM =M2 ⊕ Ξ2(µkQ)⊕ Ξ2(P )
with Q1 a reduced potential in FS(M2) andW1+W2 a trivial potential in FS(Ξ2(µkQ)⊕Ξ2(P )).
Then (µ˜k(N ))red is isomorphic to ϕˆ2(µ˜k(ϕ1N ))|FS(M2). Note that, by Lemma 9,
ϕ̂2µ˜k(
ϕ1N )|FS(µkM1)
is isomorphic to ϕ̂2µ˜k(
ϕ1N|FS(M1)). The claim follows. 
Definition 13. Let (N, V ) be a decorated representation of the algebra with potential (FS(M), P )
where P is reduced. We define the mutation of the decorated representation N in k as:
µk(N ) := µ˜k(N )red
Corollary 1. The correspondence N 7→ µk(N ) is a well-defined transformation on the set of
right-equivalence classes of decorated representations of reduced algebras with potentials.
Theorem 2. The mutation µk of decorated representations is an involution; that is, for every deco-
rated representation N of a reduced algebra with potential (FS(M), P ), the decorated representation
µ2k(N ) is right-equivalent to N .
Proof. Let N = (N, V ) be a decorated representation of (FS(M), P ). First note that
µ2k(N ) = µk (µk(N ))
= µ˜k(µk (N ))red
= µ˜k (µ˜k(N )red)red
In view of Proposition 7, µ˜k (µ˜k(N )red)red is right-equivalent to µ˜k (µ˜k(N ))red = µ˜k
2(N )red.
Thus, it suffices to show that µ˜k
2 (N )red is right-equivalent to N . We write the represen-
tation µ˜k
2 (N ) as
(
N, V
)
and this representation is associated to the algebra with potential
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(FS(µ2kM), µ
2
kP ). By [2, Proposition 8.8] and [2, Theorem 8.17] we have:
µ2kM = M ⊕MekM ⊕M
∗ek(
∗M)
µ2kP = ρ(P ) +
∑
bt,sa
([btsa][(sa)∗(∗bt)] + [(sa)∗(∗(bt))](bt)(sa))
By [2, Theorem 8.17] there exists an algebra automorphism ψ : FS(µ2kM)→ FS(µ
2
kM) such that
ψ(µ2kP ) is cyclically equivalent to P⊕W whereW is a trivial potential in FS (MekM ⊕M
∗ek(
∗M)).
Such automorphism ψ restricts to an automorphism ψ0 : FS(M)→ FS(M) such that ψ0(b) = −b
for every b ∈ Tk and ψ0(x) = x for every x ∈ T \ Tk. In view of Definition 13, the representation
µ˜k(N )red can be realized as (N, V ), the latter being associated to the algebra with potential
(FS(M), P ), and the action of FS(M) in N is given by u · n = ψ
−1
0 (u)n.
Let us show that α : Nout = N in −→ Nk is the F -linear map such that for each b ∈ Tk and
r ∈ L(k), αξbr = r−1N(∗b). We have
αξbr(n) =
∑
w∈L(k)
αξw(∗b)πw(∗b)ξbr(n)
=
∑
w∈L(k)
αξw(∗b)π
′
w(∗b)(r
−1 ⊗ n)
=
∑
w∈L(k)
αξw(∗b)w
∗(r−1)n
=
∑
w∈L(k)
N(w(∗b))(w∗(r−1)n)
= N
 ∑
w∈L(k)
w∗(r−1)w(∗b)
 (n)
= N(r−1(∗b))(n)
= r−1N(∗b)(n)
We now show that ker(α) = im(β).
Let x ∈ Nout, using 3.15 we have x =
∑
b∈Tk,r∈L(k)
ξbrπbr(x). Therefore
α(x) =
∑
b∈Tk ,r∈L(k)
αξbrπbr(x)
=
∑
b∈Tk ,r∈L(k)
r−1N(∗b) (πbr(x))
thus α(x) = 0 if and only if Πi
 ∑
b∈Tk,r∈L(k)
r−1N(∗b) (πbr(x))
 = 0 for every i ∈ {1, 2, 3, 4}.
Remembering 4.4 yields
(5.1) Π1
 ∑
b∈Tk,r∈L(k)
r−1N(∗b) (πbr(x))
 = − ∑
b∈Tk,r∈L(k)
r−1π1pξbekπbr(x)
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(5.2) Π2
 ∑
b∈Tk,r∈L(k)
r−1N(∗b) (πbr(x))
 = − ∑
b∈Tk ,r∈L(k)
r−1γ′ξbekπbr(x)
so if α(x) = 0 then 5.2 implies that
(5.3)
∑
b∈Tk ,r∈L(k)
r−1ξbekπbr(x) ∈ ker(γ)
On the other hand, if α(x) = 0 then by 5.1,
∑
b∈Tk ,r∈L(k)
r−1pξbekπbr(x) ∈ im(β). Note that
∑
b∈Tk,r∈L(k)
r−1pξbekπbr(x) = p
 ∑
b∈Tk,r∈L(k)
r−1ξbekπbr(x)

Using 5.3 and the fact that p is a left inverse of the inclusion map j : ker(γ) → Nout yields
p
 ∑
b∈Tk,r∈L(k)
r−1ξbekπbr(x)
 = ∑
b∈Tk,r∈L(k)
r−1ξbekπbr(x). Finally, note that
∑
b∈Tk,r∈L(k)
r−1ξbekπbr(x) =
∑
b∈Tk,r∈L(k)
ξbrπbr(x)
and by 3.15
∑
b∈Tk ,r∈L(k)
ξbrπbr(x) = x. Therefore, α(x) = 0 if and only if
∑
b∈Tk,r∈L(k)
r−1pξbekπbr(x) =
x ∈ im(β). This proves that:
(5.4) ker(α) = im(β)
As a consequence, Π1α(x) = −π1p y Π2α = −γ′. Therefore
(5.5) im(α) =
ker(γ)
im(β)
⊕ im(γ)⊕ {0} ⊕ {0}
We now show that β : Nk −→ N out = Nin is the F -linear map such that for each r ∈ L(k) and
a ∈k T , πraβ = N(a∗)r−1. We have:
πraβ(n) =
∑
w∈L(k)
πraξa∗wπa∗wβ(n)
=
∑
w∈L(k)
πraξa∗wN(a
∗w)(n)
=
∑
w∈L(k)
π′ra
(
w−1 ⊗N(a∗w)(n)
)
= N
a∗ ∑
w∈L(k)
r∗(w−1)w
 (n)
By Remark 3,
∑
w∈L(k)
r∗(w−1)w = r−1. It follows that
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πraβ(n) = N(a
∗r−1)(n) = N(a∗)(r−1n)
We now prove that
(5.6) ker(β) =
ker(γ)
im(β)
⊕ {0} ⊕ {0} ⊕ Vk
Let w ∈ Nk, then w =
4∑
l=1
JlΠl(w). Suppose that β(w) = 0, then πraβ(w) = 0 for every r ∈ L(k)
and a ∈k T . Using Lemma 2 and 4.3 we obtain the following equalities:
0 = πraβ(w) =
4∑
l=1
πraβ (JlΠl(w))
=
4∑
l=1
N(a∗)
(
Jlr
−1Πl(w)
)
= N(a∗)J2
(
r−1Π2(w)
)
+N(a∗)J3
(
r−1Π3(w)
)
= c−1k πekai
(
r−1Π2(w)
)
+ c−1k πekaj
′σ2
(
r−1Π3(w)
)
= c−1k πra (iΠ2(w)) + c
−1
k πra (j
′σ2Π3(w))
= c−1k πra (iΠ2(w) + j
′σ2Π3(w))
Since this is true for all projections πra, then
(5.7) 0 = iΠ2(w) + j
′σ2Π3(w) = Π2(w) + σ2Π3(w)
By 4.2, Π2(w) ∈ im(γ). Applying π2 to 5.7, where π2 : ker(α) →
ker(α)
im(γ)
is the projection map,
yields π2σ2Π3(w) = 0. Since π2σ2 = idker(α)/im(γ), then Π3(w) = 0. Substituting Π3(w) = 0 into
5.7 gives Π2(w) = 0. Consequently:
ker(β) = ker(γ)
im(β)
⊕ {0} ⊕ {0} ⊕ Vk
and the proof of 5.6 is now complete. We also have
(5.8) im(β) = ker(α)
We now prove the following formula
(5.9) γ = ckβα
First, we compute Y[a∗w(∗b)](µkP ) where a ∈k T, b ∈ Tk, w ∈ L(k) and ∆k is the following
potential
∆k =
∑
sa1∈kTˆ ,b1t∈T˜k
[b1tsa1]((sa1)
∗)(∗(b1t))
Note that ∆k is cyclically equivalent to the following potential
∆′k =
∑
sa1,b1t
a∗1s
−1t−1(∗b1)[b1tsa1].
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Therefore
∆′k =
∑
sa1,b1t
∑
v,v1∈L(k)
(v−11 )
∗(s−1t−1)v∗(ts)a∗1v
−1
1 (
∗b1)[b1va1]
=
∑
sa1,b1
∑
v,v1,t∈L(k)
(v−11 )
∗(s−1t−1)v∗(ts)a∗1v
−1
1 (
∗b1)[b1va1]
By [2, Proposition 7.5] we have:∑
t∈L(k)
v∗(ts)(v−11 )
∗(s−1t−1) = δv,v1
thus
∆′k =
∑
sa1,b1
∑
v∈L(k)
a∗1v
−1(∗b1)[b1va1]
=
∑
sa1,b1
∑
v,r∈L(k)
r∗(v−1)a∗1r(
∗b1)[b1va1]
Therefore
ρ (∆′k) =
∑
sa1,b1
∑
v,r∈L(k)
r∗(v−1)[a∗1r(
∗b1)][b1va1]
Let a ∈k T , w ∈ L(k) and b ∈ Tk be fixed. Then:
X[a∗w(∗b)] (ρ(∆
′
k)) =
∑
s,v∈L(k)
w∗(v−1)[bva]
Note that
Y[a∗w(∗b)](µkP ) = ρ
−1
(
X[a∗w(∗b)](ρ(µkP ))
)
= ρ−1
(
X[a∗w(∗b)](ρ(∆
′
k))
)
= ρ−1
(
X[a∗w(∗b)](ρ(∆
′
k))
)
Therefore
Y[a∗w(∗b)] (µkP ) =
∑
s,v∈L(k)
w∗(v−1)[bva] = ck
∑
v∈L(k)
w∗(v−1)[bva]
Consequently
πbtγξsa(n) =
∑
w∈L(k)
(t−1)∗(sw)Y[a∗w(∗b)] (µkP )n
= ck
∑
v,w∈L(k)
(t−1)∗(sw)w∗(v−1)[bva]n
= ck
∑
v∈L(k)
(t−1)∗
s ∑
w∈L(k)
w∗(v−1)w
 [bva]n
= ck
∑
v∈L(k)
(t−1)∗(sv−1)[bva]n
By 2.3, (t−1)∗(sv−1) = v∗(ts). Then
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πbtγξsa(n) = ck
∑
v∈L(k)
v∗(ts)[bva]n
= ck
b ∑
v∈L(k)
v∗(ts)va
n
= ck[btsa]n
= ckbtsan
= ckπbtβαξsa(n)
As a direct consequence of 5.4, 5.5, 5.6, 5.8 and 5.9 we conclude that
(5.10)
ker(α) = im(β), im(α) =
ker(γ)
im(β)
⊕ im(γ)⊕ {0} ⊕ {0},
ker(β) =
ker(γ)
im(β)
⊕ {0} ⊕ {0} ⊕ Vk, im(β) = ker(α),
ker(γ) = ker(βα), im(γ) = im(βα).
Therefore
V k =
ker(β)
ker(β)∩im(α)
= Vk
and hence V = V .
On the other hand
Nk =
ker(γ)
im(β)
⊕ im(γ)⊕ ker(α)
im(γ)
⊕ V k
and by 5.10
Nk =
ker(βα)
ker(α)
⊕ im(βα)⊕ im(β)
im(βα)
⊕ ker(β)
ker(β)∩im(α)
We now make the following observations:
(a) the map α induces an isomorphism ker(βα)/ ker(α)
θ1−→ ker(β) ∩ im(α);
(b) the map β induces an isomorphism im(α)/(ker(β) ∩ im(α))
θ2−→ im(βα);
(c) the map β induces an isomorphism Nk/(ker(β) + im(α))
θ3−→ im(β)/ im(βα).
(d) there exists an isomorphism ker(β)/(ker(β) ∩ im(α))
θ4−→ (ker(β) + im(α))/ im(α).
Using these isomorphisms, we can identify Nk with the space
Nk
f
−→ (ker(β) ∩ im(α))⊕ im(α)
ker(β)∩im(α)
⊕ Nk
ker(β)+im(α)
⊕ ker(β)+im(α)
im(α)
via the map
f =

θ1 0 0 0
0 θ−12 0 0
0 0 θ−13 0
0 0 0 θ4

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We have canonical projections
π1 : ker(βα)→
ker(βα)
ker(α)
π2 : im(β)→
im(β)
im(βα)
π3 : im(α)→
im(α)
ker(β) ∩ im(α)
π4 : Nk →
Nk
ker(β) + im(α)
π5 : ker(β) + im(α)→
ker(β) + im(α)
im(α)
and inclusion maps
i1 : im(γ)→ Nout
i2 : ker(βα)→ Nin
i3 : im(βα)→ Nk
j : ker(α)→ Nout
We now choose splitting data as follows:
(a) Let p : Nin → ker(βα) be a map of left Dk-modules such that pi2 = idker(βα).
(b) Let σ : im(β)/ im(βα)→ im(β) be a map of left Dk-modules such that π2σ = idim(β)/ im(βα).
For each a ∈k T , there exists an F -linear map
N(a) : Nτ(a) → (ker(β) ∩ im(α))⊕
im(α)
ker(β)∩im(α)
⊕ Nk
ker(β)+im(α)
⊕ ker(β)+im(α)
im(α)
such that
Π1N(a) = −θ1π1pξeka
Π2N(a) = −θ
−1
2 γ
′ξeka
Π3N(a) = Π4N(a) = 0
Let n ∈ Nτ(a). Then
−θ1π1pξeka(n) = −θ1 (pξeka(n) + ker(α)) = −αpξeka(n)
−θ−12 (γ
′(ξeka(n))) = −θ
−1
2 (ckβαξeka(n)) = −ckπ3αξeka(n)
Thus the map N(a) takes the following form:
Π1N(a) = −αpξeka
Π2N(a) = −ckπ3αξeka
Π3N(a) = Π4N(a) = 0
(5.11)
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Similarly, for each b ∈ Tk, there exists an F -linear map
N(b) : (ker(β) ∩ im(α))⊕ im(α)
ker(β)∩im(α)
⊕ Nk
ker(β)+im(α)
⊕ ker(β)+im(α)
im(α)
−→ Nσ(b)
given by
N(b)J1 = N(b)J4 = 0
N(b)J2 = c
−1
k πbeki3θ2
N(b)J3 = c
−1
k πbekjσθ3
To complete the proof of Theorem 2, it remains to construct an isomorphism of F -vector spaces
ψ : Nk → Nk such that
ψN(a) = αξeka
πbekβψ = N(b)
for every a ∈k T and b ∈ Tk. Choose some sections
σ1 : imα/(ker β ∩ imα)→ imα
σ2 : (ker β + imα)/ im(α)→ ker β + imα
σ3 : Nk/(ker β + imα)→ Nk
so that they satisfy
im(σ1) = α(ker p), im(σ2) ⊆ ker(β), im(βσ3) = im(σ)
Define ψ : Nk → Nk as
ψ =
[
−i1 −c
−1
k i2σ1 −c
−1
k σ3 −i3σ2
]
where
i1 : ker(β) ∩ im(α)→ Nk
i2 : im(α)→ Nk
i3 : ker(β) + im(α)→ Nk
are the inclusion maps. We now show that
(5.12) ψN(a) = αξeka
Since p : Nin → ker(βα) is a retraction, then Nin = ker(p)⊕ ker(βα). On the other hand, since
ker(α) ⊆ ker(βα) then there exists a submodule L ⊆ ker(βα) such that ker(α) ⊕ L = ker(βα).
Therefore Nin = ker(p)⊕ ker(α)⊕ L.
Let n ∈ Nτ(a), then ξeka(n) ∈ Nin. Thus, ξeka(n) = n1 + n2 + n3 for some uniquely determined
n1 ker(p), n2 ∈ ker(α) and n3 ∈ L. Therefore:
αξeka(n) = α(n1 + n2 + n3) = α(n1 + n3)
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On the other hand:(
ψN(a)
)
(n) = ψ (−αpξeka(n),−ckπ3αξeka(n), 0, 0)
= αp(n1 + n2 + n3) + c
−1
k ckσ1π3α(n1 + n3)
= αp(n2 + n3) + α(n1)
= α(n2 + n3) + α(n1)
= α(n1 + n3)
= αξeka(n)
and the proof of 5.12 is now complete.
We now verify that
(5.13) πbekβψ = N(b)
Let n1 ∈ ker(β) ∩ im(α), n2 ∈ im(α), n3 ∈ Nk, n4 ∈ ker(β) + im(α). Then
N(b) (n1, π3(n2), π4(n3), π5(n4)) = c
−1
k πbeki3θ2π3(n2) + c
−1
k πbekjσθ3π4(n3)
= c−1k b · n2 + c
−1
k b · n3
= c−1k ψ
−1
0 (b)n2 + c
−1
k ψ
−1
0 (b)n3
= −c−1k bn2 − c
−1
k bn3
On the other hand
πbekβψ(n) = πbekβ
(
−n1 − c
−1
k i2σ1π3(n2)− c
−1
k σ3π4(n3)− i3σ2π5(n4)
)
Since n1 ∈ ker(β) and im(σ2) ⊆ ker(β) we see that the above expression is equal to
πbekβ(−c
−1
k i2σ1π3(n2)− c
−1
k σ3π4(n3)) = πbekβ(−c
−1
k n2 − c
−1
k n3)
= −c−1k bn2 − c
−1
k bn3
and 5.13 follows. Finally, we extend ψ to an isomorphism of F -vector spaces ψ′ : N → N defined
as the identity map on
⊕
i6=k
N i.

6. Nearly Morita equivalence
Throughout this section, FS(M)/R(P )-modk denotes the category of finite dimensional left
FS(M)/R(P )-modules modulo the ideal of morphisms which factor through direct sums of the
left FS(M)-simple module at k.
In this section we prove that the categories FS(M)/R(P )−modk and FS(µkM)/R(µkP )−modk
are equivalent, where (FS(µkM),FS(µkP )) denotes the mutation at k in the sense of [2, p.56].
For each finite dimensional left FS(M)/R(P )-module, we choose splitting data (pN , (σ2)N). Let
u : N → N1 be a morphism of left FS(M)/R(P )-modules. Then u induces Dk-linear maps:
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uout : Nout → N
1
out
uin : Nin → N
1
in
such that for each a, a1 ∈k T, r, r1 ∈ L(k)
π1r1a1uinξra = δr1a1,rau
and for each b, b1 ∈ Tk, r, r1 ∈ L(k)
π1b1r1uoutξbr = δb1r1,bru
We also have Dk-linear maps
α : Nin → Nk;α1 : N
1
in → N
1
k
β : Nk → Nout; β1 : N
1
k → N
1
out
γ : Nout → Nin; γ1 : N
1
out → N
1
in
Then we have the following equalities
ukα = α1uin; uoutβ = β1uk
uinγ = γ1uout
The map uout induces Dk-linear maps
u1 : ker(γ)→ ker(γ1)
u4 : im(β)→ im(β1)
The map uin induces Dk-linear maps
u2 : im(γ)→ im(γ1)
u3 : ker(α)→ ker(α1)
The map u1 induces a Dk-linear map
u1 : ker(γ)/ im(β)→ ker(γ1)/ im(β1)
likewise, the map u3 induces a Dk-linear map
u3 : ker(α)/ im(γ)→ ker(α1)/ im(γ1)
so we have a Dk-linear map
h = u1 ⊕ u2 ⊕ u3 : Nk → N1k
Then we define a linear map of left S-modules:
u : N → N1
as ui = ui for every i 6= k and uk = h.
Definition 14. Following [7] we say that u ∈ HomS(SL1,S L2) is confined to k if ui : eiL1 → eiL2
is the zero map for all i 6= k. Note that a map of left FS(M)-modules u : L1 → L2 factors through
a direct sum of the left FS(M)-simple module at k if and only if u is confined to k.
Lemma 10. Let u : N → N1 be a map of finite dimensional left FS(M)/R(P )-modules. Then
there exists a map of left S-modules ρ(u) : N → N1, confined to k, and such that u + ρ(u) is a
map of left FS(µkM)-modules.
Proof. Let (p = pN , σ2 = (σ2)N) and (p1, σ2,1) be the splitting data for N and N
1, respectively.
Then we have the following commutative diagram with exact rows:
TENSOR ALGEBRAS AND DECORATED REPRESENTATIONS 49
0 // im(γ) //
u2

ker(α)
pi2
//
u3

ker(α)/ im(γ) //
u3

0
0 // im(γ1) // ker(α1)
pi12
// ker(α1)/ im(γ1) // 0
thus π12(u3σ2 − σ2,1u3) = u3π2σ2 − u3 = u3 − u3 = 0. Hence there exists a linear map of left
S-modules:
ρ1 = u3σ2 − σ2,1u3 : ker(α)/ im(γ)→ im(γ1).
Similarly, we have a commutative diagram with exact rows:
0 // ker(γ)
j
//
u1

Nout
γ
//
uout

im(γ) //
u2

0
0 // ker(γ1)
j1
// Nout1
γ1
// im(γ1) // 0
hence (u1p− p1uout)j = u1pj − p1uoutj = u1 − p1j1u1 = u1 − u1 = 0.
Therefore, there exists a linear map of left S-modules:
ρ2 : im(γ)→ ker(γ1)
such that ρ2γ = p1uout − u1p.
Define ρ(u) : N → N1 as follows: ρ(u)i = 0 for all i 6= k and ρ(u)k : Nk → N
1
k is the following
linear map of left S-modules: 0 π
1
1ρ2 0
0 0 ρ1
0 0 0

Let us show that the map u+ ρ(u) is in fact a map of left FS(µkM)-modules.
Let n ∈ Nσ(b). On one hand
(
u+ ρ(u)
) (
N(∗b)(n)
)
=
(
−u1π1pξbek(n)− π
1
1ρ2γξbek(n),−u2γξbek(n), 0
)
= (−π11u1pξbek(n)− π
1
1ρ2γξbek(n),−u2γξbek(n), 0)
On the other hand
N1(∗b)(uσ(b)(n)) = (−π
1
1p1ξbek(uσ(b)(n)),−γ1ξbek(uσ(b)(n)), 0)
= (−π11p1uout(ξbek(n)),−γ1uout(ξbek(n)), 0)
= (−π11u1pξbek(n)− π
1
1ρ2γξbek(n),−u2γξbek(n), 0)
Therefore (
u+ ρ(u)
)
N(∗b) = N1(∗b)uσ(b)
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Now for each a ∈ Tk, x ∈ ker(γ)/ im(γ), y ∈ im(γ) and z ∈ ker(α)/ im(γ) we have
uτ(a)N(a
∗)(x, y, z) = c−1k uτ(a)(πekai(y) + πekaj
′σ2(z))
= c−1k (π
1
eka
i1u2(y) + π
1
eka
j′1u3σ2(z))
On the other hand
N1(a∗)
(
u+ ρ(u)
)
(x, y, z) = N1(a∗)
(
(u1(x), u2(y), u3(z)) + (π
1
1ρ2(y), ρ1(z), 0)
)
= c−1k
(
π1ekai1u2(y) + π
1
eka
j′1σ2,1u3(z) + π
1
eka
i1ρ1(z)
)
= c−1k
(
π1ekai1u2(y) + π
1
eka
j′1(σ2,1u3(z) + ρ1(z))
)
= c−1k
(
π1ekai1u2(y) + π
1
eka
j′1u3σ2(z)
)
thus uτ(a)N(a
∗) = N1(a∗)
(
u+ ρ(u)
)
, as was to be shown. 
Proposition 8. There exists a faithful functor µ˜k : FS(M)/R(P )−modk → FS(µkM)/R(µkP )−
modk
Proof. First we define a functor G : FS(M)/R(P )−mod→ FS(µkM)/R(µkP )−modk as G(N) =
N and given a map of left FS(M)/R(P )-modules u : N → N
1, we define:
G(u) = u+ ρ(u) : N → N1
On the other hand, if v : N1 → N2 is a map of left FS(M)/R(P )-modules then
G(vu) = vu+ ρ(vu). Since ρ is concentrated in k and vu = v u one sees that G(vu) = G(v)G(u)
so that G preserves composition. Since ρ(idN ) = 0 then G(idN) = idN so that G is indeed a
covariant (additive) functor.
Finally, note that G(u) = 0 if and only if u + ρ(u) is confined to k, which happens if and only
if u is confined to k and the latter happens if only if u is confined to k, as was to be shown. 
Let ϕ : FS(M)→ FS(M1) be an algebra isomorphism such that ϕ|S = idS. Let P be a potential
in FS(M).
Throughout the rest of this section, J(M,P ) will denote the quotient algebra FS(M)/R(P ).
The isomorphism ϕ induces a functor
Hϕ : J(M,P )−mod→ J(M1, ϕ(P ))−mod
given as follows. In objects, Hϕ(N) =
ϕ N ; that is, Hϕ(N) = N as S-left modules, and given
n ∈ N and z ∈ FS(M1), z · n = ϕ−1(z)n. Clearly, HomJ(M,P )(N,N
1) = HomJ(M1,ϕ(P ))(
ϕN,ϕN1).
Therefore, we let Hϕ(u) = u. This gives an equivalence of categories
(6.1) Hϕ : J(M,P )−mod→ J(M1, ϕ(P ))−mod
Now suppose that M = M1 ⊕M2, and Q = Q1 +W where Q1 is a reduced potential in FS(M1)
and W is a trivial potential in FS(M2). Then the restriction functor
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(6.2) res : J(M,Q)−mod→ J(M1, Q1)−mod
yields also an equivalence of categories.
On the other hand, by [2, Theorem 8.17] there exists a right-equivalence
ψ : FS(µ2kM)→ FS(M ⊕M
′)
such that ψ(µ2kP ) is cyclically equivalent to P +W where W is a trivial potential in FS(M
′).
Thus, using 6.1 and 6.2 we obtain equivalence of categories:
Hψ : J(µ
2
kM,µ
2
kP )−mod→ J(M ⊕M
′, P +W )−mod(6.3)
res : J(M ⊕M ′, P +W )−mod→ J(M,P )−mod(6.4)
composing the above functors yields an equivalence of categories
(6.5) G(ψ) = resHψ : J(µ
2
kM,µ
2
kP )−mod→ J(M,P )−mod
In what follows, given N ∈ J(M,P )−mod, we will denote by SN the S-left module underlying
N . In particular, SG(ψ)(N) =S N .
Lemma 11. Let A,B be F -categories and let C : A → B, D : B → A be F -functors such that D
is faithful and there exists a natural isomorphism idA ∼= DC. Then C is fully faithful. Moreover,
if D is full, then idB ∼= CD.
Proof. For each X ∈ Ob(A) there exists an isomorphism
φX : X → DC(X)
Now let u ∈ HomA(X,X1). By naturality, we have a commutative diagram
X
φX
//
u

DC(X)
DC(u)

X1
φX1
// DC(X1)
Thus φX1u = DC(u)φX. Therefore if C(u) = 0, then u = 0. This shows that C is faithful. Now
let h ∈ HomB(C(X), C(X1)). Let
λ = φ−1X1D(h)φX : X → X1
Since the following diagram commutes
X
φX
//
λ

DC(X)
DC(λ)

X1
φX1
// DC(X1)
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then λ = φ−1X1DC(λ)φX. Therefore D(h) = DC(λ) and thus h = C(λ). It follows that C is full.
Now suppose that D is full, then for each Y ∈ Ob(B) there exists an isomorphism φD(Y ) : D(Y )→
DCD(Y ). Since D is full, then φD(Y ) = D(ψY ) for some ψY ∈ HomB(Y, CD(Y )). Let us show
that ψY is natural. Let f ∈ HomB(Y1, Y2). We have to prove the following diagram is commutative
(6.6) Y
ψY
//
f

CD(Y )
CD(f)

Y1
ψY1
// CD(Y1)
Consider the following commutative diagram
D(Y )
φD(Y )
//
D(f)

DCD(Y )
DCD(f)

D(Y1)
φD(Y1)
// DCD(Y1)
thus DCD(f)φD(Y ) = φD(Y1)D(f). This implies that DCD(f)D(ψY ) = D(ψY1)D(f). Because
D is faithful it follows that CD(f)ψY = ψY1f and 6.6 commutes, as was to be shown.

By 6.5 there exists an equivalence of categories
G(ψ) = resHψ : J(µ
2
kM,µ
2
kP )−mod→ J(M,P )−mod
and this functor descends to a functor G(ψ)k in the quotient category J(M,P ) − modk which
is the category J(M,P )−mod, modulo the ideal of morphisms which factor through direct sums
of the simple module at k. Thus, we have a functor
G(ψ)k : J(µ
2
kM,µ
2
kP )−modk → J(M,P )−modk
Proposition 9. There exists a natural isomorphism of functors idJ(M,P )−modk
∼= G(ψ)kµ˜2k.
Proof. Let u ∈ HomJ(M,P )−modk(N,N
1). Remembering the proof of Proposition 8 we have
µ˜k(u) = u+ ρ(u) = u1 : N → N1
µ˜2k(u) = µ˜k(u1) = u1 + ρ(u1) = u2 : N → N
1
Using the notation introduced in the proof of Theorem 2, we have isomorphisms of J(µ2kM,µ
2
kP )-
left modules
ψ′ : G(ψ)kµ˜
2
kN → N
ψ′1 : G(ψ)kµ˜
2
kN
1 → N1
It remains to show that the following diagram commutes in J(M,P )−modk.
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(6.7) G(ψ)kµ˜
2
kN
ψ′
//
u2

N
u

G(ψ)kµ˜
2
kN
ψ′1
// N1
but this is true since uψ′ − ψ′1u2 is confined to k. This completes the proof. 
Proposition 10. There exists a natural isomorphism of functors
µ˜kG(ψ)kµ˜k ∼= idJ(µkM,µkP )−modk .
Proof. By Proposition 8, the functor
µ˜k : J(µkM,µkP )−modk → J(µ2kM,µ
2
kP )−modk
is faithful, hence G(ψ)kµ˜k is faithful as well. By Lemma 11 and Proposition 8, the functor µ˜k is
fully faithful. Therefore, G(ψ)kµ˜k is full. The result now follows by applying Lemma 11. 
Theorem 3. Let P be a potential in FS(M). If µkP is splittable, then there exists an equivalence
of categories:
µk : J(M,P )−modk → J(µkM,µkP )−modk
Proof. Since µkP is splittable, then by [2, Theorem 7.15] there exists an algebra isomorphism
ϕ : FS(µkM) → FS(µkM ⊕M
′), with ϕ|S = idS, and such that ϕ(µkP ) is cyclically equivalent to
µkP +W where W is a trivial potential in FS(M
′). By 6.1 and 6.2 there exists an equivalence of
categories
G(ϕ) : J(µkM,µkP )−mod→ J(µkM,µkP )−mod
which induces an equivalence of categories
G(ϕ)k : J(µkM,µkP )−modk → J(µkM,µkP )−modk
By Propositions 9 and 10, the categories J(M,P )−modk and J(µkM,µkP )−modk are equivalent;
hence, we get an equivalence of categories
µk : J(M,P )−modk → J(µkM,µkP )−modk
as desired.

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