Abstract. We consider representing of natural numbers by arithmetical expressions using ones, addition, multiplication and parentheses. The (integer) complexity of n -denoted by n -is defined as the number of ones in the shortest expressions representing n. We arrive here very soon at the problems that are easy to formulate, but (it seems) extremely hard to solve. In this paper we represent our attempts to explore the field by means of experimental mathematics. Having computed the values of n up to 10 12 we present our observations. One of them (if true) implies that there is an infinite number of Sophie Germain primes, and even that there is an infinite number of Cunningham chains of length 4 (at least). We prove also some analytical results about integer complexity.
Introduction
The field explored in this paper is represented most famously in F26 of Guy [1] , and as the sequence A005245 in "The On-Line Encyclopedia of Integer Sequences" [2] .
We consider representing of natural numbers by arithmetical expressions using ones, addition, multiplication and parentheses. Let's call this "representing numbers in basis {1, +, ·}". . . .
As we see, most numbers can be represented in several ways that may differ in size. For example, the number 8 is represented above by three different expressions containing 8, 7 and 6 ones respectively.
We will measure the size of an expression by the number of ones it contains. We don't need counting neither of operations (if an expression contains k ones, then it contains k-1 operations), nor of parentheses (the postfix notation might be used).
The size of the shortest expressions representing a particular number n can be considered as the "complexity" of n. Hence, the term "integer complexity". Some numbers allow for several shortest expressions (for examples, see above: 4, 5, 10, 11, 13). Definition 1. Let's denote by n the number of ones in the shortest expressions representing n in basis {1, +, ·}. We will call it the integer complexity of n.
For example, as we see above: 1 = 1; 5 = 5; 9 = 6; 13 = 8; 2 = 2; 6 = 5; 10 = 7; 14 = 8; 3 = 3; 7 = 6; 11 = 8; 15 = 8; 4 = 4; 8 = 6; 12 = 7;
. . .
This definition corresponds to the sequence A005245 in "The On-Line Encyclopedia of Integer Sequences". In [1] , n is denoted by f (n), the notation n is due to Arias de Reyna [3] .
In a similar fashion, representation of natural numbers in other bases, for example, {1, +, ·, −}, {1, +, ·, ↑} and {1, +, ·, -, ↑} could also be considered (sequences A091333, A025280 and A091334 [4, 5, 6] , ↑ stands for exponentiation).
As a function of n, in average, n is growing logarithmically, namely, one can prove easily: Theorem 1. For all n > 1, 3 log 3 n ≤ n ≤ 3 log 2 n ≈ 4.755 log 3 n
In [1] , Guy attributes this result to Dan Coppersmith. The lower bound of Theorem 1 is reached by infinitely many numbers n, exactly -by the powers of three. For example,
and, indeed, products of 1 + 1 + 1s is the best way of representing powers of three in basis {1, +, ·}:
Theorem 2. n = 3 log 3 n, if and only if n = 3 b for some b ≥ 1. In particular, for all b ≥ 1, 3 b = 3b (moreover, the product of 1 + 1 + 1s is shorter than any other representation of 3 b ).
Similarly, the product of 1 + 1s seems to be the best way of representing powers of two in basis {1, +, ·}. For example,
Hypothesis 1. For all a ≥ 1, 2 a = 2a (moreover, the product of 1 + 1s is shorter than any other representation of 2 a ).
2 a = 2a is true for all powers 2 a < 10 12 , i.e. for all a, 0 < a ≤ 39 -as verified by Jānis Iraids. We consider proving or disproving of Hypothesis 1 as one of the biggest challenges of number theory.
The upper bound of Theorem 1 doesn't seem to be exact. As observed by Rawsthorne [7] , the "worst" value of n log 3 n seems to be ≈ 3.928 (and not 4.755 of Theorem 1), and it is reached only by a single number, namely, by 1439 ( 1439 = 26):
Hypothesis 2. For all n > 1, n ≤ 1439 log 3 1439 log 3 n ≈ 3.928 log 3 n Hypothesis 2 is true for all n ≤ 10 12 -as verified by Jānis Iraids. Thus, we arrive here very soon at the problems that are easy to formulate, but (it seems) extremely hard to solve. In this paper we represent our attempts to explore the field by means of experimental mathematics. We managed to prove analytically only a few of the experimental observations.
In Section 2 we explain the basic concepts and their simplest properties. Section 3 represents our analytical results. Section 4 considers algorithms allowing to calculate the values of n . The best of them was used by Jānis Iraids to calculate n up to n = 10
12 . In Section 5 we present our experimental observations (several confirmed and refuted hypotheses included).
Wolfram-Alpha (by Wolfram Alpha LLC, 2009) was used for some of the computations in this paper.
2 Basic concepts and related work 2.1 The largest and smallest numbers of complexity n For a given n, there exists only a finite number of expressions of size ≤ n. Hence, Definition 2. a) Let's denote by E(n) the largest m such that m = n. b) Let's denote by E k (n) the k-th largest m such that m ≤ n (if it exists).
Thus, E(n) = E 0 (n). c) Let's denote by e(n) the smallest m such that m = n.
In this definition, E(n) corresponds to the sequence A000792 [8] , and e(n) -to A005520 [9] . Proposition 1. As a function of n, E(n) is monotonically increasing.
Proof. Take one of the shortest expressions for E(x) and append +1 to it. Now, it contains x + 1 ones, and its value is E(x) + 1. Therefore the greatest number of complexity x + 1 is no less than E(x) + 1.
Proposition 2. As a function of n, e(n) is monotonically increasing.
Proof. Assume that there exists n, such that e(n) < e(n − 1). Take the smallest such n. Then it would mean that before e(n) there are no numbers of complexity ≥ n, in particular, e(n) − e(n) − 1 > 1. But it is impossible since e(n) can be written as e(n) + 1.
Proof. By definition -E(y) is the greatest number whose complexity is y. Thus for all n, if n = y then n ≤ E(y).
Proof. Take the product of shortest expressions for E(x) and E(y). The value of this product is E(x) · E(y) and it contains x + y ones, so it cannot be greater than E(x + y).
Theorem 3. For all k ≥ 0:
This result is due to Rawsthorne [7] . The behaviour of e(n) appears to be more complicated, for details see Section 5.1.
Lemma 1.
If a+b = n and a + b = n and a ≤ b and given n ≤ N ,
E( a ) ≥ n by Proposition 4. Still more due to the monotonicity of E(x) we can substitute for the estimate of n's complexity: Proof. By Theorem 1, N ≤ 3 log 2 n. Furthermore, we use the convenient fact that
A similar proof of Corollary 1 is given in [11] .
Ranking numbers
Consider an expression in basis {1, +, ·} drawn as a rooted n-ary tree, its leaves containing ones and inner nodes containing either + or ·. Since both addition and multiplication is associative and commutative, let us merge any adjacent additions and multiplications. For example, the shortest expression for 5 6 can be obtained as follows, it contains 29 ones (not 5 · 6 = 30, as one might expect):
The corresponding tree is drawn in Figure 1 .
Definition 3. The height of an expression is the height of the corresponding tree. In general, for a given n, there can be several shortest expressions of different height, for example, of height 2 and 1:
or of height 4, 3 and 2:
We will be interested in classifying the shortest expressions by introducing expression height as another complexity measure of positive integers: Definition 4. rank(n) -the rank of a number n -is defined as the minimum height among the shortest expressions representing n.
Examples: * the only number of rank 0 is 1; * the only numbers of rank 1 are: 2, 3, 4, 5; * numbers of rank 2: 6, 8, 9, 10, 12, 15, ...; see Hypothesis 5 below; * rank(7) = rank(11) = rank(13) = 3; * rank(14) = 4.
For n ≤ 10 9 , max rank(n) = 19 and max n = 67. For other observationssee Section 5.4.
Obviously rank(n) = 2 for infinitely many numbers n. Namely, for all the powers of 3.
Hypothesis 3. For all r > 2 there exists an infinite amount of numbers having rank r.
This hypothesis implies
Hypothesis 4. As a function of n, rank(n) is unlimited.
Definition 5. Let's denote by r(n) the smallest m such that rank(m) = n.
The values of r(n) up to n=19 are represented in Table 4 . Now, let's try exploring more closely the numbers of rank 2.
Lemma 2. For n > 1, the shortest expression of height ≤ 2 representing n, is obtained from the prime decomposition
The number of ones in this expression, i.e. p 1 + . . . + p k , is called, sometimes, the integer logarithm of n (see also the sequence A001414 [12] ). For c = 0, Hypothesis 5 appears in [7] .
Logarithmic complexity
Because of Theorem 1, the values of n log 3 n are located within the segment [3, 4.755] . Hence, the Definition 6. The logarithmic complexity of n > 1 is defined as n log = n log 3 n .
For example, 2 log = As observed by Mārtiņš Opmanis (and confirmed by Jānis Iraids for all the numbers ≤ 10 12 ), it seems, the largest values of n log are taken by single numbers, see Table 1 . The lists in braces represent Cunningham chains of primes [13] . The values of n log become (and, it seems, stay) less than 3.60 approximately at n = 2 · 10 9 . Let's consider the subsegments [C, D], C < D of the segment [3, 4. 755] that do not contain the values of n log at all. Of course, according to Hypothesis 6, then C > 2 log . Let's denote by C 1 the infimum of these numbers. I.e. C 1 is the point separating the area where the values of n log are dense, from the area, where these values are not dense. On the other hand, for some numbers C, n log > C only for finitely many values of n. Let's denote by C 2 the infimum of these numbers. This is also known as lim sup n→∞ n log . I.e. C 2 is the point separating the area where the values of n log are "absolutely sparse", from the area, where these values are not sparse.
Of course, C 1 ≤ C 2 . Hence, Hypothesis 8. It would follow from Hypothesis 5, that C 2 ≥ 2 log .
More about the possible value of C 2 -in Section 5.1.
3 Analytical results
Complexity of 2
For the sake of brevity let us introduce A(n) = 2 n − 1 − 2n and B(n) = 2 n + 1 − 2n. We can then establish the following facts.
Proof. We shall provide the expressions that will result in these upper bounds.
If we take the complexity of both sides and subtract 4n we get:
Once again we have
This method can be extended for numbers other than 2, but then it yields significantly less interesting results because of the very inefficient "n + 1" step. 
where H(n) is the number of 1-s in the binary representation of n, i.e., H(n) is the Hamming weight of n in binary.
Proof. Using the above theorem we can obtain an upper bound of A(n), setting B(n) = 1 and A(1) = A(2) = −1 and ignoring the rule b) altogether. We will use rule c) per every 1 in the binary representation of n except the leftmost digit, in total, H(n) − 1 times. We will use rule a) per every digit, except the two leftmost digits, in total, log 2 n − 1 times. In this way we will reduce n to 2 at which point A(n) = −1 having "paid" 1 for each application of any of the rules a) and c). To sum up:
Corollary 3. If n > 1 then 2 n − 1 ≤ 2n + 2 log 2 n − 2.
Connection of rank and defect
Definition 7. (Harry Altman, Joshua Zelinsky) The defect of a number n is
Proof. We will prove this by induction on the rank. First of all, for all n having rank(n) < 3 the proposition is true trivially since rank(n) − 1 2 1 + 3 log 3 6 7 ≤ 0. Now assuming that it is true for all n having rank(n) < r. Suppose r is an even number, then we again trivially have
If on the other hand, r is an odd number greater than 2, then the shortest expression for n has height at least 3, addition being the outermost operation. Now write n as a sum of numbers of even rank lower than r and order them in non-increasing fashion. This can be done since the numbers of odd rank can be split down further merging them with the n's outermost addition.
Note that rank(a 1 ) = r − 1 and k ≥ 2. For defects, we have
Following the induction the defect of a 1 is at least r−3 2 1 + 3 log 3 6 7 . If rank(a k ) ≥ 2 and so all a i must necessarily be at least 6. The expression
is minimised when k = 2 and a 1 = a 2 = 6 producing a minimum of 3. However, if there are l numbers of rank 0: rank(a k−l+1 ) = . . . = rank(a k ) = 0
is minimised at l = 1, a 1 = 6 and a 2 = 1 giving the 1 + 3 log 3 6 7 . Consequently, d(n) ≥ r − 3 2 1 + 3 log 3 6 7 + min 3, 1 + 3 log 3 6 7 = = r − 1 2 1 + 3 log 3 6 7 .
Algorithms for computing the complexity of a number
The purpose of this chapter is to describe several algorithms for computing n . This is useful for both exploring the behaviour of the complexity and as well as a tool for verifying whether some hypotheses about the value of n hold for large n. It appears that computing the complexity of number n is a relatively difficult task. At the time of writing we are unaware of any algorithm that provably works faster than O(n log 2 3−1 ). Yet there exists an algorithm, that in practice runs in approximately Θ (n log n) time.
The first and simplest algorithm is essentially as follows: evaluate all the possible expressions of {1, +, ·} with increasing number of ones until an expression giving n is found. We can do so taking as basis the postfix notation, also known as Reverse Polish notation. Note, that in the postfix notation the first (leftmost) symbol will always be 1.
The possible expression generator will use three main rules: a) After 1 only + or 1 can follow. · can not follow because that would mean multiplication with 1 that is meaningless; b) After + only · or 1 can follow. + can not follow because that would mean that it was possible to make the previous addition earlier and thus it is not postfix notation; c) After · only + or 1 can follow. · can not follow because that would mean that it was possible to make the previous multiplication earlier and thus it is not postfix notation.
For each total number of ones x in the expression excluding the leading one we can count the number of distinct expressions as 4
x -postfix notation of an expression with x + 1 ones contains 2x + 1 symbols and for each symbol there are two possible symbols that can follow. Assuming, that evaluation of the expression takes roughly x time, the overall time complexity can be estimated as O (4 x ).
Thus the overall running time of the algorithm will be O 4 n , which taking into account n ≤ 3 log 2 n will yield O n 6 . However, the expression generating algorithm can be improved by eliminating similar expressions of the same number. For instance, 6 can be represented as * (1 + 1) · (1 + 1 + 1) -postfix notation 11 + 11 + 1 + · or * (1 + 1 + 1) · (1 + 1) -postfix notation 11 + 1 + 11 + ·.
Since multiplication is associative, we can omit one of these representations restricting that the first multiplier has to be smaller or equal to the second multiplier. The same principle applies to additions. The second algorithm uses the idea of sieving. We will use an array f [1.
.n] of integer values where the complexity of the number n will be stored as f [n]. Before the main routine starts, precalculate the values of E(n) in an array E[1..m].
for i = 1 to n do
If the array f is initialized as shown each pass will only update the complexity of numbers that have rank(n) ≥ height. As a consequence, this algorithm produces the rank of a number; the rank can be stored if necessary. Note that the array f could be initialized with the upper bound provided by Theorem 1 because at no point would f [i] be smaller than i and yet exceed the value at the corresponding point in unmodified algorithm. To further reduce the running time, one can use a bootstrapping step where numbers that could potentially be used as the smallest of two addends are computed. These are exactly the numbers that cannot be represented best as sums.
While the second algorithm is as fast as any we know, it uses a linear amount of memory -the array where the complexity values are stored. For n > 10 11 the calculation thus becomes unfeasible. We used this algorithm to calculate n and rank(n) up to n = 1.5 · 10 9 . The third and final algorithm -the one we used for calculating n for n up to 10 12 -is conceptually very simple: for every natural number compute the complexity by definition and store for subsequent steps.
The techniques used are identical to what Fuller [14] describes in the comments of his program. For factorisation we used an approach similar to the one described in [15] . The core idea is to maintain a priority queue of the so called eliminators -at any point n for each prime the priority is the smallest integer multiple that is no less than n.
Experimental results

e(n) -the least number of complexity n
Function e(n) corresponds to the sequence A005520 [9] . Our observations up n = 89 are represented in Table 2 .
Hypothesis 9. e(n) is prime for all n, except n ∈ {1, 4, 7, 11, 25}.
Observation 1. For k ≤ 3, the number e(n)−k k+1 is prime for almost all n.
If, for k = 1, Observation 1 holds for an infinite number of values of n, it would imply that there is an infinite number of Sophie Germain primesthese are defined as integers p such that p and 2p + 1 are both primes.
Moreover, it seems that the sequence of e(n) contains primes which are the end numbers of increasingly long Cunningham chains. Cunningham chain (CC) of length k is defined as a sequence of k primes {p 1 , p 2 , ..., p k } such that p i+1 = 2 · p i + 1, 1 ≤ i < k [13] . In particular, * e (13) If, for k = 2; 3, Observation 1 holds for an infinite number of values of n, it would imply that there is an infinite number of integers p such that p and 3p + 2 (or, correspondingly, p and 4p + 3) are both primes [16]. Table 2 : Prime factorizations of numbers close to e(n) n e(n)−2 3 
The behaviour of e(n) provides some evidence that the logarithmic complexity of n does not tend to 3, and even that the constant C 2 = lim sup n→∞ n log is greater than 2 log . It is useful to note the following fact:
Proof. Since e(n) log is a subsequence of n log the ≥ follows obviously.
The ≤ is proven from the contrary. Assume that there exists an infinite list of numbers {x i }, that only have a finite number of elements from sequence e(n) of logarithmic complexity ≥ min i { x i log }. Furthermore, there is an infinite subsequence {y i } of {x i }'s such that the complexity of numbers strongly increases. But any number of this sequence has a corresponding number in e(n), namely e( y i ) that has greater or equal logarithmic complexity.
Alternatively, on the axis of logarithmic complexity, e(n) yields the rightmost point of numbers of complexity n. Hypothesis 11. log 3 e(n) behaves almost linearly, namely, log 3 e(n) ≈ 0.297n − 1.55.
Hence, e(n) log = n log 3 e(n) ≈ 3.37 + 5.2 0.297n − 1.55 , and lim n→∞ e(n) log ≈ 3.37. n log ≤ e( n ) log .
Proof. Obviously, n = e( n ) , and n ≥ e( n ). Hence, log 3 n ≥ log 3 e( n ), and n log ≤ e( n ) log .
Thus, if > 0, then, it seems, n log > 3.37 + can be true only for finitely many values of n. Thus, in terms of Section 2.3:
Hypothesis 12. It would follow from Hypothesis 11, that C 2 ≤ 3.37 (approximately).
Structure of shortest expressions
Analyzing the structure of the shortest expressions representing numbers, we have come to the conclusion that we should not only abandon any attempts to obtain a "deterministic" method for construction of shortest expressions, and turn to "nondeterministic" methods. We should abandon also radical attempts to predict regularities in the structure of shortest expressions.
For example, one might propose the following hypothesis: if p is the smallest prime divisor of n > 1, then n = min (1 + n − 1 , p + n/p ).
For p = n, and p = 2 (with prime n/p) this hypothesis appears in Guy [10] : for any prime p, p = 1 + p − 1 , For example, the number 5 collapses at 6 (see Section 2.2): 5 6 = 29 < 6 5 = 6 · 5 = 30.
However, it seems, most primes collapse already at 2, for example, 11 2 = 15 < 2 11 = 2 · 8 = 16; 11 2 = 121 = 1 + 2 3 · 3 · 5.
Of the 168 primes until 10 3 , 120 primes collapse at 2 (71%), 24 -at 3 (14%), 3 -at 4 (2%), the remaining 21 do not collapse until 4 (13%), and, currently, 12 of them are not known to collapse at all, namely, 2, 3, 109, 163, 379, 433, 487, 541, 577, 733, 739, 811.
For details, see Table 5 . The rest of numbers all collapse at 2 or 3, and their logarithmic complexity exceeds 3.417. It seems, primes having larger logarithmic complexity are more likely to collapse. 
