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Kapitel 1
EINFU¨HRUNG
Neben der Sprache spielt die bildhafte Information zur Orientierung und Kom-
munikation beim Menschen eine entscheidende Rolle. Es wird gescha¨tzt, daß
etwa 75% aller durch den Menschen aufgenommenen Information u¨ber das vi-
suelle System erfolgt, was schon in dem alten chinesischen Sprichwort ”ein Bild
sagt mehr als tausend Worte” zum Ausdruck kommt. Es ist daher nicht ver-
wunderlich, daß mit dem Entstehen der elektronischen Datenverarbeitung der
Wunsch nach einer Erfassung, Verarbeitung und Analyse von Bildern mit Hilfe
von Digitalrechnern auftrat. Ausgehend von den ersten Gehversuchen vor etwa
25 Jahren hat sich die Bildverarbeitung zu einer heute breiten wissenschaft-
lichen Disziplin entwickelt, die mit mehreren anderen Disziplinen wie Optik,
Nachrichten- und Signaltheorie, Mustererkennung und ku¨nstliche Intelligenz in
enger Wechselwirkung steht.
Durch unza¨hlige Anwendungen - nicht zuletzt als Folge der billig gewordenen
Rechnertechnologie - beeinﬂußt die Bildverarbeitung heute nahezu alle Be-
reiche unseres ta¨glichen Lebens. Man denke hierbei beispielsweise an die
automatisierte Dokumentenerfassung, -verarbeitung und -erstellung, an den Be-
reich der industriellen Prozeßautomation (bildabha¨ngige Steuerung von Werk-
zeugmaschinen, Transportstraßen und Robotern; maschinelle Qualita¨tskontrol-
le), an die Erzeugung und automatisierte Analyse medizinischer Bilder (Ro¨ntgen-
aufnahmen, Tomographie, Szintigramme, Ultraschallmessungen, Zell- und Chro-
mosomenbildanalyse), an die Biologie (z.B. Beobachtung von Wachstumspro-
zessen), an die Geophysik (Magnet- und Gravitationsfelder, seismische Signale,
Auswertung von Luftbildern), an die Meteorologie (ﬂa¨chendeckende Tempe-
ratur-, Feuchtigkeits- und Luftdruckmessungen), an Astronomie, Archa¨ologie
und Physik (Analyse von Teilchenspuren, Elektronenmikroskopie, usw.), an die
Kriminalistik (Analyse von Fingerabdru¨cken und Gesichtsproﬁlen, Dokumentsi-
cherstellung) und an die Navigation.
Den meisten der oben aufgeza¨hlten Anwendungen liegt eine Sequenz von Ver-
arbeitungsschritten zugrunde, die etwa durch Bild 1.1 veranschaulicht werden
kann. Eine dreidimensionale Szene, die sich aus mehreren komplexen Ob-
jekten zusammensetzen kann, wird im allgemeinen durch die physikalischen
Prozesse der Strahlenreﬂexion (z.B. herko¨mliche Fotographie, Luftbildaufnah-
men), der Strahlenabsorption (z.B. Ro¨ntgenaufnahmen Durchlichtmikroskop-
bilder) oder der Strahlenemission (z.B. nuklearmedizinische Bilder) mit Hilfe
eines Abbildungssystems (z.B. Objektiv, Kollimator, elektromagnetische Felder)
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Bild 1.1. Stufen der Bildverarbeitung und Bilderkennung - U¨bersicht.
in ein zweidimensionales (Strahlungsab-)Bild umgesetzt und anschließend mit
Hilfe eines Sensors meist in ein elektrisches Signal gewandelt (z.B. Videokamera,
Bildabtaster). Fu¨r die Verarbeitung von Bildern im Digitalrechner mu¨ssen diese
zuna¨chst noch in kontinuierlichen Koordinaten deﬁnierten Signale orts- und am-
plitudenquantisiert, d.h. in eine Zahlenmatrixdarstellung u¨berfu¨hrt werden.
Durch die Physik der Bildgewinnung und Bildaufnahme, sowie bei der Diskreti-
sierung entstehen in der Regel Fehler, die sich mit den Methoden der Signal-
verarbeitung analysieren lassen und die, darauf basierend, mit Bildverbesserungs-
und Bildrestaurationsverfahren in Digitalrechnern wenigstens teilweise wieder
ru¨ckga¨ngig gemacht werden ko¨nnen. Bild 1.2a,b zeigt, wie beispielsweise die
exponentielle Strahlungsschwa¨chung bei Ro¨ntgenaufnahmen mit Hilfe einer ein-
fachen Punkt-zu-Punkt-Abbildung u¨ber eine logarithmische Kennlinie kompen-
siert werden kann und damit zu besser befundbaren Bildern fu¨hrt. Bild 1.2c,d
zeigt anhand eines Knochenszintigramms, daß mit Filterverfahren, wie sie im
Eindimensionalen in der Nachrichten- und Signaltheorie schon lange bekannt
sind, starke zufa¨llige Intensita¨tsﬂuktuationen (sogenanntes Rauschen) unter-
dru¨ckt und dabei gleichzeitig Details im Bild erhalten werden ko¨nnen. In einer
nachfolgenden Verarbeitungsstufe wird ha¨uﬁg versucht, mit Segmentierungsver-
fahren das Bild in ”bedeutungsvolle” Unterbereiche zu unterteilen. Dies geschieht
oft mit Hilfe sogenannter Gradientenverfahren die z.B. lokale Helligkeitsunter-
schiede im Bild detektieren. Bild 1.2e,f zeigt anhand einer Chromosomen-
mikroskopaufnahme ein Beispiel hierfu¨r.
Verfahren der Bildverbesserung/Restauration sowie der Bildsegmentierung wer-
den oft eingesetzt um, wie in Bild 1.1 angedeutet, Bilder fu¨r einen menschlichen
Betrachter an einem Bildwiedergabegera¨t besser interpretierbar zu machen.
Ha¨uﬁg werden solche Verfahren jedoch auch als Vorverarbeitung fu¨r eine fol-
gende maschinelle Bilderkennung realisiert. Beispielsweise ko¨nnen fu¨r segmen-
tierte Bildbereiche Merkmale berechnet werden, die dann einer weiteren Stufe
zur Objektklassiﬁkation (z.B. ”Organ entha¨lt einen/keinen Tumor”) oder - je
nach Komplexita¨t der zu analysierenden Szenen - zur Bildinterpretation (z.B.





Bild 1.2. Bildverarbeitungsbeispiele: (a), (b) Intensita¨tstransformation von Ro¨nt-
genbildern; (c), (d) Ortsfrequenzfilterung von nuklearmedizinischen Bilddaten; (e), (f)
Gradientenoperation angewendet auf Mikroskopbilder.
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2 fahrende PKWs”) zugefu¨hrt werden. Die Ergebnisse sind listenartige Daten-
strukturen mit Objekt- und Szenenbeschreibungen.
Neben der Verarbeitung monochromatischer und statischer Bildsignale spielt
auch die Analyse von Farbbildern (z.B. multispektrale Satellitenaufnahmen:
jeder Bildpunkt ist durch einen Farbvektor repra¨sentiert) oder die Analyse
von dynamischen Szenen mit Hilfe von Bildfolgen in vielen Anwendungen eine
wichtige Rolle. Im Rahmen der vorliegenden Darstellung werden prima¨r die
signaltheoretischen Aspekte bei der Diskretisierung, Darstellung und Verarbei-
tung monochromatischer Bilder (im weiteren Sinne auch Za¨hlratenfelder, seismi-
sche Erregungsmuster, usw.) behandelt. Zur weitergehenden Vertiefung sei der
Leser auf die vorwiegend englischsprachige Literatur auf diesem Gebiet /1.1-
1.11/, sowie auf die Literatur zur Bildanalyse /1.12-1.24/ verwiesen. Weiterhin
sei die Literatur zu den wichtigen und eng verwandten Gebieten der Bildco-
dierung /1.25-1.28/, der Computergraphik /1.29-1.32/ und der Bildverarbei-
tungssystemarchitekturen /1.33-1.37/ erwa¨hnt. Reichhaltige Informationsquel-
len sind daru¨ber hinaus die einschla¨gigen Fachzeitschriften /1.38-1.43/ und Kon-
greßberichte /1.44-1.52/.
Kapitel 2
GRUNDLAGEN ZWEIDIMENSIONALER SIGNALE UND SYSTEME
Da mit der Systemtheorie kontinuierlicher zweidimensionaler Signale wichtige
Zusammenha¨nge bei der Umwandlung kontinuierlicher Strahlenverteilungen in
orts-, zeit- und amplitudendiskrete Signale sowie Artefakte bei der Bilddar-
stellung erkla¨rt und quantitativ analysiert werden ko¨nnen, faßt Abschnitt 2.1
ihre wichtigsten Grundlagen zusammen. (Detailiertere Einfu¨hrungen mo¨ge der
Leser der Literatur (z.B. /2.1-2.3/ entnehmen.) Abschnitt 2.2 beschreibt die sig-
naltheoretischen Zusammenha¨nge bei der Bildabtastung und Bilddarstellung im
idealen Fall und unter verschiedenen physikalischen Randbedingungen. Anschlie-
ßend wird in Abschnitt 2.3 die diskrete Fouriertransformation, ihre wichtig-
sten Gesetze und ihre Bedeutung fu¨r die anschauliche Charakterisierung von
diskreten Bildsignalen und Bild”u¨bertragungs”systemen behandelt. Daru¨ber
hinaus werden kurz weitere wichtige diskrete Transformationen vorgestellt und
Realisierungsmo¨glichkeiten linearer Systeme aufgezeigt.
2.1 Systemtheorie zweidimensionaler kontinuierlicher Signale
2.1.1 Die zweidimensionale kontinuierliche Fouriertransformation
Es sei f(x, y) eine kontinuierliche Funktion der beiden reellen Variablen x, y. Die
zweidimensionale Fouriertransformation von f(x, y) ist dann deﬁniert als





f(x, y) exp[−j(ux+ vy)] dx dy (2-1)
mit j =
√−1. Eine hinreichende Bedingung fu¨r die Existenz der Fouriertransfor-





|f(x, y)| dx dy < ∞ (2-2)
Ist Gl.(2-2) nicht erfu¨llt, kann in vielen Fa¨llen mit Hilfe eines Konvergenzfaktors
eine Konvergenz des Integrals in Gl.(2-1) erzwungen werden /2.1/. Hierzu wird
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f(x, y) beispielsweise durch f(x, y) exp(−αx−βy) mit α, β reellen positiven Kon-
stanten in Gl.(2-1) substituiert, die Integration durchgefu¨hrt und anschließend
der Grenzwert fu¨r α, β → 0 gebildet. Entsprechend zu Gl.(2-1) la¨ßt sich f(x, y)
aus der kontinuierlichen, absolut integrierbaren Funktion F (u, v) mittels der








F (u, v) exp[j(ux+ vy)] du dv (2-3)
f(x, y) und F (u, v) werden auch als Fouriertransformationspaar bezeichnet, fu¨r
das man die Kurzbezeichnung
f(x, y) ◦=• F (u, v) (2-4)
eingefu¨hrt hat (der Doppelstrich deutet auf die Transformation nach zwei Vari-
ablen hin). Faßt man die beiden Variablen x, y als Ortskoordinaten und damit
f(x, y) als kontinuierliche Ortsfunktion auf, so bezeichnet man F (u, v) als kon-
tinuierliches Ortsfrequenzspektrum der beiden Ortsfrequenzvariablen u und v.
Obwohl die obigen Gleichungen sowohl fu¨r reell- als auch fu¨r komplexwertige
f(x, y) gelten, werden im folgenden meist reellwertige Funktionen f(x, y) wie
z.B. Intensita¨tsfunktionen betrachtet; die korrespondierenden Ortsfrequenzspek-
tren sind dagegen im allgemeinen komplexwertige Funktionen, d.h.
F (u, v) = e{F (u, v)}+ jm{F (u, v)} (2-5)
F (u, v) wird auch oft als Produkt eines Amplituden- und Phasenterms geschrie-
ben:
F (u, v) = |F (u, v)| exp[jϕ(u, v)] (2-6)
wobei man
|F (u, v)| = [e{F (u, v)}2 + m{F (u, v)}2]1/2 (2-7)
als Betrags- oder auch als Amplitudenspektrum und
ϕ(u, v) = arctan[m{F (u, v)}/e{F (u, v)}] (2-8)
als Phasenspektrum bezeichnet. Das Quadrat des Amplitudenspektrums
|F (u, v)|2 = e{F (u, v)}2 + m{F (u, v)}2 = F (u, v)F ∗(u, v) (2-9)
ist das Leistungsspektrum von f(x, y). Ein fu¨r viele Bildverarbeitungsprobleme
wichtiger Spezialfall ist die Fouriertransformation rotationssymmetrischer Sig-
nale. Die resultierenden Ortsfrequenzspektren sind dann ebenfalls rotationssym-
metrisch:
f(x, y) = f(
√
x2 + y2) ◦=• F (u, v) = 2πF¯ (
√
u2 + v2) (2-10)
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Die Fouriertransformation in Gl.(2-1) nach zwei Variablen kann in diesem Fall
mit einer Transformation nach einer Variablen, der sogenannten Hankeltransfor-
mation, vereinfacht berechnet werden. Die Hankeltransformation ist mit r =√
x2 + y2 und w =
√





wobei Jo die Besselfunktion nullter Ordnung ist. f(r) bzw. F (w) mit r ≥ 0
und w ≥ 0 lassen sich jeweils als Halbproﬁl der rotationssymmetrischen Funk-
tionen f(x, y) bzw. F (u, v) in der Orts- bzw. Ortsfrequenzebene auﬀassen. Die




wF¯ (w)Jo(rw) dw (2-12)
f(r), F¯ (w) wird als Hankeltransformationspaar bezeichnet, fu¨r das auch die
Kurzschreibweise
f(r)
H◦−• F¯ (w) (2-13)
verwendet wird. Im Anhang ist ein Programmbeispiel zur numerischen Berech-
nung der Hankeltransformation und eine Tabelle mit einigen gebra¨uchlichen Han-
keltransformationspaaren angegeben.
2.1.2 Wichtige Eigenschaften der zweidimensionalen Fouriertransformation
Vertauschungssatz
Faßt man das Ortsfrequenzspektrum F (u, v) der Ortsfunktion f(x, y) als neue
Ortsfunktion F (x, y) auf, so hat deren Fouriertransformierte die an den Koordi-
natenachsen gespiegelte Form f(−u,−v) des urspru¨nglichen Signals, multipliziert
mit 4π2. In Kurzschreibweise gilt demgema¨ß:
f(x, y) ◦=• F (u, v)
F (x, y) ◦=• 4π2f(−u,−v) (2-14)
Separierbarkeit der Fouriertransformation
Die zweidimensionale Fouriertransformation ist eine separierbareOperation, d.h.,
sie kann mit Hilfe einer eindimensionalen Fouriertransformation zuna¨chst nach
der Variablen x (bzw. y) und anschließend durch eine weitere eindimensionale
Fouriertransformation der so erhaltenen Zwischengro¨ße Fx(u, y) (bzw. Fy(x, v))
nach der Variablen y (bzw. x) berechnet werden. Das gleiche triﬀt auch auf die





F (u, v) (2-15)





F (u, v) (2-16)
Die Fouriertransformation separierbarer Signale
Nach den Variablen x, y multiplikativ separierbare Signale haben ein nach den
Variablen u, v separierbares Spektrum und umgekehrt:
f(x, y) = fx(x) fy(y) ◦=• F (u, v) = Fu(u)Fv(v) (2-17)
mit fx(x) ◦−• Fu(u) und fy(y) ◦−• Fv(v)
Entsprechendes gilt fu¨r additiv separierbare Signale.
Symmetrieeigenschaften
Einige nu¨tzliche allgemeine Symmetriebeziehungen sind
f(−x,−y) ◦=• F (−u,−v) (2-18)
f∗(−x,−y) ◦=• F ∗(u, v) (2-19)
Der Stern bezeichnet hierbei konjugiert komplexe Gro¨ßen. Fu¨r die Ortsfrequenz-
spektren reeller Ortsfunktionen gilt insbesondere
F ∗(u, v) = F (−u,−v) (2-20)
U¨berlagerungssatz
Da die Fouriertransformation eine lineare Operation ist, ist die Fouriertrans-
formierte von Summen von Ortsfunktionen gleich der Summe ihrer Fouriertrans-






mit fi(x, y) ◦=• Fi(u, v), ci ∈ IR, i = 1, 2, 3, . . .
A¨hnlichkeitssatz
Eine Dehnung der Ortsfunktion f(x, y) in der Ortsebene fu¨hrt zu einer Skalierung
und Stauchung von F (u, v) in der Ortsfrequenzebene und umgekehrt:







mit a, b ∈ IR
Rotationssatz
Eine Drehung der Funktion f(x, y) im Ortsbereich um einen Winkel α bewirkt
eine Drehung von F (u, v) in der Ortsfrequenzebene um den gleichen Winkel im
gleichen Richtungssinn und umgekehrt:
fα(x′, y′) ◦=• Fα(u′, v′) (2-23)
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x′ = x cosα + y sinα, y′ = y cosα− x sinα
u′ = u cosα + v sinα, v′ = v cosα− u sinα (2-24)
Verschiebungssatz
Eine Verschiebung der Funktion f(x, y) im Ortsbereich bewirkt eine lineare Pha-
sendrehung der Funktion F (u, v) im Ortsfrequenzbereich und umgekehrt:
f(x− a, y − b) ◦=• F (u, v) exp [−j(ua + vb)] (2-25)
f(x, y) exp [j(cx + dy)] ◦=• F (u− c, v − d) (2-26)
O¨rtliche Diﬀerentiation
Die Fouriertransformierten der Richtungsableitungen von f(x, y) sind
∂f(x, y)
∂x
◦=• juF (u, v) (2-27)
∂f(x, y)
∂y
◦=• jvF (u, v) (2-28)
Fu¨r die Fouriertransformierte des zweidimensionalen Laplace-Operators folgt aus
Gln.(2-27) und (2-28):






◦=• −(u2 + v2)F (u, v) (2-29)
Integration nach einer Variablen
Die Dimension einer Q-dimensionalen Funktion la¨ßt sich durch Integration nach
einer Variablen auf Q−1 reduzieren. Speziell gilt fu¨r die zweidimensionale Funk-




f(x, y) dx ◦−•
y




f(x, y) dy ◦−•
x
F (u, 0) (2-31)
d.h., die Integration der Ortsfunktion in einer Richtung resultiert in einer spek-
tralen Belegung der Ortsfrequenzebene entlang einer zur Integrationsrichtung
orthogonalen, durch den Ursprung verlaufenden Geraden. Wegen des Rota-
tionssatzes (Gln.(2-23), (2-24)) gilt dieser Zusammenhang, den man auch als
Projektionsschnittheorem bezeichnet, in beliebigen Richtungen.
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Faltungssatz
Das Faltungsprodukt zweier zweidimensionalen Funktionen korrespondiert mit
dem Produkt der Fouriertransformierten dieser Funktionen und umgekehrt:











f(x− ξ, y − η)h(ξ, η) dξ dη
◦=• F (u, v)H(u, v)
(2-32)
f(x, y)h(x, y) ◦=• 1
4π2
















F (u− ξ, v − η)H(ξ, η) dξ dη
(2-33)
Korrelationssatz
Die Kreuzkorrelation zweier Ortsfunktionen f(x, y) und g(x, y) ist deﬁniert als





f(ξ, η)g∗(ξ + x, η + y) dξ dη (2-34)
Mit g′(x, y) = g(−x,−y) la¨ßt sich Gl.(2-34) als Faltungsoperation auﬀassen.
Damit folgt mit Gl.(2-18) fu¨r die o¨rtliche Kreuzkorrelation und ihr korrespon-
dierendes Spektrum
f(x, y) ◦ ◦ g(x, y) ◦=• F (u, v)G∗(u, v) (2-35)
Mit g(x, y) = f(x, y) folgt fu¨r die Autokorrelationsfunktion von f(x, y) und ihre
zugeho¨rige Fouriertransformierte:






f(ξ, η)f∗(ξ + x, η + y) dξ dη
◦=• F (u, v)F ∗(u, v) = |F (u, v)|2
(2-36)
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Satz von Parseval
Fu¨r die Energien des Ortssignals f(x, y) und des zugeho¨rigen Ortsfrequenzspek-











|F (u, v)|2 du dv (2-37)
Anmerkung: In /2.4/ sind einige der oben erwa¨hnten Eigenschaften bildhaft mit
koha¨rent-optischen Methoden dargestellt.
2.1.3 Einige spezielle Signale und ihre Fouriertransformation
Rechteckimpuls
Die zweidimensionale Rechteckimpulsfunktion ist deﬁniert als
recta,b(x, y) =
{
1 fu¨r |x| ≤ a und |y| ≤ b
0 sonst
(2-38)
Sie la¨ßt sich als Produkt zweier eindimensionaler Rechteckimpulsfunktionen
schreiben, ist also eine separierbare Funktion. Es ist
recta,b(x, y) = recta(x)rectb(y) (2-39)
mit rectc(x) =
{
1 fu¨r |x| ≤ c
0 sonst
(2-40)
Wie aus der eindimensionalen Systemtheorie /2.5/ bekannt ist, gilt fu¨r einen






Aus Gln.(2-39) und (2-41) folgt mit Gl.(2-17) unmittelbar
recta,b(x, y) ◦=• 4absi(au)si(bv) (2-42)
Diracfunktion
Wie in der eindimensionalen Systemtheorie, so spielt auch im Zweidimensionalen
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auﬀassen (im strengen mathematischen Sinn existiert dieser Grenzu¨bergang
nicht; die Diracfunktion geho¨rt vielmehr zur Klasse der verallgemeinerten Funk-
tionen (Distributionen) /2.6/). Entsprechend Gl.(2-43) kann man sich unter
der zweidimensionalen Diracfunktion δ(x, y) eine zweidimensionale Rechteckim-
pulsfunktion recta,b(x, y) mit der unendlich kleinen Impulsﬂa¨che 4ab und der





δ(x, y) dx dy = 1 (2-44)





f(x, y)δ(x− a, y − b) dx dy = f(a, b) (2-45)
Gl.(2-45) wird als Ausblendeigenschaft der Diracfunktion bezeichnet. Aus Gl.(2-
45) folgt unmittelbar die Verschiebungseigenschaft der Diracfunktion bei der Fal-
tung
f(x, y) ∗ ∗ δ(x− a, y − b) = f(x− a, y − b) (2-46)








exp[j(ux+ vy)] du dv (2-47)
Vergleicht man Gl.(2-47) mit der inversen Fouriertransformationsgleichung (2-3)
und benutzt den Zusammenhang in Gl.(2-14), so lassen sich sofort die beiden
Fouriertransformationspaare
δ(x, y) ◦=• 1 (2-48)
1 ◦=• 4π2δ(u, v) (2-49)
angeben. D.h., eine Konstante im Ortsbereich hat als Fouriertransformierte eine
Diracfunktion im Ortsfrequenzbereich und umgekehrt.
Diracfeld






δ(x−m∆x, y − n∆y) (2-50)
mit m,n ganze Zahlen
s(x, y) ist eine periodische Funktion mit den Perioden ∆x in x-Richtung und ∆y
in y-Richtung. A¨hnlich wie in der eindimensionalen Systemtheorie /2.5/ lassen
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Skl exp[j2π(kx/∆x + ly/∆y)] (2-51)








s(x, y) exp[−j2π(kx/∆x + ly/∆y)] dx dy (2-52)
Da s(x, y) im Integrationsgebiet nur aus einer Diracfunction im Ursprung besteht,




fu¨r alle k, l (2-53)









exp[j2π(kx/∆x + ly/∆y)] (2-54)
Mit Hilfe von Gl.(2-26) und dem Fouriertransformationspaar in Gl.(2-49) ergibt
sich schließlich fu¨r das Spektrum S(u, v) der Reihe s(x, y) mit ∆u = 2π/∆x und
∆v = 2π/∆y





δ(u− k∆u, v − l∆v) (2-55)
D.h., die Fouriertransformierte eines unendlich ausgedehnten Diracfeldes ist
wiederum ein unendlich ausgedehntes Diracfeld.
Gaußfunktion
Die zweidimensionale Gaußfunktion exp[−(a2x2 + b2y2)] ist eine in den beiden
Variablen x, y separierbare Funktion. Es ist
exp[−(a2x2 + b2y2)] = exp(−a2x2) exp(−b2y2) (2-56)
Von der Systemtheorie eindimensionaler Signale ist bekannt, daß die Fourier-
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Aus Gl.(2-56), (2-57) und Gl.(2-17) folgt dann
exp[−(a2x2 + b2y2)] ◦=• π
ab
exp[−(u2/a2 + v2/b2)/4] (2-58)
d.h., die Fouriertransformierte einer Gaußfunktion ist wiederum eine Gaußfunk-
tion.
Kreisfunktion
Die zweidimensionale Kreisfunktion ist mit r =
√
x2 + y2 deﬁniert als
circa(r) =
{
1 fu¨r |r| ≤ a
0 sonst
(2-40)
Im Gegensatz zu den vorhergehenden Beispielen ist diese Funktion nicht sepa-
rierbar. Man kann sich jedoch aufgrund ihrer Rotationssymmetrie bei der
Berechnung des zugeho¨rigen Fourierspektrums der Hankeltransformation bedi-







woraus sich mit der Identita¨t
ξ∫
0
ηJo(η)dη = ξJ1(ξ) (2-61)




Mit den Zusammenha¨ngen in Gl.(2-10) und Gl.(2-14) ergibt sich als korrespon-




2.2 Diskretisierung von Bildsignalen und Bilddarstellung
Fu¨r die Verarbeitung von Bildern im Digitalrechner ist eine Umwandlung der im
allgemeinen orts- und intensita¨tskontinuierlichen Bildsignale in diskrete Gro¨ßen
notwendig. A¨hnlich wie bei der digitalen Verarbeitung eindimensionaler kon-
tinuierlicher Signale wird die o¨rtliche Diskretisierung durch eine zweidimension-
ale Abtastung erreicht; die kontinuierliche Ortsfunktion f(x, y) wird hierbei in
das abgetastete Bildsignal f(m∆x, n∆y) u¨berfu¨hrt, das an den Stu¨tzstellen
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m∆x, n∆y mit den Elementen der Bildmatrix f(m,n) u¨bereinstimmt. Mit Hilfe
der in den vorherigen Abschnitten beschriebenen Gesetzma¨ßigkeiten der zweidi-
mensionalen kontinuierlichen Fouriertransformation ist es nun mo¨glich, die der
Abtastung zugrundeliegenden signaltheoretischen Aspekte zu diskutieren. Hi-
erbei werden im folgenden, zuna¨chst von idealisierenden Annahmen ausgehend,
das zweidimensionale Abtasttheorem beschrieben und anschließend wichtige sys-
temtheoretische Gesichtspunkte, die bei der Abtastung von Bildsignalen in tech-
nischen Systemen relevant sind, behandelt.
2.2.1 Idealisierte zweidimensionale Abtastung
Das Ziel der zweidimensionalen Abtastung ist die U¨berfu¨hrung eines, zuna¨chst
als unendlich ausgedehnt angenommenen, ortskontinuierlichen Bildsignals f(x, y)
in das ortsdiskrete Bildsignal
f(m∆x, n∆y) =
{
f(x, y) fu¨r x = m∆x, y = n∆y
0 sonst
(2-64)
mit den Abtastintervallen ∆x,∆y in x- bzw. y-Richtung wobei m,n ganze Zahlen
sind. Zur Untersuchung der Eigenschaften von f(m∆x, n∆y) ist es sinnvoll, das
Produkt von f(x, y) mit der in Gl.(2-50) deﬁnierten zweidimensionalen unendlich
ausgedehnten Diracimpulsfolge als Abtastfunktion zu betrachten
fd(x, y) = f(x, y)s(x, y) (2-65)
Fu¨r die weitere Analyse ist die Betrachtung von fd(x, y) im Fourierraum sehr
nu¨tzlich. Nach dem Faltungssatz entspricht dem Produkt der beiden Ortsfunktio-
nen in Gl.(2-65) gema¨ß Gl.(2-33) eine Faltungsoperation der zugeho¨rigen Orts-




F (u, v) ∗ ∗ S(u, v) (2-66)
Da die Fouriertransformierte der Abtastfunktion s(x, y), wie in Abschnitt 2.1.3
gezeigt wurde, wiederum eine unendliche zweidimensionale Diracimpulsfolge ist,








F (u− k∆u, v − l∆v) (2-67)
wobei ∆u = 2π/∆x und ∆v = 2π/∆y ist, d.h., Fd(u, v) entsteht aus dem
urspru¨nglichen Ortsfrequenzspektrum F (u, v) durch periodische Wiederholung
an den Stellen k∆u, l∆v in der Ortsfrequenzebene und U¨berlagerung dersel-
ben. Hieraus la¨ßt sich fu¨r bandbegrenzte Ortsfunktionen f(x, y), deren Orts-
frequenzspektren F (u, v) nur innerhalb des Intervalls {|u| < bu ∩ |v| < bv}
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von Null verschiedene Werte annehmen, eine hinreichende Bedingung fu¨r eine
u¨berlappungsfreie U¨berlagerung der einzelnen Spektralordnungen angeben:
(∆u,∆v) : ∆u ≥ 2bu ∩ ∆v ≥ 2bv (2-68)
Hieraus folgt wegen ∆u = 2π/∆x und ∆v = 2π/∆y die fu¨r die Abtastintervalle
∆x,∆y a¨quivalente Bedingung
(∆x,∆y) : ∆x ≤ π/bu ∩ ∆y ≤ π/bv (2-69)
Bild 2.1. Zusammenhang zwischen Abtastgitter und periodischer Fortsetzung der
Bildspektren bei der Bildabtastung.
Dieser Zusammenhang ist aus Bild 2.1 unmittelbar ersichtlich. Bei einem
Vergro¨ßern der Abtastintervalle ∆x,∆y wird der Abstand ∆u,∆v zwischen den
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sich wiederholenden Ortsfrequenzspektren geringer, bis sich bei Verletzung der
Bedingungen in Gln.(2-68) bzw. (2-69) die einzelnen Spektralordnungen u¨berlap-
pen. Falls die Bedingungen in Gl.(2-68) bzw. (2-69) erfu¨llt sind, la¨ßt sich aus dem
diskreten Signal fd(x, y) mit Hilfe eines Tiefpasses, dessen U¨bertragungsfunktion
beispielsweise
HTP (u, v) = ∆x∆y rectξ,η(u, v) (2-70)
mit bu < ξ < ∆u−bu und bv < η < ∆v−bv ist, wieder ein kontinuierliches Signal
f˜(x, y) gewinnen, das mit dem urspru¨nglichen Signal f(x, y) identisch ist. Dieser
Sachverhalt ist aus der eindimensionalen Signaltheorie als Whittaker-Shannon-
Abtasttheorem bekannt und hat im Zweidimensionalen eine analoge Bedeutung
(siehe hierzu /2.7, 2.8/). Es ist
f˜(x, y) ◦=• Fd(u, v)HTP (u, v) (2-71)
Mit dem Faltungssatz in Gl.(2-32) entspricht Gl.(2-71) im Ortsbereich
f˜(x, y) = fd(x, y) ∗ ∗ hTP (x, y) (2-72)
wobei sich fu¨r die Funktion hTP (x, y) aufgrund von Gl.(2-42) und der Beziehung
in Gl.(2-14)




ergibt. Gl.(2-72) kann als lineare Ortsinterpolation des diskreten Signals fd(x, y)








fd(m∆x, n∆y)si[ξ(x−m∆x)]si[η(y − n∆y)]
(2-74)
Bei Verletzung der Bedingungen in Gl.(2-68) bzw. Gl.(2-69), d.h. bei U¨berlap-
pung der einzelnen Spektralordnungen in der Ortsfrequenzebene ist die Ru¨ckge-
winnung von f(x, y) aus fd(x, y) nicht mehr fehlerfrei mo¨glich, weshalb den
Gln.(2-68) bzw. (2-69) eine fundamentale Bedeutung beim Abtasten von Bildsig-
nalen zukommt. Die in Bild 2.2 gezeigte Simulation veranschaulicht die Arte-
faktbildung (engl. ’aliasing’), die beim Abtasten von Bildsignalen bei Verlet-
zung der mit Gln.(2-68) bzw. (2-69) gegebenen Bedingungen eintreten kann.
Die kreisfo¨rmig gekru¨mmten Sinusmuster mit von links nach rechts zunehmen-
den Ortsfrequenzen, wobei die maximale Ortsfrequenz am rechten Bildrand von
Bild 2.2a bis Bild 2.2d jeweils schrittweise vergro¨ßert wurde, lassen sich nur
dann fehlerfrei darstellen, wenn Gln.(2-68) bzw. (2-69) erfu¨llt sind. Dies ist
nur in Bild 2.2a der Fall; im Fall von Bild 2.2d macht sich die Artefaktbil-
dung so stark bemerkbar, daß im Bild Kreisbo¨gen entgegengesetzter Richtung
auftreten. Besonders kritisch ist die Wahl geeigneter Abtastraten bei der Er-
fassung von Halbtonbildern (z.B. Zeitungsdruck), bei denen die Grauwerte mit
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(a) (b)
(c) (d)
Bild 2.2. Artefaktbildung bei der Unterabtastung von Bildsignalen.
modulierten Punktdurchmessern oder Punktdichten repra¨sentiert sind (siehe hi-
erzu /2.9-2.11/).
Es sollte nicht u¨bersehen werden, daß es sich bei Gln.(2-68) bzw. (2-69) nur um
hinreichende Bedingungen handelt. Bild 2.3 veranschaulicht, daß bei Bildern,
deren Ortsfrequenzspektren eine gewisse Richtungsorientierung aufweisen, die
Abtastraten gegebenenfalls an deren speziﬁsche Form angepaßt werden kann,
wobei die Gln.(2-68) bzw. (2-69) zwar nicht mehr erfu¨llt sind, jedoch die fu¨r
eine fehlerfreie Rekonstruktion notwendige U¨berlappungsfreiheit der sich wieder-
holenden Spektralordnungen immer noch gewa¨hrleistet ist. A¨hnliches gilt fu¨r
bandpaßartige Spektren, bei denen unter Umsta¨nden sogar eine Verschra¨nkung
der verschiedenen Spektralordnungen ohne U¨berlappung derselben mo¨glich ist.
Eine bessere Anpassung der Abtastfunktion an die Form des Spektrums von
Bildsignalen kann beispielsweise auch durch eine horizontale Versetzung der Ab-
tastpunkte aufeinanderfolgender Bildzeilen um ∆′x erreicht werden. In diesem
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Bild 2.3. Zur Abtastung von Bildsignalen mit ausgepra¨gter spektraler Rich-
tungsorientierung.






δ(x−m∆x− n∆′x, y − n∆y) (2-75)








δ(u− k∆u, v − l∆v + k∆′v) (2-76)
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Bild 2.4. Fourierkorrespondenz gescherter Diracfelder im (a) Orts- und (b) Ortsfre-
quenzbereich.
Der horizontalen Scherung des Abtastrasters in der Ortsebene entspricht also
eine vertikale Scherung derjenigen Ortsfrequenzpunkte in der Ortsfrequenzebene,
um die herum sich die einzelnen Spektralordnungen von Fd(u, v) wiederholen.
Bild 2.4 zeigt die Korrespondenz gescherter Diracfelder im Orts- und Ortsfre-
quenzbereich (vergl. auch die Literatur zur Abtastung mit hexagonalem /2.12,
2.13/ und rotationssymetrischem /2.14, 2.15/ Abtastraster).
2.2.2 Abtastung im endlichen Intervall mit endlicher Apertur
Den Betrachtungen im vorhergehenden Abschnitt lagen die beiden Annahmen
zugrunde, daß sich der Abtastvorgang u¨ber eine unendlich ausgedehnte Ebene
erstreckt und daß die Abtastimpulse Diracfunktionen sind, was einer Abtastung
mit einer unendlich kleinen Apertur entsprechen wu¨rde (unter Apertur kann man
sich hierbei ein kleines Fenster im Ortsbereich vorstellen, innerhalb dessen die
Bildvorlage in technischen Systemen durch (gewichtete) Mittelung zu einem Ab-
tastwert beitra¨gt). Beide Annahmen mu¨ssen bei der Betrachtung realer Systeme
fallengelassen werden.
Bild 2.5 veranschaulicht die hierbei fu¨r die systemtheoretische Analyse notwendi-
gen U¨berlegungen, die zu einem linearen Modell des realen Abtastvorgangs
fu¨hren. Bedingt durch das endliche Auﬂo¨sungsvermo¨gen bzw. die endlich kleine
Apertur realer Bildgewinnungssysteme werden hohe Ortsfrequenzen des zuna¨chst
noch als unendlich ausgedehnt angenommenen Bildsignals f(x, y) geda¨mpft. Dies
entspricht einer Faltung von f(x, y) mit einer Aperturfunktion a(x, y):
f ′(x, y) = f(x, y) ∗ ∗ a(x, y) (2-77)
In der Ortsfrequenzebene entspricht dies einer Multiplikation der korrespondie-
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Bild 2.5. Zur Systemtheorie des Abtastvorgangs mit endlicher Apertur und end-
lichem Bildausschnitt.
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renden Spektren
F ′(u, v) = F (u, v)A(u, v) (2-78)
wobei man A(u, v) im allgemeinen als Modulationsu¨bertragungsfunktion des
Bildgewinnungssystems bezeichnet. Das in der Bandbreite reduzierte Signal
f ′(x, y) wird dann mit einer unendlichen Diracimpulsfolge multipliziert





δ(x −m∆x, y − n∆y) (2-79)
bzw. in der Ortsfrequenzebene erha¨lt man







F ′(u− k∆u, v − l∆v) (2-80)
Gema¨ß des betrachteten endlichen Bildausschnitts wird f ′′(x, y) anschließend mit
der in Gl.(2-38) deﬁnierten rechteckfo¨rmigen Fensterfunktion rectlx/2,ly/2(x, y)
mit den Seitenla¨ngen lx, ly, die den Bildausschnitt festlegen, multipliziert. Hier-
aus folgt dann fu¨r fd(x, y)
fd(x, y) = f ′′(x, y)rectlx/2,ly/2(x, y) (2-81)
Dies entspricht gema¨ß der Beziehung in Gl.(2-33) einer Faltungsoperation der
korrespondierenden Ortsfrequenzspektren











Aus Gl.(2-82) geht hervor, daß die endliche Ausdehnung des Bildausschnitts
eine spektrale ”Verwischung” der periodisch sich wiederholenden Spektralord-
nungen in F ′′(u, v) bewirkt. Da die Fensterfunktion im Vergleich zu den Abtast-
intervallen im allgemeinen jedoch sehr weit ausgedehnt und das hierzu korre-
spondierende Ortsfrequenzspektrum entsprechend schmalbandig ist, ist in den
meisten praktisch relevanten Fa¨llen der dadurch bedingte U¨berlappungseffekt
der einzelnen Spektralordnungen, der den Bedingungen in Gln.(2-68) bzw. (2-
69) entgegensteht, vernachla¨ssigbar. Oder anderst ausgedru¨ckt: Fu¨r große
lx/∆x, ly/∆y gehen in Gl.(2-82) die beiden si-Funktionen in δ(u, v) und damit
Fd(u, v) in F ′′(u, v) u¨ber. Das urspru¨ngliche Signal f(x, y) wird dann aus fd(x, y)
wieder mit großer Genauigkeit innerhalb des Bildfensters ru¨ckgewinnbar.
Faßt man die Gln.(2-77) bis (2-82) zusammen, so bekommt man beim Ab-
tastvorgang mit endlichem Bildfenster und endlich kleiner Apertur den folgenden
Zusammenhang:
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δ(x−m∆x, y − n∆y)
]
rectlx/2,ly/2(x, y)

























Fu¨r die Abweichung des aus dem diskreten Signal fd(x, y) mittels Interpolation
nach Gl.(2-74) mit ξ = bu und η = bv ru¨ckgewinnbaren kontinuierlichen Signals








|F (u, v)| du dv (2-85)
mit Γ = {(u, v) : |u| > bu ∪ |v| > bv}
Es kann gezeigt werden /2.16/, daß fu¨r beliebig breitbandige Ortsfunktionen die
vom Leistungsspektrum abha¨ngige Konstante γ ≤ 2 ist. Fu¨r Ortsfunktionen die
vor dem Abtasten auf den Bereich {|u| ≤ bu ∩ |v| ≤ bv} bandbegrenzt werden
ist γ ≤ 1 (zur Analyse von Abtastfehlern siehe auch /2.17/).
2.2.3 Die Abtastung stochastischer Bildsignale
Im vorhergehenden wurde implizit angenommen, daß das abzutastende Bild-
signal f(x, y) eine deterministische Funktion ist. Da jedoch Abtastsysteme
im allgemeinen fu¨r eine Familie von Bildsignalen konzipiert werden (z.B. fu¨r
Luftbilder oder fu¨r Lichtmikroskopbilder oder fu¨r Dokumente, usw.), stellt sich
die Frage, wie fu¨r derartige Bildklassen der Abtastvorgang fu¨r eine fehlerfreie
Wiedergewinnung der kontinuierlichen Signale aus den diskreten Abtastwerten
beschaﬀen sein muß. Im folgenden wird daher f(x, y) als spezielle Realisierung
eines kontinuierlichen zweidimensionalen stationa¨ren Zufallsprozesses f(x, y) mit
dem Mittelwert µf (x, y) und der Autokorrelationsfunktion φff (x1 − x2, y1 − y2)
aufgefaßt. Jedes Bild f(x, y) des Zufallsprozesses f(x, y) soll sich nun mo¨glichst
gut im Sinne des minimalen mittleren Fehlerquadrates aus seiner in den Punkten
(m∆x, n∆y) (m,n ganze Zahlen) abgetasteten Version fd(m∆x, n∆y) mit Hilfe







fd(m∆x, n∆y)h(x −m∆x, y − n∆y) (2-86)
zuru¨ckgewinnen lassen. Es wird also gefordert, daß
e = E{[fˆ(x, y)− f(x, y)]2} → min (2-87)
Setzt man Gl.(2-86) in Gl.(2-87) ein, so erha¨lt man















φff [(m− k)∆x, (n− l)∆y]·
· h(x−m∆x, y − n∆y)h(x− k∆x, y − l∆y) (2-88)
Ersetzt man in Gl.(2-88) h(x, y) durch h(x, y)+εh′(x, y), wobei ε eine kleine reelle
Zahl und εh′(x, y) eine beliebige Variation von h(x, y) sei, bildet die partiellen
Ableitungen ∂e/∂ε, substituiert anschließend ε durch 0 und setzt den so erhalte-












φff [(m− k)∆x, (n − l)∆y]·
·h(x−m∆x, y − n∆y)
}
h′(x − k∆x, y − l∆y) = 0 (2-89)
Da diese Gleichung fu¨r beliebige Funktionen h′(x, y) erfu¨llt sein soll, muß der
Ausdruck in den geschweiften Klammern gleich Null sein. Fu¨r k = l = 0 gilt
insbesondere:





φff (m∆x, n∆y)h(x −m∆x, y − n∆y) (2-90)
Hieraus folgt, daß mit Hilfe der optimalen Interpolationsfunktion h(x, y) fu¨r den
Zufallsprozeß f(x, y) die deterministische Autokorrelationsfunktion φff (x, y) aus
ihren Abtastwerten bestimmbar ist. Die beidseitige Fouriertransformation der
Gl.(2-90) fu¨hrt auf








Φff (u − k∆u, v − l∆v) (2-91)
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Diese Gleichung ist erfu¨llt, wenn ∆u = 2π/∆x,∆v = 2π/∆y so gewa¨hlt wer-
den, daß sich die spektralen Leistungsdichten Φff (u − k∆u, v − l∆v) fu¨r ver-
schiedene Tupel (k, l) in der Ortsfrequenzebene nicht u¨berlappen. Es la¨ßt sich
zeigen /1.9/, daß fu¨r Φff (u, v), die entsprechend Gl.(2-68) bandbegrenzt sind,
der Rekonstruktionsfehler nach Gl.(2-87) verschwindet, d.h., daß im optimalen
Fall eine fehlerfreie Ru¨ckgewinnung von f(x, y) aus fd(m∆x, n∆y) mo¨glich ist.
Wie bereits erwa¨hnt, sind reale Bilddaten immer mit im Vergleich zum Nutzsig-
nal breitbandigem Rauschen gesto¨rt. Setzt man statistische Unabha¨ngigkeit des
bildgenerierenden stochastischen Prozesses f(x, y) und des Sto¨rprozesses r(x, y)
sowie additive U¨berlagerung der beiden Prozesse voraus, so addieren sich die
zugeho¨rigen Leistungsspektren. Die spektrale Leistungsdichte Φf ′′f ′′(u, v) des
abzutastenden Zufallsprozesses f ′′(x, y) ist damit
Φf ′′f ′′(u, v) = Φff (u, v) + Φrr(u, v) (2-92)
Um die Bedingung in Gln.(2-68) bzw. (2-69) zu erfu¨llen, mu¨ßten demgema¨ß
die Abtastraten an den im allgemeinen breitbandigeren Rauschprozeß r(x, y) an-
gepaßt werden, um eine spektrale U¨berlappung der Funktionen Φf ′′f ′′(k∆u, l∆v)
in der Ortsfrequenzebene durch die Abtastung zu vermeiden. Diese hohen, ent-
sprechend der Bandbreite der Sto¨rung erforderlichen Abtastraten lassen sich mit
Hilfe einer Ortsfrequenzvorﬁlterung des Bildsignals, bei dem die Bandbreite von
f ′′(x, y) auf die von f(x, y) beschra¨nkt wird reduzieren. Hierzu kann man sich zu-
mindest teilweise der Apertur a(x, y) bzw. der Modulationsu¨bertragungsfunktion
A(u, v) des Bildgewinnungssystems bedienen (siehe hierzu beispielsweise /2.18,
2.19/). Fu¨r die spektrale Leistungsdichte Φ˜ff (u, v) gilt dann analog zu Gl.(2-78)
Φ˜ff (u, v) = |A(u, v)|2[Φff (u, v) + Φrr(u, v)] (2-93)
d.h., A(u, v) sollte unter den gegebenen physikalischen Randbedingungen bei der
Bildgewinnung und Bildabtastung mo¨glichst so gewa¨hlt werden, daß Φ˜ff (u, v)
im Bereich {(u, v) : |u| > bu ∪ |v| > bv} mo¨glichst klein wird.
2.2.4 Anmerkungen zur Bilddarstellung
Wie in Abschnitt 2.2.1 erwa¨hnt, lassen sich diskrete Bildsignale, die unter Ein-
haltung der mit Gln.(2-68) bzw. (2-69) gegebenen Bedingungen gewonnen wur-
den, mittels Interpolation in ihre urspru¨ngliche kontinuierliche Form (in re-
alen Abtastsystemen mit den in Abschnitt 2.2.2 diskutierten Einschra¨nkungen)
zuru¨ckwandeln. Hierzu muß aus den periodisch sich wiederholenden Spektren
der diskreten Signale jeweils die Spektralordnung um den Frequenznullpunkt
herausgeﬁltert werden; fu¨r die Fouriertransformierte HTP (u, v) der interpolie-
renden Ortsfunktion hTP (x, y) muß demnach fu¨r eine fehlerfreie Ru¨ckgewinnung
HTP (u, v) =


1 fu¨r |u| ≤ bu ∩ |v| ≤ bv
0 fu¨r |u| > ∆u − bu ∪ |v| > ∆v − bv
beliebig sonst
(2-94)
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sein. Da auf endliche Ortsfrequenzbereiche beschra¨nkte Spektren immer unend-
lich ausgedehnte korrespondierende Ortsfunktionen besitzen (und umgekehrt),
sind die fu¨r die fehlerfreie Umwandlung diskreter in kontinuierliche Signale erfor-
derlichen, zu Gl.(2-94) korrespondierenden Interpolationsfunktionen theoretisch
immer unendlich ausgedehnt. Diese, sowie das konstante U¨bertragungsverhalten
von HTP (u, v) im Bereich {|u| < bu ∩ |v| < bv} lassen sich jedoch in technischen
Systemen nur na¨herungsweise realisieren, weshalb bei der realen Bilddarstel-
lung prinzipiell immer Fehler entstehen. Die verbreitete Darstellung von dis-
kreten Bildsignalen, wonach jedem Abtastwert ein kleines Quadrat konstanter
Helligkeit bei der Aufzeichnung zugeordnet wird, ist aus diesem Grunde insbe-
sondere bei schmalbandigen Bildsignalen, die mit wenigen Abtastwerten darge-
stellt werden, ungeeignet. Dies mo¨ge die in Bild 2.6 gezeigte Simulation, so-
wie das hierzu erla¨uternde Prinzipbild 2.7 veranschaulichen. Das in Bild 2.6a
gezeigte Portrait (mit dem in Bild 2.6b dargestellten Ortsfrequenzspektrum)
wurde, um U¨berlappungsfehler im Ortsfrequenzbereich zu vermeiden, mit Hilfe
eines idealen Tiefpasses bandbegrenzt (vergl. Bild 2.7a und Bild 2.7b) und an-
schließend abgetastet. Die oben erwa¨hnte einfache Bilddarstellung mit Hilfe
kleiner aneinandergrenzender quadratischer Fla¨chenstu¨cke konstanter Hellig-
keit kann als Faltung des diskreten Signals mit einer innerhalb des Intervalls
{|x| < ∆x/2 ∩ |y| < ∆y/2} konstanten Impulsantwort (Spalttiefpaß - vergl.
Beispiel in Abschnitt 2.1.3) aufgefaßt werden (siehe Bild 2.6c). Diese Faltung ent-
spricht im Ortsfrequenzbereich einer Multiplikation des periodisch sich wieder-
holenden Signalspektrums mit einer zweidimensionalen si-Funktion (siehe Bild
2.7c,d,e). Im Vergleich zur idealen Bilddarstellung mit Hilfe eines idealen Tief-
passes - die in Bild 2.7d,e ebenfalls schematisch dargestellt ist - ergibt sich, wie
Bild 2.7e zeigt, ein spektraler Darstellungsfehler, der sich in Bild 2.6c durch hoch-
frequente Artefakte, na¨mlich der sto¨renden Grauwertkanten, bemerkbar macht
und auch im korrespondierenden Spektrum (Bild 2.6d) deutlich zu sehen ist.
Die Bilder 2.6e,f und Bilder 2.6g,h verdeutlichen den Unterschied zwischen re-
aler und idealer Darstellung anhand einer sehr stark bandbegrenzten Version von
Bild 2.6a.
Als Maß fu¨r die signalabha¨ngigen Darstellungsfehler kann beispielsweise der
relative quadratische Fehler zur idealen Darstellung verwendet werden. Die-
ses Maß ist jedoch mit Vorsicht zu nehmen, da quadratische Fehler nur bedingt
die subjektiv empfundene Bildqualita¨t widerspiegeln; vielmehr mu¨ßten Maße ba-
sierend auf psychophysischen Messungen der visuellen Wahrnehmung verwendet
werden. Die quantitative Modellierung des visuellen Systems im u¨berschwelligen
Bereich steckt allerdings noch in den Kinderschuhen. Die Form der Interpola-
tionsfunktion sollte diesbezu¨glich unter den im allgemeinen gegebenen physika-
lischen Randbedingungen der Bildaufzeichnungsgera¨te bzw. Bildmonitore an die
Signaleigenschaften der darzustellenden Bilder angepaßt werden. Ein Vergleich
verschiedener Interpolationsfunktionen wurde in /2.20/ vero¨ﬀentlicht; zur Ana-
lyse von Abtastfehlern und Quantisierungseﬀekten bei der Bildwiedergabe siehe





Bild 2.6. Darstellung von Bildwiedergabefehlern.
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Bild 2.7. Zur Analyse von Darstellungsfehlern bei der Bildwiedergabe.
auch /2.21/. Fu¨r die aufwandsgu¨nstige Realisierung weit ausgedehnter Interpo-
lationsfunktionen zur Bilddarstellung wurde in /2.22/ ein Beispiel angegeben.
2.3 Zweidimensionale diskrete Transformationen und Systeme
In den folgenden beiden Abschnitten wird die diskrete Fouriertransformation
eingefu¨hrt und ihre wichtigsten Eigenschaften diskutiert. Bei der Darstellung
von diskreten Ortsfunktionen und Spektren wird (im Gegensatz zur bisherigen
Bildverarbeitungsliteratur) jeweils eine Fensterfunktion mitgefu¨hrt um den pe-
riodischen Charakter dieser Gro¨ßen hervorzuheben. In Abschnitt 2.3.3 wird auf
die anschauliche Interpretation von Bildspektren eingegangen. Erst durch die
Verwendung schneller Transformationsalgorithmen wird die Verarbeitung von
Bildern im Spektralbereich praktikabel, weshalb in Abschnitt 2.3.4 ein schneller
Fouriertransformationsalgorithmus vorgestellt wird. In Abschnitt 2.3.5 werden
Transformationen in verallgemeinerter algebraischer Schreibweise eingefu¨hrt und
- obwohl im weiteren Verlauf des Buches nicht weiter beno¨tigt - Beispiele anhand
der Walsh-, Hadamard- und Kosinustransformation formuliert. Abschnitt 2.3.6
behandelt die Karhunen-Loeve- oder Hauptachsentransformation. In Abschnitt
2.3.7 folgen schließlich einige Anmerkungen zur Realisierung linearer Systeme.
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2.3.1 Die diskrete Fouriertransformation
A¨hnlich wie sich kontinuierliche zweidimensionale Funktionen vollsta¨ndig durch
ihre kontinuierlichen Ortsfrequenzspektren beschreiben lassen, ist eine eindeutige
Darstellung zweidimensionaler diskreter Signale im diskreten Ortsfrequenzbere-
ich mo¨glich. Es sei f(m,n) eine zweidimensionale diskrete Funktion mit den
ganzzahligen Za¨hlvariablenm,n, die im endlichen Intervall {0 ≤ m < M−1∩ 0 ≤
n < N − 1} deﬁniert und außerhalb identisch Null ist. f(m,n) la¨ßt sich dann
durch periodische Fortsetzung in m- und n-Richtung in eine Funktion f˜(m,n)
umwandeln, fu¨r die gilt
f˜(m + ξM, n + ηN) = f(m,n) (2-95)
wobei ξ und η beliebige ganze Zahlen sind. Aufgrund dieser Periodizita¨t kann








F˜ (k, l) exp[j2π(km/M + ln/N)] (2-96)
Die Summation ist hierbei nur im Intervall {0 ≤ k ≤ M − 1 ∩ 0 ≤ l ≤ N − 1}
auszufu¨hren, da die Exponentialfunktion in Gl.(2-96) ebenfalls eine periodische
Funktion in den Variablen k,m und l, n ist. Es kann leicht gezeigt werden, daß
mit





f˜(m,n) exp[−j2π(km/M + ln/N)] (2-97)
Gl.(2-96) erfu¨llt ist. Aus Gl.(2-97) ist unmittelbar ersichtlich, daß F˜ (k, l) die
gleiche Periodizita¨t wie f˜(m,n) aufweist, d.h. fu¨r {0 ≤ k ≤ M − 1 ∩ 0 ≤ l ≤
N − 1} ist
F˜ (k + ξM, l + ηN) = F˜ (k, l) (2-98)
wobei {0 ≤ k ≤ M−1∩ 0 ≤ l ≤ N−1} und ξ, η wiederum beliebige ganze Zahlen
sind. Die diskrete Fouriertransformierte F (k, l) der Funktion f(m,n) wird nun
mit Hilfe der Fensterfunktion
RMN (ξ, η) =
{




F (k, l) = F˜ (k, l)RMN (k, l) (2-100)
Entsprechend ist bei der diskreten Fourierru¨cktransformation
f(m,n) = f˜(m,n)RMN (m,n) (2-101)
Bei der numerischen Berechnung der diskreten Fouriertransformation bzw. ihrer
Ru¨cktransformation ist es selbstversta¨ndlich ausreichend, sich auf die Berech-
nung jeweils einer Periode bzw. auf die Berechnung innerhalb des Fensters
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RMN (m,n) bzw. RMN (k, l) zu beschra¨nken. Vereinfacht schreibt man fu¨r die
diskrete Fouriertransformation im allgemeinen







f(m,n) exp[−j2π(km/M + ln/N)]
fu¨r 0 ≤ k ≤ M − 1 ∩ 0 ≤ l ≤ N − 1
0 sonst
(2-102)










F (k, l) exp[j2π(km/M + ln/N)]





M,N◦=• F (k, l) (2-104)
Die beiden diskreten Funktionen f(m,n) und F (k, l) sind also als jeweils eine
Periode einer diskreten unendlich periodisch fortgesetzten Ortsfunktion f˜(m,n)
bzw. eines diskreten unendlich periodisch fortgesetzten Ortsfrequenzspektrums
F˜ (k, l) zu interpretieren. Mit Hilfe dieser U¨berlegungen ko¨nnen spa¨ter bei der
spektralen Darstellung von diskreten Bildsignalen oder bei der Realisierung von
Filteroperationen im diskreten Ortsfrequenzbereich einige Besonderheiten bei der
diskreten Verarbeitung erkla¨rt werden.
2.3.2 Eigenschaften der diskreten Fouriertransformation
Die meisten Eigenschaften und Sa¨tze der diskreten Fouriertransformation sind
denen der kontinuierlichen Fourieriertransformation sehr a¨hnlich. Sie werden
hier in der gleichen Reihenfolge wie in Abschnitt 2.1.2 beschrieben. Viele Eigen-
schaften, wie z.B. die Symmetrieeigenschaften, der Verschiebungssatz oder die
diskrete Faltung gelten zuna¨chst fu¨r die periodisch fortgesetzten Ortsfunktionen
f˜(m,n) und ihre Ortsfrequenzspektren F˜ (k, l). Unter Anwendung der in Gl.(2-
99) deﬁnierten Fensterfunktion ergeben sich dann die Zusammenha¨nge fu¨r die in
Abschnitt 2.3.1 deﬁnierten diskreten Ortsfunktionen f(m,n) und ihre diskreten
Fouriertransformierten F (k, l). Eigenschaften wie z.B. der A¨hnlichkeitssatz und
der Rotationssatz erfordern fu¨r ihre Realisierung spezielle Interpolationsalgorith-
men; sie sind als Approximationen des kontinuierlichen Falls zu verstehen.
Vertauschungssatz








F˜ (k, l) exp[−j2π(km/M + ln/N)] (2-105)
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F˜ (m,n) exp[−j2π(km/M + ln/N)] (2-106)
Vergleicht man Gl.(2-106) mit Gl.(2-97), so erha¨lt man folgende Beziehung
f(m,n)
M,N◦=• F (k, l)
F (m,n)
M,N◦=• MNf ′(k, l) = MNf˜(−k,−l)RMN (k, l) (2-107)
wobei f ′(k, l) im Intervall {0 ≤ k ≤ M − 1 ∩ 0 ≤ l ≤ N − 1} identisch mit
der gespiegelten und periodisch fortgesetzten Funktion f(m,n) ist. D.h., bei
Kenntnis der diskreten Fouriertransformierten F (k, l) von f(m,n) ist mit Gl.(2-
107) implizit auch die Fouriertransformierte der Funktion F (m,n) gegeben.
Separierbarkeit der diskreten Fouriertransformation
Die diskrete Fouriertransformation ist wie ihr kontinuierliches Pendant eine in
den Variablen m,n separierbare Funktion. Dies ist nach geringfu¨giger Umfor-
mung von Gl.(2-102) unmittelbar ersichtlich


















wobei die innere und a¨ußere Summation jeweils eindimensionale diskrete Fouri-




M Fm(k, n) ◦−•
n
N F (k, l) (2-110)
f(m,n) ◦−•
n
N Fn(m, l) ◦−•
m
M F (k, l) (2-111)
Diskrete Fouriertransformation separierbarer Signale
Durch Einsetzen einer als separierbar angenommenen Funktion f(m,n) =
fm(m)fn(n) in Gl.(2-102) la¨ßt sich leicht zeigen, daß separierbare Signale
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separierbare Spektren besitzen und umgekehrt:



















f(m,n) = fm(m)fn(n) ◦=• F (k, l) = Fk(k)Fl(l) (2-113)
mit fm(m) ◦−• Fk(k) und fn(n) ◦−• Fl(l)
Symmetrieeigenschaften der diskreten Fouriertransformation
A¨quivalent zum kontinuierlichen Fall gilt fu¨r diskrete Signale
f ′∗(m,n) = f˜∗(−m,−n)RMN(m,n) ◦=• F ∗(k, l) (2-114)
f ′(m,n) = f˜(−m,−n)RMN (m,n)
◦=• F ′(k, l) = F˜ (−k,−l)RMN (k, l) (2-115)
wobei f ′(m,n) im Intervall {0 ≤ m ≤ M − 1 ∩ 0 ≤ n ≤ N − 1} identisch mit
der gespiegelten und periodisch fortgesetzten Funktion f(m,n) ist und F ′(k, l)
im Intervall {0 ≤ k ≤M −1 ∩ 0 ≤ l ≤ N −1} identisch mit der gespiegelten und
periodisch fortgesetzten Funktion F (k, l) ist. Speziell gilt fu¨r reelle Funktionen
f(m,n)
F ∗(k, l) = F˜ (−k,−l)RMN (k, l) (2-116)
U¨berlagerungssatz







mit fi(m,n) ◦=• Fi(k, l), ci ∈ IR, i = 1, 2, 3 . . .
A¨hnlichkeitssatz
Eine kontinuierliche Koordinatentransformation verschiebt die an den Koordi-
naten m∆x, n∆y gegebenen Abtastwerte einer diskret deﬁnierten Funktion
f(m,n) = f(m∆x, n∆y) in der Regel zu Koordinatenwerten, die sich nicht mehr
als ganze Vielfache der Abtastintervalle ∆x,∆y darstellen lassen. Aus diesem
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Grunde mu¨ssen die neuen Abtastwerte im allgemeinen mit Hilfe von Interpolatio-
nen aus den sie umgebenden Abtastwerten der koordinatentransformierten,
diskreten aber zuna¨chst im Ortskontinuierlichen deﬁnierten Funktion ft gewon-
nen werden. Weiterhin ist zu beachten, daß beispielsweise bei einer vertikalen
Stauchung der Funktion f(m,n) mit x′ = am∆x mit a > 1 gema¨ß der Deﬁnition
der diskreten Funktion f(m,n) im Intervall {0 ≤ m ≤ M − 1 ∩ 0 ≤ n ≤ N − 1}
am unteren Rand des Deﬁnitionsintervalls ein Streifen mit etwa NM(1 − 1/a)
Abtastwerten, die gema¨ß Gl.(2-103) gleich Null sind, entsteht. Weiterhin muß
gewa¨hrleistet sein, daß das Abtasttheorem nach der Koordinatentransformation
noch erfu¨llt ist, da auf ein und dieselbe Funktion nach der Koordinatentrans-
formation mit a > 1 weniger Abtastwerte fallen. Fu¨r a < 1 wa¨ren diese
U¨berlegungen zwar irrelevant, es wu¨rde jedoch ein Teil des Signals u¨ber das
Deﬁnitionsintervall der diskreten Funktion hinausgeschoben werden, ginge also
verloren.
Die Auswirkungen der Dehnung bzw. Stauchung der Ortsfunktionen auf die
Ortsfrequenzspektren mu¨ssen im diskreten Fall entsprechend oben gesagtem
einer sorgfa¨ltigen systemtheoretischen Analyse, teils im ortskontinuierlichen
Bereich, unterworfen werden, die allgemein die folgende Struktur hat:
f(m,n) ◦=• F (k, l)






F˜ (u− k∆u, v − l∆v)
Koordinatenskalierung



















F˜ ′t (u − k∆u, v − l∆v)
Beschra¨nkung auf endliches Intervall, U¨bergang zum Diskreten
f ′t(m,n) ◦=• F ′t (k, l)
(2-118)
Rotationssatz
Die Rotation eines diskreten Signals um Vielfache von 90o bewirkt eine Rotation
des diskreten Spektrums um den selben Winkel im gleichen Drehsinn. Fu¨r belie-
bige Winkel mu¨ssen a¨hnlich wie beim A¨hnlichkeitssatz die diskreten Signale bzw.
ihre Spektren periodisch fortgesetzt werden, die Koordinatentransformationen
der Drehung nach Gl.(2-24) im kontinuierlichen Bereich ausgefu¨hrt werden und
die so erhaltenen diskreten aber orts- und frequenzkoordinatenkontinuierlichen
Funktionen interpoliert, abgetastet und auf ein endliches Intervall beschra¨nkt
werden (zur Realisierung von Rotationsoperationen im Diskreten siehe /2.23/).
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Verschiebungssatz
Analog zum kontinuierlichen Fall bewirkt die Verschiebung eines diskreten, peri-
odisch fortgesetzten Signals eine Phasendrehung des diskreten Spektrums. Durch
Einsetzen in Gl.(2-97) bekommt man fu¨r die diskrete Fouriertransformierte von
f(m− ξ, n− η)





f˜(m− ξ, n− η) exp{−j2π[k(m− ξ)/M + l(n− η)/N ]}











f(m,n) = f˜(m− ξ, n− η)RMN (m,n)
◦=• F (k, l) exp[−j2π(kξ/M + lη/N)] (2-120)
Auch die Umkehrung triﬀt zu:
f(m,n) exp[j2π(ξm/M + ηn/N)] ◦=• F˜ (k − ξ, l − η)RMN (k, l) (2-121)
Gl.(2-121) la¨ßt sich auch als Modulation der Funktion f(m,n) mit einer abge-
tasteten zweidimensionalen komplexen Harmonischen auﬀassen. A¨hnlich wie
in nachrichtentechnischen Systemen wird hierdurch das Spektrum F (k, l) von
f(m,n) um die ”Tra¨ger”frequenz ξ, η verschoben
O¨rtliche Diﬀerenzenbildung
Die partiellen Ableitungen in Gln.(2-27) und (2-28) werden im diskreten Fall
durch Diﬀerenzen angena¨hert. Mit Gl.(2-120) folgt
[f˜(m,n)− f˜(m− 1, n)]RMN (m,n) ◦=• F (k, l)[1− exp(−j2πk/M)] (2-122)
[f˜(m,n)− f˜(m,n− 1)]RMN (m,n) ◦=• F (k, l)[1− exp(−j2πl/N)] (2-123)
Hieraus folgt fu¨r die diskrete Approximation des Laplace-Operators
2f˜(m,n)− 2f˜(m− 1, n) + f˜(m− 2, n)− 2f˜(m,n− 1) + f˜(m,n− 2)
◦=• F (k, l)[1− exp(−j2πk/M)]2[1− exp(−j2πl/N)]2 (2-124)
Summation nach einer Variablen
Die Dimension einer mehrdimensionalen diskreten Funktion kann durch Aufsum-
mation der Funktionswerte u¨ber eine Variable um Eins reduziert werden. Dies
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durch Einsetzen in Gl.(2-102)
















NF (k, 0) (2-127)
D.h., eine Aufsummation nach der Variablen n bewirkt eine linienhafte Belegung
des diskreten Spektrums bei l = 0, was auch als Tiefpaßﬁlterung mit einem
Spalttiefpaß der Breite N in einer Richtung interpretiert werden kann. Fu¨r die





F (k, l) •−◦
k
f(m, 0) (2-128)
Fu¨r die Projektionen von f(m,n) in m-Richtung bzw. von F (k, l) in k-Richtung
gilt A¨hnliches. Fu¨r beliebige Projektionsrichtungen kann man die Ortsfunktio-
nen und ihre Spektren zuna¨chst mit Hilfe von Interpolationen drehen und
anschließend Gl.(2-127) bzw. Gl.(2-128) auf die diskreten Na¨herungen des
gedrehten Signals bzw. des gedrehten Spektrums anwenden. Der Zusammen-
hang zwischen der Projektion in jeweils einem Bereich und der linienhaften Bele-
gung im korrespondierenden Bereich, den man auch als Projektionsschnittheorem
bezeichnet, gilt daher im diskreten Bereich nur na¨herungsweise. Fu¨r die sys-
temtheoretische Analyse treﬀen wiederum die beim A¨hnlichkeitssatz und beim
Rotationssatz gemachten U¨berlegungen zu.
Faltungssatz
Eine der wichtigsten Anwendungen der zweidimensionalen diskreten Fourier-
transformation ist die lineare homogene, d.h. ortsinvariante Filterung von zwei-
dimensionalen Signalen. Es seien f(m,n) im Intervall {0 ≤ m ≤ Mf − 1 ∩ 0 ≤
n ≤ Nf − 1} und h(m,n) im Intervall {0 ≤ m ≤ Mh − 1 ∩ 0 ≤ n ≤ Nh − 1}
deﬁnierte Funktionen, die durch Erga¨nzung mit Nullelementen in den Bereichen
{Mf ≤ m ≤M−1∪Nf ≤ l ≤ N−1} bzw. {Mh ≤ m ≤M−1∪Nh ≤ n ≤ N−1}
mit Mf + Mh − 1 ≤ M und Nf + Nh − 1 ≤ N in die Funktionen f˜(m,n)
bzw. h˜(m,n) u¨berfu¨hrt werden (siehe Bild 2.8). F˜ (k, l) und H˜(k, l) seien die zu
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Bild 2.8. Zur Faltung periodisch fortgesetzter Funktionen.
f˜(m,n) und h˜(m,n) geho¨rigen diskreten Fouriertransformierten im Intervall
{0 ≤ k ≤ M − 1 ∩ 0 ≤ l ≤ N − 1} . Durch Einsetzen des Faltungsproduktes






f˜(ξ, η)h˜(m− ξ, n− η) (2-129)
in Gl.(2-97) kann gezeigt werden, daß
g˜(m,n)RMN (m,n) = [f˜(m,n) ∗ ∗ h˜(m,n)]RM,N (m,n)
◦=• G˜(k, l) = F˜ (k, l)H˜(k, l) (2-130)
ist. Fasst man h(m,n) als Impulsantwort und f(m,n) als Eingangssignal eines
zweidimensionalen linearen ortsinvarianten diskreten Systems auf, so beschreibt
Gl.(2-130) auf einfache Weise das Ein/Ausgangsverhalten dieses Systems mit
der zu h˜(m,n) korrespondierenden diskreten U¨bertragungsfunktion H˜(k, l) (zur
Realisierung linearer ortsinvarianter Systeme siehe Abschnitt 2.3.7).
Fu¨r die Faltung von diskreten Spektren ergibt sich auf a¨hnliche Weise im Intervall




G˜(k, l)RMN (k, l) =
1
MN
[F˜ (k, l) ∗ ∗ H˜(k, l)]RMN (k, l) (2-131)
wobei F (k, l) im Intervall {0 ≤ k ≤ MF − 1 ∩ 0 ≤ l ≤ NF − 1} und H(k, l)
im Intervall {0 ≤ k ≤ MH − 1 ∩ 0 ≤ l ≤ NH − 1} deﬁniert seien und im
zu {0 ≤ k ≤ M − 1 ∩ 0 ≤ l ≤ N − 1} mit MF + MH − 1 ≤ M − 1 und
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NF + NH − 1 ≤ N − 1 restlichen Bereich mit Nullelementen erga¨nzt wurden.
Gl.(2-131) besagt, daß das Produkt zweier diskreten Ortsfunktionen mit der Fal-
tung ihrer korrespondierenden diskreten periodisch fortgesetzten Spektren kor-
respondiert.
Korrelationssatz
Es seien f(m,n) im Intervall {0 ≤ m ≤Mf − 1 ∩ 0 ≤ n ≤ Nf − 1} und g(m,n)
im Intervall {0 ≤ m ≤ Mg − 1 ∩ 0 ≤ n ≤ Ng − 1} deﬁnierte Funktionen. Ihre
diskrete Kreuzkorrelationsfunktion φfg(m,n) im Intervall {0 ≤ m ≤ M−1 ∩ 0 ≤
n ≤ N − 1} mit Mf + Mg − 1 ≤ M und Nf + Ng − 1 ≤ M ist deﬁniert als








f˜(ξ, η)g˜(ξ −m, η − n)

RMN (m,n) (2-132)
Mit g˜′(m,n) = g˜(−m,−n) la¨ßt sich Gl.(2-132) auch als diskrete Faltungsopera-
tion auﬀassen. Hieraus folgt mit Gl.(2-114) fu¨r die o¨rtliche Kreuzkorrelation
φfg(m,n) und ihr korrespondierendes Spektrum
φfg(m,n) = [f˜(m,n) ∗ ∗ g˜(−m,−n)]RMN (m,n)
◦=• F (k, l)G∗(k, l) = Φfg(k, l) (2-133)
Mit g(m,n) = f(m,n) folgt fu¨r die diskrete Autokorrelationsfunktion φff (m,n)
von f(m,n) und ihr korrespondierendes Leistungsspektrum Φff(k, l)
φff (m,n) = {f˜(m,n) ◦ ◦ f˜(m,n)}RMN (m,n)
= {f˜(m,n) ∗ ∗ f˜(−m,−n)}RMN(m,n) (2-134)
◦=• F (k, l)F ∗(k, l) = |F (k, l)|2 = Φff (k, l)
Satz von Parseval
Fu¨r die Energien des diskreten Signals f(m,n) und ihr zugeho¨riges diskretes











|F (k, l)|2 (2-135)
2.3.3 Anmerkungen zur diskreten Fouriertransformation von Bildsignalen
Bei der Charakterisierung von Bildsignalen, bei der Analyse von Bildgewin-
nungssystemen und bei der Konzipierung von Algorithmen zur Bildsignalverar-
beitung erweist sich die diskrete Fouriertransformation oft als a¨ußerst nu¨tzliches
Hilfsmittel. Die Darstellung von Bildern im Ortsfrequenzbereich ermo¨glicht in
38 2 Grundlagen zweidimensionaler Signale und Systeme
vielen Fa¨llen eine anschauliche Durchdringung selbst komplizierter Sachverhalte.
Aus diesem Grunde wird in diesem Abschnitt etwas na¨her auf die Natur der spek-
tralen Darstellung reeller Bildsignale in der diskreten Ortsfrequenzebene einge-
gangen.
Mit Hilfe einer geeigneten Zerlegung des diskreten Fourierspektrums in Werte-
paare F (k, l), F (M−k,N−l) im Intervall {0 ≤ k ≤ M−1 ∩ 0 ≤ l ≤ N−1} kann
gezeigt werden, daß jedes zweidimensionale diskrete Signal f(m,n) als Summe
von abgetasteten cos-fo¨rmigen Wellenfunktionen aufgefaßt werden kann. Nimmt











F (k, 0) exp(j2πkm/M)+







F (k, l) exp(j2π(km/M + ln/N))+
+ F (M − k,N − l) exp(j2π((M − k)m/M + (N − l)n/N))]}




[exp(jax) + exp(−jax)] (2-137)
und mit ϕ(k, l) = arctan[m{F (k, l)}/e{F (k, l)}] folgt aus Gl.(2-136) fu¨r die
Darstellung der diskreten Ortsfunktion f(m,n) mit Hilfe des diskreten Ortsfre-















|F (k, l)| cos[2π(mk/M + nl/N) + ϕ(k, l)]
}
Der erste Term in Gl.(2-138) repra¨sentiert, wie aufgrund von Gl.(2-102) le-
icht einzusehen ist, den Gleichanteil oder Mittelwert des Signals f(m,n). Der
erste Summenausdruck in Gl.(2-138) stellt eine U¨berlagerung von diskreten
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zweidimensionalen cos-fo¨rmigen Wellenfunktionen dar, die sich nur in m-Rich-
tung a¨ndern, gegenu¨ber dem Punkt (m = 0, n = 0) um den Winkel ϕ(k, 0)
verschoben sind und die Periode k/M sowie die Amplitude |F (k, 0)|/(2MN)
haben. A¨hnliches gilt fu¨r den zweiten Summenausdruck, der eine U¨berlagerung
diskreter zweidimensionaler cos-fo¨rmiger Wellenfunktionen in n-Richtung bzw.
in den u¨brigen Richtungen repra¨sentiert. Ausgehend von der formalen Deﬁnition
der zweidimensionalen diskreten Fouriertransformation in Gl.(2-102) und ihrer
Ru¨cktransformation in Gl.(2-103) wurde mit obigen U¨berlegungen nochmals ihr
zugrundeliegendes Prinzip verdeutlicht: Ein diskretes zweidimensionales Signal
f(m,n) la¨ßt sich allgemein als U¨berlagerung von abgetasteten trigonometrischen
Funktionen in der Ortsebene darstellen, wobei die Perioden, Amplituden und
Phasenlagen dieser Funktionen direkt durch die Elemente F (k, l) der diskreten
Fouriertransformation gegeben sind. Entsprechendes la¨ßt sich auch fu¨r gerade
M,N zeigen.
Bild 2.9. Konjugiert komplexes Diracimpulspaar im Ortsfrequenzbereich und korre-
spondierende Wellenfunktion im Ortsbereich.
In Bild 2.9 ist dieser Zusammenhang graphisch dargestellt. Das konjugiert kom-
plexe Wertepaar (F (k, l), F (M − k,N − l)) korrespondiert in der Ortsebene mit
einer aus dem Ursprung um den Phasenwinkel ϕ(k, l) verschobenen cos-fo¨rmigen
Wellenfunktion mit einer zur Verbindungslinie (0, 0)(k, l) in der Ortsfrequen-
zebene orthogonalen Richtung. Ihre Periode ist reziprok zum Abstand des Punk-
tes (k, l) vom Ursprung (0, 0) bzw. des Punktes (M−k,N−l) vom Punkt (M,N);
die Amplitude entspricht gema¨ß Gl.(2-138) |F (k, l)|/(2MN).
Da dem Punkt (0, 0) als Mittelwert im allgemeinen eine besondere Bedeutung
zukommt, stellt man die diskrete Fouriertransformierte F (k, l) (manchmal auch
die Ortsfunktion f(m,n) ) zentriert um k = l = 0 (m = n = 0) in den Intervallen
{−(M − 1)/2 ≤ k, (m) ≤ (M − 1)/2 ∩ −(N − 1)/2 ≤ l, (n) ≤ (N − 1)/2} fu¨r
ungerade M,N und {−(M/2−1) ≤ k, (m) ≤ M/2 ∩ −(N/2−1) ≤ l, (n) ≤ N/2}
fu¨r gerade M,N dar. Dies ist aufgrund der Periodizita¨t beider Bereiche unmit-
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Bild 2.10. U¨berlagerung von Diracimpulspaaren im Spektralbereich und ihre korre-
spondierenden Ortsfunktionen.
telbar mo¨glich - man verschiebt sozusagen nur den Fensterausschnitt RMN (k, l)
(bzw. RMN (m,n)) u¨ber den periodisch fortgesetzt zu denkenden Funktionen.
Im linken Teil von Bild 2.10 ist die Korrespondenz von Bild 2.9 nochmals in
zentrierter Form dargestellt. Da man, wie oben erwa¨hnt, das Ortsfrequen-
zspektrum eines reellen Bildsignals als U¨berlagerung verschiedener konjugiert
komplexer Wertepaare (F (k, l), F (−k,−l)) und dem Gleichanteil F (0, 0) auf-
fassen kann, gilt dies auch fu¨r die korrespondierenden Ortsfunktionen. Dies ist
in Bild 2.10 veranschaulicht. Feinere Strukturen im Bildsignal werden hierbei
durch abgetastete cos-fo¨rmige Wellenfunktionen kleiner Perioden repra¨sentiert;
die zugeho¨rigen Ortsfrequenzkomponenten liegen vom Ursprung des zentrierten
Ortsfrequenzspektrums weiter entfernt und umgekehrt. Insbesondere auf dieser
Eigenschaft basiert die Anschaulichkeit der Repra¨sentation von zweidimension-
alen Signalen und Systemen im Ortsfrequenzbereich.
Als Beispiel ist das diskrete Fourierspektrum des abgetasteten, in Bild 2.11a
gezeigten Portraitfotos in Bild 2.11b in direkter Form und in Bild 2.11c in zen-
trierter Form dargestellt. Bei der Aufzeichnung von Bild 2.11b bzw. 2.11c wur-
den den Amplitudenwerten von F (k, l) jeweils linear Helligkeitswerte zugeordnet.
Wie zu sehen ist, konzentrieren sich die ”gut sichtbaren” Amplitudenwerte des
Ortsfrequenzspektrums auf relativ kleine Bereiche in der Ortsfrequenzebene.
Aufgrund der relativ hohen Dynamik der Spektralwerte ist eine logarithmische
Darstellung im allgemeinen gu¨nstiger. In Bild 2.11d und im weiteren Verlauf
dieses Buches sind aus diesem Grunde, falls nicht anderweitig vermerkt, jeweils





Bild 2.11. (a) - (d) Zur Darstellung von Ortsfrequenzspektren. Wirkung von (e)
Tiefpaß- und (f) Hochpaßfilteroperationen. (g), (h) Zur Bedeutung der spektralen
Phasen- und Amplitudeninformation in Bildsignalen.
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die oberen drei Dekaden der logarithmierten Funktion
F ′(k, l) = log(1 + |F (k, l)|) (2-139)
in zentrierter Form dargestellt. Hierdurch werden die kleineren Amplitudenwer-
te der Spektren bei ho¨heren Ortsfrequenzen wesentlich besser sichtbar, was die
visuelle Interpretation von Ortsfrequenzspektren oft vereinfacht. Auﬀa¨llig tritt
in der Darstellung von Bild 2.11d beispielsweise eine helle vertikale Ortsspek-
trallinie hervor; diese kann durch die implizit vorhandene periodische Fortsetzung
des diskreten Bildes erkla¨rt werden. Denkt man sich na¨mlich das Bildsignal in
Bild 2.11a als periodisch fortgesetzte Funktion, so sieht man, daß durch die dann
aneinandergrenzenden oberen und unteren Bildra¨nder jeweils kontrastreiche ver-
tikale Helligkeitsspru¨nge entstehen, die horizontale cos-fo¨rmige Wellenfunktionen
aller Perioden enthalten, was einer vertikalen linienhaften Belegung im Ortsfre-
quenzbereich entspricht.
Die Repra¨sentation von intensita¨tsma¨ßig langsam ﬂuktuierenden Bildanteilen
bei niederen Ortsfrequenzen bzw. die Repra¨sentation von feinstrukturierten
Bilddetails bei hohen Ortsfrequenzen la¨ßt sich leicht durch eine Unterdru¨ckung
der jeweiligen Spektralbereiche veranschaulichen. In Bild 2.11e wurde hierzu
die Bandbreite des in Bild 2.11d dargestellten Spektrums auf 1/4 der maximal
darstellbaren Ortsfrequenz in k- und l-Richtung reduziert und anschließend in
den Ortsbereich zuru¨cktransformiert; in Bild 2.11f wurde der hierzu komplemen-
ta¨re Anteil (plus der urspru¨ngliche Gleichanteil) im Spektrum ru¨cktransformiert.
Wa¨hrend in Bild 2.11e nur sehr grobe Strukturen des urspru¨nglichen Bildes 2.11a
erhalten sind, sind in Bild 2.11f ausschließlich feine Strukturen erkennbar - die
ﬂa¨chenhafte Helligkeitsverteilung wurde unterdru¨ckt.
Die Darstellung der Phaseninformation von komplexen Ortsfrequenzspektren ist
im Prinzip ebenfalls mo¨glich, ist jedoch unter anderem aufgrund ihrer perio-
dischen Mehrdeutigkeit wenig anschaulich. Es muß jedoch darauf hingewiesen
werden, daß bei der spektralen Darstellung von Bildsignalen die Phaseninforma-
tion gegenu¨ber der Amplitude des Ortsfrequenzspektrums im allgemeinen eine
weitaus wichtigere Rolle spielt /2.24, 2.25/. Letzteres la¨ßt sich leicht mit
Hilfe eines einfachen Experiments belegen. Ausgehend vom komplexen Ortsfre-
quenzspektrum des Portraits in Bild 2.11d wurde der Phasenwinkel unter der
Randbedingung F (k, l) = F ∗(M −k,N− l) zufa¨llig gesetzt und das Ergebnis der
anschließenden Ru¨cktransformation in Bild 2.11g dargestellt. Bei dem in Bild
2.11h dargestellten Bild wurde demgegenu¨ber der Phasenwinkel im komplex-
wertigen Spektrum des Bildes 2.11a erhalten, jedoch die Amplitude fu¨r alle k, l-
Werte konstant gesetzt. Wa¨hrend in Bild 2.11g nur zufa¨llige Grauwertﬂuktuatio-
nen zu sehen sind, sind in Bild 2.11h immerhin noch die Konturen selbst feinerer
Strukturen erhalten.
Abschließend noch einige Bemerkungen zur rechentechnischen Realisierung der
zweidimensionalen diskreten Fouriertransformation. Wie aus den Gln.(2-102)
bzw. (2-103) ersichtlich ist, fu¨hrt die Berechnung der Fouriertransformation
bzw. ihrer Ru¨cktransformation auf die Lo¨sung eines MN -dimensionalen Glei-
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chungssystems mit etwa M2N2 komplexen Additionen und Multiplikationen.
Mo¨chte man f(m,n) und F (k, l) aus Gru¨nden eines schnellen Datenzugriﬀs im
Arbeitsspeicher eines Rechners halten und nimmt man an, daß f(m,n) reell ist
und als Bytematrix und F (k, l) als komplexe Zahlenmatrix mit je 8 Bytes pro
Element dargestellt werden, so wu¨rde man etwa 9MN Bytes Speicherkapazita¨t
beno¨tigen. Mit dem fu¨r viele Bildverarbeitungsprobleme typischen Wert von
M = N = 512 wu¨rde dies einen Arbeitsspeicher von etwa 2, 3 MBytes erfordern.
Unter der weiteren Annahme, daß eine komplexe Addition und Multiplikation
in 1 sec ausgefu¨hrt werden kann, wu¨rde die Gesamtrechenzeit etwa 19 Stunden
betragen. Aus diesen Gru¨nden ist eine direkte Berechnung der Transformation
nach Gln.(2-102) bzw. (2-103) nicht praktikabel.
Da die zweidimensionale diskrete Fouriertransformation, wie in Abschnitt 2.3.2
gezeigt wurde, eine separierbare Transformation ist, kann sie aufwandsma¨ßig
gu¨nstiger als Sequenz von Transformationen nach jeweils einer Variablen be-
rechnet werden. Gl.(2-111) entspricht beispielsweise einer eindimensionalen
diskreten Fouriertransformation der Zeilen des diskreten Signals f(m,n) und
einer anschließenden spaltenweisen eindimensionalen Fouriertransformation des
Zwischenergebnisses Fn(m, l). Nimmt man an, daß f(m,n) als Bytefeld mit M
Zeilen der La¨nge N und Fn(m, l) a¨hnlich strukturiert als komplexes Zahlen-
feld mit 8 Bytes je Element auf einem sekunda¨ren Speichermedium zwis-
chengespeichert sind, so wa¨ren im schnellen Arbeitsspeicher fu¨r die Berechnung
der eindimensionalen Fouriertransformation pro Zeile jeweils (1 + 8)N Bytes
fu¨r Daten notwendig. F (k, l) wird dann nach der spaltenweisen Anwendung
der eindimensionalen diskreten Fouriertransformation auf das Zwischenergebnis
Fn(m, l) spaltenweise mit k als Blockindex abgespeichert, was einer impliziten
Matrixtransponierung (siehe hierzu /2.26, 2.27/) gleichkommt. Um nicht fu¨r
jeden Index k das gesamte Zwischenergebnis Fn(m, l) vom sekunda¨ren Speicher-
medium in den Arbeitsspeicher lesen zu mu¨ssen, empﬁehlt es sich, jeweils den
gesamten verfu¨gbaren Arbeitsspeicher fu¨r die gleichzeitige Abspeicherung und
Berechnung mehrerer Spalten von F (k, l) zu nutzen. Da fu¨r reelle Signale f(m,n)
Fn(m, l) = F ∗n(m,N − 1) (2-140)
ist, ist das Zwischenergebnis F (m, l) vollsta¨ndig durch die Funktionswerte im
Intervall {0 ≤ m ≤ M − 1 ∩ 0 ≤ l ≤ N/2} fu¨r gerade N und {0 ≤ m ≤
M − 1 ∩ 0 ≤ l ≤ (N + 1)/2} fu¨r ungerade N bestimmt. Das Gleiche triﬀt
gema¨ß Gl.(2-116) auch auf F (k, l) im Intervall {0 ≤ k ≤ M − 1 ∩ 0 ≤ l ≤ N/2}
fu¨r gerade und {0 ≤ k ≤ M − 1 ∩ 0 ≤ l ≤ (N + 1)/2} fu¨r ungerade N zu.
Aus diesem Grunde kann man sich bei der Berechnung und Zwischenspeiche-
rung von Fn(m, l), sowie bei der Berechnung und Speicherung von F (k, l) auf
diese Intervalle beschra¨nken. Aufgrund der vorhergehenden U¨berlegungen kann
die Zahl der notwendigen komplexen Additionen und Multiplikationen gegenu¨ber
(MN)2 Operationen auf etwa MN(M + N)/2 reduziert werden. Damit wu¨rde
man im obigen Beispiel fu¨r ein Signal mit 5122 Bildpunkten anstatt 19 Stunden
nur noch etwa 2, 25 Minuten Rechenzeit beno¨tigen (die systemabha¨ngigen Da-
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tenu¨bertragungszeiten zwischen dem Arbeits- und dem sekunda¨ren Speicherme-
dium sind hierbei nicht eingerechnet). Die Reihenfolge der Zeilen- und Spalten-
transformationen la¨ßt sich natu¨rlich auch umkehren. Die obigen U¨berlegungen
sind in analoger Weise auch bei der Berechnung der diskreten Fourierru¨cktrans-
formation von Nutzen. Die Zahl der notwendigen Rechenoperationen kann mit
Hilfe des im na¨chsten Abschnitt erla¨uterten schnellen Fouriertransformations-
algorithmus weiterhin erheblich reduziert werden.
2.3.4 Der schnelle Fouriertransformationsalgorithmus
In Abschnitt 2.3.3 wurde auf den gigantischen Aufwand bei der direkten Berech-
nung der zweidimensionalen diskreten Fouriertransformation hingewiesen. Es
wurde gezeigt, daß sich dieser unter Ausnutzung der Separierbarkeit der zwei-
dimensionalen Fouriertransformation und aufgrund von Symmetrieeigenschaften
verringern la¨ßt. Ausgehend von den hierbei auszufu¨hrenden Transformationen
nach einer Variablen wird im folgenden ein schneller Fouriertransformationsal-
gorithmus, der sogenannte Radix-2-Algorithmus (engl. ’decimation in time’),
beschrieben, mit dem sich der Rechenaufwand weiterhin erheblich reduzieren
la¨ßt. Weitere Realisierungsmo¨glichkeiten der schnellen Fouriertransformation
mo¨ge der interessierte Leser der Literatur entnehmen /2.28, 2.29/.
Bild 2.12. Zur stufenweisen Zerlegung der Fouriertransformation in elementare
Fouriertransformationen mit je zwei Abtastwerten.
Gegeben sei die eindimensionale komplexwertige diskrete Funktion f(m) im In-
tervall {0 ≤ m ≤ M − 1} mit M = 2Q als Zweierpotenz. Die eindimensionale
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mit 0 ≤ k ≤ M − 1. Fu¨r die Berechnung von F (k) fu¨r große Werte von M sind
etwa M2 komplexe Additionen und Multiplikationen notwendig. Das grundle-
gende Prinzip der schnellen Fouriertransformation ist, daß man die urspru¨ngliche
Zahlensequenz f(m) mit M Elementen zuna¨chst in zwei Teilsequenzen der La¨nge
M/2 zerlegt und fu¨r jede Teilsequenz getrennt die diskrete Fouriertransforma-
tion mit je M2/4 komplexen Additionen und Multiplikationen berechnet. An-
schließend mu¨ssen die so erhaltenen Zwischenergebnisse wieder zur Sequenz
F (k) mit M Elementen verknu¨pft werden. Hiermit lassen sich dann etwa die
Ha¨lfte der komplexen Rechenoperationen einsparen. Erfolgt die Unterteilung
auch fu¨r die M/2 langen Sequenzen in M/4 lange Sequenzen, so la¨ßt sich
wiederum etwa die Ha¨lfte der komplexen arithmetischen Operationen einsparen,
usw.. Der jeweilige Faktor 2 an Aufwandsreduktion ist hierbei nur als grobe
Na¨herung zu verstehen, da die Zwischenergebnisse der Teilsequenzen jeweils noch
zur gewu¨nschten Fouriertransformierten mit M Elementen verknu¨pft werden
mu¨ssen.
Tabelle 2.1. Zusammenhang zwischen den Indizes der Eingangs- und Ausgangs-
datensequenz bei der schnellen Fouriertransformation.
















f(2m + 1)W (2m+1)kM (2-143)
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Mit
W 2M = [exp(j2π/M)]
2 = exp[j2π/(M/2)] = WM/2 (2-144)









f(2m + 1)WmkM/2 (2-145)
= F1(k) + W kMF2(k) (2-146)
wobei F1(k) die diskrete Fouriertransformation der M/2-langen Sequenz f(2m)
und F2(k) die der M/2-langen Sequenz f(2m + 1) mit m = 0, 1, . . . ,M/2 −
1 ist. Aufgrund der Periodizita¨t der diskreten Fouriertransformation und mit
W
k+M/2
M = −W kM ergibt sich aus Gl.(2-146) weiterhin
F (k) =
{
F1(k) + W kMF2(k) fu¨r 0 ≤ k ≤ M/2− 1
F1(k −M/2) + W kMF2(k −M/2) fu¨r M/2 ≤ k ≤M − 1
(2-147)
Wie bereits erwa¨hnt, ko¨nnen nach dem gleichen Prinzip auch die diskreten Fou-
riertransformationen der jeweils M/2-langen Sequenzen in diskrete Fouriertrans-
formationen mit M/4 langen Sequenzen zerlegt werden, usw.. Nach ldM − 1
bzw. Q − 1 Unterteilungen gelangt man schließlich zu diskreten Fouriertrans-
formationen von jeweils nur zwei Elementen. Da fu¨r f ′(m) mit m = 0, 1 und
F ′(k) mit k = 0, 1
F ′(0) = f ′(0) + f ′(1)W 0M
F ′(1) = f ′(0) + f ′(1)WM/2M
(2-148)
ist und W 0M = 1 und W
M/2
M = −1 ist, sind fu¨r die diskrete Fouriertransformation
von zwei Elementen keine komplexen Multiplikationen erforderlich.
In Bild 2.12 ist fu¨r M = 8 die schrittweise Zerlegung der diskreten Fourier-
transformation graphisch dargestellt. Die diskrete Fouriertransformation mit 8
Elementen wird in zwei diskrete Fouriertransformationen mit je 4 Elementen un-
terteilt wobei deren Ergebnisse dann durch das anschließende ”Netzwerk” nach
Gl.(2-147) zum Endergebnis miteinander verknu¨pft werden. Die diskreten Fouri-
ertransformationen mit je 4 Elementen werden wiederum in zwei diskrete Fouri-
ertransformationen mit je 2 Elementen realisiert. In Bild 2.12 bedeuten die
Kreise komplexe Additionen bzw. Subtraktionen; die Pfeile stellen komplexe
Multiplikationen mit dem jeweils beistehenden Wert dar. Wie aus Bild 2.12
hervorgeht sind fu¨r die schnelle Fouriertransformation einer M -langen Sequenz
ungefa¨hr M/2 ldM komplexe Multiplikationen notwendig, was eine erhebliche
Einsparung an Rechenaufwand gegenu¨ber der direkten Berechnung der diskreten
Fouriertransformation ermo¨glicht. Das Wort ”ungefa¨hr” triﬀt insbesondere fu¨r







M reine komplexe Additionen und Subtraktionen sind. Wie aus
Bild 2.12 weiterhin ersichtlich ist, besteht die schnelle Fouriertransformation aus
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Bild 2.13. Fortranprogramm zur Berechnung der schnellen Fouriertransformation
(nach /2.30/).
ldM Stufen; der Speicherbereich der urspru¨nglichen Datensequenz kann jeweils
mit den Zwischenergebnissen der zuletzt berechneten Stufe u¨berschrieben wer-
den. In jeder Stufe werden M/2 komplexe Multiplikationen, Additionen und
Subtraktionen beno¨tigt. Schließlich beachte man die Reihenfolge der Elemente
von f(m) die erforderlich ist, um die Elemente von F (k) in der ”natu¨rlichen”
Reihenfolge zu erhalten. Schreibt man sich die Indizes der Eingangs- und Aus-
gangselemente und deren zugeho¨rige Bina¨rzahlendarstellungen jeweils auf, wie
dies in Tabelle 2.1 geschehen ist, so sieht man, daß die Indizes der Ausgangsele-
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mente durch einfache Bitumkehrungen aus den bina¨r dargestellten Indizes der
Eingangselemente hervorgehen und umgekehrt.
Tabelle 2.2. Zum Berechnungsaufwand der diskreten zweidimensionalen Fourier-
transformation.
Die oben erwa¨hnten Eigenschaften der schnellen Fouriertransformation kann man
sich bei ihrer Programmierung zu Nutze machen. Im Fortranunterprogramm
(nach /2.30/) in Bild 2.13 wird die Erzeugung der W kM -Werte mit Hilfe der
rekursiven Beziehung





mit Q = ldM erzeugt. Da bei der zeilen- und spaltenweisen Anwendung der
eindimensionalen schnellen Fouriertransformation auf zweidimensionale Signale
mehrfach die komplexwertige Exponentialfunktionen W kM beno¨tigt werden, ist
es ratsam, diese als vorausberechneten Vektor im Arbeitsspeicher abzulegen. In
Tabelle 2.2 ist gro¨ßenordnungsma¨ßig die Anzahl der notwendigen komplexen Ad-
ditionen und Multiplikationen fu¨r die direkte Berechnung der diskreten Fourier-
transformation (M4 ), fu¨r ihre Berechnung unter Ausnutzung der Separierbarkeit
und Symmetrie ( M3 ) und fu¨r ihre Berechnung sowohl unter Ausnutzung der
Separierbarkeit und Symmetrie als auch unter Anwendung des schnellen Fouri-
ertransformationsalgorithmus ( 3/2M2ldM ) fu¨r ein zweidimensionales Zahlen-
feld der Dimension M,N mit M = N angegeben (fu¨r die schnelle Fouriertrans-
formation wurden hierbei M ldM komplexe Operationen angenommen). Wie
man sieht, erreicht der Gewinn insbesondere fu¨r große M in letzterem Fall
gegenu¨ber der direkten Berechnung der diskreten Fouriertransformation mehrere
Gro¨ßenordnungen. Schließlich sei noch bemerkt, daß die in diesem Abschnitt
angestellten U¨berlegungen aufgrund der A¨hnlichkeit der diskreten Fouriertrans-
formation und ihrer Ru¨cktransformation auf die Ru¨cktransformation in analoger
Weise zutreﬀen.
2.3.5 Verallgemeinerte Formulierung von Bildtransformationen
Obwohl in den folgenden Kapiteln prima¨r die Fouriertransformation eine wichtige
Rolle spielt, wird in diesem Abschnitt der Vollsta¨ndigkeit halber kurz auf die
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Walsh-, die Hadamard- und auf die Kosinustransformation eingegangen, die
insbesondere im Bereich der Bilddatenkompression ha¨uﬁg Anwendung ﬁnden
(siehe z.B. U¨bersicht in /2.31/). Hierzu wird zuna¨chst eine verallgemeinerte
Formulierung fu¨r Bildtransformationen eingefu¨hrt, die die gemeinsame Struk-
tur dieser Transformationen und ihre Verwandschaft zur Fouriertransformation
erkennen la¨ßt.
Eine wichtige Klasse von zweidimensionalen Transformationen kann in der Form





f(m,n)g(m,n, k, l) (2-150)
geschrieben werden, wobei T (k, l) die Transformierte der Funktion f(m,n)
und g(m,n, k, l) der sogenannte Vorwa¨rtstransformationskern ist; die Variablen
m,n, k, l seien in den Intervallen {0 ≤ m, k ≤ M−1 ∩ 0 ≤ n, l ≤ N−1} deﬁniert.
Gl.(2-150) kann auch als Reihenentwicklung von f(m,n) mit g(m,n, k, l) als
Basisfunktionen aufgefaßt werden. A¨hnlich la¨ßt sich eine zu Gl.(2-150) inverse
Transformation oder Ru¨cktransformation mit dem Ru¨cktransformationskern






T (k, l)h(m,n, k, l) (2-151)
Ist der Vorwa¨rtstransformationskern separierbar, dann gilt
g(m,n, k, l) = g1(m, k)g2(n, l) (2-152)
Ist zusa¨tzlich
g(m,n, k, l) = g1(m, k)g1(n, l) (2-153)
so spricht man von einem separierbaren und symmetrischen Vorwa¨rtstransforma-
tionskern. A¨hnliches gilt bei der Ru¨cktransformation.
Eine Transformation mit einem separierbaren Transformationskern kann in zwei
Schritten berechnet werden, von denen jeder einer eindimensionalen Transforma-
tion nach einer Variablen entspricht (vergl. Separierbarkeit der diskreten Fouri-
ertransformation in Abschnitt 2.3.2). Zuna¨chst wird beispielsweise die eindimen-
sionale Transformation zeilenweise auf f(m,n) angewendet




und anschließend wird das Zwischenergebnis T ′(m, l) einer spaltenweisen Trans-
formation unterworfen
T (k, l) =
M−1∑
m=0
T ′(m, l)g1(m, k) (2-155)
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Die Reihenfolge der Transformationen in Zeilen- und Spaltenrichtung kann auch
umgekehrt werden. Analoge U¨berlegungen treﬀen auch auf die Ru¨cktransforma-
tion in Gl.(2-151) zu. Gln.(2-154) und (2-155) lassen sich vereinfacht in Form
einer Matrixgleichung schreiben
[T ′(m, l)] = [f(m,n)][g2(n, l)] (2-156)
[T (k, l)] = [g1(m, k)][T ′(m, l)] (2-157)
wobei [T ′(m, l)] , [f(m,n)] und [T (k, l)] Matrizen der Dimension MN sind,
[g1(m, k)] und [g2(n, l)] Matrizen der Dimension MM bzw. NN sind. Fu¨r Trans-
formationen mit separierbaren Transformationskernen la¨ßt sich also allgemein
schreiben
[T ] = [g1][f ][g2] (2-158)
Entsprechend la¨ßt sich die Ru¨cktransformation in Gl.(2-151) als
[f ] = [h1][T ][h2] (2-159)
schreiben. Hieraus erkennt man, daß die gemeinsame Gu¨ltigkeit von Gln.(2-150)
und (2-151) bzw. Gln.(2-158) und (2-159) nur dann gegeben ist, wenn [g1] , [g2]
nichtsingula¨re Matrizen sind. Fu¨r diesen Fall ergibt sich aus Gl.(2-158) durch
linksseitige Multiplikation mit [h1] = [g1]−1 und rechtsseitige Multiplikation mit
[h2] = [g2]−1
[f ] = [g1]−1[T ][g2]−1 (2-160)
D.h., ein Signal f(m,n) kann fu¨r nichtsingula¨re [g1], [g2] vollsta¨ndig aus seiner
Transformierten T (k, l) zuru¨ckgewonnen werden. Fu¨r singula¨re Transforma-
tionskerne existieren die inversen Matrizen [g1]−1, [g2]−1 nicht; in diesem Fall
mu¨ssen sogenannte pseudoinverse Matrizen [gˆ1]−1, [gˆ2]−1 gebildet werden (siehe
z.B. /2.32/). Die Ru¨cktransformation liefert dann eine Approximation fˆ(m,n)
von f(m,n)
[fˆ ] = [gˆ1]−1[g1][f ][g2][gˆ2]−1 (2-161)
Fu¨r separierbare und symmetrische Transformationskerne (impliziert M = N)
sind in Gln.(2-158), (2-159), (2-160) und (2-161) [g1] = [g2], [g1]−1 = [g2]−1 und
[gˆ1]−1 = [gˆ2]−1.
BEISPIEL 1: Fouriertransformation
Es la¨ßt sich leicht zeigen, daß die zweidimensionale diskrete Fouriertransfor-
mation in Gl.(2-102) ein Spezialfall der in Gl.(2-150) verallgemeinerten Trans-
formation mit dem Vorwa¨rtstransformationskern
g(m,n, k, l) = exp[−j2π(mk/M + nl/N)]
= exp(−j2πmk/M) exp(−j2πnl/N) (2-162)
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ist. Entsprechend Gl.(2-158) la¨ßt sich damit die diskrete Fouriertransformation
auch in der Form
[F (k, l)] = [exp(−j2πmk/M)][f(m,n)][exp(−j2πnl/N)] (2-163)
schreiben. Entsprechendes gilt fu¨r die Ru¨cktransformation

















[exp(j2πkm/M)][F (k, l)][exp(j2πln/N)] (2-165)
BEISPIEL 2: Walshtransformation
Die zweidimensionale Walshtransformation ist mit M = 2p und N = 2q deﬁniert
als












wobei r, s ganze Zahlen sind und br(s) das r-te Bit der bina¨ren Zahlendarstel-
lung von s ist. Da der Vorwa¨rtstransformationskern, der nur die Werte +1
und −1 annimmt, wiederum separierbar ist, la¨ßt sich Gl.(2-166) wieder in der
verallgemeinerten Form von Gl.(2-158) darstellen
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BEISPIEL 3: Hadamardtransformation
Die Hadamardtransformation ist der Walshtransformation sehr a¨hnlich. Die Na-
men beider Transformationen werden in der Literatur oft synonym verwendet;
beide Transformationen werden auch ha¨uﬁg mit dem Begriﬀ Walsh-Hadamard-
Transformation bezeichnet.















wobei p, q, br(s) wie bei der Walshtransformation im vorigen Beispiel deﬁniert
sind. Aufgrund der Separierbarkeit la¨ßt sich Gl.(2-170) auch in der verallge-


















































Die zweidimensionale diskrete Kosinustransformation, die als Entwicklung mit
diskreten reellwertigen trigonometrischen Basisfunktionen mit Phase 0 als Ab-







f(m,n)[cos(2m + 1)kπ][cos(2n + 1)lπ] (2-174)
Die Basisfunktionen g(m,n, k, l) sind also abgetastete Kosinusfunktionen. Auf-
grund des separierbaren Transformationskerns la¨ßt sich Gl.(2-174) in Form von
Gl.(2-158) schreiben
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[cos(2m + 1)kπ][C(k, l)][cos(2n + 1)lπ]
(2-177)
Alle Elemente der Matrix unmittelbar rechts vom Gleichheitszeichen haben kon-
stanten Wert; weiterhin ist zu beachten, daß aufgrund des (M − 1)(N − 1)-
dimensionalen Gleichungssystems (2-176) die Dimension der Matrizen in Gl.(2-
177) von links nach rechts MN , MN , M(M − 1), (M − 1)(N − 1) und
(N − 1)N sind. Es kann gezeigt werden, daß die diskrete Kosinustransformation
und ihre Ru¨cktransformation aufwandsgu¨nstig mit Hilfe des in Abschnitt 2.3.4
eingefu¨hrten eindimensionalen schnellen Fouriertransformationsalgorithmus mit
2M bzw. 2N Elementen berechenbar ist /2.31/.
2.3.6 Die Karhunen-Loeve-Transformation
Im Gegensatz zu den in Abschnitt 2.3.5 diskutierten Transformationen basiert
die diskrete Karhunen-Loeve-Transformation (auch oft als Hauptachsen- oder als
Eigenvektortransformation bezeichnet) auf den statistischen Eigenschaften eines
stochastischen Signalprozesses. Die Zufallssignale ko¨nnen hierbei z.B. Merkmale
eines Bildes oder einer Bildklasse sein; aber auch das Bildsignal f(m,n) selbst
kann als MN -dimensionales Zufallssignal und damit als spezielle Realisierung
eines bildgenerierenden Zufallsprozesses aufgefaßt werden.
Ausgehend von letzterem la¨ßt sich die Karhunen-Loeve-Transformation wie
folgt formulieren: Gegeben sei eine Bildklasse, die durch Q Bilder {f1(m,n),
f2(m,n), . . . , fQ(m,n)} charakterisiert sei. Jedes Bild fi(m,n) la¨ßt sich als Vek-
tor fi(j) darstellen, wobei j = mN +n+1 ist; die ganzzahligen Variablen j,m, n
sind in den Intervallen {0 ≤ m ≤ M − 1} , {0 ≤ n ≤ N − 1} , {1 ≤ j ≤ MN}
deﬁniert. Ein MN -dimensionaler Vektor fi(j) repra¨sentiert als zufa¨llige Real-
isierung eines Zufallsprozesses genau ein Bildsignal. Mit einer Stichprobe von Q
Zufallsbildern la¨ßt sich dann die Kovarianzmatrix
[Cf ] = E{(fi − µf )(fi − µf )T } (2-178)
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Berechnet man die MN Eigenwerte λi (siehe z.B. /2.33/) der Kovarianzmatrix
und ordnet sie in der Reihenfolge λ1 ≥ λ2 ≥ λ3 ≥ ... ≥ λMN an, so la¨ßt sich mit




e11 e12 . . . e1,MN





eMN,1 eMN,2 . . . eMN,MN

 (2-181)
Ein Element eij ist hierbei das j-te Element des i-ten Eigenvektors. Die
Karhunen-Loeve-Transformation ist dann deﬁniert als
g = [A](f − µf ) (2-182)
Gl.(2-182) la¨ßt sich als lineare Abbildung des mittelwertfreien Bildvektors f(j)−
µf in den neuen Bildvektor g(j) interpretieren. Aus Gl.(2-182) ist unmittelbar
ersichtlich, daß der Erwartungswert von g gleich Null ist. Hiermit la¨ßt sich fu¨r
die Kovarianzmatrix [C] zeigen, daß
[Cg] = [A][Cf ][A]T (2-183)
ist. Es kann weiterhin gezeigt werden, daß [Cg] eine Diagonalmatrix mit den
Elementen cij = λi fu¨r i = j und cij = 0 fu¨r i = j ist. Hieraus folgt die
wichtige Eigenschaft der Karhunen-Loeve-Transformation, daß die Elemente von
g unkorreliert sind, wobei die Varianz des i-ten Elements von g gleich dem Eigen-
wert λi ist. Da [Cf ] eine reelle symmetrische Matrix ist, la¨ßt sich immer ein Satz
orthonormaler Eigenvektoren ﬁnden. Hieraus folgt weiterhin, daß [A]−1 = [A]T
und damit f aus g zuru¨ckgewonnen werden kann:
f ′ = [A]Tg + µf (2-184)
Eine weitere wichtige Eigenschaft der Karhunen-Loeve-Transformation ist, daß
bei einer Dimensionsreduktion von g auf gP , wobei gP mit den ersten P Elemen-
ten von g identisch ist, f durch gP im Sinne des minimalen mittleren Fehler-
quadrates optimal angena¨hert werden kann. Dies entspricht einer Beschra¨nkung
auf diejenigen P Eigenvektoren bei der Bildung von [AP ], die den gro¨ßten
P Eigenwerten λ1, λ2, λ3, ..., λP entsprechen. Diese Eigenschaft spielt bei der
Redundanzreduktion von Signalen eine große Rolle. Die beiden folgenden Anwen-
dungsbeispiele mo¨gen die Natur der Karhunen-Loeve-Transformation verdeut-
lichen.
BEISPIEL 1: Bilddrehung
Die Eigenschaft der Karhunen-Loeve-Transformation, Signale in einen Raum mit
orthogonalen Eigenvektoren als Basisvektoren abzubilden, wobei diese jeweils
in die Richtungen der gro¨ßten Signalvarianzen zeigen, la¨ßt sich vorteilhaft fu¨r
eine standardisierte Darstellung von Objekten in Bildern ausnutzen. Nimmt man
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beispielsweise Bilder an, die a¨hnliche Objekte in verschiedenen Positionen und
Orientierungen beinhalten, die man (z.B. durch Diﬀerenzbildberechnung) mit-
einander vergleichen mo¨chte, so mu¨ssen die Objekte zuna¨chst mittels Verschie-
bungen und Drehungen in eine a¨hnliche bzw. standardisierte Lage gebracht wer-
den. Faßt man die Ortskoordinaten m∆x, n∆y der zu einem Objekt geho¨renden
Bildpunkte als Zufallsvariable auf, so lassen sich nach Gl.(2-179) der zweidi-
mensionale Koordinatenmittelwertsvektor µ = (x¯, y¯)T und nach Gl.(2-180) die
2×2-dimensionale Koordinatenkovarianzmatrix [C(x,y)] , beide mit jeweils reellen
Elementen, berechnen. Der Bildung des Diﬀerenzvektors in Gl.(2-182) entspricht
eine einfache Verschiebung des Koordinatensystems x, y in das System x′, y′ und
zwar so, daß der Fla¨chenschwehrpunkt des Objektes im Koordinatenursprung
x′ = y′ = 0 liegt (siehe Bild 2.14a,b).
Bild 2.14. Positionsnormierung von Objekten mit Hilfe der Karhunen-Loeve-
Transformation.
Da die Zeilen (e11, e12)T , (e21, e22)T der aus der Kovarianzmatrix gebildeten Ab-
bildungsmatrix [A] in Gl.(2-181) die Eigenvektoren und damit die orthogonalen
Basisvektoren im neuen Signalraum sind, bildet [A] den Signalraum mit den
Koordinaten x′, y′ in den um den Winkel α gedrehten Signalraum mit den Koor-
dinaten x′′, y′′ ab (siehe Bild 2.14b,c). Die Abbildungsmatrix [A], die in diesem
Beispiel also eine einfache Drehung im Zweidimensionalen um den Winkel α be-


























Da die neuen Koordinatenwerte x′′, y′′ der Objektpunkte durch diese Transfor-
mation im allgemeinen nicht als ganze Vielfache der Abtastintervalle ∆x,∆y
darstellbar sind, muß das neue diskrete, aber in der koordinatenkontinuierlichen
56 2 Grundlagen zweidimensionaler Signale und Systeme
x′′y′′-Ebene deﬁnierte Signal mittels Interpolation in die entsprechende orts-
diskrete m′′n′′-Ebene u¨berfu¨hrt werden. Gl.(2-186) zentriert und dreht also be-
liebige Objekte so, daß die x′′-Achse in Richtung der gro¨ßten und die y′′-Achse in
die Richtung der zweitgro¨ßten Varianz der Koordinaten der Objektpunkte zeigt.
Es ist zu beachten, daß auch die Eigenvektorpaare {(−e11,−e12)T , (e21, e22)T },
{(−e11,−e12)T , (−e21,−e22)T } und {(e11, e12)T , (−e11,−e12)T } gu¨ltige Basis-
vektoren in Gl.(2-182) darstellen, weshalb die Karhunen-Loeve-Transformation
in Bezug auf die entsprechenden Spiegelungen an den Koordinatenachsen x′′, y′′
nicht eindeutig ist. Neben der Verschiebung und Drehung von Objekten ist mit
Hilfe der Eigenwerte λ1, λ2, die der mittleren quadratischen Ausdehnung des
Objektes in x′′− bzw. y′′−Richtung entsprechen auch eine Gro¨ßennormierung
mo¨glich.
BEISPIEL 2: Dimensionsreduzierung multispektraler Bilddaten
Im bisherigen Verlauf des Buches wurde bei Bildern immer von monochroma-
tischen Repra¨sentationen (Intensita¨tsbildern) unserer physikalischen Welt aus-
gegangen. Oft ist jedoch die Farbinformation bei der Analyse von Bildern ein
wichtiges Entscheidungskriterium; man denke hier z.B. an die blauen Seen und
die verschiedenen Farbto¨ne von landwirtschaftlich genutzten Gebieten , aber auch
an nicht sichtbare Spektralbereiche in Luftbildaufnahmen. Um solche Farbin-
formation nutzen zu ko¨nnen, mu¨ssen die entsprechenden Szenen multispek-
tral, d.h. simultan in mehreren Farbkana¨len unterschiedlicher Lichtwellenla¨ngen
aufgenommen und im allgemeinen multispektral verarbeitet werden. Hierbei ist
jedem Bildpunkt mit den Koordinaten m,n ein Vektor f(m,n) zugeordnet, der
die Lichtenergien der einzelnen Spektralbereiche in diesem Punkt repra¨sentiert.
Da die Bilder von Farbkana¨len benachbarter Lichtwellenla¨ngen, d.h. benach-
barte Elemente in f , im allgemeinen stark miteinander korrelieren, kann man
die Karhunen-Loeve-Transformation dazu nutzen, um f mittels Gl.(2-182) durch
einen Vektor g mit unkorrelierten Elementen darzustellen. In diesem Beispiel
sind also die Lichtenergien der einzelnen Farbkana¨le die zu transformieren-
den Zufallsvariablen, fu¨r die sich nach Gln.(2-179) und (2-180) der Farbmittel-
wertsvektor bzw. die Farbkovarianzmatrix und damit eine Abbildungsmatrix [A]
nach Gl.(2-182) berechnen la¨ßt. Reduziert man das nach Gl.(2-182) berechnete
g in der Dimension auf die ersten P Elemente in g, so stellt der resultierende
Vektor gP eine ”kompakte” Repra¨sentation des urspru¨nglichen Farbvektors f
dar, die genutzt werden kann um bei einer weiteren Bildanalyse oder bei der
Archivierung Aufwand zu sparen. Hierbei ist aufgrund der Eigenschaften der
Karhunen-Loeve-Transformation gewa¨hrleistet, daß bei gegebenem P das nach
Gl.(2-184) wiedergewinnbare f ′ einen minimalen mittleren quadratischen Fehler
zum urspru¨nglichen multispektralen Signal f aufweist.
Bild 2.15 zeigt hierfu¨r ein Beispiel. Links sind vier Farbauszu¨ge aus einer mul-
tispektralen Luftaufnahme als Graubilder dargestellt. Die vier Abbildungen un-
terscheiden sich, wie zu sehen ist, nur geringfu¨gig voneinander, sind also stark
miteinander korreliert. In Bild 2.15 rechts sind die ersten drei Komponenten der
Karhunen-Loeve-Transformation dargestellt. Wie erwartet nehmen die Signal-
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Bild 2.15. Karhunen-Loeve-Transformation einer multispektralen Luftbildaufnahme
(Kana¨le 4 bis 7 links) und ihre ersten drei Hauptkomponenten (rechts) (von E. Triendl).
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varianzen von der ersten zur dritten Komponente hin stark ab; weiterhin sind
die einzelnen Komponenten untereinander unkorreliert.
2.3.7 Anmerkungen zur Realisierung linearer Systeme
Wie bereits in Abschnitt 2.3.2 im Zusammenhang mit dem Faltungssatz erwa¨hnt,
la¨ßt sich die Wirkung eines linearen ortsinvarianten Systems als Faltungsprodukt
des Eingangssignals f(m,n) mit der das System charakterisierenden Impuls-
antwort h(m,n) beschreiben. Wu¨rde man eine derartige Operation direkt mittels
Faltung realisieren, so wa¨ren hierfu¨r (MN)2 Multiplikationen und Additionen
notwendig. Da jedoch das urspru¨ngliche Eingangssignal f(m,n) der Dimension
MfNf sowie die Impulsantwort h(m,n) der Dimension MhNh jeweils mit Nullele-
menten auf die Dimension M,N mit M = Mf+Mh−1, N = Nf +Nh−1 erga¨nzt
wurden (vergl. Bild 2.8), entspricht ein Großteil der Operationen in Gl.(2-129)
einer Multiplikation bzw. Addition mit Null, der bei der Berechnung nicht ex-
plizit ausgefu¨hrt zu werden braucht. Fu¨r die Realisierung eines linearen Sys-
tems mittels Faltung sind daher MfNfMhNh Multiplikationen und Additionen
notwendig.
Bild 2.16. Zur A¨quivalenz von Filteroperationen im Orts- und Ortsfrequenzbereich.
Aus Gl.(2-130) folgt, daß die Faltungsoperation in Gl.(2-129) a¨quivalent mit einer
Multiplikation der korrespondierenden Fouriertransformierten F (k, l) des Ein-
gangssignals f(m,n) und der Fouriertransformierten H(k, l) der Systemimpuls-
antwort h(m,n) ist (siehe Bild 2.16); H(k, l) bezeichnet man auch als U¨bertra-
gungsfunktion des Systems. Bei der Realisierung eines linearen ortsinvarianten
Systems im Ortsfrequenzbereich muß daher das im allgemeinen reelle M,N -
dimensionale Eingangssignal - zweckma¨ßigerweise mit Hilfe der schnellen Fourier-
transformation - in die komplexe Ortsfrequenzhalbebene (vergl. Abschnitt 2.3.3)
transformiert werden, dort mit der komplexen U¨bertragungsfunktion multi-
pliziert und das Resultat anschließend wieder in den Ortsbereich zuru¨cktrans-
formiert werden.
Aus den U¨berlegungen in Abschnitt 2.3.3 und Abschnitt 2.3.4 geht hervor, daß
man bei der Filterung im Ortsfrequenzbereich fu¨r die Hin- und Ru¨cktransforma-
tion fu¨r M = N gro¨ßenordnungsma¨ßig etwa 3M2ldM komplexe Multiplikatio-
nen/ Additionen beno¨tigt; hinzu kommen M2/2 komplexe Multiplikationen fu¨r
das Produkt des Halbspektrums des Eingangssignals mit der U¨bertragungsfunk-
tion. Da die Zahl der notwendigen arithmetischen Operationen im Gegensatz zur
Faltung im Ortsbereich unabha¨ngig von Mh, Nh, also unabha¨ngig von der Aus-
dehnung der Systemimpulsantwort h(m,n) ist, la¨ßt sich in Abha¨ngigkeit von
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Mf , Nf ,Mh, Nh, unter Beru¨cksichtigung des zu Verfu¨gung stehenden Arbeitsspe-
ichers und der fu¨r die Berechnung der schnellen Fouriertransformation verwende-
ten Wortla¨nge ermitteln, ob die Realisierung eines linearen ortsinvarianten Sys-
tems aufwandsgu¨nstiger bzw. schneller im Orts- oder im Ortsfrequenzbereich
ausgefu¨hrt werden kann.
Da der Aufwand bei der Realisierung linearer Systeme im Ortsbereich proportio-
nal zu MhNh ist, eignet sich die Filterung mittels Faltung insbesondere bei wenig
ausgedehnten Impulsantworten. Andererseits lassen sich bei einer Verarbeitung
im Ortsfrequenzbereich nur ortsinvariante Syteme realisieren, also Systeme, die
die Eingangssignale unabha¨ngig von den jeweiligen Koordinaten und Signalw-
erten mit einer fest vorgegebenen orts- und signalunabha¨ngigen Impulsantwort
bzw. orts- und signalunabha¨ngigen U¨bertragungsfunktion zum Ausgangssignal
verrechnen.
Fu¨r die aufwandsgu¨nstige Realisierung linearer ortsinvarianter, ortsvarianter,
sowie signalabha¨ngiger Filterverfahren lassen sich sogenannte rekursive digitale
Filter vorteilhaft einsetzen, die u.a. vom Autor an anderer Stelle ausfu¨hrlich











bklg(m− k, n− l) (2-187)
beschrieben, wobei die Gro¨ßen akl, bkl die Filterkoeﬃzienten sind, die das
U¨bertragungsverhalten des Systems festlegen; Ka, La,Kb und Lb sind posi-
tive ganze Zahlen deren Maximalwert auch als Filterordnung bezeichnet wird.
Sind akl, bkl Funktionen der Ortskoordinaten (vergl. Abschnitt 4.5.2) also
akl = akl(m,n), bkl = bkl(m,n), so spricht man von koordinatenabha¨ngigen
Filtern. Die Filterkoeﬃzienten akl, bkl ko¨nnen auch vom Eingangssignal selbst
abha¨ngen, also akl = akl(f(m,n)), bkl = bkl(f(m,n)); die dadurch realisierten
Systeme werden als signalabha¨ngige Filter bezeichnet. Es lassen sich mit
akl = akl(m,n, f(m,n)), bkl = bkl(m,n, f(m,n)) in Gl.(2-187) auch simultan
koordinaten- und signalabha¨ngige Filter beschreiben.
Durch Umformung von Gl.(2-187) erha¨lt man fu¨r die Berechnung des Aus-
gangssignals g(m,n) aus dem Eingangssignal f(m,n) und den Filterkoeﬃzienten












b′klg(m− k, n− l) (2-188)
mit a′kl = akl/b00 und b
′
kl = bkl/b00
wobei die linke Summe einer Faltung des Eingangssignals mit dem (Ka+1)(La+
1)-dimensionalen Koeﬃzientenfeld a′kl entspricht; die rechte Summe stellt den
rekursiven Teil dar, mit dessen Hilfe bei Verwendung bereits weniger Koeﬃ-
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zienten b′kl unendlich weit ausgedehnte Impulsantworten mit Gl.(2-188) erzeugt
werden ko¨nnen (die genaue Wirkungsweise mo¨ge sich der interessierte Leser
anhand einer einfachen eindimensionalen Diﬀerenzengleichung, z.B. g(m) =
f(m) − cg(m − 1) klar machen oder in einem der vielen Bu¨cher u¨ber digitale
Filter studieren /2.35-2.37/). In Bild 2.17 ist ein rekursives digitales Filter vom
Grad 2 gema¨ß Gl.(2-188) graphisch dargestellt. A¨hnlich wie beim herko¨mmlichen
Faltungsﬁlter ist ein virtueller Datenrand um die Eingangsdaten erforderlich;
zusa¨tzlich beno¨tigt das rekursive Filter einen Datenrand im Ausgangssignal.
Bild 2.17. Graphische Darstellung eines zweidimensionalen rekursiven Filters
2. Ordnung.
Die Filterkoeﬃzienten akl, bkl mu¨ssen vor Ausfu¨hrung der Rekursion in Gl.(2-
188) ausgehend von einer geeigneten Na¨herungslo¨sung /2.34/ hN (m,n) so op-
timiert werden, daß die Abweichung zwischen der durch Gl.(2-188) realisier-
ten Impulsantwort h(m,n) (mit f(m,n) = δ(m,n) als Eingangssignal) bzw.
der korrespondierenden U¨bertragungsfunktion H(k, l) ◦=• h(m,n) und einer
vorgegebenen Impulsantwort hS(m,n) bzw. U¨bertragungsfunktion HS(k, l)
im Sinne eines vorgegebenen Fehlerkriteriums (z.B. mittlerer quadratischer
Fehler, Tschebycheﬀ-Kriterium, usw.) minimal wird. Die Berechnung der Fil-
terkoeﬃzienten fu¨hrt also allgemein auf eine Optimierung, die man auch als
Filterentwurf bezeichnet /2.34, 2.38-2.42/. Ein Entwurfsbeispiel aus /2.34/ zeigt
Bild 2.18. Anhand Bild 2.18 (unten) ist zu sehen, daß die Genauigkeit, mit der
eine vorgegebene Impulsantwort (und damit auch ihre U¨bertragungsfunktion)
realisiert werden kann, mit zunehmender Filterordnung zunimmt. Desweiteren
ist zu erkennen, daß durch Rekursion u¨ber das Ein/Ausgangsdatenfeld gema¨ß
Gl.(2-188) jeweils nur sogenannte ortskausale Einquadrantenimpulsantworten
erzeugt werden ko¨nnen; punktsymmetrische akausale Impulsantworten erha¨lt
man durch mehrfache Rekursion in verschiedenen Richtungen ausgehend von
den vier Ecken der Bilder und anschließender Verknu¨pfung der so erhaltenen
Teilergebnisse (siehe z.B. /2.34/; zu Realisierungs- und Aufwandsbetrachtungen
linearer Filter siehe auch /2.43, 2.44/).
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Bild 2.18. Entwurfsbeispiel eines idealen Tiefpasses fu¨r ein rekursives Filter 2. Ord-




Bildverbesserungsverfahren haben mit den im na¨chsten Kapitel behandelten
Bildrestaurationsverfahren das gemeinsame Ziel, Bildsignale so aufzubereiten,
daß die fu¨r eine gestellte Aufgabe relevante Information besser visuell bzw.
maschinell extrahiert werden kann. Die fu¨r die Beurteilung der Verfahren
verwendeten Kriterien sind jedoch vo¨llig unterschiedlicher Natur. Bei den
Restaurationsverfahren werden mathematisch deﬁnierte, meist auf Signalmodel-
len basierende Gu¨tekriterien herangezogen um damit die A¨hnlichkeit der verar-
beiteten Bilder mit ihrer idealisierten, ungesto¨rten oder naturgetreuen Form
zu messen und zu vergro¨ßern; d.h. die Wiederherstellung der originalen Bild-
signaleigenschaften ist das eigentliche Verarbeitungsziel. Im Gegensatz hierzu
bedient man sich bei der Beurteilung von Bildverbesserungsverfahren subjekti-
ver, problemabha¨ngiger Kriterien. Beispielsweise kann ein Bild einer Hochpaß-
ﬁlterung unterworfen und damit gegenu¨ber dem urspru¨nglichen Signal vo¨llig
vera¨ndert werden, um so feinstrukturierte Details im verarbeiteten Bild zu
verdeutlichen und auf diese Weise die visuelle Interpretation zu erleichtern. Die
Erhaltung der Originalita¨t der in diesem Sinne verbesserten Bilder spielt hierbei
eine untergeordnete Rolle.
Gerade auf dem Gebiet der Bildverbesserung wurde in den letzten 20 Jahren eine
unu¨bersehbar große Zahl von Verfahren publiziert, die jedoch oft nach a¨hnlichen
Prinzipien arbeiten bzw. oft a¨hnliche Wirkung haben. Grundsa¨tzlich ko¨nnen im
Orts- und im Ortsfrequenzbereich arbeitende Verfahren, signalunabha¨ngige und
signalabha¨ngige, lineare und nichtlineare Methoden unterschieden werden. Im
folgenden soll durch die exemplarische Darstellung einiger dieser Methoden ein
Einblick fu¨r die ha¨uﬁg zugrundeliegenden Verarbeitungsphilosophien und deren
Wirkungsweise bei unterschiedlichen Aufgabenstellungen vermittelt werden.
3.1 Punktoperatoren
3.1.1 Kompensation von nichtlinearen Kennlinien
Bildsignale werden ha¨uﬁg mit Systemen gewonnen bzw. dargestellt, die eine
nichtlineare Intensita¨tscharakteristik aufweisen. Typische Beispiele hierfu¨r sind
die Lichtintensita¨ts-Schwa¨rzungs-Kennlinien von fotographischen Emulsionen
oder die Spannungs-Lichtintensita¨ts-Charakteristika von Kathodenstrahlro¨hren.
Zwischen den urspru¨nglichen Bildpunkten f mit den Koordinaten m,n und den
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gewonnenen bzw. dargestellten Werten f ′ besteht die Beziehung
f ′ = C(f) (3-1)
Um derartige im allgemeinen nichtlinearen Zusammenha¨nge zu kompensie-
ren, ko¨nnen zur Funktion C(.) inverse Punkt-zu-Punkt-Abbildungen oder auch
Skalierungsfunktionen realisiert werden, die dem Intensita¨tswert f ′ eines indi-
viduellen Bildpunktes gema¨ß einer Intensita¨tstransformation T (.) einen neuen
Intensita¨tswert f ′′ im Ausgangsbild zuordnen:
f ′′ = T (f ′) (3-2)
Soll f ′′ mit den urspru¨nglichen Intensita¨tswerten von f identisch sein, so muß







sein, d.h., die Funktion T (.) la¨ßt sich aus der nichtlinearen Kennlinie C(.), die
hier als monotone Funktion vorausgesetzt werden muß, als Umkehrfunktion er-
mitteln. Beispielsweise kann die exponentielle Schwa¨chung der Ro¨ntgenstrah-
lung beim Durchleuchten eines Ko¨rpers durch eine Logarithmierung der aufge-
zeichneten Strahlungsintensita¨tswerte weitgehend linearisiert werden. Das Bei-
spiel in Bild 1.2a,b zeigt, daß derart linearisierte Ro¨ntgenabsorptionsbilder we-
sentlich besser visuell interpretierbar sind. Fu¨r die Anwendung der in Kapitel 4
beschriebenen linearen Filtermethoden ist eine Linearisierung der zu ﬁlternden
Bildsignale ein erster unabdingbarer Verarbeitungsschritt. Die Nichtlinearita¨t
von C(.) kann in vielen Fa¨llen in einem der eigentlichen Verarbeitung voraus-
gehenden Testschritt aus dem Abbild f ′ eines linearen Graukeils als Testmuster
bestimmt werden.
3.1.2 Interaktives Arbeiten mit Punktoperatoren
Sehr oft ist eine gezielt nichtlineare Intensita¨tsverzerrung von Bildern gewu¨nscht.
Um beispielsweise den Intensita¨tsbereich {fu ≤ f ≤ fo} der zu einem Objekt
geho¨renden Bildpunkte interaktiv zu bestimmen, unterwirft man das Bildsignal
f zweckma¨ßigerweise der Intensita¨tstransformation
f ′ =
{
f fu¨r fu ≤ f ≤ fo
0 sonst
(3-4)
(siehe Bild 3.1a); die Parameter fu und fo werden zuna¨chst gleich dem minimal
bzw. maximal mo¨glichen Intensita¨tswert Null bzw. fmax gesetzt (Eingangs-
und Ausgangsbild sind also zuna¨chst identisch). Wa¨hrend man das Aus-
gangsbild f ′ auf einem Bildschirm betrachtet, vergro¨ßert man fu bzw. ver-
kleinert fo schrittweise genau solange, bis alle zum Objekt geho¨renden Bild-
punkte im Signal f ′ mit ihren urspru¨nglichen Intensita¨tswerten gerade noch
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Bild 3.1. Einfache Intensita¨tstransformationskennlinien: (a) Ausblenden, (b) Kon-
trastversta¨rkung innerhalb vorgegebener Intensita¨tsbereiche.
enthalten sind. Die resultierenden fu-, fo-Werte entsprechen dann den gesuch-
ten unteren und oberen Intensita¨tsbereichsgrenzen der Objektpunkte. Mit Hilfe
der Grauwertskalierungsfunktion in Gl.(3-4) lassen sich somit Grauwertberei-
che von Bildteilen interaktiv vermessen. Auf diese Art kann beispielsweise der
Intensita¨tsbereich des in Bild 3.2a dargestellten Objektes ”Eule” ermittelt wer-
den (fu = 32, fo = 63, fmax = 255); die extrahierten Parameter ko¨nnen dann
beispielsweise, wie im folgenden gezeigt, zu einer verbesserten Darstellung des
Objektes verwendet werden.
Wie aus Bild 3.2a ersichtlich, ist das im Intensita¨tsbereich {fu ≤ f ≤ fo} ge-
zeigte Objekt sehr kontrastschwach dargestellt. Man kann daher die Kenntnis
der oben ermittelten Parameter fu und fo dazu nutzen, um den vom Objekt
belegten Intensita¨tsbereich zu spreizen. Hierzu gibt es im Prinzip sehr viele
Mo¨glichkeiten; zweckma¨ßigerweise wa¨hlt man sich eine parametrisierte Intensi-
ta¨tstransformationskennlinie und ha¨lt hierbei die Zahl der einzustellenden Para-
meter so gering wie mo¨glich, um beim interaktiven Manipulieren der Bilddaten
den U¨berblick u¨ber die Wirkung der einzelnen Parameter nicht zu verlieren. Eine




ξf fu¨r 0 ≤ f ≤ fu
λξ(f − fu) + f ′u fu¨r fu < f ≤ fo




fmax + (fo − fu)(λ − 1) , f
′
u = ξfu, f
′
o = ξ[λ(fo − fu) + fu]
bei der neben den gemessenen Objektintensita¨tsbereichsgrenzen fu und fo nur
ein Parameter λ einzustellen ist. Dieser bestimmt das Verha¨ltnis der Steigun-
gen der stu¨ckweise linearen Skalierungsfunktion innerhalb und außerhalb des
Intensita¨tsintervalls {fu ≤ f ≤ fo} . Fu¨r λ = 2 und λ = ∞ zeigt Bild 3.1b
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Bild 3.2. Beispiel einer interaktiven Intensita¨tsskalierung.
die Intensita¨tstransformationskennlinien gema¨ß Gl.(3-5). Fu¨r λ → ∞ wird der
Intensita¨tsbereich {fu ≤ f ≤ fo} in den gesamten zu Verfu¨gung stehenden Aus-
gangsintensita¨tsbereich {0 ≤ f ′ ≤ f ′max} umgesetzt; diese Kennlinie wurde fu¨r
die Skalierung von Bild 3.2a verwendet; das Ergebnis dieser Operation ist in Bild
3.2b zu sehen und demonstriert, daß bereits mit einfachen Punktoperationen oft
erheblich verbesserte Darstellungen von Bildern mo¨glich sind.
Da sich in digitalisierten Bildern nur eine endliche Zahl Q diskreter Intensi-
ta¨tswerte darstellen la¨ßt, sind die Ausgangsgro¨ßen in Gln.(3-1), (3-2), (3-3), (3-4)
und (3-5) als entsprechend quantisiert zu betrachten. Im allgemeinen ist es aus
Aufwandsgru¨nden gu¨nstig, sich zuna¨chst die diskrete Transformationskennlinie
T (i) fu¨r i = 0, 1, .., Q − 1 zu berechnen und diese als Q-dimensionalen Vek-
tor abzuspeichern. Anschließend wird die Transformation als Indizierung dieses
Vektors mit den Intensita¨tswerten der Eingangsbildpunkte als Indizes ausgefu¨hrt.
Die Wirkungsweise von Intensita¨tstransformationen la¨ßt sich mit Hilfe soge-
nannter Intensita¨tshistogramme veranschaulichen. Nimmt man an, daß die In-
tensita¨tswerte der Bildpunkte f jeweils mit q Bit dargestellt werden, so lassen
sich Q = 2q verschiedene Intensita¨tswerte {0 ≤ f ≤ Q− 1} unterscheiden. Den
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1 fu¨r ξ = 0
0 sonst
berechnen, bezeichnet man als Intensita¨tshistogramm. Das i-te Element dieses
Vektors gibt hierbei an, wieviele Elemente des Bildes mit dem Intensita¨tswert
i auftreten; dividiert man die Elemente des Vektors h durch MN , so erha¨lt
man die relativen Ha¨uﬁgkeiten der im Bild auftretenden Intensita¨tswerte. Als
Beispiel zeigt Bild 3.2c das Histogramm von Bild 3.2a. Wie zu sehen ist, liefert
der helle Hintergrund im Histogramm einen hohen Beitrag bei hohen Inten-
sita¨tswerten; die relativ dunklen Bildpunkte des Objektes sind im wesentlichen
im linken Teil des Histogramms bei niedrigen Intensita¨tswerten vertreten. Bild
3.2d zeigt das Histogramm von Bild 3.2b, also das Histogramm des Bildes nach
der oben beschriebenen Intensita¨tstransformation. Man sieht, daß sich hier die
hellen Bildpunkte des Hintergrundes auf den ho¨chsten Intensita¨tswert konzentri-
eren, wa¨hrend die das Objekt repra¨sentierenden Grauwerte u¨ber den gesamten
zu Verfu¨gung stehenden Grauwertbereich (hier Q = 256) verteilt sind.
Grundsa¨tzlich sind der Phantasie bei der Wahl von fu¨r speziﬁsche Aufgaben
geeigneten Intensita¨tsskalierungskennlinien keine Grenzen gesetzt. Mit etwas
U¨bung kann man interaktiv unter zu Hilfenahme von Histogrammdarstellungen
oft befriedigende Resultate erzielen (siehe hierzu auch die U¨bersicht in /3.1,
3.2/).
3.1.3 Automatisiertes Einstellen von Intensita¨tstransformationskennlinien
Oft zieht man dem relativ zeitaufwendigen interaktiven Einstellen von Intensi-
ta¨tstransformationskennlinien eine automatische Skalierung vor. Hierfu¨r ist
die Deﬁnition eines Zielkriteriums (wie beispielsweise vorgegebener minima-
ler und maximaler Ausgangsintensita¨tswert, vorgegebener Intensita¨tsmittelwert
und/oder Intensita¨tsvarianz, usw.) notwendig. Ein ha¨uﬁg verwendetes glo-
bales Kriterium ist die Forderung, daß die Intensita¨tswerte des transformier-
ten Bildes mo¨glichst gleichma¨ßig u¨ber den gesamten zu Verfu¨gung stehenden
Grauwertbereich {0 ≤ f ≤ Q − 1} verteilt sind (engl. ’histogram equalisa-
tion’). Im Idealfall ha¨tte das Histogramm eines so transformierten Bildes kon-
stante Werte h(i) = MN/Q. Bedingt durch die quantisierte Natur der digi-
talen Grauwertrepra¨sentation la¨ßt sich dies im allgemeinen jedoch nicht errei-
chen. Beispielsweise mu¨ßte, um das Histogramm einzuebnen, ein Histogramm-
wert h(i)  MN/Q bei der Intensita¨t i in mehrere kleinere Werte bei verschie-
denen Intensita¨ten aufgespaltet werden, was mittels der in Gl.(3-2) deﬁnierten
Punktoperation prinzipiell nicht mo¨glich ist; diese verschiebt vielmehr nur die
Intensita¨tslage der einzelnen Histogrammlinien. Realisieren la¨ßt sich hingegen
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eine Intensita¨tstransformation, die die Intensita¨tswerte eines gegebenen Bildsig-
nals so vera¨ndert, daß das Histogramm des resultierenden Bildes in konstanten
Intensita¨tsintervallen eine na¨herungsweise konstante Zahl von Bildpunkten bein-
haltet. Intuitiv ist sofort einleuchtend, daß Intensita¨tsbereiche, in denen das His-
togramm des urspru¨nglichen Bildes hohe mittlere Werte annimmt, mit Kennlin-
ienabschnitten mit hoher Steigung transformiert werden mu¨ssen, um damit die
mittleren Ha¨uﬁgkeiten in diesen Intensita¨tsbereichen im transformierten Bild zu








genau diese Eigenschaft aufweist. Mit Hilfe einer geeigneten Normierung la¨ßt
sich damit aus dem Histogramm eines Bildes auf einfache Weise eine Ska-
lierungskennlinie erzeugen, die die Intensita¨tswerte des Eingangsbildes punkt-
weise so transformiert, daß das Ausgangsbild in konstanten Intensita¨tsintervallen
na¨herungsweise konstant viele Bildpunkte aufweist. Die diskrete Transforma-
tionskennlinie berechnet sich aus dem Histogramm h(i) des urspru¨nglichen Bildes
gema¨ß





Die Transformation selbst erfolgt dann wiederum nach Gl.(3-2) als Indizierung
des Vektors T (i) mit den Intensita¨tswerten der zu transformierenden Bildpunkte
als Index. In Bild 3.3b ist die Wirkungsweise dieser Transformation bei Anwen-
dung auf Bild 3.3a zu sehen. Die prima¨r bei niedrigen Intensita¨tswerten konzen-
trierten Helligkeitswerte der Bildpunkte (siehe Histogramm in Bild 3.3c wer-
den zu ho¨heren Intensita¨tswerten im Histogramm verschoben, wodurch sowohl
die mittlere Helligkeit als auch der Kontrast des urspru¨nglichen Bildes erho¨ht
wird. Bild 3.3d zeigt die Wirkung dieser Transformation im Histogramm des
intensita¨tstransformierten Bildes; in Bild 3.3e,f sind die zu Bild 3.3c,d geho¨rigen
kumulativen Verteilungsfunktionen dargestellt. Da die Verteilungsfunktion des
intensita¨tstransformierten Bildes eine (quantisierte) lineare Funktion ist, ist un-
mittelbar einzusehen, daß eine nochmalige Anwendung der oben beschriebenen
Methode auf Bild 3.3b keine Wirkung mehr ha¨tte. Abschließend sei noch be-
merkt, daß man die oben beschriebene Skalierungstechnik auch bereichsweise
bzw. lokal anwenden kann, was insbesondere bei Bildern mit hoher Intensita¨ts-
dynamik von Vorteil sein kann. In der Literatur wurden auch Intensita¨tstrans-
formationsmethoden beschrieben, mit deren Hilfe beliebig vorgebbare Histo-





Bild 3.3. Beispiel einer Histogrammeinebnung: (a) Originalbild, (b) verarbeitetes
Bild, (c), (d) zu (a), (b) korrespondierende Histogramme, (e), (f) zu (a), (b) korre-
spondierende Intensita¨tsverteilungsfunktionen.
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3.1.4 Kompensation o¨rtlich variierender Beleuchtungseinflu¨sse und Sensor-
empfindlichkeiten
Die bisher behandelten Skalierungsmethoden haben die gemeinsame Eigenschaft,
daß sie die Bildpunkte des zu verarbeitenden Bildes unabha¨ngig von ihren Ort-
skoordinaten gema¨ß einer fest vorgegebenen Kennlinie abbilden. Im Prinzip kann
die Form dieser Kennlinie in Abha¨ngigkeit von den Koordinatenwerten der zu
transformierenden Bildpunkte auch variabel sein. Einen einfachen Sonderfall
fu¨r eine derartige Punktoperation stellt die sogenannte Shading-Korrektur (engl.
’shading’→ Schattierung) dar, mit der o¨rtlich inhomogene Beleuchtungseinﬂu¨sse
sowie ortsvariante Sensorempﬁndlichkeiten bei der Bildgewinnung kompensiert
werden ko¨nnen. Hierbei geht man von der Vorstellung aus, daß das Bildsig-
nal f(m,n) das Produkt eines Reﬂexions- bzw. Transmissionssignals a(m,n)
mit einer ortsabha¨ngigen Beleuchtungsfunktion b(m,n) und einer ortsabha¨ngigen
Sensorempﬁndlichkeit e(m,n) ist:
f(m,n) = a(m,n)b(m,n)e(m,n) (3-9)
Da die interessierende Bildinformation im allgemeinen in der Signalkomponente
a(m,n) enthalten ist, mo¨chte man den Einﬂuß von b(m,n)e(m,n) auf das Bildsig-
nal mo¨glichst eliminieren. Dies kann bei gegebenen Bildaufnahmebedingungen
beispielsweise dadurch erreicht werden, daß man dem Bildgewinnungssystem ein
Testmuster mit konstanter Reﬂexion bzw. Transmission K1 anbietet und das so
erhaltene Signal
fREF (m,n) = K1b(m,n)e(m,n) (3-10)
als Referenzbild zur Kompensation der Beleuchtungs- bzw. Sensorinhomo-
genita¨ten verwendet. Die entsprechend ortsvariante Punktoperation fu¨r ein









wobei K2 ein konstanter Versta¨rkungsfaktor ist, der zweckma¨ßigerweise so
gewa¨hlt wird, daß f ′(m,n) den gesamten zu Verfu¨gung stehenden diskreten
Wertebereich {0, fmax} belegt. Ausgehend von der in Bild 3.4a gezeigten
Lichtmikroskopaufnahme stellt Bild 3.4c als Beispiel das Ergebnis einer derar-
tigen Inhomogenita¨tskompensation dar (Beispiel aus /3.4/); Bild 3.4b zeigt das
hierbei verwendete Referenzbild (Aufnahme ohne Pra¨parat).
Neben den multiplikativen Inhomogenita¨ten nach Gl.(3-9) ko¨nnen Bildsignale
auch mit additiven, o¨rtlich variierenden (Hintergrund-)Signalen c(m,n) u¨berla-
gert sein:
f(m,n) = Ka(m,n) + c(m,n) (3-12)
Ein Beispiel hierfu¨r ist die in Bild 3.4d dargestellte Fotographie einer Elek-





Bild 3.4. Korrektur von Beleuchtungs- und Sensorinhomogenita¨ten. (a), (d) Ori-
ginalbilder, (b), (e) Referenzsignale, (c), (f) korrigierte Bildsignale.
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varianten Signals c(m,n) wurde hier mit Hilfe einer lokalen schmalbandigen
Tiefpaßﬁlteroperation (siehe hierzu Abschnitt 3.2.1) ein Referenzbild cREF (m,n)
aus dem gesto¨rten Signal f(m,n) selbst abgeleitet (Bild 3.4e). Damit kann eine
subtraktive Inhomogenita¨tskompensation gema¨ß
f ′(m,n) = f(m,n)− cREF (m,n) + c¯REF ≈ Ka(m,n) (3-13)
durchgefu¨hrt werden, wobei c¯REF der Intensita¨tsmittelwert des erzeugten Refe-
renzbildes cREF (m,n) ist. Die Wirkung dieser Operation auf Bild 3.4d ist in
Bild 3.4f zu sehen.
3.2 Lokale Operationen im Ortsbereich
Lokale Operatoren bilden die Intensita¨tswerte f(i, j) innerhalb eines lokalen Bild-
bereiches Wmn gema¨ß eines zu deﬁnierenden Funktionalzusammenhanges O[ . ]
in die Ausgangsbildelemente g(m,n) = O[f(i, j)] mit (i, j) ∈ Wmn ab (siehe
Bild 3.5). Die Form des Operatorfensters Wmn wird meist intuitiv festgelegt;
gebra¨uchlich sind beispielsweise rechteckfo¨rmige Operatoreinzugsbereiche
Wmn = {(i, j) : m−∆m ≤ i ≤ m + ∆m ∩ n−∆n ≤ j ≤ n + ∆n} (3-14)
Bild 3.5. Prinzip lokaler Operatoren.
kreuzfo¨rmige Operationsfenster
Wmn = {(i,j) : (m−∆m ≤ i ≤ m + ∆m ∩ j = n)∪
∪ (i = m ∩ n−∆n ≤ j ≤ n + ∆n)} (3-15)









Auch die Gro¨ße des Operatorfensters (Parameter ∆m,∆n bzw. r in obigen Gln.)
wird meist intuitiv gewa¨hlt. Oft werden lokale Operatoren iterativ angewendet





mit k = 2, 3, 4, . . .
wodurch implizit eine schrittweise Vergro¨ßerung der Einzugsbereiche erreicht
wird; hierdurch la¨ßt sich auf Kosten der Freiheitsgrade der zu realisierenden Op-
erationen Rechenaufwand einsparen. Aufgrund ihrer Struktur eignen sich fu¨r eine
schnelle Realisierung lokaler Operatoren insbesondere parallel arbeitende Prozes-
soren; bei Verwendung von sequentiellen Prozessoren wird das Operatorfenster
Punkt fu¨r Punkt und Zeile fu¨r Zeile u¨ber das zu verarbeitende Bild ”geschoben”
und so fu¨r jedes Indextupel (m,n) ein neues Ausgangsbildelement g(m,n) aus
den sich u¨berlappenden Einzugsbereichen berechnet.
3.2.1 Lineare Gla¨ttungsoperatoren
Sehr oft sind Bilddaten mit breitbandigen Sto¨rsignalen u¨berlagert (Quanten-,
Sensor-, U¨bertragungs-, Quantisierungsrauschen, usw.). Um den sto¨renden Ein-
ﬂuß der damit verbundenen, im allgemeinen feinstruktuierten Intensita¨tsﬂuk-
tuationen zu reduzieren, werden ha¨uﬁg lineare Gla¨ttungsoperatoren auf die
verrauschten Bildsignale angewendet. Diese entsprechen einer Faltungsoper-
ation des Bildsignals f(m,n) mit einer lokalen Impulsantwort h(m,n) oder
einer Multiplikation des Ortsfrequenzspektrums F (k, l) von f(m,n) mit der zu
h(m,n) korrespondierenden U¨bertragungsfunktion H(k, l) (siehe auch Bild 2.16).
Bild 3.6 zeigt den Zusammenhang zwischen drei gebra¨uchlichen Gla¨ttungsﬁlter-
impulsantworten mit nach /2.5/ deﬁnierter a¨quivalenter Bandbreite und ihren
korrespondierenden U¨bertragungsfunktionen (M = N = 128).
Die dargestellte Spalttiefpaßimpulsantwort (Bild 3.6 linke Spalte) entspricht ei-
ner einfachen lokalen Mittelung von Bildelementen innerhalb des gema¨ß Gl.(3-
14) mit ∆m = ∆n = 2 deﬁnierten Operatorfensters mit konstanten Gewich-
ten h(m,n) = konst. = 1/25. In Abschnitt 2.1.3 wurde bereits gezeigt, daß
das hierzu korrespondierende Ortsfrequenzspektrum eine zweidimensionale si-
Funktion ist; sie ist in Bild 3.6 bildlich bzw. als Funktionsschnitt logarithmisch
mit drei Dekaden dargestellt. Wie aus Bild 3.6 hervorgeht, wird demgema¨ß
bei einer lokalen Mittelung eines Bildsignals u¨ber 5 × 5 Bildelemente das zu-
geho¨rige Ortsfrequenzspektrum am Rand des dargestellten Bereiches um etwa
den Faktor 1/10 geda¨mpft. Zusammen mit den in Abschnitt 2.3.3 angestellten
U¨berlegungen hat dies zur Folge, daß hierdurch hochfrequentes Rauschen aber
eben auch feinstrukturierte Bilddetails im Bild unterdru¨ckt werden. Um die
Wirkungsweise lokaler Gla¨ttungsoperatoren zu demonstrieren, wurde das in Bild
3.7a gezeigte Portraitfoto mit weißem gaußschen Rauschen (d.h. na¨herungsweise
gaußfo¨rmige Amplitudenverteilung und na¨herungsweise konstantes Leistungs-
spektrum) additiv u¨berlagert (Bild 3.7b). In Bild 3.7c ist die Wirkung der
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Bild 3.6. Fourierkorrespondenzen des idealen Tiefpasses (linke Spalte), des Gauß-
tiefpasses (Mitte) und des Kegeltiefpasses (rechts).
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Spalttiefpaßoperation auf das verrauschte Bild 3.7b gezeigt. Durch Vorgabe von
∆m und ∆n hat man die Mo¨glichkeit, sich einen visuell mehr oder weniger be-
friedigenden Kompromiß zwischen Rauschunterdru¨ckung einerseits und Erhal-
tung der urspru¨nglichen Bildscha¨rfe andererseits zu wa¨hlen.
In Bild 3.6 (mittlere Spalte) ist die Fourierkorrespondenz einer lokal realisierten
gaußfo¨rmigen Impulsantwort (1/e-Abfall nach 2, 8 Abtastintervallen) mit ihrer
zugeho¨rigen U¨bertragungsfunktion dargestellt. Aus Rechenaufwandsgru¨nden ist
bei der Ausfu¨hrung der Faltungsoperation das Operatorfenster gema¨ß Gl.(3-14)
mit ∆m = ∆n = 4, also auf 9 × 9 Bildelemente begrenzt worden, wodurch ein
Abschneidefehler der im Prinzip unendlich ausgedehnten Gaußfunktion entsteht.
Die realisierte Impulsantwort kann daher als das Produkt einer 9×9 Fenster-
funktion mit der idealen unendlich ausgedehnten gaußschen Impulsantwort ange-
sehen werden. Dies entspricht im Ortsfrequenzbereich einer Faltungsopera-
tion der korrespondierenden Spektren (zweidimensionale Gaußfunktion mit einer
zweidimensionalen si-Funktion), woraus sich eine Erkla¨rung fu¨r die Abweichung
der U¨bertragungsfunktion in Bild 3.6 des im Ortsbereich lokal realisierten Oper-
ators gegenu¨ber der gema¨ß Abschnitt 2.1.3 berechneten rotationssymmetrischen
idealen gaußfo¨rmigen U¨bertragungsfunktion ergibt. Die Wirkungsweise dieses
Operators bei Anwendung auf das in Bild 3.7b dargestellte Testbild zeigt Bild
3.7d.
Bild 3.6 (rechte Spalte) zeigt als weiteres Beispiel einer lokalen Gla¨ttungs-
operation eine kegelfo¨rmige rotationssymmetrische Impulsantwort mit einem
Einzugsbereich gema¨ß Gl.(3-16) (r = 4, 3 Abtastintervalle) und ihre korres-
pondierende U¨bertragungsfunktion. Man erkennt, daß der Zusammenhang
in Gl.(2-10), wonach rotationssymmetrische Ortsfunktionen rotationssymme-
trische Ortsfrequenzspektren haben und umgekehrt, im diskreten Fall nur na¨her-
ungsweise zutriﬀt. Ein Verarbeitungsbeispiel mit dem Kegeltiefpaß zeigt Bild
3.7e.
3.2.2 Medianfilter
Wie in Abschnitt 3.2.2 erwa¨hnt, stellt die Verbesserung verrauschter Bildsig-
nale mittels ortsinvarianter Tiefpaßﬁlteroperationen ”nur” einen Kompromiß
zwischen der Unterdru¨ckung des dem Bildsignal u¨berlagerten Rauschens einer-
seits und der Erhaltung feiner Bildstrukturen andererseits dar. Ein Opera-
tor, der diesen Nachteil weitgehend vermeidet, ist das sogenannte Medianﬁlter
/3.6-3.9/. Hierbei werden die p Elemente (p sei der Einfachheit halber als
ungerade ganze Zahl angenommen) innerhalb eines lokalen Operatorfensters der
Gro¨ße nach geordnet; das resultierende Ausgangsbildelement ist dann jeweils der
(p + 1)/2−gro¨ßte Wert dieser Reihe. Dieses Verfahren beseitigt alle Struktu-
ren vollsta¨ndig, deren Ausdehnung innerhalb des Operatorfensters nicht mehr
als (p − 1)/2 Bildpunkte betragen (z.B. Linien, Punkte, Ecken, etc.). Hell/
Dunkelkanten bleiben hingegen bei der Medianﬁlterung erhalten, werden also
im Gegensatz zu den in Abschnitt 3.2.1 behandelten Gla¨ttungsoperatoren nicht
verunscha¨rft.




Bild 3.7. Verarbeitungsbeispiele mit lokalen Tiefpa¨ssen: (a) Originalbild, (b) ge-
sto¨rtes Bild; Ergebnisse mit (c) Spalttiefpaß, (d) Gaußtiefpaß, (e) Kegeltiefpaß, (f)
Medianfilter.
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Bild 3.7f zeigt die Wirkungsweise der Medianﬁlterung mit einem Operatorfenster
gema¨ß Gl.(3-14) mit ∆m = ∆n = 2 bei Anwendung auf Bild 3.7b. Im Vergleich
zu den linearen Gla¨ttungsoperatoren ist zu sehen, daß das relativ gute Verhal-
ten dieses Verfahrens bei abrupten Intensita¨tskanten mit treppenartigen Struk-
turen in Bildbereichen mit urspru¨nglich nur langsam variierenden Grauwerten
erkauft wird. Das Verhalten der nichtlinearen Medianﬁlteroperation la¨ßt sich mit
den Methoden der linearen Systemtheorie nicht beschreiben; vielmehr sind hier
spezielle deterministische /3.8/ und statistische /3.9/ Beschreibungsmethoden
ada¨quat.
3.2.3 Signaladaptive Gla¨ttungsoperatoren
Der Nachteil linearer ortsinvarianter Tiefpaßﬁlter, nicht nur hochfrequentes
Rauschen, sondern ebenso hochfrequente Bildstrukturen (Bilddetails, abrupte
Hell/Dunkelkanten) zu unterdru¨cken, sowie die Artefaktbildung nichtlinearer
Medianﬁlter in Bildbereichen mit niederfrequenten Intensita¨tsﬂuktuationen kann
mit signalabha¨ngigen ortsvarianten Gla¨ttungsoperatoren weitgehend vermieden
werden. Hierbei geht man von der naheliegenden Vorstellung aus, daß sich
die meisten natu¨rlichen Bildsignale in Bildbereiche mit relativ niederfrequenten
Grauwertﬂuktuationen und in Bereiche mit abrupten Hell/Dunkelu¨berga¨ngen in
verschiedenen Orientierungen unterteilen lassen /3.10/. In /2.34/ wurde ein Ver-
fahren vorgeschlagen, das zuna¨chst Bereiche mit Hell/Dunkelu¨berga¨ngen mittels
eines einfachen Gradientenoperators (siehe Abschnitt 5.2) und anschließender
Schwellwertoperation im gesto¨rten Bild identiﬁziert (siehe Bild 3.8).
Bild 3.8. Prinzip der signaladaptiven Bildgla¨ttung.
Ein Beispiel fu¨r die Scha¨tzung horizontaler und vertikaler Kanten im gesto¨rten
Testbild 3.9a ist in Bild 3.9g und Bild 3.9h gezeigt; Bild 3.9i repra¨sentiert Bild-
bereiche mit horizontalen und vertikalen Kantenstrukturen.
Die Information u¨ber die lokalen Signaleigenschaften kann nun im weiteren zur
Steuerung eines Gla¨ttungsﬁlters mit variabler Impulsantwort verwendet werden
(siehe Bild 3.8). Die Bilder 3.9j,k zeigen jeweils Beispiele lokal angewendeter





Bild 3.9. Vergleich von homogener und signaladaptiver Bildgla¨ttung. (a) Gesto¨rtes
Testmuster; Ergebnis der (b) homogenen und (c) signaladaptiven Tiefpaßfilterung; (d),
(e), (f) zu (a), (b), (c) korrespondierende Intensita¨tsprofile; (g), (h), (i) Darstellung
der Steuerfunktionen; (j), (k), (l) verwendete Impulsantworten bei der signaladaptiven
Filterung.
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Impulsantworten in Bildbereichen mit gescha¨tzten horizontalen bzw. vertikalen
Kanten; Bild 3.9l zeigt die Impulsantwort in als homogen gescha¨tzten Bild-
bereichen (dunkle Bildpunkte der in Bild 3.9i dargestellten Steuerfunktion). Die
drei unterschiedlichen Impulsantworten wurden rekursiv realisiert und auf das in
Bild 3.9a dargestellte Testmuster gema¨ß der in Bild 3.9g,h,i gezeigten Steuerfunk-
tion durch ”Umschalten” der jeweiligen Filterkoeﬃzienten in Gl.(2-188) (siehe
auch Abschnitt 4.5.2) angewendet /2.34/.
Das Resultat dieser signalabha¨ngigen Gla¨ttungsoperation ist in Bild 3.9c dar-
gestellt. Zum Vergleich zeigt Bild 3.9b das Filterergebnis einer ortsinvarianten
lokalen Gaußtiefpaßoperation mit einer im Sinne der minimalen quadratischen
Abweichung zum ungesto¨rten Testmuster optimal eingestellten Bandbreite. Wie
auch aus den darunter dargestellten Zeilenschnitten (Bilder 3.9d,e,f) hervorgeht,
ist die mit signalabha¨ngigen Gla¨ttungsoperatoren erreichbare Verbesserung ge-
genu¨ber ortsinvarianten Filtermethoden erheblich ho¨her (siehe auch /3.11-3.15/;
in /3.16, 3.17/ werden zusa¨tzlich psychophysische Wahrnehmungseigenschaften
des Menschen modellhaft in Bildverbesserungsverfahren miteinbezogen).
3.2.4 Bildverscha¨rfungsoperatoren
Mit Bildverscha¨rfungsoperatoren werden im allgemeinen hochfrequente Details,
wie kleine Objekte und Hell/Dunkelkanten, aber auch eventuell u¨berlagerte
Sto¨rungen wie Signalrauschen, im Bildsignal hervorgehoben. A¨hnlich wie bei
den in Abschnitt 3.2.1 beschriebenen Gla¨ttungsoperatoren sind die Realisierungs-
mo¨glichkeiten als lokale Faltungsﬁlter nahezu unbegrenzt. Die Impulsantworten
mu¨ssen jedoch die Eigenschaft haben, daß sie niedere Ortsfrequenzanteile im
Bild sta¨rker da¨mpfen als hohe, d.h., die korrespondierenden U¨bertragungsfunk-
tionen mu¨ssen bei niederen Ortsfrequenzen kleinere Amplituden haben als bei
hohen. Die intuitive Wahl der Impulsantwortabtastwerte innerhalb eines lokalen
Operatorfensters scheint hier nicht mehr ohne weiteres mo¨glich zu sein. Es gibt
jedoch eine einfache Mo¨glichkeit, sich aus den bekannten Tiefpaßﬁlteroperatoren
Bildverscha¨rfungsoperatoren abzuleiten. Dies ist in Bild 3.10 (oben) dargestellt.
Aus dem Eingangssignal f(m,n) kann mittels eines lokalen Gla¨ttungsoperators
eine Tiefpaßversion fTP (m,n) des Eingangsbildes
fTP (m,n) = f(m,n) ∗ ∗ hTP (m,n) (3-18)
erzeugt werden. Diese wird anschließend von einem Vielfachen des Eingangssig-
nals subtrahiert, was zu einer Hochpaßversion fHP (m,n) des urspru¨nglichen Sig-
nals f(m,n) fu¨hrt
fHP (m,n) = (Konst.) f(m,n)− fTP (m,n) (3-19)
Mit Gl.(2-46) und Gl.(3-18) la¨ßt sich Gl.(3-19) auch schreiben als
fHP (m,n) = f(m,n) ∗ ∗ [(Konst.) δ(m,n)− hTP (m,n)]
= f(m,n) ∗ ∗ hTP (m,n) (3-20)
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Bild 3.10. Zur Realisierung von Filtern mit Hochpaßcharakteristik unter Verwendung
bekannter Tiefpaßfilter; (oben) Blockdiagramm; (unten) Signale im Orts- und Ortsspek-
tralbereich.
wobei der in der rechteckigen Klammer stehende Ausdruck die Impulsantwort
hHP (m,n) des Bildverscha¨rfungsoperators ist. Mit Gl.(2-48) ergibt sich aus
Gl.(3-20) fu¨r die korrespondierende U¨bertragungsfunktion
hTP (m,n) ◦=• HHP (k, l) = (Konst.)−HTP (k, l) (3-21)
Dieser Zusammenhang ist in Bild 3.10 (unten) veranschaulicht, wobei als Tief-
paßimpulsantwort hTP (m,n) ein Spalttiefpaß mit korrespondierender si-U¨ber-
tragungsfunktion HTP (k, l) gewa¨hlt wurde. Man erkennt, daß die resultierende
U¨bertragungsfunktion HHP (k, l) genau die gewu¨nschten Eigenschaft aufweist,
na¨mlich hochfrequente Signalanteile bevorzugt zu u¨bertragen.
Der Eﬀekt dieser Operation ist in Bild 3.11 anhand eines unscharf aufgenomme-
nen Objektes dargestellt ((Konst.) = 2, Spalttiefpaß mit Wmn gema¨ß Gl.(3-14)
80 3 Bildverbesserungsverfahren
(a) (b)
Bild 3.11. Bildverscha¨rfungsbeispiel mit lokalem Hochpaßfilter.
mit ∆m = ∆n = 7). Die Wahl einer geeigneten Tiefpaßﬁlterimpulsantwort (es
ko¨nnen im Prinzip auch nichtlineare Operatoren verwendet werden, obwohl dann
eine systemtheoretische Analyse gema¨ß Gln.(3-18) bis (3-21) nicht mehr mo¨glich
ist), sowie die Wahl der Konstanten in Gl.(3-20) bzw. Gl.(3-21) zur Konstruktion
von Bildverscha¨rfungsoperatoren wird meist intuitiv unter visueller Kontrolle
vorgenommen.
3.3 Bildverbesserung im Ortsfrequenzbereich
Wie bereits in den Abschnitten 2.3.2 und 2.3.7 gezeigt, lassen sich lineare Fil-
terungen nicht nur mit den in Abschnitt 3.2 behandelten linearen ortsinvarianten
lokalen Operatoren im Ortsbereich, sondern mit Hilfe der schnellen Fourier-
transformation auch im Ortsfrequenzbereich durchfu¨hren. Die Wahl wird im
wesentlichen von Aufwandsu¨berlegungen bei der Realisierung abha¨ngen. Bei Op-
eratoren mit o¨rtlich gering ausgedehnten Impulsantworten ist eine Verarbeitung
direkt im Ortsbereich mittels Faltung zu bevorzugen, da hierbei keine rechen-
intensiven Hin- und Ru¨cktransformationen no¨tig sind. Wie in Abschnitt 2.3.7
erwa¨hnt, kommt eine Verarbeitung im Ortsfrequenzbereich bei der Realisierung
linearer ortsinvarianter Filter mit o¨rtlich weit ausgedehnten Impulsantworten in
Betracht; sie zeigt daru¨ber hinaus anschaulich die Wirkungsweise von Filterop-
erationen im Spektralbereich.
3.3.1 Lineare Tiefpaßfilter
Die Wirkungsweise linearer ortsinvarianter Tiefpaßﬁlter zur Sto¨rsignalunter-
dru¨ckung in Bildern wurde bereits in Abschnitt 3.2.1 diskutiert. Die drei in Bild
3.6 dargestellten lokalen Operatoren ko¨nnen ebenso auch im Ortsfrequenzbereich
mittels Multiplikation der jeweils korrespondierenden U¨bertragungsfunktion mit
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(a) (b)
(c) (d)
Bild 3.12. Ungesto¨rtes (a) und gesto¨rtes (c) Testbild und korrespondierende Orts-
frequenzspektren (b), (d).
dem zu ﬁlternden Bildspektrum und anschließender Ru¨cktransformation real-
isiert werden.
Um die Wirkung von Sto¨rung und Bildverbesserung in der Ortsfrequenzebene
zu zeigen, wurde das in Bild 3.12a dargestellte Testbild mit starkem weißen
gaußschem Rauschen (Standardabweichung: σ = 50 Intensita¨tseinheiten bei
8 Bit Grauauﬂo¨sung) additiv u¨berlagert (Bild 3.12c). Wie aus den spek-
tralen Darstellungen des gesto¨rten und ungesto¨rten Testbildes hervorgeht, wird
dadurch dem Nutzsignalspektrum in Bild 3.12b ein Sto¨rsignalplateau mit kon-
stanter mittlerer Amplitude u¨berlagert (siehe Bild 3.12d). Die U¨berlagerung
erfolgt leistungsma¨ßig additiv, da Sto¨r- und Nutzsignal in der hier darge-
stellten Simulation miteinander unkorreliert sind. Die Rauschunterdru¨ckung
mittels Tiefpaßﬁlterung la¨uft nun darauf hinaus, im Ortsfrequenzspektrum des
gesto¨rten Signals jene Spektralwerte zu unterdru¨cken, deren Energie prima¨r vom





Bild 3.13. Filterergebnisse mit (a) idealem Tiefpaß, (c) Gaußtiefpaß, (e) Pruningfilter
und (b), (d), (f) korrespondierenden Spektren.
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werden kann, ist der sogenannte rotationssymmetrische ideale Tiefpaß mit der
U¨bertragungsfunktion




k2 + l2 < wo
0 sonst
(3-22)
und der Bandbreite wo. Das Ergebnis nach Anwendung dieses Filters auf
das Spektrum des gesto¨rten Bildes (Bild 3.12d) ist in Bild 3.13b gezeigt; das
zugeho¨rige Ortssignal nach der Fourierru¨cktransformation zeigt Bild 3.13a. Ob-
wohl die Bandbreite wo des idealen Tiefpaß hierbei so eingestellt wurde, daß
sich zwischen den in Bild 3.12a und Bild 3.13a dargestellten Bildern eine mini-
male quadratische Abweichung ergab (dies ist nur in der Simulationssituation
exakt mo¨glich, da man hier das urspru¨ngliche Signal kennt), ist die damit
erreichte Bild-”Verbesserung” nur unbefriedigend. Das Filterergebnis in Bild
3.13a ist mit starken Grauwertﬂuktuationen u¨berlagert; der Grund hierfu¨r wird
unmittelbar klar, wenn man sich vergegenwa¨rtigt, daß eine Multiplikation im
Ortsfrequenzbereich mit der U¨bertragungsfunktion in Gl.(33-22) einer Faltungs-
operation des verrauschten Signals mit der zu Gl.(3-22) korrespondierenden
Besselfunktion erster Ordnung (siehe Gl.(2-63)) entspricht; die starken ”U¨ber-
schwinger” bzw. ”Unterschwinger” der Besselfunktion erzeugen, wie aus Bild
3.13a hervorgeht, starke, visuell sto¨rende Artefakte (obwohl Bild 3.13a im Sinne
des mittleren Fehlerquadrates dem urspru¨nglichen Bild 3.12a wesentlich a¨hnlicher
ist als dies bei dem verrauschten Bild 3.12c der Fall ist).
Es ist naheliegend und interessant zugleich, zur Sto¨runterdru¨ckung des ver-
rauschten Testbildes anstelle des in Gl.(3-22) deﬁnierten Filters mit steil ab-
fallenden Flanken eine U¨bertragungsfunktion zu verwenden, dessen korrespon-
dierende Impulsantwort im Ortsbereich keine U¨berschwinger aufweist. Dies ist
beispielsweise beim Gaußtiefpaß der Fall
HGTP (k, l) = exp
[−(k2 + l2)/w2o] (3-23)
der, wie in Gl.(2-58) gezeigt wurde, wiederum mit einer gaußfo¨rmigen Impuls-
antwort korrespondiert. Stellt man wo in Gl.(3-23) wieder im Sinne des minima-
len mittleren quadratischen Fehlers optimal fu¨r das Testsignal bzw. Testspek-
trum in Bild 3.12c,d ein und wendet es auf dieses an, so ergibt sich ein Filterergeb-
nis, das in Bild 3.13c,d dargestellt ist. Wie zu erwarten, ist die Artefaktbildung
gegenu¨ber Bild 3.13a,b zwar vermindert; die subjektiv empfundene Bildqualita¨t
la¨ßt jedoch immer noch zu wu¨nschen u¨brig. Mit einer relativ willku¨rlichen Wahl
von U¨bertragungsfunktionen kommt man selbst bei optimal eingestellten Band-
breiten bei derart starken Sto¨rungen in Bildsignalen meist nicht sehr viel weiter.
In Kapitel 4 wird gezeigt, wie mit einer Optimierung der U¨bertragungsfunktionen
hinsichtlich des Signal-Rausch-Verha¨ltnisses auf der Basis von Signalmodellen




Neben der im vorherigen Abschnitt beschriebenen linearen Filterung lassen sich
auch nichtlineare Methoden zur Sto¨rsignalunterdru¨ckung im Ortsfrequenzbereich
anwenden. Beispielsweise ist es naheliegend, das im Spektralbereich durch die
Sto¨rung bedingte Rauschplateau mit der mittleren Amplitude R¯ im Spektrum
des gesto¨rten Bildes (vergl. Bild 3.12d mit Bild 3.12b) durch leistungsma¨ßige
Subtraktion wieder zu eliminieren bzw. ”abzuschneiden” (engl. ’pruning’ → ab-
schneiden) /3.18, 3.19/. Da die Amplitude des dem Nutzspektrum u¨berlagerten
Rauschspektrums sehr starke Fluktuationen aufweist, muß man dafu¨r Sorge
tragen, daß durch die Subtraktion des Mittelwertes R¯2 vom gesto¨rten Bild-
leistungsspektrum |FR(k, l)|2 keine Phasenumkehr (um 180o) der komplexen Ab-
tastwerte im resultierenden Bildspektrum FPRUN (k, l) auftritt. Damit ergibt
sich fu¨r die nichtlineare Pruningﬁlteroperation zwischen dem Eingangsspektrum
FR(k, l) und dem Ausgangsspektrum FPRUN (k, l) der Zusammenhang
|FPRUN (k, l)| =
{√
|FR(k, l)|2 − R¯2 fu¨r |FR(k, l)| > R¯
0 sonst
ϕ[FPRUN (k, l)] = ϕ[FR(k, l)]
(3-24)
Eingangsspektrum und Ausgangsspektrum sind also phasenidentisch, wa¨hrend
Werte des Amplitudenspektrums, die gro¨ßer als die mittlere Rauschamplitude
R¯ sind, um R¯ leistungsma¨ßig im Ausgangsspektrum vermindert sind. R¯ la¨ßt
sich in vielen Fa¨llen aus dem gesto¨rten Bildspektrum FR(k, l) bei hohen Ortsfre-
quenzen abscha¨tzen, da dort die Nutzsignalanteile gegenu¨ber dem Rauschen in
der Regel vernachla¨ssigbar klein sind. Da die gema¨ß Gl.(3-24) subtrahierte mit-
tlere Sto¨renergie R¯2 insbesondere bei schmalbandigen Objektspektren und hohen
Sto¨renergien hinsichtlich einer optimalen Rauschunterdru¨ckung im quadratis-
chen Sinne in der Regel zu gering ist, empﬁehlt es sich, ein in Abha¨ngigkeit
von der Sto¨renergie und Beschaﬀenheit des Nutzsignalspektrums experimentell
zu ermittelndes Vielfaches λR¯ mit λ >∼ 1 der mittleren Rauschamplitude in
Gl.(3-24) zu verwenden (siehe hierzu Bild 3.14).
Bild 3.14. Zum Prinzip der Pruningfilterung.
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(a) (b)
Bild 3.15. (a) Typische Ein/Ausgangskennlinie der Spektralamplituden beim Prun-
ingfilter; (b) Rauschunterdru¨ckung des Pruningfilters in Abha¨ngigkeit vom Korrektur-
faktor und der Sto¨rsignalenergie.
Den Zusammenhang zwischen Eingangsspektralwerten FR(k, l) und den pru-
ninggeﬁlterten Werten FPRUN (k, l) zeigt Bild 3.15a; in Bild 3.15b ist als
Beispiel fu¨r das in Bild 3.12a dargestellte Testbild die experimentell ermit-
telte Bildverbesserung Q/Qo (Verha¨ltnis der quadratischen Abweichung des
pruninggeﬁlterten Bildes vom ungesto¨rten Testbild Q zur quadratischen Abwe-
ichung des gesto¨rten ungeﬁlterten Testbildes zum urspru¨nglichen Testbild Qo)
in Abha¨ngigkeit vom Korrekturfaktor λ und der Standardabweichung σ des
u¨berlagerten Rauschsignals aufgetragen. Fu¨r λ = 2, 2 und σ = 50 zeigt Bild
3.13f das pruninggeﬁlterte Spektrum des in Bild 3.12c dargestellten Testsignals
und Bild 3.13e das hierzu korrespondierende Ortssignal. Im Vergleich zu den im
vorherigen Abschnitt behandelten linearen Filterverfahren wird deutlich, daß im
hier gewa¨hlten Beispiel mit Pruningﬁltern eine bessere Trennung zwischen Nutz-
und Sto¨rsignalenergien im Spektrum mo¨glich ist, weshalb im Ortsbereich dom-
inante Strukturen selbst bei starkem Rauschen nach der Filterung noch relativ
gut wiedergegeben werden.
3.3.3 Homomorphe Bildfilterung
Die in Abschnitt 3.1.4 entwickelte Modellvorstellung, wonach ein Bild f(m,n)
als Produkt eines Reﬂexions- bzw. Transmissionsanteils a(m,n) mit einer
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Beleuchtungsfunktion b(m,n) aufgefaßt werden kann
f(m,n) = a(m,n)b(m,n) (3-25)
(die Empﬁndlichkeit e(m,n) des Bildaufnahmesystems in Gl.(3-9) sei hier der
Einfachheit halber als konstant gleich 1 angenommen), la¨ßt sich mit Vorteil bei
der simultanen Dynamikreduktion und Kontrastversta¨rkung in Bildern mittels
der nichtlinearen, sogenannten homomorphen Filterung anwenden /3.20-3.23/.
Durch die Logarithmierung des Signals f(m,n)












= a′(m,n) + b′(m,n) (3-26)
Bild 3.16. Typische U¨bertragungsfunktion zur Verminderung/Erho¨hung des Kon-
trastes in niederfrequenten/hochfrequenten Bildbereichen mit Hilfe von homomorphen
Filtern.
lassen sich die Reﬂexions- bzw. Transmissionskomponenten und die Beleuch-
tungseinﬂu¨sse im Signal als Summe darstellen. Die Fouriertransformation von
f ′(m,n) ergibt
F ′(k, l) = F{ln(a(m,n))}+ F{ln(b(m,n))} = A′(k, l) + B′(k, l) (3-27)
Da man im allgemeinen davon ausgehen kann, daß die Beleuchtung b(m,n) eine
in großen Bildbereichen konstante oder zumindest o¨rtlich langsam variierende
Funktion ist, hat das zu b′(m,n) korrespondierende Fourierspektrum B′(k, l)
prima¨r bei niederen Ortsfrequenzen im Spektrum F ′(k, l) einen nennenswerten
Anteil. Da andererseits der Reﬂexions- bzw. Transmissionsanteil a(m,n) in
der Regel feinstrukturierte Objekte repra¨sentiert, hat das zu a′(m,n) korrespon-
dierende Fourierspektrum A′(k, l) insbesondere Spektralanteile bei hohen Orts-
frequenzen in F ′(k, l). A′(k, l) bzw. B′(k, l) lassen sich somit na¨herungsweise
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durch Filterung von F ′(k, l) getrennt versta¨rken bzw. da¨mpfen.
G′(k, l) = F ′(k, l)H(k, l) = A′(k, l)H(k, l) + B′(k, l)H(k, l) (3-28)




1 fu¨r k = 0 ∩ l = 0
γ1 − (γ1 − γ2) exp
(−(k2 + l2)/γ23) sonst (3-29)
Bild 3.17. Verarbeitungsschritte bei der homomorphen Bildfilterung.
Ein Schnitt dieser rotationssymmetrischen Funktion ist in Bild 3.16 dargestellt.
Nach Ru¨cktransformation von G′(k, l) in den Ortsbereich ergibt sich
g′(m,n) = F -1{G′(k, l)} = F -1{A′(k, l)H(k, l)}+ F -1{B′(k, l)H(k, l)}
= a′′(m,n) + b′′(m,n) (3-30)
(a) (b)
Bild 3.18. Verarbeitungsbeispiel mit homomorphem Filter; (a) Original, (b) Filter-
ergebnis.
Eine anschließende Delogarithmierung von g′(m,n) komplettiert dann die homo-
morphe Filterung:
g(m,n) = exp (g′(m,n)) = exp (a′′(m,n) + b′′(m,n)) (3-31)
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Wie man sieht folgt fu¨r a′′(m,n)  b′′(m,n), daß g(m,n) ≈ a(m,n) ist, was in
der Praxis, da sich A′(k, l) und B′(k, l) immer spektral bis zu einem gewissen
Grad u¨berlappen, natu¨rlich nur na¨herungsweise erreicht werden kann. Die fu¨r
die homomorphe Filterung notwendigen Verarbeitungsschritte sind in Bild 3.17
dargestellt. Daß man mit der beschriebenen Methode beispielsweise Beleuch-
tungseinﬂu¨sse hoher Dynamik in ihrer Wirkung zugunsten einer lokalen Kon-
trastversta¨rkung stark reduzieren kann, zeigt das in Bild 3.18 dargestellte Ver-
arbeitungsbeispiel. Die Parameter der U¨bertragungsfunktion in Gl.(3-29) sind
hierbei intuitiv zu γ1 = 1, γ2 = 0.1, γ3 = 12.5 (M = N = 256) gewa¨hlt worden.
Kapitel 4
BILDRESTAURATIONSVERFAHREN
Unter Bildrestauration versteht man die Verbesserung von Bildsignalen im Sinne
quantitativ deﬁnierter Kriterien (im Gegensatz zu den subjektiven Kriterien
im vorhergehenden Kapitel). Hierzu wird im na¨chsten Abschnitt zuna¨chst ein
einfaches lineares ortsinvariantes Signalmodell eingefu¨hrt, das den Zusammen-
hang zwischen der urspru¨nglichen, die Bildszene repra¨sentierenden Helligkeits-
verteilung und dem mit Hilfe eines technischen Systems gewonnenen Bildsig-
nal reﬂektiert. Hierauf aufbauend werden dann in den folgenden Abschnit-
ten verschiedene grundlegende Restaurationsprinzipien diskutiert und ihre Leis-
tungsfa¨higkeit jeweils anhand von zahlreichen Simulationsbeispielen demonstri-
ert.
4.1 Ein einfaches Signalmodell zur Bilddegradation
Ein ha¨uﬁg verwendetes lineares Signalmodell zeigt Bild 4.1 (oben). Das ur-
spru¨ngliche Signal f(x, y) wird den nichtidealen Abbildungseigenschaften des
Bildaufnahmesystems entsprechend mit der Systemantwort h(x, y, ξ, η) zuna¨chst
in ein Signal f ′(x, y) umgewandelt:
f ′(x, y) =
∫∫
f(ξ, η)h(ξ, η, x, y) dξ dη (4-1)
Unter der Annahme, daß das Abbildungssystem ortsinvariant ist, d.h., die Ab-
bildungseigenschaften unabha¨ngig von den Ortskoordinaten x, y sind und damit
die Wirkung der Impulsantwort nur von den Koordinatendiﬀerenzen x− ξ, y− η
abha¨ngt, reduziert sich Gl.(4-1) auf das aus Abschnitt 2.1.2 Gl.(2-32) bekannte
Faltungsintegral
f ′(x, y) =
∫∫
f(ξ, η)h(x − ξ, y − η) dξ dη (4-2)
Die additive U¨berlagerung von f ′(x, y) mit dem Rauschsignal r(x, y), das hier
zuna¨chst als signalunabha¨ngig angenommen sei, repra¨sentiert zufa¨llige Intensi-
ta¨tsﬂuktuationen des Signals, wie sie beispielsweise durch den photoelektrischen
Prozeß bei der Bildaufnahme mit Fernsehkameras, usw., entstehen. Mit Gl.(4-2)
ergibt sich damit fu¨r das in Bild 4.1 gezeigte kontinuierliche Signalmodell die
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Bild 4.1. Kontinuierliches lineares Signalmodell zur Bilddegradation.
Beziehung
f ′′(x, y) =
∫∫
f(ξ, η)h(x− ξ, y − η) dξ dη + r(x, y) (4-3)
In der kontinuierlichen Ortsfrequenzebene korrespondiert Gl.(4-3) gema¨ß Gl.(2-
32) mit
F ′′(u, v) = F (u, v)H(u, v) + R(u, v) (4-4)
Bei technischen Bildgewinnungs- und U¨bertragungssystemen aber auch bei der
visuellen Wahrnehmung des Menschen bezeichnet man H(u, v) als Modulations-
u¨bertragungsfunktion. Bild 4.1 (unten) zeigt schematisch die Vera¨nderungen,
die das (hier zuna¨chst willku¨rlich angenommene) Leistungsspektrum |F (u, v)|2
des urspru¨nglichen Signals f(x, y) durch den Abbildungsprozeß gema¨ß des in
Gl.(4-3) bzw. Gl.(4-4) angenommenen Signalmodells erfa¨hrt (Darstellung als
Halbschnitte der Leistungsspektren fu¨r u = 0). Durch die zuna¨chst eben-
falls willku¨rlich angenommene ortsinvariante U¨bertragungsfunktion H(u, v) wird
|F (u, v)|2 mit |H(u, v)|2 geda¨mpft. Da H(u, v) im allgemeinen Nullstellen bei
Ortsfrequenzen hat, die auch vom Signalspektrum F (u, v) u¨berdeckt werden,
la¨ßt sich eine exakte Restauration selbst fu¨r r(x, y) = 0 ∀x, y bzw. R(u, v) = 0
∀u, v nicht erreichen. Das tiefpaßverzerrte Leistungsspektrum |F ′(u, v)|2 wird
anschließend mit dem Leistungsspektrum |R(u, v)|2 des Sto¨rsignals r(x, y) addi-
tiv u¨berlagert. Nimmt man als Sto¨rsignal weißes gaußsches Rauschen mit einer
konstanten mittleren spektralen Leistungsdichte |R(u, v)|2 an, das mit dem orig-
inalen Bildsignal f(x, y) unkorreliert ist, so wird dadurch |F ′(u, v)|2 im Mittel
auf das Energieplateau |R(u, v)|2 angehoben; die Wirkung des Rauschprozesses
im Amplitudenspektrum wurde bereits in Bild 3.12 veranschaulicht.
In vielen Fa¨llen lassen sich die Impulsantworten h(x, y) bzw. die korrespondie-
renden U¨bertragungsfunktionen H(u, v) aus den physikalischen Gegebenheiten
der Bildaufnahmesysteme berechnen bzw. abscha¨tzen. Einfache Beispiele
hierfu¨r sind Bildgewinnungssysteme mit kreis- oder spaltfo¨rmigen Aperturen
(zur Berechnung siehe Abschnitt 2.1.3); bietet man einem derartigen System
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am Eingang ein beliebiges, breitbandiges Signal an, so kann die Bandbreite
von H(u, v) z.B. aus dem Verlauf der Nullstellen der Leistungsspektren bes-
timmt werden /4.1, 4.2/. Ist eine direkte Berechnung nicht mo¨glich, kann
dem Bildgewinnungssystem beispielsweise ein diracimpulsartiges Eingangssignal
f(x, y) ≈ δ(x, y) angeboten werden; das Ausgangssignal f ′′(x, y) entspricht dann
mit Gl.(2-46) na¨herungsweise der Impulsantwort des Systems h(x, y) ≈ f ′′(x, y)
(ein vernachla¨ssigbar kleines Sto¨rsignal vorausgesetzt). Ha¨uﬁg lassen sich lin-
ienhafte oder kantenfo¨rmige Strukturen als Eingangstestmuster gu¨nstiger rea-
lisieren; die jeweiligen Antworten hierauf ko¨nnen dann mit Hilfe der in Ab-
schnitt 2.1.2 diskutierten Eigenschaften der Fouriertransformation auf die Im-
pulsantwort h(x, y) zuru¨ckgerechnet werden. Beispielsweise kann bei einem
linienfo¨rmigen Eingangssignal beliebiger Orientierung das Ausgangssignal als
Projektion der Impulsantwort in Richtung dieser Linie aufgefaßt werden, was
in der Ortsfrequenzebene aufgrund von Gl.(2-30) und Gln.(2-23), (2-24) einem
Radialschnitt entspricht. Da bei Systemen mit rotationssymmetrischen Impul-
santworten auch die korrespondierenden U¨bertragungsfunktionen rotationssym-
metrisch sind, sind diese aufgrund einer einzelnen Linienantwort vollsta¨ndig bes-
timmbar; andernfalls muß H(u, v) aus einer Vielzahl von Radialschnitten un-
terschiedlicher Orientierung in der Ortsfrequenzebene approximiert werden (das
Problem ist analog dem der Bildrekonstruktion aus Projektionen (Tomographie)
das hier nicht behandelt werden kann).
Mit den oben getroﬀenen einschra¨nkenden Annahmen u¨ber die Sto¨rsignale lassen
sich im allgemeinen auch die mittleren spektralen Sto¨rleistungen |R(u, v)|2 aus
den Leistungsspektren |F ′′(u, v)|2 am Systemausgang abscha¨tzen. Dies kann
beispielsweise durch Mittelung in Ortsfrequenzbereichen geschehen, in denen
die Nutzsignalanteile als vernachla¨ssigbar klein vorausgesetzt werden ko¨nnen
(beispielsweise bei Verwendung niederfrequenter Testmuster in Bereichen hoher
Ortsfrequenzen). Damit ko¨nnen eventuell vorhandene Abha¨ngigkeiten zwischen
Nutz- und Sto¨rsignal, wie sie beispielsweise immer bei Quantenprozessen gegeben
sind (Silberkornrauschen in fotographischen Emulsionen, Quantendetektion in
der Ro¨ntgen- und nuklearmedizinischen Bildaufzeichnung, usw.) jedoch nicht
erfaßt werden (siehe hierzu auch Abschnitt 4.4 und 4.5.2).
Das Ziel der Bildrestauration besteht nun darin, mittels eines (Filter-)Verfahrens
aus dem gesto¨rten Bildsignal f ′′(x, y) ein Signal fˆ(x, y) so zu berechnen, daß das
urspru¨ngliche Signal f(x, y) hinsichtlich eines vorher festgelegten Zielkriteriums
optimal angena¨hert wird. Fu¨r die zu optimierenden Zielkriterien werden in den
folgenden Abschnitten aus Gru¨nden der analytischen Einfachheit minimale mit-
tlere quadratische Fehlerfunktionen verwendet.
Zur Bildrestauration mit Hilfe von Digitalrechnern muß das kontinuierliche
Signal f ′′(x, y) diskretisiert werden, diskret verarbeitet werden und eventu-
ell anschließend wieder mittels Interpolation in das kontinuierliche Restaura-
tionsergebnis fˆ(x, y) u¨berfu¨hrt werden. Die nichtidealen Eigenschaften der
Bildabtastung und der Bildinterpolation (siehe Abschnitt 2.2) mu¨ssen bei der
Berechnung des jeweils optimalen Restaurationsﬁlters miteinbezogen werden -
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sie sind Bestandteil desselben. Um diese, durch die technische Realisierung
des Abtast- und Interpolationsvorgangs gegebenen Abha¨ngigkeiten beim Ent-
wurf von Restaurationsverfahren zu vermeiden, verwendet man fu¨r die digitale
Restauration von Bildern (und auch im weiteren Verlauf des Buches) ein zu






f(i, j)h(m− i, n− j) + r(m,n) (4-5)
F ′′(k, l) = F (k, l)H(k, l) + R(k, l) (4-6)
Hierbei werden f(m,n) und r(m,n) unter den in Abschnitt 2.2 diskutier-
ten Randbedingungen als abgetastete Bild- bzw. Sto¨rsignale und h(m,n) als
diskrete Approximation der kontinuierlichen Systemantwort h(x, y) aufgefaßt.
F (k, l), R(k, l) und H(k, l) sind die korrespondierenden diskreten Fouriertrans-
formierten.
4.2 Inverse Bildfilterung
Bei Kenntnis der Impulsfunktion h(m,n) und des Sto¨rsignals r(m,n) ko¨nnte die
Bildrestauration aus dem Signal f ′′(m,n) durch Auﬂo¨sen des MN -dimensionalen
Gleichungssystems (4-5) nach den urspru¨nglichen Bildabtastwerten f(m,n) er-
folgen (eine von Null verschiedene Determinante des Gleichungssystems voraus-
gesetzt). Wa¨hrend h(m,n) aus den physikalischen Gegebenheiten des Bild-
aufnahmesystems errechnet bzw. experimentell aus geeigneten Testaufnahmen
gescha¨tzt werden kann, ist r(m,n) ein Zufallssignal. Aus diesem Grunde ist es
zuna¨chst naheliegend, das restaurierte Signal fˆ(m,n) so zu berechnen, daß es
gefaltet mit der Systemantwort h(m,n) das gegebene Signal f ′′(m,n) im Sinne










fˆ(i, j)h(m− i, n− j)|2 → min (4-7)
Bei dieser Art der Restauration wird also der in f ′′(m,n) enthaltene Sto¨rsig-
nalanteil als minimal angenommen. Mit dem Satz von Parseval (Gl.(2-135))





|F ′′(k, l)− Fˆ (k, l)H(k, l)|2 → min (4-8)
geschrieben werden. Hieraus folgt unmittelbar fu¨r das Spektrum des restaurier-
ten Bildsignals
Fˆ (k, l) = F ′′(k, l)H(k, l)−1 (4-9)
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d.h., F (k, l) berechnet sich aus F ′′(k, l) durch Multiplikation mit der zu H(k, l)
inversen Filterfunktion H(k, l)−1. Setzt man Gl.(4-6) in Gl.(4-9) ein, so ergibt
sich
Fˆ (k, l) = F (k, l) + R(k, l)H(k, l)−1 (4-10)
Wie zu sehen ist, weicht das restaurierte Signal fˆ(m,n) bei Vernachla¨ssigung
des Sto¨rsignals in Gl.(4-5) bzw. Gl.(4-6) vom originalen Signal f(m,n) um ein
additives Zufallssignal ab, das sich aus der inversen Fouriertransformation des
Sto¨rsignalspektrums multipliziert mit der zu H(k, l) inversen Filterfunktion er-
gibt. Die Abweichung der Spektren zwischen dem nach Gl.(4-9) berechneten
Signal fˆ(m,n) und dem originalen Signal f(m,n) nimmt insbesondere bei je-
nen Ortsfrequenzen u¨berhand, bei denen die mit H geda¨mpften Signalanteile F
betragsma¨ßig kleiner als das Rauschspektrum R sind (|HF | < |R|).
(a) (b)
Bild 4.2. Zur inversen Bildfilterung von mit Rauschen u¨berlagerten Bildern. (a) Be-
tragsquadrate der U¨bertragungsfunktionen, (b) originales, gesto¨rtes und restauriertes
Leistungsspektrum.
Dies ist in Bild 4.2 anhand von Halbschnitten der Leistungsspektren von H(k, l),
H(k, l)−1, F (k, l), F ′′(k, l) und Fˆ (k, l) fu¨r k = 0, l ≥ 0 schematisch veran-
schaulicht. Hierbei wurde willku¨rlich ein Nutzsignal mit quadratisch abfallen-
dem Amplitudenspektrum und ein Rauschspektrum mit einer mittleren, auf den
Gleichanteil von F (k, l) bezogenen konstanten Amplitude R(k, l) = 0, 1F (0, 0)
gewa¨hlt; als Ortsfrequenzverzerrung in Gl.(4-5) bzw. Gl.(4-6) wurde ein zwei-
dimensionaler Spalttiefpaß mit rechteckfo¨rmiger Apertur bzw. mit einer si-
fo¨rmigen U¨bertragungsfunktion angenommen. Wie aus Bild 4.2 zu ersehen
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ist, nimmt das Leistungsspektrum |Fˆ (k, l)|2 des mit H(k, l)−1 invers geﬁlterten
Spektrums F ′′(k, l) sehr hohe Werte (Pole) bei jenen Ortsfrequenzen an, bei de-
nen H(k, l) sehr klein (bzw. Null) wird. Bei hohen Ortsfrequenzen, bei denen
die Energie des Nutzsignalspektrums |F (k, l)|2 gleich Null ist, ist die Energie
des im Restaurationsergebnis enthaltenen invers geﬁlterten Sto¨rsignalspektrums
erheblich. Aus diesem Grunde ist nicht zu erwarten, daß sich mit der in Gl.(4-
9) gegebenen direkten inversen Filterung von gesto¨rten Bildsignalen brauchbare
Restaurationsergebnisse erzielen lassen.
Bild 4.3. Eindimensionale Simulation zur inversen Filterung; (f) Originalimpuls,
(f ′′) tiefpaßverzerrtes und (fˆ) restauriertes Signal.
Die in Bild 4.3 gezeigte eindimensionale Simulation verdeutlicht dies: Ein
Rechteckimpuls wurde im ”Ortsbereich” mit einem Spalttiefpaß, d.h. mit ei-
ner rechteckfo¨rmigen Impulsfunktion mit einer Breite von 5 Abtastwerten ver-
unscha¨rft und anschließend mit einem gleichverteilten mittelwertfreien Zufalls-
signal mit einer Maximalamplitude von 0, 5 Prozent der Impulsho¨he u¨berlagert.
Das so entstandene Abbild f ′′ wurde anschließend fouriertransformiert, mit der
zu h korrespondierenden inversen U¨bertragungsfunktion H−1 multipliziert und
anschließend durch Ru¨cktransformation das Restaurationsergebnis fˆ gewonnen.
Obwohl, wie aus Bild 4.3 ersichtlich, die Flanken der verzerrten Rechteckfunk-
tion f ′′ mit Hilfe des inversen Filters wieder versteilert werden ko¨nnen, ist das
resultierende Restaurationsergebnis selbst bei der hier als sehr klein angenom-
menen Rauschsto¨rung mit erheblichen periodischen Fluktuationen u¨berlagert.
Mit Hilfe einer statistischen Analyse kann gezeigt werden, daß die Korrelation
aufeinanderfolgender Fehler fast den Wert −1 annimmt; das Fehlerkriterium
in Gl.(4-7) ist sozusagen blind gegenu¨ber diesem periodischen Sto¨rmuster, das
durch die hohe Versta¨rkung des mit Gl.(4-9) gegebenen inversen Filters insbe-
sondere im Bereich singula¨rer Stellen und in Ortsfrequenzbereichen mit gerin-
gem Signal-zu-Rauschverha¨ltnis hervorgerufen wird (interessant sind in diesem
Zusammenhang auch die Arbeiten /4.3, 4.4/). Um derartige Fluktuationen zu
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vermeiden, kann beispielsweise die Maximalamplitude der inversen Restaura-
tionsﬁlteru¨bertragungsfunktionen begrenzt werden. Dies sei anhand der in Bild
4.4 gezeigten Simulation demonstriert.
Das Testbild 4.4a mit dem in Bild 4.4b gezeigten korrespondierendem Spek-
trum wurde im Ortsbereich mit einem zweidimensionalen Spalttiefpaß mit einer
Impulsantwort von 5×5 Abtastwerten Ausdehnung (vergl. Abschnitt 3.2.1) ver-
unscha¨rft; das Resultat dieser Operation ist in Bild 4.4c bzw. das korrespondie-
rende Ortsfrequenzspektrum in Bild 4.4d dargestellt. Da die Intensita¨tswerte des
originalen sowie des lokal gemittelten Bildsignals jeweils mit einer Genauigkeit
von 8 Bit repra¨sentiert wurden, ergibt sich bei der Mittelwertbildung ein klei-
ner zufa¨lliger Rundungsfehler von maximal 2 10−3, der als u¨berlagertes, gleich-
verteiltes, mit dem originalen Signal unkorreliertes Sto¨rsignal aufgefaßt werden
(a) (b)
(c) (d)
Bild 4.4. Simulation von inversen Filteroperationen. (a) Originalbild, (c) tiefpaßge-
filtertes Bild (e) inverses Filterergebnis, (g) wie (e) jedoch mit amplitudenbegrenzter
U¨bertragungsfunktion, (i) wie (a) jedoch mit ausgeblendeten Nullstellen im Spektrum
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kann. Wendet man auf das verunscha¨rfte Bild im Ortsfrequenzbereich eine dem
Spalttiefpaß inverse U¨bertragungsfunktion
H(k, l)−1 = [si(π∆mk/M)si(π∆nl/N)]−1 (4-11)
mit ∆m = ∆n = 5 an, und zwar zuna¨chst mit unbegrenzter Versta¨rkung, so
erha¨lt man nach der Ru¨cktransformation das in Bild 4.4e gezeigte Ergebnis. In
diesem Bild werden zwar feine Strukturen die in Bild 4.4c nicht mehr zu erken-
nen waren wieder sichtbar; das Bild ist jedoch a¨hnlich wie im Simulationsbei-
spiel von Bild 4.3 mit einem hochfrequenten periodischen Sto¨rmuster u¨berlagert,
das durch die unbegrenzt hohe Versta¨rkung des inversen Filters im Bereich der
singula¨ren Stellen hervorgerufen wird; dies ist deutlich aus dem zu Bild 4.4e
korrespondierenden Spektrum in Bild 4.4f zu erkennen (sind M,N ganzzahlige
Vielfache der Spalttiefpaßimpulsbreiten ∆m,∆n, so liegen die Pole der inver-
sen U¨bertragungsfunktion genau in den Abtastwerten - die Energie des dem
Restaurationsergebnis u¨berlagerten Sto¨rsignals kann dementsprechend unendlich
groß werden). Es liegt die Vermutung nahe, daß sich das dem Restaurations-
ergebnis u¨berlagerte Sto¨rsignal mit einer Amplitudenbegrenzung des inversen
Filters stark reduzieren la¨ßt. Das in Bild 4.4g dargestellte Simulationsergebnis
sowie das hierzu korrespondierende Spektrum in Bild 4.4h besta¨tigen diese An-
nahme; als maximale Versta¨rkung des inversen Filters in Gl.(4-11) wurde hierbei
willku¨rlich der Wert 25 gewa¨hlt. Da Tiefpaßverzerrungen von Bildsignalen - wie
oben dargelegt - wegen der auftretenden Singularita¨ten der korrespondierenden
inversen U¨bertragungsfunktionen selbst bei minimalen Sto¨rungen im allgemeinen
nicht mehr exakt kompensiert werden ko¨nnen, ist es interessant, experimentell
den Einﬂuß des Informationsverlustes bei solchen kritischen Ortsfrequenzen zu
untersuchen. Hierzu wurden jene Spektralanteile des in Bild 4.4b gezeigten Spek-
trums des originalen Bildes 4.4a unterdru¨ckt, deren Ortsfrequenzen weniger als
1, 5 Abtastintervalle von den Nullstellen der Tiefpaßverzerrung (hier: der zwei-
dimensionalen si-Funktion) entfernt waren. Das Ergebnis dieser Operation zeigt
Bild 4.4i im Ortsbereich sowie Bild 4.4j im Ortsfrequenzbereich. Im Vergleich
zum originalen Bild 4.4a ist zu sehen, daß die eingetretene Qualita¨tseinbuße sehr
gering ist. Auch die Bilder 4.4i und 4.4g sind einander sehr a¨hnlich, weshalb
kaum noch eine wesentliche Verbesserung der in obigem Beispiel ad hoc gemach-
ten Amplitudenbegrenzung des inversen Filters erwartet werden kann.
Obwohl durch intuitive Modiﬁkationen inverser Filter oft befriedigende Ergeb-
nisse bei der Verbesserung nur schwach gesto¨rter Bildsignale erzielt werden
ko¨nnen, erfu¨llen die resultierenden U¨bertragungsfunktionen das in Gl.(4-5) gege-
bene Kriterium nicht im optimalen Sinne. Im folgenden Abschnitt wird gezeigt,
wie man Randbedingungen bei der Bildrestauration in den Entwurf optimaler
Filter miteinbeziehen kann.
4.3 Optimale Constrained-Filter
Wie im vorhergehenden Abschnitt dargelegt, fu¨hrt die direkte inverse Filterung
von Bildsignalen im allgemeinen zu unbrauchbaren Ergebnissen, da (1.) die zu
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kompensierenden Tiefpaßverzerrungen bei gewissen Ortsfrequenzen sehr kleine
Werte (bzw. den Wert Null) annehmen und (2.) reale Bilddaten immer mit breit-
bandigen Rauschsto¨rungen u¨berlagert sind. Um die Artefaktbildung der direkten
inversen Filterung zu vermindern, ist die Deﬁnition von einschra¨nkenden Rand-
bedingungen und ihre Beru¨cksichtigung bei der Minimierung der Fehlerkriterien
sinnvoll /4.5, 4.6/.
Geht man bei dem in Gl.(4-5) deﬁnierten Signalmodell von der Annahme aus,







bekannt sind, so la¨ßt sich das Restaurationsproblem auf folgende Weise deﬁnie-
ren: Berechne aus f ′′(m,n) ein Signal fˆ(m,n) so, daß es Gl.(4-5) genu¨gt, wobei
die quadratische Abweichung des zu restaurierenden Bildsignals f ′′(m,n) zum
Restaurationsergebnis fˆ(m,n) gefaltet mit der Impulsantwort h(m,n) gleich der















Da es fu¨r Gl.(4-13) keine eindeutige Lo¨sung gibt, wird diejenige Lo¨sung berech-















erfu¨llt, wobei c(m,n) ein frei zu wa¨hlender Faltungskern ist. Beispielsweise kann
mit der Wahl von c(m,n) als Diﬀerenzenoperator 1. Ordnung oder als Laplace-
Operator (siehe Abschnitt 2.3.2: O¨rtliche Diﬀerenzenbildung) unter Erfu¨llung
von Gl.(4-13) zusa¨tzlich die Energie der Diﬀerenzen der 1. bzw. 2. Ordnung im
Restaurationsergebnis minimiert werden, um damit fehlerhafte periodische Fluk-
tuationen, wie sie bei der direkten inversen Filterung auftreten zu unterdru¨cken.
Das in Bild 4.5 dargestellte Simulationsergebnis demonstriert dies: Das hier zu
ﬁlternde tiefpaßverzerrte und gesto¨rte Abbild f ′′ des urspru¨nglichen Rechteck-
impulses f ist identisch mit dem in Bild 4.3 verwendeten Testsignal f ′′ (siehe
Abschnitt 4.2). Fu¨r die Berechnung von fˆ1 mit dem Constrained-Filter wurde
fu¨r c ein Diﬀerenzenoperator 2. Ordnung gewa¨hlt (z.B. c(0) = −1, c(1) = 2,
c(2) = −1 und c(i) = 0 fu¨r 3 ≤ i ≤M−1). Wie man sieht, werden im Gegensatz
zu der direkten inversen Filterung (vergl. Bild 4.3) mit der in Gl.(4-14) gegebe-
nen Einschra¨nkung bei der Lo¨sung von Gl.(4-13) die starken fehlerhaften Sig-
nalﬂuktuationen weitgehend vermieden. Zum Vergleich ist in Bild 4.5 zusa¨tzlich
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Bild 4.5. Eindimensionale Simulation des Constrained-Filters; (f) Originalimpuls,
(f1) Restaurationsergebnis des Constrained-Filters, (f2) Ergebnis eines amplitudenbe-
grenzten inversen Filters.
das Ergebnis fˆ2 einer inversen Filterung mit einer willku¨rlich angenommenen
Maximalamplitude der U¨bertragungsfunktion vom Wert 5 dargestellt.
Das optimale Constrained-Filter la¨ßt sich auf einfache Weise im Ortsfrequenz-
bereich herleiten /4.6/. Mit Hilfe des Faltungssatzes Gl.(2-130) und dem Satz






















|C(k, l)Fˆ (k, l)|2 → min (4-16)
Die Restauration fu¨hrt auf die Berechnung desjenigen Spektrums Fˆ (k, l), das
gleichzeitig die Gln.(4-15) und (4-16) erfu¨llt. Mit Hilfe der Lagrangeschen Multi-
plikatormethode (siehe z.B. /4.7/) la¨ßt sich das zu lo¨sende Optimierungsproblem










|C(k, l)Fˆ (k, l)|2 + λ|F ′′(k, l)− Fˆ (k, l)H(k, l)|2 → min
(4-17)
mit λ als Lagrangescher Multiplikator schreiben. Stellt man das im allgemeinen
komplexe Spektrum Fˆ (k, l) als Real- und Imagina¨rteil dar
Fˆ (k, l) = A(k, l) + jB(k, l) (4-18)
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bildet die partiellen Ableitungen der mit Gl.(4-17) gegebenen Zielfunktion
∂Ψ
∂A(k, l)
= 2|C(k, l)|2A(k, l) + 2λA(k, l)|H(k, l)|2−
− λ[F ′′(k, l)H∗(k, l) + F ′′∗(k, l)H(k, l)] (4-19)
∂Ψ
∂B(k, l)
= 2|C(k, l)|2B(k, l) + 2λB(k, l)|H(k, l)|2+
+ jλ[F ′′(k, l)H∗(k, l)− F ′′∗(k, l)H(k, l)] (4-20)
und setzt diese gleich Null, so erha¨lt man fu¨r das Minimum des Ausdrucks in
Gl.(4-17) zwei notwendige Bedingungen fu¨r A(k, l) und B(k, l)
A(k, l) =
λe{F ′′(k, l)H∗(k, l)}
|C(k, l)|2 + λ|H(k, l)|2 (4-21)
B(k, l) =
λm{F ′′(k, l)H∗(k, l)}
|C(k, l)|2 + λ|H(k, l)|2 (4-22)
Da die 2. partiellen Ableitungen der mit Gl.(4-17) gegebenen Zielfunktion
∂2Ψ
∂A(k, l)2
= 2|C(k, l)|2 + 2λ|H(k, l)|2 (4-23)
∂2Ψ
∂B(k, l)2
= 2|C(k, l)|2 + 2λ|H(k, l)|2 (4-24)







gleich Null sind, hat der mit Gl.(4-21) bzw. Gl.(4-22) gegebene Real- bzw. Ima-
gina¨rteil ein Minimum. Als Lo¨sung fu¨r Gl.(4-17) ergibt sich dann mit Gln.(4-18),
(4-21) und (4-22)
Fˆ (k, l) =
λH∗(k, l)F ′′(k, l)
|C(k, l)|2 + λ|H(k, l)|2 (4-26)





|C(k, l)|2 + λ|H(k, l)|2 (4-27)
4.3 Optimale Constrained-Filter 101






|F ′′(k, l)|2|C(k, l)|4
(|C(k, l)|2 + λ|H(k, l)|2)2 = Er(λ) (4-28)
die im allgemeinen nicht explizit lo¨sbar ist; λ muß vielmehr iterativ, z.B. mit Hilfe
des einfachen Newton-Verfahrens oder des schneller konvergierenden Newton-
Raphson-Verfahrens (siehe z.B. /4.8/) aus Gl.(4-28) ermittelt werden (beachte:
Er ist eine monoton fallende Funktion von λ).
(a) (b)
Bild 4.6. Zwei typische U¨bertragungsfunktionen von Constrained-Filtern mit (a)
Tiefpaß- und (b) Hochpaßcharakteristik.
Zum besseren Versta¨ndnis des Constrained-Filters ist es nu¨tzlich, sich einige
Spezialfa¨lle zu veranschaulichen:
(a) Fu¨r große Werte von λ strebt Er in Gl.(4-28) gegen Null; die U¨bertra-
gungsfunktion des Constrained-Filters Q(k, l) in Gl.(4-27) geht in das in
Abschnitt 4.1 behandelte inverse Filter H(k, l)−1 u¨ber.
(b) Fu¨r H(k, l) = 1 ∀k, l zeigt Q(k, l) Tiefpaßverhalten wenn fu¨r C(k, l) eine
Hochpaßcharakteristik gewa¨hlt wird; die Bandbreite des Tiefpasses nimmt
mit kleiner werdendem λ, d.h. mit gro¨ßer werdender Sto¨rleistung ab. Ein
Beispiel fu¨r eine derartige U¨bertragungsfunktion zeigt Bild 4.6a.
(c) Ist H(k, l) ein Tiefpaß (dies ist bei den meisten technischen Bildgewin-
nungssystemen der Fall) und wa¨hlt man fu¨r C(k, l) eine Funktion mit
Hochpaßcharakteristik, so kann man Q(k, l) (Gl.(4-27)) als inverses Filter
H(k, l)−1 und anschließendem Tiefpaßﬁlter auﬀassen. Hierdurch werden
in der Regel niedrigere Ortsfrequenzen versta¨rkt, wa¨hrend ho¨here Ortsfre-
quenzen geda¨mpft werden. Ein Beispiel hierfu¨r ist in Bild 4.6b gezeigt. Die
Bandbreite von Q(k, l) nimmt mit kleiner werdendem λ, d.h. mit gro¨ßer
werdender Sto¨rleistung ab.
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(d) Wie in Abschnitt 4.2 erwa¨hnt, ist die direkte inverse Filterung wegen
eventuell vorhandener Singularita¨ten numerisch ha¨uﬁg nicht berechen-
bar. Mit dem sogenannten pseudoinversen Filter Q+(k, l) la¨ßt sich diese
numerische Instabilita¨t vermeiden. Das pseudoinverse Filter geht aus dem
Constrained-Filter in Gl.(4-27) mit c(m,n) = δ(m,n) bzw. C(k, l) = 1
∀k, l als Spezialfall hervor /2.32/:







Bild 4.7. Simulationsbeispiel zur Constrained-Filterung. (a) Originalbild; Ergebnis
eines direkt inversen Filters (c) und eines Constrained-Filters (d) (aus /4.5/).
Bild 4.7 zeigt ein Beispiel fu¨r eine Constrained-Filterung (aus /4.5/). Das Origi-
nalbild 4.7a (450×450 Bildelemente) wurde mit der gaußfo¨rmigen Impulsantwort
h(m,n) = exp[−(m2 + n2)/576]
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verunscha¨rft und anschließend mit einem im Intervall {0, fmax/2} gleichver-
teilten Rauschen additiv u¨berlagert - siehe Bild 4.7b. Bild 4.7c zeigt das Fil-
terergebnis fu¨r λ → ∞ (inverses Filter). Das Restaurationsergebnis mit gema¨ß
Gl.(4-13) und Gl.(4-14) optimiertem λ zeigt Bild 4.7d. Als ’Constraint’ C(k, l)
wurde eine rotationssymmetrische, quadratisch ansteigende Funktion (diskretes
rotationssymmetrisches Laplace-Filter) gewa¨hlt. Ein Vergleich von Bild 4.7c
und Bild 4.7d demonstriert sehr anschaulich die ho¨here Leistungsfa¨higkeit des
Constrained-Filters gegenu¨ber der direkten inversen Bildﬁlterung. Der Erfolg
des Verfahrens ha¨ngt jedoch wesentlich von der Wahl eines geeigneten c(m,n)
bzw. C(k, l) ab.
Neben der in Gl.(4-14) deﬁnierten Randbedingung, die zu Restaurationslo¨sungen
fu¨hrt, deren spektrale Energieverteilungen in der Ortsfrequenzebene gezielt be-
einﬂußt werden ko¨nnen, sind auch andere Kriterien denkbar, wenngleich der
dann zu bewa¨ltigende Rechenaufwand oft gigantische Gro¨ßenordnungen an-
nimmt. Ein sinnvolles Kriterium ist beispielsweise das Kriterium der maximalen
Entropie. Hierbei geht man von der Vorstellung aus, daß sich jeder Abtastwert
des zu berechnenden diskreten Restaurationsergebnisses fˆ(m,n) aus diskreten
Quanten additiv zusammensetzt. Normiert man fˆ(m,n) (ohne Einschra¨nkung
der Allgemeinheit) so, daß die Summe sa¨mtlicher Abtastwerte gleich 1 ist, so
lassen sich diese beispielsweise als diskrete Wahrscheinlichkeiten fu¨r das Eintre-
ﬀen von Lichtquanten bzw. fu¨r das Vorhandensein von Silberko¨rnern auf einer
fotographischen Emulsion interpretieren (siehe z.B. /4.9/). Als einschra¨nkende







fˆ(m,n) ln fˆ(m,n)→ max (4-30)
Unter Beru¨cksichtigung des Signalmodells in Gl.(4-5) kann das zu lo¨sende
Restaurationsproblem wiederum mit Hilfe der Lagrangeschen Multiplikator-


























Bildet man die partiellen Ableitungen
∂Ψ
∂fˆ(i, j)















und setzt diese gleich Null, so bekommt man als Lo¨sung












fˆ(ξ, η)h(m − ξ, n− η)− f ′′(m,n)]} (4-33)
Gl.(4-33) ist eine in fˆ(m,n) transzendentale Gleichung, die iterativ gelo¨st wer-
den muß. Aus Gl.(4-33) ist zu sehen, daß das Restaurationsergebnis mit dem
in Gl.(4-30) deﬁnierten Kriterium immer gro¨ßer gleich Null ist, was (a) mit
den oben gemachten Modellvorstellungen im Einklang steht und (b) damit
auf praktisch sinnvolle Lo¨sungen fu¨hrt, da die meisten Bildsignale inkoha¨rent
von Objektszenen gebildet werden, d.h. Energieverteilungen sind und damit
f(m,n) ≥ 0 ∀m,n. Das Beispiel in Bild 4.8 (aus /4.9/ - Aufnahme einer Galaxis,
u¨berlagert mit atmospha¨rischen Sto¨rungen) zeigt, daß sich mit dem in Gl.(4-
30) deﬁnierten Entropiekriterium gute Restaurationsergebnisse erzielen lassen.
Bild 4.8. Verarbeitungsbeispiel eines Constrained-Filters mit Entropie-Constraint;
links: Original, rechts: Filterergebnis (aus /4.9/).
4.4 Stochastische Bildrestauration (Wienerfilter)
Wa¨hrend die in den vorhergehenden Abschnitten behandelten Restaurationsver-
fahren jedes ortsfrequenzverzerrte und mit Rauschen u¨berlagerte Bildsignal
individuell im optimalen Sinne verbessern, fu¨hren stochastische Bildrestaura-
tionsverfahren, wie das im folgenden behandelte Wienerﬁlter, auf optimale Bild-
verbesserungen im statistischen Mittel /4.10-4.12/. Hierbei geht man von der
Vorstellung aus, daß das originale Bildsignal f(m,n), sowie die u¨berlagerte
Sto¨rung r(m,n) im Signalmodell der Gl.(4-5) bzw. deren korrespondierende
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Spektren in Gl.(4-6) jeweils spezielle Realisierungen zweier signalgenerieren-
der stochastischer Prozesse sind. Beide Prozesse lassen sich mit Hilfe ihrer
Autokorrelationsfunktionen charakterisieren
φff (m,n) = E{f(s, t)f(s−m, t− n)} (4-34)
φrr(m,n) = E{r(s, t)r(s −m, t− n)} (4-35)
die ein Maß fu¨r die statistischen Bindungen der Intensita¨tswerte benachbarter
Bildpunkte darstellen. Bilder, deren benachbarte Bildpunkte sich im Mittel
nur geringfu¨gig intensita¨tsma¨ßig voneinander unterscheiden, besitzen demgema¨ß
langsam abfallende Autokorrelationsfunktionen; bei Bildszenen der natu¨rlichen
Umwelt reichen die statistischen Bindungen gro¨ßenordnungsma¨ßig u¨ber 10 bis
30 Bildpunkte hinweg. Zufa¨llig abrupt variierende Signale, wie beispielsweise
Bildern u¨berlagertes Rauschen, haben im allgemeinen eine schnell abklingende
Autokorrelationsfunktion (fu¨r weißes Rauschen ist φrr(m,n) = δ(m,n)). Das
Ziel der Optimalﬁlterung im Wienerschen Sinne ist es, unter Ausnutzung der a
priori Kenntnis - oder besser: der Scha¨tzung - von φff (m,n) und φrr(m,n) aus
dem gesto¨rten Bildsignal f ′′(m,n) ein Signal fˆ(m,n) mittels eines linearen Fil-
ters so zu berechnen, daß die quadratische Abweichung des originalen Bildsignals
f(m,n) vom restaurierten Bildsignal fˆ(m,n) im Mittel minimal wird, d.h.
E{[f(m,n)− fˆ(m,n)]2} → min (4-36)
wobei sich das restaurierte Bildsignal wiederum aus der Faltung von f ′′(m,n)






f ′′(s, t)q(m− s, n− t) (4-37)
Aus Gl.(4-36) erha¨lt man durch Ausmultiplizieren
E{f(m,n)2 − f(m,n)fˆ(m,n)− fˆ(m,n)f(m,n) + fˆ(m,n)2} =
=E{f(m,n)2} − E{f(m,n)fˆ(m,n)} − E{fˆ(m,n)f(m,n)}+
+ E{fˆ(m,n)2} → min (4-38)
Die Erwartungswerte in Gl.(4-38) lassen sich als Korrelationsfunktionen mit m =
0, n = 0 interpretieren; fu¨r die Minimierungsvorschrift in Gl.(4-36) erha¨lt man
damit
φff (0, 0)− φffˆ (0, 0)− φfˆf (0, 0) + φfˆ fˆ (0, 0)→ min (4-39)
U¨bertra¨gt man Gl.(4-39) in den Fourierbereich, so erha¨lt man mit den zu den
Auto- bzw. Kreuzkorrelationsfunktionen korrespondierenden spektralen Lei-
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Φff (k, l)− Φffˆ (k, l)− Φfˆf (k, l) + Φfˆ fˆ (k, l)
)
→ min (4-40)
Mit der Fourierkorrespondenz fu¨r das Wienerﬁlter
q(m,n) ◦=• Q(k, l) = A(k, l) + jB(k, l) (4-41)
ergeben sich fu¨r die spektralen Leistungsdichten in Gl.(4-40) folgende Zusam-
menha¨nge:
Φffˆ (k, l) = Q
∗(k, l)Φff ′′(k, l) (4-42)
Im Fall unkorrelierter Bild- und Sto¨rsignale ergibt sich weiterhin
Φffˆ (k, l) = Q
∗(k, l)H∗(k, l)Φff (k, l) (4-43)
Aus Gl.(4-43) folgt unmittelbar fu¨r Φfˆf (k, l)
Φfˆf (k, l) = Q(k, l)H(k, l)Φ
∗
ff(k, l) (4-44)
Fu¨r die spektrale Leistungsdichte Φfˆ fˆ (k, l) des gescha¨tzten Signals erha¨lt man
Φfˆ fˆ (k, l) = |Q(k, l)|2Φf ′′f ′′(k, l)
= |Q(k, l)|2{Φf ′f ′(k, l) + Φrr(k, l)}
= |Q(k, l)|2{|H(k, l)|2Φff (k, l) + Φrr(k, l)}
(4-45)
Aus Gl.(4-40) erha¨lt man mit Gln.(4-43), (4-44), (4-45) und (4-41)






Φff (k, l)−Q∗(k, l)H∗(k, l)Φff (k, l)−
−Q(k, l)H(k, l)Φ∗ff(k, l) + |Q(k, l)|2
[|H(k, l)|2Φff (k, l)+
+Φrr(k, l)
]}→ min (4-46)




=−H∗(k, l)Φff (k, l)−H(k, l)Φ∗ff(k, l)+
+ 2A(k, l)
[|H(k, l)|2Φff (k, l) + Φrr(k, l)] != 0 (4-47)
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∂Ψ
∂B(k, l)
= jH∗(k, l)Φff (k, l)− jH(k, l)Φ∗ff(k, l)+
+ 2B(k, l)
[|H(k, l)|2Φff (k, l) + Φrr(k, l)] != 0 (4-48)
erha¨lt man fu¨r den Realteil A(k, l) und den Imagina¨rteil B(k, l) des Wienerschen
Optimalﬁlters die beiden Bestimmungsgleichungen
A(k, l) =
e{H∗(k, l)Φff (k, l)}
|H(k, l)|2Φff (k, l) + Φrr(k, l) (4-49)
B(k, l) =
m{H∗(k, l)Φff(k, l)}
|H(k, l)|2Φff (k, l) + Φrr(k, l) (4-50)
Mit Hilfe der zweiten partiellen Ableitungen von Gl.(4-46) nach A(k, l) und
B(k, l) la¨ßt sich sofort zeigen, daß fu¨r
|H(k, l)|2Φff (k, l) + Φrr(k, l) > 0 (4-51)
der mit Gl.(4-49) bzw. mit Gl.(4-50) gegebene Real- bzw. Imagina¨rteil auf
das gewu¨nschte Minimum in Gl.(4-36) fu¨hrt. Fu¨r die U¨bertragungsfunktion des




|H(k, l)|2Φff (k, l)
|H(k, l)|2Φff (k, l) + Φrr(k, l) (4-52)
Wie aus Gl.(4-52) hervorgeht, la¨ßt sich das Wienersche Optimalﬁlter Q(k, l)
als Hintereinanderschaltung des in Abschnitt 4.1 behandelten inversen Filters
H(k, l)−1 mit einem nachfolgenden Filter, das die spektralen Leistungsdichten
der angenommenen Signal- und Sto¨rprozesse beru¨cksichtigt, auﬀassen. Fu¨r
Φrr(k, l) → 0 geht Q(k, l) direkt in das inverse Filter H(k, l)−1 u¨ber. Fu¨r
Φf ′′f ′′(k, l) = |H(k, l)|2Φff (k, l) Φrr(k, l) strebt Q(k, l) gegen Null. D.h., das
Wienerﬁlter kompensiert die Ortsfrequenzverzerrungen des zu restaurierenden
Bildsignals in denjenigen Ortsfrequenzbereichen, fu¨r die Φf ′′f ′′(k, l)  Φrr(k, l)
ist, durch inverse Filterung; bei Ortsfrequenzen mit Φf ′′f ′′(k, l) Φrr(k, l) - dies
ist in realen Fa¨llen insbesondere bei eventuellen Singularita¨ten von H(k, l)−1 und
bei hohen Ortsfrequenzen der Fall - sperrt das Filter, d.h. die spektralen Ab-
tastwerte des restaurierten Signals nehmen in diesen Bereichen sehr kleine Werte
an.
Dieses prinzipielle Verhalten verdeutlicht die in Bild 4.9 gezeigte Simulation.
Ein Signal mit dem Leistungsspektrum |F (k, l)|2 (hier zugleich als spektrale
Leistungsdichte Φff (k, l) angenommen) wurde mit einem Spalttiefpaß ampli-
tudenverzerrt ( |F (k, l)|2 und |H(k, l)|2 wie in der Simulation von Abschnitt
4.2, Bild 4.2) und anschließend mit jeweils konstanten Sto¨rleistungspegeln von
Φrr(k, l) = 0, 1, 0, 01, und 0, 001 (bezogen auf den Gleichanteil von |F (k, l)|2)
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(a) (b)
Bild 4.9. Zum prinzipiellen Verhalten des Wienerfilters. (a) Betragsquadrate der
U¨bertragungsfunktionen, (b) Leistungsspektren der restaurierten Signale.
additiv u¨berlagert. Bild 4.9a zeigt die Betragsquadrate der zu diesen Sto¨rpe-
geln korrespondierenden Wienerﬁlter. Wie zu sehen ist, hat das Wienerﬁlter
fu¨r relativ niedere Sto¨rsignalenergien bei niederen Ortsfrequenzen Hochpaßcha-
rakter, wa¨hrend mit zunehmender Sto¨rleistung die Bandbreite reduziert wird;
an den singula¨ren Stellen sperrt das Wienerﬁlter (vergl. |Q0,01|2 mit dem direk-
ten inversen Filter in Bild 4.2a). Die Leistungsspektren |Fˆ |2 der entsprechenden
Restaurationsergebnisse sind in Bild 4.9b dargestellt.
In Bild 4.10 ist ein Simulationsergebnis fu¨r H(k, l) = 1 ∀k, l dargestellt.
Das originale Bildsignal mit korrespondierendem Spektrum zeigen die Bilder
3.12a,b; die Bilder 3.12c,d zeigen das gesto¨rte, zu restaurierende Bild (Para-
meter: vergl. Abschnitt 3.3.1), sowie das korrespondierende Spektrum. Bei dem
in Bild 4.10a gezeigten Simulationsergebnis und dem korrespondierenden Spek-
trum in Bild 4.10b wurde zuna¨chst von der (unrealistischen) Annahme ausge-
gangen, daß das Leistungsspektrum des originalen Bildsignals a priori bekannt
sei (Φff (k, l) = |F (k, l)|2 ); fu¨r das Rauschleistungsspektrum wurde ein konstan-
ter Wert angenommen, der sich rechnerisch aus der simulierten Sto¨rung ergab.
Das zu restaurierende Signal in Bild 3.12c wurde in den Ortsfrequenzbereich
transformiert, dort mit der in Gl.(4-52) gegebenen U¨bertragungsfunktion multi-
pliziert und anschließend wieder in den Ortsbereich zuru¨cktransformiert. Wie in
Bild 4.10a zu sehen ist, lassen sich damit die starken Sto¨rungen von Bild 3.12c
bei gleichzeitiger Erhaltung von Kantenstrukturen relativ gut unterdru¨cken. Im
Vergleich zu den im Abschnitt 3.3 diskutierten ad hoc Methoden, lassen sich mit
dem Wienerschen Optimalﬁlter oft wesentlich gu¨nstigere Bildverbesserungen er-
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Bild 4.10. Restaurationsergebnisse mit Wienerfiltern unter Verwendung (a) eines
berechneten und (c) eines aus dem gesto¨rten Signal gescha¨tzten Leistungsspektrums
als Signalmodell; (b), (d) zu (a), (c) korrespondierende Ortsfrequenzspektren.
zielen. Vergleicht man die Spektren in Bild 3.12b, 3.12d und 4.10b, so sieht man,
daß das Wienerﬁlter im gezeigten Simulationsbeispiel wie ein selektiver Tiefpaß
wirkt, der im Spektrum des restaurierten Bildes nur jene Anteile erha¨lt, in denen
die Sto¨renergie gegenu¨ber der Energie des urspru¨nglichen Signals klein ist.
Da die spektralen Leistungsdichten Φff (k, l) und Φrr(k, l) bzw. die entsprechen-
den Autokorrelationsfunktionen φff (m,n) und φrr(m,n) im allgemeinen a priori
nicht bekannt sind, wurde in der in Bild 4.10c bzw. Bild 4.10d dargestellten
Simulation die spektrale Leistungsdichte Φff (k, l) aus dem gesto¨rten Bildsig-
nalspektrum F ′′(k, l) mittels Pruning-Filterung (vergl. Abschnitt 3.3.2) ermit-
telt. Die spektrale Leistungsdichte Φrr(k, l) der Rauschsto¨rung wurde wiederum
als konstant (weiß) angenommen; die Amplitude wurde aus Spektralwerten des
gesto¨rten Bildes bei hohen Ortsfrequenzen gescha¨tzt. Wie zu sehen ist, ko¨nnen
mit dem Wienerﬁlter auch mit wenig a priori Wissen sowohl qualitativ (d.h.
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subjektiv visuell) als auch quantitativ (im Sinne der mittleren quadratischen
Abweichung) bessere Ergebnisse erzielt werden, als dies mit den in Abschnitt 3.3
diskutierten heuristischen Methoden mo¨glich ist.
Ein weiteres Restaurationsbeispiel fu¨r die Wienersche Optimalﬁlterung ist in
Bild 1.2c,d anhand eines Knochenszintigramms, d.h. einer Abbildung der radio-
aktiven Substanz im Knochengewebe, dargestellt (aus /2.34/). Obwohl bei szin-
tigraphischen Aufnahmen aufgrund des nuklearen Zerfallsprozesses Sto¨r- und
Nutzsignal voneinander abha¨ngig sind (Poissonstatistik: Signalvarianz ist pro-
portional zum Signalmittelwert) und damit die Voraussetzungen fu¨r das Wiener-
ﬁlter nicht mehr erfu¨llt sind, lassen sich vereinfacht auf der Basis des Signalmod-
ells der Gl.(4-5) bzw. Gl.(4-6) mit dem Wienerschen Optimalﬁlter sehr brauch-
bare Restaurationsergebnisse erzielen, wie Bild 1.2d zeigt. Zur Scha¨tzung der
spektralen Leistungsdichte Φff (k, l) wurde hier modellhaft von der Projektion
einer homogenen Kugelstruktur ausgegangen, deren Durchmesser etwa der mit-
tleren Dicke der Scha¨deldecke entspricht. Die spektrale Leistungsdichte des
Sto¨rsignals Φrr(k, l) wurde als konstant angenommen; die Tiefpaßcharakteristik
(Modulationsu¨bertragungsfunktion) H(k, l) des Bildgewinnungssystems wurde
als Gaußtiefpaß modelliert und die Bandbreite aus Messungen mit kanten-
fo¨rmigen Testobjekten (siehe Abschnitt 4.1) experimentell ermittelt. Bild 4.11
zeigt die resultierende Wienersche U¨bertragungsfunktion. A¨hnlich wie im Simu-
lationsbeispiel in Bild 4.9 werden bei niederen und mittleren Ortsfrequenzen
die Tiefpaßeigenschaften des Bildaufnahmesystems durch entsprechende Versta¨r-
kung na¨herungsweise kompensiert, wa¨hrend hohe Ortsfrequenzanteile aufgrund
des niederen Nutz/Sto¨rsignalverha¨ltnisses unterdru¨ckt werden. Das in Bild
1.2c,d gezeigte Restaurationsbeispiel wurde mittels rekursiver Filterung (Grad 2
- siehe Abschnitt 2.3.7) im Ortsbereich realisiert; diese Vorgehensweise empﬁehlt
sich aus Aufwandsgru¨nden insbesondere bei der Verarbeitung großer Bildserien.
Bild 4.11. Fu¨r tiefpaßverzerrte und mit Sto¨rungen u¨berlagerte Bilder typische
Wienerfilteru¨bertragungsfunktion.
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Die oben erwa¨hnte Abha¨ngigkeit zwischen Nutz- und Sto¨rsignal kann auf einfache
Weise formal bei der Berechnung des Wienerﬁlters beru¨cksichtigt werden /4.13,
4.14/. Hierbei geht man von dem gegenu¨ber Gl.(4-5) modiﬁzierten Signalmodell
f ′′(m,n) = f ′(m,n) + T[f ′(m,n)]r(m,n) (4-53)
mit f ′(m,n) = f(m,n) ∗ ∗ h(m,n) (4-54)
aus, wobei T[ . ] eine im allgemeinen nichtlineare Punktoperation ist. Das mit der
Funktion f+(m,n) = T[f ′(m,n)] modulierte und additiv u¨berlagerte Sto¨rsignal




|H(k, l)|2Φff (k, l)
|H(k, l)|2Φff (k, l) + Φf+f+(k, l) ∗ ∗ Φrr(k, l)
(4-55)
wobei Φf+f+(k, l) die spektrale Leistungsdichte des Signals f+(m,n) ist:
Φf+f+(k, l) ◦=• φf+f+(m,n) = E[f+(s + m, t + n)f+(s, t)] (4-56)
4.5 Ortsvariante Bildrestauration
Wa¨hrend es fu¨r die diskutierten ortsinvarianten Restaurationsverfahren bereits
eine Fu¨lle von nu¨tzlichen Anwendungen gibt, erfreuen sich ortsvariante Methoden
nur sehr zo¨gernd einer breiteren Anwendung. Dies liegt zum einen an teilweise
noch ungelo¨sten theoretischen Fragen zum Verhalten ortsvarianter Systeme, zum
anderen am Aufwand, der bei der Realisierung solcher Systeme vielfach erforder-
lich ist. Fu¨r die Einfu¨hrung ortsvarianter Restaurationsmethoden gibt es unter
anderem folgende Gru¨nde /4.15/:
(1) Viele Bildgewinnungssysteme haben ortsvariante Systemeigenschaften, bei-
spielsweise o¨rtlich sich vera¨nderndes Auﬂo¨sungsvermo¨gen. Derartige Orts-
frequenzverzerrungen von Bildsignalen ko¨nnen mit entsprechend ortsva-
rianten inversen Filtern zumindest teilweise kompensiert werden.
(2) Spezielle Bildgewinnungssysteme (beispielsweise tomographische Abbil-
dungssysteme) liefern Bilder in einer ortsvariant codierten Form; damit
diese visuell interpretierbar werden, muß eine ortsvariante Decodierung
(Filterung) erfolgen /4.16/.
(3) Die stochastischen Signaleigenschaften von Bildern sind o¨rtlich variabel;
Signalscha¨tzverfahren zur Restaurierung gesto¨rter Bildsignale sollten sich
deshalb an die ortsvarianten Signaleigenschaften adaptieren lassen.
(4) Oft sind Bildsignale mit signalabha¨ngigen Sto¨rungen u¨berlagert, haben
also ein o¨rtlich variierendes Nutz/Sto¨rsignalverha¨ltnis; dieses sollte bei der
Restaurierung des Nutzsignals mitberu¨cksichtigt werden.
Fall (1) und (2) fu¨hren jeweils auf die Realisierung sogenannter ortskoordina-
tenabha¨ngiger linearer Filter. Diese vera¨ndern ihr Ortsfrequenzu¨bertragungs-
verhalten als Funktion von den Ortskoordinaten. Fall (3) und (4) erfordern
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Filter, deren U¨bertragungsverhalten von den zu ﬁlternden Bildsignalen selbst
abha¨ngig ist. Hierbei handelt es sich um sogenannte signaladaptive Verfahren.
Im folgenden werden zwei aufwandsgu¨nstige Lo¨sungsmo¨glichkeiten zur Realisie-
rung ortsvarianter Restaurationsverfahren vorgestellt.
4.5.1 Ortsvariante Bildrestauration mit Hilfe von Koordinatentransformationen
Eine geeignete Beschreibung einer ortsvarianten Ortsfrequenzﬁlterung ist die
ortsabha¨ngige Form der Impulsantwort h(x, y, ξ, η) bzw. deren korrespondie-
rende U¨bertragungsfunktion H(u, v, ξ, η). Sie kann beispielsweise experimentell
aus den Antworten auf Impulse δ(ξ, η) am Eingang eines Bildgewinnungssys-
tems bestimmt werden, wobei die Ortskoordinaten ξ, η systematisch vera¨ndert
werden. Ist diese ”Abtastung” nach Punktpositionen dicht genug, wird die
Ortsabha¨ngigkeit vollsta¨ndig erfaßt. Gelingt es mit einer Koordinatentrans-
formation diese Ortsabha¨ngigkeit der Form aufzuheben, so la¨ßt sich die orts-
variante Filterung auf eine ortsinvariante Filterung in geeigneten Koordinaten
zuru¨ckfu¨hren /4.17-4.19/ und kann, wie Bild 4.12 zeigt, durch eine Kombina-
tion der Koordinatentransformationen x′ = C1(x), y′ = C2(y), x = C−11 (x
′),
y = C−12 (y
′) und der ortsinvarianten Filterung H(u′, v′) (bzw. Faltung mit
h(x′ − ξ′, y′ − η′)) beschrieben werden.
Bild 4.12. Zur ortsvarianten Bildfilterung mit Hilfe von Koordinatentrans-
formationen.
Bei der Ru¨ckrechnung des urspru¨nglichen Signals f(x, y) aus dem ortsvariant
ortsfrequenzverzerrten Signal g(x, y) durchla¨uft man die Koordinatentransfor-
mationen und die zur ortsinvarianten Ortsfrequenzverzerrung H(u′, v′) inverse
Filterung H(u′, v′)−1 in umgekehrter Reihenfolge, wobei bei der digitalen Ve-
rarbeitung die Koordinatentransformationen und die inverse Filterung jeweils
als diskrete Approximationen des kontinuierlichen Falls zu realisieren sind. Ein
mathematisches Verfahren, mit dem allgemein aus der Ortsvarianz der Punktant-
wort eine geeignete Koordinatentransformationen abgeleitet bzw. deren Existenz
bewiesen werden kann, ist zur Zeit nicht bekannt.
BEISPIEL: Ortsvariante inverse Filterung
Fu¨r ortsvariante Verwischungen, wie sie beispielsweise bei der Aufnahme be-
wegter Objekte auftreten, lassen sich die erforderlichen Koordinatentransforma-
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Bild 4.13. Simulationsbeispiel einer ortsvarianten inversen Filteroperation mit Hilfe
von Koordinatentransformationen (aus /4.18/).
tionen oft durch eine Analyse der Bildaufnahmegeometrie ermitteln. Dies sei
anhand des Simulationsbeispiels (aus /4.18/) in Bild 4.13 verdeutlicht.
Bild 4.13a zeigt einen Ausschnitt der wa¨hrend der Aufnahme mit konstanter
Winkelgeschwindigkeit rotierenden Mondoberﬂa¨che mit der oberen linken Bild-
ecke als Drehpunkt. Da die resultierende Verunscha¨rfung vom Abstand zum
Drehpunkt abha¨ngt, liegt eine ortsvariante Ortsfrequenzverzerrung vor (peri-
pher liegende Details sind sta¨rker verwischt als zentral liegende). Die An-
wendung einer Polarkoordinatentransformation fu¨hrt auf die in Bild 4.13b ge-
zeigte Darstellung mit Radius als Abszisse und Winkel als Ordinate. Da bei
der Verunscha¨rfung in Bild 4.13a einzelne Bildpunkte als Kreisbo¨gen unter-
schiedlicher La¨nge aber konstantem Winkel abgebildet sind, gehen diese in ver-
tikale linienhafte Verwischungen konstanter La¨nge im Polarkoordinatensystem
von Bild 4.13b u¨ber. Diese ortsinvariante Verzerrung kann nun mit den in
den vorhergehenden Abschnitten diskutierten ortsinvarianten Restaurationsme-
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thoden entzerrt werden. Eine ortsinvariante Restauration, angewandt auf Bild
4.13b zeigt Bild 4.13c. Transformiert man Bild 4.13c wieder in das urspru¨ngliche
Koordinatensystem zuru¨ck, so erha¨lt man das in Bild 4.13d dargestellte Restau-
rationsergebnis von Bild 4.13a.
Es sei abschließend bemerkt, daß mit der oben beschriebenen Vorgehensweise
der ortsvarianten Bildrestauration auch ortsvariant ortsfrequenzverzerrte Bilder
die zusa¨tzlich mit Sto¨rsignalen u¨berlagert sind, verbessert werden ko¨nnen. Hier-
bei ist allerdings zu beachten, daß eventuelle homogene Eigenschaften der Nutz-
und Sto¨rsignale durch die auszufu¨hrenden Koordinatentransformationen im all-
gemeinen inhomogen werden und damit die Anwendung der in den vorhergehen-
den Abschnitten diskutierten ortsinvarianten Filterverfahren zusammen mit den
Koordinatentransformationen nicht notwendigerweise zu Bildverbesserungen im
optimalen Sinne fu¨hren.
4.5.2 Ortsvariante rekursive Bildrestauration mit Filtertabellen
Wa¨hrend mit den direkt im Ortsfrequenzbereich realisierten linearen Filtern nur
ortsinvariante Filteroperationen mo¨glich sind, die unabha¨ngig von den jeweili-
gen Ortskoordinaten und dem Bildsignal selbst u¨berall gleichermaßen auf das
zu verarbeitende Bild wirken, lassen sich im Ortsbereich durch Vera¨ndern der
Abtastwerte der Impulsantworten auf sehr einfache Weise ortsvariante bzw. sig-
nalabha¨ngige Filterungen durchfu¨hren /2.34/.
Bild 4.14. Zur Struktur ortsvarianter/signaladaptiver Filter.
Bild 4.14 zeigt allgemein eine ortsvariante, signalabha¨ngige Filterstruktur. Aus
dem zu ﬁlternden, diskreten Bildsignal f(m,n) und/oder den Ortskoordinaten
m,n (je nachdem, ob das U¨bertragungsverhalten des Filters vom Signal, von
den Ortskoordinaten oder von beidem abha¨ngig sein soll) wird mit Hilfe eines
Kontrollsystems S eine Steuergro¨ße s(m,n) abgeleitet, die die U¨bertragungsei-
genschaften des variablen Filters H fu¨r jeden Bildpunkt mit den Koordinatenin-
dizes m,n festlegt. Die Systemeigenschaften von S und H sind entsprechend
dem speziell zu lo¨senden Restaurationsproblem auszulegen. Fu¨r die Realisierung
ortsvarianter Systeme mit weit ausgedehnten Impulsantworten eignet sich die in
Abschnitt 2.3.7 erwa¨hnte rekursive Filterung. Hierbei kann die Variabilita¨t des
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Filters H in Bild 4.14 durch bildpunktweises Vera¨ndern von Filterkoeﬃzienten












biklg(m− k, n− l) (4-57)
Bild 4.15. Prinzip der rekursiven ortsvarianten Bildfilterung nach dem Filter-
tabellenprinzip (aus /2.34/).
mit i = s(m,n) als Nummer des in m,n anzuwendenden Koeﬃzientensatzes
(aikl, b
i
kl) des Filters i u¨ber. Die vor der Filterung zu entwerfenden Filterkoeﬃ-
zienten aikl, b
i
kl (vergl. Abschnitt 2.3.7) bestimmen in Abha¨ngigkeit von der
Steuergro¨ße s(m,n) am Ort m,n das U¨bertragungsverhalten von H . Im allge-
meinen mu¨ßte fu¨r jeden Bildpunkt ein geeigneter Filterkoeﬃzientensatz (aikl, b
i
kl)
entworfen werden, was jedoch aus Aufwandsgru¨nden nicht durchfu¨hrbar ist. Bei
der Realisierung ist es daher sinnvoll, die Mannigfaltigkeit der Koeﬃzienten
einzuschra¨nken; das ortsvariante Filter wird hierbei in wenige, bildbereichsweise
ortsinvariante Filter zerlegt. Dies kann als grobe Quantisierung von s(m,n)
aufgefaßt werden.
In Bild 4.15 ist der Zusammenhang zwischen Ein/Ausgangsbilddaten, Steu-
ergro¨ße und Filterkoeﬃzienten graphisch veranschaulicht. Die Steuerdaten
wa¨hlen aus der Filtertabelle mit vorentworfenen Filterkoeﬃzienten fu¨r jeden
Bildpunkt den gema¨ß einem problemangepaßten Kriterium jeweils optimalen Ko-
eﬃzientensatz aus, der dann Ein- mit Ausgangsbilddaten arithmetisch verknu¨pft.
Die Ortsvarianz von H wird mit einer einfachen Indizierung der Filterkoeﬃzien-
ten erreicht, was nur unerheblich mehr Aufwand bei der Rekursion bedeutet (die
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Begriﬀe Za¨hler- und Nennerkoeﬃzienten in Bild 4.15 stammen aus der Signalthe-
orie und weisen darauf hin, daß mit rekursiven Filtern gebrochen rationale
U¨bertragungsfunktionen realisiert werden - siehe z.B. /2.36/). Mittels Rekursion
in verschiedene Richtungen ko¨nnen so ortsvariante Nullphasensysteme, d.h. Sys-
teme mit zum Koordinatenursprung punktsymmetrischen Impulsantworten re-
alisiert werden. Die beiden folgenden Beispiele mo¨gen das oben beschriebene
Prinzip verdeutlichen.
BEISPIEL 1: Koordinatenabha¨ngiges inverses Filter
In Bild 4.16 ist die Simulation einer koordinatenabha¨ngigen inversen Orts-
frequenzﬁlterung dargestellt. Das in Bild 4.16a gezeigte Testbild weist vom
linken zum rechten Bildrand zunehmende Unscha¨rfe in horizontaler Richtung
und damit eine koordinatenabha¨ngige Ortsfrequenzverzerrung auf. Erreicht
wurde diese mittels zeilenweiser Faltung mit einem eindimensionalen Spalt-
tiefpaß mit vom linken zum rechten Bildrand zunehmender Impulsbreite (d.h.
abnehmender Bandbreite; Gleichanteilversta¨rkung = 1). Die hierzu inverse
U¨bertragungsfunktion ist ein Polstellenﬁlter mit in Abha¨ngigkeit von der ho-
rizontalen Ortskoordinate zunehmenden Anzahl von Polen. Bei genauer Kennt-
nis der U¨bertragungseigenschaften des verzerrenden Tiefpaß und genauer Re-
pra¨sentation der verzerrten Bilddaten ko¨nnte aus dem verunscha¨rften Bild bei
Realisierung des inversen Filters mit unendlich hoher Rechengenauigkeit das
urspru¨ngliche Bild wieder exakt zuru¨ckgewonnen werden. Dieser Fall ist je-
doch unrealistisch, da die zu verarbeitenden Bildsignale in realen Systemen mit
endlicher Genauigkeit entstehen, d.h. mit Sto¨rungen u¨berlagert sind und in der
Regel mit Systemen endlicher Rechengenauigkeit verarbeitet werden. Dies muß
bei der Auslegung der entsprechenden Bildverbesserungssysteme mitberu¨cksich-
tigt werden. Zur Demonstration des Einﬂusses derartiger Fehler wurde das
ortsvariant verzerrte Bild 4.16a mit 10 bzw. 7 bit zuna¨chst amplitudenquantisiert
und anschließend invers geﬁltert. Die Bilder 4.16b bzw. 4.16c zeigen jeweils
die Resultate der inversen ortsvarianten Filteroperationen. Bild 4.16b unter-
scheidet sich nur geringfu¨gig vom urspru¨nglichen unverzerrten Bild (hier nicht
dargestellt; beachte in Bild 4.16b: geringes Rauschen im rechten Bildteil und
Transparenz im Bereich des Ho¨rers). In Bild 4.16c werden Bilddetails gegenu¨ber
Bild 4.16a zwar wieder sichtbar, das verarbeitete Bild ist jedoch mit erhe-
blichen Sto¨rungen u¨berlagert. Die relativ kleinen Rauschsto¨rungen infolge
von Quantisierungseﬀekten am Filtereingang machen sich am Filterausgang bei
der hier gewa¨hlten direkten inversen U¨bertragungscharakteristik aufgrund der
Singularita¨ten besonders stark bemerkbar (vergl. mit Simulation in Abschnitt
4.2, Bild 4.4). In der Praxis wird man deshalb die U¨bertragungsfunktionen
beispielsweise entsprechend der in den vorhergehenden Abschnitten diskutierten
U¨berlegungen modiﬁzieren.
Ein weiterer wesentlicher Gesichtspunkt bei der Ortsfrequenzentzerrung von
Bildern, die in realen Systemen entstehen, ist, daß die Verzerrungseigenschaften
solcher Systeme nur mit endlicher Genauigkeit gemessen werden ko¨nnen, d.h.
die U¨bertragungseigenschaften des inversen Filters stellen nur eine Na¨herung
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(a) (b)
(c) (d)
Bild 4.16. Simulation einer ortsvarianten inversen Filteroperation nach dem Filterta-
bellenprinzip (aus /2.34/).
des idealen inversen Filters dar. Bild 4.16d zeigt anhand des eben skizzier-
ten Beispiels, wie sich solche Fehler im verarbeiteten Bild bemerkbar ma-
chen ko¨nnen; auch hier sind problemangepaßte Modiﬁkationen der inversen
U¨bertragungsfunktionen notwendig. Fu¨r die Koordinatenabha¨ngigkeit der in-
versen U¨bertragungsfunktionen lassen sich im allgemeinen keine einfachen ana-
lytischen Zusammenha¨nge angeben. Unter Umsta¨nden sind lokale Impulsant-
worten, je nach Variabilita¨t der U¨bertragungseigenschaften, fu¨r eine große Zahl
von m,n-Werten zu messen, die zugeho¨rigen Filterkoeﬃzienten zu entwerfen,
die resultierenden U¨bertragungsfunktionen zu invertieren und gegebenenfalls zu
modiﬁzieren. Die resultierenden Filterkoeﬃzienten werden dann in eine Filter-
tabelle eingetragen und bei der rekursiven Filterung in Abha¨ngigkeit von den
Koordinaten m,n abgerufen (vergl. Bild 4.14 und Bild 4.15).
BEISPIEL 2: Signaladaptive Bildrestauration
Bildsignale sind in vielen Fa¨llen mit signalabha¨ngigen Sto¨rungen poissonscher
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Statistik behaftet. Bei einer Restauration solcher Bilder sollte dieser Signalab-
ha¨ngigkeit Rechnung getragen werden. Da die in der Literatur vorgeschlagenen
Verfahren auf der Basis ortsvarianter Nutz/Sto¨rsignalmodelle im allgemeinen nur
mit erheblichem Rechenaufwand bewa¨ltigt werden ko¨nnen (z.B. /4.20, 4.21/),
triﬀt man oft die vereinfachende Annahme der Stationarita¨t von Nutz- und
Sto¨rsignal bzw. deren gegenseitige Unabha¨ngigkeit, was eine geringere Lei-
stungsfa¨higkeit der dann verwendeten Verfahren bedingt.
Bild 4.17. Testbild: Tiefpaßgefilterte und poissongesto¨rte Intensita¨tsrampe mit
u¨berlagerten Kugelprojektionen.
Die Entstehung von Bildsignalen in Bildgewinnungssystemen mit eingeschra¨nk-
tem Auﬂo¨sungsvermo¨gen und poissonscher Sto¨rsignalstatistik (d.h. mit ei-
ner zum Signalmittelwert proportionalen Signalvarianz) kann na¨herungsweise
mit Gln.(4-53) und (4-54) beschrieben werden, wobei T[ . ] hier eine Quadrat-
wurzeloperation und r(m,n) beispielsweise das Ausgangssignal einer gaußschen
Rauschquelle mit konstanter spektraler Leistungsdichte ist. Bild 4.17 zeigt als
Beispiel hierfu¨r ein rechnergeneriertes Testbild. Ein Graukeil (0 bis 100 In-
tensita¨tseinheiten) wurde mit Projektionen kugelfo¨rmiger Testobjekte (mit ei-
nem Maximum von 20 Intensita¨tseinheiten) u¨berlagert, gaußfo¨rmig bandbe-
grenzt und schließlich mit einem simulierten Poissonprozeß moduliert. Die
dem Bild lokal u¨berlagerte Sto¨rleistung ist damit na¨herungsweise dem lokalen
Bildsignalmittelwert proportional. Anstatt diese signalabha¨ngige Sto¨rung im
Sinne von Gl.(4-55) global zu beru¨cksichtigen, ist mit der oben beschriebenen
Filterstruktur eine lokal optimale Restauration - beispielsweise im Wienerschen
Sinne - mo¨glich. Auf der Basis einer a priori Annahme u¨ber die spektrale Lei-
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stungsdichte des Nutzsignals Φff (k, l) (bei der hier diskutierten Simulation als
Leistungsspektrum einer Kugelprojektion angenommen) berechnet man fu¨r spek-
trale Leistungsdichten des Sto¨rsignals, die als weiß, aber mit unterschiedlichen
Rauschleistungspegeln angenommen werden, gema¨ß Gl.(4-52) die korrespondie-
renden Wienerschen Optimalﬁlter.
Bild 4.18. Wienerfilteru¨bertragungsfunktion in Abha¨ngigkeit von der dem Bild lokal
u¨berlagerten Sto¨rsignalenergie.
Bild 4.18 zeigt das typische Verhalten dieser U¨bertragungsfunktionen in Abha¨n-
gigkeit von der angenommenen Rauschleistung im obigen Beispiel. Fu¨r diese
U¨bertragungsfunktionen werden dann die Koeﬃzientensa¨tze der entsprechenden
rekursiven Filter entworfen und in einer Filtertabelle abgelegt. Damit kann nun
wa¨hrend der rekursiven Verarbeitung bildpunktweise das U¨bertragungsverhalten
mittels Auswahl des ”besten” Koeﬃzientensatzes an die dem Bild lokal u¨berla-
gerte Sto¨rleistung angepaßt werden. Die Auswahl u¨bernimmt das Kontrollsystem
(siehe Bild 4.14), das hier beispielsweise mittels einer einfachen Tiefpaßoperation
(z.B. 3×3-Mittelung) einen Scha¨tzwert fu¨r den lokalen Signalmittelwert und
damit fu¨r die lokal u¨berlagerte Sto¨rleistung liefert, mit dem die Indizierung des
”richtigen” Filters mo¨glich ist.
Um den Vorteil gegenu¨ber homogenen Filtern quantitativ erfassen zu ko¨nnen,
wurden in /2.34/ 10 Testbilder (siehe Beispiel in Bild 4.17) mit ortsinvarianten
Wienerschen Optimalﬁltern mit jeweils als konstant angenommener spektraler
Leistungsdichte Φrr des Sto¨rsignals restauriert. Bild 4.19 zeigt den gemesse-
nen relativen quadratischen Fehler des Modellsignals in Abha¨ngigkeit vom
Filterparameter Φrr bei verschiedenen mittleren lokale Sto¨rsignalenergien (Kur-
venparameter). Die Fehlerkurve fu¨r das signalabha¨ngige Optimalﬁlter verla¨uft
durch die Minima der dargestellten Kurvenschar. Aus Bild 4.19 ist der quanti-
tative Gewinn des signalabha¨ngigen Optimalﬁlters im skizzierten Restaurations-
beispiel direkt ablesbar. Z.B. la¨ßt sich der relative quadratische Fehler gegenu¨ber
einem ortsinvarianten Filter mit einem mittleren konstanten Rauschleistungsﬁl-
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Bild 4.19. Zur quantitativen Beurteilung von Restaurationsergebnissen des homoge-
nen/signaladaptiven Wienerfilters.
terparameter 2.0 bei einer mittleren lokalen Quantenzahl von 94 von 47% auf
41%, bei einer mittleren lokalen Quantenzahl von 12 von 21% auf 16% verbessern.
Gegenu¨ber ortsinvarianten Filtern, die auf kleine bzw. große lokale Rauschleis-
tungen optimiert sind, ist der Gewinn mit signalabha¨ngigen Filtern natu¨rlich
wesentlich gro¨ßer. Die Anwendungsmo¨glichkeiten der oben beschriebenen Filter-
methode zur Restauration ”realer” Bilddaten sind sehr vielfa¨ltig. In /2.34/ wurde
eine Anwendung in der nuklearmedizinischen Bilddatenverarbeitung beschrieben.
Weitere interessante Ansa¨tze zur Restauration signalabha¨ngig gesto¨rter Bildsig-
nale ﬁnden sich in /4.22, 4.23/.
Kapitel 5
SEGMENTIERUNG
Das Ziel von Bildsegmentierungsverfahren ist die Unterteilung von Bildern in
bedeutungsvolle Teilbereiche. Mit ihrer Hilfe werden fu¨r den Anwender ”inte-
ressante Objekte” aus zum Teil komplexen Szenen extrahiert, die dann einer
weiteren Analyse bzw. Interpretation unterworfen werden ko¨nnen. Damit stellen
Segmentierungsverfahren eine wichtige fru¨he Verarbeitungsstufe der Bildanalyse
und der Bilderkennung dar. Beispielsweise mu¨ssen in der biomedizinischen Bild-
datenverarbeitung vor der eigentlichen Vermessung von Chromosomen, Zellen,
Organen, Blutgefa¨ßen, usw., zuna¨chst jene Bildpunkte identiﬁziert werden, die
das jeweils zu untersuchende ”Objekt” repra¨sentieren. Im Bereich der automati-
sierten industriellen Fertigung und Qualita¨tskontrolle mu¨ssen Werkzeuge und
Produkte in Bildszenen segmentiert werden, um eine weitere Analyse dersel-
ben zu ermo¨glichen und abha¨ngig davon gezielte Aktionen auslo¨sen zu ko¨nnen;
bei der geophysischen Interpretation von Luftbildaufnahmen ist beispielsweise
eine automatische Unterscheidung von verschiedenartigen Nutzungsﬂa¨chen wie
Industrie-, Wohn- oder landwirtschaftlich genutzten Gebieten von Interesse um
diese zu kartographieren, usw..
Bei der Bildsegmentierung unterscheidet man prinzipiell zwischen vollsta¨ndiger
und unvollsta¨ndiger Segmentierung. Fu¨r die vollsta¨ndige Segmentierung la¨ßt sich
folgende formale Deﬁnition angegeben /1.22/:
DEFINITION : Unter der Segmentation eines diskreten Bildsignals f(m,n)
mit {0 ≤ m ≤ M − 1 ∩ 0 ≤ n ≤ N − 1} versteht man die Unterteilung von f in




i=1 fi = f
(b) fi ist zusammenha¨ngend ∀i mit i = 1, . . . , P .
(c) ∀fi ist das Einheitlichkeitskriterium E(fi) erfu¨llt.
(d) Fu¨r jede Vereinigungsmenge zweier benachbarter fi, fj ist E(fi ∪ fj) nicht
erfu¨llt.
Ein einfaches Einheitlichkeitskriterium ist z.B., daß die Intensita¨tsdiﬀerenz
zweier beliebiger Bildpunkte innerhalb eines Bereiches fi den Wert e betrags-
ma¨ßig nicht u¨berschreitet (Kriterium der Intensita¨tshomogenita¨t). Eine voll-
sta¨ndige Segmentation kann mit sogenannten bereichsorientierten Verfahren er-
reicht werden, die Bildbereiche einheitlicher Eigenschaften detektieren. Die Wahl
geeigneter Einheitlichkeitskriterien ha¨ngt entscheidend von der Natur der zu
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segmentierenden Bilder ab; bei der Trennung von Bildbereichen unterschied-
licher Textur sind unter Umsta¨nden sehr komplexe Kriterien notwendig (siehe
hierzu z.B. /5.1/). Die Ergebnisse der vollsta¨ndigen Segmentierung ko¨nnen mit
etikettierten Masken oder mit Hilfe von Konturen repra¨sentiert werden (siehe
Bild 5.1a,b).
(a) (b) (c)
Bild 5.1. Vollsta¨ndig segmentiertes Objekt in (a) Masken- und (b) Konturli-
niendarstellung; (c) Beispiel fu¨r unvollsta¨ndige Segmentation.
Demgegenu¨ber fu¨hren kantenorientierte Verfahren, die Trennungslinien zwischen
Bildbereichen mit unterschiedlichen Eigenschaften berechnen, im allgemeinen
auf unvollsta¨ndige Segmentierungen; die obige Deﬁnition der vollsta¨ndigen Seg-
mentierung ist hierbei im allgemeinen nicht erfu¨llt, d.h. die Trennungslinien
ko¨nnen z.B. Lu¨cken aufweisen oder es ko¨nnen ”fehlerhafte” zusa¨tzliche Tren-
nungslinien innerhalb eines Bereiches fi vorhanden sein (siehe Bild 5.1c). Die
mit kantenorientierten Verfahren ermittelten Eigenschaftsgradienten ko¨nnen mit
Hilfe geeigneter Nachverarbeitungsverfahren (wie z.B. Konturverfolgung und
Kantenelimination) in vollsta¨ndige Bildsegmentierungen u¨berfu¨hrt werden.
5.1 Bereichsorientierte Verfahren
5.1.1 Einfache Schwellwertverfahren
Bilder, die beispielsweise helle Objekte auf dunklem Hintergrund bzw. dun-
kle Objekte auf hellem Hintergrund beinhalten, lassen sich mit Hilfe einfacher
Schwellwertoperationen segmentieren. Zwischen Eingangssignal f(m,n) und
Ausgangssignal g(m,n) besteht der Zusammenhang:
g(m,n) =
{
I1 fu¨r 0 ≤ f(m,n) < S
I2 fu¨r S ≤ f(m,n) ≤ fmax (5-1)
5.1 Bereichsorientierte Verfahren 123
wobei I1 und I2 zwei beliebige, jedoch voneinander verschiedene Werte sind (mei-
stens wird I1 = 0 und I2 = 1 gewa¨hlt) und S eine einzustellende Intensita¨ts-
schwelle ist. Gl.(5-1) stellt einen Spezialfall der in Abschnitt 3.1 diskutierten
Punktoperationen dar. Bei geeigneter Wahl von S repra¨sentieren im Ausgangs-
bild Bildpunkte mit dem Wert I1 Objekte und Bildpunkte mit dem Wert I2
den Hintergrund bzw. umgekehrt. Eine Bildszene, auf die dieses Verfahren un-
mittelbar (d.h. ohne Vor- oder Nachverarbeitung) angewendet werden ko¨nnte,
ist in Bild 3.2a dargestellt. Der Schwellwert S kann beispielweise aus dem
zugeho¨rigen Histogramm (siehe Bild 3.2c) ermittelt werden (S wa¨re in diesem
Fall ein Intensita¨tswert, der zwischen den beiden das Objekt bzw. den Hinter-
grund repra¨sentierenden Gebirgen im Histogramm liegt).
Fu¨r Bilder, die P Objekte (im folgenden wird auch der Hintergrund als Objekt
bezeichnet) mit unterschiedlichen sie charakterisierenden Intensita¨tsbereichen
enthalten, la¨ßt sich Gl.(5-1) entsprechend erweitern:
g(m,n) = Ii fu¨r Si−1 ≤ f(m,n) < Si (5-2)
mit i = 1, 2, . . . , P, S0 = 0 und SP = fmax + 1
Ein Verarbeitungsbeispiel fu¨r P = 3 ist in Bild 5.2 dargestellt. Vor der automatis-
chen Befundung von Lichtmikroskopaufnahmen von Zellen ist eine Trennung der
(a) (b)
(c) (d) (e)
Bild 5.2. Segmentierung eines Zellbildes mit konstanter Intensita¨tsschwelle. (a)
Originalbild, (b) Bild in (a) mediangefiltert und (d) Segmentierungsergebnis; (c) und
(e) zeigen Ergebnisse bei zu niedrig bzw. zu hoch eingestellten Schwellwerten.
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Bildbereiche ”Zellplasma” und ”Zellkern” gegenu¨ber dem Bereich ”Hintergrund”
notwendig. Das in Bild 5.3a gezeigte Intensita¨tsproﬁl (horizontaler Schnitt durch
Bildmitte des Zellbildes in Bild 5.2a) zeigt, daß eine eindeutige Zuordnung die-
ser drei Bereiche aufgrund der relativ starken Intensita¨tsﬂuktuationen mit Hilfe
einer einfachen Schwellenoperation nicht ohne weiteres mo¨glich ist. Deshalb
wendet man vor der Schwellwertoperation ha¨uﬁg geeignete Bildverbesserungs-
oder Restaurationsverfahren an. Um das in Bild 5.2a dargestellte Zellbild
zu gla¨tten, ohne gleichzeitig die abrupten Kantenu¨berga¨nge zwischen Zell-
kern/Zellplasma und Zellplasma/Hintergrund zu verwischen, wurde die in Ab-
schnitt 3.2.2 beschriebene Medianﬁlteroperation mit einem quadratischen Ein-
zugsbereich von 5×5 Bildpunkten als Vorverarbeitung angewendet. Das Ergebnis
dieser Operation, angewendet auf Bild 5.2a, zeigt Bild 5.2b. Die beiden zur Seg-
mentierung notwendigen Intensita¨tsschwellen S1 und S2 lassen sich beispielsweise
aus geeigneten Intensita¨tsproﬁlen oder aus dem Intensita¨tshistogramm des Zell-
bildes abscha¨tzen. Da Zellkern, Zellplasma und Hintergrund im allgemeinen drei
sich teilweise u¨berlappende Verteilungen im Histogramm haben (siehe schematis-
che Darstellung in Bild 5.3b), ist eine fehlerfreie Segmentierung mittels Schwellen-
verfahren nicht mo¨glich. In Bezug auf Segmentierungsfehler optimale Inten-
sita¨tsschwellen (siehe hierzu auch folgender Abschnitt) liegen im Bereich der
beiden Histogrammta¨ler. Bild 5.2d zeigt das Ergebnis des Schwellwertverfahrens
nach Anwendung auf das vorverarbeitete in Bild 5.2b gezeigte Zellbild. Die Zu-
verla¨ssigkeit von Schwellenverfahren ha¨ngt wesentlich von der ”richtigen” Wahl
der Intensita¨tsschwellen ab. Um dies bildhaft darzustellen, wurden die bei-
den Intensita¨tsschwellen S1 und S2 im Beispiel von Bild 5.2d jeweils um -20%
erniedrigt (Bild 5.2c) bzw. um +20% erho¨ht (Bild 5.2e). Es ist oﬀensichtlich, daß
fehlerhafte Schwellwerte zu unbrauchbaren Segmentierungsresultaten fu¨hren.
(a) (b)
Bild 5.3. (a) Intensita¨tsprofil und (b) Histogramm eines typischen Zellbildes.
Wie oben erwa¨hnt, ko¨nnen fu¨r die Segmentierung geeignete Schwellwerte (unter
anderem) aufgrund einer Analyse globaler Intensita¨tshistogramme ermittelt wer-
den. Dies ist zumindest immer dann der Fall, wenn sich die Beitra¨ge der P
zu segmentierenden Objekte im Histogramm nur geringfu¨gig u¨berlappen. Die
Schwellwerte liegen dann in den P − 1 Histogrammta¨lern zwischen den P Histo-
grammgebirgen des P -modalen Gesamthistogramms. Sind die Histogrammta¨ler
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nur schwach ausgepra¨gt, lassen sich geeignete Schwellwerte gu¨nstiger mit Hilfe
gewichteter Histogramme berechnen (siehe auch /5.2-5.6/). Anstelle einer umge-
bungsunabha¨ngigen Akkumulation der Intensita¨tswerte bei der Berechnung der
Histogramme nach Gl.(3-6) wird hierbei der Beitrag jedes einzelnen Bildpunktes
f(m,n) entsprechend einer lokalen Bildeigenschaft e(m,n) bei den Koordinaten






g (e(m,n)) δ (f(m,n)− i) (5-3)
mit i = 0, . . . , fmax. Wa¨hlt man beispielsweise fu¨r e(m,n) die absolute In-
tensita¨tsabweichung des Bildpunktes f(m,n) von den jeweils vier unmittelbar
benachbarten Bildpunkten (diskrete Approximation des Laplace-Operators)
e(m,n) =|f(m,n)− [(f(m,n− 1) + f(m,n + 1)+
+ f(m− 1, n) + f(m + 1, n)]/4| (5-4)
und wa¨hlt als Gewichtung die mit e(m,n) monoton fallende Funktion
g(m,n) = [1 + e(m,n)]−1 (5-5)
so liefern Bildpunkte, die im Grenzbereich zweier benachbarter Objekte liegen
kleine Beitra¨ge im Histogramm, wa¨hrend Bildpunkte in intensita¨tshomogenen
Bildbereichen sta¨rker bewertet werden. Die mit dieser Technik berechneten His-
togramme weisen im allgemeinen wesentlich ausgepra¨gtere Histogrammta¨ler auf
und damit ko¨nnen fu¨r die Segmentierung geeignete Schwellwerte in der Regel
leichter berechnet werden. Auch eine mit e(m,n) monoton wachsende Gewich-
tung ist mo¨glich und insbesondere dann sinnvoll, wenn die Anzahl der zu den
jeweiligen Objektbereichen geho¨renden Bildpunkte stark variiert. Z.B. liefern
mit
g(m,n) = e(m,n) (5-6)
Bildpunkte in Bildbereichen mit hohen Intensita¨tsa¨nderungen (bei e(m,n) nach
Gl.(5-4) Intensita¨tsa¨nderungen 2. Ordnung) hohe Beitra¨ge im nach Gl.(5-3) be-
rechneten Histogramm. Da andererseits Bildpunkte im Innern der als homogen
angenommenen Objektbereiche keine oder nur kleine Beitra¨ge liefern, hat das
resultierende Histogramm bei Intensita¨ten, die zwischen den fu¨r die Objekte
charakteristischen Intensita¨tsbereichen liegen hohe Werte. Die Berechnung von
Schwellwerten fu¨hrt hier also auf die Ermittlung lokaler Maximalwerte im Histo-
gramm. Die Wirkung der Gewichtung nach Gl.(5-5) bzw. (5-6) mit Gl.(5-4) ist
in Bild 5.4 schematisch dargestellt.
Auch die in der Literatur vorgeschlagenen zweidimensionalen Histogramme
(z.B. Ha¨uﬁgkeit in Abha¨ngigkeit vom Intensita¨tswert und dem lokalen Inten-
sita¨tsgradienten /5.10-5.14/) sind oft nu¨tzliche Hilfsmittel zur Scha¨tzung ge-
eigneter Intensita¨tsschwellen. Allgemein ko¨nnen Schwellenverfahren in Q-dimen-
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(a) (b) (c)
Bild 5.4. Zur gradientenabha¨ngigen Akkumulation von Histogrammwerten. (a)
Histogramm nach Gl.(3-6); (b) gewichtete Berechnung nach Gl.(5-5) und (c) nach
Gl.(5-6).
sionalen Histogrammen als Trennung der Objekte repra¨sentierenden ”Punktwol-
ken” mittels (Q−1)-dimensionaler Hyperebenen verstanden werden und ko¨nnen
daher mit den klassischen Verfahren der Mustererkennung behandelt werden.
Weitere interessante Ansa¨tze zur automatischen Schwellenbestimmung sind in
/5.7-5.9/ beschrieben.
5.1.2 Optimale Schwellwertverfahren
Aufgrund zufa¨lliger Signalﬂuktuationen sind die Intensita¨tswerte innerhalb der
Objektbereiche selten konstant; diese Variationen ko¨nnen ausgehend von a priori
Annahmen und/oder ausgehend von Histogrammen na¨herungsweise als Wahr-
scheinlichkeitsdichten beschrieben werden /5.15-5.17/. Im folgenden sei ein Bild
mit M ×N Bildpunkten angenommen, das ein helles Objekt ”O” auf dunklem
Hintergrund ”H” beinhaltet. Die Auftrittswahrscheinlichkeiten der Intensita¨ts-
werte i innerhalb der beiden Bildbereiche fξ mit ξ = ”O” oder ξ = ”H” seien











mit den Mittelwerten µξ und den Standardabweichungen σξ beschreibbar. Geht
man weiterhin davon aus, daß sich fO aus PO und fH aus PH Bildpunkten
zusammensetzt und damit
(PO + PH)/MN = 1 (5-8)
ist, gilt fu¨r die Intensita¨tsverteilung des gesamten Bildes
p(i) = (POpO(i) + PHpH(i)) /MN (5-9)
Aufgrund der oben genannten Annahmen ist es sinnvoll, alle Bildpunkte unter-
halb einer Intensita¨tsschwelle S als Hintergrund und den Rest als Objektpunkte
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zu klassiﬁzieren. Da sich die Wahrscheinlichkeitsverteilungen der beiden Bere-
iche teilweise u¨berlappen, ergibt sich ein Segmentierungsfehler Eξ, d.h. eine
Wahrscheinlichkeit dafu¨r, daß Bildpunkte des Bereiches ξ fa¨lschlicherweise dem





mit A = −∞ und B = S fu¨r ξ = ”O” und A = S und B = ∞ fu¨r ξ = ”H”.
Damit ergibt sich fu¨r den Gesamtfehler E
E(S) = (POEO(S) + PHEH(S)) /MN (5-11)
Setzt man Gln.(5-7) und (5-10) in Gl.(5-11) ein, diﬀerenziert nach S und setzt




























Da Gl.(5-12) quadratisch in S ist, sind unter den oben getroﬀenen Annahmen
u¨ber die Wahrscheinlichkeitsdichtefunktionen allgemein zwei Schwellen fu¨r die
optimale Segmentierung des Bildes in die Bereiche fO und fH notwendig. Fu¨r










Fu¨r σO = σH und PO = PH ist S der arithmetische Mittelwert von µO und µH .
Wie aus Gln.(5-12) bzw. (5-13) hervorgeht, sind die optimalen Schwellwerte
durch die Parameter der zugrundegelegten Wahrscheinlichkeitsverteilungen p(i)
bestimmt. Diese mu¨ssen, ausgehend von nach Gl.(3-6) berechneten Histogram-




[p(i)− h(i)/MN ]2 → min (5-14)
mit Hilfe numerischer Optimierungsverfahren (z.B. /4.8/) ermittelt werden,
wobei pξ(i) und damit p(i) geignete, im Prinzip beliebige Wahrscheinlichkeits-
funktionen sein ko¨nnen.
Die oben beschriebene Methode wurde in /5.15/ in lokalen Bildbereichen bei




Bild 5.5. Segmentierung mit ortsvarianten Schwellwerten; (a) vorverarbeitete
Ro¨ntgenaufnahme eines Herzbinnenraumes, (b) Segmentierungsergebnis, (c), (d) His-
togramme (o) der in (a) gekennzeichneten Bildbereiche bzw. ihre Modellierung (x).
(sogenannte Kardiogramme) angewendet. Vor der Schwellenoperation wur-
den (1.) die Bildpunkte logarithmiert, um die exponentielle Schwa¨chung der
Ro¨ntgenstrahlung zu kompensieren, (2.) jeweils zwei Bilder vor und nach App-
lizierung eines Kontrastmittels voneinander subtrahiert und (3.) mehrere Dif-
ferenzbilder miteinander u¨berlagert, um das starke Rauschen im Signal zu ver-
mindern. In Bild 5.5a ist ein Kardiogramm nach diesen drei Vorverarbeitungs-
schritten dargestellt. Fu¨r die Berechnung optimaler Schwellwerte wurde das
vorverarbeitete, aus 256×256 Bildpunkten bestehende Bild in 7×7 Unterbereiche
mit jeweils 64×64 Bildpunkten unterteilt (50%-tige U¨berlappung benachbarter
Bereiche). Fu¨r jeden dieser 49 Bereiche wurde ein Histogramm berechnet und
auf seine Bimodalita¨t hin u¨berpru¨ft. Die Bilder 5.5c,d zeigen zwei Beispiele fu¨r
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die in Bild 5.5a markierten Bereiche. Im Histogramm des Bereichs A an der
Organgrenze sind sowohl Bildpunkte des Objektes als auch des Hintergrundes
repra¨sentiert - der Verlauf ist entsprechend bimodal; demgegenu¨ber ist das His-
togramm des Bereiches B, das nur Bildpunkte des Hintergrundes beinhaltet,
unimodal. Zuna¨chst wurden die Bereiche mit bimodalen Histogrammen identi-
ﬁziert, diese numerisch mit bimodalen Wahrscheinlichkeitsfunktionen (Gl.(5-9)
mit Gl.(5-7)) im Sinne von Gl.(5-14) angena¨hert (im Beispiel von Bild 5.5c mit
x gekennzeichnet) und jeweils die optimalen Schwellwerte berechnet. Fu¨r die
u¨brigen Bereiche wurden hieraus die Schwellwerte mittels Interpolation berech-
net. Mit Hilfe einer weiteren Interpolation wurde aus den 7×7 Schwellwerten eine




1 fu¨r f(m,n) ≥ S(m,n)
0 sonst
(5-15)
ausgefu¨hrt. Bild 5.5b zeigt das Resultat dieser Segmentierung in Form der
Konturdarstellung, die dem urspru¨nglichen unverarbeiteten Bild u¨berlagert wur-
de.
5.1.3 Bereichswachstumsverfahren
Die fu¨r die erfolgreiche Anwendbarkeit der oben beschriebenen Schwellenverfah-
ren notwendigen Voraussetzungen na¨mlich, daß (1.) die Anzahl der im Bild
enthaltenen Objekte a priori bekannt ist, daß (2.) die Objekte durch Inten-
sita¨ten in nur geringfu¨gig sich u¨berlappenden Intensita¨tsbereichen repra¨sentiert
sind und (3.), daß damit geeignete Schwellwerte berechnet werden ko¨nnen, sind
ha¨uﬁg nicht erfu¨llt. Daru¨ber hinaus ist bei punktorientierten Verfahren nicht
gewa¨hrleistet, daß die segmentierten Unterbereiche zusammenha¨ngend im Sinne
der Deﬁnition der vollsta¨ndigen Segmentierung, Punkt (b) sind. Eine alternative
Vorgehensweise, die Nachbarschaftsbeziehungen von Bildpunkten bei der Seg-
mentierung beru¨cksichtigt und daher f in P zusammenha¨ngende Unterbereiche
fξ zu Unterteilen in der Lage ist, ist das sogenannte Bereichswachstumsverfahren
(engl. ’region growing’). Ausgehend von geeigneten Anfangspunkten (idealer-
weise genau ein Anfangspunkt pro Bereich fξ ) wird ein iterativer Prozeß ge-
startet, bei dem Unterbereichen von fξ benachbarte Bildpunkte mit a¨hnlichen
Eigenschaften zugeordnet werden. Dieses Bereichswachstum wird genau solange
fortgesetzt, bis sa¨mtliche Bildpunkte einem der Unterbereiche fξ zugeordnet
sind. Der im folgenden beschriebene Ansatz zur Segmentierung eines Bildes
in anna¨hernd intensita¨tskonstante Bildbereiche geht auf /5.1/ zuru¨ck.
Zuna¨chst muß fu¨r jedes ”natu¨rliche” Grauwertplateau ein Anfangspunkt in-
nerhalb dieses Plateaus gefunden werden, aus dem dann beim nachfolgenden
Bereichswachstum das zugeho¨rige Plateau entsteht. Wird mehr als ein An-
fangspunkt gefunden, zerfa¨llt das Plateau in mehrere Bereiche; derartige Feh-




Bild 5.6. Zur Initialpunktberechnung bei Bereichswachstumsverfahren.
mit a¨hnlichen Eigenschaften wieder vereinigt werden, zumindest teilweise kor-
rigiert werden. Falls ein ”natu¨rliches” Plateau keinen Anfangspunkt entha¨lt, wird
es einem benachbarten Bereich zugeschlagen, wodurch ein Segmentierungsfehler
entsteht. Das Auﬃnden geeigneter Anfangspunkte ist damit der entscheidende
Schritt des gesamten Verfahrens und maßgebend fu¨r die Gu¨te des Segmen-
tierungsergebnisses. In Bild 5.6 ist dieser Verarbeitungsschritt schematisch
dargestellt. Um eine Anpassung des Verfahrens an lokal vera¨nderliche Kon-
trastverha¨ltnisse - etwa durch Beleuchtungseinﬂu¨sse bedingt - zu erreichen, wird
in einem ersten Schritt eine Analyse des Musters innerhalb lokaler Bildfenster Fi
(in Bild 5.6a: F1 - F4) durchgefu¨hrt, indem man die Intensita¨tsminima Iui und
Intensita¨tsmaxima Ioi innerhalb dieser Bildfenster bestimmt. Hieraus ko¨nnen
lokale Intensita¨tsschwellen Si
Si = (Ioi − Iui)/K (5-16)
berechnet werden, die im folgenden beno¨tigt werden. K ist eine empirisch bes-
timmte Konstante, wobei sich K = 3 in vielen Fa¨llen als brauchbarer Wert
erweist. Um zu vermeiden, daß Anfangspunkte auf Intensita¨tskanten zu liegen
kommen, werden in einem zweiten Schritt jene Punkte markiert, deren Intensi-
ta¨tsgradient (siehe hierzu Abschnitt 5.2.1) einen Wert ∆S betragsma¨ßig nicht
u¨berschreitet. In Bild 5.6a wurden auf diese Weise 8 Punkte markiert - in der
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Praxis sind dies mehrere Hundert oder Tausend Bildpunkte. Die Wahl von ∆S
ist nicht sehr kritisch - brauchbare Werte liegen etwa bei 10-20% des maximal
mo¨glichen Intensita¨tswertes. Im folgenden Verarbeitungsschritt werden, ausge-
hend von den Punkten Pj (im Beispiel mit den Ziﬀern 1-8 gekennzeichnet), der
Reihe nach diejenigen Punkte Pl ausgelo¨scht, die auf einem beliebigen Weg von
Pj aus erreichbar sind, ohne daß der Betrag der Intensita¨tsdiﬀerenz zwischen Pj
und irgendeinem Punkt des Weges den Wert Si u¨berschreitet, wenn Pi in Fi liegt.
Im Beispiel von Bild 5.6c werden vom Punkt 1 die Punkte 4, 5, 6, von Punkt
2 der Punkt 8 und von Punkt 3 der Punkt 7 eliminiert (durch kleine Kreise ge-
kennzeichnet). Auf den Wegen zwischen den Punkten 1-2, 1-8, 2-3, 2-7, 3-2, 3-1,
1-3 und 1-7 wird die Intensita¨tsschwelle jeweils u¨berschritten (kleine Quadrate).
Der Weg 3-6 braucht beispielsweise nicht mehr untersucht zu werden, da Punkt
6 bereits von Punkt 1 ausgelo¨scht wurde, bevor die von Punkt 3 ausgehenden
Wege analysiert wurden. Die verbleibenden Punkte sind in Bild 5.6d eingetragen
und man erkennt, daß fu¨r jeden Bereich nur ein Anfangspunkt u¨brig ist. In der
Praxis ko¨nnen nicht alle in Frage kommenden Wege zwischen zwei Punkten un-
tersucht werden, weshalb eine Beschra¨nkung auf Geraden zwischen zwei Punkten
sowie die beiden Wege parallel zu den Koordinatenachsen sinnvoll ist. Bild 5.7a
zeigt die so gewonnenen Anfangspunkte bei einem realen Muster; jeder Stein
der Ziegelwand ist nur mit einem einzigen Anfangspunkt vertreten, wa¨hrend der
helle Mo¨rtelbereich noch eine ganze Reihe von Anfangspunkten entha¨lt.
Ausgehend von den so erhaltenen Anfangspunkten kann nun anschließend ein
quasi simultanes Bereichswachstumsverfahren (siehe hierzu /5.18/) angewen-
det werden, bis alle Bildpunkte des Musters einem Bereich zugeordnet sind.
Diese Quasi-Gleichzeitigkeit kann in einem seriellen Rechner dadurch erreicht
werden, daß der Reihe nach allen markierten Punkten bzw. Bereichen benach-
barte, noch unmarkierte Punkte zugeordnet werden, sofern zwei Kriterien erfu¨llt
sind: Erstens darf dem fraglichen Bereich nicht mehr als eine bestimmte An-
zahl von zusa¨tzlichen Punkten pro Iteration zugeschlagen werden - wobei dieser
Wert nicht sehr kritisch ist - und zweitens darf der Betrag der Intensita¨tsdiﬀe-
renz zwischen dem mittleren Intensita¨tswert des in Frage stehenden Bereiches
und einem benachbarten Punkt einen bestimmten, am Anfang des iterativen
Verfahrens kleinen, aber im Prinzip beliebigen Wert ∆I nicht u¨berschreiten;
die Intensita¨tsmittelwerte der einzelnen Bereiche werden hierbei nach jedem
Iterationsschritt entsprechend der neu hinzugekommenen Bildpunkte aktuali-
siert. Falls im Laufe des Verfahrens keine diese zwei Bedingungen erfu¨llenden
Punkte mehr gefunden werden, erho¨ht man ∆I schrittweise und fa¨hrt mit dem
Verfahren in analoger Weise fort, bis alle Bildpunkte zugeordnet sind. Diese
Vorgehensweise bietet gegenu¨ber den oben diskutierten Schwellenverfahren eine
Reihe von Vorteilen /5.1/: (1.) Es ist keinerlei a priori Wissen u¨ber das Bild
erforderlich. (2.) Es verbleiben, unabha¨ngig von der Sto¨rung des Bildes durch
Rauschen, Sto¨rpartikel oder A¨hnlichem keine Fehlstellen in bzw. zwischen den
Bereichen. Falls die Anfangspunkte richtig gefunden wurden, ist das Verfahren




Bild 5.7. Segmentierungsbeispiel mit Bereichswachstumsverfahren. (a) Originalbild
mit Initialpunkten, (b) Zwischenergebnis, (c) Ergebnis des Bereichswachstums, (d) Bild
(c) nach Bereichsverschmelzung.
Bereichen stimmt gut mit subjektiv empfundenen Kantenlagen u¨berein. Bild
5.7b zeigt ein Zwischenergebnis des Bereichswachstums, aus dem ersichtlich ist,
daß alle Bereiche gleichzeitig, wenn auch nicht gleich schnell, wachsen. Bild 5.7c
gibt das Endergebnis wieder - der Ziegelzwischenraum teilt sich aufgrund der
gefundenen Anfangspunkte in mehrere Bereiche auf, wa¨hrend die Ziegel selbst
fehlerfrei segmentiert werden.
Die Verschmelzung der in Wirklichkeit demselben Bereich zugeho¨renden Ge-
biete (im hier gezeigten Beispiel des Ziegelhintergrundes) ist die Aufgabe des
abschließenden Bereichsverschmelzungsverfahrens. Als Kriterium fu¨r die A¨hn-
lichkeit von Bereichen dienen hierbei die Werte Si gema¨ß Gl.(5-16). Bild 5.7d
zeigt das Ergebnis des Bereichsverschmelzungsverfahrens angewendet auf Bild
5.7c. Die den Ziegelzwischenraum repra¨sentierenden hellen Regionen ergeben
dabei eine einzige neue Region. In Bild 5.8 ist das Segmentierungsergebnis
einer etwas komplexeren ”Szene” mit dem oben beschriebenen Verfahren in
Abha¨ngigkeit von der vorgegebenen Anzahl P von Objektbereichen dargestellt.
Wie anhand des Beispiels zu sehen ist, korrespondiert die Segmentierung des
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(a) (b)
(c) (d)
Bild 5.8. Segmentierung des in (a) gezeigten Bildes mittels Bereichswachstum in (b)
28, (c) 86 und (d) 247 intensita¨tskonstante Bereiche.
Bildes in anna¨hernd intensta¨tskonstante Unterbereiche nur teilweise mit der
intuitiven Erfassung des Bildes durch den menschlichen Betrachter. Aus die-
sem Grunde mu¨ssen auf derartige Segmentierungsergebnisse im allgemeinen un-
ter Ausnutzung semantischer Informationen Editierverfahren angewendet wer-
den, die verschiedene Bereiche zu ”sinnvollen” Objektbereichen zusammenfassen
/5.19-5.23/.
Die oben beschriebene Methode wird auch als ”Bottom-Up”-Verfahren bezeich-
net, da man ausgehend von einzelnen Bildpunkten zu immer gro¨ßeren Bildbere-
ichen fortschreitet, bis schließlich das gesamte Bild verarbeitet ist. In der Lite-
ratur wurden auch sogenannte ”Top-Down”-Verfahren vorgeschlagen, bei denen
man vom Gesamtbild ausgeht und durch sukzessive Unterteilung in mo¨glichst
eigenschaftshomogene Teilbereiche zum Segmentierungsergebnis kommt (z.B.
/5.24/). Weiterhin sind ”Bottom-Up”- und ”Top-Down”-Verfahren miteinander
kombiniert worden (z.B. /5.25-5.27/) (engl. ’split-and-merge’). Eine Einfu¨hrung




Die kantenorientierte Bildsegmentierung besteht im allgemeinen aus zwei Verar-
beitungsschritten: Zuna¨chst wird jedem Bildpunkt ein Eigenschaftsgradienten-
wert, der komplex sein, d.h. Betrag und Richtung haben kann, zugeordnet;
die Abschnitte 5.2.1 bis 5.2.3 beschreiben verschiedene Ansa¨tze zur Berechnung
solcher Gradientenbilder. Ausgehend von diesen Gradientenbildern ko¨nnen an-
schließend mit Hilfe geeigneter Nachverarbeitungsmethoden, wie z.B. mit den
in Abschnitt 5.2.4 behandelten Konturverfolgungsalgorithmen bina¨rwertige Ob-
jektkonturen erzeugt werden.
5.2.1 Lokale Gradientenoperatoren
Lokale Gradientenoperatoren sind spezielle Realisierungen der in Abschnitt 3.2
behandelten lokalen Operatoren. Mit ihrer Hilfe werden lokale Intensita¨tsdif-
ferenzen (meist 1. oder 2. Ordnung) in Bildsignalen ermittelt. Diese nehmen
insbesondere in Kantenbereichen, d.h. in Grenzgebieten verschiedener Objekte,
die durch unterschiedliche Intensita¨tswerte repra¨sentiert sind, hohe Werte an.
Bild 5.9. Zur Analyse von Gradientenoperatoren.
Systemtheoretisch lassen sich die meisten Verfahren mit dem in Bild 5.9 ge-
zeigten Diagramm veranschaulichen. In mehreren (meist zwei oder vier) paral-
lelen Zweigen werden zuna¨chst lokale Mittelwerte in einer Richtung berechnet
(richtungsabha¨ngige Tiefpaßﬁlterungen), sodann in hierzu orthogonaler Rich-
tung lokale Diﬀerenzwerte (meist 1. oder 2. Ordnung) gebildet. Anschließend
werden die Betra¨ge der Resultate der verschiedenen Zweige durch eine Summen-
oder Maximumoperation zu einem Betragsgradientenbild g(x, y) (manchmal
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auch zusa¨tzlich zu einem Richtungsgradientenbild ϕ(x, y)) verrechnet. Wa¨hrend
die beiden ersten Stufen in der Regel lineare Operationen sind, die sich mit Hilfe
der in den vorhergehenden Kapiteln diskutierten systemtheoretischen Methoden
analysieren und optimieren lassen, ist die 3. Stufe nichtlinear, die sich damit
auch der Behandlung der linearen Systemtheorie entzieht. In /5.29, 5.30/ wird
ein U¨berblick u¨ber gebra¨uchliche Verfahren gegeben.
Bild 5.10. Bezeichnung der Bildpunkte innerhalb eines 2 × 2 bzw. 3× 3 Operator-
fensters.
Ausgehend von der Bezeichnung der Bildpunkte des in Bild 5.10 dargestell-
ten lokalen Operatorfensters ist beispielsweise der ha¨uﬁg angewendete Roberts-
Gradient deﬁniert als
gROB = max(|A− E|, |B −D|) (5-17)
Die hiermit gewonnenen Gradientenbilder sind jeweils um ein halbes Abtastin-
tervall in horizontaler und vertikaler Richtung in Bezug auf das urspru¨ngliche
Bild verschoben. Der ebenso gebra¨uchliche Sobel-Operator ist deﬁniert als
gSOB = |(A+2B +C)− (G+2H + I)|+ |(A+2D+G)− (C +2F + I)| (5-18)
Ein gebra¨uchlicher Operator der Diﬀerenzen 2. Ordnung berechnet, also insbe-
sondere auf Kru¨mmungen von Intensita¨tsfunktionen sehr empﬁndlich reagiert,
ist der sogenannte Absolute Pseudo-Laplace-Operator
gAPL = |(D − 2E + F ) + (B − 2E + H)| = |B + D + H + F − 4E| (5-19)
Wie aus Gl.(5-17) ersichtlich ist, wirkt der Roberts-Gradient innerhalb ei-
nes lokalen 2×2-Bildfensters; ohne vorherige Tiefpaßﬁlterung werden Intensi-
ta¨tsdiﬀerenzen in den beiden Diagonalenrichtungen gebildet. Es ist daher zu
erwarten, daß dieser Operator auf im Bild vorhandene Rauschsto¨rungen beson-
ders empﬁndlich reagiert, was in Bild 5.11c,d veranschaulicht ist.
Aufgrund der vorhergehenden Tiefpaßﬁlterung (Faltung des Bildsignals in ho-
rizontaler bzw. vertikaler Richtung mit einer Impulsantwort mit den Abtast-






Bild 5.11. Verarbeitungsbeispiele verschiedener Gradientenoperatoren.
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Gl.(5-18) deﬁnierten Sobel-Operators bezu¨glich Rauschsto¨rungen robuster (Bild
5.11f); dies wird jedoch mit etwas verbreiterten Konturen im ungesto¨rten Fall
erkauft (vergl. Bild 5.11e mit Bild 5.11c). Je ho¨her die Ordnung der real-
isierten Diﬀerenzenbildung ist, um so empﬁndlicher reagieren die Gradienten-
operatoren auf Rauschsto¨rungen. Dies ist deutlich anhand des im 3×3-Fenster
realisierten und in Gl.(5-19) deﬁnierten Absoluten Pseudo-Laplace-Operators im
ungesto¨rten (Bild 5.11g) und gesto¨rten Fall (Bild 5.11h) zu sehen. Insbeson-
dere Bild 5.11h veranschaulicht sehr deutlich die Grenzen der Leistungsfa¨higkeit
lokaler Gradientenoperatoren bei gesto¨rten Bildsignalen. Als Faustregel gilt: Je
sta¨rker die einem Bildsignal u¨berlagerten Sto¨rungen sind, umso ausgedehnter
mu¨ssen die Einzugsbereiche der Verfahren sein um eine gewisse Sto¨rrobustheit
zu erreichen. Da die Wahl großer Verarbeitungsfenster jedoch zu einem hohen
Rechenaufwand fu¨hrt, empﬁehlt es sich, die lokalen Richtungstiefpa¨sse bzw. die
richtungsabha¨ngigen Gradientenoperationen (vergl. Bild 5.9) beispielsweise als
rekursive Filter zu realisieren. In /5.31, 2.34/ wurde daru¨berhinaus gezeigt, daß
sich bei stark gesto¨rten Bildern auch mit rotationsinvarianten, rekursiv realisier-
ten Filtern, basierend auf stochastischen Kantenmodellen, sehr leistungsfa¨hige
Verfahren realisieren lassen (siehe auch Beispiel in Bild 5.23d-f). In /5.32-5.37/
sind Methoden beschrieben, mit Hilfe derer die Leistungsfa¨higkeit von Kanten-
detektoren beurteilt werden kann.
5.2.2 Intensita¨tsgewichtete Gradientenverfahren
Wie erwa¨hnt haben die oben behandelten Gradientenoperatoren den Nachteil,
daß sie auf zufa¨llige Signalﬂuktuationen sehr empﬁndlich reagieren; dadurch
ist die Erzeugung von eindeutigen Konturen aus den Gradientenbildern oft
mit erheblichen Schwierigkeiten verbunden. In Fa¨llen, in denen sich fu¨r Ob-
jekte und Hintergrund charakteristische Intensita¨tsbereiche angeben lassen (wie
beispielsweise die drei Grauwertplateaus bei Zellbildern), ist es deshalb sinnvoll,
neben den Intensita¨tsdiﬀerenzen auch derartige Intensita¨tsabha¨ngigkeiten mitzu-
beru¨cksichtigen. A¨hnlich wie man bei den Gradientenoperatoren implizit davon
ausgeht, daß ein monotoner Zusammenhang zwischen dem Gradientenwert und
der Wahrscheinlichkeit dafu¨r besteht, daß der zugeho¨rige Bildpunkt ein Kontur-
punkt ist, kann auch fu¨r jeden Bildpunkt eine Konturpunktwahrscheinlichkeit
in Abha¨ngigkeit seines Intensita¨tswertes berechnet werden, oder mit anderen
Worten: Es gibt Intensita¨tsbereiche in denen das Vorhandensein eines Kontur-
punktes wahrscheinlicher ist als in anderen. Fu¨r die quantitative Festlegung
dieser Abha¨ngigkeit bedarf es einer statistischen Analyse bzw. eines statistischen
Modells. Hierfu¨r ko¨nnte man beispielsweise in als typisch geltenden Bildern
interaktiv Konturpunkte markieren und gleichzeitig das Intensita¨tshistogramm
hK(i) dieser Konturpunkte berechnen. Ist h(i) das Intensita¨tshistogramm des
gesamten Bildes, so gibt das Verha¨ltnis hK(i)/h(i) direkt die Wahrscheinlichkeit
dafu¨r an, daß ein Bildpunkt mit der Intensita¨t i ein Konturpunkt ist.
Daß auf diese Weise ebenfalls gradientenartige Bilder erhalten werden, veran-




Bild 5.12. Beispiel fu¨r intensita¨tsgewichtete Gradientenoperation. (a) Herz-
muskelszintigramm, (b) Bild in (a) restauriert nach Wiener, (c) Bild in (b) intensi-
ta¨tsskaliert, (d) Sobel-Operator angewandt auf (b), (e) intensita¨tsgewichtetes Gradien-
tenbild, (f) mittels Maximumverfolgung aus (e) extrahierte Organgrenze.
5.12a) wurde zuna¨chst einer Optimalﬁlterung im Wienerschen Sinne unterworfen
(Bild 5.12b - zur Optimalﬁlterung siehe Abschnitt 4.4) und anschließend mit
einer Gaußfunktion intensita¨tsskaliert (Bild 5.12c). Die Standardabweichung
der Gaußfunktion wurde im Beispiel willku¨rlich als 1/10 des gesamten Inten-
sita¨tsbereiches angenommen; fu¨r den Mittelwert wurde ein zwischen dem hellen
Organ und dem dunkleren Hintergrund liegender Wert gewa¨hlt. Zum Vergle-
ich ist in Bild 5.12d das Ergebnis des Sobeloperators, angewendet auf Bild
5.12b, dargestellt. Wie zu sehen ist, haben im Bereich der Organgrenzen sowohl
das intensita¨tsskalierte Bild als auch das Gradientenbild hohe Signalwerte - zu
einer nachfolgenden Konturverfolgung (siehe hierzu auch Abschnitt 5.2.4) sind
beide Bilder aufgrund der Signalﬂuktuationen in den u¨brigen Bereichen kaum
geeignet. Die in /5.10/ vorgeschlagenen intensita¨tsgewichteten Gradientenver-
fahren verknu¨pfen das Ergebnis der Intensita¨tsskalierung und das Gradienten-
bild multiplikativ miteinander und fu¨hren bei derartigen Bildern auf bessere,
weil sto¨runempﬁndlichere Ergebnisse. Das Resultat dieser Verknu¨pfung im Fall
des Herzmuskelszintigramms ist in Bild 5.12e dargestellt. Bild 5.12f zeigt das
Ergebnis nach Anwendung eines anschließenden Konturverfolgungsverfahrens.
Bild 5.13 zeigt schematisch die drei verschiedenen Arten der Gradientenbildung
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Bild 5.13. Darstellung von Gradientenverfahren als Konturpunktwahrscheinlich-
keiten in der Intensita¨ts/Gradientenebene: (a) herko¨mmliche Gradientenverfahren, (b)
Intensita¨tsgewichtung, (c) intensita¨tsbewertete Gradientenverfahren.
in der Gradienten/Intensita¨tsebene. Mit der oben skizzierten Vorgehensweise
lassen sich auch andere Abha¨ngigkeiten, wie z.B. Farbe, lokale Textur usw. in ho¨-
herdimensionalen Konturwahrscheinlichkeitsra¨umen beru¨cksichtigen. Angewen-
det wurden derartige Verfahren mit Erfolg auf nuklearmedizinische Bilddaten
/5.19, 5.38, 5.39/, bei der Segmentierung von Zellbildern /5.40, 5.41/ und
bei Hologrammrekonstruktionen /5.42/. Zur quantitativen Analyse siehe auch
/5.14/.
Geht man von der realistischen Annahme aus, daß Gradientenbilder und intensi-
ta¨tsskalierte Bilder im Bereich von Objektkonturen sehr stark korreliert sind und
in anderen Bereichen im wesentlichen zufa¨llige Beitra¨ge liefern, so lassen sich die
Parameter der Intensita¨tsskalierungsfunktion aufgrund dieser Eigenschaft auto-
matisch an ein individuelles Bild anpassen. Bild 5.14 zeigt das Blockschalt-
bild einer mo¨glichen Realisierung dieser Parametereinstellung. Aus dem Ein-
gangsbild f(m,n) wird mit einem der im vohergehenden Abschnitt beschriebe-
nen Verfahren ein Gradientenbild g(m,n) erzeugt (oberer Signalzweig). Im un-
teren Signalzweig wird f(m,n) mit einer zweckma¨ßigerweise parametrisierten
Funktion intensita¨tsskaliert. Ausgehend von geeigneten Anfangsparametern
werden diese (im obigen Beispiel: Streuung und Mittelwert der Gaußfunk-
tion) schrittweise solange vera¨ndert, bis sich eine maximale Korrelation zwis-
chen Gradientenbild g(m,n) und intensita¨tsskaliertem Bild f ′(m,n) ergibt.
In diesem Fall entsteht das intensita¨tsgewichtete Gradientenbild durch Multi-
plikation von g(m,n) mit f ′(m,n). Angewendet wurde dieses Verfahren erstmals
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bei der automatisierten Organgrenzﬁndung in Herzmuskelszintigrammen /5.39/
(a¨hnliche Methoden wurden auch in /5.43, 5.44/ beschrieben).
Bild 5.14. Zur automatischen Einstellung von Intensita¨tsgewichtungsfunktionen.
5.2.3 Kantendetektion mit Hilfe von Modellkanten
Die in Abschnitt 5.2.1 beschriebenen Gradientenoperatoren vergleichen den Bild-
inhalt innerhalb lokaler Bildfenster mit vorgegebenen Masken bzw. Schablonen;
diese ko¨nnen bereits als sehr einfache, starre Modellkanten aufgefaßt werden.
Beispielsweise wird bei Anwendung des Sobel-Operators (Gl.(5-18)) der Bildin-
halt jeweils mit den beiden aus je 6 Bildpunkten bestehenden Masken (A = 1,
B = 2, C = 1, G = −1, H = −2, I = −1) und (A = 1, D = 2, G = 1,
C = −1, F = −2, I = −1) (siehe Bild 5.10) verglichen. Die Resultate dieser
beiden Vergleiche werden anschließend nichtlinear miteinander verknu¨pft; der
resultierende Gradientenwert stellt dann ein Maß fu¨r die A¨hnlichkeit des Bild-
inhaltes mit einer dieser beiden Modellkanten dar. Wie bereits erwa¨hnt mu¨ssen
die Einzugsbereiche lokaler Gradientenoperatoren bei gesto¨rten Bildsignalen sehr
groß gewa¨hlt werden um eine gewisse Sto¨rrobustheit zu erreichen. Dadurch
erho¨ht sich gleichzeitig die Vielfalt der mo¨glichen Kanten innerhalb des Operator-
fensters; aus diesem Grunde mu¨ßte idealerweise auch die Zahl der verwendeten
Kantenschablonen entsprechend vergro¨ßert werden, was aus Aufwandsgru¨nden
jedoch kaum praktikabel ist. Vielmehr ist die Verwendung variabler, d.h. vom
Bildinhalt selbst abha¨ngiger Schablonenfunktionen sinnvoll. Die hierbei zugrun-
degelegten Modellkanten ko¨nnen sehr unterschiedlich sein. Beispielsweise kann
der U¨bergang von zwei aneinandergrenzenden Intensita¨tsbereichen als abrupt
oder als intensita¨tskontinuierlich verlaufend modelliert werden (bei den im fol-
genden vorgestellten Verfahren wird jeweils von ersterem ausgegangen). Deswei-
teren ko¨nnen Kanten innerhalb einer vorgegebenen Bildfenstergro¨ße mit verschie-
denen Kantenformen modelliert werden. Bild 5.15 zeigt drei Beispiele hierfu¨r.
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(a) (b) (c)
Bild 5.15. Kantenmodelle mit (a) linearer, (b) monotoner und (c) beliebiger Kan-
tenform.
Das von Hueckel /5.45/ eingefu¨hrte Kantenmodell besteht aus einer geradlinigen
Kante, das durch die Parameter α , d und die mittleren Intensita¨tswerte
i und i + ∆i vollsta¨ndig bestimmt ist (Bild 5.15a); Shaw /5.46/ fand eine
aufwandsgu¨nstige algorithmische Lo¨sung fu¨r monotone Kantenformen (Bild
5.15b) und Wahl /5.47/ zeigte, daß Kantenmodelle auch ohne Restriktionen an
die Kantenform realisiert werden ko¨nnen (Bild 5.15c) und zu guten Ergebnissen
insbesondere bei feinstrukturierten Objektra¨ndern fu¨hren. U¨blicherweise werden
derartige Verfahren in relativ großen Bildfenstern (2N × 2N , mit N typisch 4, 5
oder 6) realisiert, wobei die Operatorfenster im Gegensatz zu den lokalen Oper-
atoren nicht bildpunktweise sondern beispielsweise um jeweils N Bildpunkte in
Spalten- und Zeilenrichtung u¨ber das Bild geschoben werden; das Ergebnis ist
dann nicht ein einzelner Gradientenwert, sondern ein Kantensegment innerhalb
des 2N × 2N -dimensionalen Operatorfensters, das im allgemeinen entsprechend
der Intensita¨tsdifferenz ∆i gewichtet zum Gradientenbild beitra¨gt. Es ist un-
schwer zu erkennen, daß im Gegensatz zur Verarbeitung mit lokalen Gradien-
tenoperatoren mit weit ausgedehnten Einzugsbereichen abrupte Kanten nicht
verbreitert werden, sondern aufgrund der Variabilita¨t der Kantenlage inner-
halb des Operatorfensters bei Verschiebung desselben prinzipiell immer posi-
tionsrichtig detektiert werden; bei der Verschiebung des Operatorfensters im
Bereich einer Kante bleibt die detektierte Kante in Bezug auf das Bildsignal
unvera¨ndert, wa¨hrend sie in Bezug auf das Operatorfenster entsprechend der
Verschiebung des Operatorfensters in die entgegengesetzte Richtung wandert.
Aufgrund der Leistungsfa¨higkeit insbesondere bei der Kantendetektion in stark
verrauschten Bildsignalen werden im weiteren drei Verfahren, basierend auf den
oben beschriebenen Kantenmodellen etwas ausfu¨hrlicher beschrieben.
Kantenmodell nach Hueckel
Hueckel fu¨hrt in /5.45/ die Kantendetektion auf eine Optimierung zuru¨ck, die in
kontinuierlichen Ortskoordinaten approximativ gelo¨st wird. Nimmt man den Ur-
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sprung des kontinuierlichen x, y-Koordinatensystems im Zentrum des Operator-
fensters an, so la¨ßt sich, ausgehend von der in Bild 5.15a gezeigten Modellkante,
die idealisierte Kante mit Hilfe der Geradengleichung sx+ ty = r angeben
g(x, y, r, s, t, i,∆i) =
{
i fu¨r sx + ty ≤ r
i + ∆i fu¨r sx + ty > r (5-20)
mit s2 + t2 = 1
Die Parameter r, s, t bestimmen die Lage der Kante innerhalb des Operatorfen-
sters, i und ∆i repra¨sentieren die mittleren Intensita¨tswerte der Bildpunkte auf
beiden Seiten der Geraden. Das Optimierungsproblem besteht nun darin, diese
Parameter so zu bestimmen, daß die mittlere quadratische Abweichung zwischen
Bildinhalt f(x, y) und der Modellkante g(x, y) innerhalb des Operatorfensters
OF minimal wird
ε(r, s, t, i,∆i) =
∫∫
OF
[f(x, y)− g(x, y, r, s, t, i,∆i)]2 dx dy → min (5-21)
Bild 5.16. Vorzeichendarstellung der Basisfunktionen bei der Kantendetektion nach
Hueckel.
Hueckel lo¨st dieses Problem durch Entwicklung von f(x, y) und g(x, y) nach
einem Satz orthonormaler Basisfunktionen {hi(x, y) | i = 0, 1, 2, . . . ,∞} des
Hilbert’schen Funktionenraumes u¨ber OF, die aufgrund der speziellen Wahl
dieser Basisfunktionen auch als Fouriertransformation von f(x, y) und g(x, y)
in Polarkoordinaten aufgefaßt werden kann. Damit geht Gl.(5-21) u¨ber in
ε(r, s, t, i,∆i) =
∞∑
i=0
[Fi −Gi(r, s, t, i,∆i)]2 → min (5-22)








hi(x, y)g(x, y, r, s, t, i,∆i) dx dy
Hueckel verwendet zur Lo¨sung von Gl.(5-22) nur 8 niederfrequente Basisfunktio-
nen innerhalb eines kreisfo¨rmigen Operatorfensters (siehe schematische Darstel-
lung in Bild 5.16) wodurch (a) implizit nur niederfrequente Signalanteile von
f(x, y) durch die Modellkante approximiert werden und (b) die Berechnung der
Parameter r, s, t, i, ∆i auf analytischem Weg mit reduziertem Aufwand mo¨glich
wird. Trotzdem bleibt der numerische Aufwand bei der Realisierung des Hueckel-
Operators in seiner direkten, oben skizzierten Form noch enorm hoch (das Op-
timierungsproblem ist fu¨r jede Operatorfensterposition zu lo¨sen!). Aus diesem
Grunde wird im folgenden, ausgehend von der in Gl.(5-22) deﬁnierten Modell-
kante, ein Verfahren beschrieben, das die Parameterbestimmung mit geringem
Aufwand direkt im Ortsbereich lo¨st.
Ausgehend von Hueckels Arbeiten /5.45, 5.48/ wurde in /5.49/ gezeigt, daß
die Richtungsbestimmung der Modellkante innerhalb des Operatorfensters mit
den zwei in Bild 5.17 gezeigten einfachen diskreten Basisfunktionen h1(m,n),
h2(m,n) mo¨glich ist, die ausschließlich unter dem Gesichtspunkt geringer Re-
chenzeit gewa¨hlt wurden.
Bild 5.17. Vereinfachte Basisfunktionen zur Kantenrichtungsbestimmung nach
Mero/Vassy.
Der Winkel α der stufenfo¨rmigen geraden Kante in Bild 5.15a berechnet sich im












mit ξ, η ∈ OF. Dieser Ausdruck la¨ßt sich numerisch sehr schnell berechnen,
da keine Multiplikationen und nur eine einzige Division auftreten. Die Berech-
nung von α nach Gl.(5-23) ist daru¨berhinaus sehr robust gegenu¨ber zufa¨lligen
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Signalﬂuktuationen; selbst bei Sto¨rsignalen, deren Standardabweichung gleich
dem Kantengradienten ist, liegt der Winkelfehler bei einem 8×8 Bildpunkte aus-
gedehnten Operatorfenster noch unter 10o. Ausgehend vom Winkel α muß im
na¨chsten Schritt die Lage der Kante innerhalb des Operatorfensters bestimmt
werden. Ein schnelles Verfahren hierzu wurde in /5.50/ angegeben. Es ist leicht
einzusehen, daß die quadratische Abweichung zwischen dem Bildinhalt f(m,n)






[f(ξ, η)− g(ξ, η)]2 (5-24)






f(ξ, η)g(ξ, η) (5-25)
einen Maximalwert annimmt (konstante Varianz von f(m,n) und g(m,n) vor-
ausgesetzt). In Gl.(5-25) la¨ßt sich g(m,n) als Schablonenfunktion auﬀassen, mit
der der Bildinhalt f(m,n) verglichen wird.
(a) (b) (c) (d)
Bild 5.18. Zur Lagebestimmung von Kanten.
Eine einfache Schablonenfunktion zur Bestimmung der Kantenlage unter dem
Winkel α zeigt Bild 5.18a. Wird diese u¨ber das Bildfenster geschoben, so wird
der Ausdruck in Gl.(5-25) dann maximal, wenn Modellkante und Bildinhalt
u¨bereinstimmen. Normiert man die Intensita¨tswerte innerhalb des Bildfensters
auf den Mittelwert Null, dann la¨ßt sich Gl.(5-25) auf besonders einfache Weise
berechnen. Liegt die Schablonenfunktion so u¨ber dem Operatorfenster der Di-
mension N × N , daß oberhalb der Kante q und unterhalb der Kante N2 − q
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wobei j ein neuer Index der Bildpunkte innerhalb OF ist, der angibt, in welcher
Reihenfolge bei Verschiebung der Schablone von oben nach unten die Bildpunkte
vom positiven Bereich der Schablone nacheinander u¨berdeckt werden. Aufgrund


















Man sieht, daß ρ′ gleich der Summe aller normierten Grauwerte oberhalb der
Schablonenkante ist. Wird die Schablonenkante von oben nach unten u¨ber das
Bildfenster geschoben, erfaßt sie an der linken oberen Ecke beginnend nach-
einander alle Bildpunkte. Besteht das Bildfenster aus N2 Punkten, so gibt es
im allgemeinen N2 verschiedene Positionen der Kante und entsprechend N2 ver-
schiedene Werte ρ′(q). Jeweils der na¨chste von der Schablone erfaßte Punkt wird
zu dem bisher berechneten ρ′(q) addiert um das neue ρ′(q + 1) zu erhalten. Da
die Schablonenkante parallel zu der in Bild 5.18b gezeichneten Bezugsgeraden
wandert, werden die Bildpunkte in OF in der Reihenfolge ihrer Absta¨nde zu
dieser Geraden erfaßt:
d(m,n)2 =
[m + (n− 1) tanα]2
1 + tan2 α
(5-29)
Nachdem nur die Rangordnung der Absta¨nde die Reihenfolge der Punkte be-
stimmt, kann als Maß fu¨r den Abstand auch
d′(m,n) = m + (n− 1) tanα (5-30)
verwendet werden. Fu¨r den Fall tanα = 0, 7 sind die Absta¨nde d′ in Bild 5.18c
als Beispiel angegeben. Um Gl.(5-28) berechnen zu ko¨nnen muß die Reihen-
folge der Bildpunkte j = j(m,n) entsprechend ihrer Absta¨nde d′ zur Bezugsge-
raden ermittelt werden. In /5.51/ wurde hierzu ein schnelles Sortierverfahren
vorgeschlagen. Da sich die Werte d′ in Bild 5.18c von Zeile zu Zeile genau um
1 unterscheiden, kann man die Matrix der Absta¨nde nach Bild 5.18d umord-
nen. Man sieht, daß - unabha¨ngig vom gewa¨hlten Beispiel - die Elemente sich
entsprechend ihren ganzzahligen Anteilen eindeutig in ein solches Schema einord-
nen lassen, wenn nur 0 < tanα < 1 ist. Die gebrochenen Anteile treten inner-
halb einer Zeile des Schemas immer in gleicher Reihenfolge auf. Ordnet man
die Elemente einer einzigen Zeile nach der Gro¨ße ihrer Nachkommaanteile, so




Bild 5.19. Detektionsbeispiele von Kanten mit linearem Kantenmodell (c), (d)
anhand zweier unterschiedlich stark gesto¨rter Testmuster (a), (b) (aus /5.50/).
Bild 5.18c wa¨re dies die Folge 1, 4, 7, 3, 6, 2, 5, 8. Wie aus Bild 5.18d hervorgeht
existieren nicht in jeder Zeile alle n-Indizes, sondern nur in den Zeilen 5 bis 8.
Wird dies beru¨cksichtigt, erha¨lt man eine eindeutige Vorschrift zur Bestimmung
der Reihenfolge, d.h. eine Liste der Zeilen- und Spaltenindizes der Bildpunkte
(in Bild 5.18c,d sind zwei jeweils korrespondierende Kantenpositionen angedeu-
tet). Fu¨r andere Winkelbereiche von α gilt entsprechendes. Damit la¨ßt sich die
Berechnung gema¨ß Gl.(5-28) sehr aufwandsgu¨nstig durchfu¨hren und ρmax mit
zugeho¨rigem Index qmax bestimmen. ρmax ist hierbei ein Maß fu¨r die optimale
U¨bereinstimmung des Bildinhalts mit der Modellkante und kann zur Gewichtung
des Kantensegments im Ausgangsbild herangezogen werden. Mit qmax ist eindeu-
tig die Lage der Kante innerhalb des Operatorfensters bestimmt. Bild 5.19 zeigt
zwei Verarbeitungsbeispiele mit dem oben beschriebenen Verfahren. Ein rech-
nergeneriertes Testmuster mit einem Intensita¨tsbereich von 100 bis 600 Einheiten
wurde mit einem gaußverteilten Rauschsignal der Standardabweichung σ = 25
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(Bild 5.19a) und σ = 100 (Bild 5.19b) u¨berlagert. Die Verarbeitungsergebnisse
sind jeweils darunter dargestellt. Die Dimension des Operatorfensters betrug
8×8 Bildpunkte; die Verschiebung in horizontaler und vertikaler Richtung erfol-
gte jeweils mit 4 Bildpunkten Inkrement. Wie zu sehen ist, ko¨nnen selbst im
extrem stark gesto¨rten Bild 5.19b noch relativ zuverla¨ssig gerade bzw. wenig
gekru¨mmte Kanten detektiert werden. Fu¨r die Kantendetektion feiner Struk-
turen, wie Eckpunkte, Objektra¨nder mit starken Kru¨mmungen, usw., eignen sich
die im folgenden beschriebenen Kantenmodelle.
Bild 5.20. Zur Kantendetektion mit monoton verlaufenden Modellkanten.
Kantenmodell nach Shaw
Shaw beschreibt in /5.46/ ein Verfahren, mit dem fu¨r das Bildsignal innerhalb ei-
nes Operatorfensters der Dimension N×N eine optimal angepaßte Kantenschab-
lone mit monoton verlaufender Kante konstruiert werden kann (siehe Bild 5.15b).
In jeder Zeile i des Operatorfensters wird hierzu nach Normierung des Bildfen-
sters auf den Intensita¨tsmittelwert Null mit einer ”eindimensionalen Modell-
kante” (Sprungfunktion mit Amplitudenwerten −1, +1) eine ”senkrechte Zeilen-









Unter der Voraussetzung, daß die Kante im Operatorfenster monoton verla¨uft,
d.h. mit wachsender Zeilennummer i die Zeilenkante monoton nach rechts oder
links wandert, la¨ßt sich aus den Zeilenkanten schrittweise eine Kantenschablone
fu¨r das gesamte Bildfenster konstruieren. Die hierbei mo¨glichen 4 Typen von
Kanten sind schematisch in Bild 5.20 dargestellt. Da der tatsa¨chlich im Opera-
torfenster vorliegende Kantentyp a priori nicht bekannt ist, wird der Algorithmus
fu¨r alle vier Kantentypen angewendet. Die vier Kantenschablonen berechnen sich
dann aus A(i, j) in Gl.(5-31) gema¨ß
B1(i, j) = B2(i, j) = B3(i, j) = B4(i, j) = A(i, j) fu¨r i = 1




B2(i, j) = A(i, j) + min
k≤j
(B2(i− 1, k)) (5-32)
B3(i, j) = A(i, j) + max
k≥j
(B3(i− 1, k))
B4(i, j) = A(i, j) + min
k≥j
(B4(i− 1, k))
Jedes Element von B(i, j) gibt die U¨bereinstimmung des Bildfensters mit ei-
ner Teilschablone an, die bis zur i-ten Zeile durch die Zeilenextrema von
B(i, j) deﬁniert ist. Demgema¨ß entspricht das Maximum in der letzten Zeile
der U¨bereinstimmung des Bildinhaltes mit der Gesamtschablone. Dasjenige
Bξ mit ξ = 1, 2, 3, 4, dessen Berechnungsvorschrift dem vorliegenden Kanten-
typ gerecht wird liefert fu¨r die U¨bereinstimmung der Modellkante mit dem
Bildinhalt den maximalen Wert. Die gesuchten Kantenpunkte sind mit den
Punkten der Zeilenmaxima in dieser Matrix identisch und werden gewichtet mit
der U¨bereinstimmung der Modellkante mit dem Bildinhalt in das Ausgangsbild
u¨bertragen.
(a) (b) (c)
Bild 5.21. Kantendetektionsergebnisse mit Hilfe des (b) monotonen und (c) un-
eingeschra¨nkten Kantenmodells, angewandt auf das in (a) gezeigte Testbild.
In Bild 5.21b ist ein Verarbeitungsbeispiel mit dieser Methode anhand des in
Bild 5.21a gezeigten Testbildes dargestellt (Original: Intensita¨tsbereich 100-700
Einheiten mit Abstufungen von jeweils 100 Intensita¨tseinheiten; gesto¨rt mit
gaußschem Rauschen mit Standardabweichung σ = 100 Intensita¨tseinheiten;
Gro¨ße des Operatorfensters: 8×8 Bildpunkte).
Modellkanten ohne Formrestriktionen
Insbesondere bei feinstrukturierten Objektra¨ndern, d.h. Konturen mit starken
Kru¨mmungen, sind Kantenmodelle ohne Restriktionen an die Form der Kante
(wie Geradlinigkeit, Monotonie, etc.) sinnvoll (siehe Bild 5.15c). In einer Studie
/5.47/ wurde gezeigt, daß derartige Kantenmodelle sehr einfach mit Bereichs-
wachstumsverfahren realisiert werden ko¨nnen. Entha¨lt ein Operatorfenster OF
eine Objektkante, so teilt ein lokal auf OF angewendetes Bereichswachstumsver-
fahren das Operatorfenster in zwei Bereiche verschiedener Helligkeiten. Im Fall
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von idealisierten nichtverrauschten Kanten sind die Helligkeiten innerhalb dieser
Bereiche konstant und alle Punkte gleicher Helligkeit sind Ortsnachbarn. Da
im allgemeinen die Intensita¨ten innerhalb der beiden Objektbereiche variieren
und/oder durch Rauschen gesto¨rt sind, geht diese Eigenschaft jedoch verloren.
Ausgehend von geeigneten Initialpunkten (beispielsweise Punkte mit minimaler
und maximaler Intensita¨t des tiefpaßgeﬁlterten Signals innerhalb des Operator-
fensters) kann eine Aufteilung mit Hilfe des in Abschnitt 5.1.3 beschriebenen
Wachstumsprozesses lokal in zwei zusammenha¨ngende Gebiete erreicht werden.
Die gesuchte Kante entspricht dann dem Grenzgebiet beider Bereiche. Sie wird
zweckma¨ßigerweise gewichtet mit der Intensita¨tsmittelwertsdiﬀerenz beider Be-
reiche in das Ausgangsbild eingetragen. Bild 5.21c zeigt ein Verarbeitungsbeispiel
dieses Verfahrens (Operatorfenster 8×8 Bildpunkte).
5.2.4 Konturverfolgung
Die Resultate der in den vorhergehenden Abschnitten beschriebenen Kanten-
detektoren sind ortsdiskrete, wertekontinuierliche Gradientenbilder, die lokale
Intensita¨tsdiﬀerenzen 1. oder 2. Ordnung (manchmal auch die Gradientenrich-
tung) des urspru¨nglichen Signals repra¨sentieren. Objektra¨nder bestehen hierbei
im allgemeinen aus mehreren Bildpunkte breiten Gradientenzu¨gen, die auch Un-
terbrechungen aufweisen ko¨nnen. Mit Hilfe von Konturverfolgungsalgorithmen
ko¨nnen aus solchen Gradientenbildern du¨nne, bina¨rwertige Objektkonturen er-
zeugt werden. Ausgehend von geeigneten Initialpunkten - z.B. Bildpunkte mit
hohem Gradientenwert - werden mit Konturverfolgungsalgorithmen sequentiell
Pfade aus den Gradientenbildern erzeugt, die vorgegebene Kriterien mo¨glichst
gut erfu¨llen. Geht man beispielsweise davon aus, daß ein Bild mit hellem Objekt
auf dunklem Hintergrund mit einem Sobel-Operator (vergl. Abschnitt 5.2.1) ver-
arbeitet wurde, so ist fu¨r einen anschließenden Konturverfolgungsalgorithmus ein
sinnvolles Kriterium, daß das Produkt der unter dem erzeugten Pfad liegenden




wobei g(i) der Gradientenwert des Konturelementes i und L die Anzahl der
die Kontur repra¨sentierenden Bildelemente sei. Da der Rechenaufwand fu¨r die
Optimierung von Gl.(5-33) u¨ber die gesamte Konturla¨nge L im allgemeinen un-
praktikabel hoch ist, begnu¨gt man sich meist mit der Optimierung von ku¨rzeren
Konturlinienabschnitten, bestehend aus jeweils L′  L Konturpunkten. Hierbei
wa¨hlt man von den L′ berechneten Elementen ha¨uﬁg nur das erste Element als
Konturpunkt und berechnet ausgehend von diesem als Initialpunkt den na¨chsten
Konturlinienabschnitt der La¨nge L′. Mit dieser rekursiven Vorgehensweise wer-




Bild 5.22. Zur Konturverfolgung. (a) Richtungsbezeichnungen; (b) Beispiel fu¨r die
untersuchten Pfade entlang einer extrahierten Kontur.
Weiterhin ist es sinnvoll, bestimmte Randbedingungen fu¨r die Richtungsa¨nde-
rungen bei der Konturpunktsuche festzulegen. Bezeichnet man die mo¨glichen 8
Richtungen beim Fortschreiten vom i-ten Konturpunkt zu einem der mo¨glichen 8
Nachbarbildpunkte mit dem Index i+1 gema¨ß Bild 5.22a mit r(i, i+1), so ist bei-
spielsweise der Ausschluß von zwei aufeinanderfolgenden Schritten in entgegen-
gesetzter Richtung sinnvoll, um ein Zuru¨ckwandern auf der bereits gefundenen
Kontur zu vermeiden, d.h.
r(i− 1, i) = [r(i, j + 1) + 4]mod8 (5-34)
Ist a priori bekannt, daß die gesuchten Objektkonturen keine starken Kru¨mmun-
gen aufweisen, kann die Vielfalt der mo¨glichen Pfade u¨ber dem diskreten Gradien-
tenbild bei der Berechnung von Gl.(5-33) weiterhin stark eingeschra¨nkt werden.
Eine sinnvolle Forderung ist beispielsweise
[r(i− 1, i)− r(i, i + 1)]mod8 ≤ ∆r (5-35)
d.h. die Richtung beim Fortschreiten auf dem Abtastgitter kann sich pro Schritt
nur um maximal ∆r Richtungseinheiten gegenu¨ber dem vorhergehenden Schritt
a¨ndern. Fu¨r den Fall L′ = 2 und ∆r = 1 sind in Bild 5.22 schematisch die-
jenigen Pfade dargestellt, die beim Verfolgen der 6 Konturpunkte untersucht
werden. Weitere (problemabha¨ngige!) Randbedingungen ko¨nnten beispielsweise
darin bestehen, daß der Algorithmus den Bildrand nicht erreichen darf, daß
geschlossene Konturen erzeugt werden mu¨ssen, daß die extrahierten Konturen
bestimmte La¨ngen nicht u¨ber- bzw. unterschreiten du¨rfen, usw..
In Bild 5.23 sind zwei Beispiele fu¨r die Konturverfolgung dargestellt. Aus dem
in Bild 5.23a dargestellten Zellbild wurde zuna¨chst mit dem in Abschnitt 5.2.2
beschriebenen intensita¨tsgewichteten Gradientenverfahren das in Bild 5.23b ge-
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(a) (b) (c)
(d) (e) (f)
Bild 5.23. (a), (b), (c) Maximum/Minimumverfolgung, angewandt auf das Gradien-
tenbild eines vorverarbeiteten Zellbildes; (d), (e), (f) Nulldurchgangsverfolgung ange-
wandt auf das Laplace-Filterergebnis eines Herzmuskelszintigramms (aus /2.22/).
zeigte Gradientenbild berechnet (die Gewichtungsfunktionen waren hierbei zwei
Gaußfunktionen mit fu¨r die Zellkern/Zellplasma-Grenze positiven und fu¨r die
Zellplasma/Hintergrund-Grenze negativem Vorzeichen; der mittlere Grauwert
entspricht dem Gradientenwert Null). Ausgehend von den jeweils zwei Gradien-
tenmaxima und Gradientenminima einer zentralen Bildzeile des Gradientenbildes
als Initialpunkte, wurden mit oben beschriebener Methode sequentiell die Pfade
maximaler bzw. minimaler Gradientenwerte verfolgt; der dabei zuru¨ckgelegte
Weg entspricht den gesuchten Objektkonturen, die in Bild 5.23c dargestellt sind.
In /2.22/ wurde gezeigt, daß selbst in stark gesto¨rten Szenen mittels optimal
bandbegrenzter Laplace-Operatoren noch relativ zuverla¨ssig Intensita¨tsdifferen-
zen 2. Ordnung berechnet werden ko¨nnen. Ein Beispiel hierfu¨r ist anhand des in
Bild 5.23d gezeigten Herzmuskelszintigramms in Bild 5.23e dargestellt (die Grau-
werte repra¨sentieren hier Kru¨mmungen der Intensita¨tsfunktion, wobei der mitt-
lere Grauwert der Kru¨mmung Null entspricht). Wie man sich leicht u¨berlegen
kann, sind hierbei die Objektkanten durch die Nulldurchga¨nge gegeben. Ver-
folgt man deshalb in Bild 5.23e, ausgehend von den 4 steilsten Nulldurchga¨ngen
in der mittleren Bildzeile, die Pfade mit den steilsten Nulldurchga¨ngen, so ent-
spricht der durch den Algorithmus zuru¨ckgelegte Weg wiederum den gesuch-
ten, in Bild 5.23f gezeigten Organgrenzen. Falls vorhanden, sollte auch die
Richtungsinformation von Gradienten fu¨r die Konturverfolgung miteinbezogen
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werden. Die Wahl geeigneter Kriterien fu¨r die Pfadoptimierung, sowie die Wahl
der dem Verfolgungsalgorithmus zugrundegelegten Randbedingungen sind stark
problemabha¨ngig, bei der mo¨glichst viel Vorwissen u¨ber die zu verarbeiten-
den Bildszenen einﬂießen sollte. Weitere Ansa¨tze fu¨r derartige Suchstrategien
in planaren Graphen mit Anwendungsbeispielen ﬁnden sich beispielsweise in
/1.14, 5.40, 5.52-5.55/. Die entstehenden Konturlinien lassen sich anstelle von
Bina¨rbildern auch mit Hilfe von Kettencodes repra¨sentieren /5.56-5.58/, auf die
dann auf besonders einfache Weise Nachverarbeitungsalgorithmen, z.B. zur Kon-




Die Wahl eines geeigneten Bildanalyseverfahrens bzw. die geeignete Beschrei-
bung von Bildbereichen ha¨ngt sehr stark vom jeweiligen Anwendungsgebiet ab.
Eine erscho¨pfende Behandlung ist aus diesem Grunde im vorgegebenen Rah-
men nicht mo¨glich. Vielmehr soll im folgenden mit der Darstellung einiger ge-
bra¨uchlicher (prima¨r signalorientierter) Ansa¨tze ein Gefu¨hl fu¨r dieses wichtige
Gebiet vermittelt werden; eine eingehendere Behandlung dieses Gebietes ﬁndet
der interessierte Leser in der in Kapitel 1 zitierten Literatur /1.12-1.24/. Um
segmentierte Bildunterbereiche getrennt analysieren zu ko¨nnen mu¨ssen diese,
wie in Abschnitt 6.1 beschrieben wird, zuna¨chst mit Etiketten versehen werden.
Abschnitt 6.2 behandelt einige einfach zu berechnende Merkmale wie Fla¨che,
Umfang, Durchmesser, usw.. In Abschnitt 6.3 wird auf die Repra¨sentation von
Objektbereichsformen (Silhouetten) mittels Fourierreihen eingegangen. Auf der
Basis der in Abschnitt 6.4 behandelten Momente ko¨nnen sowohl Formmerk-
male, als auch Intensita¨tseigenschaften innerhalb von Objektbereichen ermittelt
werden. Mit Hilfe der in Abschnitt 6.5 beschriebenen Detektionsﬁlter lassen
sich Objekte in Szenen wiederauﬃnden bzw. die A¨hnlichkeit von Musterfunk-
tionen mit dem Bildinhalt messen. In den Abschnitten 6.6 und 6.7 werden
schließlich Mo¨glichkeiten der statistischen Signalbeschreibung von Bildern mit
globalen/lokalen Leistungsspektren und Grauwertu¨bergangsmatrizen aufgezeigt.
6.1 Etikettierung von Bildpunkten
Enthalten segmentierte Bilder P Objekte die getrennt analysiert werden sol-
len, so mu¨ssen die zu verschiedenen Objektbereichen geho¨renden Bildpunkte
zuna¨chst mit P unterschiedlichen Etiketten versehen werden. Das Ziel hierbei
ist, den Bildpunkten eines Objektbereiches fi mit i = 1, . . . , P eine einheitliche
Kennummer - zweckma¨ßigerweise i - zuzuordnen; alle Bildpunkte außerhalb fi
bekommen Etiketten j mit j = 1, . . . , P und j = i. Die Etikettierung mehrerer
Objekte kann gleichzeitig auf folgende Weise durchgefu¨hrt werden: Unter der
Annahme, daß Objekte mit 1-Elementen und der Hintergrund mit 0-Elementen
in Form eines Bina¨rmaskenbildes vorliegen, beginnt man, beispielsweise ausge-
hend von der linken oberen Bildecke, in der ersten Bildzeile nach Objektpunkten
zu suchen. Der erste gefundene Objektpunkt erha¨lt die Etikette 1. Ist der
na¨chste, rechts danebenliegende Bildpunkt ebenfalls Objektpunkt, so erha¨lt die-
ser, da er zum gleichen Objekt geho¨rt, ebenfalls die Etikette 1 usw.. Die na¨chsten
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Nicht-Objektpunkte in dieser Zeile werden mit 0 als Hintergrund etikettiert. Der
na¨chsten zusammenha¨ngenden Sequenz von Objektpunkten dieser Zeile wird die
Etikette 2 zugeordnet, usw.. Beim Etikettieren der weiteren Zeilen verfa¨hrt man
ebenso, beru¨cksichtigt dabei jedoch die Etiketten der jeweils vorhergehenden
Bildzeilen. D.h., hat ein Objektpunkt in der vorhergehenden Bildzeile einen
bereits etikettierten Nachbarn, so erha¨lt er dessen Etikette. Objektpunkten ohne
benachbarte, bereits etikettierte Objektpunkte, wird jeweils die na¨chste noch
frei verfu¨gbare Etikette zugeordnet. Hat ein Objektpunkt zwei Nachbarn in der
vorhergehenden Zeile mit unterschiedlichen Etiketten, ordnet man ihm beispiel-
sweise den kleineren Etikettenwert zu und notiert in einer Tabelle, daß beide
Etiketten ein und denselben Bereich kennzeichnen. Falls erforderlich, kann diese
Tabelleninformation in einem weiteren Nachverarbeitungsschritt dazu genutzt
werden, um die Etiketten von zusammenha¨ngenden Objektbereichen zu verein-
heitlichen.
(a) (b) (c)
Bild 6.1. Zur Bildpunktetikettierung. (a) Originales Bina¨rmuster, (b) Zwischen-
ergebnis nach einem Durchlauf, (c) berichtigte Etiketten benachbarter Bereiche nach
zweitem Durchlauf.
Bild 6.1 zeigt ein Etikettierungsbeispiel anhand eines einfachen Bina¨rmusters
mit zwei zusammenha¨ngenden Objektstrukturen vor (b) und nach (c) diesem
Nachverarbeitungsschritt. Das Ergebnis des Etikettierverfahrens ha¨ngt von der
Deﬁnition der Nachbarschaft ab. Bei der sogenannten Vierernachbarschaft wer-
den als Nachbarpunkte des Bildpunktes mit den Koordinaten (m,n) die vier
Bildpunkte mit den Koordinaten (m+1, n), (m−1, n), (m,n+1) und (m,n−1)
deﬁniert; bei der Achternachbarschaft werden zusa¨tzlich die Bildpunkte mit den
Koordinaten (m+ 1, n+1), (m+ 1, n− 1), (m− 1, n+1) und (m− 1, n− 1) als
Nachbarbildpunkte betrachtet. Im Beispiel von Bild 6.1 wurde ausgehend von
der Achternachbarschaftsdeﬁnition etikettiert.
6.2 Einfache Merkmale von Bina¨robjekten
Fu¨r die Lo¨sung einfacher Bildanalyseprobleme genu¨gen ha¨uﬁg einfach berechen-
bare Merkmale zur Objektbeschreibung. Hierzu geho¨rt beispielsweise die Fla¨che
eines Objektes, die durch Abza¨hlen der zu einem Objekt geho¨renden Bildpunkte
ermittelt werden kann. Sie la¨ßt sich simultan mit der Etikettierung des Bildes
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bestimmen, indem jeder Etikette ein Za¨hler zugeordnet wird, der wa¨hrend des
Etikettiervorgangs bei der Vergabe dieser Etikette jeweils um Eins inkrementiert
wird. Die Fla¨chenbestimmung ist aufwandsgu¨nstig auch auf der Basis von den
in Abschnitt 5.2.4 erwa¨hnten Kettencodes mo¨glich (z.B. /5.56, 6.1/).
Etwas aufwendiger zu berechnen ist der Umfang eines Objektbereiches. In der
Literatur wurden verschiedene Deﬁnitionen fu¨r den Umfang beliebiger bina¨rer
Objekte angegeben (z.B. /1.9/). Beispielweise kann er durch Abza¨hlen von be-
nachbarten Punktepaaren (p, q) angena¨hert werden, wobei p jeweils zum Hinter-
grund und q zum Objekt geho¨rt. Eine etwas genauere Umfangbestimmung ist
mit Hilfe einer Konturverfolgung mo¨glich, wobei Schritte in horizontaler und ver-
tikaler Richtung zum Umfang jeweils um die La¨ngeneinheit 1 beitragen, Schritte
in den Diagonalenrichtungen jeweils um den Wert
√
2. Die Bestimmung des Um-
fangs von Objekten kann ebenso auf der Basis von Kettencoderepra¨sentationen
erfolgen /5.56, 6.2, 6.3/. Umfang U und Fla¨che F werden oft zur Berechnung
des einfachen gro¨ßeninvarianten Formfaktors
S = U2/(4πF ) (6-1)
verwendet. Dieser wird na¨herungsweise (Diskretisierungseﬀekte!) gleich 1 fu¨r
kreisfo¨rmige Objekte und nimmt große Werte fu¨r linienhafte Objekte an.
Ha¨uﬁg verwendete Gro¨ßen zur Charakterisierung von Objekten sind die Kru¨m-
mungen von Objektra¨ndern. Unter der Kru¨mmung des Objektrandes beim
Punkt pi versteht man die Winkeldiﬀerenz derjenigen beiden Geraden, die durch
die beiden Punktepaare (pi−1, pi) und (pi, pi+1) verlaufen, wobei pi−1 und pi+1
ebenfalls Objektrandpunkte sind, die zu pi unmittelbar benachbart sind. Da
diese Winkeldiﬀerenzen nur Vielfache von 45o als Wert annehmen ko¨nnen, ver-
wendet man zur Bestimmung der Geradenwinkel anstelle der unmittelbar be-
nachbarten Objektrandpunkte pi−1, pi+1 auch oft die k-na¨chsten Nachbarn
pi−k, pi+k (z.B. k = 2: die u¨berna¨chsten Nachbarn auf dem Objektrand) und
spricht dann von der sogenannten k-Kru¨mmung im Punkt pi. Der Mittelwert
der Kru¨mmung kann entweder ein Maß fu¨r die ”Gekru¨mmtheit” bei linienhaften
Objekten und/oder ein Maß fu¨r die ”Ausgefranstheit” der Objektra¨nder sein.
Aussagekra¨ftiger sind im allgemeinen Histogramme von Objektrandkru¨mmungen
und auch Histogramme von Objektrandtangentenrichtungen.
Oft werden zur Formcharakterisierung auch von Distanzmaßen abgeleitete Gro¨s-
sen verwendet. Beispiele fu¨r Distanztransformationen sind in Bild 6.2 abgebildet.
Ausgehend von dem in Bild 6.2a gezeigten bina¨ren Objekt zeigt Bild 6.2b das
Ergebnis einer Abstandstransformation, die fu¨r jeden Objektpunkt den Abstand
zum na¨chstliegenden Nicht-Objektpunkt angibt. Der Abstand zwischen zwei
Punkten mit den Koordinaten (i, j) und (h, k) ist hierbei in der sogenannten
City-Block-Metrik
d4 ((i, j), (h, k)) = |i− h|+ |j − k| (6-2)
deﬁniert. Andere gebra¨uchliche Abstandsmaße sind in Euklidscher Metrik
de ((i, j), (h, k)) =
√
(i− h)2 + (j − k)2 (6-3)
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(a) (b) (c) (d)
Bild 6.2. Beispiele fu¨r Distanzmaße (siehe Text).
oder der sogenannten Schachbrett-Metrik
d8 ((i, j), (h, k)) = max (|i− h|, |j − k|) (6-4)
deﬁniert (siehe z.B. /6.4, 6.5/). Die Summe der Abstandswerte bezogen auf
die Objektﬂa¨che liefert wiederum ein einfaches gro¨ßeninvariantes Maß fu¨r die
Kompaktheit eines Objektes /6.6/. In der Literatur wurden zur globalen
Formcharakterisierung von Bina¨rbildern, wie Linienhaftigkeit, mittlere Kom-
paktheit und Exzentrizita¨t von bina¨ren Objekten, auch sogenannte Rand-zu-
-Rand-Abstandstransformationen eingefu¨hrt /6.7/. Die Distanz dRR(i, j) gibt
hierbei die La¨nge einer durch den Objektpunkt mit den Koordinaten (i, j) und
zwei gegenu¨berliegenden Randpunkten verlaufenden Geraden an. Wa¨hlt man
die Winkel dieser Geraden punktweise so, daß sich minimale bzw. maximale
Rand-zu-Rand-Absta¨nde ergeben (dRRmin bzw. dRRmax), so resultiert diese
Transformation angewendet auf das Bina¨rbild in Bild 6.2a in den beiden Bildern
6.2c,d (die Abstandsmaße sind auf ganze Zahlen gerundet). Die Mittelwerte
dieser Distanzwerte wurden beispielsweise fu¨r die Berechnung gut diskriminieren-
der Merkmale zur Unterscheidung von Textbereichen, Graphiken und Halbton-
bildern auf Dokumenten verwendet /6.7/. Wie aufgrund von Bild 6.2d leicht
zu sehen ist, entspricht der Maximalwert von dRRmax dem Durchmesser des
Bina¨robjektes. Zusammen mit dem Maximalwert von dRRmin erha¨lt man ein
Maß fu¨r die Exzentrizita¨t eines Objektes
ε = max(dRRmax)/max(dRRmin) (6-5)
Neben den oben beschriebenen geometrischen Kenngro¨ßen sind auch ha¨uﬁg
topologische Merkmale zur Charakterisierung und Identiﬁzierung von Objekten
hilfreich. Topologische Merkmale sind invariant gegenu¨ber stetigen geometri-
schen Verzerrungen; fu¨r ihre Berechnung sind nicht die Absta¨nde von Punktpaa-
ren im Bild entscheidend, sondern ausschließlich ihre gegenseitige Verbunden-
heit, d.h., ob es beispielsweise Verbindungslinien zwischen Punktpaaren gibt,
die innerhalb desselben Objekt/Hintergrundbereiches liegen. Das einfachste
topologische Maß ist die sogenannte Eulerzahl. Ist L die Anzahl der Lo¨cher
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(durch Objektpunkte eingeschlossene Nicht-Objektpunkte) und O die Anzahl der
vorhandenen einander nicht beru¨hrenden Objekte so ist die Eulerzahl E deﬁniert
als
E = O − L (6-6)
Faßt man beispielsweise den Buchstaben ”A” als Bina¨robjekt auf, so ist E =
0, da er aus einer zusammenha¨ngenden Objektﬂa¨che besteht, die genau einen
Einschluß aufweist. Demgegenu¨ber wa¨re die Eulerzahl fu¨r den Buchstaben ”B”
E = −1.
6.3 Fourierdarstellung von Objektkonturen
Die im vorhergehenden Abschnitt beschriebenen einfachen Merkmale von Ob-
jekten sind globaler Natur; sie reduzieren eine unter Umsta¨nden komplexe Ob-
jektform auf einige wenige Zahlen, wobei die Information u¨ber die urspru¨ngliche
Form verloren geht. So gibt es beispielsweise viele Bina¨rmuster mit gemeinsa-
mer Fla¨che, Umfang und Eulerzahl. Zu einer diﬀerenzierteren Diskriminierung
kann die diskrete Fouriertransformation der Randpunktkoordinaten herangezo-
gen werden. Nimmt man an, der Objektrand eines Bina¨robjektes liege in Form
von Q Konturpunkten vor, so lassen sich die Koordinatenwerte m,n der Kon-
turpunkte als komplexe Zahlen m + jn auﬀassen. Verfolgt man die Konturlinie,
ausgehend von einem beliebigen Anfangspunkt, so bekommt man eine Sequenz
f(i) von komplexen Zahlen mit 0 ≤ i ≤ Q−1. Wird die diskrete Fouriertransfor-
mation auf diese Sequenz angewendet, so erha¨lt man eine eindeutige Abbildung
der Kontur im Fourierraum F (k) mit 0 ≤ k ≤ Q − 1. Die Fourierkoeﬃzienten
eignen sich direkt zur Formcharakterisierung; beispielsweise signalisieren große
Amplitudenwerte bei hohen Frequenzen abrupte Kantenverla¨ufe, usw.. Weiter-
hin hat man im Fourierraum die Mo¨glichkeit durch Normierung der Fourierko-
eﬃzienten Lage, Gro¨ße und Orientierung auf einfache Weise zu normieren und
damit mit Fourierkonturlinienrepra¨sentationen von anderen Objekten zu ver-
gleichen. Gema¨ß der in Abschnitt 2.3 diskutierten Gesetzma¨ßigkeiten der
diskreten Fouriertransformation bedeutet beispielsweise das Nullsetzen von F (0)
ein Verschieben des Objektﬂa¨chenschwerpunktes in den Koordinatenursprung
des Ortsbereiches. Die Ausdehnung der Konturlinie kann dann durch einfaches
Multiplizieren von F (k) mit einem konstanten Faktor vera¨ndert werden. Um
die Konturlinie um den Winkel ϕ im Ortsbereich um den Koordinatenursprung
zu drehen wird f(i) mit exp(jϕ) multipliziert, was identisch mit der Multiplika-
tion von F (k) mit exp(jϕ) im Fourierbereich ist. Da die Koordinatenwerte der
Konturlinie bei Anwendung der diskreten Fouriertransformation als genau eine
Periode einer unendlich fortgesetzten periodischen Funktion aufgefaßt werden
mu¨ssen, entspricht einer Verschiebung des Anfangspunktes auf der Konturlinie
um l Elemente eine Multiplikation des k-ten Fourierkoeﬃzienten um den Fak-
tor exp(j2πkl/Q). Dies kann zur standardisierten Wahl von Anfangspunkten
ausgenutzt werden.
Es muß vermerkt werden, daß der oben beschriebene Fourierzusammenhang
exakt nur fu¨r eine a¨quidistante Abtastung der Konturlinie gilt. Da die Kon-
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turpunkte im allgemeinen jedoch auf einem diskreten quadratischen Abtastgit-
ter gegeben sind, variieren die Abtastintervalle um den Faktor
√
2. Dadurch
bekommt das oben beschriebene Verfahren approximativen Charakter. Da
durch diesen Artefakt insbesondere die Phase von F (k) beeintra¨chtigt wird,
beschra¨nkt man sich bei der Beschreibung und Objektidentiﬁzierung durch die
Fourierkonturliniendarstellung ha¨uﬁg auf die Amplitude von F (k). Normiert
man den Umfang der darzustellenden Objekte durch Interpolation so, daß Q
den Wert einer Zweierpotenz annimt, kann fu¨r die Transformation der in Ab-
schnitt 2.3.4 beschriebene schnelle Fouriertransformationsalgorithmus verwendet
werden. Weiterfu¨hrende Literatur hierzu ﬁndet der Leser in /6.8-6.13/. In den
beiden U¨bersichtsaufsa¨tzen /6.14, 6.15/ ﬁnden sich weitere interessante Metho-
den zur Formanalyse und Formerkennung, sowie weitere nu¨tzliche Referenzen
auf diesem Gebiet.
6.4 Bilddarstellung durch Momente
Sowohl Objektformen, als auch die Intensita¨tsverla¨ufe innerhalb von Objektbe-
reichen (oder auch Bilder im globalen Sinne) lassen sich mit Hilfe von Momenten
eindeutig darstellen und umgekehrt /6.16/. Das zu charakterisierende Objekt
muß hierbei in segmentierter Form als Bild f(m,n) vorliegen, wobei f(m,n) in-
nerhalb des Objektbereiches mit den Intensita¨tswerten des urspru¨nglichen Bildes
identisch ist und außerhalb gleich Null ist. Mo¨chte man nur die Objektform durch
Momente darstellen, setzt man innerhalb des Objektbereiches f(m,n) = 1 und







mit p, q = 0, 1, 2, . . . . (p + q) bezeichnet man als die Ordnung des Momentes
mpq. Mit den beiden Fla¨chenschwerpunkten m¯ = m10/m00 und n¯ = m01/m00






(m− m¯)p(n− n¯)qf(m,n) (6-8)
mit p, q = 0, 1, 2 . . . . Im Gegensatz zu den in Gl.(6-7) gegebenen Momenten
sind die Zentralmomente invariant gegenu¨ber Verschiebungen des Bildsignals im
m,n-Koordinatensystem. Momente und Zentralmomente lassen sich ineinander
umrechnen. Fu¨r die Zentralmomente bis zur Ordnung 3 gilt
µ00 = m00 µ11 = m11 − n¯m10
µ10 = 0 µ30 = m30 − 3m¯m20 + 2m10m¯2
µ01 = 0 µ12 = m12 − 2n¯m11 − m¯m02 + 2n¯2m10
µ20 = m20 − m¯m10 µ21 = m21 − 2m¯m11 − n¯m20 + 2m¯2m01
µ02 = m02 − n¯m01 µ03 = m03 − 3n¯m02 + 2n¯2m01
(6-9)
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mit γ = (p + q)/2 fu¨r p + q = 2, 3, . . . , so kann man einen Satz von 7
Momenten angeben der invariant gegenu¨ber Verschiebungen, Drehungen und
Gro¨ßena¨nderungen ist /6.17/:
ϕ1 =η20 + η02
ϕ2 =(η20 − η02)2 + 4η211
ϕ3 =(η30 − 3η12)2 + (3η21 + η03)2
ϕ4 =(η30 − η12)2 + (η21 + η03)2
ϕ5 =(η30 − 3η12)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2]+
+ (3η21 − η03)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2]
ϕ6 =(η20 − η02)[(η30 + η12)2 − (η21 + η03)2]+
+ 4η11(η30 + η12)(η21 + η03)
ϕ7 =(3η12 − η30)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2]+
+ (3η21 − η03)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2]
(6-11)
Damit hat man eine weitere leistungsfa¨hige Mo¨glichkeit Objekte (bzw. Objekt-
formen) zu identiﬁzieren bzw. zu charakterisieren. Weitere Literatur zur Theorie
von Momenten und Anwendungen ﬁndet der interessierte Leser in /6.18-6.22/.
6.5 Detektionsfilter
Bei der Diskussion der Eigenschaften der diskreten Fouriertransformation wurde
bereits darauf hingewiesen, daß sich die Korrelationfunktion φfg zweier Signale
f(m,n) und g(m,n) als Faltung des Signals f(m,n) mit dem Signal g(−m,−n)






f(m,n)g(m− i, n− j) (6-12)
Dieser Zusammenhang kann genutzt werden, um (a) die A¨hnlichkeit zweier
Muster bei einer gegenseitigen o¨rtlichen Verschiebung um i, j Bildpunkte zu
messen, oder (b) im Signal f(m,n) nach einem durch g(m,n) vorgegebenen Sig-
nalverlauf zu suchen; φfg(i, j) ist dabei ein Maß fu¨r die A¨hnlichkeit im quadrati-
schen Sinne und wird fu¨r diejenige Verschiebung i, j maximal, fu¨r die sich maxi-
male U¨bereinstimmung zwischen dem zu untersuchenden Bild f(m,n) und der
”Musterfunktion” g(m,n) ergibt. Damit la¨ßt sich neben der A¨hnlichkeit beider
Funktionen auch die Position des gesuchten Musters im zu vermessenden Bild
angeben. Wie in Abschnitt 2.3 erwa¨hnt, la¨ßt sich die Operation in Gl.(6-12),
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(a) (b)
(c) (d) (e)
Bild 6.3. Detektionsfilterung. (a) gesto¨rtes Testbild, (b) zu detektierende Testmus-
ter, (c), (d), (e) Detektionsfilterergebnisse unter Verwendung von Muster 1 bis 3 in
Bild (b).
die man auch als Detektionsﬁlterung bezeichnet, auch mit Hilfe der diskreten
Fouriertransformation durchfu¨hren
Φfg(k, l) = F (k, l)G∗(k, l) (6-13)
wobei Φfg(k, l) und F (k, l) die Fouriertransformierten von φfg(i, j) bzw. f(m,n)
sind und G∗(k, l) die konjugiert komplexe Fouriertransformierte von g(m,n) ist.
Die Realisierung im Fourierbereich ist gegenu¨ber der direkten Realisierung im
Ortsbereich insbesondere bei weit ausgedehnten Musterfunktionen zu bevorzu-
gen. f(m,n) bzw. g(m,n) muß hierbei eventuell auf eine einheitliche Dimension
erweitert werden (Abschnitt 2.3). Fu¨r den Fall der exakten U¨bereinstimmung
entspricht φfg der Signalenergie von f(m,n) bzw. g(m,n). Im Fall von durch ad-
ditives Rauschen gesto¨rten Bildern geht das Detektionsﬁlter G∗(k, l) in Gl.(6-13)
in das Filter
H(k, l) = G∗(k, l)/|R(k, l)|2 (6-14)
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u¨ber, wobei |R(k, l)|2 das Leistungsspektrum des Rauschprozesses ist. Das De-
tektionsﬁlter detektiert die Position von lagevarianten, jedoch gro¨ßen- und dre-
hungsinvarianten Signalen und maximiert hierbei das Signal-zu-Rausch-Verha¨lt-
nis im Sinne des quadratischen Fehlerkriteriums. Bild 6.3 zeigt ein Verarbei-
tungsbeispiel hierfu¨r. Das in Bild 6.3a dargestellte Buchstabenmuster wurde mit
weißem gaußschen Rauschen u¨berlagert und in den Fourierbereich transformiert.
Aus den Mustern ”k”, ”O” und ”2” (Bild 6.3b) und der Energie des Rausch-
prozesses wurden drei Detektionsﬁlter gema¨ß Gl.(6-14) berechnet, auf die Fouri-
ertransformierte von Bild 6.3a angewendet und die Ergebnisse anschließend
wieder in den Ortsbereich zuru¨cktransformiert (Bilder 6.3c,d,e). Wie zu sehen
ist, treten in den Bildern 6.3c,d,e jeweils dort nennenswerte Signalwerte im Bild
auf, an denen sich im Bild 6.3a Muster beﬁnden. Extreme Werte werden in Bild
6.3c links oben angenommen (Position des fetten aufrechten ”k” in Bild 6.3a), in
Bild 6.3d links unten (beachte auch die relativ hohen Signalwerte bei den fetten
”8”-en) und in Bild 6.3e in der Mitte des unteren Bildbereiches. Mit Hilfe einer
zusa¨tzlichen Schwellwertoperation ließen sich demgema¨ß aus dem Bild 6.3a mit
Detektionsﬁltern Muster an der jeweils urspru¨nglichen Position wieder auﬃnden.
Mo¨chte man bei der Objekterkennung mehr Gewicht auf die Objektkonturen
legen, so bietet sich das modiﬁzierte Filter
H(k, l) = (−1)p (k
2 + l2)pG∗(k, l)
|Rp(k, l)|2 (6-15)
an /6.23/, wobei |Rp(k, l)|2 das Leistungsspektrum des Rauschprozesses nach
Anwendung der Gradientenoperation der Ordnung p ist. Weitere Literatur zur
zweidimensionalen Detektionsﬁlterung mit Anwendungen ﬁndet man in /6.24-
6.27/.
6.6 Bildanalyse mit lokalen Leistungsspektren
Die in Abschnitt 2.3 diskutierte Fouriertransformation wird oft genutzt, um
die statistischen Eigenschaften von Bildern zu analysieren. Wie erwa¨hnt, ist
das Leistungsspektrum |F (k, l)|2 die Fouriertransformierte der Autokorrela-
tionsfunktion des Signals f(m,n) und kann daher zur Messung der statistischen
Bindungen zwischen den Grauwerten benachbarter Bildpunkte in f(m,n) heran-
gezogen werden. Beispielsweise deuten hohe Werte des Leistungsspektrums bei
hohen Ortsfrequenzen auf fein texturierte Grauwertverla¨ufe, abrupte Kanten,
usw. hin, wa¨hrend sich die Spektralenergien von Bildern mit relativ glatten
Intensita¨tsverla¨ufen prima¨r auf niederfrequente Bereiche konzentrieren. Berech-
net man die Leistungsspektren innerhalb lokaler Bildfenster, so lassen sich auf
diese Weise auch ortsinstationa¨re Muster beschreiben. Bedingt durch den Ein-
ﬂuß der Bildfensterfunktion entstehen im allgemeinen sto¨rende Anteile im Leis-
tungsspektrum, die jedoch durch eine geeignete multiplikative Gewichtung der
Originalfunktion (z.B. /6.28/) oder durch Spiegelung N ×N großer Bildfenster
an den jeweiligen Koordinatenachsen und Berechnung der Leistungsspektren der
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(a) (b) (c)
(d) (e) (f)
Bild 6.4. Texturbeispiele (aus /5.1/ nach Brodatz).
so entstehenden 2N × 2N Signale /6.29/ reduziert werden ko¨nnen. Durch diese
Vorgehensweise verschwinden Grauwertunterschiede an gegenu¨berliegenden Fen-
sterkanten, die sonst sto¨rende Anteile im Leistungsspektrum erzeugen wu¨rden.
Aus dem Leistungsspektrum |F (k, l)|2 ko¨nnen beispielsweise Merkmale durch
Aufsummierung der Spektralwerte in Kreisringen mit variierendem Radius r






|F (k, l)|2 (6-16)
mit r ≤ √k2 + l2 ≤ r + ∆r und 0 ≤ r ≤ N/2 oder in Kreissegmenten mit






|F (k, l)|2 (6-17)
mit ϕ ≤ arctan(l/k) ≤ ϕ + ∆ϕ und 0 ≤ ϕ ≤ π berechnet werden. Aufgrund der
Symmetrie von Leistungsspektren reeller Funktionen mu¨ssen die Summationen
in Gl.(6-16) bzw. Gl.(6-17) nur jeweils u¨ber eine Halbebene des Leistungsspek-
trums erstreckt werden. In Abha¨ngigkeit der Werte ∆r und ∆ϕ ergeben sich
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unterschiedlich viele Merkmale zur Charakterisierung der aus N ×N Bildpunk-
ten bestehenden Bildfenster. Ha¨uﬁg angewendet wird die oben beschriebene
Technik zur statistischen Beschreibung und Diskriminierung von Texturen. Aus
den 6 in Bild 6.4 gezeigten Texturmustern wurden beispielsweise in /5.1/ u.a.
15 Texturpaare gebildet. Diese wurden in 16 × 16 Bildpunkte große Bildfenster




(0, 54− 0, 46 cos(2πi/15)) (6-18)
mit m,n = 0, . . . , 15 multipliziert und anschließend fouriertransformiert. Aus
den lokalen Leistungsspektren wurden gema¨ß Gln.(6-16) und (6-17) mit ∆r =
N/12 und ∆ϕ = π/6 je 6 Merkmale berechnet. Die mit einem einfachen
Klassiﬁkator erreichbaren Fehlerraten, d.h. die Wahrscheinlichkeiten, mit der
eines der 16 × 16-Bildfenster jeweils der falschen Textur zugeordnet wird, sind
in Tabelle 6.1 in Prozentwerten angegeben; die mittlere Fehlerwahrscheinlichkeit
betra¨gt 12,1%.
Tabelle 6.1. Vergleich von Leistungsspektren und Grauwertu¨bergangsmatrizen zur
Texturerkennung anhand der in Bild 6.4 gezeigten Texturbeispiele.
6.7 Bildanalyse mit Grauwertu¨bergangsmatrizen
Mit Hilfe sogenannter Grauwertu¨bergangsmatrizen (engl. ’co-occurence matri-
ces’) lassen sich Merkmale zur lokalen oder globalen Bildcharakterisierung eﬃ-
zient direkt im Ortsbereich berechnen - je nachdem ob die Technik jeweils in loka-
len Bildausschnitten oder auf das gesamte Bild angewendet wird. Zur Bildung der
Grauwertu¨bergangsmatrix mit den Elementen g(i, j) des Bildes f(m,n) muß ein
Dipolvektor (∆m,∆n) vorgegeben werden, der die relative Lage der jeweils be-
trachteten Bildpunktpaare festlegt. g(i, j) gibt jeweils die relative Ha¨uﬁgkeit an,
mit der Punktepaare mit der durch den Dipolvektor festgelegten Lagebeziehung
mit den Grauwerten i und j im Bild auftreten. Da sich fu¨r jede La¨nge und Orien-
tierung des Dipolvektors eine individuelle Matrix und damit eine riesige Menge
von Merkmalen ergibt, muß eine Auswahl von wenigen Parametern getroﬀen wer-
den. Es hat sich gezeigt, daß die Beru¨cksichtigung nur weniger Orientierungen
(z.B. ϕ = 0o, 45o, 90o und 135o) und La¨ngen (z.B. ∆m,∆n = 1) bereits sehr leis-
tungsfa¨hige Beschreibungsmerkmale liefert. Die Dimension von g(i, j) ist durch
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die Intensita¨tsauﬂo¨sung des digitalisierten Bildes gegeben. Um diese klein zu hal-
ten empﬁehlt es sich, die Anzahl der Helligkeitsstufen auf Q = 8 oder Q = 16 zu
reduzieren. Aus den Grauwertu¨bergangsmatrizen ko¨nnen eine Reihe von Merk-
malen abgeleitet werden /6.30/. Fu¨r ∆m,∆n = 1 und ϕ = 0o, 45o, 90o und 135o









































Bezu¨glich ihrer Leistungsfa¨higkeit zur Beschreibung und Diskriminierung von
Texturen sind Grauwertu¨bergangsmatrizen und Leistungsspektren vergleichbar;
erstere lassen sich mit Digitalrechnern jedoch wesentlich eﬃzienter berechnen.
Die beiden Merkmale Kontrast und Homogenita¨t wurden jeweils fu¨r 3 Rich-
tungen (ϕ = 0o, 45o und 90o) sowie 2 Dipolla¨ngen (∆m,∆n = 1 und 3) fu¨r
Paare der in Bild 6.4 gezeigten Muster berechnet /5.1/. Tabelle 6.1 zeigt im
Vergleich zur Diskriminierung mit lokalen Leistungsspektren die auf der Basis von
Grauwertu¨bergangsmatrizen erreichbaren prozentualen Fehlerraten; die mittlere
Fehlerrate betra¨gt hierbei 10,2%.
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ANHANG: Hankeltransformation
In /2.1, A.1/ ﬁnden sich nu¨tzliche Hankeltransformationskorrespondenzen die
analytisch berechnet wurden; einige hiervon sind in Tabelle A.1 zusammenge-
stellt. Aufgrund der Identita¨t der Hankeltransformation mit ihrer Ru¨cktrans-
formation gelten die angegebenen Korrespondenzen implizit auch dann, wenn
die Radialkoordinatenvariablen r mit den Radialfrequenzvariablen w jeweils ver-
tauscht werden.
Tabelle A.1. Einige Hankeltransformationskorrespondenzen (nach /2.1/).
La¨ßt sich eine direkte analytische Lo¨sung der Hankeltransformation nicht an-
geben, so ist eine numerische Berechnung notwendig. In Bild A.1 ist hierfu¨r
ein Fortranunterprogramm aus /A.2/ wiedergegeben. Die Transformationsglei-
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Bild A.1. Fortranprogramm zur Berechnung der Hankeltransformation (nach /A.2/).




SEF(E(L2)) B0(2πE(L2) A(L1)) E(I2) DE (A-1)
mit E(L2) = L2 DE-DE/2, DE=EMAX/N
A(L1) = L1 DA-DA/2, DA=AMAX/N
angena¨hert, wobei B0 die Besselfunktion nullter Ordnung und SAF und SEF N-
dimensionale diskrete Ein- bzw. Ausgangsradialfunktionen der Transformation
sind. Normalerweise ist EMAX=AMAX und damit DE=DA. Die Besselfunk-










cos (EA sinα(L3)) Dα fu¨r EA ≤ BESSG√
2/(πEA) cos(EA− π/4) fu¨r EA > BESSG
(A-2)
mit α(L3) = L3 Dα − Dα/2, Dα = π2 L3END, L3END=IFIX(EA)+3
Die einzustellende Konstante BESSG legt fest, ab welchem Argument die Bessel-
funktion durch eine cos-Funktion angena¨hert wird (typischer Wert: BESSG=20)
und bestimmt damit die Genauigkeit der Transformation. Die Genauigkeit
la¨ßt sich durch zweimaliges Anwenden der Transformation auf eine Testfunk-
tion und Vergleich des Ergebnisses mit der urspru¨nglichen Funktion abscha¨tzen.
Da die Berechnung im Diskreten erfolgt, ist bei der Wahl von N das Abtast-
theorem zu beachten (zum Abtasttheorem fu¨r radialsymmetrische Funktionen in
Polarkoordinatendarstellung siehe z.B. /2.14, 2.15/ - zur numerischen Berech-
nung der Hankeltransformation siehe auch /A.3-A.5/).
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