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> R E S U M O 
Este trabalho apresenta uma análise comparativa de 
J ' - 
dois métodos aplicados ã solução da equação linear da rede modela 
da por admitâncias nodais apõs mudanças topolõgicas na sua confi
_ 
guraçao básica.
_ 
O primeiro método procede como segue; altera a ma- 
triz de rede, a fatoriza, e aplica estes fatores sobre o vetor das 
ções. A escolha desta sequência é resultante de análises com P. 5 g_|. (D
~ parativas anteriores, tais como, remontagem ou alteraçao direta da 
matriz de admitáncias, refatorização da matriz alterada ou altera-
~ çao direta dos fatores; i ' 
O segundo método permite obter a solução procurada, 
através da simulação de alterações; o método escolhido denomina-se 
›"pré-compensação esquema A", e é resultante de análises comparati 
vas entre várias alternativas possíveis. 
H 
São desenvolvidos programas óomputacionais.para au- 
xílio da análise comparativa, e na elaboração dos algoritmos de 
ambos os métodos são empregadas técnicas de esparsidade. 
»Os algoritmos são aplicados em um sistema de potên 
cia real e os resultados são avaliados quanto ao tempo de proces- 
samento erequisitos de memória. "; 
Finalmente conclusões são obtidas, e elaboradas su- 
gestões para futuros trabalhos de pesquisa nesta área. 
*'¬'~" ~ ~ - -.‹.._.._,.........¬‹.._.........._. .. __, _ .. _. _. .. .. N- l.- . - - . ., ._ ..- .. ...,,,.._,, ___, ,,..,,¶
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ÚA B_S T R A C T ` 
_ 
It was my objective when I wrote this paper to~ 
' present a comoarative.analysis of two methods applied to V the 
solution of a linear equation of a modular net using nodal 
adnüfifinøe using topoloqical changes to its basic configuration. 
_ 
To develop the first method we took the following 
steps altered the net matrix there's a factorization thatv 
applies these factors over the vector of the injections. The 
choice on this sequence comes as the result of previons ` 
. . › 
-
_ 
comparative analysis such as building ~or direct alteration 
of êäflfiifinflë-matrix, refactorization of altered matrix or 
direct factors alteration. T . 
\ . 
_ 
The second method allows us to get the information 
~ 
= we look for using a simulation of alterations; this is called 
<
. 
¿f "pre-compensation scheme A" and it is the result of comparative 
” analysis among several possible alternatives. 
Through these methods computer.programs fan be 
used to help comparative analysis to elaborate algorythms of 
both methods where we apply sparsity techniques. 
' 
V 
~s Algorithms are applied to a real power system 
where the results are evaluated according to processing time 
and memorv reguisits. '
_ 
' Finallv conclusions are obtained and sugqestions 
for future research int this area given.. H
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C A P'I T U L O I 
.
1 
.iNTRoDUçÃo, 
l.l - Motivação Básica 
Qualquer sistema elétrico de potência tem por finali
~ 
dade atender aos consumidores dentro de determinados padroes de 
qualidade, e para tal, ê necessário efetuar estudos que permitam 
atingir este objetivo, satisfazendo também a critérios econômicos. 
_ 
Todos os estudos elétricos em sistemas de .potência 
partem de um modelo de desempenho da rede, que nada mais ê do que 
a representação matemâtica,segundo regras pré-fixadas, dos parâme 
~ 4 ' tros da configuraçao topologica da rede. Esses modelos dependem da
~ seleçao da variável independente, e da referência adotada. Assim, 
por exemplo, quando as tensões são selecionadas como variáveis in- 
dependentes, as ções de correntes como dependentes, ambas refe |.:. K3 LJ. (D 
ridas às barras do sistema, diz-se que o sistema ê modelado ` por 
impedâncias nodais, e a matriz que os relaciona ê denominada de ma 
triz de impedãncias nodais da rede. - 
. 
Em estudos de planejamento da expansão, no dimensig
~ namento dos componentes, ou na operaçao em segurança dos sistemas 
de potência, parte~se de uma configuração básica para a rede e em 
seguida, introduzem-se alterações, cujas influências sobre os pará 
' z 
metros analisados está-se interessado em obter de maneira rápida e 
eficiente. Consequentemente, faz~se necessário dispor de algo- 
ritmos computacionais que_permitam avaliar os efeitos de alterações 
na rede de modo eficiente.. 
~‹~ -‹ -..-W ›- _. .. - _ - - , - «M - › eu - « r ._ _.. ». » .¬..¿‹‹¿z»-›-,z‹¬,¢
Inicialmente, as técnicas de esparsidade, juntamente 
com a fatoração da matriz de rede, ofereciam uma boa alternativa 
no tratamento de tais alterações; anos apõs surgiu uma segunda al
~ 
ternativa, que consistia na utilizaçao dos fatores da rede origi
~ 
nal para simular as.alteraçoes,.Esta segunda alternativa ê conhg 
cida como método de simulação (ref.l2), que embora tendo apareci 
do no princípio da década passada, sömente foi difundido após 
de estudos mais‹ietalhados (ref.l3).- . - V 
1.2 - Objetivo do Trabalho 
. É objetivo deste trabalho efetuar análises comparati 
vas de métodos que permitam tratar eficientemente alteraçoes nas 
ligações ou componentes de redes møüfladwápor admitâncias nodais. 
. 
- . . , 
Neste sentido, inicia-se estabelecendo .um caminho 
na solução da equação linear, com emprego dos fatores da matriz, 
previamente atualizados; 
_ 
após, escolhe-se um dos métodos de si 
mulação que apresenta melhor desempenho relativo. 
.
`
~ 1.3 - Revisao Bibliográfica 
, Um dos primeiros trabalhos do qual se tem conhecimen 
to, aproveitando as características de simetria e esparsidade das 
matrizes de rede foi elaborado por Shipley e Coleman (ref.7), em 
1959. O programa por eles desenvolvidos visava obter um método de 
inversão eficiente. Em 1961 Van Ness e Griffin (ref. 16) apre- 
sentavam, por eles denominado, "Método de eliminação para' solu- 
ção do fluxo de potência" e davam início ao desenvolvimento das 
técnicas de exploração da esparsidade. - 
z. 
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.Em 1963 Tinney e Sato (ref.ll) apresentam técnicas 
para exploraçao da esparsidade da matriz de admitãncias nodais. Em 
1966 Baumann (ref.l7) introduz o emprego de conceitos topolõgicos 
no desenvolvimento da solução de problemas; e finalmente, em' 1977 
Tinney e Walker (ref.8) ampliaram e consolidaram as técnicas de eg 
parsidade, que hoje são empregadas amplamente em várias áreas da 
engenharia. _ _ Í 
- A partir de 1967 os trabalhos sobre técnicas de es- 
parsidade visavam principalmente complementã-la. Neste sentido pg 
de-se citar o trabalho de Ogbuobiri (ref;23), que apresenta o con
1 
ceito de armazenamento dinâmico, aperfeiçoando os requisitos de me 
mõria; em 1971 Stott e Hobson (ref.l8) apresentam análises compa 
rativa de esquemas alternativos para ordenação da seqüência de fa 
torização de matrizes esparsas, visando minimizar o número de liga 
ções criadas no processo de eliminação. Outros trabalhos foram 
posteriormente apresentados, porém visavam mais o aproveitamento 
~ ' desta técnica e nao seu incremento. 
1 
Consagradas as técnicas de_esparsidade, e a corres-
~ pondente utilizaçao do modelo de admitâncias nodais, começaram a 
aparecer trabalhos no sentido de facilitar a obtenção e a altera- 
ção desta matriz, até então obtida com auxílio das matrizes de' in 
cidência; com este objetivo pode-se citar inicialmente o trabalho 
de Reitan e Kruempel (ref.5) que embora referindo-se â matriz de 
impedância, será amplamente utilizada em alterações que envolvam 
elementos mutuamente acoplados. ç ' _
~ 
Em 1970 Nagappan (ref.2) apresenta uma descriçao com
~ 
pleta de algoritmos para formaçao da matriz de admitâncias nodais 
1 
,., 
... 
,passo a passo, pela adiçao sucessiva de linhas de transmissao, ou 
-« _. ._ z..... _ ._...._., ...,,,,,,
of 14 
outros elementos passivos. No mesmo ano Anderson e Bowen (ref.3) 
apresentam regras mais práticas na obtenção desta matriz. › 
- Em l97l Tinney (ref.l2) apresenta um outro enfoque 
no tratamento de alterações da matriz de rede, denominando a este 
"Método de compensação". Este método parte de propriedades -físi- 
cas das redes elétricas para simular as alterações. Esta propos 
~ ~ ~ 
ta embora interessante no tratamento de alteraçoes em ligaçoesrwo- 
acopladas, não permite o tratamento eficiente de alterações em gru 
pos de mütuas. Em 1973 Brameller (ref.19) apresenta um trabalho 
similar, com as mesmas limitações, partindo de manipulações algé¬ 
bricas das equações da rede. Apõs 1973 vários trabalhos surgem,tQ 
dos voltados para as técnicas de alteração da matriz de rede e sua 
posterior refatoração, (refs. 6,20,2l, etc), deixando de lado os 
métodos de compensação. ' 
H Recentemente, novos trabalhos tem sido pmblicakm ;ne§ 
ta linha de pesquisa. Assim, surge em 1982 o trabalho de Alvara 
do (ref.4). que estuda a formação da matriz de admitãncias por in 
tersecção de redes parciais. Em 1983 Alsaç, Stott e Tinney (ref. 
-
. 
13) apresentam uma ampla abordagem das técnicas de compensaçao,com 
a qual este método se consolida como alternativa no tratamentom de 
alterações da rede. Em 1984 Alvarado, Enns e Tinney (ref.l4) apre¬ 
sentam uma alternativa no tratamento de ligações acopladas. E fi 
nalmente em 1985 Tinney, Brandwajn e Chan apresentam um trabalho 
visando explorar a esparsidade dos vetores independentes sobre o 
qual são aplicados os fatores da matriz de rede. 
-.-›-‹‹- ~ _... ...¬.... ....... . . - z.. _. _ z» ... _. ..._ ..,.. ,..,¬..,..,.,,.....-...
~ _l.4 - Organizaçao do Trabalho 
No Capítulo I, apresenta-se entre outros temas a 
formulaçao do problema de alteraçoes; com este objetivo descrg 
ve-se sua origem e natureza, a formulação matemática, e- final 
mente apresenta-se os possíveis enfoques no seu tratamento. 
No Capítulo II, analisa~se os aspectos _concei~
~ 
na modelagem da rede. Em seguida sao apre tuais mais relevantes 
principais na_determinação da matriz de sentados os aspectos 
conclui-se com a análise de técnicas de admitâncias nodais, e 
solução, que permitem 
lo. Compplementa este 
obter as grandezas independentes do mode 
capítulo os apêndices I, II e III, nos
A quais se apresenta para a matriz de admitancias nodais o método 
de montagem, o armazenamento compacto, e a sua decomposiçao em 
fatores Ut.D.U; 'respectivamente¿ 
O Capítulo III apresenta os aspectos conceituais 
da análise de alterações. Assim, inicialmente, verifica-se seus 
reflexos na matriz da admitâncias e nos fatores ' desta matriz. 
Posteriormente, analisa-se a utilização dos métodos de simula 
ção e conclui-se o capítulo apresentando uma série de -aplica 
ões articulares dos.es uemas de com ensa ão. Com lementa este , P 
capítulo o apêndice IV, o qual inclui uma série de exemplos nu
~ 
méricos associados aos distintos métodos de simulaçao. 
O Capítulo IV apresenta dois pontos fundamentais: 
a) complementação dos conceitos do capítulo anterior, apresen- 
tando de forma similar os aspectos computacionais mais relevan 
. ... _ 
1 _ 
tes de cada ponto; b) apresentaçao, com auxílio dos conceitos 
»- - --»~~ - - -' - rwfvwr
qiõ 
do capítulo II, de um estudo comparativo das alternativas, img
~ 
' diatas âs alteraçoes.da matriz de admitãncias e dos fatores a 
eles associados. “ ' ' " 
.
‹ 
- O objetivo do Capitulo V ë confirmar os resulta- 
dos teõricos dos capitulos anteriores, através de ensaios prãti 
cos, efetuados com algoritmos computacionais. f 
No Capítulo VI apmsenumwse as conclusões e sugesf
_ 
toes para futuros aperfeiçoamentos. 
> ~ 1.5 - Origem e Natureza do Problema de Alteraçoes 
. . 
Todos os sistemas de potência estao normalmente so 
frendo alterações em suas condições operativas, seja devido âs 
variações normais de carga e de geração, seja ao chaveamento 
intencional ou não intencional de componentes da rede, por con 
~ ~ veniência operativa, para eliminaçao de falhas ou para execuçao 
de manutenção preventiva ou corretiva destes componentes. 
A Desta forma, os sistemas de potência devem ser 
planejados, dimensionados e operados para fazer face as essas 
alterações de configuração, sem prejuízo da qualidade ou conti- ` 
nuidade de suprimento aos consumidores. 
Como decorrência, análises de alteraçoes do siste 
ima fazem parte integrante tanto do planejamento quanto do dimeg 
sionamento e operação de sistemas de energia elêtricaz 
Conforme observado, as alterações de configuração 
podem se dar tanto a nível de barras (carga e geração), sem afe 
tar a estrutura da rede, quanto a nível de componentes que cau 
-›r.------~¬› ~ -. ~ ›¬ - .. ., - ¬ ._ . ....,... _. -_ a - - ......_~z~`-«.. -..-. - - ._ -_-.¬.-«_....¬.¬.¿¿,¢Í',,¢.¿,šš...
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~ sam alteraçao da estrutura da rede. 
›~. _ 
Em termos de modelos matemáticos do sistema, estas 
alteraçoes tem reflexos diferenciados, conforme será visto a 
seguir.4 
ç ç 
' 
` 
' ' 
~ ~ 
' No caso de alteraçoes de carga e geraçao, estas pg 
4» dem ser traduzidas diretamente em termos de jeçoes (corren- |..|. 33 
tes) nodais, sem necessidade de recalcular as matrizes de rede. 
' No segundo caso, estão em jogo retiradas, adições 
ou variações de parâmetros de componentes do sistema, cuja con- 
sideração implica, em princípio, na alteração das matrizes re 
presentativas_ da. rede e de seus componentes. Observe-se que 
no caso de alteração de parâmetros, não se altera a estrutura 
das matrizes da rede; apenas o valor numérico de um ou mais ele 
mentos destas matrizes. 
As análises de alterações usualmente realizadas em 
estudos de sistemas de potência compreendem:_ 
- análise de segurança' 
- estudo de chaveamento 
» - análise de adiçõesv 
A análise de segurança, também conhecida como anš 
lise de contingências, compreende a retirada sistemática de um 
ou mais componentes da rede e a avaliação do comportamento do 
sistema frente a essas alterações.
' 
ç 
A complexidade da análise decorre em geral do ele» 
vado nümero de contingências simples e múltiplas cujo estudo ê 
necessário para garantir o ajuste da configuraçao existente ou
18; 
proposta frente a um determinado_perfil de carga e geração, _
~ O estudo de chaveamento diz respeito lã avaliaçao 
~ - ~ das tensoes e correntes transitórias no sistema, pela atuaçao 
manual ou automática dos disjuntores ou chaves seccionadoras sob 
carga, com vistas ao dimensionamento elétrico dos componentes 
da rede. ' ' . 
. 
1,. 
ã 
A 
A análise de adições compreende a avaliação dos efei- 
tos da introdução de elementos (existentes ou propostos) em uma 
configuração pré-existente. Aqui também a complexidade do proble 
ma decorre do elevado número de elementos ou combinações de ele-
~ mentos paaäheis de serem adicionados a uma dada configuraçao. 
De qualquer forma, evidencia-se a necessidade, em 
todo o campo de análise e síntese de sistemas elétricos, de algo
â 
› ~ ritmos que permitam realizar análises de alteraçoes de forma rá 
pida e segura,V contribuindo assim para viabilizar o planeja- 
^ ' ~ mento economico, o dimensionamento adequado e a operaçao segura 
dos grandes sistemas elétricos interligados modernos.
z 
Y _.__,_.......__..,..r....¬ . “___ _... -~.¬._._¬. _. . .._..._«-,z W... _..¬_....zz.‹
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1.6 ~_Formulaç§o Matemática do Problema_de Alterações 
- Apresenta-se, nesta seção, a formulação matemãticav 
básica do problema de alterações em redes, a partir das equações 
matriciais formuladas em termos de admitâncias nodais, conside _ 
rando o sistema em regime permanente. V - 
V 
Nesse caso, as equações algêbricas lineares que des 
crevem o comportamento da rede podem ser escritas como segue: 
A V 
Í; = |YN|° §(°) 
V 
~ ‹1.1›- 
onde: . 
2 = vetor das correntes nodais 
Êo¿=vetor das tensões nodais 
IYNIQ = matriz de admitãncias nodais.- 
i 
- 
. Se ocorrem alterações de carga e/ou geração, a ng 
va configuração pode ser representada pela relação» 
.z ._ 
` O 
~ i‹¿¬z,¿› z | YN\ . Em M 
' onde: V o 
' ~ ~‹ 
QL = vetor das alteraçoes nas injeçoes nodais 
Em = vetor das tensões resultantes apõs asualteraäes '
~ Em contrapartida, se forem introduzidas alteraçoes_ 
nas lígaçoes da rede, mantendo-se inalteradas as injeções de cor 
frente, o sistema resultante ê dado por: 
u
.
-
onde: 
multâneas de ligaçoes, e de carga ou ~geraÇao Para tais 
so o modelo linear será um sistema com a parcela do lado 
,›2o
U 
_;¿~=_ (|YN|°_ +4 |zw1›, gm 
' ‹2.3›' 
¡ . 
' ~ 
IAYI - e a matriz que representa as alteraçoes na 
rede. 
Estudos particulares podem incluirzalterações' si 
di 
reito de (2.3) e do esquerdo de (2.2). _ 
4l;7 - Definição do Problema Básico - Formulação das_ Técnicas 
de Solução . _
' 
De (2.l), conhecido o vetor das correntes nodais, e
~ 
montada a matriz de admitáncias, o vetor das tensoes nas bar 
ras do sistema pode ser obtidoj¡&ëtrês formas:
' 
a -_ 
b ç.- 
invertendo a matriz |YN|o, e multiplicando-a pelo
~ vetor 1. Este enfoque, entretanto, já nao é utiliza 
do em sistemas de potência, em virtude das desvanta- 
gens da utilizaçáo dos métodos de inversão. 
utilizando métodos interativos, que apesar de apre 
sentarem vantagens em relação ao primeiro,mostram-se 
ineficientes quando houver necessidade de . soluções 
repetidas. ` 
~ . ...-. .¬¬,z__.E¿¿\,.,›fi5
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'c - fatorando a matriz IYNI, e aplicando estes fatores sobre' 
o vetor das correntes nodais. 
_ 
Quando alterações são introduzidas nas ligações ou 
componentes da rede, altera-se a matriz |YNI em estrutura e/ou va- 
lor, e na obtenção dos novos valores do vetor das tensões, dois 
métodos podem ser utilizados: 
i - métodos que alterem efetivamente os parâmetros envolvi- 
dos . 
~ as 
,F métodos que simulem as alteraçoes, sem alterar os para~ H. FJ. 
metros'originais. 
Na alternativa "i", pode-se optar entre atuar na- 
matriz IYNIO , ou diretamente nos fatores a ela correspondentes. Na 
alteraçao da matriz tem-se duas opçoesa. ' . 
il - remontã~la levando em conta as alteraçoes, ou 
iz - atualizã-la introduzindo nela as mudanças necessária. 
Na alteração dos fatores tem-se também duas alternativas: 
i3 - refatorar a matriz previamente atualizada 
i4 - atualizar diretamente os fatores originais. 
Pode-se ter situações em que a matriz_|YN]O esteja disponível so~
\ 
mente em forma implícita; neste caso, "il" na alteração da IYNIO , 
como "i4" na alteração dos fatores são as únicas viáveis. 
~ ~ ¢ _ ~ Em relaçao ä utilizaçao dos metodos de simulação 
aqui mencionaremos sómente que podem ser deduzidos, ou do modelo 
linear da rede, ou a partir da propriedade física que diz 'que "um 
.. z ---» . ‹....._.«....¬...z.....¬......,.. ..'...¬.~_ -_ _ . .._._..~¬.-....,;_,¡.$g_.:¿.¿,gg¿,;7.
,F-,_».»¿«.... .-. ¬ z- .. ~.«-‹,¬- ¬»....›. _ › ......- . . l _. _.. _ ,¬ .. -. _.. . ._..¬....- V..._...,«.l -..._ ...... .......,¿,.E¡:¿,..?.¿.;¿f_¡'. 
pzz 
elemento passivo da rede pode ser substituído por um elemento ati- 
vo, que ocasiona a mesma resposta da rede" e que pode ser Vdeduzido - 
matematicamente a partir do "Lema de inversão de matrizes". (refs. 
12,13 e 19). p 
1
. 
- O estudo de cada um destes pontos, envolve uma sê- 
rie de aspectos computacionais, que serão vistos em detalhes ' nos 
capítulos subseqüentes. ~ '
A
V
. C A P Í T U'L O II 
MODELAGEM DA REDE E TÉCNICAS DE SOLUÇAO: 
.ASPECTOS CONCEITUAIS E COMPUTACIONAIS 
2.l - Introdugão
~ 
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.~ Toda a análise em sistemas de potência exige a defi¬_ 
nição inicial de três requisitos fundamentais: a modelagem dos com 
ponentes, o modelo adequado para a rede, e a definiçao da técnica
~ 
de solução mais conveniente. Este capítulo trata suscintamente ÕOS 
dois últimos requisitos, estando o primeiro convenientemente des- 
crito nas referências l e 20. 
2.2 - Formulação do.modelo de rede 
E As relações entre as grandezas de excitação de um 
sistema de potência, e as respostas a estas, podem ser feitas atra . 
vês de várias estruturas de referência, dentre as quais' podemos 
citar (veja ref.:l): ' › 
- a referência de ramos 
- a referência de malhas 
_ 
- a referência de nõs 
Quando se utiliza a referência de ramos o desempenho 
.zw 
da rede será descrita por meio de "2"_equaçoes de ramos _ indepen-
~ 
dentes, onde 2 ê o número de ramos. Em notaçao matricial estas 
equações na forma de impedância são: '
24- V 
. 
i.-.z Z _ . 
e na forma de.admitância 
_¿R = IYRI -ER ' _‹2.2› 
onde:
~ 
' ER = vetor das tensoes atravês dos ramos _ 
ER = vetor das correntes através dos ramos 
|ZR| = matriz das impedãncias de ramo 
-IYRI = matriz de admitâncias de ramo 
~ A A Na determinaçao das matrizes de impedancias ou admitancias de ra- 
mos, deve-se utilizar os conceitos de grafos, árvore, ramos e liga 
ções para definir o conjunto de cortes básicos, a partir da qual 
forma-ser as matrizes de incidência que finalmente permitem obtê- 
los. . ' . ,
A 
. Na referencia de malha, o desempenho da rede ê des- 
crita por meio de "m" equações de malhas independentes, onde m ê 
~ -.. 
o nfimero de malhas básicas. A equaçao de performance, em notaçao 
matricial, na forma de impedância ë: ' 
E-M =IZM| ÊM (2¿3) 
efna forma de admitâncias 
;M = |_YM| . ('2.,4› 
.‹~ 
__... . __-,..._«_...›......... __ i ... ..._,¬
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onde: , » 
'~ 
_ EM = vetor das tensões das malhas básicas 
z1M = vetor das correntes nas malhas básicas 
|ZM|=.matriz das impedãncias das malhas _' 
|YM|= matriz das admitãncias das malhas 
Na determinação de |YM| ou |ZM|z similar a referência de ramos,. 
deve-se iniciar definindo o conjunto de malhas basicas a partir
~ dos conceitos de grafos, árvores, ramos e ligaçoes. 
. Antes de apresentar a terceira alternativa, ê impor 
tante destacar que as restrições na utilização generalizada deã 
taS duas formulaçoes está associada ao tamanho cada vez maior 
dos sistemas em estudo ezconseqüentemente, ã multiplicidade de 
~ ~ ,- combinaçoes possíveis na determinaçao da arvore -e dos cortes ou 
malhas basicas; além da dificuldade, ante alterações nas ' liga- 
~ ,. . Q» , . . çoes, de ter uma rapida associaçao destes requisitos com a estru 
tura topolõgica da rede em estudo. ' A ' ' 
Na referência de nõs, o desempenho da rede pode ser 
~ ' descrita por meio de "n" equaçoes independentes, sendo n o número 
de nõs da rede exceto a referência. Usando-se uma notação matri- 
cial a equação de performance na forma de impedância ê dada por 
` 
.z 
EN = |ZN¡ ¿¿N 
' 
‹2.5›[' 
e7na forma de admitância 
= Y ' _iN |N| .,_1;_N (2.6)_ 
. 
4
/ 
s‹........_......-......_.l_... ___ ...M _ - _ ._ ... - - - ._ _. ¬ .. _ ` ._ .-¬.., ....._.,........- . _ W. .......-1. .-_-.,..................._......_.-.....».... l. .. _.._,.›........¬............-......‹..r.
onde 
= vetor das 
. EN 
= vetor das ÊN 
|ZN| = matriz de 
|YN| = matriz de 
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tensões nos barramentos ` 
CÓI`reI'1t€S DOS b3.I`I`âI'(1e1'1tOS VV 
impedâncias nodais 
admitãncias nodais
\ 
- ~ 
A primeira grande vantagem da formulaçao nodal em re 
lação as duas anteriores, ê que ela permite~ al” associação dire 
ta da matriz de impedâncias ou admitâncias:~com a topologia da re 
... ~ ~ 
de. Os nõs constituem barramentos das subestaçoes,as ligaçoes sao 
as linhas de transmissão, transformadores, banco de capacitores, 
reatoresf etc. A dimensão destas matrizes seräm o número de barra- 
mentos da rede. 
Uma segunda vantagem significativa está associada ã' 
.
_ 
simplicidade com que podem ser considerados os acréscimos no tama 
nho do sistema. ' 
` ~ `nA terceira vantagem diz respeito a determinaçao das 
matrizes IY | e IZ Í que podem ser obtidas diretamente das N N ' ~ 
matrizes primitivas, sem necessidade da determinaçao das matrizes
~ de ligaçao a partir do grafo da rede. L 
Justificada a aplicação generalizada desta formula 
ção, a questão seguinte seria a escolha entre as expressões (2.5) 
~ ~ 
ou' (2.6). Na maioria das aplicaçoes atuais o conjunto de equaçoes 
(2.6) ê preferida em função de uma série de vantagens associadas
' 
ãs características de IYNI, as quais serao analisadas na seçao se 
guinte 
A. .... À- . _. .,.»¬-......_,..¬»-. _.--« . - .....~_.»...¬. ~... ..¬-,T«›«.....`,._$.,}¡*..`¿.,;.L:_šš.¿.‹._ 
š
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2.3 - Matriz de Admitâncias Nodais 
2.3.1 - Características 
_ 
A matriz de admitäncias nodais apresentam, no ca- 
-so de - redes de potência, três características básicas, z
~ que fazem desta Jxgmesauaçaa a mais amplamente utilizada nos es- 
tudos de sistemas de potência: 
- É esparsa, ou seja, apresenta pequena percenta 
~ ~ , gem de elementos nao nulos em relaçao ao numero 
total de elementos da matriz.
~ .- É simêtrica em estrutura; A disposiçao dos ele- 
~ . 4 ~ ._ ' I mentos nao nulos e simetrica em relaçao a diagg 
nal principal. Na maioria dos casos, ê também nu 
mericamente SimëtriCa« 
- É diagonalmente dominante: Para cada linha da ma 
triz, o módulo do elemento diagonal ê maior que 
a soma dos mõdulos dos elementos não diagonais.
\
_ 
Estas características propiciam as condiçoes bási- 
cas para a aplicaçao das técnicas denominadas de "esparsidade" , 
~ - que visam manipular somente os elementos nao nulos de matrizes 
que apresentem essas características., ` 
' 
_ 
/' , .
1 
~.
é
Í
‹ 
z-_f‹_~;~<.¬.,,.-.=....-.,,.,...,.._,.¬...,. -_ _. _. ¬¬ -
ñ `2s4 
-2.3.2 - Métodos de Montagem 
Na literatura atual existem vãrios métodos de monta- 
gem desta matriz (referências l, Z, Ê, Q). Antes de definir o métg
~ 
do adotado neste trabalho, efetua-se uma breve descriçao de cada 
um deles.¬ '
H 
A referência l, apresenta o método tradicional da
~ 
teoria de circuitos elétricos, na qual apõs a formaçao na matriz 
de incidência, obtêm-se a matriz procurada através de uma transfor 
mação singular na matriz de admitâncias primitivas. 
'Na referência 2, apresenta-se um método que permite
~ obter esta matriz pela adiçao passo-a-passo de uma linha ou elemen 
to passivo. Comparado com o método tradicional, este tem um signi- 
` ~ . 
ficado avanço; -entretanto para sua melhor aplicaçao deve-se utili 
zã-lo juntamente com métodos que permitam obter a cada passo colu- 
A A nas da matriz de admitancias primitivas, o que dificulta sua lõgi
~ ca de programaçao e conseqüentemente, restringe sua utilidade. 
_ 
A referência 3 apresenta um método que permite deter 
minar IYNI, utilizando características de uma matriz denominada
À "matriz de admitancias indefinidas", que basicamente consiste em, 
montar a matriz de admitâncias nodais para todas as ligaçoes e 
barramentos da rede (inclusive a referência), e posteriormente de 
terminar a matriz procurada pela eliminação da linha e coluna as- 
sociada â referência. Na montagem da matriz indefinida. para rg 
de‹xz1mútuas, a ref.3, propõe regras práticas muito convenientes 
(veja Apêndice I), e-para a rede de ligações não-acopladas* utili- 
za a montagem por inspeçao da rede. . 
_ - -¬...........r ._ ..._ _ _ _. ,_. _. ___-, q _, ,.,._¬¬..._.¬..
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' A referência 4 introduz o conceito denominado "sobre 
posição de redes" , que permite montar a matriz de admitâncias 
nodais da rede original pela união de matrizes de admitãncias no- 
dais de sub-redes parciais. “` ~ f 
O método utilizado neste trabalho deriva dos métodos 
das duas últimas referências, e consiste em separar a redeÍ origi- 
~ ~ 
nal em várias redes parciais, uma contendo todas as ligaçoes, nao 
acopladas e as outras associadas aos grupos de mútuas. Na determi- 
nação- das matrizes associadas ãs redes parciaisfi são utilizados 
os métodos da referência 3. 
u .~ 2;3.3_- Descriçao do algoritmo básico 
. V Como mencionado na sub-seção anterior, o algoritmo 
básico vem da formação da matriz de admitãncias nodais da 'rede 
~ ` ~ original, pela uniao de redes parciais contendo elementos nao aco- 
plados ~e grupos de mütuas. Antes de escrever os passos do proces- 
so de união ë importante destacar em que consiste um grupo de mú- 
tuas." 
. Dada uma rede elétrica qualquer, composta tanto de / . 
ligações mutuamente acopladas como de ligações não-acopladas, defi 
ne-se um grupo de mütuas como a rede que contêm todas as ligações 
mutuamente acopladas, e suas respectivas barras terminais, e que 
se conectam com a rede original, ou com outros grupos de mütuas , 
por ligações não acopladas.
A 
--« - ~ _ - _. .`». ..».-..._--.......¬¬_ , _ _. _ , _ __.-- _. . ¬- ....i....,,_.,._,....r - ..-,,--_,.¬..,..._.-,.....¬_. -i......,..¬~.¬... -...-._...........,,.,,.,.._¬¡§,-
.uso = 
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V 
- 
. 
_ 
Para melhor compreensão do conceito de_uniaoV de 
redes apresenta¬se na figura 2;1(a) duas_redeS parciais; a-rede 
' -6 
. 
_ 1 . . 
(ll, cuja matriz de admitanclas nodais ê |YNf,estã_formada por 
todas as ligações não acopladas; e'a rede (2); cuja matriz- de H- _. 2‹ .V '. ~ . admitancias nodals ë|YNlÊzcontem as llgaçoes de um grupo de mu . 
tuas, A figura 2.l(b{ mostra os pontos onde se processa a 
união (pontos 4' e 5'); e a figura 2.l(c) apresenta o sistema_- 
resultante apõs a conclusão deste processo.
3 
, 
_ 
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Fig.2.l ~ Processo de oõtençäo da matriz de admitãncias nodais 
pela união de_redes parciais. ¬- ` 
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Definindo to I 
L 
`
_ 
' 
, 
.gl Ê, conjunto de nês da rede "l" 
õzpâ' conjunto de nõs da rede "2". 
os Valores para os elementos de IYNI da rede original obtem-se a 
partir da relação: ' 
V
l 
' 
iij = Ylij + Yzij › _ ‹2.7› 
onde, . _ 
. 
d Y;ij`= 0 se'i E Ffill ou pj E[?N|l 
2.. . - 2 _ 2 (2-8) ' 
VY 13 = O. se 1 E Ffi| ou _; E IÉQÉ 
Ou seja, a adição ocorre somente onde as redes se 
` ~ sobrepoem. ' 
'iu Generalizando, se a rede possui mais de um 'grupo 
de mütuas as expressões (2;7) e (2;8) são substituídos por: 
Ç . _ 
yij = ylij_ + Yzii + ..; + ykii ‹2.9› 
onde V '~ » YL1j = o se i E {Ê#L ou í E|YNf; Ê” 
para L'= l, ..., K 
V 
Ç(2.l0) 
k š número de grupos de mütuas da rede original me 
nos 1. 
Descritas as operações elementares do algoritmo 
bâsico de montagem,o estágio final na determinação da matriz de 
admitãncias tda rede original consiste em definir as operaçoes
.- 32,1 
envolvidas na determinaçao das matrizes de admitãncias da redes 
~ ' A parciais; estes pontos estao amplamente descritos nas referen 
cias l, 3 e 20, e neste trabalho inclui-se um breve resumo dos 
métodos no'Apêndice I. ‹
~ Complementando esta seçao, apresenta-se no Apêndi ' 
ce II, um dos possíveis enfoques no armazenamento compacto" Ada 
matriz de admitãncias nodais. ' 
) .
L
J 
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2,4 - Técnicas de Solução |6|,[3|,|9|,|z1} l 
q 
As tëcnicas de solução aqui analisadas dizem fres- 
peito a Solução do modelo linear da rede cano auxílio dos fatores 
da matriz de admitâncias nodais. 
4 
-
' 
Com este objetivo, inicia-se com a descriçao do mš 
~ ' ~ todo de eliminação de Gauss, das técnicas de ordenaçao, e a deter _ 
minação da tabela de fatores L.D.U., e conclui-se mostrando as 
aplicaçöes destes fatores na solução de sistemas lineares. 
2,4.l ~ Mêtodo”dë eliminação de Gauss(E.G) [6|,|2l|' 
A _ _ ~l I _ O metodo de eliminaçao de Gauss consiste em ftrans 
formar, através de sucessivas eliminações.de variáveis, um siste-¬ 
ma linear qualquer em um sistema triangular cuja solução pode 
ser obtida por simples substituições. ' V 
.Considere um sistema linear genérico 
H 
lA|_-§=,12 
'A 
(2l.11) 
onde ]A| ë uma matriz não singular de dimensão 'n'; E ê um ve- 
tor independente qualquer, e 5 o vetor solução procurado. A solu 
ção deste sistema pode ser obtida aplicando-se a E.G. em três 
etapas: ' 
u 
_ 
'
i 
z 
f ~ Na primeira, os elementos do triângulo inferior 
da matriz IAI, são zerados por combinações lineares dos elementos 
do sistema.Escrevendo o sistema (2.ll› de forma ãfifinsa apõs esta 
primeira etapa temos:_. 
__..._. . ..~...«. .,.-.-- ._ . .V .._.,.._..,,1.;¡§›
, 1 . -.,il ,_ i 1 _ 
' . ... ' con 'Ono _
l ' o V - o V .;." “`1 - H" 
. ânn xn bn 
o expoente indica o nümero de transformações sofridos pelo 
elemento, i r _ _ ~ 
'
Q 
_- Na segunda etapa, os elementos diagonais de IAI, 
Sã0'UmBdOSí9Uãü5a l,dividindo-se cada equação pelo elemento 
diagonal correspondente. Apõs esta etapa (2,12) transforma- 
se em: 
H 
- 
'A
' 
U' NN 
I-'I-' 
`~ 1_í " b 
1 allz -~- aln - gl 
O acc' 2 ` 
. . 
. 
a2n X2 = ‹2;13y 
_ _ n
V 
Q Q ... l ~xn« bn 
- Na terceira etapa obtem-se a solução Í procurada. 
Para tal, pode~se proceder de duas maneiras distintas. Uma
~ 
das formas consiste em obter a soluçao a partir de (2.l3)
z 
por ;sfifitrmflção inversa das variáveis envolvidas, e a ou- 
tra consiste em zerar também os elementos do triângulo su 
perior de IAI, o que acaba por transformar a matriz de coe 
ficientes em uma matriz identidade, sendo os elementos do 
vetor b a solução procurada. As expressões (2-l4)eà(2.l5) 
apresentam as duas alternativas desta etapa; '
- 35' 
_ 
~Xn¿V bn. 
q 
(.2.i14) _ 
_ k _ k 
` 
V 
_ 
W;L_=k+l _ ¬ .
I `V41 oi o xl b_ ,
_ 
N23!-"55 
0 l ... O X2 b (2_l5) 
Q ,Q uno 0 Q _' oo; _ 
K 
' n ' 
o o 1` Xn bn' 
A 
Nota¬se que em qualquer etapa as mesmas operações Ê 
fetuadas com os elementos da matriz IAI são simultaneamente efg 
tuadas com o vetor independente É. V ' 
u Conforme indicado na figura 2-2,QxiSÇmy dois esque- 
mas básicos para_ aplicar o método de eliminaçao de Gauss para 
zerar os triângulos-inferior e superior da matriz de admitãncia. 
Para zerar o triângulo inferior pelo esquema (a)¡ as colunas são - 
operadas uma por vez; da esquerda para a direita, sendo os ele- 
mentos de cada coluna zerados de cima para baixo. Este esquema 
exige que a matriz a ser triangularizada esteja armazenada inte- 
gralmente na memõria do computador. No esquema (b), as linhas são 
, 
‹ 
__» _ _ 
/Á
i 
><“\\\z\y\\\\,\\\ 
u‹~i 
‹$_\‹£¬F
¿ 
. 
` 
_. 
~ ¬_ 
LÍÍK/*$'\....Í, 
(a) _ 
Fig. 2.2 - Esquemas de aplicacao da EG,(a) por colunas, 
' (b) por linhas. = _ V 
~ ' '- * " - ~ ›~ ---.-*.wf'1-.1-gé 
. 
-~ ‹,»'›,
~ -só 
operadas uma por vez, dasprímeiras para as últimas-, sendo os elementos de 
cada linha zerados de esquerda para direita. Para zerar o triân 
na 
V gulo superior, no esquema a as colunas sao percorridas de di¬ 
reita, para a esquerda e,no esquema b, as linhas são percorri- 
das das últimas para as~primeiras. Estes procedimentos garantem que os ,ZÊ_' 
ros obtidos nos passos iniciais não serão destruídos nos passos 
subseqüentes do processo de eliminação. 
2 .4.2. - Esquemas de Ordenação |6|J9| 
A 
V 
-O_mêtodo de eliminação de Gauss aplicado ã matriz 
de admitâncias nodais, por sua prõpria natureza` tende a' des- 
truir» a esparsidade a ela associada. Consequentemente, anula 
parcialmente as vantagens obtidas do aproveitamento desta ca- 
racterística. b V, 
Visando minimizar este "enchimento" na E.G. utili 
Za-se os mêtodos denominados de ordenação, que basicamente con 
.sisuan na determinação de uma seqüência de eliminação tal que, 
quando um processo de decomposição triangular ê efetuado segun- 
do esta seqüência este "enchimento" ê minimizado. 
A seguir são mencionados» em ordem crescente de 
complexidade três possíveis esquemas de ordenação. O esquema l_ 
ë o mais simples e também o que fornece resultados mais pobres
~ 
apesar de ser bem melhor que uma numeraçao aleatõria. O esque- 
«M 
ma 2 apresenta melhorias consideráveis em relaçao ao esquema li 
sem apresentar um acréscimo significativo do custo .bcomputacio 
nal. .Já`o esquema 3, que ê o melhor dos três, tema um_ custo 
1 ~ ~ 
^ que, em geral, nao justifica as eventuais melhorias na ordenaçao. 
.› 
..._.,.... -r -.. ._ 
“___ m¬__$_A_:tV 
: z -gw
Esquema l 
Esquema 2:
\ 
Esquema 3:
\ 
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Ordena as variáveis de acordo com o nú 
mero de elementos nãofdiagonais e não 
nulos, de cada linha. 
Ordena as variáveis de forma que a ca- 
da passo da fatorização a próxima 'li 
nha a ser operada ê a que apresenta o
~ menor número de elementos nao diago- 
nais e não nulo. 
Ordena as variáveis de forma que, a ca
~ da passo da fatorizaçao, a prõxima li 
nha a ser processada ê a que introduz
~ o menor nümero de elementos nao nulo. 
2.4.3."- Decomposição L;D.U e UÊ°D¿U L5!¿L§L 
- Dada 
trica ou não, pode 
mentares esta pode 
"aplicados"sobre um 
uma matriz não singular|A{ de estrutura simš 
ser demonstrado que atravêe de operações ele 
ser decomposta em fatores L.D.U., os quais 
vetor independente Q, permite obter a 'solu- 
ção do sistema |A .š = 2. 
Em termos genéricos, para um sistema qualquer de 
3? ordem, a matriz IA] dos coeficientes pode ter a forma' 
~ ~‹-‹‹» -¬z=
.'38 
-all alz ala 4 
l 
|A] = azl ¿22, 
A az; (pz,1õ› 
fasl '~ta32 p asa 
~ . 
e seus fatores L.D.U. serao: 
|1V 
` 
' 
D11. ' 1 U12 U13 
. = L 1 V 'D = D22 U: A
l 
21 
. 
1 U23 
L L 1 D33 ' _ 1 
.« « I 
` i“ A (2.17) 
. _os quais são obtidos de.forma bastante simples, apõs submeter a 
_ 
matriz |A|êzum processo de E.G. Assim:
'
~ - os fatores Lij sao os valores utilizados para eliminar 
V 
osa'ij, para i > j (01 apostrofe indica que não neces- 
sariamente aij possue seu valor original no momento de 
sua eliminação), 
_ p 
V, 
~
. 
- Os fatores Dii são os Inversos dos aãj apõs a E.G.` 
_ "' " - 1 ._ | 
Q' 
Os fatores Uij sao os proprios a ij vezes ( l/a ii) 
~ apõs concluido o primeiro passo. 
Convêm zgggflraz que os fatores L.D.U. em (2.17), embora repre 
sentado em estrutura matricial, não constituem matrizes, e sim
\ 
fatores de uma matriz, onde cada elemento Lij, Dii ou Uij por 
.si sô constitui uma matriz elementar do tipo
consequentemente, uma outra representaçao para (2.l7) ë dada 
POI'
l 
(1
l
v
0
a 
“la 
:I-J~ 
flo
\ 
lL21I- 
1 Llj . 1.. 
1 Í 
1 ° 1' '*"U13
Q 
nx~ 
¡U12Í°¡U13¡°|U23|
I “
,
u 
- -\ 
“_
Q 
1 . 
1- ' {' Díi 
_ ‹2.18› D = ~ 
›~.« 
_ z 
I-'
n 
uz 
K
l
~ 
¡D11l'¡Dz2|°¡D33| (2'l9)
vetor independente "b" da relação 
i4O 
que-extendido para um sistema de ordem n fornece: 
.L = Lzl. L3l....Ln1. L32. L42... Ln2.;; Ln(n_l) 
V'_D = Dll. D22.,.; Dii... Dnn p _ _ (2.2o) 
U = Ulz. Ulš... Uln, U23.U24...U2h...U(n_l) n 
z _ 
_ 
A seqüência de obtençao dos fatores depende do- esquema 
~ ~› de aplicaçao da E.G. 'Por exemplo para um sistema de 4? 
' zordem 
com aplicação do esquema "a", tanto na eliminação do triângulo 
inferior e superior fornece a seguinte seqüência: ' 
V 
É 
= U12°U13'U23'U14'U24°U34'D44'D33'D22°D11. 
4 L43°L42'L32°L41°L31'L21"Al . 
(2.2l) 
_ 
V z 
e com aplicação do esquema "b" obtêm-se . 
5'= U12'U13'U14'U23'Uz4°U34'D44'D33°Dz2'Dil ~ 
,L43.L42.L4l.L32.L3l.L¿l.|A| - (2z22) 
Para o caso particular em que a matriz IA! ê simëtrica em estrutu 
ra e valor numérico dos seus elementos, pode-se verificar que os 
fatores L e U estão relacionados pela expressão L = Ut. No Apêndi 
ce III apresenta~se um possível enfoque na determinaçao dos fato¬ 
t . res U .D.U. de uma matriz armazenada em estrutura compacta. 
2.4.4 - gplicação dos fatores LDU na solução de Sistemas Li- 
neares 16 18 
Se as seqüências (2.2l) e (2.22) forem aplicadas e um 
Íí ÊÍ .§_= Q em lugar de 
.,..«..
\
_ 
41 
obter-sefia como resultado, em lugar da matriz identidade direta~ 
'mente a solução procurada.f ' V . _i_ 
-~Observa~se que outras sequencias podem ser obtidas. Por 
exemplo, eliminaçao do triangulo inferior por linha, eia- 'supe- 
rior por colunas, ou vice-versa.
'
4 
2.5 - Técnica do Vetor Esparso na Aplicação dos Fatores 
~ -L.D._U. ¡15| ' 
` 
`
- 
~ ' ^ _ Muitas aplicaçoes em sistemas de potencia requerem que 
os fatores L.D.U. sejam aplicados sobre vetores com elevados índi 
ces iniciais de "esparsidade", assim nesta seção mostra-se os ca- 
minhos para explorar-esta característica; _ 
`
- 
Na seção anterior vimos que a sequencia de apkkmçãa dos 
fatores de uma matriz genérica ÍAI' sobre um vetor independente b 
para obter a solução š do sistema 1A¶§ = Q pode ser representa 
do por: _ . q
^ 
¿<_ _= 
u`1.D"1.L"l..1¿ » ‹z.23› 
ou ainda por 
X = D_l,L_l.bV, `(2.24) 
ë = U_l.X (2.25) 
A equação (2.24) define a aplicação dos fatores_ L.D. , 
ou seja, representa a denominada "substituição direta", enquanto 
que (2.25) define a sequencia de aplicação dos fatores U, reprg 
sentando a "substituição inversa".
V `
42 
Se_o vetor b ë esparso, unicamente um subconjunto 
` de 
'colunas'de L.D são necessárias para-a substituição direta. Isto 
pode ser melhor visualizado na figura 2.3, onde os fatores cor- 
respondem a uma rede qualquer de 8 barras. 
`
- 
'Importante destacar antes de prosseguir, que a denomina 
ção "técnica do vetor esparso", não implica que o vetor deve se 
manter esparso após a aplicacao dos fatores. 
\\‹i\m 
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›Fig.2.3 - Fatores Ut.D, aplicados sobre vetores esparso. 
No vetor b da figura 2.3 os elementos representados por 
O .são inicialmente nulos, e "criados" com a aplicação dos fato 
res Lt. Na mesma figura as colunas não hachuradas da tabela L.D. 
são as colunas que _serão utilizadas. . ~' 4-.
' 
Portanto, o método do vetor esparso, consiste em aplicar 
sobre vetores independentes somente os fatores associados aos ele 
mentos originais ou nao, porém nao nulos. Para tal deve-se estabe 
lecer inicialmente uma lista contendo a sequência de aplicação
p 
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'dos fatores. 
--A determinação desta sequencia, assim como em outro mê 
todo alternativo ë analisado em detalhe na seção seguinte.
Í 
2.6 - êplicação dos Fatores L.D.U. em Vetores Esparsos 
A Na seção anterior apresentou-se os aspectos concei- 
tuais da aplicação dos-fatores L.D.U. sobre os vetores indepen- 
dentes inicialmente esparsos. qNesta'seção apresenta-se os as- 
pectos computacionais mais relevantes para a implementação des- 
tes conceitos. A `
z 
2.6.l - êequência de aplicação dos fatores 
Na seção 2.5. vimos que o primeiro passo na utiliza 
ção das técnicas do vetor esparso consiste em determinar inicial 
mente um conjunto de colunas dos fatores L.D. necessários na 
'aplicação da .substituição direta.. 
Com esta finalidade, nesta seção analisa-se dois 
métodos. Um que determina explicitamente o conjunto de colunas; 
outro que não. 
'W .':-:
I 
- +44
~ 
V Na determinaçao explícita do conjunto de colunas 
de IL.D. utilizado,usa-se duas listas lineares, uma contendo a 
lista de elementos não nulos do vetor original, e a segunda con- 
tendo uma seqüência ordenada das colunas a serem utilizadas. 
_ O primeiro método pode ser resumido nos seguintes 
passos: um
V 
” a) Inicia-se pela primeira coluna da tabela de fatores 
b) Verifica-se se o elemento do vetor independente associa 
do â coluna de fatores, ê igual a zero; caso afirmativo, ,passe 
para o ponto "d". - - 
ø~‹ ..c)ÃAplica-se os fatores da coluna em questao sobre o vetor 
independente. ` 
d) Passa-se para a coluna seguinte; se com o incremento 
não sobrepassou-se a última coluna, volte para o ponto "b"; caso 
contrário; conclui-se a aplicação da substituição inversa. 
Por conveniência didática, separaremos em duas eta
~ pas os passos que compoem o segundo método. Na primeira, consi- 
dera-se um vetor independente original, com um único elemento 
diferente de zero, e na segunda, estende-se os passos da primei- 
ra para txatar > vetores esparsos com qualquer número de elemen- 
tos. - - ¬ ,
_ 
Na definição dos passos da primeira etapa, conside 
re como sendo "K" a posição no vetor independente do elemento 
não nulo; assim, determina-se o conjunto de colunas para esta si 
tuação, como segue: ' '
\ 
i 45' 
. a - Considera-se Kêo primeiro número da seqüência 
~ b - Tome-se o número da linha do primeiro elemento da coluna 
K de L. f`Muda-se a posição "K" para esta, e "inclui-se 
este número na lista de seqüência. 
' c - Sendo "n" a dimensão do vetor, verifica-se se K = n, ca- 
so afirmativo concluiu-se o processo; caso contrário vol 
\` _ _ _ 
te para "b". 
Observe que o último elemento da lista de seqüência ê sempre o 
valor "n". 
‹ _¿¢Um vetor esparso com vários elementos não nulos, pg 
de ser considerado como composto de vários vetores com um único 
elemento; assim sendo, os passos da primeira etapa podem ser 'ex- 
tendidos da seguinte forma para um vetor qualquer: 
4- 1» . 
a - Determina-se inicialmente uma lista das posiçoes nao nu- 
' las do vetor independente original.
` 
b - Começando com o primeiro elemento da lista acima, deter- 
mine sua seqüência como indicado nos passos da primeira 
etapa.. 
- ~ 
c - Passe para o seguinte elemento da lista de posiçoes_ nao 
nula, e verifique se`o mesmo não está na sequência deter 
minada no ponto "b",,caso afirmativo, vai1uua o ,passo 
"e", caso contrario determine a seqüencia de aplicação 
para esta posição, porém sô até interceptar a seqüência 
. previamente determinada.. - ' 
d - Adiciona-se esta sanšmcnâ na geral existente;
'46 
V 
6 -'Se todos os elementos da lista do passo "a" fo 
__ram »analisados conclui-se- o processo: caso 
contrãrio, volte para o ponto "b". W 
_ 
É importante destacar que para facilitar a utilizar 
ção das técnicas do vetor esparso poršwakwerdos dois métodos des 
critos ê necessãrio que na determinação dos vetores representa- 
A tivos se adote a eliminação dos elementos sub-diagonais por colu- 
~ nas.
` 
2.6_2.- Listas'Lineares í___._..._-z-._.í_¿_._...-- 
'_Na atualização do segundo néuuk›demxito na sub-se 
\ 
` ' 
. 
ç
Y 
ção anterior torna-se necessário a determinação de listas linea 
res 'que qcontenham os.elementos não nulos dos vetores independen 
tes originais e o conjunto de colunas dos fatores L .D. a serem 
utilizados na substituiçao direta. 
qNa.determinação.de`tais linhas utiliza-se uma com- 
binação.vetorial compostos dos seguintes vetores: 
~ ~ 
NSEK = vetor cujos elementos indicam as posiçoes nao nulas 
do vetor independente original.
d 
NFAT = vetor cujos elementos indicam a seqüência de colunas 
na aplicação dos fatores L.D. 
NAS = apontador que permite manter uma seqüência ordenada 
das colunas de L.D a serem utilizadas. 
r _' v G -~ 
- ¬\-- -.-- Í-V.5¿¬‹....,-W;-¿
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A 
' H ~ 
' ' Para facilitar a compreensao da composiçao veto- 
rial, vamos supor uma rede qualquer com 20 barras, e cujos fato 
res L.D. desejafse aplicar sobre um vetor independente com ele 
V OU na ht mentos nao nulos nas posiçoes 2 e 6. Nesta situaçao a primeira 
lista acima assume a forma: ' ' -
I 
I=l ` 2 ' 
` Vamos supor ainda que a segunda seqüência forne- 
cida pelo primeiro elemento de NSEK seja 2,ll,l2,l5,l7,l8,l9 e 
20. Nesta situação a segunda lista assume a forma: 
- 
* 1 2 3 4 5 6 7 8 
NFATLG) = 2* 12 |15 11 18 *'19 2o - 
_N_1>¿§(I›=2 4Í5õ7\s0 
.,__ _ _ __ __ __ _ , , 
N Agora, supomos que a seqüência oferecida para o 
segundo elemento de NSEK¿ e que não esteja em NFAT, sejam 6 e 
16, qiÊ'atü¢rahção destes valores na lista acima, esta assume a 
seguinte forma: 
_ 
6 _ 
l 2 '-3 4 "5 '6' '7 8 9 10 
~ 18 
6 
619 206.*-Í 6 
Í 
16
A 
NFAT (I)= z i f_,-_z,_,z,, z ,z,z,,, _ -» _ V 1 _ vz .W 
V§z_z¿ (1) z 9 3 4 10 6 7 8 o 
1 
2 5 
a qual constitue a lista final da seqüência de aplicação das co- 
lunas das fatores UQD sobre o vetor independente. 
2.6-3 - Considerações adicionais 
Na escolha entre a utilização do método l ou 2 
descritos na seção 2.6.1, deve~se levar em conta a dimensão' do 
sistema em estudo. ` * " 
~ w~‹ vw
¶:48 
Na utilização do primeiro método para redes de gran- _ 
de porte, um número considerável de testes .será efetuado de forma! 
desnecessária. Em contrapartida, a lõgica para sua implementaçao 
computacional é extremamente simples. ' 
Na utilização do segundo método evita-se as opera-
~ çoes ociosas do primeiro, entretanto, requer um esforço adicional 
~ ' na determinaçao das listas lineares. 
Em funçao das observaçoes acima sugere-se que para 
redes de pequeno porte utilizoufse o primeiro método, para redes 
de porte mediano] qualquer um dos dois, e para redes de grande por 
te o segundo método, Outros detalhes da técnica do vetorl esparso
~ estao na referência l5. 
, 
¬. 
A , - V » ›z-.¬¬.,_¿ - \.' -'T
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CAPÍTULO III 
_ 
ANÁLISE DE ALTERAÇÕES: ASPECTOS coNcEITUAIs 
3.1 ~ Introdução 
Como mencionado no Capítulo I,a análise _de altera 
~ ' çoes está presente tanto no planejamento e dimensionamento como 
na operação dos sistemas elétricos._ Neste capítulo serão estuda 
zdos os aspectos.conceituais da análise de alterações, sejam estas 
de adição, modificação ou retirada de ligações, numa rede básica.
~ Assim, a seguir sao analisados inicialmente os refle 
~ ' xos das alteraçoes, tanto na matriz de admitâncias nodais, ,como 
nos fatores desta matriz, para concluir com os métodos denomina
~ dos de compensaçao. « ~ 
'
- 
712 - Alterações na Matriz de Admitáncias Nodais 
Por conveniência didática desdobra~se a análise em 
duas partes: na primeira analisa-se os reflexos das alterações de 
ligações não-acopladas,e na segunda levam-se em conta os efeitos 
de alterações em ligações acopladas.
'
~ 
_ 
Os mêtodos resultantes aqui apresentados permitirao, 
com um número reduzido de operações, atualizar esta matriz a fim 
de refletir as mudanças propostas. 
~ ~ ~ 3.2.1 - Alteraçoes de ligações nao~acopladas 
3.2.1.1 - Adiç§o de uma única ligação 
Seja uma rede com n nõs (excluída a referência) cu~
‹‹
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à U 0 0 O 1 ja matriz de admitancias nodais seja ÍYNÍ , Designando~se por 
AYkm a admitância de uma ligação que se quer adicionar entre 'os 
nõs kfm, a. matriz IYNI resultante pode ser obtida pela rela- 
ção (referência 21) 
|YN| = |yN¡° + IAYI “ 
A 
(3.l) 
onde IAYI é uma matriz nula a menos dos elementos associados 
- 1 
as posições kk, mm, km e mk.
' 
. 
A 
Dada a sua particular estrutura,a matriz IAYI pg 
de ser representada como segue: V _ 
¡Ay! = [Ml AYkm.|Mt¡_ ‹3.2› 
- Escrevendo ( 3.2) em forma_extensa, tem-se: 
' k m_ 
0 
; Aykm .¡o...1...~1...o| 
s 
l 
. p 
i n 
~ 
‹s,:‹,› 
k 1 ~ - |AYI= 
um --í 
p ó 
Definindo: ' 
. Êkm;ê_ 
de (3.3) e (3.4) temflse quejmlzâkm, com o qual a representação 
completa pra (6.2) é dada por: 
. t 
- |/ly] = Êkm. /ày.1<m.3_1<m ' (3.5)
~5l 
Nota-se que se k ou m, for o nõ de referência, o elemento corres-
~ pondente an }M| naoêqerexxã da mesma.forma que a linha e a coluna 
correspondente não aparecem em IYNÊ 
'
' 
'A partir de (3.l) e (3.5) pode-se analisar a in- 
fluência deste tipo de ãlüflfiçãöi na matriz IYNI, que, em nosso 
caso particular está armazeando nos vetores representativos X2, 
LÊ, QQ e NPC (veja apêndice II).
V
~ 
Assim tem-se as seguintes situaçoes possíveis:
~ 
à 
a) Um dos nõs da ligaçao alterada é a referência;ne§ 
se caso alterar-se-â somente o vetor XQ,_ no elemento .diagonal 
dassociado-â outra barra terminal. ' 
b)‹X;nÕs k elnformwn parte da rede, porém não estão 
_ ~ 
diretamente ligados entre si; nesse caso a dimensao dos vetores 
representativos`§¶, QQ e NPC ê acrescida em um, uma vez que de» 
ve-se incluir neles a admitância da_ligaçao adicionada; o vetor 
X9 será alterado nos elementos associado ãs barras terminais; 
e o vetor lg pode ou não ser modificado, dependendo 
' da. *admi- 
tância adicionada ser‹11pas&m:a mflraprimeira da linha onde ela se 
situa. ' . 
'
« 
c) Os nõs k ern formam parte da rede, e estão direta 
~ ~ 
mente ligados entre si; nessa situaçao alterar-se~ao os vetores
~ 
X2 e X2. O' primeiro, nas posiçoes associadas às barras termi~ 
nais; e no segundo na gxsição 
` associada ã admitância de_ liga- 
ção alterada. -
- 
d) O nó m é`um nõ radial da rede original; nesse ca 
7?¬"""-WW-"5
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~ ` so a alteraçao introduz em todos os vetores representativos, va- 
~ ~ riaçoes tanto nos valores dos elementos, como nas suas dimensoesê0 
_ 
. 
_ ` I _
. 
No vetor XE altera-se o elemento associado ã barra k, e adicio- 
na-se um elemento, que corresponde ä outra barra terminal; no ve' 
~ a-.. tor lg as variaçoes deve-se ã criaçao em IYNI de uma linha e cg 
luna; e nos vetores z¶, NQ e NPC, deve-se ã necessidade de arma- 
zenar neles o valor de admitância da alteração. 
3.2.1.2 - Remoção de uma única ligação; 
_ 
Uma propriedade adicional da matriz de admitân 
cias nodais estabelece que "a abertura de uma ligação da rede pg 
de ser simulada, adicionando¬se ã matriz original uma ligação, 
cuja admitância seja o negativo da admitância da ligação da aber- 
tura a se considerar" (referencia 5.). 
' '-
‹ 
. Os reflexos deste tipo de alteraçao nos »veto-
~ res representativos sao similares aos descritos no item ante- 
rior; exceto para o item "b" que não deve ser considerado, e o 
item "d" que deve ser`re¬escrito como segue: 
- O nõ m ë um nõ radial da rede original, nes~
~ se caso a alteraçao introduz em todo os vetores representativos, 
variações tanto nos elementos, como nas suas dimensões. No vetor 
X2 retira-se o elemento associado ã barraln, e altera-se o ele 
mento associado ã outra barra terminal; no vetor IL as variações
~ deve-se â eliminaçao em IYNI de uma linha e-coluna; e nos vetores 
Kg, NQ e NPC, deve-se ã necessidade de suprimir nelas o valor de 
admitância da alteração. ~
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. j . 
A expressão_(3.5) obtida anteriormente para uma
~ única alteraçao pode ser generalizada para o caso de múltiplas _al 
terações .- Assim, para situações gerais, considerando Aki, mi 
(i=l,.;.p) alterações, a expressão para |AYI pode ser descrita por 
(referencia 2l): 
l "22 
* ' 
eklml ek ITl2 .. kpmp AYklml 
B 
. 9. lml 
Ú 'AYk2m2 2 ... O 
| 
emzmz ,(36) 
~ 
-Q no J em
\ 
onde p = nümero de ligações alteradas simultaneamente.
1 
'H Os reflexos nos vetores representativos do con-
~ 
- junto de alteraçoes podem ser obtidos a partir dos pontos destaca- 
dos nos itens 3.2.1.1 e 3.2.l42, analisandojse um por um as liga- 
. ou ‹`0, 
‹
, 'çoes que o compoe. i'/ 
3.2.2 -¿§lteraç5es de ligações acopladas
~ 3.2.2.1 - Alteraçoes em grupo de mütuas 
Antes de propormos uma expressao para as alte- 
rações de elementos acoplados, ë importantefi destacar que a al- 
teração de uma ligação pertencente a_um grupo de mútuas implica na _ 
alteração de toda a matriz de admitâncias nodais desse grupo de 
mütuas. , V _ 2 _ ' 
' -^ ‹¬ ‹Í‹- ¡_¬,~. ‹.-4%
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'¶Feita a obSerVação.acima, e definindo: 
. . 
' k _. . - 5 ~ li m ~ 1 
V a matriz IAYI em um grupo de mütuas pode ser obti 
ø-1 da a partir da expressao: ' . ' . t V- ' M M Ay - ~ ' T i 
onde: Z 
kl, kz, .z.k¿ = 
AYN = 
- 
4 
> N “ftp ¶‹;3.8› 
Êkz 
|AYI=[sk1 Iíëkz -e-~f§.k;£ J t a s Em q i ` " 
V 
" AY 
.rkfi
â
_ dimensao do grupo de mütuas 
todas as barras do grupo de mütuas. 
matriz de alteração, o qual ao ser adiciona 
do ã matriz IYNI do grupo de mütuas, permi~ 
te obter a nova matriz de admitâncias no- 
dais deste grupo. < 
4 Denominando-se [Y Ia a e IY Ip a as matrizes de N N 
admitâncias nodais do grupo de mütuas modificado, antes e põs~al- 
teração, respectivamente, tem-se;M 
4
. 
¡MN! : IYNI P a ` WN' a a' - (3.9) 
V 
No Capítulo V apresenta-se a forma prática de se 
obter a matriz IAYNÍ, uma vez que segundo (3.9) será necessário 
determinar duas vezes a matriz de admitâncias nodais associada ao 
grupo.de mütuas em questão. ` 
. U»-¬›»~gsv»
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3§2;2.2 - Alterações em múltiplos grupos de mütuas 
^ 
- A determinação da nova matriz de admitãncias no- 
dais,apÕs alterações em múltiplos grupos de mütuas, pode ser fei
M 
de mütuas. - l V
~ 
ta pela superposiçao sucessiva de alteraçoes em um único grupo
~ 
1 Isto ë feito a partir da identificaçao de quais 
grupos são_alterados simultaneamente,como seguem:
z 
`ia ~ Determinar com (3.8§ 'IAYI para um grupo alte- 
rado. 
b - Adicionar esta matriz [AY|¡ ã matriz IYNÍ de 
a`admitâncias-nodais da rede. 
c - Repetir os dois passos acimas para todos . os 
. grupos de mütuas alterados. 
Concluindo estes passos, tem-se a nova matriz de 
admitâncias nodais, após as alterações.ç ' 
3.3 - Alterações na tabela Ut.D¿Q. 
Vários estudos em sistemas de potência exigem que, 
em função de alterações dos parâmetros da rede, os fatores Ut.D.U. 
correspondentes sejam modificados. Tais modificações, em geral _ 
não requerem O recãlculo de toda a tabela de fatores, e sim de 
uma parte da mesma. 
A análise a seguir visa determinar algoritmos que 
permitam atualizar rápida e eficientemente os fatores para levar 
em conta as alterações da rede. 
_ ._ .. ._ . es? ¡,I¬._,_,.},,;_. ;.
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' Parâ facilitar o entendimento apresenta-se a anã-
~ lise em duas etapas. Na primeira, são tratadas as alteraçoes_sim 
ples ou mütiplas de elementos diagonais; na segunda, analisam-se
~ as alterações de elementos diagonais e nao diagonais. 
O primeiro caso pode ser interpretado como conse- 
qüência de alterações em ligações não-acopladas, entre uma barra 
qualquer e a referência; ligações' tais como, reatores, banco 
de capacitores, etc.,. 
. O segundo caso pode ser interpretado como conse- 
qüência da alteração de liqacões acopladas ou não, entre duas 
barras do sistema,.sem que uma delas seia a referência. liqacões
~ tais como. transformadores. linhas de transmissao. etc...
~ 3.3.1 - Alterações simples ou mültiplas de elementos diagonais V 
~ ' Nesta_sub=seçao analiza-se inicialmente,a- partir . 
de uma rede hipotética, quais elementos da tabela de fatores 
~ ~ asao alteradas quando uma única alteraçao ocorre em um elemento 
diagonal da matriz |YN|. Com este objetivo a fig.3.l .a seguir 
apresenta para uma rede qualquer de 10 barras as estruturas as- 
sociada â matriz ÉYNI (notação E (YN) ), e os fatores Ut.D.U, an . 
tes e apõs as alterações. - i 
A partir das observações feitas nesta análise pre 
liminar, formulam-se outras mais gerais, de tal forma a incluir 
tanto as alterações simples como múltiplas deste tipo de ele" 
IT1€1'1tOS . 
- _ ~¬§:¢.z¬‹- ~ -:gr
' S7 
' 
` A figura 3.l(c) mostra com uma barra superior 
A iquais elementos da tabela Ut.D.U. sofrem mudanças de valo- 
` res, quando uma alteração simples ocorre no elemento Y33 de 
' IYNÊ . A figura 3{l(a) mostra a estrutura da IYNI, e a 3.1 
(b) a estrutura original dos fatores a ela associada. 
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Figura 3.1 - Alteração na estrutura da tabela de fatores 
por mudança na admitância Y33 da matriz |YN[ 
' 
' Uma análises detalhada desta figura permite efifixmr 
as seguintes observações: ¬V' ^ 
l ~ Os primeiros fatores afetados pela alteração são 
_ 
aqueles situados na linha onde ocorre a alteraçao.
~ 2 - Além destes fatores, também sao afetados aqueles 
que recebem a influencia direta ou indireta dos elementos .des- 
~ - › - 7-- V-~›.››‹v:z‹~fvàv~
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tá linha. V __ v - s _ 
' Generalizando estas duas observações pode-se afir- 
mar que: . ' 'V
~ 
' 3 - Para alteraçoes simultanea de um ou vários ele 
mentos diagonais, os fatores Ut.D.U. afetados são 
` aqueles 
situados nas linhas correspondentes_ãs ligaçoes alteradas. e 
aqueles que destes recebem influências direta ou indireta. 
~ ,-.. 3.3.2 - Alteraçoes de elementos diagonais e nao diagonais 
Este tipo de alteraçao ê muito similar ao da 
seçao i3-3-l,› uma vez que o reflexo direto da alteraçao_ de 
um elemento qualquer da matriz ÍYN[«da-se,alêm de sobre si mes- 
mo, sobre os dois elementos diagonais correspondente as 'suas 
barras terminais. V V 
I 
COII1 baSe neSta “afirmação pode a terceira observação ' 
da sub-seção anterior ser ainda mais generalizada para in- 
cluir todos os tipos de alterações. Assim, tem-se que: 
' - Para alterações simultâneas de uma ou várias li- 
... « 
. t _ 
gaçoes da rede, a tabela de fatores U .D.U. sera alterada nas 
linhas asaxfiadas as barras terminais, e naquelas que destas re- 
cebem influências diretas ou indiretas. 
Esta observação pode facilmente ser verificada na 
figura 3.1, tomando~se por exemplo o elemento Y37 de |YNI como 
a ligação alterada. Com isto, as duas.linhas diretamente afeta 
das sãofše 7;caUfio no caso de alteração de múltiplos _'elemen- 
tos diagonais o qual por sua vez já foi analisado.
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.3.3 - Algoritmo de alteração 
V 
V Na determinaçao de algoritmos que permitam atuali 
. 
t . zar diretamente os fatores U D U apresenta-se a seguir um con 
~ “1 _ junto de expressoes que derivam diretamente dos passos de mon¬ 
tagem descritos no Apendice III (Referencia 6)
3 
. 
. ~ 
' t ' 
Os passos na determinaçao dos fatores U ~D U de 
um ` I I 
`
: a matriz YN qualquer podem ser resumidas como segue
‹ 
V 
a - O primeiro fator diagonal ê obtido fazendo-se: 
-l 
,HMD11 = Y11 
ab - Os fatores U da primeira linha são obtidos fa 
zendo~se: - . 
= . l¡n c ú ¡n) 
c) Um fator diagonal qualquer, exceto o primeiro 
ë obtido fazendo-se: ` _ 
W i=i‹Y ~ išl ‹u ›2/D'*›`1 :~g ii «ii jzl ji . jj 
d)Im1fator U qualquer, exceto os da primeira linha, 
ë obtido fazendo-se: _ . 
j-1 . . . 
- : _ U3k šzl i3_ lk K Djj/Dii) Yjk X 
Djj 
' W..-
'wso 
V A partir dos passos sequenciais acima, e consi- 
derando que as etapas do algoritmo de alterações devem incluir: 
a retirada do efeito das ligaçšes alteradas nos fatores origi 
nais, a introduçao das alteraçoes e a-determinaçao dos novos 
fatores a pertufda primeira linha alterada; propõe-se os se- 
fatores originais: guintes passos na atualização dos 
pl - Para a primeira linha alterada (denominada 
` linha i) _ ~ › 
- Faça alteração = Z alteração (Yij) (supon 
do que mais de um elemento ë alterado nes 
ta linha). ` 
- Para todos os fatores alterados desta li- 
`rü1a faça; Uij = Uij + alteração (Yij) É Dii 
Com este passo introduz-se a alteraçao. 
¬ Para todos os fatores da linha faça: 
Díí = (1/Díí-+2Uterw§k>)_l 
Uij = Uij × Dil / vii 
_. ` A' Nos fatores D, a expressao entre paren 
teses representa a retirado do efeito,e- 
~ ~ , 
a introduçao das alteraçoes; e a inver 
são, a determinação do novo fator. Nos 
fatores U, jã foi introduzida a altera- 
ção, então,neste passo a divisão por 
¬zw¬‹ H
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Dii representa a retirada do efeito e “o 
'produto por Õii, a determinação do novo 
fator. › , 
Para os fatores alterados, situados abaixo '2. 
` desta primeira linha: ' - 
_ _' ã - j`l' '2 
` 
2 . -1 
_ 
=1'
, 
_ _ ' V, _ H 3'1 _ _ - Ujl={Ujl.Djj/Djj¡+|(yjl~yjl)ñjj[+¡Djj E (Uk..Uk /D -U ..U. /D kzi 3 k kk kg K1 km
~ Nos fatores D, a primeira expressao entre paren-
. 
teses¿fimtammüe_com a primeira do somatório, re- 
presenta a retirada do efeito; a segunda éxpres~ 
São entre perèüesisindica a introdução das alte 
rações, e as operações frestantes a determinação 
_
~ 
dos novos fatores. Nos fatores U, as operaçoes 
envolvendo os fatores originais representam a 
retirada do efeito; a adiçao de admitâncias, a 
introdução das alterações; e as operações restan 
tes a determinaçao dos novos fatores. 
3.4 - Simulação de Alterações |l2||l3||l9j|2l| 
As-equaçoes matriciais envolvidas na soluçao de 
problemas de grandes redes. são normalmente resolvidas utilizan 
,_._..,_.. ..,..._,-V
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~ i do-se métodos CE faunaçao de matrizes esparsas. Em tais proble 
mas, faz-se freqüentemente necessário 'modificar a partir de 
' ~ um "caso-base", uma ou várias ligaçoes da rede¿mrazposumflor re 
SCHKÊO ÓG SiStemä-Quando uma modificação não envolve muitos 
` ~ ~ , elementos, além de nao ser uma alteraçao definitiva, e.raramen 
te eficiente tratã-la com a recomputação.dos fatores da ma-' 
triz. 'Ao invés, a solução requerida pode ser obtida mais eco- 
' 
- ~ nomicamente usando métodos que denominaremos de simulaçao de 
alteraçoes. a _ _ _ 
“'Sao estudados nesta seçao dois enfoques difg 
""' ~ , ~ rentes na implementaçao dos metodos de simulaçao; o primeiro 
utiliza manipulações algébricas dos modelos de rede, e o se- 
gundo utiliza manipulaçoes de propriedades físicas das redes
z ~ elétricas, também conhecidas como métodos de compensaçao. Fi- 
nalmente, sao estudados casos específicos que ocorrem com 
maior freqüência, visando obter vantagens adicionais na utili 
zação destes métodos. ' ' 
3-4.1 - Análise de sensibilidade. |19| |21| 
Considere-se um sistema que no àcasoëbãsico 
(situaçao inicial) é descrito pelo modelo linear: 
(
. 
g = |YNI° .-go 
* <3z1o) 
~ ^ ¬ ~ Se alteraçoes forem introduzidas nas admitancias das_ ligaçoes 
da rede, as tensões nodais sofrerão modificações passando de 
o ¬m .- . . ~ . _ . . E ara E . Considerando as in ecoes de correntes inalteradas -- - __-
_
s
.63 ~ 
a nova configuração pode ser expressa por: 
, ‹¡YN|° + izwl) gmvz ;_ - .(3..11› 
ou ainda: ' ' ~ 
¡YN_¡° . gm + ml . §m=;_ (3.12› 
onde IAYÍ pode assumir a forma descrita em (6.2), isto ë: 
~ 
um :mz ;z~1:. uy: ut: ‹3z13› 
rearranjando (3Il2), Vcom`(3.l0), tem-se: 
Em = §° -|YNi°iI^Y¡-äm <3~14> r 
onde |zN¡°-= ‹. |YN«<> ›'1 
. 
_ 
Com as expressões (3.l3) e (3.l4) pode-se simu 
lar eficientemente qualquer tipo de alterações na rede, Sejänes 
tas independentes‹11pertencentes a grupos de mütuas, e fornecen ' 
do resultados com a mesma precisão que seria obtida resolvendo- 
se o sistema (3.ll) Êwi (|YNÍo?+|AyI)_l . Ã
` 
3.4.1.1. Alterações de Ligações não-acopladas 
ç 
Considera-se inicialmente o caso em que se intro- 
duz uma variação Ayij na admitância do ramo i-j da rede, en- 
tao: ` i V 
4Í^YÍ = ^YiÚ (3,15)
A 
ÊMÉ = gia' (`3.1õ› 
- W -r ¡-x
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em que Êij ê um vetor com estruturas similar ao definido em f 
(3.5)âisu>ëšijt 
:K Oi Tí) ä'I“!b-E.¡.H loví 
V'-
. 
(3.l7) 
Assim a expressao (3.l3) assume a forma: 
|AY| =_Êij.Ayij._e¿ijt 
` 
. (3_13)_ 
que substituindo em (3JA) fornece: 3 
V. 
gm = go - [zN|°.* Êij.Ayi-j. (gt ij . gm)
p 
(3.l9)
F 
em que: . 
' Êijt; gm ,= Eim -r Ejm = Eijm ‹s.2o› 
da qual resulta: 
Em = EO -¡zN¶° Êij. Ayij..-Eijm ‹3.21› 
. ._ m , ._ _ Nesta_expressao É esta colocado em funçao de Ei] , que precisa, 
ser calculado (já que as outras variáveis sao conhecidas) para 
que Em fique inteiramente determinado. Isso pode ser feito de 
duas maneiras diferentes, onde embora o resultado final seja «o 
mesmo, o esforço em termos de computação pode ser diferente. 
O primeiro mêtodo.(referencia 21) consiste em pre- 
multiplicar a equaçao (3.2l) por eijt, como indicado a seguir: 
.. ..t .. ' .. .. .. Êigt. Êm =.g1] .QP - eijt .|ZN\O. Êij. Ayij . Êijm (3.22) 
.,¬I,V._.¬..¬.¿,.
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›Passando a segunda expressão do lado direito para.o lado esquer 
. m do, e isolando Ei. obtem-se: V, 1 3 
. 
7- ..t o - -n EW_,ii* eli -E n › - ‹3.23)›' 
13 .. `..-1 ..t . _. V
' 
,- - Ayi3(Ayi3 +Ê13 [ZN] Êij) _ 
Substituindo (6.23) em (6.21) obtem-se a solução desejada nara' 
.Em . _
' 
Em = _1â°- !ZN:° . gi: .cmi 1 + âiât. iZNl°.â1â› 1.e1ƒ°.â° i 
~ 
-' (3.24) 
Uma vez que são conhecidos os fatores triangulares da .matriz 
IYIO a expressão (3.24) pode facilmente ser resolvida, espe 
cialmente se o processo de solução inicia-se pela determinação 
, . 
do valor de ¢N§°.eij. 
. -O segundo método (referencia 19) consiste em C9\ 
locar a expressao (3.2l) na forma a seguir: “ 
. _ V 
_
_ 
` gm = g° - Aviâ. (gim - gjm) . ;@@°. 513 (a.25) 
escrevendo explicitamente a i-êsima e a j-ësima eouagão,temfse: 
't _ __ 
Í 
Z11-231) _ 211-231 *Bim (3.26) - Ayij. 
_ÊT""E* 
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de onde pode ser obtida Bim e Ejm.resolvendo o sistema: 
' .. .. ~ 
-A -In | O 
Am. W-Z11>¬*AZ1f1 fffifl E1 ~ = 1 
(ZíÍ'ZÍj) ' -(ZíjÉZÂj)*AZiÍ¡ Ejm, . 
~ 
z i ¡ | 
[TJ ‹_z.
O 
onde, Azij = Ayij_l' e os outros coeficientes da matriz são 
b 
obtidos do vetor FNÍOÊij; Obtido Eim e Ejm as demais variãveis 
do sistema podem ser obtidos por (3.25). Como verifica¬se, este 
F4 -r~~*'«rff
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método também pode facilmente ser implementado para qualquer_ti- 
po de alteração, devendo porém sempre iniciar pela obtenção dos 
coeficientes da matriz em`(3z27). A ` 
lComplementando este item o Apêndice IV apresenta um 
exemplo numérico a ele associado. ` ~
H 
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3.4.1.2 - Alteraçõesmmfiltiplas deielementos não-acoplados 
A análise anterior, aplicada ao caso de altera- 
ções simples, pode facilmente ser' estendida para situações em.
~ que ocorrem múltiplas alteraçoes simultâneas, com auxílio dos“ 
conceitos da seção 3.2.1. Sejam Ayki-mi as variações introdu- 
zidas das admitâncias dos ramos Ki-mi(i=l ...P; onde P ê o 
número de ligações alteradas); de (3;6) pode-se estabelecer que
~ 
as matrizes ÍMÍ e |Ay| sao dados respectivamente por: - 
,pai _.. 
Z 
_ _
_ 
¡M¡= _} Êk1»m1 ¡ Êkz-mz Lëkp-mp 
I<128> 
.__.__`_”í 
-_--__ 
__'-i`\_ 
D
. 
"<Í 
_.__....l_.___ 
___ 
...__ 
^Yk1~m1 _* ç 
~ V *Í da ~ i ‹3.z9› . 
~ kz- 2 |Ay|= _._ ; __ W m W V i W 
%^ykp-mn 
» Substituindo (3.28) e (3.29) em (3.l3) e estes 
em (3.l4), tem-se: ' ¬ 
gm = §° - IZNIQIMI-Iflyl. ‹|Mí'°-§“`›, .‹:››.:,o› 
O produto IM|t . gm ê um vetor de dimensão "p", cujos componen 
« ~ z . ~ m . . _ . tes sao as diferentes tensoes Eki_mi dos ramos ki-mi, os quais 
precisam ser determinados. Utilizaremos novamente os dois mêtg 
dos da seção anterior na determinação dos novos estados da re- 
. de. 
_
` 
i 5..., m
' 
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_ 
O primeiro método consiste em multiplicar a ex- 
~ ' pressao (6.30) por |M|t como segue: 
¡M¡'°.§mz ¡M|*=.g° - ¡M¡t.¡2N|°.|Mz.¡Ay¡. ‹|M¡t.§*“› ‹3.31› 
Passando o segundo_termo do lado direito e tomando em evidên- 
cia |MÍt. gw. ' ' 
t o
_ 
Mt _ Em = ÍÉW çlmãçç s_4_ç :‹3.32› . 
~ 
~ ~ lz>v|.‹¡ziy¡-1+:M1t.eZN|°.1M¡› ~ 
Substituindo (3.32) em (3.30) resulta em: 
Em = â° -1ZN¡°. M|.‹|z›yâ 1+ rm'°.â2N1°.|M1›1|M|t.1z_° 
(~333› 
A matriz quadrada ([Ayi+|M|t .IZIO .1MI)-tem dimensão pxp e pg 
de ser montada sem dificuldade desde que läfio .IMI seja primei 
ramente calculado. A expressão (3.33) utiliza a inversa desta 
.. m . ~ z . matriz; consequentemente, para que E tenha soluçao unica,_e§A 
ta matriz deve ser não-singular; observafse entretanto .que pa 
ra alterações que impliquem na remoção de um grupo de liga~ 
ções que separaria a rede em duas partes, a mesma ~torna¬se 
singular. Nas situações práticas de maior interesse, como por 
exemplo, na análise de contingências múltiplas, "p" em geral 
ê pequeno (pí5). 'Se a mesma se torna singular, pode indicar 
um erro de formulação do problema em estudo. O esforço de in 
versão, em função de sua dimensão nos problemas práticos, pode 
ser efetuado sem grandes dificuldades. 
z -meg-
õ9"` 
_ z ~ ~ 
V 
V Para a .soluçao dap -equaçao linear 
~ 4 , da rede, apõs uma alteraçao multipla segundo o metodo alterna 
tivo, devefse inicialmente colocar a expressao (3.30) como -se _ 
que: 
_ 
V~ « 
~
V 
_ 
, m _ Q-. .z _‹m Z ,O 
1;; 
- g AYklml<U,Í1 Bm> .| .Ni .gkíml -.....p- ‹3.34› 
__ 
.m _ m z o _ 
. 
- 
. 
~ m . . . Para a completa determinaçao de § , deve~se determinar primei- 
ramente os novos estados da rede nas barras extremas das liga~ 
. 
- 
'
‹ 
ções.alteradas; para tal, pode~se escrever a expressão (3.34) 
para as prësimas linhas a elas correspondente, isto é: 
v 
. 
n 
* 
il 
ã 
e Í 
; 
i lki Zklmlf 
2 
1 » kl 
àzz 
E
W
3 
i-' 
mt O É 77' 
A 
~ 
i. Zmlkl “ Zmimi 
m 
m m 
¿ 
,E° 
¬ 
“^Yk1m1°(Ek1 ` Emi) ° › , n - ... - 
Vmlq 
p 
mll * ~ :_ ' ¿~ 
› . 
A K ` 
. . Í 
' ` 
, 
-~
É 
É 
, i 
. f 
' izmpkl Zmpml 
\ 
m 
f 
} 0 , Í E E - ~ 
z 
kp¬ kpf . mp' ! 
l 
l Q * z E A E * Y 
J 
mpg * mp *Z ~ Z ' 
* ' 
§ 
klkp klmpf (3.35) 
_ 
-Aykpmp.(Ekp Emè 
Q 
mlkp 
p 
mlmpã 
.c 
_
¡ 
Zkpkp ` Zkpmpz 
Hzmpkp " Zmpmp¿ 
de onde obtêm-se: . 
.mlkl ' mlml Vklml "" _(Zmlkp_Zmlmp) ykpmp 
Wl<3.3õ 
'_' n ¢ o n n o o o n u Q n c n c Q u o o o o n n Q u n o n Q a o 
1 
d 
L kpkl _ kpml yklml"'°° _ (Zkpkp_Zkpmp)ykpmp 
. Í 
3+'Zk1k1 ~ klmi Ykimi °'° (Zk1kp'Zk1mp) Ykpmp 
`lin§lO 
' ( mpklf mpml yklml "' ;+`(Zmpkp'Zmpkp)ykpmp ê mp 
_ ...\..,,...-¬‹.¬¬¿«;
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onde os coeficientes da matriz são dados pelos elementos correâ 
pondentes dos vetores IZNIO . ekimi. Os estados nas barras res 
tantes da rede, consegue4se por (3.34) com os (Egi, ~ Emi) ob- 
tidos previamente pela solução do sistema em (3.36). V 
3.4.1.3 - Alterações de um grupo de mütuas¿ 
A análise de sensibilidade,desenvolvida no item an- 
~ ~ ~ - 
' terior para alteraçoes de ligaçoes nao acopladas, pode ser esten- 
dido, com auxílio dos conceitos do item 3.2.2, para situaçoes em 
` -que as ligações alteradas pertençam a um grupos de mütuas.~ En- 
tretanto, neste item nos ocuparemos somente do primeiro método, 
uma vez que o segundo em função do efeito das mütuas, dificul- 
ta o estabelecimento de uma_expressão similar a (3.34), para est '
~ te tipo de alteraçao. » - '. ' - 
De (3.8), obtemos para IMI ev |Ay| as expressões: 
M=' '_ õ 
eigi-V p(3.37) 
¡Ay| = |z.\.zzN¡ p ‹z._ââ› 
'onde' "Z" ê a dimensão do grupo, e |AYN|_ obtêm-se por (3.9). 
Substituindo (3.37) e (3.38) em (3.33), e rearranjan 
do-a obtemos a expressão (3.39) que permite determinar novos va 
» lores para as tensões apõs as alterações. V 
-_ ._ .. .‹ . . ._ ._..`.,.,,,...‹
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¶g'“"= §_°-|M1(|.1|+|Ay|.. |M|t.|ZN|°.|M,¡›'.1.|Ay|. ¡_M|t . 1_z1°_. ‹3._39)' 
~ 4 4 ~ . _ A expressao (3.39), e matematica mas nao computacio 
nalmente Êequivalente a (5.33)} uma vez que a matriz entre parên+ 
teses na ültima expressão ê assimêtrica em contrapartida a simet-
~ tria da primeira expressao. A justificativa de (3.39) e que a 
mesma evita a singularidade da matriz entre parênteses de (3.33)} 
~ › f . ` . -'~ para este tipo de alteraçao. Para um exemplo numerico veja Apen 
dice IV. 
¬ z
) 
A. ¬› ,..-‹¬¿-
_72 
3.4.lz4 - Alterações'de“ligações'de'mültiplos grupos gde 
mütuas ` ' i 
,~ A -A O método descrito para alterações de ligações
~ pertencentes a um grupo de mütuas, nao permite o tratamento
~ -simultâneo de alteraçoes em múltiplos grupos; entretanto, 
. ~ ~ para a simulaçao desta situaçao desse utilizar o método, de 
.-.. ~ . 4 aplicaçao sequencial da simulaçao, e quesen1anaUsmk>na sub- 
seçao a seguir. ' '
~ 3»4.2 - Método geral degcompensaçao 1l2[|lM 
Os resultados obtidos na sub-seção .anterior 
z.. ~ ~ para simulaçao de alteraçoes nas ligaçoes ou componentes' da 
rede, baseados em manipulações algébricas da equação da rede, 
pode também ser obtido utilizando-se uma,propriedade física 
das redes elétricas conhecida como Teorema de Compensação.' 
Nesta sub-seçao analisa-se para este Teorema: 
- seus aspectos conceituais, e 
- um dos seus enfoques matemáticos 
` A partir destes pontos define-se os distintos 
nodos ' de aplicação -da compensação na simulação de altera- 
çoes. 
-.._ .vz
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3.4.2.1 - Qeoremaàdaçcompensação Í 
O Teorema de Compensação da teoria de redes
_ 
estabelece quer'älterações nas admitâncias das suas . liga- 
çoes ou componentes, tem o mesmo efeito que a ligaçao de fon 
tes de correntes com valores convenientes nas barras termi- 
~ i nais às quais estao conectadas" (referências l2,l3).' ` 
_ 
_ 
' Considera-se uma rede modelada pela relação 
linear l=1YNf.§. A idéia básica do Teorema da ;Compensação 
. 
' 
/ , 
para uma única ligação alterada está apresentada na . Figura 
3.2. ' * V ' - 
I 
_ 
~ I 
- E; _ 
k EÊ zm-ií~
4 
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FIGURA 3.2 ~ Aplicaçao do Teorema da Compensaçao. 
- › 1-:zw-.›‹-, -¬-¬r.
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Na partei"a" desta figura está representada a rede 
na situação inicial, cujo modelo ê'; = |YN|°.§?; aparece também' 
nesta parte da figura uma ligação genérica da rede com 'admitãnf 
cia Ykl. Na parte"b" está representada a rede apõs a introdu- 
ção_de_uma alteração entre as mesmas barras terminais, com valor 
AYkl; o modelo do sistema passa a ser E á (1YN¶°+|AY|)-gm, sen 
do Em o novo estado da redeÇ Na parte"cÍ a ligação alterada / 
foi desconectada da rede e seu efeito ê representado pelas »in- 
jeçoes i.Aykl .-Egl , Nesta situaçao o modelo do sistema ê 
1 + âl = ¶YNIO . gm, em que IYNÍO ê a mesma da parte "a" e Em' 
ë o mesmo estado da parte"bÚ
A 
_ 
. Estendendo este conceito a múltiplas altera~
~ çoes, considere que deseja-se calcular o novo estado da rede 
Eme' apõs a alteração em várias ligações. Isto pode ser feito 
considerando-se o modelo da figura 3.2(b), o que exigiria a resg 
lução do sistema Ã = (fYN|o + ]Ay])§@ pela inversão ou para fa- 
toração da matriz entre parênteses- Uma maneira alternativa de 
calcular o vetor Em consiste em se trabalhar com o modelo da 
figura 3.2(c), resolvendo o sistema E + Al = |YN|o.§m; e a para 
tal é necessário a determinação previa do vetor (aqui denomina- 
do compensatorio) gl. Na determinação do vetor compensatõrio pg 
de-se utilizar o conceito como "Lema de inversão de .matrizes" 
(Referência l3). Este último procedimento ê adotado neste traba 
lho. 
V
e 
..z..-..¬,
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B,4.2.2 É Lema de'in§ersãoÍde“matrizes 
_ 
. 
O Lema da inversao de matrizes estabelece um procedimen 
to na determinação dos elementos de uma matriz inversa, apõs alterações em 
alguns elementos da matriz-original. Neste item, o teorema será deduzi 
do a partir do modelo de admitâncias nodais da rede. _ 
- 
_ 
VConsidera-se um sistema que no caso básico ê 
.
‹ 
descrito pelo modelo linear: ~
` 
~ ,rwm°‹§=; saw 
;
. 
Seja |Ay| uma matriz cujos elementos representam variações intro. 
. . 
z. . . . o . - ~ -. duzidas nas admitancias da matriz IYNI - Nessa situaçao o sis 
tema resultante passa a ser V _ » _ z 
(¢YN}° + IAYW). (go + QE) = Ê. '¿(3.4l) 
Efetuando o produto do lado esquerdo, obtem-se para AE: 
Ag = -‹¡YN'¡°›'1. . mi. a‹g° + Ag) r (3142) 
Adicionando EO'a ambos os lados e redispondo algebricamente ob -__ I __ 
tem~se; * 
e 
§° + às = ‹i+<lYNl°›"1.1AYl›“1 - Q? <3-43> 
onde"hJ" ë_a matriz Identidade. Substituindo (3,43) em (3.42), 
tem-se:
V 
As = -‹lYN1°›"1-I@y1f‹1+|YN1°>`lz1Ay|>"l « â? <3~44›
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Denominando de'§w.a §°+ AE; e abandonando para simplificar o 
expoente(O), obtêm-se; A 
V 
l
H 
.:E_m='{|YN'|`1-|Y'1\z|°1, |AY|.‹ 1'¶+1yN F1 |Ay |4)"1. ]YN|`1}.I ‹3.45) 
_ 
Na sub-seção anterior vimos' que a matriz 
IAYI para alterações em redes de potência pode ser expressa 
por: 
q 
. 
_ 
V
. 
~ um = |M|-|Ay1,.1Mi:t (3.46)' 
Substiuindo (3.40) em (3.45), e simplificando temoss, 
Em - (¡YN¡ lr-lyml 1 .|M¡¿¡c}.]M|t .lyfii 1›;I ' (3.47) 
onde a matriz ICI. (mxm) (m= dimensão de|Ay|) ë ainda indefinif 
da. 
H
° 
V 
' 
'_ 
I' 
'_ 
vp-_._,
I Na determinaçao da matriz ¶C| , e necessario 
introduzir uma outra matriz (mxm) definida por: .
V 
a 
¡z| z ¡M|'° .|Y‹N¡'1 .|M| - `‹â.4s›
I 
a qual compõe~se dos elementos de[YN|”l associados com as bar- 
ras nas quais estão ligadas as ligações alteradas. 
A fórmula para a matriz |C] em (3.47) pode 
ser escrita de diversas maneiras diferentes, todas matematica~ 
mente, porém não computacionalmente equivalentes entre Si. En- 
tre esses arranjos três dos mais fiteis são expressos por: 
[cz =_(|Ay;`1 + |z[)"l (3.49a)
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_ ' -1 . V :cl "` (Iil+|AYl' fl (3_49b) 
1c1=›z1"1‹i|ây| + |z1"1›'1.1z»zz| 
~ 
(wc, 
_A expressão (3.49a) ê'a mais comumente encontra- 
da na literatura especificada. Observe que qualquer das expres- 
sões em (3.49) apresenta uma matriz inversa como componente. 
Obtemëse significativa "economia" se esta matriz ê mantida na
‹ 
forma triangular-fatorizada, ou seja, sem avaliar "C" explicita
~ mente. A versao (3.49a) ê geralmente mais econômica e ë adequa 
da, por exemplo, quando se deseja simular alteraçoes de admitân 
cias muito grandes ou infinitas. As versões (3.49b) e (3.49c) 
tratam de matrizes |Ay|1fingúLnes ou mal condicionadas,o que pg 
de ocorrer em situaçoes particulares. 
Definida a matriz ]C|, a expressão (3.47) 'pode 
ser completamente determinada. -A partir desta expressão, toman 
_ - , . 4. do em evidência ]YN| l por exemplo no lado esquerdo do parente 
ses,2fica evidente a expressao que permite determinar o vetor
I 
compensatõrio, mencionado no item anterior. Isto ê analizado 
mais detalhadamente no item a seguir. 
3.4.2;3 - Metodoñde“solucão do problema'geral de compensação 
Uma análise detalhada dos passos descrito no 
item anterior, permite verificar duas etapas bem definidas na
~ 
deternúnaçao do novo estado da rede; a primeira consiste na determinaçao das 
1natrizes;Z (D 
‹›.~ 
*e a segunda na determinaçao propriamento dita de E“Í A par-
78 
tir disso pode o processo de determinação da solução ser dividido 
em duas fases distintaszv
V 
a'- Fase preparatória: que compreende o cálculo 
de certos elementos do inverso da matriz 
|YN|, ou seus fatores, para obter a matriz 
|Z], como definido em (3.48), e apõs a matriz 
IC] por(3.49).
. 
b - Êase de conclusao: que compreende a determina 
' ção do vetor Em, pela avaliação dg lado direi. 
to da expressão (6.47). Utiliza 
_ 
resultados ~ 
obtidos na fase gxepaflfiñria,assim como os fa~ 
tores da matriz |YN| original. 
A fase de conclusao pode ser repetida qualquer ng 
mero de vezes com diferentes vetores 2. A fase preparatória ê . 
em' rincí io executada uma única vez, devendo as' matrizes P P 
aqui determinadas ser guardadas para os casos em que a fase de 
conclusão deve ser aplicada múltiplas vezes. 
3.4.2.4 - Classificação dos métodos de compensação 
AA determinação da solução na fase de conclusão 
envolve dois tipos de operações bem caracterizadas; a solução 
do modelo linear, e a aplicação da compensação, a partir da de 
terminação do vetor compensatõrio. Estas operações podem ser 
efetuadas em diferentes seqüências¡ isto ë, determinar a solu 
ção da rede sobre o vetor das injeções originais ou sobre o 
_ _ ,,..-
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vetor compensado; Então, a partir das possíveis abordagens a 
serem adotadas nesta fase,classifica~se os métodos de compensa- 
cão como (referência l3)¬ 
' '-
V 
- Pré-compensação 
4 - .... - Media-compensaçao 
- Põs-compensação 
_ A 
Nos métodos pré-compensatõrios,a solução da rede 
aplica-se sobre o vetor independente compensado. A expressão 
matemática correspondente ë dmjda<xflgcw&kf5e |YN| 1 em evidên 
cia no lado esquerdo de (3.47), ou seja:
' 
Em z ¡YN¡'1.‹¡i|-¡M¡.|¢¡.|M|t.|YN1'l›.1 ‹s.â0a› 
~ ~ 
' Na média-compensação, esta soluçao efetua-se em 
duas etapas; na primeira aplica-se a substituição direta sobre 
o vetor 1 original, e na segunda aplica~se a substituição in-
~ 
versa sobre um vetor imk$em&áme.compensado. A expressao matema 
tica correspondente obtem-se a partir da sfimtiuúçao de |YN|
1 
pelos fatores Ut.D.U. associado á matriz ]YN|,tomando-se os mes 
mos em evidência como segue: .
' 
lim = U .D. (lil- UÊ|M¡.]c}.1M}t.U .D)UÊ; (3.5ob› 
~ ~ 
. Na pôs-compensação, a soluçao da rede aplica-se 
sobre o vetor das injeções originais, sendo a compensação efe* 
tuada propriamente sobre o vetor go . Matematicamente 
p pode 
ser expresso por: “ 
~¬-z.~‹
z
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gm = ‹,¡_1|-.|yN|`l-.]M];|c!A.]M|t›. |YN¡`l.1 _. ‹3.5o¢›¡ 
A 
_ v A 
A segunda expressão situada dentro do parenteses 
_ . em cada versao de V(c3.50)' representam os passos que ao ser aplicados 
no vetor em evidência no lado direito permite determinar o ve- 
tor compensatõrio. A não ser por estes passos, cada expressão 
ê apenas a solução da equação matricial não modificada - 
E: |YNIl.£ _. ç _ As 
3.4.2,5 -,Passos¿da'fase'preparatÕria 
- O objetivo desta fase ê determinar mas matrizes 
|Ml,|Ay], [Z] eu IC|. As duas primeiras já foram amplamente' 
descritas no início desta seção; assimm neste item descreve-se 
os aspectos conceituais associado ã determinaçao das duas últi- 
mas. ' ' 
A - Determinaçaopdâ matriz IZL 
~ › ‹ ~ A única razao para a determinaçao da matriz 
|Z| é a necessidade de computar-se a matriz ICI a partir de 
(3.49). A Tabela 3.1 apresenta três esquemas alternativos, mos 
trando os cálculos de matriàes auxiliares, e a correspondente 
avaliação de ]Z|. A
'
Tabela 3;l - Esquemas alternativos para o cálculo da matriz "Z" 
i q q§n_x r)
I 
Esquemas Cálculo de matrizes auxiliares Cálculo da matriz Z 
( r) IX 
=:YN¡"1.;M| ~ 1z|=|M|t.z>‹| 
._____- 
Í -1 
_¿__ 
eu 
z If<|z‹1YNlt›i.1M| ~ |z|-l|×r'°.|M| ~ 
Ç É 
" ~ Í
Í 
3 W U 'MW |z|1w|t.|w| |w| D.1w| 
. 
'V . 4 , ~ ~ BS: n- dimensao da matrizlYN|; r- numero de ligaçoes nao aco- 
piadas alteradas, ou dimensao do grupo de mütuas alterado. 
' Nesta tabela cada coluna da matriz auxiliar IX] 
ë, ou uma coluna, ou a diferença de duas colunas de lYN1~l, de- 
~ ñ zu pendendo se a ligaçao alterada esta ou nao mutuamente~ acoplada 
~ . 
respectivamente. Similamente as colunas de X estão. constituí- 
dos por linhas de |YN]_l. iEm ambos esquemas ¡XI ou lã] obtefiwse 
pela aplicação dos fatores Ut D U. de IYNI sobre vetores indepen 
dentes obtidos das colunas da matriz ÍMI. O esquema 3, apresen-
~ 
ta uma alternativaf que nao requer a aplicacao de toda a tabe- 
la de fatores. A eficiência computacional de cada' umd destes 
esquemas será analisada no capítulo IV. ' " 
B - Determinação da matriz ICL
V 
Obtida a matriz ]Z|, a matriz IC| - ê computada 
por qualquer dos arranjos da (3.49). A escolha de um destes será 
amplamente discutida no Capítulo IV, ao abordar os êmpedxs com 
putacionais dos métodos de'compensaçao,
. 
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3.4.2.6 F Passos da fase de'conclusão 
' ' A solução de Em em qualquer das expressões(3.50)
~ 
ê calculada pela execução de um conjunto de operaçoes(mmnjz)5ç_ 
~ - 
(vetor): a partir do lado direito da formula em direçao a sua 
esquerda. A Tabela 3.2 mostra estes passos na solução de cada' 
~mêtodo de compensação, separando äindãv POr liHhãS COHtÍHHâS 
as etapas de solução do modelo linear, e a aplicação da compen- 
- sação. -`
' 
Tabela 3.2 - Passos da fase de conclusão para os distintos 
métodos de compensação
L 
A 
PRE-COMPENSAÇAO MEDIA-COMPENSAÇÃO Pós-COMPENSAÇAO
i l. Calcule o vetor l. Inicie a solução tl. Inicie a solução 
.compensatõrio Ê :TUÍ I 
3 š:|YN|~l I
3 
a - Esquema A L, -il , , __ . ,_ _,, _ __ 
C 
,M C ã t I\2. Calcule o vetor com 2. Calcule o vetor 
com- 
AI=- - - "_ I ` _ ' pensatorlo pensatõrio.‹ 
A 
b - Esquemã É AE : -1W|.|C|.|W1.E a _ Esquema A 
_____ ' t I :L ÊÊZlMl¶C|.Dfl «ÍNI .Ã 3. E§ecute a compensa- AE = _|XlJC!JM!t_E 1~"** '" i “ i 
| 
çao ¿ "_ " "2. E e te c -- ¬ _ 
pšnšäçãoa 
om 
ç%_ ,,. Â f.El+.ê§.q.p 
p 
b _ Eëquãma B t
. 
Í: I + AI . 4. Determinação de Em ê§?¬¶ÊFl |MLkÚÂÊl-Ê¿ 
3fiášrãbÉçá;;Êm 
Í* 
i 
Em = UD_§ 3.Íbeterminação de Em 
Én:|Yfi-1 Í, ¡. 
~' 
› 
T flEkc.a_compens.) ¿ 
. " V ' 
É 
' 
'” EW = §.* ÀÊ 
Tanto a prê- quanto a pôs-compensação possuem 
dois esquemas alternativos para o cálculo do vetor compensatõ-
~ 
rio. Os esquemas A, da mesma forma que a mêdia~compensaçao, em 
preqam as matrizes auxiliares introduzidas na tabela 3.1. Neste
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caso a escolha entre a pré- ou põs~compensação está estreitamen 
~ _ 
te ligada ã escolha do método para a obtençao da matriz' lZ| . 
Os esquemas B na tabela 3.2 envolvem, para o cãlcu 
lo do vetor compensatörio, soluções repetidas usando os fato- 
res da matriz IYNI poriginal. Neste caso, a escolha do método 
de compensação eia do cálculo da matriz IZ| são independentes 
um do outro. Para complementar os conceitos teóricos dêstesub- 
item verifique passo a passo o exemplo numérico correspondente 
do Apêndice IV. '
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3.4.3 - Abordagem sequencial da compensaçao 
Os métodos de simula ão até-a ora descritos ermi- 9 P
~ 
tem executar as modificações para a matriz da rede básica, todas 
ao mesmo tempo (exceto para alterações simultâneas de múltiplos 
~ ` 
grupos de mútuas); entretanto, nao é econômico computacionalmen- 
teSflWiEü`Õ¢\mB sô vez grande número de alterações. Tais 
' situa- 
ções podem ser tratados mais eficientemente utilizando a aborda- 
gem seqüencial, isto é, ao invés de incluir todas as Vmodifica- 
ções de uma sõ vez, as mesmas podem ser introduzidas cumulativa- 
, ~ - mente em grupos de alteraçoes menores.
'
~ A seguir sao analizados os aspectos conceituais assg 
~ ~ ciado ã aplicacao de cada um dos métodos de compensaçao descri~ 
to na sub~seçao anterior. 
3.4.3,l ~ Pré€compensação següencial 
A matriz entre parênteses. em (3«50) pode ser desig- 
nada como uma pôs-multiplicadoralPl|que atualiza |YN|_l 
V para 
uma primeira modificaçao, ou seja ' 
_ 
V- 
. 
-1 -1 
âf“=|YN‹%‹taz1~IMl1.i|c1\.1M1|'°.¡YN1 ›.;_=|YN¡ . 
/
. 
Pl|_I (3.51a) 
ou alternativamente 
ÊÉ=¡yN¡'1‹|iI-iM1l.lc1|;l§1lt›.1 =|íNfl_ 
V 
¿ ‹3.51b› 
onde a matriz [P1l é avaliada de forma não explícita na 
fase 
. 
- . . _ - 
' 
" das ma oreparatoria em termos de sua matriz de l1gaÇa0lMllz e
* 
trizes`ÍC1{ e{X1§. ' -
'
r__85: 
` Uma segunda modificação na rede requer uma segunda 
matriz- ãtUãliZääOra ÍPZI, ã qual ê expressa e calculada de mo 
do análogo alP1É, tendo porëm{YN|_lJPl|¢x›luqn: de|YN|-1, ou se 
ja: _ » u 
r§=FfN1"1 .|Pl¡.‹|i|-1MàI.|cz|P |M2¡'°.íYNâ'1.11›l4› 4; 
_l 
I 
H 
'_ V 
_ 
`(3'.52â) 
V 'lP]_|°|P2|'_:i 
ou alternativamente 
N ` 
.In _Y` 1 = 
-.E2 ~_l NI - Ipll “___ - (z3_52b) ÍI EEN Ê? M 32 N 
F1' 
'U H H 
PfN¡1.1P1|.|P2s¬; ~ ~ ~ ~ ~ 
_ fl ~ -l onde ¡C2|-(\Ay2} + 1221) 
__ t _ _ . |Z2]_ IMZ' -IXZÍ-lPl¡ _ 
Í _ -1 xzi -JYNI .|M2| 
G ` _ 
O processo compensatõrio deve agora_ser aplicado duas vezes; pri 
meiramente para atualizar|YN]_l e apõs, para atualizar a matriz 
resultante por |P2I 
Outras modificações da rede seguem o mesmo processo, 
assim, paraxl atualizações seqüenciais tem-se: 
-l i '. A t gg =|YN[ .|P1|.|P2§. ...|Pn_l|.(¡1| -lMn¢,|cn|.§Mn| _+YN|-l_ 
!Pli.lP2¡...jPn_l!).; 
- (3z53a)
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ou alternativamente V 
§m=iYN|`;.|Pl§.iP¿¶...lPh_l¡.(ii{à|Mn1.}xh|t.1Pl¡.{P2|..JPh¿lD.I 
_ 
` 
V ;l - -1 - 
À 
' 
' 
‹3;53b› 
onde: [CNI = (|Ayn| - + |Zn[) V , 
~ _ . 
|zN| = ¡Mn¡t.¡xn|.¡pl:.|p2|...|pn_l | 
l§N| = £YN|`l .|Mn| 
sendo o processo compensatõrio então aplicado n vezes, Uma ou- 
tra forma de escrever (3.53) e dada por:' 
ITI 1. | É - ¡YN| . ¡P1}. |P2¡. ... {Pn_l|.|Pn1. Ê (3.54) 
3.4.3.2,-~Põs-compensação_Seqüencial 
_ 
a 
_ 
A pôs-compensação segue exatamente o mesmo princí- 
pio da pré-compensação, porém pré-atualizando a matriz inversa. 
' Assim, de (3.50b) para uma primeira modificação ter-se&ia.que:V 
E? = ‹|i|é¡YN¡í1 d,'1.;_=¡Pl¡.yYN¡"1,;_‹s.55a› Eš H ?í H E5 H 
ri' 
1?Z 
ou alternativamente _ 
Em z ‹zi1-¡×l|.|c11.zM1:“›:YN|"1.;z=âP1|.@N¡“1.; (3 53» 
1 
c. 
uma segunda modificação forneceria a seguinte expressãoš 
` 1.' 1 ; ' "'. 1 2 I "l ' 
EÊ = (ill-¡P1m~#@š 
3 IM2š-|C2š»iM2%t>1P1|~lYNi ~£ = <3~56fi> 
. 
' ul A V 
1Pz1.¡P11¬sYN1 . 1 ~ c a~
Ar 
ou alternativamente . _ ¿ _ _87
i 
. _ _ t _ _ 
.E2 = ‹l1I~lP1|zl×z|-i¢zI›|Mzl >|P11.¡YN¡ 
1 
,; =|p2|.|Pl|.|YN| 1._; ‹3.5õb› 
onde: - _ _ ,. ' V 
- 
'W :-l _ *l 
_
' 
¡C2! =_(.í-A221 _ «+ |_Z2|› 
xzzl = mmzit . |P1¡.1×2| 
|×2| = |YNl'*. |M2| 
'Para n compensações seqüenciais ter-se-ia a expressãoí 
(3.57) gä =¿g§ â ¡Pn¡.|én_l|H..|P2¡.;pl|.wN¶"1. ;
~ 3.4.3,3 -'Média-Compensaçao'Seqflencial 
* A matriz apresentada entre parênteses ana equação 
.(3.50) ê denominada como sendoiPfl, a qual pode ser considerada 
. _ t . . como atualizadora tanto de U , como U D . Para a primeira al - 
ternativa, numa única modificação tem-se: ' 
- 
_ 
_ 
~ 
i ~ t - t _ - 
E? z U D‹¡i¡-|wl|.¡cl¡.¡wl|t›u_1 z U _D ¡pl|.u.1 _ V. ‹s.sô› 
para duas modificações seqüenciais tem-se: 
_ 
_ 
~ 
I ' t 
E2 = U D(|il-lPl|.¡w2|.[c2|.\w2|t)lplg U I_= r--, 
t 
' 
_ _ 
‹3.59› 
U D |P2¡.|Pl| U.; , 
Ó : _ -1 -l On_e ¡C2|"' (V{AY2` +{Z2|) 
1z2|= xwzft z 1Plâ.aw2‹
` i88 
. _ ‹¡i¿
` 
VIWZI _ U- LWZI 
rwzr = D. :w¿|~a
. 
- 
. . . . . m e para n modificaçoes seqüenciais -tem-se nara E 
m _ m _ z t 3 _ gn -U ,D.[Pn¡.!Pn_ll..,lP2|.|Pl|. U.;_ Í (3.6o) 
onde ` 
~ 
|cn1= ‹|Ayn1'? +|zn|›'1 
Iznl = iwnl .1Pn|.|Pn_l1....¡P2|.|Pi|. |wn| 
|wn1 â dÊ|Mn1 
e ¡š1n| = D._|wn1 
3.4.3.4 - Critérios de aplicação
~ A análise de cada uma das expressoes obtida nos itens 
anteriores para a aplicação seqüencial da compensação permite- su 
gerhf os seguintes critérios de aplicaçao:` _ 
a - Independente do método utilizado, os passos da so 
~ ' luçao compreendem: V
\ 
~ Determinaçao das matrizes atualizadoras IPi| ~ 
'- Determinação da solução por qualquer das expres- 
sões (3.54), (3.57), ou (160) 
_ 
.
A
\
N 
. b - A determinaçao das matrizes aüxflizmkxas ÍPiÍz ifl 
fase pnäeraúfiia, e a fase de conclusão. Na fase cluem também a 
- .› ¬z.¬.-›.›a-«z-‹‹-z
_ 
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preparatõria similar aos métodos gerais determina-se as matri- 
zesz ¡›<1| ,az |><1|, ou iwi , |zi| ; |<:i¡. A fase' 
~ - ~ de conclusao nao deve ser avaliada explicitamente para reduzir 
o número de operaçoes a ser executadas. Isto será melhor visua- 
lizado no exemplo numérico do Apêndice IV.
J
1 
c - Conhecnkw as matrizes atualizadoras passa-se 
ã determinação do novo estado da rede Em . Para tal, inde enden W P _ 
- ~ temente do método adotado, deve-se efetuar as operaçoes - cami- 
nhando da direita para a esquerda. Esta seqüência pode facil- 
mente ser compreendida uma vez que as matrizes ' atualizadoras 
- ~ ~ ` ` 
|Pi| nao sao avaliadas explicitamente. ~ ' 
~ ' d - As vantagens e desvantagens da utilizaçao dos 
esquemas de compensação seqüencial serão_abordados no' capítu- 
lo seguinte. » ' ' _ 
. Para complementar os conceitos teóricos desta sub- 
seção apresenta-se no Apêndice IV um exemplo numérico, com 
aplicação de dois esquemas aqui analizados. 
I . r _-..-...W-«‹›-‹
eo 
- 
_ ~ v . 3.4.4 - Compensaçao aplicada a alterações envolvendo modifica
z ~ ~ 
, çoes na dimen§ao_da matriz da rede' 
_ 
Os métodos de compensação facilmente são .aplicados 
ãs alterações das ligações da rede, e o que implica em modifi 
cação na dimensão do modelo matricial. É objetivo deste_ item 
analisar estas situaçoes. 
_ 
'
X 
3.4.4.1 - Remoçao de Nós 
Desde que a um nó concorre um conjunto `_de liga- 
ções, o efeito da remoção do mesmo pode ser analisado, simu 
lando a eliminação de todas as ligações a ele conectadas, po- 
rêm, certas observações devem ser feitas sobre esta afirma- 
ção: 
V
- 
a) Para simular a retirada de um nó que tiver liga 
ção com a referência, deve-se simular somente a retirada das 
~ ~ liqacoes com os outros nós, uma vez que a inclusao desta impe- 
dância conectada ã referência na matriz |Ay| torna a matriz 
|CI singular. 
b) Para simular a retirada de um nó que nao esteja 
li ado com a referência, deve-se simular `untamente com as li 3 _ 
gações retiradas, a adição de uma ligação com a referência, e 
que pode ter valor arbitrãrio. Isto implica que para simular a 
retirada de uma ligação radial, deve-se sempre simular .duas 
alterações; aquela que se deseja retirar, e uma ligação com a 
referência.
H
V
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3,4;4{2 - Adição de Nós' 
~ Para acrescentar um novo nõ no sistema, a_ dimensao 
da matriz de rede ê acrescida de n para n+l. Esta situação tam 
bém pode ser tratada pelos métodos de simulação, porém, com ,as 
pequenas alterações do processo geral mencionadas a seguir: 
a) Suponha inicialmente que se deseje simular a 
criacao de um novo nõ. Para tal, deve~se supor que o dito nõ es 
_ 
\
. 
tá isolado da rede básica, porém conectado ã referência do sis 
tema por uma admitância fictícia muito pequena (da_ ordem de
~ l/10000); Esta situaçao pode ser simulada acrescentando na tabe 
la de fator um fator D adicional na posiçao correspondente ao 
nõ que se quer acrescentar, e de valor igual ao inverso da ad~ 
mitáncia fictícia; é.acrescentado um elemento nulo na posição 
(n+l) do vetor das injeções. Apõs assumir que a rede básica pos 
sue dimensão (n+l), pode-se acrescentar a este nõ quantas liga- 
ções forem desejadaszê importante ressaltar que o erro cometi- 
do por este artifício ê da ordem da admitância fictícia. 
b) Uma segunda alternativa para esta situação ë as 
sumir que o valor da admitáncia fictícia ë unitária e simular 
juntamente com as adições das ligações a este novo nõ, a retira 
da desta admitáncia fictícia. Este artifício elimina o erro 
incorrido no artifício anterior.
I 
‹ ,,,.. ,7 ,.z..
- 
' 
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c) Se íuntamente com. o nõ acrescentado, deseia-se si- 
mular o efeito de uma iníecao de corrente neste nõ, basta in~ 
cluir o valor desta injecao na posiçao associada ao nõ, no ve- 
~ - - tor das iniecoes. Em sequida, aplicar normalmente o artifício 
E "b" acima. _ _ _ › _ 
_ d) Com o mesmo raciocínio qualquer quantidade de nõs 
pode ser acrescentado ao sistema. 
Complementando esta sub~secão o Àpêndice IV apresenta 
um exemplo numérico ilustrativo. '_ 
3.4.5 - Soluções particulares para os métodos de simulação 
Nesta seção trata-se de alguns casos particulares comu 
mente encontrados na prática, e para os quais os métodos gerais 
apresentados podem ser aplicados com vantagens adicionais, de~ 
correntes destas particularidades. 
3.4.5.1 - Vetor independente constante: - 
Suponha que para uma rede qualquer, seja conhecida, 
- . . ~ . z _ . o . alem das injeçoes E? os estados iniciais E, e que dese3a~se co- 
nhecer as variações de E, para distintas alterações da rede, 
...-. __ ., Q _~~ sendo que estas nao envolvam modificaçoes de I . Esta suposiçao 
pode ser aproveitada com vantagem em determinados passos dos 
esquemas gerais de compensaçao. 
A fase preparatória não se altera com esta hipõtese, 
~ . . O . uma vez que nao se utiliza dos vetores Io-ou E , com os quais 
os esquemas' da tabela 3.1, permanecem inalterados (para esta 
~ › / situaçao). - 
Entretanto, os passos da fase de conclusão da tabela 
_6.2, devem ser substituídos pelos passos da tabela 3.3 a se- 
guir:
\ 
¬‹~-...w
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Tabela 3.3 - Passos da fase de conclusão para a hipótese
l 
de vetor independente constante; 
AI Z :ft°.- "C”lM|'E 2. Calculo do vetor 
H WI
~
›
É 
ITI 
3. Determinaçao E ~ m. _ Saç 
E = 
2. Execute a compen C0mPen5atÕri0 
Saçâo E z_×1z¬= - ..¡¢¡ . ¡w1'° .F° 
` ___ '_
1
1 ^ _ o ._ 
4 
1 ` š + Ê; 3- Execute a com¬¡ ão u 
§;°+êi 
]_ , V = |YNi .I « ~ 
E111 
É J + 4. Determinaçao Em 
= U D.§ 
PRE-coMPENsAçAo~ MEDIA COMPENSAÇAO _PÓsVcoMPENsAçA 
.l.Cálculo do vetor l. Inicie a soluçao l.Câlcu1o do vetor 
compensatõrio Ao- Í o compensatõrio 
a. Esquema A' ' 
¿\¿~z_= -¡x¡ . |c|.,M|t . E° 
b.Esqmmw.B 
` 
1 
u 
| t O iE,=~zYN‹|'a.|M¡.1c1.¡M| .Ê 
2. Determinaçao Em 
(Exec. a comp.) 
Em = EO + AE 
operações 
A vantagem adicional mencionada decorre das seguintes 
. .n 
- Na pré-compensação, as operações envolvidas no produ- 
to |Íft.; do cálculo do vetor compensatõrio pelo esquema A são 
substituidos pelo oroduto|M¶t.E que em contra-partida ê trivial 
igualmente no esquema B, a solução da rede|YN|_L¿[ê diretamente 
. . o . z . z substituida por E_. Esta vantagem ira se acentuando com o acres 
cimo do número de simulações 
- Na_mêdia comoensacão, o primeiro passo da fase de solg 
~. . ^o z - _ çao, e que determina E , sera efetuado uma unica vez e armazena 
do para reutilizaçao em análises posteriores, ou seja, para 
uma única simulação os passos das tabelas 3.2 e 3.3 são simila 
res. Entretanto, com o aumento do número de simulaçoes os pasf 
sos da tabela 3.3, apresentam vantagem a partir da segunda si 
mulação, uma vez que a partir daí o ponto 1 já ê conhecido.
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~ 
p_ f Na~pôsfcompensaçao, o passo l da tabela 6.2 ê conheci 
.. . .- o..- . . . do a priori, 3a que_ Q = Q;-isto-implica que, os passos de solu 
ção por este esquema iniciam~se diretamente pelo cálculo do ve. 
tor compensatõrio, conforme a tabela 3.3; similarmente a prê- 
compensação. Esta vantagem irá se acentuando com o acréscimo do 
número de simulaçoes. V 
i 
Se a hipótese inicial nao prevê o conhecimento a priori 
_ O _ _ ~. dos elementos de E , nos passos de pre e pos~compensaçao da -ta 
bela 3.3 deve ser acrescentado um passo inicial que o determine 
(esta operaçao será efetuada uma única vez). ` 
3.4.5.2 - Vetor Independente:Parcialmente Constante 
Freqüentemente acontece que o vetor E apenas se altera 
a partir do seu valor básico IO naqueles nõs aSSOCiadOS ãS mOÕ«ifiC‹'='=1" 
ções-da rede. Esta nova situação pode ser expressa por: 
1 =£° + E-1 
p 
V 
‹3.õ1› 
Por um procedimento similar ao do\item 2.4.2.2, os no- 
vos estados da rede podem ser obtidas para qualquer dos métodos 
de compensação a partir da expressão: " 
âm= ‹|YN|"1 -|YN1'1.|M|.|c|.|M|t .|YN|'1›.;° + 
(3.62) 
‹xYN: 1-zYN| 1.¡M|.1c1.rM¡t. IYNI 1›. iâ ~ 
Evidentemente, a Vfase de preparação continua similar 
aos métodos gerais.Isto acontece coma fase de conclusão, que pode ti-- 
rar vantagem adicional desta hipótese. Novamente, os passos da 
fase de conclusão da tabela 3.2 podem ser rearranjados e subs- 
tituidos pelos passos apresentados na tabela 3.4 a seguir: 
i .. ... -.--. «ns
WM
E 
mó
+ 
Om 
"Em 
^_mC®mEOO 
M 
_U×mV 
m 
UG 
OmwMCHEHwg®Q
í 
^mm_+ 
+OB_p§_ 
E
_ Ê 
.T_Ê__ 
mm
É 
m_gãgññN__Q 
¿mwdmfLE_¿U_;×fMmWmq 
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_ 
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_
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MEGDUWW
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OU 
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"_mm 
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OHDUHWU
0ä 
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H 
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A vantagem_adicional mencionada decorre das seguintes
~ observações: 
' - Na pré~compensação; as operações envolvidas no produ 
to X .Ia do cálculo do vetor compensatõrio, serão menores que
~ 
os envolvidos no produto IX] .I do caso geral, uma vez que 
` a 
segunda parcela entre parênteses é obtida de forma trivial, 
e determinada uma única vez; porém, esta vantagem é pouco apro
~ veitada, porque nao se utiliza técnica de matriz~ presumivel- 
mente Cheiâ POr vetor esparso. Já na determinação do vetor
~ compensatõrio pelo esquema B as operaçoes envolvidas na solu 
ção do produto |YN|_l.la , são menores que as operações do ca- 
so geral, uma.que aqui sim é possível aproveitar a esparsidade 
maior de 1a_comparado com lé. A vantagem irá se acentuando com
~ 
o acréscimo do número de simulaçoes. 
~ Na médiafcamenaxmo, o primeiro passo.da tabela 3.4 é 
determinada uma única vez; a partir da segunda simulaçao o pri 
meiro passo da fase de conclusão constitui o ponto 2 desta ta 
bela. Na determinação do vetor compensatõrio o vetor N. resul 
tante da expressão entre parênteses será menos esparso que o 
vetor FO do caso geral. Isto poderia ser considerado como uma 
desvantagem, porém, como mencionado no caso de pré-compensaçao, 
não se utiliza técnicas diferenciadas para o produto de _ matrizes 
presumivelmente cheia .pQr. vetor esparso. Para concluir, po- 
de-se dizer que a vantagem adicional esta associada ä utiliza~ 
~ , _ _ cao de tecnica do vetor esparso, que se acentuado conl o ainnen 
to do número de simulações. -Observe que para uma única simula
~ çao o método geral é mais vantajoso. 
' " Na nõsecompensacão, o A primeiro ponto da
¬__ 
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tabela 3.4., envolve,W com a utilizaÇão_ das_ técnicas 'do 
vetor esparso, menos operaçoes que as do caso geral.Nos ou_ 
tros `P0ñtOS O número de operaçoes sao bastantes simila- 
»res/ao método da tabela 3.2; ou seja 'Iuaste nétodo,similarmente aos dois an 
tfirnxfis,¿¿Vafi3ggnadicional é função da esparsidade do vetor 
independente e do número de simulaçoes.
~ 3.4.5.3 - fioluçoes parciais 
. 
~ . V ~ .m 
ç 
Em situaçoes particulares, a soluçao E para a re- 
de- somente é requerida para um sub-conjunto de nõs, usualmente 
agrupados topologicamente. Este fato pode ser explorado também 
pelos métodos de compensaçao, utilizando a aplicaçao parcial dos 
fatores sobre o vetor independente. 
Vamos supor que somente se esteja interessado no re' 
sultado do vetor EW, a partir do seu elemento VÊ até o elemen- 
to VÊ , ou seja, procura-se os resultados do.vetor Em situados 
- ~ ~ nas últimas (n-i) posiçoes; entao, a aplicaçao final dos fato- 
res pode ser truncada na substituição inversa apõs o tratamento
~ do elemento da posiçao "i". 
Nos passos da tabela 3.2, verifica¬se que esta sim- 
plificação se aplica: no terceiro passo de pré-compensação; no 
quarto passo da média-compensação; e no segundo passo da 
_ 
pôs- 
compensação, com utilização do esquema B no cálculo do vetor 
compensatõrio.
/
--. 
~ 
' 
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3.4.6 - Alterações com perda dausimetria da matriz de rede 
-_ z›A introdução na rede de transformadores com relação de 
transformação complexa, torna a matriz de admitâncias nodais nu 
mericamente assimëtrica nos pontos correspondentes a suas bar 
ras terminais. ,V - 
u Esta situação pode ser simulada por qualquer dos es- 
quemas de compensação descritos. Fara tal, basta relacionar cor 
retamente as matrizes IMI e |Ay| da fase preparatória, e apli 
car normalmente qualquer dos esquemas da fase de conclusao. 
H 
' Vamos supor um transformador defasador com tap's . 
t = a + jb{'Vpara considerar o efeito de sua inclusão na rede, 
entre as barras (i) e (k) , deve-se adicionar na IYNI , a seguin 
‹i› ,‹1;› 
_ . I . 
te matriz de alteraçao: 
(1) ...;Ka2+b2) Jik .... -(afJb) dik¿,. 
V ››.-_(a+Jb) zúçv _ .à Q
V 
o ' › _ . 0 
, . u 
o
0 
Então-, uma representação de IMI, ¶Ay| apropriada para os esque- 
mas de compensação ê dada por 
v a 
J. 0 
_ . . 
M: Z I Ay: ~' 
rx) ¿ í -‹â+jb› Jik~ Jik 
(3°64) 
‹a2+b2›J¿¿~ -(a-jb› Jik 
A partir da determinação destas duas matrizes, o processo de apli 
cação dos métodos de compensação segue os mesmos passos descritos 
nas sub-seçoes anteriores. 
+^Y¡¡= l Z ` ‹3.õ3›
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3.4.7 - Agrupamento de Subjsistemas 
Os métodos de compensação podem.ser utilizados para si 
mular o agrupamento de vários sub-sistemas, em um único, ou em 
outros sub-sistemas. l _ . 
Com este objetivo deve~se proceder como segue: 
- Efetua-se uma composição diagonal dos fatores associados aos 
sub¬sistemas componentes do sistema que deseja-se formar. Por, 
exemplo para o agrupamento de duas redes, denominadas respecti- 
vamente de rede Pa", e rede "b", e cujas tabelas de fatores se- 
jam Ut D U (IYN|a) e Ut.D U (IYNlb); a composição diagonal pa 
ra este caso ë dada por: V i 
' 't 
' et e _ g 
ç 
13.65) 
U D.I_J (IYNI) =¡_U .D:U ç§|çYNI)a 
+ 
Í
~ 
` t .z 
E 
U.DU(|YNi)b,
_ 
- Assumir que a dimensão do sistema resultante, ë a soma das di 
'~ ~ mensoes das duas redes que o compoe. ' - 
- Gxufifierawfe as alterações da rede, como sendo a adição das 
ligações que unem os sub-sistemas; Para o caso acima, a alte- 
ração da rede sería a adição da ligação que une as redes "a" 
e ubu' I 
O exemplo numérico do Apêndice IV permite uma melhor 
visualização de cada um destes passos.
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. C A P Í T-U L O *Iv 
ANÁLISES DE ALTERAçõEsz AsPEcTos~coMPUTAc1oNA1s 
4.1 ~ Introdugão 
` No capítulo Ii apresentou-se,de forma Sufififitâz o pro- 
_ . , _ 
.U ~ blema das alteraçoes nas ligaçoes ou componentes da rede, apli- 
cada nos estudos de sistemas de potência. 
No capítulolll apresentou-se os aspectos conceituais 
mais relevantes no tratamento destas alterações. Neste sentido 
foi analisado: ' d . - 
- as alterações na matriz de admitâncias nodais,
~ - as alteraçoes na tabela de fatores e 
` ~. ~.. - os mëtodos.de_simulaçao de alteraçoes;- 
~O objetivo deste capítulo diz respeito a dois pontos^ 
fundamentais: V ` - ~ 
- complementar os conceitos do capítulo anterior apre 
sentando de forma similar os aspectos computacionais mais relefl 
vantes associados a cada ponto analisado. 
- com_auxilio dos conceitos do capítulo Iüyapresentar 
um estudo comparativo das alternativas imediatas ãs alterações 
A _ t _ da matriz de admitancias e dos fatores U .D.U. a ela associadas 
Na análise comparativa do desempenho das alternativas 
acima¿ adota~se quase que exclusivamente como parâmetro.de ava- 
liaçao, os esforços computacionais e os requisitos de memõria.A 
precisão dos resultados não se hxflui por tratar exclusivamen ' 
..` ,,,.›_..
f . _
\ 
te de alterações simultâneas,
~ 
4.2 - Determina ao da Matriz de Admitâncias Nodais Atualizada ,, oz- Ê U ,_. _ m cria, o o o to H 
Na atualização da matriz de admitãncias nodais , face 
' ~ ~ a alteraçoes nas ligaçoes ou componentes da rede, dois méto- 
dos sao considerados:
' 
_,..~. 
a -_O primeiro que por conveniência denominamos de 
Método l, consiste em alterar dados básicos de im 
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pedãncias ou admitâncias_primitivas, e remontã-la. 
b -'O segundo, denominado de Método 2 aplica os algo- 
”"ritmos da seção 3.2, que permitem alterar a ma- 
triz original. - 
Para uma análise comparativa entre ambas as alternati 
vas, deve-se levar em conta Vários aspectos particulares que 
serão analizados nas sub-seções a seguir. 
Â.2.l - Requisitos de memõria 
O primeiro método permite otimizar os requisitos de 
memórias, o que nao ocorre no segundo metodo, onde restriçoes 
associados ao algoritmo desenvolvido determinam comparativa- 
mente uma pequena desvantagem deste ponto de vista. 
Tais restrições são;
~ --As posiçoes de memórias inicialmente utilizadas , 
~ ~ ~ 
e abandonadas em funçao.das alteraçoes nao. podem ser reapro- 
veitadas. 
- Os dados de alterações em grupos de mütuas devem
‹ 
¬.. ..¬..
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~ ` 
ser armazenados.antes de iniciar as operaçoes. 
\«› O reflexo da primeira restrição.para as alterações si 
multãneas não ê expressivo, entretanto, para estudos que consi 
~ V derem múltiplas alteraçoes.seqüenciais requer.uma anãlisermús 
cuidadosa._ 
i O reflexo da segunda restrição aestã associado ao ta¬ 
manho e número de grupos de mütuas da rede original. Em geral
~ 
este reflexo para redes práticas nao deve ser significativo. 
Concluindo, pode-se dizer que para alteraçoes simul- 
,
~ 
tãneas, os requisitos para ambos os métodos São muito semelhan 
` z ~ 
tes; para estudos que incluam multiplas-alteraçoes seqüenciais 
uma análise mais detalhada é requerida. ~ 
4.2.2~- ¶empo%de¿processamento 
V 
Deveëse considerar o tiPO e'o nümero de ligações alte' 
radas. ' ~ «
` 
4‹2-2~1 * Alteuruâçöss de 1iásçj5_sSlsnuã9;o í‹1s911_la<1szã 
Nas seções (2.3) e_(3.2) observa-se que as operações 
envolvidas para este tipo de ligação alterada são similares pa 
ra ambos os métodos. Consequentemente, como'não se espera' si- 
multaneamente alterações de todas as ligações não acopladas, o resu_l_ 
t0 .deve ser obtido com menor tempo de processamento pelo Método 2 .
~ 
7..2.2.z.2 ~ alt ragça1'o'Hde _ligaçõegsp_ga'Ç9pladasge 
A seção (2.31 apresenta os passos associados ao Mêtg 
do l. A seçao (3.2) apresenta o algoritmo para o Método 2, pg 
- ~ 
rêm sem apresentar os passos na determinaçao da "matriz de “al
'lO3 
teração". Então, antes de iniciar a análise comparativa deveese 
_. - ~ definir as\operaçoes envolvidas 
1 
na " determinação desta matriz, 
A 
` No item (3.2.2.l) vimos que a.matriz de, altera 
ção para um grupo de mütuas ê aquela que ao ser adicionada ã ma 
triz de admitãncias originais, permite obter a matriz 'atualiza 
da deste grupo. Face a isto, uma das formas de obter esta matriz 
de alteração ê seguir sequencialmente os seguintes passos:
u 
»a ~ Formação da matriz de impedãncias primitivas 
' 
V 
([ZP]°) dogrupo de mütuas antes da alteração.
~ b - Inversão de |ZP|°,_panaobter a matriz de adm; 
A ' tãncias primitivas (IYPIO). Este passo deve 
' ser feito sem perda dos elementos de IZÊIO. 
. 
c'- Incremento em IZPIO para levar em conta a (s) 
H* alteração (ões), obtendo |ZP]l. Este incremen 
. . ~ o . W ~ to consiste_em adcionar a |ZP| as impedan 
cias próprias e mütuas das alterações. 
d - inversão de IZP|l para obter [YP|l. 
e ~ Obtenção de IAYPI = IYP|l - |YP|o. 
' 
f ~ Aplicação das regras descritas em Al;2. para 
obter 
| 
AYNQ 
H 
_
›
~ 
. Observe que o quinto passo a vigor nao define uma 
'I 
subtraçao de matrizes, e sim O subtraçao dos elementos de |Yl{*
f 
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~ 
`
‹ 
os elementos correspondentes de |Y |O. Para maiores detalhes do 
P _ 
terceiro passo, veja ref. 5.
_ 
V Nos.passos acima descritos dois pontos sao impor 
tantes destacar: 
l_~ O processo de incremento de |ZP|°, consiste em 
adicionar a este, linhas e colunas com valores 
'convenientes de impedâncias; conseqüentemente, 
o tamanho de |ZP|l irã aumentando, tanto quan
~ to maior seja o número de ligaçoes alteradas, 
e que por sua vez, torna mais significativo o 
- esforço na determinação de Iipll. 
zs ~ 2 4 Na determinaçao da matriz de alteraçao, ê re 
querida uma inversão a mais do que na monta 
gem do método lo-` 
Em funçao destas duas observaçoes, fazemos as se 
guintes hipóteses de desempenho: -
| ~ l - Se o tamanho, o número de ligaçoes e o número 
de mútuas alterados simultaneamente sao con 
siderãveis frente ao tamanho da rede, o mêtg 
do l virá a ser mais eficiente. 
2 ~ Caso contrário, o método 2 requererã menor tem 
po de processamento. 
Para concluir a seção pode-se dizer que a escolha
¡
\
f 105. 
entre os-dois métodos propostos deve ser resultante de uma anâ 
lise preliminar dos pontos aqui descritos, levando em conta as 
- .z 
características da rede em estudo. 
` ' 
4.3 -.getgrminação da Tabela de Fatores Ut.D E Atualizada 
H t Na determinaçao dos fatores U .D U., atualiza 
dos, face a mudanças nas ligações ou componentes da rede, dois 
métodos são utilizados: 
' ` 
O primeiro, que denominamos de MÉTODO l, per 
mite obter os' novos fatores a partir das duas 
aan 
operacões sedüências: atualizacao da matriz 
de admitâncias nodais originais, e.refatora- 
ção desta matriz. 
b ~ O segundo, que denominamos de MÉTODO 2, utili 
za os algoritmos da sub-seção (3.3.3). 
Na seção (3.3) vimos que na análise comparativa 
dos requisitos e desempenho de ambos os métodos, deve-se consi 
derar dois pontos principais: 
a - O tipo de alteração: adição, retirada ou al 
teraçao dos parâmetros. 
b - A localização da alteração na rede, e por cons_e_ 
guinte, no seu modelo matricial.
`l06 
. Os reflexos destes pontos são analisados . com 
maiores detalhes nas sub-seçoes a seguir. V » ' " 
4.3.1 - Requisitos de Memõria 
Uma análise preliminar mostra que Ó método l, com
~ parado com o método 2, requer posiçoes de memórias adicionais 
para armazenamento dos valores representativos, e as associadas 
á rotina de ordenaçao das barras. 
Quando a análise das alteraçoes envolve re 
tirada ou variação dos parâmetros, a análise preliminar acima é 
4... ~ ' verdadeira. Entretanto, quando envolve 
Q 
adiçao de ligaçoes, em 
funçao das posiçoes necessárias para guardar as ligações icria 
das, e que seriam minnmzadmspeka nétodo 1, este pode vir a ser 
mais vantajoso. 4 
4.3.2 - lempo de'Êrocessamento 
Para a análise comparativa deste ponto de vista,é 
necessário, além do tipo de alteração, conhecer o desempenho es 
perado do algoritmo da sub~seçáo (3.3.3). Sobre este ponto po 
~ ~ de-se mencionar, qrasob as mesmas condiçoes de aplicaçao o esíor 
ço computacional associado aos algoritmos do segundo método é 
em torno `do" dobro do associado aos algoritmos do método l.
~ Feita a observaçao acima pode-se escrever que: 
~ Para alterações que envolvam retiradas ou varia 
~ - ~ ~ oes de arametrosz o eracoes estas que nao 
. 
5' 
envolvam criação de novos elementos, deve exiâ
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tir na matriz de rede uma linha, denominada de 
"equilíbrio", a partir da qual um método torna- 
se mais rápido que o outro. 
~ ~ ' ~ ~ Para alteraçoes de adiçoes de novas ligaçoes,po 
de-se esperar que a linha de equilíbrio se des 
loque para as linhas inferiores, ou mesmo que 
V deixe de existir. ' 
Í Para concluir esta seção pode-se dizer que, a es 
colha entre os dois métodos propostos, deve levar em conta prin 
` A ~ cipalmente o estudo onde se utiliza a analise de alteraçoes, ten 
do presente os dois zpontos aqui mencionados. 
4.4 á Simulagšg de Alteragões 
4-4-l - .Â-%3š_l_,i-ss, se ossrlsilâilizêade 
Na simulação das alterações nas ligações ou compg 
nentes da rede, utilizando a análise de sensibilidade, dois ar 
ranjos diferentes de formulação geral foram apresentado no capí 
tulo anterior. Tais arranjos são dados pelas expressões (3.33) 
e (3.34) respectivamente; V
~ 4 Nesta sub-seçao a análise de desempenho de ambas 
as expressões restringe-se ao tratamento de alterações de' liga 
ções não acopladas, mm¡vez<nB af1q,Q,3@ mostrou-se inadequada
~ para tratar de alteraçoes em grupos de mütuas.
4.4.1.1 - Aspectos Básicos 
. 
- .‹ 
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Na determinaçao do estado resultante apõs alte 
rações, sejam estes obtidos através da expressão (2.33)` 
V 
ou 
(2.34), deve-se inicialmente mOntär uma matriz auxiliar. Esta 
matriz esta representada entre parênteses em (3.33), e a matriz 
de coefiuúenux; associada a (3.34) e representada em (3.36) 
A análise comparativa dos requisitos e desempe 
nho de ambos os arranjos está estritamente ligada a esta »ma 
triz auxiliar, uma vez que- os esforços e requisitos adicio- 
nais 
está 
tura 
esta 
ções
~ para ambos sao muito semelhantes. t 
~ ~ =“”“"A dimensao da matriz auxiliar da expressao 
associada ao número de alterações simultâneas e sua 
para as aplicaçoes usuais ê numericamente simêtrica. 
~ ~ A dimensao da matriz auxiliar da expressao 
associada ao número das barras terminais as quais as 
alteradas estão conectadâs, e sua estrutura ê sempre 
ricamente assimëtrica. ` 
4.4.1.2 - Requisitos de Memõria 
(3.33) 
estru 
(3.34) 
V 
liga 
Iiliíngâ 
Nos aspectos básicos acima, pode-se observar que
~ para aplicaçoes usuais em sistemas de potência o arranjo (3.33) 
ê mais vantajoso. Isto porque, os requisitos de memõria a eles 
associados podem ser otimizados guardando somente os elementos 
diagonais e acima da diagonal da sua matriz auxiliar. Em contra 
partida há necessidade de guardar toda a matriz auxiliar para 
~ ~ a utilizaçao do arranjo da expressao (3.34).
/ 
1»-cv-‹1
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4.4.1.3 ~ Êempo de grocessamento 
' A rapidez_da resposta está associada ao tamanho da 
matriz auxiliar_ que por sua vez, depende do tipo de rede em es 
tudo. Então, levando em conta os aspectos básicos, as-› seguintes 
observações em relação a este parâmetro de desempenho podem ser 
feitas: 
H 
'
` 
- Para redes da potência pouco malhadas, a matriz 
auxiliar do arranjo (3;34) terá maior dimensão 
que a do (3.33), podendo inclusive vir a ser o 
«~dobro da mesma. Conseqüentemente, nesta situaçao
~ a expressao (3.33) ë mais conveniente de ser 
utilizada.
i 
- Uma análise similar'para redes muito malhadas; 
apontarã a.expressão (3.34) como a mais' convâ 
niente. 
Então, para concluir pode-se dizer que a escolha 
entre os dois arranjos possíveis na obtenção da solução_ deve ele 
var em conta a rede em estudo, especialmente se se atribui uma
~ parcela importante da decisao â velocidade da resposta.
` 
Ã.4.2 « Metodos gerais de Çompensação 
No Capítulo 5 apresentamos Os aspectos conceituais 
~ ~ de três esquemas de aplicaçao dos métodos de compensaçao, denomi 
nando-os respectivamente de prëf.mëdia~e põs~compensaçäo.
ll0 
s _ 
Nesta seçao apresentaremos os aspectos
_ 
_ 
computa 
cionais mais importantes“ a eles associados, visando ` fornecer 
diretrizes na escolha do esquema que apresente melhor desempe 
nho relativo. ' 
7.4.2.1 - Básicos 
relativo 
Aspectos 
, 
V Uma estimativa confiável do desempenho 
de qualquer esquema de compensaçao requer um detalhado conheci 
. ç
. 
mento das características da matriz de rede,a totalidade do pro 
"hardware" a serem usados. ,cesso computacional, e o "Sofiwkme" e 
Nisso inclui-se os números, tipos e localizações das modifica 
çoes da rede e a quantidade de fases de conclusao a serem execu 
~ - ~ ø tados. Em funçao desta observaçao, e 
daanälise comparativa, os seguintes pontos: 
e Os passos e requisitos comuns aos esquemas em 
análise não são considerados. 
~ Na determinação dos esforços computacionas, so 
mente são aconsideradas as operações relevan 
tes, isto ë, multiplicações e divisões. 
. 
~ Toda a análise se efetua em torno' de altera 
ções simultâneas, ou seja, considera-se seqüen 
cialmente as fases preparatõria e de conclusão; 
Dado que estã~se utilizando as técnicas de espar- 
sidade 'dificilmente se pode associar eficientemente os esforços 
importante destacar, antes”
ao tamanho do probbèma;.portanto deve-se inicialmente definir 
lll 
certos parâmetros de avaliaçao; Assim sendo, estabelece-se: 
- SD“ = -Esforço de aplicação dos fatores 'Ut so~ 
-«SI = Esforço de aplicação da substituição in 
' bre um vetor independente qualquer. 
versa. Í
~ 
,W 4 (SD + n + SI) - Esforço de aplicaçao dos fato 
res Ut D U., ondelfl ë.o tama 
nho da rede. -' 
4.4.2.2 - Fase Êreparatoria 
NA -~ -~ A sequencia de operaçoes envolvidas nesta fase ê 
dada por: 
ai 
b.. 
C., 
Determinação a partir as expressões indicadas 
na Tabela 3.1 da matriz auxiliar IXI ou IXI, 
na pré ou põs=compensação, ou as matrizes 
1W| e IQI para a média compensação. 
Determinação,conforme a mesma Tabela, da mâ 
triz auxiliar |Z|. 
Determinação, a partir das expressões (3,49), 
da matriz auxiliar Tí
112 
'A ~ 'Requisitos de Memória 
~ ~ ' Os requisitos da pré e põs~compensaçao sao iguais, 
e comparados com os da média compensação requerem menos posições; 
Isto verifica~se na Tabela 3,1, uma vez que os requisitos diferem 
ciados para os três esquemas estão associados ao armazenamento<üm 
matrizes auxiliares descritas~no ponto "a" acima, e nele verifi 
ca-se que a média compensação demanda os requisitos para armaze 
nar as matrizes1W|e|WÂ contra uma única matrizlX¡ou]X| .requerida 
pela prê ou põs-compensação respectivamente. 
_ 
\
` 
.B + Tempo de grocessamento 
Os esforços associados as expressões da Tabela 
3.1 podem ser deduzidos a partir dos parâmetros definidos no 
item anterior, e de hipõteses sobre o nfimero e tipo das ligações 
alteradas . - 
_ Supondo que um estudo particular envolva m sal 
.-.. ._ ~ ~ .~ ' teraçoes simultâneas de ligaçoes nao acopladas, ou entao repre 
~ 4 ~ sente a dimensao de um grupo de mutuas alterado, entao, a. ma 
triz ¡M! possuirã m. colunas a partir destas, os esforços da 
Tabela 3.1 podem ser resumidas como indicado na Tabela 4.1 a se 
guir:
z
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Tabela 4.1 - Esforços computacionais no cálculo das matrizesv 
' auxiliares da tabela 3.1. 'i _ ' z 
' ra 
z . __ __.. 7 4 
_ Matrizes Auxiliares
, 
_ 
a ~ 
_ 
W~z f z* Esforço dabtmriz Matrizç 
' 
çEsforço- Z ›« 
Esquemas ~ 
'¡x[ _ m(sD+n+sI) _- l
_
2 
_ lši m(SD+n+SI) -“ 
__ 
| Ú
A 
3 ç* |W\W 
1 
HMSD) n.m2 
_ |Q| 4 
~* m.n ` 
da matriz de admitâncias nodais OBS; n = Dimensão
A 
| l 
A 
_ çDa análise dos esforços das matrizes auxiliares X, 
Ê¶|w|e[Wp verifica-se que o esquema 3 possue m SI menos esforço 
comparado com os dois primeiros. 
Nos esforços da_determinaçao|Z¶,em funçao da esparsiw 
9. 
dade das colunas da matriz[Ml,o valor m2 ë multiplicado por nino 
esquema 3, contraêxüçâäs shmfles., nos primeiros dois esquemasÃ 
Ou seja, os dois primeiros esquemas para redes práticas exigirão 
sempre menos esforço computacional. 
Uma rigorosa anãlise comparativa indica que os esque- 
mas l e 2 serao mais.rãpidos que 0 esquema 3, desde que o esforço 
~ › ,_ associado â expressao m.SI seja menor que o esforço associado a 
~_ 2
` 
expressao n.m . ° 
Os esforços na determinação da matriz auxiliar |C]_ 
~ A zu ~ Sao comuns aos tres esquemas de aplicaçao da compensaçao z conse~ 
quentemente, não sãO_analisados em detalhes. Com respeito ãs ex- 
pressões “a", "b" e "c" de (3,49) aqui somente mencionamos que 
uma análise detalhada aponta as expressões "a" e "b" como os mais
ill4.- 
convenientes de serem utilizados, com pequena vantagem da ,pri~ 
meira em relação ã segunda. Porém, aplicações particulares como 
aquelas citadas no item.3.4.l.2, e.no tratamento de grupo de má 
tuas, torna a matriz a ser invertida da expressão "a" singular, 
~‹ ` ~ i obrigando a utilizaçao da expressao "b". 
4.4,2.3. - Fase de conclusão 
_ 
A tabela 3.2. do capitulo anterior, mostra as alter
~ nativas e a seqüência de operaçoes.envolvidas na solução dos 
distintos métodos de compensação. ' 
A ,Uma análise preliminar das distintas alternativas 
permite efetuar as seguintes observações: V 
~“Os requisitos de memõria para os três esquemas de 
compensação são muito semelhantes._ Os esquemas B da prë e pôs? 
~ ag compensaçao nao exigem o armazenamento das matrizes auxiliares 
Ê¶Ou{>Írespectivamente, porém tais posições não serão reutiliza 
dos nesta fase, principalmente porque não se prevê alterações ' 
seqüênciais. ` _ ‹ 
~ Em função da observação acima, os parâmetros ana- 
lisados- neste item dizem respeito somente aos esforços computa 
cionais. Com este objetivo a tabela Â.2 a seguir apresenta os 
esforços mais relevantes associados aos distintos pontos da ta~ 
bela 3,2. ' - “
- 
- 
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fTabela 4.2 - Esforços computacionais da fase de Conclusao 
V dos Esquemas de Compensação. . . 
dÍPRÉ-COMPENSAÇÃO I MÉDIA-COMPENSAÇÃO
Q 
Pós-COMPENSAÇÃO 
' â 
l,Cälculo do vetor ' l.Determinação delh l.Determinação de Ê 
compensatõrio SD SD + n + SI 
a.Esquema As `2.Cälculo do vetor 2.Cãlculo do vetor 
2 - . _ . n.m + m compensatorio: compensatorio 
b.Esquema Br ' f2mn + m2 ` a.Esquema A 
SD+n+SI+m2 ' ' I V 2 
~ ~ n.m + m 2.Determinaçao de 3.Determinaçao de - _ 
~ Em, Em. b.Esquema B 
_ 
`. 
H 
SD + n + sI-+ m2 
SD + n + SI n + SI as _
¡ 
_ 
ff* f 7 of f' '*f' ff ffrffff f ffff ff ff fl* 
_.. 
f 
_ 
~ ~ OBS: n = Tamanho da rede e m ~ numero de ligaçoes nao acopladas 
alteradas simultaneamente ou, tamanho do grupo de mü~ 
i 
'tuas onde ocorre a alteraçao. 'ip *Nf _M_ _" L 
.~ Em-função das diferentes alternativas de solução da 
fase de conclusão, neste item analisa-se os aspectos 'computacio- 
nais associados a cada esquema de compensação, deixando a anãli: 
se comparativa entre eles para o item seguinte. 
A - Pré-compensação 
Este metodo oferece a opção de utilizar o esquema 
A ou o esquema B-para o cálculo do vetor compensatõrio. O es-
~ 
A ë mais rápido do que o esquema B, caso o produto Xt.I. quema 
exija menos esforço do que (SD + n + SI). Por exemplo, 
fatores Ut.D U da matriz läglpossuem 8.n elementos, euna so- SG OS 
(SD +'n + SI) opere com 4.n dos mesmos, então o esquema “B” lução 
torna-se mais eficiente que o "A" para O numero de alterações 'de 
ligações não acopladas ou dimensão do grupo de mfituas alterado , 
maior que 4. Isto pode ser verificado através da tabela 4.2. 
..‹¬. zw
` 'lis 
B - Mêdiaëcompensagao 
. Este esquema nao oferece alternativas, portanto, 
não ê analisado neste item. ` 
C ¬ Põs-compensagão 
_ 
A prê e a pôs-compensaçao sao extremamente seme- 
lhantes em suas características gerais. Assim sendo, considere-
~ 
se válido as observações feitas na prê-compensaçao. 
4.4,2.4 - Escolha entrezosimëtodosfdeicompensação 
A anãlise comparativa_para escolha do esquema Uque 
apresente melhor desempenho relativo deve incluir os requisitos 
de memöria e a rapidez de resposta em cada fase de compensação. 
Por conveniência didática esta análise efetua~se com 
auxilio dos conceitos dos itens 4m4.2°l,_4.4.2.2, e 4.4¶2.3 em 
duas etapas. Na primeira compara-se a prê com a põs~compensa~ 
f - 1 
çao, e na segunda o método. que apresente melhor desempenho na 
primeira ê comparada com a média-compensação. 
A -, ?t€ël"<=°_1PPânalS¶êã;9t ysursësc Pê?-Compeflsâçãe 
_ 
Estes dois métodos na fase preparatõria pedem os, 
mesmos requisitos de memória; igualmente, a velocidade da respos “ 
ta será idêntica para ambos. 
V
V 
Na fase de conclusão, os esquemas equivalentes 
também exigem os mesmos requisitos de memõria. Esquemas equiva~ 
lentes sao os dois esquemas A ou os dois esquemas B. 
V Na fase de conclusão a vantagem de um sobre o 
- ~:§›:f~- vw:
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outro está associada ä esparsidade dos vetores envolvidos _ na 
aplicação dos fatores U#.D.U._ Assim, nesta fase pode-se' ini- 
cialmente destacar as'seguintes' observações: q - 
I* com a utilização do esquema A, a pós-compensação 
~. 
ê mais vantajosa, isto em função de que a aplicaçao dos fatores 
se efetua sobre o vetor 2 originalcnm ëxmns eqxuso que o vetor 
Icompensado, sobre o qual estes fatores são aplicados na prê- 
~ _ compensaçao. - ' ' - . 
I 
- com a utilização do esquema B, os fatores da rede 
na -
~ 
sao aplicados duas vezes nesta fase.' Na primeira aplicaçao, am 
bos os esquemas o efetuam sobre o vetor I original. Na 'segunda 
a pré-compensação.o efetua sobre o vetor Í compensado, porém 
ainda esparso, contra a aplicação sobre um vetor cheio na pós ~ 
compensação, Conseqüentemente, com a utilização deste esquema 
a vanta em ê da ré-com ensa ão,
i 
9 Q . 
Concluindo, pode-se dizer que a escolha entre estes 
dois esquemas deve levar em conta o esquema utilizado na deter* 
minação do vetor compensatório.`Porêm,ciserwrsecgm para o obje- 
tivo deste trabalho podem ser considerados ambos os eanmmas com 
o mesmo desempenho, uma vez que a diferença está associada a uma 
~ ~. ünica aplicação dos fatores Ut_D U., o que em relaçao a todo o 
ne 
processo envolvido nas duas fases nao ê muito expressivo. 
B - Pósfcompensação versus mêdia~compensaçãg 
~ ‹ Numa comparaçao dos requisitos de memória, tanto na
~ 
fase preparatória como na de conclusao, observa-se que a média 
compensaçao requer mn' memórias adicionais (onde m ê dado pelo 
~ ~ _' _
i 
nümero de ligaçoes nao acopladas alteradas simultaneamente« ou
118 ~ 
, 
- . 
pelo tamanho do grupo de mütuas onde efetua~se a alteraçao, e n 
ê a dimensao da rede em estudo) para armazenar suas duas .matri- 
zes'auxiliares]w|e¶W| 
_ 
i
` 
Em relaçao ao tempo de processamento certas hipõte - 
- ses devem ser feitas. Assim: 
a - Na fase preparatória, para "m" alterações na de 
~ ~ terminaçao da matriz|Z| serao mais vantajoso os passos da pôs- 
compensação, desde que a aplicação de uma SI sobre as colunas de 
uma matriz similar e|W| requeira menos esforço que o produto 
ÍÊF Vamos supor que uma rede possua 3n fatores, e que naO E 
aplicação de uma SI se efetue n qqneções; então, o esforço pela 
, , V ..._ ~ 2 pos-compensação.sera m.n, e pela media-compensaçao m qn. Nas 
outras operações, ambos os métodos se equivalem. 
___ 
‹-‹ 
` vw ' 
b -ANa fase de conclusao, com a utilizaçao do esque 
ma A, a pÕs~compensação.serã sempre mais rápida que a média-com~ 
pensação, uma vez que esta requer m.n operações a maisfl 
- ~ 
c ~ Na mesma fase\ com a utilizaçao do esquema B, a 
vantagem de um método frente ao outro está relacionada diretamen 
~ f= ' .zâ 
Le com a determinação do vetor compensatorio. Assim sendo, a pos~
~ 
compensação será mais rápida desde que as operaçoes envolvidas em 
uma LSD + n + SI) sobre um vetor cheio seja menor que as opera 
øq
I 
çoes representadas por 2 mn.
' 
.d - Numa comparação geral (fase preparatória e solu 
çao) e de se esperar que a pos-compensaçao apresente melhor de. 
` ~ ›.z sempenho relativo. Esta afirmaçao entretanto nao ê cateqõrica, 
uma vez que seus desempenhos relativos estao muito ligados ao 
tipo de rede e ao nfimero de ligações alteradas.
.ll9
. 
Concluindo, efetua-se as seguintes sugestoes na .es-
~ colha entre estes dois métodos da compensaçao: 
- Para redes pouco malhadas, utilize a põs-compen-
~ saçao.
_ 
- Para redes muito malhadas, escolha o método a ser 
utilizado como a resultante da análise de cada uma dos aspectos 
aqui abordados” 
4.4.3. - abordagem sequencial da compensaqão 
No item 3.4.2.7 do capítulo anterior, apresentou- se 
os aspectos_ conceituais associados aos distintos esquemas de 
~ ›~‹ 
aplicação da compensação.sequencial. Nesta -sub-seçao serao anali 
sados inicialmente os "reflexos" computacionais decorrentes da 
utilização destes conceitos para grande nümero de alterações si- 
multânea de liqações não.acopladas, e apõs, nas considerações fi 
nais, se efetua uma breve análise do desempenho esperado de sua 
aplicação. À' ' . 
_ 
No mesmo item, ressaltou-se que esta abordagem tam- 
bém se aplica para alteraçoes simultâneas de múltiplos grupos de 
mfituas, entretanto, por esta ser a ünica alternativa_ em tais 
situações, não se faz uma referência direta a mesma. Deve-se ter 
presente entretanto, que as conclusoes tiradas desta análise tam 
bém. são aplicadas a estes estudos. 
Â.4,3.l - Eré-compensaq§o¿sequencial 
Este método apresenta nas expressões ,(3;53a) e 
(3.53b) duas alternativas de aplicação. A primeira, na fase de 
conclusão, não utiliza as matrizes auxiliares ]Xi](i= número de 
_ ..`_4¬ ~.
izo 
aplicações sequenciais) não assim o segundo que requer que as mesmas sejam 
mwnjdas_ armazenadas na fase preparatória. -
` 
A - Bss9;isit<>S §s;¿.@m§;riss i 
Da análise comparativa entre os esquemas de apli 
cação da compensação, as seguintes observações podem ser ressalta 
das: 
_ ' . zu
~ 'a - Levando em conta que na utilizaçao da expressao 
~ ,. .. . M'l ~ (3.53a) nao e necessario armazenar as matrizes Xi , as posiçoes 
de memõrias associadas a estas podem ser definidas para uma ma- 
triz, e reaproveitadas no_cãlculo das "i" matrizes necessárias. 
'
_ 
b ~ A partir da observação acima pode~se fazer hipê 
teses sobre a economia de memõria V, uma vez que esta ê função 
direta da.redução.obtida com as matrizes auxiliares, que com a 
utilização de C3.53a) dizem respeito â necessidade de armazenar 
Somente as 1Ci| matrizes. Vamos supor que um estudo em particu 
lar .requeira a alteração_em 20.ligaçÕes (m=20), e que em lugar 
~‹ ~ 
de utilizar os esquemas_de aplicaçaoígeral da compensaçao, adote» 
se a aplicação seqüencial em 4 passos (k=4), a redução dos requi~ 
wa ' '
` 
sitos de memõria ê funçao decme emlugar de armazenar uma matriz 
de dimensão 20, deve-se armazenar 4 matrizes de dimensão 5 (k ma
~ trizes de dimensao n/k). q 
'V 
V c - Se em lugar da expressão (3.53a) utiliza-ss, na 
~ ~ fase de conclusao,a expressao (3.53b); na fase preparatória ë ne 
Cessãrio armazenar as matrizes ]Xi} e ]Ci|, com as quais dupli~ 
‹~‹ cawse os requisitos da primeira expressao.- 
B.~ Tempo de Processamento 
V ,Uma análise detalhada das distintas operações en 
V0lVidâS nas duas fases permite para este parâmetro de avaliaçãoú efe:
f 
"\ 
.¬ _.._._..,.
l2l
~ 
tuar as seguintes observaçoes: 
_ a - Supondo que um estudo em particular sobre uma 
rede de dümmsão H envolve k aplicações seqüenciais-de (É) alte 
rações; então os esforços na determinação_das matrizes da fase 
preparatória podem ser expressa por:. ` 
4 Matrizes \§i| = m§(sD-+ n + si) 
» mz m~2 m _ Matrizes 1zi|=|(š),n1+|K.( (§)- + (E) (sD+n+sI))l 
- Matrizes |ci1=| 2<§›3 - 2(§)2 + 2‹§›| X k V 
(4.l) 
A partir destas expressões verifica-se que se comparado com os 
métodos gerais: ' 
_ 
-` 
. 
- Os esforços na determinação das matrizes \§i],per 
manecem inalterados;, ` 
V 
- Os esforços na determinação das matrizes ¶Zi|pas 
sam de trivial para a proposta em (4.l). Importante destacar a 
partir desta expressão.que; o esforço diminui com o aumento do 
número de alterações seqüenciais; e que a mesma não se aplica 
ao caso em que K_= l, uma vez que a.primeira expressão entre 
colchetes tonurse trivial e a segunda que está associada ã de 
terminação das matrizes |Pil somente se aplica a K > l. 
' ~ ~ Os esforços na determinaçao das matrizes |CiI di 
minuem consideravelmente, uma vez que em lugar de aplicar a eš 
pressão (3.49) sobre-matrizes de dimensão "m", aplica-se sobre 
k_ matrizes de dimensão (m/k). A expressão (4.l) para [Ci] cor 
responda ã expressão (3.49a), que ê a usualmente utilizada; eš 
pressões similares podem ser obtidos para as outras alternati~ 
vas. ' ` 
~-;‹« -W-
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b ~ Uma comparação global dos esforços apresentados 
em (4;l) e os esforços gerais da tabela 4.1. permite verificar 
que a tendência dos mesmos, independente do tamanho da rede, ê 
a.de maior esforço com a aplicação sequencial, especialmente 
se›o número de aplicação Lk) ê pequeno. Com aumento do valor 
de K, a compensação sequencial tornar~se~ã mais vantajosa, uma 
¡ . ~ .M vez que a reduçao.de esforço obtido na determinaçao das matri 
zes ]Ci| deve~se ser maior ãs necessárias e determinação das 
matrizes [Zi] ' . V 
C ~ Na fase de COnClusão, como- na fase prepara 
tõria o número de-aplicaçöes sequenciais ë muito importante. 
Nesta fase ocorre o fenômeno contrario â fase preparatõria,uma 
vez que o acréscimo deste nfimero introduz desvantagem no enfo~ 
- \ 
'
. 
que de compensaçãowsequencialq Esta.afirmação ê melhor visua 
lizada nos pontos "d" e "e" a seguir. .
~ 
d ~ A análise comparativa da expressao (3z53a) com 
os passos da fase de conclusão da tabela 3.2, utilizando o_es 
quema B, pode ser efetuada a partir das expressões destes es~ 
forços. Da tabelazQ.2 tem-se que os esforços das alterações 
simultâneas podem ser obtidas a partir de: 
Esforço 1 = ¡(,sD+n+sIz+m2| + (__sD + n + si) (4.z.2) 
Com o mesmo raciocínio para as alterações seqüenciais podeé 
. . 
se chegar a expressao: 
k Í V 
_ _ . m 2 ç - Esfoiço 2- (Z i):<'(E) +.(SD+n+SI)a + (SD+n+SI) (4_3) H 
'_ iv-11 . . 
- vz
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onde: ‹ .i 
V 
'
ç 
1 
.(SD+n+SI) = Esforço de aplicação dos fatores Ut.D U. sobre um 
- vetor independente supostamente cheio. - ' ' 
n = tamanho da rede '. 
m = número de alterações em estudo 
k e número de compensações seqüenciais 
Observe na segunda expressão, como o aumento do nüme 
I . 
ro de seqüencias aumenta significativamente o esforço da fase de 
conclusao. ¿ ' - 
' 
. O esforço (SD+n+SI) não ê exatamente o mesmo para as 
~ ' _ ~ ~ duas expressoes, uma vez que os vetores independentes nao sao 
cheios; porém, parâ Simplificar a análise este fato ê desconside 
radoQ i ` 
e ~ Uma comparação.similar da expressão (3.53b) com 
os passos da tabela 3.2 ,utilizando o esquema A, pode ser efetua
~ da a partir das colocaçoes: 
- Para alterações Simultâneas: 
Esforço l É (m.n+m2)+(SD+n+SI) (4.4) 
« Para alterações seqüenciais: 
' k ' . . 
Esforço 2 = (Z i) x ( (%)2+ mxn) + (SD+n+SI) (4.5) 
i=l 
`As observações do ponto "d" também são válidas neste 
ponto. 
Uma análise comparativa rigorosa entre os métodos ge 
raís e os métodos de aplicação seqüencial, deve considerar os as 
pectos computacionais tanto da fase preparatõria como da fase 
de conclusão. `En\ função da multiplicidade de combinações e pa
`l24 
^ ‹-‹ -vv râmetros envolvidos,a conclusao nao pode ser generalizada,s e 
sim obtida a partir do problema que deseja-se analisar.
~ 4.4.3.2 ~ Põs-compensaçao sequencial 
O item 3.4.2.7. apresenta o mêtodo da aplicação da 
pôs-compensaçao sequencial. Nele pode ser verificado que as 
~ ~ ` toperaçoes envolvidas sao.muito semelhantes aos da prê~compensa 
ção, exceto para a determinação da matriz |Zi|, onde a expres~ 
são correspondente em (4.l) ë substituída por (4.6): 
Matrizes Wii 
2' 
+V (Lg )__ (sn +. n + sn), k (_4.6) 
Nesta abordagem, comparada com a prã+compensação sequencial há 
uma redução.de espaço da ordem fš)2.n; com o qual, embora man+ 
tenha-se a mesma tendência, deve~se atingir o ponto em que am 
bos métodos tenham desempenhos semelhantes com menor número de 
aplicaçoes.sequenciais;
~ 4.4,3.3. - Mëdiaflcompensaoao sequencial 
` Este esquema de compensação apresenta na expres 
são.13@6l1 os passos da fase de conclusão. A seguir, seus ass
~ pectos computacionais sao analisados,'e comparados com o méto- 
do geral descrito na sub~seção.4,4.2§ 
A -¬ Bs§13iLSci§<>aS'ccc;<äã1 M@m'Õ1iië 
Para este parâmetro de avaliação, as seguintes ob» 
servações podem ser feitas¿ ' 
V
-
u
'12'5 
a - Na fase preparatõria os requisitos associados às 
matrizes auxiliares lM},fW1e|W[permanecem inalterados, uma vez 
que estão associados também ao tamanho da rede e_ao número de li 
gações alteradas, independente. de serem consideradas em forma 
ssimultânea ou em forma sequencial. ^ 
V ru . 
b - Na mesma fase as matrizes |Z| e.|C| sao influen 
ciadas pelo número de aplicações seqüenciais; consequentemente, 
' os seus requisitos são reduzidos em proporção a este número. Por 
~ f ^ ` 'eXemplo, deseja-se simular o efeito de m alteraçoes simultaneas, 
em k aplicações sequenciais, os requisitos das duas matrizes aci 
q ma em lugar de ser a necessária a duas matrizes de dimensão "m",
~ ipassam a ser de duas vezes k matrizes de dimensao (m/k).
4 
_ i`. - c ~ Na fase de conclusão os requisitos tanto da apli
~ cação simultanea como sequencial sao equivalentes. - 
B - Temp9;de<Êrocessamento 1 _ 
Para este parâmetro de avaliação efetua~se as 
' seguintes observaçoes; - 
ã 
' Na fase preparatória: 
a - os esforços associados â determinaçao das matrizes 
[WI e IWÂ permanecem inalteradosr 
b ~ Na determinação da matriz ÍZI, obtem~se redução do 
tempo de processamento, na proporção dada pela dife- 
rença de esforço obtida-pelas expressões(4fU e-@.8).
/ 
Esforço 1 = m2.n ' (ÁQH 
2 . 2 Esforço 2 = (ã) .n + |(%) + (Ê) (SD+n 
~- zw-
12 
Onde a expre55ão.(4,7) corresponde ao método geral, a expres- 
são (4,81 ao enfoque sequencial, n ê`a dimensão da rede, k 
A. número de compensaçoes seqüênciais e m ê o número de altera~ 
~z çoes que deseja~se simular. ` - ' ' 
c ~ Na determinação da matriz ICÇ também hã redu+ 
ção de esforço, na mesma proporção descrita na prê-compensa- 
ção. ' ' z _. ' * ~ 
ã Na fase de conclusão: 
Q 
d - Nesta fase, em oposição.aos vantagens obtidas 
na fase preparatória, requer-se um maior esforço com a utili- 
zação da compensação seqüencial. A proporção_em que aumentam 
estes esforços pode ser obtida a partir das expressoes (4.9)e 
(4.lO, que' correspondem aos esforços totais desta fase: 
- Para as alterações Simultâneas: 
Esfozçø 1 = CsD1+<m2+2m.n1+(n+SI) r ‹4.9) 
ã 
~ Para as alterações seqüenciais 
Esforço 2 =.SD+ (_§ ÂJ x (Ç%Q2 + 2n'. FÉ) ) + ü1+ SI) (4.lO) .i=l . TT 
onde n,m e k conforme indicação no ponto anterior. 
› 
« 
~ O significado e a observação feita pafli(SD+SI) no 
a f-‹ z ~ 1 ~ prefcompensaçao.sequencial tambem sao validas nesta aplicaçao. 
Igualmente, a observação final sobre a conclusão. ,
~ 4.4.3.4. ~ Qonsideraçoes adicionais, ` 
" Em todos os pontos apresentados nesta sub-seção
N percebeëse a dificuldade de tirar conclusoes definitivas da 
comparação entre os esquemas gerais e os esquemas sequenciaisr
à 
'l27 
Não obstante, ›estas' análises auxiliam o usuãrio a tirar suas 
proprias-conclusões em função.do problema que deseja analisar. 
r~‹ A análise comparativa do trabalho prevê somente comparaçao. de 
- ~ ~ métodos que levam em conta alteraçoes simultaneas. 
. Para concluir, uma comparação geral entre os esque 
mas de aplicação sequencial, mostra ~que a mêdia~compensação ' 
ë, na fase preparatória, mais favorecida no que diz respeito 
~. 
a tempo de processamento, uma vez que obteve~se reduçao na de 
terminação das matrizes |Z] e ICI, contra a redução associada
~ â última nos outros esquemas, Na fase de conclusao acredita -se 
que os três j são afetados na mesma proporção. 
4.4.4 - §oluçÕes particulare§ para os mêtodos_deW§imulaçã9 
Na sub~seção 3»4.3 apresentou-se as vantagens obti 
das com a aplicação dos metodos gerais de compensação sobre par 
tknflarflüxmsfipmacomumente são.encontrados na prática, Nesta sub- 
seção são.analisados os reflexos computacionais de tais vanta- 
gens, visando estabelecer o proveito obtido com a consideração 
0 _ 
de tais casos. 
Lembrando que,para todos os casos analisados, efe- 
~ ...z tuaese alteraçoes somente na fase de conclusao, e considerando 
que esta fase nao.ê responsável pelos requisitos de memõria 
mais significativas, a análise a seguir diz respeito unicamente 
aos tempos de processamento. 
4.4.4.1 - Vetor independente constante 
ñ Para esta hipõfese os passos da fase de conclusao 
estão apresentados na tabela 3.3; Os esforços computacionais 
mais relevantes associados a esta tabela são representadfls na
Tabela 4,3 â Seguir; 
Tabela 4«3 - Esforços computacionais da fase de conclusão para 
- a hipõtese_vetor independente constante zç 
PRE~coMPENsAçÃo MÊDIA~coMPENsAçÃo _ PõsâcoMPENsAçÃo 
»l. Cálculo do vetor l. ~ Determinaçao 
-deF:SD~ ~ 
cáiculó do-vg 
compensatõrio:
2m 2. 
vetor compen~ 
satõrio: ' 
Zmn + m2 
l. Cálculo do vetor 
' compensatôrio 
a.Esquema A:
2 n.m+m_ 
b.Esquema B; 
(VSD+n+sI) + m2 
2 ,Determinação Em_ 3.Determinação.de 
(sD+n+sI)' Em z - 
` _-m.n.+.SI ..V _W4__V 
Uma análise comparativa a partir dos esforços das 
tabelas 4@2 e 4Q3, " levando em conta as observações do item 
4.4.3zl ,nos permite efetuar as seguintes observações: 
* - Na prêfcompensação a redução do esforço ê da or~ 
dem m.n operações. Considerando que a aplicação dos fatores 
t - . . - . U D U para as redes praticas em sistemas de potencia requer 
em torno de 3n a 6n fatores,consequentemente, ã €C01`101'fií‹3 Qbtida- Por 
este esquema ê significativa« Por exemplo, para 5 . alteraçoes 
simultâneas a ordem de redução de operações nesta.fase se situa 
em torno de 50% dos esfor os re ueridos elos es uemas erais. Ç 9 
- Na média-compensação, fica evidente que para uma 
única alteração.não.se obtém redução de operações, o que aconte 
ceria a partir da segunda aplicação.da fase de conclusão. A re 
dução obtida ê de uma SD por aplicação, a proporção de redução 
128 
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de operaçoes é funçaQ,dQs.panâmetros.da rede, e somente a. par 
tir destes conhecimentos podeese avaliar/com auxílio da tabe 
la 4z3, corretamente, o esforço computacional envolvido. 
_ 
- Nas pôs-compensação, tanto pelo esquema A ou B, 
as operaçõesv necessárias. são.da mesma ordem que a pré~com- 
pensação. Em relação â conveniência de utilizar um ou outro 
esquema, continua válida a mesma análise dos métodos gerais. 
Concluindo, uma análise comparativa geral dos re 
- ~ flexos desta hipótese sobre os três métodos de aplicaçao da 
compensação mostra que a média-compensação é a menos favore~ 
cida, embora se comparada ao método geral,_ é _mais vanta-_ 
]OS_3.‹, ' 
4,4.4.2. ¬;Yetor¿independente>pääëfšfiäfififjçonstantez 
» A tabela 3;4. apresenta os passos da fase de con« 
clusão para esta hipótese.. A tabela de esforços associa* 
da é snmjar ä tabelar4.2, bastando-introduir' nos esforços 
da média-compensação_um primeiro passo adicional com esforço 
SD.
V 
A vantagem de utilização desta hipõtese está dire 
tamente li ada a utiliza ao da técnica do vetorees arso, ue 9 P Q 
por sua vez está muito ligada ao tamanho da rede. Assim sendo, 
étmuito difícil avaliar a priori a proporção de economia, em 
relação aos métodos gerais. É possível,no entanto, verificar 
que a média-compensaçao ê noVamente.a menos favorecida compara 
da aos outros dois esquemas.
l30 
4.4.4.3 - -Soluçoes parciais 
. Para esta aplicação, a proporção de “economia” com 
relaçao aos esquemas gerais ê funçao da posiçao onde se de o -
~ truncamento.da substituiçao inversa - 
' \ 
4~5 ~ f'1°mPara<;_ä°_<1a C9a.P@a§tai§;ã°t íërsfflrcfl Rsfatofëãaop. z 
_ 
Nas seções anteriores foi feita uma análise compara 
tiva das distintas alternativas e métodos disponíveis para o 
tratamento de alteraçoes nas redes de potência. A partir des- 
tas, escolhe-se dois metodos de determinação dos novos estados 
da rede, e analisam-se seus desempenhos esperados.
~ Os passos de ambos os métodos supoem- conhecidos, 
. . . . t tanto a matriz de admitâncias nodais como os fatores U DVU. , 
da rede original. Ou seja, nãofconsidera o esforço inicial de 
rw. sua determinaçao. 
_ 
.
~ 
. As operações seqüenciais envolvidas pelo método de 
refatoracão incluem: 
t ~ Alteração da matriz de admitáncias nodais. 
- Refatoraçao desta matriz. 
N ' _ , ~ ~ Aplicaçao destes fatores sobre o vetor das injagfis. 
~ ~ __ _ A Compensacao considera a utilizaçao da pre-com~ 
~ ¬ . pensaçao esquema A. »
_ 
Utiliza-se os mesmos parâmetros de avaliaçao das se 
çoes anteriores, porém com ordem trocada, por ser o tempo de 
processamento o parâmetro relevante na escolha entre ambos Nos 
métodos. 
‹›.‹ ›‹‹z
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4.5.1 ~ Tempo de Processamentg 
_ 
Na análise deste_parãmetro efetua-se certas hipõ 
teses simplificadoras, uma vez que sua avaliaçao envolve uma mui. 
tiplicidade de aspectos, muitos dos qxús_tem poucos reflexos nos 
~ ~ 
esforços totais. Tais simplificaçoes.serao analisadas a medida 
que sejam adotadas. . _ 
. A primeira simplificação deriva da suposição de , 
que as alteraçoes introduzidas nao modificam substancialmente a 
' estrutura da matriz original, com o qual pode~se supor que nao 
ê necessário levar em conta, na refatoração .o esforço de orde 
~ › ~ ~ N _ naçao das barras. A adoçao desta simplificaçao nao prejudica con
~ 
sideravelmente a análise, uma vez que na maioria das aplicaçoes 
deve-se utilizar os esquemas um ou dois descritos no Capítulo 2, 
que não requerem excessivo esforço computacional. 
A segunda simplificação diz respeito ao fato de* 
- que os esforços comuns não são considerados, além do que' somen 
te se aprecia as operações relevantes, isto ê, multiplicações e 
divisoes. ' - 
~ ' 
A A terceira simplificaçao deriva da necessidade de 
associar os esforços ao tamanho da rede. Com este objetivo, ini 
cialmente considera-se uma matriz de rede supostamente cheia, pa 
' ra a qual são determinados os esforços, e apos, aplica~se os fa 
tores de esparsidade. Uma análise detalhada dos parâmetros en 
volvidos permitirá um correto uso desta simplificação, de for_ 
ma a nao descaracterizar os resultados obtidos. - 
Os esforços computacionais na abordagem de refatg 
_raÇaO P0dem ser resumidos em esforço de fatoraçao da matriz 
de rede e esforço de aplicação da tabela de fatores sobre um ve
¡ . 
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tor independente. O primeiro esforço pode ser expresso por: 
. -_ n~l - ' -_ 
Efatorização = n + Z (n~j).(n-j+2)Í 
A 
(4.1l) 
j=l - s 
e o segundo por: 
E z . V _ I .aplic.fatores = nz (4.12) 
Então, odesforço total da refatoração` obtem-se pela adição de 
(4.ll) e (4.l2); isto ê.
` 
' 
› 
H. n~l 
Erefatorização = nz + n + E (n~j).(n~j+2) M;13) 
_ 
H jzl 
Observe que na obtenção da expressão (4.l3), não se considera o 
esforço de alteração da matriz de rede, isto por que, se as .liga 
ções alteradas são ligações independentes, este esforço se resume 
em adicionar ou subtrair valores de admitãncias aos elementos da 
matriz. No caso de que as ligações pertençam a grupos de mütuas,o
' 
esforço ê igual nas duas abordagens comparadas. V _, 
.... 
. Para estender estas expressoes ao caso de matrizes 
esparsas, mais duas simplificaçoes devem ser adotadas,Sao elas: 
' « 
- Não ê levada em conta a esparsidade do vetor. Es 
~ta simplificação não influencia significativanente o resultado final, já que os 
t . z . . faunesll D U sao aplicados um unica vez sobre o vetor das in 
jeções. 
~ Em (4.ll) a parte do somatório ê devida â elimi' 
nação dos elementos sub~diagonais; se esta expressão for dividi
1
3 
.z-Ã'1oâio¡‹..câ‹;z 
` ' 
Í.-3fi4\"‹'É Tí)-`¿¿. 
'Ç 'f-EÊÉÉÊÊ' 
_ › 
› 
` 
*_ T.: :Í tia ,.~_.~ - _- ¡.“¿z'Í;~.-T3*-, “ef 
da pelo número de tais_elementos obtem~se o esforço médio " . -as
~ sociado ã determinaçao de um fator U. Conservadoramente, pode-se 
_ . 
associar este mesmo esforço ã determinaçao dos fatores da matriz 
esparsa. Na prática este valor deve ser menor, portanto dizemos 
que esta hipótese ê conservadora. 
_ 
_ 
` 
V
' 
A partir destas duas simplificações e supondo- ser 
IIFE n ^' dice de elementos nao nulos da matriz de rede, a expres `O I-'À 33 
são alternativa para a refatorização pode ser indicada por: 
` 
. 
` 
H 
I1""l 
j
' 
Erefââorização = |‹n2.F.E-n›/2|. ¡ 2 ‹_n~j› (fz-j+2› 1/(nz-fz)/2 +¬FE.n2+n 
.., 
' jzl _ _ 
(4.l4) 
Os esforços computacionais na abordagem de pré» 
compensaçao Esquema A podem, por sua vez, ser separados nos esfor 
ços associados â fase preparatõria e~ã fase de conclusão. < 
Na fase preparatória os esforços podem ser s sepa 
rados e associados ã determinação da matriz ÍZI e â determinação 
da matriz ICI. Para uma rede de dimensao àn com m alteraçoes si 
multãneas de ligações não acopladas, ou sendo m a_dimensão. do 
grupo de mútuas alterado, e expressão do esforço da matriz IZI pg 
de ser dada por: 
EZ = m - nz (4,l5) 
O esforço na determinaçao da matriz ICÍ pode ser 
~ ~ ~ expresso para alteraçoes de ligaçoes nao acopladas por: 
El_c = 2 m3 » 2 mg + 2 m (4«15) 
Lú 
~›:
..l34 
e para alterações em grupos de mütuas por: 
=ç2.(m3 "' 2 m2 +.2 ITI)
i 
O esforço da fase.de conclusão pode ser._ expresso 
por: 
Econclusão = m.n ‹+ m2 +.n2 ' ` (4.l8) 
W 
A partir ae ‹4~.15›, '‹4..1ô›, <4.17› e (4.1a› O és 
, 
forço de simulação de alterações de ligações não acopladas pode 
ser expresso por: ' 
_ 
* A ` ' 
_ 3_ ¿__.2 . 
El_COmpenSaçãO ~,2 m t (m+l)n m + (n+¿)m (4.l9) 
e para ligações pertencentes a grupos de mütuas por: 
~ 3 _ ç 2_ 2 M . 
E2_COmpenSação _ 4 m + (m4l)n 2m + (n%4)m(¿L2m 
. Para entender estas duas expressões ao caso de ma- 
trizes esparsas, também adotamos a simplificacão‹mxâ desmymidamz a 
témüca‹k>vetor esparso. Com isto, esta~se adotando um limite su 
perior a estes esforços, ou seja, o tempo de processamento na 
prática deve ser menor. Resultados práticos obtidos com a utili 
zação desta técnica mostram que os mesmos assumem proporções cog 
sideräveis para redes de grande porte. 
'
õ 
A partir desta observação, as expressões "alterna' 
tivas para (4.l9) e (4.20) podem ser dadas por:
õ 
, .‹.
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representa os`esforçoS associados ã refatoraçao e as linhas 
tracejadas-representam os esforços associados ã pre-compensa4 
ção, para distintos numeros de alterações simultâneas '(linhas. 
iRf€Ií0rGS)¡ OU Õímensõeã de QIUPOS delmkmas Ginhwssuoetkxes). 
- A partir desta figura pode¬se fazer as seguintes 
observações: l d V
p 
- Para pequenas redes o enfoque da refatorizaçao É ~ 
presenta uma significativa vantagem. Mantendo O mesmo número 
de ält@râÇÕ@S e aumentando o tamanho da rede, a partir de s um 
determinado tamanho o enfoque de compensação mostra o mesmo 
desempenho, chegando até a superâ-lo. ' 
l . .
1 
- O enfoque de refatoraçao ê muito menos sensí~ 
vel ao.nümero de alterações. A compensaçãQ.com.o acréscimo ' 
deste número apresenta um razoável aumento no tempo de process 
samento. 
_
_ 
- O acréscimo do número de elementos não 
A 
nulos 
tem reflexos positivos no enfoque da compensação; isto pode 
ser visto comparando as figuras 4Ql(a) e 4.l(b). 
_ 
Cada uma destas observações pode ser melhor visua- 
. , 
lizada a partir da Tabela 4.4., onde se apresenta a V.relaçao.- 
Efatorização/Ei-compensação para várias combinações de redes 
e parâmetros. 
_ . ...¬-,...¬.._¬-
~ ~ .z- ~ 
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A 
Tabela 4.4 ¿ Relaçao esforço refatoracao/ çmfi compensaçac 
FE. .H m š 
Esf.de refatoração/Esf- prêfcompensação , 
Í 
Lig.não~acop1adas_. Lig.acopladas 
7 7 
1 
_ _ _ ___ _ z_z_z_~ z z _ _-_z~z~z_~______z_' __ __ 
50
5 
10 
15 
1 
0,39 . -f 
1 0,106 
' ¿.._,,ÀO,O398 1 . . . . . _. 
0,31 
0,067 
0,0226 
. 
100 
1.2,5 ___ __¡- .
5 
10 
15 
__ ~ zr z 7 _; A__ z ,__ _ 
1 
- 2,45 . 
0,966 
0,454 - 
2,24 
0,731 
0,298 
_50 
5 '. _. .
5 
10 
_15 
1 1,20 
~ 0,392 
_ . _ . . . _0,16 
1,03 
0,265 
0,095 
` 
' 100.-
5 
10 
15 
. 3,82 
. 
z '1,694 
.Í. _0,ss9 _ , _ _ _ , _ . _ _ , . _ , , _ __ 
3,616 
1,393 
0,637 
50 
1 7,5
5 
10 
15 
8 1,642 
1 
0,59 
._, Í_0,257_. .__ 
1,453 
0,42' 
0,159 
~ 100 
1 _
5 
10 
15 
' 
~ 4,40 
-‹ 2,06 - ~ 
_ 
1,15 _ 
4,235 
1,775 
0,874 
' 10, 50 
« 5 
*'10
4 
1,914 - 
0,735 
1,731 
0,544 
0,215 fd- ~ 15 ^ - »0,336 
_ ____T- f f -_ f-'%z___~__:___'__:__ -V-__ ___ f «Y 
= 5 
zloo 10 ‹ 2,288 
‹ 15 
Í 
4,729 
1,324 '~ 
4,566 
2,024 
1,048
) 
_ _ _ ___. _.. ,___,__ 1. _: ~___ _ _ _ _ _ _ f ~ z__~z~_ f »_f._1__f ~ ~ ~ __ ____z zzrzz _ ____ _ rÍ___ ._ _ __ _ _ 
cont.
la 4. 4 ~ Continuaçao 
fl III 
.Esfide Refatoracão /Eáf, pré-compensação 
~» Lig.não-acopladas ~. --Lig.ac8p1adas 
500 
` 
1o 
2o 
3o/so , 2,32/o,84479 - 
9,8199
_ 
4,3258 
9,3267 
3,6186 
750 
10 
20 
17,24 16,8117 
8,2826 1 47,4948 
30/75 4,716/0,02978 - - 
1000 
'10 
20 
30/100, V ~ _' 
24,75 
12,28
_ 
87,67/0,97365 
24,39, 
11,57 
500 
¬¡-z 7 ___, A' z zr 11..... 
10- 
- 20 
30/50 
11,3884__ 
5,25 -_ 
2,975/1,1828 
10,875 
4,58 
750. 
-10 
20 
so/75 
18,951 ' 
1,322 
5,745/1,2õ158 _
_ 
18,620 
8,685 
1000 
10 
20 
30/100 
2ô,533__ 
13,3879 V 
8,5638/1,3821
Í 
2õ,2õ35 
12,83 
500 
10 
20. 
30/50, 
12,8172 
õ,18191 
3,7031/1,84 
12,51õ2 
5,6346 
750. 
10 
20 
` 
3o/75,1 
2o,4381 
10,29 - 
6,556/1,70 ~ 
2o,2139 
9,8303 
10001 
10 
20 
28,042? 
14,3515 
30/100 
% 
- 9,37588/1,74 
27,8659 
`l3,9717 
v _ V _ __._._.__z _______, 1.... _ V _
' 
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z.. 
¿Concluindo a análise comparativa do ponto de vista de 
tempo de processamento, pode-se ressaltar os seguintes pontosz. 
' da - Para redes de pequeno porte há uma .significativa 
' zz ` ~ . vantagem da utilização do enfoque de refatoraçao especial- 
_ ~ ~ ~ ~ mente se considera múltiplas alteraçoes de ligaçoes nao-acopla- 
das. 
_ 
`
- 
b - Para redes de médio porte, em torno de 50 a 100 
barras, há uma certa equivalência entre ambos os métodos, estan
~ do a vantagem intimamente ligada ao nümero de alteraçoes. Na 
Tabela 4.4 para pequeno nümero destas, a compensação é supe- 
~ - rior, e para alteraçoes mais significativas a vantagem fica com 
a refatoraçao. ' 
c - Para-redes_de potência'de grande porte, os métodos 
de simulação.tornam-se muitas vezes mais vantajosos, ¡especial- 
~ 4 . mente seéxâadotac>prh¶fi@úo de nao envolver grande numero de 
ou alteraçoes simultâneas. 
d - Levando em conta as simplificações feitas,os resul 
tados da figura 4.1 e da Tabela 4.4, sugere-se como limite con- 
servador entre a utilização de ambos os métodos OO o\° do tamanho 
~ úz da rede como número de alteraçoes simultaneas. Acima deste, uti 
lizar refatoraçao; abaixo, compensaçao. 
- vw. -..‹
' l4O 
4 «S-2+ - ;13eqê1.iSJ¬'f¬¢S idas rmsmörrrais 
' Numa análise deste ponto de vista muitas variâ- 
envolVidas,entretanto as mais importantes dizem res. veisjsão
~ peito ao`tamanho da rede, ao número de ligaçoes originais e o 
~‹ número de ligaçoes alteradas. Associando os vãrios requisitos 
a estes três parâmetros, podemos propor a seguinte expressao 
para os-requisitos da refatoração: 
çRefatorização_= l6.n+ l3.kl.n (4.23) 
onde: 
' .n'= tamanho da rede
V 
'kl = ê função do número de ligações, e considera o nüme~ 
tro de elementos acima da diagonal. 
Os_requisitos do método de simulação podem ser ob 
tidos aproximadamente a partir da expressao: 
R compensação= l6.n+6kl.n+4m+6m2+2m.n ( .24) 
onde m= número de ligações alteradas. 
A tabela 4.5 a seguir mostra diferentes combina- ' 
ções destas variáveis e a relação entre as expressões (4.23)e 
(4.24). Supondo para simplificar que Kl = 2, o que implica 
aproximadamente 5 ligações por linhas da matriz de admitâncias.
\
l4l 
u Tabela 4.5 - Relação de requisitos da memõria da refatora- 
~ 
' ção/compensação ` ' 
_ REQUISITOS n - m N q N 
V iñm, Efatoraçao/Ecompensaçao_ 
E 
_ _ 
1 _ I 1,4__ . 
3° 
« 
`3 ' Z 1,16 
. ~~ 
, 
_ _.______.5. _ , _ _ , _ _ , . __1,1o__ 
_ 
_
I 
_
_ 
5 _~~ 1,05
~ l0O ‹ 10 i ~ 0,875 
. 
' 
_ 
_ ~~ ' l5_ _ _ _0,724_ _ 
- 
\ . 
* ” 30 - z 0,477 
50° 
‹ 5o -3 o,2õ5~'
A 
1 
1 ~ E~ 
i _70_ ~' 0,185 
_ ~ Concluindo, da tabela 2.5 verifica-se também cg 
mo os requisitos de memöria estão muito ligados ã rede em estu 
do, devendo-se analisar cada caso em particular para verificar 
_ a vantagem de um sobre o outro.
V 
....‹ ~ Em wmàanãlise geral, estes requisitos nao sao mui 
to significativos uma vez que se trabalha exclusivamente com
~ 
V as-técnicas de esparsidade; entao, deve-se escolher o método 
a ser utilizado quase que unicamente em função do tempo de 
processamento. 
.._ ,_ . _ ._ __, ,.,_;_,,__\¡,§.¿,_,
ÊVl42 
f\ 
C A P Í T U L O `=V 
ANÁLISE COMPARATIVA DOS ALGORITMOS 
5 .l - Introdugão 
_ 
No Cap.III e Dlforam apresentados dois métodos 
na obtenção do novo estado da rede modelada por admitáncias no ~ 
4 ,_ ~ , ~ dais, apos alteraçoes nas suas ligaçoes. Tais metodos sao: 
- Alteração dos fatores UtzD.U.e sua aplicação so 
bre o vetor das_injeções. ' 
É Utilização de método de simulaçãoo 
A análise de alterações dos fatores, como vimos, 
.pode ser realizada de diversas maneiras: alterar a matriz IYNÉ-' 
ou remonta-la; alteração diretamente dOSfatores ou Í@fätOraçãO da 
matriz |YN| previamente* atualizada. Visando escolher o melhor
~ 
› 
caminho de obtençao dos fatores modificados, foram realizados di 
Versas análises preliminares, conforme descrito nos Cap. IIÍ e IV.
~ 
_ 
Similarmente, a escolha do método de simulaçao_em 
termos de melhor desempenho relativo, foi precedida da análise 
~ - 4: detalhada dos distintos esquemas de compensaçao disponiveis. 
Este Capítulo destina-se a confirmar os resulta 
dos teóricos, através de ensaios práticos, efetuados com algorit 
mos computacionais. '
143
~ 5.2 ~ Descriçao dos Ensaios 
Para a análise dos distintos aspectos e enfoques as 
sociados aos métodos de alteraçao, foram efetuadas três grupos de 
ensaios i~ 
V 
. 
V' H' m_- 
O primeiro grupo visa avaliar o desempenho dos es 
quemas de atualização dos fatores. Com este objetivo efetua~se a 
análise comparativa dos algoritmos associados ã atualizaçao de ma 
triz de admitâncias, e a análise comparativa dos algoritmos de
~ atualizaçao dos fatores Ut.D.U. , 
O segundo grupo visa avaliar o desempenho dos diver 
sos esquemas de simulaçao. “ 
ç 
O terceiro grupo visa efetuar,a partir das avalia 
ções anteriores - uma análise comparativa dos desempenhos relati ,
~ 
vos do melhor esquema de cada grupcijalteraçao de fatores x simu 
laçao). ' 
' -' ' ' 
5.3 - Descriçao dos Prggramas Ccmputacionais 
_ 
Para a elaboração dos distintos ensaios proposto 
na seção anterior foram desenvolvidos S€iS programas computacig 
nais, conforme apresentado a seguir: ' 
~ "YBUS" 
Visa determinar a matriz de admitância nodais pa
f 
ra redes com ou sem ligações mutuamente acopla 
das. 
_ 
- 
.
c 
O algoritmo utilizado por este programa consiste 
~' ' » . .-.».f,¬«,, ,¡¡
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.-‹ 
na implementaçao computacional dos conceitos e 
expressões apresentadas na_seção.2¿3e nalçfindfixâí. 
'nLTYB" 
_.....í.._....-. 
Permite atualizar a matriz de admitâncias ¿no 
dais apõs alterações nas ligações da rede. 
O algoritmo utilizado por este programa consis 
te na implementaçao dos conceitos e expressoes 
da seção 3.2. _ V 
"FATORI" 
.._.___.._...-._-.-. 
Permite fatorar a matriz de admitâncias nodais, 
ou seja, determina os fatores Ut.D.U associa 
dos a Y da rede. _V ' N . 
Pressupoe-se que estejam armazenadas na memõria 
os vetores representativos da matriz da rede; Ê 
opera fetua-se seqüencialmente as seguintes 
~ _ çoes: ' 
- Ordenação das barras segundo o critério de or 
denação número 2 descrito na seção 2.4. _ 
- Determinação dos fatores Ut.D.U, utilizando 
os passos descritos na sub~seção 2.43 e no 
Apêndice III.” . 
"ÀLTFA" 
Permite obter diretamente os fatores atualiza- 
dos a partir da implementaçao das expressoes png 
postas na seção 3@3.
l45 » 
›~ "CQMPEN" 
_ 
g 
VV 
Permite simular qualquer dos esquemas de compensa 
ação apresentados na sub-seção 3.4.2. . ` ~ 
Na determinação da matriz 
| 
C] , permite as duas 
.alternativas descritas em (3.49a) e (3.49b). Na 
fase de conclusão qualquer dos esquemas descritos 
na tabela 3.2.' 
i 
_ 
_' 
.
q 
‹ ~ "soLUc" . __ 
~Permite determinar a afluçàõ da relação linear I-= 
, ~ `.._ 
_ |YN|. E, apos alteraçoes na matriz IYNI. _ 
Não utiliza algoritmo adicional, e sim agrupa num 
~ ünico programa os algoritmos computacionais dos 
programas ALTYB e FATORI. 
5-4 - Passçriçãs _€9f-_ Møadâieâ se Rede 
. NO Õ-<2S€I1VOlVi1¬fl@HtO dos distintos ensaios foram utilizados 
cinco redes básicas. A descrição e os componentes de cada uma de 
las ê dada por: V . _ . 
- REDE 1 - 
Similar ao sistema COPEL-81, com dados de impe 
. z _ dância de sequencia zero. 
_ 
A rede esta composta por: 
- 90 barras 
- 
- 293 ligações
al46
V 
_- 17 grupos de mútuas 
_ ~ , ~ Os tipos de ligaçoes basicamente sao: 
~ Linhas de transmissão ' V V-- 
- Transformadores de 2 enrolamentos 
- Transformadores de 3 enrolamentos 
~ Reatores V 
gana 2 
Derivada da rede I 'e composta por: 
~ 80 barras 
_- 197 ligações' _ 
- 1 grupo de mütuas* 
REDEH3 
Derivada daredel e composta por: 
~ 70 barras ' 
- 188 ligaçöes . 
- l grupo de mütuas 
V 
REDE 4 
Derivada da rede l, e esta composta por: 
- 60 barras 
A~ l6l ligações 
~` 'l grupo de mütuas 
_.. _`¬_
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‹REDE 5 
........__@_..~.~ 
Derivääa da rede l, e esta composta por: 
- 50 barras - 
- 140 ligações 
. 
- l grupo de mütuas 
Para todas as redes a partir da segunda, os tipos 
de ligações são similares ã rede l. ' ' 
5.5 - Sistema de Processamento de Dados 
Os ensaios foram efetuados com apoio do computa 
dor IBM-4341, sistema CMS, implantado na Universidade Federal de 
'
~ 
Santa Catarina, utilizando-se como veículo de comunicaçao os ter 
minal IBM~0C3f3278-2 do Departamento de Engenharia Elétrica. Usa~ 
se como linguagem de programação, o FORTRAN~IV~G." 
5~6` - šarãmsëfo se èyaliasëte 
Como se utiliza,nos programas computacionais de 
senvolvidos, técnicas de esparsidade, os requisitos de memõria 
para qualquer dos métodos analisados nao É um parâmetro -deter 
minante. Assim sendo, a análise comparativa realizada neste capí 
tulo se pauta exclusivamente em termos de tempo de processamento.
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5.7 ~ Determiqação dosWFatoresuQÊ¿Q¿U; êtualizados 
Nesta seçao descrevem~se dois conjuntos de testes 
computacionais. O primeiro associado ã matriz de admitâncias, e o 
segundo, aos fatores Ut U D. Este ültimo deve' estar obrigatoria~ 
mente precedido do primeiro, uma vez que o resultado deste deve 
ser utilizado como estágio inicial do segundo. 
5.7.l - RemontagemífyersusfvAtuali§ação'de IYNT' 
~Compreende um conjunto de ensaios que visa avaliar 
o desempenho de ambos os métodos para distintos dipos de altera- 
ções. ' 
5.7.1.1 ~ Suporte_da Pesquisa 
' 
un 
Utiliza~se os seguintes programas computacionais: 
- YBUS ' 
' ~ ALTYB 
5.7,l.2 ~ Modelo de Rede 
Utiliza~se a rede 1. 
5.7.1.3 ~ Metodolooia _ 
Em Vistas a awfliaçao de ambos métodos frentes a 
distintos tipos de alterações foram executados os seguintes en- 
saios: 
a ~ ENSAIO l 
._.._....._.--..___...-_... 
Orientado a verificar o desempenho relativo de 
,,. 
-~ ~ A. 
ambos metodos, para alteraçoes de ligaçoes nao~ 
acoplados, V ' Ç
seguintes passos: 
.-
t 
¿l49 
ENSAIO - 2 __.._.*.;í.__. 
Similar ao primeiro para alterações de liga- 
çoes acopladas. ` 1 - 
ENSAIO “ 3 _._.í_.___.-_..-__-¬ 
Orientado a verificação do desempenho de ambos 
métodos frente a alterações tanto de liga 
ções acopladas) como de não acopladas.' 
rês ensaios acima incluem seqüencialmente‹ os 
Montagem através do programa YBUS da matriz 
IYNI da rede original, computando-se o tempo 
de processamento. ^ 
V ~ ~ Introduçao sucessiva de alteraçoes, computan 
do os tempos de processamento com emprego 
- do programa ALTYB. 
Alterações dos dados originais de forma a 
considerar as alterações na rede e remonta~ 
se a matriz ÍYN| Computando-se o tempo de pro 
cessamento. Este procedimento efetua~se so
~ 
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mente para a primeira alteraçao e 
para as mais significativas.
  
5 7.l.Â - pescrição das aiterag§es« 
terações introduzidas em cada um dos ensaios do item 5.7.1 
Os quadros 5.1 e 5.2 apresentam a descrição das al- 
Quadro 5.1 -VDescriçao das alreragoes do ensaio lfie 2 
ENSAIO - 1. _ .
A 
ÍTEM NÚMERO _DE_ z_TIPo DE LIGACAo^ i ' " ALTERAÇAO ' ALTERADÁ
i 1 1" L;I. 
ii N 'C' H H I 
iiii d t¬ H 
.ÍLV 
___* _ 7 ;__- __¬ ___ _ _ _
m H H
V Q 
ší oww ff? H`H ___ ___ ______i____ _ _ ____ ¬ _:_ __ _ 4 
WV
7 
1L-z viih_ Q Ú `H viii 09 É H 
ix 9 F . H E _a 
_?
í 
_ë Í "lu . L.1¢ 
_äl P w É . H 
Xlà H' ox F H "xiii 
xiv 
N>h* 
c>m t*ö P 
__f'__`l_~,_"_ ______ _ __ _ _ 
ENSAIO ~ 2 ` 
dxv 1._› O Q
L 
V xvi Í N
. 
QP 
aúz Í' '"
d 
. ~_ _l 
xvii C 3 
"Xviii ULà\» 
cio Kkš 
_ * _ z_;._...__._ »=.»___ __ ff _ _____ _ ....... __ _- __ ff" - 
` ‹z o 
'xix' 
Q Q F 
xxi Q o F 
"xxii W ll o Ê 
xxiii G *"ZdZd]_4 d *¿z"z -Ígzd ;;_.
Í 
XXÂLV GÁ Éig 1] i{ 
OBS øe
O
H 
3
H 
~ .-_, _Ligaçao_nao acoplada,-U a__- 
Grupos de.Mütuasz 
.3. ~
‹ 
- -¬¬‹--¡ z‹.vz~
z
'l5l 
Quadrø 5~2 ~ .1ä§â_ê9,ri_§ãø_;9‹1S___ê1li¢sr_êâçõ¢§_ d°,._;snêêti2,f Ã 
~. ~ 
~ 
‹ 
' OE ITEM mw _ Mm*ÊÊMERQtDE»ALTEg§ç_ Êm_ tpm__ ALTERAÇÃO DE ALTERAÇÃO DE 
W _,_¬ WH`L¿I¿ H 
` §.M. __ 
l . í ~ 1 
ii › 2 2 
iii . 5 . 3 
_ _ _ _ ,__1___ ___ ___ _ ______ ______ 
iv 10 4 
v 16 . . 7 
O vi 20, 
A
9 
OBS.: Para o significado de L.I. e G.M. veja 
Qgâëro 5- _ 
\ ` › 
5.7.1.5 f Apresentagao dos resultados 
~ As tabelas 5.1, 5.2, 5.3, 5.4 e .5.5 apresentam os 
tempos de processamentos gerais obtidos nos distintos ensaios. A 
figura 5.1 mostra as curvas associadas a estes tempos. 
' 
_ 
4 A tabela 5.l apresenta os tempos associados â monta 
gem da matriz.|YN| original, a partir dos dados das ligaçoes da 
rede. ¡ 
ÊaQelafi5,L ~ Êempo de proçessamento de programa LYBUÊ 
DEscRIçÃo Dos ITENS INCLUÍDOS Tempo 
pN0rBR0CESSAME§Ê0_ W W W z._ isês) 
‹ I 4
_ 
. 
%
7 
LEITURA DOS DADOS DE ENTRADA 6 5 
LrITURA + EXECUÇÃO 6 5 
nv'-'fc
“ .
ú 
,` 152' 
=L. 
. A Tabela 5.2 ê similar a Tabela 5.1, apresentando, 
os tempos associados ao programa de alteração da matriz |YNÍ,` 
com uma ühica alteração em ligação não acoplada. O item ”leltu 
ra dos dados de entrada", inclue a leitura dos vetores represeg 
tativos, leitura dos dados básicos dos grupos de mütuas, e os 
dados de alteração. - ° -~' 
Tabela 5.2 t ¶empos de processamento de ALTYB 
DESCRIÇÃO.DOS ITENS INCLUÍDOSA TEMPO 
NO PROCESSAMENTO - z (Seg) 
LEITURA DOS DADOS DE ENTRADA. 0,64 
LE1TURA.+ EXECUÇÃO 
i 
› 0,-67 
_ 
A Tabela 5.3. apresenta os tempos de leitura de 
dados de entrada e de execução, para cada uma das alterações 
do ensaio-l.
Êabe lf=1,75zâ - Tsylpâsês dos,s1@r<>,<=f<z=â§=›Sfâãâsont9.,,,<ã@;__>fJ%US1.L;@_,šèflëâ
f 
- NÃO-ACOPLADAS « ~ z z- z 7-6, 0 .. 
7 ALTERADAS ' 7 ALTYB . YBUS 
' N? DE LIGAÇQES TEPO DE PROCESSAMNTO (Seg)
l , 0,67 6,57 
fé 0,66
3 
7” 7 
0,66
4 0,65 
_' 5 -_ 0,71
6 ' 0,68 
- 7 
` 
0,67 
* 8 0,68
9 0,69 
10 ` 0,75 7 6,71 
'13 0,78 F ~ 
" ` 16 0,75 
'I 
Vls ' 0,74 
Z 1 
I 
20 _o,7õ 6,74 
A Tabela 5.4 ê similar a 5.3 apresentando os tem~ 
pos associados ao ensaio-2. 
15 3
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Tabela 5 Líe- Êâmpvã'dewprocesëam¢§E9,ê@1YBUã.¢ ALTYB 
NQIE GMEÚS DE TEMPO DE PROCESSAMENTO (Seg) 
'múnfls Aummvmns e~ W 5 5 ¿e~ Wfzz~W ~«» ez 
Ammve YBUS 
1 0,73 6,57 
2 0,87 
3 1,04 
4 1,05 
' 5 1,09 
r'_ 7 
_ 
1,33 
fz, _11 _ _
¡ 
9 
' 1,59 
11 2,06 
' '> 1 
2,28 14 
17 2,7õ'. 
`
. 6,58 
- A tabela 5Ç5. 
~ do ensaio~- 3. obtidos com as alteraçoes 
apresenta os tempos de processamento 
5Tebela 5.§ - TemQos.de processamepto Qe YBUS e AQÊXÊ 
77N9 DÊ ALTERAÇÕESÍW 
7 
TEMÉO DÊ PRÓcEssAMENTo(segí
' 
. 1L1GAÍõEs 
7 ÍGRUPQS 
«Nêp»AÇ8PLADAs ,DE Müwugg ALTYB YBUS 
0,92 1 1 
í W 
A 
2 1 2- 
7 
5,94 
,_ 1,05 5 
7' 
3, 
lo ,Í 4 í 1,25 
*W fi 
16 7 
7 
1,74 
20 9 
I 
2,55 6,59
í 
«~ 
¬›‹.....
'I'"P 
lí; 
~
_ 
Sl 
4+ 
2L 
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* A figura_5.l a seguir apresenta curvas comparati 
vas com os tempos obtidos em cada ensaio. Nela: 
' - A curva I está associada aos temnos de ensaio-1 
'- A curva II está associada ao ensaio¬2_ ~ 
- A curva III está associada ao ensaio-3 
V 
Nesta figura assume-se que a montagem da matriz 
IYNI ë constante, o que nem sempre acontece. Por exemplo, se 
cada uma das alterações descritas envolve somente retirada de 
liqações, a tendência do tempo de processamento seria diminuir 
com o aumento do número de alteraçoes. 
.(Seg¿)_~ _ 
7% _ -Montagem da Matriz |YN| . Í 
‹L_. _ _ .»_=i_~.z_f..z__z_z:.z-_»_~=.__ _- ~:_ez_...__ .,._..._ .__ z_A_._l_ :___ __~'z 
:=f_z,__zi.¬..__¬_. f _z:._ _ -__ -:zz . . ziff' ' W - v
...›
i 
I
\
\ 
› 
_ _ 
._.___z_z.4.,_ __;..-.Y-4. + -__z_ _~zz._¿._._-;,_;....»-._-¢_ -___ -;.z _z'~!f~zf‹¬‹,-----›‹fi~;¬_;.z¬ V 4 f »~~4'_¬zz~›|'_zzzz-›=zz f+¬ ~{É:> 
. . , 
,
‹ 
2 _ 4 
¡ 
6 S8 10' 3.3 11618 20 N<.>L.I 
‹ 
' 
;*
â 1» .3 5 7 9 '11 '14 '17 ‹N<.><;°M. 
l+l '. 5+3 10+4 16+7 20+9 Ne L,I+G,M,
~ N9 de ligaçoes alteradas 
Figura 5.1 - Gráfico comparativo dos tempos de processamento: 
` Remontagem x atualização de YN « _ _: ,_ « ~ ¬
› 
* 
_ 
. 
- ‹II(Ligaçoes Acopladas) 
- / A 111: Lig Ina. 
A _ ~ 
~ 
~ 
sf 
¬ ñ __,___i»~ -~“'¬ A Lig.A¢‹>p. 
lí ÍÍÍÍ "`”ÍÍÍ"ÍÍ ~ _ z z 1<Izi‹â-nã<>` Aeon 
_.,`..,.-_.¡
Q 
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SJ-1~6 - šrwälise des r<1fld_°fz dêooosliâroaâfzsost 
Na escolha das alterações procurou-se incluir to 
das as alterações possíveis de ocorrer numa rede qualquer, as- 
sim tem-se; 
- Na alteração "i" adiciona-se uma linha de`transmissão; 
~ Na alteração "ii" adiciona-se uma linha de transmissão e si¬ 
multaneamente retira-se a outra; 
~ "iv" retira~se um reator;¡ - Na alteraçao 
- Na alteraçao "ix" adiciona-se um reator; . 
--Na alteração "xi" retira~se um transformador de três enrolamen 
tos; »~ * . 
"xii" adiciona~se um transformador de três enrola~ - Na alteraçao 
mentos; . 
- Na alteração "xv" retiraese uma linha mutuamente acoplada; 
"xvii" adiciona~se uma ligação mutuamente acopla~ ~ Na alteração
~ da a outra ligaçao pertencente a um grupo de mütuas; 
~ ,- ~ - Na alteraçao "xviii" retira-se a mutua entre duas ligaçoes aco 
pladas; 
V
' 
- Na alteraçao “xxi" um novo grupo de mütuas ë criado; 
- Na alteração "xxii" inclui-se alterações que aumentam a di 
mensão da matriz de rede. ' « 
OBSERVAÇÃO: alteraçoes que envolvam a eliminaçao de barras, faz 
aparecer elementos nulos na diagonal da matriz IYNI. 
Este fato deve ser considerado ao incluir a rotina 
dentro de programas particulares. V 
,.f 
_.. ,¡...
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5.7.1.7 - Conclusões_ p 
_ 
_ 
~Da análise dos resultados obtidos nos distintos en- 
saios'pode-se`concluir: 
~ ' ~ »» ' ' - Nas alteraçoes de ligaçoes nao~acopladas, o má 
- todo de alteraçao de matriz original apresenta 
rã melhor desempenho relativo; ou seja, o tem 
. po de montagem da matriz de admitãncias nodais, 
V 
da rede original, ou pôs-alteração, ê considera 
‹velmente maior que o-tempo obtido por Iintermê- 
dio do programa que altera diretamente esta ma 
*”"triz; isto ê melhor visualizado a partir da com 
\ _ 
paraçao na figura 5.l, das curvas I e de monta~ 
gem da [YN|.
' 
- Comparwxk›a auwaII‹xm1a curva de montagem da 
. Y V U - » . “ matriz pl N] nmsüxwse que ha tendencias para um 
ponto de equilíbrio _entre os tempos de processa 
'mento de ambos métodos; entretanto, este ponto. 
não ë atingido em função da pequena dimensão dos 
grupos de mütuas (2 ou 3 elementos). O tempo de 
lequilíbrio refere~se a uma condiçao de alteraçao 
onde ambos os métodos mostrem desempenhos simi~ 
lares. 
- A curva III mostra um comportamento similar rã 
curva II., consequentemente a conclusao da curva 
II também ë válida para as alterações que origi- 
naram a curva III. 
,.¡. _. l. .¿_..; Í _- , ø _ .,...,.T,.,_.y,-_;
J 
5.7.1.8 - Diagrama de Blocos 
REDE DRIGINALD ' 
!'"“35;;_"15"óé§À5z¢(3ê**õA fimâfzz DE ¬« ea «A ea «A _
Í 
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VETORES REPRESENTATIVOS 
.ú»._;_ _ _ Y; _.___.,_ .__w__ _ .Í - zz...
~ DADOS DE ALTERAÇÕES 
` ASIM A ~ ¡~- _ »----~"~«-<;` REMDNTAGEM /z 
“mm ._~mM.;`Wm'.MM~uY“.~NNM`x_W.M~;_ 
_ 
_ \ _ Z/ _ 'IPTUNHZÂÇAO Dos DÁÍHW *' N 
Dos“oR1G1NAIs~
&
\ 
JMDNTAGEM DA IYNI _ _ 
NAD' 
¡Aa.___£__ , . ALTERAo;o\\\`\\\#m NÃO 
FIM 
) 
EM G.M'/Ezz/” ““““"““ 
Km... 
E 
, 
A / 
E SIM 
_p
J 
_ 
Fluxograma 5.1 ~ Seqüência de 
'matriz .|YN|
2 
,.¬_.,..,.._.L¬zaz.-...M. ,..._..,.__..;___.m_ . Y - 
ARMAZENAMENTO . ALTERAÇAO Dos 
Dos DADQS DE. VETDRES 
“AÊTERAÇAO EE§§E$ENTATIvog 
E 
A 
á[\ A 
FIM N"'Q /,//ÉIÉÊISTEA ._A,““”“ » ALTERAÇÕES coE,,f 
G.M /zff 
_ 
"yV››//
. 
SIM 
é- =›z.‹. ~›-- --‹~__,_¬___. A . _ _ _ _ _
~ ~~~W»m»» ALTERAÇAD Dos VETDRES 
_REPREsENTATIvos 
operações na alteração de
- l59 
Os dois primeiros blocos do diagrama dizem respei 
to aos requisitos iniciais de ambos os métodos. 
No bloco de atualização dos dados originais, este 
. 
V
/ 
processo não se efetua de forma automática, e sim' modificando 
'os dados antes do início do cômputo do tempo de processamento.
~ 
p 
No armazenamento dos dados de alteraçao dos dis
' 
tintos grupos de mütuas, adota-se uma composição vetorial seme 
. lhante a descrita para O fluxograma-da -figura A2.4 do Apêndice II. 
. O algoritmo de alteraçao dos vetores representati 
~ ~ ,. vos em funçao das alteraçoes dos grupos de mutuas, aplica suces 
\ sivamente os passos descritos no item 4.2.2.2r
' 
5.7,2 - Refatorizacao daLÊNj"Versusbaldnaçaomdos fatores Ut.D,Q 
- Este conjunto de testes computacionais visa anali 
sar o desempenho de ambos os métodos na determinação dos fato- 
res Ut`D U atualizados para diferentes tipos de alteracÕes° 
V Para facilidade de referência, reutilizamos as 
denominações de MÉTODO l e MÉTODO 2 adotados na seção 4.3 para 
~ , .~ 
o enfoque de refatoraçao' e alteracao direta dos fatores, res 
pectivamente. ' 
5,7.2.l - Suporte da pesguisa 
Os seguintes programas computacionais: 
- ALTYB 
-- FÀTORI ' 
- ALÍTFA 
...`«...»
' l6O 
'5.7.2.2. H Model o de rede 
H Utiliza~se a rede.l, 
5.7.2.3, - 'Metodologia »` 
O oofixivo dos.testes_ está orientado a verifi~ 
- car o desempenho de ambos métodos frente a distintas hipõteses de 
alterações; assim, os seguintes ensaios serão realizados: 
a ~ Ensaio l: Orientado â análise de alterações introduzi 
. _ 
das em posiçoes aleatõrias da matriz IYN 
lb ~ Ênsaio 2: Destina-se ã análise de alteraçoes introduzi 
das em forma aleatõria, além da variação.de posição na matriz 
|YN{ da-primeira linha alterada. - z -
` 
c - Ensaio 3: É similar ao ensaio 2, porém escolhendo-se 
_. ,... cuidadosamente as alteraçoes de forma a minimizar a criaçao de 
- novas ligaçoes. - . 
- d ~ Ensaio Orientado â análise de alterações que impli~ 4: 
quem em aumento da dimensão da rede, para tal introduz-seiç alte~ 
' rações que implicam em aumento da dimensão da matriz de rede, na 
~ 4 ~ mesma proporçao que o numero de ligaçoes alterados. 
..-¬.. 
_v- “tv
5,7.2-4 - QgSÇrig§9 da? filtêäaçëêã 
,Â-“_ 
` Inclui-se para cada um dos ensaios as seguintes al 
teraçõesz 
a›~ Ensaio~l:
I 
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O Quadro 5.3 apresenta a descrição das alterações 
introduzidas para este ensaio.
4 
Quadro 5,3 ~ Qescriça9_ 
fatore S 
la 
Ut.D.U. 
as alteraçges na atualizaçao dos 
NÚMERO DE ALTERAÇOES i 
ITEM “ *ÀLTEÊAÇÕEsWbÊ'idALTERAçõEs ÚE 
1 
L I. G M
i 2 
ii 4 
_ 
_ 
iii 6 ._ 
iv 8
V 10 ._ 
r vi l
i 
' vii Ú 2 
viii 3
, 
ixo 3 ç l
X 5 
w 
7 
I 2 
1 _ _ 
G.M = Grupo de mútuas 
çOBS: L.I = Ligação não-acoplada ._
,W
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b -.En§aio~2; 
' \ . . 
- 
_ 
Neste ensaio, adota~se o ponto "x" do QUãärO^543« 
variando a posição da primeira linha alterada a partir da li 
nha 5 até a linha 80, adotando-se um acréscimo de 5 linhas 
por cômputo de tempo de processamento. ' 
c ~ Ensaio-3: 
Similar ao ensaio anterior. Escolhe-se a altera 
ção do ponto "V", variando na mesma proporção a posição da 
primeira linha alterada. 
d - Efisáiö~4z 
O Quadro 5.4 apresenta as_alterações introduzi~ 
das neste ensaio. V V - V 
Quadro 5.4.» Qescriçao das alterações do ensaio-4 na atuali-
~ gaçao dos fatores Ut.D.U. '
' 
NÚMERQ DE LIGA oEs ITEM¡ ;_ Nao¡AcoPLADAs? W pf 
hi 5
Í 
_ __ ,Ú__ J › 
11 10 .¡ 
iii V i5
Í 
iv 
Í 
i 
Í _ 
20 Í 
Cada item do quadro 5.4 implica em aumento da di 
mensão da matriz de rede, igual ao número de ligações altera- 
das
` l Leitura de dados de entrada' V 0,64 
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5 > 'I - 2 45 ~ Vêpàsâerêêêçãø §9§_ reâ*~ê11«t'adeâ 
.~<, 
Inicialmente apresenta~se os tempos gerais obti 
dos para ambos os métodos. Apõs, os resultados de cada en
' 
saio são apresentados em tabelas e gráficos comparativos. 
v
4 
A tabela 5.6 mostra os tempos de processamento 
para cada um dos passos do método de refatoracão, conside
' 
V rando uma única ligação alterada. 
'
` 
Tabela¿5.6 - Tempos particulares de cada passo do método 
~, 
' de .refatorizagao - 
~ ITEM DESCRIÇÃO nos PAssos p _ 
_, 
_ 
_ _ Í __ ¡____
, 
.2_ › item ll + alteração da 
_ 
O ,67 
_3 
A 
,item 2 + ordenação das barras 
' l,08 
4 item 3 4+ remuneração das barras l , 15 
V 
5 -item 4 + fatorizaçäo - 1,35 . 
- O passo indicado como leitura de dados de entrada inclui a 
leitura dos vetores representativos, os dados básicos dos 
grupos de mütuas e-os dados de alteraçao. 
¡
_ 
A tabela 5.7 ê similar a 5.6 representando os 
tempos associados ao programa ALTFA, para uma única altera» 
ção da ligação não acoplada, situada numa linha intermediš 
. ria da matriz IYNI.
'
'
9 
Ãebelêiäl ~ .ílismpvrêssoocicado âeiipfceøfêmël 1\L';PFê 
DESCRIÇÃO Dos PAssos V TEMPO ' 
z j;,1Ç; _`i_;i;.o_f _ cães). z¬.r_«.. 
Leitura de dados de entrada ~` 0,68_ 
z-.z 
Leitura de dados + atualizaçao 1,91 
' dos Fatores . . V E 1 
1 
164. 
A leitura dos dados de entrada inclui os mesmos valores. lidos 
para o método anterior. 
A seguir são apresentados os resultados obtidos em 
cada um dos ensaios. Os tempos registrados incluem os passos 
das tabelas 5:6 e 5.7 conforme as variäve 
*5.7.2.4. A ssim, tem~se: z- 
is descritas no item 
. a) Para o ensaio-1: Os resultados obtidos com o emprego 
de ambos os métodos está apresentado na tabela 5.8. Para 
lhor visualização dos desempenhos, a figura 5.2 apresenta 
curvas traçadas a partir destes resultados. 
me” 
8.5 
¶abe1a_5.8 -.gempos de processamento obtidos no ensaio-1 
Ne DE ALTERAÇÕES _ 
5 
ld ÍTEMPO (ség) Í 
11@@w%§%%ÃÉmmws`mwmsfämmumpimfi@p1_ mmmpz 
-. :___ __;,_,_ _ '-_l_ ,V _ , ,_ 
3 
_ 2 1,35 1,91
4 
, H 1,,
Í 1,33 1,92
6 
1,37 2,62 
p
8 1,37 2,15
I 
1 10 1,44 2,32 A r_T _f _ 1 '1 1,42 0,94 
_ 3 2, 3 _ 1,56 1,51 
%
. 
3 1 1,73 2,79*
3 
_ 
l 
_ir 
1,52 2,64
5 2 1,54 2,77 I
- 
V 165 
*-3 
išvvø 
`(Seg°) 
_ 
Legenda; . . 
Curva I - Refatoração 
L 
I I 
- 
I /L/X.--1 
_» 
¬ zz ={~zz¬f--z ›-4 zzzz -~'~‹ z-4 ---- -:W --f--‹--_¡zzz -~¬ -zz'_+zz‹ z.zz.._.;fzz.z~ z.=;zz.z fzs
› 
'l 4 6 8 10 l 2 3 3+l 5+2 
LI LI LI LI LI @'Í GM ` GM, LI-i-GM LI+GM _ 
_ 
. 
V 
` N9 de alterações 
Figura 5.2 - Gráfico comparativo do tempos de atualizacao 
dos_fatores Ut-D.U., apõs distintas alterações 
das ligações da rede.
V 
_ 
A figura 5.2 apresenta duas particularidades; que~ 
Sãoz' 
_ 
› 
'
' 
_. 
- O método l ou de refatoração apresenta enxgeral-significa~ 
tiva vantagem, exceto para alteraçoes em l GM_e 2 G, que mostram ma consids 
râvel redução do tempo de processamento do método 2. -I 
- A queda brusca do tempo nos pontos mencionado ê 
devido ao fato de que a alteraçao considerada neles ocorre em 
grupos de mútuas cujas matrizes de admitâncias estão situados 
nas últimas linhas da matriz IYNI da rede geral. - 
` Concluindo, o ensaio~l permite verificar a grande 
influência na escolha entre as duas alternativas de atualiza~ 
.ção dos fatores Ut D U de variáveis tais como tipo de altera 
' Curva II- Alt.direta de fatores 
---_-fg... TF.
l66 
~ ~ ~ 
' ' 
çao e a posiçao da ligaçao alterada na matriz de admitâncias 
UOÕâiSz C0n5eqU@ntem@nte‹ uma análise mais detalhada, deve in 
cluir esta observaçao.f ~ - - 
* b)~ ” i A tabela 5.9 apresenta os tempos de Para o ensaio»2 
processamento obtidos na atualização dos fatores Ut.D.U. Vcom
N 
auxílio do programa ALTFA, para alteraçoes aleatórios em 2 grg 
pos de mütuas e 5 ligações não acopladas. 6 _ _ 
A Figura 5.3 apresenta graficamente os resultados 
desta tabela e o tempo obtido para a mesma alteração com empre 
go do método l. . 
'Tabela 5.9"* Tempos ide processamento obtidos no ensaio-2 
~~“'“ com o programa ALTÊÊ - 
ÀLTERADA NA 
¡PosIçÃo DA PRIMEIRA LINHA 
MATRIZ lYNl 
TEMPO (Seg) 
.` 
V 
V 'W
5 3,64 » 
10 3,46. 
, 
515 3,26 
20 5,82
1 
25 2,85 
30 2,75 
5 7 
35 2,67 
_ 
40 52,22 
45 2,16 
5 
so 
__¬__ 
2,01 
54 51,74 
5 
eo - l,65 
65 p1,õ455 
70 1,62 
75 1,50 
' 
eo 71,60 . 1 _| 
_... -w......~_
- atualização dos fatores Ut¿DÇU; 
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ÂIÊ* 
4 ¿
1 
* `“\ P › ' 1,13-G1‹:Ií1¿z¿ _
_ 
35? V 
5 ' 
, Curva AT H Refatoração
d 
if 
` 
V Curva ÍÍ ~ VAlt.direta dos fatores 
É
. 
> 
~ I 
lflll 
of zzzzzirzz ~-zz%=z»zzz+›,~z P “¬zszzz-vz--«e »~‹~z ¬~~â~ sào a~~ + P + -‹z~ :zz¬- -~+~@ 
' 
5 10 .l5 _20 25 30 35 40 45 50 55 60 65 70 75 80 
1' 
' 
_ 
4
› 
1 
_ 
V N? da Primeira Linha Alterada 
FIG.5.3 - Gráfico Comparativo de Tempos Obtidos no Ensaio 2. . 
VDa análise das curvas da figura acima, pode-se con¬ 
cluir: - ' ' 
-zA`posição da É ligação .alterada ` na _- ma 
triz de admitâncias nodais ê fundamental na escolha do método de 
› af ~ 
V 
- Para analise de alteraçoes, onde espera~se que 
~ fo - ocorra alteraçao em qualquer posiçao da rede deve-se optar por 
aplicar os procedimentos G refatoração. P . 
“
~ 
_ 
+ Para redes onde se adota a numeração das barras 
de tal forma que as ligações mais sujeitas a alterações estejam 
situadas nas ultimas lnúmm darmürizfyfij podefse preferir a uti~ 
lizaçao dos métodos da alteração direta dos fatores; isto especial 
mente quando não se espera a criação de muitos elementos.
W
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¬ c - Para o ensaiozâz A tabela 5.10 apresenta os tempos 
de processamento obtidos na atualização dos fatores Ut.D.U. com 
' › ~ 
auxílio do programa ALTFA, para alterações em 10 ligaçoes inde- 
pendentes. - _ 
_
_ 
' ~A figura 5.4. mostra a variaçao destes tempos em 
~ ~ relaçao a posiçao da primeira linha alterada, assim como permi 
te comparar estes tempo com os obtidos para a mesma alteraçao, 
com o emprego do procedimento do método l. 
Tabela 5 lO - Tem os de processamento obtidos no ensaio-3 __2 2 - 2 ,E3 2 2 _" ~_l _2 ,_;,2 W,2 ~ __ 
V 
com o programa ALTFA › 
ÀLmsRADA NA MATRIZ ¶YN] 
POSIÇÃO DA PRIMEIRA LINHA TEMPO(Seg)
5 3,39 
V 
10 3111 nfs 215 ÊÍ17 
^ 20 
25 
2,82 
2,69 
' 
5 
30 2,79 
Í 35 2,55 
. 
~4O 2,29 
45 2,08 
55 
50 1,63 
54 1,71 
. 60 1,57 
65 fi1,24 
/ T0 1,20
> 
_ 7 _ 1 1-z _ 
1-rf ¬z~v5:=-
T.P. 
â*›~ 
“F
T 
(Seg.) 159 
Legenda: 
~,. . Curva 1 -Refatoração 
H :fatores 
~ \/,\ 
3 S\\\a”«~\\\\ V Curva II-Altmfiremàdos 
fl zl_, l_. _ _ z _ __li _ _,_ _ll l__l _ll l __lll.l i. I -\\\m__ II 
' 5 1015 20 
--«ze-ze-1.--¬z~f¬J 4%-z fz 1-'zzz_zfê~‹ f-i--~-W :zw-«é ~›-« |~ ----~-4-›---~-~¬f--~»---f----E-b 
30 40 50 60 -70 
NQ da primeira linha alterada , 
Figura 5.4. - Gráfico comparativo dos tempos de atualizacao dos 
fatores Ut D U. obtidos no ensaio-3. 
' Da análise das tendências das curvas apresentados na 
figura 5.4 pode-se destacar: 
- Mesmo escolhendo as alterações de forma a minimizar 
a criaçao de novos elementos, as alteraçoes nas primeiras li~ 
nhas são tratados mais eficientemente pela refatoração,
I 
~ Com a hipótese adotada neste ensaio, a linha de' 
equilíbrio está situada em torno da linha que contém o fator U 
k/2 onde K ê o número total de fatores. Isto mostra Que os 
alqoritmoš de alteracão direta dos fatores,em iguais condições, 
requerem aproximadamente o dobro do esforco de refatorar a 
matriz previamente atualizada. '
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d) Para o en§§io~4; Concluindo este grupo de testes, a~ 
tabela 5.11 apresenta oS_tempos associados aos pontos descri¬ 
tos no item 5.7.2.4.por intermédio de ambos~ os métodos sob 
análise. 
_ 
- 
'
' 
` 
» 
' 'A figura 5.5 mostra graficamente as tendências 
obtidas neste ensaio ou seia. reoresenta os valores da tabela 
5.11.` ` 'i - ' _ - 
labela 5.11 - lemoos de nrooessamento obtidos noiensaioifi 
- NQ DE LIGAÇOES NAO TEMPO (seg) W Í
1 
~ 4¿ « _; 
5 
. N *o 
- 
ACOPLADAS AL3ERADAS¿ REFATQ§g§AoW ALT_pIR.FAToREÂ 
29 1 30 U1 E--' \,__. ._
, 
10 1,38 1,40 
15, 1,61 
A 1,51 
20 ' 1,88 1,77 
sa- 
v-3 *C1 (Seg.) 
z 
' 
“”""”¢1I 
W I Í' 
“__-';l 
'”” 
_ 
A 
V Legenda: _ 
Ú Curva I-Refatoração 
Curvalflfi-Alt.direta dos 
` fatores 
z..:¿.-.-....,-.-z,z,..._.s--As V¬zzfi__z.-zz..-z'--.-,z.-,_,_-..-..-, ,l.zzz.¬,z,_-W,,z -mw -fzzzz ff--¬4»r»~ 
5 10 '15 20 
' N? de ligaçoes alteradas 
Figura 5.5 - Gráfico comparativo dos tempos de atualizaçao 
dos fatores Ut.D.U. obtidos no ensaio-4.
*I
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Na figura 5.5 pode~se observar que nestesq tipos 
de alterações ambos Çx;métodos.mostram desempenho muito 
semelhante, desde que não se envolvam muitas ligações altera- 
das. _ 
H 
_
~ 
z Com o acréscimo do número de lioaçoes -alteradas 
a.refiflxmaç¶>irâ se tornando gradativamente mais eficiente, is 
to levando em conta o número de elementos criados com a utili- 
~ z ^f zaçao do metodo de alteraçao direta dos £atores} que mini 
mizado com a refatoração. V 
5.7.2.6 - §Qáliseídos.dados de alteração 
Na escolha das alterações a serem uti1iza¿¿S7 
procurou-se, além de tentar incluir as ' várias 
alternativas Vpassíveis de ocorrer zem redes de potência, 
escolher aquelas combinações de alterações que permitam verifi 
car cada um dos_pontos propostos no objetivo dos ensaios. 
5» 7 z 2 ~ “7 ~ 2925915 este e imbecis 
iNa análise de cada um dos ensaios apontaram-se as 
principais observações tiradas. Levando-os em conta apresenta" 
se neste item subsídios para a escolha entre os métodos anali~ 
zados: 
- Sem qualquer análise prévia dos problemas a se 
rem tratados, recomenda-se utilizar dá refatoraçãø. 
~ Se o estudo de alterações diz respeito a análi- 
se do comportamento da rede frente a adiçoes de ligaçoes exis 
tentes ou projetados, deve~se utilizar-Õä refatoração. 
_ 
..` . 
,i.__. -¬«...
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‹ Í~ Para outros estudos, deve-se Verificar a possi- 
' bilidade-de situar as ligações mais sujeitas uâ variações nas 
últimas linhas da matriz |YNÍ. Se isto for viável, pode-se uti_ 
_li2ar -a alteraçao direta dos fatores; caso contrário, novamen- 
te recomenda-se utilizar o método.de refatoração.
' 
5.7.2.8 - Qiagrama degblocos 
O fluxograma 5.2 apresenta a seqüência dos _pas- 
-SOS mais relevantes no desenvolvimento dos testes deste grupo- 
de alterações. A 
Éluxograma 5.2 ~ Seqüência de operações na atualização dos' 
fatores Ut Dzq 
` 
2 
' 
2
t 
E 
VETORES REPRESENTATIVOS UA 
í 
FATOR Ut D`U DA MATRIÊ 
MATRIZ |YNi _ V ^ ,
Â 
_ 
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` Os dois primeiros blocos se relacionam com os re 
quisitos iniciais de ambos os métodos, o bloco do lado esquer~ 
do para o método-l e do lado direito para o método-2. 
V 
Na determinação da lista de alterações se utiliza 
~ sa um algoritmo similar ao de alteraçao da matriz de admitancias 
nodais. ' . ` ' . 
Os outros passos do método de alteração direta dos 
fatores, consiste na implementaçao das operaçoes apresentadas 
na sub-seção 3.3.3.
ç 
NA atualização da matriz se efetua segundo os pas» 
sos relacionados no diagrama do item 5.7.1.8.
' 
~ Na fatorizaçao da matriz IYNI utilizam-se os pas- 
sos descritos na sub~seção 2.4.3; ~ ' 
5.8 - Análise Qomparativavdos Métodos de Compensação 
ç 
V Nesta seção efetua~se um conjunto de testes compu- 
tacionais visando confirmar as observações na sub~seção 4.4.2. 
capítulo IV , sobre o desempenho relativo de cada um dos esque~ 
mas de aplicação dos métodos gerais de compensação. 
~ ,. , Para facilitar a apresentaçao desta analise compa 
rativa, resume-se os métodos, esquemas e enfoques aqui descri- 
tos como segue: 
› 
. ø -' ' 
- ml .ul 
l; a matriz [Ci obtem-se segundo ¡CI= (fAy| + ÍZD - ESQC = 
,2; a matriz [Cl obtëm+se segundoÍCt= Hi{+|AyIJZD:lJAy[ - ESQC = 
- METSIM = l ; pré-compensação, esquema A
174 
‹ N -VMETSIM = 2 ; pré-compensaçao, esquema B N 
~ METSIM ='3 ; põs~compensação, esquema A 
- METSIM = 4 ; põs~compensação, esquema B 
~ METSIM =.5 ; média-compensaçao 
5.8.1 - Suporte dos ensaios 
.Utiliza-se o programa computacional COMPEN. 
5.8.2 - Modelos de rede 
Utiliza-se as redes 1,3 e 5. 
5.8.3 ~ Desempenho dos;§squemas¿§eaCompen§a§a9
~ Com base numa avaliacao teórica de cada um dos es 
quemas de compensação, tem-se as seguintes indicações sobreseu 
desempenho relativo; v~ 
a - A utilização de qualquer dos esquemas de compensação 
em conjunto com ESQC=l, deverá ser mais "econômica" em termos 
~ ` ~ 
de esforço computacional em relaçao a utilizacao em conjun 
to com ESQC=2. Para redes de pequeno e médio porte esta van* 
taqem nao deve ser significativa. 
.b ~ A utilização dos esquemas A ou B na pré ou põs~cam£g 
sação, não deve apresentar vantagem significativa de um sobre 
o outro; no decorrer dos testes os esquemas podem se altenar 
_ 
:_ 
em desempenho, porém não chegando a obter vantagem que permi~ 
ta concluir a superioridade de um esquema sobre o outro. 
-
. ...lmâ
V 
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c ~ Na comparação dos distumos métodos de comoensação,l a 
prë e pôs compensaçao devem apresentar desempenhos similares, 
comparandos ambos com a média comnensacão, deve haver uma des~ 
-vantagem desta ultima , especialmente com aumento do número de 
ligações alteradas.
V 
d - Independentemente do método de compensaçao 
utilizado, com o aumento do numero de ligaçoes alteradas, o 
acréscimo do tempo de processamento deve ser significativo. 
5_3,3_+ Metodologia 
V 
Com o objetivo de-verificar ¢>de¶m¶Qmm>dQ5<fi§t1n~ 
tos métodos de aplicação da compensação, executa-se os seguintes ensaios: 
. a - Ensaio~l: Orientado a analisar a prê~compensação. In- 
troduzem~se sucessivamente alteraçoes em ligaçoes nao-acopladas, 
computando os tempos de processamento para as duas alternativas 
na determinaçao da matriz |CÍ, e do vetor de compensaçao. 
b - Ensaio~2: Orientado a analizar_a põs~compensação. Pro- 
ceder-se-á como no ensaio-l. ' 
c _ Ensaio-3: Verifica o desempenho da média-compensação 
para as duas alternativas na determinação da matriz ICI. 
d ~ Ensaio~4:.Uma vez que o programa de suporte da pesqui- 
~ A .- ` 
sa somente permite a alteraçao simultanea em um grupo de mu 
tuas, e não está preparado para simulações seguenciais, escolhe 
remos neste ensaio um grupo de mütuas qualquer da rede , nela
176* 
introduzindo as alteracões. e comnutando o tempo de processamen 
to com cada um dos escuemas sob análise. Este ensaio ê somente 
complementar, uma vez que não permitirá tirar conclusões defini 
tivas. 
5~8%4 ~ Esâsrigãø das alëârsçõââ 
Os quadros 5.5, e 5.6 apresentam as alteraçoes ig 
troduzidas nos distintos ensaios da sub-seção 5;8;3. 
Qyãdre 5~â * êlësrasšss da re§e:lz,fi°S,sQâai0S lzi2is 3 
' 
4 NUMERO DE LIGA.õEs NAO- z ITEM 'i ACOPLADAS (L.I§ 
1 1 
` 
~ 1
' 
2 
r * ' ";' "W """'="""" I 
\ 
iii 3 * 
\ 
iv 4 
i
r 
y 
Í " 7" _' W H éh! 'Hi Í ri' 77'? 1 
V 
ea WN5 ,_ 
vi ` í 
' 6- Í. 
vii 
1* 
7 ~ 
aviii 
l 
- 8 
ix ' iÍ9 
x 10 
xi 13 
X11 iõ 
xiii 18 
xiv 
_
20
177 
' 
9..U..a_d...r_ <>_ 5..-zé' 
~ 'è.lta@rê<;5@'Sí «mi 'fsgltss sa,ã_‹; an9§a_a¢Pf5›@_i¢uSs.t fl._›.ê.z3_ 
z ITEM NÚMERO DE LI.GAçoEs~ NAO _ 
V 
ACOPLADAS .(tL.I). J 
t i e . 5 
l i__ii as u_J W __i z , ii_iiai isola" 
I 
ii. l 
. .. l0 
iil .lb . . 
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5.8.5 -.ëpresentação dos resultados 
.
_ 
Inicialmente apresenta-se o tempo comum para todos 
os esquemas; após os resultados de cada ensaio são apresentados 
`
_ 
em itens separados para cada.mêtodo e finalmente apresenta-se,a 
partir destes resultados, gráficos comparativos que permitem ve 
rificar O desempenho dos esquemas propostos. 
5.8.5 ~ Aspectos básicos: 
Independente do esquema de compensação a 
ser utilizado na simulaçao das alterações, deve¬se fornecer ao 
programa um conjunto de informações iniciais que serão utiliza- 
dos no decorrer dosrxssos tera determinação da solução. 
Estas informações iniciais incluem; 
- os fatores Ut D U da matriz IYNI original. 
- os dados básicos dos grupos de mütuas. _ 
~ o valor das injeções. 
- as alterações a serem introduzidas.
na 
~ os dados das barras alteradas: este último-é aplicado espe~' 
cialmente ao caso* 'com alteração no vetor das inje- 
ções. 
5 
5 
uu 
. Se os tempos de leitura destas informações forem 
agrupados em um só item, forma-se a tabela 5.12 abaixo._A va 
riação nela indicada ë função do número de alterações introdg 
zidas. 
Tabela 5,12 - Tempos comuns dos esggemas de compensação 
Í É 
A TEMPO (seg) 
DESCRI ÃO i`“ *"““*“ " “" ii' 5 i f" Ç REDB~1 1 REDE-2 
I 
REDE-3z 
'_-"*`¡" ~Leitura de dado de entrada 11,0 i lO% ' 20,6 i 10% 
1 
:0,48-+lO% 
5.8.5.2 ~ Resultados da ptefgompensação 
V 
A tabela 5.13 a seduir, apresenta os tempos obti¬ 
dos-para as distintas redes e alternativas de aplicação deste 
método de compensação. Os tempos incluem a leitura dos dados 
de entrada e a execução da simulação. 
,_.__. ..,
\ _ 
` 
. 
› 
f 
_ 
V J J -¬ 
Tabela 5~l3 ¶Ê9PQ11_-_E 1111,-11111_1111111,11w1111,, - s de rocessamentos obtidos no-ensaio-1 
R E D E - 1 
ALTERAÇÕES ~ 4 ~, 
V 
zw 4~¬z‹~ z 4 f~f4 4 ; 
TIPOS DE ~~ E ,z~«.4 z ,¬-44, ~,-z 4- 
TEMPO (seg) ›, 
ESQC =.1 ESQC = 2 
. ESQUEMA A ESQUEMA B ESQUEMA A` ESQUEMA B 
E 
1 L.1. 1,28 1,46 
77 
1,52 
7 
1,44 
2 L.I. 1,51 1,63 1,66 1,66 
3 L.I, 1,74 1,73 ~1,71 1,82 
4 L.I. 1,69 1,76 1,67 1,76 
5 L.I. 1,84 1,82 1,93 1,91 
6 L.I. 2,19 2,10 
7 
2,08 2,14 
7 L.I. 2,47 2,54 2,33 2,37
8 L.I. .
1 
2,51 2,63 2,54 2,58
9 L.I. 2,79 772,78 2,92 2,73 
10 L.I. 3,47 3,03 _ 3,21 3,17 
13 L.I, 4,08 V 3,77 4,07 4,11 
E _, ..111 1_ 4-5 z1.__-1._._1_1 E E E ,_ «1_.1 
16 L.I}_ '4,s2 - 4,66 =- . 5,26.
W 5,20 
18 L.I. ' 5,62 5,63 ® -. U1 TU Y 6,39 
20 L.I. 1 6 63 6,73 , Vi 7,57 7,41 
R E D E - 3 
~5 L.I. 1,38 1,51 1 43 1,49 
10 L;I. 2,20 2,37
1 
2,36_ 2,62 
15_L.I. WW _ 3,51 3,68 4,30 4,11 
20 L.I. 5,46 5,61
3 
7,17 6,77 
R E D E ~ 5
5 L.I. 1,04 1,00
\ 
1,03 1,05 
10 L.I. 1,71 1,70 1,82 1,70 
15 L.I. 2,80 2,74 
Í 
3,20 3,24
T 
20 L.I. 4,69 4,56 5,52 5,56
à
5 CX) U1
.
. bd 
' 6 
-~ R9S5ul11_â<ã_9_â__~_9_9 _P_§â:9_9m,99fl_9a<;ä° 
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A tabela 5.14, ë similar a 5.13, apresentando os tag 
pos obtidos com a põs~compensaçaQ. 
Iabe1g 5.14 - Temppg dg prQÇe$samep§9vQQtidQs no e¶$§iof3 
1- ----“ff-7'~--›-6-‹~=*=~›f-šj-E¬--~1-Ê¬~'i§ 
` 
*fl ff mf = z 5 -~_z f zz 
TIPOS DE 
, 
_ ___- __f __ÍEMÊÊÍ55ÊÍ __________1___ ___ 
_J __ _ _, 
`ESQUEMA A ESQUEMA B ESQUEMA A ESQUEMA B 
1 L I 1,49 1,74 1,61 
5 5 
1,605
m 
W25L.I, 5 
‹ 
“6 W 57 7 
1,69 
, 
1,74 1,66, 
í í 
1,76 
3 L.I. 51,76 1,91 1,72 J 1,87 
4 L.I. '1,90 2,0 1,87 ~ 1,99 
5 L.I. 2,17¿fi, 2,24 2,08 fiñ íx Êf22 
6 L.I, *,L.W2,40 _í* 2,46 __Êf?5 _ ___ 2,43 
7 L 1 í ,2,58 Í 0, 2,56 52157 É _ 2,60 
8 L.I. 2,72 2 2,78 _ __ 1_ 2,85 
9 L.1Í5 
, 
5 
2,995 
5 
15 2,97 3,14 ' 3,10
r 
10 L.1, 3,25 3,31 3,46 Wfi 3,28 
13, 
16 
L.I. 
L.I. É 5,07 
5 54,13 4,14 4,20 _.. 
_.»_ 
4,29 
¡
_ 
5fQ5 5,47 5,51 
18 L.I. 
20 L.I. 
__5f7Ê 
6,68 i 
5,89 
6,51 
6,50 ` ___ __ ___.__ 4 - 
- r 
_ 1_1_ ífgê _ _,_ __ 
6,40 
7,60 
_ ,
R EID 3 _ 
_ . -__ _ _ _ _ _______ ___ . . _ __ J___ ___ _ ___ ,__ _ 7 f ' ' " 7* v' "" ' Í* ' 7 ¬'“ " ' 0 
5 L.I, ' 1,60 
Í 
1,67"W 
Í 
,1,64 1,73_ ¿ 
10 L.I. 52,š6Í5 ,W_2,54W ÍÍ ,2,53 
Í 
2,63WÍf 
15 L.1. VJ 3,74 M ¿ 3,77* 4,21 í 4,47 
20 L.I. 6,22 
J 
,6,06 A 
í 
6,89 777,22 
_-R E D E 5 
55 L.I. 0,98 
§ 
1,06 0,95 1,07 
10 L.I. 
15 L.I. 1 2,77 Í W 2,86 M3,27 3,28 Í” 
1,76 1,80 ` . 1,90 1,97 
_ _ 
\ 
__ _ .__ __ _
¡ 
20 L_1f 
,Í 
4,717 
, 
50,71 
Í 
5,79 5,60
7
1'
J ,_ J 
JA 
5 . 8- 5 - 4 - R¢_Sul3=_¢1d<?§-_‹ <3@_më'f-ii 
A tabela 5.15 apresenta os tempos obtidos com 
média compensaçao para as diferentes alteraçoes., 
. \ 
Êabela 8.1§ ~ ÊçmÊo$¿d¢*prooç5§a§ÊQfio obtidos go çnsaiQ~3 
REDE-1 
1 
TIPOS Blá Í. Íf 
1 
_ _ 
'?-¬_@mP¢<7S¢g>_ _ _ 
ALTERAÇOES 
a 
ESQC É lw 0.a? Í ÍÍESQC = 2 
__ ÊLÊ3 
'\ 
_ ____ 1 L.I. 71,27 
2 L.1, 1,51 
1" '77 ""72 77 
1,45 
1,57 ' 3 L.I. 1,62 
4 L.1. - 1,75 1,66 
5 L.I. 1,90 1,99 
6 L.Í. 2,16 2,2; 
zz _ 
z 
1 
_ »'~_ _ .__ V ~ _ __ 
7 L.1. -2,45 - ZLÊ8 
9 L~lf _ 3›lã ` _ __ 
8 L.I. _flÍ' _, 2¿§0 “___ ¿ 2 ¿T2,87 
3,10 
10
1 
3,56 
1 
`L°I° . _ _ 
_ 
1 
_ _ _ 
l 13 L.I.¿Z ¬m, 4Lgz*_. A 
16
A 
L.I. 5,376 * 
5119 
6,89 
,21s L.1. 7.69 - _â1í9 
, 
20 L-I» 2143 ___ ,__ ___1QJl5 _ 
. R E D E - 3'
¬
1
5 
.5 L.I. 1.51 1_ _ 1,64 
10 L.I. 2,73 * 2,77 
fl 
15 L{1, 4,77 _ 5,39 
20 L.1. 
7 7 1 
0,131 
1 7 Ú 
8f79 
' R E D E - 5 
5 L.1_ 
1 
1,01
' 1,05 
Jjóoaff 1, 
" 1,;=f” 2,12 
15 L.I. 3,55 4,10 
_ _L__,_ ._ . _ _-___ _ _ _ _. __.. z_ ..._ 
20 L.1. ' V 6,27 7,20 
6. - fzz -*fz «L z Í Í 
_* 
181
a
182 
\
_ 
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A tabela 5.16 apresenta os tempos obtidos pelos 5 
esquemas de comparaçao, utilizando ESQC «A2, para grupos de mü~ 
tuas com dimensões 2 e 3 (N = 2 e N = 3) respectivamente. Não 
foi possível utilizar os escuemas de comnensaçao com ESQC s 1 ,
~ 
pois a matriz de alteraçao ê singular. 
Tabela 5.lQ ~ 
5.8i5.6 
EsmpoâiêsrPrseeêâsmenfofiobëifiesrneisnssip-4 
METODQ DE 
V~ u TEMPo(s@g) sIMULAçAo y~¬sssf¬~ f ;~ss~»~¬e~s 
_ 
N = 2 N = 3 - 
METSIM 
u _WiW¬i sz im¬ r _¬ r __ Y i__ 
=-1 1 1,97 
_ 
í 
2,78. 
METSIM '2,07' 2,78 = 2 
METSIM = 3 V 2,15 ‹ 2¿86 
METSIM = 4 p 2,31 ` ~3,lO 
"_ z _ ii , _ A- ,mr -_ | _ ii, .ii 
METSIM = 5 ~ 1,94 2,88 1 
- Gráficos comparativos da utiiizaçap do E§Q§ 
As figuras 5.6, 5.7 e 5,8 apresentam os resulta~ 
dos obtidos para os três métodos de compensacao com emprego da 
rede-l¡ e diferentes alternativas de solução da fase de conclu~ 
SãO. z
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.P.(Seg.) 
âz 
I 
_ 
' II 
_. r ' 
' 
V 
- I 
”// 
V Legenda: 
_ 
Curva I-- ESQC=l 
'Curva II- ES C=2 
I 1
' 
v » » 
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' NÇ de ligações alteradas 
Fig.5.6 - Desempenho dos métodos pré~compensação esquema-A.
I 
(Seg.) 
7
u 
-_. 
:-11 *U 
- f II 
_ ff 
' f 
I 
I ,/ ~ Ê I 
` 
I ,./// 
. z/// 
/'
. 
E
. 
¿ 
' ,zf __ Legenda: 
I . 
\ 
. z 
É 
-/f Curva I ~ ESQC=l 
É 
- curva II- EsQc=2 
í 
:=””“á;
š 
1 _ 
Í 
V
. 
Í' - ›_;-zz z+z.~ A z f 4--I-_¬z¬4 -¬ zz+-zz e-z fz ‹z z¬.zzxz¬zz-+z~z z¬|-fzz:-:fer ze-:~-z-~f4. z~z‹~-¬-‹›~~ ff-fz-z--~õ-‹zzÍ~z§:-=sêw› 
2 4 6 8 10 13 › *l6 18 20 
NÇ de ligações alteradas 
Fig.5.7 - Desemoenho dos métodos de põs~compensação esquema~B. 
ef.
_ 
J 1-84 
T.P.(Seg.) . ' 
` 
. í ,II 
8_ '
'
I 
.¡ 
_
. 
71 ' 
_ 
- 
›
' 
6.. 
5 
5
' 
5T _ 
“
` 
4¿ 
' ¿/ . 
5 Legenda:
_ 
i 
_ .' 
1+ ›
_ 
Uzz 1 -+7 Wa. ~-¢-- ¡¬~~ 1--~~¬ =z f--~ f ~~~i---~ t ›-----1-›---: ff à- f-«fz-z~~---àzz---c :-7 ›@ef›- . 
2 4 6 
_ 
-'8 10 . .l3 16 18 20 ' - 
N? de ligaçoes alteradas 
Fig.5.8 ~ Desempenho dos métodos de mëdia~compensaçao. 
, Uma análise comparativa a partir das tabelas 5.13, 
5,14 e 5zl5 e das figuras 5.6, 5.7 e 5.8, permite concluir que 
a hipõtese "a" deste conjunto de ensaio ë verdadeira, ressaltan- 
do~se não obstante que a vantagem da utilizaeão do ESQC = 1 irá 
Se ãX¶¢Uä¶K> ã medida que aumenta Ó número de ligações alteradas 
' Curvas similares podem ser traçadas a partir das 
tabelas 5.13, 5,14 e 5.15, mostrando a mesma tendência as aqui 
apresentadas. 
5z3.5;7 - Çraficgshcomparativos dos esqnemas¿A e B no cälcglo 
» do Vetor compensatõrio . 
As fiquras 519 e 5.10 apresentam dois resultados 
, 
obtidos para a pré e põsecompensação com o emprego da rede-1. 
Á” 
3;r _ 
/' curva I z 
_ 
Esgc =,1 
/â// Curva 
II:` ESQC = 2
185 
'A primeira corresponde ã pré-compensaçao em ESQC = 1, e a segug 
da â pôs-compensação com ESQC = 2. 
'
u 
.T.P.(Seg1 
6 1 . 
4 .1 
3? 
21 
T. 
11 
~,,//zf¢5;Vø¿/ flwmfwmm* Esquema A 
_ lala -“/ › l_¬_;1l. Esquema B :;fi*#W“ƒ 
_ 
/ '/// 
V 
/Í /Í 
. _ /Í/X /øf - 
/”::ƒ/Í Legenda: 
d”, 
. 
' 
_____-.Ctba-.'_`.` 
_z.=4.-.¬z.~_-_'{..-...__=.{z;-.-.fr zz .z.z,.¡z.-_,..__¬|¬.-«_»z.§ «_z...ç__ 1.-.z_zz..,...¡,i_... ,zz_.{--_____..¢..i-_“.¡‹_ z ___¿+...__V_ ¿.....___¡;._._ __, _ ,¡__:______,_.¡¡.¡¡,,, 
~ 2 4' 6 - 8 10 13' ` 16 18 20 
V 
' N? de ligações alteradas 
Figura 5.9 ~ Desempenho relativo dos'eSquemas de pré-compensação 
T.P.(Seg;)
1 
«- 
AFig.5.lO - Desempenho relativo dos esquemas de pôs-compensação 
' COm ESQC= 1. 
fp 
6. 
.f 
«fi 
V
' ú ƒl
V 
. / ' 
5§ -///;¿%*/ 
. 
I//I 
4; ¿,»*ä 
' 
. Legenda: 
\ 
_,/' 3, 24%,» _~«_____ Esquema A 
zzazzfefif ____ __mm_ Esquema B 
2” ~_»--f ~~ 
com ESQC = 
1--+--g.-'--~z|¬~~~fi-~-~à~-~+«~~z›aff»tz z z:- ~~s ‹~z ~:~-~ zw»-«z ‹»~ z ~~|-~~-~ ›¬«--~›i--€›z2==› 
2 4 6 8 10 13 16 18 20 
N? de ligações alteradas
l8 
As figuras 5.9 e 5.10 mostram que os tempos de
~ 
processamento obtidos .para os dois métodos de compensaçao, 
tanto com emprego do esquema A-ou.d3esquema B na fase de con» 
clusão, são semelhantes. Além disso, a análise detalhada dos 
valores das tabelas 'desta .sub~seçao, indicam que mesmo para 
outras alternativas ou para as outras redes, as tendências 
mostradas nestas figuras iserão mantidas. 
5.8.5.8 ~ Gráãicos comparativos dos esquemas de compensaçãg 
» As figuras 5.ll e 5.l2_ apresentam curvas compara 
tivas para os três métodos de compensacão analizados, obtidos 
com a utilização da rede-l. Figuras similares podem ser ob 
tidas a partir das redes-3 e rede~5 respectivamente« 
q 
Na figura 5.11, as curvas obtidas a partir das 
seguintes composições das alternativas, em ambas as fases: 
- Curva I - Prê~compensaçãc, esquema B, com ESQC=2 
- Curva II - Põs-compensação, esquema A, com ESQC=l 
~ Curva III - Média-compensação, com ESQC=l
6
ÂÊ T.1>.(seg›V ._ 
A187 
4 V 
/z III
* 
.. / /. I. ~ 
1
/ 
'" / 4 II' / // 
..;. / / /X 
. 
' 
X Ó .Z 
,_ 
_ 
z ./ _?_;,;.,¢' 
l 
' ./'Íz>/'ty ' 
Í 
//// ' 
'T //,'z-”/ - 
i V ,___._,‹›¢-;___,,..
\
a 
\ xy lx \\ .nw 
+
. 
4----‹==¬~z~›~‹-_ ‹--~~‹‹ z¬~-+-«---›ê.~~ -~~--‹~›-4-~»~v-----ê»--+---o---i---i~~›|~›-~-~-‹--~+-~~«+-~w‹›
' 
2. 4 6' 8 10 13 . 16 A 18 20 
« 
' 
N? de ligações alteradas 
Fig.5-ll - Desempenho relativo dos esquemas de compensação. 
-V Na figura 5.12 as curvas são obtidas a partir das 
seguintes combinações das fases preparatõrias e de-conclusão: 
z _ ~ - Curva I - Pre-compensaçao, esquema A, com ESQC = 2 
- Curva II .=.Põs-compensação, esquema A, com ESQC = 2 
- Curva III = Mêdiaecompensação, com ESQC = 2
' 
É '1¬.P.(s<-ag) 
› 
' 
jà III _
' 
fi _// .H 
. ,/ /z~ II 
.Í _// . 1/
u 
Ix/ I 
/` /// I 
/ ,//
\ 
.- \.
' 
4 /' ,z 
._ . _-z ›z / 'Í f'Ê A' 
‹›/ 
z'I fz /7' 
l _/ -"/
I 
49/ 
z- "";:' 
»›~:."_,';.'‹},ø 
_,›- " ' _./-'I ./" 
‹- 
+a ¬w« f ~+-+- 4~«~v~~+--4 »4-f4~@:‹ e+~~« f4~*~e«~vz~4@afl~~~e~~E> 
2 . 4 6 8 10 13 15 18- 20_ 
. 
_ 
4 
_ 
V 
N? de ligações alteradas 
Fig.5.l2 ~ Desempenho relativo dos esquemas de compensação,
l88 
_ 
Com base numa análise comparativa das curvas apre 
sentadas nas figuras 5;ll e 5.12, considerando que curvas si 
milares podem ser obtidas para as outras duas redes em estudo,e 
- 
_
~ 
considerando ainda diferentes combinaçoes das alternativas da 
fase preparatória e da fase de conclusao, destacam-se as seguin 
,~. tes observacoes: ~ 
a - Para pequeno número de ligações alteradas, os três es- 
quemas de compensação apresentam desempenhos relativos simila- 
res; 
_
z 
bu- Com o acréscimo do número de alterações, a média-compen 
sação vai apresentando desvantagem em relação aos outros méto- 
dos, a partir de um determinado número de alterações. Na deter 
.U , › _' minaçao deste numero, deve-se analisar as caracteristicas da, 
rede em estudo, o que não está incluido no escopo deste en- 
saio, _especialmente tendo em vista que existe a alternativa a 
presentada pelos outros esquemas de compensação. 
5~8-5 - Qnälise dos dados de alteração 
_ 
De forma similar aos outros conjuntos de testes,a 
escolha das alterações procura incluir todas as alterações pos- 
síveis de ocorrer nas ligações não acopladas° 
` Para o caso de alterações em grupos de mütuas, em 
bora somente dois grupos de dimensões diferentes tenham sido en 
saiados, testou-se todos os tipos de alteração possíveis.Estes
189 
resultados não foram apresentados, em vista de serem os tempos 
de processamento obtidos aproximadamente iguais. 
5.8,? -' Conclusões Finais 
Nas análises da sub~seção 5.8-5,*abordaram-se os 
aspectos associados a comparação_entre distintos esquemas de 
CO1Tlp€I1SãçâO z 
Nesta sub-seção complementa-se a análise ante~ 
rior destacando-se, que independente de qualquer método de com- 
pensação utilizado, com o aumento do número de ligações altera- 
das, o acréscimo do tempo de processamento ë significativo. 
‹ . 
Como conseqüência desta sonstatação, destaca~se 
a necessidade de conhecer a nriori o número esperado de altera 
ções. A partir deste número, os métodos de simulação podem ou 
não constituir a melhor alternativa no tratamento das 
' altera- 
ções, 
5.8.8 ~ Dissrssaidsubšoseâ 
O fluxograma 5.3 apresenta a seqüência lõgica 
das operações envolvidas na implementação dos métodos gerais, 
de compensaçao.
' Fluxograma 5.3 ~ >Seqüênoia de operações na aplicação dos 
métodos gerais de compensação. 
DISPONIBILIDADE DOS FATORES ORIGINAIS ` 
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1
2
l
2 
3 
4
5
6
7
8 
1o
3
4 
11
5 
12' 
13 
14 
15 
16 
17 
18 
19 
2o 
21 
22 
23 
24 
25 
E-A 
A-E
E 
F. 
F ou A 
F ou 
F _ 
F-F
F
F 
F.
F
F
F 
E-A 
A~¬E 
E _ 
V'
E 
Flou A 
F ou A
F 
F--F E 
F-F 
F
F
F
F
F 
F-A 
A--F 
F
F 
F 01.1151 
FOU
F
F 
F-F 
F
F
F
F
F 
F 
D1é›u1ãÁ1v1AF1§El CHAVE N21”.ÍÍVÉP11E§aE§§§ÊÃšÂo*ÍššMrÃEÚÊQÕÍSFOÍÍFGEEÃÍs ÉÔÍEEENS 
4' 
_ Í _ __ _ _ . _ Á...z_A ~ ~_._, , __.. ...«›..›2__....__'_ .___._.._.._........._.........._..~,_z_z z¬... _ z____.......... _ -zzzre HVAV _. v 
<¬HA\fE P2RÉ"C°WÍEÊ1ÊÊ5§ƒÍf°2 ea E -E915 ff2_Ê*YiÍÊlÊPíÊÊ%Ê.**° ___ MÉDIA 
A ESQUEMA E A ESQUENA E 
p 
coM1>ENsAçAo 
E~A 
A-E 
E
E 
F ou A . 
F ou A
F 
E-E
E 
E-A
F
F 
F~'A 
À-F 
F
.
F 
F ou 
F ou
F 
F-A 
A-*F 
F
F
F
F 
E
F 
OBSERVAÇÃO: F = Fechado; posiçoes em branco = aberto; F-F= Fecna~ 
do, e após o fluxo do programa por ele, permanece fechado; F~A = 
fechado, e após o fluxo do programa.abre e fecha a chave assocla 
da a ele (indicado por linha descontínua).
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5~9 f ênälise comsêäâëivaids.B@fa§9rê§ã@iVsrsuS.CQmP¢nSêçãQ 
Nesta seção analisa-se um conjunto de testes compu~ 
tacionais, visando confirmar as conclusões, apresentados na seção 
4.5 do Capítulo IV, sobre o desempenho relativo dos dois métodos 
na solução do modelo linear da rede. 
Por conveniência reutiliza»se nesta seção as denomi 
nações de MÉTODO l e MÉTODO 2 adotando~as na seção 7.5. para am- 
bos os mêtodos sob análise. - 
5.9.1 - Suporte dos ensaios 
Utiliza-se os programas computacionais: 
~ soLUc
O 
~ COMPEN 
5.9.2 - Modelos de rede 
Utiliza-se as redes l,2,3,4 e 5. 
5.9.3 - Metodologia 
Na verificação das hipóteses propostas executa-se 
um único ensaio para as distintas redes e alteraçoes. Este ensaios 
inclui os seguintes passos: _ .
~ ~ . 
'a ~ Introduz-se sucessivas alteraçoes de ligaçoes 
não-acopladas na rede, Computando-se eo tempo de processamento og 
tida pelo vfiwono 1., - 
a V 
b ~ Repete-se o mesmo procedimento acima para o 
MÉTODO 2. . 
-
' 
~ ~ 5.9.4 ~ Descricao das alteracoeâ_ 
_' « Os quadros 5.7 e 5.8 apresentam as alteraçoes 
aplicadas nesta análise comparativa, sobre as distintas redes. 
utilizadas. V ` 
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92ê<12f°§ee4.e2 ~ šilffzfãrageöesi <iê'=1.__;B¢<1<2e-1.* 
ITEM 
~ ~ N9 DE LIGAÊOES NAO 
' ACQPLADAS L I.) 
i. 
ii 
iii 
iv
V 
vi 
vii 
viii 
ix 
'X 
xi 
xii 
xiii 
' xiv 
Quadro 5.8 - Alterações das refies 2,3,4 e 5. 
ITEM i NQ DE LIGA oEs NAO Ú Í ij AcoPLAD§s( .I.)
i 
ii 
iii 
iv 
-v 
vi
Í 
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5 - 9 - 5 - è12re:~f=â9trau§'ã19i §1f<>§›;i§'@âL1%3_‹ë.§l9êr, 0 
Inicialmente, apresenta«se para cada uma das re- 
des em estudo, os tempos associados ã leitura dos dados necessã 
rios ã solução, em cada um dos métodos em análise . 
`
_ 
' Em seguida apresenta-se os tempos de leitura dos 
dados da entrada e de execução da alteração para as distintas 
~ ~ - redes e alteraçoes descritas na sub-seçao anterior. 
Conclui-se.a apresentação com gráficos comparati- 
vos, que permitem uma melhor visualização do desempenho de cada 
umvdosvmêtodos. 
5;9.5.J - Tempos de entrada de dados 
AA tabela 5.l7 a sequir apresenta estes tempos de 
leitura de dados para cada uma das redes sob análise. As varia- 
ções indicadas.na tabela são funções dos números de alterações 
introduzidas. '
' 
Êabela 5.11 - Êemoos de leituras de dados de entrada 
REDE 
_ 
iTEMPo(sEG) èérwç _ 
_ 
MÉTQDÓ 1 É MÉTODO 2 _ 
-JL 
P-'
s 
I'-'
Í 
o
- 
o* 
o\° 
` 
o\°
` 
.___ 
..._ 
__ 
_;¿____1
_ 
¬¬._~ 
0 _ 
- _F1_ 
1 0,64 1 1,00 1 10%~ 
2 0,59 Í 10% 0,81 1 10%
` 
3 . ` 0,51 Í 0,68 r 10% 
_ _ *__ _ _ _ _ _ _
` 
4 ~ 0,51 i 10% 0 0,64 t 10% 
*a a -a a==~¬~eae ea a~ 
í« 
~ e 
5-1 0,39 ¢'10% 0,53 1 10% 
-u 
.,..
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5_9,5,2 ~ ¶empo%deÍexecuçãoÍdasÍa1t§ragõÊ§ , 
_ 
_ A tabela 5.18. a seguir apresenta os tempos obti_ 
dos para as distintas redes em estudo, com emprego de ambos os 
métodos de_anâlises. . . 'Í - . 
TABELA 5.18 ë Tempos de processamento das alterações da rede. 
R E D E - 1 
, | _ 
TIPOS ~DE 
Í 
'1¬E1v1_poÍ(seg) 
' 
ÍÍ
`
I
\ 
ALTERAÇÕES MÉTODO l MÉTODO 2 
E 
1 L.I. 1 1,63 1,32 
2 L.I. 3, 1,65 «Í 1,66 
E 3 L.I;
r 
.1,75 V
7 
1,82 
431.1. 1,67 
Í 
1,67 
5 L.I.
Í 
“ 1,78 1,93 
6 L.I.' 11.79, 2103 
Í 
7 L.I. E 1,72 2,33 
8-L.I. " 1,78 _ ÍÍ 2,54 
9 L.I. 1,72 ÍÍfi2,92 
10 L.I.. 'Í1,6_4 ÍÍÍYÍ 'Í _Í 3121 
13 L.I. 
Í 
1,71 - 4›ll 
"vi W _-'W
I
1 163L.I. 1,80, 5,20 
1a3L,1§ 1,81
E 
6,39 
2o L.I. 
, 
1,s3ÍÍÍÍ 7,41 
R E D E - 2 
Í1 L.I. 31,38
' 1,16 
3 L.I. 1,42 1,39 
5 L;I. 
"""¬Í 
1,43 1,71 
1o L.I.
Í 
1,467 2,69 J 
15 L.I.
E 
_ Í 1,5zÍ Í _ 4,05 
20 L.I. 
_-__J__-_ 
1,62 5,97
,M
¶DABEIJ\ 5.18 -¬ Tems de processamento das alteraçoes da rede (Cont;) 
_ V ._ _ '__z_- _ _ _ __ _ _ __z._. _ z_¬ __ _ V, _',»_-V., f_ z_¡'zz~¬,.__ _ -_ _ 
R E D E -E 3 V
_ 
TIPOS DE - TEMPoçseg) 
. 
*fz ¬_ vz" . _. _. z . . . . z _ __¬z_ -_ -zzv._ z~~_ 
ALTERAÇÕES 15* * 
.Í 
Í 
- METopo 1 '- ppuj ME$oDo_2 
1 L.I. 1,12 0,94 
3 L.I. 1,16 1,08 
5 L.I. _ 1,18 1,38 
10 L.I. 1,21 2,20 
1,25 15 L.I.
_ 
3,51 
20 L.I. 
1* 
1,27 5,46 
.E E D E - 4 
1 L.I. 
» 1,06 0,75 
3 L.I. 
2 
* 1,08 0,89 
~ 5 L.I.2 
A 
_1,02 1,22 
10 L.I. V ' 1,16 2,03 
115 L.I. ' 1,22 3,47 
8 
20 L.I. 1,23 5,18 
1 
_
. 
z « R E D E 1- 5 _ 
' 0,89 I-'
7 
_r 
i-1 0,60 
1
‹ 'Q 3 L.I. 0 91 0,73
E 
fr* H 5 0,94 1,04 
11" 
,__{. Li.. 10 0,83 1,71 
2 
0,98 2,80 15 L.I. ` 
` 20 L.I. M 1,08 4,59 
_ 
.› 
5.9.5.3 ~ Gráfico comparativo dos métodos de alteração 
V 
1 As figuras 5.13 e 5.14 apresentam os resultados 
obtidos por ambos os métodos, e a partir respectivamente as re 
des l e 5. curvas similares podem ser obtidas para as outras 
redes, a partir da Tabela 5.18. 
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8 .. _ 
` 
' II .// 
7 ... // .V . 
/' 
//
// 6
- 
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~ NÇ de ligaçoes alteradas 
Figura 5.13 - Desempenho relativo dos métodos de alteração 
para a rede - 1- '- - 
H~&> 
5 Legenda: .A V _ “”"““”" /VII 
V 
,f 
4 I» Curva I - Refatoracao /,// 
- Curva II- Compensação '_ //.
` 
3 _ _ 
///. 
1: 
I az/ 
ç 
. /,, .VÍ J . 
2 f _. , 
. '/1 ;""'/. V -z . 
,
, .ff 
* 1 ._ /-f C _ ~--mz» Í fr ,'-»-'**'"""" ~ffz~¬z 2 "¬" ~ ' . 
...-»-' ...- 
i ,4' ›fl + z+ z 4» : I- + f~~+ L~zfz4 4z~4e~à zefla + m» 
l 3 5 lO 15 20 
A N? de ligações alteradas 
. Figura 5.14 ~ Desempenho relativo dos métodos de alteração
' 
para a rede - 5.
I
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‹-u 
-› 'A partir da comparaçao das curvas .nas.¡ figuras 
5.13 e 5.14, e considerando que para as outras redes, a mesma 
tendência será mantida, pode-se efetuar as seguintes observa- 
~ - 9085? ^ ou 
. a - Para pequeno número de alterações, o método de compen- 
sação apresenta melhor desempenho. Esta vantagem se acentua 
com o aumento do tamanho da rede. Para este caso em particu- 
lar, por analisar redes pequenas e médias, este efeito não ê 
significativo. V
V
~ 
b - Para grande número de alteraçoes, o método de compen- 
sação apresenta significativa desvantagem.
` 
c - O ponto de equilíbrio entre as duas alternativas, ocor 
re nas distintas redes aqui-analisadas, quando o número de liga 
çoes alteradas varia entre .e,7% do número de.barras da rede, U1 o\° 
representando uma pequena divergência perfeitamente aceitável ' 
em relaçao aos resultados teóricos apresentados na Tabela 4.4. 
do capítulo Iv. 
5.9.6 - Análise dos dadosádewalteragao . 
V 
Sem considerar as ligaçoes mutuamente acopladas, 
inclui-se neste ensaio todos os tipos de alteração plausiveüsde 
ocorrer na rede. Isto ë, considerou-se adições, retirada. ou 
alteração dos parâmetros das ligações ou componentes do sistema 
-' ^.-z- -fr»
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5.9.7 - Conclusoes Finais 
Complementando as observacoes feitas no . item 
5.9.5.3, chamamos a atençao para a relativa insensibilidade do 
~ ~ - , método de refatoraçao em relaçao crescimento do numero de al 
terações em~ ligações não acopladas. Isto faz com que torne- 
se viãvel sua utilização a partir de um determinado número de 
ligações alteradas. 
.Nos estudos particulares citados no início do 
trabalho, o número de alterações simultâneas não deve ser sig- 
nificativo, especialmente na análise de segurança e nos estu- 
dos de chaveamento. Consequentemente, espera-se que os méto- 
dos de compensação sejam amplamente utilizados nessas' aplica-
~ çoes. 
5-9¿8 - Diagramaide blocos 
. Neste caso, mostra a seqüência de utilizaçoes dos« 
programas descritos na seção 5.3. ' '
4 
. 
_ V 
_2O3 
iFlHX0grãmä 5.4 - Seqüência da utilização dos programas na 
A 
' determinação do novo estado da rede pôs- 
alteração. __ 
Leitura e Armazena 
mento dos Dados de A 
.Altêrõçao s 
sIM_, ' 
' NÃo 
1 
MÉTODO 1_ ~ 
_ 
g xy V _ V 
Programa "SOLUC" V 
A
' 
r--- ~-~» W~ ~~~~ . - 
..-.. _ 
__fi 1
V 
\ 
m 
- - .g 
Programa i~i Programa _ 
` "ALTYB" 
V 
"CÓMPEN" ' 
__,¡
M 
'V 
- Programa 
Í 
"FATORI" f . ' V 
'Q~_____~_________d¡ 
A RETURN A ' 
'i Aplicação dos ' *~~__ÍY“*_"¬` g 
Fatores sobre Ó - V 
A 
.cVs~ 'L 
~ Jr 
~ ~ 
5,10- Considerações Adicionais 
Neste capítulo apresentoufse uma seqüência das anã 
lises comparativas dos distintos pnxednmxmosemvobúdosrws GSÊU- 
dos de alterações da rede.
4 
; 
Utilizou-se os conceitos teóricos dos capítulos II /f 
ellínaelaboração dos programas computacionais. Formularam-se hi 
põteses a partir das análises efetuadas nos capítulos 11 e IV_Ad9 
tou-se um conjunto de alteraçoes visando verificar cada uma des 
tas hipóteses. ' ' _ V
' 
Em síntese, o objetivo fundamental deste capítulo 
foi demonstrar de forma prática os aspectos teóricos e computa- 
cionais formulados nos capítulos IIIeàIV äggte traba1h5_
'
CAPÍTULO VI
\ 
coNcLUsõEs FINAIS E RECOMENDAÇÕES 
6.1 - Introdugão 
204 
Nos capitulos anteriores, realizou«se um estudo crítii 
co dos diversos aspectos relacionados â determinaçao do novo esta- 
do da rede apõs alteraçoes nas suas ligações ou componentes 
mesma. V 
da 
' iNo que segue, procura-se fazer um resumo dos princi- 
pais ¬resultados obtidos, ressaltando aspectos fundamentais_ de 
cada um deles assim como um sumário das possibilidades de exten 
sao e aperfeiçoamento das têcnicas apresentadas. - 
6.2 - Aplicação'dos¿§lgoritmostde=Alteração . 
O_mêtodo de refatoraçao apresenta, conforme delineaf 
do neste trabalho, três estágios fundamentais, quais sejam: a atua 
~ A ~ lizaçao da matriz de admitancias nodais, a atualizaçao dos fato- 
_ t › ~ . . res U .D.U., e a determinaçao propriamente dita do novo estado pe- 
~ ~ la cgeraçao destes fatores sobre o vetor das injeçoes. Com base 
nos resultados teóricos e experimentais obtidos em cada um destes 
conclui-se: » 
- Para atualizar a matriz |YN|, apõs.alteraçÕes em 
ligações não acopladas, o método de remontagem será sempre 'menos 
vantajoso que a modificação direta na matriz original.
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_ 
- Para o tratamento de alterações ou grupos de »mü-
_ 
tuas, outros parâmetros tais como número de ligaçoes alteradas e 
número de grupos de mütuas devem ser considerados, Na rede prãti 
ca testada neste trabalho observou-se a mesma tendência que para 
as ligações não acopladas; isto se justifica, uma vez que a 'maio 
ria dos grupos de mütuas está constituída por duas linhas em para 
lélø. 5 ' 
.-.. - A atualizaçao dos fatores Ut D U ,pelo processo 
de refatoração da matriz de admitâncias modificada, mostra um
~ desempenho satisfatório em todas as aplicaçoes testadas, o que 
leva a crer que‹serâ preferida na maioria das aplicações de siste 
mas de potência. ' ' 
q 1 A atualização dos fatores Ut D U pelo processc›de 
modificação direta das mesmas pode ser aplicada com vantagens em 
alterações que envolvam retirada de ligações ou componentes, além 
do que os mesmos devem estar situadas nas ültimas linhas da ma- 
triz de admitâncias.' Consequentemente sua aplicabilidade fica 
muito_restringida. 
_ 
- Na Qperação dos fatores sobre o vetor das inje- 
Ões utiliza-se es uemas ue consideram a es arsidade deste ve- Ç z q q 
tor. A vantagem desta abordagem em comparação<Xfi1Fmët0d0S tradi
A cionais, acentua-se em redes de potencia de grande porte. Para re 
des de menor porte, seu desempenho ê no mínimo similar; consequen 
temente, espera-se que este método seja amplamente utilizado nes 
ta área. V 
V Os métodos de simulação, analisados em detalhes, di 
zem respeito aos distintos esquemas de compensaçaoi Com base nos
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‹-. reSultâd0S~Qb#idOs pela utilização de cada um deles, conclui-se: 
A - A pré e pôs-compensação mostram desempenhos rela- 
tivos muito similares, inclusive para as duas alternativas dispo- 
níveis na determinação do vetor compensatõr consequentemente , ).:. O 
nas aplicaçoes usuais de sistemas de potência qualquer dos seus 
esquemas pode ser utilizado. 
- A análise comparativa da média-compensação frente 
ã pré e pós-compensação indica que.a mesma possui desempenho simi 
lar somente para pequeno número de alteraçoes. Com o * acrescimo 
deste número. os outros dois esquemas fornecem paulatinamente re 
sultados mais satisfatórios; e consequentemente deverão ser_prefe 
ridos. -
~ - Independente dos esquemas de compensaçao, o acrés 
cimo do esforço computacional com o aumento do número de liga-
~ çoes alteradas é muito significativo, pelo que se recomenda sua 
~ 4 ~ ' utilizaçao apenas quando o numero de ligaçoes alteradas for peque 
no.
A 
Da análise comparativa dos resultados obtidos por
~ wmxm~m;néuxks.propostos na determinaçao dos_ novos estados da re- 
de, e culminando o objetivo desta pesquisa, conclui-se:_
~ - Os métodos de compensaçao constituem uma alterna-
~ tiva viável aos esquemas que utilizam a refatoraçao -V especial- 
mente quando as redes de potências são de médio e grande porte ,
~ bem como quando o número de ligaçoes alteradas simultaneamente 
~ ` nao é muito elevado. ' 
- Como limite da utilização de ambos os métodos, su 
.H gere-se o nâmno daligaçoes alteradas simultaneamente em torno de 
,_ e do numero de barras do sistema em estudo. Abaixo deste U1 o\0 \. o\0
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. 
limite utilizar os métodos de compensação, acima_ deste os-da-refa 
toração. ` “ 
tv ' 6-3_-.Extensoes e Aperfeiçoamento 
Embora os algoritmos representados já se encontrem 
numa forma diretamente utilizãvel em grande número de aplicações 
práticas, e possível sugerir algumas modificações que podem aumen 
_tar-lhes sua eficiência computacional. Entre as modificações pos- 
síveis sugere-se: . 
' 
. 
V 
- Pode-se pensar em diminuir a desvantagem da atua- 
~ ~ lizaçao direta dos fatores introduzindo duas alteraçoes nos algo- 
ritmos propostos: a) minimizar o número de ligações criadas apli- 
cando o esquema de ordenação nas ligações situadas na sub-matriz 
onde as alterações são introduzidas; b) diminuir o tempo de reti- 
rada dos efeitos das ligações alteradas nos fatores originais, 
utilizando um duplo encadeamento nos vetores que contém os fato- 
IGS. ' 
- Implementar os esquemas de aplicação sequencial 
dos métodos- de compensaçao, o qual permitiria obter resultados 
experimentais de sua utilização. Em função destas fixar o limite 
sugerido na utilização dos esquemas de compensação, o qual por 
sua vez permitiria a sua aplicação generalizada.
V 
Em suma, pode-se concluir que os métodos, itécnicas 
e algoritmos apresentados neste trabalho güfigm uma faixa de apli- 
caçoes suficientemente grande em sistemas de potência, de tal 
forma a justificar seu estudo e implementação.Nauuakmmtefiasua es 
colha e sua aplicação envolve uma série de fatores que devem ser
208 
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levados em conta a partir do problema em estudo, sendo esta a
~ funçao do usuãrio das técnicas e algoritmos aqui descritos. 
Quanto a futuras pesquisas na mesma linha de atua 
ção, a programação linear oferece um amplo campo de " investigav 
ção
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A 9 E N D I ctz I _ 
MQNTAGEM DA MATRIZ DE ADMITÃNCIAS NoDAIs ( |YN¡ ) 
Al.1 .~ Eormaç§o'da matriz [YN[;para'redes'sem'mütuasA 
Um dos algoritmos que apresenta maior simplicidade 
8 efiCiêI1Cia CO`mP11täCi0l'1‹'=1lz ê o que diz respeito â montagem da Vmatriz 
por inspeção da rede. Para tal, duas regras básicas que :derivam 
da Lei de Kirchhoff das correntes devem ser observadas: _ 
- o valor de um elemento Yij qualquer de [YNI co- 
responde ao negativo do valor de admitância equivalente entre as barras i e 
~ ~ 
j; se nao existe ligaçao entre as duas barras Yij = O. ou seja: 
. À 
...- 
_Y'ifi - ¬YiJ' 
ç 
‹z›,1.1›, 
Onde, §ij ê a admitância equivalente acima mencionada. 
- o Valor de um elementoYii~ qualquer de |YN|, ob 
tem-se pela soma das admitâncias das ligações que concorrem ao
l 
nõ i. 
Ou seja: '
j 
.. --_. Al;2 :Y1j = E Yij ( ) 
onde o somatório inclui todas as ligações conectados ã barra. . 
Nas duas regras acima, se i ou j fossem a bar- 
ra de referência, sua influência seria computada unicamente atra 
vês de (Al.21, uma vez que, em ¶YN{não são representadas as li~ 
nhas e colunas a ela associada.
j 
rn. «W
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Al.2 ¬ Formação'da matriz |YNLpara redes com mütuas jlj,|3|,i2OL 
' Dado um grupo de mütuas pertencente a uma rede elé- 
trica de potência, as seqüências das operações envolvidas na Ídef 
terminação da matriz de admitâncias a ela associada (veja refe- 
rência 3) pode ser resumida da seguinte forma: - 
' a - Montagem da matriz de impedâncias primitivas 
~ › A b - Determinaçao da matriz de admitancias primiti- 
,. VEIS . V V 
_e - Determinação da |YN| a partir das regras: 
‹*`- As admitâncias primitivas próprias do " tipo
~ Y ' sao adicionadas nos elementos Y Pq-pq - PP 
" 
e Yqq, e subtraídos dos elementos Ypq e Yqp 
. 
- As admitâncias primitivas mütuas, do tipo 
--Y. "â'° 1 pq_rS sao a icionadas aos e ementos Ypri e 
Yqs, e subtraídos dos elementos Yps e Yqr. 
- 
' Se a rede possui mais de um grupo de mütuas, os 
três passos acima podem ser repetidas tantas vezes quanto o núme- 
ro de grupos de mütuas existentes. . ' 
Para aqueles que quizerem analisar outro enfoque no 
tratamento dos grupos de mütuas sugere-se a referência l4., que 
apresenta um enfoque interessante, na diminuiçao dos tamanhos 
destes grupos. ' 
. ~¬«-.›,~ ~‹.~-zzr
V 
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Al.3 - Um exemplo de ilustraçao 
V 
Considere o sistema de quatro barras mostrada na 
~ , figura Al.l, cujos dados bâsicos_estao na tabela Al.l. Deseja se 
determinar a matriz de admitâncias nodais utilizando passo a pag 
so os conceitos das seções 4.3, Al.l e Al.2. 
› 1 ~ 2 
` 
. 
'34 
1-2‹2› 
0 
"i '-2-3 
01-2‹1› ' Cl><D 
0-10 ' 0,3 
› _Fig;Al.l - Rede para exemplo. 
_ 
~ Na tabela Al.l Os valores da coluna "C" correspon- ¡ 
dem as admitâncias primitivas prõprias dos elementos indicados e 
(B),e os valores da coluna "E" ãs admitâncias primitivas mütuas 
entre as ligações indicadas em "B" e "D". _ ~ . b 
Tabela Al.1 -Dados para o exemplo numérico. 
Áiízwânn mmrmnurño iXr¬L P¬1ƒ 
Í 
A0mfifi®0i¢0MV&fq} fls 
1 (À) (B) '(C)' (D) (E) 
.._z __ z _ fz 
›
\ 
l - O-l 0,5 l - 2(l) 0,25 
2 1-2(1› 0,4 0 - 1' _o,25 
3 2-3 0,2 - 
.4~ 1-2(2› 0,6 * 1 - z‹1› 0,20 ~* 
5 f * 0-3 0,5
`
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a- Redes parciais: conforme (4.3) a rede em estudo 
pode ser separada em duas redes parciais, veja a figura Al.2 
onde a rede parcial , contêm as ligações não acopladas, e a 2 
as ligações acopladas. g V 'g 
_ 
1-2(
\ 
.. ›. _» 
2)
. 
2-3 
l-2( l) 1 
zw
O
, 
Figura`A1 
<I:›<1D 
O-l 0,3 
2 Êede+2 Rede-1 
,2 -Redes parciais da rede-original.
A
I 
. 
›b - Determinação da matriz de admitãncias nodais 
da rede-l2(§YN]l), Utilizando as regras da Seção(Al.l) obtêm-se 
da rede-2 ÇIYN 
2_ 3 
¡YN¡1.¿ 2 .5,o -5,0 p 
' 
3 -5,0 7,0 
1.21. 
2
2 
Utilizando as regras da Seção (Al.2) obtêmese 
l 2 
¡yN¡2 = 1 1o,199ô -5,4 
2'-5,4 3,8 
c ~ Determinação da matriz de admitâncias nodais 
.WT r..
~ 
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.d - Determinação da IYNI da rede.Qrigina1.. 
C0flf0rm€ â Seça0 (4.3) a matriz |Y I pode ser ob ` N . - 
tida pela união das duas redes parciais. Utilizando as expres 
sões (4.3) e (4.lO) tem-se: l, -` 
ou seja 
Yizz 
Y13= 
Y23= 
IYNI 2 
Yll 
Y2l 
Y3l 
Y22 
Y32 
Y33 
. \ 
= ylll m Y112 : 0,0 + 1o,199a 
= Y121 + Y122 z 0,0 + -5,4000 
= Yial + Y132 = 0,0 + 0,0 
= Y221 + Y222 =.5,0 + 3,8000 
= Yzsl + Y232 
_ 
=_-5,0+ 0,0 
= 7,0 + 0,0 = Y331 + Y332 
V 
1 2 3 
1 10,199s ~5,4 0,0 
.3 0,0 -5,0 7,0 
10,199s 
-5,4000 
0,0 0 
3,8000 
5,0000 
7,0000 
-5,4 8,8 -5,0 A
¿.L4 
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ARMAZENAMENTO coMPAcTo DA MATRIZ V|YN¡ 
Na seção 4;3. apresentou-se um conjunto de caracte- 
rísticas associadas â matriz de admitâncias nodais. Para tirar 
vantagens dessas características apresenta-se a seguir um dos
~ possiveis enfoques na utilizaçao do armazenamento compacto, de 
senvolvendo-se a lõgica de montagem da matriz a partir dos re- 
quisitos inerentes a esta técnica. ' ^ ' 
A2.1 - Asgéótos"Bãs¿g9 
Os sistemas de potência apresentam.em média de 3 a 
5 linhas ou equipamentos Gfimfltflkfi aos barramentos dos siste- 
az. mas ;portanto, as matrizes de admitancias nodais possuem por li 
z .
~ nhas em torno de 6 elementos nao nulos. 
Além disso, esta matriz de rede será sempre numeri- 
camente simétrica, em se tratando de sistemas de potências sem 
elementos ativos, como transformadores defasadores. - 
Levando em conta as duas observações acima, as téc- 
nicas de armazenamento compacto, visam guardar na memória do 
~ ~ computador somente as informaçoes relevantes e nao repetitivas. 
Com este objetivo, usualmente define-se um conjun- 
to de vetores, aqui denominado de vetores representativos, que 
permite guardar em uma composição vetorial os elementos não nu 
los situado na diagonal e acima desta, da matriz de admitâncias 
nodais. -
V
rw
~ 
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'Na definição dos vetores representativos, vãrias com 
posições podem ser adotadas, em geral o que-a define é a pratici 
~ ~ dade' de manipulaçao das informaçoes nela contidas. ; 
Para este estudo em particular, onde prevê-se segui- 
~ . ~ das alteraçoes em seus elementos, uma composiçao vetorial de cin 
co vetores será utilizada. A notação e o conteúdo dos seus ele- 
mentos é dado por: - ' ' 
XQ = vetor de elementos diagonais ' 
1§_= vetor apontador em X2 do primeiro elemento de cada
~ linha. Se seu valor ê nulo, indica que a linha nao 
.possui elemento acima do diagonal. 
F2 
H = vetor.de elementos não diagonais 
§§ = vetor paralelo a X2, indicando sua colunas 
NPC = vetor paralelo a QQ, indicando o prõximo elemento se- 
qüencial da linha. Se seu valor ê nulo, indica que o 
elemento a ele associado ê o último da linha. 
' Para melhor compreensão do esquema vetorial no arma- 
zenamento_compacto considere a figura A2.l., na qual o ponto 
(b) mostra as estruturas dos vetores representativos associados 
ã rede elétrica mostrada no ponto (a). 
›‹ ¬_-¬‹ ,.-¿,›,~‹,
v V V V 216 
cê ~ @ @ 
®i ®2 i@r 
~
í 
2(a) Rede elétrica qualquer 
I=l 2 3 4 5 6 7 8 9 10 
YD(l)= xxx xxxlx x›x'x 
zL‹1›= 
ç
~ 
1§=1 2 3 M4 Í 5 ÍÍ6 
' 7 _ wa* ñ9, 10 111 12 
'
. 
YT`(K)=, x x x .x x x x x x x x x 
Nc(1<›'= 2 3% *Vô 4 7 7 io õ 7 8 9 15 
_
_ 
mw. o do 
L_________i
o o N1:›c‹1<›=oI3 {'o 5 o 7 o o 
(b) Vetores representativos da rede acima. 
Figura A2.l - Composição de vetores representativos 
V da matriz de admitâncias nodais. 
. 
_ 
Para uma rede de "n" barras a composição vetorial 
da figura A2.1 Sãmyme será alterada nas suas dimensoes, uma vez 
que XQ e l§”estão associados ao número de barras, e X2, QQ e NPC 
estão associados com as ligações ou componentes do sistema. 
'rf f‹.¬:
2l7` 
5.2.2 ¬ Registros de entradaç ~ 
V A referência 20 _proporciona a modelagem dos princi+ 
pais componentes da rede a serem utilizados nos estudos de siste- 
mas de potência em.regime permanente. 
Nai seção. 'A2.l qxesanzvse uma composição de 
vetores representativos adequada para o objetivo deste trabalho. 
' Assim, da análise a partir da contribuição dos mode 
lOS ÕOS componentes da rede nos elementos dos vetores representa~ 
tivos, pode-se adotar dois tipos diferentes de registros de entra 
' ~ ~ 
da; onde um está associado às ligaçoes nao acopladas, e_o ou 
tro às mutuamente_acopladas. ' A _ 
' Para a primeira alternativa adota-se o registro mos 
trado na figura1Q.2 abaixo, onde as variáveis são definidos como 
7* *A ' ' '
1 
ÍNESÍ LB 
| 
FB 
i 
zm 
I 
YY
Í
~ Figura pQ.2 - Registro de entrada das ligaçao 
nao-acopladas. 
segue: _ _
_ 
NES = indicador de que o registro pertence a uma 
ligação não-acoplada. Seu valor ê sempre nu- 
lo.
A 
extrema inicial (de menor valor) 
extrema final (de maior valor) 
LB .= barra 
FB" = barra 
' da impedância ZM = valor 
YY'= valor de admitância paralela associada a LB 
de admitância paralela associada a FB. FY = valor 
. ...,. ._ ..'_.¡‹
Zlö 
Para ' componentes tais como reatores e banco de 
~ ~ capacitores os últimos dois campos nao sao preenchidos. O primei- 
ro campo NES aparentemente ê dispensável, porém, para futuros es 
~ ~ tudos onde prevê-se alteraçoes seqüenciais das ligaçoes da rede, 
o valor deste campo indicará a seqüência em que se processará tal 
alteração. _ _
' 
Para a definiçao do registro de entrada da .segunda 
alternativa, deve-se observar os requisitos de cada uma das ma- 
trizes envolvidas. Assim temos que, para a montagem da matriz de
~ impedâncias primitivas, para a obtençao da matriz de admitãncias 
primitivas, e a determinação da matriz de admitãncias nodais do 
grupo de mütuas ê necessários conhecer. 
- O valor das impedâncias próprias ou mütuas 
-PA indicação de quais elementos estão acoplados
~ - A denominaçao das barras extremas 
- Se a rede possui mais de um grupo de mütuas, a in 
' dicação do grupo ao qual o dado pertence. 
“ Para satisfazer as necessidades acima, adota-se o 
registro de entrada mostrado na figura A2LL_onde aS Variáveis 
_\NEsi‹LB]LFIzMbNGR|N1'1¬,
~ 
' FiguraIQ.3- Registro de entrada das ligaçoes mutuamente 
= acopladas. ' 
são definidas como segue: 
NES = indica que o registro pertence as ligações mu 
tuamente acopladas. Seu valor ë sempre dife~ 
rente de zero. V
›2l9 
._ 
-,_ 
NGR = indica o grupo de mútuas correspondente. p. 
NIT = pode assumir dois valores, zero ou um. ~Se 
_ 
-NIT.=V0, o valor contido em ZM corresponde ã
A impedancia primitiva mútua entre os elemen - 
tos especificados em LB e FB. Se NIT = 1, o 
valor contido em ZM corresponde â impedância 
primitiva prõpria do elemento cujas barras 
extremas estão especificadas em LB e FB. 
, . 
LB; FB e ZM estao descritos em NIT.
~ 
` 1""Ãs%oÉservaçoes feitas para NES do registro ante- 
rior também aplicamfse a este registro. ' 
A2.3 ¿- Registros de saída
_ 
-' 
V Sao os prõprios vetores representativos descritos 
na seção A2.l.W ' 
A2.4- - Fluxograma conceitual 
Mostra a seqüência lõgica na montagem compacta da 
matriz. Veja a Figura A2.4.
w 
«_ z- ..¬ m.. -4. M.
~ DEFINIÇAD Do TAMANHO? Il 
DAREDE E Do' NUMERO* 
DE LIGAÇOES 
Í f
' 
IEITURA DE REGISTRCB ` . V 
' DE ENTRADA 2 
SIM . REGISTRO › 
ERI'EN(`ÍE A REDE ' 
DE MUTU
~ 
NAO. ' 
A 
z» ~ f "I DEIERMINAÇAD Dos “ELEMEN-lí 
TOS Dos VETORES REPRESEN-Q3 - 
TATIVOS O 
SIM MAIS " REGISTROS DE 
ENTRADA 
` '>
~ 
A 
NAO 
qc ~. "' NAO REDE SIM 
, 
'FIM _-<--_-- POSSUI GRUP$ , E 
DE MÚIUAS 
. ? 
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ARMAZENAMENTO ORDENADO 
DOS REIGISTR% DE ENTRA 
DA,
v 
IVDNTAGEM DE 
NAÔ ' Z PRI.lV[[TIVO 
MAIS , SIM
` 
. MUTUAS 
DETERMINAÇAO DE~ 
Y PPCEMITIVO 
ADIçAo com A - 8 « DETERMINAÇAO DA |YN| 
REDE SEM MÚIUAS 
E O 
DA REDE DE MÚIUAS 7 
-' FIG.A2-4 -'Fluxoqrama conceitual de montaqem da matriz IYNÉ
4 
» fp.
~ 
-¢¬.;. 
_ 
` No bloco 1, define-se o número de barras e de liga- 
çoes ou componentes do sistema, para o qual deseja-se montar a ma 
triz de admitãncias nodais. ' - 
No bloco 2 efetua-se.a leitura dos registros de en- 
trada que pode ser feita sem nenhuma seqüência prê-fixada. 
V 
Se o registro lido, pertence a uma ligação que não 
' esteja mutuamente acoplada determina-se diretamente sua influên- 
~ ~ cia nos vetores representativos conforme as expressoes da seçao 
. A1_1; isto ê feito no bloco 3. ~ 
pNwi»- Se o registro lido, pertence a um grupo de mütuas, 
no bloco 4 procede-se ao armazenamento ordenado deste registro.
~ No armazenamento adota-se também uma composiçao vetorial, ' dada 
-pelos seguintes vetcreã: 
j 
` 
»
' 
NGR- 
II 
NTI 
NBI 
NBF 
NPK 
apontador do primeiro dado pertencente a um
\ 
determinado grupo de mütuas (G.M). 
anmuena a dimensão das matrizes primitivas 
dos G.M. i 
anmmena os valores de NIT 
anmmena os valores de LB 
anmuena os valores de FB 
apontador do próximo conjunto de dados perten- 
cente a um 
i que o dado 
AObserve que nesta composição 
`tores paralelos, e os vetores 
,te conjunto. 
G.M. Se o seu valor ê zero indica 
ê o último do grupo de mütuas. 
vetorial NTI, NBr, NBF e NPK são vg 
§§§ e NPK apontam os elementos des
, 
Concluindo a leitura, verifica-se se a rede- possui 
Vgrupos de mütuas; caso afirmativo, passa-se ao bloco 5; caso con 
trãrio, concluiu-se a montagem da matriz. 
4 
Nos blocos 5, 6 e 7 efetua- 
das na 
V " 
se as operações 
seçao Al.2. 
indica- 
No bloco 8 efetua-se a união das matrizes de admi- 
tãncias das redes parciais conforme indicado em 2.3.
H 
Apõs as operações do bloco 8 verifica-se se a rede 
possui mais de um G.M; caso afirmativo, repete-se o laço dos 
blocos 5, 6,,7 e 8; caso contrário f' ' ' , im da montagem. 
-I 
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A P E N D I c E- III - 
9EcoMposIçÃo Ut.D;U. DA MATRIZ i[YNj COMPACTADA 
A3.l. - Aspectos Básicos
~ 
' A decomposiçao Ut.D;U. da matriz IYNI segue um pro
~ cedimento similar ao descrito na seçao 2.4.3; a única diferen 
ça ë que os elementos estão armazenados na estrutura' vetorial 
descrita no Apêndice II, e conseqüentemente, deve-se observar 
certo cuidado durante o procedimento de eliminação dos elemen 
tos sub-diagonais. - . ' _ ~
q 
7 
` _- A composição de vetores representativos adotados , 
favorece particularmente ao esquema de eliminaçao por . colunas 
(esquema (a) da figura 2.2), dado que não requer nenhuma compo- 
sição vetorial adicional para a obtenção dos fatores. Em ter- 
mos de memórias adicionais são necessárias somente aquelas que 
guardam os elementos criados na eliminação. 
A3.2 ¬ Determinação dos fatores Ut,D.U. 
. . 
~ t Podemos resumir o processo de decomposiçao_ U .D.U. 
em três passos' principais: 
z ¬‹q.›--,Í-gr'
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_. ~ 
a) Efetuafse a triãngularizaçao pela eliminaçao dos 
elementos sub-diagonais em_X¶. _, 
b) Obtem-se os elementos do fator D _pela inversao 
dos elementos do vetor~XQ apõs concluído o passo "a". 
. c) Obtem-se os elementos do fator U pela multiplica 
ção dos elementos do vetor X2 apõs-concluído o passo "a". com 
o, elemento ' correspondente em XQ após concluído o pas- 
Hbll . . 
'Após os três passos acima, a composição de vetores 
representativos passa a conter os fatores da matriz, e se, caso 
os valores originais não forem previamente armazenados em vetores
~ 
similares, a matriz de admitâncias nodais já nao estará disponí- 
vel explicitamente. ` p - 
~ 
' H Os pontos "b" e "c" podem facilmente ser implementa 
dos, assim, os procedimentos a seguir visaram mostrar os _pontos 
principais para a implementação do ponto "a". _
V 
«- 
_ Considere uma rede hipotética de dimensao 6, para a 
qual supomos que a estrutura triangular superior da matriz IYN] 
associada assuma a forma mostrada na figura A3.l. _ 
Êfii _ Y1Ã} |pY1õ 
* Y22ÍY23 __Y25 
. ÍY33 Ê34 Ysõ a 
Y44 
_ 
Y55 Y:-só 
d 
_*f§§_| 
'rw' '¬ . ' «v ¬ ' f ›-'-‹ " r 5 figura-A3zl - nstrutura triangular superior da matr1¿¶YN¡ 
' de uma rede hipotética. _ _
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Para a eliminação dos elementos sub-diagonais deve~ 
se proceder como'segue:, - «V ' ` _ ' ' 
1)O primeiro elemento a ser eliminado ê Y4l = Y4l; Para tal,
~ as duas linhas envolvidas sao a l e a 4, as quais destacamos da 
matriz acima, ' . . 
LINHA 1 = Yll O 0 Yl4 0 Ylõ 
~ lx: 1, 
LINHA 4'= _ Y44 O O (antes da eliminação 
~ `. de yl4) 
LINHA 4 = ' Y44' O y461(apõs a eliminação de 
Yl4) - ' 
onde. 
Y44' = Y44 + ç-YL4/vila X Y14, e 
» Y4õ'¡=.o + ç-YL4/Yiiy X Ylô 
nota-se que: ^ 0 _
~ - a eliminaçao de Yl4 afeta na linha 4 sõmente os dois ele~ 
mentos colocados diretamente abaixo dos dois elementos não~nulos 
e não-diagonais da linha "l". 
- se o elemento da linha 4 diretamente abaixo de um elemento 
vv ~ ~ nao-nulo e nao-diagonal da linha l for zero, nesta posiçao da li 
nha 4 se criará um novo elemento. 
2) O segundo elemento a ser eliminado ë Y6l = Yl6, para o 
qual as duas linhas envolvidas serão a l e a 6. O terceiro elemen 
to será Y23, e assim por diante até o elemento Y56, com o qual 
-ø. termina o processo de triangularizaçao. -
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Para a matriz IYNI-armazenada em estrutura vetorial, o ¡prq- 
ø ' , cedimento` e exatamente o mesmo, bastando manipular _corretamente 
os apontadores. . › ' 
, 
Considere agora a estrutura da figura A3.l. disposta 
nos vetores representativos conforme a figura A3.2. Para a triângu 
larização 
V
- 
1=1 2 3 4 5 eu 
YD1 = . ( ) Y11 
f 
Y22* IY33 ÍY44 Y55 `Yõ6 ' 
1LU3= 1 
, 
3 
I 
5 
I 
o 7 
I
o 
. 
- 
' K=1 2 3_ 4. 5 ' ó . 7 ~m=1tsYtt . ~ s 
NC(K)= 
NPC(K)= 2' O i 4 O 6 O - _ 0
` 
›ã~ 
~-_; 
*<
C 
|"" 
ON 
ON 
I
V 
P-<I
~ 
N 
OJ 
DJ 
šcn 
nã 
}
,
W 
t._.¿____.. 
` 
›< 
ab 
OJ
_ 
›b 
_;-__ 
*< 
ON 
LU
' 
Ó`\ U1 
& 
ON 
Figura A3.2 - Representação compacta da estrutura da 
- ifigura A3.l. z 
deveese proceder da seguinte forma:_ V 
l) O primeiro elemento a ser eliminado (Y4l = Yl4) obtem»se 
fazendo: 
M = 1L(1) 
YT(M)= Y14 _ 
¬ Para a determinação de toda a linha l, segueëse a partir de 
K›= M até achar o K = Ml para qual NPC(Ml) = 0.E os YT(K) 
constituem os elementos desta linha; a coluna corresponden- 
te está indicada no vetor QQ associado. 
- Para a determinação da segunda linha efetua-se um procedi- 
mento similar. ' i -
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~ ¬ Caracterizados os elementos das duas linhas, efetua-se as 
modificações nos elementos da linha 4; se um novo lelemen 
' to ê criado este coloca~se no final dos vetores YTA NC e I I . I 
- NPC, e altera-se os apontadores envolvidos. 
2) Procede-se de forma similar para todos os elementos a se- 
rem eliminados, concluindo~se com isto o ponto "a" acima menciona 
do. 
' 
~
u 
A3.3 - Çonsideração Adicional 
V... Observe que para fins didáticos o processo de decom- 
posição Ut.D.U; foi dividido em três etapas; Na implantação com, 
putacional, efetua~se o terceiro passo juntamente com o' primeiro 
obtendo-se com isto sensível redução do número de operações. Para 
maiores detalhes na determinação dos fatores Ut.D.U. veja ¡refe- 
rência 6. 
.«‹›.‹-, z.¬¢»¢-
A P Ê N D I~C E IV - 
EXEMPLOS NUMÉRICOS Dos MÉTODOS DE SIMULAÇAO 
'À4.1 - Análise de sensibilidade 
A4,l.1'- Alterações de ligações não-acopladas 
228 
Considere, a título de ilustração; a .rede de 
três nõs representada na figura_A,4Jz Simule a retirada da liga 
ção l-2, utilizando os dois métodos descritos nesta seção. 
-0,5 <j:> * 
` 2 '<::> ¬1¿o 
-e 3 z 2 f 
f\ 
1,5 
V/ 
Figural&4-l- Rede exemplo 
a; -'A matriz IYNIO associada ã rede ê dada por 
lYN¡° = 5 -2 im 
b. - A tabela de fatores da |YN|o acima ë dada por: 
_ 
Ut.D.U(|Y 1°) Í1/5 É 2/sí N = f__¿__¬ 
z2/5 ' 5/im 
c;`- Determinação dos estados iniciais da rede ' 
gä = ¡E1°.= U .D.U.KY 
- 22° * 
_
_ 
` t 1 N)Oi + 
' 
| 1
| 
-9,51: Q-1/4 
1,0' ' 3/ _ ' '_ I- 3 
. 
' 1
× 
u " n ç +-representa aplicado sobre 
vz‹¬.'¬‹‹~ 
, _ .
_
-N ÊL
o 
Ay12 =--2 
" - 12 
_ 
' -l -3/16 
e. - Estabelecimento de Ayij = Ayl2 
el2 ä UtD U (ÃYNio)+ 
I 
li ¿_' 
d. - Determinacao do vetor {§¶°.gijp- {%¶O.Ê 
' l/8 ' 
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f.a ~ Determine os novos estados da rede utilizando o primeiro 
~metodo-descrito (veja expressao 3;24). 
Em= 
.Emz 
-1/õ
/ 
~1/4' 3 1/8 1 
~3/8 
-l 2
I
_ -3/16 'l El - 
` 
N
I 
+
1 
z
P \.
H \. OO 
' 
I-' 
I-' 
%« 
' 
-1/4§ 
“3 l6` * ¬3/8ã .i . ~ ¡ p! 
f.b - Determine os novos estados da rede utilizando o segundo 
_ 
método descrito por (3.25), ou.seja' 
- . m m . . . . Para determinar El e E2 soluciona~se primeiramente o sistema 
EW = 5° - 1y12. ‹E1m - E2m› .iq¿9Ê12 
dado em (3-27) 
que nesse caso particular, já corresponde aos novos estados-pro 
curados à 
-3/16 - 3/16 - 1/2¡ VEZ , 
` 
13/8 
_2¿ Í 1/8 - 1/2 -1/8 
I 
`E1m| -1/4' 
ml 
_
l I r I a
A4.l,2 ¬z Alteraçoes de um Grupo de Mütuas 
i 
` Considere a retirada da ligação l-2(1) da rede da 
figura A4.2, idêntica a da figura Al.l e cujos dados básicos 
estão armazenados na tabela Al.l. ' 
U><> 
-se 
_.-.›.~» 2 . 
A 
l -i 2 Í 
FIGURA AA.2- Rede exemplo. ` 
a. - A matriz IYNIO associada ã rede ë dada por: 
-5,4 o,o E-' O É N 
~ |YN|°: -5,4 8,8 -5,0 
o,o -5,0 -7,01 
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s. 
b. - A tabela de fatores da IYNIO acima ê dada por 
.» ` 0,0980392l5 0,5294ll764 0,0 
utnuH3filÕ›: o}5294117õ4 o,1õa31õs31 dIs4i5841§8 
I 
0,0 0,84l584l88 , 0,358l56028 
c. - Determinação do estado inicial da rede 
_ 
ÍEÍ _ 
' 
V Idzl V ão,7517729õ2a 
É°= E3 = U DU(WYNI ) á 1,o49õ4523oo 
E3 _ 
' 2| L 1,o354õ1oo3o 
.› L›_fl,M 
I 
. 
'_ 
d. - Determinação da matriz FN|O.|M¶ 
V 
. 4 
l OV 
¡M]= 0 1 
o 0 
'UtDU“YN¡°) i 'l_ 
V 
'Ó,216312oõo4 
» 
_ 
. 
0 = Ó,2234o42õ39 
0 
I 
o,1595744733
¡ 
o 
' o,2234o42õ4o 
t Y U I>U<lNí°)°* 1 z = o,4219s58325 
O 0,30l4l84500 
`O,2l63l20604 0,2234042640¬ 
¡g¿°.|M¡= o,2234o42õ4o o,421985s325 . 
' l0,l595744733 O,30l4l8450O
\ 
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-..._-v
- Determinação de |Ay] 
^Y›f 
Q 
V -2 . I-1,666 6,666 
` 
I-4,5 
- Determinação de Êg 
~6,533 3¡733 3,666 -1,666 |lO,2 -4,5 
3,733 ,l33 
0,248226884 
0,03546l006 
/ «AE :ã-o,o49695348
I
~ - Determinaçao do novo estado da rede 
§'“= §° +6 êâ
0 
Em:
1 
,751772962a 
,o4964523oo 
o,24a226ss4 
-o,o49445348 
Il,O3546l0O39. ~0,3546lOO60 
- Verificaçao do resultado 
Em- WN; + I/.\y!› 1 I°z;›I°~ ‹IYNl° + |AyI›E*“ 
\\5 
*E 
O "' _ 
iG 
O 
l\) 
›S>›
` 
`
`
O 
U1 
U1 
U1 
\l 
I\) 
`
É
`
O 
U1 
U1 
U1
O 
`
` 
O
O 
\l
` O 
AE= -|M].‹|I|+yAy].]Mlt.|z|°;!M|› l.¡Ay|.|M|t.§° 
I Ill 
l
l
l 
-232 
8,8
A4.2 - Métodos Geral de Compensação z›«'f““""" `“”””* Í 
. ~ ~ ~ 
.::›` 
A4;2.l - Alteraçao de uma ligaçao nao acoplada 
233 
“Jari mnwúâflgfi 
W Eâiãñää 
V Considere a figura A4.l,. onde deseja-se determinar 
os novos valores de Em apõs a retirada da ligação l+2, 
utilizando os esquemas-de compensacao. 
» Os valores da matriz de admitãncias nodais e 
. _ 
OS 
fatores correspondentes estao .especificados no item A4.l.l. 
Fase preparatória
_ 
- -_Na determinação da matriz IZ| , utiliza-se 
esquemas l e 3 da tabela 3.1, ou seja, para o esquema l.- 
:~|×| =t Ut D U ‹|YN1›+â1z 
.
1 
Í 
Ixl = Ut n U <lYNl› + `_l 
= 
I 
1/8 
¡z| = Êlzt . |>;1 = 5/16 
3/16
OS
¢ 
e para o esquema 3, 
V 
=.Ut(|YN| ) “*` ÊI12 = 
l 
l_` 
' -~ . -3/5 
]ñ}= D(|YNl › + wl=.iul/5
Í 
-3/16 
> ~ 
}z| =1w|t.|w|= 5/16 
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- Na determinação da matriz IC|utilizando a ex~' 
pressão(3.49a) obtendo-se: _ 
` 
' |c]= (my`l + ¡z])`1 . 
Ay = -2 
- |c|= -16/3 
Fase de Cogçiusão
. 
Na determinaçao dos novos valores de gm utiliza 
remos o método da pré-compensação. e da média compensação 
Para a pré-compensação segundo os passos 
Tabela 3.2 tem-sei V - -
- Cálculo do vetor compensatõrio utilizando 
Al = 
esquema 
1 
“I 2/3 
f\f 
A . 
AI = -lM;.}c .|x|t ;¶;_ onâe|M1= 512 
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O 
f-Cálculo do vetor compensatõrio utilizando o esquema B. 
-l. 
A1 = -IM!-WC!-|MIt -1YNI - E 
|YNl`l.I = 
A; zl 
2/3
/ 
N-1/4 
-2 3 
3/8
t U D U (IYN1 * 1 
` - Execução da compensação
A 
I - 1° +-AI ~|4/6 
- Determinação de _E_Im 
l À gm = ‹|YNl ›+ 
Em :_ Í-1/õ 
-l/2 
Para a média-compensação, segundo os passos da 
tabela 3.2 tem-se 
z›¬-V»
~ Início da solução determinando Ê
fi
E
É 
- Cálculo do vetor compensatõrio 
.zw ,- - 
- Execução da compensação . 
~ E 
›F 
- Determinaçao de Em 
gm = U .D(|YN|) *-5 
za! 
~ l-z,5› 
› É =§+A§ 
Em = 
`= Ut(|YN| >* I 
-1/2 
-6/5 
2/BI 
l/6 
és/5 
‹-‹ 
-l/6 
-l/2 
Ag = -Iw|.|c . WIÊ. E 
f-‹ 
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A4.2;2 - Alterações de ligações pertençentes a qrunos de 
mütuas_ 
Considere a rede da figura A4.2. do exemplo numé- 
rico do item A4.l.2. Determine os novos estados da rede
~ apõs a retirada da ligaçao l-2(1), utilizando os passos da 
- ' ~ média-compensacao. - 
« ,wøs valores de |YNI e Ut D U. estao registrados 
no item especificado. ~ 
.'Fase~preparatõria 
~ Da tabela 3.1, tem-se para |Z
Z 
! 
1 o . 41,0 o,o 
|M{= o 1 , |w|= Ut ( |YN|›»M = o,5294117õ4 1,0 _ 
O. o O,445544569 O,84l584l88
~ - 
|w}=_D(lYN! )-›¡w|= 
1z|= |€«:t.|w1 
¡c|= ‹11|+=Ay|.¡z|› My 
^Y| = 3,7333* -2,1333* = 1,6666 6,666' - 
-18,424 10,528 
¡C! 
Êaso de Coñclusão 
10.528 - 6,016 
0,0980392l5 
0,089lO89l 
0,l59574473 
O,2l63l2059 
0,223404263 
~ Determinação da matriz CI 
0,0 ' . 
o,168316s31 
0,30l4l8450 
O,223404263 
O,42l985832 
V " d vetor Ê - Inicie a soluçao calculan o o 
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-6,5333 3,7333 3,6666 -1,6666 10,2 -5,4 
5,4 6,6,
- Início da soluçao, cálculo do vetor F
A
A 
Ê,-'= 
2,0 
l,058823528 
2,89l089l39 
g =Ut('lYN| ) H-› I 
_ 
4.~ 
mf _ n 
- Cálculo do vetor compensatõrio 
g=¶m4q4mt.g. 
AE: 
. 2,8 
-O,ll764706l 
-0,099009907 
- Execução da compensação 
Ê:
A §=F+E 
4,3 
O,94ll76467 
2,792079232 
- Determinaçao de Em 
Em = U .D(¡YN¡ )+ 5 
§= hm 
4
I 
1,0 
1,0 
1 É 
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, 
' - - . 
** 
A4.3 - ëplicação sequencial da comgensação 
_ 
' ¶Considere a mesma rede da figura A4.3, para o qual 
deseja-se simular a uretirada sequencial das ligações 2-3,-
~ 
e 3-4. Utiliza-se o método de média-compensaçao. 
V 
V 
<::> 1,5 ' <ã:> 4 <;:> 
2. 2 L» 
Y 
¡ \\š 
‹ V 0,6 . 
2,192' 
//// ///'fz 
Figura A4;3- Rede exemplo 
- 
. ou . ~ - a - matriz IYNI associada a rede e dada por 
. 8 -4 o o-
| 
-4 12 -4 -4 
ÍYNÍ É ` 
O -4 6,6 -2. 
o V -4 -2 
_ 
8,192 
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.FW -.,
C l 
‹b - A tabela de fatores de[YN] ë dada por 
Í 
_ Í ,¡\¡__J
. 
_ 
Í0,125. 
Í 
0,500 O `V O O O
O `
O ` O 
t 
, 
_ z , _ . U °D'U (¡YN' )" 500 - 
` 
0,100. 0,400 
\ 
0,400 
0,400m _0,20O O 0,720 
0,400 ` 0,720 0,250 _$
.
` O 
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- Determinação dos novos estados da rede utilizando a média- 
compensaçao seqüencial 
zl fi Determinação de|Zl|
~ 
¡wi! 
Izfi 
0 
~ 0,4 
V 
-1_` - ~0,312 
=D(WN|Y&*ÍWlÍ= 
= z . 
A 
¡
' 
|“1¡ 1 
Í 
iwll =0‹|YN1à +âMll = 
l
0
Í
0 
0,1 
0,08 
-0,078 
Í 
~ t i = ¡Wl| . ¡Wl|= 0,l56336 
- Determinaçao implícita de lPll 
C l.l - Fase-preparatória de ÍPl|i 
0» ,ty 
, .._..,,__,.
A 
2.2 Determinação de |Cl: '_ 
lncll = |Ày |'1+'zl|`l = ‹-_-1/4 + o,15õ33õ›`l 1 I 
2 
' 
|cll~._= -1o,õ7õ4õo53 . 
C.l.2 - Fase- 
|Pll= 
conclusão 
‹|i¡-¡wi! 
|cl|.lwl]t =Io 
|P]_!= 
C.2 - Determinaçao implícita de {P2| 
-__ 
AP
H
.
_ 
¡__,`.
‹ 
H
_
' 
de.}Pl| 
|cl¡.|wl|'°›d 
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-l.067646053 -O,854ll6842 O,83276392l|Í 
.,t 
io ||‹:11.|w1.| ~ 
l . 
¡ 
`
. 
¬ 
.o,4 
-0,312 
C,2.l - Fase-preparatória de lP2l 
l - Determinaçao de IZ21 
_ 0 t' . , %M2!= lwzi =U<zYNI› +IM2|=
1
~ 
|w2i=D‹IYNl› ÉWZI = 
› .
O 
11 
I é
i 
to 
0,2 
\-o,o7 
Vzz ._‹‹ íflzât z‹¬' :Pl|-Ê\^72š“|\^]2z \Wl|'âCll'=vTl: 'IWZÍ 
r28.l
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OBS: _Observe neste passo a importância de não avaliar explici. 
_ tamente |Pl|. A operaçan ]P¡,.IP2l`inclui, em lugar . do 
-produto de uma matriz de dimensao 4 pelo vetor ¶2; o prg 
duto de duasrmnzizes |wlF'e1W2¶, o valor resultante por 
|Cl¶e este novamente pelarmmrizlwll. Neste caso, o nfimero 
de operações relevantes ê reduzida quase pela metade. 
(9 em lugar de 16).
V 
_ t _ . |z2|- |w21_ .¡w21~ o,33o329õss 
2 - Determinação de ÉCZI 
' 
lczl = LAy2|'1 +|z2!`1 = (-1/2 - o,33o329688›`l 
|c2| = -5,893783o18 
~` 
C.2.2 - Fase-conclusao de |P2l 
1P2¡= ‹|1|-xpll.¡w2|.\c21¿¡w2|t› 
|c2|.lw2¡t= o o -1,17s75õôoá o.4125õ4| 
1 1° D ~\*¢z*-'wzltl m 
¡P ,_ 1 _ 
I 
1,o8729o739 
2!' ~ 
,1 
` 
1,43491õ295
1 -o,õ1923471o 
C.3 - Determinação de Em
V 
C,3.l - Determinação de Ê
A 
Ê1 
. F1 
V AIC 
~ t 
-É =' U (|YN\) 'Ê 
l\J 
§ =' 3
A 
=.§ 
I-' 
í3,2 
' 2,504 
3.2 - Determinação de|Pl|. E = Fl
~ t â - :w1|.1cl|.|w1¡ .E 
+125; 
O 
›
1
Í 
|wl|t. F = -3,o1s1o7274
2 
Aš_ 3,0l8lO7274 š = _6,0l8l07274 -" ,¿ l,207242909 
-0,94l649469 
, 
^ _~ _ 
“ .t ~ 
› EZÍE1 |Pl]~tW2|~|C2| |W2¡ Fl 
A - ,` 
W 
552: E " ^Ê.1_ 
êí 1 = F2 ë 
o ~f 
4,499l34076 
5,937584647\ 
. .
1 -2,5õ235o513¡ 
i
\ 
4.
A 
3.3 - Determinaçao de |P2l. El -_§2 
4,407242909 
2,56235053l
O 
l\) 
1o,51724134 
.l0,34482756 
ZÂ4
c.3.4 - Determinação de Em 
- Em = U'D . ( IYN|)+ E2 _ 
'l,l89655l72 
. 
p` “l,8793l0344 Em _ 
2,0689655l6 
o.~ 
A4.4 ¬ Adigão de Nós . 
Â V O exemplo a seguir ilustra melhor os pontos b eu c 
da adição de nõs da sub-seção 3.4.4. Considere inicialmente 
a rede da figura A4.l.a., na qual deseja-se simular a inclu 
são do nõ 3; 'como mostrado na figura A4.l.b., e onde a liga 
ção pontilhada representa a admitância fictícia. Considere i- 
nicialmente gue o nõ incluído não_possui injeção de corrente
~ 
e após simula também uma injeçao de corrente nesse nõ. Utili~ 
za o método da prê~compensação; ' . 
i
_ do 
1. o ® 1. @.f¬ 
_ __ //"
I 
' / 
. 
_ 
u 
// 
_ 
`4 2 Q/ 
/I' 
,/Çfi \; 
i 
` 
‹a› ‹1z›› 
Figura 6.6 - Rede exemplo;(a) antes da inclusão do nõ 3,e (b)
~ 
_ 
após a inclusao. ` 
a. - Matriz IYN[° associada ã rede básica da figura 6.6.a. 
, ÍYNI -_: 14 -10. › p V ‹ _ "lo 12 
245
~ 
` 
Í o o 
A 
i
Í 
b. - Tabela de fatores da |YN|a `.acima 
*Á 246 
. utD_U dygía) =A Ío,o7142s571 
L 
o,7142s5714 
0 
~ Io,7142s5714 
Í 
o,2o58s2352 
c. - Simulação na tabela de fatores do efeito da inclusão de 
uma admitãncia fictícia unitária entre o'nõ 3 eia referência. 
_ 
Ut D U (|VYN`¡b)_= z 
}0.07l42857l 0,7l42857l4. 0,0 
' ~s' _{0,7l42857l4 0,205882352 0,0 
I
_ 
V
. 
0 0 l¡0O ` O ä 
d. - Determine os novos estados da rede utilizando o método da 
pré-compensação. ^ 
d.l - Solução da fase nreparatõria 
l - Determinaçao do vetor [Z| 
'M' " 1 0 ¡><|= UtDu‹|yN¡b›+¡M|== 
_ '__l _l . _ 
i 
if I! 
' 
Iziz ¡Mšt ix; = l,205882352' 1,0 
1,0 1,0 
2 ~ Determinaçao de ICI 
¡c:=‹:z›y|'1 +âz¡›'1 
ÍAYÍ à fAY 
_ =
I 
' ` -1 
| 
'll 
0,l47058822 
_ 
_ 
0'¡ 
0,205882352 0 
"l O - -l 0
' O O V 1,0 
2 lCI= ' 
_ 
~'l,0 ~l,40588235 
d.2 - Fase de conclusão V 
[-l- Calcule o vetor compensatõrio 
O2
I
Q
E 
.3.- 
Em 
z¿¿= -|M|.|<z|.¡x|*=.1 
2] o,o 
1 = o' 
A 
V A1 = o o 
0 _ O 294117644 
Execute a compensação: 
' 2.4 
= I+AI = ` 0 
4. |o,294117õ44| 
Determinação dos novos estados da rede: 
“ 
_ 
_Ío,352941174' 
= UtlDnU‹|yN|b)-+~í= %o,294117õ45 
|o,294117õ45
~ 
4 - Verificaçao de resultado: 
' 2 
I 
14 -1o o_ 'o,352941174| 
= - - O 294117645 ` o 1 1o 17 5. , 
I
` 
4 o 
1 
o -5 sy ¡o,294117õ45i 
247
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se - Suponha que, juntamente com o nõ adicionado também se in- ' 
V 
cluisse um valor de injeção. -Determine para esta situa- _ 
ção os novos estados da rede. A fase preparatória perma- 
' nece inalterada. A' 
'
` 
e.l - Fase de Conclusão 
- l - Altere o vetor das injeções: 
2 ~ - V fzl
I a`,£'= 0 E alterado = 11 = o 
. O ' 
' 2
‹ 
2 - Cálculo do vetor-compensatõrio: 
~g=|m4m»mt.he 
_ 
- 
` 
,o ~ I. AI =
2 
-O,894ll7652 
3 - Execute a compensação: 
, 
ht 
i;=§¿+à;= 2 i 
l,l05882348 
4 - Determine os novos estados da rede: 
fl=U%Ummw»;= ~ 0,705882349 
-, 
. lO,647058820› 
l,l05882348 
-‹~.~.^
249 
e.2 - Verificação do resultado: 
- 0,64705882O 
= ~ - O 705882349 
- l lO5882348 
A4.5 - Agrupamento de Sub-Sistemas-A 
_ 
Considere a figura A4.5 na qual apresenta¬se três 
sub~sistemas. Deseja~se determinar o estado resultante do 
agrupamento deles em um único sistema, utilizando como método 
de simulação.e média-compensação. 
3* 
CD ® CQGD __ 4 4 4 
2 W 
_ 
É 
2 . mw 2 
9
* 
~ , 4 2 
' 
Rede (a) ` 'Rede (b) Rede (Ç) 
(1) Subfsistemas antes do agrupamento _V oê @2® 2@ 2 @ ~ 
2 2 - ' 
2, 
A 
4 4 4' ~ 4 z 
. .r 77771?/}T-Í_"TÍTÍTÍ¡ ¡/if, i/1/7}¡/77777 ,'.',¡.',_‹,-'_'_.'">'ÍÍ',`ÍT'Í`..,,;:,},í,í¡.',f¡ z. /11;7Z¡Í'7¡.¡/.'1//ÀÊÍY.',','/¡7fl77, z ,z /. ,f 1, /z,'.'¡/n/ , T/772777 
(2) Sistema resultante após o agrupamento 
Figura ÀJL5¢~ Simulação de agrupamento de sub~sistemas 
-.,.,..
._ A Y V _ _ - Matrlzes 
I 
NI a assoclados aos sub-slstemas 
= _ 
V 
N = A. 
` ›-'2 -' C: -4 
- Tabelas de fatores associadas às IYNI' acima 
'UtDU.(|YN|a›= 
Ut .D U (. |YN| b)' = 
`UtDU 
( |YN¡ c) = 
¡›¬
z 
0,l66666666 0,666666666 
0,666666666 0,l87499999| 
0,l66666666 0,333333333 
0,333333333 0,l87499999 
0,125 0,5 
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3. - Tabela de fatores dó sistema deseíado 
..í_.__.-_..__..-1-í- 
.Í 
* t Y _ 1FDuHyM)=LU DÚÍNH Í T 
. 
Ut D U|YN¡b Í 
d. - Soluçao da fase-preparatória 
d.l - determinação da matriz |Zl¿ 
9 o o 
' 
` 
1 o 
|M| = 
-1~ o 
o. 1 
oe -19 
0 - o 
¡Wl= D(|YN|>*ÍWl= 
›1w¡ ==U‹|YN¢»w»@|= 
o,187499999' o 
-0,l66666666 O 
-0,062499999 0,187 
o . §o,1z5 
o 
` ~o,125 
Utvn UIYNICI 
.O V 
1
. 
_1- 
-0,333333333
o 
o¡
›
\ 
499999 
. ~ 9,374999999 -0,064299999 
i|z1= ¡w|t .|w1=
~ 
-o,oõ2499999 o,374999999 
d.2 . Determinação de {C| 
1c¡= léyrfl + ¡z|›'1 
251
_ 
lêyi = 
` 
2 
V 
I 
H -|¿y|_l= 0'5 
V
' 
2
| 
- 
- 0,5, 
l,l487I7948 0,08205l282 
ICI = 
. 0,08205l282 l,l487l7948 
e - Fase de conclusao . 4 
-
~ 
e.l - Cálculo do vetor compensatõrio AF =-{W|.ICj.|W]t.Ê 
AE = 
§«= â + ê_1:= 
ei 
1Í=2U‹§YNí›-› 
e.2 - Execute a compensaçao 
2 2 o V 
2 2 _ 3,333333333 
o o 
0' 
_ O 
O ' 0 
0
_ 
-o,õo512s2o4 
o,õo512s2o4 
-o,27oos547 
o,471794871 1 
o,235897435
2 
2,728205l29 1 
O,605l28204 
l,7299l4530 
o,471794s71 
o,235s9743š-u 
252
A253 
5.3 - Determinação de gm.. 
O,84487l79 
o,5115ss4õ 
Q o,425213õ72
A 
Em=Ut D (IYN|)+F= o,32435s972 
o,o5897435s
_ 
0,058974358
. 
6. Verificação do resultado
p 
2- 6 -4 *0,84487l79 
2 -4 l0“' -2 . 0,5ll53846' 
0 z -2 8 -2 o¿425213672p 
~ 2 -2 8 -2 io,32435e972 
o -2 10' -4 V o,o5a97435a 
O 
¿ 
-4 6 0,058974358 
. Entre outras, esta abordagem pode_ter aplicação vantajo 
sa em grandes sistemas de potência, com distintas concentra-
~ çoes topolõgicas da rede de potência, ' 
`?5f¬`
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