In order to retrieve geophysical satellite products in coastal waters with high coloured dissolved organic matter (CDOM), models and processors require parameterization with regional specific inherent optical properties (sIOPs). The sIOPs of the Baltic Sea were evaluated and compared to a global NOMAD/COLORS Reference Data Set (RDS), covering a wide range of optical provinces. Ternary plots of relative absorption at 442 nm showed CDOM dominance over phytoplankton and non-algal particle absorption (NAP). At 670 nm, the distribution of Baltic measurements was not different from case 1 waters and the retrieval of Chl a was shown to be improved by red-ratio algorithms. For correct retrieval of CDOM from Medium Resolution Imaging Spectrometer (MERIS) data, a different CDOM slope over the Baltic region is required. The CDOM absorption slope, S CDOM , was significantly higher in the northwestern Baltic Sea: 0.018 (±0.002) compared to 0.016 (±0.005) for the RDS. Chl a-specific absorption and a d [SPM] *(442) and its spectral slope did not differ significantly. The comparison to the MERIS Reference Model Document (RMD) showed that the S NAP slope was generally much higher (0.011 ± 0.003) than in the RMD (0.0072 ± 0.00108), and that the SPM scattering slope was also higher (0.547 ± 0.188) vs. 0.4. The SPM-specific scattering was much higher (1.016 ± 0.326 m 2 g −1 ) vs. 0.578 m 2 g −1 in RMD. SPM retrieval could be improved by applying the local specific scattering. A novel method was implemented to derive the phase function (PF) from AC9 and VSF-3 data. b was calculated fitting a Fournier-Forand PF to the normalized VSF data. b was similar to Petzold, but the PF differed in the backwards direction. Some of the sIOPs showed a bimodal distribution, indicating different water types-e.g., coastal vs. open sea. This seems to be partially caused by the distribution of inorganic particles that fall out relatively close to the coast. In order to improve remote sensing retrieval from Baltic Sea data, one should apply different parameterization to these distinct water types, i.e., inner coastal waters that are more influenced by scattering of inorganic particles vs. open sea waters that are optically dominated by CDOM absorption.
Introduction

Description of the Baltic Sea
The Baltic Sea is a semi-enclosed sea ( Figure 1 ) and has relatively little water exchange with the North Sea [1, 2] . The high freshwater input from land combined with the relatively low input of saline bottom waters from the North Sea cause a strong halocline with saline waters at the bottom and brackish water at the top. A stable halocline is situated at about 40-70 m depth in the Baltic proper and acts as density barrier between the saline deep waters and the brackish surface waters. The deep-water salinity is about 10-13 in the Baltic Sea proper and 3-7 in the Gulf of Bothnia. There is also a strong The phytoplankton succession in the Baltic proper has a similar pattern every year. There is usually a spring bloom dominated by diatoms and dinoflagellates, and, in summer, filamentous nitrogen-fixing (diazotrophic) cyanobacteria dominate the phytoplankton, blooming mostly during July and August. In summer, a seasonal thermocline develops and the surface mixed layer (SML) reaches down to about 15-20 m depth [1] , which provides another density barrier for vertical exchange. The standing stock of filamentous cyanobacteria in the Baltic proper are high in summer (about 2-4 µg L −1 Chl a) in the SML [4, 21] . Chl-concentrations showed an increase of over 150% in the Northern Baltic Proper and the Gulf of Finland from the 1970s until the early 2000s, indicating eutrophication [22] .
Some pelagic filamentous cyanobacteria, for example Aphanizomenon flos-aquae and Nodularia spumigena (common in the Baltic Sea), and Trichodesmium (found in the Pacific Ocean) can regulate their buoyancy due to their internal gas vacuoles [23, 24] and are therefore in summer mostly restricted to the water above the thermocline and accumulate close to the surface during low wind conditions. The surface accumulations are often dominated by N. spumigena in the open Baltic Sea and can reach Chl a concentrations of >100 µg L −1 and thus are easily detected on satellite images. At high wind speeds (between 6-8 m s −1 ), the filaments are again mixed further down into the water column [14, 25, 26] .
As mentioned before, the Baltic Sea is optically dominated by CDOM, but, in coastal areas, there are also significant loads of suspended particulate matter (SPM), which were shown to increase with proximity to the coast and in the inner parts of Himmerfjärden bay this increase is rather steep [4] . In the inner bay, the fraction of inorganic matter is also much higher than in the outer Remote Sens. 2018, 10, 418 3 of 28 parts of the bay and the open sea. The inorganic SPM consists mostly of mineral particles originating from river discharge and coastal erosion. The organic fraction of SPM consists mostly of organic material, phytoplankton and bacteria [5, [27] [28] [29] [30] . In the open Baltic Sea, SPM consists almost solely of phytoplankton and/or cyanobacteria [4] . Tidal action is close to zero [1] in the Baltic Sea and, therefore, resuspension of sediments is caused mostly by wind forcing. Kuhrts et al. [31] found that sediment transport is generally smaller in summer because of lower winds. In wintertime, the wind forcing is stronger and due to the vertical mixing and enhanced vertical current shear, the resuspension of sediment is stronger. The authors also found that transport of sedimentary material over longer distances occurs only under extreme wind events that are relatively rare.
Theory of Inherent Optical Properties
The reflectance spectrum at the sea surface is influenced by the inherent optical properties (IOPs), which are absorption, scattering and the volume scattering function [32] . The total absorption coefficient, a tot , is calculated as the sum of the absorption of water, a w , and the absorption coefficients of all optical in-water constituents, i.e., that of CDOM, a CDOM , phytoplankton pigments, a p , and non-algal particles, a NAP , all of which are a function of wavelength: a tot = a w + a CDOM + a p + a N AP .
(
The total scattering coefficient, b tot , in natural seawater is the sum of the scattering coefficient of water, b w , and of suspended particles, b p , all of which are a function of wavelength:
and correspondingly for the backscatter bb tot = bb w + bb p .
Particulate scattering is highly anisotropic, and its geometric behavior is described by the volume scattering function (β(θ)). The integral of β over all angles is equal to total scattering coefficient, b, and the integral of the backward direction ( 0 −2π β(θ)) is the backscatter coefficient bb. The phase function is the volume scattering function normalized to the total scattering coefficient [33] .
The spectral slope of the particle scatter, η b , is usually well represented by a power function and the spectral scatter can be described as follows:
The spectral slope of particle backscatter, η bb , shows also a power function and can be described as follows:
Measurements of the phase function in the Baltic Sea, and other optical case 2 waters are scarce. Many studies use the Petzold Phase Function [34] to describe the volume scattering in turbid waters. The Petzold Phase Function (PF) is also used as default phase function in the MERIS RMD. The normalized backscatter ratio b = bb /b in natural water bodies is commonly assumed to be 0.018, the value observed by Petzold [34] .
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Atmospheric Correction Models
In order to derive the reflectance at the sea surface, one first needs to correct for atmospheric effects. In general, only about 10% of the reflectance signal received at top-of-atmosphere originates from the water; for the Baltic Sea, the reflectance signal amounts to only about 0.4% of the top-of-atmosphere radiance [35] , which means that an accurate atmospheric correction is even more important here. For optical case 1 waters that are optically dominated by water and phytoplankton, a commonly used method is the dark pixel atmospheric correction [36] . Most coastal waters, however, are optical case 2 waters; here, the optical properties are also influenced by CDOM and SPM [37] . In these waters, the near-infrared (NIR) reflectance from the water is non-zero, which results in failure of atmospheric correction models as these do not account for the addition signal from particles in the NIR. A number of operational models have been developed to address the problem [38] [39] [40] . However, accurate retrieval over optical case 2 waters requires knowledge of the NIR reflectance and appropriate specific inherent optical properties (sIOPs) for the water body in question.
Forward Modelling
The marine reflectance can be derived from the inherent optical properties (forward modelling), i.e., from the scattering, absorption and the volume scattering coefficient using radiative transfer models, for example Hydrolight [41] . The air-water reflectance for diffuse irradiance, is defined as:
where n w is the refractive index of seawater, ρ is the Fresnel reflectance at normal incidence; ρ is the Fresnel reflectance for sun and sky irradiance. Reflectance is generally dependent on the sea state for which wind speed is usually taken as a proxy. If one has accurate spectral characterization of all optical components and the specific IOPs of a given water body, it is possible to simulate the corresponding reflectance at the sea surface, ρ w , from the inherent optical properties:
where the ratio f /Q describes the bidirectional reflectance [42] . Q is the ratio of upwelling irradiance to radiance, often approximated to π allowing for the normalization of the water-leaving radiance for varying illumination and observing geometry; f is a quasi constant for case 1 waters [37] . Alternatively, for optical case 2 waters in which CDOM absorption dominates the light field, one can assume that a >> b b . Thus, a tot + bb tot approximates a tot and Equation (7) can be simplified as:
Retrieval of Level 2 Products via Inverse Modelling
The concentrations of the optical constituents in the water, i.e., the geophysical (level 2) products can be estimated from the reflectance at the sea surface if the specific inherent optical properties (sIOPs) of each optical component are known. The MERIS standard processor, for example, uses the reflectance at 442 nm to derive absorption and scattering at 442 nm. From this, the water products are then derived in an iterative process [43] . Examples of sIOPs are the chlorophyll-specific absorption, a p * and the particle specific scatter b p * [44] [45] [46] . The spectral chlorophyll-specific absorption, a p *(λ) is derived from the spectral absorption of phytoplankton, a p (λ), and normalized to the Chl a concentration [Chl a]. Likewise, the spectral SPM-specific or particle scatter, b p , is derived from the particle scatter normalized to the SPM concentration [SPM] .
Previous research has shown that the Chl a concentration tends to be overestimated by the MERIS standard processor (MEGS) in the Baltic Sea whilst CDOM absorption is substantially underestimated [8, [47] [48] [49] . This is most likely due to the fact that MEGS derives both Chl a and CDOM absorption (a CDOM + a Chl ) as well as particulate scatter (b p ) from the reflectance at 442 nm [43, 50] . SPM in turn is derived from the scatter at 442 nm, which is derived together with total absorption from level 2 reflectance. Thus, if CDOM is underestimated, the Chl a concentration (i.e., the MERIS algal-2 product in MEGS) will be overestimated. SPM can be derived very reliably by the MERIS standard processor, with a slight overestimation of only about 8-15% [48, 49] . However, Chl a tends to be overestimated by about 60% [38] whilst CDOM has been consistently underestimated by 40-90% [37, 49] . Thus, it is important that ocean color validation campaigns and bio-optical investigations capture the actual distribution of CDOM and the other optical in-water constituents in the Baltic Sea, as well as their specific IOPs.
An interesting solution is to use methods that train the processor on a representative range of top-of atmosphere radiances with simultaneous Chl a and SPM concentrations as well as CDOM absorption measurements. This has shown to be very effective both for the water properties processor developed by the Free University, Berlin [51] -although it does not quite fully cover the range of all optical variables representative for the Baltic Sea [49] -as well as in the empirical orthogonal functions method described by Craig et al. [52] and Wozniak et al. [53] . Both approaches work really well in the Baltic Sea [47] [48] [49] 53] . The studies showed that one can avoid the challenges of atmospheric correction above coastal waters by training the models based on a representative set of in situ measurements. Craig et al. [52] demonstrated that already a matching set from 30 optical stations from coastal waters (Chl a and SPM concentration as well as CDOM absorption measurements along with spectral reflectance) allowed for retrieving all level 2 products reliably. This worked both using reflectance at the sea surface as well as top-of-atmosphere reflectance data derived from MERIS [53] .
The main requirement for appropriate retrieval, however, is a good and representative in situ set of bio-optical properties along with reliable reflectance measurements. This is not easy to achieve as dedicated sea-truthing campaigns are very expensive and as the frequent cloud cover in the Baltic Sea makes it a challenge to get a representative match-up data set that also covers the full range of values. The FUB processor has shown superior performance in the Baltic Sea for the retrieval of Chl a [7, 14, [47] [48] [49] , but it does not quite cover the full range of CDOM absorption in coastal areas of the Baltic Sea, since the training maximum for the neural network was set to 1 m −1 [51] , which is not representative for Baltic Sea coastal waters. Thus, in order to reach full validity for the Baltic Sea, the FUB would have to be retrained with the full range of CDOM found in the Baltic Sea [49] . There are more recent processors such as the Case-2 Regional Coast Colour (C2RCC), which has been trained on a much wider range of coastal water types. However, Toming et al. ([54] ; same special issue) tested this processor on Baltic Sea data from the Ocean and Land Colour Instrument (OLCI) that was launched on Sentinel-3 in early 2016, and their results show that the atmospheric part of the C2RCC processor performs relatively well, whilst the IOP definition of Baltic Sea waters still needs to be improved.
The aim of this study is to (i) improve the optical characterization of the Baltic Sea in order to improve the parameterization for remote sensing inversion models for coastal waters with high CDOM absorption; and to (ii) identify which of the optical properties differ significantly from other seas and oceans; and to (iii) compare the optical properties of the Baltic Sea to those implemented in the ESA MERIS reference model document (RMD) [55] .
Materials and Methods
Baltic Data Set
The Baltic Sea data used in this paper was gathered in several phytoplankton standing stock (mid-May to mid-June). The summer season was the main focus of the study as the summer blooms of filamentous cyanobacteria are a main management concern for the Baltic Sea. The main area of investigation was Himmerfjärden bay in the northwestern (NW) Baltic proper, which is one of the most investigated areas in the Baltic Sea. The Baltic proper is the main water body of the Baltic Sea stretching from the Åland Sea (which borders the Gulf of Bothnia in the north) down to the Danish sounds in the southwest, excluding the Gulfs of Finland, Riga and Gdansk. Himmerfärden Bay in the NW Baltic proper acts as a recipient for the local sewage treatment plant serving approximately 800,000 people in the southern Stockholm area. It consists of several basins separated by sills and is optically dominated by CDOM, but, in the inner bay SPM concentrations, increase noticeably [4] . During the validation campaigns, optical transects were performed with 3-4 stations within each transect. The transects were either through Himmerfjärden bay (Figure 1 ), or from B1 offshore, towards Landsort Deep (station BY31), the deepest part of the Baltic Sea (459 m). There was a second offshore transect past the NASA Aeronet-OC station Gustaf Dahlén. About 45 of the 98 visited optical stations were located within Himmerfjärden and 13 stations were located at the coastal station B1, which is situated about 4 km southwest of Askö (Figure 1 ), the remaining stations were open sea stations located in the northwestern Baltic proper. Each optical stations took about 40 min, and the distance between stations varied between 7-10 km. The marine research station (Askö Laboratory) operated by Stockholm University situated on the Island of Askö close to the mouth of Himmerfjärden bay was used as a base. MERIS overpass dates and times were predicted prior to sampling using the ESOV Software Tool from the European Space Agency (Paris, France) [56] , and boats and lab space were booked accordingly at Askö Laboratory [57] . During sampling, areas with surface blooms were avoided using the online information service 'Baltic Sea Watch System' provided by the Swedish Meteorological and Hydrological Institute [58] . The transects were cancelled in case of strong cloud cover, rain or high winds (6-8 m s −1 ). The film section 'Baltic Sea Remote Sensing' in the film: 'The Science of Ocean Colour', directed by Roland Doerffer (46 min) describes the area of investigation, Askö Laboratory, and also demonstrates the optical in situ measurements during a typical transect through Himmerfjärden bay.
The film also shows the distribution of filamentous cyanobacteria in the top layers during an AC9 + profile (see methods below). The film is freely available on the Internet and can be used for academic teaching and educational purposes [59] . Some parts of the film such as optical processes under water and the deployment and functioning of optical instruments could only be explained The film also shows the distribution of filamentous cyanobacteria in the top layers during an AC9 + profile (see methods below). The film is freely available on the Internet and can be used for academic teaching and educational purposes [59] . Some parts of the film such as optical processes under water and the deployment and functioning of optical instruments could only be explained satisfactorily by computer generated film sequences. For this purpose, the freely available software Blender was used, which is an open source project coordinated by the Blender Foundation [60] . This software has the advantage that nearly all functions can be controlled by Python scripts. The most recent version includes also an ocean simulator to produce realistic waves.
Reference Data Set
For comparison, an optical data set was merged from both the NASA NOMAD data set [61, 62] and from the COLORS data set [63] , which was created during the EU MAST project Coastal region long-term measurements for colour remote sensing development and validation (COLORS).
Next, a sub data set was created from these two merged data sets, including all data that, in its methodology, is most similar to the Baltic Sea data set. Figure 2 shows the geographic distribution of this reference data set (RDS).
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The TACCS (Tethered Attenuation Coefficient Chain-Sensor; Satlantic, Halifax, NS, Canada) was used for measuring upwelling radiance and downwelling radiance and to derive reflectance. The TACCS is a radiometer system mounted on a floating buoy measuring up-welling radiance, Lu(λ), at 7 channels (412, 443, 490, 510, 560, 620 and 665 nm) situated at 50 cm below the sea surface. The TACCS system also includes 3 downwelling irradiance (E d ) sensors centered at 443, 490 and 670 nm and placed above the sea surface as well as a chain of downwelling irradiance sensors E d (λ = 490 nm) at nominal depths of 2, 4, 6, and 8 m; all sensors have a 10 nm bandwidth. TACCS measurements were logged over 2 min (acquisition rate of 1 Hz) and at approximately 20 m away from the ship in order to avoid ship shading.
AC9 and TACCS Data Processing
The absorption and attenuation readings from the AC9 instrument were corrected for salinity and temperature using the absorption and scattering coefficients for pure water, a w (λ) and b w (λ). The values used for a w (λ) were those of Pope and Fry [65] for 400-700 nm and for 705-750 nm of Kou et al. [66] . The spectral scatter of water, b w (λ), was taken from Morel [67] and the temperature effect on spectral water absorption, δa w (λ)/δT, was derived according to Pegau and Zaneveld [68] and the effect of salinity on spectral water absorption, δa w (λ)/δS, according to Pegau et al. [69] with an update of the salinity and temperature correction according to Sullivan [70] . The absorption and scattering values for each station were then corrected for pure water from lab calibration measurements, corrected for temperature. The absorption data was corrected for scattering assuming that the absorption is a fixed proportion of the scattering [71] . Spectral scattering was derived for the nine AC9 wavebands from the difference between spectral beam attenuation and absorption.
The reflectance for testing case 2 algorithms was derived from the TACCS data using a dedicated processor [47, 72] , which includes a correction for instrument self-shading. For estimating upwelling radiance just below the surface, spectral K d was derived from the AC9 spectral absorption and scatter [5] and used as an input into the TACCS processor [47, 72] .
Most data analysis was done in Excel. The two data basis were merged in Systat 13.1 (Systat Software, Inc., Chicago, IL, USA), which was also used for statistical data analysis and for plotting the results.
Spectral Slope of Particle Scattering
The SPM-specific scatter, i.e., the particle specific scatter, b * p [SPM] for each AC9 wavelength was derived by linear regression of b p (λ) vs. SPM concentration was measured gravimetrically (see below under the Section 2.7 Water samples and data analysis). The spectral slope of the particle scatter, η b , was derived using Equation (4) by nonlinear fitting of both data sets. Likewise, the spectral slope of particle backscatter, η bb , was derived according to Equation (5).
Volume Scattering Function (VSF) Measurements and Calibration
The WetLabs VSF3 measures scatter in the backward direction at two wavelengths (530 nm, 660 nm) and at three angles (100 • , 125 • , 150 • ) each. The factory calibration produced unrealistic values both spectrally and in terms of scattering vs. angle. As a result, the VSF was calibrated using a silica dioxide powder (Sigma-S5631-500G, Sigma-Aldrich, St. Louis, MO, USA) that was characterized using the Multispectral Volume Scattering Meter (MVSM) developed by Lee [73] . The silica dioxide powder is a poly-disperse particulate with a particle size range of 0.5-10 µm consisting by 80% of 1-5 µm particles, which was more representative of natural sediments as compared to the polystyrene NIST-traceable bead standards used by WetLabs. The characterization from the MVSM provided a spectral VSF with an angular resolution of 2.5 • . The calibration was carried out in a tank with the silica suspended in 0.2 µm reverse osmosis filtered water with the same range of SPM concentration as measured in situ and derived according to the SPM method described below (Section 2.7.2). The calibration slope determined the response of the instrument that was linear with R 2 > 0.999. The zero value was calculated by linear extrapolation of the SPM values to zero concentration. The backscatter measured by the VSF was normalized by the total scatter obtained from the coincident AC9 data:
This normalized data (at three angles) was fitted to a Fournier-Forand phase function:
where
, and δ 180 is δ at θ = 180 • , parameterized by relative refractive index n p , and the power law particle distribution µ using Powell minimization of the χ 2 between the observed VSF (9) values and Equation (10) parameterized by θ, µ, n p . The latter is an algorithm for finding a local minimum of a function. The normalized backscatter ratio b = bb /b was calculated as:
by integration of the phase function. This method has the advantage that both the backscatter ratio is available and that the VSF may be estimated from the coefficients. The method suggested by WetLabs to determine bb gave a systematic error for the Baltic Sea data by a factor of 2.3592 (±0.021) R 2 = 0.9966; p < 0.0001; however, there was no significant offset −0.0001 (±0.0002); p > 0.05. The spectral slope of particle backscatter η bb from the ac-9 and VSF measurements was derived from the measurements at 530 and 620 nm for the Baltic Sea; for the RDS it was determined from the respective wavelengths available in the NOMAD data set.
Water Samples and Data Analysis
The water samples for measuring the concentrations of Chl a and SPM, and the CDOM absorption were taken from just below the surface using a dedicated sampling bucket. This method was preferred to using a sampling rosette as sampling by bucket allows for faster sampling of surface water and thus for more time to focus on the in situ optical measurements. All laboratory methods followed a standard protocol [4, 26] .
CDOM Measurements
For determining CDOM absorption in the Baltic Sea, the water was sampled in 250 mL amber glass bottles and filtered through 0.22 µm membrane filters using a Whatman glass filtration unit (with a metal mesh). The samples were transferred into 100 mL amber glass bottles and kept in the refrigerator at 20 • C until analysis and were processed within 1 month. Before scanning, the samples were removed from the refrigerator and allowed to reach room temperature before being scanned (350-850 nm) in a 10 cm optical cuvette against ultrapure water as a blank using a Shimadzu UVPC 2401 dual beam spectrophotometer (Shimadzu, Corporation, Kyoto, Japan). The spectral absorbance (abs) was then corrected for the absorbance at 700 nm in order to account for measuring errors, and the spectral absorption for CDOM, was then derived according to Kirk [5] as:
where OD(λ) is the optical density; L is the path length of the cuvette in meters (in this case 0.1 m).
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where S CDOM is the slope factor, and λ 0 is the reference wavelength nominally 440 nm.
The slope factor of a CDOM was derived through nonlinear curve fitting between 412 and 510 nm (including the reference data set, see below). As such, the slope values presented here are used as a metric to compare the CDOM slope between data sets.
Suspended Particulate Matter
The concentration of organic and inorganic suspended matter was measured in triplicates by gravimetric analysis [74] . Whatman Glass Fiber Filters (GF/F) were rinsed with ultrapure water to remove any lose filter bits, and then combusted at 480 • C in order to burn off any possible organic contamination [50] . These clean filters were then weighed (tare filter weight) and stored in folded square aluminum foils (0.020 × 100 × 100 mm) with scored numbers until filtration. In addition, 1-2 L of water samples were filtered in triplicates through the pre-weighed and pre-combusted filters. The funnel and the filters were then rinsed with 50 mL ultrapure water to remove any remaining salt. The filters were dried overnight at 60 • C and kept in a desiccator until weighing using a microbalance (±1 µg). Total suspended matter was derived from the difference between the tare and the dry weight. Then, the samples were combusted at 480 • C in a furnace, followed by another weighing step. The weight of inorganic suspended matter equaled the weight of the combusted filters (corrected for the tare weight) and the organic fraction was derived from the difference of the total and the inorganic suspended matter. In order to correct for handling errors, 10 blank filters were processed in the same way.
Chlorophyll Analysis
For the estimation of chlorophyll a (Chl a), 1-2 L of sea water samples were filtered through 47 mm GF/F filters (triplicates) using a mild vacuum and stored in liquid nitrogen for a maximum of two months. For analysis, the filters were put in 10 mL 90% acetone, sonicated for 30 s, centrifuged for 10 min at 3000 RPM. After 30 min of extraction, the sample was decanted into a 1 cm quartz cuvettes and scanned against 90% acetone in a Shimadzu UVPC 2401 dual beam spectrophotometer. The Chl a concentration was then calculated according to the trichromatic method [75] [76] [77] . This method has been calibrated against HPLC measurements from the Norwegian Institute for Water Research (Oslo, Norway), for n = 32 sampling stations and showed no significant difference for the Chl a concentration. The measurement error was shown to be within 10% in an international inter-calibration performed by the ESA MERIS Validation Team [78] .
Non-Algal Particle Absorption
The absorption spectra of living phytoplankton and non-algal particles (NAP) were measured spectrophotometrically using the wet filter pad technique [79] . 1-2 L of sea water were filtered through a GF/F filter. After filtration, the water-saturated filters were scanned from 350 to 750 nm using a dual beam scanning spectrophotometer (Shimadzu UV-2401) fitted with an integrated sphere. A GF/F filter saturated with ultrapure water was used as a blank in the reference light beam; for the sample filters, filtered sea water was used for saturation. The back of the integrating sphere was fitted with a plate coated with Barium sulphate, which had been provided by the manufacturer. Both filters were positioned at the entrance of the light beam into the integrating sphere with the soiled part of the sample filter positioned facing into the integrating sphere as to make sure that all scattered light by the particles on the filter would be scattered into the integrating sphere, and thus be collected and registered. After scanning the whole sample, the filter was decolorized with methanol [80] . The filter was placed on a Whatman glass filtering apparatus, 30-60 mL of methanol was added and the methanol was left to filter through by gravitation. After 30 min, the decolorized filters were rinsed with 50 mL of ultrapure water, and scanned in the same way as described above. The decolorized spectrum was corrected for the presence of phycobilin pigments (which do not extract in organic solvents) by fitting an exponential curve to the lower envelope of the spectrum from 400 to 700 nm, and thus removing the signal from the phycobilin pigment absorption. The best fit was assumed to represent the spectrum of non-algal particles, excluding the total pigment fraction (chlorophylls, carotenoids and phycobilin pigments). The decolorized spectrum was taken to be that of total non-algal particles (NAP). The difference between the initial and decolorized spectra was taken as the in vivo spectrum of the phytoplankton. All spectra were corrected for internal scattering (β-correction) by an algorithm provided by Cleveland and Weidemann [81] . The spectral optical density of the sample, OD(λ), was corrected for the optical density at 750 nm, i.e., OD'(λ) = OD(λ) − OD 750 . The corrected optical density, OD'(λ), was then converted to the equivalent optical density in suspension:
From this term, the absorption spectrum per unit pathlength, a(λ), was calculated:
where the factor 2.3026 converts from log 10 to natural logarithm, A is the pigmented area of the filter in m 2 and V the volume of the filtered sample in m 3 .
Chlorophyll-Specific Absorption and Absorption of Non-Algal Particles (NAP)
Chlorophyll-specific absorption spectra were obtained by normalizing a p to [Chl a]:
The absorption coefficient of non-algal particles (NAP) was obtained by normalizing a NAP to [SPM] :
2.7.6. a NAP Slope Calculations NAP absorption can be approximated by a decreasing exponential function according to the following equation:
where S NAP is the slope factor, and λ 0 is the reference wavelength nominally 440 nm. The slope factor of a NAP was derived through nonlinear curve fitting between 412 and 510 nm (including the COLORS and NOMAD data sets); as such, the slope values presented here are used as a metric to compare the NAP slope between data sets. Figure 3a shows CDOM absorption, a CDOM at 442 nm plotted against [SPM], both for the Baltic Sea data set and the reference data set. In the Baltic Sea, there is generally a large background of CDOM absorption when compared to the more global reference data set. The figure also clearly illustrates that, in the Baltic Sea, a CDOM is largely decoupled from the concentration of suspended matter, whereas, in the global data set, a CDOM is related to [SPM] to a certain extent, which is more typical for case 1 waters [37] . Using the measurements from the filter pad method (ap* and aNAP*) and from the spectral CDOM absorption measurements, aCDOM, the relative absorption of all optical components to total absorption was calculated and displayed as ternary plots in Figure 4a at 442 nm and Figure 4b at 665 nm. The spectral ternary plots of relative absorption of each optical component are shown for the Baltic Sea (large black diamonds) in comparison to relative absorption for the reference data set (small grey diamonds). Figure 4a clearly illustrates the relative dominance of CDOM absorption (aCDOM) in the Baltic Sea in the blue part (442 nm) of the spectrum, when compared to the relative absorption of phytoplankton (ap) and non-algal particles (aNAP). For Baltic Sea waters the variations in ap(442) are only minor compared to those in aCDOM(442), making it difficult to differentiate the Chl a absorption in the blue from CDOM absorption. However, when applying the classification instead in the red part of the spectrum (665 nm; i.e., at the Chl a absorption peak in the red), the relative absorption of phytoplankton increases substantially, and the distribution of Baltic Sea measurements even coincides with those from optical case 1 waters (Figure 4b ). Using the measurements from the filter pad method (a p * and a NAP *) and from the spectral CDOM absorption measurements, a CDOM , the relative absorption of all optical components to total absorption was calculated and displayed as ternary plots in Figure 4a at 442 nm and Figure 4b at 665 nm. The spectral ternary plots of relative absorption of each optical component are shown for the Baltic Sea (large black diamonds) in comparison to relative absorption for the reference data set (small grey diamonds). Figure 4a clearly illustrates the relative dominance of CDOM absorption (a CDOM ) in the Baltic Sea in the blue part (442 nm) of the spectrum, when compared to the relative absorption of phytoplankton (a p ) and non-algal particles (a NAP ). For Baltic Sea waters the variations in a p (442) are only minor compared to those in a CDOM (442), making it difficult to differentiate the Chl a absorption in the blue from CDOM absorption. However, when applying the classification instead in the red part of the spectrum (665 nm; i.e., at the Chl a absorption peak in the red), the relative absorption of phytoplankton increases substantially, and the distribution of Baltic Sea measurements even coincides with those from optical case 1 waters (Figure 4b ).
Results
Ranges of Optical Parameters in the Baltic Sea
(large black diamonds) in comparison to relative absorption for the reference data set (small grey diamonds). Figure 4a clearly illustrates the relative dominance of CDOM absorption (aCDOM) in the Baltic Sea in the blue part (442 nm) of the spectrum, when compared to the relative absorption of phytoplankton (ap) and non-algal particles (aNAP). For Baltic Sea waters the variations in ap(442) are only minor compared to those in aCDOM(442), making it difficult to differentiate the Chl a absorption in the blue from CDOM absorption. However, when applying the classification instead in the red part of the spectrum (665 nm; i.e., at the Chl a absorption peak in the red), the relative absorption of phytoplankton increases substantially, and the distribution of Baltic Sea measurements even coincides with those from optical case 1 waters (Figure 4b ). The Baltic Sea data set (n = 23) is marked as large black diamonds and plotted along with the RDS (n = 927; small grey diamonds). Note that in the red part of the spectrum (b), the relative phytoplankton absorption (a p /a Tot ) shows a more similar spread to the one of the reference data set.
Chlorophyll-Specific Absorption Derived from the Filter-Pad Method
Next, the chlorophyll-specific absorption, a p *(442) of the Baltic Sea samples was compared to the chlorophyll-specific absorption of the reference data set by plotting the phytoplankton absorption at 442 nm, a p (442) against [Chl a]. Figure 5 shows that the Baltic Sea data is placed well within the rather global data set, but the absolute Chl a absorption was somewhat placed at the higher absorption end.
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The median of the chlorophyll-specific absorption, ap*(442) was 0.046 m −1 for the Baltic Sea ANCOVA analysis on log transformed data revealed that the relationship ap*(442) vs. [Chl a] does not differ significantly between the two data sets (p = 0.114).
The overall relationship was:
or in terms of a power law:
The specific absorption is thus:
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Absorption of Non-Algal Particles
Next, the particle absorption at 442 nm, aNAP (442) derived from the filter pad method was plotted against the SPM concentration derived from the gravimetric method ( Figure 6 ). The statistical analysis of the data showed that the particulate absorption at 442 nm for the Baltic Sea (0.054 ± 0.03; n = 22) was very similar to the reference data set (0.052 ± 0.32; n = 927) and did not differ significantly from the latter. ANCOVA analysis on log transformed data revealed that the relationship a p *(442) vs. [Chl a] does not differ significantly between the two data sets (p = 0.114).
The ANCOVA gave a value of −0.477 for (n − 1) (R 2 = 0.4667), and a value of 0.5232 for exp{c} for all data combined (Baltic and RDS), with a value for the Baltic of 0.6002.
Next, the particle absorption at 442 nm, a NAP (442) derived from the filter pad method was plotted against the SPM concentration derived from the gravimetric method ( Figure 6 ). The statistical analysis of the data showed that the particulate absorption at 442 nm for the Baltic Sea (0.054 ± 0.03; n = 22) was very similar to the reference data set (0.052 ± 0.32; n = 927) and did not differ significantly from the latter. Figure 7 shows the histograms of (a) the slope of non-algal particle absorption SNAP and (b) the slope of CDOM absorption SCDOM for the Baltic Sea data set (solid line) vs. the reference data set (dashed line). The slope of non-algal particle absorption, SNAP, had a mean value of 0.011 (±0.003) for the Baltic Sea (n = 23), which was about the same as that for the reference data set, with 0.011 (±0.002); n = 891. This compares to 0.0072 ± 0.00108 in the MERIS reference model document, meaning that the reference model document assumes very low slope values for NAP absorption when compared to both data sets. SNAP shows a bimodal distribution for the reference data set, whereas, in the Baltic Sea, it was unimodal (Figure 7a) . In order to assess if the distributions differ, a Mann-Whitney test was performed. The results of the test gave a U-value of 13,046.0000 and a p-value of 0.0251, which confirms that the two distributions of SNAP differ significantly (p < 0.05).
Spectral Slope of NAP and CDOM Absorption
SCDOM had a mean value of 0.018 (±0.002); n = 76 for the Baltic Sea, which is higher than that for other seas and oceans derived from the reference data set with 0.016 (±0.005); n = 860. This compares to 0.0138 (±0.00284) in the MERIS reference model document. SCDOM showed a bimodal distribution for both data sets (Figure 7b). Indicating mixing of different water masses (coastal vs. open sea) . The results of the Mann-Whitney test gave a U-value of 512.0000 and a p-value of 0.0000, meaning the Figure 7 shows the histograms of (a) the slope of non-algal particle absorption S NAP and (b) the slope of CDOM absorption S CDOM for the Baltic Sea data set (solid line) vs. the reference data set (dashed line). The slope of non-algal particle absorption, S NAP , had a mean value of 0.011 (±0.003) for the Baltic Sea (n = 23), which was about the same as that for the reference data set, with 0.011 (±0.002); n = 891. This compares to 0.0072 ± 0.00108 in the MERIS reference model document, meaning that the reference model document assumes very low slope values for NAP absorption when compared to both data sets. S NAP shows a bimodal distribution for the reference data set, whereas, in the Baltic Sea, it was unimodal (Figure 7a) . In order to assess if the distributions differ, a Mann-Whitney test was performed. The results of the test gave a U-value of 13,046.0000 and a p-value of 0.0251, which confirms that the two distributions of S NAP differ significantly (p < 0.05).
S CDOM had a mean value of 0.018 (±0.002); n = 76 for the Baltic Sea, which is higher than that for other seas and oceans derived from the reference data set with 0.016 (±0.005); n = 860. This compares to 0.0138 (±0.00284) in the MERIS reference model document. S CDOM showed a bimodal distribution for both data sets (Figure 7b) . Indicating mixing of different water masses (coastal vs. open sea). The results of the Mann-Whitney test gave a U-value of 512.0000 and a p-value of 0.0000, meaning the two distributions of S NAP differ significantly (p < 0.05).
(dashed line). The slope of non-algal particle absorption, SNAP, had a mean value of 0.011 (±0.003) for the Baltic Sea (n = 23), which was about the same as that for the reference data set, with 0.011 (±0.002); n = 891. This compares to 0.0072 ± 0.00108 in the MERIS reference model document, meaning that the reference model document assumes very low slope values for NAP absorption when compared to both data sets. SNAP shows a bimodal distribution for the reference data set, whereas, in the Baltic Sea, it was unimodal (Figure 7a) . In order to assess if the distributions differ, a Mann-Whitney test was performed. The results of the test gave a U-value of 13,046.0000 and a p-value of 0.0251, which confirms that the two distributions of SNAP differ significantly (p < 0.05).
SCDOM had a mean value of 0.018 (±0.002); n = 76 for the Baltic Sea, which is higher than that for other seas and oceans derived from the reference data set with 0.016 (±0.005); n = 860. This compares to 0.0138 (±0.00284) in the MERIS reference model document. SCDOM showed a bimodal distribution for both data sets (Figure 7b 
Particle Scatter and Backscatter
For the Baltic Sea, the data set had a mean value for SPM-specific scattering of 1.016 ± 0.326 m 2 g −1 (n = 56). The COLORS data set had a mean of 0.789 ± 0.90 m 2 g −1 (n = 59), which does not differ significantly from the MERIS processor that uses a value of 0.578 m 2 g −1 . The spectral slope for particle scatter (derived from the AC9) was found to be 0.55 ± 0.19 (n = 56) for the Baltic Sea data set and 0.49 ± 0.24 (n = 82) for the reference data set (Figure 8 ). Thus, both the Baltic Sea data and the global reference data set indicate that the assumed slope in the MERIS RMD of 0.4 is substantially underestimated.
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The mean spectral slope of backscatter, (Equation (5)), derived from the VSF measurements was higher for the Baltic Sea (1.286 ± 0.349; n = 50) than for the RDS, but the latter had a very large standard deviation (0.431 ± 1.026; n = 50) as it included a larger range of optical water types, with the distributions shown in Figure 9a . The frequency distribution of ηbb in the Baltic Sea shows a distinct peak and is bimodal, compared with the RDS, where there are fewer observations and the slope tends towards zero with a very large spread of observations. The results of the Mann-Whitney test Figure 8 . The spectral slope for particle scatter derived from the AC9 data and the corresponding SPM measurements. Note that the Baltic Sea slope (upper slope) differs clearly from the slope of the global data set (lower slope).
The mean spectral slope of backscatter, η bb (Equation (5)), derived from the VSF measurements was higher for the Baltic Sea (1.286 ± 0.349; n = 50) than for the RDS, but the latter had a very large standard deviation (0.431 ± 1.026; n = 50) as it included a larger range of optical water types, with the distributions shown in Figure 9a . The frequency distribution of η bb in the Baltic Sea shows a distinct peak and is bimodal, compared with the RDS, where there are fewer observations and the slope tends towards zero with a very large spread of observations. The results of the Mann-Whitney test comparing the two data sets and their distributions gave a U-value of 706.0000 and a p-value of 0.0004, confirming that the two distributions differ significantly (p < 0.05).
The spectral slope of the particle scatter, η b derived from the AC9 (Equation (4)) was (0.547 ± 0.188; n = 56) for the Baltic Sea and (0.49 ± 0.239; n = 82) for the RDS. Generally, the distribution of η b looked a bit more similar across data sets (Figure 9b) , with both data sets showing a non-unimodal distribution and with a shift towards higher values for the Baltic Sea data set. The Mann-Whitney test gave a U-value of 1760.0000 and a p-value of 0.0201, and showed that the two distributions differ significantly. The different modes may indicate different water types, e.g., open sea vs. coastal data. 
Backscatter Ratio and Phase Function
The analysis of the VSF3 data showed that the backscatter ratio for the Baltic Sea data was 0.0170 (±0.0103; n = 22) compared to 0.0094 (±0.0115; n = 23) for the RDS. The distribution for the Baltic Sea was bimodal-with peaks at 0.171 and 0.286 (Figure 10 ), indicating two distinct water types.
The results of the Mann-Whitney test gave a U-value of 326.0000 and a p-value of 0.0557, which means that they do not differ significantly. However, the test is based on rather small data sets each and the p-value is just above 0.05. Further analysis of the phase function showed two distinct clusters of the parameters of the Fournier-Forand phase function fitted to the ac-9 and VSF data ( Figure 11 ). The PH_1 cluster shows a higher relative refractive index ( = 1.18 ± 0.03) and lower Junge Slope ( = 3.33 ± 0.04), and has a 
The analysis of the VSF3 data showed that the backscatter ratio b b for the Baltic Sea data was 0.0170 (±0.0103; n = 22) compared to 0.0094 (±0.0115; n = 23) for the RDS. The distribution for the Baltic Sea was bimodal-with peaks at 0.171 and 0.286 (Figure 10 ), indicating two distinct water types. 
The results of the Mann-Whitney test gave a U-value of 326.0000 and a p-value of 0.0557, which means that they do not differ significantly. However, the test is based on rather small data sets each and the p-value is just above 0.05. Further analysis of the phase function showed two distinct clusters of the parameters of the Fournier-Forand phase function fitted to the ac-9 and VSF data ( Figure 11 ). The PH_1 cluster shows a higher relative refractive index ( = 1.18 ± 0.03) and lower Junge Slope ( = 3.33 ± 0.04), and has a variable , ranging from 0.03 to just below 0.01. The PH_2 cluster, however, has a lower refractive index ( = 1.03 ± 0.01) and a higher Junge Slope ( = 3.97 ± 0.10), and a more consistent , ranging The results of the Mann-Whitney test gave a U-value of 326.0000 and a p-value of 0.0557, which means that they do not differ significantly. However, the test is based on rather small data sets each and the p-value is just above 0.05.
Further analysis of the phase function showed two distinct clusters of the parameters of the Fournier-Forand phase function fitted to the ac-9 and VSF data ( Figure 11 ). The PH_1 cluster shows a higher relative refractive index (n p = 1.18 ± 0.03) and lower Junge Slope (µ = 3.33 ± 0.04), and has a variable b, ranging from 0.03 to just below 0.01. The PH_2 cluster, however, has a lower refractive index (n p = 1.03 ± 0.01) and a higher Junge Slope (µ = 3.97 ± 0.10), and a more consistent b, ranging from 0.02 to 0.01. Figure 11 also shows a reference line that was given by Mobley et al. [82] . It denotes a range of b based on varying n p and µ values with the assumption that the lower values of b can be attributed to microbes and the higher values can be attributed to mineral particles-with the Petzold PF [34] as an intermediate. The PH_1 cluster in Figure 11 ) shows a similar variation but with the line slightly offset. The background contours are derived from Equation (11) . However, this inversion would be more appropriate from the method described in Twardowski et al. [83] , which uses exact Mie computation.
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Implications for Algorithms
The dominance of CDOM absorption will affect algorithms that use the blue-green ratio, such as the OC4 used by SeaWIFS, MODIS and MERIS, although the exact implementation varies between the operational processors used for these sensors. The 490 nm band is common to all these sensors and Remote Sens. 2018, 10, 418 18 of 28 can be taken as the median blue band. We investigated this using both the RD and the Baltic data sets ( Figure 13 ). Figure 11 . Contours of the normalized backscatter coefficient ( � ), plotted against relative refractive index � (y-axis) and the Junge Slope (x-axis). Crosses represent measurements at 560 nm and diamonds at 630 nm. The reference line is the relationship given by Mobley et al. [82] , and the square is the value for the Petzold phase function [34] . Figure 12 shows the phase function of both clusters (PH_1 and PH_2) in comparison to the Petzold PF [34] . The PF of both clusters look overall rather similar, but, in the backward direction, both show a clear discrepancy from the Petzold PF (Figure 11 ). 
ln Chl = 0.083 − 2.38 (∓0.59) ∓ ln (490) (560) , R 2 = 0.39, BSDS, n = 90.
However, these regressions are significantly different as determined by analysis of covariance (p < 0.05), with the Baltic data showing a different slope; indicating that an OC4 type algorithm when applied to Baltic Sea waters will give an erroneous retrieval of Chl a. A number of studies have suggested the red/NIR [84] or red/green [85] algorithms may be more appropriate for coastal waters. The The relationships for the log ρ w (490) /ρ w (560) ratio vs. log Chl a (Figure 13a ) can be described as follows: 
However, these regressions are significantly different as determined by analysis of covariance (p < 0.05), with the Baltic data showing a different slope; indicating that an OC4 type algorithm when applied to Baltic Sea waters will give an erroneous retrieval of Chl a. A number of studies have suggested the red/NIR [84] or red/green [85] algorithms may be more appropriate for coastal waters.
The ρ w (560) /ρ w (665) reflectance ratio is significantly correlated with Chl a in log space, although the correlation is lower due to the increased noise in ρ w (665): 
Discussion
The main aim of this paper was to describe the inherent optical properties of the Baltic Sea and to compare them to a global data set with the ultimate aim to improve the parameterization of semi-analytical inversion models-such as the ESA MERIS reference model-for improved retrieval of level-2 remote sensing products over Baltic Sea waters. The Baltic Sea was shown to differ in quite a few inherent optical properties, and the differences and their effect on the spectral reflectance will subsequently be discussed.
The results in this study showed rather high ranges of CDOM when compared to other seas and oceans. This has been reported in several previous studies [3] [4] [5] 46] . In this current study, CDOM absorption ranged from 0.3-1.17 in the NW Baltic Sea with a median of 0.42 m −1 . Harvey [8] measured values of up to 4.1 m −1 in the NW Baltic proper (Table 1 ). For the southern Baltic Sea, Wozniak et al. [53] found a range of 0.2-2.29 with a median of 0.51 m −1 . For the global RDS, a CDOM was generally much lower; it ranged from 0.0012-0.64 m −1 with a median of 0.06 m −1 . Similar differences were observed by Kratzer [46] who compared the optical properties of the Irish Sea and the Baltic Sea and found that there was a magnitude difference in a CDOM with the Baltic Sea showing ranges of values that were about 10-fold.
The optical dominance of CDOM in the Baltic Sea, which has been observed also in several other studies [3, 4, 86] , makes Baltic Sea waters relatively 'dark' when compared to other seas and oceans. This means that they show a relatively low reflectance, especially in the blue part of the spectrum. The known inaccuracies in atmospheric correction procedures over turbid and highly absorbing waters often are exacerbated at short wavelengths, often producing erroneously low or even negative radiances and often result in overestimates of the Chl a concentrations [30, 38, 87, 88] .
However, not only the ranges of CDOM, but also its spectral slope have an influence on the retrieval of level-2 products from spectral reflectance data. In this study, there was a significant difference between the CDOM slope value derived for the Baltic Sea 0.018 (±0.002), both when compared to the global data set 0.016 (±0.005), and also when compared to the MERIS reference model document 0.0138 (±0.003), which seems extremely low. This means that the MERIS standard processor can be improved on a global scale by applying the slope value of the global data set, i.e., 0.016 (±0.005). For an improved regional Baltic Sea algorithm, the local slope value i.e., 0.018 (±0.002) should be used in order to achieve correct retrieval of CDOM absorption over NW Baltic Sea waters. Schwartz et al. [89] observed very similar ranges for CDOM slopes measured spectrophotometrically: they found that their Baltic Sea data set had a mean CDOM slope value of 0.0193 (±0.0024), where most of the measurements were from the southern Baltic Sea. Their global data set was similar (0.0164 ± 0.0035) to the combined NOMAD/COLORS RDS data set 0.016 (±0.005) but with a somewhat higher standard deviation, which is to be expected as the NOMAD/COLORS RDS was larger and also covered a larger range of optical provinces. Babin et al. [90] derived a slope value of 0.0176 (±0.002) for European waters, with the southern Baltic showing a mean of 0.019 (±0.0005). Harvey et al. [7] showed that the CDOM slope values differ slightly across Baltic Sea basins and that in coastal areas there is a rather large local variability caused by coastal gradients and due to mixing of fresh and brackish waters.
Chlorophyll-a Specific Absorption
The MERIS processor derives the Chl a concentration from the absorption at 442 nm. For this, the chlorophyll-specific absorption, a p *(442), must be known. There was a clear overlap in the values for a p *(442) from the two data basis (Baltic Sea vs. RDS) and ANCOVA on log transformed data showed that the Chl a specific absorption coefficient a p *(442) in the NW Baltic Sea did not differ significantly from the reference database. This implies that the retrieval of Chl a from remote sensing data will not be improved by applying a local conversion factor, as the relationship is generally rather scattered, due to changes in algal physiology and changes in species composition and pigment packaging.
The results of this paper showed that the median of a p *(442) was somewhat lower for the Baltic (median 0.046 m −1 ) than for the RDS (median 0.064 m −1 ). Kratzer [46] [45] in different regions of the world oceans, where a p *(440) was shown to decrease when going from oligotrophic to eutrophic waters. This systematic shift from oligotrophic to eutrophic has also been analyzed by Roy et al. [91] using data from NOMAD and BIO data sets, and was also discussed in Babin et al. [90] . Oligotrophic waters are usually dominated by picoplanktonic species that usually have stronger pigment packaging than microplankton-which with its relative low a p *(442) dominates the Baltic Sea. The observed value of (n − 1) −0.477 (R 2 = 0.4667) was higher than that of Bricaud et al. [45] −0.339 (R 2 = 0.767) but considerably different from the value of −0.996 in the MERIS RMD; Simis et al. [92] found a value of −0.307 (R 2 = 0.43). Their campaign covered both spring and summer seasons in different Baltic Sea basins, whereas the current study has a focus on the NW Baltic proper during the summer months.
The exp{c} found in this study (0.532) was higher than the value found by Bricaud et al. [45] of 0.0398; however, the MERIS RMD value used for conversion of from a p (442) is intermediate (0.0434); Simis et al. [92] found an average value of 0.0555 across Baltic Sea basins and seasons.
Particle Absorption and Scatter
The slope of non-algal particles, S NAP , for the Baltic Sea had a mean value of 0.011 (±0.003) which was almost the same as for the reference data set (0.011 ± 0.002). This means that the value assumed in the MERIS RMD (0.0072 ± 0.00108) is far too low as it is underestimated by approximately 35%. Babin et al. [90] found a mean value for S NAP of 0.0123 (±0.0013) for European waters in general, which is very similar to our global S NAP , whereas they found a mean value of 0.013 (±0.0007) for the southern Baltic Sea.
The MERIS RMD derives SPM from the scatter at 442 nm, using the relationship:
This means that the MERIS processor uses a value of 0.578 m 2 g −1 as SPM-specific scattering. For the COLORS data set, the mean was 0.789 ± 0.90 m 2 g −1 (n = 59), which does not differ significantly from the MERIS processor. For the Baltic Sea data set, however, the mean value of the SPM-specific scattering was 1.016 ± 0.326 m 2 g −1 (n = 56), which, on average, is about 57% higher than the value assumed in the MERIS processor (0.578 m 2 g −1 ). The COASTlOOC data set [93] gave a number of 0.51 m 2 g −1 for the Baltic and 0.50 m 2 g −1 for the complete European case 1/case 2 data set; in contrast, Woźniak et al. [68] found a value of 0.666 ± 0.321 m 2 g −1 (n = 223) for the southern Baltic and the Gulf of Gdansk.
The spectral slope of particle scatter was 0.55 ± 0.19 (n = 56) for the Baltic Sea data set and 0.49 ± 0.24 (n = 82) for the reference data set. The value given in the MERIS reference model document (RMD) is a particle scatter slope of 0.4. Thus, both Baltic Sea data and the global reference data set confirm that the assumed slope in the MERIS RMD is substantially underestimated. Woźniak et al. [68] found a value of 0.404 ± 0.432 m 2 g −1 (n = 223) for the southern Baltic and the Gulf of Gdansk. However, this data set had a very high standard deviation and is therefore not very conclusive.
The Phase Function in the Baltic Sea
There are only few measurements of the volume scattering function in the Baltic Sea, of these Siegel et al. [94] published the phase functions for various water types in the Baltic Sea (coastal vs. open sea). They compared their measurements to the phase function that Petzold [34] measured in turbid coastal waters (San Diego Harbor). This San Diego Harbor phase function has been used for a number of early radiative transfer studies for the MERIS RMD. It is generally referred to as the Petzold PF although a number of other measurements were in the original Petzold report. The phase functions measured by Siegel et al. [94] for various Baltic Sea coastal waters and Oder waters lie all below the Petzold PF [34] , indicating that the Baltic Sea in general has a relatively low backscatter.
Our results also show that the PF are similar in shape to the Petzold PF ( Figure 12a) ; however, in the backward direction (Figure 12b) , which is more relevant for ocean color algorithms, there is a marked disparity. This would result in a lower reflectance than expected. This is presumably because of the particle size distribution expressed by the Junge slope and the particle composition, affecting the refractive index shown in Figure 11 . Lying above Mobley's reference line [82] in Figure 11 , the PH_I cluster corresponds to waters containing suspended sediments with varying organic contribution and somewhat lower Chl a concentration of 3.49 (±2.54) µg L −1 when compared to 7.03 (±6.9) µg L −1 for PH_2. The waters if the PH_I cluster also shows a relatively high refractive index, indicating mineral particles. Optical investigations [4] have shown that there is a rather steep decline in mineral particles in the very inner Himmerfjärden bay.
Cluster PH_2 in Figure 11 lies below Mobley's [82] reference line, indicating that it is dominated by microbes with a range of different size distribution and higher Chl a concentrations, but a characteristically low value of n p , which is typical of phytoplankton. The summer blooms in the Baltic Sea are usually dominated by cyanobacteria [4] , but may also include various pico-and nanoplankton and some diatom species. The values of the refractive index, n p and the Junge Slope. µ in Figure 11 can be used to generate the varying Baltic phase functions for use in radiative transfer models (e.g., Hydrolight [41] ) in order to study the impact of the phase function on the upwelling light field. Generally, Figure 11 compared very well to the results published by Freda and Piskozub [95] for southern Baltic Sea water and estimated using a scattering function meter (VSM). The main difference is that in their results all measured b values were spread mostly within the contours of 0.01 to 0.02, whereas the data shown in Figure 11 also spreads between the contours 0.02 to 0.03. These high b values are linked to waters with a very high relative refractive index, indicating inorganic particles found in inner costal bays or very close to the shore.
Ternary Plots and Implications for Algorithms
The ternary plots shown in Figure 4 seem to be typical for the Baltic Sea region as shown in Babin et al. [90] . It must be noted though that the combined NOMAD/COLORS reference data set is much larger than the European COASTlOOC data set and contains more case 1 water types than shown in Babin et al. [90] . In the red part of the spectrum (665 nm), our RDS shows a much larger spread along the a CDOM /a Tot axis. The ternary plots in the red part of the spectrum show similar results for the Baltic as for other seas and oceans when comparing a p *(665) to a CDOM (665) and a NAP *(665). Similar results have recently been published for the southern Baltic Sea [53] and by Simis et al. [92] . Thus, if one intends to use simple reflectance ratios for the retrieval of Chl a, the red/green ratio may be a viable alternative to improve the quantitative retrieval of Chl a from CDOM-dominated waters. Therefore, efforts should be made in order to derive Chl a from the reflectance signal in the red, or from the full spectrum. The results in Figure 13 show that a red to green ratio algorithm may be a viable solution if one wants to use simple ratio algorithms to derive Chl a from remote sensing reflectance data. There was no significant difference in the slopes as determined by analysis of covariance, and Figure 13b shows that the data for both the RDS and Baltic Sea data set fall on a common line. This indicates that common red/green or red/NIR algorithms could potentially be developed from both data sets combined.
However, in general, methods that use the whole reflectance spectrum usually have a better predictive power than simple reflectance ratios. Examples for this are neural network methods as applied in the MERIS standard processor [43] or the water properties processor developed by the Free University of Berlin (FUB) [51] implemented in the BEAM and SNAP ESA Earth Observations and Science Tools [96, 97] .
Conclusions
The sIOP comparison here shows that the Baltic Sea differs significantly in several sIOPs from the global data set, and from the parameterization in the MERIS Reference Document which can be improved. One of the main parameters that need improving is the slope value for CDOM S CDOM , which was significantly higher in the Baltic Sea with a mean value of 0.018 (±0.002) compared to 0.016 (±0.005) for the RDS and thus should be adjusted. As CDOM absorbs strongly in the blue, an inappropriate slope factor for CDOM will also affect Chl a retrieval in the blue as the MERIS processor derives both the absorption of Chl a and CDOM absorption from a 442 . The latter in turn is derived simultaneously with b 442 from the remote sensing reflectance in an iterative process. The scatter at 442 nm is then used to retrieve the SPM concentration using an algorithm that was initially derived from a data set containing mostly data from the North Sea (MERIS protocols, MERIS RMD). Our analysis, however, shows that this relationship does not hold for the Baltic Sea, and that the factor in Equation (26) should be adjusted substantially, i.e., to 1.016 ± 0.326 m 2 g −1 -rather than 0.578 m 2 g −1 as specified in the MERIS RMD. Furthermore, our results also showed that the slope value for non-algal particles, S NAP was substantially higher in the Baltic Sea (0.011 ± 0.003) than in the MERIS RMD (0.0072 ± 0.00108), and that the SPM scattering slope was also somewhat higher (0.547 ± 0.188) vs. 0.4.
SPM retrieval thus could be improved by applying the local specific scattering and the appropriate slope value. This inadequately parameterized factor for Baltic Sea waters along with an inadequate slope factor of CDOM absorption are probably some of the main explanations as to why SPM and Chl a tend to be overestimated by MEGS, while CDOM is usually underestimated [14, [47] [48] [49] . As the retrieval of a 442 and b 442 from the remote sensing reflectance data, and subsequently the retrieval of CDOM, SPM and Chl a all happen in an iterative process, the retrieval of each respective level 2 parameter is linked. If one of the parameters is over-or underestimated, the retrieval of the other two parameters will be affected. Besides the above-mentioned shortcomings, another important parameter is also not well defined in the MERIS RMD, namely the phase function. The MERIS RMD applies the Petzold PF [34] . Our results show that the Petzold PF is not representative in the backwards direction for the highly absorbing waters of the Baltic Sea. This part of the phase function is crucial for the backscatter, which determines the remote sensing reflectance from which the three main optical parameters are retrieved. The contour plots in Figure 1 and the bimodal distribution of key optical variables show that we deal with two different water types-open sea vs. coastal waters indicating distinct optical regimes. Different parameterization may have to be sought for open sea and coastal waters, respectively.
Appropriate water model parameterization is not only mandatory to make better use of the existing MERIS archive (2002-2012) but also for improving the retrieval from OLCI (Sentinel-3) data. The OLCI processor is based on the experience with MERIS, and level 2 water property retrieval is also largely based on the MERIS RMD.
