Abstract. In [2] it has been proved that a linear Hamiltonian lattice field with two conservation laws, perturbed by a conservative stochastic noise, belongs to the -Lévy process and volume like a Brownian motion. According to this theory this should remain valid at zero tension if the harmonic potential is replaced by an even potential. In this work we consider a quartic anharmonicity and show that the result obtained in the harmonic case persists up to some small critical value of the anharmonicity.
Introduction
During the last two decades there has been a strong regain of interest in the understanding of anomalous diffusion in asymmetric one dimensional systems with several conservation laws, whose typical examples are given by chains of coupled oscillators [11] . During several years contradictory numerical simulations have been performed and their accuracy has been strongly debated without a clear consensus between specialists. Recently important progresses have been obtained with the development of the so-called nonlinear fluctuating hydrodynamics theory developed by Spohn [16] . The theory identifies precisely the universality classes describing the form of the anomalous diffusion in terms of macroscopic thermodynamical quantities associated to the microscopic system and also explains why so many numerics provided so different conclusions. Roughly Spohn's approach consists to start with the hyperbolic system of conservation laws governing the macroscopic evolution of the empirical conserved quantities, then add diffusion and dissipation to this system of coupled PDEs and linearize the system at second order w.r.t. equilibrium values of the conserved quantities. In the calculations a fundamental role is played by the normal modes, i.e. the eigenvectors of the linearized equation, called heat mode and sound modes in [16] . These modes evolve with different velocities in different time scales and may be described by different forms of anomalous superdiffusion or by a standard diffusion.
On the other hand a rigorous justification of Spohn's predictions is lacking and some of them are in contradiction 1 with kinetic theory [12, 13] . Until now the nonlinear fluctuating hydrodynamics predictions have been fully justified only for linear Hamiltonian lattice field models perturbed by a noise conserving the energy and one or two extra quantities [2, 9] . The universality classes identified in these works are described by a skew or symmetric 3/4-fractional diffusion equation for the heat mode (i.e. the energy, with zero velocity) and a normal diffusion for the sound modes (with non-zero velocity; volume in [2] ; stretch and momentum in [8] ).
In the Hamiltonian lattice field model, if linear interactions are replaced by nonlinear interactions, some new universality classes, such as the famous KardarParisi-Zhang (KPZ) universality class, may appear. Proving any result confirming this picture is of course a highly challenging problem, even in the case of systems with a single conservation law. For the latter only two universality classes are possible: the KPZ universality class and the Edwards-Wilkinson (diffusive) class. Only few one dimensional stochastic asymmetric models (e.g. the exclusion process) with one conserved quantity have been proved to belong to the KPZ universality class (see e.g. [7, 14] and references therein). For models with several conserved quantities the question is completely open and even more interesting. Indeed, a special feature of models with several conservation laws is the fact that different time scales coexist in the same model, which never occurs for systems with only one conserved field.
In this work we consider a small quartic nonlinear perturbation of the linear Hamiltonian lattice field model with conservative noise considered in [2] . In the absence of nonlinearities, as mentioned above, the model belongs to the universality class described by a skew 3/4-fractional diffusion equation for the energy and a normal diffusion for the volume. According to Spohn's theory (see [17] ) if the nonlinear perturbation is driven by an even potential and if the tension is null, the model still belongs to the same universality class. The purpose of this work is to show rigorously that it is the case for very small nonlinear perturbations. Despite our results remain quite limited, they are the first results of this type for nonlinear interactions.
The strategy of the proof follows the general scheme introduced in [2] . The success of this strategy, in the linear case, is due to the fact that the n-point correlation functions form a complicated but in any case, a closed system. Dealing with nonlinear potentials the problem is much harder since this last property is lost and we have to manage the control of a hierarchy. The paper quantifies the intensity with which we can perturb the linear system in order to be able to cut the hierarchy as if we considered only the linear system. The control of the error terms produced by this cut-off requires several standard techniques of interacting particle systems as well as some ad-hoc estimates. Observe also that we are only considering the case of a perturbation given by an even potential with a zero tension. If one of these conditions is not respected we expect to reach a different universality class.
The paper is organized as follows. In Section 2 we introduce the model we study and in Section 3 we state our main results. Some technical material is introduced in Section 4 while the proofs of the two main theorems are given in Section 5 and 6. In Appendix A we explore the nonlinear fluctuating hydrodynamics predictions. The other three appendices contain technical computations.
Notations: Given two real-valued functions f and g depending on the variable u ∈ R d we will write f (u) ≈ g(u) if there exists a constant C > 0 which does not depend on u such that for any u, C −1 f (u) ≤ g(u) ≤ Cf (u) and f (u) g(u) if for any u, f (u) ≤ Cg(u). We write f = O(g) (resp. f = o(g)) in the neighborhood of u 0 if |f | |g| in the neighborhood of u 0 (resp. lim u→u0 f (u)/g(u) = 0). Sometimes it will be convenient to precise the dependence of the constant C on some extra parameters and this will be done by the standard notation C(λ) if λ is the extra parameter. Finally, we denote by C ∞ c (R d ) the space of infinitely differentiable functions f : R d → R with compact support.
Model and notations
2.1. Perturbed Hamiltonian lattice field model. We consider a linear Hamiltonian lattice field model [6] at equilibrium perturbed by an energy conserving noise. This is a Markov process defined on the state space Ω = R Z . A typical configuration ω ∈ Ω is denoted by ω := {ω x ; x ∈ Z}. We then perturb it by adding a small anharmonicity which is regulated by the small parameter γ > 0. Let us define the infinitesimal generator L γ of the model as L γ := A γ + S where for any γ > 0 we denote Above we denote by ω x,x+1 the configuration that is obtained from ω by exchanging ω x and ω x+1 , keeping the other values identical, namely:
The Liouville operator A γ is the usual generator associated to the Hamiltonian dynamics of an infinite number of coupled oscillators, where the one-site energy is the sum of the kinetic energy and the potential energy, as follows: for any u ∈ R and γ > 0 let us introduce the local energy
For each x ∈ Z, the energy of the atom x is simply e γ (ω x ). When γ = 0, the energy is harmonic, whereas γ → 0 is the weakly anharmonic case. The operator S is the stochastic noise that acts on configurations by exchanging nearest neighbour variables ω x and ω x+1 at random Poissonian times. The existence of a Markov process {ω γ (t) ; t ≥ 0} with state space Ω and generator L γ is provided by usual techniques (see [6] and references therein). It has a family of invariant measures, called Gibbs equilibrium measures, given by
that are associated to the two conserved quantities, called volume and energy, formally given by
2 A function g : Ω → R is local if it depends on the variable ω ∈ Ω only through a finite number of {ωx ; x ∈ Z}.
Above, Z γ (β, λ) is the normalization constant. The parameters β −1 > 0 and τ ∈ R are called, respectively, temperature and tension.
For any (β, τ, γ) ∈ (0, ∞) × R × (0, ∞), let us denote by ϕ β,τ,γ the average of ϕ : Ω → R with respect to ν β,τ,γ and by ·, · β,τ,γ the corresponding L 2 -scalar product. Let us define
From here on, we consider the dynamics described by the accelerated generator n a L γn (therefore the system evolves on the time scale tn a for some a > 0), where γ n now depends also on the scaling parameter in such a way that lim n→∞ γ n = 0. The dependence of γ n with respect to the scaling parameter n will be precised later. We assume that the dynamics starts from the Gibbs equilibrium measure ν β,0,γn at temperature β −1 and tension τ = 0, and we look at its evolution during a time interval [0, T ], where T > 0 is fixed. The law of the resulted process
is simply denoted by P, and the expectation with respect to P is denoted by E. For the sake of readability, from now on we denote ω γn x (tn a ) simply by ω x (tn a ).
Energy and volume fluctuation fields.
We define, for any test function f ∈ C ∞ c (R) and ω ∈ Ω,
and the dynamical energy fluctuation field by
Similarly, we define, for any test function f ∈ C ∞ c (R) and ω ∈ Ω
and the dynamical volume fluctuation field by
Let g ∈ C ∞ c (R) be a fixed function. The goal of this paper is to study the behavior as n → ∞ of the correlation energy and volume fields given for any test function
We show in Appendix A that we have the following expansions when γ n → 0:
e γn (β, 0) = 1 2β
2.3. Notations and definitions. For any f ∈ C ∞ c (R) and h ∈ C ∞ c (R 2 ) we introduce two ℓ 2 -norms defined as follows:
The discrete gradient and discrete Laplacian of f are defined as usual by
x n where x ∈ Z and n ≥ 1 is the inverse of the mesh of the discretization
3
. For our purpose, we also need to define three Fourier transforms:
• Fourier transform of integrable functions -If f : R → R is an integrable function, we define its Fourier transform F (f ) : R → C as
• Fourier transform of square summable sequences -If h : Z → R is square summable, we define its Fourier transform
• Discrete Fourier transform of integrable functions -If g : R → R is an integrable function, we define its discrete Fourier transform F n (g) :
These definitions can easily be extended for d-dimensional spaces, d ≥ 1. Finally, given some parameters (β, τ, γ) and ϕ ∈ L 2 (ν β,τ,γ ) belonging to the domain of S, the Dirichlet form of ϕ is given by
Observe that we do not precise the dependence on (β, τ, γ) in (8) . Any time we will use the Dirichlet form, there will be no confusion regarding the values of the parameters. Similarly, for any ϕ ∈ L 2 (ν β,τ,γ ) we introduce, for any z > 0, the H −1,z norm given by
where g : Ω → R belongs to the set of local bounded functions.
3 The reader will notice that the previous definitions depend in fact only on the values of the functions f and h respectively on 1 n Z and
Z so that they can be generalized to functions defined only on these sets.
Statement of the main results
Let us assume that γ n = c n b for some c, b > 0, and recall that the time scale is tn a , with a > 0. Our main convergence theorems depend on the range of the parameters (a, b). Recall that τ = 0. In the nonlinear fluctuating theory framework this choice implies in particular the identification of the sound mode with the volume, and the heat mode with the energy. 
where {P t ; t ≥ 0} is the semi-group generated by the transport operator −2∇.
In order to study the fluctuations in the time scale a > 1, we need first to recenter the fluctuation field in a frame moving with some specific velocity. Let us denote χ n := ω 2 0 β,0,γn which satisfies χ n → β −1 as n → ∞ (see Appendix A). We define c n := −2 − 6χ n γ n which is essentially the sound mode velocity c(β, 0, γ n ) (defined in Appendix A) at first order in γ n . We now introduce the new volume fluctuation field V n t (f ), which is defined on a moving reference frame as follows: 
where {P t ; t ≥ 0} is the semi-group generated by the Laplacian operator ∆.
These two theorems establish the following picture which is also summarized in Figure 1 :
• In the time scale tn a , a < 1, the volume field does not evolve.
• In the hyperbolic time scale tn (a = 1), the initial fluctuations of the volume field are transported with velocity −2.
• We then define a new volume field in a frame moving at velocity c n = −2 − 6χ n γ n which takes into account the first order term in γ n of the sound velocity. The new field does not evolve up to time scale tn 2 for b > we conjecture in fact that the evolution is trivial up to the time scale tn 2 (a proof that there is no evolution in the light gray zone is thus missing). Our conjecture is supported by the following consideration : for b = 0, i.e. γ n of order one, according to Spohn's nonlinear fluctuating hydrodynamics theory [16, 17] and the computations of Appendix A, the fluctuations of the volume 4 field should still belong to the diffusive universality class. Therefore, at b = 0, the time scale for which the sound evolution takes place should be a = 2. Assuming that the exponent a := a * (b) of the time scale on which evolution of the sound mode occurs is continuous and linear in b ∈ [0,
We point out that Q 2,n t , Q 4,n t , Q 6,n t do not depend on the values of h at the diagonal {(x, y) ∈ Z 2 ; x = y}. We also define, for f ∈ C ∞ c (R), the auxiliary field
Let us introduce another one dimensional field, related to the evolution of the volume correlation field as follows: it is defined for f ∈ C ∞ c (R) as
Finally, similarly to (10), we define V 4.2.1. Construction of the orthogonal polynomials. Let {H n ; n ∈ N} be the sequence of orthogonal polynomials with respect to the following probability measure on R:
γ (1, 0) exp(−e γ (u))du obtained by a Gram-Schmidt procedure from the basis (1, u, u 2 , . . .). The average of a function f (u) with respect to W is denoted by f W . The first polynomials are given by
Observe that κ(γ) → 3 as γ → 0. We use here some ideas of [3, Appendix 2] . Let us construct a basis of L 2 (ν γ ) constituted by multivariate polynomials by tensorization of the H k 's. We denote by Σ the set composed of configurations σ = {σ x } x∈Z ∈ N Z such that σ x = 0 only for a finite number of x and
On the set of k-tuples x := (x 1 , . . . , x k ) of Z k , we introduce the equivalence relation x ∼ y if there exists a permutation p on {1, . . . , k} such that x p(i) = y i for all i ∈ {1, . . . , k}. The class of x for the relation ∼ is denoted by [x] and its cardinal by c(x). Then the set of configurations of Σ k can be identified with the set of k-tuples classes for ∼ by the one-to-one application:
We shall identify σ ∈ Σ k with the occupation number of a configuration with k particles, and [x] will correspond to the positions of those k particles. To any σ ∈ Σ, we associate the polynomial function H σ given by
Then, the family {H σ ; σ ∈ Σ} forms an orthogonal basis of L 2 (ν γ ) such that
where N γ is a real-valued function and δ denotes the Kronecker function, i.e. δ σ=σ ′ = 1 if σ = σ ′ and zero otherwise. A function Φ : Σ → R such that Φ(σ) = 0 if σ / ∈ Σ k is called a degree k function. Thus, such a function is sometimes considered as a function defined only on Σ k . A local function φ ∈ L 2 (ν γ ) whose decomposition on the orthogonal basis {H σ ; σ ∈ Σ} is given by φ = σ Φ(σ)H σ is called of degree k if and only if Φ is of degree k. A function Φ : Σ k → R is nothing but a symmetric function Φ : Z k → R through the identification of σ with [x] . We denote, with some abuse of notation, by ·, · the scalar product on ⊕L 2 (Σ k ), each Σ k being equipped with the counting measure. Hence, if Φ, Ψ : Σ → R, we have
with Φ k , Ψ k the restrictions of Φ, Ψ to Σ k . The nice property of the generator S of the stochastic noise is that it can be nicely decomposed on the basis. If a local function φ ∈ L 2 (ν γ ) is written in the form φ = σ∈Σ Φ(σ)H σ then we have
where σ x,x+1 is obtained from σ by exchanging the occupation numbers σ x and σ x+1 .
4.2.2.
Estimates of H −1,z norms. Here we prove the following lemma:
Lemma 4.1. Let F : Z 2 → R be square-summable, namely x,y F 2 (x, y) < +∞, and assume that F vanishes along the diagonal: F (x, x) = 0 for any x ∈ Z. Then, there exists C > 0 such that, for any (p, q) ∈ N 2 with p = q, any z > 0, and any γ ≤ 1,
where
Proof. Let p, q ≥ 1 be fixed. We define the subset χ p,q included in Σ p+q as
Then, the function φ ∈ L 2 (ν γ ) under interest in the left hand side of (23) is written in the form φ = σ∈χp,q Φ(σ)H σ where Φ(pδ x + qδ y ) = F (x, y). The set χ p,q has the following stability property: for any σ ∈ χ p,q and x ∈ Z, we have σ x,x+1 ∈ χ p,q . For any local function ψ = σ∈Σ Ψ(σ)H σ we write ψ = ψ p,q + ψ ′ where
where S is defined by (22) . Recall that D(ψ) has been defined in (8) as the Dirichlet form of ψ. A simple computation based on the orthogonality of the polynomials H σ and the stability property of χ p,q shows that
where N γ has been defined in (21). Moreover we have that
Recall from (9) that
Therefore, we have that
where the supremum is now restricted to local functions ψ which are on the form ψ = σ∈χp,q Ψ(σ)H σ . As a result, for any z > 0 and as γ → 0,
and the last estimate in (25) follows by an explicit computation: let us define
A straightforward computation shows that
We denote by D the Dirichlet form of a symmetric simple random walk on Z 2 − ∆ 0 where jumps from u ∈ ∆ + (resp. ∆ − ) to its symmetric u ∈ ∆ − (resp. ∆ + ) with respect to ∆ 0 have been added. Let D 0 be defined for every function G :
It has been proved in [1] the following
where G ψ is defined in (26).
From (25) and Lemma 4.2, we have
where the supremum is now taken over all local functions G : Z 2 → R. Then, by Fourier transform, the last supremum is equal to
Proof of the macroscopic fluctuations for the volume field
In this section we establish Theorems 3.1 and 3.2.
We are going to write in a convenient way the differential equations governing the evolution of the fluctuation fields. Recall that V 3,n t has been defined in (12) .
The proof of this proposition is given in Appendix D.
5.1. Fluctuations in the time scale a ≤ 1. From Proposition 5.1, by using (16) and (17), we obtain in the case a < 1 that V
and no evolution holds.
Taking the hyperbolic time scale (a = 1), we get that the evolution of the volume field is such that for any
Thus, in the hyperbolic time scale, the initial fluctuations are transported with a velocity −2, and Theorem 3.1 is proved. This result seems to indicate that the sound velocity is −2. In fact this is not totally correct since a more accurate value of the sound velocity is given in Appendix A and it is equal to −2 only at 0-th order. Taking into account the first order correction in γ n in the sound mode velocity is fundamental in order to establish the next results.
Triviality of the fluctuations up to the time scale tn
a with a < a * (b). In this section, we consider the new field V n t defined in (10) . The time evolution equation given by Proposition 5.1 can be easily rewritten in the new reference frame as:
Observe that
Therefore, for a ≤ 2, by using (16) and (17) we get, for t ∈ [0, T ],
(28) where we have E (sup t≤T ε n (t)) 2 → 0 as n → ∞. Observe first that by (16) the
Let τ x : Ω → Ω be the shift operator defined by (τ x ω) z = ω x+z , z ∈ Z, whose action is extended to functions ϕ : Ω → R by (τ x ϕ)(ω) = ϕ(τ x ω). Note now that
where ψ : Ω → R is a local function such that sup n ψ β,0,γn < +∞. Using this in (28) to rewrite the term n a−1 γ n V 3,n s (f ′ ) we obtain several contributions.
I) The contribution of (32) to n a−1 γ n t 0
with lim
With the constant prefactor 2 this transport term cancels the term 6χ
II) The contribution of (33) to n a−1 γ n t 0
ds gives a smaller term, which by the Cauchy-Schwarz inequality (17) is at most of order γ 2 n n a−1 . Therefore, this term vanishes if γ n = o(n −a+1 2 ), i.e. a < 2b + 1.
III) The contribution of (29) is null. Indeed, by Dynkin's formula, we have
The Cauchy-Schwarz inequality and stationarity imply that uniformly in t
as soon as γ n → 0 (recall that a ≤ 2). The quadratic variation of the martingale is given by
where the Dirichlet form D has been defined in (8) . By the Cauchy-Schwarz inequality and stationarity we have that t 0 D(φ s )ds is uniformly bounded in t ∈ [0, T ] by a constant depending on f and β. Therefore we have
IV) Finally, it remains to treat the sum of two terms, which are of the form (p ∈ {1, 2})
and
Terms (34) and (35) are treated thanks to Lemma 5.2 below.
smooth bounded test function and
Proof. We start with the proof of (36). Fix p ∈ {1, 2}. First, we have to rewrite the H −1,z estimate (18) in the case when the test function ψ also depends on time t. More precisely, an easy modification of [15, Lemma 3.9] gives: for any ψ ∈ L 2 (ν β,τ,γn ),
From (38) and Lemma 4.1, the term under the limit in (36) is bounded from above by
, and we are reduced to estimate
because the discrete Fourier transform of h sn a−1 is bounded by a constant independent of n. The last integral is of order n a−1 γ 2 n log n and goes to 0 if a − 2b − 1 < 0. This proves (36). Now we prove (37). For that purpose we note that it is enough to bound each one of the following terms:
where for k ∈ N − {0} and z ∈ Z we define
From an ad-hoc version of Lemma 6.2 of [5] , when L ≥ ℓ, the sum of the terms in the previous display are bounded from above by a constant times
We note that in order to bound the first term (39) the proof of the Lemma 6.2 of [5] relies on the one-block estimate that, for completeness, we prove in the next lemma. The last term (40) is estimated by using Cauchy-Schwarz inequality, stationarity and independence. Now, by choosing ℓ = ε √ n and L = εn 3/4 , since a < a * (b), the previous expression vanishes as n → ∞ and ε → 0. 
Proof. We only prove the first display since the proof of the second one is similar. By (38) and (9) we bound the previous expectation from above by a constant times
where the supremum is carried over local functions and D is the Dirichlet form defined in (8) . The term ω x+1 − − → ω ℓ x+1 can be written as a sum of gradients as
By writing the average in (41) as twice its half and in one of the terms performing the exchange ω to ω z,z+1 , for which the measure ν β,0,γn is invariant, we write the term inside the supremum in (41) as
Now, applying Young's inequality in the term inside brackets in the previous expression, for any choice of positive constants B x , it is bounded from above by
Let ε > 0. For the choice 2B x = ε −1 ℓn −a |h sn a−1 ( 
Finally, a simple computation shows that for the choice of B x that we have fixed above, the term (43) is bounded from above by a constant times εn a D(f ). By choosing ε sufficiently small, this term counterbalances with the term n a D(f ) in (41). This ends the proof. In this section we prove Theorem 3.3. We need to introduce some operators which are defined as follows.
(ii) ∆ n h :
(iv) A n h : R → R approximates the directional derivative (−2, −2) · ∇h as
(vii) B n h :
In the following, we consider a function h ∈ C ∞ c (R 2 ) which is symmetric, namely that satisfies h(u, v) = h(v, u) for any u, v ∈ R. 5 The reader will notice that we used also the notation ∇nf to denote the usual discrete gradient of the function f : R → R. No confusions are possible since the latter acts on functions defined on R. 
where the operator L n is defined by
The proof of Proposition 6.1 is given in Appendix D. We remark that since the underlying model is nonlinear the time evolution of the pair (energy field ; quadratic field) is not closed and we have to deal with some hierarchy. This is the main difference with previous studies ([2, 3, 4, 9]) whose success was very dependent of this closeness due to the linear interactions.
6.1. Strategy of the proof of Theorem 3.3. Assume a = 3 2 . The expressions (45) and (46) can be written, respectively, as
Let h n :
Then, summing equations (48) and (49), and integrating in time between 0 and T > 0 fixed, we obtain
We want to estimate the range of the parameter γ n for which the unique term that contributes to the equality above is (51), namely −4E n t D n h n . This term will be replaced by E n t Lf thanks to the next proposition which is proved in Section 6.2. Proposition 6.2. The solution h n of (50) satisfies
where L is the operator defined in (11).
We know two different ways to prove that the other terms vanish as n → ∞: the Cauchy-Schwarz inequality, and the Kipnis-Varadhan inequality, which have been presented in Section 4. We start with the easiest term: from (13) one can directly see that, uniformly in t ∈ [0, T ],
independently of γ n . The other contributions need some work. In the following proposition, which is proved in Appendices B and C, we estimate some ℓ 2 -norms that will be used in the Cauchy-Schwarz argument. (50)). If h n :
A direct consequence of Proposition 6.3 and the Cauchy-Schwarz inequality is the following: from (60) we have
since it is of order γ n . From (58) we also get
independently of γ n . We know from (61) that the L 2 (P)-norm of
is of order γ n , and then vanishes. To sum up, both terms (52) and (53) vanish in L 2 (P), as soon as γ n = o(1). Moreover, concerning (54), observe that by a first order Taylor expansion we have that
, since it is of order γ 2 n √ n. Finally, the terms that need a refined investigation are (55) and (56). For these terms, the Cauchy-Schwarz inequality is not sharp enough, hence we are going to estimate them using a dynamical argument for (55) and the Kipnis-Varadhan inequality (18), with some H −1,z norms estimates for (56). This is the purpose of Section 6.3 and Section 6.4 respectively, in which we prove the following results: Proposition 6.4. For h n solution of (50), we have that
In the next sections we give the details of the proofs of Propositions 6.2, 6.4 and 6.5.
Remark 6.1. Note that in the whole argument we used the restriction γ n = o(n • first, to make (54) vanish as n → ∞; • second, to prove Proposition 6.5.
Our conjecture is that in the first case, the limitation could be improved quite easily. Indeed, to treat (54) recall that we roughly applied the Cauchy-Schwarz inequality, but it is highly probable that a H −1,z -norm argument would give a more refined estimate, and therefore would relax the restriction. However, in the second case, we do not see any easy way to improve the result. This is why we believe that the restriction γ n = o(n − 1 4 ) comes from Proposition 6.5, and only from this last result.
Proof of Proposition First let us note that the Fourier transform of h n defined in (50) is explicitly given, for any
2 , by
where, for (k,
Let G 0 be defined for any v ∈ R as
and let us denote q : R → R the function
The last equality is obtained by computing the Fourier transform of the right hand side and using the inverse Fourier transform. We want to write a similar Fourier identity for D n h n ( 
We use now Lemma B.1 (proved ahead) and the inverse Fourier transform relation to get
By the explicit expression (62) of F n (h n ) we obtain that
, where
Therefore, we have proved the identity
where G n is the 1-periodic function defined for any
The proof is now reduced to prove that n 3 2 G n ( ξ n ) is close to G 0 (ξ), in the following sense:
Lemma 6.6 is proved in Section C.2. Let us now prove (57): we have
Therefore, we bound from the Parseval-Plancherel identity as
We treat each term (68), (69) and (70) separately. For the first one (68), we perform an integration by parts and then we use two facts: first the Fourier transform F (f ) of f is in the Schwartz space, and second, the functions G 0 and G ′ 0 grow at most polynomially. This implies that (68) is bounded by a constant times
from some p > 0 and it vanishes as n → ∞. The second term (69) can be bounded from above by
Performing the change of variables y = ξ n and using the fact that f is in the Schwartz space (together with Lemma B.2), we can prove that (69) does not contribute to the limit n → +∞. Finally, the contribution of (70) is estimated by using Lemma 6.6: it is bounded by a sum of terms of the form
for some α, β > 0. The last inequality above is a consequence of Lemma B.2, and therefore it vanishes as n → +∞ after choosing p such that 2p > α + 1. 
From (49), the term that we want to estimate is now equal to
It turns out that the work becomes easier, since the rough Cauchy-Schwarz inequality will be enough to control all these terms but one, thanks to the following proposition whose proof is given in Appendix B.
Proposition 6.7 (ℓ 2 -norms involving the solution of the Poisson equation (71)).
From (15) and (72) we get that
independently of γ n . From (14) and (74) we get that
Analogously, from (15) and (76) we have that
independently of γ n . Finally, from (15) and (75) we have that
independently of γ n . Moreover, we prove below in Section 6.5 the following Proposition 6.8. For v n solution of (71), we have that
This ends the proof of Proposition 6.4.
6.4. Proof of Proposition 6.5. Thanks to the Kipnis-Varadhan inequality (18) together with Lemma 4.1 we have reduced the problem to control the L 2 (P)-norm of (56) to estimating the behavior w.r.t. n of the integral (23) with z = n − 3 2 and ϕ suitably defined. We can make a change of variables in (23) in order to get:
Now, we observe that
Then, compute the Fourier transform: We have, for any m ∈ Z, (see Lemma B.1 below)
Therefore, we have
Observe that F n (h n )(ξ − u, u) = F n (h n )(u, ξ − u) for any ξ, u ∈ R. Therefore, one can perform the change of variables v = n(k + ℓ) − u in one of the integrals in the second term above, and one gets
Note that 2Re e 2iπ u n −ℓ − 1
Using (62), we obtain
and I, J are defined as (see (65) for the definition of Θ)
Finally, from (18) and Lemma 4.1, the square of the L 2 (P)-norm of
is bounded from above by (recall that z = n
We can bound |R n (k, ξ − k)| from above as follows:
Let us first estimate the contribution coming from Ω(k, ξ − k), namely:
Therefore, the contribution of this term in (80) gives
and by Lemma B.2 it vanishes since nγ 2 n → 0. Moreover, we now use Lemma C.1 in order to estimate the remaining contribution, namely
and by Lemma B.2 it vanishes if √ nγ 2 n → 0. This ends the proof of Proposition 6.5.
6.5. Proof of Proposition 6.8. Here we follow closely the proof of Proposition 6.5 and for that reason we skip some steps of it. First we observe that
The Fourier transform of Ψ is given on (k, ℓ) ∈ − 
where w n :
and therefore, for any ξ ∈ [− n 2 , n 2 ], we deduce from (62) that
From the previous computations we conclude that
Since v n is symmetric,
for any ξ, u ∈ R, and similar computations as before give
Using (85), we obtain
with O and M given respectively by
is bounded from above by
We can bound | R n (k, ξ − k)| from above as follows:
Let us first estimate the contribution coming from O(ξ), namely:
Therefore, from Lemma C.1 (119) the contribution of this term in (88) gives
and by Lemma B.2 it vanishes independently of γ n , since γ 2 n / √ n → 0. Now using again Lemma C.1 we estimate the contribution coming from M (ξ), namely:
Therefore, the contribution of this term in (88) gives
and by Lemma B.2 it vanishes independently of γ n , since γ 
Appendix A. Nonlinear fluctuating hydrodynamics predictions
The aim of this Appendix is to show that if we perturb the noisy linear Hamiltonian lattice field model by an even potential V then the nonlinear fluctuating hydrodynamics theory predicts that for a zero tension τ = 0 the model belongs to the universality class of the harmonic case. We consider an even potential V , namely V (u) = V (−u) and we assume moreover that V is non-negative and continuous, with at most polynomial growth at infinity.
A.1. Cumulants and rules of derivation. We still denote by ν β,τ,γ the product measure
where the energy is now
Note that, if τ = 0, the density of the marginal of (89) at site x with respect to the Lebesgue measure dω x is an even function, and every local function f which is odd has a zero average with respect to ν β,0,γ . Let us denote by f β,τ,γ (resp. f ; g ; h . . . β,τ,γ ) the average of f (resp. the cumulants between f, g, h . . .) with respect to ν β,τ,γ , and define e γ (β, τ ) := e γ (ω x ) β,τ,γ and v γ (β, τ ) := ω x β,τ,γ .
For any γ > 0 sufficiently small the application
is one-to-one for some open subset U γ . In the sequel, we denote (e, v) for (e γ (β, τ ), v γ (β, τ )) and by (β, τ ) := (β(e, v), τ (e, v)) the inverse application. If γ = 0 then
If γ is small one can easily check that
We can also easily compute
The computational rules explained in [17, Appendix 3] , may be slightly generalized into
These derivation rules can be extended to higher-order cumulants as follows:
and so on. The microscopic energy current j e x,x+1 of the Hamiltonian part of the dynamics is given by j
and the microscopic volume current j v x,x+1 of the Hamiltonian part of the dynamics is given by j
Their averages at equilibrium are equal to
Observe that for γ = 0, τ (e, v) = −v. For γ > 0, we do not have an explicit formula for τ in terms of e and v.
We use the results of [17] and we refer the reader to this paper for more explanations. When τ = 0, it is not difficult to check that (1) the sound mode is proportional to the volume field; (2) the heat mode is proportional to the energy field, because we have ∂ e τ = 0 (see (8. 3) of [17] , or Lemma A.4 below).
A.2. Computations of coupling constants for any γ ≥ 0. In this section, we compute some coupling constants which are introduced in [17] and are fundamental to predict the universality classes to which the model belongs.
To simplify the exposition, we redefine Y := ω 0 which is distributed according to the probability law
The following lemma is straightforward: 
Proof. This is an easy consequence of the dominated convergence Theorem.
A.2.1. Gamma function. Let us define
To simplify notation from now on we write e γ for e γ (Y ). From the computational rules (94) and (95), the derivatives of Γ γ are given by
In particular, for the value τ = 0, these three expressions simplify significantly thanks to Lemma A.1 into
In particular Lemma A.1 and Lemma A.2 directly imply the following Lemma A.3 (Derivative of Γ and its inverse at τ = 0). The map γ → Γ γ (β, τ ) is continuous, and moreover
Tension and its derivatives. Now let us compute the derivatives of τ with respect to e and v when τ (e, v) = 0. Equation (8.3) of [17] gives
which read with our notations
For τ (e, v) = 0, it is then trivial that
One can even goes further, and compute the second order derivatives of τ as follows:
Lemma A.4. If (e, v) are such that τ (e, v) = 0, we have that
The second derivatives of τ are evaluated as explained in [17, Appendix 3.2] . First, we compute the derivatives of v and e with respect to τ and β, and then we use the Jacobian inversion. Recall that, in our notation
Therefore at τ = 0, v(β, 0) ≡ 0. We deduce from the derivation rules (91) that
and from Lemma A.1 we directly deduce
In the same way
and, in particular, for τ = 0 we get
∂ β e τ =0 = 0.
By using (98), (99), (91), Lemma A.1 and Lemma A.3, we get that
Similarly,
Finally, combining (92), Lemma A.1 and Lemma A.3 we have
We deduce from (100) and (103) that
Recall the values (100),(101), (102), (103). Then, the values of the second derivatives of τ are given by
From [17] , the sound mode (mode 1) has velocity
and the heat mode (mode 2) has velocity 0. The coupling constants G 1 αα ′ and G 2 αα ′ , α, α ′ ∈ {1, 2} determine the universality class of the model. In the case considered here, we have that
When τ = 0, the sound mode has velocity c(β, 0, γ) := 2∂ v τ τ =0 and from Lemma A.4 we have
Therefore, according to [17 In the following section we prove that our model belongs to the first case.
A.3. Coupling matrices. Let us introduce some definitions and notations, taken from [17] .
Definition A.1. 
3.
Matrices: let us denote
With Definition A.1, we are now able to define the coupling matrices G 1 and G 2 as follows:
A first corollary of Lemma A.2 is the following:
Corollary A.5 (Continuity of the coupling constants). All the constants that are defined in Definition A.1 and also in (106) and (107) are continuous functions of γ ∈ R + .
We now give the values of each quantity that appears in (106) and (107), taken first at τ = 0 and γ = 0. 
2. Vectors:
3. Matrices:
The following result is an easy corollary of the previous lemma.
and there exists a constant C > 0 such that
We start with some estimates concerning the solution h n of (50), and then we treat the solution v n of (71). All technical estimates involving integral calculus are detailed in the next section, see Appendix C.
B.1. Proof of Proposition 6.3. Let us recall the explicit expression for the Fourier transform of h n given in (62). B.1.1. Proof of (58). From the Parseval-Plancherel relation and from (62), we have that
where for the last equality we performed the changes of variables y = ξ n and x = ℓ n . The function W is defined by
It is proved in [2, Lemma F.5] that W (y) ≤ C|y| ]. Hence, we get, by using Lemma B.2 with p = 3 and the elementary inequality sin
which proves (58).
B.1.2. Proof of (59). The Plancherel-Parseval equality gives
where h n x n = h n x n , x n , and then
By (62), we compute:
where I has already been defined in (78). From Lemma C.1, we have that |I(y)| | sin(πy)| 1 2 , and consequently, from (109) we get
and using Corollary B.3
which proves (59).
B.1.3. Proof of (60). Recall that q n :
n . We already proved in Section 6.2 that
where K is defined in (66). From Lemma C.1 we get
and therefore
using again Corollary B.3. This proves (60).
B.1.4. Proof of (61). By Parseval-Plancherel's relation we have that
so that by (109), together with Lemma C.1 and Corollary B.3, we get that
This proves (61).
B.2. Proof of Proposition 6.7: estimates on v n . In this section we will use the explicit expression of the Fourier transform of v n , given in (85), and then repeat the same computations as in the proof of Proposition 6.3.
B.2.1. Proof of (72). The same computation of Section B.1.1 gives that
The last inequality comes from Lemma C.1 below, and using Lemma B.2, this proves (72).
B.2.2. Proof of (73).
Similarly to Section B.1.2 we have
From (85) we get
where O has been defined in (86). From Lemma C.1 we get
From Corollary B.3 we get (73).
B.2.3. Proof of (74). A straightforward computation gives that
n , where w n : 1 n Z → R has been defined in (82) and M has been defined in (87). Finally from (83) we get F n (D n v n )(ξ) = n Moreover,
where L has been defined in (84) and N is given by N (y) = 1 1 − e −2iπy [− (e −2iπx − 1) Θ(y − x, x) dx.
Therefore, using Lemma C.1 below, we get n −2 D n v n δ n (w) = 4(1 + γ n κ n ) 1 − w w a n (w) I(y) = 2J(y).
Therefore we conclude that, for any y ∈ [− (iv) Proof of (116). Here we use the relation (112), and we obtain:
L(y) = I(y) − 1 1 − w J(y) = I(y) 1 − 2(1 + γ n κ n ) wa n (w) .
It is easy to check that 1 − 2(1 + γ n κ n ) wa n (w) = (2 + γ n κ n )(w − 1) wa n (w) | sin(πy)|.
Using (113) we conclude that, for any y ∈ [− Let us now observe that, since a n (w) = (1 + κ n γ n )(1 +w) + 1 −w, we have that 1 − wa 2 n (w) 4(1 + γ n κ n ) 2 = 1 + 1 (1 + κ n γ n ) 2 sin 2 (πy) − i 1 + κ n γ n sin(2πy).
Note also that Arg 1 − wa 2 n (w) 4(1 + γ n κ n ) 2 = −sgn(y) π 2 + arctan 1 2 1 + κ n γ n + 1 1 + κ n γ n tan(πy) . h(x, y)H 3δx+3δy (ω).
We define the symmetric (resp. antisymmetric) part h s (resp. h a ) of h by h s (x, y) = 
Therefore,
L n E n (f ) =E n (∆f ) − (1 + γ n κ n ) 2 Q 2 (∇f ⊗ δ) − 2γ n (1 + γ n κ n )Q 4 (∇f ⊗ δ) − γ We now replace ω We rewrite the previous identity as Bh(x, y) = h(x − 1, y) − h(x + 1, y) + 1 y=x+1 − 1 y=x−1 h(y, y).
Remark that for any f : Z → R, h : Z 2 → R the functions ∇h, Dh, ∇f ⊗ δ are always symmetric and that the operators ∆ and A preserve the parity of functions. From last computations it is easy to recover (46).
