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Abstract
The 2d principal models without boundaries have G×G symmetry group. The already
known integrable boundaries have H ×H or GD symmetries where H is subgroup of G for
which G/H is a symmetric space and GD is the diagonal subgroup of G×G. These boundary
conditions have a common feature: they do not contain free parameters. We have found new
integrable boundary conditions for which the remaining symmetry groups are either G×H
or H ×G and they contain one free parameter. The related boundary monodromy matrices
are also described.
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1 Introduction
In this paper we will deal with 1 + 1 dimensional O(N) sigma and principal chiral models.
These are also integrable at the quantum level i.e. infinite many conserved charges survive
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the quantization [1][2]. The scattering matrices (S-matrices) are factorized and they can be
constructed from the two particle S-matrices which satisfy the Yang-Baxter equation (YBE).
Thus, integrable theories at infinite volume can be defined by the solutions of the YBE. For
example, it has been verified that the minimum solution of the O(N) symmetric YBE is the
S-matrix of the O(N) sigma model [3].
Quantum integrable theories with boundary can be defined with the bulk S-matrix and
the boundary scattering matrix (or reflection matrix, R-matrix). Reflection matrices are
solutions of the boundary Yang-Baxter equation (bYBE). They are classified for the O(N)
sigma model [4]. For two classes there is a free parameter in the reflection matrix. The
remaining symmetries of these are O(2)× O(N − 2) and U(n) if N = 2n. Thus we can see
that if the center of the residual symmetry algebra is u(1) then the reflection matrix contains
a free parameter [5].
This brings up the question of which classical boundary conditions belong to these re-
flection matrices. For O(N) sigma models it was shown that when the field is restricted to
the k-dimensional spheres with the maximal radius the theory is integrable and the associ-
ated reflection matrices can be easily identified [6]. Classical integrable boundary conditions
which have a free parameter are not known yet. In this article we give a possible candidate
for the U(n) symmetric case.
The symmetries of the principal chiral models (PCMs) are GL × GR and the particles
transform with respect to some representations of this group. If the reflection matrix has
factorized form (R = RL ⊗ RR), the bYBE can be separated into left and right reflection
matrices. Thus, in principle, arbitrarily combined solutions RL and RR can be used to
construct reflection matrix R. This means that the remaining left and right symmetries
can be different. The remaining symmetries for the known classical integrable boundary
conditions are HL×HR where HL = HR or GD which is the diagonal subgroup of GL×GR
[7][8]. This paper discusses classical boundary conditions for which only the left or the right
symmetries are broken, these are new candidates for integrable boundary conditions.
The paper is structured as follows. In the next section, we start with the Lax for-
malism of the PCMs where we will need classical reflection matrices which can be used
to create spectral parameter dependent double row transfer matrices. The conservation
of these (which is equivalent to the existence of infinite many conserved charges) defines
the boundary conditions of the theories. Using these results of the PCMs, we will derive
new double row monodromy matrices for the O(2n) sigma models and the corresponding
boundary conditions will be determined too.
2 Principal Chiral Models on the half line
In this section the new boundary monodromy matrix will be introduced. In the first sub-
section we will overview the Lax formalism of PCMs. After that the new reflection matrix
and the related boundary condition will be derived. Finally we will show the corresponding
Lagrangian descriptions and the unbroken symmetries of these models.
2.1 Lax formalism for PCMs
Let g be a semi-simple Lie algebra and G = exp(g). The field variable is g : Σ → G
where Σ = R × (−∞, 0] and it is parametrized with (x0, x1) = (t, x). We can define two
currents JR = g−1dg and JL = gdg−1. These two currents satisfy the flatness condition (by
definition):
dJL/R + JL/R ∧ JL/R = 0
The bulk equation of motion (E.O.M) is
d ∗ JL/R = 0.
The E.O.M and the flatness condition is equivalent to the flatness condition of the Lax
connection:
dLL/R(z) + LL/R(z) ∧ LL/R(z) = 0
2
where
LL/R(z) =
1
1− z2 J
L/R +
z
1− z2 ∗ J
L/R.
The usefulness of the Lax connection lies in the fact that one can generate from it an
infinite family of conserved charges. One first defines the one row monodromy matrix
TL/R(z) = P←−exp
(
−
∫ 0
−∞
L
L/R
1 (z)dx
)
.
These monodromy matrices have an inversion property
TR(z) = g
−1
∣∣∣
x=0
TL(1/z)g
∣∣∣
x=−∞
.
The monodromy matrix in the boundary case takes a double row type form
Ω(z) = TR(−z)−1κ(z)TR(z),
where the κ(z) ∈ G is the reflection matrix which will be specified later. If we want infinite
many conserved quantities then the time derivative of the monodromy matrix has to vanish
Ω˙(z) = 0, which is equivalent to:
κ(z)LR0 (z)
∣∣∣
x=0
− LR0 (−z)
∣∣∣
x=0
κ(z) = κ˙(z), (1)
where we assumed that the currents vanish at −∞.
This equation is equivalent to boundary conditions for the JR current. If we want a
consistent theory then the number of boundary conditions have to be equal with dim(g).
Based on these, we will say that a κ(z) is a consistent solution of (1) if it leads to dim(g)
boundary conditions.
Hereinafter, we will look for consistent solutions for the equation (1). The most obvious
ansatz for the reflection matrix is κ(z) = U where U ∈ g is a constant matrix. Using this
ansatz equation (1) is equivalent to these two equations:
JR0 = UJ
R
0 U
−1,
−JR1 = UJR1 U−1.
We can see that JR0 and J
R
1 are elements of eigenspaces of linear transformation AdU : g→ g
with +1 and −1 eigenvalues. These are equivalent to dim(g) boundary conditions if and
only if the U2 is proportional to 1. Thus, there is a Z2 graded decomposition g = h ⊕ f
where h and f are the +1 and −1 eigenspaces of the AdU automorphism of g. Therefore
the boundary conditions mean JR0 ∈ h and JR1 ∈ f. These solutions are well known in
the literature [8]. In the next subsection, we will try to find new consistent solutions with
non-trivial spectral parameter dependency.
Before that, we note that there is another possibility for the definition of the double row
monodromy matrix:
Ω(z) = TL(−z)−1UTR(z),
This leads to the following boundary conditions
JL0 = UJ
R
0 U
−1, (2)
−JL1 = UJR1 U−1. (3)
The U can be eliminated by a global transformation g → gU .
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2.2 New solutions
We can use the following ansatz:
κ(z) = k(z)(1+ zM + z2N), (4)
where k(z) is a scalar and M ∈ g. Using this ansatz the equation (1) takes the following
form: (
1+ zM + z2N
)
(JR0 − zJR1 )− (JR0 + zJR1 )
(
1+ zM + z2N
)
= 0.
Which leads to the following system of equations:
z1 : [M,JR0 ]− 2JR1 = 0 (5)
z2 : [N, JR0 ]− {M,JR1 } = 0 (6)
z3 : {N, JR1 } = 0 (7)
The equation (5) is equivalent to dim g boundary conditions, therefore if we want consistent
solution then the equations (6) and (7) should follow from (5) which is probably not true in
the general case, but it may be true for some restricted M and N . In the following, we are
looking for constraints of M and N for which equations (6) and (7) follow from (5).
We can take the anti-commutator of the equation (5) with M .
{M,JR1 } =
1
2
{M, [M,JR0 ]} =
1
2
[M2, JR0 ].
The r.h.s is equal to [N, JR0 ] if
N − 1
2
M2 = c1, (8)
where c is a constant. From this we can see that M commutes with N . Using this and the
equation (7) we can get:
{N, {M,JR1 }} = 0.
Therefore taking the anti-commutator of the equation (6) with N we get
[N2, JR0 ] = 0.
which means N2 is proportional to 1 so the automorphism AdN has +1 and −1 eigenvalues
and we will denote the corresponding eigenspaces with h and f. Therefore N defines a Z2
graded decomposition g = h⊕ f.
The equation (7) means that JR1 ∈ f i.e Πh(JR1 ) = 0 where Πh is the projection operator
of h subspace. Putting this into (6):
Πh(J
R
1 ) =
1
2
Πh([M,J
R
0 ]) =
1
2
[M,Πh(J
R
0 )]
where we used [M,N ] = 0 which means M ∈ h. We can see from the last equation that the
equation (7) follows from (5) if M commutes with h.
Summarizing, we get consistent solution if condition (8) is satisfied and AdN generates
Z2 graded decomposition and M ∈ h and also commutes with h. Therefore h has a non-
trivial center which is generated byM . It follows that every Z2 graded decomposition where
hs are not semi-simple belong to these type of reflection matrices and boundary conditions.
There are two classes of these κ matrices. The first is N 6= 0. The second case is N = 0,
which means M2 ∼ 1. In this case, M defines the Z2 graded decomposition.
4
2.3 Lagrangian description and the symmetries
In the previous subsection we found that reflection matrices (4) with conditions
2N −M2 ∼ 1 and N2 ∼ 1. (9)
lead to the following boundary condition:
JR1 =
1
2
[M,JR0 ]. (10)
This condition with the left current is the following:
JL1 =
1
2
[gMg−1, JL0 ]. (11)
Hereinafter we will continue with the Lagrangian description. The Lagrangian density
of the bulk theory is the following:
L = −1
4
Tr
[
JL ∧ ∗JL] = −1
4
Tr
[
JR ∧ ∗JR]
If we add a boundary Lagrangian function:
Lb =
1
4
Tr[MJR0 ]
∣∣∣
x=0
(12)
we get the boundary condition (10).
The bulk Lagrangian has GL × GR symmetries which are the left/right multiplications
with a constant group element: g(x)→ gLg(x) and g(x)→ g(x)gR. The transformations of
the currents are the following:
gL : J
L → gLJLg−1L , JR → JR,
gR : J
L → JL, JR → g−1R JRgR.
We can see the boundary Lagrangian breaks the GR symmetry. The remaining symmetry
is HR < GR where HR = exp(h). Since the current J
R is invariant under GL, the GL
symmetry is unbroken.
The naive conserved charges are the following:
QL =
∫ 0
−∞
JL0 dx,
QR =
∫ 0
−∞
JR0 dx.
If we take their time derivatives we get
Q˙L =
∫ 0
−∞
∂1J
L
1 dx = J
L
1
∣∣∣
x=0
=
1
2
[gMg−1, JL0 ]
∣∣∣
x=0
=
1
2
∂0(gMg
−1)
∣∣∣
x=0
Q˙R =
∫ 0
−∞
∂1J
R
1 dx = J
R
1
∣∣∣
x=0
We can see that
Q˜L = QL − 1
2
(gMg−1)
∣∣∣
x=0
and (13)
Q˜R = Πh(QR) (14)
are conserved charges where Πh is the projection operator to the h subalgebra:
Πh(X) =
1
2
(
X + UXU−1
)
,
where U = N when N 6= 0 otherwise U = M .
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2.4 Hamiltonian description
Since the boundary Lagrangian (12) contains JR0 , the canonical moments and the Poisson
brackets could be modified. The derivation of these is in the appendix B and the result is
the ordinary Poisson structure:
{JR0 (x)⊗, JR0 (y)} =
[
C, JR0 ⊗ 1
]
δ(x− y),
{JR0 (x)⊗, JR1 (y)} =
[
C, JR1 ⊗ 1
]
δ(x− y)− C∂xδ(x− y),
{JR1 (x)⊗, JR1 (y)} = 0
where J = JATA if TA is a basis in g for which we can define an invariant bilinear form
< TA, TB >= − 12Tr[TA, TB] = CAB and C = CABTA ⊗ TB where CADCDB = δAB. This
form can be used for define totally antisymmetric tensor from the structure constant fABC =
CADf
D
BC where [TA, TB] = f
C
ABTC . For semi-simple Lie-algebras there exists a basis for
which CAB = δAB. In this basis the structure constant is totally antisymmetric fABC =
fABC = f
ABC and the Poisson bracket looks like
{JRA0 (x), JRB0 (y)} = fABCJRC0 δ(x− y),
{JRA0 (x), JRB1 (y)} = fABCJRC1 δ(x− y)− δAB∂xδ(x− y),
{JRA1 (x), JRB1 (y)} = 0
The Poisson brackets of the space-like component of the Lax operator [9]:
{LR1 (z1|x)⊗, LR1 (z2|y)} =
[
r(z1, z2), L
R
1 (z1)⊗ 1+ 1⊗ LR1 (z2)
]
δ(x− y)+
+
[
s(z1, z2), L
R
1 (z1)⊗ 1− 1⊗ LR1 (z2)
]
δ(x− y)+
+2s(z1, z2)∂xδ(x− y),
where
r(z1, z2) =
1
2
1
z1 − z2
z21 + z
2
2 − 2z21z22
(z21 − 1)(z22 − 1)
C,
s(z1, z2) =
1
2
z1 + z2
(z21 − 1)(z22 − 1)
C.
Using this, one can derive the Poisson bracket of the monodromy matrix:
{TR(z1)⊗, TR(z2)} = −
[
r(z1, z2), TR(z1)⊗ TR(z2)
]
.
We can also calculate the Poisson bracket for the double row monodromy matrix [10].
{Ω1(z1),Ω2(z2)} = {T−11 (−z1)κ1(z1)T1(z1), T−12 (−z2)κ2(z2)T2(z2)} =
− [r(z1, z2),Ω1(z2)Ω1(z2)]− Ω1(z1)r(z1,−z2)Ω2(z2) + Ω2(z2)r(z1,−z2)Ω1(z1)+
T−11 (−z1)T−12 (−z2)
([
r(z1, z2), κ1(z1)κ2(z2)
]
+
+ κ1(z1)r(z1,−z2)κ2(z2)− κ2(z2)r(z1,−z2)κ1(z1)
)
T1(z1)T2(z2), (15)
where we used r(z1, z2) = −r(−z1,−z2) and r(z1,−z2) = −r(−z1, z2) and the following
notations:
Ω1(z) = Ω(z)⊗ 1 Ω2(z) = 1⊗ Ω(z)
T1(z) = TR(z)⊗ 1 T2(z) = 1⊗ TR(z)
If we want infinite many conserved charges in involution then the following experssion has
to vanish.[
r(z1, z2), κ1(z1)κ2(z2)
]
+ κ1(z1)r(z1,−z2)κ2(z2)− κ2(z2)r(z1,−z2)κ1(z1). (16)
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This is the classical boundary Yang-Baxter equation. The matrices described in the previous
chapter fulfill this equation. The derivation can be found in the appendix C.
Therefore the Poisson bracket of the double row monodromy matrix is
{Ω1(z1),Ω2(z2)} =
− [r(z1, z2),Ω1(z2)Ω1(z2)] − Ω1(z1)r(z1,−z2)Ω2(z2) + Ω2(z2)r(z1,−z2)Ω1(z1). (17)
Taking trace we get
{Tr[Ω(z1)],Tr[Ω(z2)]} = 0,
which means we have infinite many conserved charges in involution.
3 Non-local conserved charges
If we expand the monodromy matrix around z = z0 we get infinite many conserved charges
which are generally non-local. In this section we will deal with the expansions around z =∞
and z = 0 and we will give the first two terms of these series.
3.1 Expansion around z =∞
We will start with the expansion of the one row monodromy matrix
TR(z) = P←−exp
(∫ 0
−∞
−LR1 (z)dx
)
= exp
(
∞∑
r=0
(
−1
z
)r+1
Q
(r)
R
)
=
1− 1
z
Q
(0)
R +
1
z2
(
Q
(1)
R +
1
2
Q
(0)2
R
)
+ . . . , (18)
where
LR1 (z) =
1
1− z2 J
R
1 −
z
1− z2J
R
0 =
1
z
JR0 −
1
z2
JR1 + . . .
therefore
TR(z) = 1− 1
z
∫ 0
−∞
JR0 (x)dx+
1
z2
(∫ 0
−∞
JR1 (x)dx +
∫ 0
−∞
∫ x1
−∞
JR0 (x1)J
R
0 (x2)dx1dx2
)
+ . . .
Using these, the first two charges can be calculated.
Q
(0)
R =
∫ 0
−∞
JR0 (x)dx,
Q
(1)
R =
∫ 0
−∞
JR1 (x)dx +
1
2
∫ 0
−∞
∫ x1
−∞
[
JR0 (x1), J
R
0 (x2)
]
dx1dx2.
We will also need the following series:
T−1R (−z) = exp
(
−
∞∑
r0
(
1
z
)r+1
Q
(r)
R
)
= 1− 1
z
Q
(0)
R +
1
z2
(
−Q(1)R +
1
2
Q
(0)2
R
)
+ . . . , (19)
In the appendix A, examples of the κ matrices are showed. We will choose: g =
so(2n), sp(n), h = u(1)⊕ su(n). The calculation below can be repeated for the other cases.
The κ matrix is the following:
κ(z) =
1√
1 + λ2z2
(1 + zM) ,
where M generates the u(1) and M2 = −λ21 and M = −MT . The expansion of the κ is
the following:
κ(z) = U +
1
λz
− 1
2
1
(λz)2
U + . . . (20)
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where M = λU . The conserved charges come from the expansion of the double row mon-
odromy matrix.
Ω(z) = T−1R (−z)κ(z)TR(z) = U · exp
(
2
∞∑
r0
(
−1
z
)r+1
Q˜
(r)
R
)
=
U − 2
z
UQ˜
(0)
R +
2
z2
(
UQ˜
(1)
R + UQ˜
(0)2
R
)
+ . . . ,
where {Q˜(r)R } is the infinite set of conserved charges. In the above equation multiplication
with U is is necessary for the proper normalization because
lim
z→∞
Ω(z) = U.
Using (18), (19) and (20):
Ω(z) =
[
1− 1
z
Q
(0)
R +
1
z2
(
−Q(1)R +
1
2
Q
(0)2
R
)
+ . . .
]
·[
U +
1
λz
− 1
2
1
(λz)2
U + . . .
]
·
[
1− 1
z
Q
(0)
R +
1
z2
(
Q
(1)
R +
1
2
Q
(0)2
R
)
+ . . . ,
]
=
= U − 1
z
U
(
Q
(0)
R + U
TQ
(0)
R U −
1
λ
UT
)
+
+
1
z2
U
(
Q
(1)
R − UTQ(1)R U +
1
2
(Q
(0)2
R + U
TQ
(0)2
R U) + U
TQ
(0)
R UQ
(0)
R −
2
λ
UTQ
(0)
R −
1
2λ2
)
From this the first two conserved charges are the following:
Q˜
(0)
R = Πh[Q
(0)
R ] +
1
2λ
U,
Q˜
(1)
R = Πf[Q
(1)
R ] +
1
2
[
Πh[Q
(0)
R ],Πf[Q
(0)
R ]
]
+
1
2λ
[
U,Q
(0)
R
]
=
= Πf[Q
(1)
R ] +
1
2
[
Πh[Q
(0)
R ] +
1
λ
U,Πf[Q
(0)
R ]
]
.
The first charge is equivalent to the charge (14) (up to a constant). Q˜
(1)
R is very similar to
g ∈ H restricted boundary condition but there is an extra term:
[
U,Q
(0)
R
]
[11].
For a crosscheck we can take the time derivative of these charges and we will see that
they vanish.
3.2 Expansion around z = 0
For the expansion around z = 0, we can use the inversion property of the one row monodromy
matrix:
TR(z) = g
−1
∣∣∣
x=0
TL(1/z)g
∣∣∣
x=−∞
.
Using this the double row monodromy matrix can be written:
Ω(z) = g−1
∣∣∣
x=−∞
(
T−1L (−1/z)g
∣∣∣
x=0
κ(z)g−1
∣∣∣
x=0
TL(1/z)
)
g
∣∣∣
x=−∞
=
g−1
∣∣∣
x=−∞
exp
(
2
∞∑
r0
(−z)r+1Q˜(r)L
)
g−1
∣∣∣
x=−∞
We can do the same calculation as above:
T−1L (−1/z)g
∣∣∣
x=0
κ(z)g−1
∣∣∣
x=0
TL(1/z) =
= 1− 2z
(
Q
(0)
L −
1
2
gMg−1
∣∣∣
x=0
)
+ 2z2
(
Q
(0)2
L −
1
2
{
Q
(0)
L , gMg
−1
∣∣∣
x=0
}
− 1
4
λ2
)
+ . . .
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therefore the conserved charges are the following:
Q˜
(0)
L = Q
(0)
L −
1
2
gMg−1
∣∣∣
x=0
,
Q˜
(1)
L = 0.
We can see that the first conserved charge is equal to the Noether charge of the left multi-
plication symmetry (13): Q˜
(0)
L = Q˜L. The second set of charges vanish. This is similar to
the case of the free boundary condition (g = h) [11].
4 O(N) sigma model on the half line
The new reflection matrices of the PCM can be used to find new ones for the O(N) sigma
model. Using the equivalence between SU(2) PCM and the O(4) sigma model we have new
reflection matrices for the O(N) sigma model when N = 4. This solution can be generalized
for even N .
4.1 Lax formalism for the O(N) sigma model
The field variables are n : Σ→ RN with the nTn = 1 constrain. The bulk Lagrangian is
L = 1
2
dnT ∧ ∗dn− 1
2
σ(nTn− 1).
The equation of motion:
d ∗ dn+ (dnT ∧ dn)n = 0.
We can define an O(N) group element: h = 1−2nnT which satisfies the following identities:
hTh = 1 and h = hT . Using this, one can define a current: Jˆ = hdh = 2ndnT − 2dnnT
which is the Noether current of the bulk global SO(N) symmetry. The E.O.M with this
current is d ∗ Jˆ = 0 and the Lagrangian is
L = − 1
16
Tr
[
Jˆ ∧ ∗Jˆ
]
.
This Lax connection is very similar to the PCM but here the current is constrained.
Lˆ(z) =
1
1− z2 Jˆ +
z
1− z2 (∗Jˆ).
The double row monodromy matrix can be similarly defined as it was in PCMs.
The known κs are κ = diag(1, . . . , 1,−1, . . . ,−1) which have h = so(k) ⊕ so(N − k)
residual symmetry and belong to the n ∈ Sk boundary condition (the Sk has radius r = 1).
4.2 New solutions for N = 4
Let us introduce the following tensor:
σ1αα˙ =
(
0 i
i 0
)
, σ2αα˙ =
(
0 1
−1 0
)
, σ3αα˙ =
(
i 0
0 −i
)
, σ4αα˙ =
(
1 0
0 1
)
.
which satisfy the following relations:
σiαα˙σ¯
ββ˙
i = 2δ
β
αδ
β˙
α˙,
σiαα˙σ¯
αα˙
j = 2δ
j
i ,
where σ¯αα˙i is the complex conjugate of σ
i
αα˙. Using this we can change the basis in which
the group element g4 = SO(4) is factorized.
1
2
σiαα˙(g4)
j
i σ¯
ββ˙
j = (gL)
β
α(gR)
β˙
α˙, (g4)
j
i =
1
2
σ¯αα˙i (gL)
β
α(gR)
β˙
α˙σ
j
ββ˙
.
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In this basis:
n = g4n0 → n = gLgTR =
(
n4 + in3 in1 + n2
in1 − n2 n4 − in3
)
= g ∈ SU(2), (21)
if n0 = (0, 0, 0, 1). Using currents J
L and JR of the SU(2) PCM we can define two Lax
connection: LL and LR. and two one row monodromy matrix TL and TR using LL and LR
connections. These monodromy matrices have inversion symmetry:
TR(z) = g
†
∣∣∣
x=0
TL(1/z)g
∣∣∣
x=−∞
.
The double row monodromy matrix can be defined using TL or TR. At first let us use TR.
ΩR(z) = T
−1
R (−z)κR(z)TR(z).
If we use the inversion symmetry we get:
ΩR(z) = g
†
∣∣∣
x=−∞
(
T−1L (−1/z)
(
g
∣∣∣
x=0
κR(z)g
†
∣∣∣
x=0
)
TL(1/z)
)
g
∣∣∣
x=−∞
.
Therefore the double row transfer matrix has also an inversion symmetry:
ΩR(z) = g
†
∣∣∣
x=−∞
ΩL(1/z)g
∣∣∣
x=−∞
.
where we defined the left reflection matrix:
κL(z) = g
∣∣∣
x=0
κR(1/z)g
†
∣∣∣
x=0
.
We can find the relation between the variables of the O(4) model (h, Jˆ) and the SU(2)
PCM (g, JL/R). Using n = g4n0 and h = 1−2nnT we get h = g4jgT4 where j = 1−2n0nT0 =
diag(1, 1, 1,−1) ∈ O(4). Since det(j) = −1 so the j is not factorized in the new basis:
j → (σ2 ⊗ σ†2)P,
where P is the permutation operator.
h in the new basis takes the form:
h = (gL ⊗ gR)(σ2 ⊗ σ†2)P (g†L ⊗ g†R) = ((gσ2)⊗ (gσ2)†)P = P ((gσ2)† ⊗ (gσ2)).
(g was defined in (21)) In the last line we used the following property: σ2gσ
†
2 = g¯ and g¯
denotes the complex conjugate of g. We can see that h is not factorized. This is because h
is not an element of SO(4). It is convenient to introduce a new notation:
h2 = gσ2, → h = h2 ⊗ h†2P.
Let us calculate Jˆ in the new basis.
Jˆ = hdh = JL ⊗ 1 + 1⊗ J¯R, (22)
where J¯R denotes the complex conjugate of JR. The Lax connection in the new basis is:
Lˆ(z) =
(
1
1− z2 J
L +
z
1− z2 ∗ J
L
)
⊗1+1⊗
(
1
1− z2 J¯
R +
z
1− z2 ∗ J¯
L
)
= LL(z)⊗1+1⊗L¯R(z).
Therefore the monodromy matrix of the O(4) sigma model factorized in the following way:
Tˆ (z) = TL(z)⊗ T¯R(z).
The double row monodromy matrix in the new basis reads:
Ωˆ(z) = (TL(−z)−1 ⊗ T¯R(−z)−1)κ4(z)(TL(z)⊗ T¯R(z)).
10
The simplest known κ4 is the identity matrix. This is factorized in the spinor basis:
κL = κR = 1. Another known reflection matrix is κ = diag(−1,−1, 1, 1) in the vector basis.
If we change the basis we get:
κ =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

 =
(
1 0
0 −1
)
⊗
(
1 0
0 −1
)
thus κR = κL = diag(1,−1). These two reflection factors are consistent if g commute with
them which means g is restricted to H = U(1) at the boundary.
There is another known reflection matrix: κ = diag(1, 1, 1,−1) in the vector basis. If we
change the basis we get:
κ =


0 0 0 −1
0 1 0 0
0 0 1 0
−1 0 0 0

 = (σ2 ⊗ σ†2)P.
We can see this matrix is not factorized. Using this formula for the monodromy matrix we
get:
Ωˆ(z) = P (T¯−1R (−z)⊗ T−1L (−z))(σ†2 ⊗ σ2)(TL(z)⊗ T¯R(z)) =
= P (σ†2T
−1
R (−z)TL(z))⊗ (T−1L (z)TR(z)σ2).
This theory is consistent in the principal model language if g = g† at the boundary which
means the boundary conditions (2). This condition is equivalent to g = 1.
These are the known reflection matrices but we found new ones for the g = su(2) model.
For that model there is only one type of κ which is
κR(z) ∼ (1 + zMR) ,
where MR is an arbitrary element of su(2). Without loss of generality one can choose
MR = λσ2. We have seen that κ
L(z) = gκR(1/z)g† so we have
κ(z) ∼
(
1 +
1
z
gMRg
†
)
⊗(1 + zM¯R) = 1⊗1+z1⊗M¯R+1
z
(gMRg
†)⊗1+(gMRg†)⊗M¯, (23)
Let us denote 1 ⊗ M¯R in the vector representation with M . In the spinor basis the hMh
looks like as follows
hMh→ ((gσ2)⊗ (gσ2)†)P (1⊗ M¯R)P ((gσ2)† ⊗ (gσ2)) = (gMRg†)⊗ 1, (24)
therefore
MhMh = hMhM =
1
2
{M,hMh} → (gMRg†)⊗ M¯R
Based on above the new O(4) κ matrix is the following:
κ(z) ∼ 1+ zM + 1
z
hMh+
1
2
{M,hMh}, (25)
where the matrix M looks like this:
M = λ


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

 .
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We can give the boundary condition which correspond to this κ from the boundary conditions
of SU(2) PCM (10),(11) and (22).
Jˆ1 = J
L
1 ⊗ 1 + 1⊗ J¯R1 =
1
2
[gMRg
†, JL0 ]⊗ 1+
1
2
1⊗ [M¯R, J¯R0 ]
Using the definition of M
[M, Jˆ0] = [1⊗ M¯R, JL0 ⊗ 1 + 1⊗ J¯R0 ] = 1⊗ [M¯R, J¯R0 ]
and using (24)
[hMh, Jˆ0] = [(gMRg
†)⊗ 1, JL0 ⊗ 1 + 1⊗ J¯R0 ] = [gMRg†, JL0 ]⊗ 1
Therefore the boundary condition in the O(4) model language is:
Jˆ1 =
1
2
[M + hMh, Jˆ0]. (26)
Using the definition Jˆ = hdh = 2ndnT − 2dnnT , we can get an equivalent form [12]:
n
′ =M n˙− (nTM n˙)n. (27)
From the boundary Lagrangian of the SU(2) PCM we get
Lb =
1
4
Tr[MRJ
R
0 ] =
1
8
Tr[(1⊗ M¯R)(JL0 ⊗ 1+ 1⊗ J¯R0 )],
therefore
Lb =
1
8
Tr[MJˆ0]. (28)
Using the variables n:
Lb = −1
2
n
TM n˙. (29)
We can see the residual symmetry is U(2) ∼= SU(2)L×U(1)R which is a subgroup of SU(2)L×
SU(2)R ∼= SO(4).
We saw at the PCMs that we have conserved charges Q˜L and Q˜R. The conserved charge
in the SO(4) language:
Q˜ = Q˜L ⊗ 1+ 1⊗ ¯˜QR = QL ⊗ 1+ 1⊗ΠhR [QR]−
1
2
(gMRg
†)
∣∣∣
x=0
⊗ 1.
which is equivalent to
Q˜ = Πh[Q]− 1
2
hMh
∣∣∣
x=0
= Πh
[
Q− 1
2
hMh
∣∣∣
x=0
]
, (30)
where h = su(2)L ⊕ u(1)R, and Q is the bulk part of the charge:
Q =
∫ 0
−∞
Jˆ0dx.
4.3 Generalization for N = 2n
The result for N = 4 can be generalized for any even N . We assume that equation (25) can
be used as κ matrix for N = 2n and the boundary condition is (26) with
M = λ
(
0n×n 1n×n
−1n×n 0n×n
)
.
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We have to prove that the time derivative of the double row monodromy matrix is zero when
the boundary condition is satisfied. The quantity ∂0Ωˆ is zero when
κ(z)Lˆ0(z)
∣∣∣
x=0
− Lˆ0(−z)
∣∣∣
x=0
κ(z) = κ˙(z), (31)
Now the RHS is not zero since the κ has field dependence.
κ˙(z) ∼ ∂0
(
1 + zM +
1
z
hMh+
1
2
{M,hMh}
)
=
1
z
[hMh, Jˆ0] +
1
2
{M, [hMh, Jˆ0]}.
Using this, equation (31) looks like:
(
1 + zM +
1
z
hMh+
1
2
{M,hMh}
)
(Jˆ0 − zJˆ1)−
− (Jˆ0 + zJˆ1)
(
1+ zM +
1
z
hMh+
1
2
{M,hMh}
)
=
(1− z2)
(
1
z
[hMh, Jˆ0] +
1
2
{M, [hMh, Jˆ0]}
)
.
This leads to the following three equations:
z0 :
1
2
[{M,hMh}, Jˆ0]− {hMh, Jˆ1} = 1
2
{M, [hMh, Jˆ0]}
z1 : [M, Jˆ0]− 2Jˆ1 − 1
2
{{M,hMh}, Jˆ1} = −[hMh, Jˆ0]
z2 : −{M, Jˆ1} = −1
2
{M, [hMh, Jˆ0]}
If we take the anti-commutator of the boundary condition (26) with M then we will see that
the third equation is satisfied. If we use the following identity
[{M,hMh}, Jˆ0] + {[Jˆ0,M ], hMh} − {[hMh, Jˆ0],M} = 0
the first equation can written as
{hMh, Jˆ1} = 1
2
{hMh, [M, Jˆ0]}.
This is also true if we use the boundary condition.
Only the second equation remained. We have to prove that the following term vanish:
1
2
{{M,hMh}, Jˆ1} (32)
If use the definition of h we get:
MhMh = M(M − 2nnTM − 2MnnT ) = −λ2h− 2MnnTM = hMhM.
Therefore
1
2
{M,hMh} = −λ2h− 2MnnTM.
Jˆ1 is anti-commuting with h by definition. So we have to prove only that Mnn
TM is anti-
commuting with Jˆ1. For this we have to use the boundary condition (26) which can be
written as
Jˆ1 = −2M n˙nT − 2nn˙TM
Using this we get
{MnnTM, Jˆ1} = {MnnTM,−2M n˙nT − 2nn˙TM} = 0.
Therefore the expression (32) is vanishing so the second equation is satisfied too which
means that the double row monodromy matrix is conserved if the boundary condition (26)
is satisfied.
The boundary Lagrangian can be written in the same form as which was for the case
N = 4 (28) or (29). These have been studied earlier in [12].
Now the residual symmetry is U(n) < SO(2n) where H = U(n) is the subgroup which
commutes with M . Since SO(2n)/U(n) is a symmetric space we have a Z2 graded decom-
position so(2n) = h⊕ f where h = is the Lie-algebra of U(n) so h = su(n)⊕ u(1). The u(1)
is generated by M so [M, h] = 0 and [M, f] ⊂ h therefore
[M,X ] ∈ f, (33)
for any X ∈ so(2n).
For the conserved charges we can generalize the formula (30).
Q˜ = Πh
[
Q− 1
2
hMh
∣∣∣
x=0
]
= Πh
[∫ 0
−∞
Jˆ0dx− 1
2
hMh
∣∣∣
x=0
]
.
We can check the conservation of these charges.
˙˜Q = Πh
[
Q˙− 1
2
(h˙Mh+ hMh˙)
∣∣∣
x=0
]
= Πh
[
Jˆ1 − 1
2
[hMh, Jˆ0]
] ∣∣∣
x=0
=
1
2
Πh[M, Jˆ0]
∣∣∣
x=0
= 0,
where we used (33).
5 Conclusion
In this paper new double row monodromy matrices have been determined for the principal
chiral models. We have seen that the residual symmetry is GL×HR therefore one chiral part
is unbroken but HR cannot be arbitrary. We saw that G/HR had to be a symmetric space
and the Lie algebra of HR was not semi-simple. We determined the boundary conditions
which correspond to these monodromy matrices. The monodromy matrices and boundary
conditions contain free parameters.
We used these results for finding new monodromy matrices for the O(N) sigma models.
At first, the SO(4) ∼= SU(2)L×SU(2)R isometry was used to determine the SU(2)L×U(1)R
symmetric κ matrices for SO(4) sigma models. This was generalized for O(2n) sigma models.
We saw that this corresponds to U(n) symmetric boundary conditions.
There exist quantum O(4) sigma models which have reflection matrix with a free pa-
rameter and the residual symmetry is O(2) × O(2) [4]. Therefore one interesting direction
to pursue would be to find the classical field theoretical description of these quantum the-
ories i.e. κ matrices and boundary conditions which have two independent parameters and
residual symmetry O(2)× O(2). In the language of the SU(2) PCM, this means boundary
conditions which independently break left and right symmetries. These results could be
generalized to general PCMs.
As a last remark, it should be interesting to check that the quantum version of the here
determined κ matrices are really the known reflection matrices. It could be done in the
large-N limit. Recently, the large-N limit was studied for the CPN sigma models on finite
intervals e.g. [13][14]. These methods may also be applicable to the models studied in this
paper.
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A Examples
We can give all possible reflection matrices with the form of (4) for g = su(n), so(n), sp(n).
Every κs belong to a Z2 graded decomposition: g = h ⊕ f where h has a u(1) subalgebra
which commutes with the whole h and this u(1) is generated by M .
• g = su(n) and h = u(1) ⊕ su(m) ⊕ su(n −m). The u(1) ⊂ h subalgebra is generated
by the matrix M and condition (9) leads to the following N:
M = i
2λ
k −m
(−k1m×m 0m×k
0k×m m1k×k
)
, N = λ2
n
k −m
(−1m×m 0m×k
0k×m 1k×k
)
,
where k = n−m. One can choose a function k(z) for which κ(z) ∈ U(n) when z ∈ R:
κ1(z|λ) =
(
1+izλ
1−izλ1m×m 0m×k
0k×m 1k×k
)
.
• g = so(n) and h = so(2) ⊕ so(n − 2). The M , N and κ(z) ∈ SO(n) matrices are the
following:
M = 2λ


0 −1 0 0 · · ·
1 0 0 0 · · ·
0 0 0 0 · · ·
0 0 0 0 · · ·
...
...
...
...
. . .

 ,
N = λ2


−1 0 0 0 · · ·
0 −1 0 0 · · ·
0 0 1 0 · · ·
0 0 0 1 · · ·
...
...
...
...
. . .

 ,
κ2(z|λ) =


A(z|c) −B(z|c) 0 0 · · ·
B(z|c) A(z|c) 0 0 · · ·
0 0 1 0 · · ·
0 0 0 1 · · ·
...
...
...
...
. . .

 ,
where
A(z|c) = 1− λ
2z2
1 + λ2z2
,
B(z|c) = 2λz
1 + λ2z2
.
• g = so(2n) or g = sp(n) and h = u(1)⊕ su(n) For this case
M = λ
(
0n×n −1n×n
1n×n 0n×n
)
.
Because of M2 = −λ21 than N = 0. The matrix κ is the following:
κ3(z|λ) = 1√
1 + λ2z2
(
1n×n −λz1n×n
λz1n×n 0n×n
)
.
We can check that κ(z) ∈ SO(2n) and κ(z) ∈ Sp(n) too.
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These matrices are the classical counterparts of the h = u(1) ⊕ su(m) ⊕ su(n − m),
h = u(1) ⊕ su(n) and h = so(2) ⊕ so(n− 2) symmetric solutions of the quantum boundary
Yang-Baxter equation [6][8][12]. The quantum reflection matrices are
R1(θ|c) = ν1(θ|c)
(
c−θ
c+θ1m×m 0m×k
0k×m 1k×k
)
,
R2(θ|c) = ν2(θ|c)


A˜(z|c) −B˜(z|c) 0 0 · · ·
B˜(z|c) A˜(z|c) 0 0 · · ·
0 0 1 0 · · ·
0 0 0 1 · · ·
...
...
...
...
. . .

 ,
R3(θ|c) = ν3(θ|c)
(
c1n×n −iθ1n×n
iθ1n×n c1n×n
)
,
where νi(θ) are some dressing phases and
A˜(θ|c) = 1
2
(
c− k − θ
c− k + θ +
−c− k − θ
−c− k + θ
)
,
B˜(θ|c) = 1
2
(
c− k − θ
c− k + θ −
−c− k − θ
−c− k + θ
)
,
k = −ipi
2
n− 4
n− 2 .
For the classical limit we define a scaling variable M for which
θ = Mz, c = iM/λ.
The classical limit is M → ∞. In this limit the R-matrices are proportional to the κ
matrices:
lim
M→∞
Ri(Mz|iM/λ) ∼ κi(z|λ).
B Derivation of the Poisson brackets
In this appendix, we concentrate on right currents: JR = J. The canonical coordinates are
JA1 (x) where J1(x) = J
A
1 (x)TA and the normalization of the generators is Tr[TATB] = C˜AB.
The Lagrangian can be written as follows
L =
1
2k
∫ 0
−∞
Tr[J0(x)J0(x)− J1(x)J1(x)]dx − 1
2k
Tr[MJ0(0)] =
− 1
2k
∫ 0
−∞
Tr[g˙−1(x)g˙(x) + J1(x)J1(x)]dx − 1
2k
Tr[Mg−1(0)g˙(0)]. (34)
The group element g(x) can be expressed with J1:
g(x) = g(−∞)P−→exp
∫ x
−∞
J1(y)dy = g(−∞)t(−∞, x),
where we used the following definition:
t(x, y) = P−→exp
∫ y
x
J1(z)dz
The time derivative of t(x, y):
t˙(x, y) =
∫ y
x
t(x, z)J˙1(z)t(z, y)dz
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Using this
Tr[g˙−1(x)g˙(x)] = Tr[t˙(x,−∞)t˙(−∞, x)] =
= −
∫ x
−∞
∫ x
−∞
Tr[J˙1(y1)t(y1, y2)J˙1(y2)t(y2, y1)]dy1dy2, (35)
and
Tr[Mg−1(0)g˙(0)] = Tr[Mt(0,−∞)t˙(−∞, 0)] =
∫ 0
−∞
Tr[Mt(0, y)J˙1(y)t(y, 0)].
Now we can calculate the functional derivative of these:
δTr[g˙−1(x)g˙(x)]
δJ˙A1 (x)
= −2θ(y − x)
∫ y
−∞
Tr[TAt(x, z)J˙1(z)t(z, x)]dz =
= −2θ(y − x)
∫ y
−∞
Tr[TAt(x, z)(∂zJ0(z)− [J0, J1])t(z, x)]dz =
= −2θ(y − x)Tr[TAt(x, y)J0(y)t(y, x)], (36)
and
δTr[Mg−1(0)g˙(0)]
δJ˙A1 (x)
= Tr[TAt(x, 0)Mt(0, x)], (37)
where we used the following identities
J˙1(x) = ∂xJ0(x) − [J0(x), J1(x)],
∂xt(x, y) = −J1(x)t(x, y),
∂yt(x, y) = t(x, y)J1(y),
and the θ(x) is the unit step function:
θ(x) =
{
1 if x ≥ 0
0 if x < 0
From (36) and (37) we can get the canonical moments:
piA(x) =
δL
δJ˙A1 (x)
=
1
k
∫ 0
x
Tr[TAt(x, y)J0(y)t(y, x)]dy − 1
2k
Tr[TAt(x, 0)Mt(0, x)],
We can express J0 from this by derivation.
∂xpiA(x) = − 1
k
Tr[TAJ0(x)]+
1
k
∫ 0
x
Tr[[J1(x), TA]t(x, y)J0(y)t(y, x)]dy − 1
2k
Tr[[J1(x), TA]t(x, 0)Mt(0, x)] =
= fCBAJ
B
1 (x)piC(x)−
1
k
C˜ABJ
B
0 (x). (38)
We can use CAB =
1
k C˜AB and its inverse C
AB = kC˜AB for lowering or rising indices e.g
piA = CABpiB and fABC = CADf
D
BC where fABC is totally antisymmetric. Using this:
∂xpi
A(x) + fABCJ
B
1 (x)piC(x) = −JA0 (x). (39)
which is equivalent to
∂xpi(x) + [J1(x), pi(x)] = −J0(x), (40)
where pi = piATA. We can see that the expression for J0(x) does not contain boundary term
therefore the Poisson brackets of the currents is not modified by the boundary term of the
Lagrangian. From now, the derivation of these are the same as it was in [15] or [16].
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The canonical Poisson bracket is:
{piA(x), JB1 (y)} = CABδ(x− y),
which can be written as
{pi(x)⊗, J1(y)} = Cδ(x − y),
where C = CABTA ⊗ TB.
Now we can calculate the Poisson bracket of J0 and J1:
{J0(x)⊗, J1(y)} = −{∂xpi(x) + [J1(x), pi(x)]⊗, J1(y)} =
= [C, J1(x)⊗ 1]δ(x − y)− C∂xδ(x − y). (41)
And the Poisson bracket of J0 with itself:
{J0(x)⊗, J0(y)} = {∂xpi(x) + [J1(x), pi(x)]⊗, ∂xpi(x) + [J1(x), pi(x)]} =
= [C, J0(x)⊗ 1]δ(x − y), (42)
where we used the identity: [C,X ⊗ 1] = −[C, 1 ⊗ X ] for all X ∈ g. For all semi-simple
Lie-algebra one can choose CAB = kC˜AB = δAB. If the generators are antihermitian then
k < 0. In this paper we chose k = −2.
C Classical boundary Yang-Baxter equation for the new
κs
In this section, we prove that matrices described in appendix A fulfill the cbYB equation
(16).
We start with the N = 0 case. For this, the cbYBE (16) looks like:
1
z1 − z2
[
C, (1 + z1M1)(1 + z2M2)
]
+
+
1
z1 + z2
(
(1 + z1M1)C(1 + z2M2)− (1+ z2M2)C(1 + z1M1)
)
?
= 0. (43)
This equation is satisfied because of the following identities:
[C,M1] = −[C,M2], (44)
[C,M1M2] = 0 (45)
M1CM2 = M2CM1. (46)
The (44) follows from M ∈ g.
[C,M1] = [T
A,MBTB]⊗ TA = fABCMBTC ⊗ TA = −MBTC ⊗ [TC , TB] = −[C,M2].
The (45) and (46) follows fromM2 ∼ 1 which meansMT aM−1 = T a andMTαM−1 = −Tα
where T a ∈ h and Tα ∈ f.
[C,M1M2] = T
AM ⊗ TAM −MTA ⊗MTA =
= TAM ⊗ TAM − (T aM ⊗ T aM + (−TαM)⊗ (−TαM) = 0.
The derivation of (46) is similar.
In the following we will continue with the N 6= 0 case. The cbYBE looks like this:
1
z1 − z2
[
C, (1 + z1M1 + z
2
1N1)(1 + z2M2 + z
2
2N2)
]
+
+
1
z1 + z2
(
(1 + z1M1 + z
2
1N1)C(1 + z2M2 + z
2
2N2)−
− (1 + z2M2 + z22N2)C(1 + z1M1 + z21N1)
)
?
= 0. (47)
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The M and N satisfy the following identities:
[C,M1] = −[C,M2], (48)
[C,M1M2] = −[C,N1]− [C,N2], (49)
M1CM2 −M2CM1 = −[C,N1] + [C,N2], (50)
[C,M1N2] = −[C,N1M2], (51)
N1CN2 = N2CN1. (52)
[C,N1N2] = 0, (53)
N1CN2 = N2CN1. (54)
If we apply these, the equation (47) is satisfied. The identity (48) is satisfied becauseM ∈ g.
Let us see (49) and (50).
[C,M1M2]−M1CM2 +M2CM1 = {[C,M1],M2} = −{[C,M2],M2} = −[C,M22 ] = −2[C,N2]
[C,M1M2] +M1CM2 −M2CM1 = {[C,M2],M1} = −{[C,M1],M1} = −[C,M21 ] = −2[C,N1]
where we used (9). If the above equations are added and subtracted, we can get (49) and
(50).
The (53) and (54) follows from N2 ∼ 1 similarly to (45) and (46).
Now we only have to prove the equation (51) and (52). This can be done by using the
explicit forms of M and N which were shown in appendix A. When N 6= 0, (MN − c1) ∈ g
where c is a number. For (g = su(n), h = u(1) ⊕ su(m) ⊕ su(n − m)) c = i 4kmλn and for
(g = so(n), h = so(2)⊕ so(n− 2)) c = 0.
[C,M1N2] = (CM1N
−1
1 −M1N2CN−11 N−12 )N1N2 =
= (CM1N
−1
1 −M1N−11 C)N1N2 = [C,M1N−11 ]N1N2 = −[C,M2N−12 ]N1N2 =
= −(CN1M2 −M2N−12 CN1N2) = −(CN1M2 −M2N1C) = −[C,N1M2], (55)
where we used MN − c1 ∈ g and (54). The derivation of (52) goes in a similar way.
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