ABSTRACT This paper provides a detailed study on the convergence properties of the cubic regularized symmetric rank-1 (SR1) method (CuREG-SR1) proposed in [2] . The main advantage of incorporating cubic regularization technique to SR1 is to alleviate the problem of indefinite resulting matrix in SR1. However, its convergence under the line search framework is less studied. Here, we first show that CuREG-SR1 converges to a first-order critical point. Moreover, we give a novel result that provided the uniformly independent assumption, the difference between approximated Hessian matrix generated by CuREG-SR1 and the true Hessian is bounded. In addition, we show that for a problem with dimension d, CuREG-SR1 generates q − d superlinear steps every q iterations. We also propose a novel incremental CuREG-SR1 (ICuREG-SR1) algorithm to adapt SR1 and CuREG-SR1 efficiently for solving large scale problems. The basic idea is to incorporate incremental optimization scheme, which updates progressively information for objective function involving a sum of individual functions, which are frequently encountered in large-scale machine learning. Numerical experiments on several machine learning problems show that the proposed algorithm offers superior performance in terms of the gradient magnitude than other conventional algorithms tested.
I. INTRODUCTION
Many practical engineering problems can be formulated as the solution of unconstrained or constrained optimization problems, e.g., computational biology [18] , [19] , wireless communications [16] , [17] and machine learning [35] , [41] , etc. In this paper, we are concerned with quasi-Newton methods for the unconstrained optimization problems:
where f (x) is the objective function and x ∈ R n is the optimizing variable with dimension n. A variety of quasi-Newton methods solves the problem (1) by using a quadratic model of (1) . To be specific, at each iteration k, the objective function f (x) is approximated at
The associate editor coordinating the review of this article and approving it for publication was Donatella Darsena. current iterate x k by applying the second-order Taylor series with an approximation of the Hessian matrix in lieu of true Hessian matrix. A classical form of the quasi-Newton method is as follows:
where B k is the approximated Hessian matrix and λ k is the stepsize chosen by standard line search algorithm.
To obtain a descent direction of the objective funtion in terms of the approximated quadratic model, it requires to solve the corresponding linear system at each iteration. If the true Hessian matrix is used, the second-order derivatives need to be evaluated in addition to the solution of the linear system and matrix inversion, which can be computationally expensive especially when the objective function is complicated to evaluate, say via physical situation and vice versa. Therefore, various recursive update schemes for the approximated Hessian matrix have been proposed to alleviate the intensive computation: These include symmetric rank-one (SR1) update [1] , [3] , [5] and rank-two variants such as the Davidon-Fletcher-Powell (DFP) scheme [6] , [7] and the Broyden-Fletcher-Goldfarb-Shanno (BFGS) update scheme [4] , [8] . For the rank-two methods in which B k+1 is obtained by adding a matrix of rank at most two, the DFP update has been shown (under mild condition) to generate a sequence {x k } which will converge to a local optimal point x * at Q-superlinear convergence rate when implemented with stepsize chosen by standard line search criterion. Moreover, the Hessian approximation matrix sequence {B k } generated by the DFP update does not have the property of converging to the true Hessian matrix, which is a standard technique for proving a method with Q-superlinear convergence rate. In fact, the consistency condition that {B k } converges to ∇ 2 f (x * ) is sufficient but not necessary. The DFP updating formula is quite effective and it has been applied recently to training of complex-valued neural networks for pattern recognition and signal processing [9] . However, the DFP method was soon superseded by the BFGS formula [23] , which is considered the most commonly applied quasi-Newton method. A good property of BFGS method is that the generated sequence {B k } remains positive definite in strongly convex problems, which guarantees a descent direction. The convergence properties which is similar to DFP method can be found in [4] .
For rank-one update, the SR1 scheme requires less computation at each iteration. The recursion formula is given by:
where s k = x k+1 − x k and y k = ∇f (x k+1 ) − ∇f (x k ).
Computational experiments have shown that the SR1 is very competitive compared to BFGS method [3] , and it appears to be substantially more efficient in the trust region framework than any other quasi-Newton method tested [5] . However, to the best of our knowledge, very few existing works have studied the convergence analysis of SR1 method. On the other hand, [5] studied the convergence of SR1 in the framework of both trust region and line search. The proof technique is based on the assumption of uniformly independence of the sequence {s k }. The result shows that the sequence {B k } generated by SR1 method converges to explicit Hessian matrix. Nevertheless, the condition of uniform linear independence of {s k } is too strong to hold in many practical problems. Thus, the result that the sequence {B k } converges to the true Hessian matrix may not hold in general. [3] further studies the convergence properties of SR1 without assuming that the sequence {s k } uniformly independent and the result shows that the SR1 update with standard line search framework exhibits (n + 1)-step Q-superlinear and 2n-step quadratic convergence rate. Unlike BFGS update, one of the drawbacks of the SR1 update is that it can generate indefinite matrix B k even in strongly convex problems, which may result in a non-descent direction.
In the big data era, large scale optimization problems with large number measurements and variables will be increasingly popular. Since the gradient evaluation is proportional to the number of measurements, the computational cost can be huge. Moreover, the storage of the gradients of the loss functions can cost large amount of memory. Thus, there is a growing interest in developing efficient stochastic optimization algorithms. The main motivation is to obtain simple and yet unbiased estimator of the full gradient [36] .Stochastic BFGS methods have been among the most popular stochastic quasi-Newton (SQN) methods and adapted to solve large scale problems [13] - [15] , [37] . In strongly convex problems, the sequence {B k } generated by the stochastic BFGS method is guaranteed to be positive definite.
In [15] , a SQN method is proposed to solve large scale strongly convex problems. Since the quality of the curvature estimate can be difficult to control under the stochastic regime, an efficient subsampled Hessian-vector product is proposed based on the limited memory BFGS (LBFGS) method, which artfully avoids double evaluating the gradients. In [13] , a general framework of SQN methods is proposed to solve nonconvex optimization problems. Since the problem of how to preserve positive definiteness of the Hessian approximation in nonconvex problem is challenging, a stochastic damped BFGS has been proposed to remedy the problem, in which the damped BFGS is based on [21] . Moreover, it has been shown that the Hessian approximation matrix can be singular or near singular and thus the norm of the Hessian inverse approximation are not uniformly bounded, which harms the convergence.
In [12] , a regularized stochastic BFGS (RES) method is proposed to alleviate the problem. It modifies the proximity condition of BFGS to ensure that the norm of the Hessian approximation is above a specified level and thus uniformly bounded. For the class of problems aiming to minimize the objective function written in a large sum of strongly convex functions, an incremental quasi-Newton methodology (IQN) [14] is proposed to alleviate the high computational cost at each iteration. In lieu of random selection of a single function, incremental methods choose a single function for efficient implementation via both the BFGS method and iterately update in a cyclic fashion. Therefore, computational cost at each iteration is substantially reduced at the expenses of slower convergence speed. The aggregated gradients of all functions are able to reduce the noise of gradient approximation, which makes the IQN method local convergence at a superlinear rate.
Most studies on the quasi-Newton methods for solving large scale problems are based on the BFGS method and its efficient variants. However, to the best of our knowledge, few works have been developed for the SR1 method for solving large scale problems. This may attribute to the two major drawbacks of SR1 update formula: (i) The denominator of SR1 recursion formula in (3) may vanish; (ii) The resulting Hessian approximation matrix can be indefinite even in strongly convex problems, which leads to non-descent direction of the step. To remedy problem (i), a standard technique is to skip the SR1 update if
where the value of the constant is normally chosen as 10 −8 . Provided the Hessian approximation matrix is positive definite, skipping SR1 update is reasonable in practice since the current positive definite B k still results in sufficient reduction in objective function. For the purpose of alleviating problem (ii), [2] has proposed a cubic regularized SR1 (CuREG-SR1) method. The main strategy is to calculate the gradient difference based on cubic approximation of the objective function. By choosing a suitable cubic parameter which satisfies the specified condition, SR1 recursion formula can lead to positive definite Hessian approximation matrix. Moreover, cubic regularization technique has been studied in [10] , [11] . Since cubic regularized method has avoided the problem of indefinite Hessian approximation matrix, it has improved performance over standard line search criterion. However, the current study on the convergence properties of cubic regularized SR1 method is limited. Besides, in the big data era, how to develop efficient algorithms to solve large scale problem with massive data has attracted much attention recently. Hence, in this paper, we mainly focus on two problems, the first is the convergence analysis of CuREG-SR1 algorithm, and the second is to develop efficient algorithm based on SR1 to solve large scale problems. Our main contributions are as follows:
• Based on the line search framework and the motivation of CuREG-SR1 [2] , we show that CuREG-SR1 converges to a first-order critical point (see Theorem 1).
• Novel results on the convergence rate of the algorithm are derived. We first propose Lemma 1 which shows that under specific assumptions, the quantity y j − B i s j for i ≤ j − 1 is bounded above. Based on Lemma 1 and using the assumption that the sequence {s k } is uniformly independent, we obtain a novel result that the difference between the approximated Hessian matrix and the true Hessian is bounded above (see Theorem 2).
• Since the uniformly independent assumption is too strong in practice, we show that the quantity
, which is closely related to superlinear convergence rate, is small with other reasonable assumptions (see Lemma 3) . Based on the above result, we show that for every q ≥ d + 1 iterations, the CuREG-SR1 algorithm generates at least q − d superlinear steps (see Theorem 3).
• A novel incremental optimization method based on the SR1 and CuREG-SR1 is proposed. The main idea is to update the information of a selected set of individual functions in the objective function involving a large sum of component functions at each iteration, while others remain intact as in previous iteration.
Numerical experiments show that our proposed algorithm offers superior performance in terms of the gradient magnitude than other conventional algorithms tested. The rest of the paper is organized as follows: Section II reviews the general CuREG-SR1 algorithm based on the line search framework. In Section III, we provide a detailed convergence analysis of CuREG-SR1 algorithm. In Section IV, we propose a novel ICuREG-SR1 algorithm ICuREG-SR1. Numerical experiments are conducted to evaluate the performance of the proposed ICuREG-SR1 algorithm in Section V. The conclusion is drawn in Section VI. Moreover, we have included the comparison of our proposed method with the state-of-art approaches Adam [52] and RMSProp [53] in supplementary material.
Mathematical Notation: we use a to denote the Euclidean norm of vector a and A := max { Ax x } to denote the matrix norm of a matrix A. A B indicates the matrix A−B is positive semidefinite. The identity matrix with appropriate dimension is signified as I .
II. ALGORITHM DEFINITION
In this paper, we consider the following unconstrained optimization problems:
, where d is the dimension of the variable x and f : R d → R is the objective function. In this section, we first review the conventional quasi-Newton methods using the line search framework. Specifically, we shall consider the derivation of SR1 update and provide the cubically regularized SR1 method. Then, the cubic regularization technique is briefly introduced. Incorporation of the cubic regularization technique to SR1 method leads to CuREG-SR1. We will also discuss the condition for Hessian approximation update resulted from CuREG-SR1 to be positive definite.
A. LINE SEARCH FRAMEWORK
In classical line search method, a search direction p k ∈ R d that can sufficiently reduce the objective function is computed at each iteration via the following update:
where λ k is the stepsize that decides how far to move along the search direction. An ideal choice of the stepsize is to solve the sub problem:
, it is computationally expensive in general to seek the exact one dimensional minimum, since it may require many evaluations of the objective function f and the gradient ∇f at each iteration. In practice, various termination criteria for inexact line search have been proposed, which aims to achieve a satisfactory reduction in the objective function, without spending too much effort in computation. The inexact line search based on the following Wolfe condition is widely used:
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, it indicates that for small λ, the inequality ϕ(λ) < l(λ) holds, i.e., the Armijo condition is always satisfied at small stepsize, this may cause insufficient reduction when the resultant stepsize is small. The Armijo condition is thus insufficient to guarantee a reasonable progress. Therefore, the curvature condition (7) is introduced, which is called curvature condition. Note the left hand side of (7) is the derivative of the function ϕ(·) at λ, i.e., ϕ (λ) =
Consequently, for a stepsize chosen to ensure significant decrease along the search direction, it implies that the corresponding slope ϕ (λ) should be intuitively less slightly negative than ϕ (0). It makes sense since we have the intuition that at a point that results in sufficient reduction, the related slope is negatively flatter. Thus, combining the Armijo condition and curvature condition, the algorithm can make reasonable progress.
B. SR1 QUASI-NEWTON METHODS
For Newton's method, the search direction p k is obtained by solving the system:
. However, two drawbacks make Newton's method impractical: (i). evaluation of second-order derivative at each iteration is generally too expensive; (ii). solving the system takes much time and effort, and matrix inversion or factorization increase the arithmetic complexity, which can be computationally huge for large scale problem. Therefore, we consider the quasi-Newton methods, which seek for an approximate Hessian matrix B k . We now turn our attention to SR1 update (3) . It has been shown that if the second-order derivative of the objective function is Lipschitz continuous and the sequence {
is uniformly linearly independent, the sequence {B k } generated by SR1 formula converges to the true Hessian matrix at optimal point, i.e., lim [5] . The convergence results generally involve the following assumptions.
Assumption1: The objective function f (x) is twice continuously differentiable.
Assumption2: The first-order derivative ∇f (x) is Lipschitz continuous with L > 0, i.e., for all x, y ∈ R d , the following inequality holds:
Assumption3: The second-order derivative ∇ 2 f (x) is Lipschitz continuous with L > 0, i.e., for all x, y ∈ R d , the following inequality holds:
Assumption4: A sequence {s k } in R d is defined to be uniformly linearly independent, if there exists a positive constant τ > 0, an integer k 0 and m ≥ d such that for each k ≥ k 0 , one can choose d distinct indices between k and k + m, namely 
Next, we first follow the development in [22] to briefly review the derivation of the SR1 formula, which motivates the CuREG-SR1 formula. Recall y k is defined as:
By using first-order Taylor expansion, we can further obtain:
For a quadratic function
can be verified straightforwardly that the higher order term is zero. In this case, we can set B k = A and obtain the secant equation y k ≈ B k s k . Though the secant equation does not hold true for the general nonlinear functions due to the higher order term, it serves as a useful condition for updating the Hessian approximation matrix given s k and y k at each iteration:
For rank one update, the recursion formula has the following form, and the resulting matrix is symmetric:
Combining the secant equation in (13) , it follows that:
Note from the right hand side in (15) that v T s k is a scalar, hence the vector v has the same direction with (y k − B k s k ) for some scalar ϑ. Therefore, we can simply set v = ϑ(y k − B k s k ). It subsequently leads to the following equation:
where
Comparing the LHS and RHS, there only exists two possible scenarios:
Substituting the results, we obtain the SR1 formula as follows:
Subsequently, the search direction p k can be calculated by solving the system B k p k = −∇f (x k ). Moreover, if the inverse Hessian approximation matrix denoted by H k is VOLUME 7, 2019 positive definite, it can also be updated by employing the Sherman-Morrison formula
Therefore, instead of solving the system B k p k = −∇f (x k ) by matrix inverse operation, we can simply obtain the search direction p k = −H k ∇f (x k ) through efficient matrix-vector product, making the algorithm computationally very attractive. As mentioned above, when the sequence {x k } converges to the optimal point with Assumption 3, the Hessian approximation sequence generated by (17) will converge to the true Hessian matrix. However, the denominator tends to zero if {x k } converges to x * , which implies that all the future updates will be dominated by the update matrix and violate the uniform linearly independent assumption [2] . Hence, to alleviate both the theoretical and practical problems, the Hessian approximation matrix skips the update whenever the denominator is too small:
i.e., at each iteration, set B k+1 = B k whenever (19) is satisfied while otherwise, B k+1 is calculated via (17) . The skipping scenario has been shown to be effective since we can still get the descent direction if B k is positive definite.
C. CUBIC REGULARIZATION TECHNIQUE
It should be noted that even if B k is positive definite, B k+1 can still be indefinite since the denominator in (17) can be negative. In [2] , the cubic regularized technique has been proposed to address this issue. We shall first review the cubic regularization technique [10] , [11] .
Recall that the search direction in quasi-Newton method for problem (1) is obtained by solving
It should be noted that minimizing the cubic model is a non-convex problem and it can have local minima [11] . Here, the search direction p k ∈ Argmin p∈R d m c k (p) means that p k is a global minimizer of the cubic model m c k (p). It has been shown in [10] that p * k is a global minimizer of the problem if and only if
The necessary and sufficient condition has provided us a way to compute a global minimizer of the cubic model. However, from a computational point of view, doing so can be prohibitively sophisticated. In fact, an approximate solution to the global minimizer can make the algorithm progress well with less computational complexity. Specifically, for the framework of adaptive regularization using cubics (ARC) proposed in [10] , the search direction p k is only required to ensure the decrease in the cubic model at least as good as that produced by the corresponding Cauchy point. Because in this way and with the condition that ∇f (x) is uniformly continuous on the sequence {x k }, the ARC algorithm has been shown to converge to the first-order critical point, i.e., lim k→∞ ∇f (x k ) = 0. Hence, the more efficient Krylov method can be applied to well approximate the global solution.
D. CUBIC REGULARIZED SR1 METHOD
We have briefly introduced the cubic regularization technique. Let us turn our attention to SR1 formula (17) . As we mentioned above, one of the drawbacks that SR1 formula is that the updated Hessian approximation matrix can be indefinite. Cubic regularization technique incorporated into SR1 has been proved theoretically and computationally effective to alleviate such concern with light extra calculation. In fact, if B k is not positive definite, the wellknown Levenberg-Marquardt regularization as suggested in [24] , [25] can also overcome the problem. The main ingredient is to regularize B k with a unit matrix times a specified scalar β and the resultant iteration is:
To be specific, when the smallest eigenvalue λ min (B k ) of the matrix B k is non-positive, the regularized parameter β should be chosen to satisfy β > |λ min (B k )|. Doing so implies complicated computation since we need to factor a dense matrix B k at each iteration. For incorporating cubic regularization technique into SR1, we start with the secant equation (13) , namely
it follows that:
Therefore, the secant equation is modified to
By substituting the above equation into the rank-1 update
. According to the above discussion, the CuREG-SR1 update formula can be derived as follows:
Since it is necessary to solve a linear system B k p k = −∇f (x k ) at each iteration to obtain the search direction, the inverse Hessian approximation matrix can be updated via Sherman-Morrison formula as follows
In this way, direct matrix inverse operation is avoided and the computation is substantially reduced.
Recall that the main purpose to incorporate cubic regularization technique into SR1 formula is to efficiently avoid the indefinite update. Let us consider the formula (26) and assume H k is positive definite. Since the numerator is the product of a vector and its transpose, the resultant matrix is positive semidefinite with rank one. Hence, the only way for the updated H k+1 to be indefinite is that the denominator is non-positive, i.e., [
Subsequently, by suitably choosing the cubic regularized parameter M k , the denominator can be positive and the resultant update matrix H k+1 is ensured positive definite. Even when the denominator is slightly negative which still results in positive definite update, we enforce the denominator to be positive:
By straightforward calculation and regrouping terms, we obtain a quadratic inequality with respect to
Since H k is positive definite, it follows that a > 0. For b, since ∇f (x) is Lipschitz continuous with L , using triangle inequality, we have
where µ H > 0. The inequality follows from the Assumption 2 and H k is positive definite with H k ≥ µ H . Thus, we cannot make sure of the sign of b. For c, it should be noted that c is actually the negative denominator in (18) . As the algorithm is designed to incorporate cubic regularized technique whenever the denominator in (18) is negative, c is strictly positive.Moreover, provided the discriminant is larger than zero, i.e., b 2 − 4ac ≥ 0, the roots of the quadratic function is
. According to the discussion above, there are three cases for the root of quadratic function aM 2 k + bM k + c depending on both the coefficients and discriminant b 2 − 4ac, which are summarized as follows: Case I: if b 2 − 4ac < 0, there are no real roots for the quadratic function and the inequality aM 2 k + bM k + c < 0 cannot be satisfied. It indicates that there is no M k to guarantee the matrix updated via (25) or (26) is positive definite. Whenever case I happens, we suggest to skip the Hessian approximation update or adopt rank-two quasiNewton update. It should be noted that b = 0 belongs to this case and thus we do not need to consider b = 0 for the other two cases.
Case II: 
Thus, we obtain two negative roots for this case. Since we cannot choose a positive value to satisfy the inequality aM 2 k + bM k + c < 0, we deal this case with the same strategy in Case I.
According to the above discussions, the CuREG-SR1 based algorithm is summarized in Algorithm 1. Note from step 3 to step 8 in Algorithm 1, we apply backtracking line search scheme to dispense with the extra condition (7) and use just the Armijo condition for sufficient reduction to terminate the line search procedure [23] . In the step 11-17, as the generated Hessian approximation matrix may have large eigenvalue and thus ill-conditioned when the denominator is small, a simple and effective way to control the Hessian approximation matrix is adopted [3] , [5] , namely: skip the Hessian approximation matrix update when the denominator is small.
III. CONVERGENCE RESULTS
The idea of incorporating cubic regularized technique into SR1 quasi-Newton methods has been proposed by [2] . However, limited convergence results have been studied in [2] . Hence, in this section, we aim to further study the convergence results of CuREG-SR1. To be specific, by applying the technique of CuREG-SR1, we can obtain a positive definite update for the Hessian approximation VOLUME 7, 2019 Algorithm 1 CuREG-SR1 Input: initial optimization variable x 0 randomly generated from the uniform distribution [−1, 1] d , the initial inverse Hessian approximation matrix H 0 = I , c 1 ∈ (0, 1) and c 2 ∈ (c 1 , 1), = 10 −8 and α ∈ (0, 1), the desired iteration number K Output:
Set the search direction
Set stepsize λ k = 1 4:
Goes to the step 9.
6:
Set stepsize λ k ← αλ k and goes back to step 4. Update the iterate
Calculate H k+1 via (18), 14: else 15: Compute a, b and c according (28)(29) and (30) respectively, 16 :
and calculate H k+1 according to (26) , 18: end if 19: end if 20: end if 21 : end for matrix. Therefore, we assume that there is a positive constant m, M > 0 such that mI H k MI . Following Theorem 3.2 in [23] , we have the result that the algorithm converges to a first-order critical point:
Theorem 1: Consider Algorithm 1 with Assumption 2, we assume that the generated H k is positive definite and its maximum eigenvalue is bounded above by M > 0, i.e., mI H k MI . We further assume that the stepsize λ k is chosen to satisfy the Wolfe condition (6) and (7). Moreover, the objective function f (x) is bounded below in R d , then it follows:
Proof:
, take summation of both sides from 0 to k, we have
Observe from (33), since we have assumed that the function f is bounded below and Algorithm 1 generates descent direction at each iteration, we have
is bounded above by a positive scalar. Next, we derive the result that the stepsize is bounded below. Since the gradient of f is Lipschitz continuous in R d , we have
On the other hand, from the curvature condition that
we have the LHS of (34) is bounded below:
Hence, observe from (34) and (35), it follows that the stepsize is bounded below:
Substituting the above result into (33), we have
> 0 with f min is the minimum value of the sequence {f (x k )} ∞ k=0 . By applying the triangle inequality to the denominator, it follows that the summand in (37) satisfies:
The second inequality in (38) follows from mI H k MI . Hence, combining (37) and (38) and taking the limits, we get:
The result in (39) implies that lim k→∞ ∇f (x k ) = 0 holds. We have shown that Algorithm 1 has converged to a first-order critical point. Next, out aim is to obtain the convergence rate of the algorithm. Note from (27) , when Case II happens, we have
for some positive constant > 0. Thus, similar to SR1 that |s T k (y k − B k s k )| ≥ s k y k − B k s k , we update B k whenever the following holds:
where is normally chosen to be 10 −8 . Now we proceed to introduce the following assumption, based on which we derive Lemma 1.
Assumption 5:
At the critical point x * , the second-order derivative is positive definite ∇ 2 f (x * ) δI , for some positive constant δ > 0.
Lemma 1: Suppose that Assumptions 1-3 and 5 hold. The Hessian approximation matrix is assumed to be updated through CuREG-SR1 at each iteration, and M k is obtained via Case II, i.e., b 2 − 4ac > 0 and b < 0, which happens with a, b and c calculated in (28) , (29) and (30) respectively. Moreover, (41) holds at each iteration, the generated sequence {x k } is sufficient close to the critical point x * and the sequence {H k } satisfies mI H k MI . Then the following inequality holds:
for j ≤ i − 1, where ζ is a constant defined by ζ := 1−2mδ m and η i,j is defined by
Proof: we proof (42) by induction. Suppose (42) holds for i = j + 1, . . . , k and k ≥ j + 1. By using the inductive assumption, we have for i = k + 1,
where the first inequality follows from the triangle inequality the second follows from the Cauchy-Schwarz inequality and (41). Now, let us consider the second term
, it follows that
By adding and abstract s T k y j to the nominator of the first term on the LHS, it leads to
where for first inequality, we have used the triangle inequality and the Cauchy-Schwarz inequality, and the result in (42) for the second inequality. Note y k = ∇f (x k+1 ) − f (x k ), by using mean value theorem, we can obtain:
Similarly we can obtain y j = ∇ 2 f (x j + t j s j )s j for t j ∈ (0, 1). Substituting the above results into |y T k s j − s T k y j |, we have
where we have used the assumption that the Hessian of f is Lipschitz continuous. Now, let us consider M k s k in the RHS of (45) 
Since {x k } is sufficiently close to x * , using the continuity of f , we have
Combining (45)- (50) and substituting the results into (44), we obtain
where we have used the simple inequality η k+1,j ≥ η k,j . Now, our work left is to compare the last inequality in (51) with
Hence, B k+1 > L k+1 holds by taking into account ∈ (0, 1), which gives (42) for i = k + 1.
As mentioned above, the sequence {B k } generated by classical SR1 formula in (17) converges to the true Hessian, provided Assumption 4 holds true. However, for CuREG-SR1 formulas (25) and (26), the sequence {B k } generated by CuREG-SR1 formula (25) 
We have derived the bounded result for y j − B k s j in (42) . Observe from (53) , it implies that our next step is to derive the bounded result for y j − ∇ s f (x * )s j . Then, we can further use the triangle inequality and Assumption 4 to show that the sequence {s k } is uniformly independent. To start with, we apply the mean value theorem for k ≤ j ≤ k + m, and it yields:
Now, we consider y j − B k+m+1 s j . By using Lemma 1, we have:
where we have used the triangle inequality
Hence, it follows by combining (54) and (55) that
Subsequently, for k ≤ j ≤ k + m, according to Assumption 4, one can choose d distinct indices between k and k + m for the sequence {s k } to formulate the matrix S k defined in (10). Thus, for any j ∈ [k, k + m], it yields:
Moreover, because of Assumption 4, the minimum eigenvalue of the matrix S k is positive, i.e., σ min (S k ) > 0, it indicates:
for some τ > 0 satisfying σ min (S k ) ≥ τ . Combining (57)- (59), we obtain the desired result in (53) with c 1 and c 2 given respectively as follows:
The result in Theorem 2 shows that the difference between the approximate Hessian matrix updated via (25) and the true Hessian is bounded above. Moreover, as the iteration sequence converges to a critical point by Theorem 1, we have
However, for the SR1 update in (17) with the similar conditions, it will converge to the true Hessian [5] . The difference is due to the use of cubic regularization parameter M k , which leads to the shift c 1 > 0. While the condition of {B k } converging to the true Hessian indicates superlinear convergence result for a class of quasi-Newton methods [4] , [6] , conversely for an algorithm to reach superlinear convergence rate, it does not require {B k } converging to ∇ 2 f (x * ). For Algorithm 1, before we derive the convergence rate, we need the following lemmas, in which we have adopted the proof technique of Lemma 3.2 in [3] with different settings, based on which, we further derive a similar result for the CuREG-SR1 algorithm. In addition, we mention that it does not require the uniform independent assumption. Lemma 2. Suppose the sequence {x k } converges to a first-order critical point x * . For any set of d + 1 steps ψ := {s k i : k 0 ≤ k 1 ≤ · · · ≤ k d+1 } with some integer k 0 , and i = 1, · · · , d + 1, consider the matrix S i ∈ R d×i defined by
There exits an index k p for p ∈ {2, · · · , d + 1} such that 
where ε ψ is defined as ε ψ := max{
Proof: For i = 1, · · · , d, let us denote σ i as the smallest singular value of the matrix S i and σ d+1 := 0. Subsequently, it follows that [3] :
Choose p ∈ {2, · · · , d + 1} to be the smallest integer such that
, with (65) and p ≤ d + 1, we have:
We choose a vector z = [u T , −1] T with u ∈ R p−1 such that 
where the first inequality follows that σ p−1 is the smallest singular value of S p−1 , and the second follows from triangle inequality and (66). Now, we continue to derive the bound on ν . Combining (67) and (68), we have
Together with σ p < ε κ ψ and using (68), it subsequently leads to
Furthermore, since x k → x * , without loss of generality, we assume ε ψ < ( 1 2 ) 1/κ . Subsequently, it leads to ν < 2ε κ ψ . Substituting the above results into (68), we can obtain u < 2 ε
Lemma 2 shows that ν is small, which implies that for sufficiently large k, s k p is nearly in the space spanned by S p−1 . In particular, when p happens to be d + 1, s k p is exactly in the space spanned by S p−1 , provided that S p−1 has full rank and is well conditioned. With the above result, we continue to derive the following lemma. The basic idea is to show that the quantity (B k p − ∇ 2 f (x * ))s k p / s k p is small for some k p . It should be noted that the quantity has the same form with the well-known Dennis-Moré condition [4] , [6] , which is closely related to superlinear convergence. However, we observe from (57) that due to the existence of the shift c 1 caused by the cubic regularization parameter, such quantity is bounded above. Hence, we need reasonable condition to restrict M k .
Lemma 3. Suppose the conditions in Lemma 1 are satisfied for the sequence {x k } and {B k } generated by Algorithm 1. Assume further that there is a positive constant c M > 0 such that M k < c M . Moreover, the sequence {x k } converges to a first-order critical point x * . Then there exists an integer k 0 and an index k p such that it satisfies:
for any set of d + 1 steps ψ := {s
). In particular, set κ = 1/d, the following inequality holds:
where c 5 = 2(
We first show that the proof technique in Lemma 1 can be applied to obtain the following result:
with i ≥ j + 1. Suppose it is satisfied for i = k. Now, let us consider i = k + 1. Note from (45) and s k ≤ η k,j that
Hence, it follows:
Following the technique in Lemma 1, we can obtain the desired result in (73). Now, we focus on (71). First, we note that
Hence, by substituting (76) into (73), we get
where we set i in (73) to k i , and the subscript i can take values in {2, · · · , d + 1}. In addition, by using (54) and (76), we can obtain:
where the mean value theorem and the fact that the Hessian of f is Lipschitz continuous are used. Subsequently, the triangle inequality is further applied to
where the constants c 3 is given by:
We proceed to complete the proof by using the results in Lemma 2. By setting i = p, it follows from (62) and (79) that
Combining (81) 
we have
where we obtain the desired result in (71). Furthermore, by setting κ = 1/d, it subsequently leads to (72). Note that the quantity (B k p − ∇ 2 f (x * ))s k p / s k p is not necessarily small if we choose κ > 1/(d − 1). Therefore, to derive the convergence rate, we set κ > 1/(d − 1). Moreover, provided the generated B k at each step is positive definite, we show that for every q iterations, Algorithm 1 generates at least q − d superlinear steps. In addition, the conditions in Lemma 1 are required. Then, there exits an integer k 0 such that for each k > k 0 and q ≥ d + 1, the following inequality holds:
where the sequence {α k } satisfies lim
Proof: For convenience, let us denote e k := x k − x * . Note that Assumption 2 is equivalent to
Hence, since the algorithm results in descent step at each iteration, we have for
Consider the set of d + 1 steps
where we have used (85) that ε ψ ≤ L δ e k . Additionally, for sufficient large k > k 0 , we have from (86) that there exits a positive constant c 6 such that:
Note that the inequality in Lemma 3.3 [3] can be applied in our case, and sinceκ < 1, we have
The above results are based on the fact that for sufficiently large k > k 0 , e k are small. Next, we apply the same method to the set {s k , · · · , s k+d , s k+d+1 } − s l 1 , then we can obtain l 2 such that
Hence, by repeating the procedure, we obtain the following inequalities with respect to the indices
, note that each step results in a reduction in f , i.e., f k+1 < f k . Moreover, from (84) we have:
Subsequently, it leads to
By applying (84), it yields
For convenience, let us denote
it leads to e k+q < c 7 eκ
Hence we obtain the desired result in (83). In addition, it indicates that the sequence {e k } exhibits q step superlinear convergence rate.
IV. INCREMENTAL CUREG-SR1
As mentioned above, massive data may result in expensive computation for traditional algorithms in the big data era. Therefore, direct application of the algorithms to problems with large samples is rather inefficient. In this section we propose a novel and efficient method based on CuREG-SR1 and SR1 to solve large scale problems. Specifically, our proposed algorithm aims to solve a class of problems which can be written as the sum of functions. This kind of problems widely exist in different areas such as source localization in sensor networks [27] , [28] , machine learning problems [29] , [30] , [32] , [33] , [35] , computational biology [18] , [19] and robotics [26] . Now let us consider the problem mentioned above, which has the form:
where N is the sample size and there are N individual functions f i . Obviously, when naively applying traditional quasi-Newton method, we are required to evaluate the gradient N times and compute the large sample summation, which are computationally expensive. Stochastic scheme has been widely adopted to alleviate such complexity [20] , [38] - [40] by sampling a mini batch of the large samples to estimate the gradient, which is used in lieu of the exact gradient [36] . This idea has substantially reduced the computational cost and extended to stochastic quasi-Newton method based on BFGS [13] , [15] . In this section, we propose an efficient algorithm based on SR1 and CuREG-SR1 by incorporating the incremental method. Specifically, we approximate each individual function f i by second-order Taylor expansion around its current iterate z k i . Subsequently, we obtain an approximation to the function f :
where the matrix B k i is the local Hessian approximation to ∇ 2 f i (z k i ). Furthermore, we refer to {z k i , ∇f (z k i ), B k i } as the information corresponds to the individual function f i . Using the same strategy with quasi-Newton methods to obtain the step direction for next iteration, we minimize the RHS in (96).
It subsequently yields:
In this paper, we consider update the Hessian approximation matrix by using SR1 and CuREG-SR1.
It can be seen from (97) that it involves matrix inversion and summation arsing from large samples, which is computationally expensive. To simplify computation, we only update the information associated with one chosen individual function at each iteration, while the information corresponding to other individual functions is left intact. The function is selected by cyclically iterating through N individual functions. Without loss of generality, we start to select the first individual function f 1 , then at iteration k, we update the information of i k -th individual function, where i k = (k mod N ) + 1. Specifically, we have
Hence, with these settings, while the information of the selected function f i k is updated, the other terms are kept the same with their previous value. Moreover, it follows that
According to (98)- (100), we can derive the following for Hessian approximation update: 
Therefore, we avoid the computation of the large sample summation to update
Moreover, since updating the iterate in (97) requires matrix inverse operation, it is desirable to update its inverse to avoid direct matrix inversion. Substituting (101) into (102) leads to:
By applying the Sherman-Morrison formula to (105), we obtain the following update of the inverse of the approximated Hessian:
Algorithm 2 ICuREG-SR1
3:
Set i k = (k mod N ) + 1.
4:
Compute y k i k and s k i k according to (98)-(100).
5:
SetH k+1 =H k , 6 :
CalculateH k+1 via (106), 9: else 10:
Compute a, b and c according (28)(29) and (30) respectively, 11: if b 2 − 4ac > 0 and b < 0 then 12: Set M k
end if 14: end if 15: end if 16: Computez k+1 andg k+1 according to (103) and (104) respectively. Remark. In steps 8 and 12, it should be noted from (105) that if the resultant Hessian approximation matrixB k+1 is ill-conditioned, an effective regularization technique can be applied. Specifically, we havẽ
with r :=
, typical values of ρ are 10 −2 and 10 −3 etc.
For N samples with feature dimension d, if each iteration only updates one sample, there will be N Hessian approximation matrices for the corresponding individual functions. Without loss of generality, suppose that the incremental algorithm starts by using the first sample (corresponding to first individual function). The memory cost for this scenario will be O(Nd 2 + Nd). Hence, for large scale problems, the incremental method suffers from the problem of large memory cost. However, by grouping L individual functions into a new individual function, the memory cost can be substantially reduced to O(
). Now we illustrate the existing technique for further reducing the memory cost. At the (KN + 1) , the first variable denoted as z KN 1 has been updated K times. Consider limited memory SR1 (chapter 9.16 in [23] ), it stores the correction pairs (s k 1 , y k 1 ) with respect to the first variable
Similarly, for all components z k i , i = 1 . . . N , the memory cost will be O(2dmN ). Moreover, if one groups L individual functions as one new individual function, the memory cost will be further reduced to O(2dmN /L). Here, our main purpose is to propose a framework of incremental method. It can be a future work to further refine the implementation of the above limited memory version of our proposed ICuREG-SR1.
V. NUMERICAL RESULTS
In this section, we conduct numerical tests on our proposed ICuREG-SR1 algorithm. We will apply the algorithm to logistic regression and Bayesian logistic regression. For the latter, we adopt Laplace method [32] . We also implement the conventional SGD, SdLBFGS [13] and Sd-REG-LBFGS [42] algorithms as comparison for the above problems. Note that the latter two optimization schemes are based on limited memory BFGS scheme (LBFGS). The performance evaluation will be based on the norm of the gradient at each iteration. Furthermore, we use three datasets for the tests, namely the synthetic dataset randomly generated, the scene dataset and the CIFAR-10 dataset. For fair comparison, the parameters have been tuned to yield the best performance of each stochastic algorithm in the numerical experiments.
A. LOGISTIC REGRESSION
We first consider the logistic regression for binary classification [32] . Suppose two classes denoted as z n = 0 and z n = 1 are to be recognized respectively. Logistic regression models the problem as p(z n |θ ) = σ (θ T x n ) z n · (1 − σ (θ T x n )) 1−z n , where θ is the parameter to be identified, x n is the feature vector and σ (·) is the sigmoid function given by σ (x) = 1/(1 + exp(−x)). Given the training data {z n , x n } with x n ∈ R d and n = 1, · · · , N , the likelihood function to be maximized is p(z 1:N |θ ) = N n=1 p(z n |θ ). One can maximize the log-likelihood function or equivalently minimize the objective function:
. Moreover, we use the norm of gradient (NOG) for performance evaluation. The NOG for logistic regression is defined as follows:
B. LAPLACE METHOD FOR BAYESIAN LOGISTIC REGRESSION
Bayesian treatment of logistic regression can be effected by introducing a prior distribution to the parameter θ , say with a Gaussian prior p(θ ) = N (m 0 , S 0 ), to obtain the posterior distribution [32] . The Laplace method aims to approximate a posteriori distribution at a local maximum of the likelihood by using Taylor expansion. Consider the a posteriori distribution p(θ |x 1:N , z 1:N ) and prior p(θ), it satisfies p(θ |x 1:
log p(z n |θ). By using second-order Taylor expansion at its maximum pointθ ,
is the maximum point with ∇k(θ ) = 0. Note thatθ is also the maximum a posteriori (MAP) estimator of the global variable. Subsequently, it yields p(θ|x, z) ≈ N (θ, −∇ 2 k(θ )). Therefore, the Laplace method converts the inference problems into a MAP estimation problemθ = argmaxθ k(θ). A key step for finding the MAP estimator is the optimization process involving the determination of the gradient for search direction. However, since k(θ ) contains the sum of log-likelihood of the samples, the evaluation of the exact gradient requires excessive computation especially for large number of samples. Here, we adopt the proposed ICuREG-SR1 for solving the MAP estimate, which amounts to solvingθ = argmin θ ∈R d − 1 N k(θ ). Furthermore, the NOG for Bayesian logistic regression can be calculated as follows:
C. EXPERIMENTS WITH SYNTHETIC DATASET
We first study a synthetic dataset with dimension d = 150. For the two classification problems, we set the same initial optimization variable to be θ 0 , which is generated from Gaussian distribution N (0, I ). We generate 1, 000 synthetic training data points in the following manner. First, generate the feature vectors x n , i = 1, . . . , N using the uniform distribution [0, 1] d . Next, use a specified vectorθ generated from the uniform distribution [−1, 1] d to generate the corresponding label z n = I(θ T x n > 0). The Sd-REG-LBFGS [42] , SdLBFGS [13] and SGD algorithms are implemented as comparison. The basic idea of Sd-REG-LBFGS is to add a regularization parameter γ to avoid singular matrix [42] . Moreover, it requires another parameter δ to satisfy δ > 1.25γ to ensure positive definiteness. The parameters γ = 10 −4 and δ = 1.25γ + 0.01 are employed. Additionally, the parameter β which is used for initializing the LBFGS method is set to β = 0.1. Sd-REG-LBFGS also performs average of the iterate every L iterations, L is set to L = 10 as a trade off between performance and complexity. In the LBFGS process, the memory is set to M = 10. For SdLBFGS, the same values for β and M are used. Furthermore, the stepsize for SGD, SdLBFGS and Sd-REG-LBFGS is set to be η k = 7/k. The parameters are tuned to exhibit as best performance of the three optimization scheme as possible.
1) LOGISTIC REGRESSION
Numerical experiments were performed on the generated synthetic dataset using classical logistic regression. Figure 1 shows the numerical results of the performance evaluation in terms of gradient magnitude, i.e., NOG. According to Algorithm 2, our proposed method updates one individual function at each iteration, which also corresponds to one specific data point. This indicates that our proposed method will update all the individual functions over the whole dataset every 1,000 iterations as there are 1,000 data points. Moreover, these 1,000 iterations are called local iterations for convenience. It can be seen from Figure 1 that our proposed method outperforms SGD after 50 passes through the whole dataset, which has a gradient magnitude of 0.065. Furthermore, ICuREG-SR1 started to outperform Sd-REG-LBFGS at the 120th pass. Additionally, it takes 370 passes for our proposed method to have better performance than SdLBFGS and the corresponding NOG is 0.01. ICuREG-SR1 continues to descend afterwards. After a total of 600 passes over the whole dataset, the magnitude of its gradient is as small as 0.006. A subplot is used to observe the detail in the local iterations of one pass. Specifically, the 500 ∼ 501 pass is depicted. The NOG first decreases and then increases again but overall, the NOG value decreases as the number of iterations increases. Figure 2 presents the performance of various algorithms in terms of gradient magnitude for solving Bayesian logistic regression with the synthetic dataset. It can be seen that SGD and SdLBFGS exhibit similar performance. They both reach a gradient magnitude of 0.075 at convergence. Meanwhile, Sd-REG-LBFGS scheme has better performance than the above two methods. The NOG value is 0.038 at convergence, which is reduced by 49.3% compared with the two methods. For our proposed method, it performs the best as it shows the smallest NOG value for the specific iteration number. Similar to the scenario of logistic regression with synthetic dataset in Figure 1 , the learning curve of our proposed method started to outperform both SGD and SdLBFGS at 60 passes over the whole synthetic dataset, and then has better NOG performance than Sd-REG-LBFGS after 115 passes. The subplot also shows the similar result to Figure 2 that the NOG first decreases and then increases within one pass.
2) BAYESIAN LOGISTIC REGRESSION

D. NUMERICAL RESULTS WITH SCENE Dataset
In this subsection, we compare Sd-REG-LBFGS with SdLBFGS and SGD for a practical dataset called the scene dataset [51] . It contains 1,211 images in the training set and 1,196 in the testing set. Each image has 294 features and up to 6 scene labels: beach, sunset, fall-foliage, field, mountain and urban. To form the binary classification problem, we simply group beach, sunset and fall-foliage as a new category with label z = 1. The remain classes are grouped with label z = 0. The binary classification problem is to predict whether an image in the testing set is in the new category [31] . The parameters of various optimization schemes are the same as the numerical experiments for the synthetic dataset. Figure 3 shows the performance comparison of the four algorithms in terms of the NOG. The result shows that our method generally outperforms the other methods as our method has the smallest NOG value, which indicates that our method is the closest to the critical point. Additionally, our proposed method exhibits a tendency of continuing to reduce the gradient magnitude while the other methods have converged. From the subplot, we can draw a similar conclusion that our proposed method exhibits an initial decreased gradient magnitude and then increased NOG value within one pass over the whole scene dataset. Figure 4 compares the performance of different methods when applying the Laplace scheme to Bayesian logistic regression. The scene dataset is used. Figure 4 generally shows that our proposed method performs the best in terms of the NOG. Similar to Figure 3 , ICuREG-SR1 continues to decrease the NOG value while the other methods have converged. Furthermore, our proposed method has improved the performance by more than 33.3% compared to Sd-REG-LBFGS in terms of gradient magnitude. In addition, within one pass over the whole dataset, the subplot shows that the NOG values exhibit certain variations with the iterations, but the NOG value is decreased as a whole as the number of iterations increases.
1) LOGISTIC REGRESSION
2) BAYESIAN LOGISTIC REGRESSION
E. NUMERICAL RESULTS WITH CIFAR-10 Dataset
In this subsection, we compare the proposed algorithm with the Sd-SEG-LBFGS, SdLBFGS and SGD algorithms with a large practical dataset: CIFAR-10 dataset [50] . We randomly choose 10,000 data points from the CIFAR-10 dataset, where each feature vector has dimension 3072 and its label ranges from 0 to 9. In the paper, we consider our proposed method in the optimization of binary classification problems. Thus, we regroup the data points into two classes: if the label is less equal than 4, we set its new label to 0, i.e., z n = 0; for other cases, z n = 1. Moreover, as the dataset is large, updating a single function at each iteration is inefficient in terms of arithmetic complexity and memory cost. Hence, we group 100 single functions as a new individual function. For the regrouped objective function, there are 100 individual functions now. We set the iteration number to terminate the algorithm as 300 times of the number of individual functions. This has saved much memory and substantially reduced the iteration number required to reach a desired point, which is sufficiently close to the critical point. Moreover, we have used the effective regularization technique in (107) for numerical stability. Figure 5 shows the performance of various approaches for solving the logistic regression using the CIFAR-10 dataset. Our proposed method generally exibits a stable learning curve and the NOG gradually descends. However, it also oscillates within local iterations. Since there are 100 individual functions, the number of local iterations within one pass is 100. It can be seen that NOG generally decreases for one pass over the individual functions. Moreover, it has shown that our proposed method has the lowest gradient magnitude, and continues to descend while other methods have reached convergence. Figure 6 shows the performance of various methods for solving the Bayesian logistic regression using the CIFAR-10 dataset. It shows that our proposed method has the best performance in terms of NOG, which also means that the solution of our proposed method is closer to the critical point. Similarly, the NOG curve generally decreases in each pass over the individual functions. 
1) LOGISTIC REGRESSION
2) BAYESIAN LOGISTIC REGRESSION
VI. CONCLUSION
We have extensively studied the convergence properties of CuREG-SR1 and derived novel results. It should be noted that direct applying classical methods that analyze convergence properties of SR1 can be problematic. For example, in Theorem 2, the difference between the approximated Hessian and true Hessian is bounded. However for SR1, the approximated Hessian converges to the true Hessian. This is due to the reason that incorporating cubic regularized technique introduces the shift. Hence, we restric the regularized parameter, under which, for sufficiently large iteration numbers, we have proofed that there are q − d superlinear steps in every q ≥ d + 1 steps. Furthermore, we proposed a novel incremental optimization method based on SR1 and CuREG-SR1 and its efficient implementation to solve large scale problems. In the numerical experiments, we apply ICuREG-SR1 to logistic regression and its Bayesian treatment using artificial dataset and real world dataset respectively. It has shown that our proposed method is powerful and superior in terms of the gradient magnitude, compared to other three schemes.
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