Thiele-type and Lagrange-type generalized inverse rational interpolation for rectangular complex matrices  by Gu, Chuanqing
Thiele-type and Lagrange-type generalized
inverse rational interpolation for rectangular
complex matrices q
Chuanqing Gu
Department of Mathematics, Shanghai University, Box 30, 149, Yan Chang Road, Shanghai 200072,
People’s Republic of China
Received 15 April 1998; received in revised form 31 January 1999
Submitted by R.A. Brualdi
Abstract
A variety of matrix rational interpolation problems include the partial realization
problem for matrix power series and the minimal rational interpolation problem for
general matrix functions. Dierent from the previous work, in this paper we consider a
new method of matrix rational interpolation, with rectangular real or complex inter-
polated matrices and distinct real or complex interpolation points. Based on an axi-
omatic definition for the generalized inverse matrix rational interpolants (GMRI),
GMRI are constructed in the following two forms: (i) Thiele-type continued fraction
expression; (ii) an explicit determinantal formula for the denominator scalar polyno-
mials and for the numerator matrix polynomials, which are of Lagrange-type expres-
sion. As a direct application of GMRI, a matrix rational extrapolation is
introduced. Ó 1999 Elsevier Science Inc. All rights reserved.
1. Introduction
The matrix rational interpolation problems include the partial realization
problem for matrix power series and Newton-Pade, Hermite-Pade, simulta-
neous Pade, M-Pade and multipoint Pade approximation problems with their
www.elsevier.com/locate/laa
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matrix generalizations [5,6]. The previous work studied the matrix rational
interpolation problems with the same interpolation points. By means of the
reachability and the observability indices of defined pairs of matrices,
Antoulas et al. [1] have solved the minimal matrix rational interpolation
problem. Using Loewner matrix, Anderson and Antoulas [4] considered the
problem of passing from interpolation data for a real rational transfer-
function matrix to a minimal state-variable realization of the transfer-func-
tion matrix. One of the matrix rational interpolation problems [1, p. 523] and
[4] is as follows.
Given the quantities, with finite entries,
xi 2 k; Yi 2 kst 1:1
with xi 6 xj; i 6 j, find all rational s t matrices Y x such that
Y xi  Yi; i 2 N : 1:2
In this paper, we consider a new method of the matrix rational interpol-
ation problem, as in (1.1) and (1.2), with rectangular real or complex inter-
polated matrices and distinct real or complex interpolation points, which is an
extension and improvement of generalized inverse vector rational interpolat-
ion discussed by Graves-Morris [17] and Graves-Morris and Jenkins [18].
Compared to previous methods, the method of generalized inverse matrix
rational interpolants (GMRI) has the following advantages: first, it need not
use multiplication of matrices in the construction process, thus, we do not
have to define left and right interpolants; second, we have easy recursive al-
gorithm for continued fractions and explicit determinantal formulas for
finding GMRI; third, it can apply to singular matrices and is unique in some
sense. On the other hand, the method of GMRI is of the divisibility constraint
and degree constraint, which is due to the construction process of GMRI. The
construction constraint shows that our method is not as eective as the
method of minimal matrix rational interpolation [1] in some cases (see
Example 5.3).
In Section 2, we define the GMRI and establish the uniqueness of GMRI.
In Section 3, by means of a generalized reciprocal quotient for a matrix,
which is found to be eective in continued fraction interpolation [8–13], we
build the continued fraction expression of GMRI. In Section 4, we construct
explicit determinantal formulas for denominator polynomials and for nu-
merator matrix polynomials, which are of Lagrange-type expression. In the
sequel, some examples are given to illustrate the results in this paper and
compared to the method of minimal matrix rational interpolation method [1].
In the end, as a direct application of GMRI, we propose a matrix rational
extrapolation which is introduced by Wuytack in the case of scalar quantities
[20].
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We establish some basic principles for the GMRI same as [8–13] as follows:
(i) If, for some fixed k; k  1; 2; . . . ; s or t, the kth row (or column) vector of
the matrix Axi is the only non-zero row (or column) vector, then the matrix
valued interpolant reduces to the corresponding vector valued rational inter-
polant [17,18].
(ii) The value of the matrix rational interpolant does not depend on the
order in which the interpolation points are used to construct the interpolant.
(iii) There is some sense in which a specified rational interpolant is unique.
(iv) The poles of the s t elements of the matrix valued interpolant normally
occur at common positions in the x-plane.
2. Generalized inverse matrix rational interpolation problem
Given a data set, as in (1.1) and (1.2),
fzi;Ai : i  0; 1; . . . ; ng; 2:1
where interpolation points zi 2 C with zi 6 zj; i 6 j, corresponding interpo-
lated constant matrices Ai  Azi 2 Cst.
Definition 2.1. The GMRI of type n=2k is a matrix of rational function
Rz  P z=qz, where P z  puvz 2 Cst is a complex matrix polyno-
mial and qz is a complex scalar polynomial, satisfying the following con-
ditions:
i Rzi  Ai; i  0; 1; . . . ; n; qzi 6 0; 2:2
ii ofPg  max o puv 	6 n; ofqg  2k; 2:3
iii qz kP zk2;
 2:4
iv qz  qz; 2:5
where a superscript  denotes complex conjugate,
kP zk2  P z j Pz  trPzH Pz 
Xs
u1
Xt
v1
puvz2: 2:6
With regard to the divisibility condition (iii) in Definition 2.1, it is necessary
that the scalar denominator of the interpolant divides the square of the norm
of the numerator. The divisibility condition is due to the construction process
of GMRI; however, the divisibility condition holds in the case of matrix in-
terpolants, vector interpolants and scalar interpolants. In fact, (i) if s 2 R is a
real number, it holds ss  jsj2; 1=s  sÿ1  s=jsj2; (ii) if b 2 C is a complex
number, it holds bb  jbj2; 1=b  bÿ1  b=jbj2; (iii) if ~v 2 Cd is a vector, it
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holds ~v ~v  j~vj2; 1=~v ~vÿ1 ~v=j~vj2. (iv) Let A  aij;B  bij 2 Cst be
two matrices, we define scalar product of matrices by means of dot product of
vector as follows: A  B  aijbij 2 Cst, then remain to hold A  A  kAk2, as
in (2.6), and 1=A : A=kAk2, as in (3.1). In a word, the divisibility constraint
of GMRI in Definition 2.1 is based on the facts (i)–(iii) and their extension
(iv).
Example 2.2. Find the [2/2] type GMRI Rz  Pz=qz, respectively, for the
data
I A0 
2 0
0 ÿi
" #
; A1 
1 0
1 i
" #
; A2 
0 i
1 0
" #
;
II~v0  2; 0; ~v1  1; 0; ~v2  0; i;
III f0  1; f1  2; f2  ÿ1
at points x0  ÿ1; x1  0; x2  1.
Solution (1) (Solution (2) see Example 3.6):
(I) The cardinal functions are (see (4.1))
l0x  1=2x2 ÿ x; l1x  1ÿ x2; l2x  1=2x2  x: 2:7
By (4.4) and (4.26) or (4.5), we get respectively
qx  3
4
0 24 ÿ 7
ÿ2 0 ÿ 1
l0x l1x l2x

  32 11x2  6x 7; 2:8
P x  3
4
0 24 ÿ7
ÿ2 0 ÿ1
A0l0x A1l1x A2l2x


 3
2
5x2 ÿ 12x 7 12xx 1i
5x2  12x 7 ÿ13x2  6x 7i
" #
: 2:9
RMx  P x=qx satisfies:
(i) RMxi  Ai; i  0; 1; 2;
(ii) @fPg  2; @fqg  2;
(iii) kPk2  3121x4  44x3  142x2  28x 49  3qgM; gM 11x2 ÿ 2x 7.
(II) By (4.4) and (4.26), we get respectively
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qx  1
4
0 4 ÿ5
ÿ1 0 2
l0x l1x l2x

 
1
4
x2 ÿ 2x 5;
~P x  1
4
0 4 ÿ5
ÿ1 0 2
~v0l0x ~v1l1x ~v2l2x

 
1
4
3x2 ÿ 8x 5; 2xx 1i:
~RVx  ~P x=qx satisfies:
(i) ~RVxi ~vi; i  0; 1; 2;
(ii) @f~Pg  2; @fqg  2;
(iii) k~Pk2  13x4 ÿ 40x3  98x2 ÿ 80x 25  qgV; gV  13x2 ÿ 14x 5.
(III) By (4.4) and (4.26), we get respectively
qx 
0 1 ÿ1
ÿ1 0 9
l0x l1x l2x

  4x
2 ÿ 4x 1;
P x 
0 1 ÿ1
ÿ1 0 9
f0l0x f1l1x f2l2x

  2x
2 ÿ 5x 2;
RSx  P x=qx satisfies:
(i) RSxi  fi; i  0; 1; 2;
(ii) @fPg  2; @fqg  2;
(iii) kPk2  4x4 ÿ 20x3  33x2 ÿ 20x 4  qgS; gS  x2 ÿ 4x 4.
We pay particular attention to the fact that RSx  P x=qx is a scalar
rational interpolant with real coecients. It satisfies the divisibility condition
(iii) in Definition 2.1.
Theorem 2.3. If a GMRI R(z) of type [n/2k] exists for data (2.1), then the ra-
tional function R(z) is unique.
Proof. The method is an extension of that of Graves-Morris and Jenkins [18],
from the vector case to the matrix case.
Let Rz  Pz=qz as in (2.2)–(2.5). By (2.5), we may express
qz  qbz
Yn
i0
zÿ zibizÿ zi ai ; 2:10
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where qbz is a polynomial, ai  0 if zi is real but otherwise ai  bi (obviously
bi P ai),
qbzi 6 0; qbzi  6 0; i  0; 1; . . . ; n: 2:11
Using (2.2), we may also define a matrix polynomial Pbz by
P z  Pbz
Yn
i0
zÿ zibi : 2:12
From (2.10), (2.12) and (2.3), (2.4), we get
@fPbg6 nÿ b; @fqbg  2k ÿ bÿ a; 2:13
where
b 
Xn
i0
bi; a 
Xn
i0
ai: 2:14
Let ~Rz  ~P z=~qz be another GMRI for the data (2.1). By means of the
equivalent of (2.2)–(2.5), (2.10)–(2.14), we derive
Rz ÿ ~Rz  T z qbz~qbz
Yn
i0
z
"
ÿ zi ai~ai
#ÿ1
; 2:15
where T z; Mz are matrix polynomials defined by
T z  Pbz~qbz
Yn
i0
zÿ zi ~ai ÿ ~Pbzqbz
Yn
i0
zÿ zi ai 2:16
 Mz
Yn
i0
zÿ zi 2:17
with
@fMg6 2k ÿ bÿ ~bÿ 1: 2:18
The divisibility hypothesis (2.4) of Rz  P z=qz and ~Rz  ~P z=~qz im-
plies that
qz~qz P z~qz
 ÿ ~P zqz2: 2:19
Using (2.10)–(2.12) and (2.15)–(2.17) in (2.19), we obtain that
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qbz~qbz Mzk k2
 Yn
i0
zÿ zizÿ zi 1bi
~biÿaiÿ~ai : 2:20
If Mz 6 0, then we find from (2.11) and (2.20) that
qbz~qbz Mzk k2
 ; 2:21
from (2.13), (2.18) and (2.21), we get
22k ÿ bÿ ~bÿ 1P 2k ÿ bÿ a  2k ÿ ~bÿ ~a
or
06 a ~aÿ bÿ ~bÿ 2
which is impossible because of
bi P ai; ~bi P ~ai:
Hence Mz  0 and Rz is unique. 
3. Thiele-type continuous fraction expression
In [8,9], we introduced a generalized reciprocal quotient for a matrix, as in
(3.1), which was found to be eective in the matrix continued fraction inter-
polation [8–13]. In fact, the divisibility constraint of GMRI in Definition 2.1 is
from the following construction:
1=A : A=kAk2; A  aij 2 Cst; A 6 0; 3:1
where kAk is as in (2.6) and A is the conjugate matrix of A.
Suppose the interpolation point set U  fzi  xi; i  0; 1; . . . ; n : xi 2 Rg in
(2.1) in this section. By means of (3.1), we can recursively define the nth con-
vergence of Thiele-type continued fractions:
R0n x  B0x0 
xÿ x0
B1x0x1     
xÿ xnÿ1
Bnx0x1; . . . ; xn 3:2
with
B0xi  Axi; i  0; 1; . . . ; n;
B1x0x1  x1 ÿ x0=B0x1 ÿ B0x0;
Blx0x1; . . . ; xl  xl ÿ xlÿ1=Blÿ1x0; . . . ; xlÿ2xl 3:3
ÿ Blÿ1x0; . . . ; xlÿ1; l P 2:
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Theorem 3.1. Let Blx0; . . . ; xl; 06 l6 n, exist and be different from zero
(except for B0x0 and
Rin x  Bix0; . . . ; xi 
xÿ xi
Ri1n x
 Bix0; . . . ; xi  xÿ xiBi1x0; . . . ; xi1     
xÿ xnÿ1
Bnx0; . . . ; xn 3:4
satisfy
Ri1n xi 6 0; i  0; 1; . . . ; nÿ 1: 3:5
Then R0n x as in (3.2) exists such that
R0n xi  Ai; xi 2 U:
Proof. Let the conditions hold. Thus (3.2) exists and becomes
R0n xi  B0x0 
xi ÿ x0
B1x0x1     
xi ÿ xiÿ1
Ri1n xi
 B0x0  xi ÿ x0B1x0x1     
xi ÿ xiÿ1
Bix0    xi  Ai; xi 2 U: 
Theorem 3.2 [9, p. 76]. Let Blx0; . . . ; xl 2 Cst; 06 l6 n and xi 2 U. Define
R0n xi as in (3.2) by a tail-to-head rationalization using (3.1). Then a matrix
polynomial P(x) and a real scalar polynomial q(x) exist such that
(i) R0n x  P x=qx;
(ii) qx P xk k2
 .
Theorem 3.3 [8]. Let R0n x  P x=qx as in (3.2).
(i) If n is even, R0n xi is of n=n.
(ii) If n is odd, R0n xi is of n=nÿ 1.
In terms of Theorem 3.1–3.3, we define R0n x  Px=qx, as in (3.2), as a
GMRI of type n=2k for the data (2.1). We can easily prove the following
lemma by induction.
Lemma 3.4 [15]. If vxi 6 0; i  1; 2; . . . ; n, then
dk
dxk
Ux
vx
 
xxi
 N kxi
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is equivalent to
U kxi  d
k
dxk
vxNx

xxi
;
where Ux is a matrix polynomial and vx is a scalar polynomial.
Theorem 3.5. Assume that xi 2 U  a; b; i  0; 1; . . . ; n and R0n x 
P x=qx as in (3.2) be a GMRI of type n=2k; qx 6 0; x 2 a; b. If the
matrix function Ax is of order n 1 continuous derivatives in x 2 a; b, then for
any x 2 a; b holds
Ax ÿ R0n x 
wnx
n 1!qx
dn1
dxn1
qxAx

xn
; x 2 n 3:6
where
wnx 
Yn
i0
xÿ xi:
Proof. Suppose, respectively,
Gt  qtAt ÿ R0n t ÿ qxAx ÿ R0n xwnt=wnx;
F t  qtAt ÿ P twnx ÿ qxAx ÿ P xwnt:
3:7
Note that qt 6 0; t 2 a; b and by Gx  0;Gkxi  0. Applying Lemma
3.4 to (3.7) we have
F x  0; F kxi  0; i  1; 2; . . . ; n: 3:8
In (3.8), the total number of interpolating points and the point x is equal to
n 2. By using the Rolle theorem, it follows from (3.8) that there exists
n 2 a; b such that
F n1n  0:
According to Theorem 3.3, degfPg6 n, thus holds
dn1
dtn1
P t  0: 3:9
Substituting (3.9) into (3.7), it is derived that
qxAx ÿ P x  wnxn 1!
dn1
dxn1
qxAx

xn
: 
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Example 3.6. Find the 2=2 type GMRI Rz  P z=qz, respectively, for the
data same as Example 2.2 at points x0  ÿ1; x1  0; x2  1:
Solution (2) (Solution (1) see Example 2.2):
(I) By (3.2), (3.3) and using (3.1), we get
R02 x 
2 0
0 ÿi
" #
 x 1
1
6
ÿ1 0
1 ÿ2i
" # x
 1
11
ÿ17 12i
5 ÿ2i
" #
 1
11x2  6x 7
5x2 ÿ 12x 7 12xx 1i
5x2  12x 7 ÿ13x2  6x 7i
" #
:
(II) By (3.2), (3.3) and using 1=~v ~vÿ1 ~v=j~vj2, we get
~R02 x  2; 0 
x 1
ÿ1; 0 
x
ÿ1; 2i
 1
x2 ÿ 2x 5 3x
2 ÿ 8x 5; 2xx 1i:
(III) By (3.2), (3.3) and using 1=s  sÿ1  s= j s j2, we get
R02 x  1
x 1
1 
x
ÿ1=2  1
x 1
1ÿ 2x
 1 x 11ÿ 2x1ÿ 2x1ÿ 2x 
2x2 ÿ 5x 2
4x2 ÿ 4x 1 :
We find that in (III) of Example 3.6, if
R02 x  1
x 1
1ÿ 2x 
2ÿ x
1ÿ 2x 
px
qx ;
then px; qx do not satisfy the divisibility condition. The case is caused be-
cause it does not use reciprocal quotient operation 1=s  sÿ1  s=jsj2.
4. Explicit determinantal formulas
As the data set (2.1), the ith cardinal polynomial of Lagrange-type is defined
by
liz 
Yn
l 6i;l0
zÿ zl=zi ÿ zl; i  0; 1; . . . ; n: 4:1
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The set I  fz0; z1; . . . ; zng is separated into two disjoint component sets
I1  fz0; z1; . . . ; zJg; I2  fzJ1; zJ2; . . . ; zng; 4:2
where the set I1 consists of interpolation points whose conjugates are not in I ,
the set I2 consists of real interpolation points and complex conjugate pairs. For
example I  fi; 2i; 0; 1ÿ i; 1 ig, then
I1  fi; 2ig; I2  f0; 1ÿ i; 1 ig:
Either I1 or I2 may be empty. Let
Ai  Azi  auvi
 
2 Cst 4:3
and for the sake of simplicity, letX
d

Xs
u1
Xt
v1
:
Theorem 4.1. Let Rz  P z=qz be a GMRI of type n=2k for data (2.1).
Then hold
qz 
L00 L01    L0;2kÿ1 L0;2k
L10 L11    L1;2kÿ1 L1;2k
..
. ..
. ..
. ..
.
L2kÿ1;0 L2kÿ1;1    L2kÿ1;2kÿ1 L2kÿ1;2k
l0z l1z    l2kÿ1z l2kz


; 4:4
P z 
Xn
i0
lizqiAi; qi  qzi; 4:5
where
Lll  0; l  0; 1; . . . ; 2k ÿ 1; 4:6
Llm 
Xn
i0
li zllmzi 
X
d
auvi a
uv
l ÿ auvm
 
;
l  0; 1; . . . ; J ; m  0; 1; . . . ; 2k; 4:7
Llm  ddz lmzl
 X
d
~auvl a
uv
l ÿ auvm
 

Xn
i0
d
dz
li zl
 
lmzi 
X
d
auvi a
uv
m ÿ auvl
 
; 4:8
C. Gu / Linear Algebra and its Applications 295 (1999) 7–30 17
l  J  1; J  2; . . . ; n; m  0; 1; . . . ; 2k;
if zl is real, ~a
uv
l  auvl , otherwise, for each zl 2 I2; ~auvl is the element of matrix
Azl .
Proof. (i) n  2k.
By the interpolatory property of (2.2), we express (4.5) as matrix form
P z 
Xn
i0
lizqiAi  puvz
ÿ 
; 4:9
where
puvz 
Xn
i0
lizqiauvi : 4:10
Let
qz 
Xn
i0
lizqi: 4:11
From the divisibility hypothesis (2.4), we may define a polynomial Qz of
degree n by
qzQz  kP zk2; 4:12
where
Qz 
Xn
i0
lizQi; Qi  Qzi: 4:13
Using (2.6) and (4.10), we get
kP zk2 
X
d
puvz2 X
d
puvz puvz ; 4:14
substituting (4.13) and (4.14) into (4.12), we find
Qi 
X
d
puvzi puvzi
  X
d
auvi p
uvzi
 
: 4:15
Note that (2.5) and (4.13), we have
ql  qzl  
Xn
i0
lizl qi; l  0; 1; . . . ; J ; 4:16
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Ql  Qzl  
Xn
i0
lizl Qi; l  0; 1; . . . ; J : 4:17
Substituting (4.15) into (4.17) and taking its conjugate, we getX
d
auvl p
uvzl
   Ql  Xn
i0
Qi l

i zl

Xn
i0
li zl
X
d
auv

i p
uvzi ;
l  0; 1; . . . ; J : 4:18
Now substituting (4.9) into (4.18) and using (4.16) and (4.17), we derive
that X
d
auvl
Xn
i0
li zlauv

i
Xn
m0
qmlmzi 

X
d
Xn
i0
li zlauv

i
Xn
m0
lmzi qmauvm ; l  0; 1; . . . ; J : 4:19
By means of (4.19), we obtain the following linear equations:Xn
m0
Llmqm  0; l  0; 1; . . . ; J ; 4:20
the coecient of qm in (4.20) is Llm, as given by (4.7) and (4.6).
Although (4.19) holds for all j, it turns out that (4.19) is null for
l  J  1; J  2; . . . ; n, the same as in the case of a vector. We dierentiate
(4.12) with respect to z, giving
Q0zqz  Qzq0z

X
d
puvzÿ 0puvz  puvz puvzÿ 0n o: 4:21
By putting fz  zl; l  J  1; J  2; . . . ; ng, we get
Q0l  Qlq0l=ql 
X
d
n
puvzl
0
puvzl=ql
 puvzl

puvzl
0
=ql
o
: 4:22
Substituting (4.15) into (4.22), we find
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X
d
Xn
i0
d
dz
li zl
 
auv

i
Xn
m0
lmzi auvm qm

X
d
auvl ~a
uv
l
Xn
m0
d
dz
lmzl
 
qm

X
d
Xn
m0
d
dz
lmzl
 
qmauvm ~a
uv
l

X
d
auvl
Xn
i0
d
dz
 
li zlauv

i
Xn
m0
qmlmzi ;
l  J  1; J  2; . . . ; n: 4:23
By means of (4.23), we obtain the following linear equations:Xn
m0
Llmqm  0; l  J  1; J  2; . . . ; nÿ 1 4:24
the coecient of qm in (4.24) is Llm, as given by (4.8) and (4.6).
Eqs. (4.20), (4.24) and (4.10) form a system of n 1 non-homogeneous
equations for q0; q1; . . . ; qn, as shown by
L00 L01    L0n
..
. ..
.    ...
LJ0 LJ1    LJn
LJ1;0 LJ1;1    LJ1;n
..
. ..
.    ...
Lnÿ1;0 Lnÿ1;1    Lnÿ1;n
l0z l1z    lnz
266666666664
377777777775
q0
q1
..
.
..
.
qnÿ1
qn
26666666664
37777777775

0
0
..
.
..
.
0
qz
26666666664
37777777775
: 4:25
Solving (4.25), we obtain that qz is given by the determinantal formula (4.4).
(ii) n < 2k.
We extend the interpolation set for data fzi;Ai : i  0; 1; . . . ; ng as
zn1; zn2; . . . ; zN ;N  2k. Thus we define
hz 
YN
ln1
zÿ zl;
Bi  Aihzi; i  0; 1; . . . ; n; Bi  0; i  n 1; n 2; . . . ;N :
For data fzi;Bi : i  0; 1; . . . ;Ng we construct qz, as given by (4.4) and
P z  PN z=hz;
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where
PN z 
XN
i0
lizqiAi:
(iii) n > 2k.
Let N  2k for data fzi;Ai : i  0; 1; . . . ; ng. We define a matrix polyno-
mial Gz as
Gzi  Ai; i  N  1;N  2; . . . ; n; ofGg  nÿ N ;
Di  Ai ÿ Gzi; i  0; 1; . . . ;N :
For data fzi;Di : i  0; 1; . . . ;Ng we construct qz, as given by (3.4) and
P z  PN z  Gzqz;
where
PN z 
XN
i0
lizqiAi: 
Theorem 4.2. Let Rz  P z=qz be a GMRI of type n=2k for data 2:1.
Then hold
P z 
L00 L01    L0;2kÿ1 L0;2k
L10 L11    L1;2kÿ1 L1;2k
..
. ..
. ..
. ..
.
L2kÿ1;0 L2kÿ1;1    L2kÿ1;2kÿ1 L2kÿ1;2k
A0l0z A1l1z    A2kÿ1l2kÿ1z A2kl2kz


4:26
and satisfy
Rzi  P zi=qzi  Ai; i  0; 1; . . . ; n:
Proof. By means of (4.25) and (4.5), we get easily (4.26). From (4.26) or (4.5)
P z 
Xn
i0
lizqiAi; qi  qzi;
it is held that
P zi  qiAi  qziAzi; i  0; 1; . . . ; n: 
If all the points x0; x1; . . . ; x2k are real, the denominator polynomial for a
[2k=2k] GMRI takes the simple form.
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Lemma 4.3. Let Rz  P z=qz be a GMRI of type [n/2k] for data (2.1) with
all the interpolation points x0; x1; . . . ; xn are real and let n 2k. Then hold
qz

0 l01x0kA0 ÿ A1k2    l0nx0kA0 ÿ Ank2
l00x1kA1 ÿ A0k2 0    l0nx1kA1 ÿ Ank2
..
. ..
. ..
. ..
.
l00xnÿ1kAnÿ1 ÿ A0k2 l01xnÿ1kAnÿ1 ÿ A1k2    l0nxnÿ1kAnÿ1 ÿ Ank2
l0x l1x    lnx


;
4:27
P z

0 l01x0kA0 ÿ A1k2    l0nx0kA0 ÿ Ank2
l00x1kA1 ÿ A0k2 0    l0nx1kA1 ÿ Ank2
..
. ..
. ..
. ..
.
l00xnÿ1kAnÿ1 ÿ A0k2 l01xnÿ1kAnÿ1 ÿ A1k2    l0nxnÿ1kAnÿ1 ÿ Ank2
A0l0x A1l1x    Anlnx


;
4:28
where
Alk ÿ Amk2 
X
d
auvl
 ÿ auvm 2: 4:29
Theorem 4.4. If qzi 6 0 for all interpolating points in (2.1), there exists a
GMRI Rz  P z=qz of type [n/2k], where P(z) as in (4.5) or (4.26) and q(z) as
in (4.4), respectively.
Proof. In fact, suppose qzi 6 0 for all interpolating points in (2.1) and sub-
stitute the interpolation points into (4.5) or (4.26) respectively, we obtain at
once
P zi 
Xn
k0
lkziqkAk  qziAzi; i  0; 1; . . . ; n: 4:30
Eq. (4.30) implies that
P zi=qzi  Azi; i  0; 1; . . . ; n: 
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5. Examples and comparization
Example 5.1. Find the denominator q(z) of the [2/2] type GMRI for data
A0;A1;A2 with Ai  auvi ; i  0; 1; 2 at points z0  i; z1  2i; z2  0.
Solution: By (4.1), we get the cardinal functions
l0z  z2 ÿ 2iz;
l1z  ÿ1=2z2 ÿ iz; 5:1
l2z  ÿ1=2zÿ izÿ 2i:
From (4.4), we form
qz 
0 ÿ 3kA0 ÿ A1k2 L02
ÿ24kA1 ÿ A0k2 0 L12
l0z l1z l2z

; 5:2
where
L02  3
X
d
auv

2

ÿ 3auv0  2auv

1

auv0

ÿ auv2

;
L12  6
X
d
2auv

2

ÿ 4auv0  3auv

1

auv1

ÿ auv2

:
Let the above A0;A1;A2 be, respectively,
A0 
2 0 3ÿ i
0 ÿi ÿ4ÿ i
" #
;
A1 
1 0 1ÿ 3i
1 i 0
" #
; 5:3
A2 
0 i l i
1 0 ÿ2i
" #
:
Find the 2=2 type GMRI Rz  Pz=qz for the points z0  i; z1  2i;
z2  0.
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From (5.2), we get
qz  72
0 ÿ31 32iÿ 66
ÿ31 0 15i 3
l0z l1z l2z


 ÿ22323 15il0z  ÿ66 32il1z  31l2z
 ÿ111641ÿ 2iz2  28 15iz 62:
By (4.26) and (5.3), we get
P z  72
0 ÿ31 32iÿ 66
ÿ31 0 15i 3
A0l0z A1l1z A2l2z


 ÿ1116
p11z p12z p13z
p21z p22z p23z
" #
;
where
p11z  78 28iz2  88ÿ 90iz;
p12z  ÿ 31izÿ izÿ 2i;
p13z  ÿ 13 177iz2 ÿ 155ÿ 27iz 621 i;
p21z  35ÿ 32iz2 ÿ 32ÿ 27iz 62;
p22z  62 60iz2  54ÿ 92iz;
p23z  6ÿ 64iz2 ÿ 66 12izÿ 124i:
We find that Rz  P z=qz satisfies: Rzi  Ai; i  0; 1; 2 (see (5.3)).
Example 5.2. Find the [2/2] type GMRI Rz  P z=qz for the data
A0 
0 0
0 0
 
; A1 
1 0
1 1
 
; A2 
0 1
0 1
 
; 5:4
at points x0  ÿ1; x1  0; x2  1:
24 C. Gu / Linear Algebra and its Applications 295 (1999) 7–30
Solution (1): By (4.27), (4.28) and (2.7), we get respectively
qx 
0 6 ÿ1
ÿ3=2 0 3=2
l0x l1x l2x

 
3
2
5x2  1; 5:5
P x 
0 6 ÿ1
ÿ3=2 0 3=2
A0l0x A1l1x A2l2x


 3
2
1ÿ x2 3xx 1
2x2  3x 1 1ÿ x2
" #
: 5:6
Solution (2): By (3.2), (3.3) and using (3.1), we get
R02 x 
0 0
0 0
 
 x 1
1
3
1 0
1 1
   x
1
5
ÿ1 3
ÿ1 2
 
 1
5x2  1
1ÿ x2 3x2  3x
2x2  3x 1 1ÿ x2
 
: 5:7
We find that (5.5), (5.6) and (5.7) satisfy, respectively, the data set (5.4).
Example 5.3 [6, Example 1]. The data (1.1) and (1.2) are as
x0  0; x1  1; x2  2; A0  1 00 1
 
; A1  A2  0 11 0
 
:
According to the method of the minimal rational interpolation [1], the
corresponding pair (F,G) and a column reduced matrix Hx are, respectively.
F 
0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 2 0
0 0 0 0 0 2
26666664
37777775; G 
1 0 ÿ 1 0
0 1 0 ÿ 1
1 0 0 ÿ 1
0 1 ÿ 1 0
1 0 0 ÿ 1
0 1 ÿ 1 0
26666664
37777775;
Hx 
ÿ1 0 ÿ x2  3xÿ 2 x3 ÿ 3x2  2x
ÿ1 ÿ x x2 ÿ 3x 0
1 x 2 0
1 0 0 0
2664
3775:
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A parametrization of all minimal solutions is given by Y minx  H1xHÿ12 x,
where
H1x
H2x
 

ÿ1 ÿ x2  3xÿ 2
ÿ1 x2 ÿ 3xÿ xax b
1 2 xax b
1 0
2664
3775:
The parameters a; b must satisfy
a b 6 ÿ2; 2a b 6 ÿ1:
However, by (4.1), the cardinal functions are
l0x  1=2x2 ÿ 3x 2;
l1x  ÿx2  2x;
l2x  1=2x2 ÿ x:
From (4.4), we derive that
qx  4l1x  16l2x  4x2:
As the existence condition (Theorem 4.4), there does not exist a GMRI for this
example because of qx0  q0  0.
6. A matrix rational extrapolation
Assume that a convergent matrix sequence fAng : An ! An ! 1;
An;A 2 Cst. We want to form a new matrix sequence fHng, derived from fAng,
which has also A as limit and whose convergence is faster than of fAng. The
determination of fHng is to use rational extrapolation to the limit, which had
been fulfilled by Wuytack [20] in the case of scalar quantities.
Let fxng : xn ! 1 n ! 1; xn 2 R be a sequence of points. Define a
matrix sequence of interpolating function fTng such that
Tnxi  Ai; i  0; 1; . . . ; n; n  0; 1; 2; . . .
The new matrix sequence fHng can be defined by
Hn  Lim
x ! 1
Tnx; n  0; 1; 2; . . . 6:1
if these limits exist and are finite.
In the following proof the method is dierent from scalar quantities [20],
because we cannot use the three recurrence relations for continued fractions.
By the results for Section 3, Tnx in (6.1) is replaced by R0n x in (3.2).
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Theorem 6.1. Suppose the conditions of Theorem 3.1 are satisfied. Then for even
value of n, hold
Hn  Lim
x ! 1
R0n x  B0  B2  B4      Bn; 6:2
where Bl  Blx0; . . . ; xl; 06 l6 n, as in (3.3).
Proof. The proof is recursive. Assume n is even. The result is obviously for
n  0.
For n  2, let B2  N0=D0; 1=N0  N0=kN0k2.
We have
R02 x  B0 
xÿ x0
B1 
xÿ x1
B2
 B0  xÿ x0kN0k
2
B1kN0k2  xÿ x1N0D0
! B0  N0D0  B0  B2 x ! 1: 6:3
For n  2k ÿ 1, suppose
R02kÿ1x ! B0  B2      B2kÿ1 x ! 1: 6:4
By Theorem 3.3, R02kÿ1x is of type 2k ÿ 1=2k ÿ 1.
For n  2k, let
N2kÿ2
D2kÿ2
 B2  xÿ x2B3    
xÿ x2kÿ1
B2k
:
By Theorem 3.3, N2kÿ2=D2kÿ2 is of type 2k ÿ 1=2k ÿ 1. Using the above
inductive hypothesis (6.4), we find that
N2kÿ2
D2kÿ2
! B2  B4      B2kÿ2  B2k 6:5
In terms of (6.3) and (6.5), we derive that
R02k x  B0 
xÿ x0
B1 
xÿ x1
N2kÿ2=D2kÿ2
 B0  xÿ x0kN2kÿ2k
2
B1kN2kÿ2k2  xÿ x1N2kÿ2D2kÿ2
! B0  N2kÿ2D2kÿ2  B0  B2      B2k x ! 1: 
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Theorem 6.2. Suppose the conditions of Theorem 4.4 are satisfied and
Rnx  P x=qx; z  x 2 R, where Px; qx as in (4.5) or (4.26) and (4.4),
respectively. Then for even value of n, hold
Hn  Lim
x ! 1
Rnx  1Ln
Xn
i0
qxiAi
d
dx wxi
; 6:6
where Ln is the algebraic complement for xn in qx, as in (4.4).
Proof. From (4.5) or (4.26)
P x 
Xn
i0
lixqxiAi: 6:7
The coecient of xn in (6.7) isXn
i0
qxiAi
d
dx wxi
:
By the determinantal formula (4.4) for qx, we obtain (6.6). 
Example 6.3. Let the data set be as Example 2.2 (I). From (2.8), L2  33=2 is
the algebraic complement for x2 in qx. By (6.6), we get from (2.8) and (2.9)
that
H2  Lim
x ! 1
R2x  1L2
X2
i0
qxiAi
d
dx wxi
 1
11
5 12i
5 ÿ13i
 
:
By means of Theorem 6.1 and the generalized reciprocal quotient for a
matrix (3.1), we construct two algorithms to form the matrix sequence fBng in
(6.2). Their formation rules are the same as the scalar case [20].
Algorithm 6.4. Let T 00  A0; H0  A0,
T k0  Ak; k  1; 2; . . . ;
T kj  xk ÿ xjÿ1=
ÿ
T kjÿ1 ÿ T jÿ1jÿ1

; j  1; 2; . . . ; k;
Hk  T kk  Hkÿ2; k is even:
Algorithm 6.5. Let T 00  A0; H0  A0,
T k0  Ak; k  1; 2; . . . ;
T k1  xk ÿ xkÿ1=Ak ÿ Akÿ1; k  1; 2; . . . ;
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T kj  T kÿ1jÿ2  xk ÿ xkÿj=
ÿ
T kjÿ1 ÿ T jÿ1jÿ1

; j  2; 3; . . . ; k;
Hk  T kk  Hkÿ2; k is even:
We remark that Bk  T kk ; k  0; 1; . . . in Algorithm 6.4 and
B0  T 00 ; B1  T 11 ; Bk  T kk ÿ T kÿ2kÿ2 ; k  2; 3; . . .
in Algorithm 6.5, thus, for the two algorithms hold
Hn  B0  B2  B4      Bn; if n is even:
Example 6.6. Find H2 for a transition matrix of Markov process
T n0 
tn tn1 tn1
tn1 tn tn1
tn1 tn1 tn
24 35; tn  1
3
1
"
 ÿ1
n1
2n
#
; n  0; 1; . . . 6:8
Obviously
A  Lim
n!1
T n0 
1
3
1 1 1
1 1 1
1 1 1
24 35:
We take xn  n for n  0; 1; 2 then the table for T ki ; i  0; 1; 2, constructed by
means of Algorithm 6.5, is given in Table 1.
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Table 1
Illustration of Algorithm 6.5
k T k0 T
k
1 T
k
2
0 1
2
0 1 1
1 0 1
1 1 0
24 35
1 1
4
2 1 1
1 2 1
1 1 2
24 35 2
9
2 ÿ1 ÿ1
ÿ1 2 ÿ1
ÿ1 ÿ1 2
24 35
2 1
8
2 3 3
3 2 3
3 3 2
24 35 4
9
ÿ2 1 1
1 ÿ2 1
1 1 ÿ2
24 35 1
12
2 5 5
5 2 5
5 5 2
24 35
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