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Kurzfassung
Dynamische Optimierung von mobilen
CO2-Klimaanlagen mit innovativen Komponenten
Kurzfassung
Die vorliegende Arbeit bescha¨ftigt sich mit der Simulations- und Optimierungstechnik
von umweltfreundlichen Ka¨ltekreislaufkomponenten fu¨r die mobile Anwendung. Neben
der Modellerstellung und Simulation fu¨r die Untersuchung der Komponenten ist eine
dynamische Optimierung der Komponenten von Interesse. Fu¨r die Lo¨sung dynami-
scher Optimierungsaufgaben wurde eine C/C++-Optimierungsbibliothek entwickelt.
Die Optimierungsbibliothek vermeidet durch die gezielte Auswahl eines effizienten Op-
timierungsalgorithmus eine zeitintensive Kopplung zwischen Modellen und Optimie-
rungsalgorithmen. Mit der Anwendung eines Trust-Region-Algorithmus ko¨nnen Infor-
mationen fu¨r die effiziente Lo¨sung des Optimierungsproblems wie die Hessematrix und
der Gradientenvektor mittels eines Ersatzmodells der Zielfunktion geliefert werden.
Die innovativen Komponenten Speicherverdampfer und steuerbarer Niederdruck-
sammler werden modelliert. Die Komponentenmodelle sind in der objektorientierten
gleichungsbasierten Modellierungssprache Modelica geschrieben. Sie erweitern die am
Institut fu¨r Thermodynamik der TU Braunschweig entwickelte Modelica-Komponenten-
bibliothek fu¨r thermische Systeme TIL. Die Optimierungs- und Einsatzpotentiale ei-
nes Speicherverdampfers und eines steuerbaren Niederdrucksammlers fu¨r CO2-Ka¨lte-
kreisla¨ufe werden identifiziert. Ein hohes Optimierungspotential kann im Klimati-
sierungssystem mit Speicherverdampfer in der rationalen Steuerung des Innenraum-
gebla¨ses identifiziert werden. Bei dem steuerbaren Niederdrucksammler konnte eine
tendenzielle Maximierung der Systemleistungsziffer durch die Erho¨hung des Abscheide-
Wirkungsgrads identifiziert werden. Es wird gezeigt, dass die Erho¨hung des Abscheide-
Wirkungsgrads mit einer gleichzeitigen Erho¨hung der Ka¨ltemitteltemperatur am Ver-
dichteraustritt verbunden ist. Dieser Nebeneffekt wird bei der Formulierung des dyna-
mischen Optimierungsproblems behandelt.
Bei der Modellerstellung der Komponenten werden Betriebspunkt-Diagramme ein-
gefu¨hrt. Fu¨r den Speicherverdampfer werden dynamische Effekte wa¨hrend des Trock-
nungsvorgangs identifiziert. Das dynamische steuerbare Niederdrucksammlermodell
wird anhand eines Betriebspunkt-Diagramms beschrieben, das den Zusammenhang
zwischen Fu¨llstand und Austrittsenthalpie wiedergibt. Diese Ansa¨tze verku¨rzen die
Rechenzeit, ohne die Modellgenauigkeit massiv zu beeinflussen.
Die Optimierungsbibliothek wird in zwei Applikationen erfolgreich eingesetzt. Beim
ersten Einsatz werden die Gebla¨sedrehzahl und die Frischluftklappe des Innenraum-
gebla¨se-Speicherverdampfer-Systems auf die Behaglichkeitsbedingungen in der Fahr-
gastzelle optimal gesteuert. Beim zweiten Einsatz wird der Abscheide-Wirkungsgrad




Dynamic optimization of mobile CO2 air-conditioning
with innovative components
Abstract
The following work is concerned with the simulation and optimization techniques of
environmentally-friendly air-conditioning components for mobile applications. In ad-
dition to the development and simulation of the models for the investigation of the
components, a dynamic optimization of the components is also of interest. A C/C++
optimization library was developed for this purpose. The optimization library avoids a
time-consuming coupling between the models and optimization algorithms through the
selective choice of an efficient optimization algorithm. With the use of a trust region
algorithm, information for the efficient solution of the optimization problem, such as
the Hessian matrix and gradient vector, can be obtained from a surrogate model of the
objective function.
Two innovative components, the PCM (phase-change material) evaporator and con-
trollable low-pressure accumulator, are modelled. The component models were written
in the object-oriented, equation-based Modelica modelling language. They extend TIL,
the Modelica component library for thermodynamic systems developed by the Insti-
tute for Thermodynamics at the TU Braunschweig. The optimization and application
potential of a PCM evaporator and a controllable low-pressure accumulator is identi-
fied for CO2 refrigeration cycles. A high optimization potential can be identified in
an air-conditioning system with a PCM evaporator in the rational control of the cabin
fan. For the controllable low-pressure accumulator, a tendential maximization of the
coefficient of performance through an increase in the separation efficiency is identified.
It is also shown that the increase of the separation efficiency is connected with a si-
multaneous increase of the refrigerant temperature at the compressor output. This
side-effect is treated during the formulation of the optimization problem.
Operating point diagrams were used for the development of the component models.
For example, dynamic effects during the drying process were identified for the PCM
evaporator. In addition, the dynamic, controllable low-pressure accumulator model was
described by means of an operating point diagram that depicts the relation between
filling level and enthalpy at the accumulator outlet. These approaches shorten the
computational time without having a large influence on the model accuracy.
The optimization library is successfully used in two applications. In the first applica-
tion, the fan speed and fresh-air flaps of a system with integrated cabin fan and PCM
evaporator are controlled for optimal comfort conditions in the passenger compart-
ment. In the second application, the optimal separation efficiency of the controllable
low-pressure accumulator is determined considering the coefficient of performance and





Der Pkw- und Omnibus-Verkehr nimmt eine immer entscheidendere und wachsende
Rolle im globalen Energieverbrauch und bei den Treibhausgas-Emissionen ein. Allein
im Jahr 2004 entsprach der durch diesen Verkehr entstandene Energieverbrauch ca.
13 % des gesamten Weltenergieverbrauchs. Laut Berichten der International Energy
Agency (IEA, vgl. Mandil (Hrsg.) 2006) und des Intergovernmental Panel on Climate
Change (IPCC, vgl. Metz (Hrsg.) u. a. 2007) hatten die durch diesen Energieverbrauch
entstandenen Treibhausgas-Emissionen im selben Jahr einen Anteil von ca. 12 % der
gesamten Weltemissionen durch fossilen Brennstoff. Eine Abscha¨tzung der durch den
zusa¨tzlichen Energieverbrauch von mobilen Klimaanlagen entstehenden Treibhausgas-
Emissionen ha¨ngt von vielen Faktoren ab, wie beispielsweise dem Motortyp und kli-
matologischen Bedingungen. Akkurate Daten sind bis heute noch unvollsta¨ndig. Bar-
rault u. a. (2003) scha¨tzen allerdings, dass der ja¨hrliche Zusatzverbrauch durch mobile
Klimaanlagen in Europa bei bis zu 7.5 % des ja¨hrlichen Kraftstoff-Gesamtverbrauchs
liegen kann. Dieser zusa¨tzliche Verbrauch kann ohne Einbußen des Komforts durch
die Ausru¨stung der Anlagen mit innovativen und umweltfreundlichen Komponenten
gesenkt werden.
Vor diesem Hintergrund liegt das Hauptaugenmerk dieser Arbeit auf der Simulations-
und Optimierungstechnik von umweltfreundlichen Ka¨ltekreislaufkomponenten fu¨r die
Fahrzeugklimatisierung. Ziel ist es, fu¨r einen Speicherverdampfer und einen steuerba-
ren Niederdrucksammler eine effiziente Modellierung fu¨r die dynamische Optimierung
beider Komponenten weiter zu entwickeln. Bisher existieren nur wenige Untersuchun-
gen, die sich mit solchen Komponenten und deren optimaler Steuerung auf Basis der
dynamischen Optimierung bescha¨ftigen.
Die Umsetzung solcher energiesparender Komponenten kann nur dann gelingen,
wenn optimale Konzepte sowohl in der Auslegungs- als auch in der Reglerkonzep-
tionierungsphase gefunden werden. Ein Ansatzpunkt hierfu¨r ist die Anwendung von




1.2 Einordnung der Arbeit in das Forschungsfeld
In diesem Abschnitt wird ein literarischer U¨berblick u¨ber die Disziplinen gegeben, die
der vorliegenden Arbeit thematisch nahestehen. Eine Abgrenzung des Forschungsge-
biets ist hierbei auf die Schwerpunkte CO2-Ka¨ltekreislauf, Modellierung und Simulation
sowie dynamische Optimierung gelegt.
1.2.1 Innovative CO2-Ka¨ltekreislaufkomponenten fu¨r die mo-
bile Anwendung
Im Januar 2006 beschloss die EU, den Einsatz des Ka¨ltemittels R134a ab dem 1. Ja-
nuar 2011 in Klimaanlagensystemen von neuen Fahrzeugmodellen zu untersagen. Das
umweltfreundliche, natu¨rliche Ka¨ltemittel CO2 ko¨nnte das synthetische Ka¨ltemittel
R134a ersetzen. Die Komponenten eines aktuellen CO2-Ka¨ltekreislaufs sowie die Pro-































Abbildung 1.1: Links: Schaltbild eines CO2-Ka¨ltekreislaufs fu¨r die mobile Anwen-
dung nach Lorentzen u. Pettersen (1993). Rechts: Druck-Enthalpie-
Diagramm des transkritischen Prozesses (idealisiert).
Groll u. Kim (2007) geben einen guten U¨berblick u¨ber die Verbesserungspotentiale
von CO2-Ka¨ltekreisla¨ufen. Ein mo¨glicher Verbesserungsansatz besteht darin, anstatt
bei einer isenthalpen Expansion (s. Punkte Ã und Ä in Abbildung 1.1), bei einer
nahen isentropen Expansion (s=konst.) die Systemeffizienz mit einem Ejektor zu ver-
bessern (vgl. Hrnjak u. Elbel 2006; Ko¨hler u. a. 2007). Winkler u. a. (2006) schlagen
die Anwendung von Peltier-Elementen fu¨r eine Ka¨ltemittelunterku¨hlung hinter dem
Gasku¨hler vor (Punkte Â-Ã in Abbildung 1.1). Kim u. a. (2004) betonen allerdings,
dass durch ein geeignetes Regelungskonzept und eine Verbesserung der Verdichter-
bzw. der Wa¨rmeu¨bertragereffizienz R-134a-Anlagen ersetzt werden ko¨nnen. Eine an-
dere Mo¨glichkeit fu¨r die Steigerung der Effizienz und der Konkurrenzfa¨higkeit von
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CO2-Klimaanlagen besteht darin, sie mit innovativen Komponenten auszuru¨sten. Zwei
solcher Komponenten werden im Rahmen dieser Arbeit untersucht: Ein Speicherver-
dampfer und ein steuerbarer Niederdrucksammler. Eine literarische Einordnung der
beiden Komponenten und deren Forschungsbedarf werden im Folgenden gegeben. Die
detaillierte Beschreibung erfolgt in Kapitel 2.
Speicherverdampfer. Heckenberger (2007), Manski u. a. (2006), Haller u. a. (2007),
Grossmann u. a. (2007) und Guyonvarch (2006) schlagen die Anwendung eines Spei-
cherverdampfers fu¨r die Klimatisierung von Fahrzeugen mit der sogenannten Start-
Stopp-Funktionalita¨t vor. Bei der Start-Stopp-Funktionalita¨t (in dieser Arbeit als
Stillstandsklimatisierung bezeichnet) wird der Verbrennungsmotor ausgeschaltet, um
unno¨tigen Kraftstoffverbrauch zu vermeiden. Der riemengetriebene Ka¨ltekreislaufver-
dichter arbeitet wa¨hrend des Stillstands nicht, was zu Komforteinschra¨nkungen fu¨hren
kann. Vollmer u. a. (2004) zeigen einen U¨berblick u¨ber innovative Komponenten zur
Unterstu¨tzung dieser Funktionalita¨t auf. Sie stellen den Speicherverdampfer unter an-
derem als kostengu¨nstige und effiziente Lo¨sung dar. Es bleibt allerdings unklar, wie
sich diese innovative Komponente auf die Klimatisierung der Fahrgastzelle bezogen
auf Behaglichkeitsbedingungen wie relative Luftfeuchte (Verursacher der Geruchsbil-
dung) auswirkt, da die bisherigen Tests mit dem Speicherverdampfer (vgl. Manski u. a.
2006) unter Verwendung von trockener Luft durchgefu¨hrt wurden. Bo¨ttcher (2006)
zeigt allerdings in seiner Dissertation, dass Pkw-Verdampfer einen Teil des Konden-
sats speichern ko¨nnen, welches beim Abschalten der Klimaanlage verdunstet und zu
hoher relativer Luftfeuchtigkeit und zu Geruchsbildung in der Fahrgastzelle fu¨hren
kann. Maßnahmen fu¨r die optimale Steuerung der Start-Stopp-Klimatisierung mit ei-
nem Speicherverdampfer, um beispielsweise die Lufttemperatur unter Beru¨cksichtigung
der relativen Luftfeuchte wa¨hrend eines Start-Stopp-Betriebs aufrechtzuerhalten, sind
bisher nicht vero¨ffentlicht worden.
Steuerbarer Niederdrucksammler. Hirota (2005) schla¨gt einen Niederdrucksamm-
ler mit einem variablen O¨lbohrungsdurchmesser vor: das Funktionsprinzip des steu-
erbaren Niederdrucksammlers. Er argumentiert, dass mit einer Variation des O¨lboh-
rungsdurchmessers eine Verbesserung der Systemeffizienz mo¨glich ist. Niederdruck-
sammler fu¨r CO2-Ka¨ltekreisla¨ufe sind von Raiser u. a. (2006); Raiser (2005) unter-
sucht worden. Schwerpunkt der Arbeit von Raiser ist die dynamische Modellerstellung
und Validierung der Komponente. Raiser untersuchte unterschiedliche O¨lbohrungs-
durchmesser fu¨r verschiedene stationa¨re Betriebsbedingungen der Klimaanlage. Eine
dynamische Variation des O¨lbohrungsdurchmessers und deren Wirkung im gesamten
Ka¨ltekreislauf ist nicht vorhanden. Wang u. Gu (2005) beschreiben die komplexen
Druckverlustmechanismen innerhalb des Sammlergefa¨ßes. Es werden jedoch keine In-
formationen u¨ber eine dynamische Variation des O¨lbohrungsdurchmessers gegeben.
Strupp u. a. (2007) fu¨hrten experimentelle Untersuchungen mit verschiedenen Nieder-
drucksammlern fu¨r die Bestimmung des Abscheide-Wirkungsgrads fu¨r unterschiedliche
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Betriebsbedingungen durch. Keine dieser Untersuchungen bescha¨ftigt sich allerdings
mit dem von Hirota vorgeschlagenen Einfluss einer dynamischen O¨lbohrungsvariation
auf die gesamte Effizienz von CO2-Klimaanlagen.
1.2.2 Modellierung und Simulation von Ka¨ltekreisla¨ufen
Die Modellierung von Ka¨ltekreisla¨ufen kann fu¨r verschiedene Zielgruppen in drei ver-
schiedene Kategorien unterteilt werden:
• Systemkonzeptionierung (thermodynamische Untersuchung)
• Reglerkonzeptionierung (Model-in-the-Loop, MIL)
• Reglertest (Hardware-in-the-Loop, HIL)
Eine Einordnung dieser Arbeit in die Modellierungswelt und die Begriﬄichkeiten wer-
den zum Versta¨ndnis dieser Arbeit im Folgenden eingefu¨hrt.
Systemkonzeptionierung. Die ersten dynamischen Simulationen fu¨r thermodyna-
mische Untersuchungen des gesamten CO2-Ka¨ltekreislaufs sind von Programmen durch-
gefu¨hrt worden, die in prozeduralen Programmiersprachen wie Fortran oder C geschrie-
ben wurden. Adiprasito (1998) nutzte das prozedurale Simulationsprogramm GPA
(Gesamtprozessanalyse) fu¨r die Untersuchung des transienten Verhaltens von Pkw-
CO2-Klimaanlagen. Im Bereich der objektorientierten Modellerstellung und Simula-
tion entwickelte Tegethoff (1999) eine Simulationsplattform in der Programmiersprache
C/C++ fu¨r Ka¨lte-, Klima- und Wa¨rmepumpensysteme. Ein Merkmal dieser Arbeit ist
neben der objektorientierten Struktur, die Anwendung einer physikalisch motivierten
und vorwiegend stationa¨ren Komponentenmodellierung. Hendricks (2001) nutzte die
kommerzielle Software Sinda/Fluint (Cullimore 2000), um dynamische Simulationen
fu¨r eine fu¨r den nordamerikanischen Markt entwickelte Klimaanlage zu untersuchen.
Der Nachteil der Anwendung von Sinda/Fluint besteht darin, dass kein Standardisie-
rungsprozess der Modellierungssprache vorhanden ist. Dies erschwert beispielsweise
die Einbindung von Modellen unterschiedlicher Entwicklergruppen. Bei der Entwick-
lung von sprachstandardisierten Komponentenbibliotheken fu¨r die Konzeptionierung
von Ka¨lte-, Klima- und Wa¨rmepumpensystemen wird in aktuellen wissenschaftlichen
Arbeiten die objektorientierte Modellierungssprache Modelica1 (Fritzon 2004; Tiller
2001) eingesetzt. Tummescheit (2002) vertreibt die Modelica-Komponentenbibliothek
AirConditioning-Library (Modelon AB 2008). Die AirConditioning-Library ist eine
Weiterentwicklung der Modelica-Bibliothek ACLib (s. Limprich u. a. 2005) und wird
vom Arbeitskreis Ka¨lte- und Kreislaufsimulation der deutschen OEMs (Audi, BMW,
Daimler und Volkswagen) fu¨r die stationa¨re und dynamische Simulation von mobilen
1http://www.modelica.org
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Klimaanlagen eingesetzt. Zielgruppe sind hierbei Simulationsspezialisten und Entwick-
lungsingenieure fu¨r die Systemkonzeptionierung von mobilen Ka¨ltekreisla¨ufen. Aller-
dings ist die komplexe objektorientierte Struktur fu¨r Modellentwickler ein Nachteil
der Bibliothek (vgl. Richter 2008). Eine andere Mo¨glichkeit fu¨r die Simulation mo-
biler Klimaanlagen schla¨gt Richter (2008) mit seinen Beitra¨gen fu¨r die Entwicklung
der Modelica-Komponentenbibliothek TIL (TLK-IfT-Library) vor. Wesentliche Un-
terschiede zwischen den Ansa¨tzen von Richter und Tummescheit bestehen in der von
Richter und Tegethoff vorgeschlagenen flachen Vererbungsstruktur, der Formulierung
des Impulssatzes sowie der Anwendung der Stoffdatenbibliothek TILFluids fu¨r die Ein-
bindung externer Stoffdaten (z.B. REFPROP, vgl. Lemmon u. a. 2007) in Modelica-
Modelle (s. Casella u. Richter 2008). Die vorliegende Arbeit baut auf den Beitra¨gen
der Modellierung der CO2-Klimaanlagenkomponenten von Tegethoff und der modell-
entwicklerfreundlichen Modelica-Komponentenbibliothek TIL auf, um eine effiziente
und physikalisch-motivierte Modellierung des Speicherverdampfers und des steuerba-
ren Niederdrucksammlers zu erzielen. Des Weiteren sind bisher keine wissenschaftli-
chen Arbeiten u¨ber die Anwendung der genannten Modelica-Komponentenbibliothek
fu¨r die Entwicklung optimaler Steuerungen mit dynamischen Optimierungstechniken
vorhanden.
Reglerkonzeptionierung. Hauptziel der Modellierung fu¨r die Reglerkonzeptionie-
rung ist die Entwicklung von mathematischen Modellen zur Untersuchung von Reg-
lungskonzepten. Um neue Steuerfunktionalita¨ten zu entwickeln, werden hierbei verein-
fachte Modelle des Ka¨ltekreislaufs angewandt. Dieser Entwicklungsprozess ist auch als
modellbasierte Funktionsentwicklung bekannt. Aus Sicht der Reglerentwickler spricht
man von einem Model-in-the-Loop (MIL). Das heißt, dass Modelle der Strecke und Mo-
delle des Reglers in einem oder mehreren Rechnern untersucht werden. Beispiele dieser
Modellierungstechnik sind in (He u. a. 1998) und in (Leducq u. a. 2003) fu¨r die Software
MATLAB/Simulink zu finden. In diesen Arbeiten weisen die Modelle eine niedrige Ord-
nung auf, d.h. die o¨rtliche Diskretisierung der Wa¨rmeu¨bertrager wurde niedrig gesetzt
(flache Modellierung), um die Anzahl von Zustandsvariablen klein zu halten. Sie ist
jedoch groß genug, um beispielsweise U¨berhitzungs- oder Unterku¨hlungseffekte abzubil-
den. Pfafferott (2004) nutzte die Modelica-Komponentenbibliothek von Tummescheit
u. a. (2005), um Parameter eines PI-Reglers eines validierten Pkw-CO2-Ka¨ltekreislauf-
modells zu identifizieren. Dabei wurde eine tiefe Komponentenmodellierung (hoher
Detaillierungsgrad) angewandt, was durch die daraus folgende erho¨hte CPU-Zeit fu¨r
die Simulationen zu einem zeitaufwendigen Reglerentwicklungsprozess fu¨hren kann.
Da es sich in dieser Arbeit um die MIL-Steuerungsentwicklung von physikalisch mo-
tivierten Modelica-Modellen auf Basis von Optimierungsalgorithmen (diese verlangen
mehrere Simulationen des Streckenmodells) handelt, sind die bisherigen kommerziell
betriebenen Modelica-Modellierungsansa¨tze nicht geeignet.
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Reglertest. Die dritte Kategorie widmet sich der Modellerstellung fu¨r eine Ziel-
gruppe, die an einem schnelleren Reglertest interessiert ist: Das sogenannte Rapid
Control Prototyping (RCP). Aus Sicht der Reglerentwickler spricht man von einem
Hardware-in-the-Loop, d.h. es werden Steuergera¨te (Hardware) nicht direkt mit der
zu regelnden Strecke getestet, sondern mit einem Modell der realen Strecke beispiels-
weise u¨ber CAN2-Bus-Schnittstellen angeschlossen. Hierbei mu¨ssen die Modelle echt-
zeitfa¨hig sein, d.h. im Wesentlichen muss die Rechenzeit pro Zeitschritt vom verwende-
ten Integrationslo¨ser geringer als der Zeitschritt selbst sein (Blochwitz u. Uhlig 2008).
Ka¨ltekreislauf-Modelle sind von Michalek u. a. (2004, 2005) fu¨r die Anwendung in der
HIL-Simulation entwickelt worden. Der Ansatz hierbei besteht darin, das gesamte Sy-
stem in stationa¨ren Betriebspunkten mathematisch zu modellieren und zu validieren,
und anschließend U¨bertragungsfunktionen fu¨r die Abbildung des dynamischen Verhal-
tens aus Messdaten zu identifizieren. Dieses Verfahren wird in der Fachliteratur als
identifizierte bzw.
”
add-on“ Dynamik bezeichnet (vgl. Michalek u. a. 2005). Dieser
Ansatz gilt allerdings nur fu¨r lineares U¨bertragungsverhalten und ist nur fu¨r kleine
A¨nderungen der Stellgro¨ßen um die stationa¨ren Betriebspunkte gu¨ltig (s. Schuma-
cher 2006). Die MATLAB/Simulink Modellbibliothek von Michalek wurde von Gehsat
u. a. (2007a, b, 2008) erweitert, um die Behaglichkeitsbedingungen in der Fahrgastzelle
zusammen mit dem Kreislauf zu simulieren. Domschke u. Matthes (2006) nutzten
fu¨r den Test von automatischen Temperaturregelungen in der Fahrzeugklimatisierung
die Komponentenbibliothek von Tummescheit. In Ihrer Vero¨ffentlichung liegen keine
Informationen u¨ber die Rechenzeit und die Genauigkeit der Simulationsmodelle vor.
Modellierungsansa¨tze wie identifizierte Dynamiken ko¨nnen die Rechenzeit physikalisch
motivierter Modelle reduzieren. Diese Begriﬄichkeit und Modellierungstechnik wurde
bisher bei der physikalisch motivierten Modellierung wissenschaftlich nicht eingefu¨hrt
und angewandt.
1.2.3 Dynamische Optimierung von Ka¨ltekreisla¨ufen
Im Bereich der Ka¨lte- und Klimatechnik werden Optimierungsmethoden von Hend-
ricks (2001) eingesetzt, um optimale Auslegungsparameter wie Verdichterhubvolumen,
Expansionsventilquerschnittsfla¨che, Kondensator- und Verbindungsschla¨uchedurchmes-
ser simultan und fu¨r verschiedene nordamerikanische Fahrzyklen zu identifizieren. Hier-
bei spricht man noch von einer statischen Optimierung. Ziel seiner Untersuchung war
die Reduzierung der Systemgesamtmasse und die Bestimmung des optimalen Hoch- und
Niederdruckverha¨ltnisses des Kreislaufs fu¨r dynamische Simulationen. In einer weite-
ren Untersuchung fu¨hrte Hendricks (2002) eine dynamische Optimierung der Drehzahl
von elektrisch betriebenen Verdichtermodellen durch. Es handelt sich hier um eine
Oﬄine-Anwendung der dynamischen Optimierung, da keine reale Anlage fu¨r die Un-
tersuchung eingesetzt wurde. Ziel dieser Untersuchung war die Berechnung zweier
verschiedener Drehzahlstufen eines elektrischen Verdichters, um eine optimale Fahr-
2Controller Area Network
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gastzellenabku¨hlung unter Beru¨cksichtigung der Systemleistungszahl (oder Coefficient
of Performance: COP ) zu bestimmen.
Die Anwendung der dynamischen Optimierung fu¨r die optimale Regelung eines rea-
len Ka¨ltekreislaufs (Online-Anwendung) ist in den Forschungsergebnissen von Leducq
u. a. (2006, 2003) und Larsen u. a. (2005) zu finden. Sie realisierten einen nichtlinearen
pra¨diktiven Regler (Nonlinear Model Predictive Control-NMPC) fu¨r stationa¨re An-
wendungen in der Lebensmittelindustrie. Mit einem Modell niedrigerer Ordnung des
Kreislaufs und einem Optimierungsalgorithmus konnten sie das reale System eines La-
borprototyps regeln und eine Effizienzverbesserung von 8-20 %, je nach Anzahl von
vera¨nderbaren Aktuatoren, erzielen. Diese Regelungsart kann eine zuku¨nftige Lo¨sung
darstellen, um die Effizienz von mobilen Klimaanlagen zu erho¨hen. Pra¨diktive Regler
fu¨r die Fahrzeugklimatisierung sind bisher nicht bekannt (s. Qin u. Badgwell 2003).
Optimierungslo¨ser. Fu¨r die numerische Lo¨sung von dynamischen Optimierungs-
aufgaben ist ein Optimierungslo¨ser erforderlich. Ein Beispiel hierfu¨r ist der Lo¨ser
DAEOPT von Vassiliadis (1993) fu¨r die Modellierungsumgebung gPROMS. Die An-
wendung des DAEOPT-Lo¨sers u¨ber die gPROMS-Schnittstelle ist im Rahmen dieser
Arbeit ein unpraktikabler Weg, da gPROMS sich auf chemische verfahrenstechnische
Aufgaben beschra¨nkt. Ein weit verbreiteter Optimierungslo¨ser fu¨r hochdimensionale
Optimierungsaufgaben ist SNOPT (Gill u. a. 1997). Fu¨r eine effiziente Optimierung
muss der Nutzer jedoch die Gradienten der Zielfunktion liefern. Bei unbekannten
Gradienten der Zielfunktion, wie bei den Anwendungen in dieser Arbeit (kompilierte
Modelica-Modelle), werden diese mit einem finiten Differenz-Schema approximiert, was
zu zeitintensiven Optimierungsrechnungen fu¨hren kann (Kolda u. a. 2003). Ein frei
zuga¨nglicher3 Lo¨ser ist der auf SQP4 basierte HQP5-Lo¨ser von Franke u. a. (2008);
Franke u. Doppelhamer (2005); Franke (1998). Franke nutzte unter anderem das Pro-
gramm ADOL-C von Griewank u. a. (1996) fu¨r die automatische Differentiation der
Zielfunktion nach den parametrisierten Stellgro¨ßen, den so genannten Sensitivita¨ts-
gleichungen, fu¨r eine effiziente Lo¨sung des Optimierungsproblems. Bei der Anwendung
von ADOL-C mu¨ssen allerdings die generierten C-Codes des Modelica-Modells vorhan-
den sein, was bei der Anwendung von kommerziellen Modelica-Simulationsumgebungen
mit zusa¨tzlichen Anschaffungskosten verbunden ist. Des Weiteren kann die Anwendung
von automatischen Differentiationstools fu¨r die im Rahmen dieser Arbeit betrachteten
Modelica-Modelle zu sehr zeitaufwendigen Kopplungsprozessen zwischen dem Opti-
mierungslo¨ser und dem Modelica-Modell fu¨hren. Die Modelica-Simulationsumgebung
SimulationX (ITI-GmbH 2008) bietet eine Schnittstelle zu der Optimierungsplattform
modeFrontier (Esteco s.r.l. 2008). Hierbei werden sowohl gradientenbasierte als auch
gradientenfreie Optimierungsmethoden benutzt. Der Anwendungsbereich von mode-
Frontier beschra¨nkt sich auf statische und multikriterielle Optimierungsaufgaben. Die





Simulationsumgebung Dymola (Dynasim AB 2008) liefert mit dem Paket Design Op-
timierungsalgorithmen fu¨r die Anwendung mit Modelica-Modellen. Die Sta¨rke die-
ses Pakets liegt in der Modellkalibrierung (vgl. Elmqvist u. a. 2005) und kann nur
mit hohem Aufwand fu¨r die dynamische Optimierung benutzt werden. Im Bereich
der Optimierung mit Modelica-Modellen ist von A˚kesson (2007) der Kompiler Opti-
mica fu¨r die Optimica-Syntax, eine Erweiterung von Modelica-Sprachelementen fu¨r
die dynamische Optimierung, entwickelt worden. Der Optimica-Kompiler ist im We-
sentlichen ein Parser von Modelica-Modellen auf die Optimierungsumgebung AMPL
(Algebraic Mathematical Programming Language Fourer u. a. 2003) und befindet sich
derzeit in der Entwicklungsphase. A˚kesson (2007) schla¨gt die Anwendung des bereits
in AMPL integrierten Optimierungslo¨sers IPOPT (vgl. Wa¨chter u. Biegler 2006) vor.
Die meisten aufgefu¨hrten Ansa¨tze fu¨r die dynamische Optimierung technischer Systeme
nutzen gradientenbasierte Optimierungsverfahren, bei denen vertiefte Kenntnisse des
Algebro-Differentialgleichungs(ADGL)-Systems und deren Zusammenspiel mit Lo¨sern
erforderlich sind. Dies wu¨rde die Vorteile der gleichungsbasierten Modellierung (z.B.
mit Modelica) aufheben. Gleichzeitig kann die Optimierung von komplexen Modellen,
die beispielsweise externe Programme nutzen (in dieser Arbeit Stoffdatenbibliothek),
zu fehlerbehafteten und sehr zeitaufwendigen Optimierungsprozessen fu¨hren.
Zusammenfassung des Forschungsbedarfs
Mit Hilfe der vorherigen Status-quo-U¨bersicht la¨sst sich der Forschungsbedarf im Be-
reich der dynamischen Optimierung von CO2-Klimaanlagen wie folgt zusammenfassen:
• Detaillierte Untersuchungen der Stillstandsklimatisierung mit einem Speicherver-
dampfer sind bislang wissenschaftlich nicht vero¨ffentlicht worden. Gleichermaßen
sind die Einflu¨sse auf die Systemleistungsziffer durch einen steuerbaren Nieder-
drucksammler im CO2-Ka¨ltekreislauf nicht bekannt.
• Die bisherigen Modelle von Ka¨ltekreislaufkomponenten konzentrierten sich entwe-
der auf die Reglerkonzeptionierung (MIL) und den Reglertest (HIL) oder auf die
Systemkonzeptionierung der Anlage. Eine Modellierungstechnik, die die Vorteile
dieser drei Gebiete vereint, um die Anforderungen der dynamischen Optimierung
(z.B. Schnelligkeit und Genauigkeit der Simulationsergebnisse) zu erfu¨llen, ist
nicht vorhanden.
• Die bisherigen Ansa¨tze der dynamischen Optimierung technischer Systeme sind
zwar numerisch effizient, beno¨tigen aber viel numerische Erfahrung und vertiefte
Kenntnisse des aus dem Modell entstandenen ADGL-Systems. Eine genauere
Beschreibung des ADGL-Systems ist nicht immer mo¨glich (z.B. bei kompilierten
Modelica-Modellen) und kann zu fehlerbehafteten und zeitaufwendigen Kopp-
lungsprozessen zwischen dem Optimierungstool und den komplexen Modellen
fu¨hren.
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Ausgehend von diesem Forschungsbedarf werden die Ziele und die Vorgehensweise
dieser Arbeit im na¨chsten Abschnitt aufgestellt.
1.3 Ziele der Arbeit und Vorgehensweise
Ziele der Arbeit
Die vorliegende Arbeit bescha¨ftigt sich mit Ansa¨tzen der Simulations- und Optimie-
rungstechnik von mobilen CO2-Klimaanlagen mit innovativen Komponenten. Die Ziele
lassen sich wie folgt zusammenfassen:
• Dynamische Optimierung fu¨r die Identifikation der optimalen Steuerung des Spei-
cherverdampfers und des steuerbaren Niederdrucksammlers bei Betriebsbedin-
gungen der mobilen Anwendungen.
• Verbesserung der Modellierungstechnik fu¨r eine vereinfachte Modellerstellung
und Simulation des Speicherverdampfers und des steuerbaren Niederdrucksamm-
lers.
• Entwicklung einer modellentwicklerfreundlichen Optimierungsbibliothek durch
Auswahl effizienter Optimierungsalgorithmen.
Vorgehensweise
Die Komponenten Verdampfer und Sammler der neuen Modelica-Komponentenbiblio-
thek TIL (Richter 2008) werden fu¨r die physikalische Abbildung eines Speicherver-
dampfers und eines steuerbaren Niederdrucksammlers erweitert. Beide Komponenten
spielen eine entscheidende Rolle bei der Klimatisierung in kritischen Zusta¨nden, wie
beispielsweise im Fahrzeugstillstand. Sie werden in dieser Arbeit durch die dynami-
sche Modellierung der thermophysikalischen Eigenschaften anhand von Betriebspunkt-
Diagrammen und identifizierten dynamischen Effekten (z.B. Trocknungsvorgang des
Speicherverdampfers) betrachtet. Dies verku¨rzt die Rechenzeit, ohne die Modellgenau-
igkeit erheblich zu beeinflussen.
Eine Erstmodellversion der luftseitigen Komponenten fu¨r die Fahrzeugklimatisie-
rung ist fu¨r TIL entwickelt worden. Komponenten wie Gebla¨se, Luftkana¨le und Fahr-
gastzelle werden modelliert. Der Modellierungsansatz beruht auf der Arbeit von Teget-
hoff. Die Komponenten werden benutzt, um die Fahrgastzellenbedingungen wa¨hrend
des Pkw-Stillstands zu untersuchen.
Zur Bestimmung von Modellparametern werden vorhandene Messdaten benutzt.
Zur Verfu¨gung stehen dabei Messdaten einer Fahrgastzelle eines Pkws des A-Segments,
von Speicherverdampfern und von Niederdrucksammlern, wobei es sich bei dem letz-
ten Bauteil nicht um einen steuerbaren Niederdrucksammler handelt. Fu¨r den Nieder-
drucksammler werden allerdings Messungen fu¨r verschiedene O¨lbohrungsdurchmesser
durchgefu¨hrt, was zum Versta¨ndnis des steuerbaren Niederdrucksammlers beitra¨gt.
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Neben der Modellbildung des dynamischen Verhaltens der innovativen Bauteile ist
eine optimale Steuerung ebenso von Interesse. Daher werden die dynamischen Modelle
in einer modellbasierten Steuerungsentwicklung auf Basis der dynamischen Optimie-
rung angewandt. Hierbei ko¨nnen die Ergebnisse der dynamischen Optimierung ein
Ausgangspunkt sein, um das Energiemanagement beispielsweise in der Stillstandskli-
matisierung von Fahrzeugen optimal zu gestalten. Es werden Stand der Technik und
moderne gradientenfreie Optimierungsalgorithmen in einer C/C++-Klassenbibliothek
fu¨r die dynamische Optimierung vorgestellt.
1.4 Aufbau der Arbeit
Der Aufbau dieser Arbeit orientiert sich an dem Flussdiagramm fu¨r die Optimierung
innovativer Systeme (s. Anhang A) und wird in acht Kapiteln dokumentiert.
In Kapitel 2 werden die innovativen Komponenten Speicherverdampfer und steu-
erbarer Niederdrucksammler ero¨rtert. Hierbei soll sowohl eine theoretische Grundlage
u¨ber die Funktionalita¨t und den Anwendungsbereich, als auch eine prima¨re Identifika-
tion der Optimierungspotentiale der beiden Komponenten aufgezeigt werden.
Kapitel 3 beschreibt die Modellerstellung fu¨r die simulative Untersuchung und Opti-
mierung der beiden Komponenten. Das Wa¨rmeu¨bertrager- und das Sammlermodell der
Modelica-Bibliothek TIL (Richter 2008) werden herangezogen und erweitert. Ein neu-
artiger Modellierungsansatz fu¨r die Anwendung in einer modellbasierten Optimierung
wird pra¨sentiert. Dieses Kapitel widmet sich der thermodynamischen (Energie- und
Transportsa¨tze) und physikalisch motivierten (Betriebspunkt-Diagramme) Beschrei-
bung der innovativen Komponenten Speicherverdampfer und steuerbarer Niederdruck-
sammler.
Kapitel 4 beschreibt die Methode fu¨r die experimentelle Kalibrierung von Modelica-
Modellen fu¨r die Anwendung bei einer dynamischen Optimierungsrechnung. Die fu¨r
diese Arbeit relevanten Optimierungsalgorithmen werden eingefu¨hrt und die Modelle
anhand bestehender Messdaten kalibriert.
In Kapitel 5 werden die kalibrierten Modelle eingesetzt, um deren dynamisches
Verhalten zu simulieren.
In Kapitel 6 wird eine Optimierungsbibliothek fu¨r die gradientenfreie dynamische
Optimierung von Modelica-Modellen eingefu¨hrt. Hier werden relevante Aspekte der
dynamischen Optimierung fu¨r die Fahrzeugklimatisierungsapplikation betrachtet. Fu¨r
die U¨berpru¨fung der Bibliothek wird ein einfaches thermodynamisches Testproblem
angewandt, welches eine Einfu¨hrung zu praxisnahen Applikationen in Kapitel 7 dar-
stellt.
In Kapitel 7 wird die optimale Steuerung der beiden Komponenten vorgestellt. Die
Optimierungsergebnisse werden ausfu¨hrlich diskutiert.
In Kapitel 8 werden sowohl die Zusammenfassung dieser Arbeit als auch ein Aus-






Innovative Komponenten ko¨nnen die Umweltfreundlichkeit und die Effizienz von mo-
bilen CO2-Klimaanlagen erheblich steigern. Zwei Beispiele dieser Komponenten sind
hierbei der Speicherverdampfer und der steuerbare Niederdrucksammler. Ein Spei-
cherverdampfer kann beispielsweise bei der Stillstandsklimatisierung mit autarken Kli-
matisierungssystemen eingesetzt werden. Ein steuerbarer Niederdrucksammler kommt
z.B in einem CO2-Ka¨ltekreislauf zum Einsatz, um Verdichtungsendtemperatur und
Effizienz der Anlage zu steuern. In diesem Kapitel werden die Komponenten Speicher-
verdampfer und steuerbarer Niederdrucksammler erla¨utert und deren Funktionsweise
und Optimierungspotentiale identifiziert. Eine konkrete Formulierung der dynamischen
Optimierungsaufgaben ist am Ende dieses Kapitels gegeben.
2.1 Speicherverdampfer
Unter Speicherverdampfern versteht man diejenigen Verdampfer, die die latente Wa¨rme
von Phasenu¨bergangsmaterialien nutzen. Phasenu¨bergangsmaterialien (in der eng-
lischsprachigen Literatur PCM, phase change material) werden in den verschiedensten
Bereichen eingesetzt, um die gespeicherte latente Energie fu¨r Klimatisierungszwecke
auszunutzen. Ein weitverbreiteter stationa¨rer Anwendungsbereich ist die Geba¨ude-
klimatisierung (vgl. Mehling 2006, 2004). Die Anwendung von Phasenu¨bergangsma-
terialien in der mobilen Anwendung wie der Fahrzeugklimatisierung entstand durch
die Start-Stopp-Funktionalita¨t von Hybridfahrzeugen (Heckenberger 2007; Guyonvarch
2006). Mit der Start-Stopp-Funktionalita¨t sollen u¨berflu¨ssiger Kraftstoffverbrauch und
dementsprechend Treibhausgas-Emissionen wa¨hrend des Pkw-Leerlaufs wie beispiels-
weise an der Ampel vermindert werden. Die Start-Stopp-Funktionalita¨t von Micro-
Hybridfahrzeugen (s. Heckenberger 2007) fu¨hrt zu einer Komforteinschra¨nkung, da
der riemengetriebene Verdichter bei abgeschaltetem Verbrennungsmotor nicht arbeitet.
Ein Lo¨sungsansatz fu¨r die Behebung der Komforteinschra¨nkung wa¨hrend der Start-
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Stopp-Funktionalita¨t ist die Anwendung eines Phasenu¨bergangsmaterials im Verdamp-
fer, das Wa¨rme aus der Luft wa¨hrend der Start-Stopp-Funktionalita¨t entziehen soll und
dadurch die Fahrgastzellentemperatur aufrechterha¨lt. Damit ist die Klimatisierung der
Fahrgastzelle wa¨hrend des Pkw-Stillstands unabha¨ngig vom Verbrennungsmotor, was
dem Prinzip eines autarken bzw. autonomen Klimatisierungssystems entspricht (vgl.
Manski u. a. 2006; Vollmer u. a. 2004).
2.1.1 Speicherverdampferprototyp
Verschiedene Konzepte von Speicherverdampferprototypen werden untersucht und wei-
terentwickelt. Haller u. a. (2007) beschreiben verschiedene Techniken, wie das Spei-
chermaterial in die Verdampferrohre eingesetzt werden kann. Grossmann u. a. (2007)
schlagen demgegenu¨ber die Konstruktion eines Speicherverdampfers lediglich durch die
Erweiterung eines handelsu¨blichen Pkw-Verdampfers mit einer dritten Ebene, in dem
das Phasenu¨bergangsmaterial eingebaut ist, vor (s. Abbildung 2.1). Es handelt sich
hierbei um einen Kreuzstrom-Flachrohrwa¨rmeu¨bertrager (MPET: multiple port ex-
truded tubes). Der Name Kreuzstrom entstand durch die perpendikula¨re Stro¨mungs-
richtung der beiden Fluidstro¨me (Luft und Ka¨ltemittel CO2). Der Wa¨rmeu¨bertrager
besitzt zwei Beha¨ltersa¨tze (two tanks), um das Ka¨ltemittel durch die Flachrohre zu
leiten. Das Phasenu¨bergangsmaterial wird in ein Rohr-in-Rohr-System in den Pkw-
Verdampfer eingesetzt (Heckenberger 2007). Das innere Rohr wird mit Ka¨ltemittel
durchstro¨mt, wa¨hrend der Raum zwischen Innen- und Außenrohr (s. Abbildung 2.1)
























Abbildung 2.1: Links: Speicherverdampfer-Prototyp aus Grossmann u. a. (2007).




Ein Speicherverdampfer soll wenig Zusatz-Bauraum in einem Klimagera¨t beanspru-
chen. Der Prototyp beispielsweise aus Abbildung 2.1 beno¨tigt im Vergleich zu einem
handelsu¨blichen Verdampfer nur geringfu¨gig mehr Bauraum und passt dadurch in die
meisten derzeit existierenden Klimagera¨te (Heckenberger 2007). Im Rahmen dieser
Arbeit wird ein mathematisches Modell eines Speicherverdampfers im Hinblick auf die
Entwicklung einer optimalen Steuerungsstrategie fu¨r die Aufrechterhaltung des ther-
mischen Komforts wa¨hrend des Pkw-Stillstands implementiert. Ein wichtiger Aspekt
bei der Modellerstellung ist die Beschreibung der Geometrie des Verdampfers. Fu¨r
die Anwendung in einer dynamischen Optimierung ist eine geeignete vereinfachte Be-
schreibung der Geometrie sehr wichtig. Diese geeignete Beschreibung sollte sich an der
Charakterisierung der Wa¨rme- und Impulsu¨bertragungsmechanismen anhand charak-
teristischer Gro¨ßen orientieren. Ko¨hler (2003b) und Polifke u. Kopitz (2005) geben
einen guten U¨berblick u¨ber die charakteristischen Gro¨ßen von geometrischen Grund-
formen. Ein vereinfachter Satz der geometrischen Gro¨ßen wird in Anhang B na¨her
erla¨utert.
2.1.2 Leistungsbedarf in der Stillstandsklimatisierung
Ein erster Schritt fu¨r die Durchfu¨hrung einer dynamischen Optimierung ist die Identi-
fikation der sensitiven Prozessgro¨ßen des zu optimierenden Systems (Marquardt 2003).
Mit den sensitiven Prozessgro¨ßen sind die Prozessgro¨ßen gemeint, die fu¨r die Pro-
zessfu¨hrung relevant sind und dadurch ein erho¨htes Optimierungspotential darstellen.
In diesem Abschnitt werden Prozessgro¨ßen wa¨hrend des Pkw-Stillstands identifiziert.
Die erste zu identifizierende Prozessgro¨ße ist die Ka¨lteleistung. Brandes u. a. (2006)
und Vollmer u. a. (2004) fu¨hrten Untersuchungen zum Ka¨lteleistungsbedarf eines Pkws
im Stillstand durch. Eine genaue Beschreibung des Ku¨hlleistungsbedarfs ist nicht im-
mer leicht ermittelbar und ha¨ngt von vielen Faktoren wie Wetterbedingungen, Pkw-
Typ und Anzahl der Insassen ab. Diese Faktoren lassen sich in Tabelle 2.1 in zwei
Szenarien darstellen.
Da sich die Szenarien aus Tabelle 2.1 auf extreme Situationen beziehen, wird fu¨r den
Leistungsbedarf wa¨hrend des Pkw-Stillstands von einem gemittelten Wert des Ka¨ltelei-
stungsbedarfs Q˙still = 2.7 [kW ] beider Szenarien ausgegangen. Mit Hilfe des gemittel-
ten Ka¨lteleistungsbedarfs ist es mo¨glich, eine Aussage u¨ber die Phasenu¨bergangsmaterial-
masse zu treffen (vgl. Abschnitt 2.1.4), die in spa¨teren Abschnitten bei der dynami-
schen Optimierung mit dem Speicherverdampfermodell eingesetzt wird.
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Tabelle 2.1: Ka¨lteleistungsbedarf eines Pkws fu¨r zwei extreme Szenarien wa¨hrend des









Anzahl der Insassen 5 2
Solare Wa¨rmestrahlung 1.25 [kW ] 0.75 [kW ]
Wa¨rmeabgabe der Insassen
Sensibler Anteil 0.4 [kW ] 0.15 [kW ]




Gesamt 3.3 [kW ] 2.2 [kW ]
Neben der Ka¨lteleistung ist fu¨r das Pkw-Energiemanagement wa¨hrend des Still-
stands die elektrische Leistung von großer Bedeutung. Vollmer u. a. (2004) stellen
den Bedarf der elektrischen Leistung fu¨r ein autarkes Klimasystem dar. Dieser Bedarf
ist in Abbildung 2.2 dargestellt. Anhand Abbildung 2.2 ist zu erkennen, dass der Ver-
brauch der Gebla¨se bei u¨ber 70 % der elektrischen Leistung liegt, wa¨hrend alle anderen























    






























































Abbildung 2.2: Elektrischer Leistungsbedarf eines Klimasystems wa¨hrend des Still-
stands, aus Vollmer u. a. (2004).




Eine Strategie fu¨r die Minimierung des Kondensator-Gebla¨se-Verbrauchs ist bei-
spielsweise die Senkung des luftseitigen Druckabfalls durch die Berechnung von opti-
malen Louver-Winkeln der Lamellen des Kondensators (vgl. Correia u. a. 2007). Fu¨r
die Minimierung des elektrischen Verbrauchs des Innenraum-Gebla¨ses ko¨nnen bei-
spielsweise Gebla¨se mit vera¨nderbaren Drehzahlen zum Einsatz kommen. Ein solches
Gebla¨se wird im Rahmen dieser Arbeit eingesetzt, um eine verbrauchs- und regeltech-
nischoptimale Steuerung des Innenraum-Gebla¨ses wa¨hrend des Pkw-Stillstands oﬄine
zu untersuchen, da dieses Nebenaggregat sowie das Kondensator-Gebla¨se eine bedeu-
tende Rolle im Energiemanagement des Pkw-Stillstands spielen (s. Abbildung 2.2).
2.1.3 Stillstandszeiten
Fu¨r die Entwicklung analytischer Regelungsstrategien, basierend auf dynamischer Op-
timierung, ist die Ermittlung des Steuerungszeithorizonts fu¨r die Pra¨diktion des zu
steuernden Systems notwendig (s. z.B. Kok u. a. 2007; Findeisen u. a. 2001). Beim
Speicherverdampfer ist der maximale Steuerungszeithorizont auf die Stillstandszeit des
Pkws beschra¨nkt. Eine allgemeingu¨ltige Stillstandszeit fu¨r die mobile Anwendung
la¨sst sich sehr schwer definieren. Um sich einem realita¨tsnahen Richtwert anzuna¨hern,
ko¨nnen dafu¨r statistische Untersuchungen durchgefu¨hrt werden. Eine Untersuchung
dieser Art fu¨r Verkehrsbedingungen im Großraum Stuttgart wurde von Fried u. a.
(2001) vero¨ffentlicht (s. Abbildung 2.3).
Diese Studie hat im Vergleich zu synthetisch generierten Fahrzyklen (z.B. NEFZ-
Neuer Europa¨ischer Fahrzyklus, s. Anhang D) den Vorteil, dass sie dem realen Fahr-
verhalten na¨hersteht. Sie wird deshalb in dieser Arbeit als Ausgangspunkt fu¨r die
Bestimmung der Stillstandszeit bevorzugt. Fu¨r diese statistische Studie diente eine
Strecke von 60 km als Referenz. Fu¨r die Ermittlung der statistischen Daten wurde die
Strecke mit verschiedenen Fahrern und zu unterschiedlicher Uhrzeit insgesamt 100-mal
gefahren. Die Fahrer sind pro Strecke im Durchschnitt 38-mal in den Stillstand gera-
ten. Die Ha¨ufigkeit der Stillstandszeiten ist in Abbildung 2.3 dargestellt. Daraus la¨sst
sich schließen, dass ca. 90 % der Stillstandszeiten ku¨rzer als 40 s sind. Dieser Wert
kann je nach Fahrzeugtyp und Fahrzeughersteller unterschiedlich sein. Er wird jedoch
im Rahmen dieser Arbeit als Referenz-Stillstandszeit fu¨r die dynamische Optimierung
angenommen (tstill = 40 s).
2.1.4 Identifikation des Phasenu¨bergangsmaterials
In diesem Abschnitt werden sowohl das Phasenu¨bergangsmaterial als auch die notwen-
dige Materialmasse fu¨r die Fahrzeugklimatisierung im Stillstand mit dem Speicherver-
dampfer identifiziert. Die Phasenu¨bergangstemperatur soll fu¨r die Anwendung in der
Fahrzeugklimatisierung zwischen 2 und 7 ◦C liegen, um beispielsweise die Vereisungs-
problematik des Verdampfers zu vermeiden (s. z.B. Albert u. a. 2008; Welling u. a.
2008). Es wird von einem fest-flu¨ssigen Phasenu¨bergangsmaterial ausgegangen, da
dieses fu¨r die Fahrzeugklimatisierung einfach zu handhaben ist (s. Manski u. a. 2006).
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Abbildung 2.3: Ha¨ufigkeit der Stillstandszeiten bei realen Verkehrsbedingungen nach
Fried u. a. (2001).
Eine Klassifizierung der fest-flu¨ssigen Phasenu¨bergangsmaterialien fu¨r diesen Tempe-
raturbereich ist in (Abhat 1983) und (Zalba u. Mehling 2003) zu finden und wird in























Im Wesentlichen unterscheiden sich die PCMs in organische und anorganische Sub-
stanzen. Diese wiederum unterteilen sich jeweils in eutektische Gemische (Eutektikum)
mit einer definierten Schmelztemperatur und Gemische mit einem Temperaturintervall.
Ein anderer zu betrachtender Aspekt der Phasenu¨bergangsmaterialien ist die Korro-
sivita¨t insbesondere Metallen gegenu¨ber. Cabeza u. a. (2005) fu¨hrten Untersuchungen
u¨ber Korrosivita¨t von Salzhydraten durch und stellten fest, dass diese PCMs eine hohe
Korrosivita¨t Aluminium und Stahl gegenu¨ber aufweisen und deswegen die Anwendung
mit diesen Metallen als ungeeignet erscheint. Dies ist bei paraffinartigen Materialien
nicht der Fall, da diese praktisch chemisch innert sind (Rubitherm-GmbH 2008). Un-
ter Beru¨cksichtigung der erwa¨hnten Eigenschaft, wird fu¨r die Anwendung in dieser
Arbeit davon ausgegangen, dass sich ein paraffinartiges Phasenu¨bergangsmaterial gut
eignet. In Abbildung 2.5 ist der Phasenu¨bergang eines reinen Latentmediums und ei-
nes paraffinartigen Gemisches in einem Temperatur-Enthalpie-Diagramm schematisch




























Abbildung 2.5: Links: Schematische Darstellung des Temperatur-Enthalpie-
Diagramms eines Reinstoffs. Rechts: Phasenu¨bergangsvorgang
eines Mehrstoffsystems mit Hysterese (s. Glu¨ck 2006; Hiebler 2006).
Beim Reinstoff ist eine definierte Phasenu¨bergangstemperatur zu beobachten. Im Ge-
genteil dazu ist fu¨r ein reales Gemisch, beispielsweise aus langkettigen Paraffinen, eine
Hysterese zu erwarten (Glu¨ck 2006). Es bildet sich hierbei ein Temperaturintervall
wa¨hrend des Phasenu¨bergangs. Durch dieses Verhalten gilt der Phasenu¨bergang als
Prozessgro¨ße, da der Schmelzvorgang bzw. der Erstarrungsvorgang wegabha¨ngig sind.
Ein vereinfachter Modellierungsansatz fu¨r die Abbildung der Hysterese des Latentme-
diums wird in Abschnitt 3.1.1 na¨her betrachtet.
In Tabelle 2.2 sind Herstellerdaten7 zweier handelsu¨blicher Latentmedien auf Paraf-
fin-Basis zusammengefasst. Beim Vergleich der Schmelz- und Erstarrungstemperatur
wird deutlich, dass die Problematik mit der Verdampfervereisung bei einem paraffin-
basierten Latentmedium u¨berwunden ist. Andere Probleme wie eine niedrige Wa¨rme-
leitfa¨higkeit von λ = 0, 2 W/mK treten hingegen auf. Dieser Wert entspricht ei-
7Daten aus dem Katalog der Fa. Rubitherm-GmbH http://www.rubitherm.de.
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nem ca. 1000-mal kleineren Faktor als der Wert von Aluminium λ = 215 W/mK,
dem Grundbaumaterial eines Pkw-Verdampfers. Bei ungu¨nstig eingesetztem Paraffin
(dicke Schichten) kann es dazu kommen, dass eine Aufladung bzw. eine Wiedererstar-
rung des Latentmediums nach dem Stillstand durch den hohen Wa¨rmeleitwiderstand
ineffizient verla¨uft. Hierbei kann bei der geometrischen Auslegung ein hohes Opti-
mierungspotential identifiziert werden. Da diese Arbeit sich mit einer dynamischen
Optimierung des gesamten Stillstandsklimatisierungsprozesses bescha¨ftigt, bleibt diese
Untersuchung zuku¨nftigen Forschungsarbeiten vorbehalten.
Tabelle 2.2: Thermophysikalische Eigenschaften zweier handelsu¨blicher Latentwa¨rme-
speichermaterialien auf Paraffin-Basis.
Thermophysikalische Paraffin
Gro¨ße Bezeichnung RT-2 RT-5 Einheit
Schmelztemperatur ϑs 6 7 [
◦C]
Erstarrungstemperatur ϑer 2 5 [
◦C]






















Wa¨rmeleitfa¨higkeit λ 0.2 0.2 [ W
mK
]
Mit der erforderlichen Ka¨lteleistung im Stillstand (vgl. Abschnitt 2.1.2), der Still-
standszeit (vgl. Abschnitt 2.1.3) und den thermophysikalischen Eigenschaften des La-
tentspeichermediums (Tabelle 2.2) la¨sst sich die Phasenu¨bergangsmaterial-Menge fu¨r
die Stillstandsklimatisierung bestimmen. Das Kontrollvolumen des PCM-Materials in





Abbildung 2.6: Kontrollvolumen des PCM-Materials.
Beim Aufstellen des ersten Hauptsatzes der Thermodynamik (s. z.B. Ko¨hler 2003a)

















ist es mo¨glich, die PCM-Masse zu bestimmen. Die Dichte des PCM ist % und u ent-
spricht der spezifischen inneren Energie des PCM mit:
u = h− pu · v, (2.2)
wobei h der spezifischen Enthalpie und v dem spezifischen Volumen bei Umgebungs-
druck pu des PCMs entsprechen. Unter der Voraussetzung, dass sich die kinetische
und die potentielle Energie der sich zwischen Außen- und Innenrohr befindenden Lat-










pu · dVkv, (2.3)
wobei mPCM der gesuchten PCM-Masse entspricht. Die Integrationsgrenzen sind die
Zusta¨nde des Phasenu¨bergangsmaterials bei Anfang (0) und Ende (e) der Stillstandskli-
matisierung. Die erforderliche Ka¨lteleistung fu¨r die Stillstandsklimatisierung ist Q˙still,
welche in Abschnitt 2.1.2 betrachtet wurde. Die Integrationsgrenze tstill entspricht der
Stillstandszeit (s. Abschnitt 2.1.3). Fu¨r den Fall, dass das Kontrollvolumen Vkv um










Die Zustandsa¨nderung dh des homogenen Speichermaterials (ohne Phasenwechsel) wa¨hr-
end des Pkw-Stillstands kann mit Hilfe der thermodynamischen Zustandsfunktion in
der extensiven Form in Abha¨ngigkeit von Temperatur, Druck und Molmenge aus-
gedru¨ckt werden:





















A¨ndern sich der Druck dp = 0 und die Molmenge der Komponenten k im PCM-Gemisch
dnk = 0 nicht, kann die spezifische Enthalpiea¨nderung des PCMs aus Gleichung 2.5
hergeleitet werden:
dH = nCpdT bzw. dh = cpdT (Intensive Form). (2.6)
Betrachtet man beispielsweise nur den Schmelzvorgang des paraffinartigen Materials
RT-2 aus Tabelle 2.2, gilt die Gleichung 2.6 nicht und die Enthalpiea¨nderung des PCMs
wird wie folgt berechnet: ∫ e
0
dh = ∆hs. (2.7)
Mit dieser Zustandsa¨nderung ist eine PCM-Masse von ca. mPCM = 0.57 kg erforder-
lich, um den Ku¨hlkomfort wa¨hrend der Stillstandsklimatisierung zu gewa¨hrleisten. Da
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cpf · dT + ∆hs +
∫ Te
Ter
cpfl · dT, (2.8)
wobei die Integrationsgrenzen Ts und Ter der Schmelztemperatur bzw. der Erstar-
rungstemperatur des Latentmediums entsprechen (s. Abbildung 2.5). Die spezifische
Wa¨rmekapazita¨t bei konstantem Druck des Phasenu¨bergangsmaterials im festen Zu-
stand ist durch cpf gekennzeichnet. Die spezifische Wa¨rmekapazita¨t bei konstantem
Druck des Phasenu¨bergangsmaterials im flu¨ssigen Zustand ist cpfl. Die Temperaturen
T0 und Te sind die Temperaturen des PCMs vor bzw. nach dem Phasenu¨bergang.
Der Endzustand e wird anhand der Schwu¨lgrenztemperatur der Luft bestimmt. Die
Schwu¨lgrenztemperatur der Luft bei der Geruchsbildung entstehen kann, wird bei ei-
ner relativen Feuchte von ϕ = 100 % (Luftfeuchte am Verdampferaustritt) bei 15 ◦C
(Heckenberger 2007) festgelegt. Fu¨r die Reglerkonzeptionierung wird diese Grenze auf
11 ◦C heruntergesetzt. Mit Hilfe dieser Information und der Gleichung 2.8 kann die
PCM-Masse auf ca. mPCM = 0.38 kg verringert werden. Diese PCM-Masse wird von





In den Abbildungen 2.7 und 2.8 sind das Schaltbild-Diagramm bzw. das Mollierdia-
gramm (Druck-Enthalpie-Diagramm) einer CO2-Klimaanlage fu¨r die mobile Anwen-
dung aufgezeigt. Es wird von einem idealen Ka¨ltekreislauf mit innerem Wa¨rmeu¨ber-
trager und Niederdrucksammler zwischen Verdampfer und innerem Wa¨rmeu¨bertrager
(IWU¨) nach Lorentzen u. Pettersen (1993) ausgegangen. Das Ka¨ltemittel CO2 erfa¨hrt
in dieser Konfiguration folgende Zustandsa¨nderungen:
À→Á: Das Ka¨ltemittel wird vom Verdampfungsdruck (Niederdruck) auf den
Hochdruck isentrop verdichtet. Da der Hochdruck oberhalb des kritischen Punk-
tes (KP) des CO2 (pkrit= 73.77 bar, ϑkrit = 30.98
◦C) liegt, wird hier von einer
transkritischen Prozessfu¨hrung gesprochen.
Á→Â: Im Idealfall ku¨hlt sich das transkritische Ka¨ltemittel im Gasku¨hler bis auf
die Umgebungstemperatur ϑu=40
◦C ab.
Â→Ã: Ideale Unterku¨hlung bei konstantem Druck des Ka¨ltemittels durch den
inneren Wa¨rmeu¨bertrager bis 25 ◦C.
Ã→Ä: Isenthalpe Expansion im Expansionsventil bis zum Verdampfungsdruck.
Ä→Å: Isobare Verdampfung des Ka¨ltemittels bei konstant niedriger Tempera-
tur. Im Niederdrucksammler Å wird das nicht verdampfte Ka¨ltemittel (flu¨ssiges
Ka¨ltemittel) vom gasfo¨rmigen Ka¨ltemittel getrennt.
Å→À: U¨berhitzung des Ka¨ltemittels durch den inneren Wa¨rmeu¨bertrager (IWU¨)
















Abbildung 2.7: Schaltbild der CO2-Klimaanlage fu¨r die mobile Anwendung.
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Abbildung 2.8: Druck-Enthalpie-Diagramm des idealen transkritischen CO2-Ka¨lte-
kreislaufs aus Abbildung 2.7.
In CO2-Klimaanlagen, wie der in Abbildung 2.7 aufgezeigten, wird der Niederdruck-
sammler zwischen den inneren Wa¨rmeu¨bertrager (IWU¨) (vgl. Punkt Å in Abbildung
2.7) und den Verdampfer gelegt, um betriebszustandsabha¨ngige Ka¨ltemittelverlage-
rungen zwischen Hochdruck- und Niederdruckseite zu kompensieren und damit eine
optimale Systemleistung fu¨r die verschiedenen Umgebungsbedingungen zu gewa¨hrlei-
sten (Raiser 2005). Fu¨r eine niedrige Umgebungstemperatur, bei der das Ka¨ltemittel
eventuell nicht komplett verdampft ist, kann das u¨berschu¨ssige Ka¨ltemittel im Nie-
derdrucksammler gespeichert werden. Zusa¨tzlich wird der Niederdrucksammler so di-
mensioniert, dass der Ka¨ltemittelverlust durch Undichtigkeit, wie beispielsweise an den
Verbindungsstellen, der Verdichterwellendichtung und an den Schla¨uchen, entlang der
Systemlebensdauer kompensiert werden kann.
Mit einem steuerbaren Niederdrucksammler ist es mo¨glich, die Austrittsenthalpie
bzw. den Austrittsdampfgehalt des Ka¨ltemittels durch eine Vera¨nderung des O¨lboh-
rungsdurchmessers zu steuern. Eine mo¨gliche Konfiguration eines steuerbaren Nieder-
drucksammlers ist in Abbildung 2.9 schematisch dargestellt. Bei Punkt Æ tritt das
Ka¨ltemittel aus dem Verdampfer in den Niederdrucksammler ein. Nicht verdampf-
tes Ka¨ltemittel (flu¨ssiges Ka¨ltemittel) sammelt sich am Boden des Niederdrucksamm-
lers. Das abgetrennte gasfo¨rmige Ka¨ltemittel stro¨mt durch den
”
J“-Rohr-Eingang ein
(s. Punkt Ç). Die Ru¨ckfu¨hrung des Verdichterschmiero¨ls ist durch die Bohrung im
”
J“-Rohr gewa¨hrleistet (Punkt È). Bei Punkt È mischen sich gasfo¨rmiges und flu¨ssi-
ges Ka¨ltemittel erneut, was die Enthalpie bzw. den Dampfgehalt am Niederdruck-
sammleraustritt (Punkt É) bestimmt. Bei einem steuerbaren Niederdrucksammler ist
es mo¨glich, durch A¨nderung des O¨lbohrungsdurchmessers den Dampfgehalt am Nie-
derdrucksammleraustritt je nach Einstellung des elektronischen Ventils (e-Ventil) zu
erho¨hen bzw. zu verringern (s. Abbildung 2.9). Es ist damit mo¨glich, die Endtempe-
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ratur der Niederdruckseite im inneren Wa¨rmeu¨bertrager (vgl. Punkt À in Abbildung
2.8) und dementsprechend die Verdichtungsendtemperatur (vgl. Punkt Á∗) zu steuern.
Eine A¨nderung des Dampfgehalts verursacht gleichzeitig eine A¨nderung der System-
leistungsziffer, wie in Abschnitt 2.2.2 gezeigt wird. Die beiden aufgezeigten Effekte
ko¨nnen als neue Funktionalita¨ten dieser innovativen Komponente charakterisiert wer-
den. Im Rahmen dieser Arbeit werden die Einflu¨sse der neuen Funktionalita¨t anhand













Abbildung 2.9: Prototyp eines steuerbaren Niederdrucksammlers aus (Hirota 2005).
2.2.1 Abscheide-Wirkungsgrad als Stellgro¨ße
Bevor die neuen Funktionalita¨ten anhand einer Variation des Abscheide-Wirkungsgrads





bzw. ηS := xout, (2.9)
wobei xout dem Dampfgehalt am Sammleraustritt (s. Punkt É in Abbildung 2.9) und
x′′ = 1 dem Dampfgehalt des Ka¨ltemittels im gesa¨ttigten Dampfzustand entsprechen.
Mit Hilfe dieser Bewertungsgro¨ße ist es mo¨glich, den Niederdrucksammler bezu¨glich sei-
nes Abscheide-Wirkungsgrads zu charakterisieren. Wenn beispielsweise der Abscheide-
Wirkungsgrad ηs = 1 betra¨gt, folgt eine 100%-ige Trennung des flu¨ssigen vom gasfo¨rmi-
gen Ka¨ltemittel im Niederdrucksammler. Der Abscheide-Wirkungsgrad la¨sst sich in
erster Na¨herung mit dem O¨lbohrungsdurchmesser φ folgendermaßen korrelieren: Bei
einer geschlossenen Bohrung (φ = 0) weist der Sammler einen Abscheide-Wirkungsgrad
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ein. Beim O¨ffnen der O¨lbohrung (φ > 0) mischt sich flu¨ssiges Ka¨ltemittel aus dem
Sammlerboden mit dem gasfo¨rmigen Ka¨ltemittel im
”
J“-Rohr. Demzufolge sinken der
Dampfgehalt am Sammleraustritt und daraus folgend der Abscheide-Wirkungsgrad.
Die Details dieses Modellierungsansatzes werden anhand eines fu¨r die dynamische Op-
timierung entwickelten Betriebspunkt-Diagramms in Abschnitt 3.2.2 na¨her dargestellt.
Setzt man den Wirkungsgrad aus Gleichung 2.9 als Stellgro¨ße des CO2-Ka¨ltekreis-
laufs so ist es mo¨glich, neue Funktionalita¨ten im Gesamtka¨ltekreislauf zu untersuchen.
Im na¨chsten Abschnitt wird eine Variation dieser Stellgro¨ße fu¨r einen typischen CO2-
Ka¨ltekreislauf fu¨r die mobile Anwendung durchgefu¨hrt.
2.2.2 Neue Funktionalita¨ten im CO2-Ka¨ltekreislauf
Fu¨r die Identifikation der Optimierungspotentiale durch eine Variation des Abscheide-
Wirkungsgrads eines steuerbaren Niederdrucksammlers, wird eine theoretische Analyse
mit einer mobilen CO2-Klimaanlage unter den in Tabelle 2.3 aufgestellten Randbedin-
gungen durchgefu¨hrt.
Tabelle 2.3: Betriebsbedingung der CO2-Klimaanlage fu¨r die mobile Anwendung.
Umgebungstemperatur Verdampfungstemperatur Optimaler Hochdruck
ϑ [◦C] ϑ [◦C] phd [bar]
40 5 108
Es wird von einem idealen Gasku¨hler ausgegangen, um die Effekte der Variation an-
schaulich zu machen. Der Druckabfall in den Rohren und den Komponenten der Anlage
wird vernachla¨ssigt. Mit der Variation der Stellgro¨ße
”
Abscheide-Wirkungsgrad“ wer-
den hierbei die Wirkung der zwei neuen Funktionalita¨ten Erho¨hung der Systemlei-
stungsziffer und Verdichterku¨hlung aufgezeigt.
Erho¨hung der Systemleistungsziffer
Bei der Betrachtung dieser Funktionalita¨t wird zuerst von einem Abscheide-Wirkungs-
grad von ηS = 0.95 (Kreislauf (I) in Abbildung 2.10) und einer isentropen Verdichtung
ausgegangen. Die Niederdruckseite des inneren Wa¨rmeu¨bertragers befindet sich im
Zweiphasengebiet (s. Zustandsa¨nderung Å→À in Abbildung 2.10). Fu¨r diese Situa-
tion saugt der Verdichter Ka¨ltemittel im gesa¨ttigten Dampfzustand und komprimiert
das Gas isentrop bis zum Zustand Á∗. Verbessert sich der Abscheide-Wirkungsgrad
auf ηS = 1.0 (s. Kreislauf (II) in Abbildung 2.10), verschiebt sich der gesamte Kreislauf
in Richtung des Gasgebiets. In dieser Situation ist die Niederdruckseite des inneren
Wa¨rmeu¨bertragers vollsta¨ndig im Gasgebiet. Die Unterku¨hlung bzw. U¨berhitzung
des CO2 ist bei Situation (II) kleiner als bei Situation (I). Als Folge dieser unter-
schiedlichen U¨berhitzungen und Unterku¨hlungen des inneren Wa¨rmeu¨bertragers, sind
unterschiedliche Verschiebungen der Punkte Ä und Å im p-h-Diagramm in Abbil-
dung 2.10 zu erwarten. Dieser Unterschied macht sich beim graphischen Vergleich der
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Verdampfungsstrecken (I) und (II) bemerkbar (Zustandsa¨nderung Ä→Å). Fu¨r die Un-
tersuchung dieses Unterschieds auf die Systemleistungsziffer des Ka¨ltekreislaufs, sind
die Ku¨hlleistung und die Verdichterleistung erforderlich. Die Ku¨hlleistung ist wie folgt
berechnet:
∆H˙KM = m˙eff · (h6 − h5) , (2.10)
wobei sich der vom Verdichter effektiv geforderte Massenstrom m˙eff wie folgt errechnen
la¨sst:
m˙eff = λeff · VHub · n · %(ps, Ts). (2.11)
Der Verdichter-Liefergrad ist λeff und %(ps, Ts) entspricht der Ka¨ltemitteldichte am
Verdichtersaugstutz. Die Gro¨ßen VHub und n entsprechen dem Hubvolumen bzw. der
Drehzahl des Verdichters.













































Abbildung 2.10: A¨nderung des Abscheide-Wirkungsgrads des Niederdrucksammlers.
Die technische Verdichterleistung kann mit Zuhilfenahme des effektiv geforderten
Massenstroms wie folgt berechnet werden:
P˙tech = m˙eff · (h2 − h1) . (2.12)
Die spezifische Enthalpiedifferenz (h2 − h1) fu¨r die Situationen (I) und (II) a¨ndert sich
in erster Na¨herung nur geringfu¨gig. Die Senkung des effektiv geforderten Ka¨ltemit-
telmassenstroms durch die Dichteabnahme am Verdichtersaugstutz bei Situation (II)






h2 − h1 , (2.13)
25
2. Grundlagen der innovativen Komponenten fu¨r mobile CO2-Klimaanlagen
und damit gilt:
COP(II) > COP(I) da (h6 − h5)(II) > (h6 − h5)(I). (2.14)
Dieses Optimierungspotential wird anhand von Simulationen des gesamten Ka¨ltekreis-
laufs mit einem Niederdrucksammlermodell in Abschnitt 5.2 na¨her untersucht.
Verdichterku¨hlung
Bei einer realen Anlage kann die Verbesserung des Abscheide-Wirkungsgrads des Samm-
lers zu einer Erho¨hung der Ka¨ltemitteltemperatur am Ausgang des inneren Wa¨rmeu¨ber-
tragers (Punkt À) und damit zu einer Erho¨hung der Ka¨ltemitteltemperatur am Ver-
dichteraustritt (Punkt Á) fu¨hren. Hohe Ka¨ltemitteltemperaturen ko¨nnen zur Zerset-
zung des Schmiero¨ls fu¨hren und damit die Lebensdauer des Verdichters ku¨rzen. Die spe-
zifische Enthalpie (und daraus die Temperatur) des Ka¨ltemittels am Verdichteraustritt
la¨sst sich anhand des isentropen Verdichterwirkungsgrads folgendermaßen berechnen:
ηisen−V erd =
(hd)s=konst − hs
hd − hs bzw. ηisen−V erd =
h2∗ − h1
h2 − h1 , (2.15)
wobei hd und hs der Enthalpie des Ka¨ltemittels am Verdichteraus- bzw. -eintritt
entsprechen. Die Enthalpie bei einer isentropen Verdichtung ist in Gleichung 2.15
als (hd)s=konst gekennzeichnet. In Abbildung 2.11 ist das Druck-Enthalpie-Diagramm
der CO2-Klimaanlage mit dem verbesserten Abscheide-Wirkungsgrad ηS = 1 fu¨r eine
erho¨hte Systemleistungsziffer aufgezeigt (vgl. Erho¨hung der Systemleistungszif-
fer).









































Abbildung 2.11: Ho¨here Temperatur am Verdichter-Druckstutz.
Bei einer nicht isentropen Verdichtung ηisen−V erd < 1 kann die Ka¨ltemitteltemperatur
auf kritische Werte ansteigen. In Abbildung 2.11 wird eine Ka¨ltemitteltemperatur von
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160 ◦C erreicht (s. Punkt Á). Verdichterschmiero¨l-Hersteller legen die Schmiero¨lzer-
setzungstemperaturen zwischen 140 ◦C und 180 ◦C fest (s. Fahl 2002). Eine Ver-
schlechterung des isentropen Wirkungsgrads des Verdichters (Gleichung 2.15) oder eine
Erho¨hung der Effizienz des inneren Wa¨rmeu¨bertragers kann zu kritischen Situationen
fu¨hren.
Fo¨rsterling (2004) untersuchte die Austrittstemperatur am Verdichterdruckstutz
fu¨r verschiedene Verdichterkonzepte fu¨r die mobile Anwendung. Besonders bei CO2-
Klimaanlagen fu¨r den Tiefku¨hltransport ko¨nnen Ka¨ltemitteltemperaturen u¨ber die Zer-
setzungstemperatur der Verdichterschmiero¨le erreicht werden. Fu¨r die dynamische
Optimierung bildet die Ka¨ltemitteltemperatur am Verdichteraustritt eine Zustandsva-
riablenrestriktion wa¨hrend der Lo¨sung des Optimierungsproblems. Die Betrachtung
dieser Restriktionen wird in Abschnitt 6.1.3 detailliert erla¨utert.
2.3 Formulierung der Optimierungsaufgaben
In diesem Abschnitt werden die dynamischen Optimierungsaufgaben der in den letzten
Abschnitten betrachteten Komponenten tabellarisch zusammengefasst:
Tabelle 2.4: Formulierung der Optimierungsaufgaben fu¨r den Speicherverdampfer und
den steuerbaren Niederdrucksammler.
Speicherverdampfer Steuerbarer Niederdrucksammler
Motivation In der Stillstandsklimatisierung
ko¨nnen Speicherverdampfer zum
Einsatz kommen. Hierbei tragen
vor allem die Gebla¨se zum Ge-
samtenergieverbrauch bei. Eine
Minimierung des elektrischen Ver-
brauchs eines Gebla¨ses kann zur
Verbesserung des gesamten Pkw-
Energiemanagements beitragen.
Bei transkritischen CO2-Klima-
anlagen ko¨nnen bei extremen
Bedingungen zu hohe Verdich-
teraustrittstemperaturen auf-




Ziel Minimierung des elektrischen Ver-
brauchs des Innenraum-Gebla¨ses
wa¨hrend der Stillstandsklimatisie-
rung mit einem Speicherverdamp-
fer.
Maximierung der Systemlei-
stungsziffer COP bei Aufrechter-
haltung der Ka¨lteleistung.
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In Kapitel 2 wurden die Optimierungspotentiale des Speicherverdampfers und des steu-
erbaren Niederdrucksammlers behandelt. Fu¨r eine simulative Untersuchung und Op-
timierung der beiden Komponenten werden in diesem Kapitel dynamische Modelle fu¨r
die Modelica-Komponentenbibliothek TIL (Richter 2008) entwickelt. Neben der Auf-
stellung der Bilanzgleichungen der Komponenten (Ansa¨tze fu¨r die Systemkonzep-
tionierung), liegt der Schwerpunkt hierbei in der Methodik fu¨r die Modellerstellung,
wie beispielsweise der Identifizierung von physikalisch motivierten Dynamiken und der
Entwicklung von Betriebspunkt-Diagrammen (Ansa¨tze fu¨r den Reglertest und die
Reglerkonzeptionierung).
Fu¨r die Modellierung des Speicherverdampfers werden die Beschreibung des Pha-
senu¨bergangs des Ka¨ltespeichers und die Abbildung des Trocknungsvorgangs des Ver-
dampfers anhand physikalisch motivierter Betriebspunkt-Diagramme dargestellt.
Das dynamische Modell des steuerbaren Niederdrucksammlers basiert auf Betriebs-
punkt-Diagrammen, die aus stationa¨ren Messdaten ermittelt werden ko¨nnen (s. Strupp
u. a. 2007). Das Modell kann u¨ber den Abscheide-Wirkungsgrad gesteuert werden, um
das Kreislaufverhalten bezu¨glich des COP s und der Ka¨lteleistung zu untersuchen.
3.1 Speicherverdampfer
Der Speicherverdampfer wird als eine Schaltung von thermischen Widersta¨nden, einem
thermischen Akkumulator (Phasenu¨bergangsmaterial) und einer Kapazita¨t (Wand)
zwischen den thermodynamischen Zustandsgro¨ßen TKM und TL modelliert. Abbil-
dung 3.1 zeigt einen Ausschnitt des Speicherverdampferprototyps aus Kapitel 2 und
dessen eindimensionale Idealisierung als Ersatzwiderstandsnetzwerk. Ein wesentlicher
Unterschied zu den bisherigen Wa¨rmeu¨bertragermodellen (vgl. z.B. Lemke 2005) ist
die Einfu¨hrung der PCM-Zelle als thermischer Akkumulator. Die Zellen aus Abbildung
3.1 gru¨nden die Basis fu¨r die Modellierung von Wa¨rmeu¨bertragern bei der objektorien-
tierten Komponenten-Bibliothek TIL und dienen hierbei als Ausgangspunkt fu¨r das in
dieser Arbeit untersuchte Speicherverdampfermodell. Die PCM-Zelle wird bei diesem
Ansatz zwischen der Ka¨ltemittelzelle und der Wandzelle angeschlossen. Da der Tem-
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peraturgradient entlang der Wandzelle durch den geringeren Wa¨rmeleitwiderstand Rw
nahezu null ist (vgl. Abschnitt 3.1.4), kann die Zelle problemlos an der Innenseite ange-
schlossen werden. Damit kann jede Basiszelle unabha¨ngig voneinander implementiert
und getestet werden. Die Realisierung eines Speicherverdampfer-Gesamtmodells wird
hierbei als eine Parallelschaltung des Ersatzwiderstandsnetzwerks aus Abbildung 3.1
umgesetzt. Die Verdampfungstemperatur des Ka¨ltemittels TKM und die Lufttempera-









































Abbildung 3.1: Links: Ausschnitt eines Kreuzstrom-Speicherverdampfers (MPET:
multiple port extruded tube). Rechts: Ersatzwiderstandsnetzwerk des
Speicherverdampfermodells.
Die u¨bertragene sensible Ku¨hlleistung im stationa¨ren Betriebspunkt zwischen den
Fluidtemperaturen TKM (Ka¨ltemittel-Fluidstrom) und Tein,L (Luft-Fluidstrom) la¨sst
sich als:










α˜L · AL︸ ︷︷ ︸
R2
(3.2)
dem Wa¨rmedurchgangswiderstand des Wa¨rmeu¨bertragers entspricht (s. z.B. Baehr
2004). Die thermischen Widersta¨nde R1 und R2 bilden den nichtlinearen temperatur-
abha¨ngigen konvektiven Wa¨rmeu¨bergangswiderstand zwischen den Fluiden und der
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Wa¨rmeu¨bertragerwand pha¨nomenologisch ab. Die physikalischen Ansa¨tze fu¨r die bei-
den Widersta¨nde sind in den Abschnitten 3.1.2 und 3.1.3 beschrieben. Die thermischen
Widersta¨nde Rw und RPCM lassen sich mittels einer FEM-Analyse fu¨r die Lo¨sung der
Differentialgleichung der mehrdimensionalen stationa¨ren Wa¨rmeleitung durch die ge-
gebene Flachrohrgeometrie na¨herungsweise ermitteln und werden in den Abschnitten
3.1.1 bzw. 3.1.4 behandelt.
Eine geeignete Geometrie-Beschreibung mit einer minimalen Anzahl von Parame-
tern fu¨r die Beschreibung der Wa¨rmeu¨bertragungsfla¨chen AKM und AL des Flachrohr-
Wa¨rmeu¨bertragers (MPET) und der charakteristischen Gro¨ßen fu¨r die Formulierung
der Energie- und Impulsgleichungen ist in Anhang B gegeben. Eine einfache und u¨ber-
schaubare Parametrisierung des Modells ist beispielsweise erforderlich fu¨r die Entwick-
lung von Simulationsmodellen fu¨r den Reglertest (s. Gehsat u. a. 2008) und wurde
bei der Erstellung des geometrischen Parameter-Satzes des Wa¨rmeu¨bertragers in dieser
Arbeit betrachtet.
3.1.1 Phasenu¨bergangsmaterial-Zelle
Fu¨r die Modellierung des instationa¨ren Verhaltens des Latentmediums im Speicher-
verdampfer werden im Folgenden die Transport- und Erhaltungsgleichungen fu¨r die
Phasenu¨bergangsmaterial-Zelle (PCM-Zelle, s. Abbildung 3.2) formuliert. Die zeitli-
che Abha¨ngigkeit der thermodynamischen Gro¨ßen in der PCM-Zelle kann beim Auf-






















Abbildung 3.2: Links: Schematische Darstellung des Flachrohrs mit PCM. Rechts:
Idealisierung der PCM-Masse im Kontrollvolumen als Ersatzwider-
stand fu¨r die PCM-Zelle.
Mit der Definition der Enthalpie fu¨r das Zellenmaterial beim Umgebungsdruck:
HPCM := UPCM + puV (3.4)
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und der Annahme einer quasistatischen isobaren Zustandsa¨nderung des Latentmediums
(s. z.B. Ko¨hler u. a. 2008) vereinfacht sich die Gleichung 3.3 zu:
dHPCM
dt
= Q˙PCM . (3.5)
Fu¨r die hier angenommene quasistatische isobare Zustandsa¨nderung des Phasenu¨ber-
gangs werden konvektive Wa¨rmeu¨bergangseffekte zwischen Rohrwand und PCM, die
durch Dichteunterschiede des flu¨ssigen Phasenu¨bergangsmaterials entstehen, in erster
Na¨herung vernachla¨ssigt. Der dominierende Wa¨rmeu¨bertragungsmechanismus ist in






Fu¨r die Berechnung des Wa¨rmeleitwiderstands RPCM wurden verschiedene FEM-Simu-
lationen durchgefu¨hrt. Beim Setzen verschiedener Randbedingungen ϑwa (z.B. 5
◦C)
und ϑwi (z.B. 3
◦C) kann der Wa¨rmeleitwiderstand RPCM bestimmt werden. In dieser
Arbeit wird ein mittlerer konstanter Wert aus den FEM-Simulationen von RPCM =
2.9 · 10−2 [K/W ] verwendet.
Die Lo¨sung der Differentialgleichung 3.5 beno¨tigt weiterhin Kenntnisse der thermo-
physikalischen Eigenschaften des Phasenu¨bergangsmediums in Form eines Enthalpie-
Temperatur-Diagramms (Zalba u. Mehling 2003). In Abbildung 3.3 ist das spezifische
Enthalpie-Temperatur-Diagramm (T-h-Diagramm) eines realen Phasenu¨bergangsma-
terials schematisch dargestellt. Glu¨ck (2006) schla¨gt zwei Ersatzprozesse fu¨r eine Na¨he-
rung der Hysteresenform aus Abbildung 3.3 vor. In der ersten Variante wird die Pha-
senu¨bergangstemperatur T s aus dem Mittelwert der Erstarrungs- und Schmelzpunkt-
temperatur errechnet. Die Erstarrungs- und die Schmelzpunkttemperatur ko¨nnen z.B.
aus eigenen Messdaten oder einem Herstellerkatalog ermittelt werden. Der zweite Mo-
dellierungsansatz schla¨gt einen linearen Zusammenhang zwischen Phasenu¨bergangs-
temperatur und Enthalpie im Phasenu¨bergangsbereich vor. In dieser Arbeit wird fu¨r
die Modellierung der Phasenu¨bergangsmaterial-Zelle eine konstante Phasenu¨bergangs-
temperatur aus dem Mittelwert der Erstarrungs- und Schmelzpunkttemperatur T s ver-
wendet. Fu¨r die Bestimmung des Wa¨rmeleitwiderstands RPCM mit Hilfe von FEM-













































Abbildung 3.3: Oben: Qualitative Darstellung eines T-h-Diagramms bei konstantem
Druck eines realen PCM. Unten links: Modellierungsansatz mit der
konstanten Phasenu¨bergangstemperatur T s = (Ter + Ts)/2. Unten
rechts: Vereinfachung des Hysterese-Effekts durch Linearisierung der
Temperatur zwischen der Schmelztemperatur Ts und der Erstarrungs-




Die Ka¨ltemittel-Basiszelle der TIL-Bibliothek dient als Ausgangspunkt fu¨r die Modellier-
ung der Ka¨ltemittelzelle des Speicherverdampfers. Die Formulierungen der Energie-
und Impulsgleichung sind in (Richter 2008; Lemke 2005; Tegethoff 1999) detailliert
erla¨utert und werden an dieser Stelle nicht weiter ero¨rtert. Vielmehr von Interesse fu¨r
die Modellierung des Speicherverdampfers und fu¨r die spa¨tere dynamische Optimierung
ist die Bestimmung des Widerstands R1 (s. Abbildung 3.4):
R1 =
1







Abbildung 3.4: Ersatzwiderstand der Ka¨ltemittelzelle zwischen der Ka¨ltemittel-
Verdampfungstemperatur TKM und der Innenwandtemperatur des
Flachrohrs Twi .
Pha¨nomenologisch betrachtet soll der thermische Widerstand R1 bei einem Verdampfer
die Wa¨rmeu¨bertragungsmechanismen wa¨hrend eines erzwungenen Stro¨mungssiedens
abbilden. Bei einem Stro¨mungssieden erfa¨hrt das Ka¨ltemittel komplexe Stro¨mungsfor-
men (z.B. Ringstro¨mung) und Wa¨rmeu¨bergangsmechanismen (s. z.B. Ko¨hler 2003b;
Auracher 1994). Zahlreiche Korrelationen fu¨r die Berechnung des Wa¨rmeu¨bergangs-
koeffizients αKM als Funktion des Blasensieden- und des Stro¨mungssiedeneffekts sind
in der Literatur bekannt (vgl. die Arbeiten von Thome u. a. (2004); Dupont u. a.
(2004)). Ziel dieser Arbeit ist demgegenu¨ber, eine vereinfachte Beziehung fu¨r den






wobei dh dem hydraulischen Durchmesser des Minikanals im Flachrohr und λfl der
Wa¨rmeleitfa¨higkeit des Ka¨ltemittels in der flu¨ssigen Phase entsprechen. Um die Mo-
dellierungskomplexita¨t niedrig zu halten und ohne die Modellgenauigkeit zu gefa¨hrden,
wird im Rahmen dieser Arbeit die Nusselt-Zahl Nu in der Dittus-Boelter-Form ver-
wendet:




AKM · ηfl und Pr =





Die Modellkoeffizienten C, m und n lassen sich anhand von Optimierungsalgorithmen
bei verschiedensten Betriebsbedingungen des Verdampfers aus Messdaten ermitteln.
Der Ka¨ltemittelmassenstrom im Minikanal des Flachrohrs ist m˙pKM und AKM ist die
Wa¨rmeu¨bertragungsfla¨che der Ka¨ltemittelzelle. Der Stoffwert cp fl entspricht der spezi-
fischen Wa¨rmekapazita¨t bei konstantem Verdampfungsdruck des flu¨ssigen Ka¨ltemittels.
Die Reynolds-Zahl (Re) und die Prandtl-Zahl (Pr) werden mit Flu¨ssigkeitsstoffdaten
gebildet. Dieser Ansatz beruht auf der Annahme, dass in der Ringstro¨mung die Wa¨rme
zuerst an die Flu¨ssigkeit u¨bertragen wird (vgl. Chen 1963).
Ka¨ltemittelseitige Druckabfallkorrelation
In dieser Arbeit wird von einem Druckabfall schon am Verdampfer-Header ausgegan-
gen, d.h. durch eine Querschnittsverengung der Ka¨ltemittelstro¨mungsfa¨den zwischen
Header und Verbindungsrohr (s. Abbildung 3.5). Bei der hier betrachteten Verengung
zwischen Header und Verbindungsrohr liegt keine Abha¨ngigkeit der La¨nge und des hy-
draulischen Durchmessers des Flachrohrs vor. Der Druckabfall kann in Abha¨ngigkeit
der aus Messdaten ermittelten Widerstandszahl K wie folgt ausgedru¨ckt werden:





Der Druckabfall bereits am Verdampfereintritt verursacht eine Verringerung der Ver-
dampfungstemperatur TKM , die entlang des Speicherverdampfers als konstant ange-














Abbildung 3.5: Annahme fu¨r die Modellierung der ka¨ltemittelseitigen Druckabfall-





Fu¨r eine realita¨tsnahe Abbildung des Speicherverdampfers ist die Beru¨cksichtigung der
Luftfeuchte von großer Bedeutung. Erstens kann die Behaglichkeit in der Fahrgastzelle
durch verdunstendes Kondensat beeinflusst werden. Zweitens beeinflusst die Luft-
feuchte die Energiespeicherwirkung des Verdampfers signifikant. Bei realen Bedingun-
gen kondensiert der in der Luft enthaltende Wasserdampf auf der Lamellenoberfla¨che.
Ein Teil des Kondensats wird zwischen den Lamellen des Verdampfers gespeichert.
Der andere Teil fließt abha¨ngig von der Gesamtbeladung mit dem Kondensat aus dem
Lamellenpaket des Verdampfers heraus. Bis ca. 300 g ko¨nnen typischerweise im Ver-
dampfer eines Mittelklasse-Pkws bei feuchten Betriebsbedingungen gespeichert werden
(Bo¨ttcher 2006). In Abbildung 3.6 ist der Bilanzraum mit der gespeicherten Konden-
satmasse fu¨r eine charakteristische Betriebsbedingung des Verdampfers dargestellt. Bei
der Modellerstellung wurden folgende Annahmen getroffen:
• Es gilt die A¨hnlichkeit der Wa¨rme- und Stoffu¨bertragungsgrenzschicht (s. Baehr
2004).
• Lamelle und Kondensat befinden sich in thermischem Gleichgewicht.
• Die feuchte Luft wird als ideales Gemisch betrachtet.















































Abbildung 3.6: Links: Bilanzraum der feuchten Luftzelle. Rechts: Ersatzwiderstand
der feuchten Luftzelle.





Fu¨r das Kontrollvolumen in Abbildung 3.6 wird der erste Hauptsatz der Thermodyna-







(m˙kaus · hkaus)− m˙K · hK − Q˙ges, (3.12)
wobei die Indizes k = 1 und k = 2 fu¨r die Komponenten trockene Luft bzw. Was-
serdampf des feuchten Luftgemisches stehen. Der aus der feuchten Luftzelle fließende
Kondensatmassenstrom mit der spezifischen Enthalpie hK ist durch m˙K gekennzeich-
net. Der gesamte Wa¨rmestrom Q˙ges zwischen der Luft und der Verdampferlamelle
setzt sich aus einem sensiblen Q˙sens und einem Latentanteil Q˙l zusammen:
Q˙ges = Q˙sens + Q˙l, (3.13a)
Q˙sens = α˜L · AL · (TL,ein − Tw), (3.13b)
Q˙l = m˙l ·∆hv, (3.13c)





aus Gleichung 3.2 entspricht (vgl. Abbildung 3.1). Wie bei der Ka¨ltemittelzelle
la¨sst sich auch die Nusselt-Zahl des Wa¨rmeu¨bertragungskoeffizients α˜L in der Dittus-
Boelter-Form, gema¨ß Gleichung 3.9, ausdru¨cken. Da sich der sensible Wa¨rmestrom
Qsens in Gleichung 3.13b aus rechnerischer Effizienz auf die Lufteintrittstemperatur
bezieht, ist eine Transformation des globalen Wa¨rmeu¨bergangskoeffizients αL zu α˜L
erforderlich. Diese Transformation wird in Anhang C hergeleitet. Der Massenstrom
fu¨r die latente Wa¨rme m˙l aus Gleichung 3.13c wird folgendermaßen definiert:
m˙l :=
{
m˙w, wa¨hrend der Kondensation an der Lamellenoberfla¨che.
m˙v, wa¨hrend der Verdampfertrocknung.
(3.15)
Der Stoffu¨bertragungsmechanismus, der die Massenstro¨me m˙w und m˙v beschreibt, wird
im Folgenden erla¨utert.
Massenbilanz
Die ein- und austretenden Massenstro¨me fu¨r die feuchte Luftzelle aus Abbildung 3.6







m˙kaus + m˙l, (3.16)
wobei k = 1 und k = 2 fu¨r die Komponenten trockene Luft bzw. Wasserdampf im
feuchten Luftgemisch stehen. Die zeitliche A¨nderung der Kondensatmasse mK auf der
Lamellenoberfla¨che ist gegeben durch:
dmK
dt
= m˙l − m˙K . (3.17)
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3.1. Speicherverdampfer
Im stationa¨ren Zustand wird dmK
dt
= 0 und der Massenstrom m˙K = m˙l = m˙w fließt aus
der feuchten Luftzelle bzw. aus dem Verdampfer ab.
Der Massenstrom m˙l beschreibt bei diesem Modellierungsansatz zwei Pha¨nomene.
Zum einen die Kondensation des Wasserdampfes der feuchten Luft auf der Lamel-
lenoberfla¨che und zum anderen den Trocknungsvorgang des Speicherverdampfers.
Mit der Modellierung der Kondensation soll die Entfeuchtung der Luft und damit die
zwischen den Lamellen gespeicherte Kondensatmasse dynamisch abgebildet werden.
Die Abbildung des Trocknungsvorgangs ist wichtig, wenn Behaglichkeitsbedingungen
wie relative Luftfeuchte in der Fahrgastzelle (Vermeidung der Geruchsbildung) als Kri-
terium fu¨r die dynamische Optimierung beru¨cksichtigt werden sollen. Beide Modellie-
rungsannahmen werden im Folgenden beschrieben.
Kondensation
Wa¨hrend der Kondensation wird der Massenstrom des Latentwa¨rmestroms m˙l zum
Kondensatmassenstrom m˙w definiert. Dieser Massenstrom in Folge eines konvektiven
Stofftransports la¨sst sich wie folgt berechnen:
m˙w = β˜ · AL · %ft. L,ein · (ξH20,ein − ξH20,w) , (3.18)
wobei AL die luftseitige Wa¨rmeaustauschfla¨che der Zelle ist und aus geometrischen
Daten ermittelt wird (s. Anhang B). Der Massenanteil des Wasserdampfes am Zellen-
Eintritt ist ξH20,ein. Der Massenanteil des Wasserdampfes im gesa¨ttigten Zustand in












Die Molmasse der trockenen Luft ist ML und MH2O entspricht der Molmasse des Was-
sers. Der Sa¨ttigungspartialdruck des Wassers pH20,s kann als Funktion der Lamellen-
temperatur Tw mit der Antoine-Gleichung (s. Poling u. a. 2001) bestimmt werden:




Unter der Annahme, dass die Stoff- und Wa¨rmetransportgrenzschicht in der feuchten
Luftzelle a¨hnlich sind (s. z.B. Tummescheit u. a. 2006), kann der Stoffu¨bergangskoeffi-
zient β˜ mit Hilfe des Gesetzes von Lewis und des Wa¨rmeu¨bergangskoeffizients α˜L fu¨r
erzwungene Stro¨mung ermittelt werden. Albert u. a. (2008) und Welling u. a. (2008) ha-
ben diese Annahme erfolgreich angewandt, um die Vereisungsproblematik von Wa¨rme-
pumpenverdampfern zu untersuchen. Fu¨r ein ideales Gas hat die Lewis-Zahl Le die




%L · cp · Le
n−1 bzw. β˜ =
α˜L
%L · cp (Ideales Gas). (3.21)
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Der abgefu¨hrte Kondensatmassenstrom m˙K (s. Abbildung 3.6) basiert auf den expe-
rimentellen Untersuchungen von Bo¨ttcher (2006) als Funktion des Kondensatmassen-
stroms m˙w und wird folgendermaßen angena¨hert:






Die Gleichung 3.22 erfu¨llt die stationa¨re Bedingung m˙K = m˙w, sobald die maximal ge-
speicherte Kondensatmasse (d.h. mK = mK,max) erreicht wird. Der Modellparameter
mK,max ha¨ngt u¨berwiegend von der Verdampfergeometrie und dem Luftmassenstrom
ab und wird hierbei aus Messdaten identifiziert (s. Bo¨ttcher 2006). Beim Abschalten
des Verdichters wa¨hrend der Stillstandsklimatisierung wird der Massenstrom m˙l = m˙w
zum Verdunstungsmassenstrom m˙l = m˙v umgeschaltet, der fu¨r die Trocknung des Spei-
cherverdampfers verantwortlich ist. Der Trocknungsvorgang des Speicherverdampfers
wird im Folgenden na¨her erla¨utert.
Trocknungsvorgang
Gleichermaßen von Interesse ist die Beschreibung der Trocknung des Speicherverdamp-
fers wa¨hrend der Stillstandsklimatisierung. Wa¨hrend der Trocknung wird das Konden-
satwasser auf der Lamellenoberfla¨che durch eine konvektive Stoffu¨bertragung von der
Lamellenoberfla¨che in die Luftkernstro¨mung des Verdampfers abgefu¨hrt (s. Abbildung
3.6). Analog zum Kondensatmassenstrom m˙w kann der Verdunstungsmassenstrom mit
der Beziehung:
m˙v = γ ·
[
β˜ · AL · %ft. L · (ξH20,ein − ξH20,w)
]
(3.23)
ausgedru¨ckt werden. Sowohl bei der Berechnung des Kondensatmassenstroms m˙w
(s. Gleichung 3.18), als auch bei der Berechnung des Verdunstungsmassenstroms m˙v,
wird der Wasserdampfmassenanteil ξH2O,w an der Kondensatoberfla¨che bei der Lamel-
lentemperatur Tw und in gesa¨ttigtem Zustand bestimmt. Fu¨r die Bestimmung des
Verdunstungsmassenstroms m˙v, wird im Rahmen dieser Arbeit der Kondenswasser-
Benetzungsfaktor γ des Speicherverdampfers eingefu¨hrt. Dieser Faktor ha¨ngt von der
gespeicherten Kondenswassermasse mK wie folgt ab:
γ :=
{
1, wenn mK ≥ r ·mK,max(
1
r





Der Austrocknungskoeffizient bestimmt das Verha¨ltnis zwischen der gespeicherten Kon-
densatmasse mK und der maximal gespeicherten Kondenswassermasse mK,max, ab dem
der Verdunstungsmassenstrom m˙v kleiner wird. Der Benetzungsfaktor γ ist in Abbil-
dung 3.7 graphisch dargestellt. Befindet sich der Verdampfer im Bereich II, ist der
Verdampfer mit Kondenswasser vollsta¨ndig benetzt. Beim Ausschalten des Verdichters
beispielsweise wa¨hrend der Stillstandsklimatisierung mit dem Speicherverdampfer, wird
das gespeicherte Kondenswasser auf der Lamellenoberfla¨che in die Luftkernstro¨mung
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durch die konvektive Stoffu¨bertragung abgefu¨hrt. Das gespeicherte Kondenswasser mK
wird dadurch kleiner, bis der Austrocknungspunkt erreicht ist. Ab diesem Punkt (Be-
ginn des Bereichs I in Abbildung 3.7) verkleinert sich der Benetzungsfaktor γ bis kein
Kondenswasser mehr vorhanden ist.
Mit dem Koeffizient r wird dadurch die Dynamik des Trocknungsvorgangs beein-
flusst. Ist r < 1, wird der Trocknungsvorgang in den ersten Sekunden der Stillstands-
klimatisierung beschleunigt (γ = 1 in Gleichung 3.23), bis der Austrocknungspunkt
erreicht ist (γ < 1) und der Verdunstungsmassenstrom m˙v gegen null geht. In der Mo-





add-on dynamics“ bekannt (vgl.
Michalek u. a. 2004). Diese
”
identifizierten Dynamiken“ sind in der Regel U¨bertra-
gungsfunktionen zwischen stationa¨ren Zusta¨nden des linearisierten Modells eines rea-
len Systems (vgl. z.B. Leithner 2004). Anders als die identifizierte Dynamik u¨ber
U¨bertragungsfunktionen, wird mit dem Modellierungsansatz des Benetzungsfaktors γ
allerdings eine physikalische Abbildung des Trocknungsvorgangs erzielt. Dieser Ansatz
zeigt sich als numerisch effizient und beeinflusst die Modellgenauigkeit nur geringfu¨gig.

















Abbildung 3.7: Betriebspunkt-Diagramm des Trocknungsvorgangs anhand des Benet-
zungsfaktors γ in Abha¨ngigkeit zur gespeicherten Kondenswassermasse




Fu¨r die Vervollsta¨ndigung des Ersatzwiderstandsmodells aus Abbildung 3.1 ist die
Bestimmung des Wa¨rmeleitwiderstands Rw der Wandzelle notwendig. Mit der Anwen-
dung von Feldvariablen-Simulationsprogrammen, wie beispielsweise FEM-Plattformen,
ko¨nnen zweidimensionale Wa¨rmeleitungsprobleme in eindimensionale Probleme u¨ber-
fu¨hrt werden. Mit Zuhilfenahme einer FEM-Analyse, wird der eindimensionale geome-
triebasierte Wa¨rmeleitwiderstand des Flachrohrs (s. Abbildung 3.8) bestimmt. Aus-
gangspunkt ist hierbei die analytisch hergeleitete Wa¨rmeleitwiderstandsgleichung eines
Schachts (vgl. Polifke u. Kopitz 2005):
R′w =
f1 · ln(f2 · da)
2 · pi · λ · L (Schacht). (3.25)
Die geometrischen Parameter d und a entsprechen dem Kanal-Durchmesser bzw. der
Dicke des Schachts. Die La¨nge des Schachts ist L und f1 und f2 sind Formfaktoren, die
Geometrie abha¨ngig sind. Ein Flachrohr kann in erster Na¨herung als eine Parallelschal-






















Abbildung 3.8: Links: Idealisierung des Flachrohrs als Parallelschaltung von rechtecki-
gen Scha¨chten. Rechts: Ersatzwiderstand des Flachrohrs des Speicher-
verdampfers.





wobei n der Anzahl von Minikana¨len eines Flachrohrs entspricht. Fu¨r die Anpassung
der Formfaktoren f1 und f2 fu¨r die Beru¨cksichtigung der Flachrohrgeometrie wurden
FE-Simulationen fu¨r verschiedene Dicken und Minikanal-Durchmesser durchgefu¨hrt.
Das Temperaturfeld einer Simulation ist in Abbildung 3.9 dargestellt. Beim Einsetzen
konstanter Temperaturen auf der Innenfla¨che der Minikana¨le und auf der Außenfla¨che
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des Flachrohrs (Randbedingung der ersten Art) ist es mo¨glich, den Wa¨rmeleitwider-





Der Wa¨rmestrom Q˙w wird vom FEM-Solver ermittelt. Die Temperaturdifferenz ∆T
ist vorgegeben. In Abbildung 3.9 betra¨gt sie 1 K.
 
 
Abbildung 3.9: Temperaturfeld einer FEM-Simulation des Flachrohrs fu¨r Randbeding-
ungen der ersten Art.
Die Wa¨rmeleitwiderstandswerte fu¨r das Verha¨ltnis der geometrischen Parameter




























Abbildung 3.10: Wa¨rmeleitwiderstand des Flachrohrs Rw mit zehn Minikana¨len n = 10
als Funktion der geometrischen Parameter a/d. Die Formfaktoren
der Wa¨rmeleitwiderstandsgleichung sind aus FEM-Simulationen an-
gepasst worden.
Die Ergebnisse der analytischen Lo¨sung Rw (Analytisch) mit den von Polifke u. Kopitz
(2005) angegebenen Formfaktoren f1 = 1.0 und f2 = 1.08 stimmen mit der numeri-
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schen Lo¨sung Rw,FEM (FEM-Simulation) nicht u¨berein. Erst nach einer Anpassung
der Formfaktoren (f1 = 1.15 und f2 = 1.28) fu¨r die Beru¨cksichtigung der tatsa¨chlichen
Geometrie des Flachrohrs wird eine gute U¨bereinstimmung der Wa¨rmeleitwidersta¨nde
erreicht (Analytisch (angepasst)). Mit Zuhilfenahme des Wa¨rmeleitwiderstands Rw
wird das ADGL-System der Wandzelle (vgl. Abbildung 3.11) wie folgt formuliert:
Cw · dTw
dt

































Nach der Beschreibung der neuen Funktionalita¨ten eines steuerbaren Niederdruck-
sammlers in Kapitel 2 und deren Auswirkung auf den CO2-Ka¨ltekreislauf, wird die
modelltechnische Implementierung in diesem Abschnitt na¨her erla¨utert. Ausgangs-
punkt hierbei ist das TIL-Modell eines idealen adiabaten Sammlers (idealer Phasenab-
scheider) (vgl. Tegethoff 1999; Lemke 2005; Pro¨lss u. a. 2007). Abbildung 3.12 zeigt
das Kontrollvolumen des Sammlers V 1kv und das Kontrollvolumen V
2
kv des Verbindungs-
glieds (T-Stu¨ck), welches das abgeschiedene Ka¨ltemittel (T-Top, Oberkante) mit dem
am Boden gesammelten Ka¨ltemittel (B-Boden) ideal mischt und in die Ka¨ltekreislauf-
hauptleitung einfu¨hrt. Die Modellierungsannahmen ko¨nnen wie folgt zusammengefasst
werden:
• Der Niederdrucksammler (idealer Phasenabscheider) und das Verbindungsglied
(idealer Mischer) besitzen adiabate Wa¨nde.
• Das Kontrollvolumen V 2kv entha¨lt keine relevante Ka¨ltemittelmasse.
• Die A¨nderungen in der kinetischen und in der potentiellen Energie werden ver-
nachla¨ssigt.
• Die Beziehung zwischen dem Sammlerfu¨llstand und der Austrittsenthalpie kann






































Abbildung 3.12: Kontrollvolumina V 1kv und V
2
kv des steuerbaren Niederdrucksammler-
Modells. Der Niederdrucksammler wird als idealer Phasenabscheider
(fu¨r den Sammlerko¨rper) und als idealer Mischer (fu¨r die Ru¨ckfu¨hrung
des O¨ls am Sammlerboden) modelliert.
3.2.1 Erhaltungssa¨tze





Die Massenerhaltung fu¨r das Kontrollvolumen V 1kv lautet:
dm
dt
= m˙ein − m˙T − m˙B. (3.29)
Die Massenstro¨me aus dem Sammlerboden m˙B und aus der Sammleroberkante m˙T
(gesa¨ttigter Ka¨ltemitteldampf) entstehen beim Setzen des Abscheide-Wirkungsgrads
im idealen Mischer (T-Stu¨ck). Die Massenbilanz fu¨r das massenlose T-Stu¨ck V 2kv ist
folgendermaßen formuliert:
0 = −m˙aus + m˙T + m˙B. (3.30)
Energiebilanz
Der erste Hauptsatz der Thermodynamik wird auf das Kontrollvolumen V 1kv angewandt:
dU
dt
= m˙ein · hein − m˙T · hT − m˙B · hB. (3.31)
Mit der Massenbilanzgleichung 3.29 und der Definition der spezifischen Enthalpie h :=













umgeschrieben werden. Die im Niederdrucksammler gespeicherte Ka¨ltemittelmasse ist
m (s. Abbildung 3.12). Der Energieerhaltungssatz fu¨r den massenlosen idealen Mischer
im Kontrollvolumen V 2kv wird im Folgenden angegeben:
0 = −m˙aus · haus + m˙T · hT + m˙B · hB, (3.33)
wobei hB die Enthalpie des im Sammler gespeicherten Ka¨ltemittels darstellt.
3.2.2 Steuerung der Austrittsenthalpie durch den Abscheide-
Wirkungsgrad
Mit der Einfu¨hrung des Abscheide-Wirkungsgrads in Gleichung 2.9 ist es mo¨glich, die
Enthalpie am Sammleraustritt zu steuern. Dieses hat zur Folge, dass sich bei dem
hier vorgeschlagenen Modellierungsansatz (s. Abbildung 3.12) der Sammlerfu¨llstand
dementsprechend erho¨ht oder verkleinert (je nach erwu¨nschter Austrittsenthalpie).
Sammlerfu¨llstand
Der Fu¨llstand des Niederdrucksammlers ist hierbei definiert als der Flu¨ssigkeitsanteil
des im Sammler gespeicherten Ka¨ltemittels:









wobei x dem Dampfgehalt und h der spezifischen Enthalpie des gespeicherten Ka¨lte-
mittels in V 1kv entsprechen (vgl. Abbildung 3.12). Befindet sich im Niederdrucksammler
flu¨ssiges und gasfo¨rmiges Ka¨ltemittel, nimmt der Fu¨llstand δ Werte zwischen δmin = 0
und δmax = 1 an. Befindet sich nur u¨berhitztes Ka¨ltemittel im Niederdrucksammler
(h > h
′′
), werden laut Definition die Werte des Fu¨llstands negativ (δ < 0). Falls der
Niederdrucksammmler mit unterku¨hltem Ka¨ltemittel u¨berfu¨llt ist (h < h
′
), werden die
Werte des Fu¨llstands gro¨ßer eins (δ > 1). Eine graphische Darstellung des Fu¨llstands





δ = 1-x 
=0
    =1
Abbildung 3.13: Graphische Darstellung des Niederdrucksammler-Fu¨llstands.
Der Fu¨llstand δdrop ist ein Modellparameter und kennzeichnet den Fu¨llstand, bei dem
der Niederdrucksammler nicht mehr ideal abscheiden kann. Dies ist der Fall, wenn der
Dampfgehalt des Ka¨ltemittels im Niederdrucksammler zu niedrig ist (z.B. x ≤ 0.1).
Dieser Parameter la¨sst sich mit der maximal gespeicherten flu¨ssigen Ka¨ltemittelmasse
im Sammler korrelieren und ha¨ngt von Volumen, O¨lbohrungsdurchmesser, Ka¨ltemit-
telmassenstrom und Art des Sammlers ab (vgl. Strupp u. a. 2007). Der Zusammenhang
zwischen Fu¨llstand und Austrittsenthalpie fu¨r den betrachteten Niederdrucksammler
kann in vier unterschiedliche Betriebsbereiche eingeteilt werden.
Niederdrucksammler-Betriebspunkte
In Abbildung 3.14 ist die Beziehung zwischen dem Fu¨llstand und der Austrittsenthalpie
eines idealen Niederdrucksammlers fu¨r vier unterschiedliche Betriebsbereiche aufgetra-
gen (s. auch Bockholt u. a. 2008b). Diese ko¨nnen wie folgt erla¨utert werden:
I) Niederdrucksammler ist leer (δ ≤ δmin): Wa¨hrend dieses Betriebspunktes
befindet sich im Niederdrucksammler kein flu¨ssiges Ka¨ltemittel. Dieser Betriebs-
punkt ist bei der ersten Befu¨llung der Klimaanlage mo¨glich, oder wenn der Samm-
ler sta¨ndig mit u¨berhitztem Ka¨ltemittel aus dem Verdampfer beliefert wird.
II) Niederdrucksammler ist ein idealer Ka¨ltemittelabscheider (δmin < δ ≤
δdrop): Fu¨r den idealen Sammler wird die flu¨ssige von der gasfo¨rmigen Phase
des Ka¨ltemittels abgeschieden. Die spezifische Enthalpie am Sammleraustritt ist
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gleich der spezifischen Enthalpie des gesa¨ttigten Ka¨ltemitteldampfes (hT = h′′).
Fu¨r den idealen Sammler gilt demzufolge der Abscheide-Wirkungsgrad ηS = 1.
III) Niederdrucksammler kann die Ka¨ltemittelphasen nicht ideal trennen
(δdrop < δ ≤ δmax): Beim Erreichen des Fu¨llstands δdrop ko¨nnen die Ka¨ltemittel-
phasen nicht mehr ideal getrennt werden. Flu¨ssiges Ka¨ltemittel vermischt sich
mit dem gasfo¨rmigen Ka¨ltemittel und die Austrittsenthalpie wandert in das Zwei-
phasengebiet (h′ < hT < h′′) hinein.
IV) Niederdrucksammler ist u¨berfu¨llt (δ > δmax): Bei diesem Betriebszustand
fu¨llt nur unterku¨hltes flu¨ssiges Ka¨ltemittel das interne Volumen des Sammlers.
In diesem Fall findet keine Abscheidung der Ka¨ltemittelphasen statt und der
Verdichter wu¨rde dementsprechend nur flu¨ssiges Ka¨ltemittel ansaugen, falls der
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Abbildung 3.14: Betriebspunkte-Diagramm des idealen Niederdrucksammlers.
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3.2. Steuerbarer Niederdrucksammler
Fu¨r den steuerbaren Niederdrucksammler wird das Diagramm aus Abbildung 3.14
erweitert, um den Abscheide-Wirkungsgrad ηS zu beru¨cksichtigen. Beim Setzen des
Abscheide-Wirkungsgrads als Eingangsgro¨ße im Verbindungsstu¨ck (T-Stu¨ck) kann die
Austrittsenthalpie haus des Sammlermodells durch eine ideale Vermischung des gasfo¨rmi-
gen Ka¨ltemittels an der Sammleroberkante T mit dem flu¨ssigen Ka¨ltemittel aus dem
Sammlerboden B vera¨ndert werden. Der Effekt dieser Modellerweiterung auf das
Diagramm ist in Abbildung 3.15 aufgetragen. Bei einer Verringerung des Abscheide-
Wirkungsgrads wird flu¨ssiges Ka¨ltemittel aus dem unteren Bereich des Niederdruck-
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Abbildung 3.15: Betriebspunkt-Diagramm des steuerbaren Niederdrucksammlers. Der
Abscheide-Wirkungsgrad ηS dient als Stellgro¨ße des steuerbaren Nie-
derdrucksammlers.
3.2.3 Erweitertes Niederdrucksammlermodell
Um die Entleerung des Sammlers durch eine Variation der Querschnittsfla¨che der
O¨lbohrung AB zu erzielen, wird das Modell des steuerbaren Niederdrucksammlers des
letzten Abschnitts erweitert. Abbildung 3.16 zeigt den Niederdrucksammler mit einem
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Druckabfall, der zwischen der Oberkante des idealen Abscheiders À und dem Eintritt
des idealen Mischers Á angenommen wird. Die Modellierung einer solchen Druckab-
fallkorrelation kann zu sehr komplexen Modellen fu¨hren. Detaillierte Untersuchungen
u¨ber Druckverlustmechanismen in einem Niederdrucksammler wurden von Wang u. Gu
(2005) und Raiser u. a. (2006) durchgefu¨hrt. Der Druckverlust ∆p wird demgegenu¨ber
fu¨r diese Modellierungsannahme als eine einfache algebraische Variable angenommen.
Beim Setzen eines Abscheide-Wirkungsgrads ηS im idealen Mischer (T-Stu¨ck), stellt
sich der Massenstrom durch die O¨lbohrung m˙B und dementsprechend der Druckabfall
∆p wie folgt ein:
m˙B = AB ·
√







wobei AB = piφ
2/4 der Querschnittsfla¨che der O¨lbohrung mit dem Durchmesser φ ent-
spricht. Die Dichte des gesammelten Ka¨ltemittels ist %sam. Mit diesem erweiterten Mo-
dell ko¨nnen die Querschnittsfla¨che der O¨lbohrung AB und der Abscheide-Wirkungsgrad
ηS als Eingangsgro¨ßen fu¨r die Bestimmung der gespeicherten Ka¨ltemittelmasse bei un-












Abbildung 3.16: Durch Einstellen des Abscheide-Wirkungsgrads ηS im T-Stu¨ck und
des O¨lbohrungsdurchmessers im Ventilmodell AB werden der Massen-
strom und dementsprechend der Druckverlust zwischen Niederdruck-




Die luftseitigen Komponenten der TIL-Bibliothek bestehen aus Modellen fu¨r die luft-
seitige Beschreibung des Klimatisierungsprozesses. Deren Komponenten sind in Ab-
bildung 3.17 dargestellt. Ein Fo¨rderkennlinien basiertes Gebla¨se-Modell (blower) be-
stimmt die notwendige Luftstro¨mung, die in das Heiz- und Klimagera¨tmodell (hvac)
hineinstro¨mt. Das Heiz- und Klimagera¨t wird als Widerstandskennwert basiertes Mo-
dell nach Michalek u. a. (2004) modelliert und bildet die Vermischung von kalter und
heißer Luft ab, die fu¨r die Fahrgastzelle zur Verfu¨gung gestellt wird. Das Fahrgast-
zellenmodell (zone) ist eine Erweiterung im Hinblick auf die Beschreibung des Feuch-
tehaushalts des klimatisierten Raummodells von Tegethoff. Mit dem Frischluft-Mischer
(freshAir) kann auf den Umluftmodus umgeschaltet werden. Anschließend wird ein
Umgebungsmodell (environment), das die Wetterbedingungen wie Temperatur, Solar-
strahlung und relative Luftfeuchte abbildet, implementiert. Diese Komponentenmo-











Abbildung 3.17: Modelica-Blockdiagramm der luftseitigen Komponentenmodelle.
3.3.1 Fahrgastzelle
Das Modell der Fahrgastzelle beschra¨nkt sich zuna¨chst auf die Modellierung einer ein-
zigen homogenen Klimazone, da der reale Wert des Temperatursensors in der Mehrheit
der hergestellten Fahrzeuge eine Schichtung (Fuß-Kopf) bzw. eine Aufteilung (Mehr-
zone) der Luft nicht wiedergeben kann (vgl. Gehsat u. a. 2007a, b). Abbildung 3.18
(links) zeigt exemplarisch ein 3-D CFD-Modell fu¨r stro¨mungstechnische Berechnungen
in der Fahrgastzelle. Die Vorteile hierbei sind eine hohe Modellgu¨te und die Abbildung
umfangreicher physikalischer Pha¨nomene, wie beispielsweise der geometrieabha¨ngige
Strahlungsaustausch. Den Vorteilen der Modellgu¨te gegenu¨ber steht allerdings ein
sehr hoher Modellierungs- und Rechenaufwand, den eine solche CFD-Simulation mit
sich bringt (Michalek u. a. 2005). Eine Mo¨glichkeit fu¨r die Entwicklung von optima-
len Steuerungen mit vertretbarem Rechenaufwand bietet der Ansatz der konzentrierten
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Parameter (Kapazita¨ten) (vgl. Leithner 2004, Abschnitt 3.3.2). In Abbildung 3.17 sind
diese konzentrierten Kapazita¨ten als zone zusammengefasst dargestellt. Das Ersatz-
modell einer solchen
”
Zone“ entspricht einem Widerstands- und Kapazita¨tsnetzwerk
und ist in Abbildung 3.18 auf der rechten Seite dargestellt. Im Folgenden wird dieses












































Abbildung 3.18: Links: CAD-Modell der Fahrgastzelle fu¨r stro¨mungstechnische Be-
rechnungen, aus Kossel u. a. (2006b). Rechts: Widerstandsnetzwerk
des Fahrgastzellenmodells, welches in der dynamischen Optimierung
angewendet wird.
Einbautenzelle
Die Einbautenzelle ist die einfachste Zelle, die das Fahrgastzellenmodell bildet. Sie
beschreibt Einbauten wie beispielsweise die Sitze, das Armaturenbrett und die Instru-





(Tft. L − Teinb)
Reinb
.
Die gesamte Kapazita¨t Ceinb fasst die Materialeigenschaften der Einbauten in der Zelle
zusammen. Die Einbauten und die Innenraumluft der Fahrgastzelle werden mittels des
thermischen Widerstands Reinb miteinander verbunden. Sowohl die Kapazita¨t Ceinb,
als auch der thermische Widerstand Reinb mu¨ssen aus Messdaten identifiziert werden
(vgl. Kapitel 4).
Wandzelle
Die Wandzelle verbindet durch den thermischen Widerstand Rw die im Innenraum
eingeschlossene feuchte Luft bei der Temperatur Tft. L mit der Luft der Umgebung bei





















Abbildung 3.19: Kontrollvolumen der Wandzelle des vereinfachten Fahrgastzellenmo-
dells.
Fu¨r die konzentrierte Masse der Wandzelle liefert der Energiesatz die Differentialglei-
chung fu¨r die Wandtemperatur:
Cw · dTw
dt






(Tw − Tft. L)
Rw/2
.
Die Kapazita¨t der Wand Cw ist ein Modellparameter und wird aus Messdaten identi-
fiziert. Der thermische Widerstand Rw kann aus Messdaten fu¨r die Bestimmung des
Wa¨rmedurchgangskoeffizients (kA-Wert) der Fahrgastzelle entnommen werden (s. Ab-
schnitt 4.2.3). Der thermische Widerstand Rw ist in erster Na¨herung als konstanter
Modellparameter zu betrachten. Sollen die Pkw-Geschwindigkeit und die Luftstro¨mung
der Auslassdu¨sen des Heiz- und Klimagera¨ts beru¨cksichtigt werden, dann mu¨ssen so-
wohl die konvektive Wa¨rmeu¨bertragung auf der Innen- und Außenseite der Wand, als
auch die Wa¨rmeleitungsmechanismen durch die Wand detaillierter formuliert werden.
Feuchte Luftzelle
Die feuchte Luftzelle des Fahrgastzellenmodells unterscheidet sich von der feuchten
Luftzelle des Speicherverdampfers (s. Abschnitt 3.1.3), indem keine Kondensatbildung
beru¨cksichtigt wird. Die Entstehung des Austauschmassenstroms m˙kex, der aus dem
Unterschied zwischen Ansaug- m˙kein und Ausblasmassenstrom m˙
k
aus sowie der thermi-
schen Ausdehnung der Luft wa¨hrend eines Abku¨hl- bzw. Aufheizvorgangs entsteht, ist
hingegen von gro¨ßerer Bedeutung (Tegethoff 1999). Das Kontrollvolumen der feuchten
Luftzelle mit den ein- und austretenden Gro¨ßen ist in Abbildung 3.20 dargestellt. Die
Indizes k = 1 und k = 2 stehen fu¨r trockene Luft bzw. fu¨r Wasserdampf des feuch-
ten Luftgemisches. Gesucht wird das zeitliche DGL-System des Kontrollvolumens in
Abbildung 3.20. Dieses ergibt sich aus den Energie- und Massenbilanzgleichungen.
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Abbildung 3.20: Bilanzraum der feuchten Luftzelle Vkv des Modells der Fahrgastzelle.
Energiebilanz
Unter Vernachla¨ssigung der Luftgeschwindigkeit und der potentiellen Energie, la¨sst sich
die Energiebilanz fu¨r den instationa¨ren Fließprozess fu¨r das konstante Kontrollvolumen
in Abbildung 3.20 formulieren:
d
dt
(m · u) =
2∑
k=1
m˙kex · hkex +
2∑
k=1
m˙kein · hkein −
2∑
k=1
m˙kaus · hkaus + (3.38)
+ Q˙u + Q˙h.
Die Wa¨rmezufuhr durch die Fahrga¨ste ist in der Gro¨ße Q˙h erfasst (vgl. Abschnitt
3.3.4). Die Wa¨rme durch Solarstrahlung wird in dieser Arbeit vereinfacht angenom-
men und ist als Q˙u gekennzeichnet. Die Masse bzw. die spezifische innere Energie der
feuchten Luft in der Fahrgastzelle sind m bzw. u. Mit Zuhilfenahme der thermischen
Zustandsgleichung der feuchten Luft als Gemisch idealer Gase mit dem Wasserdampf-
massenanteil ξH20 (s. Ko¨hler 2003a):
p · Vkv = m · [(1− ξH20) ·RL + ξH20 ·RD] · Tft. L, (3.39)
kann die zeitliche A¨nderung der feuchten Luftmasse im Kontrollvolumen Vkv mit Ver-




= − p · Vkv












mit m = %ft. L · Vkv, (3.40)
wobei RD und RL den spezifischen Gaskonstanten des Wassers und der trockenen
Luft entsprechen. Mit der Definition der spezifischen Wa¨rmekapazita¨t bei konstantem










kann die Gleichung 3.38 in die Temperaturform umgeschrieben werden:
%ft. L · Vkv ·
(
















Fu¨r die innere Energie der feuchten Luft gilt Folgendes:
u = h− pu
%ft. L
. (3.43)
Der Umgebungsdruck ist pu und %ft. L entspricht der Dichte der feuchten Luft. Die
spezifische Enthalpie h des feuchten Luftgemisches als ideales Gemisch la¨sst sich als




ξk · hk = (1− ξH20) · hL + ξH20 · hD, (3.44)
wobei die spezifische Enthalpie des Wasserdampfes hD und der trockenen Luft hL sowie
die Dichte der feuchten Luft %ft. L von der Temperatur abha¨ngen und von der Stoff-
datenbibliothek TILFluids berechnet werden (s. Richter 2008). Der Austauschenthal-
piestrom H˙kex in Gleichung 3.42, der durch thermische Ausdehnung der Luft in der
Fahrgastzelle oder durch unterschiedlich ein- und ausstro¨mende feuchte Luftmassen
entsteht, ha¨ngt von der Richtung des Austauschmassenstroms m˙kex wie folgt ab:
H˙kex = m˙
k
ex · hkex =
{
m˙kex · hk fu¨r mkex < 0 und k = 1 . . . 2
m˙kex · hku fu¨r mkex > 0 und k = 1 . . . 2.
Im Falle eines Aufheizvorgangs verla¨sst feuchte Luft die Fahrgastzelle (mkex < 0). Die
spezifischen Austauschenthalpien hkex gleichen sich der ideal gemischten spezifischen
Enthalpien der feuchten Luft in der Fahrgastzelle hk an. Fu¨r den Fall einer Abku¨hlung
wird Luft aus der Umgebung angesaugt. Der Austauschmassenstrom wird positiv
(mkex > 0) und die Austauschenthalpien h
k
ex entsprechen den Werten der spezifischen
Enthalpien bei Umgebungsbedingungen hku.
Massenbilanz
Beim Aufstellen der transienten Massenbilanz der feuchten Luftzelle fu¨r das Fahrgast-













wobei der durch menschliche Transpiration zugefu¨hrte Wasserdampfmassenstrom m˙h
anhand einer temperaturabha¨ngigen Korrelation aus Literaturdaten bestimmt wird (s.
Abschnitt 3.3.4). Sind der Ansaug- mkaus und der Ausblasmassenstrom m
k
ein bekannt,




Im Gebla¨se in der mobilen Anwendung tritt im Gegensatz zu einem Verdichter nur
eine unwesentliche Dichtea¨nderung des fo¨rdernden Fluids zwischen Druck- und Saug-
stutzen auf. Soll das Druckverha¨ltnis zwischen Druck- und Saugstutzen einen Faktor
gro¨ßer als 1.3 aufweisen, so mu¨ssen nach Kosyna (1997) die Dichte- und Tempera-
tura¨nderung des fo¨rdernden Fluids in dem Modell beru¨cksichtigt werden, da es sich
um Verdra¨ngermaschinen handelt. Bei Gebla¨sen in der mobilen Anwendung u¨ber-
schreitet das Druckverha¨ltnis selten den vorgegebenen Faktor. Es wird daher von einer
Stro¨mungsmaschine gesprochen. Um ein Gebla¨se fu¨r die dynamische Optimierung oder
fu¨r die HIL-Anwendung zu modellieren (vgl. Gehsat u. a. 2008), werden Fo¨rderkennli-
nien eingesetzt, die den funktionalen Zusammenhang der Druckdifferenz zwischen dem






In Gleichung 3.46 bildet der Index 0 die Fo¨rderkennlinie bezogen auf die Nenndreh-
zahl des Gebla¨ses n0 ab. Diese Kennfelder ko¨nnen aus technischen Datenbla¨ttern von
Herstellern oder aus eigenen Messungen entnommen werden. In Abbildung 3.21 sind
















Angepasste Gleichungen P   (n, ∆p) und V(n,∆p) 
P   (n0,∆p) = -3,39.10
-5 ∆p2 - 2,18.10-2 ∆p + 





































Abbildung 3.21: Links: Leistungsaufnahme des Gebla¨ses in Abha¨ngigkeit des Druck-
abfalls und der Drehzahl (normiert auf die Nenndrehzahl n0). Rechts:
Volumenstrom in Abha¨ngigkeit des Druckabfalls und der Drehzahl.




Vorausgesetzt, dass die Fo¨rderkennlinie umkehrbar ist, kann mit der inversen Nenn-
kennlinie aus Gleichung 3.46 der luftseitige Massenstrom bestimmt werden:
m˙ = %ft L,s · V˙0(∆p), (3.47)
wobei die Druckdifferenz zwischen Saug- und Druckstutz ∆p = pd − ps vom Druck-
abfall des Heiz- und Klimagera¨ts (vgl. Abschnitt 3.3.3) bestimmt ist. Die tempera-
turabha¨ngige Dichte der feuchten Luft am Gebla¨sesaugstutz ist %ft L,s. Ein wichtiger
Aspekt fu¨r das Energiemanagement des Pkws im Stillstand (s. Abschnitt 2.1.2) ist
der sparsame Umgang mit Nebenaggregaten, die bei ineffizienter Nutzung unno¨tige
elektrische Leistung aus dem Pkw-Stromnetz verbrauchen. Die elektrische Leistung
fu¨r Gebla¨se wird ebenso wie die Fo¨rderkennlinie aus technischen Datenbla¨ttern von
Herstellern oder aus eigenen Messdaten ermittelt (s. Abbildung 3.21):
P˙tech = P˙0(∆p). (3.48)
Mit der technischen Leistung aus Gleichung 3.48 ist es mo¨glich, die Enthalpiea¨nderung
der feuchten Luft in einem idealen Gebla¨se beim Aufstellen des ersten Hauptsatzes der
Thermodynamik fu¨r stationa¨re Fließprozesse zu ermitteln:
0 = m˙ · (hein − haus) + P˙tech. (3.49)
Mit Hilfe der Affinita¨tsgesetze (Pfleiderer u. Petermann 1991) ko¨nnen die Beziehungen
3.47 und 3.48 auf eine beliebige Drehzahl (n) erweitert werden (vgl. Abbildung 3.21):





















Dieser Ansatz erlaubt in Abschnitt 7.1 die Entwicklung einer verbrauchsoptimalen
Steuerungsstrategie wa¨hrend des Pkw-Stillstands, wobei die Drehzahl als Stellgro¨ße
dient.
3.3.3 Heiz- und Klimagera¨t
Die Modellierung des Heiz- und Klimagera¨ts ist von wesentlicher Bedeutung, wenn der
elektrische Verbrauch eines steuerbaren Gebla¨ses wa¨hrend der dynamischen Optimie-
rung beru¨cksichtigt werden soll. Die vom Gebla¨se gefo¨rderte Luft stro¨mt durch ein
Netzwerk von Kana¨len und Kammern im Heiz- und Klimagera¨t bis in die Fahrgastzelle
hinein. Das Heiz- und Klimagera¨t ist bei einer Pkw-Klimaanlage in der Regel zwischen
dem Armaturenbrett und dem Motorraum baulich angeordnet. Seine prima¨re Funktio-
nalita¨t ist eine ideale Temperierung der Luft fu¨r die Gewa¨hrleistung des thermischen
Komforts der Insassen. Watanabe (2002) gibt einen U¨berblick u¨ber Heiz- und Klima-
gera¨te mit verschiedensten Platzierungen von Steuerklappen sowie u¨ber die Anordnung
des Verdampfers und des Heizungswa¨rmeu¨bertragers fu¨r die Temperierung der Luft.
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Abbildung 3.22: Links: Blockdiagramm des Heiz- und Klimagera¨tmodells. Rechts:
Blockdiagramme der Teilmodelle des Heiz- und Klimagera¨tmodells.
Das Modell des Heiz- und Klimagera¨ts entha¨lt sowohl ein Verdampfermodell (evaporator)
als auch ein Heizungswa¨rmeu¨bertragermodell (heater). Die Luftklappe (flap) steu-
ert die Luftmenge, die durch den Heizungswa¨rmeu¨bertrager stro¨mt, um die erwu¨nschte
Temperatur am Austritt der idealen Mischungskomponente (idealMixer) zu erreichen.
Der Druckverlust zwischen portA und portB wird wie folgt berechnet:







wobei K der Widerstandszahl fu¨r Rohrleitungselemente bei unbekannter Querschnitts-
fla¨che entspricht (s. Michalek u. a. 2004). Dieser Ansatz ist dann vorteilhaft, wenn
keine CAD-Daten des Heiz- und Klimagera¨ts vorhanden sind. Wenn jedoch neue
Verdampfer- und Heizungswa¨rmeu¨bertragermodelle getestet werden sollen, ist die Iden-
tifizierung neuer Widerstandszahlen notwendig. Domschke u. Matthes (2006) schlagen
die Anwendung der Stromfadentheorie vor und betrachten den gesamten Druckver-
lust als eine Reihen- und Parallelschaltung der Druckverluste einzelner Komponenten,
wie beispielsweise den Verdampfer und den Heizungswa¨rmeu¨bertrager. Dieser Mo-
dellierungsansatz kann fu¨r komplexe Heiz- und Klimagera¨tgeometrien zu aufwendigen
Modellierungsprozessen fu¨hren.
In Abbildung 3.23 ist die vereinfachte Annahme fu¨r die Gebla¨sefo¨rderkennlinie und
die Druckverlustkennlinie von verschiedenen Heiz- und Klimagera¨ten und Gebla¨sedreh-
zahlen fu¨r den Pkw im Stillstand dargestellt (Hucho (Hrsg.) 2005). Fu¨r das im Rahmen
dieser Arbeit implementierte Druckverlust-Modell wirkt sich beispielsweise die A¨nde-
rung des Lu¨ftungsmodus (Umluft, Frischluft, Defrost, usw.) in der Widerstandszahl
K in Gleichung 3.51 nicht aus. Fu¨r die dynamische Optimierung wird das Heiz- und
Klimagera¨tmodell zuerst mit einem konstanten Wert der Stro¨mungswiderstandszahl
K modelliert. Die Stro¨mungswiderstandszahl K kann mit Zuhilfenahme der Gebla¨se-
kennlinie bei nominaler Drehzahl und einem fu¨r die mobile Anwendung typischen Vo-
lumenstrom V˙ = 0.122 m3/s (s. Abschnitt 3.3.2) bestimmt werden. Michalek u. a.
(2004, 2005) fu¨hrten CFD-Untersuchungen fu¨r die Berechnung der Widerstandszahl K
bei unterschiedlichen Klappeneinstellungen durch. Ihre Ergebnisse wurden von Frigge
56
3.3. Luftseitige Komponenten
u. Trapp (2005) erfolgreich in ein Widerstandszahl basiertes Modell fu¨r die Echtzeitan-
wendung (Reglertest) umgesetzt. Fu¨r die Beru¨cksichtigung unterschiedlicher Lu¨ftungs-
modi kann mit diesem Basismodell und CFD-Untersuchungen beispielsweise eine Heiz-
und Klimagera¨tbibliothek fu¨r die Untersuchung von detaillierten Regelungsstrategien
in Zusammenarbeit mit OEMs implementiert werden.
¢p
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Abbildung 3.23: Schematische Darstellung der Gebla¨sefo¨rderkennlinie bei unterschied-
lichen Drehzahlen und der Druckverlustkennlinie von verschiedenen
Heiz- und Klimagera¨ten und die daraus resultierenden Betriebspunkte
fu¨r einen Pkw im Stillstand (vgl. z.B. Hucho (Hrsg.) 2005).
3.3.4 Fahrga¨ste
Die Fahrga¨ste fu¨hren dem Luftvolumen der Fahrgastzelle sowohl Energie in Form von
sensibler und latenter Wa¨rme als auch Feuchtigkeit in Form der Wasserabgabe durch
die Transpiration (Schweißbildung und Atmung) zu. Ho¨nmann (1990) fasst diese Werte
fu¨r behagliche Lufttemperaturen in Abbildung 3.24 zusammen. A¨hnliche Werte sind
auch in Polenski (1986) und in der Richtlinie VDI 2078 (1996) zu finden. Diese Werte
ko¨nnen fu¨r die gesamte Wa¨rmeabgabe aus Gleichung 3.52a anhand eines kubischen
Polynoms in Gleichung 3.52b berechnet werden:
Q˙h = Q˙sens + m˙h ·∆hv, (3.52a)

















wobei der sensible Anteil Q˙sens aus der Konvektion, der Strahlung und der Leitung
entsteht. Der latente Anteil ergibt sich aus der Transpiration durch den Verdamp-
fungsenthalpiestrom m˙h · ∆hs des Wassers. Fu¨r den Massenstrom m˙h, der aus der
Transpiration entsteht, wird eine exponentielle Korrelation eingesetzt:






K ]·T . (3.53)
Die Korrelationen 3.52b und 3.53 gelten fu¨r eine normal gekleidete sitzende Person bei
leichter Bescha¨ftigung und ruhiger Luft, was typischerweise den Bedingungen wa¨hrend
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VDI-2078 Angepasste Gleichungen Q (T) und m (T) 
h h
. .
Qh (T) = -0.0103T
3 + 


































Abbildung 3.24: Links: Temperaturabha¨ngige gesamte Wa¨rme einer Person bei leich-
ter Bescha¨ftigung. Rechts: Transpiriertes Wasser einer Person in
Abha¨ngigkeit der Innenraumtemperatur.
einer Fahrt entspricht. In den Gleichungen 3.52 und 3.53 liegt keine Abha¨ngigkeit
der Austauschgro¨ßen von der Wasserbeladung der Luft vor. Die Werte sind ledig-
lich gemittelt fu¨r eine relative Luftfeuchte von 30% bis 70%. Insbesondere der ausge-
tauschte Wassermassenstrom ist stark abha¨ngig vom Partialdruckgefa¨lle zwischen der
Ko¨rperoberfla¨che des Passagiers und der Luft, so dass die Gleichungen fu¨r detaillierte
Auslegungssimulationen zu erweitern wa¨ren. Ein mo¨glicher Ansatz ko¨nnte ein phy-
siologisches Modell fu¨r die Abbildung des ausgetauschten Wasserdampfmassenstroms
in Abha¨ngigkeit der Partialdruckdifferenz zwischen der Hautoberfla¨che und der Innen-
raumluft sein (s. Wang u. a. 2002; Dusan u. a. 2004).
3.3.5 Frischluft-Mischer
Fu¨r die Steuerung der Beimengung der frischen Luft in die Fahrgastzelle wurde ein idea-
ler Mischer implementiert. Die eintretenden Massenstro¨me (Luft und Wasserdampf)
aus der Umgebung (m˙kein,u, k = 1 . . . 2) und der Fahrgastzelle (m˙
k
ein,fahrgastzelle, k =
1 . . . 2) ha¨ngen vom Frischluftklappen-O¨ffnungsgrad (flapPos) ab. Der Austrittsmas-
senstrom (m˙kaus, k = 1 . . . 2) wird von der Gebla¨se-Kennlinie (s. Abschnitt 3.3.2) in
Abha¨ngigkeit vom Druckverlust im Heiz- und Klimagera¨t (s. Abschnitt 3.3.3) be-
stimmt. Die Massen- und Energiebilanz des massenlosen idealen Frischluft-Mischers
































aus berechnet. Bei geo¨ffneter Frischluftklappe
(flapPos= 1) wird nur Luft aus der Umgebung angesaugt. Im geschlossenen Zustand
(flapPos= 0) stro¨mt nur Luft aus der Fahrgastzelle in den Frischluft-Mischer ein
(Rezirkulation- bzw. Umluftmodus). Im Frischluft-Mischer wird angenommen, dass
der Umgebungsdruck pu na¨herungsweise herrscht.
3.3.6 Umgebung
Die Wetterbedingungen wie die Solarstrahlung spielen bei der Entwicklung von Kli-
matisierungskonzepten eine entscheidende Rolle (vgl. Habig u. a. 2004) und sollen in
diesem Abschnitt anhand eines vereinfachten Modells der Umgebung beru¨cksichtigt
werden. Die vorgegebenen Wetterbedingungen sind in Tabelle 3.1 zusammengefasst.
Tabelle 3.1: Eingangsgro¨ßen des Umgebungsmodells.
Gro¨ße Symbol Einheit
Solarstrahlung Q˙u [W ]
Lufttemperatur Tft. L,u [K]
Relative Luftfeuchtigkeit ϕ [%]
Mit der relativen Luftfeuchte und der Temperatur ko¨nnen thermophysikalische Ei-
genschaften, wie beispielsweise die spezifische Enthalpie der feuchten Luft, ermittelt
werden. Reale Wetterbedingungen ko¨nnen mit diesem Modell nachsimuliert werden,
indem gemessene Wetterbedingungen wie z.B. vom Deutschen Wetterdienst mit dem
Werkzeug FIRE (s. Anhang D) in das Gesamtmodell eingebunden werden und als
Input fu¨r das Umgebungsmodell u¨bergeben werden. Das Sprachelement inner-outer
der Modellierungsprache Modelica (vgl. Tiller 2001) erlaubt einen eleganten und u¨ber-
sichtlichen Modellierungsansatz fu¨r dieses Teilmodell. Damit ko¨nnen alle Komponenten
des Luftkreislaufs (s. Abbildung 3.17) auf die vorgegebenen Wetterbedingungen zu-
greifen. In Abbildung 3.25 ist die Anwendung des Umgebungsmodells mit gemessenen








Abbildung 3.25: Modelica Block-Komponenten des Umgebungsmodells mit den FIRE-
Blocks fu¨r die Simulation mit gemessenen Umgebungsbedingungen




Ein wichtiger Aspekt bei der Modellierung besteht darin, fu¨r die Anwendung in dyna-
mischen Optimierungsrechnungen einen Kompromiss zwischen der Modellgenauigkeit
und der Modellierungstiefe zu finden. Bei der Modellerstellung in Kapitel 3 wurden
Parameter, die die Modellgu¨te beeinflussen, eingefu¨hrt. Diese Parameter werden in
diesem Kapitel aus Messdaten identifiziert. Moderne und klassische Optimierungsver-
fahren werden fu¨r die Minimierung der Modellungenauigkeit anhand eines geeigneten
Gu¨temaßes und fu¨r die Implementierung der in Kapitel 6 vorgestellten Optimierungs-
bibliothek fu¨r dynamische Systeme eingefu¨hrt.
4.1 Modellkalibrierung als Optimierungsproblem
Bei der U¨berpru¨fung der Modellkonsistenz ist es sinnvoll, eine Fehlerfortpflanzungs-
analyse der gemessenen Systemgro¨ßen durchzufu¨hren, um zu kontrollieren, ob die Mo-
dellabweichungen innerhalb der Messungenauigkeiten liegen. Bo¨ttcher (2006) hat bei-
spielsweise eine Fehlerfortpflanzungsanalyse fu¨r die Auswertung der Messergebnisse
der Wasserspeicherung in einem mobilen Pkw-Verdampfer realisiert. Die Bestimmung
der Messunsicherheit eines solch komplexen Systems kann zu einer aufwendigen Mo-
dellu¨berpru¨fung fu¨hren. Eine Alternative hierzu ist die Anwendung einer einzigen
Pru¨fgro¨ße, die die Modellgenauigkeit bezogen auf einen vorhandenen Messdatensatz ab-
bildet. Diese Pru¨fgro¨ße kann weiterhin fu¨r die Anwendung in der Modellkalibrierung
eingesetzt werden. Die Modellkalibrierung kann als statisches Optimierungsproblem
betrachtet werden, denn das Ziel ist die Minimierung der Modellungenauigkeiten bzw.
der Pru¨fgro¨ße fu¨r verschiedene gemessene stationa¨re Betriebspunkte. In vielen Fa¨llen
ist eine analytische Form der zu minimierenden Pru¨fgro¨ße nicht vorhanden, sondern
das Ergebnis einer Simulation eines komplexen mathematischen Modells. Um dieses
Optimierungsproblem zu lo¨sen, wird eine geeignete Klasse von Optimierungsverfahren
verlangt. Die Definition der Pru¨fgro¨ße sowie die Auswahl geeigneter Optimierungs-
verfahren werden in den na¨chsten Abschnitten na¨her erla¨utert. Anschließend wird die
Modellgu¨te anhand der Pru¨fgro¨ße mit bestehenden Messdatensa¨tzen gepru¨ft.
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4.1.1 Minimierung der Modellungenauigkeiten
Ein statistisches Maß fu¨r die Bestimmung der Modellgu¨te ist die Pru¨fgro¨ße χ2. Die χ2-
Pru¨fgro¨ße ist ein etablierter Test fu¨r die Bestimmung der Gu¨te von an Messdaten ange-
passten Parametern einer analytischen Gleichung (vgl. Bevington 1969). Bei einer Mo-
dellanpassung mit der Beru¨cksichtigung einer einzigen oder aus mehreren Messgro¨ßen
abgeleiteten Messgro¨ße wird folgende Gleichung angewandt:
χ2(p) =
1
nmess − np ·
nmess∑
i=1
wi · [yi − f(xi,p)]2 . (4.1)
Die Zahlen nmess ∈ N und np ∈ N entsprechen der Anzahl von Messpunkten bzw. der
Anzahl von den anzupassenden Parametern. Unter der Annahme, dass die statistischen
Fehler der Messgro¨ßen eine Gauß-Verteilung aufweisen, nimmt die Summe der Fehler-
quadrate (Modellabweichungen) eine Verteilungsfunktion der χ2-Form an. Die Diffe-
renz n = nmess − np bildet den sogenannten Freiheitsgrad der χ2-Verteilungsfunktion
und dient als Parameter fu¨r die Bestimmung der Signifikanz der Modellanpassung. Die
gemittelten Messwerte eines stationa¨ren Betriebspunktes sind als yi in den Gleichun-
gen 4.1 gekennzeichnet. Die Modellergebnisse der gemessenen Gro¨ße als Funktion der
zu optimierenden Parameter sind in f(x,p) dargestellt. Der Vorteil der Anwendung
von χ2 als Pru¨fgro¨ße besteht darin, dass statistische Ungenauigkeiten der Messgro¨ßen




σ = ±0.05 [bar]
i
σ = ±0.1 [bar]
i
Abbildung 4.1: Qualitative Darstellung der Dichtefunktion der gemessenen Gro¨ße yi
mit dem absoluten Messfehler.
Besitzt eine Messreihe einen zu hohen absoluten Fehler, fa¨llt sie bei der Berechnung
von χ2 geringer ins Gewicht (wi = 1/σ
2
i ). Bei der Modellkalibrierung wird der Para-
metersatz gesucht, der die χ2-Funktion minimiert:
χ2(p)→ min
p
, χ2 : Rnp 7→ R. (4.2)
Eine gute Modellanpassung liefert bei guten Messdaten erfahrungsgema¨ß χ2min(p) ≤ 1.
Fu¨r die Anwendung des χ2-Wertes als Pru¨fgro¨ße wird die ka¨ltemittelseitige Druck-
abfallbeziehung des Speicherverdampfers (Abschnitt 3.1.2) herangezogen. Es werden
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zwei Modellansa¨tze angenommen. Bei der ersten Annahme handelt es sich um eine qua-
dratische Abha¨ngigkeit des Druckabfalls zum Ka¨ltemittelmassenstrom. Bei der zweiten
Annahme wird hingegen eine lineare Beziehung angenommen. Es werden zwei verschie-
dene Messungenauigkeiten angegeben: σi = ±0.05 [bar] und σi = ±0.1 [bar]. Diese
Messungenauigkeiten nehmen die mathematische Form einer Gauß-Dichtefunktion, wie
in Abbildung 4.1 schematisch dargestellt, an. Die χ2min-Werte aus dem ersten Kali-
brierungslauf mit Messunsicherheit σi = ±0.05 [bar] (s. Graphiken (a) und (b) in
Abbildung 4.2) zeigen, dass die Modellannahme fu¨r den Druckabfall mit der quadrati-
schen Abha¨ngigkeit des Massenstroms einen geringeren Wert der Pru¨fgro¨ße χ2 aufweist
(χ2(a),min < χ
2
(b),min). Dies hat zur Folge, dass die Modellannahme mit der quadratischen
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Abbildung 4.2: Auswirkung einer A¨nderung des Modellierungsansatzes und der Mess-
unsicherheit σi auf die Pru¨fgro¨ße χ
2.
Beim zweiten Kalibrierungslauf wird die Messungenauigkeit auf σi = ±0.1 [bar] erho¨ht.
Die Tendenz, dass die Modellierungsannahme mit der quadratischen Beziehung die
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Messdaten gut abbildet, wird in diesem Kalibrierungslauf besta¨tigt (χ2(c),min < χ
2
(d),min).
Die resultierenden χ2min-Werte weisen im Vergleich zum vorherigen Kalibrierungslauf
geringere Werte auf. Allerdings bedeutet es nicht, dass die Modelle genauer sind. Die
geringeren Werte sind so zu interpretieren, dass es wahrscheinlicher ist, die Modelle
an die gestreuten Messdaten anzupassen. Diese Wahrscheinlichkeiten bzw. Signifikan-
zen (Merziger u. a. 2001) sind in Tabelle 4.1 zusammengefasst. Der Signifikanz-Test
wu¨rde, wie erwartet, in beiden Kalibrierungsla¨ufen die Modellierungsannahme mit der
quadratischen Abha¨ngigkeit des Druckabfalls zum Ka¨ltemittelmassenstrom vorziehen.
Tabelle 4.1: Signifikanz-Werte aus dem χ2-Test mit Freiheitsgrad n = 8 fu¨r die An-
passung der verschiedenen Modellannahmen und Messungenauigkeiten (s.
Abbildung 4.2).
Kalibrierungslauf (a) (b) (c) (d)
Signifikanz
P (χ2 ≤ n · χ2min, n = 9− 1) 2% 97% 0.7% 78%
Ist der χ2-Wert aus Gleichung 4.1 das Ergebnis einer Simulation oder einer nichtlinea-
ren mathematischen Funktion des Parameter-Vektors p, so ko¨nnen Optimierungsal-
gorithmen fu¨r die Lo¨sung des statischen Optimierungsproblems in Gleichung 4.2 und
des dynamischen Optimierungsproblems in Kapitel 7 angewandt werden. Marquardt
(2003) listet einige der Schwierigkeiten bei der Lo¨sung nichtlinearer Optimierungspro-
bleme wie folgt auf:
• Unstetigkeiten in der Zielfunktion und/oder Restriktionen. →Durch die Betriebs-
punkt-Diagramme (vgl. Abbildungen 3.7 und 3.14) bei der Modellerstellung ent-
stehen
”
if-then-else“-Logiken (s. Kolda u. a. 2003), die Unstetigkeiten in der Ziel-
funktion verursachen ko¨nnen.
• Modell-Nichtlinearita¨ten. → Die thermischen Widersta¨nde R1 und R2 (vgl. Glei-
chung 3.2) des Verdampfermodells besitzen nicht-lineare Abha¨ngigkeiten von den
Fluidtemperaturen und von den Fluidmassenstro¨men, die zu einer nicht-konvexen
Zielfunktion fu¨hren ko¨nnen.
• Nicht definierte Optima durch schlechte quadratische Approximation der Ziel-
funktion fu¨r die Lo¨sung des lokalen Optimierungsproblems (vgl. Abschnitt 4.1.2).
→ Die Zielfunktion wird aus Simulationsergebnissen der erstellten Modelle appro-
ximiert. Numerisches Rauschen und Fließkommaarithmetik ko¨nnen eine glatte
und definierte Zielfunktion zu einer nicht-glatten Zielfunktion fu¨hren (s. Kolda
u. a. 2003).
• Zielfunktionen mit einem flachen Verlauf und nicht-konvexen Zielfunktionen mit
zahlreichen lokalen Optima. → Falsche Formulierung und Wichtung der Opti-




Werden die genannten Aspekte und die Komplexita¨t der Modellierungsannahmen aus
Kapitel 3 betrachtet, so kommt nur eine Klasse von Optimierungsalgorithmen fu¨r die
Anwendung in der vorliegenden Arbeit in Frage: die grandientenfreien Optimierungs-
algorithmen.
4.1.2 Gradientenfreie Optimierungsalgorithmen
Einer der Vorteile der gradientenfreien Verfahren ist neben der Robustheit die ver-
einfachte Kopplung mit verschiedenen Simulationsprogrammen. In Abbildung 4.3
ist diese Kopplung mit verschiedenen Simulationsprogrammen (Software Components,
SW-C) aufgezeigt. Diese vereinfachte Kopplung kann beispielsweise die simulationsba-
sierte Optimierung bzw. die Kalibrierung von komplexen Systemen, die zum Beispiel
mit Hilfe von Co-Simulation-Tools abgebildet werden, unterstu¨tzen (s. Kossel u. a.
2006a, b). Des Weiteren ko¨nnen die selben Algorithmen sowohl fu¨r die Bestimmung
von optimalen geometrischen Parametern eines Wa¨rmeu¨bertragers (vgl. Correia u. a.
2007), als auch fu¨r die Modellkalibrierung oder dynamische Optimierung der in dieser

























Abbildung 4.3: Vereinfachte Kopplung der gradientenfreien Verfahren mit verschiede-
nen Simulationsprogrammen (SW-C).
Die Schnittstelle zwischen den SW-C (s. Abbildung 4.3) kann durch das Einlesen
und das Schreiben von Eingabe- bzw. Ausgabedateien oder mittels eines Middlewares
realisiert werden (s. z.B. Kossel u. a. 2006a). Nachteil der gradientenfreien Algo-
rithmen ist die Optimierungszeit, wenn die Dimension des zu optimierenden Problems
(Anzahl der Optimierungsparameter) hoch ist. Moderne gradientenfreie Optimierungs-
algorithmen (s. beispielsweise Vanden Berghen 2004) sind allerdings in der Lage, die
notwendigen Berechnungen der Zielfunktion in einem Computernetzwerk zu verteilen,
was die Optimierungszeit fu¨r zeitintensive Simulationen erheblich reduzieren kann. Un-
ter diesem Aspekt wird in dieser Arbeit die Dimension des zu optimierenden Problems
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niedrig gehalten (z.B. np ≤ 10).
Im Rahmen dieser Arbeit wurden verschiedene grandientenfreie Optimierungsal-






































Abbildung 4.4: Gradientenfreie Optimierungsalgorithmen.
Grundsa¨tzlich ko¨nnen gradientenfreie Optimierungsverfahren in zwei Klassen geteilt
werden. Eine Klasse bilden die stochastischen Verfahren. Diese Verfahren setzen sta-
tistische Funktionen ein, um beispielsweise die Reproduktionsmechanismen der Natur
wie Crossover und Mutation wa¨hrend des Optimierungsprozesses abzubilden und nach
dem Prinzip survival of the fittest ein Optimum zu erreichen. Sie sind in der Regel
globale Optimierungsalgorithmen (Ergebnis ist ein globales Optimum). Dazu za¨hlen
sowohl evolutiona¨re und genetische Algorithmen (Wall 1996), als auch das simulierte
Ku¨hlen (simulated annealing) (s. z.B. Press u. a. 2002). Diese Algorithmen-Klasse ist
fu¨r niedrigdimensionale Optimierungsprobleme mit rechenintensiven Zielfunktionen in
der Regel sehr zeitaufwendig und erfu¨llt deshalb nicht die spezifischen Anforderungen
der im Rahmen dieser Arbeit gestellten Optimierungsaufgaben.
Die zweite Klasse bilden die deterministischen Verfahren. Sie beruhen im Gegen-
satz zu den obigen Verfahren darauf, dass sie keine statistischen Funktionen anwen-
den. Die deterministischen Verfahren liefern als Ergebnis ein lokales Optimum und
werden deshalb auch lokale Optimierungsalgorithmen genannt. Welches lokale Op-
timum gefunden wird, ist bei diesen Verfahren im Allgemeinen vom Startwert der
zu optimierenden Parameter abha¨ngig. Startwertabha¨ngigkeit bedeutet hierbei auch:
Je na¨her sich der Startpunkt am lokalen Optimum befindet, desto schneller ist eine
Konvergenz zur lokalen optimalen Lo¨sung. Zum deterministischen Verfahren geho¨ren
Algorithmen mit und ohne Ersatzmodell. Algorithmen ohne Ersatzmodell sind die
Mustersuch-Strategien wie PDS (Parallel Direct Search, s. Dennis u. Torczon 1991)
und das klassische Optimierungsverfahren Simplex nach Nelder u. Mead (1965). De-
terministische Verfahren mit Ersatzmodell bzw. internem Modell (surrogate model)
approximieren die Zielfunktion um den Iterationspunkt pk beispielsweise mit Interpo-
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lationspolynomen. Im Folgenden werden die Approximation der Zielfunktion wa¨hrend
des Optimierungsprozesses und der Unterschied zwischen gradientenbasierten und gra-
dientenfreien Verfahren mit Ersatzmodell aufgezeigt.
Mit Hilfe einer Taylor-Reihen-Entwicklung bis zum zweiten Ordnungsterm kann die
Zielfunktion f bei der Optimierungiteration k wie folgt approximiert werden:
f(pk + sk) ≈ mk(sk) = f(pk) + 〈sTk ,gk〉+
1
2
〈sTk ,Hksk〉+ · · · , (4.3)
wobei p ∈ Rnp dem Vektor der zu optimierenden Parameter entspricht. Der Vektor
sk ∈ Rnp ist die Iterationsschrittweite pk+1 = pk + sk. Der Operator 〈·, ·〉 bedeutet
das Skalarprodukt zweier Vektoren. Den Vektor der Gradienten stellt gk ∈ Rnp und
Hk ∈ Rnp×np die Hessematrix der Zielfunktion im Iterationspunkt k dar. Bei jeder
Iteration sollen die notwendigen und hinreichenden Optimalita¨tsbedingungen erfu¨llt
werden:
∇smk(sk) = 0→ 〈Hk, sk〉 = −gk, und (4.4a)
sTkHksk > 0, ∀ s. (4.4b)
Der Unterschied zwischen den hier betrachteten gradientenfreien Verfahren mit Er-
satzmodell und den gradientenbasierten Verfahren wie beispielsweise SQP-Verfahren
(s. Franke 1998) liegt in der Regel darin, wie der Gradientenvektor und die Hesse-
matrix der Zielfunktion bei der Iteration k bestimmt werden. SQP-Verfahren bestim-
men beispielsweise die Hessematrix mittels numerischer Aufdatierung nach Broyden,
Fletcher, Goldfarb und Shanno (BFGS-Formel) (s. z.B. Powell 1978) oder mittels
automatischer Differentiation der urspru¨nglichen Zielfunktion (vgl. Franke 1998). Gra-
dientenfreie Verfahren mit Ersatzmodell dagegen berechnen die Hessematrix und den
Gradientenvektor mittels Ersatzmodellen, wie beispielsweise mehrdimensionale qua-
dratische Lagrange-Interpolationspolynome (vgl. Sauer u. Xu 1995). Beispiele gra-
dientenfreier Verfahren sind die Algorithmen COBYLA (constrained optimization by
linear approximation) und UOBYQA (unconstrained optimization by quadratic ap-
proximation) von Powell (2002). Moderne Methoden sind die Trust-Region-Verfahren
DFO (Derivative Free Optimization) von Conn u. a. (2000, 1998) und die Erweiterung
des UOBYQA-Algorithmus CONDOR (constrained, non-linear, derivative-free parallel
optimizer for continuous, high computing load, noisy objective functions) von Van-
den Berghen (2004). Der CONDOR Optimierungslo¨ser zusammen mit dem Simplex-
Verfahren nach Nelder und Mead bilden die Basis fu¨r die in Kapitel 6 beschriebene
Bibliothek fu¨r dynamische Optimierung innovativer thermischer Systeme.
Fu¨r die meisten praxisrelevanten Anwendungen muss der Parameterraum einge-
schra¨nkt werden, um beispielsweise technische Grenzen von Auslegungsparametern
(wie Wa¨rmeu¨bertragungsfla¨chen) oder physikalische Grenzen von anzupassenden Mo-
dellparametern (wie Wa¨rmeu¨bergangskoeffizienten) einzuhalten. Fu¨r die im Rahmen
dieser Arbeit aufgestellten Optimierungsprobleme mu¨ssen technische Grenzen beispiels-
weise von parametrisierten Stellgro¨ßen (vgl. Abschnitt 6.2.2) oder Modellparametern
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wa¨hrend des Optimierungsprozesses eingehalten werden. Der Optimierungsalgorith-
mus muss in der Lage sein, Optimierungsaufgaben mit Restriktionen wie:
m(s)→ min
s
, m(s) : Rnp 7→ R (4.5a)
mit bl ≤ s ≤ bu, bl,bu ∈ Rnp , (4.5b)
As + d ≥ 0, A ∈ Rnlr×np , d ∈ Rnp (4.5c)
zu lo¨sen. Die Ungleichung 4.5b ist die sogenannte Box-Restriktion und legt obere und
untere Grenze von Modellparametern des statischen Optimierungsproblems oder der
Stellgro¨ßen des dynamischen Optimierungsproblems fest. Die Ungleichung 4.5c fasst
die nlr linearen Restriktionen der zu optimierenden Parameter zusammen. Beispiels-
weise kann die Beziehung zwischen anzupassenden Wa¨rmekapazita¨ten eines Modells
anhand dieser Restriktionen aufgestellt werden (Cw > 100 ·Ceinb, vgl. Gleichungen 3.36
und 3.37). In dieser Arbeit werden zuerst nur die linearen Restriktionen unterstu¨tzt, da
die Beru¨cksichtigung von nichtlinearen Restriktionen mit dem CONDOR-Algorithmus
erfahrungsgema¨ß zu sehr zeitaufwendigen Optimierungsprozessen fu¨hren kann. Fu¨r
die Lo¨sung des Optimierungsproblems 4.5 mit Restriktionen werden Methoden wie
das Aktive-Restriktionen-Verfahren und das Barriereverfahren eingesetzt (s. Fletcher
1987). Aktive-Restriktionen-Verfahren u¨berpru¨fen bei jedem Iterationsschritt des Opti-
mierungsalgorithmus, ob die Restriktionen des Parameterraumes verletzt werden. Die-
ses kann fu¨r hochdimensionale Optimierungsprobleme zu zeitaufwendigen Lo¨sungspro-
zessen fu¨hren. Das Barriereverfahren erweitert dagegen die Approximation der Ziel-
funktion mit der logarithmischen Barriere der Elemente des Schlupfvektors w = As+d
wie folgt:
mk(sk) = f(pk) + 〈sTk ,gk〉+
1
2




Wa¨hrend des Lo¨sungsprozesses muss der Barriereparameter µ gesteuert werden, so dass
in der Na¨he des lokalen Optimums µ → 0 gilt (vgl. Franke 1998). Vanden Berghen
(2004) argumentiert, dass die Steuerung des Barriereparameters zu einer Erho¨hung
der Anzahl der Iterationen wa¨hrend des Optimierungsprozesses fu¨hrt. Bei jeder Ite-
ration muss die Hessematrix aktualisiert werden. Fu¨r gradientenfreie Verfahren mit
Ersatzmodell bedeutet dieses, dass mehr Berechnungen der Zielfunktion f(pk) fu¨r die
Bestimmung des Interpolationspolynoms (fu¨r die Bestimmung des Gradientenvektors
gk und der Hessematrix Hk) durchgefu¨hrt werden mu¨ssen. Das im Rahmen dieser
Arbeit angewandte gradientenfreie Verfahren CONDOR (Vanden Berghen 2004) nutzt
deshalb ein Aktive-Restriktionen-Verfahren, da das U¨berpru¨fen der Restriktionen we-
niger rechenintensiv als die Berechnung der Hessematrix und des Gradientenvektors auf
Basis der Zielfunktionswerte f(pk) (in dieser Arbeit Simulaionsergebnisse aus einem
Modelica-Modell) wa¨hrend der Iterationen des Optimierungsalgorithmus ist.
Da in dieser Arbeit keine analytische Form der Zielfunktion f(p) und dadurch kein
Gradientenvektor und keine Hessematrix vorhanden sind, sondern das Ergebnis einer
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Simulation ist (z.B. aus einem kompilierten Modelica-Modell), wurden fu¨r die Anwen-
dung in dieser Arbeit zwei Repra¨sentanten der Klasse der gradientenfreien Optimie-
rungsalgorithmen ausgesucht: Einer ohne Ersatzmodell (Simplex-Verfahren) und der
andere mit Ersatzmodell (Trust-Region-Algorithmus CONDOR). Im Folgenden werden
die Grundalgorithmen der beiden Methoden na¨her erla¨utert.
Simplex-Verfahren
Das Simplex-Verfahren nach Nelder und Mead kann als einer der einfachsten gradi-
entenfreien Optimierungsalgorithmen klassifiziert werden. Dieses Simplex-Verfahren
darf nicht mit dem Simplex-Verfahren fu¨r die Lo¨sung linearer Optimierungsaufgaben
verwechselt werden (Linear Programming). Im Rahmen dieser Arbeit wird die Imple-
mentierung von Press u. a. (2002) fu¨r die Lo¨sung nichtlinearer Optimierungsaufgaben
eingesetzt. Wie bereits erwa¨hnt, nutzt das Simplex-Verfahren keine Approximation
der Zielfunktion wa¨hrend einer Iteration. Es werden Berechnungen der Zielfunktion
an den Ecken des Simplex-Gebildes durchgefu¨hrt, um die Richtung des na¨chsten Itera-
tionsschrittes zu bestimmen. Abbildung 4.5 gibt eine geometrische Interpretation der
mo¨glichen Iterationsschritte eines zweidimensionalen Simplex-Gebildes (Dreieck), die
























































Abbildung 4.5: Graphische Darstellung der mo¨glichen Iterationsschritte des Simplex-
Verfahrens nach Nelder u. Mead (1965) fu¨r eine zweidimensionale Op-
timierungsaufgabe p ∈ R2 aus (Press u. a. 2002).
Die Fortschritte des Simplex-Gebildes wa¨hrend des Lo¨sungsprozesses sind in Abbildung
4.5 als eine
”
Reflektion“ (Abbildung 4.5 (b)) oder
”
Reflektion und Expansion“ (Abbil-
dung 4.5 (c)) des schlechtesten Parametersatzes phigh aufgezeigt. Ist eine Verbesserung
bei einer Reflektion nicht mehr mo¨glich, kontrahiert das Simplex-Gebilde (Abbildung
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4.5 (d)). In der Na¨he des lokalen Optimums ist keine Verbesserung mehr mo¨glich und
das Simplex-Gebilde kontrahiert mehrfach, bis ein minimales Verha¨ltnis zwischen den
Zielfunktionswerten f(p) erreicht wird (Abbildung 4.5 (e)). Die wesentlichen Schritte
des Simplex-Verfahrens sind in Algorithmus 1 zusammengefasst. Trotz hoher Robust-
heit des Simplex-Verfahrens, kann die Anwendung dieses Verfahrens zu zeitintensi-
ven Lo¨sungsprozessen fu¨hren, wenn die Berechnung der Zielfunktion einer komplexen
und rechenintensiven Simulation entspricht. Allein bei der Initialisierung des Simplex-
Gebildes sind np + 1 Zielfunktionsberechnungen notwendig. Fu¨r hochdimensionale
Optimierungsprobleme (z.B. np > 10000) ist die Anwendung des Simplexalgorith-
mus inpraktikabel. Fu¨r niedrigdimensionale Optimierungsprobleme wie beispielsweise
die Modellkalibrierung des Speicherverdampfers durch Bestimmung des Wa¨rmedurch-
gangswiderstands kA-Wert (np = 4, s. Abschnitt 4.2.1) bietet sich die Anwendung
des Simplex-Algorithmus an. Fu¨r die spa¨tere dynamische Optimierung wird allerdings
ein Algorithmus mit einer erho¨hten Effizienz angewandt. Dieser Algorithmus wird im
Folgenden eingefu¨hrt.
Schritt 1: Initialisierung des Simplex-Gebildes.
Setze das Abbruch-Kriterium tol.
Berechne (np + 1)-Mal die Zielfunktion f(p).
Schritt 2: Suche des gro¨ßten f(phigh), zweitgro¨ßten f(phigh2) und kleinsten
f(plow) Zielfunktionswertes im Simplex-Gebilde (vgl. Abbildung 4.5
(a)).




Wenn ρ ≤ tol dann
Stopp.
Schritt 4: Reflexion des schlechtesten Punktes f(phigh). Berechne die Zielfunktion
f(pr) (vgl. Abbildung 4.5 (b)).
Wenn f(pr) ≤ f(plow) dann
Reflexion und Expansion. Berechne f(pre) (vgl. Abbildung 4.5
(c)).
Ansonsten
Wenn f(pr) ≥ f(phigh2) dann
Kontraktion. Berechne f(pc) (vgl. Abbildung 4.5 (d)).
Wenn f(pc) ≥ f(phigh) dann
Mehrfach-Kontraktion um den besten Punkt plow
bis ρ ≤ tol (vgl. Abbildung 4.5 (e)).
Schritt 5: Gehe zu Schritt 2.




Das zweite im Rahmen dieser Arbeit eingesetzte Verfahren ist der CONDOR-Algorith-
mus von Vanden Berghen (2004). Dieser Optimierungslo¨ser geho¨rt zu der Klasse der
Trust-Region-Verfahren (vgl. Conn u. a. 2000). Diese Klasse von Algorithmen kann
beispielsweise bei der Lo¨sung der Optimierungsaufgaben eingesetzt werden, bei de-
nen keine analytische Form der zu optimierenden Zielfunktion f(p) vorhanden ist. Die
Zielfunktionen werden in dieser Arbeit zwar als analytische Gleichung in den Modelica-
Codes der Modelle implementiert (vgl. Zeile 18 in Codeauflistung 6.1), deren Werte
ko¨nnen jedoch erst nach der Kompilierung und anschließenden Simulation der Modelle
bestimmt werden, so dass die Information der analytischen Form verloren geht. Das
Ersatzmodell des Trust-Region-Verfahrens (in dieser Arbeit ein Lagrangesches Poly-
nom) umgeht diesen Informationsverlust. Damit braucht der Modellentwickler sich
mit diesem Algorithmus nicht weiter um die Bestimmung der fu¨r die Optimierung
notwendigen Hessematrix und den Gradientenvektor zu ku¨mmern.
Bevor die Erkla¨rung des Verfahrens erfolgt, wird zuerst die Trust-Region wie folgt
definiert:
Definition 4.1 Die Trust-Region ist die Menge aller Parameter, so dass:
Bk := {p ∈ Rnp | ‖p− pk‖2 ≤ ∆k} , (4.7)
wobei ∆k dem Trust-Region-Radius in Iteration k entspricht.
Der CONDOR-Algorithmus wendet die Euklidische-Norm ‖.‖2 fu¨r die Definition der
Trust-Region an. Im zweidimensionalen euklidischen Raum ist die Trust-Region bei-
spielsweise ein Kreis, in dem die Interpolation der Zielfunktion mittels Lagrange-
Polynomen geschieht, um die Hessematrix und den Gradientenvektor zu berechnen.
Andere Normen, die die Form des Parameterraums ausnutzen, sind mo¨glich (Conn
u. a. 2000). Durch die Normierung des Parameterraums ist es gleichermaßen mo¨glich,
die Effizienz des Algorithmus zu steigern. Dieser Aspekt wird in Abschnitt 6.2.1 na¨her
behandelt. Eine zusa¨tzliche Restriktion bei der Lo¨sung der Optimierungsaufgabe aus
Gleichung 4.5 wird mit der Anwendung von Trust-Region-Verfahren eingefu¨hrt:
||sk||2 < ∆k. (4.8)
Der Vorteil der Einfu¨hrung des Trust-Region-Radius besteht darin, dass bei einer gu-
ten Interpolation der Zielfunktion die Schrittweite sk erho¨ht werden kann. Auch bei
einer geeigneten Auswahl des Trust-Region-Radius kann die Konvergenz des Algorith-
mus bei einer indefiniten Hessematrix gewa¨hrleistet werden (Vanden Berghen 2004).
Diese Eigenschaften vergeben solchen Algorithmusklassen eine hohe Robustheit. In Al-
gorithmus 2 ist der Grundalgorithmus eines Trust-Region-Verfahrens aufgestellt. Bei
der Initialisierung (Schritt 1) muss mindestens 1/2 · (np + 1) · (np + 2)-Mal (vgl. Ab-
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bildung 4.6) die Zielfunktion f(p) aufgerufen werden, um das quadratische Lagrange-








Abbildung 4.6: Generierter Parametersatz bei gegebenem Startpunkt pstart und
Trust-Region-Startradius ∆0 fu¨r die Bestimmung des quadrati-
schen Lagrange-Interpolationspolynoms wa¨hrend der Initialisierung
des CONDOR-Algorithmus fu¨r p ∈ R2.
Die Stu¨tzstellen fu¨r die Berechnung des Ersatzmodells mk(s) bei Iteration k mu¨ssen
weiterhin so ausgesucht werden, dass es mo¨glich ist, ein einziges quadratisch mehrdi-
mensionales Lagrange-Interpolationspolynom durch die Stu¨tzstellen zu interpolieren.
In Abbildung 4.7 ist ein Beispiel mit guten (links) und schlechten (rechts) ausgesuch-
ten Stu¨tzstellen gezeigt. Die Algorithmen fu¨r die geeignete Platzierung der Stu¨tz-
stellen des Interpolationspolynoms ko¨nnen in der klassischen Literatur (Sauer u. Xu
1995; Powell 2000; Vanden Berghen 2004; Conn u. a. 2000) gefunden werden. Die
Lagrange-Polynombasis wird fu¨r jeden neuen Stu¨tzstellensatz mit Hilfe eines Gram-
Schmidt a¨hnlichen Orthogonalisierungsverfahrens fu¨r jeden Iterationsschritt k aktuali-














Wenig Information uber f(p)
..
Abbildung 4.7: Graphische Darstellung eines zweidimensionalen Optimierungspro-
blems p ∈ R2 mit der Trust-Region bei Iterationspunkt k. Links: Der
Parametersatz kann ein definiertes Ersatzmodell interpolieren. Rechts:
Durch die schlecht platzierten Stu¨tzstellen kann das Ersatzmodell nicht
exakt definiert werden.
In Schritt 3 wird das Ersatzmodell minimiert, um den Schritt sk zu berechnen (vgl.
Gleichung 4.4). In Schritt 4 wird u¨berpru¨ft, ob eine Verbesserung der Zielfunktion
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erzielt wurde. Falls keine Verbesserung vorliegt, stagniert der Algorithmus bei pk.
Der Trust-Region-Radius wird in Schritt 5 aktualisiert. Bei einer guten Verbesserung
der Zielfunktion verdoppelt sich der Radius. Ansonsten verkleinert er sich oder bleibt
konstant (s. Schritt 5 in Algorithmus 2).
Schritt 1: Setze Start-Parametervektor p0 und Trust-Region-Radius ∆0 = s0.
Setze Grenzwerte: 0 < n1 < n2 ≤ 1, z.B. n1 = 0.01 und n2 = 0.9;
0 < γ1 ≤ γ2 < 2, z.B. γ1 = 12 und γ2 = 2.
Setze End-Trust-Region-Radius ∆end = send.
Berechne 1
2
(np + 1)(np + 2)-Mal die Zielfunktion f(p) und setze k = 0.
Schritt 2: Berechne das Ersatzmodell mk(s) in Bk.
Schritt 3: Berechne einen Schritt sk, so dass das Ersatzmodell mk(sk) unter der
Restriktion pk + sk ∈ Bk minimiert wird.




Wenn ρk ≥ n2, dann
setze pk+1 = pk + sk.
Ansonsten pk+1 = pk.
Schritt 5: Aktualisierung des Trust-Region-Radius:
∆k+1 =

γ1 ·∆k if ρk < n1
∆k if ρk ∈ [n1, n2)
γ2 ·∆k if ρk ≥ n2
Schritt 6: Setze k = k + 1. Wenn ∆k+1 > ∆end dann
gehe zu Schritt 2.
Ansonsten Stopp.
Algorithmus 2: Trust-Region-Grundalgorithmus nach Vanden Berghen (2004).
Mit der gezielten Auswahl des Trust-Region-Algorithmus wird die zeitintensive
Kopplung zwischen dem Optimierungsalgorithmus und dem Modell (Zielfunktion) um-
gegangen. Die Berechnung der Hessematrix und des Grandientenvektors wird dem
Optimierungslo¨ser u¨berlassen. Die Verku¨rzung des Kopplungsprozesses ist vor allem
bei der Lo¨sung dynamischer Optimierungsaufgaben in spa¨teren Abschnitten spu¨rbar.
Damit bleibt mehr Zeit fu¨r die Modellentwicklung und die Basis zur Entwicklung ei-
ner modellentwicklerfreundlichen dynamischen Optimierungsbibliothek ist erzielt (vgl.
Abschnitt 1.3).
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4.2 Kalibrierung nichtlinearer Modelica-Modelle
Reale dynamische Systeme ko¨nnen durch das Aufstellen von Algebro-Differentialgleich-
ungen (ADGL) modelliert werden. Diese Gleichungen lassen sich in der folgenden
impliziten Form zusammenfassen:
F(x˙(t),x(t),y(t),u(t),p, t) = 0, (4.9)
wobei x(t) ∈ Rnx den differentiellen Variablen, y(t) ∈ Rny den algebraischen Variablen
und u(t) ∈ Rnu den Stellgro¨ßen entsprechen. Die zeitinvarianten Auslegungs- und Mo-
dellparameter sind in Vektor p ∈ Rnp zusammengefasst und der Skalar t ∈ R entspricht
der Zeit. Im Allgemeinen kann die Gleichung 4.9 durch algebraische Manipulation in
die folgende semi-explizite Form umgeschrieben werden (s. z.B. Ascher u. Petzold
1998):
x˙(t) = f(x(t),y(t),u(t),p, t), (4.10a)
0 = g(x(t),y(t),u(t),p, t). (4.10b)
Bei nichtlinearen Modellen besitzen die Funktionsvektoren f und g nichtlineare Funk-
tionen der differentiellen Variablen x, der algebraischen Variablen y sowie der Modell-
parameter p und der Zeit t. Nichtlinearita¨ten ko¨nnen beispielsweise bei der Berechnung
der zeitlichen A¨nderung der Lufttemperatur in der Fahrgastzelle dTft. L/dt = f(Tft. L)
auftreten, indem die Funktion f nichtlineare temperaturabha¨ngige spezifische Wa¨rme-
kapazita¨ten besitzt (vgl. Gleichung 3.42). Bei der Kalibrierung werden Modellparame-
ter p fu¨r stationa¨re Betriebspunkte anhand der Minimierung der χ2-Funktion (Glei-
chungen 4.1) bestimmt. Fu¨r die Minimierung der χ2-Funktion ko¨nnen beispielsweise
die genannten Optimierungsalgorithmen angewandt werden. Im Folgenden wird der
Kalibrierungsprozess der im Rahmen dieser Arbeit entwickelten nichtlinearen Modelica-
Modelle na¨her erla¨utert. Die angepassten Parameter ko¨nnen aus Gru¨nden der Vertrau-
lichkeit nicht spezifiziert werden. Es werden zur Orientierung allerdings die physikali-
schen oberen und unteren Grenzen angegeben.
4.2.1 Speicherverdampfer
Am Institut fu¨r Thermodynamik (IfT) der TU Braunschweig wurde eine experimen-
telle Untersuchung eines Speicherverdampferprototyps fu¨r die Kalibrierung des Modells
im Ka¨lteanlagenpru¨fstand durchgefu¨hrt. Der Pru¨fstand in Abbildung 4.8 besteht aus
einer thermisch isolierten Klimakammer mit einer Kalorimeterkammer, in dem sich der
Speicherverdampfer befindet. Dieser Aufbau orientiert sich an dem Verfahren fu¨r die
Leistungsmessung von Transportka¨lteanlagen nach DIN 8958 (1973) und kann fu¨r an-
dere Ka¨ltekreisla¨ufe adaptiert werden (s. Lemke 2005). Der Speicherverdampfer wird
in einem Kanal installiert. Am Kanaleintritt werden Eintrittsbedingungen wie relative
Luftfeuchte und Lufteintrittstemperatur eingestellt. Außerhalb der Kalorimeterkam-
mer wird die Luft fu¨r den Kondensator bzw. fu¨r den Gasku¨hler auf gewu¨nschte Umge-
bungstemperaturen konditioniert. Am Ein- und Austritt des Verdampfers wird jeweils
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ein Gitter mit 28 Thermoelementen Typ-K montiert, um die mittlere Ein- und Aus-
trittslufttemperatur zu ermitteln. Druck- und Feuchtesensoren, eine Befeuchtungsan-
lage, Drehzahlregler fu¨r Lu¨fter und Verdichter, ein Coriolis-Massenstrommessgera¨t, ein

















Abbildung 4.8: Links: Klimakammer mit Kalorimeterkammer fu¨r die Vermessung des
Speicherverdampfers. Rechts: Vereinfachtes Schaltbild-Diagramm der
gemessenen Anlage mit dem Speicherverdampfer.
Fu¨r die Kalibrierung des Speicherverdampfermodells wurde der kA-Wert aus Gleichung
3.2 fu¨r verschiedene stationa¨re Betriebsbedingungen aus Messdaten ermittelt. Ka¨lte-
mittelseitig wurden der Verdampfungsdruck und der Ka¨ltemittelmassenstrom variiert.
Luftseitig wurden verschiedene Eintrittstemperaturen, relative Feuchten und die Mas-
senstro¨me eingestellt. Diese Betriebspunkte sind in Tabelle 4.2 fu¨r eine R-134a-Anlage
zusammengefasst. Die Ergebnisse lassen sich fu¨r den Fall der Stillstandsklimatisierung
direkt auf eine Anlage mit dem Ka¨ltemittel CO2 u¨bertragen.
Tabelle 4.2: Stationa¨re Messpunkte fu¨r die Bestimmung des gesamten Wa¨rmedurch-
gangskoeffizients k des Speicherverdampfers in einer R-134a Anlage.
Nr. m˙KM [g/s] p˙KM [bar] ϑL,ein [
◦C] ϕ [%] m˙L [g/s]
1 60 4,0 40 40 166
2 60 4,0 40 40 133
3 40 3,0 40 15 133
4 40 3,0 40 15 90
5 40 3,0 40 15 50
6 15 4,0 25 15 133
7 15 4,0 25 15 90
8 30 3,0 25 15 133
9 30 3,0 25 15 90
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, χ2 : Rnp 7→ R. (4.11)
Die vorliegende Kalibrierungsaufgabe hat vier Parameter np = 4 und neun stationa¨re
Messpunkte nmess = 9. Die Messabweichung σi fu¨r die abgeleitete Messgro¨ße kA la¨sst
sich nur schwer aus einer Fehlerfortpflanzungsanalyse ermitteln. Als realistischer Wert
fu¨r die komplexe Messtechnik des Klimapru¨fstands kann σi = ±20 W/K angenommen
werden. Die zu bestimmenden Modellparameter p ∈ Rnp entsprechen sowohl fu¨r die
Ka¨ltemittelzelle als auch fu¨r die feuchte Luftzelle den Koeffizienten der Nu-Zahl. Fu¨r
die Bestimmung der luftseitigen (L) und ka¨ltemittelseitigen (KM) Wa¨rmeu¨bergangs-
koeffizienten (αL und αKM) fu¨r die Berechnung des kA-Wertes (vgl. Gleichungen 3.2
und 3.8) wird die Nusselt-Zahl Nu formuliert:
Nu = CL ·RemL · Pr0.33 (Luft), (4.12a)
Nu = CKM ·RemKM · Pr0.33 (Ka¨ltemittel), (4.12b)
mit λ als Wa¨rmeleitfa¨higkeit des Fluids und dh als hydraulischem Durchmesser. Die
Parameter Koeffizienten und Exponenten der Nusselt-Beziehungen 4.12 werden im Pa-








Um zu verhindern, dass der Optimierungsalgorithmus unphysikalische Werte der an-
gepassten Parameter liefert, werden Grenzen in Anlehnung an die in der Literatur
zu findenden Werte fu¨r die luft- und ka¨ltemittelseitigen Wa¨rmeu¨bergangskoeffizien-
ten eingefu¨hrt. Zhao u. a. (2001), Gao u. a. (2007) und Pettersen (2002) geben einen
guten U¨berblick u¨ber die globalen Wa¨rmeu¨bergangskoeffizienten von mit R-134a und
CO2 betriebenen Flachrohr-Verdampfern. Diese physikalischen Grenzen sind in Tabelle
4.3 aufgefu¨hrt.
Tabelle 4.3: Grenzen globaler ka¨ltemittel- und luftseitiger Wa¨rmeu¨bergangskoeffizien-
ten fu¨r MPET-Wa¨rmeu¨bertrager.

























, χ2 : Rnp 7→ R (4.13)








eingesetzt werden. Der minimale Wert des Kalibrierungsproblems 4.13 liefert χ2min < 1.
Wie bereits in Abschnitt 4.1.1 erwa¨hnt, bedeutet dieses Ergebnis eine gute U¨berein-
stimmung zwischen Messung und Simulation. Das Ergebnis der Modellkalibrierung
wird mit einem Vergleich zwischen der simulierten und der gemessenen mittleren Luft-
austrittstemperatur des Verdampfers in Abbildung 4.9 fu¨r die gemessenen stationa¨ren
Betriebspunkte gezeigt (Dreieck). Ebenso ist die ± 15 %-Grenze der relativen Abwei-
























Stationäre Messpunkte Transienter Messpunkt
Abbildung 4.9: Gemessene und simulierte mittlere Temperaturen der Luft am Ver-
dampferaustritt.
Das Ergebnis einer dynamischen Simulation (x) des Speicherverdampfermodells mit
den aus stationa¨ren Betriebspunkten kalibrierten Modellparametern wird gleicherma-
ßen mit gemessenen Daten verglichen. Hierbei wird der Ka¨ltekreislauf-Verdichter hin-
tereinander an- und ausgeschaltet, um Stadtverkehrsbedingungen mit dem autarken
Stillstandsklimatisierungssystem realita¨tsnah zu reproduzieren. Die Abweichung in
Form einer Hysterese (vgl. Abbildung 3.3) ist der Modellierungsannahme der konstan-
ten Phasenu¨bergangstemperatur zuzufu¨hren (vgl. Abschnitt 3.1.1). Es ist zu vermuten,
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dass der angewandte PCM unterschiedliche Erstarrungs- und Schmelzpunkttemperatu-
ren besitzt (vgl. Abbildung 2.5). Die maximale relative Abweichung trotz vereinfachter
Modellierungsannahmen fu¨r den Temperaturbereich der Stillstandsklimatisierung 6-12
◦C betra¨gt 1 K. Dies zeigt, dass eine gute Extrapolierbarkeit auf dynamische Betriebs-
bedingungen erzielt wurde.
4.2.2 Niederdrucksammler
Fu¨r eine experimentelle Untersuchung einer O¨lbohrungsdurchmesservariation wurden
am IfT unterschiedliche Niederdrucksammler mit verschiedenen O¨lbohrungen gemes-
sen. Die Details sowohl der gemessenen Betriebspunkte als auch der messtechnische
Aufbau sind in (Strupp u. a. 2007) beschrieben. Fu¨r relevante Betriebspunkte der
mobilen Anwendung wurde die Ka¨ltemittelmasse im Sammler mit dem Dampfgehalt
des Ka¨ltemittels am Sammleraustritt verglichen. Wie in Abschnitt 3.2 anhand des
Betriebspunkt-Diagramms des Niederdrucksammlers erla¨utert, lassen sich der Samm-
lerfu¨llstand δ und der Abscheide-Wirkungsgrad ηS mit der gesammelten Ka¨ltemittel-
masse bzw. mit dem Ka¨ltemitteldampfgehalt am Sammleraustritt korrelieren. Die
simulierten gesammelten Ka¨ltemittelmassen werden herangezogen, um zu u¨berpru¨fen,
ob das steuerbare Niederdrucksammlermodell aus Abschnitt 3.2.3 die Messergebnisse











, χ2 : Rnp 7→ R. (4.14)
Die Anzahl der Messpunkte betra¨gt np = 10 fu¨r den Sammler mit dem O¨lbohrungs-
durchmesser von φ = 0.8 mm und np = 9 fu¨r den Sammler mit dem O¨lbohrungsdurch-
messer von φ = 1.2 mm. Die Messungenauigkeit der Pru¨fstandswaage fu¨r die Messung
der Ka¨ltemittelmasse im Sammler betra¨gt σi = ±2 [g]. Die Anzahl der anzupassenden
Parameter ist np = 1. Dieser Parameter ist der Fu¨llstand δdrop (s. Betriebspunkt-






Der Fu¨llstand δdrop ha¨ngt von der Turbulenz der Ka¨ltemittelstro¨mung im Sammler ab
(vgl. Strupp u. a. 2007) und wird deshalb fu¨r die zwei unterschiedlichen Ka¨ltemittelmas-
senstro¨me m˙KM = 40 g/s und m˙KM = 20 g/s getrennt angepasst. Beim Einsetzen der




, χ2 : Rnp 7→ R, (4.15)
mit 0.8 ≤ δdrop ≤ 0.98 [−].
In Abbildung 4.10 ist ein Vergleich der gemessenen mit den simulierten Ergebnissen
dargestellt. Der minimale Wert fu¨r das Kalibrierungsproblem 4.15 ist χ2min  1. Ob-
wohl das Modell die Tendenzen der O¨lbohrungsvariation (je gro¨ßer die O¨lbohrung,
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desto geringer die gesammelte Ka¨ltemittelmasse) gut abbildet, sind die vereinfach-
ten Modellierungsannahmen nicht genug, um die gesammelte Ka¨ltemittelmasse genau
zu berechnen. Maßnahmen fu¨r die Verbesserung der Modellgu¨te ko¨nnten hierbei die
Beru¨cksichtigung des Schmiero¨ls sowie die Erweiterung der Gleichung fu¨r die Berech-
nung des Druckverlusts im Sammler mit Beru¨cksichtigung von Zweiphasenstro¨mungs-
effekten (Schlupf zwischen beiden Phasen) und von der geoda¨tischen Ho¨he des ge-
sammelten Ka¨ltemittels sein. Fu¨r die dynamische Optimierung ist das Modell zuerst
einmal ausreichend, da die Einflu¨sse der O¨lbohrungsvariation auf die Ka¨ltemittelmasse
gut abgebildet werden ko¨nnen.








ø 0.8 mm 
Simulation: 
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Abbildung 4.10: Gemessene und simulierte Ka¨ltemittelmasse fu¨r unterschiedliche
Ka¨ltemittelmassenstro¨me und O¨lbohrungsdurchmesser des CO2-
Niederdrucksammlers.
4.2.3 Fahrgastzelle
Fu¨r die Kalibrierung des instationa¨ren Innenraummodells aus Abschnitt 3.3.1 wurden
am IfT Messungen in einem Pkw aus dem A-Segment durchgefu¨hrt. Ziel war es, den
gesamten Wa¨rmedurchgangswiderstand kA (Rw = 1/kA, vgl. Gleichung 3.37) der
Fahrgastzelle zu ermitteln. Zum Zeitpunkt t = 0 wird die Fahrgastzelle mit einem
Heizlu¨fter bei konstanter Heizleistung von 1.177 kW beheizt. Das Innenraumvolumen
betra¨gt V = 1.7 m3. An 14 Stellen wird die Innenraumlufttemperatur mit Sensoren
des Typ-K gemessen. Die mittlere Fahrgastzellentemperatur Tmess wird aus dem arith-
metischen Mittel aller im Innenraum installierten Temperatursensoren gebildet. Die
Messunsicherheit im Experiment betra¨gt σi = ±1.1 K. Anders als bei den experimen-
tellen Untersuchungen des Speicherverdampfers und des Niederdrucksammlers wurde
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fu¨r die Fahrgastzelle keine stationa¨re Messung durchgefu¨hrt. In diesem Fall ist die










· dt, χ2 : Rnp 7→ R, (4.16)
wobei t0 und te der Anfangs- und der Endzeit des Experiments entsprechen. Die vier
anzupassenden Parameter np = 4 sind die thermischen Widersta¨nde zwischen der In-
nenraumluft und den Einbauten Reinb, zwischen der Innenraum- und der Umgebungs-
luft Rw sowie die Kapazita¨ten der Fahrgastzellenwand Cw und den Einbauten Ceinb








Sowohl der thermische Widerstand Reinb, als auch die Kapazita¨ten der Fahrgastzellen-
wand und der Einbauten bekommen keine obere Grenze. Fu¨r den thermischen Wider-
stand der Fahrgastzellenwand Rw = 1/kA sind dagegen umfangreiche Untersuchungen
durchgefu¨hrt worden (s. Hucho (Hrsg.) 2005). Er kann deshalb mit plausiblen Werten




, χ2 : Rnp 7→ R, (4.17)
mit 0.015 ≤ Rw ≤ 0.045 [K/W ]
0 < Cw, Ceinb [J/K]
0 < Reinb [K/W ].
Die Lo¨sung dieses Optimierungsproblems liefert χ2min < 1, d.h. das Modell kann im
Rahmen der Messgenauigkeit an Messdaten angepasst werden. Abbildungen 4.11 und
4.12 zeigen das Ergebnis des Kalibrierungsproblems 4.17. Aufgetragen sind die mitt-
lere Temperatur der Luft und der Einbauten im Innenraum. Da fu¨r diese Messreihe
keine Angaben u¨ber die Luftfeuchte vorhanden sind, wird beim Experimentstart von
einer relativen Luftfeuchtigkeit von ϕ = 45% ausgegangen. Diese verringert sich mit
einer Erho¨hung der Innenraumtemperatur, da eine Temperaturerho¨hung bei konstanter
Wasserdampfbeladung die Wasserdampf-Aufnahmekapazita¨t der Luft erho¨ht. Die ma-
ximale relative Abweichung zwischen gemessener und simulierter mittlerer Temperatur
ist geringer als 1 %. Die schnellere Aufheizung der Luft unmittelbar nach dem Ein-
schalten des Heizlu¨fters aufgrund der geringeren Wa¨rmekapazita¨t ist gut reproduzier-
bar. In Kapitel 7 wird dieses Modell eingesetzt, um ein optimales Steuerungskonzept





















Abbildung 4.11: Gemessene und simulierte mittlere Temperaturen der Luft und der




















Abbildung 4.12: Simulierte relative Luftfeuchtigkeit der Innenraumluft wa¨hrend eines




In diesem Kapitel werden Simulationen der Komponenten durchgefu¨hrt, um zu u¨ber-
pru¨fen ob die erstellten Modelle plausible Ergebnisse fu¨r unterschiedliche Betriebsbe-
dingungen liefern. Die im stationa¨ren Zustand kalibrierten Komponenten Speicher-
verdampfer und Niederdrucksammler sollen in einer gesamten Kreislauf-Simulation
simuliert werden. Fu¨r den Speicherverdampfer wird das Abschalten des Verdichters
simuliert, um die Lufttemperatur am Verdampferaustritt wa¨hrend des Pkw-Stillstands
zu untersuchen. Fu¨r den steuerbaren Sammler werden sowohl stationa¨re als auch eine
dynamische Variation des Abscheide-Wirkungsgrads wa¨hrend typischer Betriebsbedin-
gungen der mobilen Anwendung von CO2-Klimaanlagen fu¨r die Untersuchung der ge-
samten Systemleistungsziffer simuliert.
5.1 Abschalten des Verdichters wa¨hrend der Still-
standsklimatisierung
Bei der Standklimatisierung mit einem autarken Klimatisierungssystem wird der Pkw-
Verdichter ausgeschaltet. Demzufolge geschieht die Klimatisierung der Fahrgastzelle
durch die Abfuhr der latenten Wa¨rme vom Speicherverdampfer aus der einstro¨menden
Luft. Das im Rahmen dieser Arbeit entwickelte und kalibrierte Speicherverdampfermo-
dell wird eingesetzt, um das Abschalten des Verdichters zu simulieren. Abbildung 5.1
zeigt die simulierte mittlere Lufttemperatur am Verdampferaustritt normiert auf die
mittlere Umgebungstemperatur bzw. auf die mittlere Lufttemperatur am Verdampfer-
eintritt fu¨r den Speicherverdampfer. Um den Einfluss des Phasenu¨bergangsmaterials
anschaulicher zu machen, wurde ein herko¨mmlicher Verdampfer (Serienverdampfer)
simuliert. Der Serienverdampfer und der Speicherverdampfer besitzen a¨hnliche geo-
metrische und Wa¨rmeu¨bertragungseigenschaften bei stationa¨ren Betriebsbedingungen.
Fu¨r die Modellierung des Serienverdampfers wurde das Basismodell des Speicherver-
dampfers angewendet. Der Unterschied beider Modelle liegt im Wesentlichen darin,
dass das Serienverdampfermodell kein Phasenu¨bergangsmaterial besitzt (mPCM = 0).
Nach dem Abschalten des Verdichters steigt fu¨r beide Verdampfermodelle die simu-
lierte Lufttemperatur zuna¨chst sehr schnell. Die durch die Lamellen der Verdampfer
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Abbildung 5.1: Oben: Simulierte mittlere Lufttemperaturen am Verdampferaustritt
normiert auf die Lufteintrittstemperatur fu¨r die Speicher- und Seri-
enverdampfer. Unten: Simulierter Wasserdampfmassenstrom m˙v nor-
miert auf den Wasserdampfmassenstrom am Verdampfereintritt fu¨r die
Speicher- und Serienverdampfer.
einstro¨mende Luft nimmt das gespeicherte Kondenswasser bei niedriger Temperatur
auf, wobei das Wasser vom flu¨ssigen in den gasfo¨rmigen Zustand u¨berfu¨hrt werden
muss. Der dazu erforderliche Wa¨rmestrom kann nur der einstro¨menden Luft entzogen
werden, vorausgesetzt es wird kein Wa¨rmestrom von den Lamellen des Verdampfers
in das gespeicherte Kondenswasser u¨bertragen. Der von der feuchten Luft abgefu¨hrte
Wa¨rmestrom verhindert die schnellere Aufwa¨rmung der Luft. Ein a¨hnlicher Effekt ist
wa¨hrend des Verdunstungsvorgangs zu beobachten, der beim Einstro¨men von feuchter
Luft u¨ber eine Wasseroberfla¨che entsteht (vgl. Baehr 2004, S. 97). Bei dem Speicher-
verdampfer wird dieser Effekt mit dem Phasenu¨bergang des PCMs u¨berlagert und die
schnellere Luftaufwa¨rmung ist im Vergleich zu dem Serienverdampfer weiter verzo¨gert.
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Der durch Verdunstung des gespeicherten Kondensats entstandene Wasserdampf-
massenstrom aus der Verdampferoberfla¨che in die Luftkernstro¨mung wa¨hrend des Ver-
dunstungsvorgangs m˙v (s. Gleichung 3.23) ist gleichermaßen aufgetragen und wird auf
den Wasserdampfmassenstrom am Verdampfereintritt normiert. Durch Integration der
Fla¨che unter der Wasserdampfmassenstrom-Kurve kann die Menge an gespeichertem
Kondenswasser bestimmt werden. Diese gleicht sich der maximal gespeicherten Kon-
densatmasse mK,max an, die als Parameter fu¨r das Modell gegeben wird. Diese Werte
ko¨nnen beispielsweise aus der Dissertation von Bo¨ttcher (2006) entnommen oder aus
eigenen Messdaten identifiziert werden. Beim A¨ndern des Austrocknungskoeffizients
r (s. Gleichung 3.24) kann die Benetzung der Verdampfer mit Kondenswasser beein-
flusst und dadurch die Dynamik (Zeitkonstante) des Trocknungsvorgangs identifiziert
werden.
Im Vergleich zu Messdaten aus der Literatur (s. Haller u. a. 2007, Abbildung 13) lie-
fert das dynamische Speicherverdampfermodell plausible Werte des dynamischen Tem-
peraturverlaufs und des verdunsteten Kondensats und wird fu¨r die Entwicklung von
Steuerungskonzepten wa¨hrend der Stillstandsklimatisierung in Kapitel 7 angewandt.
5.2 Verdichterabku¨hlung mit einem steuerbaren Nie-
derdrucksammler




Erho¨hung der Systemleistungsziffer“ des steuerbaren Sammlers wird das Niederdruck-
sammlermodell in ein gesamtes CO2-Ka¨ltekreislaufmodell eingebunden. Die entspre-
chenden Komponenten des Ka¨ltekreislaufs der TIL-Bibliothek sind in Abbildung 5.2
gezeigt. Ziel hierbei ist, die Einflu¨sse einer Abscheide-Wirkungsgrad-Variation auf
globale Eigenschaften des Ka¨ltekreislaufs, wie beispielsweise die Systemleistungszif-
fer COP (vgl. Gleichung 2.13), zu untersuchen. Zahlreiche Faktoren spielen bei der
Funktionsweise des Ka¨ltekreislaufs wie beispielsweise Anlagefu¨llmenge, Verdichterhub-
volumen und -effizienz eine entscheidende Rolle und mu¨ssen vorerst festgelegt wer-
den. Die Anlagenparameter sind in Tabelle 5.2 zusammengefasst. Die Lammellen-
rohrbu¨ndel-Wa¨rmeu¨bertragermodelle (evaporator und gascooler) der Komponen-
tenbibliothek TIL (vgl. Richter 2008) wurden mit konstanten ka¨ltemittel- (αKM) und
luftseitigen (αL) Wa¨rmeu¨bergangskoeffizienten angewandt. Das Koaxialrohr-Inneres-
Wa¨rmeu¨bertragermodell (ihx) der TIL-Bibliothek (s. Anhang E) wurde ebenso mit
konstanten Wa¨rmeu¨bergangskoeffizienten angewandt. Die Randbedingungen fu¨r die
Simulation sind in Tabelle 5.2 aufgezeigt.
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Abbildung 5.2: Blockdiagramm des Modelica-Ka¨ltekreislaufmodells fu¨r die mobile An-
wendung.
Tabelle 5.1: Wichtige Parameter fu¨r den modellierten Ka¨ltekreislauf.
Parameter Wert Einheit
CO2-Fu¨llmenge der Anlage 0.5 [kg]
Inneres Volumen des Ka¨ltekreislaufs 2.0 [l]
Kompressor-Hubvolumen 28 [cm3]
Inneres Volumen des Niderdrucksammlers 0.5 [l]
Kompressorliefergrad λeff 0.7 [−]
Isentroper Wirkungsgrad des Kompressors ηisen−V erd. 0.6 [−]
Tabelle 5.2: Randbedingungen fu¨r die Ka¨ltekreislauf-Simulation einer mobilen Anwen-
dung.
Verdichter- m˙air m˙air Umgebungs-
drehzahl Verdampfer Gasku¨hler temperatur
[1/min] [g/s] [g/s] [◦C]
1200 140 600 40
In Abbildung 5.3 sind die Ergebnisse der Abscheide-Wirkungsgrad-Variation darge-
stellt. Der Anlagenhochdruck kann bei einer Vera¨nderung der Durchstro¨mungsfla¨che
des Expansionsventils variiert werden. Die maximalen COP -Werte bei den unter-
schiedlichen Sammler-Abscheide-Wirkungsgraden und fu¨r 40 ◦C Umgebungstempera-
tur ergeben sich bei einer Durchstro¨mungsfla¨che von 0.35 mm2. Dieses Ergebnis ist mit
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den Ergebnissen der quantitativen Untersuchungen von Horstmann u. Lemke (2006)
u¨ber die Einflu¨sse verschiedener Expansionsorgane auf COP und Ka¨lteleistung kon-
form. In ihrer Arbeit werden Ventilquerschnittsfla¨chen fu¨r Festdrosselanlagen, wie
im Fall der vorliegenden Arbeit, zwischen 0.26 und 0.35 mm2 identifiziert. Ebenso
aufgetragen sind die Temperaturen am Verdichteraustritt. Es kann daraus entnom-
men werden, dass eine Erho¨hung des Abscheide-Wirkungsgrads mit einer Erho¨hung
des maximalen COP -Wertes verbunden ist. Zugleich erho¨ht sich die Ka¨ltemitteltem-
peratur am Verdichteraustritt. Dieses fu¨hrt zu einem Zielkonflikt, da einerseits eine
Erho¨hung der Systemleistungsziffer COP erwu¨nscht ist und andererseits der Abstand
zur Zersetzungstemperatur des O¨ls (z.B. 160 ◦C) maximiert werden soll. Dieser Ziel-
konflikt ist in Abbildung 5.4 in Form einer Pareto-Front (Collette u. Siarry 2004)
dargestellt. Die aufgetragene Linie zeigt, dass fu¨r eine Maximierung des COP -Wertes
bzw. eine Minimierung des Kehrwertes COP−1 (s. z.B. Leducq u. a. 2006) der Ab-
stand zur O¨l-Zersetzungstemperatur minimiert bzw. die Gro¨ße (160 ◦C − ϑcomp aus)−1
maximiert wird. Dieses Mehrzieloptimierungsproblem wird mit Zuhilfenahme der ska-
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Abbildung 5.3: Links: COP -Untersuchung bei einer Variation des Abscheide-
Wirkungsgrads. Die COPnorm-Werte sind auf das COP des Ka¨lte-
kreislaufs mit Abscheide-Wirkungsgrad ηS = 0.8 normiert. Rechts:
Ka¨ltemitteltemperatur am Verdichteraustritt fu¨r unterschiedliche An-
lagenhochdrucke und Abscheide-Wirkungsgrade.
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Abbildung 5.4: Trade-off-Verlauf (Pareto-Front) zwischen der Erho¨hung der Leistungs-
ziffer COP (Ziel 1: Minimierung der Gro¨ße COP−1) und der Verdich-
terabku¨hlung (Ziel 2: Minimierung der Gro¨ße (160− ϑcomp aus)−1).
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Weitere Ka¨ltekreislaufgro¨ßen fu¨r diese COP -Untersuchung sind fu¨r drei repra¨senta-
tive Abscheide-Wirkungsgrade in Tabelle 5.3 zusammengefasst. Eine Verbesserung des
Abscheide-Wirkungsgrads von ηS = 0.8 auf ηS = 0.95 verursacht eine Verringerung der
Ka¨lteleistung Q˙KM von ca. 3.6 %. Dieser Wert scheint auf den ersten Blick niedrig zu
sein, da sich allein der Ka¨ltemittelmassenstrom um ca. 19 % verkleinert hat (vgl. Glei-
chung 2.10). Die Interpretation dieses Ergebnisses kann aus der Verdampfungsstrecke
(h6−h5) (s. Abbildung 2.10) entnommen werden. Bei einem Abscheide-Wirkungsgrad
von ηS = 0.95 ist die Verdampfungsstrecke (h6− h5) ca. 15 % ho¨her als die Verdampf-
ungsstrecke bei einem Abscheide-Wirkungsgrad von ηS = 0.8. Die Kombination der
Effekte
”
Verringerung des Ka¨ltemittelmassenstroms“ und
”
Erho¨hung der Verdamp-
fungsstrecke“ fu¨hrt zu einer gesamten Verbesserung des COP -Wertes des Systems.
Tabelle 5.3: Einfluss der Abscheide-Wirkungsgrad-Variation im CO2-Ka¨ltekreislauf.
Abscheide-Wirkungsgrad
ηS
Gro¨ße Einheit 0.80 0.85 0.95
mKM anlage [kg] 0.5 0.5 0.5
mKM sam [kg] 0.163 0.185 0.214
xsam [-] 0.8 0.85 0.95
ϑcomp aus [
◦C] 91.4 94.5 100.9
m˙KM [g/s] 37.7 35.1 31.6
pcomp aus [bar] 125.8 118.2 110.0
Q˙KM [kW] 3.38 3.34 3.26
IWU¨ ∆H˙KM [kW] 1.4 1.3 1.1
max. COPnorm [-] 1.0 1.05 1.14
Fu¨r die Untersuchung der dynamischen Effekte einer Abscheide-Wirkungsgrad-Variation
wurde eine dynamische Simulation der gesamten Anlage durchgefu¨hrt. Die Wa¨rmeu¨ber-
tragungsfla¨che des inneren Wa¨rmeu¨bertragers wurde um einen Faktor 4 erho¨ht (vgl.
Anhang E). Damit wird eine Erho¨hung der Systemleistungsziffer erzielt mit dem Nach-
teil, dass ho¨here Ka¨ltemitteltemperaturen am Verdichteraustritt erreicht werden. In
Abbildung 5.5 sind die Ergebnisse der Simulation aufgezeigt. Bei Zeitpunkt t = 50 s
wurde der Abscheide-Wirkungsgrad von ηS = 0.95 auf ηS = 0.72 reduziert, um die
Ka¨ltemitteltemperatur am Verdichteraustritt zu verringern. Die Entleerung des Nie-
derdrucksammlers verursacht eine Erho¨hung des Anlagenhochdrucks (pcomp aus), was
zu einer Verschlechterung der Systemleistungsziffer fu¨hrt. Zugleich wird die Ka¨ltemit-
teltemperatur am Verdichteraustritt auf ein Niveau unter der Zersetzungstemperatur
des Schmiero¨ls reduziert. In Kapitel 7 wird mit Zuhilfenahme dieses Modells eine Un-
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tersuchung fu¨r die Entwicklung eines optimalen Steuerungskonzepts des Ka¨ltekreislaufs
aufgezeigt, die sowohl die Systemleistungsziffer der Anlage als auch die Ka¨ltemittel-
































































































































Bei der Entwicklung innovativer Komponenten liefert die dynamische Optimierung
wichtige Informationen u¨ber optimale Steuerungskonzepte, die ku¨nftig bei der Reg-
lerentwicklung eingesetzt werden ko¨nnen. Diese optimalen Steuerungskonzepte sollen
neben der Erfu¨llung der technischen Restriktionen des Systems die Effizienz des Ge-
samtprozesses verbessern. Ziel dieses Kapitels ist es, eine im Rahmen dieser Arbeit
entwickelte gradientenfreie Optimierungsbibliothek (Dynamic Optimization Library-
DOLI) fu¨r die dynamische Optimierung von Modelica-Modellen vorzustellen. Des
Weiteren werden Definitionen und Konzepte fu¨r die Formulierung optimaler Steue-
rungsaufgaben fu¨r die Anwendung in der mobilen Klimatisierung eingefu¨hrt.
6.1 Dynamische Optimierung und klassische Rege-
lung
Die dynamische Optimierung bescha¨ftigt sich grundsa¨tzlich mit der Lo¨sung von Varia-
tionsrechnungsproblemen unter Restriktion der Systemdynamik und ist die Basis fu¨r
die Realisierung von optimalen Regelungs- und Steuerungsaufgaben. Hierbei wird von
einer Strukturoptimierung eines dynamischen Systems gesprochen, da die Stellgro¨ßen
eines Systems anhand eines Gu¨temaßes oder eines Gu¨tefunktionals bestimmt werden
(vgl. z.B. Fo¨llinger 1994). Bei einem klassischen P-, PI-, PID-Regler ist die Struktur
demgegenu¨ber schon fest und die Stellgro¨ßen nehmen im Zeitbereich die Form (s. z.B.
Schumacher 2006; Leithner 2004):













an, wobei e(t) der Regelabweichung entspricht. Die Reglerparameter Kp, Ti und Td
ko¨nnen auch durch Optimierungsmethoden bestimmt werden, was zur Lo¨sung eines
Parameteroptimierungsproblems fu¨hrt, wie in Kapitel 4.2 anhand der Modellkalibrie-
rung gezeigt wurde. Das Blockschaltbild eines PID-Reglers ist in Abbildung 6.1 aufge-
zeigt. Bei einer bestimmten Abtastfrequenz wird die Stellgro¨ße u (Prozessgro¨ße) neu
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berechnet. Ist der Sollwert erreicht, geht die Regelabweichung e gegen null und es wird






Abbildung 6.1: Blockschaltbild der Signalflu¨sse eines PID-Reglers.
Das Funktionsprinzip der optimalen Steuerung unterscheidet sich von dem des PID-
Reglers dadurch, dass keine Regelabweichung fu¨r die Bestimmung der Stellgro¨ße be-
rechnet wird. Die Stellgro¨ßen werden einmalig fu¨r den Steuerungszeithorizont t ∈ [t0, te]




J : Rnx × Rny × Rnu × Rnp × R 7→ R,
mit x˙(t) = f(x(t),y(t),u(t),p, t), (6.2b)
0 = g(x(t),y(t),u(t),p, t) (6.2c)
f : Rnx × Rny × Rnu × Rnp × R 7→ Rnx
g : Rnx × Rny × Rnu × Rnp × R 7→ Rny
bestimmt. Die Stellgro¨ßen u(t), die das Gu¨tefunktional 6.2a minimieren, werden als
die optimale Steuerung des ADGL-Systems des nichtlinearen Modells der Regelstrecke
(Gleichungen 6.2b und 6.2c) bezeichnet. Die Vektoren x ∈ Rnx und y ∈ Rny sind nach
wie vor die differentiellen bzw. die algebraischen Variablen des Streckenmodells. Die
Modellparameter sind in p ∈ Rnp gekennzeichnet. Nach der Berechnung der optimalen
Stellgro¨ßen u(t) fu¨r ein bestimmtes Zeitintervall (Steuerungszeithorizont bzw. Pra¨dik-
tionszeithorizont) werden sie an die Regelstrecke u¨bertragen. Das Blockschaltbild in
Abbildung 6.2 zeigt die Signalflu¨sse einer optimalen Steuerungsstrategie. Der Unter-
schied zum klassischen PID-Regler liegt darin, dass ein Modell der Strecke (Gleichun-
gen 6.2b und 6.2c) mit einem Optimierungsalgorithmus fu¨r die einmalige Bestimmung










Abbildung 6.2: Blockschaltbild der Signalflu¨sse einer optimalen Steuerung.
Fu¨r die Beru¨cksichtigung von Sto¨rgro¨ßen und dementsprechend der Umwandlung der
optimalen Steuerung in eine optimale Regelung des betrachteten Systems, muss das
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Streckenmodell mit einer bestimmten Abtastfrequenz neu initialisiert werden, um den
aktuellen Zustand der Regelstrecke abzubilden. Nicht gemessene Zustandsgro¨ßen x˜
mu¨ssen fu¨r die Berechnung der Stellgro¨ßen fu¨r den na¨chsten Steuerungszeithorizont aus
gemessenen Zustandsgro¨ßen xmess abgescha¨tzt werden. Die Abscha¨tzung nicht gemes-
sener Zustandsgro¨ßen geschieht mittels eines Zustandsbeobachters. Der am ha¨ufigsten
angewandte Zustandsbeobachter ist der Kalman-Filter (vgl. Wimmer 2004; Findeisen
u. a. 2001). Mit einem Kalman-Filter ist es mo¨glich, anhand physikalischer Beziehun-
gen einen nicht gemessenen Zustand als Funktion eines gemessenen Zustands unter
Beru¨cksichtigung von Messrauschen abzuscha¨tzen (s. z.B. Simon 2001). Abbildung
6.3 zeigt die Signalflu¨sse eines Reglers auf Basis dynamischer Optimierungsmethoden.
Diese Reglungsart ist bekannt als pra¨diktive Reglung (MPC: Model Predictive Con-
trol), da die Stellgro¨ßen u fu¨r ein Zeitintervall in der Zukunft bestimmt werden. Ist
das Modell der zu regelnden Strecke nichtlinear, handelt es sich um einen nichtlinearen
pra¨diktiven Regler (NMPC). Fu¨r die Oﬄine-Untersuchung von optimalen Steuerungen
der in der vorliegenden Arbeit betrachteten Komponenten genu¨gt zuerst die Kopplung
des Streckenmodells mit der im Rahmen dieser Arbeit entwickelten Optimierungsbi-













Abbildung 6.3: Blockschaltbild der Signalflu¨sse eines pra¨diktiven Reglers (MPC). Fu¨r
nichtlineare Streckenmodelle handelt es sich um einen nichtlinearen
pra¨diktiven Regler (NMPC).
6.1.1 Gu¨tefunktional
Fu¨r die Lo¨sung von Optimalsteuerungsproblemen ist eine geeignete Formulierung der
Optimierungsziele erforderlich, um klare Informationen fu¨r die Aufstellung des mathe-
matischen Problems und deren effiziente Lo¨sung zu erzielen (Franke 2002; Fo¨llinger
1994). Die Optimierungsziele ko¨nnen grundsa¨tzlich in drei verschiedenen Funktionalen
aufgestellt werden. Die Formulierung der Zielfunktionalen wird in diesem Abschnitt
angegeben und im Hinblick auf die dynamische Optimierung von mobilen Klimaanlagen
diskutiert.
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Lagrangesches Funktional. Das Lagrangesche Funktional wird fu¨r die Bestim-




L(x˙(t),x(t),y(t),u(t),p, t) · dt (6.3)
an. Das Funktional L beschreibt den Abstand zum erwu¨nschten Sollwert innerhalb
des Steuerungszeithorizonts t ∈ [t0, te]. Optimale Trajektorien werden anhand des
minimalen Abstands zu einem Sollwert eines bestimmten Systemzustands x wie bei-
spielsweise der Innenraumtemperatur der Fahrgastzelle (T −Tsoll) bestimmt. Wird der
Abstand zum Sollwert innerhalb des Steuerungszeithorizonts integriert (Gleichung 6.3),
spricht man von einer Regelfla¨che. Eine Trajektorie x(t), die durch Minimierung des
Lagrangeschen Funktionals bestimmt wurde, besitzt eine minimale Regelfla¨che. Um
die Einflu¨sse der Vorzeichenvariation (s. Abbildung 6.4) bei der Berechnung des Funk-
tionals L zu vermeiden, wird mit dem quadratischen Wert des Abstands zum Sollwert










Abbildung 6.4: Das Funktional L bestimmt den Abstand zwischen Istwert x und Soll-
wert xsoll der Systemgro¨ße innerhalb des Steuerungszeithorizonts. Der
quadratische Wert des Abstands zum Sollwert vermeidet die Einflu¨sse
der Vorzeichenvariation.
Sollen Prozessgro¨ßen in der optimalen Steuerungsaufgabe beru¨cksichtigt werden,
so wird ein energie- oder verbrauchsoptimales Kriterium formuliert. Dies ist dann der
Fall, wenn beispielsweise der elektrische Verbrauch eines Gebla¨ses anhand der Stellgro¨ße
Drehzahl (u = n) minimiert werden muss (n− nmin)2. Wie in Abschnitt 3.3.2 bereits
gezeigt, ha¨ngt der elektrische Verbrauch des Innenraumgebla¨ses sehr stark von der
Gebla¨sedrehzahl ab. Eine andere Alternative ist die direkte Beru¨cksichtigung des elek-
trischen Verbrauchs des Gebla¨ses (P˙tech−0)2 bei der Formulierung des Gu¨tefunktionals.
Diese Kriterien sind in Tabelle 6.1 fu¨r den Referenzpunkt xsoll = 0 und umin = 0 zu-
sammengefasst.
Die Kombination von unterschiedlichen Kriterien fu¨hrt zu einer Mehrzieloptimierung.
Fu¨r die Optimierung mit einem herko¨mmlichen Optimierungsverfahren werden die Kri-
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Tabelle 6.1: Unterschiedliche Lagrangesche Funktionale fu¨r die Formulierung der Op-
timierungsziele bezogen auf den Referenzpunkt xsoll = 0 und umin = 0.
Kriterien Funktional












terien addiert und je nach Wichtigkeit gewichtet. Diese Methode der Mehrzieloptimie-
rung nennt sich
”
Summe der gewichteten Kriterien“ (vgl. Collette u. Siarry 2004).
Befinden sich diese Kriterien im Konflikt, entsteht die sogenannte Trade-Off-Kurve
bzw. die Pareto-Front (vgl. Abschnitt 5.2).
Mayersches Funktional. Das Mayersche Funktional betrachtet lediglich die End-
zusta¨nde x(te) und die Endzeit te des untersuchten dynamischen Systems:
J(x(te), te) = F (x(te), te). (6.4)
Fu¨r die Bestimmung von Modellparametern und die Lo¨sung zeitoptimaler Steuerungs-
probleme ist ein Gu¨temaß der Mayer-Form geeignet (Franke 1998). Dieses Funktional
kann beispielsweise zur Bestimmung von Verdichterdrehzahlen der Klimaanlage einge-
setzt werden, um die Fahrgastzelle bei gegebenen Randbedingungen (Umgebungstem-
peratur, Solarstrahlung, usw.) zeitoptimal abzuku¨hlen.
Bolzasches Funktional. Werden das Mayersche Funktional und das Lagrangesche
Funktional zusammenaddiert, so entsteht das Bolzasche Funktional:





Da im Rahmen dieser Arbeit der optimale Temperaturverlauf (Trajektorie) der
Fahrgastzelle wa¨hrend der gesamten Stillstandsklimatisierungszeit vielmehr von Inter-
esse ist als die Endtemperatur, werden Funktionale der Lagrangeschen Form fu¨r die
Untersuchung der Steuerungskonzepte der betrachteten Ka¨ltekreislaufkomponenten in
Kapitel 7 eingesetzt. Daru¨ber hinaus besitzen die Lagrangeschen Funktionale einen
quadratischen Charakter (vgl. Tabelle 6.1), was die Berechnung des Ersatzmodells
(s. Schritt 3 des Trust-Region-Algorithmus 2) vereinfacht, da das Ersatzmodell an-
hand mehrdimensionaler quadratischer Lagrange-Polynome bestimmt wird. Eine gute
Approximation des Gu¨tefunktionals fu¨hrt zu wenigen Iterationsschritten des Trust-
Region-Algorithmus (vgl. Schritte 4 und 5 vom Trust-Region-Algorithmus 2) und
beschleunigt den Optimierungsprozess.
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6.1.2 Lo¨sungsverfahren von dynamischen Optimierungspro-
blemen
Dynamische Optimierungsprobleme ko¨nnen im Wesentlichen auf zwei Wegen gelo¨st
werden: analytisch oder numerisch. Beide Lo¨sungsverfahren werden im Folgenden
erla¨utert.
Analytische Lo¨sungsverfahren. Fu¨r die analytische Lo¨sung eines dynamischen
Optimierungsproblems wird das Hamiltonsche Funktional fu¨r die Beru¨cksichtigung der
Systemdynamik (in diesem Abschnitt nur fu¨r ein DGL-System vereinfacht) eingefu¨hrt
(vgl. A˚kesson 2007):
H(x(t),u(t)) := L(x(t),u(t)) + λT · f(x(t),u(t)), (6.6)
mit x˙(t) = f(x(t),u(t)),
x(t0) = x0, (6.7)
wobei die Multiplikatoren λ ∈ Rnx den adjungierten Variablen entsprechen. Mit Zu-
hilfenahme einer algebraischen Manipulation und der Definition des Hamiltonschen
Funktionals, kann das Lagrangesche Funktional aus Abschnitt 6.1.1 in folgendes Funk-
tional umgeschrieben werden:









Beim Setzen des totalen Differentials der Gleichung 6.8 zu null δJ = 0 (s. A˚kesson 2007)















λ(te) = 0 (Lagrangesches Funktional), (6.9d)
x(t0) = x0. (6.9e)
Fu¨r die Erfu¨llung der notwendigen Optimalita¨tsbedingungen in den Gleichungen 6.9,
mu¨ssen neben den Initialwerten x0 ∈ Rnx des Zustandsvektors x ∈ Rnx auch die
Werte der adjungierten Variablen λ am Ende des Steuerungszeithorizonts te im Vor-
aus bestimmt werden (Gleichung 6.9d). Dies entspricht der sogenannten Zwei-Punkt-
Randwertaufgabe und stellt fu¨r die hier betrachteten komplexen Systeme einen unprak-
tikablen Lo¨sungsweg dar. Mit Zuhilfenahme der Optimalita¨tsbedingungen 6.9 ko¨nnen
sehr einfache Probleme gelo¨st werden. Sie werden eingesetzt, um die optimale Lo¨sung
des Testproblems aus Abschnitt 6.3 (vgl. Anhang F) analytisch herzuleiten. Mit dieser
optimalen analytischen Lo¨sung kann die im Rahmen dieser Arbeit entwickelte Opti-
mierungsbibliothek verifiziert werden.
9Diese Bedingungen sind die Basis des Maximumprinzips von Pontryagin.
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Numerische Lo¨sungsverfahren. Ein anderer Lo¨sungsweg ist die direkte Anwen-
dung (ohne algebraische Manipulation) von numerischen Verfahren, um ein dyna-
misches Optimierungsproblem zu lo¨sen. Verschiedene Strategien fu¨r die numerische
Lo¨sung optimaler Steuerungsprobleme wie beispielsweise das Sequentiell- oder das
Simultan-Verfahren ko¨nnen eingesetzt werden. Diese Verfahren wandeln das unend-
liche Optimierungsproblem (Bestimmung der optimalen Stellgro¨ßen u(t) in der unend-
lichen Menge der reellen Zahlen im Steuerungszeithorizont t ∈ [t0, te]) in ein finites
und durch einen Rechner lo¨sbares Optimierungsproblem um. Der Unterschied zwi-
schen einem Sequentiell-Verfahren und einem Simultan-Verfahren besteht darin, wie
das DGL-System des zu optimierenden Streckenmodells in das Optimierungsproblem
integriert wird. Beim Sequentiell-Verfahren werden lediglich die Stellgro¨ßen u(t) im
Steuerungszeithorizont diskretisiert (s. Abschnitt 6.2.2) und als Optimierungsparame-
ter als Vektor up fu¨r einen Optimierungsalgorithmus bereitgestellt. Die Berechnung des
Zielfunktionals und dementsprechend die Integration der Gleichungen des Streckenmo-
dells x˙(t) = f(x(t),u(t)) erfolgen unabha¨ngig und sequentiell fu¨r jede neue Iteration
des Optimierungsalgorithmus bis das Optimum erreicht ist. Sequentiell-Verfahren un-
terteilen sich weiterhin in zwei Klassen: Einschießverfahren und Mehrschießverfahren.
Bei den Mehrschießverfahren wird das DGL-System des Streckenmodells innerhalb des
Steuerungszeithorizonts bei jeder Iteration des Optimierungsalgorithmus fu¨r verschie-
dene Teilsteuerungszeithorizonte gelo¨st (s. Abbildung 6.5 links). Es muss bei die-
sem Verfahren zusa¨tzlich gewa¨hrleistet werden, dass die Anfangs- und Endzusta¨nde
benachbarter Teilsteuerungszeithorizonte identisch sind (di = 0) (s. z.B. Findeisen
2004). Bei Einschießverfahren (Abbildung 6.5 rechts) wird dagegen das DGL-System
des Streckenmodells und dementsprechend das Gu¨tefunktional fu¨r jede Iteration des
Optimierungsalgorithmus im gesamten Steuerungszeithorizont berechnet.
Beim Simultan-Verfahren (vgl. Kameswaran u. Biegler 2006) werden die zeit-
lich diskretisierten Gleichungen des Streckenmodells (z.B. mit einem expliziten Euler-
Verfahren mit Schrittweite h) wa¨hrend der Iteration des Optimierungsalgorithmus als
Restriktionen der Optimierungsaufgabe c(x,u) beru¨cksichtigt. Das Optimierungspro-
blem nimmt die Form (vgl. A˚kesson 2007) an:
min
up
J(x(t),u(t)), up ∈ Rnup (6.10)
mit c(x,u) =
 x0 + h · f(x0,u0)− x1...
xnup−1 + h · f(xnup−1,unup−1)− xnup
 = 0.
Die Anzahl des diskretisierten Stellgro¨ßenvektors ist nup. Die Schrittweite h fu¨r die Dis-
kretisierung der Zusta¨nde x im Steuerungszeithorizont [t0, te] betra¨gt h = (te− t0)/nup.
Simultan-Verfahren besitzen im Vergleich zu Sequentiell-Verfahren bessere numerische
Eigenschaften (s. Kameswaran u. Biegler 2006). Aufgrund der Komplexita¨t der be-
trachteten Komponentenmodelle (Streckenmodelle) und der Tatsache, dass die Berech-
nung des Zielfunktionals und die Integration der Gleichungen des Streckenmodells mit-
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tels eines kompilierten Modelica-Modells erstmals fu¨r eine Oﬄine-Untersuchung statt-
findet, wird in dieser Arbeit das sequentielle Einschießverfahren bevorzugt. Die Um-
wandlung des dynamischen Optimierungsproblems in ein durch einen Rechner lo¨sbares
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Abbildung 6.5: Zusammenspiel zwischen dem Optimierungsverfahren und dem
Streckenmodell-Integrator bei Sequentiell-Verfahren. Links: Mehr-
schießverfahren. Rechts: Einschießverfahren.
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6.1.3 Umwandlung in ein nichtlineares Optimierungsproblem
Wie im letzten Abschnitt bereits erwa¨hnt, kann die Anwendung analytischer Lo¨sungs-
verfahren fu¨r komplexe Systeme zu zeitaufwendigen Lo¨sungsprozessen fu¨hren. Um dies
zu umgehen, werden numerische Verfahren eingesetzt. Ziel der numerischen Lo¨sung von





umin ≤ u(t) ≤ umax, (6.11b)
xmin ≤ x(t) ≤ xmax, (6.11c)
ymin ≤ y(t) ≤ ymax, (6.11d)
mit x˙(t) = f(x(t),y(t),u(t),p, t), (6.11e)
0 = g(x(t),y(t),u(t),p, t) (6.11f)
unter Beru¨cksichtigung der Restriktionen 6.11b-6.11d und der Systemdynamik 6.11e-
6.11f zu lo¨sen. Hierfu¨r wird ein gradientenfreies Optimierungsverfahren (z.B. der
Trust-Region-Algorithmus CONDOR (Vanden Berghen 2004)) nach dem Einschieß-
verfahrensschema (s. Abbildung 6.5) eingesetzt. Um das Optimierungsproblem fu¨r
den nichtlinearen Optimierungsalgorithmus lo¨sbar zu machen, werden folgende Punkte
beru¨cksichtigt:
• Die Restriktionen der Stellgro¨ßen umin ∈ Rnu und umax ∈ Rnu werden vom
Optimierungsalgorithmus beru¨cksichtigt. Der CONDOR-Algorithmus benutzt
hierfu¨r ein Aktive-Menge-Verfahren (vgl. Fletcher 1987).
• Die ADGL des dynamischen Systems 6.11e und 6.11f sowie das Gu¨tefunktional
6.11a werden von einem kompilierten Modelica-Modell gelo¨st.
• Die Stellgro¨ßen ui ∈ u(t) mit i = 1 . . . nu (nu Anzahl der Stellgro¨ßen) mu¨ssen
innerhalb des Steuerungszeithorizonts diskretisiert werden. Die Diskretisierungs-
formen werden in Abschnitt 6.2.2 behandelt. Die nup Stu¨tzstellen der Diskretisie-
rung von jeder Stellgro¨ße ui (vgl. Abbildung 6.5 rechts) werden als Optimierungs-













6. Dynamische Optimierung von Modelica-Modellen
Fu¨r zwei Stellgro¨ßen nu = 2 und bei einer Diskretisierung von nup = 4 ergibt
sich beispielsweise ein Optimierungsproblem der Dimension nu × nup = 8. Der
parametrisierte Stellgro¨ßenvektor up wird iterativ gea¨ndert, bis das Zielfunktional
6.11a minimiert wird.
• Restriktionen der Zustands- und der algebraischen Gro¨ßen (Gleichungen 6.11c
und 6.11d) ko¨nnen bei Einschießverfahren mit kompilierten Modelica-Modellen
nicht vom Optimierungsalgorithmus direkt beru¨cksichtigt werden. Diese werden
als
”
Strafterme“ in das Gu¨tefunktional mit einbezogen (s. Kapitel 7).
6.2 Dynamic Optimization LIbrary - DOLI
Die hier verfolgte Strategie bei der Entwicklung von DOLI besteht in der Anwendung
von Optimierungsalgorithmen, die keine Informationen u¨ber die Sensitivita¨tsgleichun-
gen beno¨tigen, die so genannten gradientenfreien Algorithmen (derivative free bzw.
direct search algorithms) (vgl. Bockholt u. a. 2008a). Diese vereinfachen die Kopplung
mit dem Simulationsmodell erheblich und sind unabha¨ngig von der Simulationsum-
gebung, solange eine Schnittstelle zur Steuerung des kompilierten Modells vorhanden
ist. Abbildung 6.6 zeigt die objektorientierte Struktur von DOLI (C/C++-Schicht)
und wie sie mit einem Streckenmodell (Modelica-Schicht) fu¨r die Realisierung einer






















Abbildung 6.6: Objekt-orientierte Struktur von DOLI in der C/C++-Schicht. Das
Streckenmodell wird in der Modelica-Schicht erstellt und mit der
Bibliothek fu¨r die Untersuchung optimaler Steuerungskonzepte einer
Strecke gekoppelt (s. Abbildung 6.2).
Die Bibliothek besteht aus einem Optimierungsalgorithmus und einem Modell der
zu steuernden Strecke. Der CONDOR-Algorithmus (vgl. Vanden Berghen 2004) und
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Wrapper“ fu¨r das kompilierte
Modelica-Modell (z.B dymosim.exe der Fa. Dynasim AB (2008)). Fu¨r ku¨nftige An-
wendungen kann diese Klasse erweitert werden, um einen aus einem Modelica-Modell
generierten C-Code einzubinden.
Die Bibliothek kann mit einem Modelica-Streckenmodell in der Modelica-Schicht fu¨r
die Oﬄine-Untersuchung von Optimierungsstrategien eingesetzt werden. Der Informa-
tionsaustausch zwischen der C/C++-Schicht und der Modelica-Schicht geschieht durch
das Modelica-Standardpaket Blocks.Interfaces (Input- und Outputkonektoren).
In Abbildung 6.7 ist die Kopplung mit einem kompilierten Modelica-Modell darge-
stellt. Nach der Initialisierung der Algorithmen mit einem Startwert der diskretisierten
Stellgro¨ßen u0p (vgl. Abschnitt 6.2.2) werden Optimierungsiterationen durchgefu¨hrt, bis
das Gu¨tefunktional J minimiert wird. Erst nach Berechnung der optimalen Stellgro¨ßen














Abbildung 6.7: Funktionsprinzip des Einschießverfahrens fu¨r die numerische Lo¨sung
des dynamischen Optimierungsproblems mit Modelica-Modellen.
6.2.1 Parameter-Normierung
Die Bibliothek fu¨r dynamische Optimierung bietet weiterhin die Mo¨glichkeit, die zu
optimierenden Parameter zu normieren. Bei physikalisch modellierten Ka¨lte-, Klima-
und Wa¨rmepumpensystemen ist es ha¨ufig der Fall, dass die Stellgro¨ßen unterschied-
liche Gro¨ßenordnungen aufweisen. Ventilquerschnittsfla¨chen haben beispielsweise eine
Gro¨ßenordnung von 10−6 [m2], wa¨hrend Gebla¨sedrehzahlen im Bereich 103 [1/min]
liegen. Wie in Abschnitt 4.1.2 bereits erwa¨hnt, ha¨ngt die algorithmische Effizienz des
Simplex-Verfahrens und des Trust-Region-Verfahrens davon ab, inwieweit das Simplex-
Gebilde und der Trust-Region-Radius die Form des Parametersuchraums ausnutzen
ko¨nnen. Unterscheiden sich die Gro¨ßenordnungen der Stellgro¨ßen zu stark, erho¨ht sich
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die Anzahl von Funktionsaufrufen bzw. von Simulationen, bis das lokale Optimum
erreicht wurde. Dieser Effekt ist in Abbildung 6.8 fu¨r eine bidimensionale Optimie-
rungsaufgabe p ∈ R2 mit Box-Restriktionen pmin ≤ p ≤ pmax dargestellt. Auf der
linken Seite ist der Parameterraum nicht normiert. Demzufolge kann der Trust-Region-
Radius bis zur Breite der Restriktion des Parameters p1 expandiert werden. Bei einer
Parameter-Normierung (Abbildung 6.8 rechts) kann der Trust-Region-Radius die qua-




















Abbildung 6.8: Exemplarisches bidimensionales (p ∈ R2) Optimierungsproblem mit
Parameter-Restriktion. Links: Optimierungsproblem ohne Normier-
ung der Parameter. Rechts: Normierung der Parameter fu¨r die Ver-
besserung der algorithmischen Effizienz.
6.2.2 Parametrisierung der Stellgro¨ßen
In Abschnitt 6.1.3 wurde die Umwandlung eines dynamischen Optimierungsproblems
in ein nichtlineares Optimierungsproblem aufgezeigt. Damit die in Kapitel 4 vorge-
stellten Optimierungsalgorithmen das nichtlineare Optimierungsproblem lo¨sen ko¨nnen,
mu¨ssen die Stellgro¨ßen parametrisiert werden. Die Optimierungsbibliothek DOLI kann
die Stellgro¨ßen in stu¨ckweise konstant, stu¨ckweise linear und als Lagrange-Polynom pa-
rametrisieren. Diese Parametrisierungsarten werden im Folgenden erla¨utert.
Stu¨ckweise konstant
Dieses ist die einfachste Form der Parametrisierung. Der Steuerungszeithorizont [t0, te]
wird in nup Intervalle geteilt. Die zu optimierenden Parameter sind die konstanten
Stellgro¨ßen in jedem Teilintervall. In Abbildung 6.9 ist diese Art der Parametrisierung
fu¨r die Stellgro¨ße ui mit nup = 5 exemplarisch aufgezeigt.
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Abbildung 6.9: Stu¨ckweise konstante Parametrisierung der Stellgro¨ßen.
Stu¨ckweise linear
Bei einer stu¨ckweise linearen Parametrisierung der Stellgro¨ßen werden die Stellgro¨ßen-
werte in den Teilintervallen des Steuerungszeithorizonts linear interpoliert. In Abbil-
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Abbildung 6.10: Stu¨ckweise lineare Parametrisierung der Stellgro¨ßen.
Lagrange-Polynom
A¨hnlich wie das Ersatzmodell der Zielfunktion bei den gradientenfreien Optimierungs-
verfahren (s. Abschnitt 4.1.2), ko¨nnen die Stellgro¨ßen anhand von Lagrange-Polynomen
interpoliert werden. Der Unterschied hierbei ist, dass es sich um eindimensionale
Lagrange-Polynome der (nup−1)-ten Ordnung handelt, wobei nup der Anzahl der Teil-
intervalle im Steuerungszeithorizont entspricht. Mit dem Lagrange-Polynom wird ein
glatter Verlauf der Stellgro¨ße erzielt. Abbildung 6.11 zeigt schematisch ein Lagrange-
Polynom fu¨r eine Diskretisierung der Stellgro¨ße ui(t) von nup = 5. Die zu optimierenden
Parameter sind die Stu¨tzstellen ui,j des Lagrange-Polynoms innerhalb des Steuerungs-
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ui,j · L(nup−1)j (t) , mit t ∈ [t0, te]. (6.13)
Die Lagrange-Polynome L
(nup−1)
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Abbildung 6.11: Parametrisierung der Stellgro¨ßen mit Lagrange-Polynomen.
Nachteil der Lagrange-Polynome als Parametrisierung der Stellgro¨ßen ist, dass der
Verlauf des Polynoms zwischen den Stu¨tzstellen die Restriktionen der Stellgro¨ßen ver-















Abbildung 6.12: Verletzung der Stellgro¨ßen-Restriktionen, obwohl die Stu¨tzstellen ui,j
mit j = 1 . . . 5 innerhalb des zula¨ssigen Bereichs liegen.
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6.3 Dynamische Optimierung eines thermodynami-
schen Modells
6.3.1 Testproblem
Als Testproblem fu¨r die Verifikation der Bibliothek wird das Abku¨hlen eines adiabaten
Raumes mit idealer Luftvermischung eingesetzt (s. Abbildung 6.13). Ziel der Opti-
mierung ist es, eine schnellere Abku¨hlung des adiabaten Raumes mit einem minimalen
Massenstrom-Einlass durchzufu¨hren.
V





m    , T  
.
ein ein aus aus
Abbildung 6.13: Thermodynamisches Testmodell fu¨r die exemplarische Anwendung
der dynamischen Optimierungsbibliothek.
Die Differentialgleichungen fu¨r das System mit trockener Luft aus Abbildung 6.13 las-
sen sich aus dem ersten Hauptsatz der Thermodynamik fu¨r adiabate instationa¨re Fließ-









= m˙ein − m˙aus. (6.15b)
Fu¨r konstante Luftvolumen, Luftdruck und spezifische Wa¨rmekapazita¨t bei konstantem
Druck cp kann die Gleichung 6.15a wie folgt vereinfacht werden:
m · dT
dt
= m˙ein · [Tein − Taus] . (6.16)
Mit Hilfe der thermischen Zustandsgleichung fu¨r ideales Gas bei konstantem Druck
und Volumen
p · Vkv = m ·RL · T, (6.17)
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wobei β = 1/T dem thermischen Ausdehnungskoeffizient fu¨r ideales Gas entspricht.
Weiterhin kann die Gleichung 6.16 in die Gleichung 6.18 eingesetzt werden, womit sich









Die Lufteintrittstemperatur Tein ist konstant und gleich der Soll-Temperatur Tein =
Tsoll. Durch die ideale Vermischung gleicht sich die Luftaustrittstemperatur der Tem-
peratur der Luft im Raum an und es gilt Taus = T . Ein Vergleich mit den Gleichungen
6.11 liefert xT = {T,m}, uT = {m˙ein} und pT = {Vkv}.
6.3.2 Formulierung der Optimierungsaufgabe
Das Gu¨tefunktional fu¨r das Testproblem ist als Kombination eines verlaufs- und eines
verbrauchsoptimalen Kriteriums formuliert und ist wie folgt aufgestellt:
min
m˙







w1 · (Tsoll − T )2 + w2 · (m˙min − m˙ein)2
] · dt. (6.20)
Die Wichtungsskalare w1 und w2 dienen der Normierung und Priorisierung der Krite-
rien. Ziel ist eine schnellere Abku¨hlung des Raumes mit einem minimalen Energieauf-
wand. Fu¨r das Testproblem bedeutet ein minimaler Energieaufwand einen geringeren
Eintrittsmassenstrom m˙ein, der beispielsweise aus einem elektrisch betriebenen Gebla¨se
erzeugt wird. Die Solltemperatur ist auf Tsoll = 293 K gesetzt. Der minimale Massen-
strom betra¨gt m˙min = 0.15 kg/s.
6.3.3 Analytische Lo¨sung
Die analytische Lo¨sung fu¨r den Massenstrom des Testproblems ist in Gleichung 6.21
aufgestellt (vgl. Anhang F fu¨r die Herleitung).
















= w1 · (Tsoll − T ) + λ1 · m˙ein
m





= λ1 · m˙ein
m2
· (Tsoll − T ) , (6.21c)
wobei λ1 und λ2 den adjungierten Variablen des Optimierungsproblems entsprechen.
Um die Gleichung 6.21 numerisch zu integrieren, mu¨ssen die adjungierten Variablen
die Transversalita¨tsbedingungen (Fo¨llinger 1994):
λ1(te) = 0
λ2(te) = 0
erfu¨llen. Diese Bedingungen ko¨nnen beim iterativen Setzen geeigneter Initialwerte der
adjungierten Variablen (λ1(0), λ2(0)) erfu¨llt werden. Da diese Variablen keine physika-
lischen Gro¨ßen sind (vgl. A˚kesson 2007, S. 64) und nur der Lo¨sung des Optimierungs-
problems dienen, ist das Setzen von Initialwerten fu¨r komplexe Optimierungsaufgaben
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ein sehr zeitaufwendiger Lo¨sungsweg. Somit ist die Anwendung dieser Lo¨sungsstrate-
gie bei der dynamischen Optimierung der in dieser Arbeit betrachteten Komponenten
ungeeignet. Fu¨r die U¨berpru¨fung der Bibliothek DOLI ist dieses Lo¨sungsverfahren
allerdings hilfreich, indem die optimale analytisch hergeleitete und die optimale nume-
rische Lo¨sung miteinander verglichen werden ko¨nnen.
6.3.4 Numerische Lo¨sung
Fu¨r die numerische Lo¨sung sind die Differentialgleichungen des Testproblems in Mo-
delica implementiert (s. Codeauflistung 6.1). Das Gu¨tefunktional ist in Zeile 18 auf-
gestellt und dient als Zielfunktional fu¨r DOLI. Die Steuergro¨ße ist der Massenstrom
des Eingangskonnektors (inPort.m_flow) und wurde in nup = 30 stu¨ckweise konstante
Segmente innerhalb des Steuerungszeithorizonts diskretisiert.
1 model Box
2 . . . ( D e f i n i t i o n von Parametern , Konstanten und Startwerten )
3 SI .Temperature T( s t a r t=Tstart ) ” Zustandsvar iab l e 1” ;
4 SI .Mass m ( s t a r t=rhoAir ∗V) ” Zustandsvar iab l e 2” ;
5 Real co s t ” Gu¨te funkt iona l ” ;
6 Real w1 , w2 ”Wichtung” ;
7 Connectors . Port inPort , outPort ”Konnektoren” ;
8 equation
9 /∗ ∗∗∗∗∗∗∗Massenbi lanz ∗∗∗∗∗∗∗∗∗∗∗ ∗/
10 der (m)=inPort . m flow−outPort . m flow ;
11 der (m)=inPort . m flow∗(1− inPort .T/T) ;
12 /∗ ∗∗∗∗∗∗∗ Energ i eb i l anz ∗∗∗∗∗∗∗∗∗ ∗/
13 m∗der (T)=inPort . m flow ∗( inPort .T−T) ;
14 outPort .T=T;
15 /∗ ∗∗∗∗∗∗∗Gu¨temaß∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
16 w1=1.5/( Tstart−Tso l l ) ˆ 2 ;
17 w2=0.5/(mflowMin−mflowMax ) ˆ 2 ;
18 der ( co s t )=0.5∗(w1∗( Tso l l−T)ˆ2+w2∗( mflowMin−inPort . m flow ) ˆ 2 ) ;
19 end Box ;
Codeauflistung 6.1: Abschnitt des Modelica-Codes des thermodynamischen Problems.
Die Ergebnisse der analytischen und der numerischen Lo¨sung sind in Abbildung 6.14
dargestellt. Der adiabate Raum mit einem internen Volumen von 1 m3 wird innerhalb
von 40 s von 40 ◦C auf 20 ◦C nach dem Gu¨tefunktional der Zeile 18 in Codeauf-
listung 6.1 optimal abgeku¨hlt. Schließlich werden die Wichtungsskalare w1 und w2
(Zeile 16 und 17 in Codeauflistung 6.1) des Gu¨tefunktionals variiert, um den optima-
len Massenstromverlauf zu untersuchen. In Abbildung 6.15 sind die Ergebnisse der
Wichtungsvariation dargestellt. Zuerst werden die Werte 0.33w1 und 3w2 gesetzt, d.h.
es wird ein Optimierungsproblem mit einem dominanten verbrauchsoptimalen Krite-
rium formuliert. Im folgenden Schritt wird eine Optimierung mit den Werten 1.33w1
und 0w2 durchgefu¨hrt. Die Lo¨sung konvergiert wie erwartet zum maximal mo¨glichen
Massenstromverlauf, da das verbrauchsoptimale Kriterium w2 ausgeschaltet wird. Mit
diesem Vergleich der numerischen und der analytischen Lo¨sung sind die Funktiona-
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lita¨ten der Bibliothek gepru¨ft worden. Die Bibliothek kann nun im folgenden Kapitel
fu¨r die dynamische Optimierung von Klimaanlagen mit innovativen Komponenten fu¨r































































































Ein großer Vorteil der Entwicklung von Steuerungskonzepten mit Hilfe der dynami-
schen Optimierung liegt in der simultanen Beru¨cksichtigung von energetischem Ver-
brauch und technischen Restriktionen der Zustandsvariablen sowie der Stellgro¨ßen des
zu steuernden Systems. In diesem Kapitel werden Steuerungskonzepte mit den in
Kapitel 3 entwickelten Modellen des Speicherverdampfers und des steuerbaren Nieder-
drucksammlers mit Hilfe der in Kapitel 6 dargestellten Optimierungsbibliothek DOLI
untersucht.
7.1 Stillstandsklimatisierung mit Speicherverdamp-
fer
7.1.1 Modell und Anwendungsszenario
Abbildung 7.1 zeigt das Blockdiagramm der Modelica-Modelle fu¨r die Untersuchung
des optimalen Steuerungskonzepts bei einer autarken Standklimatisierung mit Spei-
cherverdampfer. Ziel ist die Aufrechterhaltung der Behaglichkeitsbedingungen (Tem-
peratur und relative Luftfeuchte) in der Fahrgastzelle wa¨hrend der Stillstandsklimati-
sierung bei Steuerung der Frischluftklappeno¨ffnung und der Innenraumgebla¨sedrehzahl.
Das Modell besteht aus einem Frischluft-Mischer (freshair) mit einer verstellbaren
Frischluftklappe, einem radialen Gebla¨se (blower), einem Heiz- und Klimagera¨t (hvac)
und der Fahrgastzelle (zone). Im T-Stu¨ck wird die Luft je nach Frischluftklappen-
Einstellung wieder in das Klimatisierungssystem zuru¨ckgefu¨hrt. Fu¨r eine geo¨ffnete
Frischluftklappe flapPos=1 findet keine Rezirkulation der Luft statt und die Luft
stro¨mt in den Pkw-Heckraum (rearend). Bei dieser Einstellung der Frischluftklappe
wird Luft bei Umgebungsbedingungen stetig angesaugt und durch das Heiz- und Kli-
magera¨t geblasen. Die Luftfeuchtigkeit der Umgebung (environment) betra¨gt bei dem
untersuchten Szenario ϕ = 35 %, die Temperatur ist auf ϑ = 40 ◦C gesetzt. Die
zugefu¨hrte Wa¨rme durch Solarstrahlung betra¨gt Q˙u =1.2 kW (vgl. Tabelle 2.1). In
der Fahrgastzelle befindet sich eine Person (s. Abschnitt 3.3.4). Die zu optimierenden
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Stellgro¨ßen u(t) fu¨r die Gewa¨hrleistung des Klimakomforts sind der Einstellwinkel der
















Abbildung 7.1: Blockdiagramm der Modelica-Modelle fu¨r die dynamische Optimie-
rung der Stillstandsklimatisierung mit dem Speicherverdampfer. Die
Stellgro¨ßen entsprechen der Innenraumgebla¨se-Drehzahl n und dem
Einstellwinkel der Frischluftklappe flapPos.
7.1.2 Initialisierung des kompilierten Streckenmodells
Ein zu beachtender Aspekt bei der dynamischen Optimierung mit kompilierten Modelica-
Modellen ist der Initialisierungsprozess des Streckenmodells. Ein nicht robuster In-
itialisierungsprozess des kompilierten Streckenmodells fu¨hrt zu Konvergenzschwierig-
keiten des Optimierungsalgorithmus. Fu¨r die im Rahmen dieser Arbeit angewand-
ten Streckenmodelle geschieht die Kopplung zwischen dem Initialisierungslo¨ser und
den Modellgleichungen bereits wa¨hrend der Kompilierung u¨ber eine Simulationsumge-
bung (z.B. Dymola Dynasim AB (2008)). Nach der Kompilierung hat der Benutzer
keine Mo¨glichkeit mehr, den Initialisierungsprozess zu beeinflussen. Das kompilierte
Streckenmodell des letzten Abschnitts zeigt sich als schwer initialisierbar. Die Ursache
dieses Initialisierungsproblems liegt an der Tatsache, dass das mit der Simulations-
umgebung Dymola kompilierte Modelica-Modell eine Fixpunktmethode fu¨r die Lo¨sung
nichtlinearer Gleichungssysteme anwendet (s. z.B. Merziger u. a. 2001). In Abbildung
7.2 sind die Iterationen der Fixpunktmethode fu¨r die Berechnung des Betriebspunk-
tes des Gebla¨se-Klimagera¨tmodells wa¨hrend der Initialisierung schematisch aufgezeigt.
Falls der Betriebspunkt beim Initialisieren nicht genau getroffen wird, divergiert die
Folge der Werte des Volumenstroms vom Betriebspunkt. Dies hat zufolge, dass die ma-
ximale Anzahl der Iteration u¨berschritten wird und ein Startwert y0 nicht bestimmt
werden kann. Diese numerische Schwierigkeit ist fu¨r die dynamische Optimierung ein
Hindernis, da fu¨r jeden neuen Parametersatz der Stellgro¨ßen das Modell initialisiert
werden muss.
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Abbildung 7.2: Divergentes Verhalten der Folge V˙i der algebraischen Variablen V˙ bei
einer Initialisierung mit der Fixpunktmethode.
Wird das Modell bei einem bestimmten Stellgro¨ßenvektor nicht initialisiert, so wird das
Gu¨tefunktional nicht berechnet, was eine Unstetigkeit des mit Lagrange-Polynomen in-
terpolierten Zielfunktionals verursacht und die Konvergenz des Optimierungsalgorith-
mus gefa¨hrdet. Um das Initialisierungsproblem des Modells zu vermeiden, wird eine
A¨nderung im Modelica-Code des Druckabfallmodells des Heiz- und Klimagera¨tmo-
dells vorgenommen (vgl. Codeauflistung 7.1). Mit dem Modelica-Sprachenelement
initial() kann der Volumenstrom wa¨hrend der Initialisierung festgelegt werden, um
das Konvergenzproblem der Fixpunktmethode zu vermeiden. Nach der Initialisierung
wird der richtige Betriebspunkt eingestellt.
1 model HVACPressureDrop
2 extends TIL .PressureDrop .Base ;
3 parameter Real f l owRes i s t ance ;
4 SI .VolumeFlowRate V flow ;
5 equation
6 i f i n i t i a l ( ) then
7 V flow =0.0;
8 else
9 V flow=mdotHydraulic / moistAir . d ;
10 end i f ;
11 pressureDrop=f l owRes i s t ance ∗moistAir . d∗( V flow∗V flow ) / 2 ;
12 end HVACPressureDrop ;
Codeauflistung 7.1: Modelica-Code fu¨r die Berechnung des Druckverlusts im Heiz- und
Klimagera¨tmodell.
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7.1.3 Gu¨tefunktional
Fu¨r eine optimale Steuerung der Behaglichkeitsbedingungen in der Fahrgastzelle unter





w1 · P˙ 2tech · dt+
∫ te
t0




w3 · (50− ϕ)2 · dt,
























wobei Ptech der elektrischen Leistung des Innenraumgebla¨ses, TL der Lufttemperatur
und ϕ der relativen Luftfeuchtigkeit im Innenraum der Fahrgastzelle entsprechen. Die-
ses Funktional setzt sich aus einem verbrauchsoptimalen und zwei verlaufsoptimalen
Kriterien (optimale Regelfla¨che der Komfortbedingungen) zusammen. Komforttempe-
raturen in der Fahrzeugklimatisierung werden von Deh (1999) zwischen 19 und 22 ◦C
angegeben. Die relative Luftfeuchtigkeit ist von Deh fu¨r den angegebenen Temperatur-
bereich zwischen 40 und 60 % festgelegt. Als Sollwerte fu¨r die optimale Steuerung wer-
den eine Temperatur von 20 ◦C und eine relative Luftfeuchte von 50 % gesetzt. Die Kri-
terien werden durch die Wichtungsskalare w1, w2 und w3 unterschiedlich normiert und
gewichtet. Eine solche Formulierung des Zielfunktionals wie bei der dynamischen Op-
timierung des steuerbaren Sammlers im na¨chsten Abschnitt ist als
”
gewichtete Summe
der Kriterien“ bekannt (Collette u. Siarry 2004). Diese Formulierung erlaubt die Um-
wandlung eines Mehrzieloptimierungsproblems in ein Einzieloptimierungsproblem. Mit
dieser Umwandlung kann das Mehrzieloptimierungsproblem mit einem herko¨mmlichen
Einzieloptimierungsalgorithmus gelo¨st werden.
7.1.4 Ergebnisse der dynamischen Optimierung
Die Informationen u¨ber den Optimierungsprozess sind in Tabelle 7.1 zusammengefasst.
Fu¨r den Fall des Speicherverdampfers werden sowohl der Einstellwinkel der Frischluft-
klappe als auch die Innenraumgebla¨se-Drehzahl (nu = 2) in vier stu¨ckweise konstante
Segmente (nup = 4) innerhalb des Steuerungszeithorizonts te − t0 = 40 s diskreti-
siert. Der Pra¨diktionszeithorizont, d.h. das Zeitintervall, in dem das Gu¨tefunktional
integriert wird, gleicht in diesem Fall dem Steuerungszeithorizont. Die gesamte Opti-
mierung wird innerhalb von 22 min in einem Intel Pentium M-Prozessor 2Ghz abge-
schlossen. Diese Optimierungszeit weist darauf hin, dass die Online-Applikation mit
dem in dieser Arbeit vorgestellten Verfahren (Sequentiell-Verfahren, s. Abschnitt 6.1.2)
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fu¨r die Fahrzeugklimatisierung nicht umgesetzt werden kann. Maßnahmen fu¨r die Re-
duzierung der Optimierungszeit ko¨nnen aus numerischer Sicht die Anwendung eines
Simultan-Verfahrens (s. Abschnitt 6.1.2) und weitere Modellvereinfachungen sein, um
die Anzahl der ADGL-Unbekannten zu reduzieren.
Tabelle 7.1: Informationen u¨ber den Optimierungsprozess mit dem CONDOR-
Algorithmus fu¨r die dynamische Optimierung der Stillstandsklimatisie-
rung.
Beschreibung Wert Einheit
Stellgro¨ßendiskretisierung: Stu¨ckweise konstant - -
Anzahl der Stellgro¨ße nu 2 [−]
Dimension des Parameterraums (Diskretisierung) nu×nup 8 [−]
Gesamte Optimierungszeit 22 [min]
CPU-Zeit (1 Simulation) 10 [s]
Simulationszeit te 70 [s]
Pra¨diktionszeithorizont (te− t0) 40 [s]
Steuerungszeithorizont (te− t0) 40 [s]
Anzahl der Simulationsaufrufe 98 [−]
Anzahl der ADGL-Unbekannten 1925 [−]
Anzahl der Zustandsgro¨ßen (Differentielle Variablen) nx 19 versch.
Abbildung 7.3 zeigt die Stellgro¨ßen u(t) beim Abschalten des Verdichters bei t =
30s. Wa¨hrend der Ausgangssituation werden die Gebla¨sedrehzahl auf der maximalen
Drehzahl n = 1700 [1/min] und die Frischlufklappe flapPos= 1 [−] geo¨ffnet gehalten
(Ausgangsstellgro¨ßen). Bei der optimalen Prozessfu¨hrung (dynamisches Optimum)
wird die Frischluftklappe bei t = 30 s sofort geschlossen und die Klimatisierung verla¨uft
im Rezirkulationsmodus. Abgeku¨hlte Luft aus der Fahrgastzelle stro¨mt durch den
Speicherverdampfer. Gleichzeitig ist die Innenraumgebla¨se-Drehzahl von 1700 [1/min]
auf 1000 [1/min] verringert, um das verbrauchsoptimale Kriterium zu erfu¨llen.
Die gesteuerten Gro¨ßen Temperatur, relative Luftfeuchtigkeit und technische Lei-
stung des Innenraumgebla¨ses sind in Abbildung 7.4 aufgetragen. In der Ausgangssi-
tuation (Frischluftklappe offen flapPos=1 und maximale Innenraumgebla¨sedrehzahl
n=1700 [1/min]) steigen sowohl die Temperatur als auch die relative Luftfeuchtig-
keit im Innenraum der Fahrgastzelle auf Werte außerhalb der Behaglichkeitszone. Die
Temperatur u¨berschreitet die obere Komfortgrenztemperatur von 22 ◦C um 4 K. Die
relative Luftfeuchte steigt bis auf 80 %. Dies kann zu einer unerwu¨nschten Geruchs-
bildung fu¨hren. Die hohe relative Luftfeuchtigkeit unmittelbar nach dem Abschalten
des Verdichters in der Ausgangssituation kann durch die Verdunstung von ca. 150
g gespeicherten Wassers erkla¨rt werden (s. Bo¨ttcher 2006). Die nach dem Gu¨tefunk-
tional 7.1 gesteuerten Gro¨ßen liegen na¨her an den Behaglichkeitsbedingungen. Die
Temperatur steigt durch die Rezirkulation der Luft (geschlossene Frischluftklappe) um
lediglich 1 K bei t=70 s außerhalb der Behaglichkeitszone. Bei optimierter Steuerung
(dynamisches Optimum) bleibt die relative Luftfeuchte in der Fahrgastzelle tendenziell
innerhalb der Behaglichkeitszone.
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Abbildung 7.3: Oben: Ausschalten des Verdichters bei t=30 s: Beginn der Stillstands-
klimatisierung. Mitte: Optimale Drehzahl des Innenraumgebla¨ses. Un-
ten: Vollsta¨ndige Schließung der Frischluftklappe (Umluftbetrieb).
Die Umschaltung in den Rezirkulationsmodus (Umluftmodus) wird ebenso von
Manski u. a. (2006) fu¨r die Stillstandsklimatisierung mit Speicherverdampfer vorge-
schlagen. Allerdings wird von Manski keine Aussage u¨ber die relative Luftfeuchte
wa¨hrend der Stillstandsklimatisierung getroffen. Mit den hier gezeigten Simulations-
und Optimierungsergebnissen wird diese Informationslu¨cke gefu¨llt.
Durch die Rezirkulation der bereits abgeku¨hlten Luft und die Verringerung der
Innenraumgebla¨se-Drehzahl wird verhindert, dass das auf der Speicherverdampfero-
berfla¨che gespeicherte Wasser abgefu¨hrt wird. Mit der Verringerung der Innenraum-
gebla¨sedrehzahl reduziert sich der luftseitige Massenstrom durch den Speicherverdamp-
fer. Da der Stofftransport im Streckenmodell und der Wa¨rmetransport durch die Bezie-
hung β˜ ∼ α˜L miteinander gekoppelt sind (vgl. Gleichung 3.21), fu¨hrt eine Senkung des
luftseitigen Wa¨rmeu¨bergangs (s. ∆H˙L in Abbildung 7.4) gleichzeitig zu einer Senkung
des Stofftransports des gespeicherten Wassers auf der Speicherverdampferoberfla¨che.
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Der elektrische Verbrauch des Innenraumgebla¨ses wird nach der Optimierung drastisch
reduziert. Mit diesen Ergebnissen wurde das in Kapitel 1.3 aufgestellte Ziel der Iden-
tifizierung der optimalen Steuerung des Speicherverdampfers bei Betriebsbedingungen
der mobilen Anwendung erreicht.
Dynamisches Optimum
 #







































































Abbildung 7.4: Oben: Mittlere Lufttemperatur im Innenraum der Fahrgastzelle. Mitte
oben: Relative Luftfeuchtigkeit in der Fahrgastzelle nach dem Abschal-
ten des Verdichters. Mitte unten: Luftseitiger Enthalpiestrom. Unten:
Elektrischer Verbrauch des Innenraumgebla¨ses.
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7.2 Verdichterabku¨hlung mit einem steuerbaren Nie-
derdrucksammler
7.2.1 Modell
In Kapitel 4 wurde aufgezeigt, dass eine Erho¨hung des Abscheide-Wirkungsgrads des
Niederdrucksammlers auch zu einer Erho¨hung der Ka¨lteleistungsziffer (COP ) des Ka¨lte-
kreislaufs fu¨hrt. Als Nebeneffekt na¨hert sich die Ka¨ltemitteltemperatur (Tcomp) der
Zersetzungstemperatur des Verdichterschmiero¨ls am Verdichterdruckstutz an. Zur
weiteren Betrachtung dieses Sachverhaltes wird mit Hilfe der Komponentenbibliothek
TIL ein Modell des CO2-Ka¨ltekreislaufs inklusive des steuerbaren Niederdrucksamm-
lers angewandt (s. Abbildung 7.5). Die Stellgro¨ße ist in diesem Fall der Abscheide-
Wirkungsgrad ηS (sepEff) des Niederdrucksammlers und wird u¨ber einen Modelica-
Input-Konnektor von der Optimierungsbibliothek DOLI bestimmt. Damit kann die
Ka¨ltemitteltemperatur am Verdichtereintritt und dementsprechend die Verdichtungs-
















Abbildung 7.5: Blockdiagramm der Modelica-Modelle mit dem Standard-CO2-Ka¨lte-
kreislauf der TIL-Bibliothek und dem steuerbaren Niederdrucksamm-
ler. Die Stellgro¨ße ist der Abscheide-Wirkungsgrad sepEff des Nieder-
drucksammlers.
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7.2.2 Gu¨tefunktional
Fu¨r die Abku¨hlung des Verdichters unter Beru¨cksichtigung des COP s wird das Ziel-




w1 · COP−2 · dt+
∫ te
t0
w2 · (433.15 [K]− Tcomp)−2 · dt, (7.2)












Das Zielfunktional 7.2 setzt sich aus einem verbrauchsoptimalen Kriterium (Maximie-
rung des COP s) (vgl. Leducq u. a. 2006) und einem verlaufsoptimalen Kriterium (Ma-
ximierung des Abstands zur Zersetzungstemperatur des Schmiero¨ls) zusammen.
7.2.3 Ergebnisse der dynamischen Optimierung
Die Informationen u¨ber die Optimierungsparameter und den Optimierungsprozess des
CO2-Ka¨ltekreislaufs mit dem steuerbaren Niederdrucksammler werden in Tabelle 7.2
aufgezeigt. Der Abscheide-Wirkungsgrad wird in nup = 4 stu¨ckweise konstante Seg-
mente innerhalb des Steuerungszeithorizonts (60− t0) = 10 s diskretisiert. Der Pra¨dik-
tionszeithorizont betra¨gt (te − t0) = 50 s. Je la¨nger dieser Zeithorizont ist, desto
genauer ko¨nnen Endzusta¨nde des dynamischen Modells vorhergesehen werden. Ein
Nachteil ho¨herer Pra¨diktionszeiten ist die Erho¨hung der Simulationszeit und dement-
sprechend des Optimierungsprozesses. Um den Optimierungsprozess zu beschleunigen,
werden daher der Steuerungszeithorizont und die Diskretisierung der Stellgro¨ße niedrig
gehalten. Obwohl die Anzahl der Simulationsaufrufe fu¨r die dynamische Optimierung
des steuerbaren Niederdrucksammlers niedriger als die Anzahl der Simulationsaufrufe
der dynamischen Optimierung des Speicherverdampfers ist, betra¨gt die Optimierungs-
zeit des CO2-Ka¨ltekreislaufs mit dem Niederdrucksammler 54 min und ist damit deut-
lich ho¨her als die Optimierungszeit von 22 min des Klimatisierungssystems mit dem
Speicherverdampfer des letzten Abschnitts. Grund dafu¨r ist die 6-fache CPU-Zeit fu¨r
eine einzige Simulation des gesamten CO2-Ka¨ltekreislaufs.
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Tabelle 7.2: Informationen u¨ber den Optimierungsprozess mit dem CONDOR-
Algorithmus fu¨r die dynamische Optimierung des gesamten CO2-Ka¨lte-
kreislaufmodells mit dem steuerbaren Niederdrucksammler.
Beschreibung Wert Einheit
Stellgro¨ßendiskretisierung: Stu¨ckweise konstant - -
Anzahl der Stellgro¨ße nu 1 [−]
Dimension des Parameterraums (Diskretisierung) nu × nup 4 [−]
Gesamte Optimierungszeit 54 [min]
CPU-Zeit (1 Simulation) 1 [min]
Simulationszeit te 100 [s]
Pra¨diktionszeithorizont (te − t0) 50 [s]
Steuerungszeithorizont (60−t0) 10 [s]
Anzahl der Simulationsaufrufe 49 [−]
Anzahl der ADGL-Unbekannten 2943 [−]
Anzahl der Zustandsgro¨ßen (Differentielle Variablen) nx 25 versch.
In Abbildung 7.6 sind die simulativen Ergebnisse der Stellgro¨ße und der gesteuer-
ten Systemgro¨ßen mit einer rampenfo¨rmigen Stellgro¨ße (Ausgangsstellgro¨ße) und mit
der von der dynamischen Optimierung berechneten Stellgro¨ße aufgetragen. Bei der
Ausgangssituation wird der Abscheide-Wirkungsgrad ηS bei t0 = 50 s von 0.98 auf die
unterste Wirkungsgradgrenze von 0.83 [−] in 10 s mit einem rampenfo¨rmigen Signal
gesenkt. Die Ka¨ltemitteltemperatur am Verdichterdruckstutz ϑcomp entfernt sich von
der Zersetzungstemperatur des Schmiero¨ls um 15 K. Dabei verringert sich die Sy-
stemleistungsziffer COP verglichen zum COPt=50s um 7 %. Die Ka¨lteleistung ∆H˙KM
a¨ndert sich um weniger als 50 W . Mit der Verringerung des Abscheide-Wirkungsgrads
wird Ka¨ltemittel aus dem Niederdrucksammlerboden angesaugt und erneut in den
Ka¨ltekreislauf gefu¨hrt (vgl. mKM sam). Dies verursacht eine Verlagerung des Ka¨lte-
mittels auf die Hochdruckseite der Anlage mit einer entsprechenden Erho¨hung des
Drucks, was wiederum zu einer Verschlechterung des COP s fu¨hrt. Wa¨hrend der dy-
namischen Optimierung des Abscheide-Wirkungsgrads ηS wird die Reduzierung der
Ka¨ltemittelaustrittstemperatur unter Beru¨cksichtigung der Systemleistungsziffer er-
zielt. Das Ergebnis ist in Abbildung 7.6 aufgetragen. Die Stellgro¨ße wird fu¨r den
Steuerungszeithorizont von 10 s optimal berechnet. Ab t > 60 s wird der Abscheide-
Wirkungsgrad-Wert u4 des letzten Teilintervalls des Steuerungszeithorizonts fu¨r den
restlichen Pra¨diktionszeithorizont u¨bernommen. Die Ka¨ltemitteltemperatur ku¨hlt sich
um 8 K mit einer Verringerung des COP s von lediglich 3.5 % ab. Die Ka¨lteleistung va-
riiert beim dynamischen Optimum ebenso um weniger als 50 W . Die Ka¨ltemittelmasse
mKM sam im Niederdrucksammler mit dem optimierten Abscheide-Wirkungsgrad ist
ho¨her als wa¨hrend der Ausgangssituation. Dies verursacht eine geringere A¨nderung
des Systemhochdrucks (vgl. Abschnitt 5.2) und die Anlage kann effizienter betrieben
werden, da bei transkritischen CO2-Ka¨ltekreisla¨ufen der COP -Wert stark vom Hoch-
druck abha¨ngt.
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Abbildung 7.6: Ergebnis der dynamischen Optimierung des Abscheide-Wirkungsgrads
des steuerbaren Niederdrucksammlers. Der U¨bergang zwischen ma-
ximaler ηS = 0.98 und minimaler ηS = 0.83 Grenze des Abscheide-
Wirkungsgrads wird zuerst u¨ber eine Rampe simuliert und als Start-
wert fu¨r den Optimierungsalgorithmus gegeben. Nach 49 Simulations-




In der vorliegenden Arbeit wurden Modelica-Modelle fu¨r die innovativen Komponenten
Speicherverdampfer und steuerbarer Niederdrucksammler fu¨r mobile CO2-Klimaanlagen
entwickelt und anhand von Messdaten kalibriert. Eine Optimierungsbibliothek fu¨r dy-
namische Optimierungen mit modernen gradientenfreien Verfahren wurde vorgestellt
und fu¨r die optimale Steuerung der Komponenten erfolgreich und zeitsparend einge-
setzt. In diesem Kapitel werden die gewonnenen Erkenntnisse der Modellerstellung
und der dynamischen Optimierung innovativer Ka¨ltekreislaufkomponenten zusammen-
gefasst. Anschließend wird ein Ausblick u¨ber ku¨nftige Entwicklungen gegeben.
8.1 Zusammenfassung
Speicherverdampfer und steuerbarer Niederdrucksammler
Die Optimierungspotentiale der Komponenten Speicherverdampfer und steuerbarer
Niederdrucksammler und deren Einsatz fu¨r umweltschonende Klimaanlagen wurden
im Rahmen dieser Arbeit anhand mathematischer Modelle erstmalig betrachtet. Wie
bereits erwa¨hnt, suchte diese Arbeit einen Kompromiss zwischen der Modellierungstiefe
und der Modellgenauigkeit. Der vorgestellte Modellierungsansatz kombiniert Elemente
der Simulationstechnik fu¨r die thermodynamische Untersuchung, die Reglerkonzeptio-
nierung (Model-in-the-Loop) und den Reglertest (Hardware-in-the-Loop) von Heiz-
und Ka¨ltesystemen. Neben der Formulierung der Bilanzgleichung fu¨r diese innovativen
Bauteile wurden auch der physikalisch basierte Modellierungsansatz der identifizier-
ten Dynamiken und der Betriebspunkt-Diagramme neu eingefu¨hrt. Damit wurde es
mo¨glich, komplexe Pha¨nomene wie den Trocknungsvorgang des Speicherverdampfers
und die Entleerung des Niederdrucksammlers mit vertretbarem Rechenaufwand abzu-
bilden. Die gesteigerte Recheneffizienz der Komponentenmodelle erlaubt weiterhin die
Untersuchung von komplexen optimalen Steuerungsstrategien mittels dynamischer Op-
timierung ohne la¨ngere Wartezeiten. Das Speicherverdampfermodell wurde zusammen
mit einem Modell der Fahrgastzelle eingesetzt, um einen minimalen Energieverbrauch
des Innenraumgebla¨ses wa¨hrend der Stillstandsklimatisierung zu bestimmen. Die dy-
namische Optimierung zeigte, dass die Schließung der Frischluftklappe (Rezirkulations-
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modus) und die Auswahl einer geeigneten Innenraumgebla¨se-Drehzahl die Komfortbe-
dingungen unter Beru¨cksichtigung des Innenraumgebla¨se-Energieverbrauchs erfu¨llen
kann. Mit einem steuerbaren Niederdrucksammlermodell und dem Standard-CO2-
Ka¨ltekreislaufmodell der Modelica-Komponentenbibliothek TIL (Richter 2008) wurde
die Verdichterabku¨hlung unter Beru¨cksichtigung der Systemleistungsziffer COP erzielt.
Dynamische Optimierung von Modelica-Modellen
Eine C/C++-Klassenbibliothek fu¨r die dynamische Optimierung von kompilierten Mo-
delica-Modellen mit internem Ersatzmodell des Zielfunktionals wurde im Rahmen die-
ser Arbeit entwickelt. Im Gegensatz zu den bisherigen Ansa¨tzen wurden die Hessema-
trix und der Gradientenvektor fu¨r die Lo¨sung des Optimierungsproblems nicht direkt
aus dem Zielfunktional, sondern mittels eines Ersatzmodells, wie z.B. mehrdimensional
quadratischer Lagrange-Polynome (Sauer u. Xu 1995; Vanden Berghen 2004), berech-
net. Dies vereinfacht die Kopplung zwischen Optimierungslo¨ser und Modell erheblich.
Der Anwender der Bibliothek kann weiterhin die Optimierungsalgorithmen fu¨r die Mo-
dellkalibrierung einsetzen. Dafu¨r wurde in dieser Arbeit eine geeignete Zielfunktion
ausgesucht. Aufgrund der Unabha¨ngigkeit des Quellcodes, ko¨nnen weiterhin inter-
disziplina¨re simulationsbasierte Optimierungen mit unterschiedlichen Simulationspro-
grammen (Software-Components) zeiteffizient realisiert werden. Die Klassenbibliothek
ist nicht als Alternative fu¨r die zahlreichen Methoden der Optimierung zu betrachten,
sondern als Bereicherung der Methodik fu¨r die dynamische Optimierung komplexer
Systeme in der Heiz-, Ka¨lte- und Klimatechnik.
8.2 Ausblick
Modelica Komponenten- und Stoffdatenbibliothek
Die Modelica Komponentenbibliothek TIL und die Stoffdatenbibliothek TILFluids
sollen ku¨nftig fu¨r die Simulation in Echtzeitsystemen fu¨r Reglertests (Hardware-in-
the-Loop) einsatzfa¨hig gemacht werden. Maßnahmen fu¨r die Umsetzung bestehen
in der Anwendung von Modellierungsansa¨tzen dieser Arbeit wie z.B. die physika-
lisch basierte identifizierte Dynamik fu¨r die modellierten Komponenten sowie die Ein-
schra¨nkung der Stoffdatenbibliothek im typischen Arbeitsbereich der Heiz-, Ka¨lte- und
Klimatechnik. Des Weiteren mu¨ssen die erzeugten Systemmodelle mit Einschritt-
Integrationsverfahren gelo¨st werden. Die durch die identifizierte Dynamik bzw. die
Betriebspunkt-Diagramme entstandenen Unstetigkeiten mu¨ssen zudem von einem In-
tegrationsverfahren effizient behandelt werden. Im Rahmen dieser Arbeit wurde bereits
das Modelica-Modell der Fahrgastzelle aus Abschnitt 3.3.1 fu¨r die Echtzeit-Simulation
mit dem C-Code Export von SimulationX (ITI-GmbH 2008) eingesetzt.
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Online-Applikation der dynamischen Optimierung
Ein erster Schritt fu¨r die Weiterentwicklung von Steuerungs- und Regelungsstrategien
auf Basis der dynamischen Optimierung besteht in der Erweiterung der Bibliothek
DOLI fu¨r die Realisierung eines nichtlinearen pra¨diktiven Reglers (NMPC) mit nicht-
linearen Modelica-Modellen. Dazu ist ein Zustandsbeobachter in der Modelica-Schicht
fu¨r die Oﬄine-Untersuchung dieser Regelungstrategie erforderlich. Ein erster Proto-
typ eines Zustandsbeobachters fu¨r das Fahrgastzellenmodell aus Abschnitt 3.3.1 ist
mit dem Modelica-Paket LinearSystems bereits umgesetzt worden. In einem zwei-
ten Schritt muss der pra¨diktive Regler auf die Echtzeitfa¨higkeit (Vorhersagbarkeit der
gesamten Optimierungszeit) gepru¨ft werden. Fu¨r eine Online-Applikation der dyna-
mischen Optimierung sollen zudem gradientenbasierte Optimierungverfahren fu¨r die
Anwendung mit nichtlinearen Modelica-Modellen angewandt werden, um eine Steige-
rung der Optimierungsprozesseffizienz durch simultane Verfahren (s. Abschnitt 6.1.2)
zu erreichen. Die sich zurzeit in Entwicklung befindenden Modelica-Sprachelemente
Optimica (A˚kesson 2007) fu¨r die Aufstellung dynamischer Optimierungsaufgaben stel-
len einen vielversprechenden Lo¨sungsansatz dar.
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Anhang A
Flussdiagramm fu¨r die Optimierung
innovativer Komponenten
Die simulationsbasierte Optimierung technischer Systeme kann ein sehr zeitaufwendi-
ger Prozess sein. Um dies zu vermeiden, mu¨ssen vor der Optimierung Ziele festgelegt
und eine gewisse Reihenfolge bestimmter Vorgehensweisen beachtet werden. Die vor-
liegende Arbeit versucht in ihrer Struktur, diese Reihenfolge fu¨r einen zeitsparenden
Optimierungsprozess zu verfolgen. Ein Flussdiagramm u¨ber den Aufbau dieser Arbeit
ist in Abbildung A.1 zusammengefasst dargestellt. Dieses wird fu¨r eine allgemeine
simulationsbasierte Optimierung technischer Systeme im Folgenden erkla¨rt.
Der erste zu beachtende Punkt ist die Identifikation des Optimierungsproblems.
Hier soll festgelegt werden, ob es sich um eine statische und/oder eine dynamische
Optimierung handelt.
Um klare Optimierungsziele zu setzen, muss in einem folgenden Schritt die Optimie-
rungsaufgabe mit den entsprechenden technischen Restriktionen des zu optimierenden
Systems formuliert werden.
Da es sich um eine simulationsbasierte Optimierung handelt, mu¨ssen Modellie-
rungssprache bzw. Simulationsumgebung ausgesucht werden, die zur Beschreibung des
Problems (1D, 2D, DAEs, ODEs, PDEs, usw...) geeignet sind.
Im na¨chsten Schritt wird ein fu¨r das Optimierungsproblem geeigneter Optimie-
rungsalgorithmus ausgesucht. Es werden die Optimierungszeit und die Art des gesuch-
ten Optimums (globales oder lokales Optimum) betrachtet.
In einem folgenden Schritt werden Modelle der zu optimierenden Systeme erstellt.
Die Modellierungstiefe (Diskretisierung, geometrische Beschreibung) und die Modellge-
nauigkeit (Genauigkeit der Anpassung an Messdaten) werden in dieser Phase festgelegt.
Die erstellten Modelle werden anschließend an Messdaten angepasst. Hier findet
eine statische Optimierung statt, da nur Modellparameter fu¨r die Minimierung der
Modellabweichungen zu Messdaten angepasst werden. Die kalibrierten Modelle werden
fu¨r relevante Betriebspunkte simuliert, um die Belastbarkeit der angepassten Parameter
zu u¨berpru¨fen (Plausibilita¨ts- und Sensitivita¨tsanalyse).
Wa¨hrend der dynamischen Optimierung werden optimale Stellgro¨ßen bestimmt,
die ein optimales dynamisches Verhalten des Modells bestimmen. Hierfu¨r mu¨ssen die
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Stellgro¨ßen geeignet parametrisiert werden, damit das ausgesuchte Optimierungsver-
fahren die Optimierungsaufgabe numerisch lo¨sen kann. Hier findet die dynamische
Optimierung als Solches statt.
Bei zufriedenstellenden Optimierungsergebnissen kann ein Prototyp des Systems
(oder des Steuerungsalgorithmus) realisiert und getestet werden. Falls das Ergebnis
der Optimierung nicht die Erwartungen erfu¨llt, mu¨ssen die Ziele erneut formuliert
werden. Die Modellierungsannahmen mu¨ssen u¨berpru¨ft werden, bis zufriedenstellende
















































































Abbildung A.1: Flussdiagramm u¨ber den Aufbau dieser Arbeit. Gleichzeitig dient das






Die Geometrieparameter werden anhand Abbildung B.1 in das Geometrie-Record ein-
gegeben. Diese Geometrie deckt prinzipiell sa¨mtliche notwendige geometrische Gro¨ßen
fu¨r die Charakterisierung des Wa¨rmeu¨bertragers ab. Die wesentlichen geometrischen
Gro¨ßen mit deren assoziierten physikalischen Pha¨nomen sind in Tabelle B.1 aufgelistet.
Selbstversta¨ndlich kann das Geometrie-Record fu¨r eine ausfu¨hrliche geometrische
Beschreibung des Wa¨rmeu¨bertragers erweitert werden, z.B. Geometrie des Headers.
Die fu¨r die transiente Modellierung maßgebliche thermische Metallmasse des Wa¨rmeu¨ber-
tragers muss explizit angegeben werden, da sie nicht aus den u¨brigen Geometrieanga-
ben vollsta¨ndig berechnet werden kann. Fu¨r die Beschreibung des PCM-Materials



















Abbildung B.1: Links: Wesentliche Parameter fu¨r die Beschreibung der Flachrohre.
Mitte: Parameter fu¨r die Beschreibung der Wa¨rmeu¨bergangs- und der
Druckabfallbeziehungen. Rechts: Parameter fu¨r die Beschreibung des
gesamten Wa¨rmeu¨bertragerblocks.
Tabelle B.1: Geometrieparameter des MPET-Wa¨rmeu¨bertragers.
Geometrie- Wa¨rmeu¨bertragung Druckabfall
Parameter Luftseitig Ka¨ltemittelseitig Luftseitig Ka¨ltemittelseitig
nPorts × X × ×
finPitch X × X ×
finnedTubeLength X X × X
portHydraulic-





Fu¨r die Modellerstellung des Speicherverdampfers mit der feuchten Luftzelle in Kapitel
3 wurde keine o¨rtliche Diskretisierung vorgenommen. In Richtung der Luftstro¨mung
besitzt das Speicherverdampfer-Modell daher eine einzige feuchte Luftzelle, vgl. Abbil-
dung C.1. Fu¨r die Erho¨hung der Recheneffizienz wird der sensible Wa¨rmestromanteil
aus Gleichung 3.13b auf die Lufttemperaturdifferenz am Verdampfereintritt bezogen.
Dies fu¨hrt zu einer U¨berbewertung des sensiblen Wa¨rmestroms. Um diese Modellie-
rungsannahme gu¨ltig zu machen, soll der luftseitige Wa¨rmeu¨bergangskoeffizient αL auf
den Zelleneintritt transformiert werden. Dafu¨r wird zuerst der Temperaturverlauf TL
im realen Wa¨rmeu¨bertrager fu¨r eine konstante Verdampfungstemperatur Tw in Abbil-















Abbildung C.1: Schematischer Temperaturverlauf der feuchten Luft TL und der La-
mellenwand Tw entlang des Speicherverdampfers.
Der sensible Wa¨rmestrom, verantwortlich fu¨r die Abku¨hlung der Luft, kann mit Hilfe
der mittleren logarithmisch treibenden Temperaturdifferenz (LMTD) (s. Ko¨hler 2003b),
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berechnet werden:
Q˙sens = kA ·∆Tm bzw. Q˙sens = αLAL ·∆Tm (Lamellenwand). (C.1)








Die Temperaturdifferenzen ∆TL,ein = TL,ein − Tw und ∆TL,aus = TL,aus − Tw wurden
in Abbildung C.1 aufgezeigt. Der Wa¨rmeu¨bergangskoeffizient αL aus Gleichung C.1
wird anhand von Messdaten identifiziert. Beim Aufstellen des ersten Hauptsatzes der
Thermodynamik in der stationa¨ren Form fu¨r das Kontrollvolumen in Abbildung C.1
kann weiterhin der sensible Wa¨rmestrom wie folgt berechnet werden:
Q˙sens = m˙L ·cp ·(TL,ein−TL,aus) bzw. Q˙sens = m˙L ·cp ·(∆TL,ein−∆TL,aus). (C.3)
Mit Hilfe der Gleichungen C.1, C.2 und C.3 kann eine Beziehung zwischen den Tem-















Setzt man die Gleichung C.4 in die Gleichung C.3 ein, ist es mo¨glich den sensiblen
Wa¨rmestrom Qs bezogen auf die Lufttemperatur am Verdampfereintritt auszudru¨cken:















· (TL,ein − Tw) . (C.5)
Bei einer Analogie der Gleichungen C.5 und 3.13b la¨sst sich der transformierte Wa¨rmeu¨ber-
gangskoeffizient definieren:


















Mit dem transformierten Wa¨rmeu¨bergangskoeffizient α˜L wird der Stoffu¨bergangskoef-
fizient β˜ in Gleichung 3.21 dementsprechend angepasst.
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Anhang D
FIle REader - FIRE
Fu¨r eine ho¨here Flexibilita¨t der Simulationsrandbedingungen, wie zum Beispiel bei
gemessenen Verdichterdrehzahlen eines Pkws, wurde das FIRE-package (Acronym fu¨r
FIle REader) entwickelt. FIRE erlaubt nicht nur das Einlesen von beliebig kompli-
zierten Rampen, sondern entha¨lt auch einen Tiefpassfilter (Savitzky-Golay-Filter) fu¨r
die Gla¨ttung von Messdaten, die z.B. durch weißes Rauschen u¨berlagert worden sind.
Des Weiteren unterstu¨tzt FIRE die Einbindung von Messdaten in Modellen fu¨r die
Modellkalibrierung.
D.1 Funktionsweise
Mit dem Ziel einer Integration der Messdaten-Logfiles in das Simulationsmodell fu¨r
die Berechnung der χ2-Funktion wurde das Modelica-Paket FIRE entwickelt. Hier-
bei wird die Messdaten-Logfile auf den Computerspeicher gelegt. Die Kommunikation
zwischen der Simulation des zu kalibrierenden Systems und der Messdaten-Logfile ba-
siert auf dem Master-Slave-Prinzip. Hierbei entspricht die Modelica-Simulation einem
Slave (oder Client) und die Messdaten-Logfile einem Master (oder Server). Die De-
tails der numerischen Implementierung werden in Abschnitt D.3 erla¨utert. Das gleiche
Prinzip wird beispielsweise in der Motorsteuerung mittels einer CAN-Bus-Schnittstelle
benutzt, um das Ablesen von Motorkennfeld-Daten fu¨r den Regelalgorithmus zu rea-
lisieren (vgl. Scha¨uffele u. Zurawka 2006). Das Funktionsprinzip des Modelica-Pakets
FIRE ist in Abbildung D.1 dargestellt. Die Synchronizationszeiten ti werden von ei-
nem herko¨mmlichen ADGL-Lo¨ser bestimmt, um eine gemessene Zustandsgro¨ße x aus
der Messdaten-Logfile zu erhalten. Eine Anwendung von Kommunikationsprotokollen
wie TCP/IP findet hierbei nicht statt, jedoch ist eine Erweiterung mit einem TCP/IP
Middleware (vgl. Kossel u. a. 2006a) durchaus umsetzbar.
Beim Initialisieren des Modells bei ta wird die Tabelle im Computerspeicher hinter-
legt (request create) und ist jederzeit wa¨hrend der Simulation aufrufbar. Die Tabelle
ist dann aus dem Computerspeicher entfernt, wenn die Simulation beim Zeitpunkt te
beendet ist (request destroy). Die Anwendung dieses Prinzips hat den Vorteil, dass
die Messdaten nicht mehr als Tabelle in das Simulationsmodell eingebunden werden
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mu¨ssen, was die Kompilierungszeit erheblich reduziert und das Modell u¨berschaubar






























Abbildung D.1: Funktionsprinzip des Werkzeugs FIRE. Die Zeitpunkte ti sind die Syn-
chronisationszeiten und xi die gemessenen Zustandsgro¨ßen.
D.2 Einlesen von Signalen
Prima¨re Aufgabe des FIRE-package ist das Einlesen der sogenannten
”
Rampen“. Die
Rampen ko¨nnen verschiedene Randbedingungen oder eine parametrische Variation in-
nerhalb einer Simulation darstellen. Das vereinfacht die simulative Untersuchung eines
komplexen Systems. Probleme mit der Initialisierung der ADGL ko¨nnen vermindert
werden, da das System fu¨r die parametrische und die Randbedingungsvariation nur
einmal initialisiert werden muss. In Abbildung D.2 sind die Kfz-Geschwindigkeit und
der Luftmassenstrom am Kondensator wa¨hrend eines Fahrzyklus aufgetragen. Beide
Randbedingungen ko¨nnen in eine Messdatei komprimiert und in das Simulationsmodell
eines gesamten Ka¨ltekreislaufs eingebunden werden.
D.3 Savitzky-Golay-Filter
Der Savitzky-Golay-Filter, in der englischsprachigen Literatur als
”
Digital Smoothing
Polynomial (DISPO)“ bekannt, ist ein Tiefpass-Filter, der sich fu¨r die Gla¨ttung von
Daten gut eignet (vgl. Press u. a. 2002). Die Werte eines Tiefpassfilters ko¨nnen fu¨r jeden




cn · f(ti+n), (D.1)
wobei g(ti) der gemittelte Wert zum Zeitpunkt ti aus den Messdaten f im Intervall

























































Abbildung D.2: Oben: NEFZ-Neuer Europa¨ischer Fahrzyklus mit den Gangschalt-
punkten. Unten: Massenstrom am Gasku¨hlereintritt.
bzw. rechts vom Messwert zum Zeitpunkt ti. Der Savitzky-Golay-Filter unterscheidet
sich von dem zuvor aufgestellten gleitenden Durchschnittsverfahren aus Gleichung D.1
dadurch, dass fu¨r jeden Zeitpunkt ti ein Polynom des Grades M an die Messdaten




an · in, (D.2)
wobei an den Koeffizienten der Polynome entsprechen. Vorteil dieser Methode ist,
dass durch eine Differenziation des Interpolationspolynoms die Mte Ableitung einer
Messgro¨ße ermittelt werden kann. Bei einer Messung der Pkw-Geschwindigkeit kann
z.B. die Beschleunigung berechnet werden. In Abbildung D.3 wird die Filterfunktio-
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Abbildung D.3: Ergebnisse des Tests mit dem Tiefpassfilter. Oben: Vergleich zwi-
schen Simulation und Messdaten mit dem gleitenden Polynom des
zweiten Grades und Messwertfenster n = −2 . . . 2. Mitte: Simulation
mit dem gleitenden Polynom des zweiten Grades und Messwertfenster
n = −32 . . . 10. Unten: Simulation mit dem gleitenden Polynom des





In diesem Anhang werden in Tabelle E.1 weitere Parameter fu¨r die Simulation des
CO2-Ka¨ltekreislaufs in Kapitel 5 angegeben.
Tabelle E.1: Weitere Parameter des Ka¨ltekreislaufmodells fu¨r die Durchfu¨hrung der





















αA inneres Rohr 80 [W
K
]
αA a¨ußeres Rohr 90 [W
K
]
Innerer Wa¨rmeu¨bertrager (dynamische Simulation)
αA inneres Rohr 320 [W
K
]





In Abbildung E.1 ist sowohl eine Skizze der Konstruktion eines inneren Wa¨rmeu¨ber-
tragers (links) als auch die objektorientierte Struktur des inneren Wa¨rmeu¨bertrager-
modells der TIL-Bibliothek (rechts) dargestellt (s. Richter 2008).
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Abbildung E.1: Link: Koaxialrohr-Innerer-Wa¨rmeu¨bertrager des CO2-Ka¨ltekreislaufs
(s. Raiser 2005). Rechts: TIL-Modell des inneren Wa¨rmeu¨bertragers





Fu¨r die Lo¨sung des optimalen Steuerungsproblems aus Abschnitt 6.3.3 wird die Hamilton-
Gleichung angewandt (s. Fo¨llinger (1994) fu¨r weitere Details):
H(T, m˙(t), λ, t) =
1
2















Die adjungierten Variablen λ1 und λ2, die dem Lagrange-Multiplikator des Extremal-





= w1 · (Tsoll − T (t)) + λ1 · m˙ein(t)
m(t)







= λ1 · m˙ein(t)
m2(t)
· (Tsoll − T (t)) . (F.2b)






erha¨lt man fu¨r das Testproblem den optimalen Gebla¨semassenstrom:












Durch Integration der Gleichungen 6.16, 6.19, F.2 und F.4 und geeignete Startwerte
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