Workflow pipeline
This figure displays the workflow for our software. It has the particularity of integrating modules from databases or user-uploaded data. 
Installing BayesPairing
This section details the installation process for BayesPairing.
The BayesPairing web-server
If you are not interested in searching your sequences for custom modules, all the sequence annotation functions of BayesPairing are available on the web-server. This web-server, given a sequence, outputs all module matches with the module graph and its sequence logo for maximum interpretability.
This web-server is available at bayespairing.cs.mcgill.ca.
The BayesPairing git repository
The downloadable version of BayesPairing, which allows the user to search for custom modules, is available through git. This git repository is publicly accessible from the web-server page. The code for BayesPairing is fully open source.
Installation process
BayesPairing requires RNAfold version 2.x and python 3.5. All other requirements are managed through pip. To install, create a directory for BayesPairing, then enter the following commands:
git clone --depth 1 http://jwgitlab.cs.mcgill.ca/sarrazin/rnabayespairing.git cd rnabayespairing pip install .
python will then install the required dependencies, which could take several minutes. After this, you will be able to run BayesPairing from command line from the source directory, and run some of the scripts provided with the software from anywhere on your computer.
python notebook tutorials and examples
Three python notebooks are included with the downloadable version of BayesPairing. They contain some of the code that was used to obtain the results related to Rfam families in the main text.
Identifying kink-turn modules in Rfam families
We provide an complete overview of how to use BayesPairing to learn a kink-turn module from some PDB structure identified through Rfam, and multiple sequences alignments from Rfam. We then show how to execute the software on new sequences (fin this case, from another family) and compile results.
This notebook is found in the file kturn.ipynb in the test directory.
Identifying sarcin-ricin loops in Rfam families
We provide an complete overview of how to use BayesPairing to learn a sarcin-ricin loop module from some PDB structure identified through Rfam, and multiple sequences alignments from Rfam. We then show how to execute the software on new sequences (fin this case, from another family) and compile results.
This notebook is found in the file Sarcin-Ricin.ipynb in the test directory.
Mining sequences for TPP riboswitches
This notebook is longer and different from the previous two as it focuses on extracting local structure signal that is not widely recognized as a module, and then search it on new sequences.
In this notebook tutorial, we include the python code required to build modules from local structural context using Rna3Dmotif and information from PDB visualization. Then, we show the riboswitch discovery pipeline described in the Applications section of the main text. This notebook is found in the file tpp riboswitch.ipynb in the test directory.
Building your own models
One of the main contributions of BayesPairing is to allow the user to search sequences for custom models.
Requirements for adding a model
All 3 notebooks mentioned in the previous section show examples of how to add a model. The only requirements for such addition are a .DESC file containing an example of the structure of the module, and a fasta file containing nucleotides statistics at each position of the module.
.DESC file format
The .DESC format, introduced with Rna3Dmotif, is text file containing all the information required to build a module. There are some variations in how to generate it, but the absolute requirements for BayesPairing to successfully read it are the following:
The title must include the PDB file that contains this local structure, the chain and a unique ID in the format PDBID.chain.ID.desc the first line must contain the unique id at the end of the file name.
The second line must contain the list of the positions of the module bases in their sequence of origin, in the format position base, separated by two spaces.
The remaining lines must contain each base interaction, noted in the Rna3Dmotif annotation format.
All details on the file structure and annotation format can be found on the Rna3Dmotif user help website, at http://rna3dmotif.lri.fr/help.html
We included a full database of Rna3Dmotif annotations of every single secondary structure element found in the PDB database as of March 2018 (¤ 40, 000 files) for reference. This means that in most cases, the user will be able to use a BayesPairing script to find an appropriate local structure, and will not have to build a .desc file from scratch.
Acquiring sequence statistics
The fasta file that is required to build a module does not contain the full sequence of the examples, but only the nucleotides observed at the positions of the module, in increasing order of position in sequence. This information can be manually inserted from observations in structures, but can also be obtained from multiple sequence alignments, namely from Rfam.
All three python notebooks described in section 3 include an example of learning a module with an alignment. in such a situation, BayesPairing comes with a script which, given gapped fasta file and a set of columns, extracts the nucleotides at those positions and writes them to a file that can directly be taken as input for the building of a new module.
Cross-validation methods
We present two distinct methods for leave-one-out cross-validation in the main text of this paper. For the cross-validation of the structure-based models, we removed the PDB structure associated with the input sequence from the pool from which the model is learned, for each sequence. For our tests on Rfam families, we removed all sequences that were identical to the sequence that was currently left out.
If there is a sufficient number of sequences in an Rfam family, it is definitely better to remove all sequences that match the sequence that is currently left out, because the other sequences in the family will contain the full distribution of acceptable nucleotide at each position, and the software will still be able to identify the module it has not seen the sequence of. We have implemented this form of leave-one-out cross-validation for our experiments on the kink-turn and sarcin-ricin loop predictions on Rfam families.
However, for the initial cross-validation using models from Rna3dMotif and RNA 3D Motif Atlas, we often observe as few as two or three distinct occurrences of the module. In this situation, removing all sequences that are identical to the left out sequence would not be representative of the capacity of the software because the other sequences are not numerous enough to contain the full distribution of acceptable nucleotides at each position. More generally, our approach aims at learning a model from a distribution and then assessing how well an input subsequence fits this distribution. Removing a large chunk of that distribution would not make much sense in this context in our opinion. In addition, leaving one sequence out in a context with 2 to 5 examples (which is the case of many atlas modules) has a very significant effect on the statistical distribution of each nucleotide, which means doing cross-validation is not meaningless. Finally, we did remove all homologous sequences from the dataset when we were working with a dataset that allowed it.
In order to assess the difference in performance between those two methods, we performed our cross-validation on the Rfam experiments with both cross-validation methods and compared results.
In Table 1 , a strict leave-one-out is described as method A, and leave-one-out We can observe that given a sufficient pool of sequences, the results with both methods are comparable (although as would be expected, a strict leave-oneout cross-validation performs slightly better. In this context, we included the more conservative figures in the main text of the paper when this experiment could be done while preserving the core of the methods presented. As for the cross-validation results presented in the Figure 3 of the main text, they should be interpreted in context of this limitation.
UCSC Mammals genomes
The main text refers to an investigation of TPP riboswitch-like local structures in 51 mammal genomes. Following is the list of the searcehd genomes.
