In this paper, we propose a novel Bayesian solution for nonlinear regression in complex fields. Previous solutions for kernels methods usually assume a complexification approach, where the real-valued kernel is replaced by a complex-valued one. This approach is limited. Based on the results in complexvalued linear theory and Gaussian random processes, we show that a pseudo-kernel must be included. This is the starting point to develop the new complex-valued formulation for Gaussian process for regression (CGPR). We face the design of the covariance and pseudo-covariance based on a convolution approach and for several scenarios. Just in the particular case where the outputs are proper, the pseudo-kernel cancels. Also, the hyperparameters of the covariance can be learned maximizing the marginal likelihood using Wirtinger's calculus and patterned complexvalued matrix derivatives. In the experiments included, we show how CGPR successfully solves systems where the real and imaginary parts are correlated. Besides, we successfully solve the nonlinear channel equalization problem by developing a recursive solution with basis removal. We report remarkable improvements compared to previous solutions: a 2-4-dB reduction of the mean squared error with just a quarter of the training samples used by previous approaches.
algorithms have been lately proposed for classification [6] , regression [7] [8] [9] , and mainly for kernel principal component analysis [10] . Regarding regression, Bouboulis and Theodoridis [11] propose a complex-valued kernel based on the results in [6] and face the derivative of cost functions by using Wirtinger's derivatives. The same kernel is adopted in [7] . Tobar et al. [9] review the kernel design to improve the previous solutions. These previous approaches have been developed in the framework of kernel least mean square (KLMS). In the framework of kriging, some complex-valued scenarios have also been addressed [12] [13] [14] .
The methods proposed earlier for regression deal with complex-valued inputs and outputs by either: 1) learning the real and imaginary parts independently; 2) using a straightforward adaptation of a real-valued approach; and 3) learning a vector with the real and imaginary parts stacked in an augmented vector. The first approach is suboptimal for systems, where the real and imaginary parts are not independent. The straightforward adaptation of real-valued versions is limited to proper systems, such as strictly linear approaches [1] . Complexification of real RKHSs [15] lies within this group. For nonproper systems, widely linear solutions are needed. The last option fits any scenario, but the complex-valued formulation is lost, which limits the native interpretation of the complex sequence and applicability of this procedure. Furthermore, the design of the kernel between the real and imaginary parts remains an open problem. To the best of the author's knowledge, except for [8] , where an augmented version is discussed for the KLMS, there is no general complexvalued formulation of a nonlinear regression algorithm based on kernels or covariances. In this paper, we propose a new complex-valued algorithm working both for proper and nonproper systems.
The Gaussian process (GP) [16] is a Bayesian nonparametric framework for inference. It has attracted increasing attention from the machine learning community for its many applications, such as in regression, classification [17] , [18] , adaptive control [19] , multitask learning [20] , or data association [21] . Gaussian processes for regression (GPR) [16] , [22] , [23] are kernel methods that provide a full conditional statistical description for the predicted variable. The covariance matrix of the GPR plays the role of the kernel. In [24] , we developed complex-valued GPR for proper systems. A proper complex random signal is uncorrelated with its complex conjugate [25] , and hence, the pseudo-covariance cancels. The solution in [24] can be described as a straightforward adaptation of a real-valued approach as in [5] and [7] [8] [9] . In this paper, we include the pseudo-covariance of a GP into GPR to develop a novel 2162-237X © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
approach for complex-valued systems, hereafter denoted as complex GPR (CGPR). With this result, we prove that another kernel matrix is needed to properly model any given system, including all nonproper ones. We also tackle the maximization of the marginal likelihood in the complex-valued scenario.
Since it depends on a complex Hermitian matrix, generalized complex-valued derivatives are used [26] . The design of a good covariance and pseudo-covariance function is crucial for CGPRs to provide accurate nonlinear solutions. Under the GPR point of view, the covariance function measures similarity between inputs [16] . The construction of the imaginary part quite depends on the system model. We propose to apply the convolution approach [27] , [28] to generate a covariance and pseudo-covariance that explain the case where the real and imaginary parts are correlated, even when shifted or displaced. This includes the proper case, where the cross covariance between the real and imaginary parts is either null or skew-symmetric.
As benchmark, we propose the nonlinear channel equalization problem in digital communications. Bouboulis et al. [8] and Bouboulis and Theodoridis [11] propose to build KLMS adaptive filtering of complex signals. We face this problem from the CGPR point of view. The statistical properties of the to be learned outputs in the channel equalization problem are taken into consideration in the selection of the model and a recursive version with a basis removal criterion is adapted [29] . Compared to the solutions in [8] , [9] , and [11] , the CGPR exhibits a 2-4-dB gain with only a quarter of the training samples used by the state-of-the-art approaches. Other experiments are also included to analyze other scenarios. This paper is organized as follows. Section II includes the definition of the CGPR, including the derivation of the proper case for CGPR. Section III is devoted to the analysis of the structure of the complex-valued covariance and pseudocovariance. We develop in Section IV the optimization procedure to set the kernel hyperparameters applying Wirtinger's calculus and patterned complex-valued matrix derivatives. We show the experimental results in Section V and conclude this paper in Section VI.
The notations used in this paper are as follows. For matrix A, det A is its determinant, Tr(A) is its trace, [A] l,q is its (l, q) entry, A represents the transpose, A H represents the Hermitian transpose, A * represents the complex conjugate of its entries, and A − * = (A * ) −1 . To denote the i th sample of a vector, we use a i . The real and imaginary parts are denoted by subindices r and j , respectively, i.e., a = a r + j a j , with j = √ −1. E[·] refers to expectation. To denote the complex Gaussian distribution with mean vector μ, covariance matrix K, and pseudo-covariance matrixK, we use N (μ, K,K). The augmented covariance matrix K is given as
II. COMPLEX GAUSSIAN PROCESS REGRESSION

A. Complex-Valued Gaussian Process
GPR can be presented as a nonlinear regressor that expresses the input-output relation through function f (x), known as latent function. This latent function follows a GP and underlies the regression problem:
where the error in the estimation of an output y is modeled as additive zero-mean Gaussian noise. In this paper, we consider that both inputs and outputs are complex-valued. The simpler real-valued input and complex-valued output case can be easily solved from the results herein. Each input at time i is a complex-valued column vector of dimension d, x i ∈ C d . For any input set X = [x 1 , . . . , x n ], the latent function in (2) provides a multidimensional Gaussian complex-valued random vector
random Gaussian vector f is characterized not only by its mean vector μ and covariance matrix K = E[(f − μ)(f − μ) H ], but also by its complementary covariance or pseudo-covariance
. These matrices can be defined by kernels,
respectively. The GP prior becomes
is the augmented mean vector, and K is the augmented covariance matrix (1) . Without loss of generality, we consider zero-mean processes, μ(x) = 0.
B. Complex GP for Regression
In the learning process, we condition the output of the GPR for some new observation x , given the training set D = {X, y}, where the outputs y = [y 1 , . . . , y n ] for a given set of observations X are known. First, we compute the joint distribution as follows. We assume that the additive noise in (2) follows an i.i.d. complex Gaussian distribution with zero-mean, variance σ 2 , and pseudo-covariance ρσ 2 , with ρ being a complex number. The samples in the training set are i.i.d., hence, the likelihood for the latent function at the training set is given by the factorized model 1 Therefore, the likelihood is a complex multidimensional Gaussian p(y n |f) = N (f, σ 2 I n , ρσ 2 I n ). This likelihood and the prior in (3) yield the marginal likelihood or evidence
where C = K + σ 2 I n andC =K + ρσ 2 I n . Given a test input vector x , the joint distribution of the training outputs y and
The conditional distribution of f given y, i.e., the estimated output, yields the Gaussian distribution p( f |x ,
and
C is the augmented covariance matrix of the augmented observations y = [y y H ] . By using the matrix-inversion lemma
where P = C −CC − * C * . Therefore, the mean, covariance, and pseudo-covariance of the prediction yield, respectively
C. Proper Complex GPR
When the pseudo-covariance matrix cancels, a complex Gaussian random vector is regarded as proper [25] , [32] . In the zero-mean proper case, the prior (3) simplifies to p(f|X) = N (0, K, 0) = 1 π n det K exp (−f H K −1 f) (17) and the marginal likelihood (5) to p(y|X) = N (0, C, 0), so that y is also proper Gaussian. Furthermore, y and f are cross proper, i.e., the complementary cross-covariance matrix E[yf ] = 0. Hence, y and f are jointly proper [1] , i.e., the composite complex random vector [y , f ] is proper Gaussian. Now, given a test input vector x , the joint distribution of the training outputs y and f is
The estimated probabilistic output is the conditional distribution of f given y
which is the conditional proper complex Gaussian distribution described with the following mean vector and covariance matrix:
Note that this result is the straightforward adaptation of the real-valued GPR to complex-valued signals, where transpose is changed to Hermitan transpose.
III. COMPLEX COVARIANCE FUNCTIONS
Under the GPR point of view, the covariance function should measure similarity between inputs [16] , [23] . A usual option is to consider that training points that are near to a test point are informative about the prediction at that point. In other kernels, e.g., polynomial kernels, similarity is measured in a different way. Covariance matrices should also be semidefinite positive. We next develop these issues for the complex-valued case, where we have the covariance and pseudo-covariance matrices. Given a zero-mean complex Gaussian vector f = f r + j f j , with f r its real part and f j its imaginary part
where
are the covariance matrices of the real and imaginary parts of f, respectively, and K r j = E[f r f j ] = K jr ∈ R n×n is the cross-covariance matrix of the real and imaginary parts. Matrix K must be Hermitian positive semidefinite whileK must be symmetric. From the augmented point of view, the Schur complement of the augmented covariance matrix K must be positive semidefinite [1] .
In the design of these matrices, we may proceed as follows. On the one hand, we can directly construct complex-valued functions that produce matrices as (22) and (23) with the properties described earlier, i.e., K must be Hermitian positive semidefinite andK must be symmetric. Those complexvalued functions should be carefully selected in order to fairly represent the covariance and pseudo-covariance properties of the complex-valued process being modeled. On the other hand, we may try to design their real and imaginary parts. In this second method, we can resort to three real functions k rr (x, x ), k j j (x, x ), and k r j (x , x) of the complex inputs x, that are used to write out the three real matrices K rr , K j j , and K jr = K r j . Again, the resulting covariance matrix K must be Hermitian positive semidefinite andK must be symmetric, and meeting these conditions from the design of their parts is not straightforward. However, this second option provides one important advantage: known correlation properties of the real and imaginary parts can be translated directly into the covariance and pseudo-covariance functions.
One important example is when it is known that the real and imaginary parts are uncorrelated and have null crosscovariance matrix. In such a case, we should set k r j (x , x) = 0 and the covariance and pseudo-covariance functions yield real functions. Also, any information about stationarity and periodicity of the real part can be modeled in k rr (x, x ), and the same can be said about the imaginary part and k j j (x, x ). Furthermore, in the particular case of a proper complex Gaussian vector, the pseudo-covariance matrix (23) nulls and we can resort to proper complex GPR. Hence, K rr = K j j and K jr = K r j = −K r j , i.e., K r j is a skew-symmetric crosscovariance matrix. In this case, the covariance matrix (22) simplifies to K = 2K rr − 2 j K r j , and the following properties for the three proposed real functions hold: k rr (x, x ) = k j j (x, x ) and k r j (x, x ) = −k r j (x , x). Also, as the covariance matrix must be Hermitian positive semidefinite, it follows that k rr (x, x ) and k r j (x , x) are interrelated.
Finally, the way that similarity is measured in the covariance and pseudo-covariance functions is another important issue to take into account, when selecting them for complex-valued GPR and the similarity must be measured in the complex field.
A. Examples of Complex-Valued Kernels and Covariance Functions
We first recall some examples of complex-valued kernels found in the literature.
1) Complex-Valued Gaussian Kernel:
The first example is the complex-valued Gaussian kernel [6] , [11] . It is an extension of the real Gaussian kernel defined as
with kernel hyperparameter γ . If we separate the real and imaginary parts of the kernel
where | · | is the 2 -norm. Note that this kernel gives rise to a covariance matrix with skew-symmetric cross-covariance matrix K r j . Hence, it fits in the proper case with a null pseudocovariance. This kernel does not provide its maximum when x = x , but when x = x * , i.e., it measures similarities between the real parts of the inputs, while measures dissimilarity between imaginary ones. The value it provides when x = x is not constant, but depends on the imaginary part of x as exp(|2x j | 2 /γ ). Also, it is not stationary, it has an oscillatory behavior and may also cause serious numerical problems in the learning algorithms, as is later discussed in Section V.
2) Independent Kernel: In [9] , the following kernel was proposed:
where κ R is a real kernel of real inputs, in particular, they propose the real Gaussian kernel. Notice that this is an example of a design using real-valued functions, k rr (x, x ), k j j (x, x ), and k r j (x , x), but with two simplifications. First, the three functions are the same real function κ R . Second, the inputs of the function are not complex, but real, i.e., the real part or the imaginary part of x. Because of this simplifications, the independent kernel provides a high value when the inputs have equal real parts, x r = x r , although the imaginary parts are very different. We have the same behavior for the imaginary part. Also, note that this kernel gives rise to a covariance matrix with skew-symmetric cross-covariance matrix K r j . Hence, it could also be used in the proper case as covariance.
3) Spectral Kernels: Finally, there have also been some proposals to create an imaginary part from the real part of the covariance function in kriging [12] , [13] for a multiple output learning framework. However, these proposals are for stationary random fields of just real inputs, i.e., k(x −x ), with x ∈ R d , and do not provide a pseudo-covariance function. In [12] , they propose to obtain a covariance matrix starting from a given function. However, it is unclear what the function should be for the covariance matrix to have some given properties. In [13] , the proposed covariance function exhibits a sinusoidal behavior in its real and imaginary parts that is, in general not suitable for the application at hand.
B. Convolution Approach
We propose to follow the convolutional approach [27] , [28] as a link between the two points of view in the design of the covariance functions. The idea is to generate a complex random process as the sum of the outputs of linear filters driven by real white noises. The starting point is the selection of functions that provide the desired measures of similarity and modeling for the covariances. Those functions are used as filters to generate a random process. The calculation of the covariance and pseudo-covariance of the process provides the covariance and pseudo-covariance functions. This way we ensure that the resulting covariance and pseudo-covariance functions are valid, i.e., generate a valid Hermitian K and a valid symmetricK. Then, the design of the filters conditions the properties of the kernels and the associated similarity between pairs of inputs.
Let U (x) be the complex process written as the output of linear filters
where h m (x), m ∈ {1, 2, 3, 4}, represents the filters and denotes the convolution operation. S r (x) and S j (x) are independent real white noises with zero-mean and unit variance.
The inputs are complex-valued vectors x ∈ C d . The covariance of U (x) for two different inputs is used as a covariance func-
, and the pseudocovariance is used as pseudo-covariance function,k(x,
The complexity here lies in the selection of the filters h m (x). They are designed to model the system under study. In the following, we propose as measure of similarity the inner product d H x d x of the difference between complex-valued inputs d x = x − x , and use parameterized exponential filters to yield an isotropic and time invariant covariance function. Some examples are provided in Sections III-B1 to III-B4. This procedure can be applied with other types of filters to model different properties: periodicity, other measures of similarity between the inputs, etc.
1) General Case: As the first example, we propose to generate the stationary process using filters h 1 
where v r , γ r , v j , and γ j are filter parameters, and the inputs are x ∈ C d . The covariance and pseudo-covariance of the process yield the following functions:
The three real functions k rr (x, x ), k j j (x, x ), and k r j (x , x) of the complex inputs x ∈ C d are easily identified in this example. Note that the covariance (28) is real-valued, while the pseudo-covariance (29) is complex-valued. This is due to the fact that K jr = K r j = K r j for the second-order stationary process generated with the filters.
2) Independent Real and Imaginary Parts: In this scenario, the cross-covariance between the real and imaginary parts is null, K r j = 0, and we should set k r j (x , x) = 0. We can use the same filters proposed for the general case but with the following change in sign: h 4 (x) = −h 2 (x). Therefore, the covariance function remains as in (28), while the pseudocovariance function is as in (29) but with the imaginary part equal to zero.
3) Proper Case With k r j (x , x) = 0: In the proper casẽ k(x, x ) = 0 and if in addition k r j (x , x) = 0, we use the function in (28) that yields a simple real covariance function
4) Proper Case With k r j (x , x) = 0: This scenario arises when K jr is skew-symmetric. The kernel functions in (24) and (26) could be used in this case. However, the first one involves some quite particular similarity properties with exponential growth for some pair of points. The second assumes constant similarity for distant points as long as they have same real and imaginary parts. We develop a complex-valued function k to model a correlation between the real part of the process and a displaced or translated imaginary part, with displacement given by μ ∈ C d , μ = 0. K jr is skew-symmetric if there is also a correlation between the real part and a displaced imaginary part when the displacement is given by −μ, and this correlation has the same value with opposite sign. To model this behavior, we propose now filters h 1 
By setting v r = v j , we get the proper case.
IV. HYPERPARAMETERS ESTIMATION
A major advantage of GPR is that the hyperparameters can also be estimated by maximizing the marginal likelihood [16] . From the marginal likelihood (5), we can compute the log marginal likelihood
The augmented covariance matrix C = C(θ ) can be parameterized in terms of the hyperparameters θ i , which are the parameters of the covariance and pseudo-covariance functions and the noise variance and pseudo-covariance. L(θ ) is a real function of a complex-valued Hermitian matrix. Therefore, in the maximization of (33), we must seek generalized complex-valued matrix derivatives [26] , [33] . The result for the gradient, as developed in Appendix B, is as follows:
In the proper case, whenC = 0, the gradient simplifies to
V. EXPERIMENTS
We include three experiments. First, we evaluate the full CGPR solution against the simpler proper CGPR. Then we illustrate the performance of the proper CGPR in a scenario, where the covariance is complex-valued. Finally, we face the equalization of nonlinear channels to compare to previous solutions. In this last experiment, we use the recursive version of the proper CGPR. 
A. Full CGPR
We generate a sample function of a nonproper complexvalued GP as described in Section III-B1. The inputs in this experiment are complex-valued scalars, i.e., x = x ∈ C, to easily represent the sample function of the process in a figure. We have set h 1 
The covariance function is given by (28) 
As an example, the real part of a sample function obtained, f (x), is shown in Fig. 1 . The imaginary part is shown in Fig. 2 . Gaussian noise with variance σ 2 and pseudo-variance ρσ 2 is added to represent measurement uncertainty, where ρ = 0.8 exp( j 3π/2) and σ 2 is set to be 25 dB below the variance of the sample function (signal-to-noise ratio, SNR = 25 dB). Then, we randomly choose n = 500 noisy training samples and learn the sample function of the process by using the predictive mean (14) , variance (15) , and pseudo-variance (16) . The training samples used are marked as circles in Figs. 1 and 2 . The real part of the predictive mean is shown in Fig. 1 (bottom) , while the imaginary part is shown in Fig. 2 (bottom) . The mean squared error (MSE) of the estimation is 10 log 10 (MSE)= −8.2 dB, computed for 10 4 inputs in this example.
The predictive capability of the complex GPR in (14) is compared with that of the proper case in (20) . The MSE of the estimation for the proper case is 10 log 10 (MSE) = −4.67 dB in this example. We show in Figs. 3 and 4 randomly chosen slices of the sample function in Figs. 1 and 2 . The imaginary part of the input was fixed to x j = −0.1515. In Fig. 3 , we include the real part of the prediction in (14) and the gray shaded area that represents the pointwise mean plus and minus two times the standard deviation. The mean of the prediction for the proper case in (20) is plotted as a dashed line. In Fig. 4 , we include the imaginary part. The general CGPR prediction is always closer to the actual value of f (x) than the prediction for the proper case, as expected, since the general CGPR also Imaginary parts of the sample function of the process f (x), the predictive CGPR mean (14) , and the predictive mean for the proper CGPR case (20) , versus the real part of the input x r , for x j = −0.1515. uses the information of the pseudo-covariance. This prediction improvement is highlighted in Fig. 5 , where we compare the MSE for both estimations along the number of training samples. A higher noise case (SNR = 10 dB) is also included. The results are the average of 100 simulated trials for each case in this example. The proposed complex GPR performs better than the proper CGPR, with a remarkable reduction in the number of training samples. We achieve the same MSE of −10 dB with a sizable reduction in the number of training examples, i.e., from 1500 to 500 for an SNR of 25 dB.
B. Proper CGPR
To illustrate the performance of the hyperparameter estimation, we face the learning of a proper complex GP with complex-valued covariance function. In this scenario K jr is skew-symmetric. Again, the inputs in this experiment are complex-valued scalar, i.e., x = x ∈ C, for representation purposes. We use the covariance function in (31) , with v A = 2, v B = 1, γ = 1.125, and μ = 2 + 2 j , to generate a sample function of the process, f (x). The real part of the sample function is shown in Fig. 6 , while the imaginary part is depicted in Fig. 7 . Circular complex Gaussian noise with σ = 0.1 is added to represent measurement uncertainty, and n = 200 training noisy samples are randomly chosen as training data. The maximization of the log marginal likelihood in (33) (20) is depicted in Fig. 6 (bottom) , while the imaginary part is depicted in Fig. 7 (bottom) . The MSE of the estimation is −13.8807 dB. We include in Figs. 8 and 9 randomly chosen slices of the sample function. Fig. 8 shows the real part of the sample function and the real part of the prediction (20) versus the real part of the input, for x j = 3.4684. Fig. 9 shows the imaginary part of the sample function, and the imaginary part of the prediction (20) versus the real part of the input, for x j = −5.4430. The training samples are depicted as blue circles. Also, four instances of the posterior are plotted in both Figs. 8 and 9 .
To complete the analysis, we show in Figs. 10 and 11 , the MSE of the estimation for each hyperparameter by maximizing the log marginal likelihood in (33) using (35) under different settings. Fig. 10 shows the MSE versus the SNR for a fixed number of training samples n = 200, while Fig. 11 shows the MSE versus the number of training samples for a fixed SNR of 16 dB. The MSE is the averaged value for 100 independent trials. Finally, we compare in Fig. 12 the MSE of the learning when these estimated hyperparameters are used to calculate the prediction (20) with the prediction calculated with the true hyperparameters. In Fig. 12 (top) , the number of training samples was fixed to n = 200, while in We include in Figs. 10 and 11 , the MSE of the estimation of the ratio v A /v B . This ratio is more important than the actual value of v A or v B for the estimation of the mean in (20) . The ratio v A /v B and σ are responsible for the amplitude accuracy of the estimation. As shown in Figs. 10 and 11 , the MSE for v A /v B andσ are low, and therefore, the MSE of the function estimation is low, as shown in Fig. 12 . 
C. Nonlinear Channel Equalization
The performance of the proposed complex GPR is tested in the context of the nonlinear channel equalization task in [8] and [11] . Two nonlinear channels are considered. Both channel models consist of a linear filter t (n) = (−0.9 + 0.8 j ) · s(n) + (0.6 − 0.7 j ) · s(n − 1) and a nonlinear function. The linear filter represents a communication channel with memory, while the nonlinear function represents the effect of nonlinear circuits, such as amplifiers. The nonlinearity is q(n) = t (n) + (0.1 + 0.15 j ) · t 2 (n) + (0.06 + 0.05 j ) · t 3 (n) for the first case (labeled as soft nonlinear channel), and q(n) = t (n)+(0.2+0.25 j )·t 2 (n)+(0.12+0.09 j )·t 3 (n) for the second case (labeled as strong nonlinear channel). The input signals are s(n) = 0.70( 1 − ρ 2 X (n) + jρY (n)), and X (n) and Y (n) were Gaussian random variables. The input signals are circular for ρ = 1/ √ 2 and highly noncircular if ρ approaches 0 or 1. At the receiver end of the channel, the signal q(n) was corrupted by additive white circular Gaussian noise with an SNR of 16 dB, as in [11] .
The aim of the channel equalization task is to construct an inverse filter, which acts on the received signal r (t) and reproduces the original input signal s(n) as close as possible. To this end, the inputs to the equalizer are the sets of samples x(n) = [r (n + D), r (n + D − 1), · · · , r (n + D − L + 1)] , where L > 0 is the filter length and D is the equalization time delay. Experiments are conducted as in [8] and [11] , where L = 5 and D = 2, on a set of 5000 samples of the input signal considering both the circular and the noncircular (ρ = 0.1) cases and the (soft and strong) nonlinear channels. In all cases, the results are averaged over 500 trials, where the input signal samples s(n) and noise are randomly generated.
The performance of our proposal is compared with the NCKLMS2 algorithm in [11] , the ACKLMS algorithm in [8] , and the iCKLMS in [9] . Both the NCKLMS2 and ACKLMS algorithms use the complex Gaussian kernel in (24) . The iCKLMS is as the NCKLMS2 algorithm, but using the independent kernel (26) with κ R being the real Gaussian kernel. We use the code available in [34] to run these algorithms. All the parameters required for the NCKLMS2 and the ACKLMS algorithms (γ in kernel and step update parameter) are set to the values described in [8] and [11] , except for the strong nonlinear channel noncircular case, where in order to ensure convergence we increase γ to γ = 400 for both algorithms. For the iCKLMS, γ = 25 and the step update parameter is 1/8 (except for the strong nonlinear channel noncircular case, where it is reduced to 1/16), tuned for the best possible result. For the three algorithms, the novelty criterion [35] , [36] is used for the sparsification with δ 1 = 0.15 and δ 2 = 0.2, as in [34] .
We design a CGPR solution as follows. The CGPR outputs here are the signals s(n). Note first that the real and imaginary parts of s(n) are generated independently, and therefore, have null cross covariances, K r j = 0. In such a case, K = K rr +K j j in (22) andK = K rr − K j j in (23), and it is not necessary to use complex-valued covariance functions, as it was explained in Section III. Both K rr and K j j can be obtained from a real kernel as in (30) . Also, in this equalization application, when trying to set the values of the hyperparameters, we found that independent of the factor ρ the best solution is achieved with K rr = K j j . Therefore, in this scenario the general case, the full CGPR, reduces to the proper CGPR, as we can set K = K rr −K j j = 0. Hence, the proper version of the CGPR in (20) suffices and we propose a real-valued covariance function as the one in (30) . However, since both the NCKLMS2 and the ACKLMS are online sequential algorithms, we also have to use an online algorithm for the proper CGPR, in order to provide a fair comparison. Vaerenbergh et al. [29] provide a Bayesian derivation for the kernel recursive least-squares algorithm and a criterion to remove the least relevant basis (the set of inputs at which the joint posterior is available, i.e., the training samples in our setting). Since the pseudocovariance cancels, the method in [29] can be easily adapted to the proper CGPR case in order to yield a recursive proper CGPR. The objective is to infer the conditional distribution p(f n+1 |D, x , y ) of f n+1 = [f n , f ] given the training set D = {[x 1 , . . . , x n ], [y 1 , . . . , y n ] } and a new input x = x(n + 1) with corresponding output y = y(n+1), where f = f (x ). We apply the recursive proper CGPR with a basis removal criterion using M = 500 bases, where the first 250 samples were used for the hyperparameters estimation by maximizing the log marginal likelihood in (33) using (35) . As reference, we also include the recursive proper CGPR solution without basis removal criterion with 1000 randomly chosen samples among the total of 5000 used to find a better estimation of the hyperparameters. Note that the number of bases used by the NCKLMS2, ACKLMS, or iCKLMS algorithms with the novelty sparsification criterion grew above 2000 in these experiments, and therefore, the choice of M = 500 bases is far below that number.
We show in Figs. 13 and 14 , the averaged MSE along the input samples for the NCKLMS2, the ACKLMS, the iCKLMS, and the two recursive proper CGPR algorithms (with and without basis removal criterion), for the soft nonlinear channel circular and the strong nonlinear with ρ = 0.1 cases. The MSE value depicted for each sample is the averaged MSE for all previous outputs, as in [11] and [34] . It can be observed in the figures the remarkable good results of the recursive proper CGPR in all cases, even with only 250 bases used for the hyperparameters estimation and M = 500 bases used for the prediction, with the additional advantage of the estimation of the hyperparameters from the samples, avoiding cross-validation. This solution is very close to the proper CGPR approach used as reference. The raw MSE, i.e., not averaged, for the soft nonlinear channel circular and the strong nonlinear with ρ = 0.1 cases are shown in Figs. 15-18. By using the proposed solution, we avoid convergence problems found in the learning process of both the NCKLMS2 and ACKLMS algorithms. These problems can be observed, if the MSE is not averaged for the previous outputs. As examples, we provide in Fig. 15 the same results that were included in Fig. 14 for the NCKLMS2 and ACKLMS algorithms, but now the MSE is not averaged. Note that those algorithms are not able to provide a good prediction for some outputs, with MSE peak values above 5 dB. This is not the case for the iCKLMS and the recursive proper CGPR, as can be observed in Fig. 16 . We believe that the NCKLMS2 or ACKLMS algorithms fail to provide a good prediction for some outputs Fig. 15 .
MSE along n for NCKLMS2 and ANCKLMS for the strong nonlinear channel equalization problem for the noncircular input case (ρ = 0.1). because of the kernel they use. The independent kernel in the iCKLMS algorithm seems a better choice than the complex Gaussian kernel. However, the proper CGPR with the real kernel provides, by far, the best solution. 
VI. CONCLUSION
Regression in the complex-valued case has been addressed by dealing with the real and imaginary parts independently, using a straightforward extension of the real case or learning a vector with real and imaginary parts stacked. However, in these approaches, the design of the kernels remains an open problem and the complex-valued formulation is lost. On the other hand, the straightforward adaptation of the real case to the complex one corresponds to the proper case, and is not able to deal with any scenario. In this paper, we present a new approach based on the results for complex-valued GPs. To the best of the author's knowledge, this is the first tool working in the complex field, suitable for any scenario.
We exploit the GPR framework to provide a full statistical description of the general complex-valued solution. We highlight the importance of the pseudo-covariance term, and the mean and covariance of the posterior are developed. Only when the pseudo-covariance cancels, the method simplifies to the proper case. We develop the optimization of the marginal likelihood to estimate the hyperparameters, by taking into account generalized complex-valued matrix derivatives. The selection or design of the covariance function or kernel is also an important issue that we deal with in this paper. We analyze the terms in the real and imaginary parts of the covariance and pseudo-covariance functions, and their symmetries. We review some previous proposals, and the way these kernels measure similarity between the complex-valued inputs. We propose a more general method to design the covariance and pseudocovariance functions from filters. We highlight the importance of focusing on the properties of the covariance and pseudocovariance for the problem at hand to get the simplest solution needed. In particular, when the function we would like to fit does not have null pseudo-covariance, then the general CGPR formulation provides better results. On the other hand, if the pseudo-covariance is null, the simpler proper CGPR is enough. Two experiments are included to illustrate these facts, showing the learning of nonproper and proper models, along with the learning of the hyperparameters. Also, when the cross-covariance between the real and imaginary parts is symmetric or null, there is no need for a complex-valued covariance function. These developments are in the line of solving the equalization of nonlinear channels in Section V, where we propose a real-valued covariance function while the previous solutions use a complex-valued one. We apply a recursive version of the proper CGPR with a basis selection criterion and compare the results to previous approaches. The recursive proper CGPR yields a remarkable reduction of the MSE, up to 4 dB, and with a number of bases that is, less than 25% of the number required for previous approaches. Also, the proper CGPR approach allows us to learn the hyperparameters from the data, so there is no need to set them by extensive search or cross-validation techniques.
APPENDIX
A. Design of a Complex Covariance Function
We follow here a procedure similar to that in [27] . Consider two independent, real, Gaussian white noise processes, with zero-mean and unit variance, S r (x) and S j (x), where x ∈ C d , producing an output U (x) defined by the sum of convolutions
The covariance of U (x) is derived as follows:
Processes S m (x − α) and S n (x − β) covary only if m, n ∈ {1, 2} or m, n ∈ {3, 4}, and (x − α) = (x − β). In such cases,
where δ(·) is the Dirac delta function, and the integrals in (37) yield
Hence,
The pseudo-covariance of U (x),C U (x, x ) = E[U (x)U (x )] is derived in a similar way, and its calculation involves terms as
One general example is to set the filters as parameterized exponentials, 
wheref mm (d x ) simplifies tō
And the pseudo-covariance is
wheref mm is given in (45), andf mn now simplifies tō
Notice that in this example the covariance function k(x, x ) = C U (x, x ) is real-valued while the pseudocovariancek(x, x ) =C U (x, x ) is complex-valued. This is due to the fact that K jr = K r j = K r j for the process generated with the filters in this example. The examples in (28) and (29) are derived from (44) to (46) when v 1 = v 3 = v r , γ 1 = γ 3 = γ r , and v 2 = v 4 = v j , γ 2 = γ 4 = γ j .
In order to yield a complex covariance function, we need K jr = K r j = K r j . An example arises when K jr is skewsymmetric; K jr = K r j = −K r j . In such a case, the pseudocovariance is real while the covariance is complex. In order to get a skew-symmetric K jr there must be is a correlation between the real part and a displaced or translated imaginary part, with displacement given by μ ∈ C, μ = 0, while there is also a correlation between the real part and a displaced imaginary part when the displacement is given by −μ, and this correlation has the same value with the opposite sign. This is achieved with the following parameter values. For h 1 (x) = h 3 (x) we set μ 1 = μ 3 = 0, γ 1 = γ 3 = γ r , and v 1 = v 3 = v r . For h 2 (x) we set μ 2 = μ, v 2 = v j , and γ 2 = γ j . And for h 4 (x) we set μ 4 = −μ, v 4 = −v j , and γ 4 = γ j . In this case, the covariance and pseudo-covariance yield
− j 2(f 12 (d x ) +f 34 (d x )) (48)
wheref mn is given in (42). The examples in (31) and (32) are derived from (48) and (49) when the inputs are complex-valued scalars x ∈ C, the displacement is also a complex-valued scalar μ ∈ C and γ r = γ j = γ .
B. Gradient Descent of the Marginal Likelihood
The log marginal likelihood L(θ ) in (33) is a function of a complex-valued Hermitian matrix C(θ ). Therefore, for its maximization we must seek generalized complex-valued matrix derivatives [26] , [33] . We start by defining the following function: g(Ĉ,Ĉ * ) = − 1 2 y HĈ −1 y − 1 2 log detĈ (50)
whereĈ is a matrix with independent components, i.e., not Hermitian. The unpatterned matrix input variablesĈ andĈ * should be treated as independent when finding complex-valued matrix derivatives of the function g(Ĉ,Ĉ * ). We can find the derivatives of L(θ ) in (33) with respect to C and C * as follows [33] : 
Substitution of (54) and (55) in (53) yield (34) .
