The rendering and animation of complex scenes containing many objects represented by large numbers of display primitives requires time proportional to the total number of primitives in the scene. To improve the performance of a given graphics engine, multi-resolution modeling techniques are usually used to reduce the total number of primitives required to be rendered. However, existing techniques are usually slow and some of them may not even preserve the topology of the object geometry faithfully. In this paper, we present an ecient and simple algorithm to generate an object model of the desired resolution given a high resolution model of an object and the distance of the object from the view point. The major advantages of the new method are that it preserves the topology of the given model, it can be used to generate multi-resolution models on the y and in real-time, and its performance is predictable. The last advantage makes it well t into the framework that we proposed in our work on real-time rendering in virtual reality [1] .
Introduction
Real-time generation of realistic looking images is essential for interactive computer graphics applications and real-time computer graphics animation. Virtual reality walkthroughs, ight simulation, and scientic visualization are some example applications that require realtime rendering. Although a graphics workstation may be able to generate images in real-time for some particular scene, as the scene becomes more complex, the performance of the rendering and animation system may degrade drastically and eventually, it will fail to deliver images at a high enough rate. Our current research direction [1] is to develop a rendering technique that can deliver images with the highest possible quality within a given time interval, so that the frame rate can be maintained. To be able to generate images within a given time interval, we need to be able to predict the time it takes to process and to render each of the objects in the scene. To be able to generate an image with the highest possible quality within the given time interval, we may consider rendering the objects in the scene adaptively so that objects with higher visual importance are rendered with more details, while those with lower visual importance are rendered with less details. This paper concentrates on the second issue. Simply representing all objects in the scene with fewer primitives will of course reduce the time it takes to render the image. However, it will lead to inaccurate object models and may result in producing images with misleading information. A common technique used to render objects adaptively is called multi-resolution modeling or level of detail modeling. Due to the fact that distant objects (objects which are far away from the view point) will occupy smaller pixel areas than nearby objects, they are considered as visually less important than nearby objects. Since the details of these objects are not visible anyway, distant objects may be simplied without sacricing the accuracy of the resultant image. This can be achieved by having the number of primitives representing an object inversely proportional to the distance of the object from the viewpoint. Since most existing methods for generating multiresolution models are slow [2, 3, 4] , these models are usually generated in advance. Each object is represented by a few key models with dierent resolutions, and the distance of the object from the view point at a particular frame determines which model to use for rendering the frame. One limitation of these methods is that they require extra memory space to store multiple models of each object. If a scene database contains a large number of objects, a lot of memory will be needed to store them. In an interactive computer graphics application such as virtual reality walkthrough, all object models in the vicinity must be kept in main memory. The amount of main memory available therefore limits the complexity of the scene. Another limitation of using a xed number of pre-generated models to represent an object is that when the object crosses the threshold distance, there is a sudden change of models used to represent the object. This may create an objectionable visual eect. Hence, a technique which can generate multi-resolution models fast enough to be used in real-time applications may relieve the need of pre-generating the models and hence solve the above two problems. In this paper, we present a novel technique for generating multi-resolution models of objects in a scene on the y and in real time. The algorithm is simple to implement and requires no complicated data structures. The rest of the paper is organized as follows. Section 2 describes previous work on multi-resolution modeling. Section 3 presents our method in detail. Section 4 shows and discusses the timing results of some sample models. Section 5 discusses how we may modify the technique so that the multi-resolution models can be updated incrementally. Such an incremental method will further improve the performance of our multi-resolution technique. Finally, section 6 presents conclusions of the paper and discusses some possible future work.
Previous Work
Previous research related to multi-resolution modeling has been performed by scientists from dierent disciplines including computational geometry, applied mathematics, computer graphics, military simulation, and geographic information systems (GIS). Most of them try to simplify a given model by preserving the topology of the model geometry. The methods proposed vary according to the types of models they simplify. The types of models include polyhedral models, height elds, and curved surfaces. Flight simulators and GIS accept the height elds, also known as a triangulated irregular network (TIN), as input. A height eld is typically a rectangular grid of elevation data which is triangulated for rendering. Polyhedral models consist of a set of polygons describing 3D objects in a scene. Virtual environments and scientic visualization applications use this sort of data as input. Existing methods to generate multi-resolution models can be classied into renement methods and decimation methods [5] . Renement methods improve the accuracy of a minimal approximation of a model which is initially built [6, 7, 8, 9] . They are also called global reconstruction heuristics. Turk [8] handles the problem as a mesh optimization. He rst distributes a number of vertices over the object surface based on the curvature and then triangulates the vertices to obtain a higher resolution model with the specied number of vertices. Although the algorithm works well for curved surfaces, it is slow and may fail to preserve the topology for surfaces with high curvature. Hoppe et al. [9] optimizes an energy function over a surface iteratively to minimize the distance of the approximating surface from the original, as well as the number of vertices in the resultant approximation. This may preserve the topology better, but it is too slow for on-the-y real-time computations. Decimation methods, on the other hand, remove vertices from an exact representation of a model to nd less accurate, but simpler version of the initial model [10, 11] . These methods are also called local simplication heuristics since they modify the model locally. Schroeder et al. [10] try to delete edges or vertices from almost coplanar adjacent faces. The resultant holes are lled up by a local triangulation process. Although their method is generally faster than the renement methods described above, the need to process and triangulate the models in multiple passes can be computationally expensive and hence dicult to use in real-time generation of multiresolution models. In addition, since the method does not consider feature edges, the multi-resolution models generated may not preserve the original topology of the object geometry. Rossignac et al. [11] cluster the vertices which are close to each other to generate a new vertex for representing them. The polygonal object is then updated accordingly. Although this method is even faster than the previous method as it does not require the triangulation process, it again does not preserve the original topology of the object geometry. Despite the fact that the two classes of methods can generate multi-resolution models of a given object, there are still some serious problems in this area. Firstly, these methods, especially the renement methods, are very time consuming and very dicult to implement. Secondly, some of them do not even preserve the original topology of the object geometry. Thirdly, due to the high computational costs of these methods, a xed number of key models representing an object at dierent distances are usually generated in advance. As mentioned in the previous section, this may cause objectionable visual eects due to the sudden change of levels of detail when an object moves across the threshold distance. Turk [8] proposed to have a transition period during which a smooth interpolation between the two successive levels of detail is performed to produce models of intermediate resolutions, this method further increases the computational time during the transition period because of the need to process the two levels of detail at the same time. Thus, there is a need to develop more ecient multi-resolution techniques which also preserve the original topology of the object geometry.
The Proposed Algorithm
Our goal in this research is to generate multi-resolution models on the y and in real-time while preserving the topology of the object model as much as possible. The proposed algorithm falls into the class of decimation methods. In contrast to the other decimation algorithms, ours removes triangles instead of vertices from the given model. The removal of a triangle is carried out by merging two or three vertices of the triangle. Merging any two vertices means collapsing an edge of the triangle and the triangle will become a single line. Merging all three vertices means collapsing the triangle itself and the triangle will become a single point. The reason for choosing triangles to remove is to avoid triangulation of the hole resulting from the removal of a vertex. Such triangulation process is non-trivial and time consuming due to the many checks required. In our method, we assume that all objects in the scene are composed of triangles which are commonly used to represent 3D objects. However, curved surfaces can also be handled by having a pre-process to convert them into triangle meshes. We sort all the triangles of a model in advance according to their visual importance. The visual importance of a triangle is in turn dened by the visual importance of its three vertices. During the rendering process, we remove a suitable number of triangles which have the least visual importance from the model before scan-converting it. However, when there are a large number of objects in the scene, it may be too costly to remove a potentially large number of redundant triangles from some of the models to create lower resolution models because removal of each triangle takes time. Here, we suggest a hybrid option. For each complex object in the scene, two or three key simplied models of the object are generated in advance as in the other non-real-time methods. When generating an image, the key model with the closest, but higher number of triangles than is needed will be chosen. We then remove triangles from the selected model until the total number of triangles in the model is just enough to represent the object at its current distance. Although this hybrid option increases the memory usage of our method, it can further improve the performance of our method by reducing the number of triangles needed to be removed in run time. In order to dene the importance of a triangle, we rst classify vertices into three types namely at vertices, edge vertices and feature vertices. A at vertex lies on a relatively smooth surface and can be removed when needed. An edge vertex denes a feature edge of an object and can be removed only if some conditions are satised. A feature vertex denes the global shape of an object and therefore should be the last to be removed. The visual importance of a triangle is determined according to the classication of its three vertices. Basically, a triangle has a low visual importance if it is not important in dening the topology of the object geometry and hence its removal does not cause a high error between the simplied model and the original model. Since the analytic computation of the error caused by the removal of a triangle is quite expensive and is required for all possible cases, we try to approximate the error by employing some heuristics as described in this section. The algorithm provides two major operations for the removal of a triangle: edge collapse and triangle collapse. In edge collapse, two vertices of a chosen triangle are merged into one causing the removal of one or two triangles. Edge collapse enables the algorithm to preserve the features of the model as shown in Figure  1 . Merging of all three vertices of a triangle results in triangle collapse which may remove from two to four triangles. Triangle collapse, on the other hand, is carried out on the triangles which have similar orientation with their neighbors as shown in Figure 2 . At this point, it may be useful to compare our method with other decimation methods. The method proposed by Schroeder et al. [10] is based on vertex removal. The hole resulted from the removal of a vertex is patched using a rather complex triangulation method that must create non-intersecting and non-degenerate triangles. In some cases, the triangulation may fail when the chosen vertex and surrounding triangles are not removed from the triangle mesh. Certain special cases that occur during the triangulation process are treated by incorporating many checks in the algorithm. The simplication algorithms based on vertex removal must include such a triangulation process, which is quite expensive and hard to implement. It also requires the use of complex data structures. An interesting property of our method is that after the collapse, all the neighboring triangles that are connected to the original two (edge collapse) or three (triangle collapse) vertices remain triangular. Hence there is no need for a triangulation process. Both Hoppe et al. [9] and Scarlatos and Pavlidis [12] have also utilized the collapse of an edge and the shifting of vertices to simplify a given triangle mesh. Our approach is dierent from theirs in the following respects. Hoppe et al. consider the problem as an optimization problem which is solved accurately but slowly. The maximum dihedral angle of the edges at the destination vertex after the edge collapse is checked to decide whether the collapse should be rejected or not. The conditions and the evaluation of the edge collapse in our algorithm are based on the vertex types and the error measures that we dene later in this paper. Scarlatos and Pavlidis, on the other hand, assume that the triangulation approximates a surface represented by regular height eld. Their proposed algorithm does not apply to general triangle meshes. The error measure used is dierent from and more expensive than ours. Furthermore, their simplication method is based on the curvature equalization where curvature measure includes the mean curvature and the Gaussian curvature [12] , which can be expensive to compute. In the following subsections, we presents a more detail description of our method.
Visual Importance of a Vertex
Similar to a triangle, a vertex has a low visual importance if it is not important in dening the topology of the object geometry and therefore, its removal does not cause a high error between the simplied model and the original model. As in other simplication algorithms, dierences between normal vectors of the triangles around a vertex give the major clue about this. If the normal vectors are all similar, that vertex is not important in dening the topology of the model, and thus, may be removed without giving rise to a high error. Such a vertex is called a at vertex, where all incident triangles have similar orientation. This is visualized in 2D in Figure 3 . Since at most two line segments can be incident in a vertex in 2D space, a at vertex will have two line segments with similar slope. When the slopes are signicantly dierent, the vertex may no longer be a at vertex. In 3D space, the importance of a vertex is computed as the largest angle between any two normals of the triangles incident in that vertex. Since this computation will be done for all vertices in advance and for vertices which are modied during the simplication process, it should be ecient to compute. This largest angle can be computed by comparing all of the normals with each other, which is an expensive operation. Comparing any two 3D vectors requires three oating point multiplications and two oating point additions. For the sake of eciency, we have approximated this by nding the minimum and maximum values (x min ; x max ; y min ; y max ; z min ; z max ) of all triangle normals around a vertex. The absolute values of the dierences between maximum and minimum values are used in determining the importance of the vertex: If V imp is almost zero, or does not exceed a given threshold value, the vertex is considered to be a at vertex. Otherwise, the vertex may be classied as either an edge vertex or a feature vertex. An edge vertex appears along a feature edge of an object while a feature vertex appears at the intersection point of multiple feature edges as shown in Figure 4 . Because a feature vertex is located at such important geometric position, it is considered important in dening the topology of the model geometry. Hence, it should not be removed unless there are no other vertices to choose from. Although an edge vertex helps to dene the topology of a feature edge, it is considered as less important than the feature vertex. This vertex can be removed if either the removal of it does not aect the topology of the object or there are no other at vertices to choose from. A vertex is an edge vertex if the normal vectors of the triangles connected to it can be classied into exactly two groups with respect to their directions. The orientations of the normal vectors within each group should not dier by more than a given threshold value. The normal vectors can be compared with each other using the absolute dierences between the maximum and minimum values of the coordinates as above. Hence, the importance of an edge vertex is given as: Figure 4 .
Triangle Collapse
In most existing decimation methods, a vertex which is not considered important, such as a at vertex, is removed and the resultant hole is triangulated using a costly algorithm. In addition, they only distinguish at and non-at vertices. Hence an edge vertex dened above cannot be removed even if it is not important in describing the topology. In our method, a at vertex which is not important is removed by merging it with another vertex (or vertices). An edge vertex is similarly removed by merging it with another vertex along the feature edge of the model, as long as it satises one of two conditions mentioned in the last subsection. Depending on the vertex type and the move, some of the triangles in the model will be deleted and some of them will be modied. There are two major types of vertex removal which result in triangle removal: triangle collapse and edge collapse. The following cases show how we collapse a triangle according to the types of its three vertices.
1. When all three vertices of a triangle are of type at, the triangle will have edge and vertex neighboring triangles all with similar orientations. Therefore, we can collapse this triangle by merging all three vertices at a point over the triangle without any hesitation. The question is how we determine the location of the new point to minimize the error. To simplify the computation, in the current implementation, we use one of the three vertices as the new point. Collapsing a triangle will result in the removal of that triangle and all of the edge neighboring triangles. Hence if the triangle has three edge neighbors, the number of triangles in the model will decrease by four, while the number of vertices will decrease by two. Figure 5 shows an example of a triangle collapse. 2. When two vertices of a triangle are of type at, the third vertex should be kept unaltered while the two at vertices may be moved onto this vertex. This is a triangle collapse where two at vertices are merged at the third non-at vertex. In this case, again two vertices and up to four triangles are removed from the model denition.
3. When only one vertex of a triangle is of type at, we can still remove some triangles without changing the topology of the model. In this case, the only at vertex of the triangle is moved onto either one of the two non-at vertices, reducing the number of vertices and triangles in the model by one and two, respectively. This move of a single at vertex can also be considered as edge collapse which will be described later in the next subsection.
Edge Collapse
In addition to at vertices, edge vertices may also be moved and merged with other vertices either with limited or no eect on the topology of the model geometry. Merging an edge vertex with a nearby vertex gives rise to edge collapse where one vertex and two triangles are removed from the model denition. To simplify the computation, in our current implementation, we simply move one of the two vertices onto the other vertex instead of creating a new one somewhere between the original two vertices. However, not every edge vertex of a triangle can be moved while preserving the topology. Let us consider the triangle T with vertices V 1 , V 2 and V 3 in Figure 6 . Vertex V 1 is a feature vertex, whereas vertices V 2 and V 3 are both edge vertices. As can be seen from the diagram, performing a triangle collapse of T will certainly destroy the topology, while collapsing the edge V 1 {V 3 by moving vertex V 3 onto vertex V 1 will not aect too much the topology. On the other hand, it is not possible to move either V 1 or V 2 onto another vertex without seriously aecting the topology. As dened earlier, an edge vertex is associated with two normal vectors representing two groups of triangles incident at that vertex. Whether an edge vertex can be moved or not is determined by its visual importance calculated in Equation (4), which basically measures the similar in orientations between the triangles within each group. If they are similar in orientation, which means that the edge vertex has a low visual importance, the vertex can be moved onto the vertex at the other end of the feature edge.
Detecting the Crossover of Edges
Normally, when we collapse a triangle or an edge, the topology of the geometry remains essentially the same because the orientations of the neighboring triangles do not expect to change too much after the collapse. However, there is a situation when this is not true. When collapsing a triangle or an edge, some neighboring edges may crossover the others and result in a dramatic change in orientations for some triangles. We must be able to detect this situation and prevent such a collapse. Figure  7 shows an example of this situation. Although both V 1 and V 2 may be considered as at vertices, as we collapse V 2 onto V 1 , edge V 2 {V 5 will become V 1 {V 5 and cross over edge V 3 {V 4 as shown in the 2D view of Figure 7 (b). This will cause triangle S 9 to have a dramatic change in orientation and result in the change of local topology as shown in the 3D view of Figure 7 (b).
To prevent the occurrence of this situation, we check the visual importance of the survived vertex (V 1 in Figure 7) if the collapse were performed. If there will be a dramatic change in visual importance, we do not perform the collapse. Since this crossover problem does not occur very often and we need to calculate the visual importance of the survived vertex anyway, the cost of this method is only an extra check. To select which triangle to be removed, we need to determine the visual importance of each triangle; that is how much it will aect the resulting topology of the model if it is removed. Currently, we consider two factors, the area of the triangle and the visual importance of its three vertices. For example, the importance of triangle T in Figure 6 is calculated as follows:
where V v1imp , V v2imp and V v3imp are the visual importance of the three vertices v 1 , v 2 and v 3 , respectively, of triangle T and T area is the area of T . A small triangle covers relatively smaller area of the object and causes less error if deleted than a larger one and hence it is considered to have a lower visual importance. This is due to the fact that small details will not be visible from a far distance. This importance calculation is computed for each triangle in the model at the pre-processing stage and the triangles are then sorted with respect to their computed importance values. When reducing the resolution of a model, unimportant triangles are deleted before the triangles with higher importance values until the specied number of triangles are removed from the model. While triangles are deleted from the model, the importance of some triangles may change as a result of triangle collapse or edge collapse. This requires resorting of the aected triangles into the triangle list.
Results
We have tried our method on three simple models and one complex model. The results are shown in Figures 9, 10, 11 and 12 at the end of the paper. The rst simple model, as shown in Figure 9 , is an exact cube with 24 triangles where each face of the cube is represented by 4 triangles. Obviously, this cube can be represented by 12
triangles which is the minimum number of triangles for a cube. The algorithm classies the 8 corner vertices as feature vertices which should not be changed. The rest of vertices, totally 6, one on each face are classied as at vertices, which can be removed when needed. The second model, shown in Figure 10 , is a deformed cube dened by 36 triangles in total. In this sample model, the edge vertices play an important role in the simplication process. There is an edge vertex on each edge of the cube. The edge vertices are moved onto the corner vertices of the cube one by one according to the amount of deviation of the edge vertices from the edge of an exact cube. The resultant simplied model is approximated to an exact cube formed with corner vertices classied as feature vertices. The third example, as shown in Figure 11 , is a deformed stair like model with 60 triangles. This model contains all three types of vertices, namely at, edge and feature. This example includes both edge collapse and triangle collapse. The resultant approximation easily preserves each stair step which are the major features of the model. The optimal approximated representation of this model contains 20 triangles. The last sample model, as shown in Figure 12 , is a human face model with 4356 triangles. We use this model to illustrate how the algorithm preserves the topology of the geometry on a real world object. The major features such as eyes, nose and lips are not changed after simplication.
We implemented the algorithm in C++ and ran it on an SGI Indigo 2 Workstation with Extreme Graphics Accelerator. Although the program is not optimized and the workstation was in multi-user mode during our experiments, the results are in fact very encouraging. Figure  8 shows the performance of removing triangles from the face model shown in Figure 12 . We can see that the resultant curve is very close to linear. (Note that these gures do not include the preprocessing stage where normals, visual importance and neighbors of triangles are found and the vertices of the model are classied.)
Discussions
In the previous sections, we have presented the algorithm which generates multi-resolution object models with predictable performance. Although the algorithm is ecient, removing a large number of triangles may use up a lot of the available rendering time. To reduce the number of triangles needed to be removed at any one time, we have suggested a hybrid option which is to create two or three key simplied models of the objects in advance and the key model with the closest but higher number of triangles than is needed will be chosen for rendering. This option can greatly reduce the number of triangles needed to be deleted. To further improve the performance of generating multiresolution models, we are currently working on an interesting enhancement to our method. It is the incremental update of the multi-resolution models. In an interactive walkthrough, for examples, most objects either are stationary or move by a small amount from one frame to the next. To save time deleting triangles from the key models to generate the new models, we may delete triangles from the most recently generated models to create the new models. To implement this, we need to keep information on the list of triangles being removed from the key models. Each model is associated with one triangle removal list. When an object moves further away from the view point, triangles are removed from the multi-resolution model generated in the previous frame and added to the triangle removal list. When the object moves closer to the view point, the last inserted triangles are removed from the triangle removal list and added to the multi-resolution model. The major idea of the incremental method is to spread the cost of producing a new model over multiple frames. Hence, in each update, there is only a small number of triangles to be removed from a given model; therefore less time is required, leaving more time for the scanconversion and shading processes. The tradeo of this is the extra memory needed to store the lists. However, the performance gained from this method may out-weight this limitation. 6. Conclusion Real-time generation of multi-resolution models with predictable performance is essential in virtual reality applications. We have presented such an algorithm for simplifying a given triangular object model to generate multi-resolution models in real-time. The new algorithm removes triangles from a given object model with two operations, namely edge collapse and triangle collapse, while preserving its topology as much as possible in an ecient way. This is achieved by determining the visual importance of each triangle and ranking them according to the importance values during the pre-processing phase. In addition, one other advantage of the algorithm is that the storage requirement is minimal since no additional data structure is needed and only a couple of key models of each object are stored. The amount of storage required also aects the speed of the algorithm when the model contains large numbers of triangles or the scene contains too many models. Our future work includes utilization of this algorithm in a virtual environment by incorporating techniques for the management of the generated multi-resolution models. In this respect, the method we use to calculate the visual importance of a triangle becomes very important. We are currently working on a more general model of it. Furthermore, we also intend to incorporate the method we describe here into the MR Toolkit [13] . Another future research direction is to improve the algorithm to minimize the error for curved surfaces. Although this algorithm can simplify curved surfaces with minimal error between the resultant and original models, this error may be further reduced if we calculate new vertices on the triangles and on the edges.
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