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We develop a theory for the pseudorelativistic fractional quantum Hall effect in graphene, which
is based on a multicomponent abelian Chern-Simons theory in the fermionic functional integral
approach. Calculations are performed in the Keldysh formalism, directly giving access to real-time
correlation functions at finite temperature. We obtain an exact effective action for the Chern-Simons
gauge fields, which is expanded to second order in the gauge field fluctations around the mean-field
solution. The one-loop fermionic polarization tensor as well as the electromagnetic response tensor
in random phase approximation are derived, from which we obtain the Hall conductivities for various
FQH states, lying symmetrically around charge neutrality.
I. INTRODUCTION
The integer quantum Hall effect (IQHE) is a remark-
able experimental discovery of the early 1980s, since
it proves quantum mechanics at work on macroscopic
scales.1 In a nonrelativistic two-dimensional electron gas
(2DEG) at low temperatures and in high external mag-
netic fields, the Hall conductivity shows a plateau struc-
ture as a function of the magnetic field or chemical
potential occuring at integer multiples of the “conduc-
tance quantum” e2/h. Remarkably, the existence of these
plateaus can already be understood in simple noninter-
acting models by the formation of discrete, equidistant
energy levels, the Landau levels (LLs).2
In sharp contrast to an ordinary 2DEG with its
parabolic band structure, in the vicinity of the charge
neutrality point the band structure of graphene mimics
the energy-momentum dispersion of massless, relativistic
Dirac particles.3–7 When subjected to strong magnetic
fields such a pseudorelativistic dispersion relation has
profound consequences on the LLs, which, in turn, influ-
ences the measurable Hall conductivity.6,8 In theoretical
studies one finds an anomalous quantization, where each
of the four fermionic flavours in graphene contributes a
half-integer, n+ 1/2, to the total Hall conductivity8–10
σ0,xy = ±4
(
n+
1
2
)
e2
h
, n = 0, 1, 2, . . . . (1)
The additional fraction of 1/2 can be traced back to the
existence of a half-filled Landau level located directly at
the charge neutrality point, which has only half the de-
generacy of the other levels (the spectral anomaly), while
the factor of four is a direct consequence of the four inde-
pendent SU(4) symmetric flavours of charge carriers in
the low energy Dirac model. With the recent success of
graphene’s experimental isolation these theoretical pre-
dictions became experimentally accessible and could in-
deed be verified.11,12
Shortly after the IQHE was discovered in nonrelativis-
tic semiconducting devices, measurements on high qual-
ity samples revealed the occurence of additional plateaus
at certain fractional fillings,13,14 and more recently this
effect has also been observed in graphene.15–17 For this
fractional quantum Hall effect (FQHE) electron-electron
interactions are an essential ingredient in the theoretical
treatment to gain further understanding of the underly-
ing physics. The main difficulty here is that the noninter-
acting Landau levels, forming the basis of the analysis,
are macroscopically degenerate. As a consequence con-
ventional perturbative approaches inevitably fail, making
the FQH system a prime example for strongly correlated
matter, which has to be analyzed by truly nonperturba-
tive methods.
Based on the seminal work of Laughlin,18 Jain intro-
duced the idea that physical electrons/holes and mag-
netic flux quanta, or vortices, form bound states, so-
called “composite fermions”.19 Due to the process of
flux nucleation, the magnetic field is reduced, leading
to a new set of effective Landau levels that are occu-
pied by the composite fermions. The integer fillings of
those effective LLs map to the fractional fillings observed
in the experiments. Thus, the fractional QHE of or-
dinary fermions can be understood as an integer QHE
of composite fermions.2,20 This intuitive, albeit rather
unconventional picture led to a vast body of theoretical
predictions, which could be verified experimentally to a
large extent.21–36 Applying these ideas to the Dirac elec-
trons in graphene leads to the notion of “composite Dirac
fermions”. Accordingly, one might expect that their
pseudorelativistic spectrum, which leads to the anoma-
lous quantization of the Hall conductivity in the nonin-
teracting case, leaves its marks in the FQHE.
In the theoretical treatment of the FQHE there are
several slightly different approaches to realize Jain’s idea
of flux-binding. Within the trial wavefunction approach
vortices are attached in the form of Jastrow factors mul-
tiplying the many-body wavefunction of noninteracting
fermions in an IQH state.2,20 To make use of this strat-
egy in graphene one considers a completely empty or
completely filled lowest LL - usually the one at the
charge neutrality point - as the vacuum state and at-
taches flux quanta to the physical electrons/holes that
partially fill/deplete this energy level. Thereby it is as-
sumed that the effective LLs and their associated single-
particle wavefunctions which make up the IQHS are not
ar
X
iv
:1
71
2.
03
59
5v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
10
 D
ec
 20
17
2of the Dirac type, but coincide with the nonrelativistic
Schro¨dinger type ones.8,37,38 This assumption is justified
by the fact that the quenched Hamiltonian of graphene
projected to the lowest LL is identical to the Hamiltonian
encountered in systems with a nonrelativistic parabolic
dispersion.8,37–39 Loosely speaking, graphene electrons
confined to the lowest LL lose their identity as Dirac
fermions upon projection, such that the only impact of
graphene’s unconventional band structure is the SU(4)
symmetry of the ansatz wavefunction, which derives from
the SU(4) symmetry of the individual fermionic flavours.
This construction leads to the conventional Jain sequence
and wavefunctions. Straightforward generalizations of
this approach are given by Halperin wavefunctions,8,40–44
which potentially break the SU(4) symmetry down to
SU(2)⊗2 or even U(1)⊗4.
Despite its indisputable successes the trial wavefunc-
tion approach has several drawbacks, two of which we
want to comment on further. First, it crucially depends
on projected Hamiltonians, which typically neglect LL
mixing. While for nonrelativistic systems for the most
part this is only a minor issue, since at large magnetic
fields LL mixing is suppressed as 1/
√
B,45 in graphene
it is a substantially more severe problem. Here, LL mix-
ing is controlled by the fine structure constant α, which
is independent of the magnetic field and - more impor-
tantly - genuinely large (α ≈ 2.2 in suspended graphene),
making LL mixing a nonperturbative problem already on
the level of the Hamiltonian.46,47 Hence, although the ki-
netic energy may be quenched within a partially filled
LL, the electrons in graphene still feel their Dirac her-
itage. Yet, if LL mixing is taken into account at least
perturbatively, Refs. [46] and [47] reported - quite sur-
prisingly - that it has practically no effect on the wave-
functions in the zeroth LL. Not entirely decoupled from
the above, the second main problem is concerned with
particle-hole symmetry, or rather its strong breaking in-
herent in the construction of trial wavefunctions. The
origin of paticle-hole symmetry is different for nonrel-
ativistic and relativistic systems. For the former it is
only an emergent symmetry of the lowest LL projected
Hamiltonian, but for the latter it is an exact symmetry
of the unprojected Hamiltonian (and, hence, is a good
symmetry even if LL mixing is taken into account). The
construction of particle-hole conjugated wavefunctions is
still possible, but the explicit symmetry breaking is not
only unsatisfying but also comes with its own compli-
cations, see for example Refs. [48] and [49] for a more
elaborate discussion.
A complementary approach to the construction of ex-
plicit wavefunctions is the Chern-Simons field theory,
which does not rely on a projection to the lowest LL.
Here, magnetic flux tubes - which should be distinguished
from the vortices of the wavefunction approach - are at-
tached to the fermionic degrees of freedom either via a
singular gauge transformation,20,50 or equivalently via
a minimal coupling of a Chern-Simons gauge field to
the kinetic action in addition to a kinetic Chern-Simons
term.51–54 (See also Ref. [55] for a similar treatment in-
volving bosons.) In the process, ordinary fermions are
transformed into composite fermions, whose nature -
Schro¨dinger or Dirac - is determined by the structure
of the kinetic action. Hence, as opposed to the picture
drawn in Ref. [37], the Chern-Simons composite fermions
in graphene are actual Dirac type particles. Accordingly
one might expect that the spectral anomaly of the com-
posite Dirac fermions (the half-integer quantization of
the filling fractions) enters the analytical formulas for the
total filling fraction/Hall conductivity of the electronic
system. However, the graphene Chern-Simons theories
proposed in Refs. [56] and [57] attach flux to the phys-
ical electrons/holes with respect to the bottom/top of
the lowest LL, which eliminates the spectral anomaly
and yields predictions for the total filling fraction that
are in accordance with the wavefunction approach. Con-
cerning LL mixing the Chern-Simons approaches reside
on the other side of the spectrum, meaning there is a
large amount of LL mixing,58 which is a result of the
Chern-Simons transformation and the absence of projec-
tion. Regarding the nonperturbative nature of LL mixing
in graphene this feature should not necessarily be con-
sidered a flaw, but the question remains, if the Chern-
Simons induced LL mixing describes the physical reality
accurately.
Although the non-Dirac nature of the composite
fermions in graphene’s lowest LL appears to be fully es-
tablished by the results of Ref. [47], the conclusion that
theoretical frameworks which employ Dirac type compos-
ite fermions, such as the aforementioned pseudorelativis-
tic Chern-Simons theories of Refs. [56] and [57], lose their
viability would be too hasty as Son’s work, Ref. [49], im-
pressively shows. Focussing on the conventional nonrela-
tivistic FQH system, Son proposed a manifestly particle-
hole symmetric, pseudorelativistic effective model, which
declares Jain’s composite fermion to be a Dirac particle
by nature. Specifically, the ν = 1/2 state is described
by a charge neutral Dirac particle interacting with an
emergent gauge field (not of the Chern-Simons type),
that forms a Fermi liquid, while Jain’s principal sequence
around half-filling can be explained as the IQHE of those
Dirac quasiparticles, fully incorporating the particle-hole
symmetry of the lowest Landau level.
In contrast to Son’s effective model, in the present
paper we employ a rather standard microscopic Chern-
Simons theory, similar to Refs. [56] and [57]. The crucial
difference to those works is the reference point at which
we implement Chern-Simons flux-attachment, namely
the particle-hole symmetric Dirac point at charge neu-
trality. This shift in the reference point should not be
underestimated as a mere shift in the total filling fraction,
since it allows for a flux-attachment scheme that is dis-
tinctively different from the aforementioned approaches.
Instead of attaching flux to the physical electrons/holes,
it is possible to attach flux to the charge carrier den-
sity, that is electron- or hole-like quasiparticles measured
from the charge neutrality point. In particular, we obtain
3a mean-field equation which involves the charge carrier
density, instead of the electron/hole density, and within
the calculation of Gaussian fluctuations we naturally en-
counter pseudorelativistic propagators experiencing an
effective magnetic field, which incorporate the spectral
anomaly. Our central result is the electromagnetic po-
larization tensor in linear response to an external pertur-
bation, which - among others - gives access to the Hall
conductivity of the multicomponent fractional quantum
Hall system
σxy =
∑
α
σα0,xy −
∑
αβ
σα0,xy(σ0,xy + Kˆ−1)−1αβσβ0,xy . (2)
Here, σα0,xy is the Hall conductivity of a noninteracting,
single flavour α, which is half-integer quantized at low
temperatures, due to the Dirac nature of the composite
fermions, and Kˆ is an integer-valued symmetric matrix
accounting for the flux-attachment.59
We show that Eq. (2) leads to particle-hole symmetric
Hall plateaus around charge neutrality, if positive flux-
attachment to electron-like and negative flux-attachment
to hole-like quasiparticles is considered. This observation
enables us to construct manifestly particle-hole symmet-
ric filling fractions as functions of the chemical poten-
tial. This result seems surprising, since the Chern-Simons
term explicitly breaks particle-hole symmetry - which is
why Son discarded such a term in his effective theory49
- irrespective of the reference point where the Chern-
Simons flux is attached. Since this symmetry cannot
be generated dynamically, particle-hole symmetric Hall
plateaus are not expected to occur in such a symmetry
broken theory. The puzzle is resolved as follows: The
standard definition of the particle-hole transformation in-
volves fermionic and bosonic fields only, but leaves the
Chern-Simons coupling untouched. By allowing the cou-
pling to depend on the sign of the carrier density we
have altered the flux-attachment prescription in such a
way to make it consistent with the standard particle-hole
symmetry transformation. One may also interpret it the
other way around: We use the standard flux-attachment
but change the symmetry transformation to involve a
sign flip of the Chern-Simons coupling. Thus, one may
argue that the Chern-Simons term only breaks particle-
hole symmetry in a weak sense, since it can be circum-
vented altogether by sufficiently modifying the symmetry
transformation or the flux-attachment prescription, alle-
viating the seeming incompatibility of particle-hole sym-
metry and Chern-Simons theory. Furthermore, we show
that the above formula reproduces the Hall conductivities
proposed in Refs. [60] and [61] as special cases, as well as
several other filling fractions that have been obtained in
the wavefunction approach.
In this paper we employ the real-time Keldysh formal-
ism, which offers several technical advantages in compar-
ison to the conventional real-time ground state formal-
ism. This formulation will allow for a natural regular-
ization of the otherwise ill-defined mean field equations,
upon which the flux-attachment interpretation is based,
and it additionally yields results that are valid at finite
temperature, which come without further calculational
costs. Our exposition is inspired by the original work
of Refs. [51] and [52], where the fermion Chern-Simons
theory for the FQHE of nonrelativistic matter has been
introduced. Since there are several subtle differences due
to the Dirac nature of the quasiparticles and the Keldysh
formulation, we will present the theory in a self-contained
manner. The outline of the article is as follows: In sec-
tion II we describe the field theory of interacting Dirac
fermions coupled to statistical Chern-Simons fields with
the abelian gauge group U(1)⊗4. In the subsequent sec-
tion we derive an exact effective action for the statisti-
cal gauge fields and discuss its Gaussian approximation
around the mean field solution of the quantum Hall liq-
uid. Section IV contains our main results. We address
the topic of gauge fixing and calculate the full electro-
magnetic response tensor together with Hall conductivi-
ties for a selected set of states. We conclude in the final
section. Further technical details of the computation are
given in two appendices.
II. ABELIAN CHERN-SIMONS THEORY
The starting point of our considerations is the second
quantized low energy Hamiltonian for interacting Dirac
electrons in monolayer graphene (~ = 1)
H =
∫
~x
Ψ†(~x)HˆDΨ(~x) + 1
2
∫
~x,~y
δn(~x)V (~x− ~y)δn(~y) ,
(3)
with δn(~x) = Ψ†(~x)Ψ(~x)−n¯(x). The fermionic field oper-
ators Ψ and Ψ† are, in fact, eight-component spinors Ψ ≡(
Ψ↑ Ψ↓
)ᵀ
, with Ψσ ≡
(
ψAK+ ψBK+ ψBK− ψAK−
)ᵀ
σ
.
The indices A/B, K±, and ↑, ↓ represent sublattice, val-
ley and spin degrees of freedom, respectively.
The first term - the Dirac part of the Hamiltonian -
describes the dynamics of the four flavours of Dirac elec-
trons α = (K+ ↑,K− ↑,K+ ↓,K− ↓). Within the ba-
sis chosen above, the single-particle Hamiltonian HˆD as-
sumes a diagonal form in flavour space
HˆD = diag
(HD,K+↑,HD,K−↑,HD,K+↓,HD,K−↓) , (4)
where the Hamiltonian for each individual flavour reads
HD,α = −καivF~σ · ~∇ . (5)
Here, κα = ±1 distinguishes between the two valleys
K±, and vF is the Fermi velocity with the numerical
value vF ≈ c/300. Note that we indicated the 4 × 4
matrix structure of the flavour space in Eq. (4) with a
hat symbol explicitly, while the 2× 2 matrix structure of
the sublattice space is implicit.
The second term of Eq. (3) describes two-particle in-
teractions between the Dirac fermions. The interaction
4FIG. 1. Schwinger-Keldysh closed time contour in the com-
plex time plane with forward (C+) and backward time branch
(C−). Here, t0 is a reference time, where an initial density ma-
trix enters the theory. Since we are only interested in the sys-
tem’s linear response properties close to thermal equilibrium,
we send the reference time to the remote past (t0 = −∞)
outright.
amplitude is given by the instantaneous, U(4) symmetric
Coulomb interaction
V (~x− ~y) = e
2
|~x− ~y| . (6)
The term n¯(~x) =
∑
α n¯α(~x) in the definition of the
bosonic operator δn(~x) is a background density. In gen-
eral it is space- and possibly even time-dependent, but
for our purposes, however, will be constant. It acts as
a counterterm, that cancels the zero momentum singu-
larity of the bare Coulomb interaction. Furthermore, 
is the dielectric constant of the medium (being unity in
vacuum), which describes the influence of a substrate on
the bare Coulomb interaction.
In this paper we employ the Keldysh formalism to for-
mulate a real-time theory at finite temperature and den-
sity for the four interacting flavours of Dirac particles in
graphene, that are subject to an external magnetic field
and coupled to four statistical U(1) gauge fields. Within
the Keldysh formulation the dynamical degrees of free-
dom of the theory are defined on the Schwinger-Keldysh
contour, which is a closed contour in the complex time
plane.62,63 The time arguments of the field operators are
elevated to contour-time and correlation functions are
derived as the expectation value of their “path ordered”
products. As shown in Fig. 1, the time contour starts
at a reference time t0 - at which the initial density ma-
trix is specified - extends into the infinite future along
the real axis and returns to the reference time eventu-
ally. Here, we are mainly interested in the thermal equi-
librium state in linear response to an external electro-
magnetic perturbation. Therefore, we send the reference
time t0 to the infinite past, which erases all the infor-
mation about possible nontrivial initial correlations and
transient regimes.64,65 As a consequence, the quantum
kinetic equations are of no further concern, since they
can be trivially solved by the well-known thermal distri-
bution functions.63
Before we discuss the field theoretic model in its ac-
tion formulation a few remarks concerning notational
conventions are in order. First, to a large extent we
will work within the abstract contour-time representa-
tion, and only switch to a physical real-time represen-
tation at the end of Sec. III when we discuss Gaussian
fluctuations of the bosonic effective action around the
mean field solution of the fractional quantum Hall liquid.
The major advantage of the contour-time representation
is that it allows for a compact and concise notation, re-
sembling the zero temperature vacuum (or ground state)
theory, yet encoding the full information of thermal fluc-
tuations.62 Furthermore we employ a covariant notation,
where upper and lower case greek letters µ, ν, λ denote
contra- and covariant components of a Minkowski three-
vector, respectively. As usual a repeated index implies
summation according to the Einstein summation conven-
tion. This summation rule is lifted if a repeated index is
bracketed. (This statement will only apply for repeated
flavour space indices α, β, see Eq. (13) for instance.) The
convention for the flat Minkowski metric is chosen to be
ηµν = diag(1,−1,−1), and natural units (~ = c = 1) are
used throughout the article. Lastly, space-time integra-
tions will be denoted by∫
C,x
≡
∫
C
dt
∫
d2r , (7)
where C indicates that the time integration is performed
along the Schwinger-Keldysh contour, and x = xµ =
(t, ~r) labels (contour-)time and spatial variables. After
introducing these general notational conventions we pro-
ceed to describe the details of the model.
The entire physical content of the theory is summa-
rized by the coherent state functional integral62,63,66
Z[eAµ +Aαµ ] =
∫
DψDψ†Da eiS[ψ,eAµ+Aαµ ,aαµ ] , (8)
which is a generating functional of correlation functions.
The action S in the exponential can be written as a sum
of three terms
S[ψ, eAµ +Aαµ , aαµ ] = SD[ψ, eAµ +Aαµ + aαµ ] + SCoul[ψ]
+ SCS [a
α
µ ] , (9)
where the first two terms, involving the fermionic fields,
are readily obtained from the Heisenberg picture Hamil-
tonian H(t) by the definition
SD[ψ] + SCoul[ψ] =
∫
C,t
(∫
~r
Ψ†(x)i∂tΨ(x)−H(t)
)
.
(10)
The bosonic fields within the Dirac part of the action,
Aµ, Aαµ and aαµ , are introduced via the minimal coupling
prescription. They represent an external electromagnetic
potential, local two-particle source fields, and the statis-
tical gauge fields respectively. The source fields will later
be used to generate the desired correlation functions.
The Dirac action can be written compactly as a quadratic
form of an eight-component Grassmann spinor Ψ5,9
SD[ψ, eAµ+Aαµ+aαµ ] =
∫
C,xy
Ψ†(x)Gˆ−10 (x, y)Ψ(y) . (11)
5The matrix Gˆ−10 is the inverse contour-time propagator,
which inherits the flavour diagonal structure from the
single-particle Hamiltonian (4)
Gˆ−10 = diag
(
G−10,K+↑, G
−1
0,K−↑, G
−1
0,K+↓, G
−1
0,K−↓
)
. (12)
According to Eq. (5) the dynamics of each flavour is gov-
erned by the pseudorelativistic, massless Weyl operator
G−10,α(x, y) = δC(x− y)
(
iσµ(α)D(α)µ + µα
)
. (13)
Here, δC(x−y) = δC(x0−y0)δ(~x−~y) involves the contour-
time delta function62 and σµα ≡ (σ0, καvFσ1, καvFσ2) is a
three-vector of Pauli matrices, acting in sublattice space.
The gauge covariant derivative
Dαµ = ∂µ + ieAµ(xµ) + iAαµ(xµ) + iaαµ(xµ) , (14)
contains the aforementioned covariant vector potentials
Aµ,Aαµ and aαµ . For the external potential Aµ we choose
the Landau gauge, Aµ(x
µ) = (0, Bx2, 0) = (0, By, 0), to
describe a uniform and static magnetic field B perpendic-
ular to the graphene plane. Note that it does not depend
on the flavour index α, so that all flavours universally
couple to the same field. The source fields Aαµ and the
statistical gauge fields aαµ , on the other hand, do carry a
flavour index and, thus, couple to each fermionic flavour
individually. Such a coupling breaks the global U(4) sym-
metry of the theory without Chern-Simons fields down
to a local U(1)⊗4 symmetry. Finally, we introduced a
flavour dependent chemical potential µα, allowing for in-
dependent doping of the individual flavours. Physically
this flavour dependence may be thought of as originating
form a generalized Zeeman term.8
The Coulomb interaction part requires no further dis-
cussion as it is directly obtained from the interaction part
of the Hamiltonian (3)
SCoul[ψ] = −1
2
∫
C,xy
δn(x)V (x− y)δn(y) , (15)
with V (x− y) = V (~x− ~y)δC(x0 − y0).
The third term in the action (9) is the kinetic term
for the four statistical gauge fields, which is given by a
generalized Chern-Simons action51–53,58
SCS [a
α
µ ] =
1
2
(Kˆ−1)αβ
∫
C,x
εµνλaαµ(x)∂νa
β
λ(x) . (16)
Herein εµνλ is the total antisymmetric Levi-Civita tensor
(we use the convention ε012 = 1), and Kˆ is a regular, i.e.
invertible, symmetric 4× 4 matrix
Kˆ = 2pi
2k1 m1 n1 n2m1 2k2 n3 n4n1 n3 2k3 m2
n2 n4 m2 2k4
 , (17)
with integers ki,mi, ni. For those configurations of inte-
gers where Kˆ happens to be singular Eq. (16) needs to
be regularized. This may be achieved by adding a diag-
onal matrix Rˆ = 2pidiag(+iη,−iη,+iη,−iη) to Eq. (17),
where η is an infinitesimal (the signs therein are purely
conventional). The physical meaning of the K-matrix is
to attach statistical magnetic flux to the fermions. This
feature will become more clear in the next section when
we discuss the stationary phase approximation.
The theory we described above possesses a local
U(1)⊗4 symmetry, in comparison to the symmetry of the
original model of interacting electrons in graphene, being
a global U(4) flavour symmetry (U(2)×U(2) respectively,
if one takes into account a Zeeman term5). It has to be
emphasized that the symmetry is broken explicitly by
considering the flavour dependent chemical potential in
addition to the U(1)⊗4 symmetric gauge field coupling.
As pointed out by the authors of Ref. [53], who stud-
ied the FQHE for nonrelativistic fermions in bilayers, as
well as SU(2) symmetric monolayers, the original sym-
metry U(4) may only be generated dynamically (once
the flavour dependence of the chemical potential is ne-
glected53). Therefore, it is expected that some of the
fractional quantum Hall states we obtain in this work -
after certain necessary approximations have been made -
may not be realized in the exact theory, as they could be
destabilized by higher order fluctuations. A manifestly
U(4) (respectively U(2)×U(2)) symmetric theory, on the
other hand, could be constructed by considering an ap-
propriate nonabelian generalization of Eq. (16), with a
corresponding set of nonabelian statistical gauge fields,
coupling gauge covariantly to the fermions.53 Clearly,
such a nonabelian gauge theory is in many aspects sig-
nificantly more complex than the abelian theory of the
present article and we leave its construction and analysis
for future work.
As a final remark we want to stress that the partition
function (8) as it stands is not well-defined. Since the
Chern-Simons fields aαµ are gauge fields, the functional
integral contains an infinite summation over all, physi-
cally equivalent orbits of pure gauge, leading to a strong
divergence. In order to extract physically meaningful in-
formation from the partition function, the gauge equiva-
lent orbits have to be removed, such that each gauge field
configuration in the functional integral uniquely corre-
sponds to a physical field configuration. To this end we
employ the well-known Fadeev-Popov procedure,67 but
we postpone the details of the discussion to Sec. IV. For
now we work with Eqs. (8) and (9) as they are, but keep
in mind that they need to be modified.
III. EFFECTIVE BOSONIC ACTION, MEAN
FIELD THEORY AND GAUSSIAN
FLUCTUATIONS
In this section we derive an exact expression for the
effective action of the gauge fields aαµ , following Ref. [51].
Subsequently, the nonpolynomial action we obtain will
be expanded to second order in the fluctuations around
6its mean-field solution, resulting in an exactly solvable
Gaussian model. The quadratic action will be stated in
its real-time form in Keldysh basis.
Due to the Coulomb interaction being quartic in the
fermionic fields, an integration of these microscopic de-
grees of freedom is not readily possible. For this reason
we rewrite the problematic interaction term by means of
a Hubbard-Stratonovich transformation in the density-
density channel,63 which introduces an auxiliary boson φ
eiSint[ψ] =
∫
Dφ eiSHS [φ]+iSint[ψ,φ] . (18)
The quadratic action of the Hubbard-Stratonovich boson
is given by
SHS [φ] =
1
2
∫
C,xy
φ(x)V −1(x− y)φ(y) , (19)
with the inverse Coulomb interaction V −1, which, of
course, has to be understood in the distributional sense.
The second term contains a trilinear Yukawa-type inter-
action and a linear term, describing the interaction of the
auxiliary boson with the background density n¯
Sint[ψ, φ] = −
∫
C,x
φ(x)
(
Ψ†(x)Ψ(x)− n¯(x)) . (20)
Note that the fluctuating Bose field φ in the Yukawa in-
teraction appears on the same footing as the zero compo-
nent of the external gauge potential Aµ, coupling to all
flavours identically, see Eqs. (11)-(14). As a consequence
of the above manipulation the Grassmann fields ψ ap-
pear only quadratically, such that the fermionic integral
can be performed exactly. Our intermediate result for
the effective action now only contains bosonic degrees of
freedom
S′eff[eAµ +Aαµ , aαµ , φ] =− itr ln Gˆ−10 [eAµ +Aαµ + aαµ + φδ0µ]
+ SHS [φ] + φn¯+ SCS [a
α
µ ] .
(21)
Remarkably, the Hubbard-Stratonovich boson φ can
be integrated exactly after shifting the statistical gauge
fields as follows: aαµ → aαµ − φδ0µ.51,53 The result is the
desired effective action of the Chern-Simons gauge fields
in the presence of the two-particle source fields Aαµ
Seff[eAµ +Aαµ , aαµ ] =− itr ln Gˆ−10 [eAµ +Aαµ + aαµ ]
+ SV [a
α
µ ] + SCS [a
α
µ ] . (22)
The term SV [a
α
µ ] is a quadratic functional of the gauge
fields, that is generated by the φ-integration
SV [a
α
µ ] = −
1
2
∫
C,xy
(
(Kˆ−1)α1β1ε0µ1ν1∂µ1aβ1ν1 − n¯α1
)
(x)V α1α2(x− y)
(
(Kˆ−1)α2β2ε0µ2ν2∂µ2aβ2ν2 − n¯α2
)
(y) . (23)
Here we have defined V αβ(x − y) ≡ V (x − y), where the additional flavour-space indices keep track of the correct
summation. Note that Eq. (23) is nothing but the Coulomb interaction term (15), in which the density of flavour
α, Ψ†(α)(x)Ψ(α)(x), is substituted by (Kˆ−1)αβε0µν∂µaβν (x). In the above derivation no approximations were involved.
Yet, due to the nonpolynomial tracelog term, the residual functional integral over the gauge fields cannot be performed
exactly. A common strategy to deal with this problem, which we adopt here as well, is to find the field configuration
in which the effective action becomes stationary and, subsequently, expand in powers of fluctuations around the mean.
The variation of Eq. (22) in the absence of two-particle sources Aαµ yields
δSeff
δaαµ(z)
= −jµα(z) + (Kˆ−1)αβεµνλ∂νaβλ(z)
−
∫
C,xy
(
(Kˆ−1)α1β1ε0µ1ν1∂µ1δµν1δβ1α δC(x− z)
)
V α1α2(x− y)
(
(Kˆ−1)α2β2ε0µ2ν2∂µ2aβ2ν2 − n¯α2
)
(y) , (24)
Here jµα is the particle 3-current density per flavour α in
the presence of an external gauge potential Aµ and the
Chern-Simons fields aαµ
jµα(x) = −i
δ
δaαµ(x)
tr ln Gˆ−10 [eAµ + a
α
µ ] . (25)
We have to stress at this point that Eqs. (24) and (25)
have to be treated with special care as they demand a
proper regularization. First, in the infinite system the
particle current is not well defined, since its µ = 0 com-
ponent - being the particle density - diverges. This fact
is a direct consequence of the Dirac approximation of the
tight-binding graphene spectrum. Another issue is re-
lated to the fact that the definition of the particle current
involves the average of a (contour-)time ordered product
of two fermionic fields evaluated at the same time. How-
ever, these problems are immediately resolved once the
theory is mapped to the physical real-time representa-
tion in Keldysh-basis. Hereto, one splits the Schwinger-
Keldysh contour into forward and backward branch and
7defines a doubled set of fields, Ψ± and (a±)αµ , which are
associated to the respective branch.62,63 In a next step,
one performs a rotation from ±-basis to Keldysh-basis by
defining “classical” and “quantum” fields, indexed by c
and q respectively, as symmetric and antisymmetric lin-
ear combinations of the ±-fields.62,63 The net result is
that the derivative in Eq. (24) is performed with respect
to the quantum components of the gauge fields, the par-
ticle 3-current densities are replaced by the well-defined
charge carrier 3-current densities j¯αµ (x), see Eq. (A12),
and the gauge fields on the right hand side are replaced
by their classical components.68
The requirement of a vanishing first variation defines
the mean-field equations for the Chern-Simons fields. As
pointed out by the authors of Refs. [51] and [53], these
mean-field equations allow for several physically differ-
ent scenarios such as Wigner crystals and solitonic field
configurations. Following Refs. [51] and [53], we here
concentrate on those solutions, which lead to a vanishing
charge carrier current and a uniform and time indepen-
dent charge carrier density n¯α, describing a quantum Hall
liquid. In that case, Eq. (24) reduces to the relation
n¯α = (Kˆ−1)αβε0µν∂µa¯βν = −e(Kˆ−1)αβbβ . (26)
Here, the second equality defines the (uniform) Chern-
Simons magnetic field bα, experienced by the flavour α
charge carriers, in terms of the expectation value of the
Chern-Simons fields a¯αµ ≡ 〈(ac)αµ〉. Inverting the above
relation yields the statistical magnetic fields bα as func-
tions of the densities n¯α
bα = −1
e
Kαβn¯β . (27)
Writing the mean-field equation in this form reveals the
physical meaning of the K-matrix, as it defines the pre-
cise flux-attachment procedure of the multicomponent
quantum Hall system. Each flavour β of charge carri-
ers, contributes to the statistical magnetic field for the
flavour α with a magnetic flux Kα(β)n¯(β). Hence, the
component Kαβ represents the contribution to the sta-
tistical flux per flavour β as seen by flavour α. Thus,
Eq. (27) may be interpreted as a “flux-binding” relation,
which transforms ordinary Dirac fermions into “compos-
ite Dirac fermions”. Furthermore, it is important to no-
tice that Eq. (27) is well-defined even for singular K-
matrices, in contrast to Eq. (26). Such singular configu-
rations should not be discarded, however, as the follow-
ing discussion shows. Consider for example the special
case, where all components of Kˆ equal the same constant
2k. In that case the four equations (27) reduce to a sin-
gle one, yielding a unique statistical field b associated to
the density of charge carriers n¯ =
∑
α n¯α. This scenario
corresponds to a Chern-Simons theory, where only a sin-
gle dynamical gauge field, aµ =
∑
α a
α
µ , is present, that
couples to the different flavours identically.56 The other
three eigenvectors one obtains by diagonalizing Eq. (17)
span a triply degenerate subspace with eigenvalue zero,
and thus decouple. Likewise, for other singular K-matrix
configurations one would obtain a theory with only two
or three dynamical gauge fields and a correspondingly re-
duced parameter space. (In the extreme case where Kˆ is
identically zero, all gauge fields would decouple and no
flux-binding could occur, which leads back to the inte-
ger quantum Hall regime.) With this physical picture in
mind we now continue our discussion.
By virtue of the gauge covariant derivative (14) each
one of the statistical magnetic fields (27) adds to the ex-
ternal magnetic field B individually, resulting in a flavour
dependent effective magnetic field69
Bαeff = B + b
α = B − 1
e
Kαβn¯β . (28)
It is this effective magnetic field, rather than the ex-
ternal field B alone, which enters the fermionic propa-
gators, such that Eqs. (27) and (28), in fact, represent
self-consistency equations. A straightforward calculation
of the free propagator for Dirac fermions moving in the
effective magnetic field Bαeff yields the charge carrier den-
sity for the flavour α as a function of the chemical poten-
tial µα, the effective magnetic field B
α
eff and temperature
T , (see App. A for details)
n¯α(µα, B
α
eff, T ) =
1
2pi`2(α)
ν(α)(µα, B
α
eff, T ) . (29)
Here, we have introduced the magnetic length `α =
1/
√|eBαeff| and the filling fraction per flavour9,10
να =
1
2
(
tanh
µα
2T
+
∞∑
n=1
∑
λ=±
tanh
λ
√
nωαc + µα
2T
)
, (30)
where ωαc =
√
2vF /`α denotes the pseudo-relativistic cy-
clotron frequency. The charge carrier density as a func-
tion of an effective magnetic field Bαeff at constant chem-
ical potential µα and the filling fraction as a function
of the chemical potential at constant field, are shown in
Fig. 2. At large magnetic fields and low temperatures the
filling fraction shows the typical plateau structure that is
characteristic for the (anomalous) integer quantum Hall
effect. This issue will be discussed in more detail at the
end of this section, once we have obtained the Gaussian
approximation to the exact action (22).
From the above mean field equation one may calcu-
late the possible fractional fillings at which the spectrum
is gapped, leading to a plateau structure for the “inter-
acting Hall conductivity”, which is the hallmark of the
fractional quantum Hall effect. However, we prefer to
extract the filling fractions directly from the interacting
Hall conductivity, which will be derived in the next sec-
tion. To continue we only need to know that the mean
field equation has a nontrivial solution, which depends
on the K-matrix, the external magnetic field, tempera-
ture and chemical potential. Furthermore, observe that
the effective magnetic field is invariant upon changing the
sign of Kαβ and n¯α simultaneously. This is a first hint,
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FIG. 2. (Color online) (a) Charge carrier density at constant chemical potential as a function of the effective magnetic field
Bαeff at T = 10K (blue). The straight dotted lines (orange) indicate the first few Landau levels. At vanishing magnetic field the
charge carrier density scales quadratically with the chemical potential.5,10 (Without loss of generality the sign of the chemical
is assumed to be positive). Upon increasing (the absolute value of) the effective magnetic field Bαeff - while keeping the chemical
potential fixed - the carrier density shows oscillations in the regime ωαc < µα, whereas for ω
α
c  µα it grows linearly as a
function of the magnetic field. This behaviour is readily explained by the formation of Landau levels, and the dependence of
their degeneracy and relative energetic separation on the magnetic field. (b) Filling fraction per flavour να at constant effective
magnetic field Bαeff = 15T and temperature T = 10K as a function of the chemical potential. The plateaus occur at half-integer
filling fractions να = ±(nα + 1/2). The transitions between the plateaus are smeared out due to temperature. (c) Derivative of
να with respect to the chemical potential as a measure for temperature-induced Landau level broadening at B
α
eff = 15T for the
temperatures T = 5K, 25K, 50K, 75K. Increasing the temperature clearly leads to a broadening of the discrete energy levels.
Since the relativistic Landau levels are not equidistant in energy space, the level broadening causes the Landau levels to overlap
significantly away from the charge neutrality point. The Landau level located directly at the charge neutrality point, however,
remains well-defined up to rather large temperatures.
how to construct manifestly particle-hole symmetric fill-
ing fractions in the presence of a Chern-Simons term.
The stationary field configuration we found above
serves as a reference point around which one should ex-
pand the effective action (22) in powers of field fluctua-
tions. To this end one writes aαµ = a¯
α
µ+∆a
α
µ and expands
the effective action to the desired order in the fluctuation
∆aαµ and the source Aαµ . As mentioned before, here we
are only interested in an expansion up to second order.
Terms which are linear in the fluctuation vanish, since the
effective action is evaluated at the saddle point, whereas
linear source terms do not vanish. However, since the lat-
ter only couple to the above mean field 3-currents, their
contribution is not interesting for the further analysis
and will be omitted. We state the result in the physical
real-time representation in Keldysh basis
Seff[Aαµ ,∆aαµ ] =
∫
xy
(
(∆ac)
α
µ + (Ac)αµ (∆aq)αµ + (Aq)αµ
)
(x)
(
0 (ΠA)µναβ
(ΠR)µναβ (Π
K)µναβ
)
(x, y)
(
(∆ac)
β
ν + (Ac)βν
(∆aq)
β
ν + (Aq)βν
)
(y)
+
∫
xy
(
(∆ac)
α
µ (∆aq)
α
µ
)
(x)
(
0 (CA)µναβ
(CR)µναβ (C
K)µναβ
)
(x, y)
(
(∆ac)
β
ν
(∆aq)
β
ν
)
(y)
≡
∫
xy
[(
∆aαµ +Aαµ
)ᵀ
(x)Πµναβ(x, y)
(
∆aβν +Aβν
)
(y) + ∆aαµ(x)C
µν
αβ(x, y)∆a
β
ν (y)
]
(31)
As discussed in the paragraph following Eq. (24), the additional degrees of freedom are a consequence of the mapping
from abstract contour- to physical real-time. The second line defines a compact notation, where the Keldysh degrees
of freedom are indicated by bold symbols. While ∆aαµ and Aαµ are 2-dimensional vectors in Keldysh space with
“classical” and “quantum” component, Πµναβ and C
µν
αβ are triangular 2 × 2 matrices with retarded, advanced and
Keldysh components. The latter contain the statistical information of the theory. Since in this article we are only
interested in the linear response regime at finite temperatures, the Keldysh components (ΠK)µναβ and (C
K)µναβ both
obey the bosonic fluctuation-dissipation theorem.63,70
In Eq. (31) Πµναβ(x, y) is the one-loop fermionic polarization tensor
Πµναβ(x, y) = −
i
2
δ2
δaβν (y)δaαµ(x)
tr ln Gˆ−10 [eAµ + a
α
µ ]
∣∣∣∣
a=a¯
, (32)
in which Gˆ−10 [eAµ + a
α
µ ] is the inverse fermionic propagator (12) mapped to Keldysh space. Referring to App. B for
details, we calculated this tensor at nonvanishing temperatures. Since the free propagators are diagonal in the flavour
9index, we find that the polarization tensor is diagonal in flavour space as well Πµναβ = Π
µν
(α)δ(α)β . However, this may
need not be the case at higher orders, so for now we keep both indices. The tensor Cµναβ(x, y), which we refer to as
Chern-Simons–Coulomb tensor, is the integral kernel of SCS [∆a
α
µ ] + SV [a¯
α
µ + ∆a
α
µ ]. Its real space representation
reads
(CR/A)µναβ(x, y) = (Kˆ−1)αβεµλνδ(x− y)
→
∂ λ −
←
∂ µ1 ε
0µ1µ(Kˆ−1)αα1V α1β1(x− y)(Kˆ−1)β1βε0ν1ν
→
∂ ν1 , (33)
where the arrows above the partial derivatives indicate
the direction in which they operate.
Both the fermionic polarization tensor Πµναβ , as well as
the Chern-Simons–Coulomb tensor Cµναβ are transverse,
which may be expressed by the identities
→
∂ µ Π
µν
αβ = 0 , Π
µν
αβ
←
∂ ν= 0 , (34a)
→
∂ µ C
µν
αβ = 0 , C
µν
αβ
←
∂ ν= 0 . (34b)
As is well-known, this property is a consequence of gauge
invariance.67 Furthermore, for the polarization tensor it
is possible to factorize its tensorial structure and ex-
pand it into three distinct scalar kernels Π0αβ , Π
1
αβ
and Π2αβ .
51,53 Transforming to Fourier space, the 2 + 1-
dimensional representation of this expansion, where time-
like (µ, ν = 0) and space-like (µ, ν = i, j = 1, 2) indices
are separated, reads
Π00αβ(ω, ~q) =− ~q2Π0αβ(ω, ~q) , (35a)
Π0iαβ(ω, ~q) =− ωqiΠ0αβ(ω, ~q) + iε0ijqjΠ1αβ(ω, ~q) , (35b)
Πi0αβ(ω, ~q) =− ωqiΠ0αβ(ω, ~q)− iε0ijqjΠ1αβ(ω, ~q) , (35c)
Πijαβ(ω, ~q) =− ω2δijΠ0αβ(ω, ~q) + iε0ijωΠ1αβ(ω, ~q)
+ (δij~q2 − qiqj)Π2αβ(ω, ~q) . (35d)
One can readily check that the above expansion fulfills
the transversality condition (34a).
We close this section by a short discussion about the
(anomalous) integer quantum Hall effect in graphene.
Although the electromagnetic response of the interact-
ing system to an external perturbation is encoded in the
electromagnetic response tensor to be derived in the next
section, the response properties of the noninteracting sys-
tem are already contained in the fermionic polarization
tensor Πµναβ . In fact, it is established that the essential
physics of the integer quantum Hall effect can largely be
understood within a noninteracting model and interac-
tions only play a minor role.71 We therefore only need
to consider Πµναβ , in particular its retarded component.
The dc conductivity tensor per fermionic flavour α can
be obtained as the limit9
(σ0)
ij
α = lim
ω→0
lim
~q→0
e2
iω
(ΠR)ijα (ω, ~q) , (36)
where i, j are the aforementioned space-like indices (i, j =
1, 2). Recall that to one-loop order the polarization ten-
sor is diagonal in flavour space, hence we dropped the sec-
ond flavour index. Furthermore, we here concentrate on
the off-diagonal Hall conductivity, which reduces Eq. (36)
to the kernel (ΠR)1α(0, 0)
(σxy0 )α = e
2(ΠR)1α(0, 0) = sign
(
eBαeff
) e2
2pi
να . (37)
The second equality follows after a lengthy, but straight-
forward calculation. As we mentioned earlier in this sec-
tion, at large magnetic fields and zero temperatures the
filling fraction να is quantized into plateaus located at
±(nα + 12 ), with nα = 0, 1, 2, . . ., see Eq. (30) and Fig. 2.
Consequently, Eq. (37) describes the anomalous integer
quantum Hall effect of the single fermionic flavour α. A
summation of the remaining flavour index then yields
the Hall conductivity of the entire system of Dirac par-
ticles. For simplicity we may assume the absence of Zee-
man terms and flux-binding for the moment by setting
µα = µ and B
α
eff = B. In that case the contributions from
the individual flavours are identical, giving rise to the
well-known factor of four after summing over all flavours.
Restoring ~ we, thus, obtain the anomalous integer quan-
tization of the Hall conductivity in graphene9,10
σxy0 = ±sign
(
eB
) e2
2pi~
4
(
n+
1
2
)
, n = 0, 1, 2, . . . .
(38)
A finite temperature leads to a smearing of these
plateaus, due to the thermal broadening of the Landau
levels. However, since the Landau levels are not equidis-
tant in energy because of the linear Dirac spectrum, even
a small temperature eventually washes out the plateau
structure at large fillings. Only the lowest levels are rela-
tively robust against the thermal smearing. Taking into
account the rather large value of the relativistic cyclotron
frequency ωc, it is possible to observe the quantum Hall
effect experimentally at room temperature.12 By now this
is a well-known fact, but still it is insofar astonishing,
as the quantum Hall effect for ordinary, nonrelativistic
fermions can only be observed at low temperatures, close
to absolute zero.
IV. ELECTROMAGNETIC RESPONSE
TENSOR AND HALL CONDUCTANCE
In order to obtain the electromagnetic polarization ten-
sor we need to perform the residual functional integra-
tion over the statistical gauge fields, which - according to
the rules of Gaussian integration - involves the inverse of
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(Π+C)µναβ . However, since both Π
µν
αβ and C
µν
αβ are trans-
verse, neither their individual inverse nor the inverse of
their sum does exist. This problem is rooted in the gauge
invariance of the partition function (8). As advertized at
the end of Sec. II, we here discuss the issues of the gauge
fixing procedure - resorting to the contour-time represen-
tation for the moment - and derive the electromagnetic
response tensor, from which we obtain the dc Hall con-
ductivity.
The problematic gauge equivalent orbits, causing
Eq. (8) to diverge, can be factorized from the nonequiv-
alent physical field configurations by the well-known
Fadeev-Popov gauge fixing procedure. Refering to
Ref. [67] for details, we obtain the intermediate result
Z[Aαµ ] = N
∫
D∆a δ[G(∆aαµ)] eiSeff[A
α
µ ,∆a
α
µ ] . (39)
Here, the divergent integral over pure gauge fields as well
as the so-called Fadeev-Popov determinant have been ab-
sorbed into the formally infinite normalization constant
N . Since it does not enter any correlation function this
constant may safely be omitted.72 The functional delta
distribution enforces the gauge constraint G(∆aαµ) = 0
within the functional integral, such that only physically
inequivalent field configurations contribute to the ampli-
tude. The gauge fixing function can be chosen at will,
but for definiteness we consider the generalized Lorentz
gauge condition,
G(∆aαµ) = ∂µ∆a
µ
α(x)− ω(x) , (40)
where ω(x) is an arbitrary function, in the remainder of
this paper.
In its present form Eq. (39) can in principle be em-
ployed to calculate the desired correlation functions, yet
it is beneficial to make use of Feynman’s trick of “av-
eraging over gauges”.67 Hereto one averages the parti-
tion function (39) over different field configurations ω(x)
with a Gaussian “probability measure”. This procedure
closely resembles a Gaussian disorder average of the par-
tition function, albeit a disorder potential would couple
in a different manner.62,63,73,74 The net result is the gauge
fixed partition function
ZGF [Aαµ ] =
∫
D∆a eiSeff[Aαµ ,∆aαµ ]+iSGF [∆aαµ ] , (41)
where the additional contribution in the exponent is the
gauge fixing action
SGF [∆a
α
µ ] =
1
2ξ
∫
C,x
(
∂µ∆a
µ
α(x)
)2
≡ 1
2
∫
C,xy
∆aαµ(x)Gµναβ(x, y)∆aβν (x) . (42)
Here, ξ is a real-valued parameter, which may be chosen
at will to simplify calculations. In the end, for any phys-
ical - that is gauge invariant - observable the dependence
on ξ has to drop out. After mapping this contour-time ac-
tion to the physical real-time representation and perform-
ing the Keldysh rotation, the additional gauge fixing term
effectively leads to the substitution Cµναβ → (C+G)µναβ in
the effective action (31). Since Gµναβ is invertible so is the
sum (Π+C+G)µναβ , resulting in a well-defined functional
integral over the statistical gauge fields.
For nonvanishing source fields the residual Gaussian
integration yields the generating functional of connected
correlation functions63,66
W [Aαµ ] = −ilnZGF [Aαµ ]
=
∫
xy
Aαµ(x)Kµναβ(x, y)Aβν (y) . (43)
In this expression Kµναβ(x, y) defines the electromagnetic
polarization tensor. Accordingly, it represents the lin-
ear electromagnetic response of the system to an exter-
nal perturbation. We state its explicit form in terms of
the fermionic polarization tensor and the Chern-Simons–
Coulomb tensor of the preceeding section by employing
a condensed matrix notation. For the moment the hat
symbol not only indicates the flavour-space matrix struc-
ture, but also covers the discrete Minkowski indices µ, ν
and the continuous space-time variables x, y, if not stated
otherwise,
Kˆ = Πˆ− Πˆ
(
Πˆ + Cˆ + Gˆ
)−1
Πˆ (44)
In this expression matrix multiplication is defined natu-
rally by implying summation over discrete and integra-
tion over continuous degrees of freedom. This tensor has
the usual triangular Keldysh space structure, with re-
tarded, advanced and Keldysh components63
Kµναβ(x, y) =
(
0 (KA)µναβ(x, y)
(KR)µναβ(x, y) (K
K)µναβ(x, y)
)
. (45)
Transforming to frequency-momentum space these com-
ponents read
Kˆ
R/A
ω,~q = Πˆ
R/A
ω,~q − ΠˆR/Aω,~q
((
Πˆ + Cˆ + Gˆ)R/A
ω,~q
)−1
Πˆ
R/A
ω,~q ,
(46a)
KˆKω,~q = coth
( ω
2T
)(
KˆRω,~q − KˆAω,~q
)
. (46b)
Here, the frequency and momentum dependence has been
written as an index, flavour and Minkowski indices are
still covered by the hat symbol. The second equation is
just a manifestation of the bosonic fluctuation-dissipation
theorem.
Although the electromagnetic response tensor as given
by Eq. (44) contains the gauge fixing kernel Gˆ explicitly,
any reference of it drops out in the final expression for Kˆ.
In fact, the electromagnetic response tensor is a physical
observable and, thus, has to be gauge-invariant. We have
checked explicitly for a single flavour that other common
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choices, such as the Coulomb and axial gauge, indeed
lead to the same result. As a consequence of gauge in-
variance the electromagnetic response tensor Kˆ is trans-
verse and, hence, admits the very same decomposition as
the fermionic polarization tensor Πˆ, see Eqs. (35a)-(35d).
The only difference are the kernels Kˆ0/1/2, which are
now complicated functions of the kernels Πˆ0/1/2, the K-
matrix and the (Fourier transformation of the) Coulomb
interaction matrix Vˆ (~q). Recall that the latter is a 4× 4
matrix in flavour-space, with all its components being
equal to the same Coulomb interaction amplitude (6);
see also Eq. (23), the comments thereafter and Eq. (33).
Suppressing frequency and momentum labels (the hat
symbol only indicates flavour-space here), we obtain for
the retarded kernels
KˆR0 = Kˆ−1(DˆR)−1Kˆ−1 , (47a)
KˆR1 = Kˆ−1 +
1
2
Kˆ−1
((
~q2Vˆ Kˆ−1 − (ΠˆR0 )−1(ΠˆR1 + Kˆ−1))(DˆR)−1 + (DˆR)−1(Kˆ−1~q2Vˆ − (ΠˆR1 + Kˆ−1)(ΠˆR0 )−1))Kˆ−1 ,
(47b)
KˆR2 =−
1
~q2
Kˆ−1
(
~q2Vˆ Kˆ−1 − (ΠˆR0 )−1
(
ΠˆR1 + Kˆ−1
))
(DˆR)−1
(
Kˆ−1~q2Vˆ − (ΠˆR1 + Kˆ−1)(ΠˆR0 )−1)Kˆ−1
+
1
~q2
Kˆ−1
(
(ΠˆR0 )
−1 − ~q2Vˆ + ω2(DˆR)−1
)
Kˆ−1 , (47c)
with
DˆR/A = −(ω ± i0)2ΠˆR/A0 + ~q2
(
Πˆ
R/A
2 − Kˆ−1Vˆ Kˆ−1
)
+
(
Πˆ
R/A
1 + Kˆ−1
)
(Πˆ
R/A
0 )
−1(ΠˆR/A1 + Kˆ−1) . (48)
The advanced kernels are obtained by hermitean conju-
gation just as usual. We have to emphasize at this point,
that - in contrast to the one-loop fermionic polarization
tensor Πˆ - the electromagnetic polarization tensor Kˆ is
in general not diagonal in flavour space, but a symmetric
matrix. This fact derives from the K-matrix, which is
also not necessarily diagonal, but symmetric.
The above equations, together with the results for the
fermionic polarization tensor Πˆ given in App. B, rep-
resent the main result of this work. Given a particular
K-matrix configuration, the electromagnetic polarization
tensor Kˆ contains the full information about the system’s
response to a weak, external electromagnetic perturba-
tion. The kernel KˆR0 , when multiplied with −~q2, equals
the density response function, cf. Eq. (35a),
K00αβ(ω, ~q) = −~q2K0αβ(ω, ~q) , (49)
and as such determines the dynamical screening prop-
erties, as well as the collective modes. The latter can
be obtained by the roots of the denominator matrix DˆR,
Eq. (48). Furthermore, in the zero temperature and long
wavelength limit it is possible to calculate the absolute
value square of the groundstate wavefunction and correc-
tions thereof (as an expansion in q/B), which was shown
in Ref. [75]. The current response tensor is given by
the spatial components, µ, ν = 1, 2, of the polarization
tensor, encoding the information about the (dynamical)
conductivity tensor. In the remainder of this article we
focus on the dc Hall conductivity. A further investigation
of the above mentioned quantities will be left for future
work.
In close analogy to the noninteracting case we need
to investigate the zero frequency and momentum limit
of the kernel KˆR1 to obtain the Hall conductivity. Using
Eqs. (47b), (48), as well as lim~q→0 ~q2Vˆ (~q) = 0, we obtain
KˆR1 (0, 0) = lim
ω→0
lim
~q→0
1
iω
(KˆR)12(ω, ~q)
=
(
Kˆ +
(
ΠˆR1 (0, 0)
)−1)−1
. (50)
Clearly, if Kˆ is identically zero, the kernel KˆR1 reduces to
the noninteracting kernel ΠˆR1 , leading back to the integer
quantum Hall regime, Eq. (37). For the most general
K-matrix Eq. (50) reads
KˆR1 =
1
2pi

2k1 +
1
ν1
m1 n1 n2
m1 2k2 +
1
ν2
n3 n4
n1 n3 2k3 +
1
ν3
m2
n2 n4 m2 2k4 +
1
ν4

−1
.
(51)
Observe that the temperature dependence only enters via
the kernel ΠˆR1 , i.e. via the filling fractions να. A finite
temperature does not modify the K-matrix in any way, as
it should be: Only the composite Dirac fermions, filling
the effective Landau levels, are subject to thermal fluctu-
ations, the flux-binding itself, as described by Eq. (27), is
not influenced. Furthermore, note that we absorbed the
sign of the effective magnetic field into the filling fractions
να. As discussed above, the kernel Kˆ
R
1 is a nondiagonal
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# K-matrix Total Filling Fraction νG Gauge Symmetry
1

2k 2k 2k 2k
2k 2k 2k 2k
2k 2k 2k 2k
2k 2k 2k 2k
 ν1+ν2+ν3+ν42k(ν1+ν2+ν3+ν4)+1 U(1)
2a

2k1 2k1 n n
2k1 2k1 n n
n n 2k2 2k2
n n 2k2 2k2

(
2k1+
1
ν1+ν2
)
−n(
2k1+
1
ν1+ν2
)(
2k2+
1
ν3+ν4
)
−n2
+
(
2k2+
1
ν3+ν4
)
−n(
2k1+
1
ν1+ν2
)(
2k2+
1
ν3+ν4
)
−n2
U(1)↑ ⊗ U(1)↓
2b

2k1 n 2k1 n
n 2k2 n 2k2
2k1 n 2k1 n
n 2k2 n 2k2

(
2k1+
1
ν1+ν3
)
−n(
2k1+
1
ν1+ν3
)(
2k2+
1
ν2+ν4
)
−n2
+
(
2k2+
1
ν2+ν4
)
−n(
2k1+
1
ν1+ν3
)(
2k2+
1
ν2+ν4
)
−n2
U(1)K+ ⊗ U(1)K−
3a

2k1 m1 0 0
m1 2k2 0 0
0 0 2k3 m2
0 0 m2 2k4
 ∑i=1,2
(
2ki+
1
νi
)
−m1(
2k1+
1
ν1
)(
2k2+
1
ν2
)
−m21
+
∑
i=3,4
(
2ki+
1
νi
)
−m2(
2k3+
1
ν3
)(
2k4+
1
ν4
)
−m22
U(1)⊗4
3b

2k1 0 m1 0
0 2k2 0 m2
m1 0 2k3 0
0 m2 0 2k4
 ∑i=1,3
(
2ki+
1
νi
)
−m1(
2k1+
1
ν1
)(
2k3+
1
ν3
)
−m21
+
∑
i=2,4
(
2ki+
1
νi
)
−m2(
2k2+
1
ν2
)(
2k4+
1
ν4
)
−m22
U(1)⊗4
TABLE I. Filling fraction νG for three distinct K-matrix configurations, leading to a Hall conductivity σxy = e22pi~νG (~
restored). The examples (2a) and (2b), respectively (3a) and (3b), correspond to states with the same analytical properties but
interchanged spin and valley degrees of freedom. The temperature dependence, contained within the composite-fermion filling
fractions να, is suppressed. For the singular K-matrices (1) and (2a,b) there exists an equivalent abelian gauge theory with a
reduced set of Chern-Simons fields. The associated gauge groups are shown in the last coloumn.
but symmetric matrix. In order to obtain the Hall con-
ductivity one has to sum over all of its components
σxy = e
2
∑
α,β
(KˆR1 )αβ(0, 0) . (52)
This fact becomes clear by taking into account that a
physical electromagnetic fluctuation should couple iden-
tically to all flavours. Therefore, one has to neglect the
flavour index of the source fields Aαµ(x) in Eq. (43),
which, in turn, leads to a summation over all matrix com-
ponents rather than, e.g., taking a trace. Eq. (52) is the
simplest form of the Hall conductivity. Alternatively, our
result could be written in terms of the (anomalous) in-
teger quantum Hall conductivities of the noninteracting
system, which may be slightly more complicated but pos-
sibly more appealing in physical terms. As advertized in
the introduction we get Eq. (2)
σxy =
∑
α
σα0,xy −
∑
αβ
σα0,xy(σ0,xy + Kˆ−1)−1αβσβ0,xy .
Continuing the parallels with the noninteracting case,
the Hall conductivity should be proportional to some fill-
ing factor νG (adopting here the notation of Ref. [8]).
This filling factor can easily be extracted from Eq. (52),
using the equality σxy =
e2
2piνG. It is a complicated ratio-
nal function of all the components of the K-matrix and
the filling factors of the individual composite fermions
να. Clearly, for such a large parameter space some of its
input will be mapped to the exact same filling fraction
νG. In other words, several different FQH states pro-
duce the same filling fraction, respectively the same Hall
conductivity. Hence, the measurement of a Hall plateau
at a particular filling fraction alone does not identify a
single FQH state. In order to distinguish from the the-
oretical side which state realizes a certain filling fraction
in an actual experiment, one should estimate the energy
associated to all of the states in question. In principle
this should lead to a unique lowest energy state, which
realizes that particular FQH plateau. In addition, one
could investigate - theoretically and experimentally - the
screening properties and/or collective modes of the re-
spective states to gain a deeper understanding and po-
tentially exclude a certain subset of states.
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Considering the complexity of the matrix inverse in
Eq. (51) for the most general K-matrix configuration, it
becomes clear that a complete analysis of the full param-
eter space is highly involved. For its systematic study it
is advisable to partially restrict the parameter space and
collect the corresponding K-matrix configurations into
several distinct classes, which should have some overlap
in their restricted parameter space. In this context, recall
our discussion of singular K-matrices in the preceeding
section. Employing this strategy it is not only possi-
ble to explore the full parameter space eventually, but it
also simplifies the identification of the underlying physics
that is described by a particular class of K-matrix config-
urations considerably. In the remainder of this paper we
outline this strategy, concentrating on a few special cases.
Those K-matrix configurations we decided to investigate
further, together with their resulting Hall conductivities
are listed in Tab. I.
We encountered the first of these examples already in
our discussion of singular K-matrices. The states de-
scribed by this particularK-matrix belong to the simplest
possible class of FQH states, which can be described by
a simpler Chern-Simons gauge theory, where only a sin-
gle local U(1) gauge field is present. The structure of
the K-matrix indicates a residual global SU(4) flavour-
symmetry, which is weakly broken by the Zeeman terms.
Once the symmetry breaking terms are neglected - that
is equating all composite-fermion filling fractions να = ν
- we obtain a hierarchy of states described by the filling
fractions νG =
4ν
2k·4ν+1 , which have also been obtained in
Ref. [61]. This total filling fraction as a function of the
chemical potential µ is shown in Fig. 3 at the effective
magnetic field Beff = 15T and temperature T = 10K for
k = ±1. We remind the reader that, if one wishes to
change the charge carrier density via the chemical poten-
tial, but keep the effective magnetic field Beff to be con-
stant, then - according to the mean field equation (28) -
one has to change the external magnetic field B as well.
For a fixed flux-attachment prescribed by the integer k,
it is obvious that the filling fraction νG is not manifestly
particle-hole symmetric. Yet, the Hall plateaus occur in
particle-hole symmetric pairs, when considering k and
−k simultaneously. This observation suggests, that one
can construct a manifestly particle-hole symmetric filling
fraction by distinguishing the two regimes µ < 0 and
µ > 0, and flip the sign of k at µ = 0, which yields the
two branches
νphG =
4ν
−2|k| · 4ν + 1Θ(−µ) +
4ν
2|k| · 4ν + 1Θ(µ) ,
(53a)
νph∗G =
4ν
2|k| · 4ν + 1Θ(−µ) +
4ν
−2|k| · 4ν + 1Θ(µ) ,
(53b)
where |νphG | < |1/2k| and |νph∗G | > |1/2k|. Note that the
latter branch, νph∗G , appears to have the wrong overall
sign. (Naively one would expect the sign of the total
-4 -2 0 2 4-1.0
-0.5
0.0
0.5
1.0
μ/103[K]
ν G
FIG. 3. (Color online) Total filling fraction νG =
4ν
2k·4ν+1
as a function of the chemical potential µ at Beff = 15T and
T = 10K for k = +1 (blue) and k = −1 (orange). The finite
temperature smears out the transitions from one Hall plateau
to another, similar to the noninteracting case, cf. Fig. 2. Note
that the plateaus occur in pairs, lying symmetricaly around
the charge neutrality point νG = 0. In this simple case one can
construct a manifestly particle-hole symmetric filling fraction
by considering the regimes µ < 0 and µ > 0 and flip the
sign of k at µ = 0, see Fig. 4, which yields the two branches
|νG| < |1/2k| and |νG| > |1/2k|.
filling fraction νG to coincide with the sign of µ.) But
recall that we absorbed the sign of the effective magnetic
field into the composite Dirac fermion filling fractions να,
meaning that this “wrong sign” should be interpreted
as an effective magnetic field being antiparallel to the
external one. In Fig. 4 we show the branch (53a) for
|k| = 1, . . . , 4, as well as a generalization of Eq. (53a)
when a finite spin Zeeman coupling is present, with Zee-
man energies EZ = 0.1, . . . , 0.4 × ~ωeffc for |k| = 1.
We have chosen such large Zeeman energy scales, which
vastly exceed the ones found in a realistic graphene sam-
ple,6,8 for demonstrational purposes to make the addi-
tional plateau structure at νG = 0 visible.
The examples (2) and (3) of Tab. I are best discussed
comparatively. Each of these examples comes in two vari-
ations, where the flux-attachment to spin and valley de-
grees of freedom are interchanged. Without loss of gen-
erality we may limit our comparative discussion to the
(2a) and (3b) configuration, simply referring to them as
(2) and (3) if not stated otherwise.
While the (2)-configuration is another important ex-
ample of a singular K-matrix, and as such can be rep-
resented in terms of a reduced Chern-Simons theory (in
this case a U(1)↑ ⊗ U(1)↓), the (3)-configuration is reg-
ular. The two K-matrix configrations represent very dif-
ferent physical scenarios. The states associated to (2)
are the analog of the nonrelativistic bilayer FQH states
found in Ref. [52], where an additional internal degree of
freedom - the valley polarization - in each “spin-layer” is
present. Neglecting the Zeeman couplings in the valley
subspace, that is equating ν1 = ν2 and ν3 = ν4, restores
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FIG. 4. (Color online) Particle-hole symmetric total filling
fractions for νG =
(ν↑+ν↓)
2k·(ν↑+ν↓)+1 , with ν↑ = ν1+ν2, ν↓ = ν3+ν4,
as a function of the chemical potential µ at Beff = 15T and
T = 10K. (a) Zero Zeeman splitting, implying ν↑ = ν↓ = 2ν,
for |k| = 1, . . . , 4. (b) Finite spin Zeeman term with Zeeman
energies EZ = 0.0, 0.1, . . . , 0.4 × ~ωeffc for |k| = 1. The finite
Zeeman term leads to the formation of new plateaus, with the
νG = 0 plateau being the most dominant one.
the global valley SU(2) symmetry. The states associated
to the (3)-configuration on the other hand, can be inter-
preted as two independent, decoupled “bilayers”, one for
each valley degree of freedom. Once again, the bilayer
structure is formed by the spin degree of freedom, but
the valley now appears as an external degree of freedom.
(For comparison, the (3a)-configuration would yield a bi-
layer structure formed by the valley and the spin would
appear as external degree of freedom.)
The difference of internal and external valley polariza-
tion is also reflected in the filling fraction itself, as can
be seen from Tab. I. For simplicity we set all composite
fermion filling fractions equal, να = ν, and, furthermore,
we may also set k1 = k2 = k for the (2)-configuration,
and kα = k, m1 = m2 = m for the (3)-configuration. In
those cases the K-matrix configurations (2a) and (2b),
respectively (3a) and (3b) yield the same filling fraction.
If the valley appears as an internal degree of freedom we
obtain
νintG =
4ν
(2k + n)2ν + 1
, (54)
whereas if the valley is an external degree of freedom we
get
νextG = 2
2ν
(2k +m)ν + 1
. (55)
The two filling fractions coincide by setting n = 0 in
Eq. (54) and m = 2k in Eq. (55). It is this special case,
which has been proposed in Ref. [60].
Manifestly particle-hole symmetric total filling frac-
tions can be constructed for Eqs. (54) and (55) in the
same way as was done before, but this time at νG = 0
one has to flip the sign of k and n, respectively m, simul-
taneously. Similarly, the other filling fractions in Tab. I
also lead to particle-hole symmetric Hall plateaus. (In
general, sending Kˆ → −Kˆ and να → −να results in
νG → −νG, cf. Eqs. (50) and (52).) Hence, it is expected
that for those filling fractions a similar, albeit more in-
volved construction can be performed to present them in
a manifestly particle-hole symmetric form.
As a final example we show how the prominent νG =
±1/3 filling fraction, which has recently been observed
in an experiment,7,15,16 arises in our theory. To pro-
duce such a filling fraction there are several possible
candidates for the K-matrix, the simplest of which is
given by the (1)-configuration of Tab. I upon choosing∑
α να = ±1 and k = ±1. Note that this K-matrix
configuration also gives rise to the prominent filling frac-
tions νG = ±2/3 and νG = ±2/5, which are obtained
by setting
∑
α να = ±2 and k = ±1, or k = ±2 respec-
tively. Another possible choice for the K-matrix is the
(2)-configuration, where n and k2 are set to zero (one
may also set k1 = 0 instead). In that case the total fill-
ing fraction simplifies to νG =
ν1+ν2
2k1(ν1+ν2)+1
+ ν3 + ν4.
Choosing the composite fermion filling fractions and the
remaining flux-attachment parameter k1 appropriately,
that is ν1 + ν2 = ±1, k1 = ±1 and ν3 + ν4 = 0, yields
νG = ±1/3 likewise.
Lastly, the (3)-configuration can also be employed to
yield a total filling fraction of one third and it seems to
us that this is the analogous configuration of the one dis-
cussed in Ref. [43], which employs the conventional wave-
function approach. In this work it was argued, that, from
the four spin-valley Landau levels, two are completely
filled, one is completely empty and a last one is filled
to one third. Taking this statement literally one can in-
terpret it as follows: While the completely filled (empty)
levels each contribute to the filling fraction with + 12 (− 12 ),
the last level should be empty to a sixth (− 12 + 13 = − 16 ).
Setting m1 = m2 = 0, as well as k2 = k3 = k4 = 0 in the
(3)-configuration of Tab. I, meaning that flux is attached
to one flavour only, we obtain νG =
ν1
2k1ν1+1
+ν2 +ν3 +ν4.
Clearly, for ν1 = ν2 = − 12 , ν3 = ν4 = 12 and k1 = −2 we
reproduce the above situation νG = − 16 − 12 + 12 + 12 = 13 .
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However, the actual wavefunction proposed in Ref. [43]
has an (mmm)-like structure, meaning the Jastrow factor
contains an “off-diagonal” vortex-attachment account-
ing for inter-flavour correlations between two of the four
flavours, which we believe is not realized by the above
simple flux-attachment. Although the precise corre-
spondence between the K-matrix and the electron/hole
wavefunction is not yet clear, since our flux-attachment
scheme refers to the charge carriers rather than elec-
trons/holes, such off-diagonal correlations between two
flavours are achieved by relaxing the constraint that,
say, m1 vanishes. Refering to the (3a)-configuration for
definiteness, one may set k1 = k2 = k, k3 = k4 = 0
and ν1 = ν2 = ν. In this special case the total fill-
ing fraction becomes νG =
2ν
(2k+m)ν+1 + ν3 + ν4. If now
k = −1 and m = 2k − 1 = −3 is considered (which
resembles a K-matrix that is used in the nonrelativistic
Chern-Simons theory to describe a (333)-state53), and
ν = ν3 = ν4 = 1/2, we obtain the desired filling fraction
νG = −2/3 + 1 = 1/3.
V. CONCLUSIONS
In the present work we developed a finite tempera-
ture theory for the pseudorelativistic fractional quantum
Hall effect of monolayer graphene, employing the real-
time Keldysh formalism in the functional integral ap-
proach. We considered a U(1)⊗4 Chern-Simons gauge
theory, which is minimally coupled to the system of in-
teracting Dirac fermions. In this theory each fermionic
flavour interacts with any other flavour through Coulomb
interactions, in addition to an individual U(1) gauge
field. The latter transforms ordinary into composite
Dirac fermions. After integrating the fermionic degrees
of freedom we obtained an exact effective action for the
gauge fields that has been analyzed in the random phase
approximation. We derived the electromagnetic response
tensor from which the dc Hall conductivities have been
extracted.
Our research could be extended into several different
directions. One obvious extension concerns a more de-
tailed analysis of the electromagnetic response tensor for
the various FQH states as presented here. The density-
density response, given by K00αβ , allows for an investi-
gation of the dynamical screening properties of the sys-
tem together with the spectrum of collective modes. The
current-current response, given by Kijαβ , may be studied
beyond the static case, which gives information about
the optical conductivity σij(ω). In this context we also
want to mention the straightforward generalizations of
the response tensor, which result from modifications of
the linear and isotropic Dirac spectrum. Here we only
considered a nonvanishing (generalized) Zeeman term im-
plicitly through the flavour dependent chemical poten-
tials µα. Other modifications, such as trigonal warping,
anisotropies in strained graphene, or finite mass terms
(gaps), could lead to interesting effects and can be ob-
tained by adding the respective term to the noninter-
acting Dirac action (11). Note that such alterations do
not invalidate our general result given by Eqs. (47) and
(48), if the analysis is restricted to the Gaussian approx-
imation, but would enter via a modification of the ker-
nels Π
0/1/2
αβ . (The kernel expansion of K
µν
αβ is based on
gauge invariance and therefore exact, but a higher or-
der expansion in gauge fluctuations prior to integration
may not only be manifested in a modification of the Πˆ-
kernels, but also in the form of the Kˆ-kernels, Eqs. (47)
and (48).) Only minor modifications are involved to de-
scribe spin- or valley-polarized bilayer graphene, in the
limit of weak interlayer coupling.
An important aspect in the study of the integer and
fractional quantum Hall effect constitutes the role of dis-
order.2 As is well-known, scalar potential disorder leads
to a broadening of the noninteracting Landau levels,
which enter the calculation of the fermionic polariza-
tion tensor and, in turn, lead to observable consequences
in the electromagnetic response spectrum, such as new
kinds of collective modes (typically diffusion modes).
Apart from the simple scalar potential disorder, there
are other types of disorder potentials, which allow scat-
tering processes between different flavours, causing the
fermionic propagators to be nondiagonal in flavour space
and may even lead to another set of collective diffusion
modes.76–79 Given the large variety of possible micro-
scopic scattering channels among the different flavours
of Dirac particles and the mutual interactions between
the possible collective modes, the study of disorder in
graphene is a highly nontrivial task. The Keldysh for-
mulation we employed here has proven to be an efficient
computational tool for these kinds of problems, as one
can perform a disorder average directly on the level of
the partition function, assuming that the disorder po-
tentials are delta correlated, which results in a fermionic
pseudointeraction.63,73,74 In contrast to the Matsubara
formulation, there is no need of the replica trick and a
subsequent analytical continuation. The pseudointerac-
tion term may then be analyzed by standard techniques,
such as Hubbard-Stratonovich bosonization and/or the
Wilsonian/functional renormalization group.63,73,74
Another particularly interesting research direction con-
cerns the gauge group of the Chern-Simons field itself.
Here we formulated an abelian U(1)⊗4 CS theory, where
SU(2)⊗2 and SU(4) invariant states only arise as a sub-
set of all possible FQH states obtained from the U(1)⊗4
theory. The symmetry of the exact theory may only be
generated as a dynamical symmetry in a more elabo-
rate calculation, going well beyond the Gaussian fluctua-
tions around a mean-field solution. An alternative route,
where the nonabelian SU(2)⊗2, respectively SU(4) sym-
metry is manifest, would be to formulate a correspond-
ing nonabelian gauge theory.53 Such a theory, however,
would be much more difficult to analyze, due to the ad-
ditional cubic gauge field term, required by gauge invari-
ance, and propagating Fadeev-Popov ghosts, arising from
gauge fixing.67 Nevertheless, such a model is worth study-
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ing as it may lead to interesting insights in the fractional
quantum Hall effect in graphene.
As a last remark we want to point out that our Chern-
Simons theory may be of use in the conventional non-
relativistic FQHE. In this context we remind the reader
of Son’s proposal of a pseudorelativistic theory to ex-
plain the physics of a half-filled Landau level, Ref. [49].
Naively applying our framework for a single Dirac flavour
under the assumption that charge neutrality of this rel-
ativistic model maps to half-filling of the nonrelativis-
tic one, νNR =
1
2 +
νCDF
2kνCDF+1
, we made an interesting
observation: Not only reproduces this formula all the
particle-hole symmetric filling fractions of Jain’s primary
sequence around half-filling, but also those filling frac-
tions, which are found in the Haldane-Halperin hierar-
chy and/or Jains secondary sequence (such as 5/13, 4/11
and 7/11 for example),36,80,81 as long as k is restricted
to be an even integer. Of course, it could very well be
the case that this feature is a mere accident, but the
more appealing possibility is that there is a deeper con-
nection between our Chern-Simons framework and Son’s
idea than expected. In any case it is worthwhile investi-
gating this issue.
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Appendix A: Fermion Propagator in External
Magnetic Field
In this first appendix we derive the noninteract-
ing propagator of two-dimensional Dirac particles in
graphene, moving in a homogeneous magnetic field at fi-
nite temperature in Keldysh basis. This propagator has
already been calculated by several authors using differ-
ent methods, see for example the Refs. [82], [83], and [84],
but in order to make the article self-contained we present
one of those calculations, adapted to our notational con-
ventions, here again.
The problem of inverting the operator Gˆ−10 in the
quadratic form (11) is simplified by the fact that it is
diagonal in flavour space; see Eq. (12). Therefore the
propagator itself has to be flavour diagonal
Gˆ = diag (G+↑, G−↑, G+↓, G−↓) , (A1)
with Gα = (G
−1
α )
−1. Thus, the problem is reduced to
finding the inverse of G−1α , which describes the propa-
gation of a single flavour. Slightly abusing language, we
refer to the propagator for each individual flavour Gα as
“the propagator” in what follows. Based on the results of
the mean-field approximation, Eq. (27) and (28), we as-
sume that each of the flavours is subject to an individual
magnetic field Bαeff = B + b
α, and we allow each flavour
to be doped individually. The propagator we obtain here
occurs in the derivation of the one-loop polarization ten-
sor (32). The latter will be derived in detail in App. B.
In order to lighten the notation a repeated flavour space
index does not imply summation. Furthermore, calcu-
lations are performed in the mixed frequency-position
space.
After mapping from contour to physical time and ro-
tating to Keldysh basis the propagator obeys the trian-
gular Keldysh structure
Gα(~r, ~r
′, ε) =
(
GKα (~r, ~r
′, ε) GRα (~r, ~r
′, ε)
GAα (~r, ~r
′, ε) 0
)
. (A2)
As mentioned in the main text we are only interested in
the linear response regime at finite temperature. Hence,
the fluctuation-dissipation theorem can be employed to
express the Keldysh propagator as
GKα (~r, ~r
′, ε) = tanh
( ε
2T
) (
GRα (~r, ~r
′, ε)−GAα (~r, ~r′, ε)
)
.
(A3)
The retarded and advanced propagators will be con-
structed from the exact solutions of the stationary Dirac
equation. Working in Landau gauge with the effective
vector potential ~Aαeff(~r) =
( − Bαeffy, 0)ᵀ, these solutions
read
Ψ0α,kx(x, ξ) = e
ikxx
(
0
ψ0(ξ)
)
, Ψλα,kxn(x, ξ) =
1√
2
eikxx
(−λκαψn(ξ)
ψn+1(ξ)
)
if eBαeff < 0 , (A4a)
Ψ0α,kx(x, ξ) = e
ikxx
(
ψ0(ξ)
0
)
, Ψλα,kxn(x, ξ) =
1√
2
eikxx
(
ψn+1(ξ)
+λκαψn(ξ)
)
if eBαeff > 0 . (A4b)
where kx is a momentum quantum number, n is a positive integer including zero, ξ =
y
`α
+ sign(eBαeff)kx`α is a
dimensionless real-space coordinate, and `α =
1√
|eBαeff|
is the magnetic length associated to the effective magnetic field
Bαeff. The spinor Ψ
0
α,kx
(x, ξ) is the zero energy Landau level located at the Dirac point, and Ψλα,kxn(x, ξ) are Landau
levels in the conduction (λ = +1) and valence band (λ = −1), respectively, whose spectrum is symmetric around the
Dirac point. Recall that κα = ±1 in the definition of the above spinors refers to the valleys K±. Furthermore, ψn(ξ)
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are the normalized harmonic oscillator wavefunctions
ψn(ξ) =
1√
2nn!
1
pi1/4
e−
1
2 ξHn(ξ) , (A5)
with Hn(ξ) being the Hermite polynomial of degree n.
In terms of the above exact solution the retarded and advanced propagators admit the following spectral decom-
position
GR/Aα (~r, ~r
′, ε) =
1
`α
∫
dkx
2pi
[
Ψ0α,kx(x, ξ)Ψ
0†
α,kx
(x′, ξ′)
ε+ µα ± i0 +
∑
λ=±
∞∑
n=0
Ψλα,kxn(x, ξ)Ψ
λ†
α,kxn
(x′, ξ′)
(ε+ µα ± i0)− λ
√
n+ 1ωαc
]
, (A6)
with the cyclotron frequency ωαc =
√
2vF
`α
. The momentum integration therein can be performed analytically with the
help of the integral identity (Ref. [85], Eq. 7.377),∫
x
e−x
2
Hm(y + x)Hn(z + x) = 2
n
√
pim!zn−mLn−mm (−2yz) , m ≤ n . (A7)
Here Lkn(x) are the associated Laguerre polynomials of degree n. As a result of the momentum integration, we
find that the propagators can be written as a product of a translation- and gauge noninvariant phase χα(~r, ~r
′) =
−e ∫ ~r′
~r
~Aα(~r
′′) · d~r′′ - which is nothing but a Wilson line - and a translation- and gauge invariant part SR/Aα (~r − ~r′, ε)
GR/Aα (~r, ~r
′, ε) = eiχα(~r,~r
′)SR/Aα (~r − ~r′, ε) . (A8)
Introducing the relative coordinate ∆~r = ~r − ~r′, and the projection operators
P± = 1
2
(
σ0 ± sign
(
eBeffα
)
σ3
)
, (A9)
the translation- and gauge invariant part of the propagators can be written compactly as
SR/Aα (∆~r, ε) =
exp
(
−∆~r24`2α
)
4pi`2α
∞∑
n=0
∑
λ=±1
[
P+L0n
(
∆~r2
2`2α
)
+ P−L0n−1
(
∆~r2
2`2α
)
+ i
λκ√
2`α
~σ ·∆~r√
n
L1n−1
(
∆~r2
2`2α
)]
S
R/A
α,λn(ε) ,
(A10)
with
S
R/A
α,λn(ε) =
1
(ε+ µα ± i0)− λ
√
nωαc
. (A11)
Here we have defined L0−1, L
1
−1 ≡ 0.
The charge carrier 3-current per flavour, j¯µα, is given by
j¯µα(~r, t) = −
i
2
trσµαG
K
α (~r, t, ~r, t)
= − i
2
∫
ε
tanh
( ε
2T
)
trσµα
(
GRα (~r, ~r, ε)−GAα (~r, ~r, ε)
)
. (A12)
In thermal equilibrium only its zero component, being the charge carrier density, j¯0α ≡ n¯α, acquires a finite value
n¯α(~r, t) =
1
2pi`2α
να . (A13)
Here, να defines the filling fraction per flavour as a function of the chemical potential µα, the effective magnetic field
Bαeff and temperature T
να =
1
2
[
tanh
(µα
2T
)
+
∞∑
n=1
(
tanh
(√
nωαc + µα
2T
)
+ tanh
(−√nωαc + µα
2T
))]
. (A14)
Near absolute zero temperature the filling fraction is quantized into plateaus of half-integers να = ±
(
nα +
1
2
)
, nα =
0, 1, 2, . . ., see Fig. 2. The anomalous additional fraction occurs due to the presence of a Landau level at charge
neutrality (µα = 0).
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Appendix B: Fermionic One-Loop Polarization Tensor
In this second appendix we derive the one-loop polarization tensor for Dirac fermions experiencing a homogeneous,
flavour dependent effective magnetic field Bαeff = B+b
α. See also Ref. [86] for a calculation of the polarization function
(the 00-component of Eq. (B1)), with which our result coincides. Displaying the Keldysh structure explicitly Eq. (32)
reads
Πµναβ(x, y) = −
i
2
δ2
δaβν (y)δaαµ(x)
tr ln
(
0 (GˆA0 )
−1
(GˆR0 )
−1 −(GˆR0 )−1(GˆK0 )(GˆA0 )−1
)
[eAµ + a
α
µ ]
∣∣∣∣
a=a¯
. (B1)
Recall that a¯ is the field expectation value of the statistical gauge field, which possesses a classical component only.
Performing the functional derivatives and evaluating the result at the mean field values of the statistical gauge fields,
we obtain the following retarded, advanced and Keldysh components
(
ΠR/A
)µν
αβ
(x− y) = i
2
tr
(
σµαS
R/A
α (x− y)σναSKα (y − x) + σµαSKα (x− y)σναSA/Rα (y − x)
)
δαβ , (B2a)(
ΠK
)µν
αβ
(x− y) = i
2
tr
(
σµαS
R
α (x− y)σναSAα (y − x) + σµαSAα (x− y)σναSRα (y − x)
+σµαS
K
α (x− y)σναSKα (y − x)
)
δαβ . (B2b)
The repeated flavour space index α does not imply summation, as was the case in App. A. Recall that the Pauli
3-vector therein is given by σµα ≡ (σ0, καvFσ1, καvFσ2). First, observe that the polarization tensor is diagonal in
flavour space, Πµναβ = Π
µν
α δαβ , which is a consequence of the free propagator being diagonal, see Eq. (A1). Second,
note that the gauge- and translation-noninvariant phase χα(~r, ~r
′) drops out, such that the polarization tensor can
be expressed solely in terms of the propagators S
R/A/K
α , proving its manifest gauge- and translation-invariance. In
Fourier space the above equations for the flavour diagonal components Πα become(
ΠR/A
)µν
α
(ω, ~q) =
i
2
∫
∆~r
e−i~q·∆~r
∫
ε
tr
(
σµαS
R/A
α (∆~r, ε+ ω)σ
ν
αS
K
α (−∆~r, ε) + σµαSKα (∆~r, ε)σναSA/Rα (−∆~r, ε− ω)
)
,
(B3a)(
ΠK
)µν
α
(ω, ~q) = coth
( ω
2T
)((
ΠR
)µν
α
(ω, ~q)− (ΠA)µν
α
(ω, ~q)
)
. (B3b)
Eq. (B3b) is a manifestation of the (bosonic) fluctuation-dissipation theorem. In order to arrive at this form one has
to rewrite the first line of Eq. (B2b) according to σµSRxyσ
νSAyx +σ
µSAxyσ
νSRyx = −σµ
(
SRxy −SAxy
)
σν
(
SRyx−SAyx
)
, which
holds true because of the causality properties of the retarded and advanced propagators, cf. Ref. [63]. Next, one has
to employ Eq. (A3) and finally make use of the identity tanh(x)tanh(y)− 1 = coth(x− y)(tanh(y)− tanh(x)).
By substituting the propagators (A3) and (A10) into Eq. (B3a), the polarization tensor acquires the form
(
ΠR/A
)µν
α
(ω, ~q) =
1
32pi2`4α
∑
n,n′
∑
λ,λ′
Fλλ′nn′ (T, µα)
(ω ± i0)− λ√nωαc + λ′
√
n′ωαc
×
∫
∆~r
e−i~q·∆~re
−∆~r2
2`2α tr
(
σµαM
α
n (λ∆~r)σ
ν
αM
α
n′(−λ′∆~r′)
)
, (B4)
with
Fλλ′nn′ (T, µα) = tanh
(
λ′
√
n′ωcα − µα
2T
)
− tanh
(
λ
√
nωcα − µα
2T
)
, (B5)
and
Mαn (λ∆~r) = P+L0n
(
∆~r2
2`α
)
+ P−L0n−1
(
∆~r2
2`α
)
+ i
λκ√
2`α
~σ ·∆~r√
n
L1n−1
(
∆~r2
2`α
)
. (B6)
Performing the trace for each tensor component and comparing the resulting expressions with the kernel expan-
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sion (35), we can extract the following scalar quantities
(
ΠR/A
)0
α
(ω, ~q) =− 1
32pi2`4α
1
~q2
∑
n,n′
∑
λ,λ′
Fλλ′nn′ (T, µα)
(ω ± i0)− λ√nωαc + λ′
√
n′ωαc
×
(
I0n−1,n′(Qα) + I0n,n′−1(Qα) +
2λλ′√
nn′
I1n−1,n′−1(Qα)
)
, (B7a)
(
ΠR/A
)1
α
(ω, ~q) =− sign(B
eff
α )
32pi2`4α
v2F
ω
∑
n,n′
∑
λ,λ′
Fλλ′nn′ (T, µα)
(ω ± i0)− λ√nωαc + λ′
√
n′ωαc
(
I0n−1,n′(Qα)− I0n′,n−1(Qα)
)
, (B7b)
(
ΠR/A
)2
α
(ω, ~q) = +
1
32pi2
∑
n,n′
∑
λ,λ′
Fλλ′nn′ (T, µα)
(ω ± i0)− λ√nωαc + λ′
√
n′ωαc
(
2λλ′√
nn′
v2F
`2α
∂2Qα I˜
1
n−1,n′−1(Qα)
)
. (B7c)
Here we have defined the integral expressions
Ikn,n′(Qα) =
∫
∆~r
e−i~q·∆~re
−∆~r2
2`2α
(
∆~r2
2`2α
)k
Lkn
(
∆~r2
2`2α
)
Lkn′
(
∆~r2
2`2α
)
= 2pi`2αQn>−n<α e−Qα
(n< + k)!
n>!
Ln>−n<n< (Qα)Ln>−n<n<+k (Qα) , k = 0, 1 , (B8a)
I˜1n,n′(Qα) =
∫
∆~r
e−i~q·∆~re
−∆~r2
2`2α L1n
(
∆~r2
2`2α
)
L1n′
(
∆~r2
2`2α
)
=
n∑
m=0
n′∑
m′=0
I0m,m′(Qα) , (B8b)
where Qα = ~q
2`2α
2 is a dimensionless momentum variable, and n> = max{n, n′}, n< = min{n, n′}. Note that both
Ikn,n′ and I˜
1
n,n′ are symmetric in their Landau indices n, n
′. Hence, without loss of generality we can assume n ≤ n′
in the following proof.
First let us show how I˜1n,n′(Qα) can be reduced to a sum of I0n,n′(Qα). In order to prove this equality we only have
to make use of the property Lk+1n (x) =
∑n
m=0 L
k
m(x), see Ref. [85] (Eq. 8.974.3), and interchange integration and
summation. We immediately arrive at the second line of Eq. (B8b). The proof of Eq. (B8a) is more involved. First
of all, one has to work in polar coordinates, substituting t = ∆~r
2
2`2α
, and perform the angle integration, which yields the
Bessel function of the first kind J0
Ikn,n′(Qα) = 2pi`2α
∫ ∞
0
dt e−ttkJ0
(
2
√
Qαt
)
Lkn>(t)L
k
n<(t) . (B9)
Next, we rewrite Lkn<(t) = (−t)−k (n<+k)!n<! L
−k
n<+k
(t), see Ref. [86], resulting in
Ikn,n′(Qα) = 2pi`2α(−1)k(n< + 1)k
∫ ∞
0
dt e−tJ0
(
2
√
Qαt
)
Lkn>(t)L
−k
n<+k
(t) . (B10)
The residual integration can be performed by making use of the integral identity (Ref. [85], Eq. 7.422.2)∫ ∞
0
dt e−tJ0
(
2
√
Qαt
)
Lkn>(t)L
−k
n<+k
(t) = (−1)n>+n<+ke−QαLn<−n>n> (Qα)Ln>−n<n<+k (Qα) . (B11)
After straightforward manipulation of the result we find Eq. (B8a) eventually.
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