1. Mapping the network of ecological interactions is key to understanding the 27 composition, stability, function and dynamics of microbial communities. In recent years 28 various approaches have been used to reveal microbial interaction networks from 29 metagenomic sequencing data, such as time-series analysis, machine learning and 30 statistical techniques. Despite these efforts it is still not possible to capture details of 31 the ecological interactions behind complex microbial dynamics. 32 33 2. We developed the sparse S-map method (SSM), which generates a sparse interaction 34 network from a multivariate ecological time-series without presuming any 35 mathematical formulation for the underlying microbial processes. The advantage of the 36 SSM over alternative methodologies is that it fully utilizes the observed data using a 37 framework of empirical dynamic modelling. This makes the SSM robust to non-38 equilibrium dynamics and underlying complexity (nonlinearity) in microbial processes. 39 40 3. We showed that an increase in dataset size or a decrease in observational error 41 improved the accuracy of SSM whereas, the accuracy of a comparative equation-based 42 method was almost unchanged for both cases and equivalent to the SSM at best. 43
Introduction 63
Microbial communities contribute to the evolutionary fitness of other living organisms 64 by inhabiting their bodies (Mueller and Sachs 2015) and surroundings (Chaparro et Over view of the Sparse S-map method 163 The sparse S-map method (SSM) is an algorithm that executes a forward stepwise 164 regression scheme with bootstrap aggregation ("bagging") to calibrate species' 165 interaction topology (i.e. with which species a focal species interacts) for S-map (Dixon 166 et al. 1999 , Sugihara et al. 1996 , Sugihara 1994 ecological dynamics whose interaction topology is unknown. The SSM is essentially a 170 non-parametric method that does not require any additional effort to adjust 171 parameters for the given data. Furthermore, owing to the forward stepwise scheme, it 172 is applicable to both absolute and relative abundance data without special treatment 173 (Fisher and Mehta 2014) . Fisher and Mehta (2014) have already applied the forward 174 stepwise scheme with bagging to a linear regression model and thus developed an 175 algorithm inferring the sparse interaction matrix (LIMITS). However, because of the 176 use of a linear regression model, the authors limited the applicability of LIMITS to 177 systems whose dynamics are close to equilibrium. 178
179
The SSM is concisely explained as follows. First, in the data processing process, time-180 series data is processed to a set of pairs of multivariate explanatory variables and a 181 response variable ( ; Fig. 1a ). Also in this step, these pairs are separated into and 182 , a training set and a testing set. Second, in a forward stepwise procedure, 183 explanatory variables used for the regression are added (Fig. 1b) . In this step, S-map is 184 used as the regression method (Fig. 1c) . At the end of the forward regression procedure, 185 interaction strengths are obtained as the mean of coefficients from the regression 186 function. Then, in the bootstrap aggregation procedure, the first and second procedures 187 are repeated with randomly generated and , and the median of the 188 interactions strengths are taken as the final result (Fig. 1d) . 189
190
Data processing 191 We assume that time-series X = x(t)
is an array of vectors x(t) = x (t) where 192 t = 1, … , L indicates data points with a constant interval (say 1 day), i = 1, … , N 193 indicates species (OTUs) and x (t) = x * (t) − 1/LΣ x * (t) is the abundance of species 194 adjusted to a mean of zero, where x * (t) is the abundance. If x * (t) is the relative 195 abundance, then Σ x (t) = 0. However, we do not specify whether x (t) is relative 196 abundance or absolute abundance because our method is applicable to both cases. For 197 convenience, we assume that X = x (t)
is the time series of species i. We also 198 define a time series Y = y (t) ! , with y (t) = log x * (t + 1) − log x * (t), to apply gradient 199 matching (Ellner et al. 2002) , which assumes y (t) as the response variable and x(t) 200 as the explanatory variable. In the regression processes, the explanatory variables and 201 the response variable having the same time index is treated as a pair (x(t), y (t)). We 202 refer to the set of these pairs = (x(t), y (t)) ! as "data". Please note that while 203 y (t) is a scalar, x(t) is a vector with N elements. 204
205

Bootstrap aggregation 206
Because the forward stepwise regression explained below is known to be unstable, we 207 used a bootstrap aggregation method to obtain a stable result. To apply the bagging 208 procedure, half of the pairs in are randomly sampled to make a "database" and 209 the rest of the points are a "target"
. We use Y in the dynamic property of given data and requires no special effort in formulating the 220 underlying species relationships into mathematical functions. However, so far it has 221 only been applicable to ecological systems with a small number of species whose 222 interaction topology is already known. By applying a forward stepwise regression with 223 bootstrap aggregation, the SSM realizes the appropriate selection of the interaction 224 topology for S-map so that S-map becomes most relevant for explaining a given set of 225 data points. Hence, in the SSM, S-map is applied to a subset of variables (e.g., Fig S1b) Please note that due to (3), the inferred interaction strength c X * corresponds to the 364 time average of F •x X €/x X instead of c X itself. However, we later confirm that there is a 365 strong correlation between c X * and c X as a whole. We emphasize that although we 366 specify G and F here, the SSM does not require F and G to be known or even 367 We compared the performance of the SSM and a comparative equation-based method 400 (LIMITS) in a five-species coupled food chain model (Fig. 2a, b) . The model was 401 introduced by Deyle et al. (2016) to show the ability of S-map to forecast complex 402 population dynamics. In their study, however, the interaction topology was assumed to 403 be known. Our results showed that even without prior knowledge of the interaction 404 topology, the SSM was able to recover the actual topology from time-series data if the 405 dataset was large enough. Figure 2c shows that the accuracy of SSM outperformed that 406 of LIMITS when the dataset was larger than 50 points. The increase in dataset size 407 improved sensitivity of both methods (Fig. 2d) , while it reduced the specificity of LIMITS 408 (Fig. 2e) . Hence, the SSM was better at avoiding false positives. To compare the SSM and LIMITS further, we tested their performance for complex 419 ecological dynamics generated from a generalized Lotka-Volterra model with seven 420 species with random interactions. A significant positive correlation (p < 0.001) between 421 inferred interaction strength (c X * ) and that of the actual network (c X ) was found in both 422 the SSM and LIMITS, although the SSM showed a stronger correlation than LIMITS 423 (Fig. 3) . Figure 4 shows that increased dataset size improved the accuracy of the SSM, 424 while that of LIMITS remained almost constant. These results were robust for the 425 different types of functional responses. The performance of the SSM was equivalent to 426 that of LIMITS even in the worst case. Interestingly, the increase in the magnitude of 427 process noise improved accuracy both in the SSM and LIMITS when the inter-specific 428 interaction was a type II or III functional response, while it reduced accuracy both in 429 the SSM and LIMITS when the inter-specific interaction was a type I functional 430
response. Next, we tested the effect of observational errors by setting the process noise 431 as σ = 0.2 (Fig. 5 ). An increase in dataset size improved accuracy only in the SSM, as 432 shown in figure 4 . Similarly, a decrease in the magnitude of observational errors 433 improved the accuracy of the SSM, while that of LIMITS remained almost constant 434 over all cases. Here again, the performance of the SSM was equivalent to LIMITS even 435 in the worst case. In all cases above, the SSM had greater specificity than SLR, which 436 compensated for its lower sensitivity (Fig. S3-6) . network inferred by the data points at 4-72 weeks of age (Fig. 6a) , unclassified 474
Rikenellaceae, Ruminococcaceae and Clostridiales had more interaction links than 475 others in this order. These groups varied according to in-degree (effect from other 476 species) and out-degree (effect on other species). The in-degree exceeded out-degree for 477
Rikenellaceae, out-degree was zero while in-degree was 12 for Clostridiales, and both 478 in-degree and out-degree were the same for Ruminococcaceae. The number of positive 479 and negative links was mostly the same in the three species for both in-and out-degree 480 except for Rikenellaceae with 12 negative and 2 positive effects on other species. The 481 comparison of networks inferred by data points at 4-40 weeks of age (Fig. 6b) and 36-72 482 weeks of age (Fig. 6c) showed that links with Ruminococcaceae were most common in 483 We developed the sparse S-map method (SSM), an equation-free method used for 499 inferring ecological interaction networks from a multivariate ecological time-series 500 (Fig.1) . Using simulated multispecies population dynamics, we compared the 501 performance of the SSM to a comparable equation-based method (LIMITS), to highlight 502 the differences between equation-free and equation-based methods when applied to 503 complex microbial dynamics (Fig. 2,3,4 and 5). We show that either an increase in 504 dataset size or a decrease in observational error improved the accuracy of SSM (Fig. 4  505 and 5). On the other hand, the accuracy of LIMITS was almost unchanged for both 506 cases and equivalent to the SSM at best. Hence, the SSM outperformed LIMITS when 507 datasets were large or the magnitudes of observational errors were small. The results 508 were robust to the magnitudes of process noise and functional forms of inter-specific 509 interactions that we tested. These results suggest that the SSM is able to extract more 510 information from time-series data than LIMITS. This is partly due to the equation-free 511 property of the SSM that allows inclusion of detailed descriptions of species 512 relationships into the network inference. However, the SSM had better performance 513 than LIMITS even for a Holling type I functional response that has no explicit non-514 linearity in its functional form (see supplementary information). In this case, the 515 advantage of the SSM would be explained by its feasibility for the non-equilibrium 516 population dynamics. It is worth discussing how well our approach scaled up to 517 communities with a larger number of species. In principle, applicability of our method 518
is not limited by the number of species. However, the application to a community with 519 a large number of species would require many data points to cover its possible states. 520
Our results suggest that shortage in dataset size reduces sensitivity rather than 521 specificity (Fig. S3-6) . Hence, the model will be able to identify some actual interactions 522 even if the number of species is very large compared to the available dataset size. 523
524
We applied the SSM to a time-series of gut-microbiota taken from the faeces of six 525 mice. Our results are summarized as follows (Fig. S7) : an unclassified 526 Ruminococcaceae commonly affected other species from young to middle age, whereas 527
Rikenellaceae commonly affected other species from middle to old age. Moreover, the 528 Rikenellaceae itself had a negative effect on the Ruminococcaceae from middle to old 529
age. An unclassified Clostridiales was affected by both groups throughout young to old 530 age, while Allobaculm was a major counterpart of the Ruminococcaceae from young to 531 middle age. The above mentioned relationship was still found in the network inferred 532 by LIMITS, although it was obscured by other interactions (Fig. S8) . These 533 observations reflect the backdrop of lifelong dynamics of gut microbiota. For example, 534
Rikkenellaceae is reported as a common group in middle-to old-aged mice (Langille et 535 al. 2014 ). Hence, although the unclassified Rikenellaceae was not a dominant group, as 536 a member of this family, it makes sense that it actively interacts with other species in 537 the latter half of the life-stage. Moreover, it is interesting to mention that a high-fat 538 diet decreases the proportion of Ruminococcaceae and increases that of Rikenellaceae 539 (Daniel et al. 2014 ). The authors explained this based on the role of Ruminococcaceae 540 as a major user of plant polysaccharides. Hence, our results might represent the age 541 related shift in microbial interactions, and possibly its function, relative to nutrient 542 metabolism. It is unclear whether differences in the interaction networks among mice 543 were due to the nature of microbial interaction in the mouse gut microbiota, or simply 544 due to data limitations. The universality of the interaction networks of mouse gut 545 microbiota (Bashan et al. 2016 ) and the inherent dynamics must be answered in future 546 studies. Recently, Odamaki et al. (2016) showed the age related compositional shifts in 547 human gut microbiota. We anticipate that applying SSM to human subjects in different 548 age groups will offer deeper insights into how the human gut microbiota is shaped 549 through its lifelong developmental processes. relationships also made it difficult to describe dynamics by a simple mathematical 579 formulation even with longer and more precise time series. Second, a theoretical study 580 proved that finding a precise dynamical equation for a time-series is, in general, 581 computationally intractable even with any amount/quality of data (Cubitt et al. 2012) . 582
Conversely, these data advances would simply benefit our approach by promoting its 583 ability to find links between species. Thus, the future development of metagenome 584 technologies would reinforce both the applicability and reliability of equation-free 585 approaches and help improve our mechanistic understanding of microbial communities. 586
We agree with DeAngelis and Yurek (2015), who stressed the value of equation-free 587 modeling approaches for the analysis of complex dynamical systems. 588 589
Data accessibility 590
The mouse gut microbiome data is available in the DDBJ database 591 
