This document describes a novel way to extract structure information from plain text using Markov Decision Process. In the age of big data, unstructured information such as text, photos and videos becomes abundant. However, data warehouse requires structured data with well-defined schema. It has been a challenge for the computer science community to extract useful data under strict schema from unstructured data schema. Here we proposed an automated system that is able to understand and infer the most likely counterpart in text stream that corresponds to a filed under the requested schema. The designed algorithm formulated the plain text using context dependent grammar with various weights, which would be sued to decide which field of the structured schema a particular piece of unstructured data belongs to. A machine-learning algorithm is used to learn the weights from training data.
Introduction
The Internet encapsulates a vast range of useful information which is usually particularly formatted, which makes it difficult to extract relevant data from various sources. One of the most popular standards for transmitting and storing data on the Web is the Portable Document Format (PDF). In particular, various forms such as tax return forms and college applications forms are most likely to store in the PDF format. However, this file format, although ideal for printing, is generally considered "view-only" since Adobe doesn't offer a general data extraction tools for PDF forms. Therefore, the availability of robust, flexible Information Extraction (IE) systems that transform the PDF forms into program-friendly structures such as a relational database will become a great necessity. There are existing text extraction tools and libraries such as iText and PDFBox. However, those extracted text are unstructured, or semi-structured at best. Therefore, the problem of extracting information from PDF forms reduces to the increasing attractive problem of automatically discovering useful knowledge from electronic texts. A variety of recent work on statistical models had aimed at recovering structured data from unstructured text on the Web. Those statistical models applied techniques from the artificial intelligence (AI) field to incorporate deterministic domain knowledge into statistical models which are tolerant to errors and noise in the input texts. Markov Logic Networks (MLNs) are one of the most general approaches, which merges two kinds of models: probabilistic graphical models, namely Markov Random Fields (MRFs), and first-order logic, and gain the representation benefits from both.
In this report, we employed MLN to capture attribute content properties from plain PDF forms. We first extract text sequence from PDF files using iText library. Then for each query attribute, we construct a MLN that leverage both content and structural cues to infer and detect the corresponding attribute values.
Background
Starting in 2001, for Public Access to Court Electronic Records (PACER), an electronic public access service of United States federal court documents, was being made available over the Web. This opens a great opportunity for scholars to harvest government data and to study the social economic effects of legal decisions made by US government.
On October 17, 2005, the so-called Bankruptcy Abuse Prevention and Consumer Protection Act (BAPCPA), which greatly increases the costs and standards for filing consumer bankruptcy, was enacted by the U.S. congress. The reform is mainly due to tighter regulations requested by major credit card and loan companies to reduce their risks. Prior to the reform, the U.S. bankruptcy law was arguably the most pro-debtor, and policy makers sought to rule out opportunists who were abusing the bankruptcy system, the most famous example perhaps is Donald Trump, who had filed for bankruptcy and avoided paying personal federal income taxes for almost 20 years.
The passage of Bankruptcy Abuse Prevention and Consumer Protection Act brought so many changes to the existing law so that it reshaped the landscape of U.S. bankruptcy law and redefined how the bankruptcy decision was made. With the help of advanced machine learning algorithms and big data technology, economic researchers now can closely examine and quantitatively test the effects of the BAPCPA act at both the macroscopic state level and microscopic individual level. Bankruptcy courts are state institutions. The northern Georgia district bankruptcy court currently has more than 4,000 cases each month, half of which are chapter 7 filings. A total of 231,748 cases were filed through this court between 2003 and 2008. Those petition forms are generally found as plain scanned PDF files and are very difficult to parse. In this paper, we show the magic of MLN and other information extracting techniques in unveiling the hidden data underneath those view-only PDF forms. Finally, we automatically processed and parsed over 5,000 individual petitioners' bankruptcy fillings forms that are filed in the Northern District Georgia bankruptcy court between 2003 and 2008, and studied the effects of BAPCPA before and after 2005.
Detecting Attribute Values under the MLN Framework
An individual Bankruptcy petition forms process a large amount of debtor's personal information, including address, marital status, real estate value and mortgage, personal assets, credit card balance, various sources of incomes and expenses. A summary of selected attributes we are interested is listed in Table 1 . For each attribute, we would like to detect the corresponding value(s) from the extracted unstructured text generated by iText library. Sample PDFs and the Java program we developed can be downloaded from 1 .
There are a number of challenges for inferring attributing values. The extracted text are unstructured, or semi-structured at best. First of all, a particular attribute may be associated with multiple values. For example, the debtor might have multiple credit card accounts and several real estate properties. Secondly, the location of values in the extracted text is unknown. There did exists some empirical rules in finding the attribute values. The total mortgage of a debtor might appear near the keyword "Total" and in the same page as keyword "mortgage". The amount of payroll reduction is the seventeenth element in the array containing tokens that match "money" regular expression on page "monthly income". But those rules are not always true. Just like tax return forms, the organization and structure of those PDF forms varies from different states and different years. The amount of payroll reduction could be the fifteen element in the array since they might change the order of attributes in certain year. Thirdly, there is no simple pattern identify the types of tokens in the extracted text. For example, the type of attributes we are looking for is money. The candidate value token should follow certain pattern of money, for example, a token full of digits. However, a regular expression that represents digits could be corresponding to zip codes or One of Single, Married or Divorced telephoner number. Therefore, to overcome the above stated difficulties, we need to a model that can incorporate those empirical rules while having the freedom to tolerate the noise in the input text. A MLN model naturally fits our requirements. We first express the empirical rules in the first order logic format. For example,
where Dist, M atches are predicates and tokens t 1 and t 2 are variables. For each attribute, we could find a set of such rules that detect the attribute value. No all the rules are exact. Therefore, we assign weights to each rule and compute the probability of a token being the attribute value using standard MLN formulation. Since an attribute might correspond to multiple tokens, a hard threshold for token probability is set.
Results
Using the MLN models, we provide economist a data set consist of 40 attributes and 3, 945 records (PDFs). The integrity of each record is enforced by several self-consistency checks. For example, the sum of various income sources(wage, alimony income, etc) should be the same as the total income. Tables 2 reports the summary statistics of analysis attributes. From the data set we provided, economists found that the estimated effect of the BAPCPA on petitioner behaviors. For example, they found that an increase of $3, 178 in credit cards debts after the passing of BAPCPA. They also found that the legal cost increased substantially (by 122%, equivalently $235) after the BAPCPA was enacted, suggesting that petitioners nowadays rely more heavily on bankruptcy lawyers to help them to gain higher financial benefits.
To study the performance of MLN, we compare the recall rate of MLN approach and the rule-based approach. For the rule-based approach, we require the candidate token to follow the rules exactly. In a data set of 76 PDF files, we manually compare the reported and the true values over 16 key attributes, in order to check the precision of each approach. Under 100% precision as requested by the economist clients, the MLN approach achieves 50/76 recall rate while the rule based approach scores 42/76. However, the MLN suffers the speed issue since the computation time spent on each token is much longer in the MLN model. Moreover, the recall rate is also related to the amount of time consumed in manually finding and designing those rules.
Further work
The economists have hired an undergrad to manual produce the training data which consists of all the true attribute values and about 1, 000 forms. From the training data, we will learn the rules and the associated weights for each attribute using ILP and Alchemy. Furthermore, we will be able study the ROC curves for the MLN approach and the rule based approach more systematically.
To our knowledge, it is the first work on extracting useful data from PDF forms. And we demonstrate the power of machine learning techniques on knowledge discovery from unstructured or semi-structured text. 
