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Abstract
In this paper, we present a new technique of proving the existence of an inﬁnite number of
symmetric periodic solutions. This technique combines the covering relations method
introduced by Zgliczyn´ski (J. Differential Equations 171 (2001) 173; Methods in Nonlinear
Anal. 8 (1996) 169; Nonlinearity 10 (1997) 243) with ﬁxed set iteration method described in
Lamb (Reversing symmetries in dynamical systems, Ph.D. Thesis, Universiteit van
Amsterdam, 1994). As an example we present a computer-assisted proof of symbolic
dynamics in the Kuramoto–Sivashinsky equations. Moreover, we prove the existence of an
inﬁnite number of symmetric and an inﬁnite number of nonsymmetric periodic solutions.
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1. Introduction
Many ordinary differential equations (ODEs) or dynamical systems possess
symmetry properties, for example ODEs describing the physical models possess
symmetries corresponding to the fundamental laws of physics. We usually think of
the symmetry as a phase space transformation which maps trajectories onto other
trajectories of the same ODE.
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Dynamical systems often possess time reversing symmetries. In this case, in
addition to the symmetry of the phase space the time direction is changed.
If a dynamical system possesses a symmetry or a time reversing symmetry, then it
is natural to ask if there exists a trajectory invariant under this symmetry. In
particular, we often are interested in the existence of symmetric periodic, homoclinic
or heteroclinic orbits.
In [5], a method of proving the existence of time reversing symmetric periodic
solutions for dynamical systems, called fixed set iteration method, is presented. It
applies to dynamical systems with continuous and discrete time. The basic idea of
such a method is to search for the points u which are invariant under the symmetry
and whose trajectories intersect the set of symmetric points at some time t40: This
allows to conclude that the trajectories of the points u must be periodic orbits. This
method was used by Troy [13] to prove the existence of symmetric periodic orbits in
the Kuramoto–Sivashinsky equation.
Arioli and Zgliczyn´ski [1] and Zgliczyn´ski [16,17] presented methods for proving
the existence of symbolic dynamics and an inﬁnite set of periodic orbits for ODEs or
discrete dynamical systems. This technique is called covering relations method and
will be described in Section 4.
In this paper, we show how to combine these two techniques to prove the existence
of both symbolic dynamics and an inﬁnite set of symmetric periodic solutions for
ODEs or discrete dynamical systems. We also present an application of such a
method to the Kuramoto–Sivashinsky equation.
The following two theorems summarize the main results of this paper.
Theorem 1.1. The Kuramoto–Sivashinsky [13] equation
y000 þ y0 ¼ 1 1
2
y2
is chaotic in the sense of the existence of symbolic dynamics.
The following theorem was conjectured by Troy [13].
Theorem 1.2. For the Kuramoto–Sivashinsky equation, there exists an infinite set of odd
periodic solutions with unbounded periods and an infinite set of nonodd periodic solutions.
A more precise statement of these theorems will be given in Section 5.2 (Theorems
5.3–5.5). In that section, we also give proofs of these theorems. In Section 4, we
introduce a new topological method of proving the existence of symmetric periodic
solutions. Numerical details of the proof are presented in Section 6.
2. Basic notation and deﬁnitions
Basic notation and deﬁnitions introduced in this subsection are used throughout
the paper.
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By intðWÞ; bdðWÞ; clðWÞ we denote the interior, boundary and the closure of a set
W ; respectively. Let f : X Y be a partial function. By domð f Þ we denote the
domain of f :
For a given injective function f : X Y and some subset WCX we deﬁne the
maximal invariant part of W with respect to f by
Inv ðW ; f Þ :¼ fxAW j 8iAZ; f iðxÞAWg:
For a given nAN we deﬁne
Sn :¼ fðaiÞiAZ j aiAf1; 2;y; ngg:
The set Sn is a topological space with the Tichonov topology [4]. The shift map
s : Sn-Sn is deﬁned by
sððaiÞiAZÞ :¼ ðaiþ1ÞiAZ: ð1Þ
For a given square matrix M ¼ M½aij AMðnÞ such that aijAf0; 1g we put
SM :¼ fðaiÞiAZASn j 8iAZ aaiaiþ1a0g:
It is clear that the shift map restricted to SM is a well-deﬁned homeomorphism
onto itself.
Let T denote R or Z and assume OCX  T :
Deﬁnition 2.1. Let X be a topological space and let f : X  T-X be continuous.
The pair ðX ;fÞ is called a (discrete) dynamical system if for all xAX and t; sAT the
following conditions hold:
fðx; 0Þ ¼ x; fðfðx; tÞ; sÞ ¼ fðx; t þ sÞ:
We usually consider discrete dynamical systems induced by the homeomorphisms
f : X-X : In this case, we deﬁne fðx; nÞ ¼ f nðxÞ:
Assume f : Rn-Rn is smooth. Consider an ODE
x0 ¼ f ðxÞ:
It is clear from the standard theory (Picard Theorem), that for all x0ARn there exists
a unique solution x : Ix-R
n of the Cauchy problem
x0 ¼ f ðxÞ; xð0Þ ¼ x0;
where Ix is the maximal interval of existence of the solution. Since it is possible that
IxD! R; we cannot deﬁne the ﬂow as fðx; tÞ ¼ xðtÞ: This suggests the following
deﬁnition of a local (discrete) dynamical system.
Deﬁnition 2.2. Let X be a topological space, let OCX  T be a subset of X  T
such that X  f0gCO and let f : O-X be continuous. For a given xAX let
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Ix :¼ ftAT j ðx; tÞAOg: The triple ðX ;O;fÞ is called a local (discrete) dynamical
system if the following conditions hold:
(i) O is an open subset of X  T and for all xAX the set Ix is an open interval in T ;
(ii) for all xAX ; fðx; 0Þ ¼ x;
(iii) if xAX ; tAIx and sAIfðx;tÞ; then t þ sAIx: Moreover, fðfðx; tÞ; sÞ ¼ fðx; t þ sÞ;
(iv) if tAIx then tAIfðx;tÞ:
Local discrete dynamical systems are usually induced by injective and open
functions f : X X : We put fðx; 0Þ :¼ x and for all xAdomð f nÞ; nAZ\f0g we put
fðx; nÞ :¼ f nðxÞ: Since f is injective, the backward trajectory is well deﬁned. Since f is
open (the image of an open set is also an open set), f 1 is also continuous. In this
case we say, that the pair ðX ; f Þ is a local discrete dynamical system.
Deﬁnition 2.3. A homeomorphism S : X-X is called a symmetry of a local
(discrete) dynamical system ðX ;O;fÞ if for all xAX and tAIx; tAISðxÞ and
Sðfðx; tÞÞ ¼ fðSðxÞ; tÞ:
Deﬁnition 2.4. A homeomorphism R : X-X is called a reversing symmetry of a
local (discrete) dynamical system ðX ;O;fÞ if for all xAX and tAIx; tAIRðxÞ and
Rðfðx; tÞÞ ¼ fðRðxÞ;tÞ:
If S is a (reversing) symmetry of a local discrete dynamical system induced by
f : X X ; then we will say that S is a (reversing) symmetry of f :
By FixðSÞ :¼ fxAX j SðxÞ ¼ xg we denote the set of points invariant under the
(reversing) symmetry S:
Lemma 2.5. Assume f : X X is an open continuous injection and ðX ;O;fÞ is a
local discrete dynamical system induced by f : Assume R : X-X is a homeomorphism.
Then R is a reversing symmetry for f if and only if for all xAdomð f Þ;
RðxÞAdomð f 1Þ and Rð f ðxÞÞ ¼ f 1ðRðxÞÞ: ð2Þ
Proof. Observe that if R is a reversing symmetry of f then in particular for all
xAdomð f Þ;
Rð f ðxÞÞ ¼ Rðfðx; 1ÞÞ ¼ fðRðxÞ;1Þ ¼ f 1ðRðxÞÞ:
There remains to prove, that if (2) is satisﬁed then R is a reversing symmetry of f:
First we prove the case when n40; by induction in n: It is sufﬁcient to show, that
8xAdomð f nÞ;
RðxÞAdomð f nÞ and Rð f nðxÞÞ ¼ f nðRðxÞÞ: ð3Þ
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For n ¼ 1; our assertion is satisﬁed. Assume (3) is true for some nX1 and
xAdomð f nþ1Þ: Hence, f ðxÞAdomð f nÞ and by induction assumption we have
Rð f ðxÞÞAdomð f nÞ: We have
Rð f nþ1ðxÞÞ ¼Rð f nð f ðxÞÞÞ ¼ f nðRð f ðxÞÞÞ
¼ f nð f 1ðRðxÞÞÞ ¼ f ðnþ1ÞðRðxÞÞ:
Therefore, for all xAdomð f nþ1Þ; RðxÞ is in the domain of f ðnþ1Þ and the
induction step is proved. Observe that (3) implies that for all xAdomð f nÞ; RðxÞ is in
the domain of f n and
Rð f nðxÞÞ ¼ f nðRðxÞÞ:
This remark allows us to ﬁnish the proof. &
Deﬁnition 2.6. Assume ðX ;O;fÞ is a local (discrete) dynamical system. For any xAX
we deﬁne the orbit of x by oðxÞ :¼ fyAX j y ¼ fðx; tÞ; tAIxg:
Deﬁnition 2.7. Assume ðX ;O;fÞ is a local (discrete) dynamical system and S
is a (reversing) symmetry of f: The orbit of a point xAX is called symmetric if
SðoðxÞÞ ¼ oðxÞ:
3. Poincare´ map and symmetry
The question of the existence of periodic orbits in dynamical systems reduces by
classical approach to asking for the existence of ﬁxed or periodic points of the
associated Poincare´ map.
Deﬁnition 3.1. Let x0 ¼ f ðxÞ be an ODE, where f : Rn-Rn is smooth. The set
YCRn is called a local Poincare´ section if it is a smooth manifold of dimension n  1
and the ﬂow is everywhere transverse to it, i.e. the inner product of f ðxÞ and the
normal vector to Y at xAY is always nonzero.
Let Y be a local Poincare´ section of an ODE x0 ¼ f ðxÞ and ðRn;O;fÞ be an
associated local dynamical system. For xAY we put
Tx :¼ ftAIx j t40;fðx; tÞAYg:
If Tx is nonempty set then we deﬁne
tx :¼ minft j tATxg:
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Deﬁnition 3.2. The Poincare´ return map is the map P : Y Y deﬁned as follows:
if Txa| then xAdomðPÞ and PðxÞ :¼ fðx; txÞ:
Observe that the existence of a reversing symmetry R of the local dynamical
system induced by an ODE implies the existence of a reversing symmetry for the
Poincare´ map P : Y Y: We should choose the local cross section to be symmetric,
i.e. Y ¼ RðYÞ: The following lemma summarizes this fact.
Lemma 3.3. Assume ðX ;O;fÞ is a local dynamical system induced by an ODE and R
is a reversing symmetry for f: Let YCX be a local Poincare´ section, such that
RðYÞ ¼ Y: Then RjY is a reversing symmetry for the Poincare´ return map P : Y Y:
Proof. Assume xAdomðPÞ: First we show that RðxÞAdomðP1Þ and RðPðxÞÞ ¼
P1ðRðxÞÞ: Since xAdomðPÞ; there exists tx40 such that PðxÞ ¼ fðx; txÞ: Since R is
a reversing symmetry of f; we have
RðPðxÞÞ ¼ Rðfðx; txÞÞ ¼ fðRðxÞ;txÞ: ð4Þ
We will show that RðxÞAdomðP1Þ and P1ðRðxÞÞ ¼ fðRðxÞ;txÞ; i.e.
(i) fðRðxÞ;txÞAY;
(ii) for all 0ototx; fðRðxÞ;tÞeY:
The ﬁrst assertion follows easily from Eq. (4) and the assumption RðYÞ ¼ Y:
Since txAIx and R is a reversing symmetry for f; we have txAIRðxÞ and
fðRðxÞ;txÞ ¼ Rðfðx; txÞÞARðYÞ ¼ Y:
It provides also that RðxÞAdomðP1Þ: To prove the second assertion we assume that
there exists 0ototx such that fðRðxÞ;tÞAY: From the assumption that R is a
reversing symmetry for f we get Rðfðx; tÞÞ ¼ fðRðxÞ;tÞAY: It follows that
fðx; tÞAR1ðYÞ ¼ Y
which contradicts the choice of tx:
Since for all xAdomðPÞ; RðxÞAdomðP1Þ and RðPðxÞÞ ¼ P1ðRðxÞÞ; Lemma 2.5
ﬁnishes the proof. &
4. Topological tools
In this section, we introduce the topological tools used to prove the main results.
Topological invariants such as the ﬁxed point index [3] or Conley index [10]
constitute effective tools in the study of the dynamics of a given (discrete) dynamical
system.
ARTICLE IN PRESS
D. Wilczak / J. Differential Equations 194 (2003) 433–459438
We will use the method of covering relations introduced by Zgliczyn´ski [16,17] and
originating from the result by Mischaikow and Mrozek [9].
4.1. Triple sets
Deﬁnition 4.1 (Arioli and Zgliczyn´ski [1, Deﬁnition 1]). A triple set (or a t-set) is a
triple N ¼ ðjNj; N l; NrÞ of closed subsets of R2 satisfying the following properties:
1. jNj is a parallelogram, N l and Nr are half-planes,
2. N l-Nr ¼ |;
3. the sets N le :¼ N l-jNj and Nre :¼ Nr-jNj are two nonadjacent edges of jNj:
We call jNj; N l; Nr; N le; and Nre the support, the left side, the right side, the left
edge, and the right edge of the t-set N; respectively.
A typical t-set is presented in Fig. 2. The deﬁnition of the triple set is in fact
too restrictive. Since we consider dynamical systems possessing (reversing)
symmetries, one has to take a triple set with symmetric support. Since the symmetry
may be nonlinear, we do not assume that our set must be a parallelogram. We
can take any t-set homeomorphic to the set from this deﬁnition (compare for
example [1,15]).
4.2. Representation of triple sets
A t-set may be deﬁned by specifying three vectors c; u; sAR2; such that u; s are
linearly independent. Indeed, setting
jNj ¼ fxAR2 j (t1;t2A½1;1 x ¼ c þ t1u þ t2sg
¼ c þ ½1; 1  u þ ½1; 1  s;
N l ¼ c þ ðN;1  u þ ðN;NÞ  s;
Nr ¼ c þ ½1;NÞ  u þ ðN;NÞ  s
we obtain a triple set which we will denote by N ¼ tðc; u; sÞ:
In this representation, c is the center point of the parallelogram N; u is an
‘unstable’ direction and s is a ‘stable’ direction.
We have
N le ¼ c  u þ ½1; 1  s;
Nre ¼ c þ u þ ½1; 1  s:
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4.3. Covering relations
Let f : XCR2-R2 be a continuous function and let N; M be triple sets, such that
jNjCX :
Deﬁnition 4.2 (Arioli and Zgliczyn´ski [1, Deﬁnition 2]). We say that N f -covers M if
the following conditions hold:
a: f ðjNjÞCintðM l,jMj,MrÞ;
b: either f ðN leÞCintðM lÞ and f ðNreÞCintðMrÞ or f ðN leÞCintðMrÞ and f ðNreÞC
intðM lÞ:
We write N )f M:
The geometry of this concept is presented in Fig. 3.
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Fig. 1. Two periodic solutions established in [13] and the location of the sets Ni:
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Given triple sets M1; M2;y; Mn let M ¼
Sn
i¼1 jMij: Suppose f : U-R2 is a
continuous function such that MCU :
Deﬁnition 4.3. The transition matrix ½Tiji; j¼1;y;n; is deﬁned, as follows:
Tij ¼ 1 if Mj )
f
Mi;
0 otherwise:
8<
:
Deﬁnition 4.4. Assume jMij-jMjj ¼ | for iaj and f : M-f ðMÞ is a homeo-
morphism. The function p : InvðM; f Þ-Sn is deﬁned by the condition
pðuÞj ¼ i3f jðuÞAjMij for uAInvðM; f Þ:
Observe that p is continuous.
The next theorem is one of the basic results in covering relations method (for more
details see [1, Theorem 1] or [17, Theorem 1]).
Theorem 4.5 (Zgliczyn´ski). Let M1; M2;y; Mn be disjoint triple sets in R2 and let
f : M-R2 be a continuous, injective map. Let T denote the associated transition
matrix. Then
STCpðInvðM; f ÞÞ:
Moreover, the preimage of any periodic sequence in ST contains a periodic point of f
with the same principal period.
4.4. How to combine symmetry with covering relations?
Assume OCR2 is an open set, f : O-R2 is an open injection and R : R2-R2 is a
reversing symmetry of f : The basic idea of our method is to use covering relations in
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order to prove the existence of a symmetric point uAFixðRÞ; whose trajectory
intersects FixðRÞ for some time t40:
Deﬁnition 4.6. Let N be a triple set and let g : ½a; b-R2 be a continuous curve. We
say that g is a horizontal curve in N if the following conditions hold:
1. gðða; bÞÞCintðjNjÞ;
2. either gðaÞAN le and gðbÞANre; or gðaÞANre and gðbÞAN le:
By intðN leÞ and intðNreÞ we denote the interior of the edges
intðN leÞ :¼ N le-intðN l,jNjÞ;
intðNreÞ :¼ Nre-intðNr,jNjÞ: ð5Þ
We have the following lemma.
Lemma 4.7. Let N; M be triple sets in R2; let f : jNj-R2 be continuous and let
N )f M: Assume that g : ½a; b-R2 is a horizontal curve in N: Then there exist real
numbers t; t satisfying aototob; such that ð f 3gÞj½t;t is a horizontal curve in M:
Moreover, f ðgðtÞÞ; f ðgðtÞÞAintðM leÞ,intðMreÞ:
Proof. First consider the case when gðaÞAN le; gðbÞANre; f ðN leÞCM l and f ðNreÞCMr:
Since N )f M; we have
ð f 3gÞð½a; bÞCf ðjNjÞCintðM l,jMj,MrÞ;
ð f 3gÞðaÞAM l; ð f 3gÞðbÞAMr: ð6Þ
Put
t :¼ infftA½a; b j f ðgðtÞÞAMrg
and
t :¼ supftA½a; t j f ðgðtÞÞAM lg:
Then aptptpb; f ðgðtÞÞAM l and f ðgðtÞÞAMr: Since M l-Mr ¼ |; we get
tot: Obviously for tAðt; tÞ neither f ðgðtÞÞAM l nor f ðgðtÞÞAMr: Therefore, by (6)
f ðgðtÞÞAintðM l,jMj,MrÞ\M l\Mr ¼ intðjMjÞ
for tAðt; tÞ: The continuity of f 3g implies that f ðgðtÞÞAjMj and f ðgðtÞÞAjMj: In
consequence f ðgðtÞÞAM le and f ðgðtÞÞAMre: This shows that ð f 3gÞj½t;t is a
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horizontal curve in M: Since for tA½a; b; f ðgðtÞÞAintðM l,jMj,MrÞ; we get
f ðgðtÞÞAintðM leÞ and f ðgðtÞÞAintðMreÞ:
The remaining cases may be proved in a similar way. &
The above allows us to formulate the following helpful theorem.
Theorem 4.8. Let M0; M1;y; Mn be triple sets in R2: Let fi : jMij-R2 be continuous
maps such that
M0 )
f0
M1 )
f1
M2? )
fn2
Mn1 )
fn1
Mn:
If g : ½a; b-R2 is a horizontal curve in M0 then there exist real numbers t; t such that
½t; tCdomð fn13fn23?3f03gÞ: Moreover,
ð fm13fm23?3f03gÞð½t; tÞCintðjMmjÞ; m ¼ 1;y; n  1; ð7Þ
ð fn13fn23?3f03gÞj½t;t is a horizontal curve in Mn; ð8Þ
for t ¼ t; t; ð fn13fn23?3f03gÞðtÞAintðM len Þ,intðMren Þ: ð9Þ
Proof. If n ¼ 1; then the theorem becomes Lemma 4.7. Assume that the theorem is
true for some kX1: Then there exist t0; t1Aða; bÞ such that t0ot1 and
ð fm13fm23?3f03gÞð½t0; t1ÞCintðjMmjÞ m ¼ 1;y; k  1;
g0 :¼ ð fk13fk23?3f03gÞj½t0;t1 is a horizontal curve in Mk:
By Lemma 4.7, there exist t; t such that aot0ototot1ob and fk3g0 is a
horizontal curve in Mkþ1; so (8) and (9) are satisﬁed for n ¼ k þ 1: Since we consider
the restriction of the horizontal curve g0; it is easy to see that the condition (7) follows
from the induction assumption. &
Deﬁnition 4.9. Let fM1;y; Mng be a collection of triple sets in R2 and let f :Sn
i¼1 jMij-R2 be continuous. We say that the sequence ði0; i1;y; ikÞ; is admissible
with respect to f if
Mi0 )
f
Mi1 )
f
? )f Mik :
The next theorem is one of the basic topological results in this paper.
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Theorem 4.10. Assume fM1; M2;y; Mng is a collection of triple sets in R2;
f : U-R2 is a continuous open injection such that
Sn
i¼1 jMijCU and R is a reversing
symmetry of f :
If ði0; i1;y; ikÞ is an admissible sequence with respect to f such that
(i) there exists a horizontal curve g : ½a; b-R2 in Mi0 ; such that gð½a; bÞCFixðRÞ;
(ii) intðM leik Þ and intðMreik Þ (interior defined as in (5)) lie in different connected
components of R2\FixðRÞ:
Then there exists a periodic point uAR2 of f ; such that
RðuÞ ¼ u;
f jðuÞAintðjMij jÞ for j ¼ 0; 1;y; k;
Rð f kðuÞÞ ¼ f kðuÞ;
f 2kðuÞ ¼ u: ð10Þ
Proof. Let g : ½a; b-jMi0 j be as in (i). By Theorem 4.8 there exist numbers
aototob such that ð f k3gÞj½t;t is a horizontal curve in Mik and f kðgðtÞÞ;
f kðgðtÞÞAintðM leik Þ,intðMreik Þ:
Since ð f k3gÞj½t;t is a continuous curve and f kðgðtÞÞ and f kðgðtÞÞ lie in disjoint
connected components of R2\FixðRÞ; thus there exists t0Aðt; tÞ such that
f kðgðt0ÞÞAFixðRÞ: Put u :¼ gðt0Þ:
Since R is a reversing symmetry of f ; we have f kðuÞ ¼ f kðuÞ which proves that
gðt0ÞAintðjMi0 jÞ is a periodic point of f and f 2kðuÞ ¼ u: By Theorem 4.8 (assertion
(7)) it is clear, that (10) is satisﬁed.
Remark 4.11. In the previous theorem we do not claim anything about the principal
period of a symmetric point.
Deﬁnition 4.12. Let Mi be triple sets in R
2; i ¼ 1; 2;y; n and let S be a symmetry
(homeomorphism) of R2: We say that a collection of triple sets fM1;y; Mng is
S-symmetric if jMij-jMj j ¼ | for iaj and SðMÞ ¼ M; where M ¼
Sn
i¼1 jMij:
The next theorem gives necessary conditions for the existence of a symmetric
periodic orbit.
Theorem 4.13. Assume that f : U-R2 is a continuous open injection, R is a reversing
symmetry of f ; a collection fMigni¼1 of triple sets is R-symmetric and satisfies the
following conditions:
(i) M :¼ Sni¼1 jMijCU ;
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(ii) for all i; j ¼ 1;y; n either Mi )
f
Mj or f ðjMijÞ-jMjj ¼ |;
(iii) if Mi )
f
Mj then RðjMijÞajMjj:
If uAInvðM; f Þ is a periodic point of f such that RðuÞ ¼ u; then there exists an
admissible sequence ði0; i1;y; ikÞ with respect to f ; such that
1. RðjMi0 jÞ ¼ jMi0 j; RðjMik jÞ ¼ jMik j;
2. f rðuÞAjMir j for r ¼ 0; 1;y; k;
3. f kþrðuÞARðjMikr jÞ for r ¼ 0; 1;y; k;
4. the principal period of the point u is 2k:
Proof. Let uAInvðM; f Þ; RðuÞ ¼ u be a periodic point of f with a principal period m:
Then uAjMi0 j for some i0Af1; 2;y; ng: Since the collection fMigni¼1 is R-symmetric
we have RðjMi0 jÞ ¼ jMi0 j:
Since uAInvðM; f Þ; there exists a sequence ði0;y; imÞ; such that f rðuÞAjMir j for
0prpm and im ¼ i0: Assumption (ii) implies that
Mi0 )
f
Mi1 )
f
? )f Mim :
Since R is a reversing symmetry of f we have
f rðuÞ ¼ f rðRðuÞÞ ¼ Rð f rðuÞÞ; ð11Þ
for any 0prpm and, therefore,
f rðuÞARðjMir jÞ:
We will show, that m cannot be odd. Suppose that m ¼ 2k þ 1 for some kAZ: Let
v ¼ f kðuÞ ¼ f k1ðuÞ: Then vAjMik j and by (11) vARðjMikþ1 jÞ: Therefore,
jMik j-RðjMikþ1 jÞa|;
which is possible only when jMik j ¼ RðjMikþ1 jÞ: However, this contradicts
assumption (iii).
Therefore, m ¼ 2k is an even number. Moreover, RðjMik jÞ ¼ jMik j: To prove
assertion (3) let us observe that from (11)
f kþrðuÞ ¼ f 2kðkrÞðuÞ ¼ f ðkrÞðuÞARðjMikr jÞ
for r ¼ 0;y; k: The proof is ﬁnished. &
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5. The Kuramoto–Sivashinsky equation
Consider the Kuramoto–Sivashinsky equation
ut þr4u þr2u þ 12 jruj2 ¼ 0: ð12Þ
Michelson [7,8] observed that when Eq. (12) is solved numerically on a large interval
loxol with periodic boundary conditions, then the solutions tend to a turbulent
state and have the form uðx; tÞ ¼ c20t þ uðx; tÞ; where c0E1:04 and u is bounded.
Assuming that u is independent of t; we can ask for the existence of solutions of
Eq. (12) of the form uðx; tÞ ¼ c2t þ uðxÞ: Setting y ¼ u0ðxÞ; a solution of (12)
reduces to
y000 þ y0 ¼ c2  1
2
y2: ð13Þ
Troy [13] considered Eq. (13) with the parameter c ¼ 1: He proved the existence of
two odd periodic solutions of (13) (see Fig. 1). Moreover, he conjectured the
existence of a third odd periodic solution. All of them correspond to the solution of
(12) of the form uðx; tÞ ¼ c2t þ uðxÞ; where u is periodic. Moreover, Troy proved
the existence of two heteroclinic connections between the equilibrium points
ð7 ﬃﬃﬃ2p ; 0; 0Þ:
Similar results were shown by Mrozek and ’Zelawski [11]. They proved, using
Conley index theory, the existence of a family of heteroclinic connections between
equilibrium points for all parameter values lA½0; 1; c ¼ 1 for the equation
y000 þ ly0 ¼ c2  1
2
y2:
We rewrite Eq. (13) as the system
’x ¼ y;
’y ¼ z;
’z ¼ c2  y  12 x2:
8><
>:
ð14Þ
In the sequel we will study Eq. (14).
Observe that the vector ﬁeld of the Kuramoto–Sivashinsky equation is tangent to
the plane fðx; y; 0Þjx; y;ARg only on the parabola
L :¼ fðx; c2  1
2
x2; 0Þ j xARg:
Hence, we can deﬁne a local Poincare´ section
Y :¼ fðx; y; 0Þ j x; yARg\LCR3: ð15Þ
Let P : Y Y denote the Poincare´ map for the ﬂow induced by Eq. (14). Since
the z coordinate is zero on Y we will use only the ðx; yÞ coordinates to describe a
point on Y:
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5.1. Symmetries in the Kuramoto–Sivashinsky equation
Let us observe that Eq. (14) admits the following reversing symmetry:
Rðx; y; zÞ ¼ ðx; y;zÞ:
Since RðYÞ ¼ Y; Lemma 3.3 implies that
R : Y{ðx; yÞ-ðx; yÞAY
is a reversing symmetry for the Poincare´ map.
Notice, that if a solution ðxðÞ; yðÞ; zðÞÞ of (14) is symmetric, then xðÞ is an odd
solution of (13).
5.2. Main results
In this section, we present more precise statements and proofs of the main
theorems.
We deﬁne ﬁve triple sets Ni ¼ tðci; ui; siÞ; i ¼ 1; 2; 3; 4; 5; where
c1 ¼ ð0:00; 1:55Þ; u1 ¼ ð0:14; 0:06Þ; s1 ¼ ð0:14; 0:06Þ;
c2 ¼ ð0:00; 0:51Þ; u2 ¼ ð0:09; 0:13Þ; s2 ¼ ð0:09; 0:13Þ;
c3 ¼ ð1:41; 0:97Þ; u3 ¼ ð0:06; 0:05Þ; s3 ¼ ð0:06; 0:05Þ;
c4 ¼ ð0:00;2:35Þ; u4 ¼ ð0:06; 0:10Þ; s4 ¼ ð0:06; 0:10Þ;
c5 ¼ ð1:41; 0:97Þ; u5 ¼ ð0:06; 0:05Þ; s5 ¼ ð0:06; 0:05Þ:
These sets are chosen as neighborhoods of the intersections of periodic orbits found
by Troy [13] with the local Poincare´ section Y (15)—see Fig. 1.
Let N ¼ S5i¼1 jNij and observe that NCY: Moreover, the collection fNig5i¼1 is
R-symmetric, where R is the symmetry of the Poincare´ map for the Kuramoto–
Sivashinsky equation.
We have the following lemma.
Lemma 5.1. Let P : Y Y denote the Poincare´ return map for the Kuramoto–
Sivashinsky equation. Then NCdomðPÞ and
N2 )
P
N3 )
P
N4 )
P
N5 )
P
N2;
N1 )
P
N4 )
P
N1:
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Moreover,
PðjN1jÞ-ðjN1j,jN2j,jN3j,jN5jÞ ¼ |;
PðjN2jÞ-ðjN2j,jN1j,jN4j,jN5jÞ ¼ |;
PðjN3jÞ-ðjN3j,jN1j,jN2j,jN5jÞ ¼ |;
PðjN4jÞ-ðjN4j,jN2j,jN3jÞ ¼ |;
PðjN5jÞ-ðjN5j,jN1j,jN3j,jN4jÞ ¼ |: ð16Þ
A computer-assisted proof of this lemma will be presented in Section 6. The
numerical evidence of the existence of covering relations established in Lemma 5.1 is
presented in Fig. 4 and Fig. 5.
Since jNij-jNj j ¼ | for iaj; we can deﬁne the transition matrix (see
Deﬁnition 4.3) for the Poincare´ map P with respect to fN1;y; N5g:
Remark 5.2. The transition matrix for P with respect to fN1;y; N5g is
M ¼
0 0 0 1 0
0 0 1 0 0
0 0 0 1 0
1 0 0 0 1
0 1 0 0 0
2
6666664
3
7777775
:
Proof. Our assertion is a direct consequence of Deﬁnition 4.3 and Lemma 5.1. &
Now we can give the precise statement of the main theorems.
Theorem 5.3. Let P : Y Y denote the Poincare´ map of the Kuramoto–Sivashinsky
equation. Let p : InvðN; PÞ-Sn be defined as in Deﬁnition 4.4. Then
SM ¼ pðInvðN; PÞÞ:
Moreover, the preimage of every periodic sequence in SM contains a periodic point of P
with the same principal period.
Proof. From Remark 5.2 and Theorem 4.5 it follows that SMCpðInvðN; PÞÞ and the
preimage of every periodic sequence in SM contains a periodic point of P with the
same principal period.
We will prove that pðInvðN; PÞÞCSM : If xAInvðN; PÞ then there exists a sequence
ðijÞjAZ; such that PjðxÞAjNij j for jAZ:
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One observes that (16) implies that if xAjNkj and PðxÞAjNl j then Nk )
P
Nl :
This shows, that for all jAZ; Nij )
P
Nijþ1 : Therefore, ðijÞjAZASM and pðxÞ ¼
ðijÞjAZASM : &
Theorem 5.4. Let ði0; i1;y; ikÞ be an admissible sequence with respect to P; such that
i0; ikAf1; 2; 4g: Then there exists a symmetric periodic point u of P; such that
PrðuÞAintðjNir jÞ; for r ¼ 0;y; k;
RðPkðuÞÞ ¼ PkðuÞ;
PkþrðuÞAintðRðjNikr jÞÞ; for r ¼ 0;y; k:
Proof. Observe that FixðRÞ ¼ fðx; 0ÞAYg and FixðRÞ-jNij may be parameterized
as a horizontal curve in Ni for i ¼ 1; 2; 4: Moreover, by the deﬁnition of the
sets Ni; intðNrei Þ and intðN lei Þ lie in different connected components of R2\FixðRÞ
for i ¼ 1; 2; 4: Since the assumptions of Theorem 4.10 are satisﬁed for the
sequence ði0; i1;y; ikÞ; our assertion is a direct consequence of Lemma 5.1 and
Theorem 4.10. This periodic solution corresponds to an odd solution of
Eq. (13). &
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Fig. 4. The numerical evidence of the existence of covering relations established in Lemma 5.1. Red and
blue colors (when in color) correspond to vertical edges and their images. Compare Fig. 5.
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Theorem 5.5. Let ðijÞjAZ be a periodic admissible sequence with respect to P with
principal period n: Assume for all k ¼ 0;y; n  1 there exists rAf0;y; n  1g; such
that RðjNikþr jÞajNikr j: Then there exists a periodic point uAjNi0 j; such that
PjðuÞAjNij j; for 0pjpn: ð17Þ
Moreover, RðoðuÞÞ-oðuÞ ¼ | (i.e. the orbit of u is not R-symmetric).
Proof. By Theorem 4.5 there exists a periodic point uAjNi0 j satisfying (17).
We show, that the orbit of u cannot be symmetric. Assume, this is not true. By [5,
Proposition 1.2.2] an orbit of u is symmetric iff there exists a point x0AoðuÞ; such
that x0AFixðRÞ,FixðP3RÞ: First we show, that x0AFixðRÞ: By (16) we have
PðRðjNmjÞÞ-jNmj ¼ |;
for m ¼ 1;y; 5: Therefore, FixðP3RÞ-N ¼ | and x0AFixðRÞ: Let x0 ¼ PkðuÞ for
some kAf0;y; n  1g: From the assumption of the theorem, there exists
ARTICLE IN PRESS
x
y
-0.3 -0.2 -0.1 0 0.1 0.2
-2.65
-2.45
-2.25
-2.05
x
y
1.1 1.2 1.3 1.4 1.5 1.6
0.9
1
1.1
1.2
x
y
-0.15 -0.05 0.05 0.15 0.25
-2.7
-2.5
-2.3
-2.1
x
y
-0.2 -0.1 0 0.1 0.2
0.3
0.4
0.5
0.6
0.7
x
y
-1.9 -1.5 -1.9 -1.9 0.1 0.6 1.1
0.5
0.8
1.1
1.4
1.7
2
Fig. 5. An enclosure of the image of boundaries of sets jNij; i ¼ 1;y; 5: Compare Fig. 4.
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rAf0;y; n  1g; such that RðjNikþr jÞajNikr j: Since x0 ¼ Rðx0Þ ¼ PkðuÞ; we have
Prðx0Þ ¼ PrðRðx0ÞÞ ¼ RðPrðx0ÞÞARðjNikþr jÞ:
Since Prðx0Þ ¼ PkrðuÞAjNikr j; we get
RðjNikþr jÞ-jNikr ja|:
Observe that the collection fNjg5j¼1 is R-symmetric, hence RðjNikþr jÞ ¼ jNikr j—a
contradiction. &
Proof of Theorem 1.2. The existence of an inﬁnite number of symmetric periodic
solutions follows from Theorem 5.4, because we have an inﬁnite number of
admissible chains satisfying the assumptions of Theorem 5.4, for example
ð1; ð4; 5; 2; 3Þk; 4; 1Þ; for kX1:
The existence of an inﬁnite number of nonsymmetric periodic solutions follows
from Theorem 5.5, because we have an inﬁnite number of admissible sequences
satisfying the assumptions of Theorem 5.5, for example
ð1; 4; 5; 2; 3; 4; 5; 2; 3; 4; 1; 4; 1; 4; 5; 2; 3; 4; ð1; 4; 1; 4ÞnÞ; for nX2: ð18Þ
We show that (18) satisﬁes the assumptions of Theorem 5.5. Assume, that there
exists a shift of (18), such that (18) has the form
ðRðakÞ ¼ ak; Rðak1Þ;y; Rða1Þ; a0 ¼ Rða0Þ; a1;y; ak1Þ; ð19Þ
where Rð1Þ ¼ 1; Rð2Þ ¼ 2 Rð3Þ ¼ 5; Rð4Þ ¼ 4; Rð5Þ ¼ 3: First we show a0 ¼ 2 or
ak ¼ 2: Observe, that in the chain ða1;y; ak1; Rða1Þ;y; Rðak1ÞÞ there must be an
even number of 2: Since in the chain (18), 2 appears exactly three times, we get a0 ¼ 2
or ak ¼ 2: Without loss of generality, we may assume a0 ¼ 2:
We have three possibilities:
ð
%
1; 4; 5; 2
a0
; 3; 4;
%
5; 2; 3; 4; 1; 4; 1; 4; 5; 2; 3; 4; ð1; 4; 1; 4ÞnÞ;
ð1; 4; 5; 2;
%
3; 4; 5; 2
a0
; 3; 4;
%
1; 4; 1; 4; 5; 2; 3; 4; ð1; 4; 1; 4ÞnÞ;
ð1; 4; 5; 2; 3; 4; 5; 2;
%
3; 4; 1; 4; 1; 4; 5; 2
a0
; 3; 4; 1; 4; 1; 4;
%
1; 4; 1; 4; ð1; 4; 1; 4Þn2Þ:
In each case, we underline the position, where the symmetry R is not satisﬁed.
Therefore, for nX2 the sequence (18) satisﬁes the assumptions of Theorem 5.5. &
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6. Computer-assisted proof of Lemma 5.1
Throughout this section we will use bold letters to denote intervals, interval
vectors or interval matrices. Matrices will be denoted by capital letters.
In order to use a computer to integrate an ODE we need to choose a class of
representable subsets of Rn: The set which has the simplest machine representation is
the cartesian product of intervals (interval vector). It is well known that integration
of ODEs using just interval arithmetic gives very rough bounds and leads to the
wrapping effect. This problem was discussed in detail in [12,18]. To reduce the
wrapping effect we use sets of the form xþ C  r0 þ B  r; where x; r; r0 are interval
vectors, and C;B are interval matrices.
Such sets were called doubletons in [12]. The following data structure is used to
store the doubleton:
doubleton ¼ record
x; r; r0 : intervalVector;
C;B : intervalMatrix;
end;
Only a small class of the subsets of Rn can be represented in such a form. We can
extend the class of representable sets if we take a union of doubletons.
6.1. The Lohner method
Consider an ODE
x0 ¼ f ðxÞ; f : Rn-Rn: ð20Þ
If f is a smooth function, then one can use the Taylor method to integrate (20). The
basic idea is to compute the Taylor series of the solution knowing the coefﬁcients of
the Taylor series of f : Moreover, it is possible to compute the Jacobian matrix @f@x;
where f is the local dynamical system induced by (20). If f is a polynomial of order
2; then we have an explicit formula for the Taylor coefﬁcients of any solution and the
associated Jacobian matrix [18].
Assume that we are interested in ﬁnding a bound of the solution of (20) with
initial condition xð0ÞAvCRn; after time h40: The algorithm Lohner4 is one
of the most effective methods for integrating an ODE. It was described
in [12].
Here we do not recall this algorithm but only the header:
function Lohner4(p : doubleton): doubleton;
The actual used implementation of the Lohner4 algorithm is based on the Taylor
method. Let us stress that in this implementation each procedure computing Taylor
coefﬁcients both of the solution and Jacobian part returns Fail and stops the
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program in the case if needed computations lead to blowup or necessary enclosure
cannot be computed.
Theorem 6.1. Assume p is a doubleton, t be a time step of the Lohner4 method. If the
computation of Lohner4ðpÞ stops and does not returns Fail then for all solutions of an
ODE with xð0ÞAp holds xðhÞALohner4ðpÞ; where h is the time step used in the
Lohner4 algorithm.
The following algorithm was used to compute a bound of Poincare´ map PðxÞ;
where x is a doubleton. Assume that the Poincare´ cross section is given by g1ð0Þ;
where g : Rn-R is smooth.
Algorithm 6.2.
function Poincare(p : doubleton): intervalVector;
var
ss; h; c; s : interval;
bs; r : intervalVector;
q : doubleton;
begin
p :¼ Lohner4ðpÞ;
bs :¼ p:xþ p:C  p:r0 þ p:B  p:r;
s :¼ gðbsÞ;
while gðp:xþ p:C  p:r0 þ p:B  p:rÞ  s40 do
begin
q :¼ p;
p :¼ Lohner4ðpÞ;
end;
ss :¼ 0;
bs :¼ q:xþ q:C  q:r0 þ q:B  q:r;
while not gðq:xþ q:C  q:r0 þ q:B  q:rÞ  so0 do
begin
ss :¼ ssþ h;
q :¼ Lohner4ðqÞ;
end;
r :¼ an enclosure for the whole trajectory fðbs; ½0; ssÞ;
if 0Af ðrÞ  rgðrÞ then return Fail;
return r;
end.
We have the following theorem.
Theorem 6.3. Assume Algorithm 6.2 is called with parameter p: If the algorithm stops
and does not return Fail then pCdomðPÞ and P is continuous on p: Moreover, for xAp;
PðxÞAPoincareðpÞ:
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In order to prove Lemma 5.1 we need to show that the Poincare´ map exists. This
assertion will be proved as follows. Let Z be one of the sets Ni: We represent the set
Z as a ﬁnite union of small parallelograms Zi and each of the Zi’s is used as an initial
condition for our subroutine computing the Poincare´ map P: We divide the
horizontal edges into n equal parts (a horizontal grid) and vertical edges into m equal
parts (a vertical grid) and hence we cover Z by n  m parallelograms. Our subroutine
was constructed such that, if completed successfully, it proves that Zi is contained in
the domain of P and the computed image contains PðZiÞ: Our subroutine is based on
the C0 Lohner algorithm [6,12,18].
The triple sets N ¼ tðc; u; sÞ are recorded as
TripleSet ¼ record
c; u; s : intervalVector;
end;
To prove the existence of the Poincare´ map we use the following algorithm
Algorithm 6.4.
procedure exists (TS : TripleSet, n, m: integer);
var
i,j : integer;
q : interval;
hs; vs; hr; vr; s : intervalVector;
p : doubleton;
begin
q :¼ intervalð0:; 1:Þ;
hs :¼ 2  TS:u=n;
vs :¼ 2  TS:s=m;
hr :¼ hs  q;
vr :¼ vs  q;
for i :¼ 0 to n 1 do
begin
for j :¼ 0 to m 1 do
begin
p :¼ doubletonðTS:c TS:u TS:sþ i  hsþ j  vsþ hrþ vrÞ;
Poincare(p);
end;
end;
end.
We have the following theorem.
Theorem 6.5. Assume Algorithm 6.4 is called with its arguments satisfying the
following conditions jTSjCg1ð0Þ and n40;m40; where g1ð0Þ defines the Poincare´
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section. If the algorithm stops and does not return Fail then jTSjCdomðPÞ where P
denotes the Poincare´ return map of (20). Moreover, P is continuous on jTSj:
We ran the Algorithm 6.4 ﬁve times (because we have ﬁve triple sets) with
parameters listed in Table 1. The algorithm stopped and did not return Fail, hence
we claim that the existence of the Poincare´ map on
P5
i¼1 jNij has been veriﬁed. It is a
well-known fact that the Poincare´ map is smooth on its domain (it is an easy
consequence of the implicit function theorem).
In principle the same rigorous computations can be used to obtain both the
existence of the Poincare´ map and the covering relations, but in practice it needs an
enormous amount of computation.
The reason is as follows. The proof of the existence of the Poincare´ map requires
computations on two-dimensional sets. Usually, it is not sufﬁcient to insert the whole
set as the initial condition into the procedure computing the Poincare´ map and we
are forced to divide the set into smaller parallelograms (see Table 1). The number of
these parallelograms can be quite large when tight bounds are required.
To reduce our computations to the boundary of a t-set we use the following
lemma.
Lemma 6.6. Assume N; M are triple sets and f : jNj-R2 is injective. Then N )f M if
and only if
a0: f ðbdðjNjÞÞCintðM l,jMj,MrÞ;
b: either f ðN leÞCintðM lÞ and f ðNreÞCintðMrÞ or f ðN leÞCintðMrÞ and f ðNreÞC
intðM lÞ
Proof. The proof of this lemma follows easily from the Brouwer–Jordan Theorem.
&
The veriﬁcation of covering relations requires the following functions:
1. checking if an interval vector lies in the right side of a t-set;
2. checking if an interval vector lies in the left side of a t-set;
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Table 1
Parameter settings of the Taylor method and Algorithm 6.4 used in the proof of the existence of Poincare´
map in Lemma 5.1
TripleSet TS Order Step Horizontal grid—n Vertical grid—m
N1 3 0.1 3 3
N2 3 0.1 5 5
N3 3 0.1 1 1
N4 3 0.1 11 11
N5 3 0.1 2 2
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3. checking if an interval vector lies in the interior of the union of left side, right side
and support of a t-set;
4. checking if an interval vector has empty intersection with a t-set.
We use the following simple functions:
function rightSide(TS : TripleSet, v:intervalVector):integer;
function leftSide(TS : TripleSet, v:intervalVector):integer;
function across(TS : TripleSet, v : intervalVector):integer;
function outside(TS : TripleSet, v : intervalVector):integer;
verifying conditions (1–4).
Now we can formulate the basic algorithm which proves the remainder assertions
of Lemma 5.1.
Algorithm 6.7
function compute edge(
M : TripleSet,
p;q : intervalVector,
order,grid: integer,
(f)( TS : TripleSet, v :intervalVector):integer
) :integer;
var
s; r : intervalVector;
i : integer;
begin
s :¼ ðp qÞ=grid;
for i :¼ 0 to grid-1 do
begin
r :¼ pþ i  sþ ½0; 1  s;
r :¼ PoincareðrÞ;
if not f(M,r) then return false;
end;
return true;
end.
Theorem 6.8. Assume Algorithm 6.7 is called with its arguments. If the algorithm stops
and returns true then for all vA½p; q f ðM; vÞ returns true.
Let us denote the bottom and top edges of the triple set by Nbe and N te;
respectively. More precisely for N ¼ tðc; u; sÞ put
Nbe ¼ c  s þ ½1; 1  u; ð21Þ
N te ¼ c þ s þ ½1; 1  u: ð22Þ
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We ran Algorithm 6.7 for each edge of N1;y; N5 with arguments listed in Table 2.
Pointers to a function f were chosen so we were sure that we veriﬁed needed
inclusion for covering relation (the ﬁrst column). It was always a conjunction of
functions leftSide(), rightSide(), across() and outside(). For example, to prove that
PðN le1 ÞCNr4 we used the condition
rightSide(N4;) and outside(N1; ) and outside(N2; )
and outside(N3; ) and outside(N5; );
Actual images obtained in computations are presented in Fig. 5. The program
took 7 s on an Intel Celeron 1:1 GHz processor (both the existence of the Poincare´
map and the veriﬁcation of the covering relations).
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Table 2
Parameters of the Taylor method and Algorithm 6.7 used in the proof of Lemma 5.1
Covering relation—TS Edge—p and q Grid Order Step
Nbe1 10 4 0.1
N te1 13 4 0.1
N1 )
P
N4
Nre1 5 4 0.1
N le1 7 4 0.1
Nbe2 51 4 0.1
N te2 71 4 0.1
N2 )
P
N3
Nre2 23 4 0.1
N le2 60 4 0.1
Nbe3 9 4 0.1
N te3 7 4 0.1
N3 )
P
N4
Nre3 5 4 0.1
N le3 5 4 0.1
Nbe4 44 4 0.1
N4 )
P
N1
N te4 45 4 0.1
N4 )
P
N5
Nre4 3 4 0.1
N le4 3 4 0.1
Nbe5 9 4 0.1
N te5 15 4 0.1
N5 )
P
N2
Nre5 10 4 0.1
N le5 11 4 0.1
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The algorithms were implemented in C++ and the source codes are available at
[14]. The algorithms use an implementation of interval arithmetic, vector arithmetic
and set algebra developed at Jagiellonian University by CAPD group [2].
7. Conclusions and the future work
We conjecture, that the method introduced in Section 4 can be applied without
any modiﬁcations to the Planar Restricted Circular Three Body Problem (see [15]) or
the He´non–Hiles hamiltonian (see [1]).
Moreover, we conjecture that the symbolic dynamics resulting from Theorem 5.3
constitutes a basis to prove the existence of an inﬁnite number of heteroclinic
connections between the equilibrium points ð7 ﬃﬃﬃ2p ; 0; 0Þ: We are convinced, that our
method provides a good platform for the proof of such a hypothesis.
The numerical evidence of this conjecture is presented on Figs. 6 and 7.
Hence, we formulate the following hypothesis.
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Fig. 6. Numerical evidence of the existence of a heteroclinic connection built on the sequence ð2; 3; 4Þ:
Initial condition uEð0; 0:490561; 0Þ:
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Fig. 7. Numerical evidence of the existence of a heteroclinic connection built on the sequence ð1; 4; 1; 4Þ:
Initial condition uEð0; 1:5242264389; 0Þ:
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Conjecture. Let ði0; i1;y; ikÞ be an admissible sequence with respect to P such that
i0Af1; 2; 4g and ik ¼ 4: Then there exists a solution u of the Kuramoto–Sivashinsky
equation satisfying the following properties:
1. the solution exists for all times tAR;
2. there is a sequence 0 ¼ t0ot1oyotk such that uðtjÞAjNij j; uðtjÞARðjNij jÞ for
j ¼ 1;y; k and uðt0 ¼ 0ÞAjNi0 j-FixðRÞ;
3. limt-N uðtÞ ¼ ð
ﬃﬃﬃ
2
p
; 0; 0Þ and limt-N uðtÞ ¼ ð
ﬃﬃﬃ
2
p
; 0; 0Þ:
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