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GENERIC POINTS OF SHIFT-INVARIANT MEASURES IN
THE COUNTABLE SYMBOLIC SPACE
AIHUA FAN, MINGTIAN LI, AND JIHUA MA
Abstract. We are concerned with sets of generic points for shift-invariant
measures in the countable symbolic space. We measure the sizes of the
sets by the Billingsley-Hausdorff dimensions defined by Gibbs measures.
It is shown that the dimension of such a set is given by a variational
principle involving the convergence exponent of the Gibbs measure and
the relative entropy dimension of the Gibbs measure with respect to the
invariant measure. This variational principle is different from that of
the case of finite symbols, where the convergent exponent is zero and
is not involved. An application is given to a class of expanding interval
dynamical systems.
1. Introduction
Consider the countable symbolic space X = NN endowed with the product
topology and the shift mapping T on X defined by
T (x1x2x3 · · · ) = (x2x3x4 · · · ).
For any T -invariant Borel probability measure µ (we write µ ∈ M(X,T )),
define the set of µ-generic points by
Gµ :=
{
x ∈ X : lim
n→∞
1
n
Snf(x) =
∫
X
f dµ for all f ∈ Cb(X)
}
,
where Snf(x) :=
∑n−1
i=0 f(T
ix) is the n-th ergodic sum of f and Cb(X)
denotes the space of all bounded real-valued continuous functions on X.
Our aim in this paper is to investigate the size of Gµ by studying its
Hausdorff dimension with respect to different metrics. Let ν be another
probability measure supported on the whole space X. It induces a metric
ρν on N
N as follows: if x = y, define ρν(x, y) = 0; otherwise
ρν(x, y) = ν([x1 · · · xn]),
where n = inf{k ≥ 0 : xk+1 6= yk+1} and [x1 · · · xn] (called cylinder) is the
set of all sequences having x1 · · · xn as prefix. The Hausdorff dimension of
a subset of X with respect to the metric ρν is the Billingsley dimension
defined by ν ([2]).
In this paper, we only consider metrics defined by Gibbs measures (see the
definition of Gibbs measure in Section 2. See also [25]). Let ϕ : X → R be
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a function, called a potential. For any n > 1, we define its n-order variation
by
varnϕ := sup{|ϕ(x) − ϕ(y)| : xi = yi, for 1 6 i 6 n}.
We say that ϕ has summable variations if
∞∑
n=2
varnϕ <∞.
The Gurevich pressure of a potential ϕ with summable variations is defined
to be the limit
Pϕ := lim
n→∞
1
n
ln
∑
Tnx=x
eSnϕ(x)1[a](x),
where a ∈ N ([23]). It is shown that the limit exists and is independent of
a. It is known ([24]) that a potential function ϕ with summable variations
admits a unique Gibbs measure ν iff var1ϕ <∞ and the Gurevich pressure
Pϕ <∞.
As we shall prove, the Billingsley dimension dimν Gµ is tightly related to
the convergence exponent of ν, which is defined by
αν := inf
{
t > 0 :
∞∑
n=1
ν([n])t < +∞
}
.
It is evident that αν 6 1. We will prove that if the measure theoretic entropy
hν is the infinity we have αν = 1 (see Section 2.2). For µ ∈ M(X,T ), define
the (relative) entropy dimension of ν with respect to µ by
β(ν|µ) := lim sup
k→∞
lim sup
N→∞
∑
ω∈Σk
N
µ([ω]) ln µ([ω])∑
ω∈Σk
N
µ([ω]) ln ν([ω])
where ΣkN = {1, · · · , N}
k. Our main result is the following.
Theorem 1. Let µ ∈ M(X,T ) be an invariant Borel probability measure
and ϕ be a potential function of summable variations admitting a unique
Gibbs measure ν with convergence exponent αν . We have
(1) dimν Gµ = max {αν , β(ν|µ)} .
Let us apply (1) to two examples. First, when µ = ν, we have β(ν|ν) = 1.
Then dimν Gν = 1. This can be obtained by the Birkhoff ergodic theo-
rem, because ν is ergodic and of dimension 1. Second, consider the invari-
ant measure δx where x = 1
∞. It is easily seen that β(ν|δx) = 0. Thus
dimν Gδx = αν . This is not trivial. It reflects the difference between the
case of finite symbols and that of countable symbols.
A potential function ϕ admitting a Gibbs measure is upper bounded,
so that the integral
∫
X ϕdµ is well defined as a number in the interval
[−∞,+∞). For µ ∈ M(X,T ), define the relative entropy of ν with respect
to µ by
h(ν|µ) := lim sup
k→∞
−
1
k
∑
ω∈Nk
µ([ω]) ln ν([ω]).
3As we shall see (see Proposition 8),
h(ν|µ) = Pϕ −
∫
X
ϕdµ.
The dimension formula (1) can be expressed by entropies. Suppose µ 6= ν.
If h(ν|µ) is finite, then β(ν|µ) =
hµ
h(ν|µ) (see Proposition 11). Thus we have
dimν Gµ = max
{
αν ,
hµ
h(ν|µ)
}
.
If h(ν|µ) is the infinity, we have αν > β(ν|µ) (see Proposition 11). It follows
that
dimν Gµ = αν .
Let us present the idea of the proof. In the case of µ = ν, we have
dimν Gν = 1 because the Gibbs measure ν is ergodic and of dimension
1. In the case of µ 6= ν, we first prove that for any µ ∈ M(X,T ) there
exists a sequence of ergodic Markov measures {µj}j>1 which converge in
w∗-topology to µ, and hµj tends to hµ whenever hµ is finite. Second, we
show that αν is a universal lower bound by constructing a Cantor subset
of Gµ. For the other part of lower bound we distinguish two cases: in the
case of h(ν|µ) < +∞, we construct a subset of Gµ by using the sequence of
ergodic Markov measures {µj}j>1 and show dimν Gµ >
hµ
h(ν|µ) ; in the case
of h(ν|µ) = +∞, we show αν > β(ν|µ). For the upper bound, we adapt
a standard argument by using an estimation on the entropy of subword
distribution which has combinatoric feather (see [12]).
In 1973, Bowen considered the set of generic points Gµ in the setting of
topological dynamical system T : X → X over compact metric space X.
Bowen ([3]) proved that for any T -invariant Borel probability measure µ
the topological entropy of the set of generic points Gµ is bounded by the
measure theoretic entropy hµ. Fan, Liao and Peyrie`re ([10]) showed that
an equality holds if T satisfies the specification condition. In the case of
finite symbolic space, a study of the Billingsley dimension of Gµ with re-
spect to a shift-invariant Markov measure ν was performed by Cajar ([4]).
He proved that dimν Gµ is equal to the entropy dimension of ν with respect
to µ. Olivier ([17]) extended this result to Billingsley dimension with re-
spect to a shift-invariant g-measure. Furthermore, Ma and Wen ([15]) even
showed that the Hausdorff and Packing measure of Gµ satisfy a zero-infinity
law. On the other hand, Gurevich and Tempelman ([13]) consider Gµ on
high-dimensional finite symbolic systems. They evaluated the Hausdorff
dimension of Gµ with respect to a wide class of metrics including Billlings-
ley metrics generated by Gibbs measures. Actually, there have been many
works done on the generic points set ([4, 6, 13, 19, 20], see also the refer-
ences therein). In the case of infinite symbolic space, the situation changes.
Liao, Ma and Wang ([14]) considered the set of continued fractions with
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maximal frequency oscillation. They proved that the set possessed Haus-
dorff dimension 12 . This constant
1
2 was first observed there. Fan, Liao and
Ma ([8]) considered sets of real numbers in [0, 1) with prescribed frequencies
of partial quotients in their regular continued fraction expansions. They
showed that 12 is a universal lower bound of the Hausdorff dimensions of
these frequency sets. Furthermore, Fan, Liao, Ma and Wang ([9]) consid-
ered the Hausdorff dimension of Besicovitch-Eggleston subsets in countable
symbolic space. They found that the dimensions possess a universal lower
bound depending only on the underlying metric.
Later, Fan, Jordan, Liao and Rams ([11]) considered expanding interval
maps with infinitely many branches. They obtained multifractal decompo-
sitions based on Birkhoff averages for a class of continuous functions with
respect to the Eulidean metric.
Theorem 1 will be applied to study the generic points of invariant mea-
sures in the Gauss dynamics which is related to the continued fractions.
Actually, our result can be applied to a class of expanding interval mapping
system. Recall that the Gauss transformation S : [0, 1) → [0, 1) is defined
by
S(0) := 0, S(x) :=
1
x
−
⌊
1
x
⌋
, ∀x ∈ (0, 1).
Let ℓ be an S-invariant Borel probability measure on [0, 1) and let Gℓ be the
set of ℓ-generic points. Consider the potential function
φs(x) = −s ln |S
′(x)| = 2s ln x
for s > 12 . The Gauss system is naturally coded by N
N. It is known that
φs has summable variations and admits a unique Gibbs measure ηs whose
convergence exponent is denoted by αs. By a standard technique of trans-
ferring dimension results from the symbolic space to the interval [0, 1), we
obtain the following result.
Theorem 2. Let ℓ ∈ M([0, 1), S) be an S-invariant Borel probability mea-
sure and s > 12 . If −
∫ 1
0 lnxdℓ(x) <∞, then
dimηs Gℓ = max
{
αs,
hℓ
Pφs − 2s
∫ 1
0 lnxdℓ(x)
}
;
otherwise, we have
dimηs Gℓ = αs;
Remark that the Gurevich pressure Pφs equals the infinity if s 6
1
2 and
the case s = 1 of Theorem 2 corresponds to Theorem 1.2 in [11].
The paper is organized as follows. In Section 2, we give some pre-
liminaries. Section 3 is devoted to the construction of a µ-generic point
x = (xn)n>1 ∈ Gµ satisfying xn 6 an, where {an}n>1 is a sequence of posi-
tive integers tending to the infinity. Using this point as seed we construct a
Cantor subset of Gµ and we obtain the lower bound for dimν Gµ
54. Section 5 is concerned with the upper bound for dimν Gµ. In Section 6,
Theorem 1 is applied to a class of expanding interval dynamics including
the Gauss dynamics and Theorem 2 is proved there.
2. Preliminaries
In this section, we will make some preparations: introducing a metric
to describe the w∗-convergence in M(X), discussing Gibbs measures and
defining the convergence exponent of a given measure, approximating a T -
invariant measure by ergodic Markov measures and discussing the relative
entropy of Gibbs measure with respect to a given T -invariant measure, ap-
proximating the above mentioned Markov measure by orbit measures.
First of all, let us begin with some notation. We denote by X the count-
able symbolic space NN endowed with the product topology and define the
shift map T : X → X by
(Tx)n = xn+1.
An element (x1 · · · xn) ∈ N
n is called an n-length word. Let A∗ =
⋃∞
n=0 N
n
stand for the set of all finite words, where N0 denotes the set of empty word.
Given x = (x1x2 · · · ) ∈ X and m > n > 1,
x|mn = (xn · · · xm)
denotes a subword of x. For ω = (ω1 · · ·ωn) ∈ N
n, the n-cylinder [ω] is
defined by
[ω] = {x ∈ X : x|n1 = ω}.
We will denote by Cn the set of all n-cylinders for n > 0. There is a one-to-
one correspondence between Nn and Cn. Let C∗ =
⋃∞
n=0 C
n denote the set
of all cylinders. For j,N > 1 we will write
ΣjN = {1, · · · , N}
j , CjN = {[ω] : ω ∈ Σ
j
N}.
2.1. Metrization of the w∗-topology. Recall thatM(X) denotes the set
of Borel probability measures on X. We endowM(X) with the w∗-topology
induced by Cb(X). Let us introduce a metric to describe the w
∗-topology
of M(X).
For every cylinder [ω] ∈ C∗, we choose a positive number a[ω] so that∑
[ω]∈C∗
a[ω] = 1,
where the sum is taken over all cylinders. For µ, ν ∈ M(X), define
d∗(µ, ν) =
∑
[ω]∈C∗
a[ω]|µ([ω])− ν([ω])|.
The following proposition shows that the metric d∗ is compatible with the
w∗-topology of M(X).
Proposition 3. Let {µn}n>1 ⊂M(X) and µ ∈ M(X). Then µn converges
in w∗-topology to µ if and only if limn→∞ d
∗(µn, µ) = 0.
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Proof. Suppose µn converges in w
∗-topology to µ, so that limn→∞ µn([ω]) =
µ([ω]) for any ω ∈ A∗. Let ǫ > 0. Since (a[ω])[ω]∈C∗ is a probability on the
set of all cylinders, there exists a large integer K > 1 such that
(2)
∑
[ω]/∈DK
a[ω] 6
ǫ
4
,
where DK = {[ω] ∈ C
m
K : 1 6 m 6 K}. Since DK is a finite set, we can find
a positive integer N > 1 such that for any n > N we have
(3)
∑
[ω]∈DK
|µn([ω])− µ([ω])| 6
ǫ
2
.
Then, by (2), (3) and the fact that µn([ω]) 6 1, we have
d∗(µn, µ) = (
∑
[ω]/∈DK
+
∑
[ω]∈DK
) a[ω]|µn([ω])− µ([ω])| 6 ǫ
for n > N . Thus we have proved limn→∞ d
∗(µn, µ) = 0.
Conversely, suppose limn→∞ d
∗(µn, µ) = 0. This implies immediately that
for any [ω] ∈ C∗, µn([ω]) −→ µ([ω]) as n→∞ . We finish the proof by using
the following lemma which can be found in ([2], p.17).
Lemma 4. Let Y be a metric space and A be a family of subsets of Y . Then
µn converges in w
∗-topology to µ if the following conditions are satisfied:
(1) A is closed under the finite intersection,
(ii) any open set U can be written as U =
⋃∞
n=1An with An ∈ A,
(iii) for any A ∈ A, limn→∞ µn(A) = µ(A).
The set of cylinders has the above properties of A. 
For any x ∈ X and n > 1, define the orbit measure
∆x,n :=
1
n
n−1∑
i=0
δT ix.
By Proposition 3, we can rewrite Gµ as
Gµ = {x ∈ X : ∆x,n
d∗
−→ µ as n→∞}.
The metric d∗ can be extended to finite symbolic measure space over X
and has the sub-linearity described in the following proposition which will
be useful in the sequel.
Proposition 5. For any µ1, µ2, ν1, ν2 ∈ M(X) and any α, β ∈ R, we have
d∗(αµ1 + βµ2, αν1 + βν2) 6 |α|d
∗(µ1, ν1) + |β|d
∗(µ2, ν2).
Proof. It follows immediately from the definition of the metric d∗. 
The following proposition shows that two orbit measures approach each
other, even uniformly, when the two orbit approach each other (under the
Bowen metric).
7Proposition 6. The following equality holds:
(4) lim
n→∞
sup
x|n
1
=y|n
1
d∗(∆x,n,∆y,n) = 0.
Proof. First, observe that
∞∑
n=0
An = 1, where An :=
∑
[ω]∈Cn
a[ω].
By the sub-additivity of d∗ stated in Proposition 5, we have
d∗(∆x,n,∆y,n) 6
1
n
n−1∑
i=0
d∗(δT ix, δT iy).
For any integer N such that n > N > 1, we break the above sum into two
parts:
∑n−N−1
i=0 +
∑n−1
i=n−N . Assume that x|
n
1 = y|
n
1 . By the definition of the
metric d∗, we have
n−N−1∑
i=0
d∗(δT ix, δT iy) 6
n−N−1∑
i=0
∞∑
j=n−i+1
Aj 6 (n−N)
∞∑
j=N+2
Aj .
Then by noting the trivial fact that d∗(δT ix, δT iy) 6 1, we have
d∗(∆x,n,∆y,n) 6
n−N
n
∞∑
j=N+2
Aj +
N
n
.
Letting n then N tend to the infinity, we finish the proof. 
2.2. Gibbs measure. We use Gibbs measures to induce metrics on X. The
following facts about Gibbs measures can be found in [25].
Recall that for a function ϕ : X → R, called potential function, the n-
order variation of ϕ is defined by
varnϕ := sup{|ϕ(x) − ϕ(y)| : x, y ∈ X, x|
n
1 = y|
n
1}.
We say that a potential ϕ has summable variations if
∞∑
n=2
varnϕ < +∞.
It is easy to see that a potential ϕ with summable variations is uniformly
continuous on X. The Gurevich pressure of ϕ with summable variations is
defined to be the limit
Pϕ := lim
n→∞
1
n
ln
∑
Tnx=x
eSnϕ(x)1[a](x),
where a ∈ N and it can be shown that the limit exists and is independent of
a (see [23]).
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An invariant probability measure ν is called aGibbs measure associated
to a potential function ϕ if it satisfies the Gibbsian property: there exist
constants C > 1 and P ∈ R such that
(5)
1
C
6
ν([x1x2 · · · xn])
exp(Snϕ(x) − nP )
6 C
holds for any n > 1 and any x ∈ X. It is known ([24]) that a potential
function ϕ with summable variations admits a unique Gibbs measure ν iff
var1ϕ < +∞ and the Gurevich pressure Pϕ < +∞. Assume that ϕ admits
a unique Gibbs measure νϕ. Then the constant P in (5) is equal to the
Gurevich pressure Pϕ. Let ϕ
∗ = ϕ− Pϕ, we have
Pϕ∗ = 0 and νϕ∗ = νϕ.
Hence, without loss of generality, we always suppose Pϕ = 0 in the rest of
this paper. A trivial fact is that the Gibbsian property (5) implies:
(6) ∀x ∈ X, ϕ(x) 6 lnC.
It follows that the integral
∫
X ϕdµ is defined as a number in [−∞,+∞) for
any probability measure µ. Also, the Gibbsian property implies the quasi
Bernoulli property which will be exploited many times in the present paper.
Lemma 7. Let ν be a Gibbs measure associated to potential ϕ. For any k
words ω1, · · · , ωk, we have
C−(k+1)ν([ω1 · · ·ωk]) 6 ν([ω1]) · · · ν([ωk]) 6 C
k+1ν([ω1 · · ·ωk]).
For any T -invariant Borel probability measure µ, define the relative en-
tropy of ν with respect to µ by
h(ν|µ) = lim sup
k→∞
−
1
k
∑
ω∈Nk
µ([ω]) ln ν([ω]).
It is trivially true that h(µ|µ) = hµ.
When ν is the Gibbs measure associated to ϕ, the relative entropy h(ν|µ)
is equal to the integral −
∫
X ϕdµ.
Proposition 8. Assume that ϕ has summable variations and admits a
unique Gibbs measure ν. Then for any invariant measure µ ∈ M(X,T ),
we have
h(ν|µ) = lim
k→∞
−
1
k
∑
ω∈Nk
µ([ω]) ln ν([ω]) = −
∫
X
ϕdµ.
Proof. For each cylinder [ω], we arbitrarily choose a point x′ω in [ω]. Then
for any λ ∈ M(X), let
Ik(λ) =
∑
ω∈Nk
λ([ω])ϕ(x′ω).
9In virtue of (6), the above infinite series is defined as a number in [−∞,+∞).
Furthermore, the convergence of the series implies the absolute convergence.
Since ϕ is uniformly continuous on X, for any λ ∈ M(X) we have
(7)
∫
X
ϕdλ = lim
k→∞
Ik(λ) = lim
k→∞
1
k
k∑
i=1
Ii(λ).
First, we assume that
∫
X ϕdµ > −∞. For k > 1, by the Gibbsian property
of ν, we have∑
ω∈Nk
µ([ω]) ln ν([ω]) 6 lnC +
∑
ω∈Nk
µ([ω])Skϕ(xω).
Notice that
Skϕ(xω) ≤ [ϕ(x
′
ω1···ωk
) + varkϕ] + · · ·+ [ϕ(x
′
ωk
) + var1ϕ].
It follows that∑
ω∈Nk
µ([ω])Skϕ(xω) ≤
k∑
j=1
varjϕ+ [
∑
ω1···ωk∈Nk
µ([ω1 · · ·ωk])ϕ(x
′
ω1···ωk
)
+ · · · +
∑
ωk∈N
µ([ωk])ϕ(x
′
ωk
)]
=
k∑
j=1
varjϕ+
k∑
i=1
Ii(µ).
Finally we get∑
ω∈Nk
µ([ω]) ln ν([ω]) ≤ lnC +
∞∑
j=1
varjϕ+
k∑
i=1
Ii(µ).
In the same way, we can also get the opposite inequality∑
ω∈Nk
µ([ω]) ln ν([ω]) > − lnC −
∞∑
j=1
varjϕ+
k∑
i=1
Ii(µ).
Thus ∣∣∣∣∣∣1k
∑
ω∈Nk
µ([ω]) ln ν([ω])−
1
k
k∑
i=1
Ii(µ)
∣∣∣∣∣∣ 6 lnC +
∑∞
j=1 varjϕ
k
.
By (7) we obtain
h(ν|µ) = −
∫
X
ϕdµ.
Now assume that
∫
X ϕdµ = −∞. The similar argument works in com-
bination with the following fact: there exists a sequence of points {x′ω1···ωk}
such that
lim
k→∞
∑
ω∈Nk
µ([ω])ϕ(x′ω) = −∞.
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
By the concavity of the logarithm function ln, it is easy to show
(8) h(ν|µ) > hµ.
By Proposition 8, we can rewrite the variational principle ([25], p. 86) in
the following form
(9) Pϕ = sup
µ∈M(X,T )
{hµ − h(ν|µ) : h(ν|µ) < +∞} .
Recall that we assume that Pϕ = 0. It is known that the supremum in the
variational principle (9) is attained only by a Gibbs measure ν with hν <∞
if such Gibbs measure exits ([25], p. 89). It follows that when ν 6= µ, we
have h(ν|µ) > hµ, which implies h(ν|µ) > 0.
Recall that a Gibbs measure ν induces a metric ρν on X: for any x, y ∈ X,
if x = y, we define ρν(x, y) = 0; otherwise
ρν(x, y) = ν([x|
n
1 ]),
where n = min{k > 0 : xk+1 6= yk+1}. One can show that ρν is a ultrametric
and induces the product topology on X since ν is non-atomic and has X as
its support. Let n > 1 be an integer. Define
δn = sup{ν([u]) : u ∈ N
n}.
The following proposition means that the ρν-distance of two points uniformly
tends to zero when they approach each other in the sense of Bowen. This
property will be used in the proof for the upper bound of dimν Gµ.
Proposition 9. For {δn}n>1 defined on the above, one has
lim
n→∞
δn = 0.
Proof. Suppose that limn→∞ δn = a > 0. Note that δn is non-increasing.
Then there exists a sequence of cylinders [un] ∈ C
n so that
ν([un]) > a/2.
Observe that two cylinders either are disjoint or one is contained in the other.
Since ν is a probability measure, there exists a cylinder [un1 ] which intersects
infinitely many cylinders {[unk ] : k > 1} ⊂ {[un] : n > 1}. Actually, the
cylinder [un1 ] contains every element of {[unk ] : k > 1}. By the same
argument one can choose a cylinder [un2 ] with n2 > n1 which contains
infinite elements of {[unk ] : k > 1}. In this way, one choose a sequence of
decreasing cylinders {[unj ]}j>1 so that
∀j > 1, ν([unj ]) > a/2.
This contradicts the fact that the Gibbs measure ν has no atom. 
11
Remark that Proposition 9 also holds for any non-atom finite measure η
supported on X.
Now we introduce several exponents which will be related to the Hausdorff
dimension of Gµ. Define the convergence exponent of ν by
αν := inf
{
t > 0 :
∞∑
n=1
ν([n])t < +∞
}
.
For any µ ∈ M(X,T ), define the entropy dimension of ν with respect to µ
by
β(ν|µ) := lim sup
k→∞
lim sup
N→∞
Hk,N(µ, µ)
Hk,N(ν, µ)
,
where
Hk,N(ν, µ) := −
∑
ω∈Σk
N
µ([ω]) ln ν([ω]).
We are going to show that if h(ν|µ) < +∞, then β(ν|µ) =
hµ
h(ν|µ) ; if h(ν|µ) =
+∞, then β(ν|µ) 6 αν . But first, we remark that the convergence exponent
αν has the following property.
Lemma 10. Let αν be the convergence exponent of Gibbs measure ν asso-
ciated to a potential function ϕ. Then for any ǫ > 0 there exist constants
C0 and M such that
(10)
∑
ω∈Nk
ν([ω])αν+ǫ 6 C0M
k, (∀k > 1).
Proof. Let γ = αν + ǫ. By the definition of convergence exponent of ν, we
have
M0 :=
∑
ω∈N
ν([ω])γ < +∞.
By the quasi Bernoulli property (Lemma 7), one gets∑
ω∈Nk
ν([ω])γ 6 Cγ(k+1)
∑
ω∈Nk
ν([ω1])
γ · · · ν([ωk])
γ = Cγ(CγM0)
k.
Taking C0 = C
γ and M = CγM0 completes the proof. 
If µ = ν, it is clear that β(ν|µ) = 1. However, we have the following
claim.
Proposition 11. Let µ ∈ M(X,T ) and ϕ be a potential function of sum-
mable variations. Assume that ϕ admits a unique Gibbs measure ν with
convergence exponent αν. If ν 6= µ and h(ν|µ) < +∞, then
(11) β(ν|µ) =
hµ
h(ν|µ)
;
if h(ν|µ) = +∞, we have
(12) β(ν|µ) 6 αν .
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Proof. Assume that ν 6= µ. According to the analysis following (9), we have
h(ν|µ) > 0.
If 0 < h(ν|µ) < +∞, it follows that hµ < +∞. By Proposition 8, we have
β(ν|µ) =
hµ
h(ν|µ) .
If h(ν|µ) = +∞, then
(13) lim sup
k→∞
lim sup
N→∞
1
k
Hk,N(ν, µ) = +∞.
Assume that γ > αν . To prove the inequality (12) we shall use the following
result (see [29], p. 217): let t1, · · · , tm be given real numbers. If sj > 0 and∑m
j=1 sj = 1 then
(14)
m∑
j=1
sj(tj − ln sj) 6 ln(
m∑
j=1
etj ).
For any fixed integers N and k which are large enough, there is a bijection
π : {1, · · · , Nk} → CkN . Applying (14) to m = N
k + 1, sj = µ(π(j)), for 1 6
j 6 Nk and sm =
∑
[ω]/∈Ck
N
µ([ω]) and tj = γ ln ν(π(j)), for 1 6 j 6 N
k and
tm = 0, we obtain
γ
Nk∑
j=1
µ(π(j)) ln ν(π(j)) −
Nk∑
j=1
µ(π(j)) ln µ(π(j))
6 sm ln sm + ln(1 +
∑
ω∈Σk
N
ν([ω])γ).
Therefore,
Hk,N(µ, µ)
Hk,N(ν, µ)
6 γ +
sm ln sm
Hk,N(ν, µ)
+
ln(1 +
∑
ω∈Σk
N
ν([ω])γ)
Hk,N(ν, µ)
.
By (10) and (13), we finish the proof by lettingN →∞ and then k →∞. 
As a direct corollary, it follows that a Gibbs measure ν with hν = +∞
has convergence exponent αν = 1 because β(ν|ν) = 1.
2.3. Approximation of invariant measure by Markov measures. For
any µ ∈ M(X,T ), we are going to construct a sequence of ergodic Markov
measures {µj}j>1 which approximate µ in w
∗-topology. Actually, the en-
tropy hµj of µj also approaches the entropy hµ of µ wherever hµ < +∞.
Let l > 1 be an integer. An l-Markov measure with state S = N is a
measure υ ∈M(X) having the Markov property:
∀n > l and ∀ω1 · · ·ωn ∈ N
n,
υ([ω1 · · ·ωn])
υ([ω1 · · ·ωn−1])
=
υ([ωn−l · · ·ωn])
υ([ωn−l · · ·ωn−1])
.
Given υ ∈ M(X) and l > 2, by a standard construction one can obtain an
(l−1)-Markov measure υl which coincides with υ on all l-cylinders (see [7]).
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In particular, a 1-Markov measure (we call Markov measure for simplicity)
can be obtained by a stochastic matrixP = (pij)S×S and a probability vector
p = (pi)i∈S . For any x1 · · · xn ∈ S
n
υ([x1 · · · xn]) := px1px1x2 · · · pxn−1xn .
The measure υ is T -invariant iff p is invariant with respect to P (i.e. pP =
p). Assume that P is a primitive matrix. Then P is positive recurrent iff
there is an invariant probability vector p on S (see [27], p.177).
Since the partition consisting of all 1-cylinders is a generator, the entropy
hµ of any invariant measure µ ∈ M(X,T ) can be expressed as (see [29])
hµ = lim
n→∞
1
j
∑
ω∈Nj
−µ([ω]) lnµ([ω]).
Especially, if the entropy hµ is finite we have (see [7])
hµ = lim
j→∞
∑
ω1···ωj∈Nj
−µ([ω1 · · ·ωj]) ln
µ([ω1 · · ·ωj])
µ([ω1 · · ·ωj−1])
.
The following proposition states that there exists a sequence of ergodic
Markov measures {µj}j>1 approximating µ in w
∗-topology.
Proposition 12. For every µ ∈ M(X,T ), there exists a sequence of ergodic
Markov measures {µj}
∞
j=1 such that
w∗- lim
j→∞
µj = µ.
Furthermore, if hµ < +∞, we have
lim
j→∞
hµj = hµ.
Proof. First, we assume that µ is supported on the whole space X, otherwise
we can place µ by µǫ = (1 − ǫ)µ + ǫµ0, where 0 < ǫ < 1 and µ0 is a fixed
T -invariant Borel probability measure supported on whole space X. Fix
j > 3 (the cases j = 1 and j = 2 will be treated separately), we consider the
state space Sj = N
j−1 and the probability vector pj = (µ([ω]))ω∈Sj . Take a
stochastic matrix Pj = (pω1···ωj−1,θ1···θj−1)Sj×Sj , where
pω1···ωj−1,θ1···θj−1 =
{
µ([ω1···ωj−1θj−1])
µ([ω1···ωj−1])
, if ω2 · · ·ωj−1 = θ1 · · · θj−2,
0, otherwise.
Then, Pj and pj determine a unique Markov measure υj by virtue of the
Markov property. It is easy to check that pjPj = pj. This implies that υj is
Tj-invariant, where Tj is the shift map on symbolic space S
N
j . Furthermore,
one can show that the matrix Pj is primitive because P
n
j > 0 for any n > j,
so Pj is positive recurrent. In fact, by a standard argument, we can even
show that υj is strong-mixing with respect to Tj (see [29], p. 42). Let µj
be the (j − 1)-Markov measure which coincides with µ on all j-cylinders by
14 AIHUA FAN, MINGTIAN LI, AND JIHUA MA
a standard construction. One can show that (SNj , Tj , υj) is isomorphic to
(X,T, µj). Hence µj is ergodic with respect to T . For the cases of j = 1
and j = 2, we consider state spaces S1 = S2 = N and p1 = p2 = (µ([i]))i∈N.
Take P1 = (pij)N×N, where
pij = µ([j]), ∀ i, j > 1,
and P2 = (pij)N×N, where
pij =
µ([ij])
µ([i])
, ∀ i, j > 1.
By the same argument as in the case j > 3, one obtain two ergodic measures
µ1 (usually called Bernoulli measure) and µ2 on X.
Now we prove that µj converge in w
∗-topology to µ. By Proposition 3 it
is sufficient to show d∗(µ, µj)→ 0 as j →∞. In fact,
d∗(µ, µj) =
∑
[ω]∈C∗
a[ω]|µ([ω])− µj([u])| 6
∑
|ω|>j+1
a[ω] → 0 as j →∞.
At last, assume that hµ < +∞. Recall that µ coincides µj with all j-
cylinders. Then, we have
hµ = lim
j→∞
∑
ω1···ωj∈Nj
−µ([ω1 · · ·ωj ]) ln
µ([ω1 · · ·ωj])
µ([ω1 · · ·ωj−1])
= lim
j→∞
∑
ω1···ωj∈Nj
−µj([ω1 · · ·ωj]) ln
µj([ω1 · · ·ωj])
µj([ω1 · · ·ωj−1])
= lim
j→∞
hµj .

In the sequel, the sequence {µj}j>1 constructed in the proof of Proposition
12 will be called sequence of Markov approximation of µ. Now we present
the approximation property of the relative entropy h(ν|µ) by h(ν|µj).
Proposition 13. Let µ ∈ M(X,T ) and {µj}j>1 be the sequence Markov
approximation of µ. Assume that the potential ϕ with summable variations
admits a unique Gibbs measure ν.
(i) If h(ν|µ) < +∞, then h(ν|µj) < +∞ for all j > 1 and
lim
j→∞
h(ν|µj) = h(ν|µ).
(ii) If h(ν|µ) = +∞, then
h(ν|µj) = +∞, ∀j > 1.
Proof. Recall that for any λ ∈M(X), let
Ik(λ) =
∑
ω∈Nk
λ([ω])ϕ(x′ω),
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where x′ω is an arbitrarily chosen point in [ω]. By Proposition 8, for any
µ ∈M(X,T ) we have
h(ν|µ) = −
∫
X
ϕdµ = − lim
k→∞
Ik(µ).
Suppose h(ν|µ) < +∞. For any ǫ > 0 there exists an integer N1 > 1 such
that
∀k > N1, |h(ν|µ) + Ik(µ)| 6
ǫ
2
.
On the other hand, by the definition of variation we have the following
estimate
Ik(µj) =
∑
[ω]∈Ck−1
∞∑
ωk=1
µj([ωωk])ϕ(x
′
ωωk
)
6
∑
[ω]∈Ck−1
∞∑
ωk=1
µj([ωωk])(ϕ(x
′
ω) + vark−1ϕ)
= Ik−1(µj) + vark−1ϕ.
A obvious induction on k gives
(15) ∀k > j, Ik(µj) 6 Ij(µj) +
k−1∑
i=j
variϕ.
In the same way, we can also get the opposite inequality
∀k > j, Ik(µj) > Ij(µj)−
k−1∑
i=j
variϕ.
Thus, noting a fact that Ij(µj) = Ij(µ), we have
∀k > j, |Ik(µj)− Ij(µ)| 6
k−1∑
i=j
variϕ.
Since ϕ is of summable variations, there exists a positive integer N2 depend-
ing on ǫ such that ∑
n>N2
varnϕ 6
ǫ
2
.
Let N = max{N1, N2}. For any j > N and k > j + 1, we have
|Ik(µj) + h(ν|µ)| 6 |Ik(µj)− Ij(µ)|+ |Ij(µ) + h(ν|µ)|
6
k∑
i=j
variϕ+
ǫ
2
6 ǫ.
Letting k → +∞, we get
|h(ν|µj)− h(ν|µ)| 6 ǫ.
Then we have proved limj→∞ h(ν|µj) = h(ν|µ).
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Suppose h(ν|µ) = +∞. Fix an integer k and by a similar argument as
above we have
∀n > k, Ik(µ) 6 In(µ) +
n−1∑
i=k
variϕ.
When n tends to ∞, In(µ) tends to −h(ν|µ). Then Ik(µ) = −∞.
For any j > 1, by (15) we have
h(ν|µj) = lim
k→∞
−Ik(µj) > −Ij(µ)−
+∞∑
i=j
variϕ = +∞.
Thus we complete the proof. 
At the end of this section, we derive further useful properties of {µj}j>1
which will play an important role in the proof for lower bound of the Haus-
dorff dimension of Gµ. One of these properties is that most of orbit measures
approach µj , as consequence of the ergodicity of µj .
Proposition 14. Let µ ∈M(X,T ) and {µj}j>1 be the sequence of Markov
approximation of µ. Then there exist a sequence of Borel subsets {Mj}j>1
and a sequence of increasing integers {mj}j>1 such that
∀j > 1, µj(Mj) > 1−
1
4j
,
∀x ∈Mj , n > mj, d
∗(µj,∆x,n) 6
1
4j
,
∀n > mj , sup
x|n
1
=y|n
1
d∗(∆x,n,∆y,n) 6
1
j
.
Furthermore, if ϕ has summable variations and admits a unique Gibbs mea-
sure satisfying h(ν|µ) < +∞, then we can even find a sequence of increasing
integers {bj}j>1 such that for any j > 1
∀x ∈Mj, 1 6 n 6 mj , |Snϕ(x)| 6 bj ,
∀x ∈Mj , n > mj,
∣∣∣∣ 1nSnϕ(x) + h(ν|µj)
∣∣∣∣ 6 14j ,
∀x ∈Mj , n > mj ,
∣∣∣∣ 1n lnµj([x|n1 ]) + hµj
∣∣∣∣ 6 14j .
Proof. This is a rather direct consequence of the Egoroff theorem, the con-
vergence results proved above, the Birkhoff ergodic theorem and Shannon-
McMillan-Breiman theorem.
First, by the ergodicity of µj, for every cylinder [ω] we have
∆n,x([ω]) =
1
n
n−1∑
i=0
δT ix([ω])→ µj([ω]), µj − a.e..
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Hence by Lemma 4, it follows that
lim
n→∞
d∗(µj,∆x,n) = 0, µj − a.e..
By the Egoroff theorem, the above convergence is uniform on some Borel
subset M
(1)
j ⊂ X with µj(M
(1)
j ) > 1 −
1
4j+1
. Therefore there exists an in-
creasing sequence of positive integers {m
(1)
j }j>1 such that
d∗(µj,∆x,n) 6
1
4j
,∀x ∈M
(1)
j , n > m
(1)
j .
Second, since h(ν|µ) < +∞, by (8), Proposition 12 and 13 we have
hµ < +∞, hµj < +∞ and h(ν|µj) < +∞, ∀j > 1.
In this way, by the Shannon-McMillan-Breiman theorem there exist a Borel
subset M
(2)
j ⊂ X and m
(2)
j ∈ N so that
µj(M
(2)
j ) > 1−
1
4j+1
and ∣∣∣∣ 1n lnµj([x|n1 ]) + hµj
∣∣∣∣ 6 14j , ∀x ∈M (2)j , n > m(2)j .
Third, by the Birkhoff ergodic theorem there exist a Borel subset M
(3)
j ⊂
X and m
(3)
j ∈ N such that
µj(M
(3)
j ) > 1−
1
4j+1
and ∣∣∣∣ 1nSnϕ(x) + h(ν|µj)
∣∣∣∣ 6 14j , ∀x ∈M (3)j , n > m(3)j .
By Proposition 6, there exists positive integer m
(4)
j ∈ N such that for any
n > m
(4)
j and x, y ∈ X satisfying x|
n
1 = y|
n
1 ,
d∗(∆x,n,∆y,n) 6
1
j
.
Take mj = max16i64{m
(i)
j }. By the invariance of µj , we have for any n > 1,∣∣∣∣∫
X
Snϕ(x)dµj
∣∣∣∣ < +∞.
Thus there exist Borel subset Q
(n)
j ⊂ X and positive integer b
(n)
j so that
µj(Q
(n)
j ) > 1−
1
2n
1
4j+1
, n > 1
and
|Snϕ(x)| 6 b
(n)
j , ∀x ∈ Q
(n)
j , n > 1.
Let M
(4)
j :=
⋂∞
n=1Q
(n)
j and bj :=
∑mj
n=1 b
(n)
j . Thus we have
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µj(M
(4)
j ) > 1−
1
4j+1
,
and
|Snϕ(x)| 6 bj, ∀x ∈M
(4)
j , 1 6 n 6 mj.
Finally, take Mj :=
⋂4
i=1M
(i)
j and we complete the proof. 
3. The construction of a seed of Gµ
Let {an}n>1 be a sequence of positive integers tending to the infinity. In
this section, we construct a µ-generic point z = (zn)n>1 of Gµ such that
zn 6 an. By using such a point, called seed of Gµ, we will construct a
Cantor subset of Gµ in next section. The techniques we use are inspired by
[15].
Proposition 15. For any sequence of positive integers {an}n>1 tending to
the infinity, there exists a point z = (zn)n>1 ∈ Gµ such that zn 6 an for all
n > 1.
Proof. For simplicity, we first construct a µ-generic point z = (zn)n>1 satis-
fying zn 6 n for n > 1.
For j > 1, let µj ,mj and Mj be the same as in Proposition 14. Given
a sequence of finite words W1,W2,W3, · · · , juxtaposing the elements of the
sequence, we get an infinite word
z =W1W2W3 · · · .
In what follows, we will define {Wj} by induction on j. By the way, a
sequence of integers {nj}j>1 will also be defined by induction. When nj is
defined, let
Hj = {z1 · · · znj ∈ N
nj : z = (z1 · · · znj · · · ) ∈Mj}.
Take n1 = m2, n2 = m3, x˜1 = 1
n1 and x˜2 ∈ H2. Denote the maximum
of the digits in x˜2 by s2. Then take a sufficiently large t1 ∈ N such that
N1 := t1n1 > s2 and then define
W1 = x˜
t1
1 .
Suppose W1, · · · ,Wj , N1 · · ·Nj are defined and x˜1, · · · , x˜j+1, n1 · · · , nj+1
are also defined. We define Wj+1, Nj+1 and x˜j+2, nj+2 in the following way:
take nj+2 > m
2
j+3 and x˜j+2 ∈ Hj+2. Denote the maximal number of the
digits in x˜j+2 by sj+2. Then take a tj+1 ∈ N such that
Nj+1 := tj+1nj+1 +Nj > max{N
2
j , sj+2}.
Then define
Wj+1 = x˜
tj+1
j+1 .
Let z = (zn)n>1 be the sequence W1W2 · · · . We show that zn 6 n for all
n > 1. In fact, for Nj < n 6 Nj+1, by the definition of Wj we have
zn 6 sj+1 6 Nj < n.
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Now, we show z ∈ Gµ. Since the point z is obtained by juxtaposing
the prefixes of points with orbit measures approximating the sequence of
Markov approximation of µ, it is natural to approximate the orbit measure
∆z,n by this sequence of Markov measures. Suppose n ∈ [Nj , Nj+1) for some
j. Recall that
Nj = t1n1 + t2n2 + · · · + tjnj.
Then there exists a unique integer t (0 6 t < tj+1) such that
Nj + tnj+1 6 n < Nj + (t+ 1)nj+1.
Thus by the definition of ∆z,n we divide it into four parts
∆z,n =
1
n
(
Nj−1−1∑
i=0
+
Nj−1∑
i=Nj−1
+
Nj+tnj+1−1∑
i=Nj
+
n−1∑
i=Nj+tnj+1
)(δT iz)
= α1∆z,Nj−1 + α2∆TNj−1z,tjnj
+ α3∆TNj z,tnj+1
+ α4∆TNj+tnj+1z,n−Nj−tnj+1 ,
where
α1 :=
Nj−1
n
, α2 :=
tjnj
n
, α3 :=
tnj+1
n
, α4 :=
n−Nj − tnj+1
n
.
It is obvious that
∑4
i=1 αi = 1. By Proposition 5, it follows that
d∗ (α1µj−1 + α2µj + (α3 + α4)µj+1,∆z,n)
6 α1 + α2d
∗(µj ,∆TNj−1z,tjnj
) + α3d
∗(µj+1,∆TNj z,tnj+1
)
+ α4d
∗(µj+1,∆TNj+tnj+1z,n−Nj−tnj+1
).
We will estimate the first three terms in the right-hand side of the above
inequlaity in advance. By the definition of Nj, we have
α1 =
Nj−1
n
6
Nj−1
Nj
6
1
Nj−1
.
Recalling the construction of Hj, there exists y ∈ Mj such that y|
nj
1 = x˜j.
Note that TNj−1z ∈Mj. By Proposition 14 we have
d∗(µj,∆y,nj ) 6
1
4j
and d∗(∆y,nj ,∆TNj−1z,nj) 6
1
j
.
By the sub-affinity of the metric d∗, it is easy to show
d∗(∆y,nj ,∆TNj−1z,tjnj) 6
1
j
.
Hence
d∗(µj ,∆TNj−1z,tjnj
) 6 d∗(µj,∆y,nj ) + d
∗(∆y,nj ,∆TNj−1z,tjnj
)
6
1
4j
+
1
j
.
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Similar arguments as above yield
d∗(µj+1,∆TNj z,tnj+1
) 6
1
4j+1
+
1
j + 1
.
For the last term, we need to deal with two cases separately.
Case 1: Nj + tnj+1 6 n < Nj + tnj+1 +mj+1. In this case, we have
α4 =
n−Nj − tnj+1
n
6
mj+1
n
6
mj+1
nj
6
1
mj+1
.
Case 2: Nj + tnj+1 +mj+1 6 n < Nj + (t+ 1)nj+1. In this case, similar
arguments as on the above yield
d∗(µj+1,∆TNj+tnj+1z,n−Nj−tnj+1
) 6
1
4j+1
+
1
j + 1
.
Then we have
d∗ (α1µj−1 + α2µj + (α3 + α4)µj+1,∆z,n)
6
1
Nj−1
+ (
1
4j
+
1
j
) + (
1
4j+1
+
1
j + 1
) + (
1
mj+1
+
1
4j+1
+
1
j + 1
)
→ 0 as j →∞.
This combined with limj→∞ d
∗(µ, α1µj−1+α2µj+(α3+α4)µj+1) = 0, yields
lim
n→∞
d∗(µ,∆z,n) = 0,
which implies z ∈ Gµ.
Noting that the integer tj for defining Nj (j > 1) can be taken arbitrarily
large, we can construct a µ-generic point z = (zn)n>1 such that zn 6 an for
all n > 1. 
4. The lower bound of the Hausdorff dimension of Gµ
In this section, we will prove the lower bound for the Hausdorff dimension
of Gµ. It is well known that the Gibbs measure ν is ergodic ([25], p.99).
If ν = µ, by Birkhoff Ergodic Theorem and Lemma 4 we have ν(Gν) = 1.
Then dimν Gν = 1. Since β(ν|ν) = 1, we have finished the proof of Theorem
1 in the case of ν = µ. In the sequel, we consider the case where µ 6= ν.
First, we prove that αν is a lower bound.
Proposition 16. Let µ ∈ M(X,T ) be an invariant Borel probability mea-
sure. Assume that ϕ has summable variations and admits a unique Gibbs
measure ν with convergence exponent αν. Then we have
dimν Gµ > αν .
To prove this lower bound, we will construct a Cantor subset of Gµ and
apply Billingsley’s theorem. Before so doing, we need the following lemma
about the convergence exponent αν , which can be found in [9]. An ordering
of cylinders is considered according to the sizes of ν-measures of the 1-
cylinders.
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Lemma 17. Let αν be the convergence exponent of ν. Consider a bijection
π : N → N such that ν([π(1)]) > ν([π(2)]) > · · · . Then there exists an
increasing sequence {sk}k>1 ⊂ N such that
(16)
n∑
k=1
ln sk ≫ n
3,
and for any ε > 0 and any 0 < δ < 1, there exists an integer N(ε, δ) such
that for k > N we have
(17) sk − s
δ
k > s
1−ε
k ,
and for π−1(ω) ∈ (sk − s
δ
k, sk], we have
(18) (1− ε) ln π−1(ω) < −αν ln ν([ω]) <
1 + ε
1− ε
lnπ−1(ω).
Proof. Since the convergence exponent of ν is invariant under the bijection
π, we have (see [22], p. 26)
(19) αν = lim sup
n→∞
lnn
− ln ν([π(n)])
.
Therefore, one may choose an increasing sequence {sk}k>1 satisfying (16)
such that the limit in (19) along with sk exists. So, for any 0 < ε, δ < 1,
there exists an integer N1 = N1(ε, δ) such that for all k > N1, (17) is satisfied
and
(20) (1− ε) ln sk < −αν ln ν([π(sk)]) < (1 + ε) ln sk.
On the other hand, by (19), there exists an integer N2 such that for all
n > N2
(21) − αν ln ν([π(n)]) > (1− ε) ln n.
Thus if we take N = max{N1, N2} then by(17), (20) and (21), for all n ∈
(sk − s
δ
k, sk](k > N), we have
(1− ε) ln n < −αν ln ν([π(n)])
6 −αν ln ν([π(sk)])
< (1 + ε) ln sk <
1 + ε
1− ε
ln(sk − s
δ
k) <
1 + ε
1− ε
lnn.
In other words, for π−1(ω) ∈ (sk − s
δ
k, sk](k > N), we have (18). 
For any 0 < ε, δ < 1, let N and {sk}k>1 be the same as in Lemma 17. By
Proposition 15 and (16), we can choose a seed z = (zn)n>1 ∈ Gµ such that
(22) −
(n+1)2∑
k=1
ln ν([zk])≪
n∑
k=1
ln sk.
We use this seed to generate a Cantor subset in Gµ large enough. Roughly
speaking, we replace the word zk2 by any word in π((sk − s
δ
k, sk]). More
precisely, define
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Fz(ε, δ) =
{
x ∈ X : xn
{
∈ π((sk − s
δ
k, sk]), if n = k
2 and k > N,
= zn, otherwise.
}
Since our modification of z is made on square integer coordinates which
are of zero density, it is easy to check Fz(ε, δ) ⊂ Gµ. The following proposi-
tion immediately implies that dimν Gµ > αν .
Proposition 18. For any 0 < ε < 1 and 0 < δ < 1, we have
dimν Fz(ε, δ) >
αν(1− ε)δ
1 + ε
.
Proof. In order to apply Billingsley’s theorem, we are going to construct a
measure λ supported by Fz(ε, δ) such that for any x ∈ Fz(ε, δ),
lim inf
n→∞
lnλ([x|n1 ])
ln ν([x|n1 ])
>
αν(1− ε)δ
1 + ε
.
For x ∈ Fz(ε, δ) and for k
2 ≤ n < (k + 1)2(k ≥ N) define
λ([x|n1 ]) =
k∏
r=N
1
sδr
.
The measure λ is well defined on Fz(ε, δ).
For any x ∈ Fz(ε, δ), by the quasi Bernoulli property of ν we have
ν([x|n1 ]) >
1
Cn+1
n∏
k=1
ν([xk]) =
1
Cn+1
∗n∏
m=1
ν([zm])
k∏
r=N
ν([xr2 ])
where ∗ signifies the absence of the square numbers in [N,n] in the product.
In combination with the definition of λ, this yields
lnλ([x|n1 ])
ln ν([x|n1 ])
>
δ
k∑
r=N
ln sr
(n+ 1) lnC −
n∑
m=1
ln ν([zm])−
k∑
r=N
ln ν([xr2 ])
.
Since for x ∈ Fz(ǫ, δ), xr2 ∈ π((sr − s
δ
r, sr]), we get
π−1(xr2) ∈ (sr − s
δ
r, sr].
Thus by (18), we have
− ln ν([xr2 ]) <
1
αν
1 + ǫ
1− ǫ
ln sr.
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Therefore, by the above inequality we have
lnλ([x|n1 ])
ln ν([x|n1 ])
>
δ
k∑
r=N
ln sr
(n+ 1) lnC −
(k+1)2∑
m=1
ln ν([zm]) +
1
αν
1+ǫ
1−ǫ
k∑
r=N
ln sr
.
Letting n→∞ and by (22), we obtain, for any x ∈ Fz(ǫ, δ),
lim inf
n→∞
lnλ([x|n1 ])
ln ν([x|n1 ])
>
αν(1− ε)δ
1 + ε
.

Next, we determine the other lower bound.
Proposition 19. Let µ ∈ M(X,T ) be an invariant Borel probability mea-
sure. Assume that ϕ has summable variations and admits a unique Gibbs
measure ν. Then we have
dimν Gµ > β(ν|µ).
Proof. If h(ν|µ) = +∞, by Proposition 11 we have β(ν|µ) ≤ αν . Then there
is nothing to prove because of Proposition 16. It remains to consider the
case of h(ν|µ) < +∞. Recall that we just need to consider the case of µ 6= ν.
By Proposition 11, what we have to prove is dimν Gµ >
hµ
h(ν|µ) .
We are going to construct a subset Y ∗ ⊂ Gµ and a probability measure µ
∗
which have positive mass on Y ∗. Then we will apply the Billingsley theorem.
The symbols µj, mj, bj and Mj in what follows come from Proposition
14. Let
Yj := {z|
nj
1 ∈ N
nj : z ∈Mj},
where nj is recursively defined as follows
nj > max{mj+1bj+1, N
2
j−1}, N0 = 0, Nj =
j∑
k=1
nk, ∀j > 1.
Define
Y ∗ :=
∞∏
j=1
Yj.
By a similar argument as in the proof of Proposition 15 one can show Y ∗ ⊂
Gµ. Now let us construct a measure µ
∗. For x ∈ X and Nj < n 6 Nj+1,
define
µ∗([x|n1 ]) =
j∏
k=1
µk([x|
Nk
Nk−1+1
])× µj+1([x|
n
Nj+1]).
This defines a probability measure on X.
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Since µj(Mj) > 1−
1
4j
, a simple computation shows µ∗(Y ∗) > 23 . For any
x ∈ Y ∗, by the definition of µ∗ and the Gibbsian property of ν we have
lnµ∗([x|n1 ])
ln ν([x|n1 ])
>
−
∑j
k=1 lnµk([x|
Nk
Nk−1+1
])− lnµj+1([x|
n
Nj+1
])
lnC −
∑Nj−1
k=0 ϕ(T
kx)−
∑n−1
k=Nj
ϕ(T kx)
.
Here we need to deal with two cases separately. If Nj < n < Nj +mj+1, we
have
lnµ∗([x|n1 ])
ln ν([x|n1 ])
>
−
∑j
k=1 lnµk([x|
Nk
Nk−1+1
])
lnC −
∑Nj−1
k=0 ϕ(T
kx)−
∑n−1
k=Nj
ϕ(T kx)
.
For 1 6 k 6 j, by the definition of Y ∗ we have
TNk(x) ∈Mk+1.
Hence, by Proposition 14 we have
− lnµk([x|
Nk
Nk−1+1
]) > nk(hµk −
1
4k
), −
n−1∑
k=Tj
ϕ(T kx) 6 bj+1,
and
−
Nj−1∑
k=0
ϕ(T kx) 6
j∑
k=1
nk(h(ν|µk)−
1
4k
).
Thus we have
lnµ∗([x|n1 ])
ln ν([x|n1 ])
>
1
n
∑j
k=1 nk(hµk −
1
4k
)
1
n lnC +
1
n
∑j
k=1 nk(h(ν|µk)−
1
4k
) + 1nbj+1
.
By Proposition 12 and 13, we have hµk → hµ and h(ν|µk) → h(ν|µ) as
k →∞. Noting that
n−Nj
n
<
mj+1
n
6
1
bj+1
→ 0,
bj+1
n
<
bj+1
nj
6
1
mj+1
→ 0 as n→∞,
we have
lim inf
n→∞
lnµ∗([x|n1 ])
ln ν([x|n1 ])
>
hµ
h(ν|µ)
.
If Nj +mj+1 6 n 6 Nj+1, by Proposition 14 we have
n−1∑
k=Tj
ϕ(T kx) 6 (n−Nj)(h(ν|µj+1)−
1
4j+1
).
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Thus
lnµ∗[x|n1 ]
ln ν([x|n1 ])
>
1
n
j∑
k=1
nk(hµk −
1
4k
) +
n−Nj
n (hµj+1 −
1
4j+1
)
1
n lnC +
1
n
j∑
k=1
nk(h(ν|µk)−
1
4k
) +
n−Nj
n (h(ν|µj+1)−
1
4j+1
)
−→
hµ
h(ν|µ)
as n→∞.
That means for any x ∈ Y ∗ we have
lim inf
n→∞
lnµ∗([x|n1 ])
ln ν([x|n1 ])
>
hµ
h(ν|µ)
.
By Billingsley’s theorem, we have dimν Y
∗ >
hµ
h(ν|µ) . Thus the proof is
completed. 
By Propositions 16 and 19 we have the following lower bound.
Theorem 20. Let µ ∈ M(X,T ) be an invariant Borel probability measure.
Assume that ϕ has summable variations and admits a unique Gibbs measure
ν with convergence exponent αν. Then we have
dimν Gµ > max{αν , β(ν|µ)}.
5. The upper bound of the Hausdorff dimension of Gµ
In the section, we will prove the upper bound of dimν Gµ. By Lemma 4,
Gµ is the set of those points x such that
∀ [u] ∈ C∗, lim
n→∞
∆x,n([u]) = µ([u]).
Thus, for any two fixed integers N > 1 and j > 1, we have
Gµ ⊂
{
x ∈ X : ∀u ∈ ΣjN , limn→∞
∆x,n([u]) = µ([u])
}
.
Note that ∆x,n([u]) is the frequency of appearance of u in the word x|
n+|u|−1
1 .
For every word ω ∈ ΣnN of length n and every word u ∈ Σ
k
N of length k with
k 6 n, denote by p(u|ω) the frequency of appearances of u in ω, i.e.,
p(u|ω) =
τu(ω)
n− k + 1
,
where τu(ω) denotes the number of j with 1 6 j 6 n − k + 1, so that
ωj · · ·ωj+k−1 = u. We need a combinatorial lemma.
Lemma 21 ([12]). For any h > 0, δ > 0, k ∈ N and n ∈ N large enough,
we have
♯
ω ∈ ΣnN : ∑
u∈Σk
N
−p(u|ω) ln p(u|ω) 6 kh
 6 exp(n(h+ δ)).
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Theorem 22. Let µ ∈ M(X,T ). Assume that ϕ has summable variations
and admits a unique Gibbs measure ν with convergence exponent αν. Then
we have
dimν Gµ 6 max{αν , β(ν|µ)}.
Proof. We fix two integers N > 1 and j > 1, which first N then j will tend
to the infinity. According to the above analysis, we have
Gµ ⊂
{
x ∈ X : ∀u ∈ ΣjN , limn→∞
∆x,n([u]) = µ([u])
}
.
Note that ∆x,n([u]) = n
−1τu(x|
n+j−1
1 ). It follows that for any ǫ > 0, we have
Gµ ⊂
∞⋃
l=1
∞⋂
n=l
Hn(ǫ, j,N),
where
Hn(ǫ, j,N) :=
{
x ∈ X : ∀u ∈ ΣjN ,
∣∣∣n−1τu(x|n+j−11 )− µ([u])∣∣∣ < ǫ } .
So, by the σ-stability of the Hausdorff dimension we have
dimν Gµ 6 sup
l>1
dimν
∞⋂
n=l
Hn(ǫ, j,N).
In order to estimate the dimension of
⋂∞
n=lHn(ǫ, j,N), let us consider the
(n+ j − 1)-prefixes of the points in Hn(ǫ, j,N):
Λn(ǫ, j,N) :=
{
x1 · · · xn+j−1 ∈ N
n+j−1 : x ∈ Hn(ǫ, j,N)
}
.
Let δn = sup{ν([ω]) : ω ∈ N
n}. We have limn→∞ δn = 0 by Proposition
9. Then the cylinder set {[ω] : ω ∈ Λn(ǫ, j,N)} forms a δn+j−1-covering of⋂∞
n=lHn(ǫ, j,N). Assume that γ > max{αν , β(ν|µ)} and γ < 3/2 without
loss of generality. By the definition of γ- Hausdorff measure
Hγ(
∞⋂
n=l
Hn(ǫ, j,N)) = lim
n→∞
Hγδn+j−1(
∞⋂
n=l
Hn(ǫ, j,N)) 6 lim inf
n→∞
∑
ω∈Λn(ǫ,j,N)
ν([ω])γ .
Given a word ω ∈ Λn(ǫ, j,N), we consider (τu(ω))u∈Σj
N
, which would be
called the appearance distribution with respect to ΣjN of ω. Denote by
Dn(ǫ, j,N) the set of such appearance distributions of all elements of Λn(ǫ, j,N).
Given a distribution (τu) ∈ Dn(ǫ, j,N), set
A((τu)) := {ω ∈ Λn(ǫ, j,N) : τu(ω) = τu, ∀u ∈ Σ
j
N}.
Then Λn(ǫ, j,N) is partitioned into A((τu))’s. Note that there are N
j possi-
ble words u in ΣjN and that n(µ([u])− ǫ) 6 τu 6 n(µ([u]) + ǫ), i.e. τu varies
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in an interval of length 2ǫn. It follows that ♯Dn(ǫ, j,N) 6 (2ǫn)
Nj . This,
together with the above partition, leads to
(23)
∑
ω∈Λn(ǫ,j,N)
ν([ω])γ 6 (2ǫn)N
j
max
(τu)∈Dn(ǫ,j,N)
∑
ω∈A((τu))
ν([ω])γ .
Our task is to estimate the sum on the right-hand side in the above
inequality. We first decompose A((τu)) into disjoint union of some sets.
Given ω = ω1 · · ·ωn+j−1 ∈ A((τu)), we say ωkωk+1 · · ·ωk+m−1 is a maximal
(N, j)-run subword of ω if the following conditions are satisfied
(1) m > j,
(2) ∀0 6 i 6 m− 1, ωk+i 6 N and ωk−1 > N, ωk+m > N.
On the other hand, a subword between maximal (N, j)-run subwords is
called “bad subword”. The set A((τu)) is just a collection of words like
(24) ω = Br1Wn1Br2 · · ·WntBrt+1 ,
where Bri denotes “bad subword” with length ri andWni denotes maximal
(N, j)-run subword with length ni. Write
K :=
∑
u∈Σj
N
τu and s :=
⌊
n−K
j
⌋
+ 1.
It is easily seen that t 6 s. In other word, every element in A((τu)) has
at most s maximal (N, j)-run subwords. Furthermore, by writing Kt :=∑t
i=1 ni, we have
Kt = K + t(j − 1)
and
(25) r1 > 0, rt+1 > 0, ri > 1 (2 6 i 6 t) and
t+1∑
i=1
ri = n+ j − 1−Kt.
For 1 6 t 6 s, we denote by At the set of words in A((τu)) with t maximal
(N, j)-run subwords. It is clear that A((τu)) is partitioned into At’s, i.e.
(26) A((τu)) =
s⊔
t=1
At.
Next, we partition At by the length pattern of “bad subword” andmaximal
(N, j)-run subword. Recall that every word ω ∈ At has the form (24).
We call (r1, n1, r2, · · · , nt, rt+1) the length pattern of “bad subword” and
maximal (N, j)-run subword. Denote by Lt the set of all such length
pattern of ω in At. Given a length pattern (r,n) := (r1, n1, · · · , nt, rt+1) ∈
Lt, let B(r,n) denote the set of elements of At with the length pattern (r,n).
Thus, At is partitioned into B(r,n)’s. It follows that
(27)
∑
ω∈At
ν([ω])γ 6 ♯Lt max
(r,n)∈Lt
∑
ω∈B(r,n)
ν([ω])γ .
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Let A′t be the set of finite words by deleting all “bad subwords” of ω in At.
Thus by the quasi Bernoulli property, we have∑
ω∈B(r,n)
ν([ω])γ 6 C2γ(t+1)
∑
ω∈B(r,n)
t+1∏
i=1
ν([Bri(ω)])
γ
t∏
i=1
ν([Wni(ω)])
γ
6 C2γ(t+1)
∑
ω∈B(r,n)
t+1∏
i=1
ν([Bri(ω)])
γ
∑
ω∈B(r,n)
t∏
i=1
ν([Wni(ω)])
γ
6 Cγ(4t+5)V
∑
ω∈A′t
ν([ω])γ ,
where
V :=
∑
ω∈B(r,n)
ν([Br1(ω) · · ·Brt+1(ω)])
γ .
According to (25), we have
∑t+1
i=1 ri 6 n −K, Thus, together with Lemma
10, this yields
V 6
∑
ω∈Nn−K
ν([ω])γ 6 C0M
n−K
0 .
Then, by (27) we have
(28)
∑
ω∈At
ν([ω])γ 6 C0C
γ(4t+5)Mn−K0 ♯Lt
∑
ω∈A′t
ν([ω])γ .
From the definition of Hn(ǫ, j,N), we have∑
u∈Σj
N
(µ([u])− ǫ) <
K
n
<
∑
u∈Σj
N
(µ([u]) + ǫ).
For any δ′ > 0, one can choose N large enough and ǫ small enough i.e.
ǫ = N−2j such that
1−
∑
u∈Σj
N
µ([u]) < δ′ and ǫN j < δ′.
It follows that
(29) 1−
K
n
< ǫN j + δ′ < 2δ′.
According to the definition of s and the fact that t 6 s, for any δ > 0, when
δ′ is taken small enough we have
(30) C0C
γ(4t+5)Mn−K0 6 e
nδ/2.
On the other hand, we observe that very length pattern (r,n) ∈ Lt is just
corresponding to the integer solution of the following equation set{ ∑t
i=1 ni = Kt, ni > j(1 6 i 6 t),∑t+1
i=1 ri = n+ j − 1−Kt, r1 > 0, rt+1 > 0, ri > 1 (2 6 i 6 t).
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By the element combinatorial theory, one can obtain the following estimate
♯Lt 6
(K − 1)!
(K − t)!(t− 1)!
(n−K − (t− 1)j + t)!
t!(n−K − (t− 1)j)!
.
Noting that j is a fixed integer relative to n, by the Stirling formula we have
(K − 1)!
(K − t)!(t− 1)!
(n−K − (t− 1)j + t)!
t!(n−K − (t− 1)j)!
6 enδ/2.
In combination with (28) and (30), this yields
(31)
∑
ω∈At
ν([ω])γ 6 enδ
∑
ω∈A′t
ν([ω])γ .
Now we estimate the sum on the right-hand side in the above inequality.
First we consider a set
A˜t = {B˜r1Wn1B˜r2 · · ·WntB˜rt+1 : ω = Br1Wn1Br2 · · ·WntBrt+1 ∈ At},
where B˜ri is a finite word composed of digit N + 1 with length ri. In other
word, the set A˜t is just a set of finite words obtained by replacing each “bad
subword” Bri of ω in At by a finite word composed of digit N+1 with length
ri. Thus the two sets A˜t and A
′
t have the same cardinal and each subword
u ∈ ΣjN appears τu times in ω of A˜t. Take
h =
1
j
(
∑
u∈Σj
N
−
τu
n
ln
τu
n
−
n−K
n
ln
n−K
n
)
in Lemma 21. Then, for the same δ > 0 as above and for n large enough we
have
♯A′t = ♯A˜t 6 exp(n(h+ δ)).(32)
Given ω ∈ A′t, denote by (τ
′
u) the appearance distribution with respect to
ΣjN of ω. Then, we have
(33) |ω| = Kt and τu 6 τ
′
u 6 τu + (t− 1)(j − 1) 6 τu + n−K.
By the Gibbsian property and (6), we have
j ln ν([ω1 · · ·ωKt]) 6 j lnC + j
Kt−1∑
i=0
ϕ(T ix)
= j lnC +
j−2∑
i=0
(j − 1− i)ϕ(T ix)
+
Kt−1∑
i=Kt−j+1
(Kt − i)ϕ(T
ix) +
Kt−j∑
i=0
j−1∑
k=0
ϕ(T i+kx)
6 (Kt + j
2 − j + 1) lnC +
∑
u∈Σj
N
τ ′u ln ν([u]),
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where we obtain the equality by taking the sums along the oblique diagonals
as shown in the following figure and the last inequality follows from the
Gibbsian property and (6).
q q q q q q q q q q♣ ♣ ♣
q q q q q q q q q q♣ ♣ ♣
♣
♣
♣
q q q q q q q q q q♣ ♣ ♣
❅
❅
❅
❅
❅ ❅
❅
❅
❅
❅
Kt
k
Together with (32), this yields∑
ω∈A′t
νγ([ω]) ≤ ♯A′tmax
ω∈A′t
νγ([ω])
≤ exp
n(h+ δ) + γj
{ ∑
u∈Σj
N
τ ′u ln ν([u]) + (Kt + j
2) lnC
}
Rewrite the right-hand side of the above inequality as
exp{nL(γ, j, (τ ′u))},
where
L(γ, j, (τ ′u)) = h+
γ
j
∑
u∈Σj
N
τ ′u
n
ln ν([u]) +
γ
jn
(Kt + j
2) lnC + δ.
Now we shall give a negative upper-bound of L(γ, j, (τ ′u)). In virtue of the
definition of Hn(ǫ, j,N) and (33), we can take ǫ > 0 small enough and n
large enough such that
(34)
1
j
∑
u∈Σj
N
τ ′u
n
ln ν([u]) ≤ −
1
j
Hj,N(ν, µ) + δ.
At the same time, we can take j large enough such that
1
jn
(Kt + j
2) lnC 6 δ/2 .
In combination with the last two inequalities, we have
L(γ, j, (τ ′u)) ≤ h− γ
1
j
Hj,N(ν, µ) + (3/2 + γ)δ.
Recall that
3/2 > γ > β(ν|µ),
We take δ > 0 small enough and j, N large enough such that
(35) γ >
1
jHj,N(µ, µ) + 7δ
1
jHj,N(ν, µ)
.
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By a similar argument of (34), we have
−
1
j
∑
u∈Σj
N
τu
n
ln
τu
n
≤
1
j
Hj,N(µ, µ) + δ.
It follows that
L(γ, j, (τ ′u)) ≤ h−
1
j
Hj,N(µ, µ)− 4δ
≤ −
1
j
n−K
n
ln
n−K
n
− 3δ,
By (29), we can take δ′ small enough such that
−
n−K
n
ln
n−K
n
≤ δ.
Thus, we have
L(γ, j, (τ ′u)) ≤ −2δ,
and ∑
ω∈A′t
νγ([ω]) ≤ exp(−2nδ).
In combination with (23), (26) and (31), this yields∑
ω∈Λn(ǫ,j,N)
ν([ω])γ 6 s(2ǫn)N
j
e−nδ,
which implies that for any γ > max{αν , β(ν|µ)},
Hγ(
∞⋂
n=l
Hn(ǫ, j,N)) = lim
n→∞
Hγδn+j−1(
∞⋂
n=l
Hn(ǫ, j,N)) = 0.
Then it follows that
dimν Gµ 6 γ.
Thus, we obtain
dimν Gµ 6 max{αν , β(ν|µ)}.

6. Applications
In the section, we study the set of generic points of an invariant measure
for an expanding interval map by transferring dimension results from the
symbolic space to the interval [0, 1). However, for convenience of presen-
tation, we choose to work with the continued fraction system. Then we
will give the proof of Theorem 2. Furthermore, we will describe the Haus-
dorff dimension of the sets of generic points of an invariant measure for the
Gauss transformation with respect to the Euclidean metric on [0, 1). The
corresponding results will be stated without proof for a class of expanding
interval maps.
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6.1. Gauss transformation. Define the Gauss transformation S : [0, 1)→
[0, 1) by
S(0) := 0, S(x) :=
1
x
−
⌊
1
x
⌋
, x ∈ (0, 1).
Then every irrational number in [0, 1) can be written uniquely as an infinite
expansion of the form
x =
1
a1(x) +
1
a2(x)+
. . .
,
where a1(x) = ⌊
1
x⌋ and ak(x) = a1(S
k−1(x)) for k > 2 are called the partial
quotients of x. For simplicity we denote the expansion by (a1a2 · · · ). Let
M([0, 1), S) denote all invariant Borel probability measures with respect to
S on [0, 1). Set
∆(a1a2 · · · an) := {x ∈ [0, 1) : x1 = a1, x2 = a2, · · · , xn = an}
which is called a rank-n basic interval. Define κ : NN → (0, 1) by
κ(a1a2 · · · ) =
1
a1 +
1
a2+
. . .
.
Hence
κ([a1 · · · an]) = ∆(a1 · · · an).
This establishes a one-to-one correspondence between the cylinders in X
and the basic intervals in [0, 1).
Proof of Theorem 2. Recall that ηs is the Gibbs measure associated to
the potential φs(x) = 2s lnx for s >
1
2 . Define the potential function
ϕs(ω) = φs ◦ κ(ω)
on X. Then ϕs admits a unique Gibbs measure νs which has the same
convergence exponent with ηs and satisfies for all cylinder [ω] ∈ C
∗
(36) νs([ω]) = ηs(∆(ω)).
That implies that
(37) dimνs A = dimηs κ(A)
for any subset A of X.
Now define
θ := ℓ ◦ κ
on B(X). Then the two systems (X,B(X), θ, T ) and ([0, 1),B([0, 1)), σ, S)
are isomorphic. Hence hθ = hℓ. Let Gθ be the set of generic points of θ on
the system (X,T ). By a standard argument, one can cheeck
Gℓ = κ(Gθ).
According to the analysis following Theorem 1 and (37) we have completed
the proof of Theorem 2. 
33
Denote by dimH Gℓ the Hausdorff dimension of Gℓ with respect to the
Euclidean metric on [0, 1). Our next result shows that dimH Gℓ equals the
Billingsley dimension dimλ Gℓ, where λ is the Lebesgue measure. First, we
note a fact that for any subset A ⊂ (0, 1), we have dimH A 6 dimλA,
because the former dimension index is defined by using the covering of ar-
bitrary intervals and the later one by the covering of basic intervals. By
a result of Wegmann ([30], see also [4], p. 360), the equality holds in the
following situation.
Proposition 23. One has dimH A = dimλA for A ⊂ (0, 1) if
(38) lim
n→∞
lnλ(∆(x1 · · · xn))
lnλ(∆(x1 · · · xn+1))
= 1, (∀x ∈ A).
Theorem 24. For any ℓ ∈ M([0, 1), S), we have
dimH Gℓ = max
{
1
2
,
hℓ
−2
∫ 1
0 lnxdℓ(x)
}
.
Proof. Note that η1 is the Gauss measure with density
1
ln 2
1
(1+x) . It follows
that α1 =
1
2 . Hence, ν1 also has convergence exponent
1
2 . By Theorem 1
and (37), we have
dimH Gℓ 6 dimλ Gℓ = dimη1 Gℓ = dimν1 Gθ = max
{
1
2
,
hθ
−
∫
ϕ1 dθ
}
,
where the first equality comes from the fact that the Gauss measure η1 is
boundedly equivalent to the Lebesgue measure λ.
It remains to show the converse inequality. Recall that we have con-
structed two subsets for the lower bound estimation of dimν Gµ in Section
4 and we will use them once more. First, by Proposition 15, there exists
z = (zn)n>1 ∈ Gθ such that
(39) −
(q+1)2∑
k=1
ln ν1([zk])≪
q∑
k=1
k2.
For a positive number a > 1, set
F =
{
x ∈ X : xk2 ∈ (a
k2 , 2ak
2
]; xk = zk if k is nonsquare
}
.
It is clear that F ⊂ Gθ. Thus, we have dimν1 F >
1
2 by a similar argument
in the proof of Proposition 18. Let x ∈ κ(F ) ⊂ Gℓ. By the quasi Bernoulli
property, we have
C−(n+1)
n∏
i=1
η1(∆(xi)) 6 η1(∆(x1 · · · xn)) 6 C
n+1
n∏
i=1
η1(∆(xi)).
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In combination with (36) and (39), using once more the fact that η1 has
density function 1ln 2
1
(1+x) , one can show
lim
n→∞
ln η1(∆(x1 · · · xn))
n3/2
= −
2
3
ln a.
As we have mentioned a fact that the Gauss measure η1 is boundedly equiva-
lent to the Lebesgue measure λ, it follows that (38) holds. So by Proposition
23 and (37), we have
dimH Gℓ > dimH κ(F ) = dimλ κ(F ) = dimη1 κ(F ) = dimν1 F >
1
2
.
Second, in the case of |
∫
ϕ1 dθ| < +∞, consider the set Y
∗ in the proof
of Proposition 19. Let x ∈ κ(Y ∗) ⊂ Gℓ, we can show just like in the proof
of Proposition 19
lim
n→∞
lnλ(∆(x1 · · · xn))
n
=
∫ 1
0
2 ln xdℓ(x),
which implies (38), so by Proposition 23 and (37), we have
dimH Gℓ > dimH κ(Y
∗) = dimλ κ(Y
∗) = dimη1 κ(Y
∗)
= dimν1 Y
∗
>
hθ
−
∫
ϕ1 dθ
=
hℓ
−2
∫ 1
0 lnxdℓ(x)
.
Combining the two lower bounds, we have completed the proof. 
6.2. Expanding interval dynamics. Let ([0, 1], f) be an expanding inter-
val dynamical system. More precisely, we assume that f : [0, 1]→ [0, 1] is a
map for which there exists a countable collection of pairwise disjoint open
intervals {Ia}a∈S such that
(1) [0, 1] =
⋃
a∈S Ia;
(2) f |Ia is a C
2 diffeomorphism of Ia onto (0, 1) for each a ∈ S;
(3) Uniform expansion: There exist constants N ∈ N and ξ > 1 such
that
|(fN )′(x)| > ξ for any x ∈
⋃
a∈S
Ia;
(4) Re´nyi’s condition: there exists a constant K such that
sup
a∈S
sup
x,y,z∈Ia
|f ′′(x)|
|f ′(y)f ′(z)|
6 K.
Such dynamic is called Expanding Markov Re´nyi dynamical system ([21]).
Suppose ln |f ′| has summable variations and finite 1-order variation and Gure-
vich pressure. For s ∈ R, consider potential function ψs(x) = −s ln |f
′(x)|.
Set s0 = inf{s > 0 : Pψs < +∞}. Then for any s > s0 the potential function
ψs admits a unique Gibbs measure ηs and the corresponding convergence
exponent will be denoted by αηs . Now let us state a result for the above
expanding interval dynamical systems and omit the proof, because one can
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transfer the dimension result from the symbolic space to the interval [0, 1]
as we do with the continued fraction system.
Theorem 25. Let ℓ be an f -invariant Borel probability measure on [0, 1].
For any s > s0, if
∫ 1
0 ln |f
′(x)|dℓ(x) < +∞ we have
dimηs Gℓ = max
{
αηs ,
hℓ
Pψs + s
∫ 1
0 ln |f
′(x)|dℓ(x)
}
;
otherwise we have
dimηs Gℓ = αηs .
Re´nyi’s condition implies that the Gibbs measure associated to ψ1(x) is
boundedly equivalent to the Lebesgue measure ([1], see also[26], p. 105). As
a counterpart of Theorem 24 for such general expanding maps, we have the
following result.
Theorem 26. For any ℓ ∈ M([0, 1), f), we have
dimH Gℓ = max
{
αη1 ,
hℓ∫ 1
0 ln |f
′(x)|dℓ(x)
}
.
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