Abstract. The -pseudospectrum of a square matrix A is the set of eigenvalues attainable when A is perturbed by matrices of spectral norm not greater than . The pseudospectral abscissa is the largest real part of such an eigenvalue, and the pseudospectral radius is the largest absolute value of such an eigenvalue. We find conditions for the pseudospectrum to be Lipschitz continuous in the setvalued sense and hence find conditions for the pseudospectral abscissa and the pseudospectral radius to be Lipschitz continuous in the single-valued sense. Our approach illustrates diverse techniques of variational analysis. The points at which the pseudospectrum is not Lipschitz (or more properly, does not have the Aubin property) are exactly the critical points of the resolvent norm, which in turn are related to the coalescence points of pseudospectral components.
1. Introduction. Analysis using eigenvalues is prevalent in many different areas of applied mathematics. As we consider perturbations to an n × n complex matrix A with spectrum Λ (A), we are led to study the -pseudospectrum Λ : M n ⇒ C, which is a set-valued map defined by
where M n is the space of matrices of size n × n. A well-known equivalent formulation, assuming · = · 2 as we do throughout, is
where σ (A) denotes the smallest singular value of the matrix A. As discussed extensively in [22] , the function z → (zI − A) −1 is called the resolvent of the matrix A.
Thus the pseudospectra of A are just upper-level sets of the resolvent norm function n A : C\Λ (A) → R + defined by n A (z) := (zI − A)
.
Pseudospectra may be more informative than eigenvalues in applications where matrices are nonnormal [22, 13] .
The continuity of the spectrum is well known [14] . One immediate question is whether continuity extends to Λ . Since Λ is a set-valued map, we ask whether we have continuity in the Hausdorff metric, and it is known that the answer is yes [17, Theorem 2.3.7] . Does the pseudospectrum mapping Λ have stronger continuity properties? One of the main contributions of this paper is to find conditions under which the map Λ is Lipschitz continuous. The ingredients of our analysis are variational-analytic techniques from the last couple of decades, as described in Rockafellar and Wets [21] , Clarke et al. [10] , and Mordukhovich [20] . In particular, we should note that there are technical details involved in the generalization of Lipschitz continuity to set-valued maps. Our proof (of the main results in Theorem 5.2 and Proposition 6.3) may be described loosely by Figure 1 . The reader may find the schematic outline helpful as the argument proceeds.
For the moment, we remark on the notation σ A (z) = σ e (A, z) = 1 n A (z) and Y (A − zI), which refers to the set of the inner products of associated left and right singular vectors (see page 1050). N refers to the normal cone, ∂ refers to the subdifferential and D * refers to the coderivative. We expand more on the notation of Figure 1 (see page 1051).
In Figure 1 , the six properties on the right on A and z are equivalent. For a given matrix A, we call points z not satisfying these equivalent properties "resolventcritical" because they are smooth or nonsmooth critical points of the norm of the resolvent n A . When the multiplicity of the smallest singular value of A−zI is one, this property is equivalent to z being a "degenerate point" (in the sense of [4, Definition 4.5, Corrigendum]) or not "regular" in the sense of [5, Definition 4.4] . Points not resolvent-critical are exceptional for several aspects of pseudospectra, notably the quadratic convergence of the pseudospectral abscissa algorithm in [5] .
In the above definition of MSV , u, v are minimal left and right singular vectors of A if they are unit vectors satisfying
where A H is the Hermitian transpose of A. A key tool in our analysis is the set
We prove that the set Y (A − zI) is the subgradient set at z of the function −σ A :
This mapping turns out to be easier to analyze because −σ (·) has the property of subdifferential regularity (as defined in [21] ) except at where it is zero. We show that the normal cone N Λ c (A) (z) is R + (Y (A −zI) ). This establishes a link between the variational properties of −σ A and Λ c , and the Aubin property.
Notation. For future reference, Tables 1 and 2 summarize the mappings that appear throughout the paper.
Unless otherwise stated, our notation follows [21] . See also the In section 6, we show how the Lipschitz constant for the map Λ can be calculated. Section 7 gives conditions for the Lipschitz continuity and strict differentiability of the pseudospectral abscissa α and the pseudospectral radius ρ . Finally, we present properties of resolvent-critical points in section 8. We prove, in particular, that the points at which the components of Λ (A) coalesce as grows are resolvent-critical, and we pose some questions about resolvent-critical points.
2. Feasible-set mappings and continuity of pseudospectra. The pseudospectral mapping Λ : M n ⇒ C has two inputs: ∈ R + and the matrix in the argument of Λ (·). As R + is one-dimensional, the variation of Λ (A) for a fixed matrix A and variable is easier to visualize, as implemented in EigTool [24] . Some attractive results in this direction have been obtained in [7, 8, 18, 1, 17] and elsewhere. By contrast, in this work we study how Λ behaves for a fixed and a varying matrix argument, primarily taking a more abstract and systematic approach than [6] .
We study pseudospectra using the language of set-valued analysis as described in the monograph [21] . We take the definition of inner semicontinuity and outer semicontinuity in [21, section 5B].
In the next two propositions, let f : R n × R d → R m be a continuous function, and let T : R d ⇒ R n be the mapping defined by
where D is a closed set. Proposition 2.1. T is outer semicontinuous. Proof. We just need to check that T has a closed graph (by [21, Theorem 5.7] ), which is easy.
Note that the -pseudospectrum can be written as 
In the case where m = 1:
Proof. Property (a) is easy and standard. See, for example, the techniques in [2, 16] . ∈ Q, thenx / ∈ lim inf w→w T (w). Suppose thatx / ∈ Q. We need to consider onlyx ∈ T (w), so we can assume thatx is a minimizer of f (·,w) and f (x,w) = α. Then there is a neighborhood
This means that 
Lipschitz continuity is thus defined as follows. 
The infimum of all κ such that there exists a neighborhood V ofx such that
is the Lipschitz modulus for S atx and is denoted by lip ∞ S (x). The Aubin property, which is a localized Lipschitz property, is defined as follows. Definition 2.9 (see [21, Definition 9 .36] Aubin property and graphical modulus). A mapping S : R n ⇒ R m has the Aubin property atx forū, wherex ∈ R n and u ∈ S (x), if gph S is locally closed at (x,ū) and there are neighborhoods V ofx and W ofū, and a constant κ ∈ R + such that
The graphical modulus of S atx forū, denoted by lip S (x |ū), is the infimum of all such κ that satisfy the formula above.
If the function f in the feasible-set mapping in formula (2.1) in page 1052 is smooth, we understand the Aubin Property quite well through [ 
Then C has the Aubin property atp forx if and only if
This property is equivalent to
Conditions (a), (b), and (c) allow us to conclude that
and by condition (d), this is in turn equivalent to 
If 0 ∈ ∂Fp (x), then there exists z such that (0, z) ∈ ∂F (x,p), but condition (b) implies z = 0, which contradicts statement (2.4). If 0 / ∈ ∂Fp (x), this means that there is no z such that (0, z) ∈ ∂F (x,p) and implies statement (2.4). So 0 / ∈ ∂Fp (x) is equivalent to C not having the Aubin property atp forx as claimed.
The calculation of the value lip C (p |x) follows from the definition of the coderivative D * C (p |x) and its relation to the normal cone through the Mordukhovich criterion. If F (x,p) <ᾱ, then the normal cone is {(0, 0)}, giving us the required value of lip C (p |x).
To obtain the Lipschitz modulus from the graphical modulus, one may use [21, Theorem 9.38], but Proposition 6.2 is sufficient for our purposes in this paper.
In sections 3 to 6, we will be using the general principle illustrated in Theorem 2.10 to study where the pseudospectrum Λ has the Aubin property and also to illustrate how this can identify where Λ is Lipschitz continuous and give a value of the Lipschitz constant.
One may immediately try to apply Theorem 2.10 to show that Λ has the Aubin property for A at z. In this case, p = A, x = z, and so , z) . However, σ e is not a regular function, but this can be overcome by studying −σ e instead, which is regular if A − zI is nonsingular. This is what we will do in the analysis that follows.
3. General results. First, we are interested in finding out whether the functions −σ e and 1 σ e enjoy similar regularity properties so that we can deduce properties of σ e . We recall a result on the reciprocals of functions. 
An equivalent definition given in the introduction is to have pairs of unit vectors
The following result summarizes a complete characterization of left and right minimal singular vectors when we have one particular singular value decomposition, which is helpful for the case where the smallest singular value is multiple. Proposition 3.3. Consider a matrix A ∈ M n with singular value decomposition (for unit vectors u j , v j )
where
if A is invertible (in other words, σ 1 > 0) and
Proof. The equations Av = σ (A) u and A H u = σ (A) v require u to be an eigenvector for AA H and v to be an eigenvector for A H A, and so they lie in the subspaces spanned by the columns ofŪ andV , respectively. We have assumed that these columns are placed at the left of U and V . Then let v =V q. As we want a v of unit length, we must have q = 1. Since A is invertible, σ := σ (A) > 0, and so
The reverse is straightforward. If A is singular, then as before, u =Ūq 1 and v =V q 2 for some unit vectors q 1 , q 2 . It is evident that u and v satisfy the relations σ (A) u = Av and σ (A) v = A H u, so we are done.
The significance of Y (A) will become clear later in sections 4 and 5. We first show a result on Y (A).
Proposition 3.4. If A is invertible, then Y (A) is convex.
Proof. We make the observation that the set Y (A) can be determined as follows. LetŪ andV be as described in Proposition 3.3. The numerical range of a matrix 
With this matrix,
which is not convex.
Subdifferential calculus.
This section collects some results about subdifferential calculus involving σ e : M n × C → R + , where σ e (A, z) = σ (A − zI). As suggested in Figure 1 , there is a link between the subdifferential ∂σ e (A, z) and normal cone N gph Λ (A, z) for σ e (A, z) = . Before we can apply the appropriate theorems in [21] , we have to calculate ∂σ e (A, z), establish regularity properties, and characterize whether 0 ∈ ∂σ e (A, z). When the smallest singular value is simple, σ and σ e are analytic, as the next lemmas assert.
We remind the reader that the spaces M n and M n × C have (real) inner products defined by 
A, B = Re tr
: M n × C → C is defined by L (A, z) = A − zI.
Lemma 4.2. If z / ∈ Λ (A) and A − zI has a simple smallest singular value, then the function σ
The next two results are generalizations of Lemmas 4.1 and 4.2 to the nonsmooth case, and they calculate the subgradients needed in the main result in section 5.
Furthermore, −σ e is regular at (A, z) and globally Lipschitz. Proof. We consider the functions 
Next, we evaluate ∂σ e (A, z). Let the singular value decomposition of (A − zI) be USV H . Then the singular value decomposition of (A − zI)
We know that
(See, for example, [23] .) Therefore,
Then for any (u, v) ∈ MSV (A − zI), we have
and so
By Proposition 3.1, we conclude that 
and −σ A is regular at z and globally Lipschitz. Proof. The proof is similar to the proof above, but we work through the details for completeness. We note 
As in Proposition 4.3, σ A is globally Lipschitz because it is a composition of two globally Lipschitz functions. We note that the assumptions that A − zI is nonsingular in Proposition 4.3 and A is nonsingular in Proposition 4.4 cannot be dropped in the proposition below.
Proof. TakeŪ andV to the matrices corresponding to the minimal left and right singular vectors of A − zI in the statement of Proposition 3.3. For small > 0, we have
Dividing by throughout and taking limits as ↓ 0, we have
which is obviously a contradiction. This means that∂ (−σ e ) (A, z) = ∅. To show that ∂ (−σ e ) (A, z) = ∅, we note that for small > 0, we have 
Proof. From the identity n A = 1/σ A and Propositions 3.1 and 4.5, we note the following calculations:
This motivates the following definition.
Thus resolvent-critical points that are not eigenvalues are simply critical points of the resolvent norm n A (in the nonsmooth sense). Recall that, for a locally Lipschitz function f , ∂
• f (x), the convex hull of ∂f (x), is the Clarke subdifferential of f at x and thatx is Clarke-critical if 0 ∈ ∂ • f (x). Since σ A is globally Lipschitz, the following holds as well.
Theorem 4.9. For a given matrix A, the following are equivalent:
. This means that (2) and (3) are equivalent.
Next we prove that (1) implies (2) . If z is resolvent-critical, then either z is an eigenvalue of A or 0 ∈ ∂ (−σ A ) (z). In the second case, z is Clarke
In the first case, z is a maximizer of −σ A , and so z is Clarke-critical.
Lastly, we prove that (2) implies (1). If z is not resolvent-critical, then z is not an eigenvalue, and 0
by the regularity of −σ A at z, so we are done.
Example 4.10. Table 3 shows some examples where 0 is a resolvent-critical point of A. (In the third example, the resolvent-critical point is close to 0 but not exactly at 0.) These plots were obtained with EigTool [24] . The curves represent the boundaries of the pseudospectra Λ (A) for = 10 α , where α is the number corresponding to the line generated by EigTool in the legend on the right. The third example is found in [12] . N gph Λ c (A, z) and N gph Λ (A, z) . We make use of properties that we have established in section 4 to establish the link between level sets and normal vectors.
Proposition 5.
Proof. 
Furthermore, if σ (A − zI) is simple, then σ e is smooth and regular at (A, z) by Lemma 4.2, and so the above inclusion holds with equality.
For the opposite containment, take any (u, v) ∈ MSV (A − zI). Consider the pair
At these points, σ e is smooth (and thus regular) because the singular value is of multiplicity one with corresponding singular vectors (u, v), and σ e (A δ , z δ ) = .
Thus
is a cone, we have the formula for N gph Λ (A, z) as claimed.
The following is the main result that summarizes the links between Figure 1 in the introduction. Proof. For the purposes of the proof, we introduce several other properties: Lastly, S A can be written as a union of curves and points in C. If an eigenvalue, sayz, is not an isolated point in S A , then it is on some curve. This would mean that σ A is zero on a curve, which contradicts the fact that σ A is zero only on the set of eigenvalues, which is a finite set. Thus all eigenvalues are isolated in S A .
We call Λ (A) = {z | σ (A − zI) < } the strict pseudospectrum of A. The set Λ (A) consists of at most n components (since each component must contain an eigenvalue [22] ), and the number of components is clearly a decreasing function of . There will be some pointsz ∈ C where some components meet as increases. If Λ (A) has n components andz lies on the boundary of two components of Λ (A), then the distance between A and the set of matrices with repeated eigenvalues is and is attained by some matrixĀ havingz as a repeated eigenvalue (see [ If we can prove the following about the pseudospectral abscissa α , then we can conclude that the pseudospectral abscissa is Lipschitz continuous.
Conjecture 8.9. The points where the pseudospectral abscissa α are attained are not resolvent-critical.
A natural question to ask after Theorem 8.7 is the following. Conjecture 8.10. The number of resolvent-critical points is finite.
