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A GLOBAL LINEAR AND LOCAL SUPERLINEAR/QUADRATIC INEXACT
NON-INTERIOR CONTINUATION METHOD FOR VARIATIONAL
INEQUALITIES
LE THI KHANH HIEN∗ AND CHEK BENG CHUA†
Abstract. We use the concept of barrier-based smoothing approximations introduced in [ C. B. Chua and
Z. Li, A barrier-based smoothing proximal point algorithm for NCPs over closed convex cones, SIOPT 23(2),
2010] to extend the non-interior continuation method proposed in [B. Chen and N. Xiu, A global linear and local
quadratic noninterior continuation method for nonlinear complementarity problems based on Chen-Mangasarian
smoothing functions, SIOPT 9(3), 1999] to an inexact non-interior continuation method for variational inequalities
over general closed convex sets. Newton equations involved in the method are solved inexactly to deal with high
dimension problems. The method is proved to have global linear and local superlinear/quadratic convergence under
suitable assumptions. We apply the method to non-negative orthants, positive semidefinite cones, polyhedral sets,
epigraphs of matrix operator norm cone and epigraphs of matrix nuclear norm cone.
Key words. inexact non-interior continuation method, variational inequality, smoothing approximation,
polyhedral set epigraph of matrix operator norm, epigraph of matrix nuclear norm, strict complementarity
1. Introduction. Let X be a given closed convex subset of a finite dimensional real vector
space E equipped with an inner product 〈·, ·〉, and F : E → E be a continuously differentiable
map. We consider the following variational inequality V I(X,F ) over general closed convex sets:
find x ∈ X such that
(1) 〈F (x), y − x〉 ≥ 0 for all y ∈ X.
WhenX is a cone in E, the variational inequality (VI) is equivalent to a nonlinear complementarity
problem (NCP) of finding x ∈ X such that F (x) ∈ X♯ and 〈x, F (x)〉 = 0, where X♯ is the dual
cone of X . Convex optimization problems and fixed point problems can be also cast as VIs, see
[15, Chapter 1]. In this paper, we are interested in solving V I(X,F ) via the reformulation called
natural map equation. Denote Gnat to be the natural map
(x, y) ∈ E× E 7→ (x−ΠX(x− y), F (x)− y).
Here we denote the Euclidean projection of z onto X by ΠX(z), i.e.,
ΠX(z) = argmin
x∈X
1
2
‖x− z‖2 ,
where ‖·‖ is the norm induced by the inner product 〈·, ·〉. It was proved in [15, Proposition 1.5.8]
that x is a solution of V I(X,F ) if and only if x satisfies Gnat(x, y) = 0 for some y ∈ E. The
natural map equation is generally nonsmooth since the Euclidean projection is not always smooth,
hence cannot be solved by typical Newton-based methods. To remedy this restriction, one can
use nonsmooth Newton-based methods, see e.g., [16, Chapter 7, Chapter 8], [21, 20, 24, 25]. In
this paper, we consider another approach that uses smoothing approximations of the Euclidean
projection to solve the natural map equation numerically by a smoothing Newton continuation
method. Newton continuation methods can be traced back to [17, 27, 26], then the methods have
subsequently been deeply studied, see e.g., [2, 3, 4, 7, 18, 28], and references therein.
A continuous map p : E × R+ → E, parameterized by µ ∈ R+, is called a smoothing
approximation of the Euclidean projection ΠX over a closed convex set X if p converges point-
wise to ΠX as µ→ 0, i.e., p(z, 0) = ΠX(z), and for each µ ∈ R++, p(·, µ) is differentiable. When
the convergence is uniform, p is called a uniform smoothing approximation. A very well-known
example of the smoothing approximation is the Chen-Harker-Kanzow-Smale (CHKS) function
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(see [3, 18]) p(z, µ) = 12 (
√
z2 + 4µ2 + z), which approximates the projection onto the set of
non-negative real numbers R+. The CHKS function belongs to the class of smoothing functions
introduced by C. Chen and O. L. Mangasarian, see [5], which is computed as
p(z, µ) =
∫ z
−∞
∫ t
−∞
1
µ
d
(
x
µ
)
dxdt,
where d(·) is a certain probability density function. When d(x) = 2
(x2+4)3/2
the double integral
equals to the CHKS function. L. Qi and D. Sun [23] developed this type of convolution-based
smoothing approximations to approximate general nonsmooth functions. However, it is not com-
putable in most cases since it contains a multivariate integral. Recently, C. B. Chua and Z. Li
[10] introduced barrier-based smoothing functions, which only approximate the Euclidean pro-
jection onto convex cone with nonempty interior. This type of smoothing approximations has
been extended to general closed convex sets with non-empty interior in [9]. We will employ the
barrier-based smoothing functions in our method. We denote pµ(z) = p(z, µ) to emphasize that
µ will be used as a parameter, and define a smoothing approximation of the natural map Gnat
Hµ(x, y) =
(
x− pµ(x − y)
F (x) − y
)
.(2)
Solving smooth equations by classical Newton method was proved to have local quadratic con-
vergence. However, it was also verified that if a large size problem is considered then solving a
system of Newton equations at each iterate would be very expensive. Inexact Newton methods
[13], which calculate an appropriate solution to the Newton equations satisfying some level of
accuracy, are more practical and suitable for large scale problems. They also converge locally
superlinearly/quadratically under some natural assumptions of relative residuals. Taking into
account these advantages, we use inexact Newton methods to solve Newton equations in our
path-following continuation method.
Our main contribution is that we improve the noninterior continuation method, which was
introduced by Chen and Xiu [4] for VI over the non-negative orthant Rn+, to solve VI over
general closed convex sets. The method employs centering steps, which give its global linear
convergence, together with approximate Newton steps, which help to achieve local superlin-
ear/quadratic convergence. Newton equations involved in the method are solved inexactly to
handle large scale problems. We provide the application of our method to non-negative orthants,
positive semidefinite cones, polyhedral sets, epigraphs of matrix operator norm and epigraphs of
matrix nuclear norm. To achieve global linear convergence rate, we assume that the derivative
DHµk(x
(k), y(k)), where
{
(x(k), y(k))
}
k≥0
is the sequence generated by our algorithm, is non-
singular and
{∥∥DHµk (x(k), y(k))−1∥∥}k≥0 is bounded. We prove that the monotonicity of F is
sufficient for the non-singularity of DHµk
(
x(k), y(k)
)
. It was proved in [6] that, when X is a pos-
itive semidefinite cone, the strong monotonicity of F together with the uniform boundedness of{∥∥DF (x(k))∥∥}
k≥0
is sufficient for the boundedness of
{∥∥DHµk(x(k), y(k))−1∥∥}k≥0. We will extend
this result to the case when X is a general convex, see Section 3.3. It is worth mentioning that, for
more specific cases ofX , the strong monotonicity condition of F can be relaxed. We refer the read-
ers to [4] for the case when X is a non-negative orthant, to [9] for the case when X is an epigraph
of operator norm or an epigraph of nuclear norm. To obtain local superlinear convergence rate,
we assume that the derivative Dpµ(z) converges to a linear operator T
∗ when (z, µ) converges
to (z∗, 0), where z∗ = x∗ − y∗ and (x∗, y∗) is any limit point of {(x(k), y(k))}
k≥0
. To achieve
ξ-order convergence rate with ξ > 1, we further need ‖Dpµ(z)− T ∗‖ = O
(
‖(z − z∗, µ)‖ξ−1
)
.
We demonstrate that the operator T ∗ in this assumption must be DΠX(z
∗), which implies that
the projector onto X is differentiable at z∗. We verify the assumption with ξ = 2 (i.e., the local
convergence rate will be quadratic) for non-negative orthants, positive semidefinite cones, polyhe-
dral sets, epigraphs of matrix operator norm and epigraphs of matrix nuclear norm. We further
show that for non-negative orthants, positive semidefinite cones, epigraphs of matrix operator
INEXACT NON-INTERIOR CONTINUATION METHOD FOR VI 3
norm and epigraphs of matrix nuclear norm, differentiability of ΠX(·) at z∗ is equivalent to strict
complementarity of (x∗, y∗).
The paper is organized as follows. In the next section, we give some preliminaries on barrier-
based smoothing approximation. In Section 3, we describe the inexact non-interior continuation
method and prove its global linear, and local superlinear/quadratic convergence. We present
application of the algorithm to specific convex sets in Section 4. Finally, we conclude our paper
in Section 5.
We end this section by explaining some notations that will be used in the paper. For a
Fre´chet-differentiable map F , we use DF to denote the derivative of F and JF to denote its
Jacobian. We use ∇f(x) and ∇2f(x) to denote the gradient and the Hessian of a twice Fre´chet-
differentiable function f . For a vector x ∈ Rm, [x]+ denotes the vector whose components
are [xi]+ = max{0, xi}, i = 1, . . . ,m, and Diag(x) denotes the m × m diagonal matrix with
(Diag(x))ii = xi, i = 1, . . . ,m. For a matrix z ∈ Rm×m we define two linear matrix operators
S(z) =
1
2
(z + zT ), T(z) =
1
2
(z − zT ).
We denote the following norms of a matrix z ∈ Rm×n
• ‖z‖∞: the l∞ norm, i.e, ‖z‖∞ = max{|z|ij, 1 ≤ i ≤ m, 1 ≤ j ≤ n},
• ‖z‖1: the l1 norm, i.e, ‖z‖1 =
∑
1≤i≤m,1≤j≤n
|zij |,
• ‖z‖F : the Frobenius norm,
• ‖z‖: the operator norm, i.e, the largest singular value of z,
• ‖z‖∗: the nuclear norm, i.e, the sum of all singular values of z.
We use I to denote the identity matrix, whose dimension is clear in the context, and I to denote the
identity operator. For operators P1, P2 : E → E′, we use P1 ≺ P2 to mean 〈(P2 − P1)[u], u〉 > 0
for all u 6= 0. We denote the set of n× n symmetric matrices by Sn, the set of n× n orthogonal
matrices by On. For z ∈ Sn, we use λ1(z) ≥ λ2(z) ≥ λm(z) to denote its eigenvalues with
multiplicity, λf (z) = (λ1(z), . . . , λm(z))
T , and O(z) to denote the set of orthogonal matrices u
such that z = uDiag(λf (z))u
T . For a given matrix z ∈ Rm×n with m ≤ n, we denote σ1(z) ≥
σ2(z) ≥ . . . ≥ σm(z) to be singular values of z with multiplicity and σf (z) = (σ1(z), . . . , σm(z))T .
We use ◦ to denote the Hadamard product (or the entry-wise product), i.e., (z ◦w)ij = zijwij for
z, w ∈ Rm×n. For a n× n matrix z we use Tr(z) to denote its trace. The norm of a multilinear
operator L : E× . . .× E→ E′ is given by
‖L‖ = sup
v=(v1,...,vk)∈E×...×E
{
‖Lv‖
‖v‖ : v 6= 0
}
,
where the norm of v = (v1, . . . , vk) ∈ E× . . .× E is ‖v‖ =
√
‖v1‖2 + . . .+ ‖vk‖2.
2. Preliminaries. In this section, we give some background knowledge and establish some
necessary results to be used in the sequel.
Definition 2.1. (a) A function f : int (X) → R is called a barrier of X if f(xk) → ∞ for
any sequence {xk} ⊂ int (X) converging to a boundary point of X.
(b) A function f is called ϑ-self-concordant barrier for X if it is three times continuously
differentiable, and satisfies the following conditions
(α) the following value, called barrier parameter, is finite
ϑ = inf
{
t ≥ 0 : inf
x∈int (X),h∈E
t〈h,∇2f(x)h〉 − 〈∇f(x), h〉2 ≥ 0
}
;
(β) |D3f(x)[h, h, h]| ≤ 2(D2f(x)[h, h])3/2 ∀x ∈ int (X), h ∈ E.
Proposition 2.2. If f is a ϑ-self-concordant barrier of X then
|D3f(x)[h1, h2, h3]| ≤ 2
(
D2f(x)[h1, h1]D
2f(x)[h2, h2]D
2f(x)[h3, h3]
)1/2
.
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We refer to [19, Appendix 1] for the proof.
For a given closed convex setX with a differentiable barrier f , we define the map p : E×R+ →
E as {
p(z, µ) + µ2∇f(p(z, µ)) = z when µ > 0
p(z, µ) = ΠX(z) when µ = 0.
(3)
Theorem 2.3. [9, Theorem 3.1, Theorem 3.2] If f is a twice continuously differentiable
barrier on X, then the map p defined via (3) is a smoothing approximation of the Euclidean
projector ΠX . In addition, if f is a ϑ-barrier then the map p is Lipschitz continuous with modulus√
ϑ in the smoothing parameter; consequently, p is a uniform smoothing approximation.
Definition 2.4. The barrier based smoothing approximation of Euclidean projection ΠX de-
fined by a given twice continuously differentiable barrier f on X is the map p : E × R → E that
satisfies (3).
We remind that pµ(z) = p(z, µ). The following proposition is of paramount importance in achiev-
ing the global linear convergence of our inexact non-interior continuation method proposed in
Section 3.
Proposition 2.5. If the barrier f of X is ϑ-self-concordant, then for all z ∈ E and µ > 0
we have ∥∥D2pµ(z)∥∥ ≤ 1
4µ
.
Proof. Denote g(z) = ∇f(z). From the definition of barrier-based smoothing approximation,
we have
pµ(z) + µ
2g(pµ(z)) = z.
Taking derivative on z both sides, we get
(4) Dpµ(z)[u] + µ
2Dg(pµ(z))[Dpµ(z)[u]] = u,
for all u ∈ E. Taking derivative again on both sides of (4) gives us
D2pµ(z)[u, v] + µ
2D2g(pµ(z))[Dpµ(z)u,Dpµ(z)v] + µ
2Dg(pµ(z))D
2pµ(z)[u, v] = 0,
for all u, v ∈ E. Therefore, we get
(5)
∥∥D2pµ(z)[u, v]∥∥ = ∥∥µ2Dpµ(z)D2g(pµ(z))[Dpµ(z)u,Dpµ(z)v]∥∥ .
Denote ρ = µ2Dpµ(z)D
2g(pµ(z))
[
Dpµ(z)u,Dpµ(z)v]. Now we prove that ‖ρ‖ ≤ 14µ . We remind
that g = ∇f . For all w ∈ E with ‖w‖ = 1, we have
〈ρ, w〉 = µ2D3f(pµ(z))
[
Jpµ(z)u , Jpµ(z)v , Jpµ(z)w
]
.
Since f is a ϑ-self-concordant barrier, we get
µ2D3f(pµ(z))
[
Jpµ(z)u , Jpµ(z)v , Jpµ(z)w
]
≤ 2µ2
∏
d∈{u,v,w}
∣∣∣D2f(pµ(z))[Jpµ(z)d,Jpµ(z)d]∣∣∣1/2.(6)
Let ∇2f(pµ(z)) = Q Diag (λi|1≤i≤n)QT be eigenvalue decomposition of∇2f(pµ(z)), whose eigen-
values are λi, 1 ≤ i ≤ n. From (4), we have Jpµ(z) = QDiag

 1
1 + µ2λi
∣∣∣∣∣
1≤i≤n

QT . By noting
that
µ2λi
(1 + µ2λi)2
≤ 1
4
, we imply that for d ∈ {u, v, w} the following satisfies
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µ2
∣∣∣D2f(pµ(z))[Jpµ(z)d,Jpµ(z)d]∣∣∣ = dTQDiag

 µ2λi
(1 + µ2λi)2
∣∣∣∣∣
1≤i≤n

QTd
≤ 1
4
‖d‖2 ‖Q‖2 ≤ 1
4
.
Together with (6), we get 〈ρ, w〉 ≤ 1
4µ
, ∀ w ∈ E, ‖w‖ = 1. Hence ‖ρ‖ = maxw:‖w‖=1 〈ρ, w〉 ≤ 14µ .
We deduce from (5) that for all u, v ∈ E with ‖(u, v)‖ = 1 we have ∥∥D2pµ(z)[u, v]∥∥ ≤ 14µ .
The following theorem serves as a cornerstone to prove the local convergence of our algorithm.
Theorem 2.6. If lim
(z,µ)→(z∗,0)
Dpµ(z) = T
∗, then the projector ΠX is strictly differentiable at
z∗ and DΠX(z
∗) = T ∗. Furthermore, if ‖Dpµ(z)− T ∗‖ = O(‖(z − z∗, µ)‖ξ−1) with ξ > 1 then
ΠX satisfies
‖ΠX(z)−DΠX(z∗)−ΠX(z∗)‖ = O(‖z − z∗‖ξ).
Proof. Since lim
(z,µ)→(z∗,0)
Dpµ(z) = T
∗, we have
∀ε > 0, ∃δ > 0 such that 0 < ‖(z − z∗, µ)‖ < δ ⇒ ‖Dpµ(z)− T ∗‖ < ε.
Hence, ∀ε > 0, ∃δ > 0, for any z1, z2 and µ such that 0 < ‖z1 − z∗‖ <
δ√
2
, 0 < ‖z2 − z∗‖ <
δ√
2
and µ <
δ√
2
, the following holds
‖pµ(z2)− pµ(z1)− T ∗[z2 − z1]‖ =
∥∥∥∥∥∥
1∫
0
(Dpµ(tz2 + (1 − t)z1)− T ∗)dt[z2 − z1]
∥∥∥∥∥∥ < ε ‖z2 − z1‖ ,
(7)
since ‖tz2 + (1− t)z1 − z∗‖ ≤ t ‖z2 − z∗‖+ (1− t) ‖z1 − z∗‖ <
δ√
2
for all 0 ≤ t ≤ 1. Moreover, if
‖Dpµ(z)− T ∗‖ = O(‖(z − z∗, µ)‖ξ−1) then ∀ε > 0, ∃δ > 0, for 0 < ‖z − z∗‖ <
δ√
2
and µ <
δ√
2
,
we get
‖pµ(z∗ + h)− pµ(z∗)− T ∗[h]‖ =
∥∥∥∥∥∥
1∫
0
(Dpµ(z
∗ + th)− T ∗)dt[h]
∥∥∥∥∥∥
= O(‖h‖ξ) +O(µξ−1)‖h‖.
(8)
As µ in (7) goes to 0, accompanied with pµ(z2)→ ΠX(z2), pµ(z1)→ ΠX(z1), it yields that
‖ΠX(z2)−ΠX(z1)− T ∗[z2 − z1]‖ ≤ ε‖z2 − z1‖.
This expression shows that the projection ΠX is strictly differentiable at z
∗ and DΠX(z
∗) = T ∗.
Similarly, as µ in (8) goes to 0, the second result follows
‖ΠX(z∗ + h)−ΠX(z∗)− T ∗[h]‖ = O(‖h‖ξ).
Remark 2.7. The inverse direction of Theorem 2.6 does not always hold. If we use a wrong
barrier function for the set X , the limit may not exist even when ΠX is differentiable at z
∗; see an
example in Appendix B . However, the question about the existence of a suitable barrier-based
smoothing approximation corresponding to a given convex set X is still open to us.
6 L. T. K. HIEN, C. B. CHUA
Algorithm 1 Inexact non-interior continuation method
Given σ, α1, α2, α3 ∈ (0, 1), two sequences
{
θ
(k)
1
}
k≥0
⊂ (0, 1) and
{
θ
(k)
2
}
k≥0
⊂ (0, 1) such that σ +
√
2 supk
{
θ
(k)
1
}
< 1. Denote w(k) = (x(k), y(k)).
Step 0 Set k = 0. Choose µ0 > 0, w
(0) ∈ E× E, β > √ϑ such that w(0) ∈ N (β, µ0).
Step 1 (Calculate centering step)
If H0(w
(k)) = 0 then terminate, w(k) is a solution of the VI;
else, if Ψµk(w
(k)) = 0 then set w˜(k+1) = w(k) and go to step 3;
else let △w˜(k) solve the equation
−Hµk(w(k)) + r(k)1 = DHµk(w(k))[△w˜(k)],(9)
where
∥∥∥r(k)1 ∥∥∥ ≤ θ(k)1 ∥∥∥Hµk (w(k))∥∥∥.
Step 2 (Line search for centering step)
Let λk be the maximum of 1, α1, α
2
1, . . . such that
Ψµk(w
(k) + λk△w˜(k)) ≤ (1− σλk)Ψµk (w(k))(10)
Set w˜(k+1) = w(k) + λk△w˜(k).
Step 3 (µ Reduction based on centering step)
Let γk be the maximum of the values 1, α2, α
2
2, . . . such that
w˜(k+1) ∈ N (β, (1− γk)µk).
Set µ˜k+1 = (1− γk)µk.
Step 4 (Calculate approximate Newton step)
Let △wˆ(k) solve the equation
−H0(w(k)) + r(k)2 = DHµk(w(k))[△wˆ(k)],(11)
where
∥∥∥r(k)2 ∥∥∥ ≤ θ(k)2 ∥∥∥H0(w(k))∥∥∥.
Set wˆ(k+1) = w(k) +△wˆ(k).
Step 5 (µ reduction based on approximate Newton step)
If wˆ(k+1) 6∈ N (β, µ˜k+1) then set
µk+1 = µ˜k+1, w
(k+1) = w˜(k+1), k = k + 1
and return to step 1;
else, if H0(wˆ
(k+1)) = 0 then terminate, wˆ(k+1) is a solution of the VI;
else, let ηk be the greatest value of 1, α3, α
2
3, . . . such that
wˆ(k+1) 6∈ N (β, ηkα3µ˜k+1).
Set
µk+1 = ηkµ˜k+1, w
(k+1) = wˆ(k+1), k = k + 1,
and return to step 1.
3. An inexact non-interior continuation method. In this section, we describe the in-
exact non-interior continuation for solving Problem (1) and prove its local superlinear (ξ- order)
and global linear convergence. We use a ϑ-self-concordant barrier f to formulate pµ(·). Denote
φµ(x, y) = x−pµ(x−y) and remind that Hµ(x, y) =
(
x− pµ(x− y)
F (x)− y
)
.We use the merit function
Ψµ(x, y) = ‖F (x)− y‖+ ‖φµ(x, y)‖,
and define the neighbourhood N (β, µ) = {(x, y) : Ψµ(x, y) ≤ βµ}. Algorithm 1 fully describes our
algorithm. The algorithm starts with Step 0 which can be easily initialized by choosing arbitrary
w(0) ∈ E×E, µ0 > 0 and β > max{
√
ϑ,Ψµ0(w
(0))/µ0}. Centering steps 1–3 are crucial to obtain
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the global convergence rate, while approximate Newton steps 4–5 are necessary to obtain the local
convergence rate. As proved in Theorem 3.9, when k is sufficiently large, Algorithm 1 updates
w(k+1) = wˆ(k+1) eventually. Newton equations (9) and (11) of centering steps and approximate
Newton steps respectively are solved inexactly. Parameters θ
(k)
1 and θ
(k)
2 are to control the level
of accuracy in solving the Newton equations.
3.1. Global linear convergence. We first list assumptions that will be used in sequel.
Assumption 3.1. The derivative DHµk(w
(k)) is nonsingular and there exists a constant C
such that
∥∥DHµk(w(k))−1∥∥ ≤ C for all k.
Assumption 3.2. We have
‖F (y)− F (x)−DF (x)[y − x]‖ = o(‖y − x‖) for all x, y ∈ E.
Assumption 3.3. There exist constant ξ > 1 and L > 0 such that
‖F (y)− F (x) −DF (x)[y − x]‖ ≤ L‖y − x‖ξ for all x, y ∈ E
As mentioned in introduction section, we will prove in Section 3.3 that if F is monotone then
DHµk(w
(k)) is nonsingular. Furthermore, we will extend the sufficient condition obtained in [6]
for the uniform boundedness of
∥∥DHµk(w(k))−1∥∥ to general convex set, and refer the readers
to [4, 9] for more relaxed conditions that guarantee the boundedness when X is a non-negative
orthant, an epigraph of operator norm or an epigraph of nuclear norm. Assumption 3.3 is typical
in global convergence analysis of non-interior continuation methods, see e.g., [6, Proposition 1],
[4, Assumption 2]. Assumption 3.2 will be used to prove the local superlinear convergence, and
Assumption 3.3 will be used to prove the local ξ-order convergence of our proposed method.
Assumption 3.2 is satisfied if Assumption 3.3 is satisfied.
Proposition 3.4 provides bounds for Newton directions. We defer its proof to Appendix A.1.
Proposition 3.4. Let w(k) be the k-th iterate of the Algorithm 1, △w˜(k) be the solution of
(9) and △wˆ(k) be the solution of (11). If Assumption 3.1 holds true, then
(i)
∥∥△w˜(k)∥∥ ≤ C(1 + θ1)Ψµk(w(k)) ≤ C(1 + θ1)βµk, where θ1 = sup θ(k)1 ,
(ii)
∥∥△wˆ(k)∥∥ ≤ C(1 + θ2)(β +√ϑ)µk, where θ2 = sup θ(k)2 .
Proposition 3.5. Let 0 ≤ λ ≤ 1, r1 =
(
r1x
r1y
)
, (△x˜,△y˜) be the solution of (9).
(i) If the barrier f(x) is ϑ-self-concordant, then
‖φµ(x+ λ△x˜, y + λ△y˜)‖ ≤ (1− λ)‖φµ(x, y)‖ +
1
4µ
λ2 ‖(△x˜,△y˜)‖2 + λ ‖r1x‖ .
(ii) If Assumption 3.1 holds and the map F satisfies Assumption 3.2 then
‖F (x+ λ△x˜)− (y + λ△y˜)‖ ≤ (1 − λ)‖F (x)− y‖+ o(λ‖(△x˜,△y˜)‖) + λ ‖r1y‖ .
Proof. (i) From Equation (9), we get
x− pµ(x− y) = −(I−Dpµ(x− y))[△x˜]−Dpµ(x− y)[△y˜] + r1x
= − (△x˜−Dpµ(x− y)[△x˜−△y˜]− r1x) .
Therefore,
φµ(x + λ△x˜, y + λ△y˜)− (1− λ)φµ(x, y)
= x+ λ△x˜− pµ
(
x− y + λ(△x˜−△y˜))− (x− pµ(x− y))−
λ
(△x˜−Dpµ(x − y)[△x˜−△y˜]− r1x)
= −pµ
(
x− y + λ(△x˜−△y˜))+ pµ(x− y) + λDpµ(x− y)[△x˜−△y˜] + λr1x.
(12)
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Denote θ˜ = pµ
(
x − y + λ(△x˜ − △y˜)) − pµ(x − y) − λDpµ(x − y)[△x˜ −△y˜]. Using Lagrange’s
remainder for first order Taylor polynomial, for all v ∈ E we have t ∈ (0, 1) such that
〈
v, θ˜
〉
=
〈
v,
1
2
D2pµ (x− y + tλ (△x˜−△y˜)) [λ(△x˜−△y˜), λ(△x˜ −△y˜)]
〉
≤ 1
8µ
λ2 ‖v‖ ‖△x˜−△y˜‖2 ,
where we have applied Proposition 2.5 for the last inequality. Hence∥∥∥θ˜∥∥∥2 = 〈θ˜, θ˜〉 ≤ 1
8µ
λ2
∥∥∥θ˜∥∥∥ ‖△x˜−△y˜‖2 ,
which implies
∥∥∥θ˜∥∥∥ ≤ 18µλ2 ‖△x˜−△y˜‖2 ≤ 14µλ2 ‖(△x˜,△y˜)‖2. Together with (12), we get (i).
(ii) From Equation (9), we have F (x)− y = −DF (x)[△x˜] +△y˜+ r1y. This equality together
with Assumption 3.2 yield
F (x+ λ△x˜)− (y + λ△y˜)− (1 − λ)(F (x) − y)
= F (x+ λ△x˜)− (y + λ△y˜)− (F (x) − y) + λ(−DF (x)[△x˜] +△y˜ + r1y)
= F (x+ λ△x˜)−DF (x)[λ△x˜]− F (x) + λr1y
= o(λ ‖△x˜‖) + λr1y
= o(λ‖(△x˜,△y˜)‖) + λr1y .
Proposition 3.6. Let 0 ≤ λ ≤ 1. We consider λk and γk in Step 2 and Step 3 of Algorithm
1 respectively. If Assumptions 3.1 and 3.2 are satisfied, then
(i) There exists λ¯ such that λk ≥ α1λ¯, and
(ii) γk ≥ α2γ¯ where γ¯ = min
{
1,
βσλ¯
β +
√
ϑ
}
.
Proof. (i) By Proposition 3.5, we get
Ψµk(w
(k) + λ△w˜(k)) ≤ (1 − λ)Ψµk(w(k)) + o(λ‖△w˜(k)‖) +
1
4µk
λ2‖△w˜(k)‖2 + λ
√
2
∥∥∥r(k)1 ∥∥∥ .
Using Proposition 3.4(i) and remind that
∥∥∥r(k)1 ∥∥∥ ≤ θ(k)1 ∥∥Hµk (w(k))∥∥, we deduce that there exists
a function ̟(·) such that limx→0 ̟(x)x = 0 and
Ψµk(w
(k) + λ△w˜(k))
≤ (1− λ)Ψµk (w(k)) +̟(λΨµk(w(k))) +
1
4
λ2C2(1 + θ1)
2βΨµk(w
(k)) + λ
√
2θ1Ψµk(w
(k)).
(13)
Note that Ψµk(w
(k)) ≤ βµk ≤ βµ0, i.e., Ψµk(w(k)) is bounded by βµ0. Hence, there exists λ¯ ≥ 0
such that for all 0 ≤ λ ≤ λ¯, we have
̟(λΨµk (w
(k)))
λΨµk(w
(k))
+
1
4
C2(1 + θ1)
2βλ ≤ 1− σ −√2θ1,
which together with (13) leads to Ψµk(w
(k) + λ△w˜(k)) ≤ (1 − σλ)Ψµk(w(k)). Therefore, for all
0 ≤ λ ≤ λ¯ the line search criteria (10) for centering step holds true. Then we get the result (i).
(ii) We note that
Ψ(1−γ)µk(w˜
(k+1))−Ψµk(w˜(k+1))
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=
∥∥∥φ(1−γ)µk(w˜(k+1))∥∥∥− ∥∥∥φµk(w˜(k+1))∥∥∥
≤
∥∥∥φ(1−γ)µk(w˜(k+1))− φµk (w˜(k+1))∥∥∥
= ‖p(1−γ)µk(x˜(k+1) − y˜(k+1))− pµk(x˜(k+1) − y˜(k+1))‖.
Using the Lipschitz continuity of pµ (see Theorem 2.3), we have
Ψ(1−γ)µk(w˜
(k+1)) ≤ Ψµk(w˜(k+1)) +
√
ϑγµk.(14)
On the other hand, as proved above, we have Ψµk(w˜
(k+1)) ≤ (1 − σλ¯)Ψµk(w(k)). Hence, using
the fact Ψµk(w
(k)) ≤ βµk, we derive from (14) that
Ψ(1−γ)µk(w˜
(k+1)) ≤ (1 − σλ¯)Ψµk(w(k)) +
√
ϑγµk ≤ β(1 − σλ¯+
√
ϑγ
β
)µk.
Finally, we get Ψ(1−γ)µk(w˜
(k+1)) ≤ β(1− γ)µk, i. e., w˜(k+1) ∈ N (β, (1− γ)µk) for all 0 ≤ γ ≤ γ¯.
The result (ii) follows then.
Remark 3.7. If we assume Assumption 3.3 holds, then we get the following inequality, which
is stronger than the inequality in Proposition 3.5(ii),
‖F (x+ λ△x˜)− (y + λ△y˜)‖ ≤ (1 − λ) ‖F (x)− y‖+ Lλξ ‖△x˜‖ξ + λ ‖r1y‖
≤ (1 − λ) ‖F (x)− y‖+ Lλξ ‖(△x˜,△y˜)‖ξ + λ ‖r1y‖ .
Consequently, we obtain the following inequality which is stronger than (13)
Ψµk(w
(k) + λ△w˜(k))
≤ (1− λ)Ψµk(w(k)) +
(
Lλξ(C(1 + θ1)βµk)
ξ−1
+
1
4
λ2C(1 + θ1)β
)
C(1 + θ1)Ψµk(w
(k)) + λ
√
2θ1Ψµk(w
(k))
≤ (1− λ)Ψµk(w(k))
+ λ
{
λa(L(C(1 + θ1)βµ0)
ξ−1 +
1
4
C(1 + θ1)β)C(1 + θ1) +
√
2θ1
}
Ψµk(w
(k)),
where a = min{ξ − 1, 1}. Hence the value of λ¯ in Proposition 3.6 (i) is chosen to be
λ¯ = min
{
1, a
√
1− σ −√2θ1
C(1 + θ1)
(
L(C(1 + θ1)βµ0)ξ−1 +
1
4C(1 + θ1)β
)
}
.
The following theorem states the global linear convergence of our algorithm. Its proof is similar
to that of [4, Theorem 1]; we hence omit the details here.
Theorem 3.8. Assuming Assumption 3.1 and Assumption 3.2 are satisfied, then we have
(i) For all k ≥ 0, µk+1 ≤ (1 − α2γ¯)µk and µk ≤ µ0(1 − α2γ¯)k, where γ¯ is defined in
Proposition 3.6.
(ii) The sequence
{
H0(w
(k))
}
k≥0
converges to 0 R-linearly.
(iii) The sequence
{
w(k)
}
k≥0
is a Cauchy sequence converging to a solution w∗ = (x∗, y∗) of
the V I (1).
3.2. Local superlinear/ξ-order convergence. We denote z(k) = x(k) − y(k) and z∗ =
x∗ − y∗, where (x∗, y∗) is any limit point of the sequence {(x(k), y(k))}
k≥0
.
Theorem 3.9. Suppose Assumption 3.1 and Assumption 3.2 hold. If the derivative Dpµ(z)
converges to a linear operator T ∗ when (z, µ) goes to (z∗, 0), Algorithm 1 generates infinite se-
quence
{
w(k)
}
k≥0
and r
(k)
2 = o
(∥∥H0(w(k))∥∥), then the sequence {w(k)}k≥0 converges superlin-
early to (x∗, y∗).
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Moreover, if ‖Dpµ(z)− T ∗‖ = O
(
‖(z − z∗, µ)‖ξ−1
)
and r
(k)
2 = O(
∥∥H0(w(k))∥∥ξ) with ξ > 1
as given in Assumption 3.3, then the convergence is of ξ-order.
Proof. By Theorem 2.6, we can deduce that T ∗ = DΠX(z
∗).
First, we prove that
∥∥wˆ(k+1) − w∗∥∥ = o (∥∥w(k) − w∗∥∥). By Equation (11),∥∥∥w(k) +△wˆ(k) − w∗∥∥∥
=
∥∥∥w(k) −DHµk(w(k))−1(H0(w(k))− r(k)2 )− w∗∥∥∥
≤
∥∥∥DHµk(w(k))−1∥∥∥ ∥∥∥DHµk(w(k))[w(k) − w∗]−H0(w(k)) + r(k)2 ∥∥∥
≤ C
(
q1 + q2 +
∥∥∥r(k)2 ∥∥∥) ,
where
q1 =
∥∥∥DF (x(k))[x(k) − x∗]− [y(k) − y∗]− (F (x(k))− y(k))∥∥∥
=
∥∥∥F (x(k))−DF (x(k))[x(k) − x∗]− F (x∗)∥∥∥
= o
(∥∥∥x(k) − x∗∥∥∥) { by Assumption 3.2}
= o
(∥∥∥w(k) − w∗∥∥∥) ,
(15)
and
q2 =
∥∥∥(I−Dpµk(z(k)))[x(k) − x∗] + Dpµk(z(k))[y(k) − y∗]− (x(k) −ΠK(z(k)))∥∥∥
=
∥∥∥ΠK(z(k))−ΠK(z∗)−Dpµk(z(k))[x(k) − x∗ − (y(k) − y∗)]∥∥∥
≤
∥∥∥ΠK(z(k))−DΠK(z∗)[z(k) − z∗]−ΠK(z∗)∥∥∥
+
∥∥∥(DΠK(z∗)−Dpµk(z(k)))[z(k) − z∗]∥∥∥ .
(16)
By Theorem 2.6, we get q2 = o
(∥∥z(k) − z∗∥∥) = o (∥∥w(k) − w∗∥∥). Together with r(k)2 = o (∥∥H0(w(k))∥∥),
we deduce that
∥∥w(k) +△wˆ − w∗∥∥ = o (∥∥w(k) − w∗∥∥) . This implies∥∥∥w(k) +△wˆ − w∗∥∥∥ = τk ∥∥∥w(k) − w∗∥∥∥ ,(17)
where τk is a sequence converging to 0. Furthermore,∥∥∥w(k) − w∗∥∥∥ = ∥∥∥w(k) +△wˆ − w∗ −△wˆ∥∥∥ ≤ ∥∥∥w(k) +△wˆ − w∗∥∥∥+ ‖△wˆ‖ .
Hence,
∥∥w(k) − w∗∥∥ ≤ τk ∥∥w(k) − w∗∥∥+ ‖△wˆ‖. Applying Proposition 3.4 (ii), we have∥∥∥w(k) − w∗∥∥∥ ≤ τk ∥∥∥w(k) − w∗∥∥∥+ C(1 + θ2)(β +√ϑ)µk
≤ 1
2
∥∥∥w(k) − w∗∥∥∥+ C(1 + θ2)(β +√ϑ)µk
for sufficiently large k. Hence for sufficiently large k the following inequality is satisfied
‖w(k) − w∗‖ ≤ 2C(1 + θ2)(β +
√
ϑ)µk.(18)
Now we prove that wˆ(k+1) ∈ N (β, (1−γk)µk) for sufficiently large k, then w(k) = wˆ(k) eventually.
Using the property
√
2 ‖(a, b)‖ ≥ ‖a‖+ ‖b‖, similarly to (48) we can prove
Ψ(1−γk)µk
(
wˆ(k+1)
)
≤
√
2
∥∥∥H0(wˆ(k+1))∥∥∥+ (1 − γk)µk√ϑ.(19)
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Using the Lipschitz continuity of H0(w) near w
∗ with Lipschitz constant L1, Expression (17) and
Inequality (18) we then get
Ψ(1−γk)µk(wˆ
(k+1))
≤
√
2L1
∥∥∥wˆ(k+1) − w∗∥∥∥+ (1− γk)µk√ϑ
=
√
2L1τk
∥∥∥w(k) − w∗∥∥∥+ (1− γk)µk√ϑ
≤
√
2L1τk2C(1 + θ2)(β +
√
ϑ)µk + (1 − γk)µkβ − (1 − γk)µk(β −
√
ϑ)
≤ (1 − γk)µkβ + µk(2
√
2L1τkC(1 + θ2)(β +
√
ϑ)− (1− α2)(β −
√
ϑ))
where we have used the fact γk ≤ α2 from Step 3 of Algorithm 1 (if γk = 1 then the algorithm
terminates finitely). Finally, for sufficiently large k the value 2
√
2L1τkC(1 + θ2)(β +
√
ϑ)− (1−
α2)(β −
√
ϑ) is negative number since τk → 0 and β >
√
ϑ was chosen; we hence get
Ψ(1−γk)µk(wˆ
(k+1)) ≤ β(1− γk)µk.
For locally ξ-order convergence, we use the result of [4, Lemma 7] which states that if the
algorithm generates the k-th iterate by the approximate Newton step then µk = O(‖w(k)−w∗‖).
Indeed, based on the approximate Newton step, we have w(k) 6∈ N (β, α3µk). Moreover, similarly
to (19), we get Ψα3µk(w
(k)) ≤ √2 ∥∥H0(w(k))∥∥+ α3µk√ϑ. Hence
βα3µk < Ψα3µk(w
(k)) ≤
√
2
∥∥∥H0(w(k))∥∥∥+ α3µk√ϑ.
This implies
µk <
√
2
∥∥H0(w(k))∥∥
α3(β −
√
ϑ)
≤
√
2L1
∥∥w(k) − w∗∥∥
α3(β −
√
ϑ)
.
Appealing to this fact, if ‖Dpµ(z)− T ∗‖ = O(‖(z − z∗, µ)‖ξ−1) then from Theorem 2.6 and
Expression (16) we yield q2 = O(‖w(k) − w∗‖ξ). From Expression (15) and Assumption 3.3, we
have q1 = O(
∥∥w(k) − w∗∥∥ξ). All together with ∥∥∥r(k)2 ∥∥∥ = O(‖w(k) − w∗‖ξ), we deduce ‖wˆ(k+1) −
w∗‖ = O(‖w(k) − w∗‖ξ).
3.3. Sufficient conditions for Assumption 3.1.
Proposition 3.10. (i) If F is monotone then DHµ(x, y) is nonsingular for all µ > 0 and
(x, y) ∈ E× E.
(ii) If F is strongly monotone and assume that
{
DF
(
x(k)
)}
k≥0
is bounded, then Assumption
3.1 holds.
Proof. (i) We remind that Jpµ(z) = [I + µ
2∇2f(p(z))]−1 (see Formula (4)). We also note
that Dpµ(z)u = Jpµ(z)u, ∀u ∈ E. Then it is easy to see that 0 ≺ Dpµ(z) ≺ I for all z ∈
E. Denote Dpµ(x − y) = D¯. We have DHµ(x, y) =
(
I− D¯ D¯
DF (x) −I
)
. The system of linear
equations DHµ(x, y)[(u, v)] = 0 is equivalent to
{
(I− D¯)[u] + D¯[v] = 0
DF (x)[u] − v = 0, which can be rewritten
as
{
(I− D¯ + D¯(DF (x)))[u] = 0
v = DF (x)[u].
It follows from 0 ≺ D¯ ≺ I and monotonicity of F that (I −
D¯)D¯ ≻ 0 and D¯(DF (x))D¯  0. Therefore,
(I− D¯ + D¯(DF (x)))[u] = 0⇔ (I− D¯ + D¯(DF (x))D¯D¯−1[u] = 0
⇔ ((I− D¯)D¯ + D¯(DF (x))D¯)D¯−1[u] = 0
⇔ D¯−1[u] = 0
⇔ u = 0.
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We deduce that DHµ(x, y)[(u, v)] = 0 has the unique solution (u, v) = (0, 0). The result (i)
follows then.
(ii) The following proof is inspired by the proof of [11, Proposition 4.4]. Denote M =
DF (x(k)), D¯(k) = Dpµ(x
(k) − y(k)) and D¯(k)[u] = u˜. Since F is strongly monotone, then there
exists a constant ̺ such that 〈Md, d〉 = 〈MTd, d〉 ≥ ̺ ‖d‖2 for all d ∈ E. Furthermore, we are con-
sidering the barrier f with positive semidefinite ∇2f , hence 〈MTd+ µ2∇2f (x(k) − y(k)) d, d〉 ≥
̺ ‖d‖2, ∀d ∈ E. On the other hand, by Cauchy-Schwarz inequality,〈
MTd+ µ2∇2f
(
x(k) − y(k)
)
d, d
〉
≤
∥∥∥MTd+ µ2∇2f (x(k) − y(k)) d∥∥∥ ‖d‖ ,
we then deduce
∥∥MTd+ µ2∇2f (x(k) − y(k)) d∥∥ ≥ ̺ ‖d‖ for all d ∈ E.
Let mF be the constant such that
∥∥DF (x(k))∥∥ ≤ mF for all k ≥ 0. For arbitrary u ∈ E, we
consider 2 cases
Case 1: ‖u˜‖ ≥ 1
1 +mF + ̺
‖u‖. We note that
D¯(k)[u] = u˜⇔
(
I + µ2∇2f
(
x(k) − y(k)
))
[u˜] = u.
Then we have∥∥∥(I− D¯(k) +MT D¯(k)) [u]∥∥∥ = ∥∥∥u˜+ µ2∇2f(x(k) − y(k))u˜ − u˜+MT u˜∥∥∥
≥ ̺ ‖u˜‖ ≥ ̺
1 +mF + ̺
‖u‖ .
Case 2: ‖u˜‖ < 1
1 +mF + ̺
‖u‖. We have
∥∥∥u− D¯(k)[u] +MT D¯(k)[u]∥∥∥ ≥ ‖u‖ − ‖u˜‖ − ∥∥MT u˜∥∥
≥ ‖u‖ − (1 +mF ) ‖u˜‖
≥ ̺
1 +mF + ρ
‖u‖ .
We have proved that
∥∥u− D¯(k)u+MT D¯(k)u∥∥ ≥ ̺
1 +mF + ̺
‖u‖ for all u ∈ E. On the other
hand, we note that the smallest singular value of arbitrary linear operator L, which equals to
min
u6=0
{
‖Lu‖
‖u‖
}
, is invariant under taking transpose. Hence, for all u ∈ E we have
∥∥∥u− D¯(k)u+ D¯(k)Mu∥∥∥ ≥ ̺
1 +mF + ̺
‖u‖ .(20)
For fixed (r, s) ∈ E× E, let DHµ(x(k), y(k))−1[(r, s)] = (u, v). It follows from
DHµ(x
(k), y(k))[(u, v)] = (r, s)
that (I− D¯(k))[u] + D¯(k)v = r, DF (x(k))[u]− v = s. Therefore,{ (
I− D¯(k) + D¯(k)(DF (x(k)))) [u] = r + D¯(k)[s],
v = DF (x(k))[u]− s(21)
From the first equation of (21) and Inequality (20), we deduce
‖u‖ ≤ 1 +mF + ̺
̺
∥∥∥r + D¯(k)s∥∥∥ = O(‖(r, s)‖).
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And the second equation of (21) implies that
‖v‖ =
∥∥∥DF (x(k))u− s∥∥∥ ≤ mF ‖u‖+ ‖s‖ = O(‖(r, s‖).
Consequently,
∥∥DHµ(x(k), y(k))−1∥∥ is uniformly bounded.
4. Application to specific convex sets. In this section, we use notation (x∗, y∗) and z∗
as in Section 3.2. We now apply our result in Theorem 3.9 to specific convex sets. In particular,
we choose appropriate barrier functions to formulate the corresponding barrier-based smoothing
approximations pµ(·) of the projection onto the specific convex sets, and we then verify the condi-
tion ‖Dpµ(z)− T ∗‖ = O (‖(z − z∗, µ)‖) in Theorem 3.9 so that the local quadratic convergence of
Algorithm 1 is assured by Theorem 3.9. We recall that T ∗ = DΠX(z
∗) as proved in Theorem 2.6.
We also prove in this section that when X is a non-negative orthant, a positive semidefinite cone,
an epigraph of matrix operator norm or an epigraph of matrix nuclear norm, then differentiability
of the projector ΠX(·) at z∗ is equivalent to strict complementarity of (x∗, y∗).
To construct the smoothing approximation, throughout this section, we use the following
ϑ-self-concordant barriers f for X .
1. When X is nonnegative orthant Rn+, we use f(x) = −
n∑
i=1
log xi.
2. When X is positive semidefinite cone Sn+, we use f(x) = −logdetx.
3. When X is polyhedral set P (A, b) = {x ∈ Rn : Ax ≥ b} for some matrix A ∈ Rm×n and
vector b ∈ Rn, we use f(x) = −
m∑
i=1
log(Aix− bi).
4. When X is epigraph of matrix operator norm cone
Km,n = {(t, x) ∈ R+ ×Rm×n : t ≥ ‖x‖}, with m ≤ n,
we use (see [19, Part 5.4.6]) f(t, x) = −logdet
(
tIn x
T
x tIm
)
.
5. When X is epigraph of matrix nuclear norm
K♯m,n = {(t, x) ∈ R+ × Rm×n : t ≥ ‖x‖∗} with m ≤ n,
we use the modified Fenchel barrier function
f ♯(so, s) = − inf{soxo +Tr(sTx) + f(xo, x) : (xo, x) ∈ Km,n}.
We use [22, Definition 2] for the definition of strict complementary solutions of VI. Specifically,
considering the VI (1) over a convex cone K, a pair of feasible primal-dual solution (x, y) of (1)
is strictly complementary if x ∈ relint(F) and y ∈ relint(F△) for some face F of K. If (0, y) is
feasible for y ∈ int (K♯) or (x, 0) is feasible for x ∈ int (K) then the corresponding pair is also
called strictly complementary. Here F△ = {v ∈ K♯ : ∀u ∈ F , 〈v, u〉 = 0} is the complementary
face of F . The following theorem states our main result.
Theorem 4.1. When X is a non-negative orthant, a positive semidefinite cone, a polyhedral
set, an epigraph of matrix operator norm or an epigraph of matrix nuclear norm, then the following
statements are equivalent.
(i) The projector ΠX(·) is differentiable at z∗.
(ii) The derivative Dpµ(z) converges to DΠ(z
∗) when (z, µ) converges to (z∗, 0), and we then
have
‖Dpµ(z)−DΠX(z∗)‖ = O (‖(z − z∗, µ)‖) .
When X is a non-negative orthant, a positive semidefinite cone, an epigraph of matrix operator
norm or an epigraph of matrix nuclear norm, then the above statements are further equivalent to
strict complementarity of (x∗, y∗).
Although Theorem 4.1 recovers the local quadratic convergence of non-interior continuation
method for non-negative orthant and positive semidefinite cone, it is worth noting that The-
orem 4.1 provides a new technique in proving these local convergence rate. We leave the proof of
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Theorem 4.1 for these cases (non-negative orthant and positive semidefinite cone) to Appendix
A.2. We now provide the proofs for the remaining cases of X . We see that Theorem 2.6 already
shows that Statement (i) is a consequence of Statement (ii). We now prove the inverse direction
and prove the equivalence to strict complementarity of (x∗, y∗) case by case.
4.1. Polyhedral set P (A, b).
4.1.1. Some preliminaries for polyhedral set. Denote
I0 =
{I ⊂ {1, . . . ,m} : ∃x ∈ Rn such that Aix = bi ∀i ∈ I and Aix > bi ∀i 6∈ I}.
Proposition 4.2 summarizes some results from [15, Part 4.1] and [20, Lemma 5].
Proposition 4.2. (i) Each nonempty face FI of P (A, b) defines an index set I ∈ I0,
and vice versa :
FI = {x ∈ P (A, b) : Aix = bi, ∀i ∈ I.}
(ii) For each x ∈ relint(FI), the normal cone of P (A, b) at x is defined by
NI = cone{−ATi , i ∈ I},
which is independent of x and depends only on the face FI .
(iii) It holds that ⋃
I∈I0
FI +NI = Rn.
Moreover, if I,J are distinct index sets in I0 such that
PIJ = (FI +NI) ∩ (FJ +NJ ) 6= ∅,
then
(a) PIJ = (FI ∩ FJ ) + (NI +NJ ); and
(b) PIJ is a common face of FI +NI and FJ +NJ .
(iv) For each x ∈ FI +NI , we have ΠP (A,b)(x) = ΠSI (x), where
SI = aff(FI) = {x ∈ Rn : Aix = bi, ∀i ∈ I}.
The projector is directionally differentiable everywhere
Π′P (A,b)(x; d) = ΠC(d)
where C = C(x;P (A, b)) = T (x¯;P (A, b)) ∩ (x¯ − x)⊥, with x¯ = ΠP (A,b)(x), is the critical
cone of P (A, b) at x. And the projector is Fre´chet-differentiable at x if and only if
x ∈ int (FI +NI).
Gradient and Hessian of the barrier f(x) = −
m∑
i=1
log(Aix− bi) is
∇f(x) = −
m∑
i=1
1
Aix− biA
T
i , ∇2f(x) =
m∑
i=1
1
(Aix− bi)2A
T
i Ai.
The barrier-based smoothing approximation pµ(z) = x is then defined by
x− µ2
m∑
i=1
1
Aix− biA
T
i = z(22)
Proposition 4.3. Let z∗ be a differentiable point of the projector ΠP (A,b) and FI∗ be its
neighbor face, i.e., z∗ ∈ FI∗ +NI∗ . Let (z, µ) converge to (z∗, 0) and x = pµ(z). Then for each
i ∈ I∗, there exist a positive constant κi such that
µ
Aix− bi >
κi
µ
.
INEXACT NON-INTERIOR CONTINUATION METHOD FOR VI 15
See proof of Proposition 4.3 in Appendix A.3. We are ready to prove that Statement (i) implies
Statement (ii) in Theorem 4.1 for polyhedral set.
Proof. Let AI∗ be the matrix containing the rowsAi, i ∈ I∗, N be its null space, i.e., N = {x :
Aix = 0, ∀i ∈ I∗}, and N⊥ = span{ATi , i ∈ I∗}. We can verify that ΠN (w) = DΠP (A,b)(Z∗)w for
w ∈ Rn (see Statement (iv) of Proposition 4.2). Let w with ‖w‖ = 1 be fixed and Jpµ(z)w = u.
We recall that Jpµ(z) = [I + µ
2∇2f(x)]−1, then we have
w = u+ µ2∇2f(x)u = u+
m∑
i=1
µ2
(Aix− bi)2(Aiu)A
T
i .(23)
This implies
‖w‖2 = ‖u‖2 + 2
m∑
i=1
µ2
(Aix− bi)2(Aiu)
2 +
∥∥∥∥∥
m∑
i=1
µ2
(Aix− bi)2(Aiu)A
T
i
∥∥∥∥∥
2
≥ max
{
‖u‖2 ,
m∑
i=1
µ2
(Aix− bi)2(Aiu)
2
}
.
(24)
Inequality (24) shows that u is bounded. Furthermore, we remind that x → z¯∗ when (z, µ) →
(z∗, 0) and Aiz¯
∗ > bi, ∀i 6∈ I∗. Therefore, from (23) we deduce∥∥∥∥∥w − u−
∑
i∈I∗
µ2
(Aix− bi)2(Aiu)A
T
i
∥∥∥∥∥ =
∥∥∥∥∥∥
∑
i6∈I∗
µ2
(Aix− bi)2(Aiu)A
T
i
∥∥∥∥∥∥ = O(µ).
Moreover, w = ΠN (w) + ΠN⊥(w) and
∑
i∈I∗
µ2
(Aix− bi)2(Aiu)A
T
i ∈ N⊥, we hence get
dist (ΠN (w)− u,N⊥)
≤ dist (w − u−
∑
i∈I∗
µ2
(Aix− bi)2(Aiu)A
T
i , N
⊥) + dist (−ΠN⊥(w), N⊥)
+ dist (
∑
i∈I∗
µ2
(Aix− bi)2(Aiu)A
T
i , N
⊥)
= O(µ).
(25)
We have ΠN (u) = u − A†I∗AI∗u, where A†I is the Moore-Penrose pseudo-inverse of AI∗ . Thus,
dist (u,N) =
∥∥∥A†I∗AI∗u∥∥∥ = O(AI∗u). Moreover, Inequality (24) together with Proposition 4.3
yield that Aiu = O(µ) for i ∈ I∗. Therefore,
dist (u −ΠN (w), N) ≤ dist (u,N) + dist (−ΠN (w), N) = O(µ).
In company with (25), we imply
‖ΠN (w)− u‖ ≤ ‖ΠN (ΠN (w) − u)‖+ ‖ΠN⊥(ΠN (w) − u)‖ = O(µ) = O(‖(z − z∗, µ)‖).
The result follows then.
4.1.2. Epigraph of l∞ norm Cn. The l∞ norm cone, which is defined by Cn = {(t, x) ∈
R × Rn : t ≥ ‖x‖∞}, is a special case of polyhedral set since we can rewrite it as Cn =
{(t, x) ∈ R× Rn, t− xi ≥ 0, t+ xi ≥ 0, ∀i = 1, . . . , n} . Then we use the following barrier for the
l∞ norm cone
f(t, x) = −
n∑
i=1
log(t− xi)−
n∑
i=1
log(t+ xi).
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Its gradient and Hessian are
∇f(t, x) = −
n∑
i=1
ai
t− xi −
n∑
i=1
bi
t+ xi
,
∇2f(t, x) =
n∑
i=1
aia
T
i
(t− xi)2 +
n∑
i=1
bib
T
i
(t+ xi)2
,
where ai = e0 − ei, bi = e0 + ei and ei, i = 0, . . . , n, are unit vectors of Rn+1. The barrier-based
smoothing approximation pµ(zo, z) = (t, x) is then defined by
t−
n∑
i=1
2µ2
t2 − x2i
t = zo,
xi +
2µ2
t2 − x2i
xi = zi,
t > |xi|, 1 ≤ i ≤ n.
(26)
The following proposition gives another approach other than that of [14, Proposition 3.2] to find
the projection onto Cn which is used in the next section for epigraph of matrix operator norm.
We give its proof in Appendix A.4.
Proposition 4.4. When (zo, z, µ) → (z∗o , z∗, 0), the limit of the smoothing approximation
defined by (26)is the pair (t∗, x∗) given by
t∗(z∗o , z
∗) = max
{
1
k∗ + 1
(z∗o +
k
∗∑
i=1
|z∗π(i)|), 0
}
,
x∗i =
{
sgn(z∗i )t
∗ for i = π(1), . . . , π(k∗),
z∗i for i = π(k
∗ + 1), . . . , π(n),
(27)
where π is a permutation of {1, . . . , n} such that |z∗π(1)| ≥ . . . ≥ |z∗π(n)|, and k∗ is the unique
nonnegative integer satisfying
|z∗π(k∗)| > max
{
1
k∗ + 1
(z∗o +
k
∗∑
i=1
|z∗π(i)|), 0
}
≥ |z∗π(k∗+1)|,
where we let z∗π(0) =∞ and z∗π(n+1) = 0. Consequently, ΠCn(z∗o , z∗) = (t∗, x∗).
4.2. Epigraph of matrix operator norm and epigraph of matrix nuclear norm. We
recall the self-concordant barrier function used for Km,n is
(28) f(t, x) = −logdet
(
tIn x
T
x tIm
)
.
Its first derivative is
Df(t, x)[△t,△x]
= −
〈(
tIn x
T
x tIm
)−1
,
(△tIn △xT
△x △tIm
)〉
=
〈(
(tIn − 1txTx)−1 − 1txT (tIm − 1t xxT )−1− 1t (tIm − 1txxT )−1x (tIm − 1txxT )−1
)
,
(△tIn △xT
△x △tIm
)〉
.
This implies
∇f(t, x) =
(
−Tr(tIn − 1
t
xTx)−1 − Tr(tIm − 1
t
xxT )−1,
2
t
(tIm − 1
t
xxT )−1x
)
.
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Denote Σ = [Diag(σf (x)) 0], and let x = uΣv
T . It follows from
(tIn − 1
t
xTx) = v(tIn − 1
t
ΣTΣ)vT and (tIm − 1
t
xxT ) = u(tIm − 1
t
ΣΣT )uT
that ∇f(t, x) =
(
−
m∑
i=1
2t
t2 − σi(x)2 −
n−m
t
, 2u(t2Im − ΣΣT )−1ΣvT
)
. The equation that de-
fines the corresponding barrier-based smoothing approximation Pµ(zo, z) of the projection onto
Km,n, (t, x) + µ
2∇f(t, x) = (zo, z), is rewritten as
(29)


t− µ2
(
m∑
i=1
2t
t2 − σ2i
+
n−m
t
)
= zo,
σi + 2µ
2
σi
t2 − σ2i
,= σoi
t > |σi|,
where σ = σf (x), σ
o = σf (z), z = u[Diag(σ
o) 0]vT .
For K♯m,n, using the modified Fenchel barrier function gives us the corresponding smoothing
approximation P ♯µ(zo, z). From [9, Part 6.2], we have
P ♯µ(zo, z) = Pµ(−zo,−z) + (zo, z).(30)
Now we give characteristic of the projector onto Km,n. For (t, x) ∈ R × Rm×n, we let x =
u[Diag(σf (x)) 0]v
T be a singular value decomposition of x, and denote
a = {i : σi(x) > 0}, b = {i : σi(x) = 0}, c = {m+ 1, . . . , n}, c′ = {1, . . . , n−m},
(q0(t, σ(x)), q(t, σ(x))) = ΠCn(t, σ(x)),
and Ω1,Ω2 ∈ Rm×m,Ω3 ∈ Rm×(n−m) as follows
(Ω1)ij =


qi(t, σ(x)) − qj(t, σ(x))
σi(x) − σj(x) if σi(x) 6= σj(x),
0 otherwise,
for i, j ∈ {1, . . . ,m}
(Ω2)ij =


qi(t, σ(x)) + qj(t, σ(x))
σi(x) + σj(x)
if σi(x) + σj(x) 6= 0,
0 otherwise,
for i, j ∈ {1, . . . ,m}
(Ω3)ij =


qi(t, σ(x))
σi(x)
if σi(x) 6= 0,
0 otherwise,
for i ∈ {1, . . . ,m}, j ∈ {1, . . . , n−m}.
We can rewrite these matrices as follows
Ω1 =

 0 0 (Ω1)αγ0 0 Eβγ
(Ω1)γα Eγβ (Ω1)γγ

 ,Ω2 =
[
(Ω2)aa (Ω2)ab
(Ω2)ba 0
]
,Ω3 =
[
(Ω3)ac′
0
]
,
where Eβγ , Eγβ are two matrices whose entries are all ones, and
α = {i : σi > q0(t, σ(x))}, β = {i : σi = q0(t, σ(x))}, γ = {i : σi < q0(t, σ(x))}.
Let k¯ be number of qi(t, σ(x)) such that qi(t, σ(x)) = q0(t, σ(x)). Denote
δ =
√
1 + k¯, ρ(wo, w) =
{
δ−1(wo + Tr(S(u
T
αwvα))) if t ≥ ‖x‖∗,
0 otherwise.
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Theorem 4.5. [14, Theorem 3] The metric projector ΠKm,n is differentiable at (t, x) if and
only if (t, x) satisfies one of the following conditions
(i) t > ‖x‖2,
(ii) ‖x‖2 > t > −‖x‖∗ but β = ∅,
(iii) t < −‖x‖∗.
Under condition (ii), we have DΠKm,n(t, x)(wo, w) = (w
′
o, w
′), where
(wo, w) ∈ R× Rm×n, w′o = δ−1ρ(wo, w)
and
w′ = u
[
δ−1ρ(wo, w)I|α| (Ω1)αγ ◦S(A)αγ
(Ω1)γα ◦S(A)γα S(A)γγ
]
vT1
+u
[
(Ω2)aa ◦ T(A)aa (Ω2)ab ◦ T(A)ab
(Ω2)ba ◦ T(A)ba T(A)bb
]
vT1 + u
[
(Ω3)ac′ ◦Bac′
Bbc′
]
vT2
with v = [v1|v2], A = uTwv1, and B = uTwv2.
We need the following lemmas to prove the convergence of the derivative Dpµ(zo, z).
Lemma 4.6. [6, Lemma 3] For any symmetric matrix x ∈ Sn, there exist η > 0 and ε > 0
such that min
p∈Ox
‖p− q‖ ≤ η ‖x− y‖ , ∀ y, and ‖y − x‖ ≤ ε, ∀ q ∈ Oy.
From σk(z) = min
rank(y)<k
‖z − y‖ (see [1, Chapter III]), we can derive the following lemma.
Lemma 4.7. The k-th singular value σk(·) of a matrix in Rm×n satisfied
|σk(z1)− σk(z2)| ≤ ‖z1 − z2‖ for all matrices z1, z2 inRm×n.
Let (z∗o , z
∗) be a differentiable point of the projector onto Km,n ( or K
♯
m,n), and let (zo, z, µ) go
to (z∗o , z
∗, 0). We now verify the following expression
(31) ‖DPµ(zo, z)−DΠK(z∗o , z∗)‖ = O(‖(zo − z∗o , z − z∗, µ)‖).
Proof. Let (t, x) = pµ(zo, z) with x = u[Diag(σ) 0]v
T , z = u[Diag(σo) 0]vT and (t, σ),
(zo, σ
o) satisfying (29). Let u∗, v∗ be the limit points of u, v. When µ → 0, we have σo →
σf (z
∗) = ζ and z → z∗ = u∗[Diag(ζ) 0](v∗)T . Totally similar to Proposition 4.4, we can prove
(t, σ)→ (t∗, σ∗) = ΠCn(z∗o , ζ), where
σ∗i =
{
t∗ > 0 if i ≤ k∗,
ζi < t
∗ if i > k∗.
Then x→ x∗ = u∗[Diag(σ∗) 0](v∗)T . The second derivative of the barrier (28) is
D2f(t, x) : ((ho, h); (ko, k)) 7→ Tr
(
tIn x
T
x tIm
)−1(
hoIn h
T
h hoIm
)(
tIn x
T
x tIm
)−1(
koIn k
T
k koIm
)
.
We note that(
tIn x
T
x tIm
)−1
=
(
v 0
0 u
)(
t(t2In − ΣTΣ)−1 −ΣT (t2In − ΣΣT )−1
−(t2Im − ΣΣT )−1Σ t(t2Im − ΣΣT )−1
)(
vT 0
0 uT
)
=
(
v1 v2 0
0 0 u
)D1 0 ∆0 D2 0
∆ 0 D1



vT1 0vT2 0
0 uT

 ,
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where D1 = Diag

 t
t2 − σ2i
∣∣∣∣∣
i=1,...,m

 , D2 = 1
t
In−m,∆ =

 − σi
t2 − σ2i
∣∣∣∣∣
i=1,...,m

, v1 contains the
first m columns of v and v2 contains the remaining n−m columns of v. Then,
D2f(t, x)[(ho, h); (ko, k)]
= Tr


D1 0 ∆
0 D2 0
∆ 0 D1




hoIm 0 h¯
T
1
0 hoIn−m h¯
T
2
h¯1 h¯2 hoIm




D1 0 ∆
0 D2 0
∆ 0 D1




koIm 0 k¯
T
1
0 hoIn−m k¯
T
2
k¯1 k¯2 koIm


= Tr


ho(D
2
1 +∆
2) + ∆h¯1D1 +D1h¯
T
1 ∆ ∆h¯2D2 2ho∆D1 +D1h¯
T
1 D1 +∆h¯1∆
D2h¯
T
2 ∆ hoD
2
2 D2h¯
T
2 D1
2ho∆D1 +D1h¯1D1 +∆h¯
T
1 ∆ D1H¯2D2 ho(D
2
1 +∆
2) + ∆h¯T1 D1 +D1h¯1∆


×


koIm 0 k¯
T
1
0 koIn−m k¯
T
2
K¯1 k¯2 koIm

 .
Hence we get
D2f(t, x)[(ho, h); (ko, k)] = ko
(
ho(2Tr(D
2
1 +∆
2) + ‖D2‖2F ) + 4Tr(∆h¯1D1)
)
+ 2〈k¯1, 2ho∆D1 +D1h¯1D1 +∆h¯T1∆〉+ 2〈k¯2, D1h¯2D2〉,
(32)
where h¯i = u
T
hvi and k¯i = u
T
kvi, i = 1, 2.
Let (wo, w) ∈ R× Rm×n be fixed. If DPµ(zo, z)[wo, w] = (ho, h), then
(wo, w) = (ho, h) + µ
2D2f(t, x)[ho, h],
and hence for any (ko, k) ∈ R× Rm×n, by formula (32), we have
ko(wo − ho) + 〈k¯1, w¯1 − h¯1〉+ 〈k¯2, w¯2 − h¯2〉
= 〈(wo − ho, w − h), (ko, k)〉 = µ2D2f(t, x)[(ho, h); (ko, k)]
= µ2ko
(
ho(2Tr(D
2
1 +∆
2) + ‖D2‖2F ) + 4Tr(∆h¯1D1)
)
+ 2µ2〈k¯1, 2ho∆D1 +D1h¯1D1 +∆h¯T1∆〉+ 2µ2〈k¯2, D1h¯2D2〉,
where w¯i = u
Twvi, i = 1, 2. Thus for every fixed (wo, w), we get
wo − ho = µ2
(
ho(2Tr(D
2
1 +∆
2) + ‖D2‖2F ) + 4Tr(∆h¯1D1)
)
,
w¯1 − h¯1 = 2µ2
(
2ho∆D1 +D1h¯1D1 +∆(h¯1)
T∆
)
,
w¯2 − h¯2 = 2µ2D1h¯2D2.
(33)
By Theorem 4.5, the Euclidean projector ΠKm,n is differentiable at (z
∗
o , z
∗) if and only if
(i) z∗o > ‖z∗‖,
(ii) ‖z∗‖2 > z∗o > −‖z∗‖∗ but t∗(z∗o , σf (z∗)), which is defined in (27), is not a singular value
of z∗,
(iii) z∗o < −‖z∗‖∗.
We consider the first case z∗o > ‖z∗‖, i.e., (z∗o , z∗) lies in the interior of Km,n. In this case
(t, x)→ ΠKm,n(z∗o , z∗) = (z∗o , z∗) and DΠKm,n(z∗o , z∗) = I. Thus,
‖(ho, h)− (wo, w)‖ =
∥∥µ2∇2f(t, x)(ho, h)∥∥ = O(µ) = O(‖(zo − z∗o , z − z∗, µ)‖).
We now consider the second case. Denote w¯∗ = (u∗)Twv∗. From the third equation of (33),
we imply that for i = 1, . . . ,m, j = 1, . . . , n − m, we have w¯i,m+j − h¯i,m+j = 2
µ2
t2 − σ2i
h¯i,m+j .
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Therefore, we get h¯i,m+j =
1
1 + 2 µ
2
t2−σ2i
w¯i,m+j . Furthermore, from (29), we deduce
t2 − σ2i
µ2
=
2σi
σoi − σi
→ 2t
∗
ζi − t∗ for i = 1, . . . ,k
∗, and
µ2
t2 − σ2i
→ 0
(t∗)2 − (ζi)2 = 0 for i = k
∗ + 1, . . . ,m.
(34)
Hence, for i = 1, . . . ,m, j = 1, . . . , n−m, we have
(35) h¯i,m+j →


t∗
ζi
w¯∗i,m+j if i = 1, . . . ,k
∗
w¯∗i,m+j if i = k
∗ + 1, . . . ,m.
For i, j = 1, . . . ,m, i 6= j, denote ρij =
t2 − σ2i
2µ2
× (t2 − σ2j ). The (i, j)-th, (j, i)-th entries of the
second equation of (33) give w¯ij − h¯ij = ρ−1ij (h¯ijt2+ h¯jiσiσj) and w¯ji− h¯ji = ρ−1ij (h¯jit2+ h¯ijσiσj).
Solving these equations imply that for i, j = 1, . . . ,m, i 6= j, we have
h¯ij =
ρij
(ρij + t2)2 − σ2i σ2j
(w¯ij(ρij+t
2)−w¯jiσiσj), h¯ji =
ρij
(ρij + t2)2 − σ2i σ2j
(w¯ji(ρij+t
2)−w¯ijσiσj).
For i = 1, . . . ,k∗, j = k∗, . . . ,m, we have
ρij →
t∗((t∗)2 − (ζj)2)
ζi − t∗ = ρ
∗
ij ;(36)
hence
h¯ij →
ρ∗ij
(ρ∗ij + (t
∗)2)2 − (t∗)2(ζj)2(w¯
∗
ij(ρ
∗
ij + (t
∗)2)− w¯∗jit∗ζj) =
t∗ζi − ζ2j
ζ2i − ζ2j
w¯∗ij −
ζj(ζi − t∗)
ζ2i − ζ2j
w¯∗ji,
(37)
h¯ji →
t∗ζi − ζ2j
ζ2i − ζ2j
w¯∗ji −
ζj(ζi − t∗)
ζ2i − ζ2j
w¯∗ij .(38)
For i, j = 1, . . . ,k∗, i 6= j, we have
ρij → 0, ρij
2µ2
=
t2 − σ2i
2µ2
× (t
2 − σ2j )
2µ2
→ (t
∗)2
(ζi − t∗)(ζj − t∗) ;(39)
h¯ij =
ρij
2µ2
ρij
ρij
2µ2 + 2t
2 ρij
2µ2 + t
2 t
2−σ2i
2µ2 + σ
2
i
t2−σ2j
2µ2
(w¯ij(ρij + t
2)− w¯jiσiσj)→ t
∗
ζi + ζj
(w¯∗ij − w¯∗ji).(40)
For i = k∗ + 1, . . . ,m, the i-th diagonal entry of the second equation in (33) is
w¯ii − h¯ii = 2
(
µ
t2 − σ2i
)2 (−2hotσi + h¯ii(t2 + σ2i ))→ 0,(41)
which shows that h¯ii → w¯∗ii. Similarly,
h¯ij → w¯∗ij for i, j = k∗ + 1, . . . ,m, i 6= j.(42)
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For i = 1, . . . ,k∗, the i-th diagonal entry of the second equation in (33) is
w¯ii − h¯ii = 2
(
µ
t2 − σ2i
)2 (−2hotσi + h¯ii(t2 + σ2i )) ,
which implies
2t2(h¯ii − ho) =
1
2
(
t2 − σ2i
µ2
)2
µ2
(
w¯ii − h¯ii
)
+ 2hot(σi − t) + h¯ii(t2 − σ2j )→ 0.(43)
Therefore,
(44) h¯ii − ho → 0 for i = 1, . . . ,k∗.
Adding the first equation to the sum of the diagonal entries in the second equation of (33),
wo − ho +
m∑
i=1
(w¯ii − h¯ii)
= µ2ho
n−m
t
+ 2
m∑
i=1
(
µ
t2 − σ2i
)2 (
ho(t
2 + σ2i − 2tσi)− h¯ii(2tσi − t2 − σ2i )
)
= µ2ho
n−m
t2
+ 2
m∑
i=1
(
µ
t+ σi
)2
(ho − h¯ii)→ 0.
(45)
Thus ho +
m∑
i=1
h¯ii → wo +
m∑
i=1
w¯∗ii. Together with h¯ii → w¯∗ii for i = k∗ + 1, . . . ,m and h¯ii − ho → 0
for i = 1, . . . ,k∗, we conclude that for i = 1, . . . ,k∗,
(k∗ + 1)ho → wo +
k
∗∑
i=1
w¯∗ii, h¯ii →
1
k∗ + 1
(
wo +
k
∗∑
i=1
w¯∗ii
)
(46)
In summary, ho → h∗o =
1
k∗ + 1
(
wo +
k
∗∑
i=1
w¯∗ii
)
, and
h¯ij → h¯∗ij =


1
k∗ + 1
(
wo +
k
∗∑
i=1
w¯∗ii
)
if i, j = 1, . . . ,k∗, i = j,
t∗
ζi + ζj
(w¯∗ij − w¯∗ji) if i, j = 1, . . . ,k∗, i 6= j,
t∗ζi − ζ2j
ζ2i − ζ2j
w¯∗ij −
ζj(ζi − t∗)
ζ2i − ζ2j
w¯∗ji if i = 1, . . . ,k
∗, and j = k∗ + 1, . . . ,m
t∗ζj − ζ2i
ζ2j − ζ2i
w¯∗ij −
ζi(ζj − t∗)
ζ2j − ζ2i
w¯∗ji if i = k
∗ + 1, . . . ,m, and j = 1, . . . ,k∗
w¯∗ij if i = k
∗ + 1, . . . ,m, j = k∗ + 1, . . . , n
t∗
ζi
w¯∗ij if i = 1, . . . ,k
∗, j = m+ 1, . . . , n.
Therefore, a limit of DPµ(zo, z) has the form T
∗(wo, w) = (h
∗
o, u
∗
h¯
∗(v∗)T ), which can be verified
to be the derivative of the projector onto Km,n at (z
∗
o , z
∗) by Theorem 4.5.
Lipschitz continuity of a smoothing approximation with respect to µ ( see Theorem 2.3) and
that of the projector imply
‖(t, σ) − (t∗, σ∗)‖ = ∥∥pµ(zo, σo)−ΠKm,n(z∗o , ζ)∥∥
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≤ ‖pµ(zo, σo)− p0(zo, σo)‖+
∥∥ΠKm,n(zo, σo)−ΠKm,n(z∗o , ζ)∥∥
= O(‖(zo − z∗o , σo − ζ, µ)‖ .
Furthermore, by Lemma 4.7 we have ‖σo − ζ‖ = O(‖z − z∗‖). Therefore, the limits in (34) satisfy
σi
σoi − σi
− t
∗
ζi − t∗ =
(σi − t∗)ζi + t∗(ζi − σoi )
(σoi − σi)(ζi − t∗)
= O(‖(zo − z∗o , z − z∗, µ)‖), for i = 1, . . . ,k∗, and
µ2
t2 − σ2i
= O(µ2) = O(‖(zo − z∗o , z − z∗, µ)‖), i = k∗ + 1, . . . ,m.
Moreover, using Lemma 4.6 we deduce there exist η1, η2, ε1, ε2 > 0 such that
∀z, ‖z − z∗‖ < ε1, ∀u ∈ O(zzT ), ∃u∗ ∈ O(z∗(z∗)T ) such that ‖u− u∗‖ ≤ η1 ‖z − z∗‖ ,
∀z, ‖z − z∗‖ < ε2, ∀v ∈ O(zT z), ∃v∗ ∈ O((z∗)T z∗) such that ‖v − v∗‖ ≤ η2 ‖z − z∗‖ .
In company with the fact T ∗ is independent of the choice u∗, v∗, we can choose u∗, v∗ such that
‖w¯ − w¯∗‖ = O(‖(zo − z∗o , z − z∗, µ)‖). Therefore, the limit in (35) satisfy

∥∥∥∥∥h¯i,m+j − t
∗
ζi
w¯∗i,m+j
∥∥∥∥∥ = O(‖(zo − z∗o , z − z∗, µ)‖) if i = 1, . . . ,k∗∥∥h¯i,m+j − w¯∗i,m+j∥∥ = O(‖(zo − z∗o , z − z∗, µ)‖) if i = k∗ + 1, . . . ,m.
Totally similarly, we can prove that all of the involving limits to finding limits of ho, h¯ in (36)–(46),
which have the form lhs → rhs, satisfy ‖lhs− rhs‖ = O(‖(zo − z∗o , z − z∗, µ)‖). This leads to∥∥h¯− h¯∗∥∥ = O(‖(zo − z∗o , z − z∗, µ)‖ . We then get Expression (31).
Now we consider case z∗o < −‖z∗‖∗, i.e., −(z∗o , z∗) ∈ intK♯(m,n). We deduce from (30) that
DP ♯µ(zo, z) = I−DPµ(−zo,−z). Furthermore, it follows from (−zo,−z)→ (−z∗o ,−z∗) ∈ int (K♯)
that P ♯µ(−zo,−z)→ ΠK♯(−z∗o ,−z∗) = (−z∗o ,−z∗) and∥∥I−DP ♯µ(−zo,−z)∥∥ = ∥∥I − (I + µ2∇2f ♯(P ♯µ(−zo,−z)))−1∥∥
=
∥∥(I + µ2∇2f ♯(P ♯µ(−zo,−z)))−1(µ2∇2f ♯(P ♯µ(−zo,−z)))∥∥ = O(µ).
Hence ‖DPµ(zo, z)− 0‖ =
∥∥I−DP ♯µ(−zo,−z)∥∥ = O(µ) = O(‖(zo − zo∗, z − z∗, µ)‖). We now
verify expression (31) forK♯m,n. By Moreau decomposition (z
∗
o , z
∗) = ΠK♯(z
∗
o , z
∗)−ΠK(−z∗o ,−z∗),
we imply that the projector onto K♯m,n is differentiable at (z
∗
o , z
∗) if and only if projector onto
Km,n is differentiable at (−z∗o ,−z∗). On the other hand, by the result for Km,n, we have∥∥DPµ(−zo,−z)−DΠKm,n(−z∗o ,−z∗)∥∥ = O(‖(zo − z∗o , z − z∗, µ)‖).
Therefore, the result follows from DP ♯µ(zo, z) = I−DPµ(−zo,−z).
We now prove the equivalence of the differentiability of the projection at (z∗o , z
∗) = (x∗o, x
∗)−
(y∗o , y
∗) and the strict complementarity of ((x∗o, x
∗), (y∗o , y
∗)). Here ((x∗0, x
∗), (y∗o , y
∗)) is a pair of
the solutions of the VI.
Proof. The cases (x∗0, x
∗) = 0 or (x∗0, x
∗) ∈ int (Km,n) are trivial. We consider non-trivial
case, i.e.,(x∗0, x
∗) 6= 0 and (x∗0, x∗) 6∈ int (Km,n). From [9, Section 6.3] we have
x∗ = u∗[Diag(σ∗1 , . . . , σ
∗
m) 0](v
∗)T , y∗ = u∗[Diag(τ∗1 , . . . , τ
∗
m) 0](v
∗)T ,
where x∗0 = σ
∗
1 = . . . = σ
∗
r > σ
∗
r+1 ≥ . . . ≥ σ∗m+1 = 0 and τ∗1 ≤ . . . ≤ τ∗r♯ < τ∗r♯+1 = . . . = τ∗m+1 =
0, y∗0 = −
∑
τ∗i for some r, r
♯ ∈ {1, . . . ,m}, r ≥ r♯. By [12, Example 5.7], we have
FK =
{
(x0, x) : x = u
∗
(
x0Ir 0
0 M
)
(v∗)T ,M ∈ R(m−r)×(n−r), ‖M‖ ≤ x0
}
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is a face of Km,n containing (x
∗
o, x
∗). This face is with respect to the standard face
S∞r = {(x0, x¯) ∈ Cn : x¯i = x0 for 1 ≤ i ≤ r} .
By [12, Theorem 6.2], (x∗0, x
∗) ∈ relint(FK). Similarly, by [12, Example 5.6], we have
FK♯ =
{
(y0, y) : y = u
∗
(−N 0
0 0
)
(v∗)T , N ∈ Sr♯+ ,TrN = y0
}
is a face of K♯m,n containing (y
∗
0 , y
∗). This face is with respect to the standard face
S1r♯ =

(y0, y¯) ∈ C♯n :
r♯∑
i=1
y¯i = y0

 .
Furthermore, by [12, Theorem 6.2], we have (y∗0 , y
∗) ∈ relint(FK♯). Therefore, if (x∗0, x∗) and
(y∗0 , y
∗) are strictly complementary then FK♯ = F△K . Moreover, we note that
F△K =
{
(y0, y) : y = u
∗
(−N A
C 0
)
(v∗)T , N ∈ Rr×r,Tr(N) = y0 ≥
∥∥∥∥
(
N −A
−C 0
)∥∥∥∥
∗
}
.
This implies that r = r♯; otherwise, the point (y0, y˜), which is defined by
(47) y0 > 0, y˜ = u
∗
(−Diag(y˜1, . . . , y˜r) 0
0 0
)
(v∗)T ,
r∑
i=1
y˜i = y0, y˜i > 0,
belongs to F△K but does not belong to FK♯ , this gives a contradiction. Then we deduce that
z∗ = x∗ − y∗ = u∗[Diag(x∗0 − τ∗1 , . . . , x∗0 − τ∗r , σ∗r+1, . . . , σ∗m) 0](v∗)T .
Therefore the projector of z∗ onto Km,n is differentiable by Theorem 4.5.
Conversely, suppose that the projector onto Km,n is differentiable at (z
∗
o , z
∗), then we have
r = r♯. We know that each face of K♯m,n unique determines a standard face of C
♯
n. Suppose that
FK♯ 6= F△K , i.e., S1r♯ is not the standard face of F△K . Then the standard face of F△K has the form
S1r¯ =
{
(y0, y¯) ∈ C♯n :
∑r¯
i=1 y¯i = y0,
}
with r¯ 6= r. If r¯ < r then the point (y0, y˜) defined in (47)
belongs to F△K but definitely does not belong to the face of K♯m,n generated by S1r¯ . This is a
contradiction. If r¯ > r then the point (y¯0, y¯) with y¯0 > 0 and
y¯ = u∗
(−Diag(y¯1, . . . , y¯r¯) 0
0 0
)
(v∗)T ,
r¯∑
i=1
y¯i = y0, y¯i > 0,
belongs to the face of K♯m,n generated by S
1
r¯ but definitely does not belong to F△K . We again get
a contradiction. Therefore, FK♯ = F△K , i.e., ((x∗o, x∗), (y∗o , y∗)) is strict complementary.
5. Conclusion. We have studied an inexact non-interior continuation method for variational
inequalities over general closed convex sets. The method can deal with large scale problems by
solving involving Newton equations inexactly. Proposition 2.5 is the key in achieving the global
linear convergence of the algorithm. A ϑ-self-concordant barrier of X is the sufficient condition
to get the inequality
∥∥D2pµ(z)∥∥ ≤ 1
4µ
in this proposition. For local convergence, Theorem 2.6
serves as a cornerstone to establish the local quadratic convergence of the algorithm. Therefore,
in Section 4, we always choose self-concordant barriers in application the algorithm to concrete
closed convex sets, and verify the condition ‖Dpµ(z)−DΠX(z∗)‖ = O(‖(z − z∗, µ)‖) for these
sets. We further prove that differentiability of ΠX at z
∗ is equivalent to strict complementarity
of (x∗, y∗) when X is a non-negative orthant, a semidefinite cone, an epigraph of matrix operator
norm or an epigraph of matrix nuclear norm.
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Appendix A. Technical proofs.
A.1. Proof of Proposition 3.4. (i) From Equation (9) we get
∥∥∥△w˜(k)∥∥∥ ≤ C(∥∥∥Hµk (w(k))∥∥∥+ ∥∥∥r(k)1 ∥∥∥) ≤ C(1 + θ1)Ψµk (w(k)) ≤ C(1 + θ1)βµk.
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(ii) We have ∥∥∥H0(w(k))∥∥∥−Ψµk (w(k)) ≤ ∥∥∥φ0(w(k))∥∥∥− ∥∥∥φµk (w(k))∥∥∥
≤
∥∥∥φ0(w(k))− φµk(w(k))∥∥∥
=
∥∥∥p0(x(k) − y(k))− pµk (x(k) − y(k))∥∥∥ ≤ √ϑµk,
(48)
where we have used the property ‖(a, b)‖ ≤ ‖a‖ + ‖b‖ for the first inequality and Theorem 2.3 for the
last inequality. Inequality (48) with Equation (11) give us
‖△wˆ‖ ≤ C(
∥∥∥H0(w(k))∥∥∥+ ∥∥∥r(k)2 ∥∥∥) ≤ C(1 + θ2)(Ψµk(w(k)) +√ϑµk)
≤ C(1 + θ2)(β +
√
ϑ)µk.
A.2. Proof of Theorem 4.1.
A.2.1. Non-negative orthant Rn+. Gradient and Hessian of the barrier function are
∇f(x) = −
n∑
i=1
1
xi
ei, ∇2f(x) =
n∑
i=1
1
x2i
eie
T
i ,
where ei denote the i−th standard unit vector of Rn. The corresponding barrier-based smoothing ap-
proximation is pµ(z) =
1
2
n∑
i=1
(
zi +
√
z2i + 4µ
2
)
ei. Its Jacobian is
Jpµ(z) =
1
2
Diag

1 + zi√
z2i + 4µ
2
∣∣∣∣∣
i=1,...,n

 .
The projection of z onto Rn+ is ΠRn+(z) = [z]+. We observe that the projector is differentiable at z
∗ if
and only if z∗i 6= 0,∀i = 1, . . . , n. On the other hand, a pair (x∗, y∗) is strictly complimentary if and only
if x∗i + y
∗
i > 0 for all i = 1, . . . , n, see [4]. Furthermore, x
∗+ y∗ = ΠRn
+
(z∗)+ΠRn
+
(−z∗). Hence, it is easy
to see that differentiability of the projector at z∗ is equivalent to strict complimentarity of (x∗, y∗).
Now let z∗i 6= 0 for i = 1, . . . , n, then we observe that the Jacobian Jpµ(z) converges to
JΠRn
+
(z∗) =
1
2
Diag

1 + z∗i|z∗i |
∣∣∣∣∣
i=1,...,n


when (z, µ) → (z∗, 0). Since the map (z, µ) 7→ Jpµ(z) is continuously differentiable at (z∗, 0), thus is
locally Lipschitz at this point. Consequently, ‖Jpµ(z)− T ∗‖ = O(‖(z − z∗, µ)‖). On the other hand,∥∥∥Dpµ(z)−DΠRn
+
(z∗)
∥∥∥ = ∥∥∥Jpµ(z)− JΠRn
+
(z∗)
∥∥∥. Thus, we get the result.
A.2.2. Positive semidefinite cone Sn+. We have ∇f(x) = −x−1. From the equation x +
µ2∇f(x) = z, we deduce that the corresponding barrier-based smoothing approximation is
pµ(z) =
1
2
(
z + (z2 + 4µ2I)1/2
)
.
Denote g : u ∈ R 7→ g(u) = u +
√
u2 + 4µ2, g′(u) = 1 +
u√
u2 + 4µ2
and g(1) is a matrix whose (i, j)-th
entry with respect to a vector d is
(g(1)(d))ij =


g(di)− g(dj)
di − dj if di 6= dj
g′(di) if di = dj
=


1 +
√
d2i + 4µ
2 −
√
d2j + 4µ
2
di − dj if di 6= dj
1 +
di√
d2i + 4µ
2
if di = dj
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= 1 +
di + dj√
d2i + 4µ
2 +
√
d2j + 4µ
2
.
Let z = qDiag(λf (z))q
T , then Dpµ(z)[h] =
1
2
q
[
g(1)(λf (z)) ◦ (qThq)
]
qT . Projection of z onto Sn+ is
ΠSn
+
(z) = qDiag ([λf (z)]+) q
T . We see that ΠSn
+
(·) is differentiable at z∗ if and only if all eigenvalues λ∗i ,
for i = 1, . . . , n, of z∗ are non-zeroes. Furthermore, strict complementarity of (x∗, y∗) is equivalent to the
condition that all eigenvalues of x∗ + y∗ is positive. We now let z∗ = qˆDiag(λf (z
∗))qˆT be the eigenvalue
decomposition of z∗. Then,
x∗ + y∗ = ΠSn
+
(z∗) + ΠSn
+
(−z∗)
= qˆDiag ([λf (z
∗)]+) qˆ
T + qˆDiag ([−λf (z∗)]+) qˆT
= qˆDiag ([λf (z
∗)]+ + [−λf (z∗)]+) qˆT .
Hence differentiability of ΠSn
+
(·) at z∗ is equivalent to strict complementarity of (x∗, y∗).
Now we consider z∗ whose eigenvalues are non-zeros. Let (z, µ) go to (z∗, 0), then λf (z) converges
to λ∗. Let q¯ be a limit point of q. We then have z∗ = q¯Diag(λ∗)q¯T with q¯ ∈ On(z∗). We deduce from
λ∗i 6= 0, i = 1, . . . , n that
(g(1)(λf (z)))ij = 1 +
λi + λj√
λ2i + 4µ
2 +
√
λ2j + 4µ
2
→ 1 + λ
∗
i + λ
∗
j
|λ∗i |+ |λ∗j |
.
Therefore, by Theorem 2.6, when (z, µ) → (z∗, 0), where z∗ are differential points of ΠSn
+
(·), Dpµ(z)
converges to DΠSn
+
(z∗) with
DΠSn
+
(z∗)[h] =
1
2
q¯
[
g¯
(1)(λ∗) ◦ (q¯Thq¯)
]
q¯T ,(49)
where g¯(1)(λ∗)ij = 1 +
λ∗i + λ
∗
j
|λ∗i |+ |λ∗j |
. Note that Formula (49) is independent of the choice q¯. Finally,
similarly to the case Rn+, we have
∥∥∥Dpµ(z)−DΠSn
+
(z∗)
∥∥∥ = O(‖z − z∗, µ‖) since (z, µ) 7→ Dpµ(z) is
locally Lipschitz around (z∗, 0).
A.3. Proof of Proposition 4.3. We note that FI∗ is the unique neighbour face of z∗ and
z∗ ∈ int (FI +NI) as the projector is differentiable at z∗ (see Proposition 4.2). When (z, µ) → (z∗, 0),
we have x→ ΠK(z∗) = z¯∗, satisfying Aiz¯∗ = bi, ∀i ∈ I∗ and Aiz¯∗ > bi,∀i 6∈ I∗. From Equation (22) we
have
z∗ − z¯∗ = lim
(z,µ)→(z∗,0)
(x− z) = lim
(z,µ)→(z∗,0)
∑
i∈I∗
µ2
Aix− bi(−A
T
i )(50)
If there exists j ∈ I∗ and a subsequence (z, µ)k → (z∗, 0) such that
µ2k
Ajxk − bj → 0 then we take the limit
of this subsequence in (50) to get
z∗ − z¯∗ = lim
k→∞
∑
i∈I∗\{j}
µ2k
Aixk − bi(−A
T
i ) ∈ cone{−ATi : i ∈ I∗ \ {j}} = NI∗\{j}
On the other hand, z¯∗ ∈ FI∗\{j} as Aiz¯∗ = bi ∀i ∈ I∗ \{j}. Hence z∗ = z¯∗+z∗− z¯∗ ∈ FI∗\{j}+NI∗\{j},
which implies I∗ \ {j} is a neighbour face of z∗. This contradicts to the fact I∗ is the unique neighbour
face of z∗. Therefore, for all i ∈ I∗, µ
2
Aix− bi only have nonzero limit points. The result follows then.
A.4. Proof of Proposition 4.4. By re-indexing z∗ if necessary, we can assume that pi is the
identity permutation. For each i ∈ {1, . . . , n}, if |x∗i | < t∗ then
x∗i = limxi = lim(zi −
2µ2
t2 − x2i
xi) = z
∗
i .
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Together with sgn(xi) = sgn(zi) and t > |xi|, we deduce that x∗i = sgn(z∗i )t∗ or z∗i for i = 1, . . . , n.
Moreover, |xi| < min{t, |zi|} further implies that
x∗i =
{
sgn(z∗i )t
∗ if t∗ < |z∗i |
z∗i if t
∗ > |z∗i |.
Thus, there exists a unique positive integer k∗ such that
x∗i =
{
sgn(z∗i )t
∗ for i = 1, . . . ,k∗,
z∗i for i = k
∗ + 1, . . . , n,
and |z∗k∗ | > t∗ ≥ |z∗k∗+1|. Summing up (n+ 1) equations in (26) gives
zo +
n∑
i=1
|zi| = t+
n∑
i=1
|xi| − µ2
n∑
i=1
2(t− |xi|)
t2 − x2i
= t+
n∑
i=1
|xi| − µ2
n∑
i=1
2
t+ |xi|.
If t∗ > 0 then taking limnit gives, z∗o +
n∑
i=1
|z∗i | = t∗ +
n∑
i=1
|x∗i |, and hence
(k∗ + 1)t∗ = t∗ +
k
∗∑
i=1
|x∗i | = z∗o +
n∑
i=1
|z∗i | −
n∑
i=1
|x∗i | = z∗o +
k
∗∑
i=1
|z∗i |.
If t∗ = 0 then |xi| < t implies that x∗i = 0 for i = 1, . . . , n. Thus
z∗o +
n∑
i=1
|z∗i | = lim(zo +
n∑
i=1
|zi|) = lim(t+
n∑
i=1
|xi| − µ2
n∑
i=1
2
t+ |xi|
≤ lim(t+
n∑
i=1
|xi|) = t∗ +
n∑
i=1
|x∗i | = 0.
Subsequently, z∗o +
k
∗∑
i=1
|z∗i | ≤ z∗o +
n∑
i=1
|z∗i | ≤ 0. Hence,
t∗ = max
{
1
k∗ + 1
(z∗o +
k
∗∑
i=1
|z∗pi(i)|), 0
}
.
Appendix B. Example. We consider the second order cone in R3
K2 = {(t, z) : z ∈ R2, t ∈ R+, ‖z‖ ≤ t}.
Firstly, we use the barrier f (1)(t, z) = − log(t2 −‖z‖2). Denote M = t2 − z21 − z22 . The gradient of f (1) is
∇f (1)(t, z) = (−2tM−1, 2z1M−1, 2z2M−1) .
The smoothing approximation p
(1)
µ (t
o, zo) = (t, z) regarding to f (1)(t, z) is computed by
(51)


t− µ2(2tM−1) = to
z1 + µ
2(2z1M
−1) = zo1
z2 + µ
2(2z2M
−1) = zo2 .
The unique solution of (51) is


t =
1
4
(
2to +
√
(to − ‖zo‖)2 + 8µ2 +√(to + ‖zo‖)2 + 8µ2)
z1 =
1
4
zo1
‖zo‖
(
2 ‖zo‖+√(to + ‖zo‖)2 + 8µ2 −√(to − ‖zo‖)2 + 8µ2)
z2 =
1
4
zo2
‖zo‖
(
2 ‖zo‖+√(to + ‖zo‖)2 + 8µ2 −√(to − ‖zo‖)2 + 8µ2) .
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Denote s1 =
√
(to − ‖zo‖)2 + 8µ2, s2 =
√
(to + ‖zo‖)2 + 8µ2. We have
Jp(1)µ (t
o, zo1 , z
o
2) =

d11 d12 d13d21 d22 d23
d31 d32 d33,


where
d11 =
1
2
+
to(to − ‖zo‖)
4s1
+
to(to + ‖zo‖)
4s2
,
d12 = d21 = − (t
o − ‖zo‖)zo1
4 ‖zo‖ s1 +
(to + ‖zo‖)zo1
4 ‖zo‖ s2 ,
d13 = d31 = − (t
o − ‖zo‖)zo2
4 ‖zo‖ s1 +
(to + ‖zo‖)zo2
4 ‖zo‖ s2 ,
d22 =
1
2
+
(zo1)
2
‖zo‖2
(
to + ‖zo‖
s2
+
to − ‖zo‖
s1
)
+
(zo2)
2(s2 − s1)
‖zo‖2 ,
d23 = d32 =
zo1
‖zo‖
(
(to + ‖zo‖)zo2
s2
+
(to − ‖zo‖)zo2
s1
)
,
d33 =
1
2
+
(zo2)
2
‖zo‖2
(
to + ‖zo‖
s2
+
to − ‖zo‖
s1
)
+
(zo1)
2(s2 − s1)
‖zo‖2 .
We choose (to, zo1 , z
o
2) such that (t
o, zo1 , z
o
2) → (t∗, z∗1 , z∗2) = (0, 1, 0); then s1 → 1, s2 → 1, ‖zo‖ → 1. We
imply
lim
(to,zo
1
,zo
2
,µ)→(0,1,0,0)
Jp(1)µ (t
o, zo1 , z
o
2) =

1/2 1/2 01/2 1/2 0
0 0 1/2

 ,
which equals to JΠK2(0, 1, 0) by Theorem 2.6. Now we use another barrier
f (2)(u, v1, v2) = − log(u2 − ‖v‖2)− log(u− v1)− log(u+ v1).
Denote Mµ = u
2 − v2 − w2. Gradient ∇f (2)(u, v1, v2) of f (2) is(
−2uM−1µ −
1
u− v1 −
1
u+ v1
, 2v1M
−1
µ +
1
u− v1 −
1
u+ v1
, 2v2M
−1
µ
)
.
Let p
(2)
µ (t
∗, z∗1 , z
∗
2) = p
(2)
µ (0, 1, 0) = (u, v1, v2), which is defined by

u− µ2
(
2uM−1µ +
1
u− v1 +
1
u+ v1
)
= 0
v1 + µ
2
(
2v1M
−1
µ +
1
u− v1 −
1
u+ v1
)
= 1
v2 + µ
2(2v2M
−1
µ ) = 0.
The third equation implies v2 = 0, hence Mµ = u
2− v21 = (u− v1)(u+ v1). Thus, the first and the second
equation imply 

u+ v1 −
4µ2
u+ v1
= 1
u− v1 −
4µ2
u− v1 = −1,
which give u =
1
2
√
1 + 16µ2, v1 =
1
2
,Mµ = 4µ
2. Denote a =
√
1 + 16µ2. Hessian matrix∇2f (2)(u, v1, v2)
of the barrier f (2) at (u, v1, v2) is

1+8µ2
16µ4
+ 4
(a−1)2
+ 4
(a+1)2
− a
16µ4
− 4
(a−1)2
+ 4
(a+1)2
0
− a
16µ4
− 4
(a−1)2
+ 4
(a+1)2
1+8µ2
16µ4
+ 4
(a−1)2
+ 4
(a+1)2
0
0 0 1
2µ2

 =


1+8µ2
8µ4
−a
8µ4
0
−a
8µ4
1+8µ2
8µ4
0
0 0 1
2µ2
.


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We remind that Jp
(2)
µ (0, 1, 0) = [I+µ
2∇2f (2)(u, v1, v2)]−1 =


1/2
1
2a
0
1
2a
1/2 0
0 0 2/3

 . Hence, limµ→0Jp(2)µ (0, 1, 0)
equals

1/2 1/2 01/2 1/2 0
0 0 2/3

 . It does not coincide with the Jacobian of ΠK2 at (0, 1, 0). This shows that
the limit lim
(to,zo
1
,zo
2
,µ)→(0,1,0,0)
Dp
(2)
µ (t
o, zo) does not exist.
