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Abstract
Photovoltaics have a significant role in the solution of energy supply and energy
security. Research on photovoltaic devices and their production processes has
been carried out for decades. The transparent conducting oxide layer, in the
photovoltaic solar cell, composed of aluminium doped zinc oxide, is produced
through deposition techniques. By modelling these depositions using classi-
cal molecular dynamics, a better understanding on the short term kinetics
occurring on the growing surface has been achieved. Compared to the molec-
ular dynamics, the employment of the adaptive kinetic Monte Carlo method
enabled such surface growth dynamics simulation to reach much longer time
scale. Parallelised transition searching was carried out in an on-the-fly man-
ner without lattice approximation or predefined events table. The simulation
techniques allowed deposition conditions to be easily changed, such as depo-
sition energy, deposition rate, substrate temperature, plasma pressure, etc.
Therefore, in this project three main deposition techniques were modelled in-
cluding evaporation (thermal and assisted electron beam), reactive magnetron
sputtering and pulsed laser depositions.
ZnO as a covalent compound with many uses in semiconductors was investi-
gated in its most energy favourable wurtzite configuration. The O-terminated
surface was used as the substrate for the growth simulation. Evaporation de-
position at room temperature (300 K) with a stoichiometric distribution of
deposition species produced incomplete new layers. Holes were observed ex-
isting for long times in each layer. Also, stacking faults were formed during
the low-energy (1 eV) growth through evaporation. The reactive sputtering
depositions were more capable of getting rid of these holes structures and di-
minished these stacking faults through high energy bombardments but could
also break these desirable crystalline structure during the growth. However,
single deposition results with high energies showed that the ZnO lattice pre-
sented good capacity of self-healing after energetic impacts. Additionally, such
self-healing effects were seen for substrate surface during thin film growth by
the sputtering depositions. These facts shed some light on that the sputter-
ing technique is the method of choice for ZnO thin film depositions during
industrial production. Simulation results of pulsed laser deposition with sepa-
rated Zn and O species showed the thin films were grown in porous structures
as the O-terminated surface could be severely damaged by Zn atoms during
the very short pulse window (10 microseconds). An important growth mech-
vanism with ZnO dimer deposited on the O-terminated polar surface was the
coupling of these single ZnO dimers, forming highly mobile strings along the
surface and thus quenching its dipole moments, whilst the isolated single ZnO
dimers were hardly of this mobility. Such strings were the building blocks
for the fabrication occurring on the surface resulting in new layers. Last but
not least, a reactive force field for modelling Al doped ZnO was fitted. DFT
calculations showed that the Al atoms on the surface were likely to replace Zn
atoms in their lattice sites for more energy favourable structures. Al on the
ZnO surfaces, structures with Al in the bulk as well as configurations with Al
interstitials were used to train the force field to reproduce favourable surface
binding sites, cohesive energies and lattice dimensions.
The combination scheme of MD and the AKMC allowed simulation work to
reach over experimentally realistic time scale. Therefore, crucial mechanisms
occurring during the growth could be precisely understood and investigated
on an atomistic level. It has been shown from the simulation results that cer-
tain types of deposition play significant roles in the quality of resultant thin
films and surface morphology, thus providing insight to the optimal deposition
conditions for growing complete crystalline ZnO layers.
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Chapter 1
INTRODUCTION AND
BACKGROUND
1.1 Research Aims
The application of ZnO thin film deposition using different devices and tech-
niques motivates this research project. The thin film growth through physical
vapour deposition techniques (PVD) are crucial to various high technology
industries such as photovoltaics, semiconductor optics, window coatings, etc.
What the industry and experimentalists find difficult is the real mechanisms
behind the thin film growth process. Besides, formation of defects on an atom-
istic level is still not well understood and difficult to be achieved by experimen-
tal studies due to the size and time scales of processes of interest. Therefore,
the aim of this project is to computationally simulate the growth of ZnO thin
films by three widely used PVD deposition techniques including evaporation,
magnetron sputtering and pulsed laser ablation, and to understand the ZnO
growth mechanisms as well as the difference in resultant film structures under
different conditions. That being said, a major task for this research project is
to acquire a better and direct knowledge on the growth pattern that results
in crystalline ZnO thin layers growth. Optimal parameters for the growth are
also of interest, for example, the substrate temperature and the energies for
different deposition species.
Comparisons of ZnO thin film growth results through different deposition tech-
niques have been achieved. Evaporation (thermal and electron beam) [1–5],
reactive magnetron sputtering [6–8] and pulsed laser ablation [9, 10] are im-
portant methods used in the industry where it is known that these methods
produce films with different morphologies. However, the causes and mecha-
nisms behind these differences in the ZnO film structures and compositions
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have not been comprehensively investigated. For example, a previous study
predicts that with an enhanced O plasma, the Zn metal ablated by pulsed
laser beam can efficiently produce crystalline ZnO thin films [115]. But such
prediction lacks atomistic details to prove it. These problems requiring specific
answers can be challenging and have not been understood sufficiently from the
perspective of experimental work.
Therefore, in this research project, a more precise understanding of the mecha-
nisms which allow the ZnO to grow either crystalline or incomplete and porous
thin films has been given. The investigation on deposition parameters, such as
energy and species, generating different qualities of thin films is valuable since
it provides insight to the effects of Zn and O species to the growth. More-
over, the fitting architecture and results of a reactive force field (ReaxFF)
on modelling Al doped ZnO thin film growth have also been demonstrated
and discussed. Throughout the project, the molecular growth simulations are
carried out using the long time scale dynamics techniques where traditional
molecular dynamics algorithm (MD) is employed to simulate successive de-
position processes within short periods and then the adaptive kinetic Monte
Carlo (AKMC) is used to search for transitions between the successive energy
impacts as well as to extend the timescale.
1.2 Simulation Techniques
Throughout the history of science, mathematical modelling has been playing
a powerful role in studying sophisticated physical problems. For computa-
tional material science, the interactions between atoms and the evolution of
the molecular system, in particular, can be modelled by empirical methods
with the aid of first-principle techniques. The purpose for such empirical
modelling is to control external conditions and predict properties of certain
types of material at a microscopic level without immense computational costs.
Many material problems are very hard to be studied by experiments alone
due to the high costs of equipment and the hazardousness of some materials
under investigation, for example, nuclear materials. Also, it is very difficult
by experiments to capture some chemical or thermal processes of interest that
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Figure 1.1. Comparison of multiscale modelling techniques: density func-
tional theory calculations, empirical molecular dynamics and long time scale
dynamics techniques are major tools for the ZnO thin film growth modelling.
occur in an extremely short period, for example, a couple of nanoseconds.
Therefore, simulations are distinguishable powerful techniques to compensate
and understand these physical processes occurring in different materials.
Two important aspects need to be carefully considered while doing compu-
tational material modelling. Both time and length scales of the simulation
system determine the computational cost and techniques of choice applied to
the problem. This research project focuses on the application of empirical
modelling as well as timescale extension techniques to study the dynamics
evolution of ZnO thin film growth covering a broad range of time order, from
femtoseconds to seconds. A comparison of the time and length scales of dif-
ferent simulation techniques is given in Figure 1.1.
The application of ab-initio quantum mechanics (QM) is the most accurate way
of calculating the interatomic interactions. The high accuracy of such meth-
ods has been widely accepted [17]. These methods require no assumptions
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regarding atomic or electronic interactions and use no empirical techniques
to describe the potentials of nuclei and electrons. Among the first-principle
methods, density functional theory (DFT) is particularly popular due to its
relative higher efficiency and good accuracy. However, because of the overhead
of DFT calculation, this technique is rarely applied to calculating large atom-
istic system (> 1000 atoms) or used to model some long time scale (nanosec-
onds) molecular dynamics. Nevertheless, such first-principle methods are still
of great significance as they generate electronic structures of molecular sys-
tems and contribute benchmarks for parametrising empirical potential mod-
els. Other multiscale modelling techniques are also highlighted in Figure 1.1.
Tight binding is a technique for description of electronic structure in solids,
especially the band structure calculations [20]. Coarse-grained modelling is
another technique to extend the length scale of molecular system using sim-
plified coarse-grained representation known as pseudo-atoms [21]. The finite
element method (FE) is another important technique for structural analysis,
fluid flow, mass transport, etc, because many of these problems involving large
length and time scales that are far beyond the molecular level. Also, it is gen-
erally not possible to obtain analytical mathematical solutions particularly for
some complicated geometries [27].
An empirical potential model is fitted against certain types of structures in
order to parametrise its analytical function form. This analytical function,
taking atomic coordinates as input, describes the potential energy of a system
as well as the interatomic forces without calculating its electronic structure. To
fit this model, all the data that one may possibly obtain by first-principle calcu-
lations or experiments is needed. The training data includes lattice constants,
energies, reaction pathways, stresses, charges, etc. The reason we can maintain
the validity of the empirical potential models without considering electronic
factors is based on the reproduction of structural features benchmarked by
first-principle computational techniques [64]. Fortunately, this validity holds
within the scope of this research on ZnO thin film growth.
Numerous simulation techniques need to be implemented in order to perform
long time dynamics of ZnO growth modelling. A combination of MD and the
adaptive KMC (AKMC) is the major scheme used to simulate the growth pro-
cess. To simulate a single deposition event, MD algorithm was applied. The
Loughborough MD package (LBOMD) was employed through out this project
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for modelling deposition processes [37]. For such empirical MD simulation,
an empirical potential plays a significant role on the interatomic interaction
descriptions. The reactive force field potential (ReaxFF) is employed for such
significant role based on its ability in modelling instantaneous bonds forming
and breaking [59, 61]. Principles of empirical potentials are later described in
Chapter 2. The AKMC method, discussed in Chapter 4, is the major mod-
elling framework for the ZnO thin film growth. Also, it allows us to simulate
atomic diffusions between successive deposition events. The main techniques
applied to the transition searching are the relaxation and translation method
(RAT) which searches the region of a saddle point, and the nudged elastic
band method (NEB) which refines the transition pathway as well as the en-
ergy barriers. Lattice configurational relaxation is performed by an energy
minimisation technique which allows the simulation system to relax into its
minimum energy state. The strength of the AKMC method is to run in par-
allel over transition searchings on defect volumes and enables simulations to
reach experimentally realistic time scale.
1.3 Deposition Techniques
Various deposition techniques exist and are applied in the experimental work
and industrial production. Target material is deposited onto a substrate un-
til some required amount of such material has been added. The deposition
flux and rate are dependent on the deposition techniques being used, and the
commonly used techniques can be classified into two categories. Here, the
two categories of techniques involving vapour and liquid, respectively will be
mainly discussed.
Within the phase of liquid, either chemical solution or electrochemical de-
position (CSD or ECD) technique is available. Materials to be deposited by
the first technique involving liquid spin-on, dip and aerosol in the solution to
deposit material onto the substrate. The substrate acts simply like a physical
support to the target material; there is no chemical reaction between the solu-
tion and the substrate. The deposited material on the substrate is then dried
and densified by the thermal annealing to modifies the surface morphology.
The second technique, electrochemical deposition, deposits thin film layers of
solid metal by dipping an electrically conducting surface into a solution of ions.
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Within the phase of vapour, the related techniques can also be classified into
two categories, chemical or physical vapour deposition (CVD or PVD), see Fig-
ure 1.2. The CVD methods are based on some chemical processes occurring on
the deposition substrate surface. Target material in vapour phase deposited
towards the surface and is adsorbed, a surface chemical reaction is then catal-
ysed by the surface material, while the by-product during the process is later
desorbed from the surface. PVD methods, on the other hand, are based on
mechanical, electromechanical or thermodynamic processes to deposit a solid
thin film in a vacuum chamber and usually allow for better control on the con-
ditions of depositions. Specific PVD techniques include evaporation (thermal
and electron beam), reactive magnetron sputtering, pulsed laser deposition and
cathodic arc deposition. For this research project, the ZnO crystal growth by
the first three techniques of physical vapour will be modelled due to their large
scale industrial application and the differences in thin films produced by these
various methods.
The evaporation deposition can be carried out by using thermal effect or an
assisted electron beam (see Figure 1.3). A crucible holding the target ZnO
material is heated in a vacuum chamber, using thermal methods such as resis-
tance heating or RF coil until such a time that the target material begins to
evaporate. Following an evaporation flow the material is then deposited onto
the substrate surface in the opposite direction. Atoms deposited by evapora-
tion methods surely do not have much kinetic energy as the heating processes
are relatively slow. Therefore, the atoms travel towards the substrate have low
kinetic energies below 1 eV. Evaporation deposition with an assisted electron
beam bombards the target material with electrons giving off target atoms in
gaseous phase. These atoms then precipitate onto the surface and coat the
substrate [1, 2].
The magnetron sputtering depositions coat the substrate with target material
by argon plasma sputtering mechanism. The chamber, typically a pressure
under 10−6 torr, is filled with argon gas, and a voltage of several hundred
volts, e.g. 300 V, is applied, see Figure 1.4. This forms a plasma environment
of positively charged argon ions and free electrons. Additionally, a magnetic
field is applied at the target material in order to trap the argon ions and the
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Figure 1.2. Available deposition techniques for thin film production. The
two main categories separate into liquid or vapour deposition. For deposi-
tion methods, they can be classified either physical or chemical based on the
deposition mechanisms. Our research interest lies in the techniques applying
physical vapour depositions.
Figure 1.3. A schematic diagram of the evaporation deposition: electron
beam is applied to heat the target material up. The material is vaporised
forming flow of atoms and clusters towards the substrate. Appropriate distance
between the crucible and the substrate help coat uniform thin layers.
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Figure 1.4. A schematic diagram of the magnetron sputtering deposi-
tion: various power supply can be used such as DC, pulsed DC, AC or
RG (recombination-generation current), depending on the target material and
whether reactive sputtering scheme is being employed.
free electrons, which allows argon ions continuously bombard the negatively
charged target at high energy. The positively charged argon particles are ac-
celerated to the surface of the target, i.e. the cathode, colliding and sputtering
atoms from the target. The ejected atoms are now ionised and accelerated to
the substrate surface at different angles as it is biased, coating the cooler sub-
strate surface. This technique involves the arrival of atoms at the substrate
with much higher energies than those by evaporation, typically around 40 eV
though they can be up to several hundred eV. For the sputtering processes,
oxygen or some other reactive gas is additionally introduced to the the cham-
ber. Argon is then presented in the magnetron plasma as well as in the reactive
plasma. Back reflection of the neutral argons from the target to the substrate
can take place during the depositions, densifying the thin layers. Thus, there is
a good chance that an argon ion or atoms strike the substrate [6–8]. However,
for some simplicity, such reflection effect is not modelled in the simulations of
ZnO thin film growth.
Pulsed laser deposition (PLD) is another physical vapour deposition tech-
nique [9, 10]. It applies a high-power pulsed laser beam to striking the target
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Figure 1.5. A schematic diagram of the pulsed laser deposition: a laser beam
is applied to the target material. Through complex electronic processes, the
atoms of the target are ablated forming plume towards the substrate. Deposi-
tions with high intensities can be achieved by PLD. The plasma environment
is employed to enhance the oxygenation of the coating material.
material in vacuum chamber. The target can be either Zn or ZnO material.
The material is then ablated and vaporised from the target forming a plasma
plume with kinetic energy typically from 1 eV to 10 eV. This dynamical plasma
plume is thus deposited onto the substrate surface, which results in nucleation
and growth of the thin films. Such ablation process by the laser beam is very
complicated and occurs within 10 picoseconds in a laser pulse period with
duration of one nanosecond, ejecting electrons from the material. These free
electrons oscillate within the electromagnetic field of the laser light and can
collide with the atoms of the target hence transferring energies to the lattice.
The surface of the target is then heated up and the material is vaporised. In
addition, a background gas can also be present in the vacuum with deposition
energies up to a few eV, such as oxygen which is employed to enhance the
oxygenation of the deposited thin films, see Figure 1.5.
Deposition parameters can be crucial to the properties of deposited thin films.
The main parameters applicable to most deposition techniques are listed in
the following:
• Type of power supply.
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• Pressure in the vacuum chamber.
• Working gas mixture in the chamber.
• Deposition temperature.
• Deposition rate.
• Deposition time which influence the amount of material coated on the
substrate surface.
• Stoichiometry of deposited material.
Our simulations enable analysis on most of these deposition parameters
without much experimental work. Therefore, in this project the three tech-
niques described above are simulated using long time scale techniques, enabling
a more precise understanding on these parameters as well as the growth mech-
anisms and surface morphology of ZnO thin films. The deposition energies
basically differentiate the evaporation and sputtering techniques, whilst the
extremely high-intensity depositions of PLD techniques lead a rapid thin film
growth process.
1.4 Material of Interest: ZnO Semiconductor
Researches focusing on ZnO can go back to many decades, however, a renewed
interest has been witnessed since the late 20th and the early 21st century.
Such revival of research interest is fuelled by the availability of high-quality
ZnO substrates and reports of p-type semiconducting behaviour of ZnO when
doped with transition metals. Research groups have reported the achievement
of p-type ZnO, however, problems of reproducibility of the results and the
stability of the p-type conductivity remains [24, 27, 29]. If more reliable and
reproducible p-type doping can be achieved, the application of ZnO would
welcome another huge boost [24].
Devices like thin film photovoltaics or semiconductor optics are produced by
the deposition techniques, turning target material into a multilayer stack. A
number of materials have been studied and employed to produce the thin film
photovoltaics devices in the past. Recently, ZnO has replaced indium tin oxide
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Figure 1.6. A schematic graph of a CdTe solar cell with anti-reflection (AR)
coating where AZO is applied as the TCO. CdS (n-type) and CdTe (p-type)
form the p-n junction. A metal back is made of Ag or Al.
as one of the most promising material for the production of transparent con-
ducting oxide (TCO) for thin film photovoltaics [26]. Al doped ZnO (AZO)
material is used for such production of the TCO. Figure 1.6 illustrates the
structure of CdTe solar cell where AZO layer is applied as the TCO electrode.
ZnO is a transition metal oxide with four different polymorphs: wurtzite, zinc
blende, rocksalt and caesium chloride structure [14,59]. However, only two of
these structures, wurtzite and zinc blende (see Figure 1.7), are of our research
interest as they are the two most common structures observed in ZnO semi-
conductors [18]. The ZnO wurtzite structure is our major research object since
it is the most energy-stable structure compared to the zinc blende. Although
common II-VI compound semiconductors are thermodynamically stable with
zinc blende structure, the II-O materials, like ZnO and BeO are stable with
wurtzite phase. The reasons behind it are physically complex and so far have
not been sufficiently explained and rationalised [19]. The zinc blende ZnO
structure is a metastable phase and has easy cleavage facet in the (110) direc-
tions [18].
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Figure 1.7. Two main crystal structures for ZnO: zinc blende structure is on
the left and wurtzite structure is on the right (Zn in grey and O in yellow).
ZnO with wurtzite structure is naturally an n-type semiconductor possibly
due to the deviation from the stoichiometry, caused by the intrinsic defects
like O vacancies and Zn interstitials (discussed in Chapter 5). Although such
unintentional n-type conductivity is experimentally known, the responsible
donors are not understood exactly [24]. A key conclusion from recent studies
is that native point defects cannot explain the n-type conductivity which is
often observed but the effect is likely to be caused by the incorporation of
impurities during the growth or annealing processes [30–32]. For the attain-
ment of intentional n-type conductivity of ZnO, Al is doped to ZnO material,
acting as shallow donor, to produce the TCO with the desirable conductivity
type. Various techniques such as molecular beam epitaxy, sputtering, PLD
and some CVD techniques have been used to deposit highly conductive n-type
ZnO films [25].
What is found challenging by the industry and experimental work is the con-
trolling of conductivity in ZnO semiconductors. Even small concentration of
native defects and impurities (down to 10−14cm−3 or 0.01 ppm) can signif-
icantly affect the electrical and optical properties of semiconductor [23, 24].
Thus, understanding the native point defects, for example, vacancies, intersti-
tials and antisites, and the incorporation of impurities during production can
be crucial regarding the controlling of conductivity in ZnO thin film layers [24].
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1.5 Thesis Layout
Chapter 2 explains most techniques used for atomistic modelling of ZnO thin
layer growth, including MD, empirical potentials, boundary conditions and
minimisation techniques. Chapter 3 introduces some important transition
searching algorithms used by the AKMC method in order to extend the simula-
tion timescale. Chapter 4 introduces the core technique applied to the growth
modelling, the adaptive kinetic Monte Carlo method, consisting of algorithm
explanation, its theoretical foundation and also its acceleration by the Basin
method based on defect volumes construction. Chapter 5, 6 and 7 present our
simulation results of this thesis. Single depositions of ZnO, long time scale
ZnO growth through different techniques as well as a ReaxFF fitting work for
AZO modelling are demonstrated. Additionally, Chapter A discusses theoret-
ical aspects of some simulation techniques for compensation.
Chapter 2
METHODOLOGY OF
SIMULATION
In this chapter, some fundamental simulation techniques are explained for
atomistic computer modelling. An introduction is first given to set up the
simulation system. Molecular Dynamics (MD) as short time scale (up to a few
nanoseconds) simulation techniques will be discussed in detail. Among these
basic modelling approaches the empirical potential function rules the molecu-
lar interactions, thus it is the most significant topic in this chapter.
2.1 Introduction to Simulation
The main aim in the application of simulation techniques to materials study
is to control external conditions and predict their microscopic behaviours,
which are often very difficult to achieve by experiments. The first simplistic
MD simulations were performed in 1950s, treating atomic collisions as hard
spheres [33, 34]. However, the very first simulation that bears a realistic re-
semblance to today’s MD was the modelling of liquid argon interactions by
Rahman in 1964, using a Lennard-Jones potential [35]. Since then, correlat-
ing with Moore’s Law, the rapid development of computer power has allowed
scientists to expand from modelling 100s of atoms to millions of atoms using
the simplest pair potentials. However, there were still some accepted truth
in physics could never be verified by such modelling results, for example, the
vacancy formation energy, as some physical factors were missed in the pairwise
description. Another problem is that even though millions of atoms system
can be modelled, the time scale always remains short due to computation con-
straints. Typically, MD simulations are able to reach time order of picoseconds
14
Section 2.2. Time Integration for Molecular Dynamics 15
to nanoseconds but the material properties and reaction processes of interest
are often up to seconds. Answers to solve these problems will be given in this
and the next chapter.
What is needed to perform MD simulation through underlying computer soft-
ware must offer two distinct functionalities: a set of methods with which the
trajectory of the atomistic system in time domain can be determined and a
potential energy description in function form that pinpoints the energy level
of the whole system. The potential function is dependent on the particular
system one want to study, whereas, the time integration remains common to
all MD simulations given position and momentum information at each step.
2.2 Time Integration for Molecular Dynamics
There are a variety of time integrators available to MD developers. The most
commonly used is the velocity Verlet algorithm which provides a good compro-
mise between accuracy and computation costs - one force evaluation at each
step. The velocity Verlet algorithm is a second order method that allows time
step as large as possible whilst maintain a energy conservation. The choice of
time step is dependent on the timescales of problems being modelled, basically
the momenta of particles, as well as the numerical integration errors, so as not
to let particles overshoot each other. The algorithm evolves the simulation
system at each time step by numerically integrating Newton’s equations of
motion:
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i is the force vector acting on the atom i, and mi is the mass of
atom i. ∆t is the integration time-step and thus ∆t[k] is the current time.
The global error in the position term is O(∆t2) and, therefore, the accuracy
of dynamics simulation is determined by size of ∆t. For ZnO thin film growth
modelling, a decent choice of ∆t is 10−15 s concerning with system energy con-
servation and computation performance [12, 36]; the atomistic system should
accurately stay on its constant-energy hyper surface at each time integration
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step, keep the advancement of atomic coordinates much smaller than the inter-
atomic distances and at the same time maintain quick sampling of the phase
space [38].
2.3 Boundary Conditions
Boundary conditions are techniques needed to model an “infinite” material
in a finite simulation box. Appropriate pressure and strain are crucial to the
accuracy of simulation results. Two main categories of boundary conditions,
fixed and periodic boundaries, will be discussed in this section.
2.3.1 Fixed Boundary Conditions
A simplistic way to generate appropriate pressure and strain is to fix the atoms
on the outside edge of the lattice cell walls. By fixing two or three layers of
atoms, an artificial pressure is applied on the internal atoms, modelling sur-
rounding bulk material. For thin film growth modelling we fix one edge on
the bottom two layers to simulate a surface that behaves as if it is part of a
much larger surface where those low energy deposition can be processed with
calculating binding energies, defect transitions and etc.
2.3.2 Periodic Boundary Conditions
The simulation is carried out on a small sample, called supercell, whilst it
is only meaningful to model a large enough region of the material. For this
reason, the periodic boundary condition (PBC) is needed to help concatenate
and expand the finite supercell system to model an infinite size of material.
Unless surface effects are of particular interest, PBC’s works through tessellat-
ing the lattice in all periodic directions such that an atom passing through one
side of a supercell will wrap around and re-enter the supercell from the other
side in that periodic direction. So atoms near the sides will see the atoms on
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Figure 2.1. Periodic Boundary Conditions. When an atom leaves the sim-
ulation box, an image of this atom enters the box. So atoms at one side see
opposing side as their neighbours.
opposing side as their neighbours, see Figure 2.1.
Another thing to bear in mind is the size of supercell, i.e. the size of sim-
ulation system. It is not desirable to have defects in one supercell to interact
with defects in another nearby image, especially for the influence of long-range
electrostatic interactions which is a summation of all interactions counted in a
cutoff radius. Otherwise, the energy of whole system can be artificially flawed.
Solutions to avoiding such issue are by checking the energy convergence with
defects while manipulating the supercell’s size or simply establish a supercell
that is large enough, by which the range of potential cutoff should be normally
within the dimensions of half a lattice supercell [39]. Different techniques can
be applied to resolve the convergence of energies due to such long-range inter-
actions, like Ewald summation [40] or a taper function which has been used
for this project [61].
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2.3.3 Thermostat
Modelling different types of thermodynamic ensemble is available for MD sim-
ulation. Algorithms are applied to fixing some of the thermodynamic quan-
tities, e.g. temperature or pressure. The microcanonical ensemble (NVE) is
the natural ensemble for MD simulations as number of particles, volume and
energy are conserved in a system, so it can be used to model many systems.
Thermostats can also be applied to MD simulations to maintain the temper-
ature of the system during the simulation [36,38].
For modelling low-energy single depositions, the finite-size simulation super-
cell will face a problem when depositing clusters onto the surface, that this,
the system will not observe an energy dissipation process as the real mate-
rial. The finite system is constrained with only periodic boundary conditions,
so the external energy will transfer to atomic momentum, which will lead to
rapidly heating up of the whole system. Thus, there is a requirement of meth-
ods to remove such energy or momentum and keep thermodynamic ensembles
of the system. The simplest extension to the microcanonical ensemble is the
canonical ensemble (NVT), for which we fix the number of particles, the vol-
ume of whole system and the temperature to a prescribed level. The most
commonly used technique to simulate these thermodynamics ensemble is to
attach a thermostat to some boundary layers of the system, so the energetic
impacts are damped and temperature is controlled. The Berendsen thermo-
stat [41] is employed in this research project of thin film growth simulations
where the thermostat was attached to a layer in order to control the tempera-
ture of the whole slab being modelled. For pressure control, a barostat is often
applied [42], though not in this modelling work.
With the Berendsen thermostat, the particles velocities are rescaled at each
time step. The change rate of temperature is assumedly proportional to the
difference in temperature:
dT
dt
=
1
τT
(T0 − T ),
where τT is the coupling parameter, determining the strength of the coupling
between the system and the heat bath, T is the system temperature and T0
is the prescribed one. Another interpretation of this τT is the time scale
on which the prescribed temperature is reached; if τT is small a system is
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rapidly heated up, otherwise, system observes a slow temperature rise. This
coupling parameter should not be by any means larger than the average time
between successive energetic impacts as it controls the system temperature
during the collision impacts. It turns out that Berendsen thermostat creates
an exponential decay of the system temperature towards the prescribed one
as
T = T0 − (T (0)− T0)e−t/τT .
For each time step of the MD,
∆T =
∆t
τT
(T0 − T ),
where,
T =
2
3k
KE =
2
3N
N∑
i
1
2
miV
2
i .
Hence, this leads to a modification of the momenta pi → λpi at every integra-
tion step, where λ is the scaling factor selected by the correction relation based
on step size, prescribed temperature and current temperature of a system:
λ =
[
1 +
∆t
τT
(
T0
T
− 1
)]1/2
. (2.3.1)
Types of temperature control mechanisms [45] include:
• Differential control: for example, the Gaussian thermostat [43] - the
temperature is fixed to a certain level and no fluctuation is allowed.
• Proportional control: for example, the Berendsen thermostat - the tem-
perature is corrected in each integration step through a coupling constant
to the prescribed temperature. This coupling constant tells the strength
of the fluctuation around the desired temperature.
• Stochastic control: for example, the Nose´-Hoover thermostat [44, 45] -
the temperature is propagated according to modified equations of motion
for virtual particles, where additional degrees of freedom is modified
stochastically in order to generate desired temperature.
• Stochastic collision: for example, the Andersen thermostat [46], where
stochastic particles collisions with certain frequency are picked up and
all other particles are affected by the collisions.
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• Integral control: for example, the Langevin thermostat [47] - system’s
Hamiltonian is extended and variables are introduced to represent the
effect of an external bath system. The time evolution of these new vari-
ables is determined by the equation of motion derived from the extended
Hamiltonian.
In this project, one of the major uses of a thermostat is to dissipate the excess
heat comes from the energetic impacts during successive depositions. When
impacts occur on a ZnO surface, the energy would dissipate away from the
deposition region. However, for the growth simulation work, computational
constraints limit the size of the modelling system by employing fixed and
periodic boundary conditions which conserve energy (NVE) within the system.
Thermostat is thus attached to the system to extract excess heat after energetic
impacts (NVT).
2.4 Interatomic Potentials
Only with an empirical potential function that describes the total energy of a
system, the time integrator is able to provide a means of calculating system
dynamics. To start our discussion on empirical modelling, the simplest form of
interatomic potential is first considered - the pair potential V (rij). For a given
pair of atomic positions Ri and Rj, the interatomic energy is determined by
the separation rij = ‖Ri −Rj‖. The potential energy E of the whole system
is then given by the sum over all pairs of ij:
E = E0 +
1
2!
N∑
i,j(i 6=j)
V (rij).
2.4.1 Principles of Potential Function
Lennard-Jones Potential (LJ) is a commonly used pair potential [37], particu-
larly, in modelling the interaction of atoms in argon and other noble gas. The
form of the LJ pair potential can be given by:
V (rij) = ε
[(
σ
rij
)12
− 2
(
σ
rij
)6]
, (2.4.1)
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Figure 2.2. Two examples for pair potential function. The pair potential
function generates very similar energies for these two systems as it only counts
bonds dependent on the separation of atoms.
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where ε term is the unit of energy scale and σ is unit of length. The 6th
order term comes from the Van der Waals attraction and the 12th order term
constitutes a short range repulsion.
However, for some materials modelling, scientists could never get it right when
applying the pair potential to simulate behaviours of these materials. No mat-
ter how good the parameters are fitted, certain physical factors are missing
there.
The reason for these physical limitations of pair potential is relatively straight-
forward. Suppose a small molecular system is composed of three atoms or-
ganising in an equilateral triangle pattern with 1 A˚ length of each sides. Also
consider a system made by chain of four such atoms with 1 A˚ between each
neighbours. So for each system there are three bonds. Then the calculated
potential energy values are unrealistically close if we use the LJ pair poten-
tial to model these two systems. It is seen the pair potential is just counting
bonds that depend on the separation of bonded atoms. One atom in the tri-
angle system will surely impact the the bonding of the other two, whereas, the
chain-like system gives no angular bonding configuration. Additionally, one
can think of the acetylene molecule system as another counter example,
H − C ≡ C −H.
Obviously, the calculated potential energy for this molecular system stays the
same when flapping two hydrogen bonds on the ends. In conclusion, such
failure is because the bonding energy of an atom given by pair potential is
proportional to the coordination number, since pair potential simply counts
the bonds linearly.
In 1980s, most researchers began to realise there were crucial flaws with respect
to the form of pairwise potentials as they could never get some physics cor-
rect. A critical problem was the vacancy formation energy. For example, the
vacancy formation energy in a face centred cubic (FCC) structure, calculated
by pair potential, is essentially the cohesive energy of an atom. To calculate
vacancy formation energy, an atom is first removed from its FCC site, which
will break its 12 coordination bonds, and then positioned in somewhere else
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in the bulk raising the the energy level by cohesive energy of an atom.
∆Evac = −12Ebond + Ecoh/atom = −12Ebond + 6Ebond = −6Ebond. (2.4.2)
The cohesive energy per atom in FCC structure is 6 times of the bond energy
since for each atom there are typically 12 atoms around and for each bond it
is shared by 2 atoms. Thus, by a pair potential, the vacancy formation energy
is about 6 times of bond energy, which means the ratio between the vacancy
formation energy and the cohesive energy is very close to 1.0.
However, by doing first-principle calculations the scientists found that for
metals and some covalent materials, the cohesive energy of an atom scaled
nonlinearly with its coordination number [48]. Experimental data also showed
that for many metals in FCC structures, the ratios between vacancy formation
energies and cohesive energies should always be less than 1.0. These results tell
the invalidity of pair potentials when modelling materials containing covalent
or metallic bonds.
From above discussion it is known that the cohesive energy of an atom scales
with its coordination number. Alternatively, the cohesive energy can be mod-
elled [48] by the following equation which takes the coordination number into
account,
Ecoh = C
√
W, (2.4.3)
where C > 0 is a prefactor and W represents the coordination number. Thus,
with this model, the vacancy formation energy for the FCC structure is
Evac = C
√
12− 12C(
√
11−
√
12). (2.4.4)
For FCC structure, a core atom is surrounded by 12 coordination atoms, the
vacancy formation energy for this core atom is calculated by the change of the
energy level before and after the absence of this core atom from the system.
The core atom is then positioned locally somewhere else in the FCC structure.
Therefore, the second term above represents the energy change of the envi-
ronment before and after the removal of the core atom, whilst the first term
indicates the raising of energy level when the atom put back at some other
position.
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The ratio between vacancy formation energy and the cohesive energy for FCC
structure by this new model in equation (2.4.3) is
Evac
Ecoh
' 0.489.
Another thing worth to mention is that the bond strength by such model is
a convex function of coordination number. One can simply see this by taking
the ratio of the cohesive energy and the coordination number,
Ecoh
W
=
C√
W
which tells the energy per bond decreases less when changing the coordination
number from 11 to 12 than that from 1 to 2. Such fact can also explain the
energy relaxation of surface layer which is slightly inwards.
2.4.2 Embedded Atom Method
The problem of pair potential, as discussed, comes from the linear relation be-
tween the cohesive energy and the coordination number. A nonlinear potential
function of coordination number or bonds number should be a reasonable so-
lution. The task is to employ appropriate schemes to calculate and describe
the atomic surroundings. The Embedded Atom method (EAM) is a better
potential function in describing the energies, especially for metallic system,
by using a concept of local density [51–53]. Instead of counting coordination
number the EAM calculates the atomic density around a target atom, known
as the impurity, to generate a continuous measurement on the energy of bonds.
The EAM views each atom in a structure as an impurity embedded in a host
who comprises all the other atoms. Then the cohesive energy of this structure
can be calculated from the embedding energy, since the energy of an impurity
is a functional of the electron density of the unperturbed, i.e. without the im-
purity, host. This idea comes from density functional theory [49] that the total
energy of a structure is a functional of its electron density and vice versa. So
the cohesive energy of this impurity atom is a functional F of electron density
of this unperturbed host and at the same time a function of the impurity type
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and position, as represented by following expression [49]:
Ecoh = FZ,R[ρh(r)], (2.4.5)
where ρh(r) is the unperturbed host electron density, Z and R are for the type
and position of the impurity.
What is important is the application of this electron-density idea to energy
calculations, since for empirical potential, electronic structures are not cal-
culated. Application of such idea is to approximate a local distribution of
electron density projected on the impurity. Because each atom is treated as
an impurity in the host of other atoms, the EAM describes the total energy,
favourable for metallic system, by summing the embedding energies of atoms,
which are nonlinear functions describing the cohesive energy of atoms, and
applying pair potentials for host atoms. The pair potential is often used to
describe a short-range repulsive electronic static interaction, in order to avoid
atoms sticking over each other [49].
Etotal =
∑
i
Fi
∑
j(j 6=i)
ρj(rij)
+ 1
2
∑
i
∑
j(j 6=i)
φ(rij) (2.4.6)
The embedding energy, the first part, is the sum of cohesive energy of each
atom i in form of convex function Fi of atomic densities, described by ρj, at
site i projected by all other atoms j’s in that host. For simplicity here the form
is given by the density of atoms, assuming that the host electron density is
closely approximated by a sum of the atomic densities of the constituents [49].
The second part in (2.4.6) involves these long-range interactions, like electro-
static and Van der Waals terms. So the model is a simple function of the
positions of the atoms. The convexity of functions Fi of densities ensures that
energy per bond weakens as the increase in coordination number [48].
The embedding functions can be used in a tabulated forms so as to give an
exact fit to the equation of state, normally energy versus volume or some other
parameters calculated by first-principle techniques [49].
The validity of the EAM is based on the fact that the cohesive energy per
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Figure 2.3. Convexity of embedding energy function for Ni as a function of
the background electron density, referenced from [48]
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atom within a metallic system correlates with the delocalisation of electrons,
that is, thorough delocalising electrons gives high cohesive energy, and what
the embedding function measures, through atomic densities, is the electron
densities projected over the impurity or target atom. In addition, higher elec-
tron densities tend to have higher number of states on which the electrons
delocalise, and how well the electrons delocalise is typically referenced by this
number of states.
Based on the energy functional form, another strength of EAM is that the
computational expense is essentially the same as that of modelling by pair po-
tential, so it enables us to model much more accurately with almost the same
effort [48, 49]. Because of such advantages, the EAM method is also called a
pair functional method, and there appears no reason not to apply EAM for
metals modelling.
The EAM, as discussed, is a brilliant method, nevertheless still has some lim-
itations. An obvious one is, because of the sum of densities projected on the
impurity, there is no keeping track of the orientational dependence of bonds.
The bonds from different directions are just the same as in single direction
since the potential literally sums the densities up without concerning the an-
gular effect of local bonds to the target atom. EAM does not concern where
the orbital of local electron densities come from.
Although in 1990s Michael I. Baskes developed an improved potential called
modified embedded atom method (MEAM) [54, 55] which modifies the em-
bedding functions that keep track of angular dependence of electron densities,
however, the standard EAM is still popular in modelling metallic systems since
even though the physics is better the introduction of new fitting parameters
in MEAM can be irksome and hard to implement.
Another limitation of EAM is the non uniqueness of the potential form. If
an embedding function F (ρ) is given, and another embedding function exists
as F ∗(ρ) = F (ρ) + cρ which is F (ρ) plus a linear term of embedding density.
Then we can derive exactly the same model for EAM by transferring these
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two embedding function with variations on the pair potential terms since
Etotal =
∑
i
F ∗i (ρi) +
1
2!
∑
i,j(j 6=i)
φj(rij)
=
∑
i
Fi(ρi) +
∑
i
c
∑
j(j 6=i)
fj(rij) +
1
2!
∑
i,j(j 6=i)
φj(rij)
where the embedding densities ρi =
∑
j(j 6=i) ρj(rij).
So if we make this transformation on the embedding function F (ρ), the linear
term cρ will be related to the densities contribution of host atoms, i.e. ρj(rij).
Thus, we can incorporate this term with the former pair potential since every
thing that is linear with other atoms can be treated as pair potential. The
pair potential is essentially to add or sum contributions of other atoms, so it is
linear in those contributions. Therefore, any linear parts in the EAM function
can be moved arbitrarily between embedding energy part and pair potential
part.
Following this ’non-uniqueness’ analysis, it is good if we merely use pair poten-
tial for materials modelling once the embedding energy part does not change,
which means if the atoms stay in environments with roughly the same densi-
ties then all the changes come from the pair potential. Recall the convexity
of embedding energy function in Figure 2.3. It can be understood the reason
why at constant density pair potential is appropriate for modelling the inter-
action: the density is assumedly quite the same, a narrow domain of densities
is chosen then a linear approximation can be made to the convex decreasing
embedding function. We see this approximate linear function is good in de-
scribing the embedding function then we can leave out the embedding energy
part and incorporate this linear function to the pair potential. But such pair
potential fails when the electron density shifts which is in essence the coor-
dination changes. Because of such variation, different potentials are applied
when modelling the material at the surface and that in the bulk.
The EAM gives us the coordination dependent effect right but it does not
model the very subtle hybridisation effect correct: it usually fails when mod-
elling materials whose electron transfer are complex. Here hybridisation means
mixing atomic orbitals into new hybrid orbitals suitable for the pairing of elec-
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trons to form covalent bonds [56].
2.4.3 Many Body Potentials
As we have discussed in the last two sections, there are two aspects that heavily
influence the atomic interaction modelling, both the coordination number, i.e.
atomic density for EAM, and angular dependence. The EAM provides solution
to the first factor, coordination number, by its nonlinear convexity. To solve
the angular dependent effect on bonding energies, the many body potentials
are applied. The form of a potential involving three-body-term is first given
as well as extension of modelling four-body-term potential.
Etotal = E0 +
1
2!
∑
i,j 6=i
V (rij) +
1
3!
∑
i,j,k
V (Ri, Rj, Rk) (2.4.7)
The three-body potential performs pretty well when modelling ZnO struc-
tures, the target material in this research project, simply because ZnO is
a low-coordinated material with only four atoms coordinated in a diamond
structure and the three-body term will favour these 109.5o tetrahedral angles
between atomic bonds. Once the force of three-body angular term is made
strong enough, the structure will by definition end up with diamond cubic
structure. This three-body term can also be approached by two separations
and an angle, that is, rij, rik and θijk, to deal with the three-body effects. So
for such models, a pair potential part is used to take care of the interatomic
distance and an angular energy term with a distance penalty factor excluding
close atoms.
A possible choice for the angular energy term is C(θ − θ0)2 or C(cosθ + 1/3)2
where θ0 is a preferred angle and here 1/3 is just for obtaining the 109.5
o
tetrahedral angle. Nevertheless many body potentials still have some draw-
backs that could not get defects or complex dynamics correct. Most of these
potentials are able to generate very satisfactory results related to static prop-
erties since potentials are usually fitted to a group of static-property data by
first-principle calculations, whilst, they often result in lack of ability describing
complexity when applying them to long time dynamics simulations where more
complicated structures or defective regions emerges. Due to such limitation of
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transferability, potentials are equipped with some quantum information by ab
initio or DFT method to secure more reliable results [67, 68]. Most empirical
potentials just fit those equilibrium conditions but unable to capture pertur-
bation around this.
2.4.4 Reactive Force Field for Zinc Oxide Modelling
Previously, Biswas and Hamann suggested in their work [66] that three-body
potential is not able to give sufficiently accurate description of covalent ma-
terials over a wide range of bonding geometry and coordination. However, a
general form for a four-body potential could be intractable when applied to
modelling the torsions within atomic systems as many free parameters needed
to be introduced. Tersoff noticed these problems and emphasised the role
of bond order to overcome such issue. Incorporation of the bonds angular
dependence effects in a pairwise potential model for modelling interatomic in-
teraction of Si species [64, 65].
Both bond-order and many-body effects are standard factors for the empirical
potential functions nowadays. One popular bond-order potential for modelling
ZnO material is the Reactive Force Field (ReaxFF) [59] which can be used to
simulate the chemical reactions involving instantaneous bonds forming and
breaking among Zn and O species. Thus, it is better than the previous meth-
ods in capacity of modelling dynamical properties of materials.
It is challenging to model ZnO due to its partially covalent and partially ionic
character [15,16]. In previous energy potential for ZnO, pair interaction com-
posed of long-range Coulomb terms and a short-range part for both bonded
and non-bonded interaction is applied. The Coulomb term is often calculated
with fixed charges for each atom, which limits the charge redistribution around
a defect or on a surface. A modification for such problem is using the shell
model which captures some of the many-body interaction by adding an ex-
tra charged site to each ionic atom connected with a spring and thus handles
the polarisation [57, 58]. However, these schemes used to model ZnO system
generally have difficulties in properly describing the covalent character of ZnO
structures, wurtzite structure in particular. Instead, these previous models
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tend to favour the zinc blende structure [59].
A fundamental and crucial assumption for ReaxFF [59, 62] is the bond or-
der can be directly derived from the interatomic distance with an analytical
functional form. Thus the instantaneous bond forming and breaking can be
simulated [61]. For the description of covalent bonding, explicit many-body
and higher-order terms, say four-body and over-coordination terms, provide
solution to the covalence modelling. The ionic character is modelled using the
electronegativity equalisation method (EEM) [82–84]. Therefore, the ReaxFF
applies both bond order and many body scheme to the interatomic interac-
tions modelling.
The ReaxFF force field uses the bond order to determine short-range bond
energy with respect to different surroundings, and the parameters for partic-
ular species are fitted against the results of first-principle calculations. The
form of the ReaxFF force field for ZnO is [59]
Esystem = Ebond + Eover + Eval + EvdWaals + ECoulomb. (2.4.8)
The energy contributions consist of two-body bonding energies Ebond, over-
coordination penalty energies Eover, valence angular energies Eval, and terms to
handle non-bonded interactions including van der Waals interactions EvdWaals
and Coulomb interactions ECoulomb.
One thing needs to mention is the calculation of Coulomb interactions. The
general form for Coulomb energy between atom i and j is
ECoulomb = k
QiQj
rij
. (2.4.9)
with Coulomb’s constant k. Here the electronegativity equalisation method
(EEM) is applied [82] to calculating the atomic charges in molecular structures
allowing the charges transfer and redistribution in different environment, e.g.
defective regions.
Assuming the EEM energy function of charges ~q is E(~q), see equation (2.4.10),
the partial derivative with respect to charge on a atom gives the electroneg-
ativity of that atom [83]. Parameters A∗ and B∗ are calculated from experi-
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ments [84].
E(~q) =
N∑
i=1
{
E∗i + A
∗
i qi +B
∗
i q
2
i +
k
2!
N∑
j 6=i
qiqj
rij
}
(2.4.10)
The first three terms in the curly bracket represent the second order expan-
sion of energy cost on charge redistribution of a single atom. Along with the
Coulomb term, the EEM energy is defined by equation (2.4.10). The partial
derivative of EEM energy with respect to the charge on an atom, or equiva-
lently the number of valence electrons, gives the electronegativity of this single
atom. The electronegativity generally describes the capability of an atom to
attract valence electrons from other surrounding atoms forming interatomic
bonds. Therefore, with the condition of charge free for a molecular structure
we can solve the standard linear system for the charge on each single atom [84].
The linear system is shown below with equalised electronegativity χ for atom
i.
χ = χi =
∂E(~q)
∂qi
= A∗i + 2B
∗
i qi + k
N∑
j 6=i
qj
rij
In order to minimise the computational overhead the Conjugate Gradient
method is applied to solve this linear system in an iterative manner.
From analysis on the EEM energy, the force from charge energy
N∑
i=1
{
E∗i + A
∗
i qi +B
∗
i q
2
i
}
is cancelled out by the Coulomb force [87], and the only part remains is the
derivative of Coulomb term, thus, the ∂qi
∂r
term in analytical function for force
calculation is not needed, see the deduction below.
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∂E(~q)
∂r
=
N∑
i=1
Ai∂qi∂r + 2Biqi∂qi∂r + k2!
N∑
j 6=i
(
∂qi
∂r
qj
rij
+
∂qj
∂r
qi
rij
)
+
k
2!
N∑
j 6=i
qiqj
∂
(
1
rij
)
∂r

=
N∑
i=1
{
Ai
∂qi
∂r
+ 2Biqi
∂qi
∂r
+ k
N∑
j 6=i
∂qi
∂r
qj
rij
}
+
N∑
i=1
N∑
j 6=i
qiqj
∂
(
1
rij
)
∂r
=
N∑
i=1
∂qi
∂r
{
A∗i + 2B
∗
i qi + k
N∑
j 6=i
qj
rij
}
+
N∑
i=1
N∑
j 6=i
qiqj
∂
(
1
rij
)
∂r
= χ
∂
∂r
N∑
i=1
qi +
N∑
i=1
N∑
j 6=i
qiqj
∂
(
1
rij
)
∂r
=

N∑
i=1
N∑
j 6=i
qiqj
∂
(
1
rij
)
∂r
if r is a direction of atom i or j
0 otherwise
Recently, alternative methods of charge calculations have been approached
since the EEM has some problem when modelling systems in which molecules
undergo significant fragmentation. The EEM method implemented in ReaxFF
force field performs charge equilibration for the entire system rather than for
individual fragments, and this is how the charge distribution was computed
for this modelling work. A charge equilibration method based on Kohn-Sham
density functional theory approximation has been proposed [85] to eliminate
the problems associated with the EEM method. However, such method still
has time-consuming concern for each iteration step during MD. Another newly
approached technique deals with the computation cost problem on the charge
equilibration using a charge-implicit scheme for ReaxFF [86].
2.5 Minimisation Techniques
In this research project, minimisation techniques play significant roles for sim-
ulations because of the minimum energy structural configurations. Also, the
fitting process of an empirical potential is a minimisation process to train the
optimal set of parameters in the phase space. There are several minimisation
techniques which are often used in this research project, Steepest Descent,
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Conjugate Gradient and L-BFGS method. Decision making to apply which
method or combination of methods for lattice relaxation at different situations
can be critical to attain desirable outcomes.
2.5.1 Steepest Descent Method
The idea of Steepest Descent method [69] is that the initial point x0 starts
at an arbitrary position and chooses the direction in which f decreases most
quickly, which is the direction opposite the gradient, −f ′. By this way, the
system gradually slides down to a minimum state x. A series of steps are taken
during the process, x0, x1,... until the point is close enough to the minimum.
The SD algorithm can be generalised as following
ri = b− Axi, (2.5.1)
αi =
rTi ri
rTi Ari
, (2.5.2)
xi+1 = xi + αiri. (2.5.3)
where A is the Hessian matrix, xi the current position at ith step, ri the gradi-
ent at each step, αi the line search step. The line search step size is explicitly
calculated here. However, for practical implementation, the SD direction is
given by −∇F , and we cannot always compute the line search step size α ex-
actly the way show above but apply some empirical step size values for the line
search, which allows the system gradually slide down to the minimum state
and locate the point where the gradient vanishes.
2.5.2 Conjugate Gradient Method
Conjugate Gradient Method (CG) is the most important iterative method for
solving linear system [70]. The CG method is effective for solving large linear
systems of the form Ax = b where x is an unknown vector, b is a known vector,
and A is a known, square, symmetric, positive-definite (or positive-indefinite)
matrix. Most iterative methods are memory-efficient and run quickly with
(sparse) matrices. For application examples, both the energy minimisation of
lattice configuration and charge equilibration method employ CG method to
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locate the minimum state or the solve the EEM linear system.
The Conjugate Gradient method for linear cases:
linear CG

d0 = r0 = b− Ax0,
αi =
riri
diAdi
,
xi+1 = xi + αiAdi,
ri+1 = ri − αiAdi,
βi+1 =
ri+1ri+1
riri
,
di+1 = ri+1 + βi+1di.
(2.5.4)
The application of CG method to non-quadratic form (nonlinear case) needs
some changes; as we do not have matrix A anymore, we cannot use the recur-
sive formula for the residual ri+1, we cannot calculate the search step α the
same way as well as β used for direction construction. Although a search step
αi that minimises the nonlinear function along the route di can still ensure the
gradient is orthogonal to the searching direction, for more costly computation
work, an inexact line search technique is often applied, which efficiently pro-
vides an acceptable step length α and reduce the function to a descent level.
A more detailed discussion on CG method is given in section A.1.
In this project we were using secant line search method rather than Wolfe,
Golden Section or Newton method as it is less costly and generates lower con-
figuration energy based on ReaxFF potential, though for some rare cases it
can over shoot. For the value of β, we applied the Polak-Ribie`re formula since
it is able to guarantee a quick convergence [71],
βPRi+1 =
ri+1(ri+1 − ri)
riri
(2.5.5)
For more general case, the objective function can be very unlike to a quadratic
form, so the search direction may rapidly lose its conjugacy. Hence, it is rea-
sonable to restart CG for every some iterations.
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2.5.3 Limited-Memory BFGS Method
The Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm is a quasi-Newton
method. The limited-memory version of BFGS method, i.e. the LBFGS al-
gorithm, allows to control the memory required for storing the Hessian ma-
trix, so it is capable of performing large scale optimisation with low iterative
costs [72–74]. The LBFGS method applies gradient evaluation to approximate
the Hessian matrix. Starting with an initial point x0 close to the minimum
state and an initial guess to the Hessian matrix H0, the searching direction dn
is calculated iteratively by solving:
Hndn = −∇F (xn) (2.5.6)
Similar to SD and CG method the system is updated to a new position xn+1
by equation (A.1.6). Then the Hessian matrix can be approximated using
Hn+1 =Hn +
∇(F (xn+1)−∇F (xn))(F (xn+1)−∇F (xn))T
αndn(F (xn+1)−∇F (xn))T
− Hn(αndn)(αndn)
THn
(αndn)THn(αndn)
(2.5.7)
The LBFGS method locates the minimum until the Hessian converges.
Chapter 3
SADDLE POINT SEARCHING
METHOD
3.1 Saddle Point Searching Method
The saddle point methods are very significant to attain all possible transi-
tion events that are employed during the AKMC algorithm as well as energy
barriers calculations. In this chapter, instead of introducing all saddle point
methods we focus on some of the most critical techniques in this field, like
the dimer method and nudged elastic band method. Also, we give a brief
discussion on a minimum-mode technique, for example, Lanczos plus LBFGS
method for finding minimum energy transition pathway. Assuming a rank-one
saddle is being considered according to the transition state theory [88], the
Lanczos method is applied to find the negative eigenvalue corresponding to
a lowest curvature along a pathway connecting two minimum energy states.
Then the LBFGS method is used to “minimise” the energy in an inverse man-
ner along the lowest curvature path given by the Lanczos method.
3.1.1 Dimer method
The dimer method [89] is one of the most popular transition path searching
method for the AKMC algorithms. Established by Henkelman and Jo`nsson
in 1999, the dimer method finds the realistic transition events without lat-
tice approximations. The transition searching on the energy hyper surface is
conducted in the dimer system composed of two images of the lattice. The
searching is carried out in an on-the-fly style; at each KMC step, the searching
is done based on the configuration of defect volume itself without any prede-
fined table or lattice approximation.
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Figure 3.1. The dimer system: net forces on each of the images at ends are
decomposed into parallel and perpendicular components, FP and FT .
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The dimer system consists of two images R1 and R2, separated by a very
short distance 2∆R, see Figure 3.1. The mid point along this distance is rep-
resented by a vector R, parallel to a unit vector N. Thus the position vector
of each image can be written as R1 = R−∆RN and R2 = R + ∆RN.
The most critical part of dimer method is the fact that it approximates the
minimum energy curvature by merely using the information of this system
with two images, see equation (3.1.1). Also, there is no need to evaluate en-
ergy and force at the mid point. The reason we study the energy curvature
of the dimer system is that we need to find the lowest curvature mode; this
curvature corresponds to the energy function along the eigenvector which is
associated to the negative eigenvalue of a rank-one saddle point. The tran-
sition pathway connecting two adjacent minimum states traverses this saddle
point.
Since the separation between these two images is small enough, the energy
change along each side of the dimer can be used to deduce the curvature along
the dimer. The lowest curvature mode can be determined by rotating the
dimer with fixed mid point. Hence, the rotations are applied to minimise the
energy of the dimer system, so it is more efficient to minimise the two-image
system at the first place.
Now we present the energy curvature estimation by the dimer, i.e. curva-
ture at the mid point. We denote the energy and forces on each of two images
as (E1, E2,F1,F2) and give the curvature C as
C =
(F2 − F1) ·N
2∆R
=
E − 2E0
(∆R)2
, (3.1.1)
where E0 is the energy at the mid point, and E = E1 + E2.
Again, the critical point is that we acquire the energy and force at the mid
point by interpolating the information from the two images. Here the first
equality in equation 3.1.1, the second order derivative approximation is ob-
tained by the forces, i.e. the first order derivative. The directional derivative
along the dimer is a decomposition of the gradient on the opposing direction.
Recall that the gradient represents the direction that the energy function in-
Section 3.1. Saddle Point Searching Method 40
creases in maximal rate since by Cauchy-Swharz inequality [90] we know for
a unit vector d
〈∇E(X),d〉 ≤ ‖∇E(X)‖
where the equality is achieved at the point d = ∇E(X)‖∇E(X)‖ . Therefore, the gra-
dient always represents the direction with maximal increasing rate, and the
directional derivative is from the projection of gradient along that direction.
The second equality in equation 3.1.1 is obtained by just applying the en-
ergy to approximate the second order derivative.
So we can interpolate the force and energy at the mid point as the follow-
ing formulas:
E0 =
E
2
+
∆R
4
(F1 − F2) ·N (3.1.2)
and
F = F1 + F2. (3.1.3)
The equations are just for interpolation, and the derivation cannot be reversed
in a meaningful purpose. Also note here we study the dimer system, not each
of single image system; we should understand this interpolation as an one-way
process, which means we can surely calculate the information at the mid point
but we just do not need to. Additionally, E0 does not change during the rota-
tional minimisation process.
Henkelman and Jo`nsson gave a modified Newton method to find the angle
that the dimer need to rotate to get to the lowest curvature mode. They
found the rotational force acting on the dimer could be approximated by [89]
F (θ) = A sin(2(θ − θ0)) (3.1.4)
where θ0 is the preferred angle to minimise the rotational force within the
plane. So the rotation angle can be immediately deduced as
∆θ ' θ0 = −1
2
arctan
(
2F0
F
′
0
)
where F0 and F
′
0 are the function and derivative values at θ = 0.
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Rotating the dimer to lowest curvature mode
The energy curvature equation tells us that rotations to the lowest energy cur-
vature C is equivalent to the dimer energy minimisation of two images in a
simultaneous way since during rotation the mid point does not change its po-
sition which means E0 should be a constant. So we only need to let the dimer
rotate, by the global perpendicular force F⊥, to the corresponding minimum
energy state E of the dimer system, i.e. the lowest curvature mode.
The dimer energy, E = E1 +E2, is minimised by diminishing the net rotation
force F⊥ placed on the dimer system. F⊥ is the perpendicular component of
force to the dimer vector. Such minimisation process has two parts: a mod-
ified conjugate gradient minimisation for determining the optimal rotational
plane according to the force, along with a line search minimiser to attain the
rotation angle within the optimal plane.
A modified conjugate gradient algorithm for choosing the rotation plane is
used. The normal conjugate gradient method for non-quadratic problem chooses
the first conjugate direction as a steepest descent direction, i.e. the force F .
The energy along this force F is then minimised according to a line search.
For subsequent iterations, the ith direction Gi of displacement is
Gi = Fi + βiGi−1 (3.1.5)
where βi is the scalar given by Polak-Ribie`re line searcher to minimise the
object function along current direction Gi,
βi =
(Fi − Fi−1) · Fi
Fi · Fi . (3.1.6)
Such method works well if the initial point provided is close enough to the mini-
mum as the function at local region maintain some convex quadratic character.
The modified conjugate gradient method is applied to finding the optimal
rotation plane, and the rotation plane can be represented by two bases, unit
vector N and a unit vector Θ. However, the difficult part of this application
is the study object has been changed from a minimiser coordinate to a hyper
surface, the optimal rotation plane. Also, the directions should point to a ro-
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Figure 3.2. Rotation of dimer system on a certain rotation plane, with
preferred angle ∆θ and vector Θ∗∗ at the final angle.
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tation plane during iterations. But if we combine these pieces of information,
we can represent each rotation plane by a vector which is normal to it, because
of the constraint at mid point which is fixed during rotation.
We now decompose the procedure of this modified conjugate gradient method
for the state of system corresponding to the lowest curvature mode. Initially,
we have a dimer system with two images on the potential surface. We then
calculate the energy and forces at each of the two images. So the global rota-
tion force on this initial plane can be attained as F⊥ = F⊥1 − F⊥2 as we take
the net force on the first image at R1. The angle at which the dimer achieves
its minimum rotational force on the initial plane, is evaluated, as well as the
unit vector Θ∗∗, perpendicular to the unit vector N which is along the dimer,
at this optimal angle is computed. Consequently, we are prepared to move to
next rotation plane by the iteration formula [89]
G⊥i = F
⊥
i + βi|G⊥i−1|Θ∗∗i−1 (3.1.7)
where
βi =
(F⊥i − F⊥i−1) · F⊥i
F⊥i · F⊥i
. (3.1.8)
G⊥i is the normal vector for the next rotation plane we are moving to. F
⊥
i is
the global rotation force on current plane and is also the force at the optimal
position on last plane. G⊥0 is the normal vector of current plane. Θ
∗∗
i−1 is the
unit vector perpendicular to dimer vector N at the optimal angle position, see
Figure 3.2.
Note for implementation we set G⊥0 = F
⊥
0 analogous to the first step of con-
jugate gradient algorithm as a steepest descent direction. Also, the optimal
configuration of the dimer system in current plane is the starting state of the
system for next rotation plane.
Translating the dimer
The translation of the dimer is relatively straightforward compared to the rota-
tional minimisation. The dimer is allowed to aggressively travel out of regions
of positive curvature, and later at the saddle region we need the convergence to
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be accurate. Thus, we need to calculate the curvature along the dimer vector
first by
C =
(F2 − F1) ·N
2∆R
. (3.1.9)
At the neighbourhood of initial minimum state, because of the convex feature
of potential in this region, the curvature is always positive. When the system
is close to the saddle region the negative curvature is attainable.
Ftranslation =
−FP if C > 0F− 2FP if C < 0 (3.1.10)
where F is the total net force acting on the dimer system, and FP is the
parallel decomposition of the force along dimer vector and is given by
FP = (F ·N)N.
Although the dimer method is a brilliant technique to locate rank-one saddle
points for some transitions, for systems with complicated defects, however,
can be hard to deal with, and the saddle points searching fails by using dimer
method.
3.1.2 Minimum Mode Method for saddle point searching
Because the dimer method may be clumsy when iteratively searching and pin-
pointing saddle points on an energy hyper surface, in this research project we
combine the dimer method with minimum-mode following algorithm (MMFA)
[75], in addition with an efficient sampling scheme to accelerate the searching
on the saddle points along transition path, introduced by H. Jo´nsson et al.
The basic idea of MMFA is that in order to pinpoint the rank-one saddle
on potential surface, this saddle point can be first transformed to a local
“minimum” along the lowest curvature mode, i.e. the eigenvector with the
lowest negative eigenvalue, by an efficient sampling scheme [75]. Then we can
find such “minimum” by standard minimisation technique, like Lanzcos plus
LBFGS method approached in this project [72, 91]. The dimer method is a
decent method to let the system configuration get close enough to a saddle’s
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Figure 3.3. ART Method: force decomposition into perpendicular and par-
allel components, FT and FP , respectively. A newly constructed force Fmod is
applied to moving R towards the saddle.
location.
3.1.3 ART Method and RAT Method
The Activation Relaxation Technique (ART) [92, 109] and Relaxation And
Translation method (RAT) [11] are both simple and efficient methods for
helping find the transitions compared to these sophisticated techniques like
the Dimer Method [89].
The ART method was first introduced by Mousseau et al [92] to search the
transition saddle points located on the minimum energy path (MEP). One
underlying assumption of the ART method is that transition minimum energy
paths (MEP) along which the system moves from one energy minimum state
to another, is quite linear. In practice, this assumption is valid since in most
of transitions atoms move in single directions.
Since the force acting on lattice system R can be decomposed into two compo-
nents FT and FP , where FP is along the initial displacement vector N and FT
is perpendicular to this vector, the modified force Fmod which is composed of
a scaled reversed parallel force −αFP and the perpendicular force FT , is able
to pull the lattice away from the initial minimum towards another minimum
along the MEP, see Figure 3.3.
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Fmod = FT − αFP (3.1.11)
α is a scalar controls the aggressiveness of the translation. If the value of
α is large the lattice is rapidly translated uphill, but this is likely to make
the convergence to the saddle point poor and even miss the saddle point. A
small value of α may perform good saddle point convergence, whilst with low
efficiency. The point is −FP along the displacement vector push the system
away from the initial minimum and FT holds much component of the force
pulling the system towards a MEP. A test-based empirical value for α dur-
ing implementation is around 0.65. The lattice position after translation is
R = R+ |Fmod|× δs where δs is a step size, and we repeat the procedure until
the system converges to the saddle (region).
One significant issue with ART method is that it relies on linear MEPs, which
means the MEPs should not have segment perpendicular to the joining vector
of the two minimums. Thus the saddle points found are always along linear
MEPs and it can give many biased duplicate results. Such results are not
enough for an excellent estimate of total number of transition saddle points
as well as the corresponding energy barriers. Such limitation influences the
system time of transitions during KMC simulations. A later suggestion by
Barkema and Mousseau of applying trail of previously visited point tether-
ing the exploration position R still cannot contribute reliable results since the
scaled reversed parallel force can dominate during the translation and some-
time even pull the system back to the initial minimum [93,94].
Since the ART method sometime creates biased searching results Vernon men-
tioned a refined transition searching method, called RAT method, in his PhD
thesis [11]. Based on the main principle of ART method where a force acting
on the lattice system is decomposed into parallel and perpendicular compo-
nents, the RAT method has no bias on linearity or nonlinearity of transition
paths. It uses only the perpendicular force FT to pull the system towards
MEP and tethers the last position Ri−1 and exploration point Ri to construct
a displacement vector to perform force decomposition.
As shown in Figure 3.4, the exploration point R is able to move within the
plane formed by the perpendicular force vectors FT ’s. Since the displacement
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Figure 3.4. RAT Method: The exploration point R is relaxed towards a
MEP in the plane formed by FT ’s. Displacements are represented by vectors
N and N′ Picture is taken from [11]
vector N is needed to be fixed, the perpendicular plane with respect to N cuts
the energy surface, so the perpendicular forces within this plane is moving R
towards some point along the MEP. This procedure is known as the Relaxation.
The step size of relaxation is determined dynamically. Vernon gave a formula
in his thesis [11] which had been tested to create reasonable results, i.e. if
(FT i−1 − FT i)/FT i < 0.2, scale the step size by 1.2; when the relative change
in force during relaxation is less than 20%, the relaxation step needs to be
more aggressive. Otherwise, reduce step size by a factor of 2.0.
The translation of system on the energy surface, known as the activation pro-
cess, follow the translation vector and moves the new exploration point R′
by a step size which is chosen empirically. The translation vector is given by
equation 3.1.12
Ni+1 =
Ni + N
′
i
|Ni + N′i|
. (3.1.12)
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3.1.4 Barriers calculation by Nudged Elastic Band Method
Introduced by Jo´nsson and Henkelman, the NEB method [95–97] is one of the
most widely used barrier calculation methods giving both the transition bar-
rier and minimum energy pathway for a given set of initial and final minimum
energy state.
Given the initial and the final state of a transition, the NEB method starts by
linearly interpolating the n equi-spaced images of the system between those
known states. These images represent the immediate configurations of the
system at different positions in a 3N dimensional space.
We denote the ith immediate configuration of the system as Ri and Fi as
the net force acting on point Ri. Also, the perpendicular force FiP and per-
pendicular force Fiτ along the tangent τ are introduced for each of Ri’s.
The tangent vector given by Henkelman is as following [97]
τ =

Ri+1 −Ri if Vi−1 ≤ Vi ≤ Vi+1
Ri −Ri−1 if Vi−1 ≥ Vi ≥ Vi+1
(Ri+1 −Ri) · Vmax + (Ri −Ri−1) · Vmin if Vi ≤ Vi−1,≤ Vi+1
(Ri+1 −Ri) · Vmin + (Ri −Ri−1) · Vmax if Vi ≤ Vi+1,≤ Vi−1
(3.1.13)
where Vi represent the potential energy at point Ri and Vmax and Vmin refer
to the maximum and minimum absolute energy difference between both Vi+1
and Vi case and Vi−1 and Vi case.
For implementation the parallel force along the tangent vector is removed
and we introduce a string force FiS for each point Ri,
FiS = k(‖Ri+1 −Ri‖ − ‖Ri−1 −Ri‖) · τ,
and the total force acting on each point Ri then is
FNEBi = FiS + FiP .
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Figure 3.5. Force decomposition of the ith image Fi by NEB Method: τ is
the tangent direction at the image Ri, FiP the perpendicular force, Fiτ the
parallel force and FiS the string force.
These images are then relaxed simultaneously in a 3N×n dimensional space
by applying conjugate gradient minimisation technique. The reason that we
apply the artificial spring forces is that the parallel force component alone will
eventually let the images cut corner and transfer towards a minimum state,
easily losing the interpolation information, whilst the perpendicular compo-
nent ensures to move the images to the minimum energy path (MEP).
3.1.5 Implementation
In order to conduct the transition searching for ZnO thin film growth simu-
lations in the most reliably efficient way, different techniques have been ap-
proached. Dimer plus Lanczos method was first applied to the searching. The
dimer method is used to approximate the location of a saddle point connect-
ing two minimum states, whilst the Lanczos method is applied to accurately
pinpointing and converge the ZnO system to this saddle. However, excessive
test results showed that delicate techniques that employ first order derivatives
to approximate higher order ones, such as Dimer and Lanczos method, could
not provide reliable transition searching. A more detailed discussion will be
given in Chapter 4.
Techniques like ART, RAT and NEB are more robust method of transition
searching for this project since only analytical forces are employed for the
searching process. For the ZnO growth simulations, RAT method was first
used to approximate a transition pathways and locate another local minimum.
Then NEB method was applied to more precisely interpolating this pathway
connecting these two states and estimating the forward and reverse energy bar-
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riers. To implement the searching, a lattice subsystem is firstly built, known as
defect volume, according to an identified active site. Such active site is always
the defect points or regions of interest. Atoms close to the active site is firstly
displaced, by which the system nudged away from its minimum state and then
the transition searching method will pull the system towards a saddle point.
To converge to a saddle or another minimum state, a larger group of atoms
are allowed to move by the minimisation process.
Chapter 4
LONG TIME SCALE DYNAMICS
TECHNIQUES
Application of MD alone is not feasible to model atomistic systems over long
time scale beyond a few nanoseconds. The reason for such incapacity of MD is
straightforward. The time integration step for the MD algorithm is normally
within a few femtoseconds, therefore, MD simulation needs to take over 106
steps to reach the nanosecond level on which some processes of interest take
place. So the intrinsic character of the MD algorithm hinders itself from
simulating those rare events where system transits from one minimum energy
state to another. Long time scale dynamics techniques (LTSD) allow large
atomistic systems to be modelled over extended timescales. For this research
project, the adaptive kinetic Monte Carlo method (AKMC) was employed
to simulate thin film surface growth on realistic timescale, due to its good
accuracy and efficiency in parallelism.
4.1 Transition Searching and Defect Volumes
Transition searching is always important for the application of LTSD, particu-
larly to the AKMC [108]. Thus, one crucial task is to determine which atoms
are allowed to move during transition searching. For ZnO thin film growth
modelling, only ZnO crystalline structures are taken into consideration, so it
is relatively undemanding to localise a subsystem, known as the ‘defect vol-
ume’, where the atoms are allowed to move during the searching. However, for
more amorphous structures, like polymers, the whole system needs to be con-
sidered for single transition searching as a lack of reference structure. And if
the configuration of the system is complicated, then a series of accelerated MD
methods [76] are preferably employed to generate the whole molecular details
of the interatomic dynamics. Such accelerating techniques include method of
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Hyperdynamics [77], Temperature Accelerated Dynamics [78], Parallel Replica
Dynamics [79] and Parallel Trajectory Splicing [80]. In this section, because of
the interest of this project, defect volume construction in systems with crys-
talline structures will be focused on and discussed in order to carry out the
transition searching.
For an atomistic system of crystalline structure, only defects or atoms sur-
rounding defects are allowed to diffuse for the transition searching. The un-
derlying assumption is that all other atoms are in stable lattice sites and
require a large amount of activated energy to diffuse from their sites. A defect
volume (DV) is then created including the defect and atoms within distance of
fourth nearest neighbours of this target defect. Transition searching method
will be then conducted on the defect volume subsystem in order to save some
computation time. Some nearest neighbouring atoms around an identified
defect cluster will be considered to build various volumes during the transi-
tion searching as well as reuse of these transitions having been found. Some
of these neighbours are recognised due to the long-range electrostatic effects,
whilst some are set up empirically due to test simulation results.
Such DV subsystems improve the efficiency of transition searching methods,
and also slightly different subsystems are used at various stages of a searching
algorithm. ‘Initial search volume’ is a list of atoms whose positions are ran-
domly displaced allowing the system to leave its initial minimum state when
conducting single-ended searching algorithm. The system is then forced to an
adjacent minimum state. This initial volume is composed of all second nearest
neighbours.
After the kickoff of transition searching by random initial displacement, atoms
within the defect volume are being moved by a transition searching method
until the system locates a new minimum energy state. This volume is also
referred as a ‘graph volume’. It is used for matching a current defect volume
to an explored one for the purpose of reusing perviously found transitions.
Also, for several graph volumes where their defects are within radius of each
other, a combined volume is created as a union of individual graph volumes.
‘Search move volume’ is another list of atoms that are allowed to move when
the system converges to a saddle point or a new minimum energy state. This
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volume should be larger than the main defect volume, including atoms within
sixth nearest neighbours.
On an implementation level, parallel transition searching is typically conducted
103 times on a single defect volume in order to maximise the probability that
all possible transitions can be found. Once transition searching has been com-
pleted on each defect volume, a set of unique transitions can be identified. The
procedure for a transition searching process is as follows:
• Initial displacement: Randomly displace atoms in the initial search vol-
ume included in a defect volume
• Saddle locating (optional): Use transition searching algorithm to ap-
proximates a nearby saddle point position.
• Final state convergence: Once subsystem force is on the same side of dis-
placement vector, atoms are pushed to the direction. Then the resulting
system is allowed to converge to a minimum.
• Uniqueness checking: A transition of a defect volume is considered unique
if the maximal atomic separations at final states, compared to previously
found ones, are not greater than a given tolerance, otherwise, flag dupli-
cate and discarded.
• Transition refinement: More accurate transition searching technique is
applied, for example NEB method, to refine the saddle point location as
well as the activation energy barrier.
• Transition rate calculation: Employ the Arrhenius equation for the tran-
sition rate calculation and construct the transition probability distribu-
tion.
As transition searching can be quite computationally consuming, reuse of pre-
viously found transitions is an important strategy to improve efficiency of a
LTSD algorithm. One critical work, therefore, is to identify similar defect vol-
ume states, by which explored transition states can be reused by other similar
defect volume states without repetitively conducting the searching work. The
‘Nauty’ package [113] is employed to identify isomorphisms between two graph
volume states, known as graphs, and generate hash keys for both graphs, re-
spectively. Whether two graphs are identical or not depends on their hash
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keys - if they share the same hash keys two graphs are flagged similar, thus,
the transition events can be reused on both graphs [13]. Connectivity of atoms
within a certain structure is responsible for the generation of a hash key. Also,
the hash key enciphers the category of volume defects.
The primary graph volume that has been explored provides a list of existing
transitions. However, these transitions which are essentially atoms displace-
ments cannot be reused in a foolproof way as there are no common geometric
reference between two graphs. An isomorphic map needs to be built first, so a
linear transformation can then be established between the two graphs, manip-
ulating stretching, rotation and translation of atoms positions. With the aid
of an unbounded centre of mass (COM) [114] where periodicity is applied to
the volume, such linear transformation maps primary atoms positions to the
mapped defect vlome state.
Each time a new transition searching having been conducted on a defect vol-
ume, its position of initial state is stored to a file named after its hash key,
along with the saddle and final state positions. Hence, the implementation of
reusing previous transitions can be generalised as:
• Step 1: Defect volumes (graphs) mapping
• Step 2: Transformation matrix establishment
• Step 3: Previous final/saddle position reuse
• Step 4: New final state convergence
• Step 5: Transition pathway refinement
• Step 6: Transition frequency calculation
4.2 Kinetic Monte Carlo method
Attaining a good atomistic description of diffusion dynamics in materials is
a challenging task due to the timescale limitations of the Molecular Dynam-
ics simulations. Several long time scale dynamics techniques has been in-
vented [76], but in this section we focus on the Kinetic Monte Carlo method
(KMC) [99] which deals with such time-scale issue when modelling the surface
diffusion and growth.
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The name ‘Monte Carlo method’ represents a wide range of algorithms that
solve problems through the use of random numbers. In this project, the Kinetic
Monte Carlo method refers a group of algorithms for propagating (thermal)
dynamics of physical systems. The KMC algorithm has become a significant
method to analyse the chemical processes or properties of interest and material
subjects [101].
For modelling the epitaxial growth of ZnO thin film, MD method evolves
the classical equations of motion forward in time, along with the use of an
empirical potential for the description of interatomic interactions and a set
of boundary conditions. MD is an appealing simulation technique due to its
good compromise between accuracy and computation speed for large molec-
ular systems. In computational material science we have gained insight from
MD simulations that give great details of molecular processes. However, an
intrinsic limitation of MD is that the accurate integration requires times steps
short enough; each time step scales with 10−15s to resolve the vibrations of
atoms at minimum energy state. Thus, the total simulation time with MD
alone can be limited to less than a few nanoseconds. Nevertheless, the mi-
croscopic atomistic processes that govern depositions and diffusions operate
in the time domain, usually, range from femtoseconds to nanoseconds. Hence,
incorporating detailed dynamics of molecules into modelling of epitaxial film
layers growth is challenging as the time scales cover from femtoseconds to a
few seconds. This is basically the time-scale problem.
In this research project we applied the KMC method and have overcome this
time-scale problem by exploiting the fact that such long-time dynamics in an
atomistic system is composed of diffusive hops from one minimum state to
another. The staying time in a minimum energy state is long enough that the
system has forgotten where it came from, before a rare transition event takes
place. Such memoryless character can be exploited; the thermal dynamics
of a system, thus, is modelled by a Markov process, by which the theoreti-
cal foundation of KMC method is established [105]. KMC can often achieve
much longer time scales even over a few seconds. In this section, we will first
introduce the algorithm and its application and later justify its theoretical
foundation to a certain degree.
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4.2.1 Kinetic Monte Carlo Algorithm
Transitions in an atomistic system are treated as the infrequent events due to
their operational frequencies. An important group of such events is the defect
diffusions which are so far well understood as stochastic processes and a func-
tion of the system temperature [105]. We restrict our discussion to the case
where the initial state is corresponding to a single minimum on the energy
surface. The mechanism of transition is the system jumps through an energy
barrier to go from one minimum state to another.
Because the transition events can be seen as a stochastic process, there is
a rate constant kij which is independent with the preceded minimum energy
state i, characterising the escaping probability per unit time. Such probability
per unit time, described as the transition event frequency, is determined by
the energy barrier between state i and j. Because of the transition mecha-
nism we can propagate the system through a state-to-state trajectory using
KMC algorithm provided the transition frequencies to the target states are
attainable. Such transition or escape frequencies are given by the Arrhenius
equation [101,105],
Escape Frequency = kij = νexp(−Eijbarrier/kBT ) (4.2.1)
where Ebarrier is the transition energy barrier, kB the Boltzmann constant, T
the system’s temperature and ν seen as a typical maximum transition fre-
quency in solids with value taken at 1013s−1.
The prefactor ν, also called Vineyard’s prefactor, is derived by Vineyard [100]
using the Harmonic Transition State Theory (HTST) as
ν =
∏3N
i ν
min
i∏3N−1
i ν
sad
i
where {νmini } are the 3N normal mode frequencies at the minimum and {νsadi }
are the 3N − 1 non-imaginary normal mode frequencies at the saddle point.
Once we know all the possible transition events at certain temperature by
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the saddle point searching methods and calculate the energy barriers, and
thus we can generate the escape frequencies. What remains to be determined
is the pathway selection among these transitions: all these transition frequen-
cies kij’s are summed up, consequently an object of length ktotal is generated.
Then a position along this stack-like object is randomly chosen via a uniformly
distributed random number r evaluating between 0 and ktotal. Transitions with
higher frequencies will be much more likely selected [99].
As the most important step of KMC algorithm, in order to prolong the time
scale, we need to estimate the waiting time that the system takes prior to the
next state by a transition process. Since the transition occurrence is instant
comparing with the time waiting for it to take place, the system that wanders
around a local minimum is supposed to lose its memory on where it has been
before. So the probability of observing an escape path has nothing to do with
the point of time but the length of time increment. Assume we have already
attain the transition or escape frequency for each of the possible state j, say
kij. Then the probability the system has not yet escaped from the initial state
i is given by
Pstay(t) =
∏
j
exp(−kijt) = exp(−ktotalt).
We can then obtain this escape probability density distribution as
pescape(t) = ktotal exp(−ktotalt)
and the average escape time from state i to j
τ =
∫ ∞
0
t pescape(t)dt =
1
ktotal
.
We draw a random number u that is uniformly distributed on the interval (0, 1],
and thus the random time we draw based on the distribution with frequency
ktotal is
tdraw = −(1/ktotal) ln(u).
Note the average value of − lnu along (0, 1] is 1.
When sampling the average propagation time from a state to another, we
use the total frequency ktotal since initially we take the stay-in probability as
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the product of probabilities of which the system does not escape from state
i to possible states j’s. It is meaningless to use single transition frequency,
since statistically we need to sample a path and estimate the average waiting
time of the transition. Consequently, the dynamics and evolution time of the
system are advanced properly.
To conclude, the KMC method has seven steps in its procedure in order to
design a stochastic algorithm that propagates the system from state to state:
1. For a given configuration of a lattice system, apply saddle point method
to find all possible transition events according to the material subject of
study and calculate their energy barriers.
2. For each event found by the saddle point method, calculate the corre-
sponding transition frequency at lattice temperature by applying Arrhe-
nius equation, along with the total frequency ktotal.
3. Generate a uniformly distributed random number r between 0 and ktotal.
4. Step through all events accordingly until we pass the number r.
5. The current transition event is then selected and the system is advanced
one step, along with an update of the list of possible transition events.
6. The time is propagated as ∆t = − 1
ktotal
ln(u) where u is a uniformly dis-
tributed random number in (0, 1].
7. Repeat the procedure.
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4.2.2 Theoretical Foundation of Kinetic Monte Carlo
In this part we will justify the KMC method by revising its derivation, from
modelling system of thermodynamics to the level of algorithm used in long
time scale dynamics simulation of epitaxial thin films growth.
In statistical physics, a main task is to evaluate the total energy of a sys-
tem - an average value that sums over all microstates energies weighted by
their probabilities. For the contribution of kinetic energy it is simply the sum
of each single-particle term. But for calculating potential energy U , the parti-
tion function of canonical ensemble needs to be employed [101]. By Boltzmann
distribution we derive the energy as
〈U〉 =
∫
dxU(x)PBoltzmann(x)
=
1
Z
∫
dxU(x)exp(−U(x)/kBT )
= − 1
Z
∂
∂β
Z(β, U(x))
= −∂ lnZ
∂β
= kBT
2∂ lnZ
∂T
where β = 1
kBT
and Z is the partition function:
Z =
∫
exp(−U(x)/kBT )dx =
∫
C
dµ(x), (4.2.2)
with the Gibbs measure dµ = exp(−U(x)/kBT )dx. Here, x represents the
system configuration of high degree of freedom.
From the introduction above we know that the calculation of total energy
of a system involves the evaluation of the partition function of canonical en-
semble. Because of the high dimension of the variable x in partition function,
a Monte Carlo method is applied to evaluating this integral; a technique called
importance sampling is used, and the expectation value for the potential en-
ergy is evaluated as the sum over n sampling points in the limit of very dense
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sampling,
〈U〉 = 1
Z
∫
U(x)dµ(x) = lim
n→∞
∑n
i=1 U(xi)µ(xi)∑n
i=1 µ(xi)
, (4.2.3)
here, supposedly the n sampling points in configuration space, according to
their equilibrium distribution in equation (4.2.4), have been generated
Peq =
1
Z
exp(−U(x)/kBT ) = µ(xi)/
n∑
i=1
µ(xi). (4.2.4)
We can approximately calculate the energy as following
〈U〉 ≈ 1
n
n∑
i=1
U(xi). (4.2.5)
Generating these sampling points according to this equilibrium distribution is
a remaining challenge. It is efficient to employ stochastic process analysis that
helps us build a list of support points, instead of giving an explicit description
of the distribution. We are in position to introduce the Markov process sam-
pling method - the Monte Carlo Markov Chain method.
The ideal of Monte Carlo Markov Chain method is to employ random numbers
to simulate a Markov process which always, though with some rare perturba-
tions, evolves the system to the lower-energy or/and decreased-temperature
states through an update mechanism, thus the stochastic process converges
the system to a specified distribution of states and therefore generates those
sampling points for the Gibbs measure.
Kinetic Monte Carlo method for which we will discuss later, although inherits
the same spirit of Monte Carlo Markov Chain method to update a system by
a certain mechanism using random numbers, takes more care of the kinetics of
the system; the system may not necessarily converge to specified distribution
of states but deals with a continuous-time evolution of the system to different
states, that is, the sampling of system trajectory and estimate on the waiting
time in a state prior to the transitions to any other states occurring.
Unlike a Bernoulli or Poisson process has completely memoryless properties,
Markov process is a sequence of random variables whose current state can be
used to predict the future state. Suppose the evolution of a system is described
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by a probability Pr(Xtn = xn, Xtn−1 = xn−1, ..., Xt0 = x0) where the subscripts
describes discrete times for the process when the system first arrives at a par-
ticular state xi, we have the conditional probability that tells the Markovian
memoryless property [101,104]
Pr(Xtn+1 = xn+1|xtl = xl, 1 ≤ l ≤ n) = Pr(Xtn+1 = xn+1|xtn = xn). (4.2.6)
The Markov process we employ to sample the space is stationary or time-
homogeneous as the conditional probability above only depends on the incre-
ment of time, not the time itself, therefore it is true that
Pr(Xtn+1 = xn+1|Xtn = xn) = Pr(Xt1 = xn+1|Xt0 = xn). (4.2.7)
The significance of these properties is finding likelihood of the system at
{Xtn = xn} provided that it has visited already all the time-space coordinates
{Xtn−1 = xn−1}, ..., {Xt0 = x0}. The memoryless property for the Markov
process comes from the fact that the probability moving to the next state is
not dependent on its previous states but only on the current state, since in
our modelling the system has already stayed in the current local minimum
state long enough that it has lost its memory how it got there at first place,
before moving to the next. Additionally, in our modelling, this probability has
nothing to do with when exactly the system arrives in current state but the
duration.
Hence the sampling process is a Markov process with jumps, that is continuous
in time but with discrete states. We can define such conditional probability
as transition probability, and by the law of total probability we obtain the
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Chapman-Kolmogorov equation
Pr(Xt+∆t = xn|Xs = xm) = Pr(Xt+∆t = xn ∩Xs = xm)
Pr(Xs = xm)
=
∑
l
Pr(Xt+∆t = xn ∩Xt = xl ∩Xs = xm)
Pr(Xt = xl ∩Xs = xm)
· Pr(Xt = xl ∩Xs = xm)
Pr(Xs = xm)
=
∑
l
Pr(Xt+∆t = xn|Xt = xl ∩Xs = xm)
· Pr(Xt = xl|Xs = xm)
=
∑
l
Pr(Xt+∆t = xn|Xt = xl) · Pr(Xt = xl|Xs = xm),
where t + ∆t < t < s and {xl} is the partition of whole sample space at
time t, and the last equality is derived by Markovian memoryless property.
The Chapman-Kolmogorov equation can be interpreted as, in order to find
the probability of transitions between two states, one has to traverse and
accumulate the transition probabilities along all possible paths across those
intermediate states between these two states; the system’s development over
time depends on its current state and not on any previous states, that is, a
composition of the development during periods s to t and t to t+ ∆t.
The master equation is then derived by the Chapman-Kolmogorov equation,
that is, a differential version of Chapman-Kolmogorov equation. A straight-
forward result from above is that,
Pr(Xt+∆t = xn|Xs = xm)− Pr(Xt = xn|Xs = xm)
∆t
=
∑
l
Pr(Xt+∆t = xn|Xt = xl)− δnl
∆t
Pr(Xt = xl|Xs = xm),
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where δnl is the delta function at n. Now let ∆t tend to 0, we have the following
differential equation
d
dt
Pr(Xt = xn|Xs = xm)
=
∑
l
W (xn|Xt = xl)Pr(Xt = xl|Xs = xm)
=
∑
l 6=n
W (xn|Xt = xl)Pr(Xt = xl|Xs = xm) +W (xn|Xt = xn)Pr(Xt = xn|Xs = xm)
=
∑
l 6=n
(W (xn|Xt = xl)Pr(Xt = xl|Xs = xm)−W (xl|Xt = xn)Pr(Xt = xn|Xs = xm)),
where W (xn|Xt = xl) is called the transition rate matrix (probability per unit
time), precisely defined as
W (xn|Xt = xl) = lim
∆t→0
Pr(Xt+∆t = xn|Xt = xl)− δnl
∆t
.
The final equality arises from the fact that
∑
n
∑
l
W (xn|Xt = xl)Pr(Xt = xl|Xs = xm) = d
dt
∑
n
Pr(Xt = xn|Xs = xm) = 0,
and this equality holds for any probability distribution Pr(l) , Pr(Xt =
xl|Xs = xm). If for any arbitrary integer l∗ we let Pr(l) = δl∗l, which means
state l∗ is the only possible intermediate state, it follows that∑
n
W (xn|Xt = xl∗) = 0, for ∀l∗,
and hence it is easy to see that
W (xl∗ |Xt = xl∗)Pr(Xt = xl∗|Xs = xm)
= −
∑
n
W (xn|Xt = xl∗)Pr(Xt = xl∗|Xs = xm), for ∀l∗
Based on the assumption that this Markov process is stationary (time-homogeneous)
and its own memoryless property, we can define Wnl , W (xn|Xt = xl) and
finally obtain the Master equation
∂P (n, t)
∂t
=
∑
l
WnlPr(l, t)−
∑
l
WlnPr(n, t), (4.2.8)
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where integers n and l indicate successive states of the system where tran-
sitions take place, P (n, t) is the probability that the system is in state n at
time t, and Wnl is the probability per unit time that the system will undergo
a transition from state l to state n.
It is easy to see that one way to fulfilling this differential equation is by keeping
its equilibrium - thus a requirement called ‘detailed balance’ is imposed to the
Monte Carlo algorithm that the net transition probability flux between every
pair of states is nil,
WnlPr(l, equilibrium) = WlnPr(n, equilibrium) (4.2.9)
In the canonical ensemble we have
Pr(n, equilibrium) =
1
Z
exp(−H(n)/kBT ),
so that
Wnl
Wln
= exp(−(H(n)−H(l))/kBT ), (4.2.10)
on which the construction of transition probabilities W must be based in order
to guarantee the system will converge to a thermal equilibrium consistent with
the model Hamiltonian.
Therefore, in this detailed balanced way, under the evolution of designed MC
algorithm, the system will converge to its own equilibrium where probabilities
for these states hold static, Pr(n, t → ∞) = Pr(n, equilibrium) (note (4.2.8)
holds for arbitrary state n), and we can finish our sampling to the system
states.
For static properties, only equation 4.2.10 needs to be met for a sampling pro-
cedure. However, for dynamical properties it requires an established relation
between the Monte Carlo time step and the transition probabilities, and this
is where the ‘kinetic’ in KMC comes from due to more description on system’s
dynamics. This relation can be established through theory of Poisson process.
Differing from MD, the exact times of dynamics for various events are not mod-
elled by the KMC, instead, the chain of events and corresponding interevent
waiting times are averaged with weights from a distribution governing tran-
sitions and times. To achieve this, two important assumption must be made
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- time resolution is on a scale that no two events occur simultaneously, also
the transition events which influence the microscopic evolution of the system
are characterised by average transition rates. Therefore, it is reasonable to
presume that these transition events are independent and take place due to
their rates which is uniformly distributed for a state, i.e., events with more
frequencies are more likely to take place.
For some simplicity, a model with two states, k and l is firstly considered
representing forward and reverse transitions. Based on this time-density treat-
ment for the transition events, a large time increment t can be partitioned into
identical small time intervals δ, t = nδ, and a average rate for a transition to
take place from initial state k to final state l can be expressed as
r = lim
δ→0,t→∞
nδ
t
= lim
δ→0,n→∞
nδ
nδ
, (4.2.11)
where nδ is the counts of occurrences of this event during time t.
Consistent with our premises, each time interval δ is able to contain single
event with equal probability rδ. Define Ne,t as a random variable that counts
the number of occurrences of events within time t, then with the partitioned
time slots and binomial distribution we know that
Pr(Ne,t = ne) =
(
n
ne
)
(rδ)ne(1− rδ)n−ne ,
and if we let δ → 0, this distribution converges to a Poisson distribution,
Pr(Ne,t = ne) =
(rt)ne
ne!
e−rt.
From theory of Poisson processes, the expectation of Ne,t = rt, from which the
rate is recovered by division by t. From previous study [103–105,107], Poisson
process is consistent with the Master equation (4.2.8). The most significant
property derived from Poisson process is the characterisation of the probability
density of times te between successive events which is exponential [104]
fte(t) = re
−rt. (4.2.12)
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Hence, from probability density, the mean time period between successive
events is calculated as 〈te〉 = 1/r.
Since there are various states connected to the initial state k other than state
l, we need to consider all these final states as a whole. A particular property of
the Poisson process is that an ensemble of independent Poisson processes will
behave as a large Poisson process, and statistical property of this large one
can be derived from that of the individual ones. As the random variable Ne,t
counting transition event k → l occurrences during time period t is already
a Poisson process, the random number Ne0,t =
∑N
i Nei,t that counts all such
transition occurrences from initial state m is also a Poisson process. The joint
probability of this ensemble random variable is given by the convolution of the
individual probability distribution functions
Pr(Ne0,t = ne) = Pr(Ne1,t) ∗ Pr(Ne1,t) ∗ ... ∗ Pr(NeN,t)
and is specifically obtained by the method of characteristic functions [106,107]
Pr(Ne0,t = ne) =
(λt)ne
ne!
e−λt, (4.2.13)
where λ is the total average rate for all transition events from state k,
λ =
N∑
i=1
ri. (4.2.14)
Thus, the waiting time between two successive transitions is
〈te0〉 = 1/λ. (4.2.15)
The KMC is different from the conventional Monte Carlo algorithm since
for the later the sufficient sampling of a thermodynamic system is the ob-
jective, however, for the KMC method, the microscopic evolution with time
needs to be studied so the kinetics of particles can be understood. The con-
ventional ones are applied to sample systems at their own equilibria whilst the
KMC which are non-stationary, is used to evolve a system towards equilibrium
though not necessarily achieve it. Equations 4.2.12 and 4.2.13 are still appli-
cable to the non-stationary Poisson processes, and the rates become functions
of time. Therefore, the KMC algorithm can be used to simulate the real time
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evolution of non-stationary systems.
In the KMC algorithm it is seen that the estimated arrival time is
〈t〉 = − ln(u)
λ
,
and this is due to the time scales for those transition events found may be on
different levels. Note the average of − ln(u) on (0, 1] is 1.
4.2.3 The Adaptive Kinetic Monte Carlo Method
For the traditional KMC method, a list of manually predefined transitions
as well as their frequencies are needed. This may cause a serious problem
on the validity of these predefined transitions, which can severely undermine
the integrity of the KMC simulation results. Nonetheless, the single-ended
transition searching methods help survive such situation and found a new class
of LTSD technique, called the adaptive kinetic Monte Carlo (AKMC) [108].
AKMC is able to find all possible transitions for a given configuration without
predefining a list of transitions at each KMC step and collects all diffusions
and external events into a roulette table. Then a single transition event is to be
selected and the system time is advanced in the same way as for the traditional
KMC algorithm. By repeatedly doing the AKMC procedure, a long time scale
evolution of a system can be modelled, such as thin film growth process and
radiation damage.
4.3 AKMC Acceleration: The Basin Method
A primary issue for many of the LTSD methods is the repetitive occurrence of
low-energy transitions found during a long time scale modelling process. Such
events of high frequency consume large amount of computation time yet con-
tribute little to the long time scale evolution of the system, which may evoke
the sense that AKMC is just doing a faster version of MD.
4.3.1 The Basins
The growth of ZnO thin film is modelled by the long time scale dynamics
technique which is introduced in section 4.2. In each step of the AKMC simu-
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lation the algorithm needs to choose an event, either a transition of atoms in
a predefined defect volume or an external event doing MD deposition simula-
tion. The outcome of random selection from the Roulette table is based on the
frequencies of these events, i.e. the transition rates. Transition events with
higher rate are much more probable to be chosen by the AKMC algorithm;
transition events with lower energy barriers are much more likely to be chosen
than those with higher energy barriers due to the Arrhenius equation.
To see how dominant those low-barrier transitions are during KMC simula-
tion, a lattice system at room temperature can be taken for an example - two
transitions with 0.1 eV difference on energy barrier have the ratio on transition
rates over 48, according to the Arrhenius equation:
Ratio = exp
[
∆E
KBT
]
= 48.229, (4.3.1)
where ∆E = 0.1 eV, T = 300K and KB is the Boltzmann constant. This means
even with 0.1 eV difference in energy barriers the probability of choosing the
transition event with higher barrier is only about 2%. Moreover, based on
transition searching results there are more low-barrier transitions than with
relative high-barrier events as will be discussed in Chapter 5 and 6.
Because of the mechanism of choosing transitions, those low-barrier molecular
flickers will be repetitively chosen by the algorithm for many times before
the occurrence of a large-step transition that makes essential progress to the
ZnO growth. It is easy to see once the system is trapped in a region of low-
barrier states, the system will just flip back and forth within these states. This
will cost significantly large amount of computation time and thus a waste of
computing resource. Also, the AKMC time increment,
∆t = − lnu/
∑
i
Ri,
is going to be very conservative since the rates for low-barrier transitions are
dominant in the sum. Low-barrier transitions limit the time step in KMC
procedure and can make the long time scale simulation extremely inefficient.
A straightforward yet artificial way to “handle” this conservation is to cut off
the low-barrier transitions. However, this can lead to some dynamics which
are rarely seen during the process being deemed as types of frequent events,
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and the problem can still remain for transitions with even larger energy bar-
riers.
Based on above analysis and practical implementation, it is needed to come
up with a way that quickly explores those low-barrier transitions in the local
region of a defect volume state, in order for the atomistic system to escape to
a new state which helps make essential progress in a growth simulation.
A reasonable solution to this kind of problem is to regard all these low-barrier
connecting states as one object, a basin, so these low-barrier states can be
rapidly explored, and the escaping states with high energy barriers are kept.
However, one challenge task is to estimate the time spent in this basin be-
fore escaping to a high-barrier state, which involves a correct distribution of
time spent in each low-barrier state. L.K.Beland et al. introduced a Basin
method [109] which is based on the Mean Rate method [110] who gives an
appropriate estimate of time spent in a basin. By using this method the mean
residence time spent in the basin is estimated. In spite of this, the method
can still be improved in order to give a correct distribution of times spent in
each basin state rather than their approximate mean values. We attempt to
demonstrate the idea of basin method and basin construction in Figure 4.1
and 4.2.
To create such basin that helps integrate out those uninteresting low-barrier
states, two types of transitions are predefined due to the corresponding en-
ergy barrier threshold, namely, the transient event and escaping event. If the
energy barrier height, either forward or reverse, is lower than the threshold,
the initial and final states belong to a basin and thus a transient event, oth-
erwise, an escaping event is flagged. Figure 4.2 illustrates how the basins are
identified and constructed. In order to determine such basin barrier threshold,
a distribution of transition energy barriers is needed with enough transitions
having been collected. Chapter 6 will discuss how to find this threshold.
Based on predefined defect volumes, the basins are built on-the-fly to the sim-
ulation [112]. All transitions in the basin are now reckoned collectively without
any revisiting during volume exploration, and the mean basin residence time
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Figure 4.1. A three dimensional energy surface for basin demonstration:
Two dark blue regions can be regarded as two basins where local states are
connected with low energy barriers. For conventional AKMC algorithm a
system spends lots of time repetitively visiting these local states, whilst with
the Basin acceleration, the time spent in each of these low-barrier states can
be estimated, thus, a time spent in the whole basin can be approximately
evaluated. Picture taken from [111].
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Figure 4.2. A schematic digram for an example of 1D energy surface with
basins. The transition states and their corresponding energy barriers are plot-
ted, along with a Basin energy threshold coloured in red. The green arrow
indicate transitions with energy barriers less than the threshold. The blue
arrow indicates a transition that belongs to the basin but has a barrier bigger
than the threshold. Such transition is regarded as the transient event in the
basin as one of its energy barrier is below the energy threshold. Red arrow
represents the escaping transition event as the energy barrier clearly larger
than the threshold.
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can be calculated by the mean rate method (MRM) [110]. Therefore, a de-
fect volume with basins will be gradually explored with a constantly modified
mean rate for basin transitions until an escaping event has been found and
chosen. During the exploration the rates for explored states are set to zeros
in order to prevent any revisiting.
4.3.2 Mean Rate Method
The MRM starts with a probability matrix T which describes the likelihood
of occupation for each state where the system jumps from its connected state.
For each element in the matrix,
Tj,i = Rijτ
1
i (4.3.2)
τ 1i =
1∑
k Rik
(4.3.3)
where Rij is the rate to jump out from state i to state j within the basin,
whilst the summation loops over all connected states to i, both transient and
escaping ones. So τ 1i is the mean residence time spent in state i that every
time the system visits. Tj,i thus represents the probability that system is in
state i and going to jump to state j. This matrix has been confined to the
scope of transitions among these basin states, and the probability that a state
is occupied after n in-basin moves, therefore, is
Θ(n) = TnΘ(0) (4.3.4)
where Θ(t) is the occupation probability vector for those basin states at step
t. The jth row of matrix T represents the probability jumping to state j from
each of the corresponding state, and hence, the row and column vector multi-
plications of T and Θ generates a new occupation probability distribution of
each state j in the basin.
The mean residence time in basin state i before leaving the basin is then
given by:
τi = τ
1
i Θ
sum
i (4.3.5)
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where,
Θsum =
∞∑
n=0
TnΘ(0) = (I−T)−1Θ(0) (4.3.6)
The derivation of the equation above is similar to that for geometric sequence:
ΘsumN =
N∑
n=0
TnΘ(0), (4.3.7)
TΘsumN =
N+1∑
n=1
TnΘ(0), (4.3.8)
thus,
ΘsumN = (I−T)−1(I−TN+1)Θ(0). (4.3.9)
Now, if we let N tend to infinity, the term TN+1 will converge to a zero matrix
due to the construction of the transition matrix T. To conclude, the mean
time to escape the basin is the sum of mean residence times for each of the
individual basin states.
The basin method is implemented in the KMC procedure. Since our KMC al-
gorithm stores transitions with respect to defect volume, thus the constructed
basins are also with respect to defect volumes. The KMC simulation then ap-
plies hash key generated by the NAUTY package [113] to identify the topology
of a defect volume and calculates centre of mass and moment of a defect vol-
ume to identify the volume location. Through such information, the AKMC
algorithm determines whether a transition belongs to an existing basin or not
and thus locates that basin or creates new one. If a selected transition splits
the defect volume associated with it or merges two defect volumes we need to
build new basins.
For the Basin equipped AKMC simulation, the algorithm either searches new
transitions and stored in a basin or reuses transitions stored in an existing
basin. After all transitions in the basin are added, the transition rates are
updated. If a low-barrier event is chosen based on the transition rates and
does not belong to any existing basins a new basin is constructed containing
both current state and state transiting to as well as all transitions associated
Section 4.3. AKMC Acceleration: The Basin Method 74
to the new basin being stored, however, if it belongs to an existing basin, i.e. it
has connectivity to a state in basin, the transition is then stored in the basin.
Since the states in basin have lower energy barrier connecting with each other
based on the Mean Rate method the probability choosing basin event is much
higher than an escaping event, therefore, almost all basin states are visited and
the quite complete basin is constructed dynamically before escaping. Once a
normal event is selected, and if it is not associates with a basin, i.e. it does
not connects with a basin state with high forward and reverse barrier, start
next KMC step, otherwise, delete the basin.
Chapter 5
SIMULATION RESULTS: SINGLE
DEPOSITIONS
5.1 Introduction
Zinc oxide is a covalent compound with variety of applications, including ad-
ditives in foods, pigments, ceramics and glasses. The semiconductor industry
highlighted ZnO as an alternative to other, less abundant, more expensive and
even toxic materials - for example, a replacement of costly Indium Tin Oxide
which is used as a transparent contact layer in solar cell. As a semiconduc-
tor, with wide band gap of 3.36 eV [98], ZnO has also become the material
of choice in the production of transparent electrodes used for solar cells. ZnO
is conventionally doped with Al to produce n-type semiconductor which is a
type of highly transparent and conductive oxide (TCO), thus, resulting in a
huge industry alone with the photovoltaic sector; they can be used in window
layers as well as gas sensors. For AZO, the doping concentration can be varied
from 2.0 to 4.5 at. %. We investigate single ZnO depositions onto the sub-
strate surface in this chapter. Further, in the next two chapters discussion on
intrinsic ZnO thin film growth and results of a newly generated ReaxFF force
field for modelling AZO as main interest of industry for the TCO will be given.
Two crystalline structures of ZnO are commonly studied, hexagonal wurtzite
and cubic zinc blende, both of which are tetrahedrally coordinated. The differ-
ence between the two main structures is the bond angle of the second nearest
neighbours which leads to a different stacking sequence of close packed planes.
For wurtzite structure the stacking sequence forms an AaBbAa... order in the
(0001) direction, whilst the zinc blende structure, which is simple FCC crystal,
also has tetrahedrally atomic arrangement among those close packed planes
but with a different stacking sequence order, AaBbCc... . Here, lower and
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Figure 5.1. Two major categories of ZnO surfaces: wurtzite (0001¯) and
(101¯0) surface.
upper case letters stand for different species. Figure 5.1 illustrates stacking of
monolayers for both wurtzite and zinc blende structures, respectively.
The epitaxial thin film growth of wurtzite structure has been investigated
through out our modelling work and, thus, is the main object for this and
next two chapters, as compared to zinc blende it is more energetic stable and
hence most common structure for ZnO. Such crystalline structure has alter-
nating layers of tetrahedrally coordinated O2− and Zn2+ stacked along c-axis,
resulting in two polar surfaces exist in the ZnO wurtzite phase, Zn-terminated
and O-terminated [14]. However, in this project, since the thin film deposi-
tions are modelled where ionic oxygen and argon plasma behaves as working
gas, we solely investigate the O-terminated surface. Figure 5.1, on the left,
demonstrates the O-terminated wurtzite unit-cell structure with pinpointed
surface locations, and further planar defects are investigated based on these
surface locations.
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5.2 Experimental Work
For the first ten years of the twenty first century a revival of the research on
ZnO materials as semiconductors was witnessed followed by rapid subsequent
expansion in the industry. The availability of predictable and controllable
optical and electrical properties has attracted researchers to ZnO in its own
right. References highlight some of the significant findings from relevant stud-
ies [4, 24,27–29].
ZnO thin films are deposited using a variety of industrial scale processes, such
as thermal evaporation, electron-beam assisted evaporation, chemical vapour
deposition, reactive magnetron sputtering, pulsed laser deposition, sol-gel pro-
cess, etc. Among these techniques, sputtering is believed to offer most advan-
tages [6, 7], such as high deposition rate at room temperature and low cost.
The evaporation techniques involve evaporating ZnxOy molecular clusters onto
the substrate with kinetic energy typically smaller than 1 eV.
5.3 Methodology
In this project we have simulated the physical deposition processes through
evaporation, sputtering and pulsed laser deposition (PLD) techniques. For
these depositions, assisted ion source or working gas is necessarily employed
to generate better film layer deposition. However, for simplicity we do not
specifically model such processes of assistance; distributions of both deposi-
tion species and their impact energies are applied to simplify the modelling
work. Parameters for these distributions can be varied at different simulations
for different techniques.
As discussed previously, the interatomic potential is crucial for atomistic mod-
elling, the more accurate the potential on atomic interaction description, the
more realistic the simulation results become. In previous Chapter 2 we have
described this in detail. In order to model the interaction and dynamics be-
tween zinc and oxygen atoms through MD simulation, potential functions were
required. For the Zn-O interactions, existing ReaxFF force field [59] was used
to model the kinetics and reactions between species as well as many-body ef-
fects in the covalent compound.
The perfect ZnO substrate polar surface (0001¯) was modelled by a cuboid
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of atoms in wurtzite lattice structure, composed of 4 monolayers with 160
atoms per layer. Periodic boundary conditions were then applied in the lat-
eral directions, which allows atoms to wrap around and thus mimic a bulk.
Although the angles of incidence can be different, however, in this project
the energetic impacts were assumed to normally bombard the surface, thus
depositions are carried out perpendicular to the substrate surface (0001¯), see
Figure 5.2. The orientation of dimer clusters were randomly chosen to deposit
on the surface. Then the growth simulation started with deposited molecules
arriving onto the O-terminated surface layer. These deposited species are ini-
tiated at certain kinetic energies. For each single deposition process, the MD
simulation is running for 15 ps in total of the system time, for both the lattice
thermalisation stage and the dynamics by external energetic impacts, in order
to simulate the realistic condition of the deposition process. During each ther-
malisation stage, the system was first relaxed and then heated to 300 K with
the aid of Berendsen thermostat which was attached to a monolayer. Fixed
boundary condition was applied to the bottom monolayer and the layer above
is the thermal one, see Figure 5.2.
5.4 Single Deposition Resutls
Single deposition simulations need to be explored before simulating ZnO thin
film growth. These results of single depositions are used for providing infor-
mation on desirable deposition energies in creating more crystalline structures
and also help validate the potential function used in further modelling work.
A ZnxOy deposition event was simulated by initialising the chosen deposition
species some 10 A˚ above the surface. Due to industrial deposition processes,
species were given with 1eV, 10eV, 40eV or 100 eV kinetic energies and hence
obtain directional momenta towards the substrate. The exact kinetic energy
could be altered slightly with a standard deviation. The lateral coordinates
on a lattice surface, where a deposition specie energetically impacted, were
randomly chosen based on a uniform distribution, and the orientation of a
dimer molecule itself could also be randomly generated.
With application of Berendsen thermostat, MD first ran for 5 ps for ther-
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Figure 5.2. A schematic graph for deposition simulation: supercell for sin-
gle deposition: the simulation system consists of four double layers with fixed
boundary at the bottom layer. A Berendsen thermostat is attached to con-
trol the temperature of the system, modelling the realistic conditions during
deposition processes.
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Figure 5.3. Single deposition species: four categories of deposition species
were applied to modelling the energetic impacts, including single O atoms, O2
dimer molecules, single Zn atoms and ZnO dimers.
malising the system in order to reach the desired temperature (NVT). After a
thermal bath treatment and the initialisation of deposition species, MD runs
for 10 ps evolving the dynamics of the deposition system. Hence, it allows
energetic species to impact the system at normal incidence and fully dissipate
the excess heat.
Four main cases of single deposition simulations were conducted: deposi-
tions of single Zn atoms, depositions of single O atoms, depositions of O2
dimer molecules and depositions of ZnO dimers, see Figure 5.3. For each case,
the four different kinetic energies were given, respectively, to the deposition
species. The depositions were simulated at room temperature (300K) and
carried out at an uniform randomly selected surface location. Because of the
geometric symmetry of the ZnO polar surface, a small rectangular region which
was used to repetitively concatenate and produce the whole surface, could be
studied. From the collection of these single deposition simulations, we were
able to produce reliable statistics which helped us predict optimal energies for
further ZnO thin film growth simulations and gain insight on how the surface
kinetics evolved through deposition energy impacts.
Different outcomes of low-energy depositions were seen and could be classified
into four major categories, see figure 5.4. For high-energy depositions, since
damages of substrate surface layer were observed, more categories might be
needed to include those factors.
The four main classes are:
• Reflection: deposited species bounce off the surface and are ejected from
the simulation system.
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Figure 5.4. general cases of energetic impacts: four possible cases are demon-
strated regarding the behaviour outcomes of the energetic deposition species,
including reflection, sputtering, new layer adatoms and implantation.
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• New Layer (with condensation): deposited species arrive with energetic
impacts accelerating surface kinetics and finally locate on top of the ZnO
substrate surface forming a new thin layer.
• Sputtering: deposited species displace atoms already in the system, ei-
ther from the surface layer or the bulk, and replace it, becoming part
of the substrate. The displaced atoms then leave the substrate and are
ejected from the simulation system.
• Implantation: deposited species penetrate the first layer (or further) of
the substrate and situate in crystalline sites or form interstitials inner the
substrate bulk resulting in deformation of the crystalline ZnO structure.
The results were obtained by running 1000 simulations for each of the 16
cases and were collected and investigated in order to have statistically accu-
rate results. Four species, O, O2, Zn and ZnO, have been deposited onto the
O-terminated surface with arrival kinetic energy of 1 eV, 10 eV, 40 eV and
100 eV. Figures 5.5 to 5.8 illustrate the behaviours of deposited species in rela-
tion to each deposition energy, under the interatomic interactions modelled by
ReaxFF force field; the statistics for implantation and reflection of deposited
species are shown, otherwise, ad-atoms are counted, forming new layer on the
surface.
For the single O atoms and O2 dimer molecules, a clear lack of capability of
being adsorbed onto the substrate surface can be seen from the bar charts,
see Figures 5.5 to 5.8 and Table 5.1: The higher the deposition energy, the
less probability that single O atoms locate onto the surface. For the molecules
O2, although their layers implantations become deeper with energy rising, the
inability to adhere the surface seems to remain the same regardless of the de-
position energies. Compared these two oxygen type species, single O atoms
are slightly more capable of being chemically absorbed and remaining on the
surface but such limited capacity easily decreases as deposition energy goes
up. When the single O atoms are deposited with deposition energy of 1 eV, it
is seen that 8.6 % atoms remain on the substrate surface creating a new layer,
whilst for O2 dimer molecule this number can be negligible (1 %). When
the deposition energy is increased to 10 eV, approximately 5.1 % deposited
O atoms are able to form new layer. 77 % of them are reflected during the
deposition and the rest of single atoms implant the bulk. Here at 10 eV case,
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Figure 5.5. Result of 1 eV depositions: Application of ReaxFF potential
to modelling single depositions of O, O2, Zn and ZnO, respectively, with 1
eV kinetic energies. Distribution of deposition species outcomes are shown,
including reflection, surface ad-atoms, layers implantation as well as penetra-
tion.
Figure 5.6. Result of 10 eV depositions: Application of ReaxFF potential
to modelling single depositions of O, O2, Zn and ZnO, respectively, with 10
eV kinetic energies. Distribution of deposition species outcomes are shown,
including reflection, surface ad-atoms, layers implantation as well as penetra-
tion.
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Figure 5.7. Result of 40 eV depositions: Application of ReaxFF potential
to modelling single depositions of O, O2, Zn and ZnO, respectively, with 40
eV kinetic energies. Distribution of deposition species outcomes are shown,
including reflection, surface ad-atoms, layers implantation as well as penetra-
tion.
Figure 5.8. Result of 100 eV depositions: Application of ReaxFF potential
to modelling single depositions of O, O2, Zn and ZnO, respectively, with 100
eV kinetic energies. Distribution of deposition species outcomes are shown,
including reflection, surface ad-atoms, layers implantation as well as penetra-
tion.
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the number of remaining O2 molecules is negligible (< 1 %).
For higher deposition energies of 40 eV and 100 eV, the same trend can be
seen for oxygen deposition species; rarely the oxygen type atoms or the dimer
molecules are able to form new layers but are reflected by the O-terminated
surface. It seems the only way for oxygen species to stay with the substrate
is by high-energy implantations, and they are indeed implanted into the bulk.
From the results in Figure 5.7 and 5.8, it can be observed that both oxygen
species have very similar penetration capability at high deposition energies,
though single atoms always go slightly deeper than the molecules. So, in a
different perspective, the oxygen species do have advantages regarding cre-
ation of dense O-terminated thin films; they can be used as working gas or
environment plasma to continuously bombard the substrate surface and thus
energetically impact the surface accelerating the kinetics whilst with limited
involvement. The O-terminated surface which is negative charged, is hard for
oxygen species to be chemisorbed. With the raising of deposition energy, the
oxygen species indeed form O-O bonds more often, but these newly formed
O2 dimers can rarely remain on the polar surface, thus eventually leaving the
system.
For the single Zn atoms, the majority of deposited species are adsorbed onto
the surface forming a new layer. In 1 eV low-energy deposition case, almost
all Zn atoms (96.7 %) have been adsorbed and stay on the surface. Slightly
increasing the deposition energies (10 eV) actually helps reduce the number
of Zn atoms being reflected and slightly increase the implantation rate. How-
ever, this number of reflected atoms is likely to have a rapid growing once the
deposition energy is increased beyond 10 eV. For both 40 eV and 100 eV cases,
they show large amount of Zn atoms having been reflected during the deposi-
tion processes. The ‘sound’ wave reflecting may account for this rapid growing
number as a quicker rebounding given by the slab when energy rising up. A
thinker slab and/or a more aggressive thermostat may mitigate such reflecting.
For the ZnO dimers, a quite similar trend of results to single Zn atom deposi-
tions is seen. For low-energy cases, almost all ZnO dimer molecules deposited
onto the surface are able to form a new layer. For high-energy cases, as the
coexistence of Zn and O, the ability of implantation diminishes with slightly
higher reflection rate. It can be concluded from the statistics that stoichiome-
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try of Zn/O deposition species helps create better thin films since much more
oxygen species are now adsorbed onto the surface.
From the single deposition results, it gives us a picture that low-energy depo-
sitions override the high-energy depositions on producing new thin film layers.
One has to nonetheless take the implantation effects into consideration, es-
pecially for oxygen species, as further simulation results show that during
successive deposition events, it is likely to observe an oxygen deficiency on the
new surface layers as well as some oxygen vacancies in the ZnO bulk. Based on
both these facts stated above and the industrial deposition processes of choice,
1 eV and 40 eV are two selected deposition energies for simulating ZnO growth
by both evaporation and sputtering techniques.
Distribution
Energy (eV) 1.0 10.0 40.0 100.0
O
Implant 0.081 0.179 0.233 0.241
Reflect 0.833 0.770 0.765 0.754
New Layer 0.086 0.051 0.002 0.005
O2
Implant 0.000 0.012 0.160 0.191
Reflect 0.990 0.980 0.822 0.797
New Layer 0.010 0.008 0.018 0.012
Zn
Implant 0.000 0.061 0.231 0.461
Reflect 0.033 0.004 0.505 0.582
New Layer 0.967 0.935 0.264 0.057
ZnO
Implant 0.000 0.020 0.192 0.255
Reflect 0.024 0.016 0.564 0.696
New Layer 0.976 0.964 0.244 0.049
Table 5.1. Statistics results for 16,000 deposition events with four different
species and four different energies.
5.4.1 Typical Defects
The single deposition simulations provide sufficient data giving information
about the typical defects created during energetic impacts. Only results of
interstitials and vacancies are shown here since these two types of defects
dominate during the process. Anti-site defects are also seen during deposi-
tions but are quite rare (≤ 1.5%) among these categories. In this project, a
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point defect is identified by comparing to a reference structure which has no
recognised defects. Due to defect searching algorithm, a vacancy radius ( 1 A˚)
is set up for every single atom in this reference structure, searching whether
there is any atom in the neighbourhood which is based on partitioned boxes; if
a comparing atom of the same specie can be found within the radius then there
is no vacancy in the sphere, otherwise, a vacancy defect is identified in that
local region. An interstitial defect is found in a similar way; to find whether or
not there are any extra atoms in the local region. By the way the defects are
identified, deposited species can be either ad-atoms replacing ones in lattice
sites or become interstitials somewhere. In our case, we removed the number
of reflected and sputtered atoms from the simulation box, in order to count
the correct number of interstitials. Hence, interstitials include those deposited
atoms forming new surface, implanting inner the bulk as well as atoms initially
from substrate but in wrong positions.
Interstitials
An interstitial is defined as an atom occupies a position in the ZnO crystalline
structure where there should not be an atom. Figure 5.9 to Figure 5.12 il-
lustrate the distributions of the numbers of interstitials and vacancies created
during O, O2, Zn and ZnO depositions, respectively. Among these created
defects, distribution of locating depth of defects in the slab are collected and
given in Figure 5.13 to Figure 5.16. For a simulation of single deposition pro-
cess, the number of interstitials created to the ZnO substrate can be as many
as over 20 at high deposition energy case (100 eV), see Figures 5.9 to 5.12. The
interstitials are implanted as deep as the 4th or 5th layer below the surface.
Contrary to oxygen species depositions, species containing Zn always create
interstitials during the process, either create new surface or implanted in the
bulk. Figures 5.11 and 5.12 illustrate that at low energies (1 eV and 10 eV)
these depositions involving Zn species are capable of creating interstitials (up
to 97%), forming a new layer. While for O and O2 species, this interstitial
number is below 50% as shown in figures 5.9 and 5.10. Between the two types
of depositions for O and O2, it is seen that single O is more capable of creating
interstitial defects than the dimers, since O is supposedly to be more chemical
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Figure 5.9. Interstitials and vacancies created during O single depositions
with different energies: more interstitials and vacancies are created as the
deposition energy rising, however, the majority of these defects comes from
O species regardless the deposition energy. Even though a few more defects
are observed occasionally, the number of defects dose not change much if the
energy is increased from 10 eV to 40 eV.
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Figure 5.10. Interstitials and vacancies created during O2 single depositions
with different energies: more interstitials and vacancies are created as the
deposition energy rising, however, the majority of these defects comes from O
species regardless the deposition energy. A clear increase of the numbers of
defects are seen when the deposition energy is risen from 10 eV to 40 eV.
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Figure 5.11. Interstitials and vacancies created during Zn single depositions
with different energies: deposited Zn atoms are likely to form new layer on
top of the substrate surface. Still O species are the main contributors to
the number of vacancies and also for the number of interstitials at high energy
cases. The difference of the number of defects for these high energy cases shows
that Zn is more capable of being adsorbed and stay to the lattice, whereas O
species are quite unstable regarding energetic impacts.
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Figure 5.12. Interstitials and vacancies created during ZnO single deposi-
tions with different energies: deposited ZnO dimers are capable of creating
interstitials on the surface, forming a new layer. Still, the majority of vacan-
cies comes from O species whereas only about 20% vacancies come from Zn
atoms.
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Figure 5.13. Height distribution of interstitials and vacancies created during
O single depositions with different energies: most of the O interstitials situate
in the second layer due to the energetic impacts. Surface O vacancies are the
majority of point defects. Once the deposition energy raising to 40 eV, a clear
drop on the number of deposited O atoms and an increase of Zn defects can
be seen.
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Figure 5.14. Height distribution of interstitials and vacancies created during
O2 single depositions with different energies: most of the O interstitials situate
in the second layer due to the energetic impacts. O vacancies are the majority
of point defects regardless of the deposition energy.
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Figure 5.15. Height distribution of interstitials and vacancies created during
Zn single depositions with different energies: almost all of the deposited Zn
species are adsorbed on the surface for low energy cases. With energy increas-
ing, the distribution of vacancies does not change much but the Zn atoms from
the substrate now take a large portion in the distribution of interstitials.
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Figure 5.16. Height distribution of interstitials and vacancies created dur-
ing ZnO single depositions with different energies: the adsorption rate for O
species decreases as the deposition energy goes up. Therefore, it is seen a drop
in the distribution for surface O and Zn interstitials. What is unexpected is
that the surface Zn interstitials take a larger portion in the distribution than
the O interstitials formed on the surface.
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reactive bonding with other species in the close-surface area.
With the rise of deposition energy up to 40 eV, it is seen that the interstitials
outcome by single O depositions changes slightly, compared to the 10 eV case.
However, the outcome by O2 dimers are quite different compared to the 10 eV
case. Figures 5.9 to 5.10 demonstrate that at 40 eV these two kinds of oxygen
species have very similar performance in generating interstitials. Thus, it is
reasonable to predict that deposited O2 dimers at 40 eV behave like single O
deposited atoms with respect to the interstitials creation. Further details of
molecular dynamics explains this observation, see Figure 5.17 for O2 splitting
at 40 eV.
Figures 5.17 to 5.21 demonstrate a molecular dynamic process that that at
40 eV a deposited O2 molecule (coloured black in these figures) splits after
arriving on the surface. It is observed from the figures that at the beginning
the O2 molecule locate onto the surface with high energy and instantly splits
into two single O atoms. These events occurred within the first 100 fs during
the deposition process. Local Zn atoms is seen a little displaced due to the
energetic knock-on effect but can quickly recover back to their lattice sites. An
O atom from the arrival molecule replaces an oxygen atom in its lattice site.
This displaced O atom bonds with another O forming a new O2 molecule on
the surface, see Figure 5.19. This newly formed O2 molecule is unable to find a
binding site on the O-terminated surface. Under thermal effect both this newly
formed O2 molecule and the separated O atom depart from the O-terminated
surface, causing the surface some O vacancies. During the time, the other
separated O atom travels across the surface and also leaves the substrate after
300 fs. With a O2 molecule deposited onto the O-terminated surface, three O
atoms eventually are observed evacuating from the system. Therefore, such
high-energy deposition splits O2 molecule and may create oxygen deficiency.
Such oxygen deficiency has been seen in other circumstances regarding O-
terminated surface. The absence of O species can be classified into two major
categories: one is that single O atom knocked on by some high-energy depo-
sition particles fly away from the ZnO surface, whilst the other type is newly
formed O2 molecules cannot find binding sites on the polar surface. Conse-
quently, both leave the substrate and generate oxygen deficiency. For the case
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Figure 5.17. Splitting of a 40 eV deposited O2 molecule (coloured black)
on the surface: The O2 molecule separates into two reactive O atoms. One
replaces an O atom in the surface site, while the other impacts the layer
beneath creating an O interstitial.
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Figure 5.18. Separation of an O2 molecule deposited onto the O-terminated
surface at 40 eV: one of the O atoms bind with the surface, whereas the other
one travels across the surface accelerating the surface kinetics. Atoms in the
close-surface area are displaced by the knock-on effects and during the excess
heat dissipation.
Figure 5.19. An O2 molecule is formed on the surface by two displaced O
atoms which are initially in lattice sites.
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Figure 5.20. During the heat dissipation process, the newly formed O2
molecule can only bond to a single Zn atom on the surface, finding no binding
site.
Figure 5.21. Final state of the surface after an 40 eV O2 energetic impact:
both the separated O atom and the newly formed O2 molecule leave the sub-
strate causing the surface layer oxygen deficient.
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Figure 5.22. An O2 molecule (coloured black) deposited at 100 eV splits
after arriving on the surface.
at 100 eV (Figure 5.22 to 5.24), it is also seen O2 dimers split that both O
atoms in a molecule eventually leave the substrate as well as create defective
region and O deficiency.
From the splitting of O2 molecules, new O2 dimers are often seen created on
the surface or in the substrate bulk. Such dimers can be formed in limited
ways as shown in Figure 5.25. Some O2 dimers tightly bind with the substrate
as the stacking and embedded case illustrated in Figure 5.25, whereas, some
are not able to find energy favourable binding sites on the surface like the
adjoining case. Figure 5.26 shows a lattice post a deposition of single Zn atom
at 100 eV. The deposited Zn atom, in black, replaces a Zn atom and occupies
its lattice site. O vacancies can be seen on the surface with some interstitials
in the hollow sites. The stacking O2 molecules are found to be stable on the
surface and tightly bind with nearby Zn atoms (coloured purple). For atoms
in the lattice who are displaced during the deposition process, it turns out that
most of them are able to recover to lattice sites during the heat dissipation
after the initial impact at 100 eV.
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Figure 5.23. A new O2 molecule is created on the surface: a separated O
atom from the molecule and a displaced O atom form a new O2 dimer in the
defective region.
Figure 5.24. Final state of the surface after the O2 energetic impact at
100 eV: the new O2 dimer leaves the O-terminated surface and most of these
displaced atoms are able to recover to lattice sites by excess heat.
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Figure 5.25. Newly formed O2 molecules by energetic impacts can be bound
to the ZnO structure in limited ways:
When the deposition energy becomes a dominant factor in creating interstitial
defects, for example at 100 eV, the category of oxygen species, O or O2, plays
a small role on the defects generation, see Figure 5.9 and 5.10; both cases have
similar distributions on interstitials formation (≤ %65) though interstitial rate
by O case is slightly higher than O2 case. Such similarity also holds for Zn
and ZnO species at 40 eV and 100 eV cases.
For the O and O2 depositions, the majority of interstitials are O species,
illustrated in Figure 5.13 and 5.14. Part of these O interstitials are new layer
on the surface, average 28% for single O depositions. For O2 depositions, as
the splitting effects can be crucial once the deposition energy is high enough
(≥ 40 eV), it is seen from Figure 5.14 that the ratios of O interstitials on the
surface, change from less than 10% to even more than 30%. Also, with the
rise of energy, the number of deposited atoms staying on the surface gradually
diminishes (coloured yellow) with an exception from the O2 deposition at 40
eV, meanwhile, the interstitial ratio for Zn raises, up to 20%.
In the cases of oxygen depositions, the majority of O interstitials are formed
under the polar surface. Zn interstitials are also observed in the near-surface
areas but in a much less amount, 8% for the case of O depositions at low en-
ergies and 2.5% for the case of O2 depositions at low energies. One reasonable
explanation for such difference of Zn interstitials between these two cases is
that single O atoms are more reactive than O2 molecules as its good ability to
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Figure 5.26. Concatenated simulation bulk after energetic impact of a 100
eV single Zn atom: replacement of deposited Zn atom (black), stacking O2
molecules, defect region and lattice recovery are found on the surface.
bond with either Zn or other O atoms after the energetic impacts, whilst O2
molecules may only be physically adsorbed onto the polar surface. This is also
proved by the distribution of vacancies in each of the cases. From the charts
of 1 eV, 10 eV and 40 eV depositions, it is seen that the rise of the energy
does not necessarily increase this ratio of Zn interstitials which solely come
from the substrate atoms - this tells us the influence mainly comes from the
reactivities of the O atoms rather than the knock-on effects of the energetic
impacts.
For low-energy (1 eV and 10 eV) depositions, it is observed that the adsorp-
tion rate of single O atom at 20% is higher than that of of O2 dimers at 7%,
as more binding sites for single O atoms on the O-terminated surface. This
guides us that for ZnO thin film growth it is better to deposit single oxygen
atoms that maintain high reactivity to compensate those oxygen deficiency
rather than oxygen molecules. In addition, the O2 splitting effect at 40 eV can
be exploited for both high-energy condensation effects and creating reactive
single O species. For depositions at 100 eV, the ratios between adsorption and
defect are small for all species, for example, rarely it is seen oxygen species
adsorbed on the surface.
Oxygen species show limited capacities of binding with the O-terminated sur-
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Figure 5.27. Deposited ZnO molecules are deposited onto the O-terminated
ZnO surface:
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face, whilst single Zn species have much better adsorption property (≥ 70%)
though created more vacancies during depositions as shown in Figure 5.15.
With the involvement of Zn, oxygen species stay on the surface through bond-
ing with Zn atoms, see Figure 5.16. The most favourable surface positions for
ZnO dimers to locate in are the hollow sites. In addition, many ZnO dimers
also like to locate in the bridge site as shown in Figure 5.27. From the deposi-
tion outcomes given in the ZnO bar charts, depositions at 10 eV are considered
the most productive regarding the creation of a new layer, due to a high ad-
sorption rate as well as relatively low ratio of defects formations. However,
such conclusion is drawn from the simulations of single deposition. Growth
of multiple layers also need to be considered. For our growth simulations as
will be discussed in the next chapter, 40 eV ZnO sputtering depositions are
conducted in practice.
Vacancies
Figure 5.13 to Figure 5.16 highlight some important factors regarding forma-
tion of vacancies. Comparing the ratios of vacancies between Zn an O species,
it is observed that O species are more sensitive to the energetic impacts; O
vacancies are easily formed during the deposition process. Hence, a large
amount of displaced O defects created near the surface. Compared to O2, sin-
gle O atoms are more active at low-energy cases (1 eV and 10 eV), involving
the surface kinetics and creating more vacancies than the O2 molecules. How-
ever, at high-energy cases (40 eV and 100 eV) where deposition energies are
dominant, these two species have very similar behaviours on vacancy defects
creations but with different mechanisms. Through out these single depositions,
the number of O vacancies are dominant in the corresponding distributions,
which is another strong evidence of oxygen deficiency on the surface.
The Zn vacancies are created at low rates in each case, up to 25%. For cases
where only single atoms are deposited, either single O or single Zn atoms,
it is more likely to see Zn vacancies, compared to the cases where dimer or
molecules are deposited. With the rise of deposition energy the ratios for Zn
vacancies are not necessarily increased but stay at a level of 20% to 25%. For
cases of O2 and ZnO dimers depositions, rarely Zn vacancies are created with
low-energy impacts (≤ 10 eV). Such ratios for O2 cases increase with the rise
Section 5.4. Single Deposition Resutls 106
Figure 5.28. Outcome distribution of deposition species: single O atoms are
deposited with different energies.
of energy, whilst for ZnO cases they stay at the similar levels, around 25%,
see Figure 5.16. The low vacancy rate for Zn atoms comes from the fact that
the Zn atoms in the substrate are able to recover to their lattice sites during
excess heat dissipation.
Figure 5.28 to 5.31 show outcome distributions of deposited species at differ-
ent energies. Deposited single O atoms have a clear pattern that with the rise
of energy, most interstitial O atoms transfer to surface sites. Thus, it is seen
an increased ratio on onsite O. Here, onsite means deposited O atom replaces
an O atom in its lattice site. For deposited O2 molecules, the corresponding
distribution is similar to that of single O atoms at high energy case, whilst
at low energy they are easy to be bounced off the surface. For Zn species,
more than half of them are reflected at high energy cases, whereas, almost
all Zn are adsorbed on the surface at low energies (1 eV and 10 eV). A rapid
increase on the ratio of onsite Zn atoms is seen from 10 eV to 40 eV as well
as for the ratio of reflection. For ZnO depositions, the distributions at 1 eV
and 10 eV are the same but with the rise of energy, the number of intersti-
tials which represents the new layer formed on the surface, drops. In addition,
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Figure 5.29. Outcome distribution of deposition species: O2 molecules are
deposited with different energies.
Figure 5.30. Outcome distribution of deposition species: single Zn atoms
are deposited with different energies.
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Figure 5.31. Outcome distribution of deposition species: ZnO dimers are
deposited with different energies.
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for high-energy cases, the Zn and O atoms are separated from the ZnO dimers.
Last but not least, a table of statistical results on different depositions conclude
this chapter:
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Total Number
Energy (eV) 1.0 10.0 40.0 100.0
O
Deposition Events 1000 1000 1000 1000
Reflected Zn Atoms 0 0 0 0
Reflected O Atoms 833 770 765 754
Sputtered Zn Atoms 0 0 0 46
Sputtered O Atoms 0 128 294 713
Interstitial Zn Atoms 63 77 147 759
Interstitial O Atoms 686 899 882 2059
Vacancy Zn Atoms 63 77 146 805
Vacancy O Atoms 519 797 942 2526
O2
Deposition Events 1000 1000 1000 1000
Reflected Zn Atoms 0 0 0 0
Reflected O Atoms 1980 1959 1643 1594
Sputtered Zn Atoms 0 0 1 12
Sputtered O Atoms 0 2 196 666
Interstitial Zn Atoms 4 15 139 717
Interstitial O Atoms 275 454 1110 2091
Vacancy Zn Atoms 4 15 140 720
Vacancy O Atoms 255 415 949 2360
Zn
Deposition Events 1000 1000 1031 1009
Reflected Zn Atoms 8 1 520 587
Reflected O Atoms 0 0 0 0
Sputtered Zn Atoms 0 0 2 67
Sputtered O Atoms 0 18 253 849
Interstitial Zn Atoms 1037 1239 927 1938
Interstitial O Atoms 297 641 1228 3138
Vacancy Zn Atoms 45 240 417 1570
Vacancy O Atoms 297 659 1482 4000
ZnO
Deposition Events 1000 1000 1034 1012
Reflected Zn Atoms 17 9 478 606
Reflected O Atoms 22 20 686 802
Sputtered Zn Atoms 0 0 0 36
Sputtered O Atoms 0 19 322 793
Interstitial Zn Atoms 1003 1269 1025 1703
Interstitial O Atoms 1263 1711 1548 2994
Vacancy Zn Atoms 20 278 469 1319
Vacancy O Atoms 285 750 1522 3591
Table 5.2. Statistical results on depositions: four deposition species and four
energies. The data is used to generate the distributions in Figure 5.28 to
Figure 5.31.
Chapter 6
ZINC OXIDE GROWTH
SIMULATION RESULTS
6.1 Techniques Adaptation for ZnO Growth Simulation by ReaxFF Force
Field
For implementation of long time scale growth simulation we initially applied a
minimum mode transition searching scheme, Dimer plus Lanczos method, to
find the saddle points and hence transition pathways. One thing we noticed
was that the forces on these saddles, calculated by the analytical first order
derivatives of the ReaxFF potential, were far away from zero which meant the
saddles found by this hybrid method might not be the real saddles according to
the stationary property. We also found different minimisation techniques, oc-
casionally, gave different minimised energy configurations on the surface given
by the ReaxFF force field. ZnO lattices minimised by the Conjugate Gradient
method might have negative eigenvalues though very close to zero, by which
we suspected that the lattice configuration was not located in a perfect mini-
mal energy state.
By the moment we saw such issue, the Dimer plus Lanczos method imple-
mented in our programme had been well tested by plenty of long time scale dy-
namics simulations with different potentials doing conventional Molecular Dy-
namics. Therefore, it is reasonable to have some examinations to the ReaxFF
force field since the atomic interaction, based on variable charge calculation,
differs from conventional MD simulations.
What we discovered later was that the reasons for these problems were actually
the same, coming from the charge calculations method used in the ReaxFF
potential. After examination of each energy term in the ReaxFF we found all
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those terms are simple analytical functions of the lattice position including the
Coulomb term which calculates long-range electrostatic interactions for each
pair of atoms within a cutoff radius. However, the way that ReaxFF employed
to generate those variable charges created kinks on the energy surface and also
gave the most computationally expensive part of the force field.
Since the ReaxFF applies a variable charge scheme when describing the elec-
trostatic interactions between atoms, which is not very usual for traditional
potential functions who rely on fixed atomic charges, it is concerned that the
energy surface is not smooth. In addition to this, through some further study
by calculating the eigenvalues of multiple saddle positions in different ZnO de-
fective structures, we found it was always the case that some of these saddles
were even not rank-one saddles, in which the corresponding Hessian Matrix
could have several hundred negative eigenvalues, which implied the invalidity
of the method being applied at the moment.
Among more than 1800 eigenvalues of Hessian matrix for a saddle point found
by Dimer plus Lanczos method, over a hundred of them were found nega-
tive and many were not close to zero. Such results showed there were over
a hundred of energy paths for an initial state transiting to many different
final minimum energy states via the same saddle point, and this simply con-
tradicted with the Transition State theory [88] which expected one or a few
negative eigenvalues, and thus proved the invalidity of those saddles. Every
unique eigenvalue corresponds to an independent eigenvector, i.e. a minimum
mode, along which the potential energy surface has a curvature with this eigen-
value at the saddle region. Therefore, the whole 3N dimensional energy space
could be locally spanned by those eigenvector and represented by the new ba-
sis based on spectra decomposition.
Based on the analysis, we needed to obtain information on numerical par-
tial derivatives given by the force field which turned out they rarely matched
the analytical forces for large systems (systems with over five hundred atoms).
There are some reasons we want to clarify on why we generated numerical
derivatives and checked the matching with analytical forces.
The numerical force is calculated for each atom individually by moving the
atom to a certain direction and divide energy change by the atomic displace-
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Figure 6.1. Difference between analytical and numerical forces of atoms
in a ZnO lattice: The numerical and analytical forces are calculated at the
minimum energy state of a zinc oxide lattice. The matching is quite poor even
at the minimum state. The largest difference can be up to 0.02 eV/A˚.
ment, which creates partial derivative along the direction. We found for y
direction the numerical forces result in the poor match with the analytical
ones, see Figure 6.1. It was seen the numerical forces of each atom along three
free dimensions in a system could be quite different from the analytical ones
when using the ReaxFF ZnO potential. Such difference told us that the energy
does not change smoothly with respect to the variations of atomic positions.
Moreover, these facts simply said those saddle searching methods and minimi-
sation techniques that employed numerical derivatives were not quite capable
of contributing reliably accurate results, for which reason the minimum mode
transition searching [75] failed.
Such unmatched result of numerical derivatives is a reflection of roughness of
the energy surface. So, examination on each of the terms in Coulomb energy
calculation is necessary. The ReaxFF force field applied a shielded Coulomb
potential, see equation (6.1.1), and γij is the shielding parameter dependent
on atomic species to adjust the overlap between close atoms. Thus, the energy
does not go to infinity or shoot rapidly at close range. The Taper term is to
avoid energy discontinuities when atoms move in and out of the long range
non-bonded cutoff radius. C is a parameter for unit conversion.
ECoulomb = C · Taper · qiqj
[r3ij + (1/γij)
3]1/3
(6.1.1)
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Figure 6.2. Numerical forces of a surface O atom along x direction: The
numerical forces (eV/A˚) are calculated at the minimum energy state of a zinc
oxide lattice with a single O atom on surface. For each step, the O atom
is displaced a tiny amount, 0.00001 A˚, along x direction, and the numerical
force is calculated by a difference approximation. The discontinuities are quite
obvious even at the minimum state.
Since both ‘Taper’ and ‘Shielding’ terms are simply analytical function forms,
thus, they are differentiable with respect to atomic position displacement. It
is needed to test the effects of dynamical charges on numerical derivatives. As
mentioned in section 2.4.4, the charges for Coulomb potential were calculated
by solving the ‘EEM’ linear system iteratively. For tests on the numerical
derivatives, each single atom was displaced a small step with size 0.00001 A˚
along a direction, and we found the charges on single atoms did not change
smoothly with discontinuities in numerical force approximations, see Figure
6.2. This is where the problem of numerical forces roots.
The method used to calculate those variable atomic charges should take re-
sponsibility for such numerical non-smoothness issue. In our calculation we
employed Conjugate Gradient method to compute those values of charges
based on a ‘EEM’ method [82]; a solution to the charges of whole lattice
was obtained by iteratively solving the ‘EEM’ linear system. Since whether
the Conjugate Gradient method converged or not was based on a tolerance,
thus, the solution vector for charges could converge from different directions
causing errors for all charge values - this is why we saw for large system when
there were large amount of accumulative electrostatic energies for the whole
system, a great chance existed that the error of total energy leading to a nu-
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merical roughness on difference approximation quantities. The accuracies of
numerical forces could be improved by just reducing the tolerance, however,
it was still not able to guarantee accurate approximations to the second order
derivatives through the first order ones. Hence, some of the transition search-
ing techniques, like the dimer method, failed.
6.1.1 Selection of Transition Searching Method
Because of the roughness of energy surface generated by the ReaxFF force
field, the scope of choosing a transition searching method is narrowed down
to those who applies analytical derivatives only - no involvement of difference
derivatives approximation. Methods like dimer and other delicate techniques
applying analytical first order derivatives to numerically approximate higher
order derivatives, have great chance to fail as the analytical first order deriva-
tives is not accurate enough due to a rough energy surface caused by the way
ReaxFF calculates its charges as well as high dimensions of atomic freedom,
whilst for methods like the ART or RAT, only forces are applied to find the
transition pathway making the searching more robust. Therefore, we chose
RAT plus NEB method for the transitions searching during our AKMC simu-
lations, and prior to the simulations, thousands of transition searchings were
conducted and proved that the RAT plus NEB efficiently produced reliable re-
sults compared to those we initially approached. After a final minimum state
located by the RAT method, the NEB technique is applied to interpolating
the pathway in order to give more accurate saddle points’ locations and energy
barrier estimates.
6.2 Methodology of Growth Simulations
Our simulation system to begin with is an four-monolayer O-terminated ZnO
lattice with 648 atoms in the system. Periodic boundary conditions are set
up along x and z directions. The Berendsen thermostat is attached to the
second bottom monolayer. The goal is to model the growth of ZnO thin films
produced through different deposition techniques at room temperature, 300
K. In order to save some computational time we prepare the initial lattice a
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post-cascaded one where a eight-member ZnO cluster is placed at centre of
the surface. So, later during the growth simulations, atoms deposited on sur-
face can quickly join this cluster without spending much computational time
moving between lattice sites.
Regarding different simulations for each deposition technique, Table 6.1 presents
some simulated experimental conditions based on three different types of growth.
Here, three categories of deposition techniques has been modelled, evapora-
tion, magnetron sputtering and pulsed laser ablation, which are widely used
in the industry for thin film production. For different techniques we set depo-
sition energies to different levels and applied various species distributions, see
Table 6.1.
Depo
Tech
Depo Energy Species Distribution Depo Rate
Evap 1.0 eV 100% ZnO 3 layers/s
Sput 40.0 eV 85%(ZnO), 10%(O), 5%(O2) 3 layers/s
PLD 10.0 eV(Zn)
2.0 eV(O/O2)
Zn(pulse), O/O2 10
20/cm2(Zn)
3 layers/s(O)
Table 6.1. ZnO growth simulation details for modelling the three different
deposition techniques, including deposition energies, species distribution, de-
position rate and number of AKMC steps.
The influence of the deposition energies and distribution of species on single
depositions have been discussed in the last chapter. For ZnO growth mod-
elling, simulations were carried out in the frame work of the adaptive kinetic
Monte Carlo (AKMC) where successive energetic impacts were simulated by
MD algorithms, followed by diffusions in the ZnO defect volumes. After each
deposition event, the system was relaxed to its minimum energy state prior
to the transition searching processes. A deposition event or a transition event
was selected from the Roulette table due to their corresponding occurrence
rates. The growth simulations should then carry on in such way until a sys-
tem time, quantity of deposited atoms or number of adaptive KMC steps has
been reached.
The AKMC method selects an event at each step, either a deposition process or
a diffusion. These diffusion events relies on transition searching techniques and
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Figure 6.3. A distribution of transition energy barriers associated to diffu-
sions found during the ZnO thin film growth simulation: the distribution is
used to anchor the energy threshold for the Basin method. 0.25 eV is the
threshold of choice based on the distribution result.
will have a range of relevant energy barriers associated with displacements and
occurrence rates. The transition rates are calculated by the Arrhenius equa-
tion and later compared to the combined total rate of all possible events in
order to calculate the probability for each single event.
For the acceleration of the AKMC method as discussed in Chapter 4, we
chose our energy threshold for basin method at 0.25 eV due to a distribution
of collected transition energy barriers, see Figure 6.3. The energy range for
each column is 0.05 eV since in such range the corresponding transitions are
likely to maintain the similar order of rate magnitude. The distribution result
verifies the validity of our basin energy threshold. From the figure, it is seen
the barrier energies of transitions for zinc oxide atoms concentrate at range
0.04 to 0.29 eV. The criteria of choosing a basin energy threshold is rather
empirical, and two needs are to be met: (1) most repetitive transitions with
low-energy barriers are to be integrated into the basin object, (2) the equiva-
lent energy level of external events should differentiate from the basin energy
threshold. Considering the order of rate magnitudes it has been found that
0.25 eV is a reasonable choice for basin construction during the ZnO thin film
growth simulations. The threshold at 0.25 eV ( 6.3×108s−1) integrates most
repetitive transitions as a basin object, thus accelerating the evolution of the
system under the AKMC framework, whilst maintains the independency of
the external events, 0.61 eV ( 500 s−1).
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6.3 Simulation results: Intrinsic Zinc Oxide Thin Film Growth
For industrial production, the deposition rate for a ZnO thin film is usually
three monolayers per second. Such growth timescale is hard to achieve for
MD simulation even with an efficiently parallelised algorithm. Nevertheless, a
technique with combination of MD and the adaptive KMC is able to achieve
this experimentally realistic timescale, and at the same time the atomistic de-
tail as well as accuracy are also maintained.
The ZnO deposition rates considered in our simulations were three mono-
layers per second. To put such deposition rate in a different perspective, a
transition barrier of 0.61 eV with temperature at 300 K was equivalent to this
external event. Therefore, the deposition event is added in the Roulette ta-
ble and will be chosen based on its corresponding frequency comparing with
to other transition frequencies. Different deposition energies were applied for
modelling different deposition conditions.
As discussed in the section of technique adaptation for the ReaxFF force field,
the AKMC is used along with the ART and NEB methods to find transitions,
whereas, MD is used to simulate those deposition events. The initial ZnO
substrate super cell has dimensions 26.32 × 11.80 × 28.51 A˚ with each layer
containing 80 Zn and 80 O atoms. Only the O-terminated ZnO surfaces (0001¯)
were considered since in reality ZnO thin films are grown under an environ-
ment of oxygen plasma. The deposition species distribution focused on ZnO
molecules (≤ 85%) with slight deviation on extra O and O2 molecules. For
growth process modelling, the system was modelled at 300 K (NVT) with ZnO
molecule depositions occurring rate equivalent to 3 monolayers per second, i.e.
480 atoms/s. For deposition events the bottom ZnO monolayer is fixed and
the next two layers are attached to a Berendsen thermostat in order to control
the system temperature.
Three main types of deposition techniques were modelled for ZnO thin film
growth, evaporation, magnetron sputtering and pulsed laser deposition, and
the simulation results will be discussed in this section. The main difference for
these three categories of simulated depositions comes from deposition energy
and their respective species. Differing to the traditional adaptive KMC for
evaporation and magnetron sputtering modelling, a time-counting adaptive
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KMC is applied to model the ZnO thin film growth under pulsed laser tech-
nique.
6.3.1 Transitions of Single Particles
Transitions of single particles on O-terminated surface (0001¯) are investigated
prior to the growth simulation. Zn, O and ZnO single ad-atoms/molecules are
analysed using ART plus NEB method. This is a good way to understand the
surface kinetics of those deposited species for further growth simulations as the
growth process is composed of various single transitions of species. Initial and
final states are found by ART method and barriers and transition pathways
are estimated by NEB method.
The single Zn ad-atoms are firstly investigated. Three typical lattice sites
have been occupied including the hollow site, zinc site and oxygen site on the
O-terminated surface, see Figure 5.1. It is found that for single Zn ad-atoms
the most energy favourable binding sites are the surface hollows. Transition
searching results, as shown in Figures 6.4 and 6.5, reveal that a single Zn atom
in the hollow site needs to cross an activation energy barrier of 0.95 eV in order
to locate onto an oxygen site or cross a barrier of 0.54 eV to occupy a zinc site.
However, these transitions move the system to higher energy levels. For Zn
atom sitting on an O atom it is a metastable state and can be easily reversed
back to the hollow state.
For transitions of single O ad-atoms the three typical lattice sites are still avail-
able. Unlike single Zn atoms who prefer the hollow sites most, these single O
ad-atoms find the oxygen site most energy-favourable, see Figures 6.6 and 6.7.
Single O atom staying on a zinc atom is a metastable state since the forward
transition barriers are typically less than 0.07 eV, whereas, the reverse barri-
ers are much higher. This also tells the reason why it has been seen during
deposition process that most of lone O atoms form O2 dimer molecules on the
polar surface.
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Figure 6.4. Single Zn transition: a Zn atom transits from hollow site to a
nearby O site on the O-terminated surface. The transition energy barrier, 0.95
eV, is calculated by the NEB method as shown on the right.
Figure 6.5. Single Zn transition: a Zn atom transits from hollow site to
a nearby Zn site on the O-terminated surface. For such hopping event, the
transition barrier, 0.54 eV, is calculated by the NEB method as shown on the
right.
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Figure 6.6. Single O transition: an O atom transits from Zn site to a nearby
hollow site on the O-terminated surface. The transition energy barrier, 0.036
eV, is calculated by the NEB method as shown on the right. Multiple minimum
states come from the fact that single O atom surface transition is always
accompanied with surface O atoms diffusion in the vertical direction. A barrier
crossing a minimum state (image 4) to a lower energy state represents the
surrounding O diffusing downward.
Figure 6.7. Single O transition: an O atom diffuses from a Zn site to a nearby
O site on the O-terminated surface. The transition barrier, 0.065 eV, is calcu-
lated by the NEB method as shown on the right. The reverse energy barrier
is as high as 0.5 eV, which tells the most energy favourable configuration for
single O atom is to form O2 dimer binding on the surface.
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Moreover, as revealed by transition searching results those first nearest neigh-
bour oxygen atoms are repulsed by those O ad-atoms and diffuse in the y
direction, finding themselves some more favourable positions beneath the sub-
strate surface. Such diffusion of oxygen atoms affects atoms in deeper layers
and will always be observed during growth processes. Meanwhile, oxygen
atoms repulsed from upper layers may lead to the defect implantation inner
the ZnO bulk as illustrated in Figure 6.8).
The single O atom is required to cross an energy barrier of 0.30 eV in or-
der to bond with another oxygen atom on the surface, see Figure 6.9. Such
process usually has two stages. NEB results on transition pathways explain
this. At the beginning, represented by the first local minimum on the NEB
image path, a surrounding oxygen atom is slightly repulsed beneath the sur-
face providing some room for this single O ad-atom to jump onto it. Then
the single O ad-atom transits onto this site and bonds with the repulsed oxy-
gen forming a more stable dimer structure on the surface - a bound oxygen
molecule. On the other hand, the energy needed to separate this O2 dimer is
more than 0.70 eV read from the reverse energy barrier, and thus the separa-
tion is not probable to occur.
Single ZnO dimer molecules are often seen sitting in an hollow site or locate
upon another oxygen site on the O-terminated surface. ZnO bridging between
two oxygen atoms can also be observed from the simulation results but is not as
frequent as the former two cases. By the NEB transition searching, it is found
that such ZnO bridging between two surface oxygen atoms is a metastable
state, and the ZnO molecule can easily transit to the nearest hollow site, see
Figure 6.10. Between these two energy favourable sites the energy level for
ZnO dimer in hollow site is lower than that in an oxygen site as shown in
Figure 6.11. Figure 6.12 shows that ZnO dimer sitting in a surface zinc site is
possible though not in a particularly stable configuration.
The polarisation effect of ZnO influences the dimer molecule to vertically bind
on the O terminated surface. Such effect plays dominant role on the orienta-
tions of ZnO molecules. Due to the deposition results, over 90% deposited ZnO
single dimers their oxygen parts are not bound with the polar surface. How-
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Figure 6.8. Surface oxygen atoms repulsion: a few oxygen atoms (coloured
in red) on the surface are repulsed due to kinetics on the surface, resulting in
interstitials of atoms in the bulk.
Figure 6.9. An O atom in the hollow site transit to an oxygen site forming O2
dimer structure on the surface. The first local minimum in the NEB transition
pathway represents repulsion of an O atom initially on the surface. Such
process is not necessarily a linear combination of processes indicated by Figures
6.6 and 6.7, as shown by the energy barriers, respectively.
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Figure 6.10. ZnO dimer transit from a bridging site to a close hollow site.
The NEB results on the right shows the bridging site is a meta stable state
for the ZnO dimer.
Figure 6.11. ZnO dimer hops from a hollow site to a nearby O site. The
transition pathway calculated by NEB method shows compared to O site the
hollow site is more energy-favourable for ZnO dimer.
Figure 6.12. ZnO dimer hops from a hollow site to a nearby Zn site. The
transition pathway calculated by NEB method shows the ZnO dimer first
transit to the bridging site then hops to the hollow site which is not a very
stable state as the reverse barrier is below 0.1 eV.
Section 6.3. Simulation results: Intrinsic Zinc Oxide Thin Film Growth 125
Figure 6.13. A ZnO dimer is initially deposited in the hollow site with a
normal orientation. Then its oxygen part attaches to a nearby oxygen atom
on the surface. The activation energy barrier for such event is as high as 0.826
eV.
ever, transition searching results in Figure 6.13 illustrate that such unbound
oxygen atom can occasionally connect with another oxygen on the surface and
thus change the orientation of the single ZnO dimer. Nevertheless, the energy
barrier for such transitions to occur is as high as 0.82 eV, hence the orientation
changes of lone ZnO dimers are rare to be observed.
Therefore, based on our investigation on transitions of single deposition species,
it is seen that not only the oxygen site is particularly energy-unfavourable for
single zinc ad-atoms but also that O ad-atoms particularly favour binding an-
other oxygen on the surface creating oxygen dimer molecules. Due to their
polarisation, ZnO dimers are also more likely to locate in those hollow sites
with vertical orientations. Such facts may contradict our expectation for the
growth as these single zinc atoms need to be seated onto the oxygen sites and
vice versa in order to grow ZnO thin layers in the wurtzite structure.
By far it seems that with transitions of single atoms, the ZnO thin film layer
cannot be grown in a desirable way, however, further results convince us that
the major growth takes place in a much more collective manner where single
atoms are combined, creating ZnO string-like molecules on the O-terminated
surface, and these newly formed strings are of great mobility and will fabricate
the ZnO thin layers in hexagonal patterns.
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6.3.2 Growth Mechanisms
For evaporation and magnetron sputtering modelling where the main deposi-
tion species are ZnO dimer molecules (≥ 85%), several typical growth patterns
have been observed from the growth simulation results. By transition search-
ing it is known that single ZnO dimers on the surface often have some local
hopping movements to their nearest sites. Energy barriers for some of these
small-step hops are relatively higher (≥ 0.3 eV). Once two dimers get close
enough they can form mobile ZnO strings on the O-terminated surface (see
Figure 6.14). Diffusions for such strings become much easier (≤ 0.15 eV).
These ZnO strings will then connect to other strings or cluster through col-
lective movements, fabricating longer strings or joint clusters on the surface
(see Figures 6.15 and 6.16). In addition, ZnO dimers later deposited always
contribute to the fabrication of such strings or already formed clusters. Under
energetic impacts and transition movements these structures on surface will
adapt themselves into thin layers with hexagonal patterns. Hence, a new ZnO
layer in wurtzite structure is grown.
Figure 6.14 illustrates two close ZnO dimers join together and form an alterna-
tive four-member string on the surface. Compared to single ZnO molecule who
most time bonds to the surface vertically, neighbouring ZnO dimers prefer to
forming string-like structures on the horizontal surface. Once the coordination
number for each ZnO dimer becomes higher (≥ 4), its own polarisation effect
is lessened. Consequently, the orientations of deposited ZnO molecules are
changed to horizontal direction. This leads to collective transitions and thus
further growth on the O-terminated surface (see Figure 6.15).
Figure 6.15 shows a four-member ZnO string connects to a large cluster that
has already formed on the surface. Such connections contribute to the size of
the clusters forming a new layer. Once this cluster is big enough these strings
are likely to coil and form ZnO rings structures. The energy barrier for such
transition is around 0.1 eV which makes the fabrication processes quite fre-
quent that lots of ZnO strings joining events occur on the surface.
For different clusters on the surface they can also join by tying their string-
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Figure 6.14. A four-member ZnO string is formed on the O-terminated
surface: two deposited ZnO dimers connect to each other and change their
orientations to the horizontal plane forming a mobile strings. The activation
energy barrier is as small as 0.18 eV. Compared to single ZnO dimer changing
its orientation, such combination of two adjacent ZnO dimers makes the change
much easier.
Figure 6.15. A four-member ZnO string joins a big cluster already formed
on the surface: this is how the new cluster grows.
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Figure 6.16. Strings connection on the surface: this is a scenario where the
newly formed clusters grow into new thin layer by tying their string-like tails.
like tails. Figures 6.16 and 6.17 demonstrate how such important fabrication
processes take place. Figure 6.16 gives an example on the tails bonding. Such
interesting events can only be modelled under the KMC framework where both
size and time scale are feasible being stretched out. The calculated energy
barrier for this event is about 0.25 eV, and the essential movement involves
6 atoms. Figure 6.17 shows another example where a series of consecutive
transitions that make two newly formed clusters combine together. Following
events will continue to construct the whole new layer grown on the substrate.
Hence, in this way the general growth for a new layer emerges. The four-
member strings are regarded as building blocks to generate local clusters,
meanwhile deposited ZnO molecules also make critical contributions to the
existed cluster. For some examples, Figures 6.18 and 6.19 demonstrate con-
tributions from these deposited species. The deposited ZnO dimer molecules
help connect those strings and merge local clusters, creating ring structures in
new layers. Therefore, based on these major four types of mechanisms, new
ZnO thin layers are formed though with some incompleteness.
6.3.3 Completeness of New Layers
It is much more complicated to grow a complete ZnO thin layer without any
structural mismatch or defects. A complete thin layer in ZnO wurtzite struc-
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Figure 6.17. Clusters joining on the surface: this is another scenario where
individual clusters formed on the surface join together to form new layer by a
series of successive diffusions.
Figure 6.18. Deposition event helps create desirable six-member ring struc-
tures on the new surface.
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Figure 6.19. Another example that deposition event helps create desirable
six-member ring structures as well as compels Zn and O atoms to their corre-
sponding lattice sites in the new surface layer.
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ture should be fully occupied with six-member rings where Zn and O alterna-
tively locate in the vertices of these hexagons, and a single atom in a complete
layer is shared by three adjacent six-member rings. In this subsection some dis-
cussions are given regarding the completeness of the growth of ZnO thin layers.
It has been recognised that the formation of six-member rings is significant to
the completeness of a new ZnO layer grown on the surface. Simulation results
disclose several factors relevant to the completeness. First, many low-barrier
(≤ 0.25 eV) transitions can generate such desirable ring structures. These
include shifts from a couple of four-member rings into a six-member ring or
deformation of an eight-member ring to a four-member and a six-member ring.
In addition, another new layer growing on top of an already formed layer helps
the completeness of this layer underneath. Such assistance from upper layer
to lower layer can be extended to many neighbouring ones. Both short term
dynamics of atoms and long-time scale kinetics results prove such assistance.
Last but not least, the deposition processes and the excess heat also play
significant roles on the completeness in terms of the ZnO six-member rings
formation.
Transformation on Structure of Rings
The majority of low-barrier transitions (≤ 0.25 eV) occur during the growth
simulation is composed of hops of single O and Zn atoms (≤ 0.15 eV) along
a ZnO string. Repetitive formation and transformation among four-, six- and
eight-member ring structures and manoeuvres by small clusters are the major
surface diffusions in term of ring structures.
Figure 6.20 illustrates the shift from two four-member rings to a six-member
ring. A ZnO dimer is deposited on the surface and join an already formed
cluster. This ZnO dimer bonds to the tail of this cluster, and a structure
with two adjacent four-member rings is created (picture in the middle). Free
space is available for such structure to expand on the surface plane, creating
a six-member ring structure. This expanded six-member ring, however, is not
positioned in lattice sites. Figure 6.21 shows another case that a set of two
adjacent four-member rings shift into a six-member ring structure. In the later
example, it is seen that a second new layer (coloured yellow) has been grown
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Figure 6.20. Transformation of two adjacent four-member rings into a six-
member ring: a ZnO dimer is first deposited onto the surface and join a cluster.
The orientation of this deposited ZnO molecule is vertical at this point, see
picture on the left. Then two adjacent four-member rings are formed on the
surface, see picture in the middle. Space on the new surface layer is available
for these four-member rings to transform into a six-member ring, see picture
on the right.
Figure 6.21. Another example for the transformation of two four-member
rings into a six-member rings structure. In this case, the second new layer
has grown on top of the first one. The activation energy barriers for such
transformation are quite small (≤ 0.1 eV).
upon the first one (coloured green). The activation barriers of transitions in
both cases are quite low (≤ 0.1 eV), for this reason, lots of these two adjacent
4-member rings are observed during deposition processes configuring the six-
member ring structures.
For the shifts of rings as discussed above, the O atoms are not in Zn sites but in
hollow sites. The transfers of these O atoms into lattice sites cost more energy.
Two examples of four-member rings structures forming six-member rings with
in-site O atoms are visualised as shown in Figure 6.22. The transition barrier
is slightly higher but still below 0.2 eV.
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Figure 6.22. Two examples of adjacent four member rings transform into
a six-member ring. The difference from those transformations in Figure 6.20
and 6.21 is that the atoms in resulting six-member ring structures are now in
Zn or O sites, not the hollow sites, which makes the energy barriers slightly
higher.
These shifts of rings with O atoms in hollow sites are quite reversible. Figure
6.24 shows a transition that transfers a six-member ring into two four-member
rings. These processes are quite often seen during the growth of new layers, see
Figure 6.25. Nevertheless, once such six-member rings locate all their O atoms
in lattice sites they are hard to reverse back to four-member rings. Figure 6.23
shows the forward and reverse energy barriers for the first transition in Figure
6.22, and the reverse barrier is about 0.4 eV, whereas, the forward one is only
0.18 eV. Thus, whether the O atoms of a six-member ring structure locate in
lattice sites or not determines the stability of this ring.
Figure 6.26 demonstrates mutual transformation of a eight-member ring
and adjoining four-member and six-member rings. This kind of transformation
is a low-barrier transition and occurs many times between successive deposi-
tions. The reason for such high frequencies of transformations mainly come
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Figure 6.23. The NEB results shows that the reverse transformation (0.385
eV) is not as frequent as the forward one (0.185 eV): transformation of a six-
member ring with its atoms in lattice sites into two adjacent four-member
rings are more difficult.
Figure 6.24. Transformation of a six-member ring into adjacent four-member
rings on the new surface.
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Figure 6.25. A six-member ring is formed on top of the first new layer and
transforms into four-member rings.
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Figure 6.26. Mutual transformation between an eight-member ring and ad-
joining six-member and four-member rings on the surface.
Figure 6.27. Single O atoms in eight-member rings hopping between the
hollow site and Zn site on the surface, resulting in repetitive shifts between
different ring structures.
from the mobility of hopping O atoms in those hollow sites. A single O atom
in an eight-member ring hops between the hollow and Zn site, repetitively
forming and breaking these ring structures. Figure 6.27 presents a similar sce-
nario where transformations of ring structures repetitively occur due to some
hopping movements of O atoms on the surface.
In general, the hopping movements of a few O atoms are responsible for the
repetitive forming and breaking of ring structures, especially for those O atoms
positioned in surface hollow sites. Atoms deposited in a new layer are not likely
seated in O or Zn lattice sites on the surface but favour those hollow sites in
order to bind with a few more atoms. As more ZnO species deposited in the
new layer, clusters are formed, which increase the coordination number of de-
posited atoms - this is the basic reason that lots of low-barrier transitions take
place among these surface atoms.
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Upper Layer Assistance
Because the first new layer is grown on a perfect O-terminated surface, de-
posited ZnO dimer molecules forming the first new layer rarely involve into
layers of the substrate. However, for those later deposited ZnO molecules on
the surface, they are likely to situate onto the newly grown layer which is not
prefect nor complete and thus affect the kinetics of this new layer. Zn and O
species in these later deposited ZnO dimers can involve in different layers; O
atoms can be adsorbed to the first new layer, whilst Zn atoms locate on top
of the first new layer forming a second new layer.
From the growth simulation results, it is found the second new layer helps
the first layer form desirable structure - the six-member rings. Some of the
first-layer clusters that lack species to form these six-member rings, are capable
of adsorbing new atoms which are initially deposited in the second new layer.
By such adsorption capacity, more six-member ring structures are formed in
the first new layer when the second layer grows.
Figure 6.28 demonstrates such circumstance that ZnO dimers firstly deposited
in the second new layer are eventually adsorbed to the first new layer under-
neath, which results in nonstoichiometric layers during the growth. From the
figure, it is seen that initially an eight-member ring structure has been grown
in the first new layer. After a deposition, represented by the first arrow in
the figure, a ZnO dimer is deposited on this ring. The Zn atom in this dimer
favours the hollow site where an O atom in the eight-member ring already
occupied. During the deposition, this O atom is knocked to a nearby lattice
site over a Zn atom on the surface. With thermal effects during the deposition
process, this ZnO dimer again causes a neighbouring Zn atom to a hollow site
and occupy its lattice site over an O atom on the surface, see the third picture
in Figure 6.28.
The ring structures in the first new layer now has been changed. At the be-
ginning, an already formed eight-member ring connects to a four-member ring
on the surface. With a new ZnO dimer deposited on top this eight-member
ring, the local cluster transforms into two six-member rings and another four-
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Figure 6.28. Surface kinetics: atoms in ZnO dimers initially deposited onto
the second new layer eventually transfer into the first new layer.
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Figure 6.29. Mobile strings are seen existed in the second new layer favouring
those hollow sites, same as those in the first new layer.
member ring. With a second ZnO dimer deposited in this region (third arrow
in the figure), a ZnO2 string-like molecule is produced in the second new layer.
An O atom in this string moves to the first new layer. Such transition is likely
to take place as the activation energy barrier is only about 0.09 eV. So during
the growth process, O atoms in the second new layer can diffuse to the first
new layer by adsorption effects, which causes the second new layer oxygen
deficient whilst complete the growth in the first new layer.
Following the analysis in the previous section 6.3.3, the fact that many atoms
in a new layer are not seated in the lattice sites but favour those hollow sites
is critical to the surface dynamics during the growth. As lack of constraints
in the y direction, these atoms in the ZnO strings, particularly O species, find
the hollow sites more energy-favourable instead of Zn or O sites on the sur-
face. These strings can easily diffuse on the surface regardless of hollow sites
or other lattice sites. Although depositing sufficient atoms to the same layer
can surely relieve this problem, atoms in an upper new layer are able to cause
these atoms in layers underneath to be seated in lattice sites.
As discussed previously, ZnO strings with alternative members are very mo-
bile. This also holds for the second new layer, see Figure 6.29. Low-barrier
waving movements of the strings in second new layer are frequent during the
growth process, which gradually force atoms in the lower layer to correspond-
ing lattice sites.
It is observed that oscillations of the second-layer strings or clusters can con-
strain movements of atoms in layer underneath. These atoms initially in hollow
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sites are gradually forced to nearby lattice sites. With such assistance from
the second layer, more six-member ring structures are created as the growth
process continuing. Such assistance from upper layer is available to any two
adjacent layers. Figures 6.30 and 6.31 show some atomistic details on how
exactly the upper-layer atoms assist the atoms in the lower layer to locate in
ZnO lattice sites.
As shown in Figure 6.30, a six-member ring is initially placed in the second
new layer (coloured purple) with all its O atoms in hollow sites. Subsequently,
a ZnO dimer is deposited with 1 eV kinetic energy. Although this ZnO dimer
does not directly impact the six-member ring structure, it diffuses and causes
the upper layer cluster (in orange colour) to break into strings. Hops of these
strings cause these hollow-site O atoms to move to neaarby lattice sites. It
is seen the six-member ring (coloured in purple) is broken with two of its O
atoms now in lattice sites, forming a ten-member hole (the layer in yellow).
Transition from hollow to lattice site of an O atom who initially belongs to the
six-member ring makes this hole into two adjoining six-member rings. Hence,
we see an upper layer assists to diminish stacking faults and create more de-
sirable six-member ring structures in a lower layer.
Figure 6.31 shows an interlocking process that atoms in upper layers force
those in lower layers to locate into lattice sites. It is seen at the beginning,
four thin layers have already grown on the surface, coloured in green, yel-
low, orange and red, respectively, as the lattice heights rising. A ZnO dimer
molecule is then deposited in the top new layer, i.e. the red layer. This newly
deposited ZnO dimer diffuses on the surface and drives the atoms (coloured
purple) in the lower layer close to nearby lattice sites. However, these lattice
sites have already been occupied by two atoms in the yellow layer. The in-
terlocking effect is these two atoms in purple replace two atoms underneath
who are already in lattice sites by repulsing them towards other neighbouring
lattice sites. Such process is shown by the transition event represented by the
red arrow. These two purple atoms initially belong to a higher layer, coloured
orange, but now are seated in lattice sites in the yellow layer. At the same
time, more six-member ring structures are created in lower layers, which is
desirable to the growth. To conclude, a newly deposited ZnO molecule in an
upper layer is able to drive atoms in lower layers sit in lattice sites and thus
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Figure 6.30. Strings in an upper layer diffuses and assists to diminish stacking
faults and create more desirable ring structures in a lower layer by repulsing
atoms into their lattice sites.
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Figure 6.31. An interlocking process that atoms in upper layers drive atoms
in lower layers into lattice sites. Four new layers have grown, coloured in green,
yellow, orange and red as heights rising. A ZnO dimer is initially deposited on
top of the surface and form string on the top. Diffusion of this newly formed
string on top drives two atoms (coloured purple) below to lattice sites. These
two atoms then repulse another two atoms which are already in the lattice
sites, in the yellow layer, to other nearby lattice sites.
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assist to grow more refined ZnO layers in wurtzite structures.
6.3.4 Comparison on Growth for Different Deposition Techniques
So far we have analysed growth mechanisms for low-energy (1 eV) depositions
by evaporation techniques. The ZnO thin film growth mechanisms for high-
energy sputtering depositions (40 eV) follow the same pattern. ZnO string-like
structures are initially formed on the surface. Then local clusters are created
on the surface. Later these clusters join together and thus create a new ZnO
thin layer. Moreover, the assistance of upper layers to lower layers is still
available due to the growth simulation results with sputtering depositions.
Although the growth in an upper layer contributes to the completeness of
lower layer, such assistance is not enough to create refined or even perfectly
crystalline ZnO thin layers. Hole structures (a kind of ZnO ring structure with
more than 8 members) in lower layers are seen existed for long time during
the growth through low-energy depositions. It is seen that the low deposition
energy at 1 eV is not able to fill atoms into these holes since such holes never
stay long during the high-energy impacts. Hence, the high-energy sputtering
deposition is better in getting rid of these regions of defect holes.
The following discussion is for a particular case of ZnO growth by evapo-
ration depositions, and the system time is dependent on the deposition rate
and transition frequencies found during the process. The mechanisms here are
similar for general cases of evaporation depositions but the times are specific.
Figure 6.32 presents the dynamics of defect holes in the first new layer grown
by evaporation depositions. The thin layer shown here is by concatenating
cells together in lateral directions. It is a better way to visualise the newly
grown layer and its hole structures. At 87.657 ms, small clusters formed on
the surface first time join together, and at this point hole structures emerge.
Until 120 ms, a comprehensive ZnO wurtzite structure still cannot be seen
in the new layer. After about 500 ms, the size of these holes are reduced,
and only two major defect holes exist in the layer. It is noticed that abutting
four-member and eight-member ring structures these holes separate defect-
free ZnO wurtzite structure and a stacking-faults region. With the growth
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carrying on, these holes continue to diminish, whilst the stacking faults area
becomes much clearer. In the picture showing the thin layer at 338.614 ms,
the triangular stacking faults area is highlighted. Later when the system time
is at 433.699ms, defect holes are filled and turn into ring structures. Between
the fine structure and faults area, four-member ring and eight-member ring
structures form grain boundaries. The stacking faults area continues to dimin-
ish as shown in the last picture, see layer at 471.330 ms in Figure 6.32. Fine
structures and stacking faults are marked with green and red triangles, respec-
tively, and the grain boundary composed of four- and eight-member rings is
clear to see. Therefore, the existence of defect holes is a potential indicator to
the stacking-faults region for low-energy depositions.
The growth of an upper layer follows the growth pattern of a lower layer. A
hole or other defects in a lower layer can lead to defects in the upper layers due
to lack of favourable sites for atoms deposited on top. Atoms may temporarily
stay in the hole but eventually they transit to other layers or form interstitials
between layers above the hole region. For example, if four-member or eight-
member ring structures exist in a layer underneath and the energetic impact is
not able to break defective structures, the upper layers would continue grow-
ing with the same local structures, see Figure 6.33. These are fundamental
reasons why the deposition energy is crucial to the quality of ZnO thin film
growth.
A comparison is made on long-time scale simulation results, between different
types of deposition techniques, including evaporation, sputtering and pulsed
laser depositions (PLD). Since the number of six-member rings can generally
represent the growth progress of a new ZnO layer, quantities of such rings are
counted for each layer of interest. In addition, quantities of deposited Zn and
O atoms are counted to obtain information on the stoichiometry of growing
layers.
Figures 6.34, 6.35 and 6.37 demonstrate results of the long time scale growth
through evaporation, sputtering and PLD techniques, respectively. The y axis
on the left represents the number of six-member rings, i.e. the growth progress
for each new layer. The second y axis on the right represents the total number
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Figure 6.32. Simulation results: the dynamics of defect holes during growth
by low-energy evaporation (1 eV).
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Figure 6.33. The upper layer growth follows the lower layer growth pattern:
an eight-member ring is formed in the lower layer (coloured green) and growth
in the upper layer (coloured yellow) follow the same pattern; no atoms fill the
eight-member ring, and a hole is grown in the upper layer around the eight-
member ring. To get rid of these holes, high deposition energies are needed to
break those undesirable structures.
Section 6.3. Simulation results: Intrinsic Zinc Oxide Thin Film Growth 147
of atoms counted in a thin film system. The x axis shows the system time.
Since an atom is shared by three adjacent six-member rings, a perfectly crys-
talline monolayer with 160 atoms should contain up to 80 six-member rings.
For evaporation deposition, the second new layer starts growing after 110 ms.
Such growth in the second new layer accelerates the formation progress of six-
member rings in the first new layer underneath. In the interval between 0.1
and 0.2 second, a boost on the formation of six-member rings in the first new
layer can be seen. However, such boost dramatically decreases when enough
atoms have deposited in the second new layer, about 25% of the quantity of
atoms for a complete layer. After the boost, ring formation in the first new
layer comes to a stage of plateau as the formation rate tends to be steady.
Such boost has also been seen in the second new layer once the third new
layer starts its growing at 0.3 s. After a boost for 0.1 s, the second new layer
also becomes stable in forming these crystalline rings. Due to the low deposi-
tion energy, the stoichiometry for the whole system is maintained during the
evaporation depositions.
For sputtering deposition, such a boost on six-member rings is not seen. Even
though the amount of deposited atoms is equivalent to the quantity of atoms
for two complete layers, the first new layer grows its crystalline structures in
a relatively fast and steady pace. For each new layer, local changes of formed
six-member rings number can be dramatic. These desirable structures are
repetitively formed and broken by the bombardments at 40 eV. Also, with the
high deposition energy the stoichiometry for the whole system is not as good
as the evaporation case; A deficiency for oxygen species is observed from the
two lines for quantities of atoms, with an average rate of 25% oxygen species
absent from a new layer. A self-healing effect of the substrate surface, marked
as ‘reconstruction’ in the figure, has been seen between 0.0 s and 0.57 s.
6.3.5 Modelling Pulsed Laser Deposition
Before the comparison is made on PLD technique regarding the quality of
ZnO thin films, an introduction to the PLD growth modelling is needed. A
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Figure 6.34. Long time scale dynamics for ZnO thin film growth by evapora-
tion at 1 eV: number of six-member rings is shown for each layer representing
the growth progress and its quality. The number of total atoms in the system
is also counted. Boosts of six-member ring formations in lower layers are seen
when the upper layers start growing.
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Figure 6.35. Long time scale dynamics for ZnO thin film growth by sputter-
ing at 40 eV: number of six-member rings repetitively changes at times due to
high deposition energies. The boosts of ring formations in the evaporation case
is not clearly observed by the sputtering depositions. A surface reconstruction
is seen between 0 s and 0.57 s of system time.
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previous modelling result on ZnO thin film growth by PLD [115] refers that
Zn target material ablated by laser pulses is able to create crystalline thin
films under an environment of enhanced oxygen plasma. As part of our atom-
istic modelling work, this PLD growth process with separate Zn and O species
is simulated. However, the atomistic simulation results drive us to a different
conclusion from that stated in the previous modelling work [115] which applied
some other modelling techniques. The reason comes from the finding that the
O-terminated surface can be easily eroded by those high-intensity deposited
Zn atoms during pulses.
To model ZnO thin film growth through PLD technique, a system time counter
is added in the simulation framework of AKMC in order to switch between
two different type of periods of successive depositions: (1) intermittent pulsed
laser depositions where Zn atoms are ablated from target material and de-
posited on the surface with high intensity, and (2) persistent depositions by
oxygen plasma where oxygen species constantly impact the surface with much
lower intensity, see Figure 6.36. In this way, the AKMC framework has two
categories of intervals for system time, depositions of short pulses where only
single Zn atoms deposited and plasma working gas where oxygen species con-
tinuously arrive onto the O-terminated ZnO surface.
Different deposition events are added to the Roulette table according to the
time counter; only if system time reaches a point within a pulse window, the
high-intensity external depositions of the ablated Zn atoms are added to the
Roulette, otherwise, only depositions of plasma oxygen species are included.
The switching between these two periods needs some careful treatments. The
system time for the AKMC method is sampled by the total rate of all possible
events. So the switching needs to maintain its integrity on whether to execute
the selected event before entering the next period, that is, during the PLD
growth process if the system time exceeds the boundary of a period due to
the execution, then such transition or deposition event is abandoned and the
system time is advanced to the very beginning of the next period.
Realistic conditions for the ZnO thin film growth by PLD has been mod-
elled. Deposition energy for the laser ablated Zn atom is 10 eV, whilst the
arriving energy for reactive oxygen species is about 2 eV. The duration for each
pulse window is 10 microseconds, whilst the time interval between consecutive
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Figure 6.36. A schematic graph for PLD growth modelling. The Zn atoms
are only deposited in the pulses whilst the O atoms are continuously deposited
through out the growth process.
pulses is 100 milliseconds. Flux of ablated Zn atoms during a pulse window
is 1020cm−2s−1 which is equivalent to 47,000 monolayers per second, whilst
the deposition rate for plasma oxygen species is about three monolayers per
second. Because of this huge difference between these two deposition rates,
the reaction between Zn and O in the plasma environment can be eliminated
for simplicity of the work. For our PLD simulations, the deposition species
include pulsed Zn atoms as well as continuous O atoms and O2 molecules.
Figure 6.36 shows a schematic AKMC process for PLD growth modelling.
Figure 6.37 shows the long time scale growth simulation results by PLD, quan-
tified by the number of six-member rings in each corresponding layer. It is
seen that the quantity of such desirable ring structures in the substrate surface
is dramatically reduced in the very first pulse interval. Also, during the first
pulse plenty of Zn atoms are deposited and situate at the trenches of the po-
lar surface. These trenches formed by rows of O atoms on the surface provide
energy-favourable hollow sites for these ablated Zn species. After the pulse, an
increasing number of O atoms has been seen due to the constant contribution
of oxygen plasma but such increase cannot catch up the quantity of Zn atoms
as deposited O atoms more often bounce off the surface. Thus, a Zn-sufficient
surface is created. At the second pulse window, number of Zn atoms continues
to rapidly increase. Although the number of six-member rings in substrate
surface is slightly reviving, the substrate surface, however, can never recover
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Figure 6.37. Long time scale dynamics for ZnO thin film growth by PLD
with separation of 10 eV Zn and 2 eV O species. Severe erosion of the substrate
layer is seen. This kind of PLD cannot make crystalline growth of ZnO thin
films.
back or close to its initial crystallinity.
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Based on the results, it is seen that the stoichiometry for the deposition species
is crucial to the growth and recovery of substrate surface. Separation of Zn and
O atoms produces non-crystalline ZnO thin films. Further atomistic details
reveal that the deposited single Zn atoms erode the O-terminated surface by
rip these surface O atoms off their lattice sites. Hence, it is seen the severe
lack of six-member ring structures in the substrate surface. The growth in the
new layer will follow the pattern of layers underneath, and surely the first and
second new layer grow in an “amorphous” pattern.
Surface Erosion by Single Zn Atoms
Figure 6.38 illustrates the erosion of substrate surface by single Zn atoms.
Newly deposited Zn atoms find those hollow sites energetic favourable and
hop through the trenches on the surface. Individual Zn atoms on the surface
cannot make damage to the O-terminated surface nor the 10 eV deposition
energies. Nonetheless, when a couple of Zn atoms get close together, which
is caused by their hopping movements, they frequently diffuse and bond with
O species on the surface in a collective manner. Such bonding is in terms of
alternative ZnO strings with mobility. These bound O are often ripped off
from their lattice sites (≥ 30%) and form mobile ZnO cluster on the surface as
shown in Figure 6.38. Hence, vacancies, interstitials as well as noncrystalline
structures are created in this way. Later deposited O species, either single
O atoms or O2 molecules are not capable to recover the damaged surface,
since string-like clusters that already formed on the surface can shield the sur-
face and bounce off these newly deposited O species. The energies of these
O species at 2.0 eV are not enough to break these newly formed string-like
clusters. Plasma O species arriving on the surface seek binding sites in the
new layer, by which the thin layers are grown in amorphous structures.
6.3.6 Summary
In this chapter, growth mechanisms and various deposition techniques and the
corresponding depositing conditions have been demonstrated and discussed.
A common feature for these techniques is the O deficiency during the suc-
cessive depositions, particularly for high-energy cases and non-stoichiometric
deposition species. From results for long time scale dynamics, triangular fea-
Section 6.3. Simulation results: Intrinsic Zinc Oxide Thin Film Growth 154
Figure 6.38. Surface erosion during the growth of PLD: O atoms in surface
lattice sites are ripped off by a group of deposited Zn species.
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tures have been clearly observed around those defective region caused by lack
of energy impacts. High-energy bombardments are able to get rid of these
defective regions but also continuously break newly formed crystallinity, and
the deficiency of O species during the growth simulation process seems to be
a vital factor in a long term. Thus, an improvement of the modelling will
be an addition of enhanced oxygen plasma simulated during the ZnO growth
process. The stoichiometry of deposition species for ZnO thin layer growth has
also been discussed that for an unbalanced deposition species either solely O or
Zn species would not produce thin film growth in a desirable way: the former
can rarely be chemisorbed on the polar surface and form new layers, whilst
the later are able to corrodes the polar surface by easily damaging the ZnO
crystallinity. So the balanced stoichiometry of the deposition species should
be maintained at early stages of the successive depositions.
Chapter 7
A REAXFF FORCE FIELD FOR
MODELLING ALUMINIUM
DOPED ZINC OXIDE THIN
FILM GROWTH
In order to model the effects of dopants, a new ReaxFF potential is consid-
ered for the Al doped ZnO (AZO) thin film growth simulation. As ReaxFF
is already capable of reproducing Zn/O interactions [59, 60] and Al/O inter-
actions [123] well and required to maintain consistency on its parameter set,
Al-Zn interactions and some ZnO structures with Al dopants are fitted to
bulk and surface configurations. In this section, ReaxFF fitting procedure and
training structures will be discussed. Fitting results as well as a new set of
parameters will also be demonstrated.
7.1 Methodology of ReaxFF Fitting
The fitting procedure can be divided into two major parts of work. Initially,
a group of training points need to be generated by the first-principle calcu-
lations using the density functional theory (DFT). These training points are
then used to parameterize the ReaxFF force field. In our fitting work, the
training points were calculated based on relevant structures of interest in or-
der to teach the force field to reproduce the energy favourable configurations.
With these structures, equivalent fitting energies were generated from both
the DFT calculations and the ReaxFF potential. Minimisation of the differ-
ence between these two kinds of fitting energies were conducted based on the
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training configurations, which gave a new set of ReaxFF parameters for the
AZO modelling. In the following discussion, these relevant structures will be
first given.
7.1.1 Fitting Structures
Equations of state for various configurations were calculated by the Siesta pro-
gram using DFT [124], including Al/Zn alloy crystals, Al doped ZnO structures
as well as Al binding surfaces. To generate a ReaxFF parameter set for the
AZO thin film growth, Al-Zn bonding and Al doping environments were exam-
ined. Cohesive energies were obtained for these structures under uniform and
distorted expansions of lattices. Thus, both two-body terms for Al-Zn bonding
and Al/Zn/O valence angular terms were determined for AZO systems.
To fit the Al-Zn interactions, face centred cubic (FCC) and hexagonal closed
packed (HCP) crystal structures were first examined according to experimen-
tal results - Al/Zn alloy phase diagrams [116]. Different atomic ratios of Al
were applied to these crystals which had been seen experimentally.
For modelling surface depositions and diffusion processes, binding energies
were calculated for Al atoms positioned on polar (0001¯) and non polar (101¯0)
ZnO surfaces. Various positions on the surfaces were chosen to place single Al
ad-atoms, Al dimers and Al trimers. These configurations were used for the
fitting procedure to help ReaxFF potential describe movements of Al dopants
across the surfaces as well as reproduce their energy favourable binding sites.
Previous work found the Al impurity often replaced Zn atoms and changed
Coulomb interaction by redistributing charges in the defective region [117]. To
model Al doping effects, ZnO structures with replacements of Al dopants to
Zn species were calculated and applied to parameterising the ReaxFF force
field, particular for the three-body angular terms. In addition, Al interstitials
in ZnO wurtzite crystals were also examined.
With existing ZnO ReaxFF potential [59, 60], a new set of parameters for
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the AZO modelling are to be fitted by minimising the error:
Error =
1
N
√√√√ N∑
i=1
[
xDFTi − xReaxFFi
ωi
]2
, (7.1.1)
where xDFTi and x
ReaxFF
i are the DFT and ReaxFF values respectively. The
parameter ωi is the fitting weight for a data point i. Initial parameters are
randomly chosen within reasonable boundaries and then optimised against the
DFT training points for AZO structures.
7.1.2 Computational Details
Once these relevant training configurations had been set up, the DFT calcu-
lations were performed by the SIESTA software package [124]. The electronic
exchange-correlation effect was done with the Perdew-Burke-Ernzerhof Gen-
eralised Gradient Approximation (GGA) [118, 119]. Valence electrons were
described by a numerical multiple-zeta basis set. Trouillier-Martins pseudo
potentials were employed for the classification of the nuclei and core electrons
[120]. Periodic boundary conditions were always assumed along three dimen-
sions with dipolar corrections along the c directions to cancel self-interaction
between the cells.
For the ZnO surfaces, both polar and non-polar ones, a 3×3×1 Monkhorst-
Pack k-points grid was applied. Crystal structures for Al-Zn interactions were
sampled with a 12×12×12 k-points of the Monkhorst-Pack category to calcu-
late the electronic structure in the Brillouin zone [121]. These larger Al doped
ZnO structures were sampled by a 2×2×2 k-points. In addition, the DFT cal-
culations for the Al binding energies on the ZnO polar surfaces used a method
of passivation. This passivation was produced by attachment of O/H species
on the Zn-terminated side, preventing self-coiling with less reactive surface.
For the configuration relaxation of these structures, the conjugate gradient
method was applied [70] until the atomic forces were smaller than 0.04 eV/A˚.
The cohesive energies for Al doped ZnO bulk structures where Al dopants
replace Zn atoms in their lattice sites, were calculated using the following
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formula:
ECohAl/ZnO = E
DFT
Al/ZnO − ECorZnO −NAl · ECorAl +NAl · ECorZn (7.1.2)
where EDFTAl/ZnO represents the total energy of a relaxed Al doped ZnO bulk
structure, NAl is the number of Al doping atoms. E
Cor
ZnO was derived from the
reference ZnO bulk in order to correct the total energy into cohesive energy:
ECorZnO = E
DFT
ZnO bulk − EReaxFFZnO bulk.
ECorAl and E
Cor
Zn were also considered as correction energies on single Al and Zn
atoms, respectively. They were used to correct the total energy to the cohesive
energy for corresponding atoms:
ECorAl = E
DFT
Al − EReaxFFAl
and
ECorZn = E
DFT
Zn − EReaxFFZn .
For ZnO structures with Al interstitials or Al adhering ZnO surfaces, the
cohesive energies were generated by
ECohAl/ZnO = E
DFT
Al/ZnO − ECorZnO −NAl · ECorAl (7.1.3)
For a Al/Zn alloy crystal structure, the cohesive energy was given as:
ECohAl/Zn = E
DFT
Al/Zn −NAl · ECorAl −NZn · ECorZn (7.1.4)
Then the cohesive energies calculated by these different models, equation
(7.1.2) to (7.1.4), would be used in the error computation by equation (7.1.1)
as the DFT fitting points xDFTi ’s.
Alternatively, one can apply an Al surface binding energy model to fit the
ReaxFF force field:
EBind = [EDFTAl/ZnO − EDFTZnO slab −NAl · EDFTAl ]/NAl, (7.1.5)
where EDFTAl/ZnO is the total energy of relaxed Al adsorbed ZnO surface, E
DFT
ZnO slab
the total energy of the relaxed ZnO surface structure and EDFTAl the total en-
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ergy of a single Al atom in bulk FCC configuration. Such model can also
be used for Al doped ZnO bulks as well as Al interstitials in ZnO structures.
Thus, what is significant to the Reaxff fitting work is to make the fitting en-
ergies calculated from DFT equivalent to the energies given by the ReaxFF
force field which generates the cohesive energies only. The set of models, as
stated in equation (7.1.2) to equation (7.1.4), is the method of choice as it is
more straightforward.
7.1.3 ReaxFF Fitting Procedure
In the ReaxFF fitting procedure, a Simulated Annealing (SA) algorithm [125,
126], known as a global minimiser, was applied to produce a random popula-
tion of the selected ReaxFF force field parameters. These selected parameters
were initially indexed in the input file and then transferred into a parameter
vector. Each parameter in this vector was associated with a set of upper and
lower boundaries to prevent nonphysical behaviours of a ReaxFF force field
being fitted. Every ReaxFF force field with a batch of new ‘ffield’ parameters
was then used to evaluate a pool of training configurations through the force
field engine, see Figure 7.1 for the fitting procedure. The result of evaluating
each training configuration would then be compared to corresponding values,
e.g. equivalent cohesive energies, obtained from DFT calculations. Individual
training configurations could be manually weighted in the configuration input
file. A scaled rooted mean square error calculated by formula (7.1.1) was gen-
erated at each optimisation step once a set of parameters had been populated
by the SA algorithm. To improve convergence to the minimal fitting error,
an application of combination of the global and local minimisation routines
was performed in hybrid. Different from optimisation method suggested by
van Duin [122], a switch between global minimiser SA and a local difference
CG optimiser [127,128] was able to provide multiple-object optimisation with
parallel computation over the population of training configurations. Figure
7.1 illustrates the ReaxFF force field fitting architecture.
An important strategy in fitting the ReaxFF parameter for AZO modelling
was to first anchor these terms for two-body bonding interactions, including
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Figure 7.1. Architecture of the ReaxFF force field fitting procedure. Dotted
block indicates error optimisations are carried out in a parallel framework,
over the population of training configurations.
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‘bond’ section and ‘off-diagonal’ section in the ‘ffield’ parameter file. Such pa-
rameterisation was done through only the Al/Zn alloy crystal configurations,
thus, it reduced the size of population of the fitting structures. For a large size
of such population, an evolutionary algorithm was preferred to the sampling
according to a previous work [129]. Subsequently, the many-body terms, e.g.
parameters for valence angular and torsion energies, were fitted against the
ZnO bulk structures with Al dopants. While fitting the parameters for the
many-body terms, these fitted parameters for the two-body terms could be
fixed or given limited freedom to deviate. After the many-body terms have
been fitted, the whole set of selected parameters can be optimised locally.
7.2 Fitting Results and Discussion
To the fitting work, 22 parameters in total were selected and fitted against
over 1,400 training configurations. These selected parameters included 10 pa-
rameters for the two-body terms and 12 parameters for the angular terms.
The rest of the indexed ReaxFF parameters were fixed to reasonably simplify
the optimisation process. Selected parameters for the two body terms were
mainly used to generate the correct bonding energies and Van der Waals in-
teractions between Al and Zn species. The angular terms were fitted to the
many-body effects, such as combinations of Al-O-Zn, O-Al-Zn and O-Zn-Al.
The two body terms were first fitted to generate correct bonding interactions
between Al and Zn. Three important parameters were optimised showing re-
lation between bond order and bonding energies, see Figure 7.2.
In Figure 7.2, the relation is plotted based on the bond energy given by equa-
tion (7.2.1) [61] to examine the fitted parameters, Pbe1, Pbe2 and the dissocia-
tion energy Dσe in the bond energy function. To the fitted parameters on the
left, it is found the bond energy is a convex decreasing function of the bond
order, as the parameter Pbe1 approaches the value of 1.0.
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Figure 7.2. Relation between bond order and bonding energies given by
ReaxFF force field. Three important optimised parameters are on the left: Pbe1
and Pbe2 are tow key parameters in the function form describing bond energy.
Both determine the curvatures of bonding energies, see equation (7.2.1). Dσe
is the sigma bond dissociation energy one needs to accurately fit in order
to precisely model the bond forming and breaking. Based on the optimised
parameter Pbe1, the bonding energy is generally a convex decreasing function
of the bond order.
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Ebond = −Dσe ·BOσij ·exp
[
pbe1
(
1− (BOσij)pbe2
)]−Dpie ·BOpiij−Dpipie ·BOpiij (7.2.1)
7.2.1 Al/Zn Cubic Structures
For the success of the ReaxFF parameters in modelling the interactions be-
tween the Al dopants and the ZnO structures, either on the surfaces or in the
bulks, fitting energies and lattice constants given by DFT and ReaxFF should
exhibit a good agreement. As the objective of this fitting work, the equation
of state needs to be reproduced with reasonable accuracy, based on a number
of crystal structures.
Figure 7.3 demonstrates that the ReaxFF force field has a good agreement
with the DFT on the equation of state for Al-Zn FCC structures; the energy-
favourable configurations fit good to the DFT training configurations. The
largest errors for these two-body system come from the cohesive energies of
the Al-Zn HCP expansions, see Figure 7.4.
Figure 7.3 shows that the ReaxFF reproduces well the equations of state for
Al-Zn FCC structures with different Al ratios. In order to name all of the
1,400 training configurations, a symbol system was employed to identify all
these different structures. The symbolic name for each equation of state was
generated based on the category of fitting configuration. The first integer in
each name represents the number of Al atoms or dopants in each of the config-
urations, see the graph title for each curve. The letter ‘u’ or ‘n’ represents the
category of lattice expansion, respectively; ‘u’ stands for the uniform expan-
sion, whilst ‘n’ stands for the nonuniform, i.e. distorted expansion. In Figure
7.3, pictures in the first row demonstrate the uniform expansions of the Al-Zn
FCC structures with different Al ratios. In the second row, the correspond-
ing distorted expansions are given; a distorted factor δ was applied that in
two directions where the lattice dimensions were multiplied by 1 − δ whilst
by 1 + δ in the other direction. The lattice constants on the horizontal axis
show dimensions along the expanded direction. It is seen the energy curves by
ReaxFF exhibit good agreements with those by DFT calculations.
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Figure 7.3. Equation of state for Al/Zn FCC crystal structures: the ReaxFF
force field were fitted against a selection of FCC structures calculated by the
DFT. The largest difference on equilibrium lattice constants comes from the
case of distorted expansion with 2 Al atoms, around 0.1 A˚. The biggest gap
between cohesive energies from the DFT calculations and that of ReaxFF
force field is 0.7 eV (6.4%) given by the case of uniform configuration with 3
Al atoms.
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Figure 7.4. Equation of state for Al/Zn HCP crystal structures: the ReaxFF
force field were fitted against the DFT results based on a selection of configu-
rations. The difference of equilibrium lattice constants from ReaxFF and DFT
calculations is around 0.1 A˚. The largest difference on the cohesive energy is
about 0.35 eV (7.8%).
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7.2.2 Al doped ZnO bulk structures: Substitution of Zn with Al
After having fitted the parameters for the two-body terms based on the Al-Zn
cubic crystals, the many-body effect based on the Al doped ZnO structures
were fitted against the DFT results, and thus the full set of optimised param-
eters of the ReaxFF force field were obtained. Equations of state for Al doped
ZnO structures with Al dopants substituting Zn are demonstrated below, see
Figures 7.5 to 7.16.
Equations of state for both uniform and distorted expansions were compared
for a selection of Al doped ZnO structures, namely Al doped ZnO wurtzite,
doped zinc blende structures. The doping atoms were positioned at different
lattice sites where initially Zn atoms occupied. Also, two dopants have dif-
ferent interatomic positions; for those substitute Zn atoms in lattice sites, the
second Al atom can be in first, second and third nearest neighbouring sites to
the reference Al atom. Such neighbouring relation of the Al dopants is repre-
sented by the second integer in a symbolic title for a curve of the equation of
state. Additionally, for the distorted expansions, a following letter, either ‘a’,
‘b’ or ‘c’, represents the expansion direction, and ‘c’ axis is along the vertical
direction.
The corresponding equilibrium lattice constants were found by both uniform
and distorted lattice expansions, respectively. The plotted curves based on
uniform expansions agree well. The shape of the curves match and the values
of cohesive energies agree. The exception comes from the larger zinc blende
structures with 216 atoms including Zn, O and Al species. For these struc-
tures, the difference of the equilibrium lattice constant can be up to 0.5 A˚ as
shown in Figure 7.13 and 7.16, and the ReaxFF force field tends to underes-
timate the cohesive energies for these larger zinc blende structures.
7.2.3 Al doped ZnO Bulk Structures: Al interstitials
Al interstitials in ZnO structures were also considered in the fitting work
though the equations of state reproduced by the ReaxFF force field were not as
good as those for the Al substitution cases. Here only wurtzite structures are
considered due to the main research interest. The largest gap of equilibrium
lattice constant between DFT and ReaxFF results comes from the distorted
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Figure 7.5. Comparison of equation of state: curves are calculated by DFT
and the ReaxFF force field, respectively, for wurtzite structures with a Zn
atom substituted by an Al atom in the lattice site. Each configuration contains
96 atoms in total. Both uniform expanded and distorted configurations are
shown.
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Figure 7.6. Comparison of equation of state: curves are calculated by DFT
and the ReaxFF force field, respectively, for wurtzite structures with two Zn
atoms substituted by Al atoms in the lattice sites. The interatomic distance
between these two Al dopants is within the first nearest neighbour range. Both
uniform expanded and distorted configurations are shown.
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Figure 7.7. Comparison of equation of state: curves are calculated by DFT
and the ReaxFF force field, respectively, for wurtzite structures with two Zn
atoms substituted by Al atoms in the lattice sites. The interatomic distance
between these two Al dopants is within the second nearest neighbour range.
Both uniform expanded and distorted configurations are compared.
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Figure 7.8. Comparison of equation of state: curves are calculated by DFT
and the ReaxFF force field, respectively, for wurtzite structures with two Zn
atoms substituted by Al atoms in the lattice sites. The interatomic distance
between these two Al dopants is within the third nearest neighbour range.
Both uniform expanded and distorted configurations are compared.
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Figure 7.9. Comparison of equation of state: curves are calculated by DFT
and the ReaxFF force field, respectively, for zinc blende structures with a Zn
atom substituted by an Al atom in the lattice site. Each configuration consists
of 64 atoms in total. Both uniform expanded and distorted configurations are
compared.
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Figure 7.10. Comparison of equation of state: curves are calculated by DFT
and the ReaxFF force field, respectively, for zinc blende structures with two Zn
atoms substituted by Al doping atoms in the lattice sites. Each configuration
consists of 64 atoms in total. The interatomic distance between these two Al
dopants is within the first nearest neighbour range. Both uniform expanded
and distorted configurations are compared.
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Figure 7.11. Comparison of equation of state: curves are calculated by DFT
and the ReaxFF force field, respectively, for zinc blende structures with two Zn
atoms substituted by Al doping atoms in the lattice sites. Each configuration
consists of 64 atoms in total. The interatomic distance between these two Al
dopants is within the second nearest neighbour range. Both uniform expanded
and distorted configurations are compared.
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Figure 7.12. Comparison of equation of state: curves are calculated by DFT
and the ReaxFF force field, respectively, for zinc blende structures with two Zn
atoms substituted by Al doping atoms in the lattice sites. Each configuration
consists of 64 atoms in total. The interatomic distance between these two Al
dopants is within the third nearest neighbour range. Both uniform expanded
and distorted configurations are compared.
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Figure 7.13. Comparison of equation of state: curves are calculated by DFT
and the ReaxFF force field, respectively, for zinc blende structures with two
Zn atoms substituted by Al doping atoms in the lattice sites. Each configu-
ration consists of 216 atoms in total. Both uniform expanded and distorted
configurations are compared.
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Figure 7.14. Comparison of equation of state: curves are calculated by DFT
and the ReaxFF force field, respectively, for zinc blende structures with two Zn
atoms substituted by Al doping atoms in the lattice sites. Each configuration
consists of 216 atoms in total. The interatomic distance between these two Al
dopants is within the first nearest neighbour range. Both uniform expanded
and distorted configurations are compared.
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Figure 7.15. Comparison of equation of state: curves are calculated by DFT
and the ReaxFF force field, respectively, for zinc blende structures with two Zn
atoms substituted by Al doping atoms in the lattice sites. Each configuration
consists of 216 atoms in total. The interatomic distance between these two Al
dopants is within the second nearest neighbour range. Both uniform expanded
and distorted configurations are compared.
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Figure 7.16. Comparison of equation of state: curves are calculated by DFT
and the ReaxFF force field, respectively, for zinc blende structures with two Zn
atoms substituted by Al doping atoms in the lattice sites. Each configuration
consists of 216 atoms in total. The interatomic distance between these two Al
dopants is within the third nearest neighbour range. Both uniform expanded
and distorted configurations are compared.
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Figure 7.17. Comparison of equation of state: curves are calculated by
DFT and the ReaxFF force field, respectively, for wurtzite structures with
an Al interstitial in each lattice. The configuration consists of 97 atoms in
total. Both uniform expanded and distorted configurations along difference
dimensions are compared. The non-uniform expansion along ~b axis (bottom
left) has a cleavage due to abrupt configurational variation by the distortion,
and the ReaxFF is more sensitive to such variation.
expansion along a axis, around 0.4 A˚. Whilst ReaxFF force field generates the
biggest difference from the DFT results on cohesive energy for the distorted
expansion along b axis, see Figure 7.17.
7.2.4 Al binding sites on ZnO surfaces
The binding sites and energies of single Al atom and small clusters on the
ZnO surfaces were also important for modelling the deposition events as well
as the Al surface diffusions during the growth simulation. Here, both polar
(0001¯) and non-polar (101¯0) ZnO surfaces were considered to reproduce these
energy favourable binding sites. The Al surface binding structures were fitted
against a selection of configurations that give almost all possibilities of the Al
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Figure 7.18. Comparison of Al surface binding configurations: energy data
points are calculated by DFT and the ReaxFF force field, respectively, for
wurtzite polar surfaces. The configuration consists of 133 atoms in total. One
Al atom is placed on the surface in each configuration, and these Al atoms
are likely to replace Zn atoms and occupy their lattice sites on the surface,
whereas these repulsed Zn atoms form interstitials.
adsorptions on the surfaces. The equations of state calculated by DFT and
ReaxFF force field are compared, see Figure 7.18 to 7.23.
The ReaxFF force field recreate the binding energies for different Al surface
structures with various number of Al atoms on the surface. DFT results reveal
that the Al atoms on the ZnO polar surface are likely to replace the Zn atoms
on the surface and occupy their lattice sites forming more energy favourable
structures. Whilst these repulsed Zn atoms tend to create interstitials in the
near surface area, see Figure 7.18 for examples. However, compared to other
configurations, the ReaxFF force field did not perfectly reproduce such energy
favourable structures with the replacements of surface Zn. Such Al replace-
ments were not observed for the cases of non-polar surface. Al surface binding
structures were also fitted against other DFT results, see Figure 7.21 to 7.23.
Finally, a full set of optimised parameters is shown below, see Figure 7.24.
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Figure 7.19. Comparison of Al surface binding configurations: energy data
points are calculated by DFT and the ReaxFF force field, respectively, for
wurtzite polar surfaces. The configuration consists of 134 atoms in total. Two
Al atoms are placed on the surface in each configuration, and these Al atoms
are likely to replace Zn atoms and occupy their lattice sites on the surface
forming energy favourable structures, whereas these repulsed Zn atoms create
interstitials.
Figure 7.20. Comparison of Al surface binding configurations: energy data
points are calculated by DFT and the ReaxFF force field, respectively, for
wurtzite polar surfaces. The configuration consists of 135 atoms in total. Two
Al atoms are placed on the surface in each configuration, and these Al atoms
are likely to replace Zn atoms and occupy their lattice sites on the surface
forming energy favourable structures, whereas these repulsed Zn atoms create
interstitials.
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Figure 7.21. Comparison of Al surface binding configurations: energy data
points are calculated by DFT and the ReaxFF force field, respectively, for zinc
blende non-polar surfaces. The configuration consists of 97 atoms in total. One
Al atom is placed on the surface in each configuration.
Figure 7.22. Comparison of Al surface binding configurations: energy data
points are calculated by DFT and the ReaxFF force field, respectively, for
zinc blende non-polar surfaces. The configuration consists of 98 atoms in
total. Two Al atoms are placed on the surface in each configuration.
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Figure 7.23. Comparison of Al surface binding configurations: energy data
points are calculated by DFT and the ReaxFF force field, respectively, for
zinc blende non-polar surfaces. The configuration consists of 98 atoms in
total. Three Al atoms are placed on the surface in each configuration.
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Figure 7.24. A snapshot of the ReaxFF reactive force field ‘ffield’ file with
optimised parameters used in plotting all equations of states in this chapter.
Chapter 8
CONCLUSIONS AND FUTURE
WORK
8.1 Conclusions
The main goal of this research project is to understand and investigate the ZnO
growth mechanisms by various physical vapour deposition techniques at the
atomistic scale. The surface kinetics of initial growth of ZnO has been investi-
gated. Multi-timescale modelling techniques have been applied to the growth
simulations and further investigation. Molecular Dynamics has been applied to
simulating the dynamics of successive energetic impacts within short periods of
time. With the adaptive kinetic Monte Carlo framework, non-equilibrium evo-
lutions of ZnO systems have been approached, conducting transition searchings
between external deposition events. In addition, Density Functional Theory
calculations have also been applied to assisting in the development of a new
potential for Al doped ZnO growth modelling.
For both Molecular Dynamics and the adaptive Monte Carlo techniques, the
energy potential function describing interatomic interactions plays a vital rule
for accurate simulation results. A set of potential functions have been reviewed
from perspectives of functionalities for different types of material modelling.
A potential function is fitted with key benchmarks in mind, calculated by first-
principle methods. However, some fundamental physics can only be described
by certain types of models, not refined parameters.
The diffusions of the system between depositions are determinant to the ki-
netics of ZnO surface reactivity. To implement the transition searching, a
subsystem known as defect volume has to be built so as to save some com-
putation time rather than considering the full system. The construction sur-
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rounds an identification of site of interest. Such site can be a typical point
defect, particular atomic species or even the whole new particles added to the
system. The defect can be identified according to the coordination number or
comparison to a reference structure. Both types of identifications have pros
and cons during the early and late stage of the simulation works. The iden-
tification by coordination number is a preferable choice as in most cases the
reference comparison can lead to the degrees of freedom unexpectedly huge,
thus a greater chance the transition searching failed. Many sampling bonds
break and reform during the searchings who employ reference structures.
Reuse of transition searching results is another means to save computational
resource in cases of repetitive searching jobs for the same state that has been
visited by the system. What the most significant requirement the reuse needs
during a ZnO growth simulation is a hashkey generated by an external linked
library called ‘NAUTY’. The hashkey is used prior to the reuse of transitions
in order to identify the states that have been searched before. To use the
hashkeys for identification work, the effects of periodic boundary conditions
need to be removed from a defect volume, that is, the atoms in the subsystem
should be correctly wrapped to a single direction across the volume, otherwise,
problems like duplicate hashkeys for the same state emerge, preventing further
reuses.
A persistent difficulty that undermines the efficiency of the adaptive kinetic
Monte Carlo techniques is a huge pool of states connected by low-energy bar-
riers exists in a defect volume, whilst net diffusions rarely occurs. It is seen
in our simulation results that single atoms or string-like clusters are likely to
diffuse forth and back among certain sites crossing low activation barriers.
A possible solution to this problem is to implement such pool of low-barrier
states with a superbasin which is used to integrate all these high-frequency
states into a whole connecting matrix. A mean rate method is utilised to com-
plete the integration as well as occupancy time estimating.
This project of ZnO thin film growth simulations has explored a variety of
causes of defective thin films. Defects created by single depositions has been
analysed in perspectives of different deposition species and energies. Potential
optimal deposition energy for ZnO thin layer growth has been given, around
10 eV. Surface kinetics during energetic impacts have also been discussed that
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it is seen oxygen molecules have been created during an incidence and finally
escaped the system leaving oxygen vacancies.
Large surface defects are shown to influence the initial growth phases by differ-
ent deposition techniques. For evaporation depositions, a triangular stacking
faults area evolves from a defective pit region are observed frozen in newly
formed layers. Sputtering depositions are able to get rid of these holes, thus
preventing further stacking faults, but generates more oxygen deficiency. Sep-
arated pulsed laser depositions can easily erode the polar ZnO wurtzite (0001¯)
surface. In general, the sputtering techniques providing with higher deposition
energies have been justified to grow denser and better thin films. However, the
oxygen deficiency may pose huge influence for a long-term growth. A possible
solution to this is to accompany the growth with enhanced oxygen plasma
which compensate the surface with oxygen species, arriving at low energies
(<1eV) but in relatively high intensities.
One of the main goals was to include the Al doping effects to the ZnO thin
film growth. In order to achieve this, a new empirical potential needs to be
fitted against important properties obtained by both experimental and first-
principle calculations. In this project, a new ReaxFF reactive force field has
been fitted to a sufficient number of Al doping configurations calculated using
Density Functional Theory. A software package has been built for the fitting
work employing both modified Simulated Annealing sampling and Powell’s
method. The Simulated Annealing algorithm generates random walk in the
high-dimension phase space of parameters, doing a Markov chain Monte Carlo
sampling. The Powell’s method optimises the parameter phase space more
closely to a local minimum error state. Inherited from the existing ReaxFF
parameters for ZnO, fitting parameters for Al-Zn binary system are first to be
anchored, and then rest of the many-body terms are fitted with these fixed
two-body parameters. Sets of optimised parameters for the ZnO:Al growth
have been generated in timely manners and further tests are being conducted.
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8.2 Suggestions for Future Work
The efforts will continue to focus on how the doping particles affects the ZnO
thin film growth and its defects formation, since the wide application of doped
semiconducting material in the industry of photovoltaics. Based on this topic
of interest, many aspects of this work could inevitably form the fundamentals
of future investigation, particularly in terms of modelling methodology.
The adaptive kinetic Monte Carlo technique is currently in a state of con-
stant improvement. For the thin film growth simulations, identifying active
sites of defect volumes for transition searching is always determinant. So far,
there is no best-efficiency algorithm to conduct the work. Although atomic
coordination number has been proposed better than the identification by a ref-
erence, such method could be unexpectedly time-consuming, particularly for
long-term thin film growth simulations and growth in more amorphous struc-
tures. Also, a set of criteria of terminating the searching jobs is not rigorously
clear. A theoretical study of this determinant issue would contribute to the
robustness of the methodology.
A related problem is the smoothness of potential energy surface which may
fail many transition searching techniques. Many factors could introduce non-
smoothness of the energy surface given by a potential function, for example
some complicated charge calculations. Therefore, two aspects could be con-
sidered to make improvement: (1) smooth the potential energy surface with
alternative modelling methodology and (2) come up with new searching tech-
niques adapted to the noisy energy surface.
Moreover, the acceleration by the superbasin method can be problematic as
there is no correct distribution of energy barriers that arise from those high-
frequency basin states, only average times are computed using the mean rate
method. Therefore, real dynamics of a system staying in a basin is not cor-
rectly simulated but average occupancy times spent in each basin state before
escaping via a net diffusion.
Some recently proposed long timescale dynamics methods could be used as
a comparison to the adaptive kinetic Monte Carlo techniques. Some acceler-
ated MD methods that can be efficiently parallelised are of particular interest,
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such as parallel trajectory splicing [80] and speculatively parallel TAD [81].
These new techniques could resolve more detailed diffusions of defects and
their effects to the initial growth without searching transitions and approxi-
mating escaping frequencies, though the timescale achieved is still not com-
patible with the adaptive kinetic Monte Carlo.
Last but not least, a crucial difficulty for the parameter-based empirical mod-
elling is that a potential function can only reproduce configurations that have
been used to fit the model in the first place. Such difficulty could stand out
for modelling the doping effects which requires large bulk of environment to
mimic electrostatic effects to the dopants as well as charge transfer. Moreover,
the kinetics of dopants during the growth can be fairly complex that the lim-
ited number of static fitting configurations may never emphasise. Therefore,
more general techniques that take electronic structure into account should
be considered for the doping effects modelling. Hybrid Quantum Mechan-
ics and Molecular Mechanics (QMMM) technique could be the method of
choice for modelling the doped ZnO thin film growth at an early stage. The
method treats active sites quantum mechanically, where possible diffusions of
defects and dopants take place, and treats the surroundings more classical
mechanically to simulate long range effects, such as electrostatics and Van
der Waals [130, 131]. This will give a better description to the interaction
of dopants and their environments without painstakingly fitting a potential
function which may still fail to include many subtleties.
For the application of the methodology, one could test the effects of incidence
angles on surface growth dynamics in both short term (MD) and long term
(AKMC). In addition, it is worthy to simulate the growth with a thicker sub-
strate in order to compare the influence of strain response from a thiner slab
when consistent energetic impacts pose onto the surface. Regarding modelling
different deposition techniques, more categories of techniques could surely be
modelled by just changing associated deposition parameters. What is more
interesting is to include the plasma deposition effects into the ZnO growth
modelling to investigate whether or not the oxygen deficiency relieves and
more surface kinetics.
Besides the thin film growth simulations, the adaptive kinetic Monte Carlo
techniques have some other applications to prolong the timescale of the mod-
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elling work, such as protein false folding, adsorption and diffusion activities
in catalytic zeolites, molecular sieves and nuclear waste encapsulation. There-
fore, the diversity of applications for the adaptive kinetic Monte Carlo is huge
and has been approached in a large number of scientific fields and industries
including catalytic, biochemical and nuclear. With more accurate description
of interatomic interactions as well as further Monte Carlo accelerations, the
span of potential applications would only increase.
Appendix A
APPENDIX
A.1 Derivation of Conjugate Gradient Method
The undergraduate lectures, unfortunately, could rarely tell the fundamentals
behind the Conjugate Gradient method (CG) but a set of tedious minimisation
routines. The discussion here will focus on how the CG might have been in-
vented in the very first place, since the wide application of this method in this
project. The discussion will also help understand most of the transition/saddle
searching techniques used in this research project. A good introduction by
J.Shewchuk is immensely recommended [70].
Conjugate Gradient Method is the most important iterative method for solv-
ing linear system. Quadratic form, in this section, will be used to explain
the methods of steepest descent (SD), conjugate directions and conjugate
gradients (CG). CG is effective for solving large linear systems of the form
Ax = b where x is an unknown vector, b is a known vector, and A is a known,
square, symmetric, positive-definite (or positive-indefinite) matrix. Most it-
erative methods are memory-efficient and run quickly with (sparse) matrices.
For an application example, charge equilibration employs CG method to solve
the EEM linear system as discussed in the section 2.4.4.
The gradient is a vector field that, for a given point x in the phase space, points
to the direction of greatest increase of the corresponding quadratic function
form f(x) = 1
2
xTAx−bx+c. The gradient is f ′(x) = 1
2
ATx+ 1
2
Ax−b, and if A
is symmetric, this equation reduces to f ′(x) = Ax− b. If A is not symmetric,
CG solves the system 1
2
(AT +A) = b for its stationary point. Note 1
2
(AT +A)
is symmetric. With the gradient set to zero, the first equation is obtained,
the linear system. Thus, solving the linear system is equivalent to solving the
stationary point of the quadratic form f(x), i.e. solution to the linear system
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is the stationary point of the corresponding quadratic form. In other words,
this linear system can be solved by finding a x that minimises f(x).
Let A be a symmetric positive definite matrix and y be an arbitrary point
in the phase space and x = A−1b is the solution to the linear system, then we
have
f(y) = f(x) +
1
2
(y − x)TA(y − x). (A.1.1)
So if A is symmetric and positive-definite, then the solution x to the linear
system is a global minimum of the quadratic form f(x). If A is not positive
definite, there are other possibilities, such as, negative definite (the upside-
down case), positive-indefinite in which case the solution is not unique; the
solutions form a line or hyperplane providing unique values for the quadratic
form. If solution to A is none of these 3 cases above then it is a saddle point,
and minimisation methods like CG fails to find it. However, saddle points are
valuable for transition searching on an energy hyper surface since the chemical
kinetics follows the transition path where a system from a local energy min-
imum state crosses an activation barrier to locate another energy favourable
state. Such activation barriers are anchored by local saddle points due to tran-
sition state theory [88].
A.1.1 Steepest Descent Method
The basic idea of Steepest Descent method is the initial point x0 starts at an
arbitrary position and chooses the direction in which f decreases most quickly,
which is the direction opposite the gradient, −f ′. So in this way, the system
gradually slides down to a minimum state x. A series of steps are taken during
the process, x0, x1,... until the point is close enough to the minimum.
Some definitions are need to be introduced for the following explanations.
The error, ei = xi − x, is a vector that indicates how far current position xi
from the solution. The residue, ri = b − Axi, indicates how far the product
from the correct vector of b. So it can be deduced that ri = −Aei and more
significantly ri = −f ′(xi), i.e. the residue at each step indicates the direction
of steepest descent.
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So the next position following steepest descent direction becomes
xi+1 = xi + αiri, (A.1.2)
where αi is the step size of line search along current steepest descent direction
ri; ideally a step size αi needs to be determined to minimise f along direction
ri. αi, therefore, is one stationary point along the parabola f(xi + αri), and
thus we have f ′(xi+1)T ri = 0, which means the line search finished at the
point where gradient is orthogonal to the search direction. From the fact that
riri+1 = 0, one can show that
αi =
rTi ri
rTi Ari
. (A.1.3)
Putting all together we have the algorithm as following:
ri = b− Axi, (A.1.4)
αi =
rTi ri
rTi Ari
, (A.1.5)
xi+1 = xi + αiri. (A.1.6)
Multiplying both side by −A and plus b we obtain
ri+1 = ri − αiAri,
by which we eliminate one of the two matrix-vector multiplications and save
some computational cost.
However, such derivation holds only for ideal quadratic cases. For practi-
cal applications we cannot always compute the line search step size α exactly
the way show above nor guarantee that the gradient is normal to the search
direction for next position xi+1 but apply some empirical step size values that
allow the system gradually slide down to the minimum state and locate the
point where the gradient vanishes.
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A.1.2 Eigenvectors and Eigenvalues
The iterative methods often depend on repetitively applying a matrix to a
vector. Let A be such matrix and v and λ are eigenvector and eigenvalue of
A, respectively. If the eigenvalue |λ| < 1, then Anv = λnv will vanish as n
approaches infinity. If |λ| > 1, then Anv = λnv will grow boundlessly.
One critical application of eigenvectors is to rewrite an vector as the sum
of eigenvectors whose behaviour has been known. Assume a set of eigenvec-
tors {vi} forms a basis of a space as symmetric A has N eigenvectors that are
linearly independent. Then an arbitrary vector in this space can be expressed
as a linear combination of these eigenvectors, and one can examine the effect
of matrix A on each eigenvector separately,
Anx =
∑
Anaivi =
∑
aiλivi.
This is why the spectral radius of a matrix, ρ(A) = max|λi|, is crucial to
numerical analysis.
A.1.3 Application of Eigenvectors: Convergence Analysis of Steepest
Descent and Transition Minimum Energy Paths
First consider the case where the ith searching point is along an eigenvector,
i.e. ei is an eigenvector, with eigenvalue λe. Then the residual ri = Aei = λeei
is also an eigenvector. From Steepest Descent algorithm we have
ei+1 = ei − r
T
i ri
rTi Ari
ri = ei − r
T
i ri
λerTi ri
λeei = 0.
So it takes only one step to converge to the exact solution.
One can prove that if A is symmetric, there exists a set of orthogonal eigenvec-
tors of A that span the whole space. Thus we can build a set of eigenvectors
that
vTj vk =
0, if j 6= k,1, if j = k.
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Again, rewrite the error term as the sum of these eigenvectors
ei =
∑
akvk,
where ak is the length of each component for ei, then the following identities
can be easily deduced
ri = Aei =
∑
akλkvk,
||ei||2 = eTi ei =
∑
a2k,
eTi Aei = (
∑
akv
T
k )(
∑
akλkvk) =
∑
a2kλk,
||ri||2 = rTi ri =
∑
a2kλ
2
k,
rTi Ari =
∑
a2kλ
3
k.
Now consider the case where ei is arbitrary but all the eigenvectors have a
common eigenvalue λ,
ei+1 = ei − r
T
i ri
rTi Ari
ri = ei −
∑
a2kλ
2
k∑
a2kλ
3
k
ri = ei − λ
2
∑
a2k
λ3
∑
a2k
(λei) = 0.
So, once again, there is an immediate convergence.
For more general convergence analysis we take the energy norm ||e||A =
(eTAe)1/2 into consideration as we have shown that minimising f(xi) is equiv-
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alent to minimising ||ei||A. With this norm, we have
||ei+1||2A = eTi+1Aei+1
= (eTi + αir
T
i )A(ei + αiri)
= eTi Aei + 2αir
TAei + α
2
i r
T
i Ari
= ||ei||2A + 2
rTi ri
rTi Ari
(−rTi ri)+ ( rTi rirTi Ari
)2
rTi Ari
= ||ei||2A −
(rTi ri)
2
rTi Ari
= ||ei||2A
(
1− (r
T
i ri)
2
(rTi Ari)(e
T
i Aei)
)
= ||ei||2A
(
1− (
∑
a2kλ
2
k)
2
(
∑
a2kλ
3
k)(
∑
a2kλk)
)
≤ ||ei||2A
(
1− (κ
2 + µ2)2
(κ+ µ2)(κ3 + µ2)
)
where κ = λmax/λmin ≥ 1, the ratio of the largest to the smallest eigenvalue,
and .
Another application of eigenvector is to the transition path searching al-
gorithms. A local minimum state on the energy hyper surface can be approx-
imated by a quadratic form if the local Hessian is given. According to the
Transition State theory [88], the transition pathway connecting two adjacent
minimum states traverses a rank-one saddle point. The negative eigenvalue
associated to this saddle point is the curvature of the energy function along the
corresponding eigenvector. A transition occurring in a system should follow
a certain pathway by which the energy cost is at its minimum, i.e. the min-
imum energy path. Therefore, the direction of the eigenvector at the saddle
point is supposedly parallel to the minimum energy path (MEP). For most of
the transition searching algorithms, particularly those single ended methods,
e.g. dimer method [89] and minimum mode algorithm [75], the transition path
is searched by approximating to the eigenvector corresponding to the lowest
eigenvalue, without calculating the Hessian. The dimer method minimises the
energy of the dimer system to approximate the MEP, whilst the minimum
mode algorithm applies Lanczos algorithm [91] to locate the MEP. More dis-
cussions will be given in the Chapter 3.
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A.1.4 Conjugate Gradients Methods
The fundamental idea of CG methods comes from the facts that for SD
method, the searching directions are always repeated, which is considered not
highly efficient. It is better to find a set of searching directions {dk} that are
taken only once - this needs the algorithm to eliminate the searching space
where previous directions are not even partially contained in remaining error
space; equivalently, the error term after the i+1-th searching step, ei+1, should
be orthogonal to previous searching directions.
Following the same scheme of descent directions, (di, f
′
i) < 0, used in SD,
we can think of deriving this method from the fact that ei+1di = 0; no repeti-
tions of previous directions. Note this is equivalent to (ei + αidi)di = 0. As a
result we have αi = − e
T
i di
dTi di
, which actually gives nothing progressive since ei is
not known, otherwise, the problem has already been solved.
This tells us the straightforward orthogonality works poorly when we are try-
ing to eliminate those previous search directions. For this reason we introduce
the concept of A conjugacy that if a set of vectors {dk} are A conjugate then
didj =
0, if i 6= j,1, if i = j. (A.1.7)
Now let the error space ei+1 and latest searching direction di be A conjugate
and suppose we already have a set of A conjugate searching directions {dk}.
From these requirements, it can be deduced that diAei + αidiAdi = 0. Thus,
we have
αi = −diAei
diAdi
=
diri
diAdi
. (A.1.8)
Not coincidentally, the A conjugacy between error space ei+1 and current
search direction di is equivalent to locating the minimum along di at each
iteration since d
dα
f(xi+1) = f
′(xi+1)di = ri+1di = −diAei+1 = 0.
In order to find such a group of A conjugate searching directions, we can apply
a conjugate Gram-Schmidt process, starting from a set of linear independent
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directions {uk}, to construct those searching directions as following,
di = ui +
i−1∑
k=0
βi,kdk. (A.1.9)
So the new searching direction di is built solely based on the information
of previous directions dj’s with some additional independent linearity from
ui. The set of searching directions gradually expand the whole space without
steping back in previous ones. By adding the A conjugacy requirement, with
dj (j < i) the coefficient βi,k can be determined by
djAdi = djAui +
i−1∑
k=0
βi,kdjAdk. (A.1.10)
Therefore, a set of A−conjugate searching directions can be achieved with
βi,j = −djAui
djAdj
. (A.1.11)
However, such method of conjugate directions is of few applications, since for
the construction of searching directions it needs O(n3) operations to finish the
calculations of βi,j’s and requires the storage of all previous searching direc-
tions. Fortunately, the emergence of conjugate gradients method, a method of
conjugate directions, cured such disadvantages.
Now, let us pause a little bit thinking about the derivation of method of
conjugate directions. For a linear case, we need the searching directions taken
only once and always exploring, so the error space, e0, is exactly expanded
by these searching directions. Along each searching directions, because we
need the line search to optimise the target function, an A conjugacy relation
between the direction and the left error space is established, i.e. diAei+1, thus
those searching directions are A conjugate. Based on these factors, the Gram-
Schmidt conjugacy method looks quite natural.
Nonetheless, the key points to understand such method is that conjugate di-
rection method is equivalent to orthogonal direction method performed on a
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stretched space. Also it can be shown that
ei = e0 +
i−1∑
k=0
αkdk =
n−1∑
k=0
−αkdk +
k=0∑
i−1
αkdk =
n−1∑
k=i
αkdk, (A.1.12)
so the searching directions indeed expand the whole error space, and the solu-
tion is found right in n steps for linear case. From analysis of this error space
we can derive the method of conjugate gradients.
To show the fact that the error space is solely composed of conjugate directions
and the solution is found at nth step, is equivalent to proving that en = 0 in
this linear case, which means, from equation A.1.12, if we can find a linear
combination of the conjugate searching directions for e0 then the problem is
done. Now, let
e0 =
n−1∑
k=0
γkdk, (A.1.13)
and the resolution depends on whether or not a set of coefficient γk’s can be
determined. Again by the conjugacy we have
djA(e0 +
j−1∑
k=0
αkdk) = γjdjAdj, (A.1.14)
Thus,
γj = − djrj
djAdj
= −αj. (A.1.15)
Equipped with A conjugacy property, the error space consists of conjugate
searching directions only. Hence, for i < j, we have
−diAej = −
n−1∑
k=j
γkdiAdk (A.1.16)
dirj = 0 (A.1.17)
The physical interpretation of this equation is that suppose we start a line
search at a point xi, as we are locating the minimum along this direction, the
searching line will be tangent to a contour of convex function, and the tangent
point will be the minimum solution. So it is natural to have a residual at
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starting position of next step ri+1, reverse of the gradient, perpendicular to
our searching direction di. Furthermore, the new residuals are also orthogonal
to previous ui’s as the descent direction will never step back to the former
ones. For i ≤ j we have
dirj = uirj +
i−1∑
k=0
βi,kdkrj (A.1.18)
dirj = uirj. (A.1.19)
At this moment we are prepared to derive the method of conjugate gradients.
A major advantage of CG is the simplified calculation for β. In order to reduce
the number of operations on calculating βi,k, we now let {ui} = {ri}. The ri’s
are generated on-the-fly as the system sliding down to its minimum, and linear
independence of these residuals, i.e.
rirj = 0, if i 6= j, (A.1.20)
is guaranteed by both relation A.1.17 and A.1.19 and the initial condition that
d0 = r0.
An interesting property of conjugate direction methods is that each new resid-
ual ri is just a linear combination of the previous residual and Adi−1 as
ri+1 = −Aei+1
= −A(ei + αidi)
= ri − αiAdi.
(A.1.21)
Hence, we have an induction that
di+1 = ri + αiAdi +
i∑
k=0
βi+1,kdk,
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for which the searching directions are built only depending on former ones.
Since d0 = r0, with the definition of Krylov subspace,
Di = span{d0, d1, d2, ..., di−1}
= span{d0, Ad0, A2d0..., Ai−1d0}
= span{r0, Ar0, A2d0, ..., Ai−1r0}
the next residual ri+1 is A orthogonal to Di. So the Gram-Schmidt conjugation
becomes easy; recall from equation A.1.11, βi,j = −djAri/djAdj (j ≤ i− 1),
it can be simplified as following,
rirj+1 = rirj − αjriAdj (by(A.1.21))
αjriAdj = rirj − rirj+1
riAdj =

1
αi
riri, if i = j,
− 1
αi−1
riri, if i = j + 1 (by(A.1.19))
0, otherwise
Therefore, the simplified βi,j becomes
βi,j =
 1αi−1 riridi−1Adi−1 , if i = j + 10, if i > j + 1 (A.1.22)
and we have deduced the Conjugate Gradient method for linear cases:
linear CG

d0 = r0 = b− Ax0,
αi =
riri
diAdi
,
xi+1 = xi + αiAdi,
ri+1 = ri − αiAdi,
βi+1 =
ri+1ri+1
riri
,
di+1 = ri+1 + βi+1di.
(A.1.23)
The application of Conjugate Gradient method to non-quadratic form (nonlin-
Section A.1. Derivation of Conjugate Gradient Method 203
ear case) needs some changes; as we do not have matrix A anymore, we cannot
use the recursive formula for the residual ri+1, we cannot calculate the search
step α the same way as well as β used for direction construction. Although a
search step αi that minimises the nonlinear function along the route di can still
ensure the gradient is orthogonal to the searching direction, for more costly
computation work, an inexact line search technique is often applied, which
efficiently provides an acceptable step length α and reduce the function to a
descent level.
In this project we were using secant line search method rather than Wolfe,
Golden Section or Newton method as it is less costly and generates lower con-
figuration energy based on ReaxFF potential, though for some rare cases it
can over shoot. For the value of β, we applied the Polak-Ribie`re formula since
it is able to guarantee a quick convergence [71],
βPRi+1 =
ri+1(ri+1 − ri)
riri
(A.1.24)
For more general case, the objective function can be very unlike to a quadratic
form, so the search direction may rapidly lose its conjugacy. Hence, it is
reasonable to restart CG for every some iterations.
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