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Abstract
The bootstrap program for 1+1-dimensional integrable Quantum Field Theories
(QFT’s) is developed to a large extent for the Homogeneous sine-Gordon (HSG) mod-
els. This program can be divided into various steps, which include the computation of
the exact S-matrix, Form Factors of local operators and correlation functions, as well
as the identification of the operator content of the QFT and the development of vari-
ous consistency checks. Taking as an input the fairly recent S-matrix proposal for the
HSG-models, we confirm its consistency by carrying out both a Thermodynamic Bethe
Ansatz (TBA) and a Form Factor analysis, which allow for extracting the main charac-
teristics of the underlying Conformal Field Theory (CFT) associated to these theories.
In contrast to many other 1+1-dimensional integrable models studied in the literature,
the HSG-models possess two remarkable features, namely the parity breaking, both at
the level of the Lagrangian and S-matrix, as well as the presence of unstable particles
in the spectrum. These features have specific consequences in our analysis which are
given a physical interpretation. By exploiting the Form Factor approach, we develop
further the QFT advocated to the HSG-models by evaluating correlation functions of
various local operators of the model. We compute the renormalisation group (RG)
flow of Zamolodchikov’s c-function and ∆-functions which carry information about the
RG-flow of the operator content of the underlying CFT and provide a means for the
identification of the operator content of the QFT. For these functions, as well as for
the scaling function computed in the TBA-context, an ‘staircase’ pattern which can be
physically interpreted, by associating the different plateaux to energy scales for the onset
of stable and/or unstable particles of the model, is found. For the SU(3)2-HSG model
we show how the form factors of different local operators are interrelated by means of
the momentum space cluster property. We find closed formulae for all n-particle form
factors of a large class of operators of the SU(N)2-HSG models. These formulae are
expressed in terms of universal building blocks which allow both a determinant and an
integral representation.
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Chapter 1
Introduction
The study of 1+1-dimensional massive quantum field theories (QFT) has turned out
to be a very fruitful research field for almost three decades. Various distinguished prop-
erties arising in the 1+1-dimensional context are responsible of this success and it is our
intention to begin this thesis by providing a very brief glimpse of them through points
I-IV:
I.Conformal invariance becomes in the 1+1-dimensional context an extremely pow-
erful symmetry [1, 2, 3, 4]. In any dimension, conformal transformations are the subset
of coordinate transformations which leave the metric invariant up to a local scale factor,
namely
gµν → eΛ(x)gµν .
However, it turns out that only in 1+1-dimensions the conformal symmetry algebra
becomes infinite dimensional, which means that there will be infinitely many conserved
quantities associated to any 1+1-dimensional conformal field theory (CFT) . Conse-
quently, conformal invariance becomes an extremely constraining requirement in the
1+1-dimensional context and many problems, which for general QFT’s can only be han-
dled with great difficulties find an exact solution within the context of 1+1-dimensional
CFT’s.
II. Although it is more restrictive for 1+3-dimensional massive QFT’s, the so-called
Coleman-Mandula theorem [5] is one of the key properties one has to appeal to
in order to unravel the origin of the distinguished features of 1+1-dimensional massive
QFT’s. The mentioned theorem was formulated and proven in 1967 by S. Coleman and
J. Mandula [5]. These authors determined (under certain assumptions) the maximum
S-matrix symmetry group associated to a 1+3-dimensional massive QFT. They found
that for any local, relativistic, massive 1+3-dimensional QFT a symmetry group, G,
containing the Poincare´ group, P, and an arbitrary internal symmetry group, I, should
necessarily be a direct product of the form
G = I ⊗ P,
Amongst all the hypothesis involved in the derivation of Coleman-Mandula theorem, it
is worth emphasising that the symmetry group G is assumed to be a Lie group whose
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generators obey a Lie algebra based on commutators. Alternatively, the theorem can
be formulated by stating that, under the mentioned assumptions [5], space-time and
internal symmetries can not be combined in any but a trivial way for 1+3-dimensional
massive QFT’s.
III. As mentioned above, the Coleman-Mandula theorem explicitly refers to the 1+3-
dimensional domain. Nonetheless it has also a crucial counterpart in the 1+1-dimensional
context. The result we are referring to can be formulated in very close spirit to the
Coleman-Mandula theorem: the combination of space-time and internal symmetries in
a non-trivial way is possible for 1+1-dimensional massive QFT’s. Equivalently, in 1+1-
dimensions and assuming a purely massive particle spectrum, the existence of conserved
quantities different from the energy, the space momentum, and the charges associated
to internal symmetries does not force the S-matrix to be trivial. However, the S-matrix
is constrained in a very severe way whenever the mentioned additional symmetries are
present in the theory. In that case, the corresponding QFT is said to be integrable and
the precise constraints we refer to are the following:
Absence of particle production in any scattering process.
‘Strict’ momentum conservation i.e., equality of the sets of momenta of incoming
and outgoing particles.
Factorisability of all n-particle scattering amplitudes into 2-particle ones.
Denoting by Sb1···bka1···an(pa1 , · · · , pan ; pb1, · · · , pbk) the scattering amplitude of a process with
n incoming particles of quantum numbers a1, · · · , an and momenta pa1 , · · · , pan and k
outgoing particles of quantum numbers b1, · · · , bk and momenta pb1 , · · · , pbk , the previous
constraints can be expressed as
Sb1···bka1···an(pa1 , · · · , pan ; pb1 , · · · , pbk) ∝ δn,k
n∏
i=1
δ(pai − pbi) ≡ Sb1···bna1···an(p1, · · · , pn),
Sb1···bna1···an(p1, · · · , pn) =
∏
i<j,l<k
Sbk,blai,aj (pi, pj).
Such severe constraints to the form of the scattering amplitudes for integrable models
were originally observed in the context of the study of various concrete 1+1-dimensional
QFT’s [6]. In particular, the investigation of these models lead the different authors to
conjecture the factorisability property mentioned above. Remarkably, a very analogous
property had been already encountered much earlier in the non-relativistic framework
(see e.g. [7]). The properties itemized above were thereafter reviewed in more generality
by R. Shankar and E. Witten [8] and by D. Iagolnitzer in [9]. The arguments presented
in those articles relied on the assumption of the presence of infinitely many conserved
quantities in the QFT, in order to derive the outlined S-matrix constraints. Later, S.
Parke refined the arguments in [8, 9] by showing in [10] that actually the presence of just
two non-trivial conserved quantities in the theory leads to the same conclusions drawn
in [8, 9]. The main arguments presented in [8, 9, 10] will be reviewed in chapter 2 of
this thesis.
9In the previous equations, the particles ai, bi, for all values of i = 1, · · · , n are particles
belonging to the same mass multiplet. The conservation of the set of momenta of in-
coming and outgoing particles still allows for a possible exchange of quantum numbers
between particles in the in- and out-states. This is possible whenever the particle spec-
trum is degenerate, namely there is more than one particle in each particle multiplet.
In that case the S-matrix is said to be non-diagonal. However, for many interesting
theories (in particular, the ones studied in this thesis) the mentioned degeneration does
not occur and the two-particle scattering amplitudes can be written as
Sbk,blai,aj(pi, pj) = δ
k
i δ
l
jSi,j(pi, pj),
which means that the corresponding S-matrix is diagonal and usually simplifies its
explicit construction.
The constraints arising from integrability are also in the origin of the so-called Yang-
Baxter [11] and bootstrap equations [12] which together with the physical requirements
of unitarity, crossing symmetry, Hermitian analyticity, and Lorentz invariance of the
scattering amplitudes [12, 13, 14, 15, 16, 17] allow in many cases for the exact calculation
of the corresponding S-matrix. The main steps involved in such a construction as well
as the nature of the properties summarised above will be analysed in detail in the next
chapter.
IV. A fundamental link between the properties stated in I and III was established by
A.B. Zamolodchikov in [18]. This result has been extensively exploited in the study
of 1+1-dimensional integrable QFT’s over the last decade and can be summarised as
follows: a 1+1-dimensional QFT may be viewed as a perturbation of a CFT by means
of a particular operator of the CFT itself. Equivalently, one could write formally the
action functional associated to a 1+1-dimensional QFT as
S = SCFT + λ
∫
d2xΦ(x, t),
for SCFT to be the action of the unperturbed CFT, λ a coupling constant and Φ(x, t)
a local field which in the ultraviolet limit corresponds to a local field of the CFT. In
this fashion the unperturbed or underlying CFT is recovered in the ultraviolet limit
of the perturbed CFT. Equivalently, the perturbation of the CFT breaks the original
conformal invariance by taking the CFT away from its associated renormalisation group
critical fixed point. Nonetheless, being the original conformal invariance extremely pow-
erful it is to be expected that it has some ‘remaining’ counterpart in the massive QFT.
Indeed, it was proven in [18] that for suitable choices of the perturbing field (we will see
what this means in the next chapter), we will end up with a massive QFT which is not
conformally invariant but still possesses an infinite number of conserved quantities and
is therefore integrable in the sense of III. In order to prove the integrability of the model
at hand, those conserved quantities can be explicitly constructed by doing perturbation
theory around the original CFT or their existence may be proven by appealing to the
so-called counting-argument presented in [18].
As a summary of the previous points I-IV, let us consider a 1+1-dimensional CFT
for which, if we are fortunate, a lot of information will be available. We may perturb it by
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means of a certain local field of the CFT itself and construct this way a 1+1-dimensional
massive QFT. Thereafter, by exploiting the methods mentioned in IV, we might be able
to establish whether or not the perturbed CFT is integrable. In case the answer is
positive the properties stated in III are automatically fulfilled namely, the latter QFT
will be described by a factorisable S-matrix and there will be no particle production
in any scattering process. Furthermore, the scattering amplitudes are forced to satisfy
other requirements already mentioned in III, which may allow for the exact construction
of the S-matrix associated to the massive QFT by carrying out the so-called bootstrap
program [12]. It is important for later purposes to mention that, the outlined procedure
often involves certain assumptions and ambiguities which are ultimately justified by the
self-consistency of the results obtained. An example of the former is the extrapolation
of semi-classical results to the QFT and, concerning the latter, any S-matrix proposal
will be always determined up to certain factors, the so-called CDD-factors [19]. These
factors are functions which do not add any physical information to the S-matrix proposal
and satisfy trivially all the requirements summarised in III.
In the light of the previous observations, once a certain S-matrix has been constructed
by means of the bootstrap program and assumed to describe the scattering theory as-
sociated to a certain 1+1-dimensional integrable QFT, it is highly desirable to develop
tools which allow for consistency checks of this S-matrix proposal, that is, approaches
which permit a definite one-to-one identification between the S-matrix constructed and
the particular QFT under consideration. If the massive QFT has been constructed along
the lines summarised in the preceding paragraph, its ultraviolet limit should lead to the
original unperturbed CFT, whose main characteristics are
Virasoro central charge
Conformal dimension of the perturbing field
Local operator content
Therefore, having a certain perturbed CFT at hand, for which an S-matrix proposal has
been constructed, we want to develop methods which taking this S-matrix proposal as
an input allow for checking if it really corresponds to the specific massive QFT under
study. Moreover, since the massive QFT has been constructed as perturbed CFT, such
consistency checks may exploit the knowledge of the characteristics of the underlying
CFT itemized above. These sorts of tools or approaches are commonly referred to
as Bootstrap methods [12]. Amongst them, the thermodynamic Bethe ansatz
(TBA) originally proposed by C.N. Yang and C.P. Yang in [20] and formulated in the
present form by A.B. Zamolodchikov [21], and the form factor approach, pioneered in
the late seventies by the Berlin group of the Freie Universita¨t [22], constitute prominent
examples. The purpose of the work presented in this thesis will be the application of
these methods to the study of a concrete family of 1+1-dimensional massive integrable
QFT’s together with the further investigation of the mentioned approaches themselves.
We do not want to describe in detail now the formulation of these two approaches,
which will be done in subsequent chapters. Nonetheless, it is worth noticing here that
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both the TBA- and form factor approach take as an input the knowledge of the ex-
act S-matrix associated to a certain 1+1-dimensional QFT and allow in principle for
computing both the Virasoro central charge of the underlying CFT and the conformal
dimension of the perturbing field. Moreover, in the TBA-context, the finite size scal-
ing function [23] can be computed (usually numerically). The latter function can be
understood for unitary CFT’s as a sort of ‘off-critical’ Virasoro central charge which
measures the amount of effective light degrees of freedom present in the theory at each
energy scale. Such a function has a counterpart which is expressible in terms of corre-
lation functions involving different components of the energy momentum tensor and is
known as Zamolodchikov’s c-function [24]. It carries the same physical information
as the finite size scaling function and both functions turn out to be qualitatively very
similar, despite the fact, that their precise relationship is still an outstanding problem.
The computation of Zamolochikov’s c-function will be possible within the form factor
framework, since the knowledge of the form factors associated to a certain local operator
allows for the computation of its two-point correlation function.
Moreover, it must be emphasised that the form factor approach goes, at least at
present, beyond the previous applications and, in contrast to the TBA-analysis, allows
also for the further development of the QFT advocated to a certain model. In particular,
as noticed above, the knowledge of the form factors associated to any local operator of
the QFT allows for the computation of correlation functions involving such operator.
The latter use of form factors can be exploited, for instance, in re-constructing at least a
large part of the local operator content of the underlying CFT (apart from the perturbing
field) by assuming a one-to-one correspondence between the local operator content of the
unperturbed and perturbed CFT. Such correspondence can be established by evaluating
the ultraviolet conformal dimensions of local operators of the massive QFT, that is, the
conformal dimensions of those primary fields of the underlying CFT which are identified
as their counterpart in the UV-limit. In order to carry out this identification we can
consider the UV-limit of the two-point functions of local operators of the QFT, and
extract thereafter the associated conformal dimension. Alternatively, in the form factor
framework, ∆-sum rules, like the one proposed in [27] which requires the knowledge
of the two-point function of the local operator at hand and the trace of the energy
momentum tensor, can be numerically evaluated for the ultraviolet conformal dimensions
of certain local fields of the QFT.
The identification of the conformal dimensions of certain local operators of the un-
derlying CFT, different from the perturbing field, can also be carried out in the TBA-
context. This requires the re-formulation of this approach in order to extract the energies
of excited states of the QFT, instead of the ground state energy available in the standard
TBA-framework. These energies can be related thereafter to the conformal dimensions
of certain operators of the underlying CFT. Work in this direction was first carried out
in [25], where models whose ground state becomes degenerated for large volume were
studied. Later in [26], the energies of excited states have been found to be obtainable via
the analytical continuation to the complex plane of the parameters entering the stan-
dard TBA-equations. Unlike as in the form factor context described above, the latter
“excited TBA” analysis still does not provide a direct mechanism which allows for
matching the operator contents of the perturbed and unperturbed CFT. Instead, this
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analysis allows, in principle, for reconstructing the Hilbert space of the theory at differ-
ent energy scales (system sizes), providing therefore a map between energy eigenstates in
the UV- and IR-limits. In the form factor context, the ∆-sum rule proposed in [27] can
be modified by introducing a dependence on the RG-parameter, as shown in [28] in such
a way that we can now reconstruct the operator content of the theory at different energy
scales, as we show in particular for the HSG-models in this thesis. In that context,
we will compute quantities which we could name as “off-critical” conformal dimensions
∆(r), whose variation in terms of the RG-parameter from the UV- to the IR-regime,
reproduces the renormalisation group flow of the operator content of the theory in terms
of the RG-energy scale.
Having now introduced the main ideas entering the study we will present in this
thesis, what is left is the description of the concrete theories for which the TBA- and
form factor analysis will be carried out. These theories are particular examples of the
large family of Toda field theories [29] which arise as field generalisations of one
of the simplest classically integrable models: the Toda lattice [30, 31]. The Toda
lattice is a discrete mechanical system consisting of a set of n particles located along
a line and characterised by non-linear interactions. In fact, as shown in the picture at
the end of this chapter, it is usual to distinguish between the Toda lattice and Toda
molecule, to indicate that in the n-particle system mentioned above the two particles on
the extremes are coupled to a solid wall (lattice) or that this wall is ‘taken to infinity’
(molecule) and, in that sense, there are no boundaries1. A precursor of these models
was studied by E. Fermi, J. Pasta and S. Ulam in [32] in the course of a numerical
simulation to study heat conductivity in solids and their field generalisations gave rise to
the large family of theories whose main features shall be itemize below. The mentioned
generalisation is carried out by adding to the original discrete coordinates qi(t), i =
1, · · · , n, a space dependence of the form qi(x, t). Thereafter, the latter functions can
be naturally arranged into a field, h(x, t) which takes values in a certain Lie algebra, g.
If the field takes values in the Cartan subalgebra of g, the corresponding theories are
known as abelian Toda field theories. These theories have been extensively studied
in the literature and can be further classified into the three following groups:
If the Lie algebra g is finite, the corresponding abelian Toda field theories are known as
conformal Toda field theories [29]. As their name indicates, they are conformally
invariant. The simplest example of this type of theories is Liouville’s theory.
If the Lie algebra is an affine Kac-Moody algebra (affine extension of g without central
extension), the resulting theories are known as affine Toda field theories (ATFT).
These are massive QFT’s which may be understood, following point IV, as perturba-
tions of the class of conformally invariant models introduced in the previous paragraph.
Amongst these theories, we encounter two very different groups depending whether the
associated coupling constant, β is real or purely imaginary. In the former case, the
corresponding models do not possess solitonic solutions at classical level and their de-
scription, although well established in the infrared limit, is problematic in the ultraviolet
1Notice that the reference to boundaries we make here must be understood as we just explained.
Therefore there is no relation to boundary integrable QFT’s.
13
regime. These theories constitute examples of 1+1-dimensional QFT’s which have been
most extensively studied in the literature, first on a case-by-case basis, both for simply
laced Lie algebras [33, 34, 35, 36, 37] and for the non simply-laced case [38]. Eventually,
universal representations for the S-matrices valid for all simply laced ATFT’s with real
coupling constant in form of hyperbolic functions [39] and integral representations valid
for all ATFT’s [40, 41] based on purely algebraic quantities, were formulated thereafter
(see also [42]). However, a rigorous proof of the equivalence between the S-matrix repre-
sentation in terms of hyperbolic functions and the integral representation for all ATFT’s
was first carried out in [41]. The simplest example of ATFT’s is the sinh-Gordon model
[43, 44]. Concerning ATFT’s associated to purely imaginary coupling constant, one of
its most relevant features is the existence of solitonic solutions. The infrared description
of such theories involves in general non-unitary S-matrices but their ultraviolet limit is
better established than for the ATFT’s with real coupling constant mentioned before.
The simplest and best known example of this class of models is the sine-Gordon model
(SU(2)-ATFT) even though scattering matrices corresponding to other choices of the
Lie algebra have been also constructed in [45].
Finally, the last example of abelian Toda field theories are the so-called conformal
affine Toda field theories [46], which may be obtained from the affine Toda field
theories by introducing auxiliary fields η, µ in order to restore conformal invariance.
They can also be defined as those conformal theories whose spontaneous symmetry
breaking leads to the affine Toda field theories defined above.
On the other hand, when the field h(x, t) takes values in a non-abelian Lie algebra g, a
new rich family of models emerges. These models are known as non-abelian Toda field
theories (NAAT) [47] and a particular subset of them will be the final object of our
study. The NAAT-theories were originally constructed as non-abelian generalisations of
the abelian Toda field theories described above. Such a generalisation can be carried out
in different ways. The original construction due to A.N. Leznov and M.V. Saveliev (see
first reference in [47]) associates different types of equations of motion to each possible
embbeding of sl(2,C) into the non-abelian Lie algebra g. However, a systematic and
more general description of the NAAT-theories was carried out in the two last references
in [47] and in [48]. The mentioned construction associates different types of equations
of motion to each possible gradation of an affine Lie algebra gˆ associated to a finite
semisimple Lie algebra g. This gradation is induced by a finite order automorphism of
g, usually denoted by σ [48]. However, it is worth mentioning that the explicit use of
affine Lie algebras is not needed but when one attempts to explicitly construct higher
spin conserved quantities.
Although all NAAT-theories are classically integrable, it was shown in [48] that at
quantum level only two particular subsets of NAAT-theories can be associated with
unitary and massive QFT’s. These two families of theories were named in [48] as
homogeneous sine-Gordon models (HSG) and symmetric space sine-Gordon
models (SSSG). The latter two subsets of NAAT-theories are of special interest since,
remarkably, they simultaneously possess classical solitonic solutions, their ultraviolet de-
scription is well established and they are expected to admit also an infrared description
in terms of unitary S-matrices, which have been explicitly constructed in [51] for the
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HSG-models corresponding to simply-laced Lie algebras.
The HSG-models have been studied to quite a large extent by members of the Theory
group of the University of Santiago de Compostela (Spain) along the last years [48, 49,
50, 51, 52, 53]. This study gave rise ultimately to an S-matrix proposal for all the HSG-
models associated to simply-laced Lie algebras [51] which constitutes the starting point
of the whole analysis presented in this thesis. The development of consistency checks
for this S-matrix proposal has been one of the main aims of the work presented here.
The action associated both to the HSG- and SSSG-models may be written in the
general form
S = SWZNW +
m2
πβ2
∫
d2x 〈Λ+, h†Λ−h〉,
where the first term is the action of a Wess-Zumino-Novikov-Witten (WZNW) [57, 58]
coset model, associated to a coset of the general form G0/U(1)
p. G0 is the Lie group
associated to a compact finite and semisimple Lie algebra g0 ⊂ g and p is an integer
whose value depends on the particular type of theories under study. The WZNW-models
[57, 58] are conformally invariant theories so that the HSG- and SSSG-models may be
understood as perturbed CFT’s in the sense described in IV. The perturbing field is
identified in that case to be Φ = 〈Λ+, h†Λ−h〉 where Λ± are two semisimple elements of
g and 〈 , 〉 denotes a bilinear form in g.
For the HSG-models g0 = g and the integer p equals the rank of the Lie algebra g,
which we will denote by ℓ. Therefore, they are perturbations of WZNW-coset models
associated to cosets of the form Gk/U(1)
ℓ which are also known in the literature as
Gk-parafermion theories. Here we introduced an integer k that is called the ‘level’
[57, 58] and in terms of which the coupling constant β2 gets quantized for the quantum
theory to be well-defined. The main characteristics of these CFT’s have been studied in
[59, 60, 61] and, in particular, their local operator content is well classified, a fact which
we might exploit in the context of our form factor analysis. Finally, the elements Λ±
characterising the perturbing field take values in the Cartan subalgebra of g. The sim-
plest example amongst the HSG-models is associated to g = su(2) and can be identified
with the so-called complex sine-Gordon model [62, 63]. This theory corresponds to the
perturbation of the usual Zk-parafermions [64] by the first thermal operator [65], whose
exact factorisable scattering matrix is the minimal one associated to Ak−1 [64, 33].
As mentioned above, recently an S-matrix proposal for all HSG-models related to
simply-laced Lie algebras has been provided in [51]. These S-matrices include some
novel features with respect to many other integrable QFT’s which is worth emphasising
already at this point: they break parity invariance, they have resonance poles which
may interpreted as the trace of the presence of unstable particles in the model and they
posses at the same time a well-defined Lagrangian description. Although in [54] the
SSSG-models associated to the symmetric space SU(3)/SO(3) were first investigated
and found to be quantum integrable and to possess the above mentioned properties, an
S-matrix proposal for these concrete theories is absent for the time being. Therefore,
the S-matrices constructed in [51] for the HSG-models still provide the first examples
of scattering amplitudes which having a non-trivial rapidity dependence, incorporate
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consistently parity breaking together with the presence of unstable particles in their
spectrum.
Concerning the SSSG-models, some of their characteristics have been studied in
[56, 55] despite the fact that little information is known in comparison to the above
mentioned HSG-models. In particular, the development of an S-matrix proposal is an
open problem for the time being for all SSSG-theories. However, part of their classical
soliton spectrum was constructed in [56] and also the quantum integrability of a subset
of them proven. We will devote part of the next chapter to a more detailed description
of the results obtained in [56] for these models.
The SSSG-theories are in one-to-one correspondence with the compact symmetric
spaces G/G0 [66] which also means that the Lie algebra g associated to G admits a
decomposition of the form g = g0⊕g1. Here g0 is a subalgebra of g whereas g1 is a certain
subspace of g in which the elements Λ± take values. These theories are perturbations
of WZNW-coset models associated to cosets of the form G0/U(1)
p, where the value of
p is now not fixed but can take a certain range of values which is determined by the
properties of the elements Λ±. In particular there are two specially interesting situations:
p = 0 : in that case the corresponding SSSG-model is just an integrable perturbation of
the WZNW-theory associated to the Lie group G0. These models have been called split
models in [56, 55].
p = ℓ0: in that case the corresponding model is a perturbation of a WZNW-coset theory
associated to a coset of the form G0/U(1)
ℓ0 , for ℓ0 to be the rank of G0. Therefore we
have new integrable perturbations of G0-parafermion theories, different from the ones
provided by the HSG-models.
The simplest examples of SSSG-models are the sine-Gordon model, which corre-
sponds to the symmetric space G/G0 = SU(2)/SO(2) and again the complex sine-
Gordon theory which is now related to the symmetric space Sp(2)/U(2). Also the
SSSG-theories related to the symmetric space SU(3)/SO(3) have been studied by V.A.
Brazhnikov in [54]. In particular, for p = 1, the perturbed CFT associated to the latter
coset corresponds again to the perturbation of the usual Zk-parafermion theories [64],
in this case by the second thermal operator.
Having now presented the key ideas entering the work we will carry out in this thesis,
as well as the main defining characteristics of the homogeneous sine-Gordon models
[48, 49], we will now summarise the content of each of the subsequent chapters:
In chapter 2 we will provide a fairly detailed revision of the most relevant properties
of 1+1-dimensional QFT’s. In particular, since these properties are closely linked to the
powerful nature of conformal invariance in the 1+1-dimensional context, we will start
the chapter with a review of some of the most important properties of 1+1-dimensional
CFT’s. Thereafter, we will enter the analysis of the properties of massive QFT’s con-
structed as perturbed CFT’s along the lines of [18]. We will also summarise the ar-
guments presented in [8, 10], concerning the distinguished features of the scattering
amplitudes of 1+1-dimensional integrable QFT’s mentioned in III. We will analyse the
constraints any scattering amplitude is subject to in virtue of Lorentz invariance, uni-
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tarity, Hermitian analyticity and crossing symmetry and describe the link between the
pole structure of the S-matrix and the stable and unstable particle content of the QFT
[12, 13, 14, 15, 16, 17]. After this general part we will enter the analysis of the main
properties of the non-abelian affine Toda field theories (NAAT) [47] paying special at-
tention to the description of the classical and quantum aspects of the subset of these
theories known under the name of homogeneous sine-Gordon models (HSG) [48, 49]. In
particular, we will present in detail the semi-classical construction of their stable par-
ticle spectrum carried out in [50], as well as the S-matrix proposal of [51]. These data
will constitute the starting point of the analysis carried out in the next chapters. We
also present in this chapter a revision of some of the most relevant aspects of the sym-
metric space sine-Gordon models (SSSG) investigated in [55, 56]. Finally, we provide
the reader with a brief overview of the characteristics of the g|g˜-theories proposed in
[67], whose S-matrices have been constructed as generalisations of the HSG-model and
minimal ATFT [33] S-matrices and, therefore, contain the latter as particular examples.
In chapter 3 we will introduce the fundamental ideas entering the thermodynamic
Bethe ansatz approach (TBA) [20, 21] and carry out a TBA-analysis for the HSG-
models [48, 49, 50, 51]. Our TBA-analysis will permit the identification of the Virasoro
central charge of the underlying CFT for all the HSG-models. Also, the conformal
dimension of the perturbing field will be identified by conjecturing its relation to the
periodicities of the so-called Y -systems [139]. The finite size scaling function and L-
functions entering the TBA-equations will be numerically computed for some particular
examples of the SU(3)k-HSGmodels, corresponding to k = 2, 3 and 4 and different values
of the resonance parameter characterising the mass of the unstable particles present in
the model. The original results presented in this chapter can be found in [68] (see also
[69, 70, 71]).
In chapter 4 we will present the fundamental properties and applications of form fac-
tors to the study of 1+1-dimensional QFT’s and carry out a form factor analysis for the
SU(3)2-HSG model. We will introduce the consistency equations derived originally in
[22], whose solution leads to the exact computation of the form factors associated to a
certain local operator of the QFT, that is, matrix elements of the mentioned operator
between the vacuum state and an n-particle in-state. Thereafter, we will discuss in total
generality the applications of these form factors to the computation of different inter-
esting quantities: the Virasoro central charge of the underlying CFT, Zamolodchikov’s
c-function [24], the conformal dimensions of various local operators of the underlying
CFT, the renormalisation group flow of the operator content of the underlying CFT,
etc...After this general introduction we will carry out a detailed form factor analysis for
the SU(3)2-HSG model. We shall construct all n-particle form factors associated to a
large class of local operators of the model in terms of general building blocks which ad-
mit both a determinant and an integral representation. We will identify the ultraviolet
conformal dimensions of these operators by exploiting the knowledge of the operator
content of the underlying CFT. We will also compute the Virasoro central charge of
the unperturbed CFT and identify the conformal dimension of the perturbing field. We
will numerically determine Zamolodchikov’s c-function [24] and generalise the ∆-sum
rule proposed in [27] to the ‘off-critical’ situation. We shall also analyse in detail the
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so-called momentum space cluster property of form factors for the model at hand. The
original results presented in this chapter collect the work published in [72, 73, 28] (see
also [71]).
In chapter 5 we will generalise the study of the previous chapter to all SU(N)2-HSG
models. We shall also construct all n-particle form factors associated to a large class
of operators of the model finding again the same sort of building blocks encountered
in the SU(3)2-case. We will compute the Virasoro central charge, Zamolodchikov’s c-
function and the conformal dimension of the perturbing field for several concrete values
of N . We will also study the renormalisation group flow of the operator content of
the underlying CFT and define what we have called β-like functions in order to have a
clear-cut identification of the different fixed points both the c- and ∆-function surpass
in their flow from the ultraviolet to the infrared regime. The original work presented in
this chapter may be found in [74].
In chapter 6 we will summarise the main conclusions of the work carried out in this
thesis and state some open problems which are left for future investigations.
In appendix A we collect some useful properties of elementary symmetric polynomials.
In appendix B we present the explicit expressions of the form factors associated to a
large class of operators of the SU(3)2-HSG model up to the 8-particle form factor.
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Chapter 2
1+1-dimensional integrable massive
quantum field theories
In the previous introduction we provided a first glimpse of the distinguished properties
of 1+1-dimensional integrable quantum field theories (QFT’s). Our aim was to furnish
an introductory justification for the enormous interest that these sort of models have
achieved over the last 30 years. In particular, we introduced the Toda field theories as a
especially prominent class of QFT’s included in the previous category. We also reported
very briefly the main properties of 1+1-dimensional integrable QFT’s and emphasised
their consequences, in particular, in what concerns the construction of exact S-matrices.
The aim of the present chapter will be first, a more detailed analysis and derivation
of the properties of 1+1-dimensional integrable QFT’s: their construction, the special
characteristics of their S-matrices, and the general procedure which may allow for the
exact construction of these S-matrices on the basis of a series of physical requirements
together with the concrete constraints due to integrability. Second, we want to use
the previous general results and techniques for the study of a concrete family of 1+1-
dimensional integrable QFT’s, a subset of the non-abelian affine Toda (NAAT) field
theories [47, 48]. In particular, we will pay special attention to a subclass of the latter
theories, the homogeneous sine-Gordon (HSG) models [49], whose study, has been carried
out to a large extent by the Theory group of the University of Santiago de Compostela
(Spain), over the last years [48, 49, 50, 51, 52, 53]. The development of non-perturbative
tests of the S-matrix proposal provided in [51] for those theories is one of the main
objectives of the work we will present in this thesis. However, it must be emphasised
that our results constitute also a valuable contribution to the understanding of several
aspects related to the thermodynamic Bethe ansatz and form factor approach themselves.
In addition, we will also provide in this chapter original results [56] concerning the
quantum properties of a second family of theories, the symmetric space sine-Gordon
(SSSG) models [48, 55], which are also particular examples of massive NAAT-theories
and whose study, for the time being, has not been carried out to such an extent as for the
HSG-theories. Even the construction of exact S-matrices related to the SSSG-models is
still a completely open problem. However, since the main objectives of this thesis are
the ones stressed in the previous paragraph, we will not present here in detail the results
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found in [56].
More concretely, the structure of the present chapter will be the following:
In section 2.1 we shall present a brief overview of the main properties of conformally
invariant theories [3, 4], necessary for the understanding of the more relevant character-
istics of perturbed CFT’s. Recall that it was pointed out by A.B. Zamolodchikov in [18]
that a 1+1-dimensional QFT may be viewed as a perturbation of a CFT which takes the
latter away from its associated renormalisation group fixed point. The results provided
in [18] will be reviewed in subsection 2.1.2. Thereafter, in section 2.2, we will analyse
the specific properties of 1+1-dimensional integrable QFT’s, paying special attention
to their consequences in what concerns the exact computation of S-matrices. After the
introduction of the so-called Zamolodchikov’s algebra [16] in subsection 2.2.1 as a means
for representing the asymptotic states in a 1+1-dimensional QFT, we will present the
definition and properties of the so-called higher spin conserved charges. We shall explain
how their existence in 1+1-dimensional QFT’s leads to the conclusion that the corre-
sponding S-matrix factorises into products of two particle S-matrices and that there is
no particle production in any scattering process [8, 9, 10]. In section 2.3 we shall sum-
marise the specific properties of two-particle scattering amplitudes in 1+1-dimensional
QFT’s [12, 13, 14, 15, 16, 17]. These properties are Lorentz invariance, Hermitian an-
alyticity, unitarity and crossing symmetry together with two sets of highly non-trivial
equations known as Yang-Baxter [11] and bootstrap equations [12, 13]. The first set of
properties have their origin in physically motivated requirements whereas the latter two
equations exploit the specific consequences of quantum integrability or the existence of
higher spin conserved charges in the QFT. All these constraints allow in many cases for
the exact computation of the S-matrix associated to a 1+1-dimensional QFT by means
of the bootstrap program, originally proposed in [12]. We will also pay attention in
section 2.3 to the pole structure of the two-particle scattering amplitudes, and report
its intimate connection with the stable and unstable particle spectrum of the model at
hand. Once the general framework and techniques have been reported, we will turn in
section 2.4 to the description of the specific theories we will focus our interest on: the
non-abelian affine Toda (NAAT) field theories [47]. After a very brief review on classical
integrability, we will go through the quantum properties of all NAAT-theories, studied
in [48, 49, 50, 63, 90, 52, 53, 51], exploiting the general results of sections 2.1, 2.2 and
2.3. In particular, we will describe in detail the characteristics of the two families of
unitary and massive NAAT-theories found in [48]: the symmetric space (SSSG) and
homogeneous sine-Gordon (HSG) theories. Since the latter models have been studied
to a larger extent than the former and most of the original results presented in this
thesis are related to the HSG-models, we will pay more attention to the description of
the properties of these theories, and ultimately report the S-matrix proposal for the
HSG-models related to simply-laced Lie algebras derived in [51]. We will also dedicate
subsection 2.4.3 to a brief description of the properties of the SSSG-models, report the
most prominent results obtained in [56] and provide arguments in order to motivate the
interest of their further investigation. Finally, we will recall some of the features of a
new type of S-matrices proposed in [67] which contain the HSG-models [49] and mini-
mal ATFT [33, 34] as particular distinguished examples and whose underlying CFT was
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studied in [61]. These are the g|g˜-theories proposed by A. Fring and C. Korff in [67] for
g, g˜ to be simply laced Lie algebras and recently generalised by C. Korff in [80] for the
case when g˜ is non-simply laced.
2.1 From conformal field theory to massive quantum
field theory
As outlined above, since in 1989 A.B. Zamolodchikov [18] pointed out that a 1+1-
dimensional integrable QFT may be formally viewed as a perturbation of a CFT by
means of a certain relevant field of the CFT itself, the latter approach has been suc-
cessfully exploited by many authors in the course of the construction, classification and
characterisation of 1+1-dimensional QFT’s. In the spirit of [18], the original ultraviolet
CFT plays the role of starting point in the construction of a 1+1-dimensional massive
integrable QFT. The key idea is that a CFT can always be thought of as a renormal-
isation group (RG) critical fixed point (see e.g. [4]). Therefore, its perturbation by
means of any relevant operator amounts to “moving” the CFT away from its associated
RG-fixed point and consequently, to breaking the initial conformal invariance. For arbi-
trary choices of the perturbing field one would expect to end up with a 1+1-dimensional
QFT which, in general, may be neither conformal invariant nor integrable in the sense
of possessing an infinite number of integrals of motion. However, the combination of
a suitable choice of the perturbation together with the fact that conformal symmetry
is an extremely high symmetry which provides every CFT with an infinite number of
local conserved quantities, allows for the construction of 1+1-dimensional QFT’s which,
although breaking conformal invariance still have associated an infinite number of con-
served quantities. These conserved quantities arise as particular combinations of those
of the original unperturbed CFT and may even be explicitly constructed along the lines
of [18]. This construction has been carried out for instance for the mentioned HSG-
and some SSSG-models in [49] and [56] respectively, aiming to prove their integrability.
However, it is worth mentioning that the integrability of the perturbed CFT, is guaran-
teed by the existence of such quantities. This means that their explicit construction is
not necessary in order to prove the integrability of the model whenever their existence
can be established by other means. In this direction, it is possible to resort to the so-
called “counting-argument” developed also by A.B. Zamolodchikov in [18], which will
be described in detail later. The mentioned argument provides a sufficient condition
for the existence of conserved quantities in a perturbed CFT and can be worked out
provided the characters of the irreducible representations of the Virasoro algebra (see
subsection 2.1.1) associated to the unperturbed CFT are known. As we said this cri-
terium is sufficient to prove the existence of conserved charges in the massive QFT. To
our knowledge, the mentioned characters are not known up to now for the generality of
the underlying CFT’s related to the HSG- and SSSG-models, which is the reason why
the explicit construction of some conserved quantities has been necessary for establishing
their integrability.
The above qualitative arguments justify the important role CFT plays in the con-
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struction of 1+1-dimensional integrable QFT’s, of which the non-abelian affine Toda
field theories [47] at hand are particular examples. We will devote the next subsection
to the introduction of some basic notions on conformal field theory necessary for the sub-
sequent understanding of the most relevant features of perturbed conformal field theory.
Some of these properties will also be recovered both in the thermodynamic Bethe ansatz
and form factor context since the application of any of these approaches to the study of
1+1-dimensional integrable models allows ultimately for the identification of the main
data characterising the CFT which describes the ultraviolet behaviour of the QFT at
hand.
2.1.1 Conformal field theory: a brief overview
In the light of the previous paragraph and to achieve self-consistency we will now intro-
duce some basic notions on 1+1-dimensional conformal field theory. A more exhaustive
discussion and derivation of these properties may be found for instance in [3, 4].
The classical conformal group
The conformal group in arbitrary dimension d is the subset of coordinate transforma-
tions which leave the metric gµν invariant up to a scale transformation, namely
gµν → eΛ(x)gµν . (2.1)
It can be proven by considering initially infinitesimal transformations of the type xµ →
xµ + ǫµ, that conformal symmetry requires
∂µǫν + ∂νǫµ =
2
d
∂ρǫ
ρ ηµν (2.2)
provided we consider a flat metric gµν = ηµν . In this thesis we will be interested in the
1+1-dimensional case. Hence, the latter equation gives
∂1ǫ1 = ∂2ǫ2, and ∂1ǫ2 = −∂2ǫ1, (2.3)
which, according to the Cauchy-Riemann theorem, suggests the definition of two new
functions ǫ(z) and ǫ¯(z¯) depending upon the complex coordinates z, z¯ = x0 ± ix1 as
follows,
ǫ(z) = ǫ1 + iǫ2, and ǫ¯(z¯) = ǫ1 − iǫ2. (2.4)
This result amounts to the conclusion that 1+1-dimensional conformal transformations
are just analytic coordinate transformations in the complex plane of the form,
z → f(z), and z¯ → f¯(z¯). (2.5)
The algebra which generates the sort of transformations (2.5) is infinite dimensional and
the corresponding infinitesimal generators are found to be
ln = −zn+1∂, and l¯n = −z¯n+1∂¯, (2.6)
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with ∂ := ∂/∂z and ∂¯ := ∂/∂z¯ and n ∈ Z. These generators satisfy the Witt algebra,
[ln, lm] = (m− n)ln+m,
[
l¯n, l¯m
]
= (m− n)l¯n+m, (2.7)
with
[
ln, l¯m
]
= 0 for any value of n,m. Therefore, the conformal algebra is the direct
product of two isomorphic subalgebras generated by the l’s and the l¯’s. At the quantum
level, these commutation relations acquire an additional constant contribution on the
r.h.s., giving rise to a so-called Virasoro algebra.
Having (2.6) at hand one easily observes that in the limits z → 0,∞ only the infinites-
imal generators l0, l±1 are globally well defined and similarly for their anti-holomorphic
counterpart. Moreover, Eq. (2.7) shows that their commutation algebra closes and is
isomorphic to sl(2,C)/Z2. It might also be easily derived that l−1, l¯−1 are the generators
of translations (z → z + a) whereas l0 + l¯0 and i(l0 − l¯0) generate dilatations (z → λz)
and rotations (z → eiθz) respectively.
Conformal symmetry at quantum level
Over the last 30 years, conformal field theory has became one of the most active and
fruitful research fields in the context of mathematical physics. The explanation of this
success relies on the fact that conformal invariance turns out to be an extremely powerful
symmetry in 1+1-dimensions since, only in that case it is associated to an infinite number
of independent generators. Consequently, many problems which can only be handled
with great difficulties for general QFT’s find in this context an exact solution. In the
framework of physical systems characterised by local interactions, conformal invariance
can be understood as an immediate consequence of scale invariance. This observation
was originally made by A.M. Polyakov [75]. Thereafter there have been various works
elaborating on these ideas, e.g. [1]. However, the key work which really initiates the
modern study of conformal invariance in 1+1-dimensions dates back to 1984 and is due
to A.A. Belavin, A.M. Polyakov and A.B. Zamolodchikov [2]. In [2] the authors showed
how to construct completely solvable CFT’s, the minimal models, which thereafter have
been extensively studied in the literature [76]. In particular they were able to formulate
differential equations (Ward identities) satisfied by correlation functions.
In the light of the previous paragraph, we want to devote this subsection to a review
of some of the most important features of 1+1-dimensional CFT’s. We will not give here
all the details of the quantization procedure which matches the results of the preceding
subsection with the ones we want to present now. To keep it brief we start, at classical
level, with a formulation of the theory by means of the coordinates σ0, σ1 and introduce,
as usual in Euclidean space, the complex coordinates ω, ω¯ = σ0 ± iσ1. The first step
in the quantization procedure is the compactification of the space dimension: σ1 ≡
σ1 + 2π. Therefore we end up with a theory formulated in an infinitely long cylinder
whose circumference is identified as the compactified space dimension. Thereafter, the
introduction of the conformal map z = eω, which allows for defining the QFT in the
z-plane, transforms the problem in what is usually referred to as radial quantization.
The conserved charges associated to the QFT in the z-plane are generated by the
energy momentum tensor Tµν which is always symmetric and in conformally invariant
theories, also traceless (T µµ := Θ = 0). It is usually more convenient to express the
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components of the energy momentum tensor in terms of the z, z¯ = x0± ix1 coordinates.
We obtain
Tzz =
1
4
(T00 − 2iT10 − T11),
Tz¯z¯ =
1
4
(T00 + 2iT10 − T11),
Tzz¯ = Tz¯z =
1
4
(T00 + T11) =
Θ
4
. (2.8)
The conservation of the energy momentum tensor amounts to the imposition of the
following constraints,
∂¯Tzz = ∂Tz¯z¯ = 0, (2.9)
which justify the definitions T (z) := Tzz and T¯ (z¯) := Tzz¯. Consequently, local conformal
transformations in the complex z-plane are generated by the holomorphic and anti-
holomorphic components of the energy momentum tensor defined before. In fact, Eq.
(2.9) suggests the introduction of an infinite set of generators Ln, L¯n which arise as
the ‘coefficients’ of the Laurent expansion of the holomorphic and anti-holomorphic
components of the energy momentum tensor,
T (z) =
∑
n∈Z
z−n−2Ln ⇐⇒ Ln =
∮
z
dω
2πi
(ω − z)n+1T (ω), (2.10)
and act on the space of local fields of the CFT. A similar mode expansion can be
performed for the anti-holomorphic component T¯ (z¯) in terms of modes L¯n. In order
to compute now the algebra of commutators satisfied by these modes it is required the
evaluation of commutators of contour integrals of the type
[∮
dz,
∮
dω
]
together with the
computation of operator product expansions (OPE) of the holomorphic and anti-
holomorphic components of the energy momentum tensor. These OPE’s characterise the
leading order behaviour in the limit z → ω and they can be easily computed once the
QFT has been formulated in the plane by means of the radial quantization procedure
summarised before. In 1+1-dimensions and in the Euclidean regime we can exploit our
knowledge about contour integrals and complex analysis, in particular when evaluating
short distance expansions and we refer the reader to [3] for a more complete description
of these applications. For the energy momentum tensor we have the following relevant
OPE
T (z)T (ω) =
c/2
(z − ω)4 +
2T (ω)
(z − ω)2 +
∂T (ω)
(z − ω) . (2.11)
The constant c arising in the O((z − ω)−4)-term is the so-called central charge of the
CFT and depends on the particular theory considered being one of its most characteristic
data. The latter OPE has a completely analogous counterpart when considering the anti-
holomorphic component of the energy momentum tensor and allows for the computation
of the algebra satisfied by the generators Ln above introduced. The mentioned algebra
has the form
[Ln, Lm] = (n−m)Ln+m + c
12
n(n2 − 1)δn+m,0, (2.12)
and is known as Virasoro algebra although the central extension was originally found
by J. Weis (see note added in proof of [77]). Consequently, the central charge c is usually
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referred to also as Virasoro central charge. Notice that the algebra (2.12) is a sort
of ‘extension’ of the classical algebra (2.7) which is still recovered for the generators Ln,
with n = 0,±1. Constant terms of the type c n(n2−1)δn+m,0/12 which arise at quantum
level and have the effect of providing additional constant contributions to the classical
commutation relations are generically called central extensions.
In summary, if at classical level one has an algebra of symmetry transformations of the
type (2.7), at quantum level the commutation relations are expected to acquire quantum
corrections (typically O(~2)) which should give rise to a new symmetry algebra still
compatible with the Jacobi identities. This is easily achieved whenever the mentioned
quantum corrections are proportional to an element of the symmetry algebra whose
commutator with all the remaining generators vanishes. In that case the proportionality
coefficient is referred to as a central extension, as explained for instance in [78].
Fields and correlation functions in CFT
Let us now consider a conformal mapping of the form z → f(z) and z¯ → f¯(z¯) and a
local field of the CFT, say φ(z, z¯), which under this map transforms as
φ(z, z¯)→ (∂f)∆(∂¯f¯)∆¯φ(f(z), f¯(z¯)). (2.13)
This sort of transformation is very similar to the transformation law of a tensor of the
form φz···zz¯···z¯(z, z¯) with ∆ lower z-indices and ∆¯ lower z¯-indices. Such transformation
property defines what is known as a primary field of the CFT of conformal dimen-
sions (∆, ∆¯). However, there will be many fields in a CFT which do not have this
sort of transformation property, for instance, the energy momentum tensor introduced
above. They are referred to as secondary or descendant fields. There is an espe-
cially relevant subclass of secondary fields which are known as quasi-primary fields.
Quasi-primary fields satisfy (2.13) but only when the mapping z, z¯ → f(z), f¯(z¯) is gen-
erated by the globally defined Virasoro generators L0, L±1 namely, they are primary
fields under global conformal transformations. The holomorphic and anti-holomorphic
components of the energy momentum tensor are particular examples of quasi-primary
fields of conformal dimensions (2, 0) and (0, 2) respectively. It is also clear from the
previous definitions that a primary field is automatically quasi-primary.
By using the transformation property (2.13) and exploiting the fact that the theory
is conformally invariant, it is possible to establish very restrictive constrains for the
general form of any correlation function involving quasi-primary fields. In particular,
the two-point function of a quasi-primary field φ(z, z¯) must necessarily have the form
〈φ(z, z¯)φ(ω, ω¯)〉 = C
(z − ω)2∆(z¯ − ω¯)2∆¯ , (2.14)
for C being a constant. In particular it is common to define s := ∆− ∆¯ and d := ∆+ ∆¯
as the spin and scale dimension of the field under consideration. Thus, for spinless
fields (s = 0) the two-point function reduces to a simpler form
〈φ(z, z¯)φ(ω, ω¯)〉 = C|z − ω|4∆ , (2.15)
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which we will exploit in the form factor context (see chapters 4 and 5) in order to extract
the conformal dimensions of part of the quasi-primary fields of the unperturbed CFT.
This can be done once the assumption that there is a one-to-one correspondence be-
tween the field content of the perturbed and unperturbed CFT is made (we will provide
arguments which support this belief in the next sections). Consequently, we will be able
to extract the conformal dimensions of primary fields of the underlying or unperturbed
CFT by studying the ultraviolet behaviour of the two-point functions of their corre-
sponding counterparts in the perturbed CFT, which are in principle available within the
form factor approach. The mentioned ultraviolet behaviour is therefore expected to be
of the form (2.15).
Similarly, conformal invariance together with the transformation law (2.13) also re-
strict severely the possible form of the 3- and 4-point functions. However, since we will
not require their behaviour in what follows we will not report them in here.
Another aspect which is relevant concerning the properties of primary fields is the
form of their OPE’s with the holomorphic and anti-holomorphic components of the
energy momentum tensor. They turn out to be
T (z)φ(ω, ω¯) =
∆φ(ω, ω¯)
(z − ω)2 +
∂φ(ω, ω¯)
z − ω ,
T¯ (z¯)φ(ω, ω¯) =
∆¯φ(ω, ω¯)
(z¯ − ω¯)2 +
∂¯φ(ω, ω¯)
z¯ − ω¯ , (2.16)
meaning that once the previous OPE’s are known, the conformal dimensions of a pri-
mary field can be identified by looking at the proportionality constant characterising
the O((z − ω)−2) and O((z¯ − ω¯)−2) terms. It must be emphasised once more that the
OPE’s (2.16) characterise only primary fields, therefore they do not have the same form
for quasi-primary fields like, for instance, the energy momentum tensor itself. In fact,
this is clear from the OPE (2.11) which shows in that case that the leading order be-
haviour when z → ω is governed by the term containing the Virasoro central charge,
term which does not have a counterpart for primary fields. However, if we ignore the
O((z − ω)−4) contribution to (2.11) the remaining terms are entirely analogous to the
ones encountered in (2.16) and confirm the previous assertion that the conformal dimen-
sions of the holomorphic and anti-holomorphic components of the energy momentum
tensor are indeed (2, 0) and (0, 2) respectively.
Combining now Eqs. (2.10) and (2.16) for a purely holomorphic primary field φ(z)
one can easily derive
[Ln, φ(z)] = ∆(n + 1)z
nφ(z) + zn+1∂φ, (2.17)
which means that [Ln, φ(0)] = 0 for z = 0 and n > 0 and [L0, φ(0)] = ∆φ(0). The latter
property is of great relevance in what concerns the definition of the asymptotic states
in conformally invariant QFT’s, which will be constructed by means of the successive
action of a primary field on the vacuum state |0〉.
Let |0〉 denote the vacuum state of the theory. If we require the regularity of T (z)|0〉
at z = 0 it follows from the expansion (2.10) that
Ln|0〉 = 0, for n ≥ −1. (2.18)
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On the other hand, we may use the convention L†n = L−n and similarly for the anti-
holomorphic generators, which is consistent with the hermitian character of the holo-
morphic and anti-holomorphic components of the energy momentum tensor, T (z), T¯ (z¯).
Therefore, (2.18) is equivalent to
〈0|Ln = 0, for n ≤ 1. (2.19)
Notice that again the subalgebra {L0, L±1} appears to play a distinguished role since
only these generators are common to the sets (2.18), (2.19) namely, they simultaneously
annihilate the |0〉 and 〈0| states.
Integrals of motion in CFT
Once the vacuum state has been defined satisfying the conditions (2.18), (2.19) one
is in the position to construct highest weight states, namely eigenstates of the Virasoro
generators Ln, L¯n generating a highest weight representation of the Virasoro algebra
(2.12). The construction of this sort of representations starts with a single primary field
φ(z) of conformal dimension (∆, 0), i.e. let us consider the generic asymptotic state
|∆〉 = φ(0)|0〉, (2.20)
created by the holomorphic field φ(z). Following (2.17) and the subsequent discussion
we derive
L0|∆〉 = ∆|∆〉, Ln|∆〉 = 0, n > 0. (2.21)
Any state satisfying the latter conditions is referred to as a highest weight state.
The combination of the constraints (2.18) and (2.19) with the Virasoro algebra (2.12)
and the previous definition of a highest weight state gives, for n > 0, the interesting
relationship
||L−n|∆〉||2 = 〈∆| [Ln, L−n] |∆〉 = (2n∆+ cn(n2 − 1)/12)|| |∆〉 ||2, (2.22)
from which we infer that, if we assume the norm of the states |∆〉 in the Hilbert space
to be positive, taking n = 1 and using the fact that L−1|0〉 = 0, we obtain the condition
∆ ≥ 0 whereas for n to be very large, we get the constraint c > 0. Therefore, for
unitary CFT’s the conformal dimensions of fields and the Virasoro central charge
must be non-negative.
All the states constructed by the successive application of Virasoro generators L−n
with n > 0 to a highest weight state are referred to as descendant states and have the
generic form,
L−n1L−n2 · · ·L−np|∆〉, ni > 0, i = 1, · · · , p. (2.23)
They are also eigenstates of L0 with weight or eigenvalue n = ∆ +
∑p
i=1 ni. Therefore,
starting with a highest weight state |∆〉, it is possible to construct a ‘tower’ of states
(2.23) which is usually referred to as a Verma module. However, it is not guaran-
teed that this collection of states are all independent from each other and frequently,
depending on the concrete values of ∆ and the central charge c, one can find vanishing
combinations of states of the same weight. These combinations are known as null states
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and an irreducible representation of the Virasoro algebra built up from the initial state
|∆〉 is ultimately constructed by removing all the null states of the Verma module.
Another important concept to be introduced in order to identify the integrals of mo-
tion characterising a CFT are the so-called descendant or secondary fields, already
mentioned at the beginning of the previous subsection. As we have seen the highest
weight representations of the Virasoro algebra are obtained starting with a primary
field. The remaining fields of the representation can be obtained from this initial one by
the commutation of the Virasoro generators L−n with the initial primary field. In other
words the descendant states (2.23) can be seen also as
L−n1L−n2 · · ·L−np|∆〉 = L−n1L−n2 · · ·L−npφ(0)|0〉 ≡ ψ(0)|0〉, (2.24)
where ψ(0) = L−n1L−n2 · · ·L−npφ(0) would be a descendant field of conformal dimen-
sions (∆ +
∑p
i=1 ni, 0).
A relevant example of a descendant field is the energy momentum tensor. By using
(2.10) and denoting by I the identity operator we find
(L−nI)(z) = ∂
n−2T (z)
(n− 2)! , (2.25)
which means that for n = 2 we obtain the energy momentum tensor T (z) = (L−2I)(z).
All the descendant fields of the identity are composite fields build up from the holo-
morphic component of the energy momentum tensor and its derivatives. They span an
infinite dimensional space which we shall denote by D and which admits a decomposition
D =
∞⊕
s=−∞
Ds, (2.26)
in term of subspaces Ds spanned by holomorphic fields of spin s, namely conformal
dimensions (s, 0). Equivalently
L0Ds = sDs, L¯0Ds = 0. (2.27)
It is clear from (2.9) and (2.25) that the fields in D are analytic or chiral, namely
∂¯D = 0, (2.28)
similarly to the field T (z).
Notice that the fields constructed in (2.25) are not all linearly independent. All the
fields arising for n > 2 are in fact total derivatives and it is convenient for our analysis
to eliminate them from the space D. In other words we define the new space
Dˆ = D/L−1D, (2.29)
where we take out the total derivatives L−1D. The subspace of D denoted by Dˆ can
be also decomposed similarly to (2.26) in terms of subspaces Dˆs which also satisfy the
relations (2.27).
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Let us now denote by Ts any field belonging to the subspace Dˆs1. As usual, these
fields admit a mode expansion of the form
Ts =
∑
n∈Z
z−n−sLs,n ⇐⇒ Ls,n =
∮
z
dω
2πi
(ω − z)n+s−1Ts, (2.30)
in terms of the modes Ls,n. Let now ξ(z, z¯) be a local field of the CFT. The operators
(Ls,nξ)(z, z¯) =
∮
z
dω
2πi
(ω − z)n+s−1Ts(w)ξ(z, z¯), (2.31)
with n = ±1,±2, ... are an infinite set of linearly independent integrals of motion asso-
ciated to any CFT. The key result in order to construct integrable perturbed CFT’s is
that for suitable choices of the perturbation certain combinations of the fields (2.31) may
remain conserved, even after the CFT has been perturbed. Therefore, we have now all
the ingredients required for the study of perturbed CFT. Before we enter this study, we
will now report some basic notions concerning the formulation of a CFT on the cylinder.
These results will be used later within the context of the thermodynamic Bethe ansatz
analysis.
Conformal field theory on the cylinder
We already pointed out before in this section that the components T (z), T¯ (z¯) of the
energy momentum tensor do not transform tensorially under conformal transformations.
In other words, the energy momentum is not a primary but a quasi-primary field of the
CFT. In fact, under a conformal transformation z, z¯ → ω, ω¯, the holomorphic component
of the energy momentum satisfies,
T (z)→ T (ω) =
(
∂z
∂ω
)2
T (z) +
c
12
S(z, ω), with(
∂z
∂ω
)2
S(z, ω) =
∂z
∂w
∂3z
∂ω3
− 3
2
(
∂2z
∂ω2
)2
, (2.32)
instead of (2.13), and analogously for the anti-holomorphic component, T¯ (z). The func-
tion S(z, ω) is usually named as the Schwartzian derivative, and the quantity c is the
Virasoro central charge of the conformal field theory.
Let us consider now a CFT defined on an infinitely long cylinder, with periodic
boundary conditions defined in terms of the coordinates −∞ < σ0 <∞ and 0 ≤ σ1 ≤ R
which are related to the z-plane by means of the conformal mapping
z = e2πω/R = e2π(σ
0+iσ1)/R, (2.33)
1In order to simplify the notation, we will label each field with only one index denoting the spin.
However, it must be kept in mind that the dimension of the subspace Dˆs may be higher than one.
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then we may perform the transformation (2.32) and obtain the expression of the holo-
morphic component of the energy momentum tensor,
T (w)cylinder =
(
2π
R
)2(
z2T (z)plane − c
24
)
, (2.34)
and analogously for the anti-holomorphic part T¯ (z¯). By substituting the mode expansion
(2.10) and its anti-holomorphic counterpart in (2.34) we obtain the following expression
T (w)cylinder =
(
2π
R
)2(∑
n∈Z
z−nLn − c
24
)
=
(
2π
R
)2∑
n∈Z
(
z−nLn − c
24
δn,0
)
. (2.35)
Therefore, the generator (L0)cylinder on the cylinder is given in terms of the L0 generator
in the plane as
(L0)cylinder =
(
2π
R
)2(
L0 − c
24
)
, (2.36)
and the same for its anti-holomorphic counterpart. Now, the last step towards a deriva-
tion of the hamiltonian of the CFT in the new geometry, is to notice that the combination
L0 + L¯0 generates dilatations in the plane, namely transformations of the type z → λz.
These transformations are mapped via (2.33) into time translations in the cylinder,
namely
z → λz ↔ ω → ω + R
2π
lnλ. (2.37)
Therefore, the combination (L0)cylinder + (L¯0)cylinder can be identified as the generator
of time translations in the cylinder which in other words means that, apart from a
constant factor, it gives the hamiltonian of the system in the new cylindrical geometry.
Accordingly we can finally write,
Hcylinder =
2π
R
(
L0 + L¯0 − c
12
)
(2.38)
where the latter expression is obtained after integration of the energy density over the
space dimension, which cancels out one of the factors 2π
R
present in (2.36).
2.1.2 Perturbed conformal field theory: conserved densities
As mentioned at the beginning of this section, 1+1-dimensional QFT’s can be under-
stood as particular perturbations of 1+1-dimensional CFT’s [18]. Therefore the action
describing a 1+1-dimensional QFT can be written as
S = SCFT + λ
∫
d2xΦ(x0, x1), (2.39)
where SCFT is the action of the original unperturbed CFT, λ is a coupling constant and
Φ(x0, x1) is the perturbing field, a primary field of the original CFT which is taken to have
conformal dimensions (∆, ∆¯). Here, we simplify (2.39) by considering a single perturbing
field although in the most general case one could have a sum of terms involving different
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perturbations and coupling constants. However, the models we will treat in this thesis
are described by actions of the type (2.39) and consequently, it will be sufficient for our
purposes to consider this simplified case.
We will assume that the conformal dimensions of the perturbation are positive, which
always holds for unitary CFT’s like the ones we will study later. Furthermore, we will
consider that both “right” and “left” dimensions are equal, namely the field Φ(x0, x1) is
spinless and has scale dimension d = 2∆. Moreover, the perturbation must be relevant,
meaning that ∆ < 1. In fact, we will see below that the study of perturbed CFT’s
gets considerably simplified if ∆ is taken to be smaller than 1/2, which is the condi-
tion of super-renormalisability at first order. Dimensionality arguments indicate that
the coupling constant must have dimensions (1 − ∆, 1 − ∆) in order to guarantee the
dimensionless character of the action, S.
Aiming towards the construction of conserved densities or integrals of motion asso-
ciated to the perturbed CFT we start by making the fundamental assumption that the
local field content of the original CFT is enough to describe also the perturbed CFT pro-
vided the latter is super-renormalisable. In [18] a qualitative argument which supports
this assumption was provided. In general, the local fields of the original CFT have to be
renormalised when the CFT is perturbed but, if the resulting perturbed CFT is super-
renormalisable, this ensures that each field acquires under renormalisation a finite set
of additional terms which involve local fields of lower conformal dimensions. Therefore
one ends up with the same local field content of the original theory.
Following the previous argument, we assume that, whenever we consider a field Ts ∈
Dˆs, which before the CFT has been perturbed satisfies ∂¯Ts = 0, in the perturbed CFT
we will have
∂¯Ts = λR(1)s−1 + λ2R(2)s−1 + · · ·+ λnR(n)s−1 + · · · , (2.40)
where R(n)s−1 is a local field of the original CFT which has conformal dimensions (s−n(1−
∆), 1− n(1−∆)) and therefore spin s− 1. Taking into account that we are considering
unitary CFT’s, all the fields on the r.h.s. of (2.40) must have non-negative conformal
dimensions
s− n(1−∆) ≥ 0, 1− n(1−∆) ≥ 0, (2.41)
which means that we can always find a value of n high enough such that the right
conformal dimension of the fieldR(n)s−1 becomes negative or equivalently, the term λnR(n)s−1
is vanishing. This n is the smallest integer satisfying
n >
1
1−∆ . (2.42)
Therefore, we conclude that the amount of terms on the r.h.s. of (2.40) is always finite
for unitary CFT’s. In the simplest case only the O(λ)-term will arise in (2.40), which
reduces to
∂¯Ts = λRs−1. (2.43)
In what follows we will focus our discussion on this particular situation. Although (2.43)
seems to be a very special and restrictive case, it can be directly deduced from (2.42)
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that we will encounter that situation whenever the perturbing field is chosen in such a
way that
0 < ∆ <
1
2
. (2.44)
In this case we say that the perturbed CFT is super-renormalisable at first order.
It was proven in [49, 56] that the constraint (2.44) holds in particular for the HSG- and
SSSG-models for values of the level of the Kac-Moody representation, k, higher than a
certain minimum value which depends on the particular model under consideration.
In summary, the conservation laws of the unperturbed CFT are mapped into the new
equations (2.43) whenever the theory is perturbed by means of a primary, relevant and
spinless fields of the original CFT having scale dimension smaller than 1.
Clearly, the next step would be the explicit identification of the field Rs−1 for which
we need to perform conformal perturbation theory (CPT) around the unperturbed CFT.
Any correlation function involving the field Ts will have the form
〈Ts · · ·〉 = 〈Ts · · ·〉CFT + λ
∫
dω
∫
dω¯〈Φ(ω, ω¯)Ts(z) · · ·〉CFT , (2.45)
for 〈· · ·〉CFT to be the correlation functions computed in the original CFT and Φ(ω, ω¯)
the perturbing field. In particular we can use the OPE
Ts(z)Φ(w, w¯) =
∑
n∈Z
(z − ω)n−s(Ls,−nΦ)(w, w¯), (2.46)
which is easily derived from (2.25) and (2.31). The combination of the OPE (2.46) with
the formal identity2
∂¯(w − z)−m−1 = −2πi
m!
∂mδ(2)(z − w), (2.47)
2This formula only needs to be proven for m = 0, since the rest of the cases can be obtained from
that one via successive derivation with respect to z or ω. Hence, let us consider the case m = 0 which
gives
∂¯y−1 = 2πiδ(y)δ(y¯)
for y = z − ω and y¯ = z¯ − ω¯. Instead of trying to prove the latter relation it is easier to demonstrate
the relation obtained when we multiply first the mentioned equation by an arbitrary holomorphic
function, say A(z), and carry out thereafter the integration in the complex variables z, z¯. The integrals
are considered in an arbitrary region of the complex plane, say D ⊂ C, which contains the point ω.
Proceeding in that way, we find for the r.h.s. containing the δ-functions
A(ω) =
∫
D
dzdz¯ δ(z − ω) δ(z¯ − ω¯)A(z),
and for the l.h.s. we have
A(ω) =
1
2πi
∫
dz
∫
dz¯ A(z)∂¯
( 1
ω − z
)
=
1
2πi
∮
Γω
dz
A(z)
ω − z ,
where in the last equation we have used Green’s and Cauchy’s theorems and, in the final contour
integral, Γω = ∂D denotes the boundary of the region D.
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gives the following crucial relation
Rs−1(z, z¯) =
∮
z
dω
2πi
Φ(ω, z¯)Ts(z). (2.48)
Therefore, we have identified the field arising on the r.h.s. of (2.43) in terms of the
perturbing field and the conserved quantities of the unperturbed CFT. It is now clear
that a chiral field Ts, that is, a field conserved in the original CFT, will remain conserved
only if (2.48) is a total derivative, that is
Rs−1 = ∂Θs−2, (2.49)
for Θs−2 to be a local field of spin s− 2 of the initial CFT. Thus, the conservation laws
in the perturbed CFT acquire the form,
∂¯Ts = ∂Θs−2. (2.50)
Therefore, in order to prove the quantum integrability of a 1+1-dimensional QFT
constructed as shown in (2.39), one starts with one of the chiral fields of the original
CFT of a certain spin s and computes the OPE occurring in (2.48) in the usual fashion.
In case we are fortunate, the evaluation of the residue of this OPE as indicated on the
r.h.s. of (2.48) may turn out to give a total derivative. Provided this is the case, we
can conclude that the quantity Ts is also one of the integrals of motion of the perturbed
CFT. However, this procedure does not seem to be very effective if we do not have any
guess for the values of the spin s at which we expect to find conserved quantities. In
this direction, there exists a “counting-argument” due also to A.B. Zamolodchikov
[18] which is derived as follows: We know from subsection 2.1.1 that Ts ∈ Dˆs whereas
the field Rs−1 ∈ Dˆs−1. We can now re-interpret Eq. (2.43) as a map fs of the form
fs : Dˆs → Dˆs−1, (2.51)
As usual, we can associate to this map a kernel, Kerfs, which will contain the fields in Dˆs
satisfying ∂¯Ts = 0 modulo total derivatives, that is, those fields which remain conserved
in the perturbed CFT. Consequently, the existence of spin s conserved quantities in the
perturbed CFT will be guaranteed provided
dimKerfs 6= 0, (2.52)
which means Eq. (2.52) is a necessary and sufficient condition for the existence of spin
s conserved quantities in the massive QFT.
Associated to the map fs we will also find an image, Imfs, defined as the subspace
of Dˆs−1 containing those fields Rs−1 which arise on the r.h.s. of Eq. (2.43). Obviously,
dim Dˆs = dimKerfs + dim Imfs. (2.53)
Since the image contains always fields in the subspace Dˆs−1, namely dim Imfs ≤ dim Dˆs−1,
whenever the condition
dim Dˆs > dim Dˆs−1, (2.54)
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is satisfied, we can surely claim it does exist some spin s conserved charge of the under-
lying CFT which remains conserved in the perturbed CFT, since the constraint (2.54)
ensures that (2.52) is fulfilled. However, the opposite statement is not true in general,
since (2.52) could hold even if (2.54) does not. Therefore, the counting-argument [18]
provides a sufficient condition which allows for proving the quantum integrability of
a perturbed CFT by making only use of the knowledge of the dimensionalities of the
subspaces Dˆs and Dˆs−1 and without the need of explicitly computing the correspond-
ing conserved charges. Such dimensionalities are available once the characters of the
irreducible representations of the Virasoro algebra associated to the unperturbed CFT
are known [18]. As we mentioned before, the counting-argument has not been used for
the HSG- and SSSG-models. To our knowledge, the outlined characters have not been
computed for the underlying CFT’s related to these models. For that reason, the inte-
grability of the HSG- and part of the SSSG-models was established in [49, 56] via the
explicit construction of certain higher rank conserved charges.
Still, there is the question of how many of these quantities need to be identified
in order to conclude the quantum integrability of the perturbed CFT. Although the
quantum integrability of a 1+1-dimensional massive QFT possessing an infinite number
of quantum conserved charges was established in the light of the results found in [6]
whitin the study of concrete models and argued in more generality in [8, 9], the answer
to the question posed at the beginning of this paragraph was given by S. Parke [10]
who demonstrated that really, only the existence of two of these quantities different
from the energy momentum tensor and having different spin from each other needs to
be proven in order to conclude the quantum integrability of the theory. We report the
main arguments leading to this important conclusion as well as the key consequences
integrability has concerning the exact computation of S-matrices in the next section.
2.2 Exact S-matrices: Factorisability and absence of
particle production
In 1967 S. Coleman and J. Mandula [5] demonstrated that, under certain assumptions,
the existence of any conserved charge which transforms under Lorentz transformations
like a tensor of spin higher than one in a QFT formulated in more than one space dimen-
sion is sufficient to conclude that its S-matrix is trivial, namely particles do not interact
amongst each other. This observation is usually referred to as Coleman-Mandula
theorem. Amongst other assumptions which are explained in detail in the original pa-
per, it is especially important to mention that the S-matrix symmetry group is assumed
to be a Lie group whose generators satisfy an algebra based on commutators. This as-
sumption turns out to be crucial in the derivation of the theorem. Very different results
are obtained when the presence of anticommutators in the S-matrix symmetry algebra
is allowed [79], that is, the latter algebra is a supersymmetry algebra.
This pioneering result immediately suggests that if the existence of higher spin con-
served quantities turns out to be such a constraining condition in more than one space
dimension, forcing the whole S-matrix to be S = ±1, in 1+1-dimensions it should at
least restrict severely the form and properties of the mentioned S-matrix. Indeed, in the
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light of the result of S. Coleman and J. Mandula [5], later investigations have shown
that this conjecture is justified, which is on the basis of the enormous success the study
of 1+1-dimensional integrable QFT’s has achieved over the last 30 years.
The pioneer works which pointed out the drastic consequences the existence of higher
spin conserved quantities has in 1+1-dimensional QFT where concerned with the inves-
tigation of the scattering matrices of concrete QFT’s [6]. The severe constraints to the
form of the S-matrices observed in [6] were later reviewed by R. Shankar and E. Witten
[8] and by D. Iagolnitzer [9] in 1977. By exploiting model-independent arguments which
we will report later in more detail, these authors shown that the existence of an infinite
number of higher spin conserved quantities associated to a 1+1-dimensional QFT has
two immediate consequences:
i) There is no particle production in any scattering process, namely the number of
particles in the in- and out-states is the same. Moreover, the set of momenta associated
to incoming and outgoing particles coincide.
ii) The S-matrix associated to any scattering process always factorises into a product
of two-particle scattering matrices.
As anticipated before, properties i), ii) show that quantum integrability in 1+1-
dimensions turns out to be a very powerful property in what concerns the form of the
S-matrix and the construction of exact S-matrices appears to be a much simpler task
in that context. In particular, we infer from ii) that the scattering matrix of a 1+1-
dimensional integrable QFT is completely determined once all the two-particle scattering
amplitudes are known. This fact, together with i) allowed for the exact computation of
the exact S-matrices associated to many 1+1-dimensional QFT’s by carrying out the so-
called bootstrap program originally proposed in [12]. Amongst the models for which
exact S-matrices have been computed, we find the sine-Gordon and non-linear σ model
[17, 16], the supersymmetric non-linear σ model [8], the sinh-Gordon model [44, 12],
the affine Toda field theories [33, 34, 35, 36, 37, 39, 38, 40, 41] etc... Fairly recently
also the S-matrices of the HSG-models related to simply laced Lie algebras have been
determined [51] via the bootstrap program and the extrapolation of semi-classical results
[50]. Exact S-matrices have also been constructed in [67] for the g|g˜-theories, g and g˜
being simply-laced Lie algebras, as a generalisation of those related to the HSG-models
and minimal ATFT’s. This construction has been extended thereafter in [80] to the case
when g˜ is a non-simply laced Lie algebra.
However, the results presented in [8] require the existence of infinitely many higher
spin conserved quantities in the theory in order to prove properties i) and ii). On the
other hand, one is in general able to construct explicitly or prove by other means the
existence of only a certain finite number of conserved quantities which makes the result
of S. Parke [10] very useful in this context. In 1980 he established [10] that the existence
of at least two higher spin conserved quantities of different spin in a 1+1-dimensional
QFT is sufficient to conclude the quantum integrability of the latter theory. Concretely,
the proof developed in [10] takes as its starting point the assumption of the existence
of only two higher spin conserved charges, which differentiates his arguments from the
ones provided in [8] in what concerns the proof of the S-matrix factorisability.
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Let us now review in more detail the arguments contained in [8, 10] (see e.g. [37, 81]
for a more recent review) and introduce the definition and basic properties of the higher
spin conserved charges in 1+1-dimensional QFT’s. For this purpose it is interesting
first to review the definition of the physical states in a 1+1-dimensional QFT by recalling
what is known as Zamolodchikov’s algebra [16].
2.2.1 Zamolodchikov’s algebra
As mentioned above, the existence of an infinite number of higher spin conserved
quantities associated to any 1+1-dimensional integrable QFT makes it exhibit the two
fundamental properties of factorisability and absence of particle production [8, 10]. As
a consequence, the task of computing the corresponding exact S-matrices becomes much
simpler.
The construction of the two-particle S-matrices requires, as a fundamental assump-
tion, the existence of a set of vertex operators of creation and annihilation type, which
we will denote by VA(θA) representing a particle whose quantum numbers are labeled
by the index A and which has rapidity θA.
It is common in this context to characterise the particle states by the rapidity variable
θA, which is defined by the relations
p0A = MA cosh θA, p
1
A =MA sinh θA, (2.55)
for MA to be the mass of the particle and p
µ
A = (p
0
A, p
1
A) its momentum.
Let pµA = (MA, 0) be the components of the momentum of the particle in the rest
frame, that is, θA = 0, and study now the transformation of the momentum components
under a Lorentz boost characterised by a velocity v. If we denote by pµ ′A the momentum
after the Lorentz transformation, its components will be given by
pµ ′A =
MA√
1− v2 (1, v). (2.56)
Recalling the relations (2.55), the value of the rapidity in the new reference frame is
easily found to be
θ′A = lnΛ, with Λ =
√
1 + v
1− v . (2.57)
Therefore, the change experienced by the rapidity variable has been simply a constant
shift. Such property can be easily extended to the case when we take as our starting
point a frame different from the rest frame. Therefore, the rapidity difference between
two particles A,B, usually denoted as θAB := θA − θB, is a Lorentz invariant. This
property is on the basis of the common use of the rapidity variable in the study of
1+1-dimensional QFT’s. Since the scattering amplitudes must be Lorentz invariant
the two-particle S-matrices can only depend upon the rapidity difference between the
interacting particles. In particular, as we reported at the beginning of this section,
for a 1+1-dimensional integrable QFT there is no particle production in any scattering
process. Moreover, it can be proven that the rapidities of the incoming and outgoing
particles have to be the same, so that for a general 2 particle → 2 particle scattering
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process of the type A+B → C +D we can write the two-particle scattering amplitude
as
SB1B2A1A2 (θA1 = θB1 , θA2 = θB2) :=
= out 〈VB1(θ1)VB2(θ2)|VA1(θ1)VA2(θ2)〉in = SB1B2A1A2 (θ12), (2.58)
where the characterisation of the in- and out-states will be presented below. The vertex
operators VAi(θi) provide a generalisation of bosonic or fermionic algebras and allow for
the definition of a space of physical states. They are assumed to obey the following
highly non-trivial algebra, involving the S-matrix which was originally employed as an
auxiliary algebra in the construction of the S-matrix [16]
VAi(θi)VAj(θj) =
∑
Bi,Bj
S
BiBj
AiAj
(θij)VBj(θj)VBi(θi), (2.59)
V †Ai(θi)V
†
Aj
(θj) =
∑
Bi,Bj
S
BiBj
AiAj
(θij)V
†
Bj
(θj)V
†
Bi
(θi), (2.60)
VAi(θi)V
†
Aj
(θj) =
∑
Bi,Bj
S
BiBj
AiAj
(−θij)V †Bj (θj)VBi(θi) + 2πδAiAjδ(θij), (2.61)
which is known in the literature as Zamolodchikov’s algebra [16] and also named some-
times as Faddeev-Zamolodchikov algebra, since the last term in (2.61) was suggested
by L.D. Faddeev in [82]. A space-time interpretation for this algebra was recently pro-
posed by B. Schroer [83].
Therefore, each commutation of these operators is interpreted as a scattering process.
Being the S-matrix of the theory involved in (2.59)-(2.61), the explicit form of the
vertex operators associated to a 1+1-dimensional integrable QFT depends very much
on the particular theory under consideration and, in fact, an explicit realisation for such
operators has not been found for many theories. As mentioned above, once the vertex
operators VAi(θi) have been introduced, they can be used in order to define a space of
physical states. For this purpose one starts by defining the vacuum state as the one
annihilated by any vertex operator, namely
VAi|0〉 = 0 = 〈0|V †Ai, (2.62)
thus the Hilbert space will be generated by the repeated action of creation operators on
this vacuum state
|VA1(θ1)VA2(θ2) · · ·VAn(θn)〉 = V †A1(θ1)V †A2(θ2) · · ·V †An(θn)|0〉. (2.63)
Since they obey (2.59)-(2.61), these states are not all of then independent and one has to
introduce a certain prescription in order to select out a basis of independent or physical
states. The mentioned prescription consists of characterising the in- and out-states as
follows:
An in-state is characterised by the fact that there are no further interactions when we
consider the limit t → −∞. Consequently, the particle possessing the highest rapidity
(the “fastest” one) must be on the left (see Fig. 2.1), the particle possessing the lowest
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rapidity (the “slowest” one) must be on the right and all the rest should be ordered in
between, namely for an n-particle in-state,
|VA1(θ1)VA2(θ2) · · ·VAn(θn)〉in, with θ1 > θ2 > · · · > θn. (2.64)
Likewise, an n-particle out-state contains particles which do not interact when t → ∞.
Then, its natural definition is
|VA1(θ1)VA2(θ2) · · ·VAn(θn)〉out, with θ1 < θ2 < · · · < θn. (2.65)
The latter definitions of the in- and out-states allow for dropping out the subindices in
or out in what follows, since the ordering of the rapidities permits a clear-cut distinction
between the set of incoming and outgoing particles without the need of more information.
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Figure 2.1: n-particle scattering process.
2.2.2 Higher spin conserved charges
Within the study of any QFT we will encounter in general two types of conserved
charges. First of all, the familiar momentum and charges associated to internal sym-
metries of the model, which under the Lorentz group transform as vectors and scalars,
respectively. Second, we can encounter also higher spin conserved charges namely,
objects whose Lorentz transformations read
Qℓ → ΛℓQℓ, (2.66)
for Λ a Lorentz boost. In particular, for ℓ = ±1 we obtain the transformation laws of
the light-cone components p± = p0 ± p1 of the momentum pµ = (p0, p1).
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In what follows we shall make the assumption that the charges Qℓ are local, meaning
that they can be expressed as integrals of local current densities
Qℓ ∼
∞∫
−∞
d2xTℓ+1, (2.67)
where Tℓ+1 may be one of the integrals of motion defined in the previous section, which
remains conserved in the perturbed CFT. However, one should keep in mind that also
non-local conserved quantities can be present in the QFT at hand. Examples of such a
situation have been studied in [84].
Provided (2.67) holds, the quantities (2.66) satisfy the following algebra of commu-
tators
[Qℓ, Qn] = 0, (2.68)
for all n, ℓ. Since the light-cone components of the momenta and the masses of the
particles are respectively conserved charges of spins 1 and 0, Eq. (2.68) indicates that the
eigenstates of higher spin conserved quantities are linear combinations of eigenstates of
the mass namely, states representing particles in the same mass multiplet. Consequently,
each multiplet will contain a set of one-particle states which simultaneously diagonalise
the momentum and charges Qℓ, ℓ = ±1,±2, ... These states will be characterised as
mentioned in the previous subsection by the vertex operators, |VA(θA)〉 for A to be the
quantum numbers of the particle under consideration.
The eigenvalues of the charges Qℓ are determined by Lorentz invariance to be
Qℓ|VA(θA)〉 = ξℓA(MAeθA)ℓ|VA(θA)〉, (2.69)
where ξℓA are non-vanishing Lorentz scalars. The locality assumption (2.67) ensures that
the generalisation of Eq. (2.69) to multi-particle states |θ1θ2 · · · θn〉 is easily obtained as
the sum of the actions over each individual particle state |θA〉, A = 1, · · · , n,
Qℓ|VA1(θ1)VA2(θ2) · · ·VAn(θn)〉 =
[
n∑
i=1
ξℓi(Mie
θi)ℓ
]
|VA1(θ1)VA2(θ2) · · ·VAn(θn)〉 (2.70)
Let us now consider a scattering process with k particles in the in-state and n particles
in the out-state. The associated scattering amplitude will be
SB1B2···BnA1A2···Ak := 〈VB1(θ1)VB2(θ2) · · ·VBn(θn)|VA1(θ1)VA2(θ2) · · ·VAk(θk)〉 (2.71)
where the S-matrix establishes a correspondence between the basis of in- and out-states.
By looking at this completely general scattering process we can easily prove property ii)
in the introduction, i.e. the absence of particle production or the fact that necessarily
n = k in (2.71). If Qℓ is a higher spin conserved quantity satisfying (2.70) it must remain
conserved in the scattering process (2.71), namely
k∑
i=1
ξℓAi(MAie
θAi )ℓ =
n∑
i=1
ξℓBi(MBie
θBi )ℓ. (2.72)
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If we further assume that the number of conserved charges Qℓ is infinite, the latter
equation is really a system of infinitely many equations for different values of ℓ which,
for generic values of the rapidities of the particles, admits only the trivial solution n = k
and
θAi = θBi, ξ
ℓ
Ai
(MAi)
ℓ = ξℓBi(MBi)
ℓ, (2.73)
for i = 1, · · · , n. Therefore, there is no particle production and the set of momenta of
the particles in the in- and out-states must be the same. The only freedom allowed
by the second set of equations in (2.73) is the possible exchange of quantum numbers
between particles in the in- and out-state, in case there are more than one particle in
each particle multiplet namely, the spectrum is degenerate.
The argument reported above can be found in [8, 81] and, as we have specified,
requires the assumption of the existence of infinitely many conserved charges Qℓ. This
assumption allows also for proving the S-matrix factorisability, as we might see in the
next subsection. However, it is interesting to report now the arguments exhibited by S.
Parke in [10], who established quantum integrability as a consequence of the existence
of only two of the mentioned conserved charges. These arguments can also be found in
the review article [81]. In that case, the proofs of i),ii) are not so straightforward but
due to the relevance of this result it is interesting to summarise here the key steps of
Parke’s argument.
2.2.3 Factorisability and absence of particle production
The starting point of the argument in [10] and also of the proof of the S-matrix
factorisability presented in [8] is the assumption that asymptotic one-particle states,
|θA〉 can be represented by means of localised wave packets ΨA(x0, x1). Although the
wave function formalism is not valid in the context of relativistic QFT, because of particle
production and annihilation, we can make use of it when considering asymptotic multi-
particle states (in- or out-states) namely, states describing a set of particles in the limits
t → ±∞, t being the time, in which assuming a purely massive particle spectrum and
short range interactions, particles become free. In that situation we can associate to
each particle in the multi-particle in- (|θA〉) or out-state (〈θA|), a localised wave packet
ΨA(x
0, x1) = N
∫
dp1 ef(p
1)
f(p1) = −a(p1 − p1A)2 + i(p1(x1 − x1A)− p0A(x0 − x0A)), (2.74)
where p1A is the mean spatial momentum of the particle A and p
0
A its energy. N is
a normalisation constant and (x0A, x
1
A) are the coordinates of the centre of the wave
packet, namely the approximated time-space position of the particle A. Finally, the
parameter a is a constant expressing the spreading on the velocity of the wave packet.
Therefore, any multi-particle state will be represented by a set of wave packets of this
type whose overlapping regions are identified to be the regions where particles interact.
The key property we want to use in the course of our argumentation is the fact that the
transformation of the wave function (2.74) generated by an operator eiαQℓ, α being a
free parameter, amounts to shifting the coordinates of the centre of the wave packet as
2.2. Exact S-matrices: Factorisability and absence of particle production 41
follows
x0A → x0A + αℓξℓA(MAeθA)ℓ−1, (2.75)
x1A → x1A + αℓξℓA(MAeθA)ℓ−1. (2.76)
A relevant characteristic is that the mentioned shift is not constant in general but, on the
contrary, depends upon the rapidity of the particle under consideration. This is a crucial
fact which means that when performing the same type of transformation for a multi-
particle state, the outcome will be another multi-particle state where the mean positions
of the particles differ from the original ones by a factor which is different for particles
with different masses and rapidities. This observation turns out to be fundamental in
order to prove the factorisability of the S-matrix into two-particle scattering matrices in
massive 1+1-dimensional QFT’s.
Absence of particle production
The absence of particle production is a property which, as we have seen, is easily proven
once the assumption of the existence of infinitely many higher spin conserved quantities
is made. However, the proof becomes more involved if only two of these quantities are
assumed to exist. We will not present here the details but only summarise the main ideas
involved. First of all, the scattering amplitude must be invariant under transformations
generated by the conserved charges Qℓ which means
SB1B2···BnA1A2···Ak = e
−iαQℓSB1B2···BnA1A2···Ak e
iαQℓ. (2.77)
In particular, Eq. (2.77) should also hold if we substitute Qℓ by a linear combination of
two higher spin conserved quantities of spin m and −s
Qϕ =
cosϕ
m
Qm − sinϕ
s
Q−s, (2.78)
where ϕ is a free parameter taking values in the interval [0, 2π). In [10] it was proven
that any transformation generated by a conserved charge of type (2.78) acting on the
scattering amplitude (2.77) for k = 2 will lead to a violation of the macrocausality
principle whenever the set of rapidities of the particles in the in- and out-states are
different. The macrocausality principle states that the interaction time associated to
the two incoming particles, say t12, has to be always smaller of equal than the time at
which any of the outgoing particles is produced. The key observation presented in [10]
is that this principle could be violated if there was particle production in the scattering
process and if the set of rapidities associated to incoming and outgoing particles are
different. Consequently, the conclusion that n should be always 2 for the case at hand
is immediate. Since in the next subsection we will see that any scattering amplitude
can be ultimately expressed as a product of two-particle amplitudes, the proof of the
absence of particle production can be easily generalised to any scattering process even
when the number of incoming particles is bigger than two. In short, we can write
SB1B2···BnA1A2···Ak ∼ δkn
n∏
i=1
δ(θAiBi). (2.79)
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Factorisability of the scattering amplitudes
The factorisability of any scattering amplitude in a 1+1-dimensional integrable QFT
is easily proven provided a wave function description of the type (2.74) is used. As
we have seen, the action of a conserved charge Qℓ on a multi-particle in- or out-state
amounts to shifting the wave packet centres by a factor which is rapidity-dependent. The
consequences of this property leading to the conclusion of the S-matrix factorisability are
typically analysed by considering the three possible 3 particle → 3 particle scattering
processes depicted in Fig. 2.2.
In a generic QFT there will not be in principle any reason to think the scattering
amplitudes describing these three processes should have something to do with each
other. However, if the theory possesses at least two higher spin conserved quantities,
like the ones entering Eq. (2.78) and is 1+1-dimensional, the mentioned amplitudes are
automatically forced to be identical. The reason is that any of the three diagrams in
Fig. 2.2 can be transformed into each other by means of the ‘translation’ of one of the
particles. Such a ‘translation’ can be generated by means of a conserved charge (2.78)
and, according to (2.77), must leave invariant the corresponding scattering amplitude.
Consequently, the processes in Fig. 2.2 correspond to the same scattering amplitude,
which leads to the following set of equations
S k pA1A2(θ12)S
B1r
kA3
(θ13)S
B2B3
p r (θ23) = S
rB3
A1k
(θ13)S
p k
A2A3
(θ23)S
B1B2
r p (θ12). (2.80)
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Figure 2.2: Graphical representation of the Yang-Baxter equation
It is also evident that the same argument holds for any n → n scattering process
whose scattering matrix will then factorise into a product of n(n − 1)/2 two-particle
scattering amplitudes. Eq. (2.80) is known in the literature as Yang-Baxter equation
[11]. In particular, when the number of particles in each particle multiplet is just one, i.e.
2.3. Analytical properties of two-particle scattering amplitudes 43
the particle spectrum is non-degenerate, not only the rapidities but also the quantum
numbers of the particles must be the same in the in- and out-states. In that case the
S-matrix is diagonal, meaning that it has the general form
SB1B2A1A2 (θ12) = δ
B1
A1
δB2A2SA1A2(θ12), (2.81)
and consequently, the Yang-Baxter equation (2.80) becomes trivial. For this reason the
construction of diagonal S-matrices is in general much simpler than in the non-diagonal
case. In this thesis we will be concerned with the diagonal case, since the HSG S-matrices
constructed in [51] are diagonal.
To close this section we would like to qualitatively show how the Coleman-Mandula
theorem [5] turns out to be a very natural property in the light of the arguments of this
section and, in particular, as a consequence of the properties of higher spin conserved
quantities exploited here. Recall that the Coleman-Mandula theorem [5] states that,
under certain assumptions, the S-matrix of any 1 + d-dimensional QFT with d > 1 is
trivial if the theory possesses any higher spin conserved quantity. The reason becomes
clear if we consider any of the scattering processes in Fig. 2.2 but now in more than
one space dimension. The existence of a single conserved charge Qℓ would allow us to
‘translate’ particles away from the plane where the interaction is taking place and to
separate them from each other as much as we like. Therefore, the particles would not
interact anymore and the scattering amplitudes should necessarily be trivial.
2.3 Analytical properties of two-particle scattering
amplitudes
It is clear from the preceding section that the determination of the exact S-matrix
associated to a 1+1-dimensional massive integrable model is equivalent to the exact
computation of all two-particle scattering amplitudes, corresponding to the different
2→ 2 scattering processes occurring in the theory. Therefore, before we enter the specific
description of the non-abelian affine Toda field theories [47], it is interesting to provide a
general description of the main properties of two-particle scattering amplitudes, paying
special attention to non-parity invariant theories, since the S-matrices of the HSG-models
which will enter our analysis in subsequent chapters break parity invariance. A more
detailed derivation of these properties may be found in [12, 13, 14, 15, 16, 17].
In the context of 1+1-dimensional integrable QFT’s the calculation of exact two-
particle S-matrices is possible by solving a set of constraining equations. These equa-
tions arise as a consequence of very general physical principles, in particular as we
have stressed before, quantum integrability itself imposes severe restrictions on the two-
particle scattering amplitudes which, in the non-diagonal case, must satisfy the highly
non-trivial Yang-Baxter equation [11] reported in (2.80). Apart from the latter equation,
the two-particle scattering amplitudes are constrained by other requirements which we
itemise below
Lorentz invariance.
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Crossing symmetry.
Moreover, in case bound states are present in the theory, the two-particle S-matrices
have to obey the so-called bootstrap equations [12, 13] which we will report later.
By solving the set of equations emerging from the previous constraints it is possible to
determine the exact S-matrix of the theory up to certain multiplicative factors which,
without adding any physical information, trivially satisfy all the constraining equations.
These ambiguity factors are usually referred to as CDD-factors and their existence
was pointed out in [19] by L. Castillejo, R.H. Dalitz and F.J. Dyson. They are usually
fixed by appealing to consistency requirements, although these sort of arguments are
in general not rigorous enough in order to make sure a certain S-matrix proposal is
certainly correct, meaning it is really describing the scattering theory of a very specific
model which is known through a Lagrangian formulation or by some other physical
quantities. Recall that in the UV-limit one should recover the underlying CFT serving
as starting point for our construction. For this reason it is desirable to develop tools
which allow for consistency checks of the outlined proposal. The thermodynamic Bethe
ansatz [20, 21] and form factor approach [22, 153] are precisely examples of this sort of
tools which we might exploit in order to check the consistency of the S-matrix proposal
[51] for the HSG-models.
Let us now commence with a more detailed discussion on the physical requirements
summarised above. We already pointed out before that Lorentz invariance of the two-
particle scattering amplitudes ensures that the S-matrix dependence upon the momenta
of the particles has to enter via Lorentz invariant quantities. In particular, it is well
known in 1+3-dimensions that the quantities we refer to are the so-calledMandelstam
variables s, t and u, defined as
s = (pA + pB)
2, t = (pA − pC)2 u = (pA − pD)2, (2.82)
for a scattering process of the type A +B → C +D. However, in 1+1-dimensions only
one of these three variables is really independent, so that the two-particle amplitudes
shall depend only on one of Mandelstam’s variables, say s.
The sort of theories we will be interested in are characterised by a non-degenerate
particle spectrum which ensures that the S-matrix will be diagonal, meaning that all two-
particle scattering amplitudes have the form (2.81). Therefore, the Yang-Baxter equation
(2.80) is trivially satisfied, in other words, it does not introduce any new constraint for the
two-particle scattering amplitudes. Consequently, the incoming and outgoing particles
involved in any two-particle scattering process have the same momenta (rapidities), say
pA, pB (θA, θB), in virtue of integrability, and the same quantum numbers, say A,B,
due to the non-degeneracy of the spectrum (see Fig. 2.3). We will then denote such
an amplitude by SAB(θAB). If the masses of the two incoming (outgoing) particles are
MA,MB, the Mandelstan variable s reads
s = (pA + pB)
2 = M2A +M
2
B + 2MAMB cosh θ, (2.83)
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Figure 2.3: Two-particle scattering amplitude.
where, as usual θ = θAB := θA − θB. The dependence of the s-variable on the rapidity
difference is consequent with the discussion leading to Eq. (2.58).
We can now interpret the scattering amplitude SAB(θ) = SAB(s) as a function of the
variables s or θ, which can take values in all the complex plane, namely we analytically
continue the real variables s, θ to the complex plane. Once this is done, the unitarity
and crossing symmetry of the scattering amplitudes, which we will talk about a bit later,
imply that the amplitude SAB(s) must have square root branch points starting at the
values s = (MA±MB)2 which correspond to θ = 0, iπ in the θ-plane. These branch points
give rise to branch cuts along the real axis s ≤ (MA−MB)2 and s ≥ (MA+MB)2 so that
the two-particle amplitude, as a function of s, is not a meromorphic function. However,
as a function of the θ-variable, SAB(θ) is a meromorphic function since, using the fact
that s(θ) = s(−θ), the mentioned branch cuts do not occur in the θ-plane. In order to
guarantee that the analytical continuation of the scattering amplitudes to the complex
plane (both in s and θ) gives rise to uniquely defined functions, several Riemann sheets
have to be considered. In particular, in the diagonal case, the number of Riemann sheets
in the θ-plane is just two. The physical values of the rapidity θ are constrained to the
strip,
Im θ ∈ (0, π). (2.84)
The region of physical values of θ given in (2.84) is known under the name of physical
sheet and corresponds to the first of the two Riemann sheets arising when diagonal
scattering amplitudes are expressed in terms of the rapidity variable. Obviously, the
relationship (2.83) between the s and θ variables implies also that, associated to the
region (2.84), there is a corresponding physical sheet for the s-variable.
As we shall see later in more detail, scattering amplitudes corresponding to the
creation of stable bound states will be characterised by purely imaginary poles in the
θ-variable located at the physical strip, whereas the presence of unstable particles in the
spectrum will be related to the existence of complex poles in the scattering amplitudes
located in the second θ Riemann sheet, beyond the physical sheet (2.84).
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Being the region of physical values of s defined by (2.84), the physical values of the
two-particle scattering amplitudes correspond to
SphysAB (s) := lim
ǫ→0+
SAB(s+ iǫ), (2.85)
for s to be real, in the spirit of Feynman’s iǫ prescription in perturbation theory. Her-
mitian analyticity [85, 86, 87] then postulates that the physical scattering amplitude
SAB(s) and its complex conjugated [SBA(s)]
∗ are boundary values in opposite sides of
the s-plane branch cut of the same analytic function, namely
[SphysBA (s)]
∗ := lim
ǫ→0+
SAB(s− iǫ). (2.86)
Taking furthermore into account that
lim
ǫ→0+
SAB(s± iǫ) = SAB(±θ), θ > 0, (2.87)
the Eqs. (2.85) and (2.86) translate into the condition
SAB(θ) = [SBA(−θ∗)]∗ (2.88)
after analytic continuation to the complex plane and using the fact that if SAB(s) is an
analytic function of s the same holds for [SAB(s
∗)]∗. A consequence of (2.88) is that
the amplitudes SAB(θ) will not be real analytic functions unless there are additional
symmetries in the theory like parity invariance,
SAB(θ) = SBA(θ). (2.89)
In that case the combination of (2.88) with the latter equation gives
SAB(θ) = [SAB(−θ∗)]∗, (2.90)
which is the usual condition of real analyticity for two-particle scattering amplitudes.
Therefore, the two-particle S-matrices are real analytic functions in 1+1-dimensional
QFT’s only in the parity invariant case (for S to be diagonal). We will see later that
some of the HSG S-matrices [51] provide particular examples of amplitudes which break
parity invariance and therefore satisfy (2.88) instead of (2.90).
Unitarity
The S-matrix also has to be unitary, meaning that SS† = 1 for physical values of the
variables s, θ. The unitarity of the S-matrix expresses the fact that the total probability
of producing an arbitrary out-state from any initial in-state must be one. Physical
unitarity together with the Hermitian analyticity condition (2.88) lead to
SAB(θ)SBA(−θ) = 1, (2.91)
which by analytic continuation to the complex plane can be assumed to hold for any
complex value of θ.
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Crossing symmetry
The two-particle scattering amplitudes have to satisfy also the constraints derived from
crossing symmetry which means they must remain invariant under the replacement
of an incoming particle by an outgoing particle of opposite momentum. This leads to
the constraint
SAB(iπ − θ) = SBA¯(θ), (2.92)
where A¯ denotes the antiparticle of the particle A. Notice that changing the momentum
of the particle A to −pA amounts to changing the Mandelstam s-variable to the t-
variable, which explains the branch cut at (MA −MB)2. Eq. (2.92) expresses the fact
that scattering processes described in the s- and t-channels are not independent from
each other.
Bootstrap equations
All the constraints summarised above do not require any information about the par-
ticle content of the theory, they are completely general for any 1+1-dimensional inte-
grable QFT and in fact, they are sufficient to establish already the general form of the
two-particle scattering amplitudes, which in [88] were shown to be products of general
building blocks depending upon hyperbolic functions of the form
fx(θ) :=
sinh 1
2
(
θ + iπx
)
sinh 1
2
(
θ − iπx
) , (2.93)
whenever the scattering matrix is assumed to be diagonal. The preceding building
blocks (2.93) depend on certain variables x which might encode the information about
the particle spectrum of the theory. At this point, specific information about the QFT
considered enters the S-matrix construction. It is clear that the block (2.93) has a
simple pole corresponding to the value θ = iπx. If the pole lies on the physical sheet
0 < Im (θ) < π which means 0 < x < 1 it is assumed to be the trace of the formation of
a stable bound state.
Let us now consider again the scattering amplitude SAB(θ) which, in the light of
the previous paragraph, will be a certain product of building blocks of the type (2.93).
Suppose that, for the particular QFT at hand, the mentioned scattering amplitude
possesses a simple pole θ = i uCAB characterising the formation of a stable bound state,
say C, of mass MC in a scattering process of the type A + B → C. By stable bound
state we mean that particle C is one of the asymptotic one-particle states present in the
theory. Therefore, the mass of the bound state C is given by,
M2C = M
2
A +M
2
B + 2MAMB cosu
C
AB, (2.94)
which is easily derived from (2.83) by considering the formation of particle C in the
centre-of-mass collision of particles A,B. Notice that Eq. (2.94) establishes a relation-
ship between the masses of the stable particles present in the model. The values uCAB
are commonly referred to as fusing angles.
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Figure 2.4: Fusing angles associated to the scattering processes A+B → C, A + C → B
and B + C → A.
In fact, appealing to crossing symmetry, any of the three particles A, B or C may be
seen as a bound state of the other two corresponding to fusing angles uCAB, u
A
BC and u
B
AC
respectively. Consequently, we could write two more equations completely analogue to
(2.94) by permuting the indices A,B,C. The combination of these equations leads to
the constraint,
uCAB + u
A
BC + u
B
AC = 2π, (2.95)
which admits the graphic representation shown in Fig. 2.4.
The consideration of stable bound states as part of the asymptotic particle spec-
trum of the theory together with the integrability of the model leads to the so-called
bootstrap equations [12, 13], which establish the equality of the scattering ampli-
tudes related to the two scattering processes depicted in Fig. 2.5. Notice that again
the representation of one-particle asymptotic states by means of localised wave packets
together with Eqs. (2.75) and (2.76) are on the basis of the outlined relationship. Math-
ematically, this equivalence leads to the mentioned bootstrap equations which have the
general form,
SAD(θ + iu¯
B
AC¯)SBD(θ − iu¯ABC¯) = SCD(θ), (2.96)
where u¯CAB = π − uCAB.
Unstable particles
The discussion reported above refers exclusively to the presence of stable bound states
related to purely imaginary simple poles in the rapidity variable located in the physical
sheet, 0 < Im (θ) < π. However, we might encounter a situation in which also unstable
bound states can be present in the theory. In particular, the HSG-models on which we
will mainly focus our attention later, provide examples of theories possessing unstable
particles in their spectrum, that is, particles possessing a finite lifetime. Accordingly,
some explanation is necessary concerning the interpretation of unstable bound states
within the scattering theory context, in other words, we wish to identify the trace left
by the formation of an unstable particle in a two-particle scattering amplitude.
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Figure 2.5: Graphical representation of bootstrap equations
Therefore, let us consider again a scattering process A+B → C˜, where the particle C˜
is now unstable i.e., it is not encountered as part of the one-particle asymptotic spectrum
which only contains particles whose lifetime is infinite. Similarly to the description of
stable bound states, the unstable particle C˜ is expected to be produced whenever the
particles A, B scatter at a certain centre-of-mass energy
√
s close enough to the mass of
the unstable particle. In that case the scattering amplitude SAB(s) is expected to have
a resonance pole located at a certain complex value of the Mandelstam variable s given
by
sR :=M
2
R =
[
MC˜ −
iΓC˜
2
]2
, (2.97)
which shows that the description of unstable particles is usually carried out by complex-
ifying the physical mass of a stable particle. In the s-plane, the mentioned complexi-
fication amounts to adding to the physical mass a complex contribution given by the
decay width ΓC˜ > 0, whose inverse is identified as the lifetime of the unstable particle.
Therefore, the form of the two-particle S-matrix near to the resonance pole sR is given
by the well known Breit-Wigner resonance formula [89, 14, 15]
SAB(s) ≈ 1− 2iMc˜ΓC˜
s− sR . (2.98)
As mentioned in [14], whenever MC˜ ≫ ΓC˜ the following approximation
M2R ≈M2C˜ + iMC˜ΓC˜ , (2.99)
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is justified, which allows for a clear-cut interpretation of MC˜ as the physical mass of
the unstable particle. The pole sR in the Mandelstam variable has a counterpart in the
rapidity description which we will denote by
θR = σ
C˜
AB − iσ¯C˜AB, (2.100)
that is, in the θ-plane, the presence of unstable particles in the models reflects in the
existence of complex poles in the second Riemann sheet or non physical sheet. Therefore,
σC˜AB, σ¯
C˜
AB > 0. In comparison to the description of stable particles, the fusing angles
uCAB describing stable bound states, get formally complexified as follows
uCAB → −σ¯C˜AB − iσC˜AB, (2.101)
from where it is easily inferred that, unstable particles are associated to poles arising
in the non physical sheet, namely Im(θR) is now negative. In addition, whenever the
so-called resonance parameter σC˜AB is vanishing, the unstable particle C˜ becomes a
‘virtual state’, meaning that θR becomes purely imaginary as for the case of stable bound
states, but still does not lie inside the physical strip. In that situation, unstable particles
become virtual states characterised by poles on the imaginary axis beyond the physical
sheet.
The particularisation of Eq. (2.94) to the case at hand amounts to substituting MC
by MR and u
C
AB as shown in (2.101). The identification of the real and imaginary part
of this equation leads to the following relations
M2
C˜
− (ΓC˜)
2
4
= (MA)
2 + (MB)
2 + 2MAMB cosh σ
C˜
AB cos σ¯
C˜
AB, (2.102)
MC˜ΓC˜ = 2MAMB sinh σ
C˜
AB sin σ¯
C˜
AB. (2.103)
It becomes again clear from (2.102) and (2.103) that, whenever the resonance parameter
σC˜AB is vanishing the unstable particle becomes a virtual state. The decay width ΓC˜
vanishes in virtue of (2.103) as would correspond to an stable particle but, as mentioned
above, the corresponding pole is located in the non physical sheet.
2.4 Non-abelian affine Toda field theories
In the preceding sections we have summarised the most relevant features of 1+1-
dimensional integrable QFT’s. We started our study by reviewing their construction as
perturbations of conformally invariant QFT’s and reported their most celebrated proper-
ties, which we have shown to be intimately linked to the powerful implications conformal
symmetry has in 1+1-dimensions. As we have seen, the trace of these implications is
still crucial once the CFT is driven away from its associated RG-fixed point. The most
substantial consequence of the distinguished properties of 1+1-dimensional integrable
massive QFT’s reported above is that, in many cases, they allow for the exact compu-
tation of the S-matrix of the theory under consideration. It is identified as the solution
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to a certain set of physically-motivated consistency equations expressing the require-
ments of unitarity, crossing symmetry, Hermitian analyticity and Lorentz invariance of
the scattering amplitudes, together with the mentioned Yang-Baxter [11] and bootstrap
equations [12, 13].
Having now settled the general framework and techniques, it is interesting to ex-
ploit these techniques in order to study a concrete family of 1+1-dimensional integrable
theories, the so-called non-abelian affine Toda (NAAT) field theories [47], whose
equations of motion were originally formulated by A.N. Leznov and M.V. Saveliev in
1983. The NAAT-theories are particular examples of Toda field theories which, as we
have seen in the introduction, constitute field generalisations of the well known Toda
lattice [32, 30, 31].
Clasically, the NAAT-equations [47] are integrable (multi-component) generalisations
of the sine-Gordon equation for a bosonic field which takes values in a non-abelian Lie
group, in contrast with the usual Toda field theories where the field takes values in
the (abelian) Cartan subgroup of a Lie group [29]. The mentioned equations can be
obtained as the equations of motion associated to an action functional which is the sum
of the WZNW-action [57, 58, 78] associated to a complex non-abelian Lie group G¯0 and
a bosonic field h(x0, x1), and a potential V (h), depending upon this field,
S[h] =
1
β2
{
SWZNW [h] −
∫
d2x V (h)
}
. (2.104)
Here β is a coupling constant which does not play any role in the classical theory but
gets quantized in the quantum theory in terms of an integer, k, usually referred to as
“level” [57, 78, 3] (see also Eq. (2.125).
The latter structure already gives a first glimpse concerning the quantum formulation
of these theories, which may be viewed, at least in some cases, as perturbations of a
gauged WZNW-coset action [59, 60, 61, 64] by means of a primary field of the latter
CFT. Consequently, all the properties and techniques described before in this chapter
will inspire the quantum study of some NAAT-theories.
The most general construction of the NAAT-theories was carried out in [48] and takes
as its starting point a semisimple, complex and finite Lie algebra denoted by g¯, and a
finite order automorphism σ of the latter, which induces the following decomposition,
g¯ =
⊕
∈Z
g¯¯, [g¯, gk¯] ⊂ g¯+k, (2.105)
σ(x) = e2πij/Nx, for x ∈ g¯¯. (2.106)
It is clear from (2.106) that σ is an order-N automorphism i.e., σN = 1. A decomposition
of the type (2.105) is referred to as a Z/NZ-gradation of the Lie algebra g¯. The
subindices ¯ must be understood as ¯ =  modulo N . Furthermore, the invariant subspace
under the action of the automorphism, g¯0, is in virtue of (2.105), a complex subalgebra
of g¯, whose associated Lie group is denoted by G¯0. It is this Lie group where the field of
every NAAT-theory related to a particular pair (g¯, σ) takes values i.e., h(x0, x1) ∈ G¯0.
Notice that until here we have always referred to finite Lie algebras, although the explicit
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construction of classically conserved charges requires the use of the affine or extended
Lie algebra, gˆ.
Concerning the construction of quantum NAAT-theories, it was found in [48] (see
also [90]) that, although there is a large class of interesting QFT’s related at classical
level to NAAT-models, only a certain subset of NAAT-equations lead at quantum level
to QFT’s possessing the following remarkable properties:
i) Unitarity, which in that context means we are interested in theories whose action
functional takes real values. In other words, we wish to study the subset of theories which
are expected to lead at quantum level to a Hilbert space containing only particle states
of non-negative norm. In [48] it was shown that the reality condition is satisfied for the
choice of action functionals whose kinetic term is positive-definite, whereas the potential
is real and bounded from below.
ii) Existence of amass-gap namely, we are interested in theories possessing a purely
massive spectrum. Notice that our discussion of the preceding sections always referred
to massive particles and accordingly, it is this sort of models which are expected to admit
an S-matrix description of the type described in subsection 2.2.
In [48] the preceding requirements where shown to be only fulfilled by two families of
NAAT-theories which were named as Homogeneous sine-Gordon (HSG) and Sym-
metric Space sine-Gordon (SSSG) theories and are in one-to-one correspondence
with the different compact Lie groups and compact symmetric spaces, respectively. Ac-
tually, the HSG- and SSSG-theories of [48] are particular examples of the deformed coset
models constructed by Q-H. Park in [63] and the Symmetric Space sine-Gordon models
constructed by I. Bakas, Q-H. Park and H-J. Shin in [91], respectively, where the specific
form of the potential makes them exhibit a mass gap namely, a purely massive particle
spectrum.
Some remarks on classical integrability
The results presented in this thesis are mainly concerned with the quantum char-
acteristics of the previously mentioned HSG- and SSSG-theories. For this reason, we
want to report now in this subsection only a very briefly overview on the meaning and
main implications of classical integrability, and its specific consequences in the context
of NAAT-models. For a more detailed discussion concerning general aspects of classical
integrability we refer the reader for instance to [92, 93]. The specific study of the classi-
cal integrability of the HSG- and SSSG-models was carried out in [49, 56] respectively,
where the classically conserved charges were explicitly constructed.
The classical integrability of all NAAT-theories can be inferred from their associ-
ated equations of motion, which admit a zero-curvature expression of the form
∂−(h
−1∂+h) = −m2 [Λ+, h−1Λ−h]
m
[∂+ + h
−1∂+h+ imΛ+, ∂− + imh
−1Λ−h] = 0 , (2.107)
2.4. Non-abelian affine Toda field theories 53
where we used the light-cone coordinates x± = x0 ± x1. The objects Λ± are semisimple
elements taking values in the subspaces g¯k¯ and g¯N−k defined in (2.105) and (2.106)
respectively. These elements enter into the expression of the potential V (h) arising in
(2.104) which has the general form
V (h) = −m
2
π
〈Λ+, h†Λ−h〉, (2.108)
where m is a coupling constant that has mass dimension and the brackets 〈 , 〉 denote
an invariant and non-degenerate bilinear form in G¯ [94, 95].
The classical concept of integrability is encoded in Liouville’s theorem which de-
fines a classically integrable model as a Hamiltonian system possessing at the same time
a 2n-dimensional phase space and n independent conserved charges Qi, i = 1, · · · , n in
involution, namely
∂Qi
∂x0
= 0, {Qi, Qj} = 0, i, j = 1, · · · , n, (2.109)
{ , } denoting Poisson brackets.
As mentioned above, the zero-curvature expression (2.107) is intimately related to
the classical integrability of NAAT-theories. This is based on the celebrated Lax-pair
formalism commonly used in the formulation of classically integrable models. A Lax-
pair (L,B) is a pair of operators depending on the dynamical variables of the system
at hand. Although the classical equations of motion of integrable systems are often
non-linear, they can be formulated in terms of Lax-pairs in the form
∂L
∂x0
= [L,B] . (2.110)
Once a suitable Lax-pair (L,B) has been constructed, the existence of infinitely many
classically conserved charges follows immediately (see e.g. [92]) and their form is easily
found to be Qn = Tr(L
n). There are various ways to identify the most suitable Lax-pair
associated to a certain model. In particular, the generalised Drinfel’d-Sokolov construc-
tion of [96] was used in [49, 56] to obtain the conserved densities related to (2.107) for the
HSG- and part of the SSSG-models. It was also observed in [49, 56] that the classically
conserved charges of a certain spin are recovered from the corresponding quantum higher
rank conserved quantities in the limit ~ → 0. This result provides a consistency check
for the quantum conserved charges constructed along the lines reported in subsection
2.1.2.
It is worth emphasising that one of the most important characteristics of classically
integrable theories is the fact that their equations of motion very often posses solitonic
and multi-solitonic solutions [93]. These sort of configurations turn out to be of
special interest, since the classical interaction between solitons has, for classically inte-
grable systems, very similar properties to the interaction of particles at quantum level,
described by means of an S-matrix. The reason is that a soliton is defined as a non-
singular solution to the classical non-linear equations of motion whose energy density
is localised and remains undistorted under the time evolution. Consequently, soliton
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solutions have finite energy [93]. These properties suggest a relationship between soliton
solutions and extended particles described by localised wave packets of the form (2.74).
Indeed, very often at least part of the quantum spectrum of the model can be constructed
by means of the semi-classical quantization of the classical solitonic solutions and
there is a link between the semi-classical limit of the S-matrix and the solitonic solutions
of the classical scattering [97, 93].
In particular, all NAAT-equations [47] admit solitonic solutions, which is in contrast
with the usual affine Toda field theories [33, 34, 35, 36, 37], where the condition of
having soliton solutions (imaginary coupling constant) leads to an ill defined action [98].
In particular in [50] the semi-classical spectrum of the HSG-models was constructed.
Thereafter, the S-matrix proposal pointed out in [51] made use of this result by assuming
the exact spectrum of stable particles at quantum level to coincide with part of the
solitonic spectrum determined semi-classically. We will see in later chapters that all
our consistency checks of the S-matrix proposal for the HSG-models have confirmed the
legitimacy of the mentioned assumption.
Let us now turn to the description of some other general properties of NAAT-field
theories and ultimately focus our attention in the homogeneous and symmetric space
sine-Gordon models [48].
2.4.1 Quantum aspects of non-abelian affine Toda theories
Classically all NAAT-theories are integrable and make perfect sense for each possible
choice of the objects {g¯, σ,Λ±} characterising their action functional (2.104). However,
it was shown in [48] that not all classical NAAT-theories would be expected to lead at
quantum level to well defined QFT’s in the sense described in the previous section (see
i), ii)). It was found also in [48] that every consistent quantum NAAT-field theory will
be described by an action of the form
S[h] =
1
β2
{
SWZNW [h] +
m2
π
∫
d2x 〈Λ+, h†Λ−h〉
}
, (2.111)
where now the matrix element 〈Λ+, h†Λ−h〉 entering the potential (2.108) is identified
with a matrix element of a certain spinless primary WZNW-field i.e., at quantum level
the potential V (h) turns out to play the role of perturbing field in the sense of (2.39).
Therefore, the NAAT-theories will provide a Lagrangian formulation for some already
known integrable perturbations of CFT’s and, furthermore, they will also lead us to
discovering new ones.
The unitarity and the presence of a mass-gap in the theory are conditions which turn
out to restrict severely the possible choices of the objects {g¯, σ,Λ±} at quantum level.
In particular
i) The unitarity of the QFT requires an action functional whose kinetic term is
positive-definite. This can only be achieved if the bilinear form 〈 , 〉 has a definite sign.
This requires that the Lie group G0 is chosen to be a compact Lie group. In that case
the bilinear form 〈 , 〉 is the compact real form [94, 95]. This fact additionally implies,
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for G0 to be non-abelian, that the field is unitary
h† = h−1. (2.112)
The latter property is only consistent with the NAAT-equations (2.107) if
Λ†± = Λ± ⇒ V (h) ∈ R. (2.113)
The previous equation, together with the conditions Λ+ ∈ gk and Λ− ∈ gN−k reported
in the previous section, restricts severely the possible inequivalent choices of the auto-
morphism σ, which can only have order N = 1 or 2. Then, the decomposition (2.105)
gives
σ = 1⇒ g = g0, [g0, g0] ⊂ g0 (2.114)
σ2 = 1⇒ g = g0 ⊕ g1, [g0, g1] ⊂ g1, [g1, g1] ⊂ g0, [g0, g0] ⊂ g0. (2.115)
Accordingly,
Λ± ∈ g0 for σ = 1, (2.116)
Λ± ∈ g1 for σ2 = 1. (2.117)
In this fashion we can restrict ourselves to the two families of NAAT-theories associated
to the identity automorphism (σ = 1, N = 1) or to involutions (σ2 = 1, N = 2). The
first family of theories are the already mentioned Homogeneous sine-Gordon models,
whereas the NAAT- theories associated with involutions were named as Symmetric
space sine-Gordon models [48], for the reason they are related to symmetric spaces
in the way we will see later. However, at this stage of the construction there is still an
additional requirement to be fulfilled.
ii)We wish to investigate theories with a purely massive particle spectrum. This
leads to additional constraints which select out the precise CFT whose perturbations we
want to investigate. The concrete details of the derivation of these constraints can be
found in [48]. To put it briefly, the potential (2.108) can be shown to be globally invariant
under certain transformations of the field
h(x0, x1)→ α+h(x0, x1)α−, (2.118)
for α± ∈ g± and g± being subalgebras of g. The breaking of such a symmetry amounts
to the possibility of the existence of massless particles in the spectrum. In order to avoid
that situation i.e., the degeneracy of the vacuum configuration, it is necessary to identify
the mentioned symmetry with a gauge symmetry of the model, so that the different
vacuum configurations are identified under gauge transformations. Therefore, one must
substitute the classical action (2.104) by a gauged action for which is needed to modify
the original WZNW-action associated to the Lie group G0 by introducing certain gauge
fields and select thereafter a particular gauge-fixing prescription. The outcome of the
whole procedure is that the term SWZNW entering the action of the massive HSG- and
SSSG-models (2.111) is a gauged WZNW-coset action [59, 60, 61, 64] associated to cosets
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of the general form G0/U(1)
p where g± = u(1)
p is the gauge symmetry algebra where
the gauge fields take values, and
p = ℓ, Λ± ∈ U(1)ℓ for the HSG-models, (2.119)
0 ≤ ℓ− ℓG/G0 ≤ p ≤ min[ℓ0, ℓ− ν], for the SSSG-models (2.120)
Here ℓ, ℓ0 are the ranks of the compact Lie algebras g and g0 respectively, ℓG/G0 is the rank
of the compact symmetric space G/G0, defined as the dimension of the maximal abelian
subspaces contained in g1 [66], and ν = 2 or 1 depending on whether Λ+ and Λ− are
linearly independent or not, respectively. In particular, the lower bound is reached when
Λ+,Λ− ∈ g1 are regular, meaning that, the subset of elements of g which simultaneously
commute with Λ± constitute already a maximal abelian subspace of g. It is important to
mention also here that, once the gauge has been fixed, the action (2.111) still possesses
a remaining U(1)p global symmetry. This symmetry is responsible for the fact that the
soliton solutions we will describe in the next subsection carry conserved Noether charges.
It is worth emphasising that the particular form of the abelian gauge transformation
(2.118) has a crucial consequence which effects further results concerning the properties
of the HSG S-matrices. The HSG- and SSSG-models are not parity invariant in general,
unless the elements Λ± are not linearly independent from each other, namely Λ+ = ηΛ−.
This is in the origin of the parity breaking of some of the scattering amplitudes we
will encounter in the study of the HSG-theories.
iii) Moreover, if the quantum theory is to be well defined, the coupling constant has
to be quantized: β2 = 1/k, for some positive integer k (see [57, 78, 56] for a more precise
form of this quantization rule). Such a quantization does not occur in the sine-Gordon
theory or the usual affine Toda theories because the field takes values in an abelian
group in those cases. An important consequence of this is that, in the quantum theory,
the β2 will not be a continuous coupling constant. However, the quantum theory will
have other continuous coupling constants that appear in the potential and, in particular,
determine the mass spectrum.
The constraints stated in i),ii), iii) result in a rich variety of HSG- and SSSG-models.
In summary:
I. The HSG-theories are perturbations of WZNW-coset theories associated to cosets
of the type Gk/U(1)
ℓ, for ℓ to be the rank of the compact Lie algebra g and k an integer
which is identified with the level of the Kac-Moody representation of the Virasoro algebra
[57] generating the conformal symmetry of the WZNW-models. These sort of CFT’s are
also named as G-parafermion theories and their properties have been studied in
[59, 60, 61].
II. The SSSG-theories include a larger variety of models, since the value of p given
by (2.120) is not fixed like for the HSG-models. They are associated to perturbations
of WZNW-coset models related to cosets of the form G0/U(1)
p. There are several inter-
esting subclasses of SSSG-models that include, for p = ℓ0, new massive perturbations of
the theory of G0-parafermions different from those provided by the Homogeneous sine-
Gordon theories [49]. Notice that this case happens only if the symmetric space satisfies
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ℓ0 ≤ ℓ− ν. Another particularly interesting class of models occurs when ℓ = ℓG/G0 and
p = 0. In this case, the SSSG-theory is just a massive perturbation of the WZNW-model
corresponding to G0. We have named this particular subclass of theories as Split mod-
els and performed an investigation of their classical and quantum integrability in [56].
A scheme of some of the different types of Toda field theories, including the families of
models studied here was presented in the previous chapter.
In the light of the preceding discussion, it is also clear that the HSG- and SSSG-
models are just particular examples of NAAT-theories and it must be emphasised that
they are not the only ones of physical interest. Other types of NAAT-theories have been
also object of study in the literature (see for instance the work by J.F. Gomes et al.
[99]).
Having now established the defining features of the families of models we will be
interested in, we shall devote the next sections to a more detailed description of the
properties of these theories which have been investigated in the literature. The study of
the HSG-models has been carried out to a large extent over the last years. In [49] their
classical integrability and quantum integrability were established. In [50] soliton and
multi-soliton solutions were explicitly constructed by means of a semi-classical analysis.
The latter semi-classical study has been also exploited in [51] for the explicit construction
of all S-matrices describing the scattering theory of the HSG-models associated to simply-
laced Lie algebras. On the other hand, the results available for the SSSG-theories are
considerably more limited and the aim of this thesis has been also to partially fill this
gap [56]. However, we will only report here the main conclusions of this work and focus
more our discussion on the properties of the HSG-models to which we will continuously
appeal in the next chapters.
2.4.2 The homogeneous sine-Gordon models
As we have explained in the previous paragraph there are many properties of the
homogeneous sine-Gordon theories which are quite well understood for the time being
and their quantum study has been carried out along the general lines described in sections
2.1, 2.2 and 2.3.
The simplest HSG-theory is associated toG = SU(2), whose equation of motion is the
complex sine-Gordon equation [62, 63]. This theory corresponds to the perturbation of
the usual Zk-parafermions [64] by the first thermal operator [65], whose exact factorisable
scattering matrix is the minimal one associated to Ak−1 [64, 33]. In fact, we will see later
that the proposed scattering matrix [51] for the HSG-models related to simply laced Lie
algebras consists partially of ℓ copies of minimal Ak−1-affine Toda field theory, whose
mutual interaction is characterised by an S-matrix which violates parity.
The perturbing field characterising the action (2.111) was identified in [49] to be a
spinless primary field having conformal dimension
∆ = ∆¯ =
h∨
k + h∨
, (2.121)
where h∨ is the dual Coxeter number of g. In the following we will often consider simply
58 Chapter 2. 1+1-dimensional integrable massive quantum field theories
laced Lie algebras, so that we can write h∨ = h for h to be the Coxeter number of g
whose definition may be found for instance in [100, 101, 78]. Combining (2.121) with
the condition of super-renormalisability at first order (2.44), we obtain the constraint
k > h∨. (2.122)
It is in this regime where the quantum integrability of the HSG-models has been estab-
lished.
Furthermore, the remaining characteristics of the unperturbed CFT are well under-
stood [59, 60, 78, 61] and in particular, one of the most relevant ones is, as usual, the
associated central charge c,
cGk/U(1)ℓ =
kh− h∨
k + h∨
ℓ. (2.123)
Notice that (2.123) is nothing but the usual expression for the coset central charge [102]
and we have used the general relation dim g = ℓ(h+ 1).
Quantum integrability
The quantum integrability of the HSG-models was established by C.R. Ferna´ndez-
Pousa, M.V. Gallas, T.J. Hollowood and J.L. Miramontes in [49] by means of the ex-
plicit construction of ℓ higher spin conserved densities, Ts, of spin s = ±2 and s = ±3.
In addition, classically conserved quantities associated to these same values of the spin
were explicitly constructed by means of the mentioned generalised Drinfel’d-Sokolov
construction [96]. Due to the specific choice of the objects {g, σ = I,Λ±} which char-
acterise the HSG-models, it was shown that infinitely many classically conserved charges
arise in these theories and that they are distributed in such a way that ℓ of them exist
associated to each value of the spin s = ±1,±2, ... At quantum level, this characteristic
seems to be preserved, since the link between classical and quantum charges is achieved
by identifying
J = JAtA = (~k)∂−hh
†, ~k =
1
β2
. (2.124)
Here we explicitly introduced Plank’s constant in order to exhibit the precise relation-
ship between the semi-classical, ~ → 0, the weak coupling, β2 → 0, and the k → ∞
limits. Notice that the second equality in (2.124) means that the semi-classical and
weak coupling limits are equivalent. In Eq. (2.124) JA are the local currents which
generate the conformal symmetry of the WZNW-model associated to the Lie algebra g3,
and A = 1, · · · , dim g. The modes JAn arising in the Laurent expansion of these currents
satisfy a so-called Kac -Moody algebra
[
JAn , J
B
m
]
= fABCJCn+m +
1
2
k n δABδn+m,0, (2.125)
3At this point a key result due to Bais et al. [103] has been used. They established that the
current-algebra associated to the coset CFT could be realized as a subset of the current-algebra of the
WZNW-model associated to the Lie algebra g. Therefore the currents JA(z) and J¯A(z¯) are the ones
corresponding to the usual WZNW-model [57], whose properties and commutation relations are well
known.
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which also provides a representation of the Virasoro algebra (2.12) by means of the
so-called Sugawara construction [104]. The Kac-Moody algebra is characterised at
quantum level, by a central extension given by the integer k which is known as the level
of the Kac-Moody representation [57, 78, 3] and takes always integer values. Finally the
antihermitian generators tA arising in (2.124) provide a compact basis for the Lie algebra
g and their commutation relations
[
tA, tB
]
= fABCtC involve the structure constants
fABC arising in (2.125).
The current J and its anti-holomorphic counterpart are conserved in the original
CFT,
∂¯J(z) = 0, ∂J¯(z¯) = 0. (2.126)
Since the holomorphic and anti-holomorphic components of the energy momentum tensor
can be expressed in terms of the currents J, J¯ by means of Sugawara’s construction [104]
(see also [78, 3]), the previous equations imply the conservation of the energy momentum
tensor in the unperturbed CFT.
As a consequence of the previous observations, the infinitely many locally conserved
charges of the unperturbed CFT are generated by combinations of normal ordered prod-
ucts of the currents JA, J¯A, some of which remain conserved after the perturbation.
Accordingly, the general form of the spin-2 and 3 conserved densities computed in [49]
is
T2(z) = DAB(JAJB)(z), (2.127)
T3(z) = PABC(JA(JBJC))(z) +QAB(JA∂JB) +RA(∂2JA)(z). (2.128)
Here the parenthesis ( ( · · · ) ) denote normal ordering. The concrete normal ordering
prescription for two arbitrary operators we are using here consists of selecting out the
first regular term arising in their OPE. Such a prescription is used for instance in [103]
and the second reference in [3].
Clearly, the latter densities are conserved in the original CFT in virtue of (2.126)
and in [49] it was proven, by direct evaluation of Eq. (2.48), that, all the classically
conserved spin-2 and 3 charges associated to the HSG-models give rise, at quantum
level after a suitable renormalisation, to quantum conserved charges. These charges
correspond to particular choices of the tensors DAB, PABC , QAB and RA in (2.127) and
(2.128). Analogously, we may construct negative spin densities by changing J → J¯ in
(2.127) and (2.128). Appealing now to the results reported in section 2.2, the existence
of these conserved densities allows for concluding the quantum integrability of all HSG-
theories. Recall that the counting argument has not been exploited for this class of
theories for the reasons summarised at the end of subsection 2.1.2. Therefore, the HSG-
models are expected to admit an S-matrix description and their exact S-matrix can be
constructed by means of the bootstrap program [12] described in section 2.3.
The homogeneous sine-Gordon particle spectrum
The results of section 2.3 have shown that the exact S-matrices of 1+1-dimensional
massive integrable QFT’s can be obtained as the solutions to a certain set of consis-
tency equations expressing the physical requirements of analyticity, crossing symmetry,
60 Chapter 2. 1+1-dimensional integrable massive quantum field theories
unitarity and Hermitian analyticity together with the Yang-Baxter and bootstrap equa-
tions, which are both highly non-trivial. The latter equations are the only ones which
actually encode information concerning the specific nature of the theory under study.
In particular, the bootstrap equations encode information about the pole structure of
the S-matrix, intimately related to the presence in the model of stable and/or unstable
particle bound states. The fusing angles uCAB can be determined once the masses of the
stable particles present in the theory are known by means of Eq. (2.94), which means
the knowledge of the mass spectrum of the theory is fundamental in order to unravel
the pole structure of the S-matrix.
Accordingly, we shall start our study by recalling the semi-classical mass spectrum
associated to the HSG-models related to simply-laced Lie algebras, g, which was deter-
mined by C.R. Ferna´ndez-Pousa and J. L. Miramontes in [50]. In this paper the authors
have shown that the equations of motion of the HSG-models (2.107) admit classical
time-dependent soliton and multi-soliton solutions. Multi-soliton solutions associated
to HSG-models related to simply-laced Lie algebras can be constructed by using the
so-called solitonic specialisation, technique proposed by D.I. Olive et al. in [105] and
linked thereafter to the method of dressing transformations in [106]. Furthermore,
it was shown also in [50] that soliton and multi-soliton solutions associated to arbitrary
HSG-theories can be constructed by using the well known soliton solutions arising in the
complex sine-Gordon (CSG) model [65] and noticing that the latter model is nothing but
the HSG-theory associated to g = su(2). Thus, the construction of soliton solutions cor-
responding to arbitrary HSG-theories can be performed by embedding CSG one-soliton
solutions into the su(2) subalgebras of g spanned by the Chevalley generators {E±α, Hα}
associated to each of its positive roots, α (see e.g. [94, 95, 101]).
When considered in their rest frame, the soliton solutions for the HSG-models are
time-periodic and they allow for the investigation of the quantum spectrum of particles
in the semi-classical approximation. This can be done by means of the so-called Bohr-
Sommerfield quantization rule, which establishes that
Ssol +M solT sol = 2πn~, n ∈ Z, (2.129)
where Ssol, M sol and T sol are the action, mass and time-period of a classical soliton
solution, respectively.
Proceeding this way, it was shown in [50] that, in the simply-laced case, there exist
k − 1 soliton solutions (k being again the level) associated to each of the positive roots
of g, whose masses are given by
Mc(~α) =
k
π
m(~α) sin
(πc
k
)
, c = 1, · · · , k − 1, (2.130)
with
m(~α) = 2m
√
(~α · Λ+)(~α · Λ−). (2.131)
The m(~α) are the masses of the fundamental particles of the theory namely, the particles
produced by fluctuations of the field h around a vacuum configuration h0. Their masses
were identified by linearising the equations of motion in the approximation when the
fluctuations are small ( i.e., h = h0e
ϕ, ϕ ≪ 1 ). As a consequence of the existence
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of a global symmetry associated to the Lie group U(1)ℓ (see point ii) in the previous
subsection), all soliton solutions of the theory carry a conserved Noether charge which
was shown in [50] to have the form
Qc(~α) = c ~α modulo kΛ
∗
R, c = 1, · · · , k − 1, (2.132)
where Λ∗R is the co-root lattice of g [100, 95] which is the same as the root lattice in the
simply-laced case, and k is the level.
The result (2.130) shows that we can label each soliton solution, say C, by two
quantum numbers C := (c, ~α), notation which, with small modifications, turns out to
be also natural for describing the quantum particle spectrum. It can be seen easily from
(2.130) that whenever c = a+ b modulo k then
Mc(~α) < Ma(~α) +Mb(~α), Qc(~α) = Qa(~α) +Qb(~α), (2.133)
which supports the interpretation of the state (c, ~α) as a bound state of (a, ~α) and (b, ~α).
On the other hand, if we now consider the decomposition of any positive root ~α in
terms of simple roots ~α1, · · · , ~αℓ of the Lie algebra g,
~α =
ℓ∑
i=1
κi~αi, (2.134)
we can see that
Mc(~α) ≥
ℓ∑
i=1
Mc·κi(~αi), Qc(~α) =
ℓ∑
i=1
Qc·κi(~αi). (2.135)
Therefore, it is natural to expect the particle (c, ~α) to be unstable and decay into stable
particles associated to the simple roots ~αi, of the Lie algebra g.
Putting now together the results (2.133) and (2.135) we can already predict the stable
and unstable bound state structure we might encounter at quantum level and, conse-
quently, we have already an anticipation of the pole structure we expect to find when
constructing the S-matrices associated to the HSG-models which enters the bootstrap
equations (2.5). At this stage, we have the following picture concerning the quantum
stable and unstable particle spectrum associated to the HSG-models (recall that we will
focus our attention in the simply-laced case):
i) Associated to each simple root ~αi, with i = 1, · · · , ℓ, we have, according to (2.130),
a tower of k−1 soliton solutions which may be associated to the stable particle spectrum
at quantum level and whose masses will be assumed to be given by the same formula
(2.130). We rewrite now this formula as
M ia :=Ma(~αi) =
k
π
mi sin
(aπ
k
)
, a = 1, · · · , k − 1 and i = 1, · · · , ℓ. (2.136)
Here we changed the notation for the masses of the fundamental particles in the obvious
way m(~αi) = mi. Therefore, we expect to find ℓ× (k − 1) stable particles associated to
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each HSG-model corresponding to a coset of the form Gk/U(1)
ℓ. The masses (2.136) co-
incide for each fixed simple root ~αi with the mass spectrum encountered for the minimal
Ak−1-ATFT and, in fact, we may observe that the S-matrices describing the interaction
of particles labeled by the same simple root will be the same found for the latter theo-
ries [33, 35, 36, 39, 107]. Accordingly, we may label the stable solitons (2.136) by two
quantum numbers
A = (a, i), a = 1, · · · , k − 1 i = 1, · · · , ℓ. (2.137)
notation which we borrowed from [67], as we will see later. Due to the Z2-symmetry
of the Ak−1-Dynking diagram each particle A will have an associated antiparticle A¯ of
the same mass and quantum numbers A¯ = (k − a, i) = (a, i) similar to ATFT. The
distinction between particles and anti-particles is possible in the HSG-models due to the
existence of classically conserved charges associated to even values of the spin, which
have opposite values for a particle and its anti-particle. Consequently, a particle and its
associated anti-particles belong to different mass-multiplets, which turn out to be non-
degenerate. For that reason the S-matrices determined by J.L. Miramontes and C.R.
Ferna´ndez-Pousa in [51] are diagonal, as outlined before.
It is also interesting to present here the mass ratios M ic/M
j
c ,
mi
mj
=
M ic
M jc
=
√
(~αi · Λ+)(~αi · Λ−)
(~αj · Λ−)(~αj · Λ+) . (2.138)
Since like in ATFT [35, 36, 39], the classical mass ratios are expected to remain preserved
in the full quantum theory, this relation provides a direct link between full quantum and
purely classical quantities.
ii) Additionally, every particle of mass (2.130) associated to a positive non-simple
root, ~α, may be identified as an unstable particle and expected to decay into stable
particles associated to the simple roots arising in the decomposition (2.134). In order
to distinguish between stable and unstable particles we may use the same notation
(2.137) for unstable particles but add to their quantum numbers a ‘tilde’. For instance,
let us consider an unstable particle C˜ = (c˜, k˜) associated to a root ~α which admits
the decomposition ~α = ~αi + ~αj, in terms of simple roots. Then, one would expect to
encounter a scattering process of the form
A+B → C˜ → A+B,
m
(a, i) + (b, j)→ (c˜, k˜) → (a, i) + (b, j) (2.139)
at quantum level. Following section 2.3, the presence of the unstable particle (c˜, k˜) in the
spectrum amounts to the existence of a corresponding resonance pole in the scattering
amplitude SAB(θ) := S
ij
ab(θ) for a certain value of the rapidity θR = σAB − iσ¯AB. Notice
that, with respect to the general expression (2.100) in subsection 2.3, we have dropped
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out the upper index C˜ in σAB and σ¯AB, which will simplify notations, without loss
of information. In particular, for a scattering process like (2.139) we will denote the
resonance parameter σAB := −σij and the imaginary part of θR, Im(θR) = σ¯AB := σ¯ij.
The scattering matrices associated to the formation of unstable particles have a novel
feature in the HSG-models which distinguishes them from most of the diagonal scattering
matrices associated to other 1+1-dimensional integrable massive QFT’s. This feature is
the parity breaking SAB(θ) 6= SBA(θ) whose origin is explained below.
In [50, 51] the following semi-classical relationship between the masses of the particles
involved in the scattering process (2.139) whenever their quantum numbers satisfy a =
b = c = c˜ was pointed out
(M k˜c˜ )
2 = (M ic)
2 + (M jc )
2 + 2M icM
j
c cosh σij . (2.140)
Here the definition (2.131) is crucial and the same relation (2.140) in fact holds for the
corresponding fundamental particles. The parameters σij depend upon the roots and
the elements Λ± as follows,
σij = −σji = ln
√
(~αi · Λ+)(~αj · Λ−)
(~αi · Λ−)(~αj · Λ+) . (2.141)
Since the HSG-theories are not parity invariant whenever the elements Λ± are linearly
independent, we have to pay attention to the sign of the parameter σij in (2.140) which
determines the sign of the rapidity difference θic − θjc := θij of the incoming particles
(c, i), (c, j) at which the particle (c˜, k˜) is produced. Remarkably, it was shown in [51]
that only the positive sign i.e. σij > 0 is compatible with the classical integrability of the
HSG-models related to simply-laced algebras. This conclusion was drawn on the basis
of the explicit computation of the spin-s classically conserved charges associated to the
solitonic solutions constructed in [50] (see also the last reference in [47]). Notice that we
have chosen the same name for the parameter σij as for the resonance parameter arising
at quantum level when unstable particles are present in the theory. The reason is that
these two parameters are indeed the same since the resonance poles of the S-matrix will
be located at the values θR = −σij − iπk . Therefore, in the semi-classical limit k → ∞,
θR → −σij , which is fully consistent with (2.140).
The homogeneous sine-Gordon S-matrices
At this stage of the investigation the existence of a well-defined Lagrangian description
for the HSG-models can give support to the conjecture that the formation of an unstable
particle (a, i) + (b, j) → (c˜, k˜) really occurs at quantum level. It must be emphasised
that, although other interesting 1+1-dimensional massive integrable theories whose S-
matrices possess resonance poles have been investigated in the literature, they all lack a
consistent Lagrangian description and have been formulated only from the point of view
of scattering theory. Examples of this are the roaming trajectory or roaming sinh-
Gordon models formulated by Al.B. Zamolodchikov in [108], their generalisations, due
to M.J. Martins [109] and P. Dorey and F. Ravanini [110], and the theories possessing
infinitely many resonance poles studied in [111].
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The construction of the exact S-matrices associated to the HSG-models related to
simply-laced Lie algebras carried out in [51] provides an interesting example of how
the combination of various ingredients like, for instance, data extractable from different
approaches, physically-motivated requirements or assumptions ultimately justified by
the self-consistency of the results obtained, may lead to the exact calculation of two-
particle scattering amplitudes within the context of 1+1-dimensional massive integrable
models. Notice that, according to the results presented in section 2.3, the exact S-
matrix associated to a 1+1-dimensional massive QFT whose mass spectrum is non-
degenerate may always be expressed in terms of certain building blocks of the form
(2.93), independently of the concrete theory under consideration. In the light of the
results already presented in this section it is expected that the S-matrices of the HSG-
models are diagonal. Thus, the really unknown data one needs to extract is the pole
structure of the two-particle scattering amplitudes, which enters the building blocks
(2.93) through the complex numbers x. As we also know, we expect to encounter two
sorts of simple poles associated to real and complex values of x in the physical strip.
The techniques exploited in [51] in order to fix the positions of the latter poles can be
summarised as follows:
i) Concerning the stable particle spectrum of the theory, in [51] the assumption
that the soliton spectrum (2.136) computed semi-classically coincides with the exact
mass spectrum of the stable particles encountered in the quantum theory has been
fundamental. Once this assumption is made, the corresponding fusing angles associated
to the formation of stable bound states are fixed by the equations (2.94). We already
pointed out after Eq. (2.136) that the masses of the stable solitons coincide precisely
with the mass spectrum arising in minimal Ak−1-ATFT [33]. In [51] it was found that,
in fact, also the positions of the fusing angles computed through (2.94) are the same
than in Ak−1-ATFT. Therefore, the natural conclusion is that the interaction between
stable particles associated to the same simple root αi is described by the two-particle
scattering amplitudes Siiab(θ) associated to minimal Ak−1-ATFT [33]. There are also
other ways to determine these S-matrices like imposing Zk invariance of the scattering
amplitudes [33] or even using the knowledge of the values of the spin for which there are
quantum conserved quantities in the theory. The mentioned S-matrices have the form,
Siiab(θ) = (a + b)θ (|a− b|)θ
min(a,b)−1∏
n=1
(a+ b− 2n)2θ (2.142)
= exp
∫
dt
t
2 cosh
πt
k
(
2 cosh
πt
k
− I
)−1
ab
e−itθ, (2.143)
where the building blocks,
fx/k(θ) := (x)θ =
sinh 1
2
(θ + iπx
k
)
sinh 1
2
(θ − iπx
k
)
(2.144)
have been used. Notice that Eq. (2.143) provides an integral representation for the
scattering amplitudes which was derived in [68] and is part of the original results pre-
sented in this thesis. Such a representation is more convenient for the thermodynamic
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Bethe anstaz analysis we will carry out in the next chapter and also in the context of
form factors, which will become clear in chapters 4 and 5. The calculation of (2.143)
from the initial block expression (2.142) may be performed by specialising the analysis
in [113, 41] to the particular case at hand (see also [42]). Although integral represen-
tations of scattering matrices appeared before in the literature (see e.g. [40, 42]), the
analysis carried out in [41] goes further, providing a proof valid for all ATFT’s of the
equivalence between such a representation and the usual representation in terms of hy-
perbolic functions employed in [51] for the original construction of the S-matrices of the
HSG-models.
Notice the occurrence in (2.143) of the incidence matrix I, which is defined in
terms of the Cartan matrix, K, as I := 2 − K. The conclusion that the scattering
amplitude (2.142) indeed describes the interaction between solitons labeled by the same
simple root αi was also checked for consistency by exploiting the knowledge of the HSG-
Lagrangian, which allows for performing perturbation theory in the coupling constant,
β2. The key observation is that the results obtained from the tree-level calculation (see
first reference in [35, 36]) of the scattering amplitude (2.142) must be recovered from the
exact expression (2.142) upon the substitution β2 = 1/k and taking k →∞ thereafter,
that is, in the semi-classical limit. This has been explicitly confirmed in [51].
ii) What is now left is the computation of the scattering amplitudes which involve
the formation of unstable bound states. Having the Lagrangian (2.111) at hand one
may perform perturbation theory in the coupling constant β2 in order to determine the
decay width associated to the process (2.139) together with the two-particle scattering
amplitude in the tree-level approximation. The outcome of this calculation, whose details
may be found in [51], allowed for checking that the process (2.139) corresponds in fact
to the formation of an unstable bound state in the quantum theory and permitted the
subsequent deduction of the position of the corresponding resonance poles arising in
the scattering amplitudes Sijab(θ). The latter result was obtained by using the fact that
the general equation (2.102) for an unstable particle should reduce to Eq. (2.140) in
the k ≃ 1/β2 → ∞ limit and when considering a particle of very long lifetime, namely
Γk˜c˜ ≪ M k˜c˜ . At the same time Eq. (2.103) must give in the same limit the decay width
computed perturbatively. These constraints lead the authors of [51] to the following
result,
Sijab(θ) = (ηij)
ab
min(a,b)−1∏
n=0
(−|a− b| − 1− 2n)θ+σij , Kgij 6= 0, 2 (2.145)
= (ηij)
ab exp−
∫
dt
t
(
2 cosh
πt
k
− I
)−1
ab
e−it(θ+σij), Kgij 6= 0, 2 , (2.146)
with Kg denoting the Cartan matrix of the simply laced Lie algebra g. Here the ηij = η
∗
ji
are arbitrary k-th roots of −1 taken to the power a times b which have to be introduced
in order to guarantee that the bootstrap equations (2.5) are fulfilled by these S-matrices.
The shifts in the rapidity variables are functions of the vector couplings σij given by Eq.
(2.141). Due to the fact that these shifts are real, the function Sijab(θ) for i 6= j will have
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poles beyond the imaginary axis at the positions
(θR)ij = σji − iπx
k
, (2.147)
with x = |a − b| + 1 + 2n such that the parameters σji characterise resonance poles as
we anticipated before. Therefore, the S-matrix (2.145) is not parity invariant and the
parity breaking takes place through the phases ηij and the resonance parameters σij . It
can be proven that the latter amplitudes satisfy all the physical requirements presented
in section 2.3. In particular, due to the parity breaking, the amplitudes (2.145) are
not real analytic but satisfy the condition of Hermitian analyticity given by Eq. (2.88)
[85, 86, 87]. The integral representation (2.146) was found in [68] in the context of the
thermodynamic Bethe ansatz we will present in the next chapter.
iii) The remaining scattering amplitudes where shown to be 1, namely particles
associated to quantum numbers (a, i), (b, j), with Kgij = 0 will interact freely.
In the light of (2.142) and (2.145) we can conclude that the proposed scattering
matrix [51] for the HSG-models related to simply laced Lie algebras consists partially of
ℓ copies of minimal Ak−1-ATFT [33], whose mutual interaction is characterised by the
S-matrix (2.145), which violates parity.
How many free parameters do we have in our model?
The number of free parameters we have at our disposal will play a very important role
in the course of the TBA- and form factor analysis since it determines the amount of
plateaux we may observe when computing numerically the finite size scaling function and
Zamolodchikov’s c-function [24]. For this reason, we want to devote a brief subsection to
the computation of the amount of free parameters we expect to find in the HSG-models
under consideration.
First of all, computing mass shifts from renormalisation, we only expect to accumu-
late contributions from intermediate states having the same colour as the two scattering
solitons. Thus, making use of the well known fact that the masses of the minimal Ak−1-
affine Toda theory all renormalise with an overall factor (see the first two references in
[35, 36]), i.e. for the solitons (a, i) we have that δM ia/M
i
a equals a constant for fixed
colour value i and all possible values of the main quantum number a, we acquire in
principle ℓ different mass scales m1, . . . , mℓ in the HSG-models.
The previous argument is also in perfect agreement with the counting of free pa-
rameters which enter the S-matrix construction. As we have seen in detail before, we
have ℓ different mass scales characterising the fundamental particles of the model (in
one-to-one correspondence to the simple roots of g). In addition we find ℓ− 1 indepen-
dent resonance parameters in the theory, σij = −σji for each i, j such that Kgij 6= 0, 2,
characterising resonance poles in the scattering amplitudes which are interpreted as the
trace of the presence of unstable particles in the spectrum. Such an interpretation will
be later confirmed by our TBA- and form factor analysis.
This means overall we have 2ℓ − 1 independent parameters in the quantum theory.
There is a precise correspondence to the free parameters which one obtains from the
classical point of view. In the latter case we have the 2ℓ independent components of Λ±
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at our free disposal. This number is reduced by 1 as a result of the symmetry Λ+ → cΛ+
and Λ− → c−1Λ− which introduces an additional dependence as may be seen from the
explicit expressions for the classical mass ratios and the classical resonance shifts given
by Eqs. (2.138) and (2.141). The masses of the stable particles of the model which will
enter the TBA-equations (3.20) are given by Eq. (2.136).
As we have already said, the number of free parameters at our disposal, that is 2ℓ−1,
will determine the maximum number of plateaux we may observe when computing the
corresponding finite size scaling function. Such a result will also provide further support
for the physical picture anticipated in [50, 51] for the HSG-models.
The exact computation of the S-matrix presented in this subsection closes our general
review of the quantum properties of the HSG-models. As stressed before, one of the main
results presented in this thesis is concerned with the development of consistency checks
of the latter S-matrix proposal and also with a further development of the full QFT. The
mentioned S-matrices are fully consistent at this point but their construction is based,
as we have seen, on certain assumptions. Our consistency checks have been carried
out within two different non-perturbative approaches known as thermodynamic Bethe
ansatz [20, 21] and form factor approach [22, 153]. We will see in later chapters that all
our results indeed confirm the consistency of the S-matrix proposal [51], meaning that
all the relevant data characterising the underlying CFT which are extractable in those
two approaches will be entirely consistent with our expectations based on the knowledge
of the properties of the underlying coset CFT [59, 60, 61].
We will now describe the main results obtained for the other family of massive inte-
grable non-abelian Toda field theories mentioned in this section, the SSSG-models. Some
of the classical properties as well as quantum aspects of these theories have been studied
in [56, 55] and we shall report very briefly in the next subsection our most prominent re-
sults. Although we will not go into detail about this second type of theories, it is mainly
our intention to emphasise the richness of different massive non-abelian affine Toda field
theories available. The latter statement should be clear in the light of Eqs. (2.119) and
(2.120) and, in particular, the second of these equations shows that the SSSG-models
represent a really huge class of theories whose quantum study has only been carried out
to a very small extent in comparison to the HSG-theories described above. The interest
of carrying out a more extensive study of these theories will be motivated below.
2.4.3 The symmetric space sine-Gordon models
In the same fashion the HSG-theories are in one-to-one correspondence with the finite,
semisimple and compact Lie algebras, g, the classification of the SSSG-models exploits
the existence of a correspondence between the SSSG-theories associated to a Lie algebra
g = g0 ⊕ g1 and the compact symmetric spaces G/G0, for G, G0 to be the correspond-
ing Lie groups associated to the Lie algebras g, g0, which will be better justified later.
The SSSG-models admit also a well-defined Lagrangian formulation (2.111), being now
h(x0, x1) a G0-valued field. As we have also reported, these theories describe perturba-
tions of either the WZNW CFT corresponding to G0 or a coset CFT of the form G0/H ,
where H ≃ U(1)p is a torus of G0, not necessarily maximal. The equations of motion
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of this kind of theories for more general choices of the normal subgroup H were origi-
nally considered in the context of the so-called reduced two-dimensional σ-models [114],
although their Lagrangian formulation was not known until much later [91]. The re-
sults of [48, 90] show that they fit quite naturally into the class of non-abelian affine
Toda theories and, what is more important, that the condition of having a mass gap
requires that H is either trivial or abelian. The simplest SSSG theories are the ubiq-
uitous sine-Gordon field theory, which corresponds to G/G0 = SU(2)/SO(2), and the
complex sine-Gordon theory, which is related this time to Sp(2)/U(2) [90] (recall that
it is also the HSG theory associated to SU(2)). Actually, these two theories serve as
paradigms of what can be expected in more complex situations. Other theories already
discussed in the literature that belong to the class of SSSG theories are the integrable
perturbations of the SU(2)k WZNW model and its s˜o(2) reduction constructed by V.A.
Brazhnikov [54]. Both of them are related to the symmetric space SU(3)/SO(3) and,
moreover, the second is identified with the perturbation of the usual Zk-parafermions by
the second thermal operator.
The classification of the SSSG theories as perturbed CFT’s is achieved through the
calculation of the central charge of the unperturbed CFT and the conformal dimension
of the perturbation. Since the unperturbed CFT is always a coset CFT of the form
G0/H , its central charge is given by the usual expression (2.123) [102]. In contrast, the
calculation of the conformal dimension of the perturbation requires the knowledge of the
structure of the symmetric space.
A symmetric space G/G0 is associated with a Lie algebra decomposition g = g0⊕g1
that satisfies the commutation relations
[g0 , g0] ⊂ g0 , [g0 , g1] ⊂ g1 , [g1 , g1] ⊂ g0 , (2.148)
that is, precisely Eq. (2.115), which justifies in retrospect our statement concerning
the correspondence between SSSG-theories and compact symmetric spaces. Then, the
conformal properties of the perturbation depend on the structure of the representation
of g0 provided by [g0, g1] ⊂ g1. First of all, if the perturbation is to be given by a single
primary field, then this representation has to be irreducible. This amounts to restrict
the choice of G/G0 to the so-called ‘irreducible symmetric spaces’ [66], which have been
completely classified by Cartan and are labeled by type I and type II.
One of the most important results of our work [56, 55] has been the explicit com-
putation of the conformal dimension of the perturbation corresponding to all the SSSG
models related to type I symmetric spaces. This calculation can be done by making
use of the relationship between the classification of type I symmetric spaces and the
classification of the finite order automorphisms of complex Lie algebras and our results
are reported in tables 2.1 and 2.2, for the cases when the Lie algebra, g, is classical and
exceptional, respectively. It is worth noticing that this analysis only depends on the
structure of the representation of g0 given by [g0, g1] ⊂ g1. Therefore, our results apply
to any SSSG related to a type I symmetric space, irrespectively of the choice of the
normal subgroup H that determines the coset G0/H and specifies the underlying CFT.
For example, they provide the conformal dimension of the perturbation in the SSSG
models constructed by I. Bakas, Q-H. Park and H-J. Shin in [91], which include the
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generalised sine-Gordon models related to the NAAT-equations based on sl(2) embed-
dings constructed by T. Hollowood, J.L. Miramontes and Q-H. Park in [90]. It is also
worth noticing that all the conformal dimensions reported tables 2.1, 2.2 decrease as k
increases, which means that ∆ < 1 (the perturbation is relevant) above some minimal
value of k which is characteristic of each SSSG-theory. It is also clear that all the con-
formal dimensions obtained vanish in the semi-classical or weak coupling limit k → ∞
which, according to Eq. (2.123) shows that the theory consists of dim g0 − p massive
bosons in this limit.
In [56] it was also established the classical and quantum integrability of the subset
of SSSG-theories which we named before as Split models. Recall that these models
provide integrable perturbations of WZNW-models related to compact Lie groups G0.
It is expected that such integrability, which is ensured classically for all NAAT-theories
in virtue of Eq. (2.107), extends to the quantum theory for all SSSG-models. Therefore,
the latter family of models is expected to provide a huge class of new 1+1-dimensional
integrable massive QFT’s which, in virtue of the general discussion of sections 2.1, 2.2
and 2.3, is by itself a motivation for their further study.
There are however various other reasons that justify the interest of a more extensive
study of the quantum properties of the SSSG-theories:
i) First of all, although some already known integrable massive QFT’s are encoun-
tered as particular examples of SSSG-models, most of the SSSG-theories provide com-
pletely new perturbations of WZNW-coset theories (or of WZNW-theories for the case
p = 0 in Eq. (2.120)) which, in view of the results obtained in [49, 56], are expected to
be quantum integrable. Therefore, all the study performed for the HSG-models could
be generalised to the SSSG-theories and, in particular, they are expected to admit an
S-matrix description at quantum level. In particular, in [56] part of the solitonic spec-
trum of the mentioned Split models was explicitly constructed. Also their classical and
quantum integrability were established along the same lines as for the HSG-theories. In
particular, the non-existence of classically conserved quantities which are associated to
even values of the spin was shown . Recall that the existence of these charges allowed in
[51] for the distinction between particles and anti-particles and was on the origin of the
diagonal character of the S-matrix. Thus, as a novel feature, the S-matrices associated
to the SSSG-models are expected to be in general non-diagonal, which will certainly
make their construction more involved.
ii) The SSSG-models are expected to present the same type of distinguished features
encountered for the HSG-models with respect to other integrable QFT’s. In particular,
their S-matrices may break parity and have also resonance poles associated to unstable
particles. The presence of unstable particles in the spectrum makes these theories cap-
ture realistic properties of QFT which are not often available in other bi-dimensional
integrable models. Obviously, there is also a well-defined Lagrangian formulation for the
SSSG-models. The parity breaking and presence of unstable particles in the spectrum
have also specific consequences in the thermodynamic Bethe ansatz and form factor
framework which further support the interest of these models. In particular, we expect
to encounter the characteristic “staircase” pattern that we will find later for the scaling
70 Chapter 2. 1+1-dimensional integrable massive quantum field theories
function of the HSG-models.
iii) Additionally, in [56] soliton solutions associated to a certain subset of the SSSG-
models were found. For the models studied there these solutions have been shown
to carry topological charges, similarly to the ones which characterise the sine-Gordon
soliton and multi-soliton solutions (see for instance [93]). This in contrast to the soliton
solutions constructed for the HSG-models [50], which carry Noether charges associated to
the global U(1)ℓ symmetry of the Lagrangian. However, for general SSSG-models, it was
pointed out in [56] that, in fact, it is expected to encounter soliton solutions which may
carry at the same time topological and Noether charges namely, “Dyon-like” solutions
[115] to the classical equations of motion. To our knowledge, such feature has not been
encountered before in the literature for other 1+1-dimensional massive integrable QFT
and provides additional motivation for a further study of the SSSG-models.
2.4.4 The g|g˜-theories.
To close this chapter, we want to report some results concerning a family of theories
recently proposed by A. Fring and C. Korff in [67] which contains the HSG-models and
minimal ATFT’s as particular examples and can be understood, in fact, as a generalisa-
tion of them (see also [69, 71]). The particles arising in these models are labeled by two
quantum numbers (a, i), notation which we have borrowed in this thesis for labeling the
HSG-solitons. Each of these quantum numbers is associated to a simply-laced Lie alge-
bra in such a way that a = 1, · · · , ℓ, for ℓ to be rank of a Lie algebra g and i = 1, · · · , ℓ˜,
for ℓ˜ to be the rank of a Lie algebra g˜. Consequently, the mentioned models have been
named as g|g˜-theories. The corresponding two-particle scattering amplitudes will be
denoted by Sijab, notation which we have also used in this thesis for the HSG S-matrices
and which slightly differs from the one used in the original literature [51]. The construc-
tion of the g|g˜-theories provided in [67] has been very recently generalised by C. Korff
to the case when the g˜-algebra is non simply-laced [80].
The first quantum numbers a, b govern the fusing structure and are usually referred
to as main quantum numbers while the second quantum numbers i, j will be named
as colours and some of the scattering amplitudes corresponding to i 6= j will break
parity.
It is worth noticing that the construction of the g|g˜-theories carried out in [67] follows
very different lines to what we have seen for the NAAT-models. The starting point in
[67] is not the existence of a consistent Lagrangian formulation but a new S-matrix pro-
posal which satisfies all the physical requirements presented in section 2.3 and therefore,
is perfectly consistent form the scattering point of view. Consequently, a Lagrangian
formulation is not known for the time being for a large subset of the g|g˜-theories, apart
from the particular cases
Ak−1|g˜ ≡ G˜k HSG-models, (2.149)
g|A1 ≡ minimal ATFT, (2.150)
The S-matrix proposal presented in [67] takes advantage of the fact that for many
2.4. Non-abelian affine Toda field theories 71
theories the structure of the two-particle scattering amplitudes is of the form
SAB(θ) = S
min
AB (θ)S
CDD
AB (θ, B). (2.151)
This is the case, for instance, for all ATFT’s related to simply-laced Lie algebras [35, 36]
and also for the HSG-models. The first piece, SminAB (θ) is the so-called minimal S-
matrix, which satisfies by itself all the physical requirements summarised in section 2.3.
The second part, SCDDAB (θ, B), is a so-called CDD-factor [19], namely a function which
satisfies trivially the conditions summarised in section 2.3 and at the same time does
not have poles in the physical sheet. It depends on the effective coupling constant B.
The S-matrices characterising the g|g˜-theories were proposed in [67] to be,
Sijab(θ) = S
min
ab (θ), for i = j,
Sijab(θ) = S
CDD
ab (θ, Bij), for i 6= j. (2.152)
where as a novel feature the mentioned substructure A = (a, i) for the particle quantum
numbers was introduced. Accordingly, there are now a set of effective coupling constants
Bij labeled by colour quantum numbers and satisfying Bii = 0. In [67] it was shown that
the previous S-matrix proposal is perfectly consistent, meaning that, it satisfies all the
necessary physical requirements. This is guaranteed by its definition (2.152), since both
the minimal and CDD parts satisfy these requirements by themselves. Therefore every
g|g˜-theory contains a set of ℓ× ℓ˜ stable particles and is characterised by the existence of
ℓ˜ different mass scales. The corresponding S-matrix is given by (2.152) and its explicit
form can be found in [67], where an integral representation, very useful in many contexts,
was provided.
The thermodynamic Bethe ansatz (see chapter 3) carried out in [67] revealed that
if as usual we view the g|g˜-theories as perturbed conformal field theories, the Virasoro
central charge associated to the underlying CFT will have the general form
cg|g˜ =
ℓℓ˜h˜
h + h˜
, (2.153)
where h, h˜ are the Coxeter numbers of the Lie algebras g, g˜ respectively. The latter
central charges coincide with the ones found in [61] for a class of parafermionic theo-
ries which can be interpreted as generalisations of the ones proposed in [59]. Also at
the conformal level, when g is taken to be not An, there exist so far no Lagrangian
description.
72 Chapter 2. 1+1-dimensional integrable massive quantum field theories
G/G0 ℓG/G0 ∆
SU(3)/SO(3) 2 6
k+2
SU(4)/SO(4) 3 4
k+2
SU(n)/SO(n), (n ≥ 5) n− 1 n
2(k+n−2)
SU(2n)/Sp(n), (n ≥ 1) n− 1 n
k+n+1
SO(n+ 2)/SO(n)× U(1), (n ≥ 5) 2 n−1
2(k+n−2)
+ 1
2k
SO(n+ 3)/SO(n)× SO(3), (n ≥ 4) 3 n−1
2(k+n−2)
+ 1
k+2
SO(n+m)/SO(n)× SO(m), (n,m ≥ 4) min(n,m) n−1
2(k+n−2)
+ m−1
2(k+m−2)
Sp(n+m)/Sp(n)× Sp(m), (n,m ≥ 1) min(n,m) 1+2n
4(k+n+1)
+ 1+2m
4(k+m+1)
SU(n+m)/SU(n)× SU(m)× U(1), min(n,m) (n−1)(n+1)
2n(k+n)
+ (m−1)(m+1)
2m(k+m)
+ n+m
2nmk
(n,m ≥ 2)
Sp(n)/SU(n)× U(1), (n ≥ 2) n (n−1)(n+2)
n(k+n)
+ 2
nk
SO(2n)/SU(n)× U(1), (n ≥ 3) [n/2] n2−n−4
2n(k+n−1)
+ 2
nk
Table 2.1: Conformal dimensions of the perturbations corresponding to the type I SSSG-
models associated to the classical Lie groups G.
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G/G0 ℓG/G0 ∆
E6/Sp(4) 6
6
k+5
E6/F4 2
6
k+9
E7/SU(8) 7
9
k+8
E8/SO(16) 8
15
k+14
F4/SO(9) 1
9
2(k+4)
E6/SU(6)× SU(2) 4 214(k+6) + 34(k+2)
E7/SO(12)× SU(2) 4 334(k+10) + 34(k+2)
E8/E7 × SU(2) 4 574(k+18) + 34(k+2)
F4/Sp(3)× SU(2) 4 154(k+4) + 34(k+2)
G2/SU(2)× SU(2) 2 154(3k+2) + 34(k+2)
E6/SO(10)× U(1) 2 767128(k+8) + 1128k
E7/E6 × U(1) 3 52772(k+12) + 172k
Table 2.2: Conformal dimensions of the perturbations corresponding to the type I SSSG-
models associated to the exceptional Lie groups G.
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Chapter 3
Thermodynamic Bethe Ansatz of
the Homogeneous sine-Gordon
models
The thermodynamic Bethe ansatz (TBA) is established as an important method which
serves to investigate “off-shell” properties of 1+1 dimensional quantum field theories
(QFT’s). Originally formulated in the context of the non-relativistic Bose gas by Yang
and Yang [20], it was extended thereafter by Zamolodchikov [21] to relativistic quan-
tum field theories whose scattering matrices factorise into two-particle ones. The latter
property is always guaranteed when the QFT in question is integrable, as explained in
the previous chapter. Provided the S-matrix has been determined in some way, for in-
stance via the bootstrap program [12, 13] and/or by extrapolating semi-classical results
as it is the case for the Homogeneous sine-Gordon (HSG) models, the TBA allows for
calculating the ground state energy of the integrable model on an infinite cylinder whose
circumference is identified as compactified time direction. When the circumference is
sent to zero the effective central charge of the conformal field theory (CFT) governing
the short distance behaviour can be extracted. In the case in which the massive inte-
grable field theory is obtained from a conformal model by adding a perturbative term
which breaks the conformal symmetry, the TBA constitutes an important consistency
check for the S-matrix since it allows for the explicit computation of the Virasoro central
charge associated to the underlying CFT.
The main purpose of this chapter is to apply this technique to the scattering matrices
described in subsection 2.4.2 of the previous chapter, which have recently been proposed
[51] to describe the HSG-models [48, 49, 50, 63, 90] related to simply laced Lie algebras.
Within the TBA-context, we will investigate the physical picture anticipated for these
models in the original literature i.e., we want to check for consistency the S-matrix
proposal [51].
Although we have already summarised in the previous chapter the main features
of the HSG-models, it is worth to emphasise again before entering our specific TBA-
analysis, that the HSG-models possess very remarkable properties which distinguish
them from many other 1+1-dimensional integrable quantum field theories studied in
the literature so far, and that these properties have specific consequences in the TBA-
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analysis:
i) some of the two-particle S-matrices violate parity [51], namely SAB(θ) 6= SBA(θ)
in general. Such parity violation is intimately related in these theories to the existence
of resonance poles in the S-matrix which, for the time being, we will assume are the
only trace of the presence of unstable particles in the spectrum of a 1+1-dimensional
integrable QFT. This feature i.e., the parity violation, will reflect itself in various ways
along the TBA-analysis as, for instance, we may have to distinguish two sets of different
TBA-equations (see section 3.2) or the so-called L-functions entering the TBA-analysis
which are symmetric functions of the rapidity in parity invariant theories will not be
symmetric anymore once any of the resonance parameters σij characterising the mass
scale of the unstable particles is different from zero.
ii) the mentioned existence of unstable particles in the spectrum is also a remarkable
feature by itself. Although the presence of resonance poles in the S-matrix has been
observed also for other models like the roaming sinh-Gordon model originally introduced
by Zamolodchikov in [108] and generalised thereafter in [109, 110], and also in [111, 112]
where S-matrices containing an infinite number of resonance poles have been proposed,
the HSG-models are distinguished essentially in two aspects. First, as we said, they
break parity invariance and second, the HSG-models are not only consistent from the
scattering theory point of view but also allow for a Lagrangian description [48] which
makes possible the direct identification of some of the resonance poles with unstable
particles [51] by means of a semi-classical analysis [50, 51]. However, the existence of
resonance poles has similar effects in the outcome of the TBA-analysis for the HSG-
models and for the models studied in [108, 109, 110]. In particular we shall observe
that the finite size scaling function computed in the TBA turns out to have for the
HSG-models a “staircase-like” behaviour, similar to the one originally observed for the
roaming sinh-Gordon model [108] and for its generalisations [109, 110]. However, for
the HSG-models such a behaviour admits a very nice physical interpretation when the
resonance poles are understood as the trace of the presence of unstable particles in the
spectrum. In this case the scaling function gives information about the energy scale at
which the onset of every stable or unstable particle in the model takes place. This is
a consequence of the fact pointed out in the previous chapter that the plateaux in the
scaling function are directly related to the amount of free parameters in the model. Such
a relationship does not hold neither for the roaming trajectory models [108], nor for the
generalisations studied in [109, 110]. For these theories infinitely many plateaux arise in
the scaling functions, although the amount of free parameters available is finite.
The main results presented in this chapter can be found in [68] (see also [69, 70, 71]).
The chapter is organised as follows:
In section 3.1 we recall the basic ideas entering the thermodynamic Bethe ansatz
approach [20, 21, 116]: in subsection 3.1.1 we start by studying a 1+1-dimensional
integrable QFT in a circumference whose dimension L will be sent to infinity in the
so-called thermodynamic limit which we consider in subsection 3.1.2. The constraints
for the momenta of the particles arising as a consequence of the introduction of periodic
boundary conditions lead in the thermodynamic limit, when the equilibrium configu-
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ration is considered, to a set of coupled non-linear integral equations which are known
as thermodynamic Bethe ansatz equations. They are presented also in subsection 3.1.2
for a general 1+1-dimensional integrable QFT. The study of the QFT in the thermo-
dynamic limit at finite temperature is shown to be equivalent to its formulation on an
infinite cylinder whose circumference is identified as the compactified time dimension.
In the ultraviolet limit, we will derive a crucial relation between the equilibrium free
energy of the QFT at finite temperature and the Virasoro central charge of the corre-
sponding underlying CFT. The generalisation of this relationship from the critical point
to the “off-critical” situation leads to the definition of the finite size scaling function
as a measure of effective light degrees of freedom in a QFT and closes section 3.1. In
section 3.2 we introduce the TBA equations for a parity violating system and carry out
the ultraviolet limit recovering the expected coset central charge. We also justify and
present in detail the approximations leading to the analytical calculation of the latter
coset central charge. Section 3.3 is devoted to a detailed study of the TBA for the
SU(3)k−HSG model. In the subsequent subsections we discuss the “staircase” pattern
of the scaling function and illustrate how the UV-limit for the HSG-model may be viewed
as the UV-IR flow between different conformal models. We extract the ultraviolet cen-
tral charges of the HSG-models. We study separately the case when parity is restored,
derive universal TBA-equations and Y -systems. In section 3.4 we illustrate our analysis
with several explicit examples which confirm the preceding analytical arguments. In
particular the semi-classical limit k → ∞ is studied in subsection 3.4.4. Finally, we
state our conclusions and point out some open questions in section 3.5.
3.1 The thermodynamic Bethe ansatz approach
Before we attempt to carry out our specific TBA-analysis for the HSG-models we
must introduce the basic ideas necessary for the understanding of the thermodynamic
Bethe ansatz approach. The key points have already been anticipated very briefly in
the introduction as well as the main motivation which justifies the interest of the TBA-
approach in the context of 1+1-dimensional integrable quantum field theories. We may
view a 1+1-dimensional massive integrable QFT as a certain integrable perturbation of
a CFT by means of a relevant operator of the original or underlying CFT. Taking the
original theory to be conformally invariant, there exists an infinite number of conserved
quantities associated to it of which certain combinations might remain conserved in the
perturbed QFT. For that reason, the perturbed QFT may be also integrable, namely,
the corresponding S-matrix is factorisable in two-particle scattering matrices and there
is no particle production in any scattering process. At this stage one might carry on and
attempt to construct such S-matrix in the standard way i.e., by means of the bootstrap
program [12, 13]. This procedure usually involves several assumptions. For example, for
the models at hand, the HSG-models, the S-matrix proposal relies on the fundamental
assumption that the soliton spectrum determined semi-classically coincides with the
exact spectrum of stable particles at quantum level. This assumption is justified by the
fact that the results obtained are self-consistent, namely the corresponding S-matrices
[51] satisfy all the properties (2.88), (2.91), (2.92) and (2.96) introduced in the previous
chapter and are consistent with the semi-classical physical picture [50, 51]. In addition,
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there exist usually some factors, the so-called CDD-factors originally introduced in [19],
which one can always “add” to any S-matrix proposal, as they trivially satisfy all the
requirements presented in section 2.3 and at the same time do not have poles in the
physical sheet 0 < Im(θ) < π. Therefore, provided we have been able to construct a
S-matrix which is “candidate” for the description of the scattering theory associated to
a very particular 1+1-dimensional integrable QFT, it is highly desirable to develop tools
which permit to carry out this one-to-one correspondence. These consistency checks may
consequently clarify finally the role of the mentioned ambiguities and assumptions. In
this context, the thermodynamic Bethe ansatz approach turns out to be one of the tools
we referred to above and so we intend to use it in order to check the consistency of the
S-matrix proposal [51] for the HSG-models. Let us now review the basic ideas required
in the thermodynamic Bethe ansatz approach, following the arguments presented in
[21, 116, 117] (see also [37, 118, 69, 119]).
3.1.1 The Bethe wave function
Let us then start with a 1+1-dimensional integrable QFT whose S-matrix is factorisable
and moreover diagonal, which will be the case for the HSG-models. Suppose also that
we compactify the space dimension on a circumference of length L which we assume to
be very large since later we will consider the thermodynamic limit L → ∞, NA → ∞,
NA being the number of particles of type A, with NA/L finite. In general, a relativistic
QFT can not be described by means of the wave function formalism. However, if we
consider our system of N =
∑
ANA particles in the asymptotic limit in which all these
particles are well separated from each other, meaning that their mutual interaction is
negligible, we can associate to each of them a position {x1, · · · , xN}. In that situation,
the system is describable in terms of a wave function Ψ(x1, · · · , xN ) which is known as
Bethe wave function and was originally proposed in [120].
Suppose now that we take one of these particles of type A, along the space direction,
that is the circumference [−L/2, L/2]. Whenever there is another particle of type B such
that their positions xA, xB are now close enough to allow a non-negligible interaction, the
wave function description is not acceptable since the two particles can not be treated as
free anymore. Clearly, their interaction will be characterised by the corresponding two-
particle S-matrix SAB(θA−θB). Therefore, the scattering theory must provide conditions
in order to match the wave functions in the regions where the particle interactions are
not negligible. Essentially, whenever the positions of two particles A,B are interchanged,
and interpreting then as in- and out-states, respectively, the wave function will pick up a
factor SAB(θA− θB). At the same time, since we have compactified the space dimension
in the circumference [−L/2, L/2] the wave function must also satisfy periodic boundary
conditions,
Ψ(x1, · · · , xA = L/2, · · · , xN) = Ψ(x1, · · · , xA = −L/2, · · · , xN). (3.1)
Therefore, if we consider again a particle of type A which is initially at the position
xA = −L/2 and we take it along the “world line” [−L/2, L/2] so that it finally reaches
the position xA = L/2 the wave functions describing the initial and final situations
should be identical since, taking (3.1) into account, there is not difference between the
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initial and final configurations. However, as we mentioned before, on its trip along the
space direction the particle has interacted with all the other particles located at inter-
mediate positions −L/2 < xi < L/2 and therefore the initial wave function must have
picked up all the two-particle scattering amplitudes corresponding to each interaction.
Consequently, by imposing the conditions,
Ψ(x1, · · · , xA = −L/2, · · · , xN) = eiLMA sinh θA
∏
A 6=B
SAB(θA − θB)×
Ψ(x1, · · · , xA = L/2, · · · , xN), (3.2)
for A = 1, · · · , n, with n being the number of particle species. Therefore, recalling now
Eq. (3.1), we obtain the following set of constraints for the values of the rapidities θA,
eiLMA sinh θA
∏
A 6=B
SAB(θA − θB) = 1 for A = 1, · · · , n. (3.3)
Here MA is the mass of the particle species A and, as usual, we write the momenta
p1A = MA sinh θA in terms of the rapidities θA. By taking now the logarithm of the latter
equations and introducing the phase shifts
δAB(θ) = −i lnSAB(θ), (3.4)
we obtain a set of coupled transcendental equations for the rapidities
LMA sinh θA +
∑
B 6=A
δAB(θA − θB) = 2πnA, for A = 1, · · · , n, (3.5)
which are known as Bethe ansatz equations. The numbers nA are integers which
can be interpreted as quantum numbers labeling the multiparticle state at hand. In
other words, the specific statistical nature of the particles enters through the collection
of values {n1, · · · , nn}. Notice that in Eq. (3.5) we are associating one value nA to each
particle species A = 1, · · · , n, therefore, each quantum number nA should be understood
as a vector whose entries are the quantum numbers characterising each of the particles
of the species A. For instance, if these particles are fermions, Pauli’s exclusion principle
ensures that there can not exist two particles in the same quantum state, namely the
values (θ
(i)
A , n
(i)
A ) have to be different for each particle i. On the other hand, if the
particles of a certain species A are bosons, there is not a limit to the number of particles
carrying the same quantum numbers. In addition, provided the nA entries are integers,
the sum of all the equations (3.5) gives the expected quantization condition for the total
momentum of a system
P =
n∑
A=1
MA sinh θA =
2π
L
nˆ for nˆ =
n∑
A=1
nA ∈ Z, (3.6)
subject to the periodic boundary conditions (3.1).
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3.1.2 The thermodynamic limit
The Bethe ansatz equations (3.5) establish a set of constraints for the allowed rapidities
of a system of N particles subject to periodic boundary conditions. Let us now look at a
particular particle species A and suppose the system contains a number NA of particles of
this type. As mentioned before, the corresponding quantum numbers nA occurring in Eq.
(3.5) will have a certain substructure {n(1)A , · · · , n(NA)A }, namely the values n(i)A must be
interpreted as the individual quantum numbers of a particle i of the species A. Similarly,
we will denote the associated rapidities by θ
(i)
A . Therefore, when solving the system
(3.5) there will be solutions {θ(i)A } corresponding to the ‘allowed’ values of the quantum
numbers {n(i)A }. These solutions are usually referred to as “roots”. Analogously, there
will be a set of values of the rapidities {θ(i)A } which would be ‘solutions’ associated to
the non permitted values of the quantum numbers {n(i)A }. These rapidities will be called
“holes”.
The system (3.5) can be solved for the rapidities in the usual Bethe ansatz ap-
proach but in our case we will be interested in the so-called thermodynamic or
low-density limit. In the thermodynamic limit both the dimension of the circumfer-
ence L where we compactified our system and the number of particles of each species
NA are taken to be infinite whereas the density of particles of each type NA/L remains
finite. In this macroscopic picture, it is useful to introduce three new functions which,
following [21, 116, 117, 37, 118, 69, 119] we denote by ρ
(r)
A (θ), ρ
(h)
A (θ) and ρA(θ) and we
define in the following way for each particle species A:
i) we define the function ρ
(r)
A (θ) as the rapidity density of “roots” per unit length,
namely the number of particles of type A possessing rapidities in an interval [θ, θ + dθ]
divided by Ldθ,
ρ
(r)
A (θ) =
1
L
dn
(r)
A
dθ
, (3.7)
where the superscript r indicates that the integers n
(r)
A are ‘allowed’ on the r.h.s. of
(3.5), that is, they correspond to rapidities which are “roots” of (3.5).
ii) analogously , we can define now a function which measures the rapidity density
of “holes” per unit length,
ρ
(h)
A (θ) =
1
L
dn
(h)
A
dθ
, (3.8)
where the superscript h in n
(h)
A indicates that the corresponding rapidities θA are what
we called “holes ”.
iii) Finally, we define the total rapidity density of states per unit length ρA as
ρA(θ) = ρ
(r)
A (θ) + ρ
(h)
A (θ) =
1
L
dnA
dθ
. (3.9)
In terms of the functions (3.7), (3.8) and (3.9), we can now safely carry out the thermo-
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dynamic limit (L,NA →∞, NA/L finite) of (3.5). Hence, we obtain
ρA(θ) = ρ
(r)
A (θ) + ρ
(h)
A (θ) =
MA
2π
cosh θ +
n∑
B=1
ΦAB ∗ ρ(r)B (θ), (3.10)
where the functions ΦAB(θ) containing the information about the dynamical interaction
of the system are given, with the help of (3.4), by
ΦAB(θ) = ΦBA(−θ) = dδAB(θ)
dθ
= −i d
dθ
lnSAB(θ) . (3.11)
They are usually called kernels, and the symbol ‘ * ’ denotes the rapidity convolution
defined as
f ∗ g(θ) :=
∞∫
−∞
dθ′
2π
f(θ − θ′)g(θ′), (3.12)
for two arbitrary functions f and g. In (3.10) the densities of “roots” and “holes” ρ
(r)
A ,
ρ
(h)
A are independent functions, which makes the system (3.10) still difficult to handle.
However, additional constrains can be obtained when the equilibrium configuration at a
certain finite temperature T is studied. The thermodynamic equilibrium of the system is
equivalent to the minimisation of the total free energy per unit length, which we denote
by f(ρ, ρ(r)) =
∑
A f(ρA, ρ
(r)
A ) and is given by
f(ρ, ρ(r)) = h(ρ(r))− Ts(ρ, ρ(r)), (3.13)
where the functions h(ρ(r)) and s(ρ, ρ(r)) are respectively the total energy and entropy
of the system per unit length, i.e.,
h(ρ(r)) =
n∑
A=1
h(ρ
(r)
A ) =
n∑
A=1
∞∫
−∞
dθ ρ
(r)
A (θ)MA cosh θ, (3.14)
s(ρ, ρ(r)) =
n∑
A=1
s(ρA, ρ
(r)
A ) =
n∑
A=1
lnN (ρA, ρ(r)A ). (3.15)
Here N (ρA, ρ(r)A ) has to be understood as the density of quantum states labeled by the
integers n
(i)
A with A = 1, · · · , n and i = 1, · · · , NA, which correspond to the same density
configuration ρA, ρ
(r)
A . It can be computed as follows: Let N
′
A be the number of quantum
levels associated to the particle species A contained in a rapidity interval [θ, θ + dθ].
Taking definition (3.9) into account, it follows that N ′A ≈ ρA(θ)dθ. Let n′A be the
number of particles of type A distributed in the same interval, namely n′A ≈ ρ(r)A (θ)dθ.
Taking Pauli’s exclusion principle into account one can easily obtain the number of
different possible distributions of these n′A particles of type A between the N
′
A different
quantum levels,
N ′A!
n′A!(N
′
A − n′A)!
≈ [ρA(θ)dθ]!
[ρ
(r)
A (θ)dθ]![(ρA(θ)− ρ(r)A (θ))dθ]!
, fermionic case
(N ′A + n
′
A − 1)!
n′A!(N
′
A − 1)!
≈ [(ρA(θ)− ρ
(r)
A (θ)− 1)dθ]!
[ρ
(r)
A (θ)dθ]![(ρA(θ)− 1)dθ]!
, bosonic case (3.16)
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Therefore, the corresponding entropies read
s(ρ, ρ(r)) =
n∑
A=1
∞∫
−∞
dθ
(
ρA ln ρA − ρ(r)A ln ρ(r)A − (ρA − ρ(r)A ) ln(ρA − ρ(r)A )
)
, (3.17)
s(ρ, ρ(r)) =
n∑
A=1
∞∫
−∞
dθ
(
ρA ln ρA − ρ(r)A ln ρ(r)A − (ρA + ρ(r)A ) ln(ρA + ρ(r)A )
)
, (3.18)
for the species A to be fermions or bosons respectively. Notice that, in the derivation of
the latter equations we have used Stirling’s formula lnN ! ≈ N(lnN − 1) ≈N lnN for
N ≫ 1.
Having now explicit expressions for the energy and entropy of the system in terms
of the densities ρA and ρ
(r)
A we are in the position to express the free energy per unit
length (3.13) in terms of the mentioned densities and determine the extremum conditions
corresponding to both fermionic and bosonic statistics. For this purpose it is convenient
to define a set of new functions ǫA(θ) which are referred to as “pseudo-energies” and
which can be expressed in terms of the densities of “roots” and “holes” as follows,
eǫA =
ρA
ρ
(r)
A
− 1 = ρ
(h)
A
ρ
(r)
A
, fermionic case,
eǫA =
ρA
ρ
(r)
A
+ 1 =
ρ
(h)
A
ρ
(r)
A
+ 2, bosonic case. (3.19)
Therefore, with the help of (3.10) and (3.11), the extremum conditions for the free energy
per unit length (3.13) read,
ǫA(θ) = RMA cosh θ −
∑
B
ΦAB ∗ LB(θ), (3.20)
where R = 1/T and we have introduced the L-functions
LA(θ) = ln(1 + e
−ǫA(θ)), fermionic case,
LA(θ) = − ln(1− e−ǫA(θ)), bosonic case. (3.21)
From (3.20) and (3.21) one easily sees that whenever the S-matrix reduces to ±1, namely
we study a system of free fermions or bosons, the pseudo-energies are simply given by
ǫA(θ)/R =MA cosh θ, (3.22)
that is, the free “on-shell” energies.
The non-linear integral equations (3.20) are usually called thermodynamic Bethe
ansatz equations. In general, omitting the systems of free fermions or bosons studied in
[116], the system (3.20) can not be solved analytically for the pseudo-energies for generic
temperature, and we may ultimately resort to numerical methods. Once the pseudo-
energies ǫA(θ) have been computed in some way and, consequently the L-functions, it is
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possible to obtain the free energy of the system (3.13) subject to the extremum conditions
(3.20) namely, the extremal free energy
f(R) = − 1
R
n∑
A=1
MA
∞∫
−∞
dθ
2π
LA(θ) cosh θ, (3.23)
therefore, taking (3.22) into account, the equilibrium free energy for a system of free
bosons or fermions reduces to the one of a relativistic Fermi or Bose gas at finite tem-
perature T = 1/R (see section 6 in [116]).
As we will show later, the extremal free energy (3.23) is directly related to the
ground state energy of the system which at the same time, in the UV limit, depends
on the Virasoro central charge of the underlying CFT. These relationships justify the
link between the infinite volume thermodynamics of a QFT, expressed in terms of its
corresponding S-matrix by means of (3.20), and some of the relevant data characterising
the original CFT.
Quantum field theory on a torus
As stated in several occasions, the analysis performed before is based on the study
of a QFT compactified on a circumference of length L, which is taken to be infinity in
the thermodynamic limit. Let us assume now that we formulate our QFT on a torus
generated by two orthogonal circles of circumferences R and L and define a Cartesian
(Euclidean) coordinates system in the way showed in Fig. 3.1. In that situation, we
have at our disposal two possible choices for the quantization axis i.e., two possible ways
to develop a quantum mechanical formulation of the theory, depending on whether we
identify the directions x, y with the space and time dimensions or vice-versa:
y
x
L
R
Figure 3.1: Torus generated by two circles of circumferences R and L.
i) as a first choice, we may consider the y axis as the one playing the role of time
direction and let L → ∞ with R remaining finite. Then, if we denote by HR the
hamiltonian describing the system in the compactified (periodic) space of dimension R
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and by HR the corresponding Hilbert space, the partition function associated to the field
theory Z(R,L) is given by,
Z(R,L) = lim
L→∞
TrHRe
−LHR ≈ e−E0(R)L, (3.24)
for E0(R) to be the energy of the ground state, since in the limit L → ∞, the term
associated to the eigenstate of minimum energy of the Hamiltonian HR is the dominant
contribution to the partition function Z(R,L),
ii) alternatively we could exchange the roles of the axis x, y and associate them now
to the time and space dimensions respectively. Hence, if we now perform the same limit
carried out in i), namely we take L→∞ we are in a new situation in which the theory
is time-periodic, with periodicity given by R. Moreover, if we identify the dimension
R as the same quantity occurring in the thermodynamic Bethe ansatz equations (3.20),
namely the inverse temperature R = 1/T , our alternative choice of axis is equivalent
to a formulation of the QFT at finite temperature. Therefore, denoting by HL the new
hamiltonian and by HL the corresponding Hilbert space, the partition function Z(R,L)
is now given by
Z(R,L) = lim
L→∞
TrHLe
−RHL ≈ e−RLf(R), (3.25)
where f(R) is the free energy per unit length of the system at finite temperature T = 1/R
namely, the same function obtained in (3.23).
iii) Putting now together the results coming from i) and ii) we obtain a relationship
between the extremal free energy (3.23) and the ground state energy E0(R) which is
simply
Rf(R) = E0(R). (3.26)
We are now able to extract information about the underlying CFT by performing the
ultraviolet limit R = 1/T → 0. In this limit the partition function Z(R,L) must reduce
to the one of the underlying CFT on a cylinder, as the limit L → ∞ is nothing but
the limit torus → infinite cylinder. Consequently, it is necessary at this point to make
use of some basic notions of conformal field theory on a cylinder which for this purpose
have been introduced in subsection 2.1.1 of the previous chapter. The results presented
there guarantee that a relationship between the ground state energy E0(R), related to
the equilibrium free energy by means of (3.26), and the energy of the eigenstates of the
hamiltonian (2.38) can be now established. Clearly such a relationship arises in the UV
limit in which the QFT studied in the previous subsections reduces to its underlying
CFT on a cylinder of infinite length L → ∞ and time dimension R = 1/T . In the
ultraviolet limit we obtain
lim
R→0
Rf(R) = − π
6R
ceff with ceff := c− 12(∆0 + ∆¯0), (3.27)
where ∆0, ∆¯0 are the lowest conformal dimensions related to the two chiral sectors. The
latter relationship was originally derived in [23]. The quantity ceff is known as effective
central charge and for unitary CFT’s coincides with the Virasoro central charge c, since
the conformal dimensions ∆0, ∆¯0 are zero. Since the WZNW-coset models are unitary
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CFT’s, this will be the case for the HSG-models. Therefore, the introduction of periodic
boundary conditions in a unitary CFT has the effect of generating a non-zero value for
the ground state energy in the UV-limit and in that sense the effective central charge
can be interpreted as Casimir energy.
The relation (3.27) will be fundamental for our TBA-analysis. Recall that the initial
motivation for such an analysis was the search for consistency checks of the S-matrix
proposal [51] for the HSG-models, checks which will exploit the interpretation of these
models as perturbed coset theories. Therefore, having solved the TBA-equations (3.20)
and extracted the corresponding L-functions we may introduce then in (3.23) and per-
form the corresponding integrals while carrying out the UV-limit. Proceeding this way
we may have identified the Virasoro central charge of the original CFT. Since the HSG-
models, like many other 1+1-dimensional integrable QFT’s, have been constructed as
perturbations of a well-known CFT, the Virasoro central charge extracted from our
analysis may be directly compared with its expected value ( see Eq. (2.123)).
However, this is not the only information we can extract from a TBA-analysis. In a
similar fashion we defined the effective central charge ceff through (3.27) we can define
a new function c(R) which we will refer to as finite size scaling function,
c(R) = −6R
2
π
f(R) =
3R
π2
n∑
A=1
MA
∞∫
−∞
dθLA(θ) cosh θ. (3.28)
In comparison to (3.27) the function E0(R) = −πc(R)/6R can be interpreted as “off-
critical ” Casimir energy [21, 116]. It is clear that in the UV-limit,
lim
R→0
c(R) = ceff = c− 12(∆0 + ∆¯0). (3.29)
Thus, the solution of the TBA-equations (3.20) does not only allow for the identifica-
tion of the Virasoro central charge of the underlying CFT but also for the computation
(usually numerically) of the function c(R) defined in (3.28). It is also expected that
for a massive QFT the IR-limit of the finite size scaling function must be zero, and in
the intermediate region 0 < R < ∞ it should provide information about the onset of
the stable and unstable particles of the model i.e., the energy scale R at which these
particles can be formed. In particular, it will be shown later for the HSG-models that,
for finite values of R, the scaling function c(R) exhibits a very characteristic “staircase”
pattern where the number of steps is determined by the number of free parameters in
the model and is also related to the number of particles present in the theory. Such a
behaviour was observed previously for the roaming sinh-Gordon model [108] and their
generalisations [109, 110]. This behaviour suggests that, similarly to the well-known
Zamolodchikov’s c-function [24], which we will compute in the context of the form factor
program, the scaling function admits an interpretation as a measure of effective light
degrees of freedom. In other words, starting in the deep UV-limit which corresponds to
the situation in which the mass of any of the particles of the theory is much lower than
the energy scale, and therefore they all can be formed and contribute to the Virasoro
central charge c, we will observe the consecutive “decoupling” of the heaviest particles
of the theory as soon as an energy scale much lower than the energy precise for their
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production is reached. Finally, in the IR-limit none of the particles can be formed and
the scaling function will vanish. It is then clear that the information provided by the
scaling function is crucial concerning the check of the physical picture expected for the
HSG-models [48, 49, 50, 63, 90]. Recall that the S-matrix proposal [51] was based on the
extrapolation of semi-classical results, in particular concerning the stable and unstable
particle spectrum therefore, from that point of view, the outlined interpretation of the
“staircase” behaviour of the scaling function provides strong support for the validity of
the mentioned assumptions. It must be emphasised that such a clear physical interpre-
tation is not possible for the mentioned roaming sinh-Gordon models [108, 109, 110],
amongst other reasons, due to the lack of a consistent Lagrangian formulation.
We have now all the necessary ingredients to carry out our specific application of
the TBA-approach for the the HSG-models. The main features of these theories have
been already stated in subsection 2.4.2 of the previous chapter. As a fundamental input
in the TBA-framework the knowledge of the two-particle scattering amplitudes and
mass spectrum is needed. Also, some of the most characteristic data of the associated
underlying coset CFT, like the Virasoro central charge (2.123) and the dimension of the
perturbing field (2.121) have been reported in the previous chapter and we will frequently
appeal to their expected values in the course of our TBA-analysis.
3.2 TBA with parity violation and resonances
In this section we are going to determine the conformal field theory which governs
the UV-regime of the QFT associated with the S-matrix elements (2.143) and (2.146).
According to the defining relation (2.111) and the discussion of the previous section, we
expect to recover the WZNW-coset theory with effective central charge (2.123) in the
extreme UV-limit by means of a TBA-analysis. Since up to now such an analysis has only
been carried out for parity invariant S-matrices, a few comments are due to implement
parity violation. Recall that the starting point in the derivation of the key equations
are the Bethe ansatz equations, which are the outcome of dragging one soliton, say of
type A = (a, i), along the world line. For the time being we do not need the distinction
between the two quantum numbers. On this trip the formal wave-function of A picks
up the corresponding S-matrix element as a phase factor when meeting another soliton
(see subsection 3.1.1). Due to the parity violation it matters, whether the soliton is
moved clockwise or counter-clockwise along the world line, such that instead of the set
of equations (3.5) we end up with two apparently different sets of Bethe Ansatz equations
eiLMA sinh θA
∏
B 6=A
SAB(θA − θB) = 1 and e−iLMA sinh θA
∏
B 6=A
SBA(θB − θA) = 1 , (3.30)
with L denoting the length of the compactified space direction. These two sets of equa-
tions are of course not entirely independent and may be obtained from each other by
complex conjugation with the help of the properties of unitarity and Hermitian analyt-
icity of the S-matrix (2.88) summarised in the previous chapter. We may carry out the
thermodynamic limit of (3.30) in the usual fashion [21] as described in subsection 3.1.2
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and obtain the following sets of non-linear integral equations
ǫ+A(θ) +
∑
B
ΦAB ∗ L+B(θ) = rMA cosh θ, (3.31)
ǫ−A(θ) +
∑
B
ΦBA ∗ L−B(θ) = rMA cosh θ . (3.32)
Here r = m1T
−1 is the inverse temperature times the overall mass scalem1 of the lightest
particle and we also re-defined the masses by M ia →M ia/m1 keeping, however, the same
notation. As pointed out before, it is useful in these considerations to introduce the
so-called pseudo-energies ǫ+A(θ) = ǫ
−
A(−θ) and the related functions
L±A(θ) = ln(1 + e
−ǫ±A(θ)). (3.33)
Notice that (3.32) may be obtained from (3.31) simply by the parity transformation
θ → −θ and the first equality in (3.11). The main difference of these equations in
comparison with the parity invariant case is that we have lost the usual symmetry of
the pseudo-energies as functions of the rapidities, such that we have now in general
ǫ+A(θ) 6= ǫ−A(θ). This symmetry may be recovered by restoring parity.
It is also worth mentioning that according to (3.21) the L-functions (3.33) imply that
we have chosen the statistical interaction to be of fermionic type. This choice has been
made for all the theories studied in the TBA-context until now and relies on the fact
that the S-matrix describing the interaction between identical particles namely, particles
with the same quantum numbers and momenta is given by
Siiaa(0) = −1, (3.34)
as follows from (2.142). Therefore, it coincides with the S-matrix describing the interac-
tion between free fermions. This choice is not in contradiction with the bosonic character
of the field h(x0, x1) entering the action (2.111) and should not lead to confusion. In
particular it is a well-known fact that in 1 + d-dimensions, with d < 3 there is not an
intrinsic meaning for the statistics and any QFT described in terms of bosonic fields
admits also a description in terms of fermionic fields which only involves a suitable field
transformation. Examples of such an “ambiguity” are provided by [122]. Concerning
the role of the statistics in the TBA-context, in [118] the TBA-approach was formulated
for a more general choice of the statistics known as Haldane statistics [123]. It was
observed also in [118] that essentially any choice of the statistical interaction can be
made leading to the same TBA-equations, if it is suitably compensated by a particular
change in the phase of the S-matrix. Therefore, in the TBA-context we could extract
the same information i.e., central charge, scaling function... even if we decided to choose
a more “exotic” type of statistics, provided the S-matrix proposal was modified as sug-
gested in [118]. Very recently [124], the TBA-approach has been generalised for Gentile
statistics [125] along the same lines of [118].
The scaling function, may be computed similar as in (3.28)
c(r) =
3 r
π2
∑
A
MA
∞∫
0
dθ cosh θ (L−A(θ) + L
+
A(θ)) , (3.35)
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where we only used the property L+(θ) = L−(−θ) to substitute the integral
∫∞
−∞
in
(3.28) by
∫∞
0
in (3.35). As we have seen in subsection 3.1.2, once the equations (3.31),
(3.32) have been solved for the pseudo-energies ǫ±A, of special interest is the deep UV-
limit, i.e. r → 0 in which, according to (3.29) we expect to identify the Virasoro central
charge (2.123) of the underlying CFT. This assumption will turn out to be consistent
with the analytical and numerical results.
3.2.1 Ultraviolet central charge for the HSG-models
In this section we follow the usual argumentation of the TBA-analysis [21] which leads
to the effective central charge, paying, however, attention to the parity violation. We
will recover indeed the value in (2.123) as the central charge of the HSG-models. In
fact, following [21] we will be able to determine the effective central charge analytically
when performing the limit r → 0 in (3.35). The reason is that in this limit there will be
various terms both in (3.35) and (3.31) which we can safely neglect and consequently,
the evaluation of both expressions becomes simpler.
It is useful at this point to introduce the new variable x = ln(r/2) so that the UV-
limit corresponds now to x → −∞. In this limit the factor rMA cosh θ arising both in
the integral (3.35) and in the TBA-equations (3.31), (3.32) can be approximated in the
following way,
rMA cosh θ =MA
(
eθ+x + e−θ+x
)
≃MAe|θ|+x, (3.36)
Here we find for the first time the occurrence of the term MAe
x+θ in our analysis,
which arises naturally in the formulation the TBA-equations for massless particles. The
concept of massless scattering has been introduced originally in [126] as follows: The
on-shell energy of a right and left moving particle is given by E± = M/2 e
±θ which
is formally obtained from the on-shell energy of a massive particle E = m cosh θ by
the replacement θ → θ ± σ/2 and taking the limit m → 0, σ → ∞, while keeping the
expression M = meσ/2 finite. We will encounter these on-shell energies in the course of
our analysis.
The substitution of (3.36) into the expression for the scaling function (3.35) gives
c(r) ≃ 3
π2
∑
A
MA
∞∫
0
dθ eθ+x (L−A(θ) + L
+
A(θ)) =
3
π2
∑
A
MA
∞∫
x
dθ eθ (L>A(θ) + L
<
A(θ)).
(3.37)
The second equality in (3.37) is simply obtained by shifting θ → θ + x and defining the
so-called “kink” functions
L>A(θ) := L
+
A(θ − x), and L<A(θ) := L−A(θ − x), (3.38)
originally introduced in [21].
We can now carry out the same limit for the TBA-equations (3.31), (3.32),
MAe
θ ≃ ǫ>A(θ) +
∑
B
ΦAB ∗ L>B(θ), (3.39)
MAe
θ ≃ ǫ<A(θ) +
∑
B
ΦBA ∗ L<B(θ), (3.40)
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where the approximation (3.36) has been used again. Taking now the derivative with
respect to θ of the latter equations and using (3.11) and (3.12) we obtain
MAe
θ ≃ dǫ
>
A
dθ
+
∑
B
∞∫
−∞
dθ′
2π
ΦAB(θ − θ′)dL
>
B(θ
′)
dθ′
, (3.41)
MAe
θ ≃ dǫ
<
A
dθ
+
∑
B
∞∫
−∞
dθ′
2π
ΦAB(−θ + θ′)dL
<
B(θ
′)
dθ′
. (3.42)
Notice that in the convolution terms the derivative with respect to θ has been substituted
by a derivative with respect to θ′. This can be done using integration by parts and the
trivial fact
d
dθ
ΦAB(θ − θ′) = − d
dθ′
ΦAB(θ − θ′). (3.43)
Having Eqs. (3.41) and (3.42) at hand, it is possible to substitute the term MAe
θ in
(3.37) by the r.h.s. of these equations. By doing so, we obtain
∑
A
MA
∞∫
x
dθeθL>A(θ) =
∑
A
MA
∞∫
x
dθL>A(θ)
dǫ>A
dθ
+
∑
A,B
∞∫
x
L>A(θ) ΦAB ∗ (L>B)′(θ), (3.44)
where (L>A)
′ denotes the derivative of the L>A function. Obviously a completely analogous
equation can be obtained for the other contribution to (3.37) by using (3.42).
Let us now look separately at each of the two contributions in (3.44). Using (3.33)
it is trivial to see that the first one is simply
∑
A
MA
∞∫
x
dθ
dǫ>A
dθ
L>A(θ) =
∑
A
MA
ǫ>A(∞)∫
ǫ>A(x)
dǫ>A ln(1 + e
ǫ>A(θ)), (3.45)
whereas for the second one we obtain
∑
A,B
∞∫
x
dθ L>A(θ) ΦAB ∗ (L>A)′(θ) =
∑
A,B
∞∫
x
dθ′
2π
∞∫
−∞
dθ LB(θ
′)ΦAB(θ − θ′)dLA(θ)
dθ
≃
∑
A,B
∞∫
x
dθ
L>A(θ)
dθ
ΦAB ∗ L>A(θ). (3.46)
Here we used the approximation
∫∞
x
≃ ∫∞
−∞
to obtain the last equality and the fact
that there is a summation over the indices A,B, so that their names can safely be
interchanged and similarly for the integration variables θ, θ′. It is also necessary to take
the first property in (3.11) into account together, of course, with the definition of the
convolution (3.12). However, it is possible to express (3.46) still in a more suitable way
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by using now the approximated TBA-equation (3.39) to eliminate the convolution term
and the defining relation (3.33) of the L-functions in terms of the pseudo-energies
∑
A,B
∞∫
x
dθ
L>A(θ)
dθ
(ΦAB ∗ L>A)(θ) ≃
∑
A
ǫ>A(∞)∫
ǫ>A(x)
dǫ>A
ǫ>A
(1 + eǫ
>
A)
−
∑
A
∞∫
x
dθMAe
θL>A(θ). (3.47)
Notice that the last term on the r.h.s., which is obtained after integration by parts, is
precisely our starting point (3.44). Therefore, substituting the contributions (3.45) and
(3.47) into (3.44) we obtain
∞∫
x
dθMAe
θL>A(θ) =
1
2
ǫ>A(∞)∫
ǫ>A(x)
dǫ>AMA ln(1 + e
ǫ>A(θ)) +
1
2
ǫ>A(∞)∫
ǫ>A(x)
dǫ>A
ǫ>A
(1 + eǫ
>
A)
. (3.48)
A similar expression can be obtained for the second term in (3.37) so that, we can finally
write
lim
r→0
c(r) ≃ 3
2π2
∑
p=+,−
∑
A
ǫpA(∞)∫
ǫpA(0)
dǫpA
[
ln(1 + e−ǫ
p
A) +
ǫpA
1 + eǫ
p
A
]
, (3.49)
where we use again the standard pseudo-energies ǫ±A instead of the “kink ” variables
(3.38) and consequently substitute
ǫ+A(0) = ǫ
>
A(x) and ǫ
−
A(0) = ǫ
<
A(x). (3.50)
Upon the substitution ypA = 1/(1 + exp(ǫ
p
A)) we obtain the following expression for the
effective central charge
ceff = lim
r→0
c(r) =
6
π2
∑
A
L
(
1
1 + eǫ
±
A(0)
)
. (3.51)
Here we used the integral representation for Roger’s dilogarithm function
L(x) = 1/2
∫ x
0
dy
(
ln y
(y − 1) −
ln(1− y)
y
)
, (3.52)
and the fact that ǫ+A(0) = ǫ
−
A(0), y
+
A(∞) = y−A(∞) = 0. Comparing Eq. (3.51) with the
equivalent expression obtained in the parity invariant case (see e.g. [21]), we conclude
that we end up precisely with the same situation: Having solved the TBA-equations
(3.39) and (3.40), we may compute the effective central charge in terms of Roger’s
dilogarithm thereafter. Notice that in the ultraviolet limit we have recovered the parity
invariance and (3.51) holds for all finite values of the resonance parameter. Notice also
that, in fact, in order to compute the effective central charge (3.51) we do not need
to solve the TBA-equations (3.39), (3.40) for any value of θ, since only the values of
the pseudo-energies at zero rapidity enter the expression (3.51). Therefore, let us now
consider the limit θ → 0 of Eqs. (3.39) and (3.40).
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When we assume that the kernels ΦAB(θ) are strongly peaked
1 at θ = 0 and develop
the characteristic plateaux one observes for the scaling models, we can take out the
L-functions from the integral in the equations (3.39), (3.40) and obtain
ǫ±A(0) +
∑
B
NABL
±
B(0) = 0 with NAB =
1
2π
∞∫
−∞
dθ ΦAB(θ) , (3.53)
where we again appeal to (3.50). Note that in (3.53) we have recovered the parity
invariance.
Having the resonance parameter σ present in our theory we may also encounter a
situation in which ΦAB(θ) is peaked at θ = ±σ. This means in order for (3.53) to be
valid, we have to assume ǫ±A(0) = ǫ
±
A(±σ) in the limit r → 0 in addition, to accommodate
that situation. This assumption will be justified for particular cases from the numerical
results (see e.g. Fig. 3.2), but can also be derived from analytical considerations which
make use of Eqs. (3.39) and (3.40). Recall that these equations have been obtained as the
UV-limit of the original TBA-equations (3.31), (3.32). Obviously, since x → −∞, the
condition |σ| ≪ x is always guaranteed in the UV-regime. At the same time, footnote 1
shows that the kernels ΦAB(θ) are strongly peaked either at θ = 0 or θ = ±σ. Therefore,
one can safely approximate the convolution term in (3.39) at θ = x by
ΦAB ∗ L>B(x) ≃
(∫ ∞
−∞
dy
2π
ΦAB(y)
)
L>B(x) = NABL
>
B(x), (3.54)
and analogously for (3.40). The substitution of (3.54) in (3.39) and equivalently in (3.40)
leads to Eqs. (3.53) with the help of definitions (3.38).
For the case at hand we read off from the integral representation of the scattering
matrices (2.143) and (2.146)
NAB = N
ij
ab = δijδab −Kgij (KAk−1)−1 ab , (3.55)
for Kg and KAk−1 to be the Cartan matrices of g and Ak−1 respectively.
With N ijab in the form (3.55) and the identifications
Qia :=
k−1∏
b=1
(1 + exp(−ǫib(0)))K
−1
ab , (3.56)
the constant TBA-equations (3.53) are precisely the equations which occurred before in
the context of the restricted solid-on-solid models [127, 128, 129, 130, 131]. It was noted
1That this assuption holds for the case at hand is most easily seen by noting that the logarithmic
derivative of a basic building block (x)θ of the S-matrix reads
−i d
dθ
ln(x)θ = −
sin
(
pi
k
x
)
cosh θ − cos (pi
k
x
) = −2 ∞∑
n=1
sin
(πn
k
x
)
e−n|θ| .
From this we can read off directly the decay properties.
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in there that (3.53) may be solved elegantly in terms of Weyl-characters and the reported
effective central charge coincides indeed with the one for the HSG-models (2.123). This is
a highly non-trivial result which provides determinant support for the S-matrix proposal
[51], since the ultraviolet central charge of all the parafermionic theories related to the
cosets Gk/U(1)
ℓ is precisely reproduced. Also, from a purely mathematical point of
view, the fact that the quantity ceff given by Eq. (3.51) is a rational number is quite
exceptional. When this happens, the system (3.53) and (3.51) is known under the special
name of accessible dilogarithms. A more general set of N -matrices, containing (3.55)
as a particular example, was obtained in the context of the g|g˜-theories [67].
It should be noted that we understand the N -matrix here as defined in (3.53) and not
as the difference between the phases of the S-matrix. In the latter case we encounter con-
tributions from the non-trivial constant phase factors η. Also in that case we may arrive
at the same answer by compensating them with a choice of a non-standard statistical
interaction [118] as outlined in section 3.2.
We would like to close this section with a comment which links our analysis to
structures which may be observed directly inside the conformal field theory. When one
carries out a saddle point analysis, see e.g. [133, 134], on a Virasoro character of the
general form
χ(q) =
∞∑
~m=0
q
1
2
~m(1−N)~mt+~m· ~B
(q)1 . . . (q)(k−1)ℓ
, (3.57)
with (q)m =
∏m
k=1(1 − qk), one recovers the set of coupled equations as (3.53) and the
corresponding effective central charge is expressible as a sum of Roger’s dilogarithms
as (3.51). Note that when we choose g ≡ A1 the HSG-model reduces to the minimal
ATFT and (3.57) reduces to the character formulae in [169]. Thus the equations (3.53)
and (3.51) constitute an interface between massive and massless theories, since they
may be obtained on one hand in the ultraviolet limit from a massive model and on the
other hand from a limit inside the conformal field theory. This means we can guess a
new form of the coset character, by substituting (3.55) into (3.57). However, since the
specific form of the vector ~B does not enter in this analysis (it distinguishes the different
highest weight representations) more work needs to be done in order to make this more
than a mere conjecture. Further results in this direction have been provided in [135].
3.3 Thermodynamic Bethe ansatz for the SU(3)k-
HSG model
We shall now focus our discussion on G = SU(3)k. First of all we need to establish how
many free parameters we have at our disposal in this case. According to the discussion
in subsection 2.4.2 we can tune the resonance parameter and the mass ratio
σ := σ21 = −σ12 and m1/m2 . (3.58)
It will also be useful to exploit a symmetry present in the TBA-equations related to
SU(3)k by noting that the parity transformed equations (3.32) turn into the equations
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(3.31) when we exchange the masses of the different types of solitons. This means the
system remains invariant under the simultaneous transformations
θ→ −θ and m1/m2 → m2/m1 . (3.59)
For the special case m1/m2 = 1 we deduce therefore that ǫ
1
a(θ) = ǫ
2
a(−θ), meaning that
a parity transformation amounts to an interchange of the colours2. Furthermore, we
see from (3.32) and the defining relation σ = σ21 = −σ12 that changing the sign of the
rapidity variable is equivalent to σ → −σ. Therefore, we can restrict ourselves to the
choice σ ≥ 0 without loss of generality.
3.3.1 Staircase behaviour of the scaling function
We will now come to the evaluation of the scaling function (3.35) for finite and small
scale parameter r. To do this we have to solve first the TBA equations (3.31) for
the pseudo-energies, which up to now has not been achieved analytically for systems
with a non-trivial dynamical interaction due to the non-linear nature of the integral
equations. Nonetheless, numerically this problem can be controlled relatively well. In
[113] a rigorous proof of the existence and uniqueness of solutions to TBA-equations of
the type (3.31), (3.32) was provided. Before [113] such properties were simply assumed
to hold in the light of the consistent analytical and numerical results obtained. However,
the proof provided in [113] is very relevant since if the equations (3.31), (3.32) allowed
several different solutions for the pseudo-energies ǫ±A(θ), different values for the effective
central charge could be obtained starting with the same S-matrix and statistics and,
consequently, the results of the TBA-analysis would not provide a reliable consistency
check of the mentioned S-matrix.
In the UV-regime, for r ≪ 1, one is in a better position and can set up approximate
TBA-equations involving, formally, massless particles, for which various approximation
schemes have been developed which depend on the general form of the L-functions. Since
those functions are not known a priori, one may justify ones assumptions in retrospect by
referring to the numerics. In section 3.4 we present numerical solutions for the equations
(3.31) for various levels k showing that the L-functions develop at most two (three if m1
and m2 are very different) plateaux in the range x < θ < −x and then fall off rapidly
(see Fig. 3.2). This type of behaviour is similar to the one known from minimal ATFT
[21, 132], and we can therefore adopt various arguments presented in that context. The
main difficulty we have to deal with here is to find the appropriate “massless” TBA
equations accommodating the dependence of the TBA equations on the resonance shifts
σ.
We start by giving also an integral representation for the kernel (3.11). This repre-
sentation can be obtained from the integral representation of the two-point scattering
matrices (2.143), (2.146) by using the same kind of arguments presented in [113] for
ATFT’s related to simply laced Lie algebras. Moreover, we can separate the kernel
(3.11) into two parts
2Notice that, from now on, we will use the mentioned substructure of the quantum numbers A = (a, i)
for the HSG-models. For the particular SU(3)k-case we will have a = 1, · · · , k − 1 and i = 1, · · · , ℓ,
where ℓ = 2 is the rank of su(3).
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φab(θ) = Φ
ii
ab(θ) =
∫
dt
[
δab − 2 cosh πtk
(
2 cosh πt
k
− I)−1
ab
]
e−itθ , (3.60)
ψab(θ) = Φ
ij
ab(θ + σji) =
∫
dt
(
2 cosh πt
k
− I)−1
ab
e−itθ , i 6= j, Kgij = −1. (3.61)
Here φab(θ) is just the TBA-kernel of the Ak−1-minimal ATFT [113] and in the remaining
kernel ψab(θ) we have removed the resonance shift. Note that φ, ψ do not depend on the
colour values i, j and may therefore be dropped all together in the notation. They are
generically valid for all values of the level k. The convolution term in (3.31) in terms of
φ, ψ is then re-written as
ℓ∑
j=1
k−1∑
b=1
Φijab ∗ Ljb(θ) =
k−1∑
b=1
φab ∗ Lib(θ) +
ℓ∑
j=1
j 6=i
k−1∑
b=1
(ψab ∗ Ljb)(θ − σji) . (3.62)
These equations illustrate that whenever we are in a regime in which the second term in
(3.62) is negligible we are left with ℓ non-interacting copies of the Ak−1-minimal ATFT.
In other words, whenever the resonance parameters σij become very big, the unstable
particles can not be formed anymore so that all the two-particle scattering amplitudes
satisfy Eq. (??) and we have ℓ copies of minimal Ak−1-ATFT.
We will now specialise the discussion on the SU(3)k-case for which it is very useful
to perform the shifts θ → θ ± σ/2 in the TBA-equations. In the UV-limit r → 0 with
σ ≫ 1 the shifted functions can be approximated by the solutions of the following sets
of integral equations
ε±a (θ) +
k−1∑
b=1
φab ∗ L±b (θ) +
k−1∑
b=1
(ψab ∗ L∓b ) (θ) = r′M±a e±θ (3.63)
εˆ±a (θ) +
k−1∑
b=1
(φab ∗ Lˆ±b ) (θ) = r′M∓a e±θ , (3.64)
where we have introduced the parameter r′ = r/2 eσ/2 = ex+σ/2 familiar from the dis-
cussion of massless scattering [126] and the masses M
+/−
a = M
1 / 2
a . Notice that the
indices “+”, “-” in the pseudo-energies and L-functions have nothing to do with the
same indices used in section 3.2. Now, these labels refer to the two different possible
colour indices i = 1, 2, since the rank of the Lie algebra su(3) is ℓ = 2 and the functions
ε±a (θ) are in fact related to the original ones ǫ
i
a(θ) =ǫA(θ) =ǫ
+
A(θ) by means of a rapidity
shift, in a similar fashion to the “kink” equations (3.38) introduced in subsection 3.2.1.
The same relationship holds for the functions εˆ±a which make sense in a different regime
of values of the parameters r, σ. More precisely, the relationship between the solutions
of the system (3.63), (3.64) and those of the original TBA-equations is given by
ε+|−a (θ) = ǫ
1|2
a (θ ± σ/2) for x≪ ±θ ≪ x+ σ (3.65)
εˆ+|−a (θ) = ǫ
1|2
a (θ ± σ/2) for ± θ ≪ min[−x, x+ σ]. (3.66)
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where we have assumed the equality of the mass scales i.e, m1 = m2. Similar equations
may be written down for the generic case. The approximations leading to (3.63), (3.64)
follow similar lines as the ones involved in the derivation of Eq. (3.51), with the difference
that now two parameters x, σ are involved in the discussion and their relative value has
to be taken into account in order to establish which terms are negligible and which are
not in the mentioned limit r → 0, σ ≫ 1.
In deriving (3.66) we have neglected the convolution terms (ψab ∗ L1b)(θ + σ) and
(ψab ∗ L2b)(θ − σ) which appear in the TBA-equations for ǫ2a(θ) and ǫ1a(θ), respectively.
This is justified by the following argument: For |θ| ≫ −x the free on-shell energy
term is dominant in the TBA equations, i.e. ǫia(θ) ≈ rM ia cosh θ ≃ M iae|θ|+x and the
functions Lia(θ) are almost zero. The kernels ψab are centered in a region around the
origin θ = 0 outside of which they exponentially decrease (see footnote in subsection
3.2.1 for an explanation of this). This means that the convolution terms in question can
be neglected safely if θ ≪ x + σ and θ ≫ −x − σ, respectively. Note that the massless
system provides a solution for the whole range of θ for non-vanishing L-function only if
the ranges of validity in (3.65) and (3.66) overlap, i.e. if x ≪ min[−x, x + σ] which
is always true in the limit r → 0 when σ ≫ 1. The solution is uniquely defined in the
overlapping region. These observations are confirmed by our numerical analysis.
The resulting equations (3.64) are therefore decoupled and we can determine Lˆ+a and
Lˆ− individually. In contrast, the equations (3.63) for L±a are still coupled to each other
due to the presence of the resonance shift. Formally, the on-shell energies for massive
particles have been replaced by on-shell energies for massless particles in the sense of
[126], such that if we interpret r′ as an independent new scale parameter the sets of
equations (3.63) and (3.64) could be identified formally as massless TBA-systems in
their own right.
Introducing then the scaling function associated with the system (3.63) as
co(r
′) =
3 r′
π2
k−1∑
a=1
∫
dθ
[
M+a e
θL+a (θ) + M
−
a e
−θL−a (θ)
]
, (3.67)
and analogously the scaling function associated with (3.64) as
cˆo(r
′) =
3 r′
π2
k−1∑
a=1
∫
dθ
[
M+a e
θLˆ+a (θ) +M
−
a e
−θLˆ−a (θ)
]
, (3.68)
we can express the scaling function (3.35) of the HSG model in the regime r → 0, σ ≫ 1
approximately by
c(r, σ) =
3 r e
σ
2
2π2
∑
i=1,2
k−1∑
a=1
M ia
∫
dθ
[
eθLia(θ − σ/2) + e−θLia(θ + σ/2)
]
≈ co (r′) + cˆo (r′) . (3.69)
Thus, we have formally decomposed the massive SU(3)k-HSG model in the UV regime
into two massless TBA systems (3.63) and (3.64), reducing therefore the problem of
calculating the scaling function of the HSG model in the UV-limit, r → 0, to the
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problem of evaluating the scaling functions (3.67) and (3.68) for the scale parameter
r′. The latter depends on the relative size of x and the resonance shift σ. Keeping now
σ ≫ 1 fixed, and letting r vary from finite values to the deep UV-regime, i.e. r = 0, the
scale parameter r′ governing the massless TBA systems will pass different regions. For
the regime −x < σ/2 we see that the scaling functions (3.67) and (3.68) are evaluated at
r′ > 1, whereas for −x > σ/2 they are taken at r′ < 1. Thus, when performing the UV-
limit of the HSG-models the massless TBA-systems pass formally from the “infrared”
to the “ultraviolet” regime with respect to the parameter r′. We emphasise that the
scaling parameter r′ has only a formal meaning and that the physical relevant limit we
consider is still the UV-limit, r → 0, of the HSG-models. However, we will find later, in
the context of the form factor approach more reasons which support the description of
systems of this type, containing resonance parameters, as massless systems (see section
4.10 in chapter 4). Proceeding this way has the advantage that we can treat the scaling
function of the HSG-models by the UV and IR central charges of the systems (3.63) and
(3.64) as functions of r′
c(r, σ) ≈ co (r′) + cˆo (r′) ≈
{
cIR + cˆIR , 0≪ −x≪ σ2
cUV + cˆUV ,
σ
2
≪ −x . (3.70)
Here we defined the quantities cIR := limr′→∞ co(r
′), cUV := limr′→0 co(r
′) and cˆIR, cˆUV
analogously in terms of cˆo(r
′).
In the case of cIR + cˆIR 6= cUV + cˆUV , we infer from (3.70) that the scaling function
develops at least two plateaux at different heights. A similar phenomenon was previously
observed for the theories discussed in [108, 109, 110], where infinitely many plateaux
occurred which prompted to call them “staircase models”. As a difference, however the
resonance shifts enter the corresponding S-matrices in a very different way.
In the next subsection we determine the central charges in (3.70) by means of the stan-
dard TBA central charge calculation, setting up the so-called constant TBA equations.
3.3.2 Central charges from constant TBA equations
In this subsection we will perform the limits r′ → 0 and r′ →∞ for the massless sys-
tems (3.63) and (3.64) referring to them formally as “UV-” and “IR-limit”, respectively,
keeping however in mind that both limits are still linked to the UV-limit of the HSG
model in the scale parameter r, as discussed in the preceding subsection. We commence
with the discussion of the “UV-limit” r′ → 0 for the subsystem (3.63). We then have
three different rapidity regions in which the pseudo-energies are approximately given by
ε±a (θ) ≈


r′Ma e
±θ, for ± θ≫ − ln r′
−∑b φab ∗ L±b (θ)−∑b ψab ∗ L∓b (θ), for ln r′ ≪ θ ≪ − ln r′
−∑b φab ∗ L±b (θ), for ± θ≪ ln r′ . (3.71)
We have only kept here the dominant terms up to exponentially small corrections. We
proceed analogously to the discussion as may be found in [21, 132]. We see that in the
first region the particles become asymptotically free. For the other two regions the TBA
equations can be solved by assuming the L-functions to be constant. Exploiting once
more that the TBA kernels are centered at the origin and decay exponentially, we can
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similarly as in section 3.2 take the L-functions outside of the integrals and end up with
the sets of equations
x±a =
k−1∏
b=1
(1 + x±b )
Nˆab(1 + x∓b )
N ′ab for ln r′ ≪ θ ≪ − ln r′, (3.72)
xˆa =
k−1∏
b=1
(1 + xˆb)
Nˆab for ± θ ≪ ln r′, (3.73)
for the constants x±a = e
−ε±a (0) and xˆa = e
−ε±a (∓∞). The N -matrices can be read off
directly from the integral representations (3.60) and (3.61)
Nˆab :=
1
2π
∞∫
−∞
dθ φab(θ) = δab − 2(KAk−1)−1ab , (3.74)
N ′ab :=
1
2π
∞∫
−∞
dθ ψab(θ) = (K
Ak−1)−1ab . (3.75)
Notice that the latter Nˆ, N ′-matrices are just the particularisation of formula (3.55) for
Kgij = K
su(3)
ij . The Nˆ -matrix corresponds to the case i = j and the N
′-matrix is obtained
for i 6= j.
Since the set of equations (3.73) has already been stated in the context of minimal
ATFT and its solutions may be found in [132], we only need to investigate the equations
(3.72). These equations are simplified by the following observation. Changing θ by
−θ the constant L-functions must obey the same constant TBA equation (3.72) but
with the role of L+a and L
−
a interchanged. The difference in the masses m1, m2 has no
effect as long as m1 ∼ m2 since the on-shell energies are negligible in the central region
ln r′ ≪ θ≪ − ln r′. Thus, we deduce x+a = x−a =: xa and (3.72) reduces to
xa =
k−1∏
b=1
(1 + xb)
Nab with Nab = δab − (KAk−1)−1ab . (3.76)
Remarkably, also this set of equations may be found in the literature in the context of the
restricted solid-on-solid models [128]. Specializing some of the general Weyl-character
formulae in [128, 129] to the su(3)k-case a straightforward calculation leads to
xa =
sin
(
π (a+1)
k+3
)
sin
(
π (a+2)
k+3
)
sin
(
π a
k+3
)
sin
(
π (a+3)
k+3
) − 1 and xˆa = sin2
(
π (a+1)
k+2
)
sin
(
π a
k+2
)
sin
(
π (a+2)
k+2
) − 1 . (3.77)
Having determined the solutions of the constant TBA equations (3.72) and (3.76) one
can proceed via the standard TBA-calculations along the lines of [21, 126, 132] and
compute the central charges from (3.67), (3.68), expressing them in terms of Roger’s
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dilogarithm functions
cUV = lim
r′→0
co(r
′) =
6
π2
k−1∑
a=1
[
2L
(
xa
1 + xa
)
−L
(
xˆa
1 + xˆa
)]
, (3.78)
cˆUV = lim
r′→0
cˆo(r
′) =
6
π2
k−1∑
a=1
L
(
xˆa
1 + xˆa
)
. (3.79)
Using the non-trivial identities
6
π2
k−1∑
a=1
L
(
xa
1 + xa
)
= 3
k − 1
k + 3
and
6
π2
k−1∑
a=1
L
(
xˆa
1 + xˆa
)
= 2
k − 1
k + 2
(3.80)
found in [136] and [127], we finally end up with
cUV =
(k − 1) (4k + 6)
(k + 3) (k + 2)
and cˆUV = 2
k − 1
k + 2
. (3.81)
For the reasons mentioned above, cˆUV coincides with the effective central charge obtained
from Ak−1 minimal ATFT describing parafermions [137] in the conformal limit, in other
words is the central charge associated to the WZNW-coset SU(2)k/U(1). Notice that
cUV corresponds formally to the coset (SU(3)k/U(1)
2)/(SU(2)k/U(1)).
The discussion of the infrared limit may be carried out completely analogous to the
one performed for the UV-limit. The only difference is that in case of the system (3.63)
the constant TBA equations (3.72) drop out because in the central region the free energy
terms becomes dominant when r′ → ∞. Thus, in the IR-regime, the central charges of
both systems coincide with cˆUV ,
cIR = lim
r′→∞
co(r
′) = cˆIR = lim
r′→∞
cˆo(r
′) = 2
k − 1
k + 2
. (3.82)
The results (3.81) and (3.82) show that we can identify the massless flow
(SU(3)k/U(1)
2)/(SU(2)k/U(1))→ SU(2)k/U(1), (3.83)
as a subsystem inside the SU(3)k-HSG model. The study of more sophisticated flows is
left for future investigations [135].
In summary, collecting the results (3.81) and (3.82), we can express equation (3.70)
explicitly in terms of the level k,
c(r,M k˜c˜ ) ≈
{
4 k−1
k+2
, for 1≪ 2
r
≪ M k˜c˜
6 k−1
k+3
, for M k˜c˜ ≪ 2r
. (3.84)
We have replaced the limits in (3.70) by mass scales in order to exhibit the underlying
physical picture. Here M k˜c˜ is the smallest mass of an unstable bound state which may
be formed in the process (a, i) + (b, j) → (c˜, k˜) for Kgij 6= 0, 2. We also used that the
Breit-Wigner formula (2.102) implies that M k˜c˜ ∼ meσ/2 for m to be the mass scale of
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the stable particles and large positive σ. First, one should note that in the deep UV-
limit we obtain the same effective central charge as in section 3.2.1, albeit in a quite
different manner. On the mathematical side, this implies some non-trivial identities for
Roger’s dilogarithm and, on the physical side, the relation (3.84) exhibits a more detailed
behaviour than the analysis in section 3.2.1. In the first regime the lower limit indicates
the onset of the lightest stable soliton in the two copies of the complex sine-Gordon
model. The unstable particles are on an energy scale much larger than the temperature
of the system. Thus, the dynamical interaction between solitons of different colours is
“frozen” and we end up with two copies of the SU(2)k/U(1)-coset which do not interact
with each other. As soon as the parameter r reaches the energy scale of the unstable
solitons with mass M k˜c˜ , the solitons of different colours start to interact, being now
enabled to form bound states. This interaction breaks parity and forces the system to
approach the SU(3)k/U(1)
2-coset model, with central charge given by the formula in
(2.123) for G = SU(3).
The case when σ tends to infinity is special and one needs to pay attention to the
order in which the limits are taken, we have
4
k − 1
k + 2
= lim
r→0
lim
σ→∞
c(r, σ) 6= lim
σ→∞
lim
r→0
c(r, σ) = 6
k − 1
k + 3
. (3.85)
Physically, one can understand this result by arguing that if we take σ →∞ before we
carry out the UV-limit the formation of bound states is never possible since the mass of
the unstable particleM k˜c˜ ∼ meσ/2 →∞ and therefore, is always on an energy scale much
higher than the temperature of the system. Consequently, the theory reduces to two non-
interacting copies of the SU(2)k/U(1)-coset model. On the other hand, if the UV-limit
is considered before, as long as we keep σ finite, we will obtain the same result given in
the second part of (3.84), namely the central charge related to the SU(3)k/U(1)
2-coset.
Since this value does not depend on the concrete value of σ, once the UV-limit has been
carried out the value obtained is not modified by a posterior limit σ →∞.
One might enforce an additional step in the scaling function by exploiting the fact
that the mass ratio m1/m2 is not fixed. So, it may be chosen to be very large or very
small. This amounts to decoupling the TBA-systems for solitons with different colour by
shifting one system to the infrared with respect to the scale parameter r. The plateau
then has an approximate width of ∼ ln |m1/m2| (see figure 3.3). However, as soon as r
becomes small enough the picture we discussed for m1 ∼ m2 is recovered.
3.3.3 Restoring parity and eliminating the resonances
In this subsection we are going to investigate the special limit σ → 0 which is equiv-
alent to choosing the vector couplings Λ± in (2.111) parallel or anti-parallel. For the
classical theory it was pointed out in [48] that only then the equations of motion are
parity invariant. Also the TBA-equations become parity invariant in the absence of the
resonance shifts, albeit the S-matrix still violates it through the phase factors η. The
reason is that the phases η cancel when computing the kernels (3.60), (3.61) due to
the definition (3.11). Since in the UV regime a small difference in the masses m1 and
m2 does not effect the outcome of the analysis, we can restrict ourselves to the special
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situation m1 = m2, in which case we obtain two identical copies of the system
ǫa(θ) +
k−1∑
b=1
(φab + ψab) ∗ Lb(θ) = rMa cosh θ . (3.86)
Then we have ǫa(θ) = ǫ
1
a(θ) = ǫ
2
a(θ), Ma = M
1
a = M
2
a and the scaling function is given
by the expression
c(r, σ = 0) =
6 r
π2
k−1∑
a=1
Ma
∫
dθ La(θ) cosh θ . (3.87)
The factor 2 in comparison with (3.35) takes the two copies for i = 1, 2 into account.
The discussion of the high-energy limit follows the standard arguments similar to the
one of the preceding subsection and as may be found in [21, 132]. Instead of shifting
by the resonance parameter σ, one now shifts the TBA equations by x = ln(r/2). The
constant TBA equation which determines the UV central charge then just coincides with
(3.72). We therefore obtain
lim
r→0
lim
σ→0
c(r, σ) =
12
π2
k−1∑
a=1
L
(
xa
1 + xa
)
= 6
k − 1
k + 3
. (3.88)
Thus, again we recover the coset central charge (2.123) for G = SU(3), but this time
without breaking parity in the TBA-equations. This is in agreement with the results of
section 3.2.1, which showed that we can obtain this limit for any finite value of σ.
3.3.4 Universal TBA equations and Y -systems
Before we turn to the discussion of specific examples, for fixed values of the level
k, we would like to comment that there exists an alternative formulation of the TBA-
equations (3.31) in terms of a single integral kernel. This version of the TBA-equations
is of particular advantage when one wants to discuss properties of the model and keep
the level k generic. The starting point towards this re-formulation of the TBA-equations
is the computation of their Fourier transform. This is particularly simple for the TBA-
kernels due to the general property,
f˜ ∗ g(t) =
∞∫
−∞
dt e−itθf ∗ g(θ) = 1
2π
f˜(t)g˜(t), (3.89)
where the ‘tilde’ denotes now the Fourier transform. The Fourier transform of the TBA-
kernels φ and ψ can be now read off directly from (3.60) and (3.61),
φ˜ab(t)
2π
= δab − 2 cosh πtk
(
2 cosh πt
k
− I)−1
ab
, (3.90)
ψ˜ab(t)
2π
=
(
2 cosh πt
k
− I)−1
ab
, (3.91)
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where Iab is the incidence matrix of Ak−1. Defining now the functions ξ
i
a(θ) = ǫ
i
a(θ) −
rM ia cosh θ one can rewrite the original TBA-equations (3.31), (3.32) in their Fourier
transformed version as
2π
k−1∑
b=1
(
2 cosh πt
k
− I)
ab
(ξ˜
i
b(t) + L˜
i
b(t)) =
(
2 cosh πt
k
− eitσji
)
L˜ia(t). (3.92)
The inverse Fourier transform of the latter equations gives the set of integral equations
ǫia(θ) + Ωk ∗ Lja(θ − σji) =
k−1∑
b=1
IabΩk ∗ (ǫib + Lib)(θ) . (3.93)
in terms of the kernel Ωk which, with the help of (3.89), is easily found to be
Ωk(θ) =
k/2
cosh(kθ/2)
. (3.94)
Similarly to the analysis carried out in [139], the on-shell energies have dropped out in
(3.93) because of the crucial relation [36, 138, 107]
k−1∑
b=1
IabM
i
b = 2 cos
π
k
M ia , (3.95)
which is a property of the mass spectrum inherited from ATFT. Even though the explicit
dependence on the scale parameter r has been lost, it is recovered from the asymptotic
condition
ǫia(θ) −→
θ→±∞
rM ia e
±θ . (3.96)
The integral kernel present in (3.93) has now a very simple form and the k-dependence
is easily read off.
Closely related to the TBA equations in the form (3.93) are the following functional
relations also referred to as Y -systems. Using complex continuation (see e.g. [113] for a
similar computation), together with the property
f(θ +
iπ
k
) + f(θ − iπ
k
) = 2
∞∫
−∞
dt e−itθ cosh
πt
k
f˜(t), (3.97)
which holds for any function f(θ) whose Fourier transform is well defined, and defining
the quantities Y ia (θ) = exp(−ǫia(θ)) the integral equations are replaced by
Y ia (θ +
iπ
k
)Y ia (θ − iπk ) =
[
1 + Y ja (θ − σji)
] k−1∏
b=1
[
1 + Y ib (θ)
−1
]−Iab . (3.98)
The Y -functions are assumed to be well defined on the whole complex rapidity plane
where they give rise to entire functions. These systems are useful in many aspects, for in-
stance they may be exploited in order to establish periodicities in the Y -functions, which
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in turn can be used to provide approximate analytical solutions of the TBA-equations.
By doing conformal perturbation theory (CPT) around the underlying CFT describing
the UV-limit of the massive QFT it was shown in [21, 116] that the scaling function,
both for unitary and non-unitary CFT’s, can be expanded in integer multiples of the
period of the Y -functions which is directly linked to the dimension of the perturbing
operator ∆. Such expansion was found to have the general form
c(r) = ceff +
6
π
B(λ)r2 +
∞∑
n=1
Cn(r
yλ)n, (3.99)
for λ to be the coupling constant characterising the perturbing term (see Eq. (2.39)
in chapter 2) and y = 2 − ∆. As explained in [21, 116], the coefficients Cn of the
r-expansion can be computed by doing CPT around the underlying CFT, as well as
the function B(λ) which might be fixed by the requirement limr→∞ c(r) = 0 in massive
QFT’s. Clearly Eq. (3.99) also satisfies the condition limr→0 c(r) = ceff .
Noting that the asymptotic behaviour of the Y -functions is
lim
θ→∞
Y ia (θ) ∼ e−rM
i
a cosh θ, (3.100)
we recover for σ → ∞ the Y -systems of the Ak−1-minimal ATFT derived originally in
[139]. In this case the Y -systems were shown to have a period related to the dimension of
the perturbing operator (see (3.125)). We found some explicit periods for generic values
of the resonance parameter σ, as we discuss in the next section for concrete examples.
3.4 Explicit examples
In this section we support our analytical discussion with some numerical results and,
in particular, justify various assumptions for which we had no rigorous analytical ar-
gument so far. We numerically iterate the TBA-equations (3.31) and have to choose
specific values for the level k for this purpose. As we pointed out in chapter 2, quantum
integrability has only been established for the choice k > h [49]. Since, according to Eq.
(2.121), the perturbation is relevant also for smaller values of k and, in addition, the
S-matrix makes perfect sense for these values of k, it will be interesting to see whether
the TBA-analysis in the case of SU(3)k will exhibit any qualitative differences for k ≤ 3
and k > 3. From our examples for the values k = 2, 3, 4 the answer to this question
is that there is no apparent difference. Recall that the condition k > h is a constraint
which emerged as a way to ensure the super-renormalisability at first order of the models
under consideration (see Eq. (2.122)). Provided this condition is satisfied, the task of
explicitly construct the corresponding quantum conserved charges becomes simpler, as
we have seen in subsection 2.1.2. However, there is no reason why integrability should
not hold for different values of k and, as mentioned above, this observation is supported
by our TBA-results for different particular examples. For all cases studied we find the
staircase pattern of the scaling function predicted in the preceding section as the values
of σ and x sweep through the different regimes. Besides presenting numerical plots we
also discuss some peculiarities of the systems at hand. We provide the massless TBA
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equations (3.63) with their UV and IR central charges and state the Y -systems together
with their periodicities. Finally, we also comment on the classical or weak coupling limit
k →∞.
3.4.1 The SU(3)2-HSG model
This is the simplest model for the SU(3)k-series, since it contains only the two self-
conjugate solitons (1,1) and (1,2). The formation of stable particles via fusing is not
possible and the only non-trivial S-matrix elements are those between particles of dif-
ferent colour
S1111 = S
22
11 = −1, S1211(θ − σ) = −S2111(θ + σ) = tanh
1
2
(
θ − iπ
2
)
. (3.101)
Here we have chosen η12 = −η21 = i =
√−1. One easily convinces oneself that (3.101)
satisfies indeed (2.88) and (2.92). This scattering matrix may be related to various
matrices which occurred before in the literature. First of all, when performing the
limit σ → ∞, the scattering involving different colours becomes free and the systems
consists of two free fermions leading to the central charge c = 1. Taking instead the
limit σ → 0 the expressions in (3.101) coincide precisely with a matrix which describes
the scattering of massless “Goldstone fermions (Goldstinos)” discussed in [126]. Apart
from the factor i, the matrix S2111(θ)|σ=0 was also proposed to describe the scattering
of a massive particle [140, 141, 142]. Having only one colour available one is not able
to set up the usual crossing and unitarity equations and in [140, 141, 142] the authors
therefore resorted to the strange concept of “anti-crossing”. As our analysis shows this
may be consistently overcome by breaking the parity invariance. The TBA-analysis is
summarized as follows
Unstable particle formation : csu(3)2 =
6
5
= cUV + cˆUV =
7
10
+
1
2
No unstable particle formation : 2csu(2)2 = 1 = cIR + cˆIR =
1
2
+
1
2
.
It is interesting to note that the flow from the tricritical Ising to the Ising model which
was originally investigated in [126], emerges as a subsystem in the HSG-model in the
form cUV → cIR. This is the particularisation of the flow (3.83) pointed out in subsection
(3.3.2). This suggests that we could alternatively also view the HSG-system as consisting
out of a massive and a massless fermion, where the former is described by (3.67), (3.63)
and the latter by (3.68), (3.64), respectively.
Our numerical investigations of the model match the analytical discussion and justi-
fies various assumptions in retrospect. Fig. 3.2 exhibits various plots of the L-functions
in the different regimes. We observe that for −x = ln(2/r) < σ/2, σ 6= 0 the solutions
are symmetric in the rapidity variable, since the contribution of the ψ kernels respon-
sible for parity violation is negligible. The solution displayed is just the free fermion
L-function, Li(θ) = ln(1 + e−rM
i cosh θ). Approaching more and more the ultraviolet
regime, we observe that the solutions Li cease to be symmetric signaling the violation of
parity invariance. The second plateau is then formed, which will extend beyond θ = 0
for the deep ultraviolet (see Fig. 3.2). The staircase pattern of the scaling function is
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Figure 3.2: Numerical solution for L1(θ) of the su(3)2 related TBA-equations at different
values of the scale parameter r and fixed resonance shift and mass ratio.
displayed in Fig. 3.3 for the different cases discussed in the previous section. We observe
always the value 6/5 in the deep ultraviolet regime, but depending on the value of the
resonance parameter and the mass ratio, it may be reached sooner or later. The plateau
at c = 1 corresponds to the situation when the unstable particles can not be formed yet
and we only have two copies of SU(3)2 which do not interact. Choosing the mass ratios
in the two copies to be very different, we can also “switch them on” individually as the
plateau at c = 1/2 indicates.
The Y -systems (3.98) for k = 2 read
Y i1
(
θ + i
π
2
)
Y i1
(
θ − iπ
2
)
= 1 + Y j1 (θ − σji) i, j = 1, 2, i 6= j . (3.102)
For σ = 0 they coincide with the ones derived in [126] for the “massless” subsystem.
Shifting the arguments in (3.102) appropriately, the periodicity
Y i1
(
θ +
5πi
2
+ σji
)
= Y j1 (θ) (3.103)
is obtained after a few manipulations. For a vanishing resonance parameter the relation
(3.103) coincides with the one obtained in [21, 126]. These periods may be exploited
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in a series expansion of the scaling function in terms of the conformal dimension of the
perturbing operator [21, 116]
All the results obtained in this subsection for the SU(3)2-HSG will be reproduced
in the next chapter within the context of a very different framework, the so-called form
factor approach. In particular, the relation between the presence of resonance parameters
in the S-matrix and the interpretation of the observed flows as massless flows will receive
important support in the form factor context. Notice that in the TBA-context the
conformal dimension of the perturbation can be related to the periodicities of the Y -
systems, but such relationship is conjectured once the expected value of the conformal
dimension ∆ is known (see (2.121)). In the next chapter we will compute this conformal
dimension in a completely different way and confirm the result conjectured in the TBA-
context. In addition, we will be able to compute conformal dimensions of fields other
than the one of the perturbing operator, which is up to now not possible in the TBA-
approach.
3.4.2 The SU(3)3-HSG model
This model consists of two pairs of solitons (1, 1) = (2, 1) and (1, 2) = (2, 2). When
the soliton (1, i) scatters with itself it may form (2, i) for i = 1, 2 as a bound state. The
two-particle S-matrix elements read
Sii(θ) =
(
(2)θ −(1)θ
−(1)θ (2)θ
)
Sij(θ − σij) =
(
ηij (−1)θ η2ij (−2)θ
η2ij (−2)θ ηij (−1)θ
)
. (3.104)
Since soliton and anti-soliton of the same colour obey the same TBA equations we can
exploit charge conjugation symmetry to identify ǫi(θ) := ǫi1(θ) = ǫ
i
2(θ) leading to the
reduced set of equations
ǫi(θ) + ϕ ∗ Li(θ)− ϕ ∗ Lj(θ − σji) = rM i cosh θ, ϕ(θ) = − 4
√
3 cosh θ
1 + 2 cosh 2θ
. (3.105)
The corresponding scaling function therefore acquires a factor two,
c(r, σ) =
6 r
π2
∑
i
M i
∫
dθ cosh θ Li(θ) . (3.106)
This system exhibits remarkable symmetry properties. We consider first the situation
σ = 0 with m1 = m2 and note that the system becomes free in this case
M1 =M2 =: M ⇒ ǫ1(θ) = ǫ2(θ) = rM cosh θ , (3.107)
meaning that the theory falls apart into four free fermions whose central charges add up
to the expected coset central charge of 2. Also for unequal masses m1 6= m2 the system
develops towards the free fermion theory for high energies, when the difference becomes
negligible. This is also seen numerically.
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Figure 3.3: Numerical plots of the scaling function for su(3)k, k = 2, 3, 4 as a function
of the variable ln(r/2) at different values of the resonance shift and mass ratio.
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For σ 6= 0 the two copies of the minimal A2-ATFT or equivalently the scaling Potts
model start to interact. The outcome of the TBA-analysis in that case is summarized
as
Unstable particle formation : csu(3)3 = 2 = cUV + cˆUV =
6
5
+
4
5
,
No unstable particle formation : 2csu(2)3 =
8
5
= cIR + cˆIR =
4
5
+
4
5
.
As discussed in the previous case for k = 2, the L-functions develop an additional plateau
after passing the point −x = σ/2. This plateau lies at L = ln 2 which is the free fermion
value signaling that the system contains a free fermion contribution in the UV-limit as
soon as the interaction between the solitons of different colours becomes relevant. Fig.
3.3 exhibits the same behaviour as the previous case. We clearly observe the plateau at
8/5 corresponding to the two non-interacting copies of the minimal A2-ATFT. As soon
as the energy scale of the unstable particles is reached, the scaling function approaches
the correct value of c = 2.
The Y -systems (3.98) for k = 3 read
Y i1,2
(
θ + i
π
3
)
Y i1,2
(
θ − iπ
3
)
= Y i1,2 (θ)
1 + Y j1,2(θ + σij)
1 + Y i1,2 (θ)
i, j = 1, 2, i 6= j . (3.108)
Once again we may derive a periodicity
Y i1,2 (θ + 2πi+ σji) = Y
j
1,2(θ), (3.109)
by making the suitable shifts in (3.108) and subsequent iteration.
3.4.3 The SU(3)4-HSG model
This model involves 6 solitons, two of which are self-conjugate (2, 1) = (2, 1), (2, 2) =
(2, 2) and two conjugate pairs (1, 1) = (3, 1), (1, 2) = (3, 2). The corresponding two-
particle S-matrix elements are obtained from the general formulae (2.142) and (2.145)
Sii(θ) =

 (2)θ (3)θ(1)θ −(2)θ(3)θ(1)θ (2)2θ (3)θ(1)θ
−(2)θ (3)θ(1)θ (2)θ

 , (3.110)
for soliton-soliton scattering with the same colour values and
Sij(θ − σij) =

 ηij(−1)θ η2ij(−2)θ η3ij(−3)θη2ij(−2)θ −(−3)θ(−1)θ η2ij(−2)θ
η3ij(−3)θ η2ij(−2)θ ηij(−1)θ

 , (3.111)
for the scattering of solitons of different colours with η12 = e
iπ
4 . In this case the numerical
analysis becomes more involved, but for the special case m1 = m2 one can reduce the set
of six coupled integral equations to only two by exploiting the symmetry L1a(θ) = L
2
a(−θ)
and using charge conjugation symmetry, Li1(θ) = L
i
3(θ). The numerical outcomes, shown
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in Fig. 3.3 again match with the analytic expectations (3.84) and yield for −x =
ln(2/r) > σ/2 the coset central charge of 18/7. In summary we obtain:
Unstable particle formation : csu(3)4 =
18
7
= cUV + cˆUV =
11
7
+ 1
No unstable particle formation : 2csu(2)4 = 2 = cIR + cˆIR = 1 + 1 ,
which matches precisely the numerical outcome in Fig.3.3, with the same physical inter-
pretation as already provided in the previous two subsections.
3.4.4 The semi-classical limit k →∞
As last example we carry out the limit k → ∞, which is of special physical interest
since it may be identified with the weak coupling or equivalently the classical limit, as
is seen from the relation ~β2 = 1/k + O(1/k2). To illustrate this equivalence we have
temporarily re-introduced Planck’s constant. It is clear from the TBA-equations that
this limit may not be taken in a straightforward manner. However, we can take it in
two steps, first for the on-shell energies and the kernels and finally for the sum over
all particle contributions. The on-shell energies are easily computed by noting that the
mass spectrum becomes equally spaced for k →∞
M ia = M
i
k−a =
k
π
mi sin
π a
k
≈ ami , a < k
2
. (3.112)
For the TBA-kernels the limit may also be taken easily from their integral representations
φab(θ) −→
k→∞
2π δ(θ)
(
δab − 2
(
KAk−1
)−1
ab
)
ψab(θ) −→
k→∞
2π δ(θ)
(
KAk−1
)−1
ab
, (3.113)
when employing the usual integral representation of the delta-function. Inserting these
quantities into the TBA-equations yields
ǫia(θ) ≈ r ami cosh θ −
k−1∑
b=1
(
δab − 2
(
KAk−1
)−1
ab
)
Lib(θ)−
k−1∑
b=1
(
KAk−1
)−1
ab
Ljb(θ − σ) .
(3.114)
We now have to solve these equations for the pseudo-energies. In principle we could
proceed in the same way as in the case for finite k by doing the appropriate shifts in
the rapidity. However, we will be content here to discuss the cases σ → 0 and σ → ∞,
which, as follows from our previous discussion, correspond to the situation of restored
parity invariance and two non-interacting copies of the minimal ATFT, respectively. The
related solutions to the constant TBA-equations (3.73) and (3.76) become
σ →∞ : xˆa −→
k→∞
(a+ 1)2
a(a+ 2)
− 1 and σ → 0 : xa −→
k→∞
(a+ 1)(a+ 2)
a(a + 3)
− 1 . (3.115)
The other information we may exploit about the solutions of (3.114) is that for large
rapidities they tend asymptotically to the free solution, meaning that
σ → 0,∞ : Lia(θ) −→
θ→±∞
ln(1 + e−r ami cosh θ). (3.116)
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We are left with the task to seek functions which interpolate between the properties
(3.115) and (3.116). Inspired by the analysis in [143] we take these functions to be
σ → ∞ : Lia(θ) = ln
[
sinh2
(
a+1
2
rmi cosh θ
)
sinh
(
a
2
rmi cosh θ
)
sinh
(
a+2
2
rmi cosh θ
)] , (3.117)
σ → 0 : Lia(θ) = ln
[
sinh
(
a+1
2
rmi cosh θ
)
sinh
(
a+2
2
rmi cosh θ
)
sinh
(
a
2
rmi cosh θ
)
sinh
(
a+3
2
rmi cosh θ
) ] . (3.118)
The expression (3.117) coincides with the expressions discussed in the context of the
breather spectrum of the sine-Gordon model [143] and (3.118) is constructed in analogy.
We are now equipped to compute the scaling function in the limit k →∞
c(r, σ) = lim
k→∞
3 r
π2
2∑
i=1
∫
dθ cosh θ
k−1∑
a=1
M iaL
i
a(θ) . (3.119)
Using (3.112), (3.117) and (3.118) the sum over the main quantum number may be
computed directly by expanding the logarithm. We obtain for k →∞
lim
σ→∞
c(r) = −6r
π2
2∑
i=1
∫
dθmi cosh θ ln
(
1− e−r mi cosh θ) , (3.120)
lim
σ→0
c(r) = −6 r
π2
2∑
i=1
∫
dθ mi cosh θ[ln
(
1− e−r mi cosh θ)+
+ ln(1− e−r 2mi cosh θ)]. (3.121)
Here we have acquired an additional factor of 2, resulting from the identification of
particles and anti-particles which is needed when one linearizes the masses in (3.112).
Taking now the limit r → 0 we obtain
no unstable particle formation : 2 csu(2)∞ = 4 (3.122)
unstable particle formation : csu(3)∞ = 6 . (3.123)
The results (3.120), (3.122) and (3.121), (3.123) allow a nice physical interpretation.
We notice that for the case σ → ∞ we obtain four times the scaling function of a free
boson. This means in the classical limit we obtain twice the contribution of the non-
interacting copies of SU(2)∞/U(1), whose particle content reduces to two free bosons
each of them contributing 1 to the effective central charge which is in agreement with
(2.123). For the case σ → 0 we obtain the same contribution, but in addition the one
from the unstable particles, which are two free bosons of mass 2mi. This is also in
agreement with (2.123).
Finally, it is interesting to observe that, when taking the resonance poles to be
θR = σ − iπ/k, the semi-classical limit taken in the Breit-Wigner formula (2.102) leads
to m2
k˜
= (mi+mj)
2. On the other hand (3.121) seems to suggest that mk˜ = 2mi, which
implies that the mass scales should be the same. However, since our analysis is mainly
based on exploiting the asymptotics we have to be cautious about this conclusion.
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3.5 Summary of results and open points
Our main conclusion is that the TBA-analysis indeed confirms the consistency of the
scattering matrix proposed in [51]. In the deep ultraviolet limit we recover the Gk/U(1)
ℓ-
coset central charge for any value of the 2ℓ − 1 free parameters entering the S-matrix,
including the choice when the resonance parameters vanish and parity invariance is
restored on the level of the TBA-equations. This is in contrast to the properties of
the S-matrix, which is still not parity invariant due to the occurrence of the phase
factors η, which are required to close the bootstrap equations [51]. However, they do not
contribute to the TBA-analysis, which means that so far we can not make any definite
statement concerning the necessity of the parity breaking, since the same value for the
central charge is recovered irrespective of the value of the σ’s. The underlying physical
behaviour is, however, quite different as our numerical analysis demonstrates:
• For vanishing resonance parameter σ = 0 and taking the energy scale of the stable
particles to be of the same orderm1 ≃ m2, the deep ultraviolet coset central charge
is reached straight away. From the physical point of view, this is the expected be-
haviour since, according to (2.103) whenever the resonance parameter is vanishing
the same happens to the decay width of the unstable particles. Therefore, the
unstable particles become “virtual states” characterised by poles in the imaginary
axis, beyond the physical sheet. They are on an energy scale of the same order as
the one of the stable particles. Being the energy scale corresponding to the onset
of all stable and unstable particles of the same order, the scaling function takes the
value corresponding to the ultraviolet coset central charge of the underlying CFT
as soon as the mentioned scale is reached. As shown in section 3.3.3, for σ = 0 and
m1 = m2 parity is restored at the level of the TBA-equations and consequently the
corresponding L-functions must be symmetric in the rapidity variable. Although
no numerical results are presented which confirm this statement it is clear from
Fig. 3.2 that the L-functions cease to be symmetric as soon as parity invariance
is violated.
• On the other hand, for non-trivial resonance parameter, the scaling function passes
the different regions in the energy scale. It develops then a “staircase” behaviour
where the number and size of the plateaux is determined by the relative mass
scales between the stable and unstable particles and the stable particles themselves.
Therefore, different choices of the 2ℓ− 1 free parameters at hand lead to a theory
with a different physical content, but still possessing the same central charge. This
feature is also consistent with the physical picture anticipated for the HSG-models,
since in the deep ultraviolet limit, as long as the resonance parameter is finite, the
energy scale is much higher than the energy scales necessary for the production of
all the stable and unstable particles. Therefore all the particle content of the model
contributes to the scaling function which, interpreted as a measure of effective light
degrees of freedom, will reach its maximum value, namely the Virasoro central
charge of the unperturbed CFT. Being parity broken through the resonance shift
σ, the L-functions cease to be symmetric as soon as the energy scale of the unstable
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particles is reached and develop also plateaux as shown in Fig. 3.2.
It must be emphasised that the sort of flows observed correspond to a system of
TBA-equations which formally, after the introduction of the auxiliary parameter
r′ = r/2 eσ/2, can be re-interpreted as the TBA-equations corresponding to two
massless systems, in the spirit of [126]. As we have mentioned, the connection
between flows related to the presence of unstable particles in the spectrum and
massless flows should be understood as formal at this point, since the parame-
ter r′ was only introduced aiming towards a simplification of the analytical and
numerical analysis. However, in the two subsequent chapters we will collect ad-
ditional arguments which support the belief that the observed flows should be in
fact understood as effective massless flows.
The similar “staircase” behaviour observed both for the HSG-models and for the
models studied in [108, 109, 110] has been emphasised in several occasions along this
chapter. Therefore, it is appropriate at this point to clarify our understanding about the
origin of this similarity. The presence of resonance poles in the spectrum is characteristic
of both sorts of theories but, as we will justify now, the “staircase” behaviour of the
scaling function does not admit the same clear physical interpretation for the models
studied in [108, 109, 110] than for the HSG-models.
Whereas for the HSG-models the resonance parameter enters the S-matrix as a shift
in the rapidity variable, in the models studied in [108, 109, 110], the resonance pa-
rameter arises as a consequence of the analytical continuation to the complex plane
of the effective coupling constant B, which characterises the Lagrangian and S-matrix
of the sinh-Gordon model [43] and, in fact, of all affine Toda field theories related to
simply-laced Lie algebras [35, 36, 37]. The mentioned complexification takes place in
the following way
B → 1± 2iσ
π
. (3.124)
It is interesting to notice that the particular form of (3.124) is not casual. In particular,
the real part of B has necessarily to be one so that the consequent transformation of
the sinh-Gordon S-matrix via (3.124) generates a new but still consistent S-matrix, in
the sense described in section 2.3 of the preceding chapter. The consistency of the new
S-matrix in guaranteed by the fact that, for all affine Toda field theories [35, 36], the
coupling constant B occurs always in the combination B(2−B), which stays real under
(3.124). B = 1 is the so-called self-dual point since in that case B = 2−B.
The introduction of the resonance parameter σ by means of (3.124) makes the S-
matrix exhibit a resonance pole in the imaginary axis θR = −σ − iπ2 similarly to the
SU(3)2-HSG model. As usual this pole could be understood as the trace of an unstable
particle. However, even though only one resonance parameter has been introduced, the
TBA-analysis carried out in [108] for the roaming sinh-Gordon model shows that the
corresponding scaling function develops an infinite number of plateaux. Therefore, the
results in [108] can not be interpreted physically by using the same sort of arguments
employed in the TBA-analysis of the HSG-models. Equivalently, the infinite number
of plateaux observed in [108] can not be related to the number of free parameters in
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the model. The same can be said with respect to the models studied in [109, 110]
whose construction follows the same lines, i.e. performing the transformation (3.124)
introduced for the roaming sinh-Gordon model, with the difference that they take as
an input the S-matrices of other simply laced affine Toda field theories instead of the
sinh-Gordon model (A
(1)
1 -ATFT), which is the simplest of their class.
Although all the results of this chapter confirm the consistency of the S-matrix pro-
posal [51] there are important data concerning the underlying CFT which have not been
reproduced in the TBA-context. For instance, it would be highly desirable to carry out
the series expansion (3.99) of the scaling function in r and determine the dimension ∆
of the perturbing operator. It will be useful for this to know the periodicities of the
Y -functions. In the light of the results found in section 3.4 and the expected value of ∆
given by (2.121), we conjecture that they will be
Y ia
(
θ + iπ(1−∆)−1 + σji
)
= Y ja¯ (θ). (3.125)
For vanishing resonance parameter and the choice g = su(2), this behaviour coincides
with the one obtained in [139]. This suggests the form in (3.125) is of a very universal
nature beyond the models discussed here and supports our conjecture. It would be highly
desirable to have a model-independent explanation for this behaviour starting from first
principles.
Thus, concerning the issue of the identification of the conformal dimension of the
perturbing operator we have to conclude that, although the preceding arguments support
the conjecture (3.125), more work and/or different tools are needed in order to make a
definite statement. However, one should also keep in mind that the perturbing operator,
although playing a distinguished role in the construction of the massive QFT, does not of
course fulfill all the operator content of the underlying CFT. The latter operator content
is well known for the WZNW-coset theories [59, 61]. In particular, the corresponding
conformal dimensions can be obtained easily by means of a general formula which might
be found also in [59, 61]. Unfortunately, the question of how to identify the whole
operator content of the underlying CFT is left unanswered in the TBA-framework and
we must appeal to a different method if we intend to really fulfill all the relevant data,
apart from (2.121) and (2.123), characterising the ultraviolet CFT. A different approach
which allows to find an answer to the latter question and provides at the same time all
the information extracted from the preceding TBA-analysis shall be presented in the two
succeeding chapters. The mentioned approach is the so-called form factor program
originally pioneered by the members of the Berlin group M. Karowski and P. Weisz in
[22]. Apart from providing a consistency check, in comparison with the TBA-analysis,
this approach also serves to develop the theory further towards a full-fledged QFT.
We also observe from our su(N)-example that the two regions, k > h for which
quantum integrability was explicitly shown in [48], and k ≤ h, for which quantum in-
tegrability has not been established up to now, do not show up in our analysis. As
we mentioned at the beginning of section 3.4, this might be due to the fact that the
constraint k > h arises when we select out those models which are super-renormalisable
at first order (see definition in subsection 2.1.2). For these models the task of explic-
itly constructing quantum conserved charges gets simplified as shown in [18] (see also
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subsection 2.1.2). However, there is no reason why the HSG-models which are no super-
renormalisable at first other should not be integrable. Therefore, the results emerging
from our TBA-analysis are not contradictory and could be understood as an indication
of the fact that possibly all HSG-models, irrespectively of the value of the level k, are
quantum integrable. In order to check the previous conjecture, it would be desirable
to explicitly construct quantum conserved charges associated to the HSG-models corre-
sponding also to k < h, or prove their integrability by other means like, for instance,
the ‘counting-argument’ reported in subsection 2.1.2.
It would be very interesting to extend the case-by-case analysis of section 3.4 to
other algebras. The first challenge in these cases is to incorporate the different resonance
parameters, namely increase the rank of the Lie algebra. However, it is clear from our
analysis that the number of TBA-equations to be solved increases precisely with the
rank of the Lie algebra. This means that a TBA-analysis will become very complicate
as soon as ℓ > 2, both from the analytical and numerical point of view. Concerning
this problem, although having also its particular inconveniences for high rank, the form
factor program mentioned above is more advantageous (see chapter 5).
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Chapter 4
Form Factors of the Homogeneous
sine-Gordon models.
A form factor in QFT is a matrix element of a local operator between the vacuum
state and an n-particle in-state. Despite the fact that we will focus our attention on
the properties and applications of form factors within the context of integrable massive
1+1-dimensional QFT’s, they are objects which have been analysed in the framework of
1+3-dimensional QFT’s over the last 40 years. In the latter context, they are frequently
introduced as functions characterising the scattering amplitude associated to the interac-
tion of a charged particle with an external electromagnetic field or the electromagnetic
field of another particle (see e.g. [144, 15]). However, the form factor approach was
not exploited in the context of 1+1-dimensional QFT’s until 1977, when the pioneering
work due to P. Weisz and M. Karowski [22] was published. In these seminal papers, the
fundamental properties of form factors in 1+1-dimensional theories were established.
It was found that, similarly to the construction procedure of S-matrices for integrable
massive 1+1-dimensional QFT’s described in chapter 2, the form factors associated to a
certain operator can be obtained as the solutions to a set of consistency equations whose
origin is based on physically-motivated requirements. It is also in 1+1-dimensions when
the form factor approach turns out to be most powerful for various reasons. First, the
solution to the mentioned consistency equations allows in principle for computing all
n-particle form factors associated to any local field of the massive QFT. Also, once the
form factors associated to certain local operators of the QFT are known, they might
be used for many interesting applications like computing correlation functions, deter-
mining the operator content of the perturbed CFT or explicitly compute other relevant
quantities which characterise the underlying CFT.
After the original papers [22], the development of the form factor approach in the
context of 1+1-dimensional integrable QFT’s has been carried out to a large extent by
F.A. Smirnov et al. [145, 160, 153]. However, the interest of this approach within the
context of 1+1-dimensional QFT’s constructed as perturbed CFT’s received renewed
interest with the work of J.L. Cardy and G. Mussardo [156, 157]. After that, the form
factor program has been carried out for different models, under several different aspects
and by many authors. Some of these works are [152, 154, 155, 157, 158, 159, 161, 27, 162].
The latter list is not meant to be complete.
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Concerning the present status of the form factor approach, there are still a lot of open
problems some of which we itemize below, mentioning also the particular contributions
of our work to their understanding.
Reviewing the present status of the form factor approach
Generic building blocks
Although the form factors are obtained as the solutions to a certain set of consistency
equations which we will see in detail later, it is not known by now whether there exist
or not general ‘building blocks’ in terms of which any form factor of a 1+1-dimensional
integrable and massive QFT can be expressed, similarly to the situation encountered
in the construction of exact S-matrices along the lines of subsection 2.3. There are
various places in the literature [158, 159, 152] were determinant expressions in terms
of elementary symmetric polynomials depending upon the particle rapidities have been
found for the form factors associated to certain operators. This is also the case for a large
class of local operators of the SU(N)2-HSG models we have studied here. As we will
see later, these determinant expressions can be equivalently written in terms of contour
integrals and various types of integral representations can be found in the literature
whose precise inter-relation still needs to be clarified. Once the building blocks are
known one may pose the question how are they combined by means of Lie algebraic
quantities, analogously to the S-matrix construction (see [39, 40, 41]).
Closed solutions
However, the open questions stated in the previous paragraph go already beyond the
present status of understanding of the form factor approach for many models, meaning
that, the questions pointed out above, may be posed once all n-particle form factors
associated to a certain operator of the QFT have been constructed. This is not the
usual case and, from that point of view, the situation we will encounter in the course
of our precise analysis is quite extraordinary, since we will find close formulae for all
n-particle form factors related to a large class of operators. Therefore, it is still an open
problem how to solve in general all the consistency equations any form factor of a 1+1-
dimensional QFT has to satisfy. For many models only the form factors associated to the
lowest values of n and/or to specific local operators of the theory have been constructed.
Identification of the operator content
Similarly again to the situation arising in the construction of S-matrices, where specific
information about the theory under consideration only enters at quite a late stage of the
construction, several of the consistency equations satisfied by form factors do not require
any knowledge about the precise nature of the local operator at hand. Therefore, once a
solution is found one still needs to identify the precise operator it corresponds to. There
are various constraints which can be used in order to match each form factor solution
with a concrete operator of the massive QFT but still, the techniques available need to
be refined, since there is no systematic way to identify all local operators of the QFT,
as we may find in the context of our precise analysis.
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Ultraviolet limit
Concerning the identification of operators mentioned in the previous point, one of the
open problems which is worth mentioning here is the fact that such an identification
is ultimately performed by assuming a one-to-one correspondence between the operator
contents of the perturbed and unperturbed CFT, for the primary field content. Provided
the latter is known (which is not always the case) one can use various techniques to
identify the ultraviolet conformal dimensions of the local fields of the massive QFT by
exploiting the knowledge of their form factors. However, these techniques still need
also refinement, since they do not allow for unraveling the possible degeneracy of the
operators of the underlying CFT and sometimes they can not be used for all operators,
or they do not allow for a clear-cut identification of the ultraviolet conformal dimension.
This means that having a priori a relatively good guess for its value turns out to be very
important.
Two-point correlation functions
As mentioned above, one of the most important objects one is in principle in the
position to compute once the form factors of certain operators are known is any two-
point correlation function involving these operators. It can be proven that these two-
point functions admit an expression in terms of an infinite series where the n-th term
is an n-dimensional integral in the rapidities whose integrand depends on the n-particle
form factors of the two operators arising in the correlation function. Concerning the
computation of correlation functions in the form factor context i.e., the evaluation of the
aforementioned series, there are aspects which need further investigation. First, it is not
known up to now any rigorous proof of the convergence of the series mentioned above,
which is generally assumed in the light of the behaviour observed for several models.
Second, the evaluation of the multi-dimensional integrals arising in this series requires
a lot of computer time already for n ≥ 6, which means it would be very interesting to
investigate whether it is possible to sum the mentioned series analytically.
Momentum space cluster property
Finally, we would like to briefly mention that some of the general properties of form
factors still lack a rigorous proof for the time being. One of them is the momentum
space cluster property, whose investigation for the SU(3)2-HSG model will provide,
in our opinion, a valuable contribution to the present status of understanding of this
characteristic of form factors, which has been observed for several concrete models in
the literature [164, 152, 159, 165].
Locality
Another property which needs further investigation is the locality of the operators
arising in the form factor definition, which is a fundamental requirement one should be
able to prove in the form factor framework in order to definitely confirm that the objects
we want to construct characterise a properly defined QFT. We will mention later that
some attempts for such a proof may be found in the literature but they all hold only for
particular types of QFT’s and operators.
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Main purposes of the form factor analysis
In the light of the previous historical review and summary of open questions we can
already anticipate the main purposes our form factor analysis will serve for:
i) Develop further the QFT associated to the HSG-models.
ii) After the physical picture emerging from [49, 50] and [51] has been confirmed by
the thermodynamic Bethe ansatz analysis of the preceding chapter [20, 21], the form
factor analysis may be exploited as an alternative approach which allows for double-
check and even go beyond the TBA-results, providing in this way also a more exhaustive
check for the consistency of the S-matrix proposal [51], i.e. more information about the
underlying CFT.
iii) Apart from the two preceding points, which explicitly point out the utilisation of
the form factor approach as a means for extracting information characteristic from the
specific models at hand, our concrete form factor analysis will also provide a valuable
contribution to the understanding of various properties and applications of form factors
which, in the light of the previous historical introduction, need further clarification. We
will specify in more detail later the concrete contributions of our work in this direction.
Recall that the main outcome of our TBA-analysis has been the identification of the
Virasoro central charge of the underlying CFT and the numerical computation of the
finite size scaling function [21, 116] for which a “staircase” pattern intimately related
to the presence of unstable particles in the spectrum [89, 14, 51] and indicating the
different energy scales of unstable and stable particles, has been observed. Also the
conformal dimension of the perturbing operator emerged in the context of the TBA
by conjecturing a relationship between the latter quantity and the periodicities of the
so-called Y -systems [139].
However, at present we know that the identification of the operator content of a
1+1-dimensional QFT starting from its scattering theory is not achievable in the TBA-
context (apart from the possible identification of the conformal dimension of the per-
turbing operator outlined above) and in fact, for general quantum field theories is still
an outstanding issue whose investigation has great interest in its own right.
It is worth mentioning that recently a link between scattering theory and local in-
teracting fields in terms of polarisation-free generators has been developed [146, 147].
Unfortunately, they involve subtle domain properties and are therefore objects which
concretely can only be handled with great difficulties. On the other hand, the central
concepts of relativistic quantum field theory, like Einstein causality and Poincare´ covari-
ance, are captured in local field equations and commutation relations. As a matter of
fact local quantum physics (algebraic quantum field theory) [148] takes the collection of
all operators localised in a particular region, which generate a von Neumann algebra,
as its very starting point (for recent reviews see e.g. [149, 150]). Ignoring subtleties
of non-asymptotic states, it is essentially possible to obtain the latter picture from the
former, namely the “particle picture”, by means of the LSZ-reduction formalism [151].
Fortunately, in the context of 1+1-dimensional QFT’s, the form factor approach [22]
turns out to be very convenient for the purposes summarised two paragraphs ago. As was
said before, form factors are matrix elements (see Eq. (4.1)) of a certain local operator
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associated to a 1+1-dimensional QFT between a multi-particle in-state and the vacuum.
These matrix elements can be obtained as the solutions to a certain set of consistency
equations [22, 153, 152, 154, 155] which have their origin on very general principles
of quantum field theory and therefore do not rely on the specific nature of the corre-
sponding local operator. Notice that, this is very similar to the situation arising in the
construction of the two-particle S-matrices related to integrable massive bi-dimensional
QFT’s described in chapter 2, in the sense that the bootstrap program [12] also allows
for the exact construction of these amplitudes by viewing then as the solutions to a
set of consistency equations based on physical requirements such as unitarity, crossing
symmetry, Hermitian analyticity or Lorentz invariance.
Once a solution for these consistency equations is found, it is left the task of relating
it to a particular local operator. First of all, one shall make the assumption dating back
to the initial papers [22], that each solution to the form factor consistency equations
[22, 153, 152, 154, 155] corresponds to a particular local operator. Based on this, nu-
merous authors [22, 153, 152, 155, 157, 158, 159, 160, 161, 27] have used various ways to
identify and constrain the specific nature of the operator, e.g. by looking at asymptotic
behaviours, performing perturbation theory, taking symmetries into account, formulat-
ing quantum equations of motion, etc. Our analysis will especially exploit the conjecture
that each local operator related to a primary field has a counterpart in the ultraviolet
conformal field theory.
Having identified the operator content (or at least, part of it) by means of any of the
methods just summarised, the knowledge of the form factors associated to certain local
operators allows immediately for the computation of correlation functions involving these
operators, at least up to a certain approximation. Such a relationship can be exploited
for various applications like, for instance:
i) the calculation of the two-point function of the trace of the energy momentum
tensor Θ, an operator whose existence in guaranteed for any QFT. Once the two-point
function of the trace of energy momentum tensor is known it is possible to evaluate,
usually numerically, Zamolodchikov’s c-function [24]. The c-function contains the same
physical information as the finite size scaling function of the TBA, namely, in the UV-
limit reduces to the Virasoro central charge of the underlying CFT whence following its
renormalisation group (RG) flow we will observe the familiar “staircase” behaviour as a
sign of the different mass scales of unstable and stable particles. The latter behaviour
supports the interpretation of Zamolodchikov’s c-function as a measure of massless ef-
fective degrees of freedom in the Hilbert space. Also, by looking at the asymptotic
UV-behaviour of the two-point function, it is possible to extract the conformal dimen-
sion of the perturbing operator by means of the well-known proportionality between the
perturbing field and the trace of the energy momentum tensor established in [163] (see
also [4]). Therefore, having determined the form factors of the trace of the energy mo-
mentum tensor, one is in principle in the position to obtain essentially all the information
provided by the preceding TBA-analysis.
ii) the calculation of the two-point function of any other local operator for which the
form factors are known. The latter application of form factors, allows for the possibility
to study the ultraviolet behaviour of these two-point functions and determine thereafter
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the ultraviolet conformal dimension of the operator, namely the conformal dimension of
the operator of the underlying CFT which acts as counterpart of the one under inquiry
in the UV-limit. In some cases, depending on the particular internal symmetries of the
model at hand, the ultraviolet conformal dimension can be also computed by means of
the so-called ∆-sum rule derived by G. Delfino, P. Simonetti and J.L. Cardy in [27],
provided the correlation function of the operator at hand with the trace of the energy
momentum tensor is known. One might also perform a renormalisation group analysis
for the conformal dimensions obtained through the ∆-sum rule [27] and observe the flow
of the operator content from a CFT to another as the RG-parameter varies.
The concrete analysis we present in this chapter collects the results reported in
[72, 73, 28] (see also [71]), and can be summarised as follows:
In this chapter we study a concrete model, the SU(3)2-HSG model, within the form
factor context. As mentioned above, form factors are solutions to a set of general con-
sistency equations [22, 153, 152, 154, 155]. These equations are reported in section 4.1,
together with a summary of the key steps involved in their solution (subsection 4.1.2)
and several applications of form factors: the evaluation of correlation functions (subsec-
tion 4.1.3) and the numerical methods employed for this purpose (subsection 4.1.4), the
computation of the Virasoro central charge of the underlying CFT (subsection 4.1.5),
the re-construction of the operator content of the underlying CFT (subsection 4.1.6) or
the development of a renormalisation group analysis which might confirm and go beyond
the physical picture emerging from the TBA-analysis (subsections 4.1.7 and 4.1.8). After
the general equations to be solved have been introduced, we come in section 4.2 to the
description of the main features of the SU(3)2-HSG model, emphasising especially those
characteristics which may be more relevant in the form factor context. In section 4.3 we
present a general ansatz for the solutions to the consistency equations summarised in
section 4.1.
This ansatz depends upon certain functions which are known in the literature as
minimal form factors. We recall their main properties and derive their explicit form for
the model at hand. In section 4.4 we systematically construct all n-particle form factors
associated to a large class of local operators of the SU(3)2-HSG model. These solutions
are given in terms of building blocks consisting out of determinants of matrices whose
entries are elementary symmetric polynomials on the rapidities. They also admit an
alternative representation in terms of contour integrals which we also present in the same
section. However, at this stage of our investigation we do not provide a rigorous proof
of the proposed solutions which are based on the extrapolation of the results obtained
up to a certain value of n. In section 4.5 we illustrate the results of the previous section
by particularising the form factor solutions for three concrete local operators of the
theory. In section 4.6 we carry out a rigorous proof, based on very simple properties
of determinants, of the solutions proposed in the preceding sections. We demonstrate
how these general solutions are interrelated by the so-called momentum space cluster
property in section 4.7. In particular we show that the cluster property serves also as a
construction principle, in the sense that from one solution to the consistency equations we
may obtain a large class, almost all, of new solutions. Having now a large set of solutions
for different operators available we might exploit the knowledge of the form factors for
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the various applications reported in section 4.1. First of all, in section 4.8 we compute the
Virasoro central charge of the underlying CFT by means of Zamolodchikov’s c-theorem
[24]. Taking furthermore into account that the SU(3)2-HSG model, like numerous other
1+1 dimensional integrable models, may be viewed as a perturbed CFT whose entire
field content is well classified and assuming now a one-to-one correspondence between
operators in the conformal and in the perturbed theory, we carry out an identification
on this level that is, we identify each solution of the form factor consistency equations
with a local operator which is labeled according to the ultraviolet CFT. We present
this analysis in section 4.9 where we determine the ultraviolet conformal dimensions
of all the operators whose form factors were constructed before. In particular, due to
the outlined proportionality between the perturbing field and the trace of the energy
momentum tensor [163], the latter analysis makes it possible to identify the conformal
dimension of the perturbation. In section 4.10 we compute numerically the RG-flow
of Zamolodchikov’s c-function [24] and also extend our RG-analysis to the conformal
dimensions of those local operators for which the ∆-sum rule [27] holds. We verify that
the RG-analysis leads to a physical picture which is entirely consistent with the TBA-
results and goes beyond them at the same time. Finally we review the main outcome of
our analysis and point out some open problems in section 4.11.
4.1 Generalities on form factors
Before the analysis of the specific results obtained for the SU(3)2-HSG model is pre-
sented, we must recall the definition and general properties of form factors. These
properties, can be rigorously justified in most cases in terms of general principles of
quantum field theory and analytic properties in the complex plane. Here we only pre-
tend to provide a general overview of all of them in order to make comprehensible our
specific study. For a more detailed derivation we refer the reader to the seminal papers
[22] and specially to the book [153]. A fairly detailed review of these properties may be
also found in the papers [152, 154, 155], where the form factor approach is exploited for
the study of concrete models. We also make use of this section to set up the general
framework and notation we shall continuously appeal to in subsequent sections.
4.1.1 The form factor consistency equations
Form factors are tensor valued functions, representing matrix elements of some local
operator O(x) located at the origin between a multi-particle in-state and the vacuum
FO|µ1...µnn (θ1, . . . , θn) :=
〈
0|O(0)|Vµ1(θ1)Vµ2(θ2) . . . Vµn(θn)
〉
in
. (4.1)
Recall that the vertex operators Vµi(θi) have been introduced in subsection 2.2.1 as a
means for representing the asymptotic particle states of the QFT. Form factors, have
the following general properties1:
Property 1: CPT invariance
1Here we will restrict ourselves to QFT’s possessing diagonal S-matrices.
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As a consequence of CPT-invariance or the braiding of two operators Vµi(θi), Vµi+1(θi+1)
given by (2.59), one obtains
F
O|...µiµi+1...
n (. . . , θi, θi+1, . . .) = F
O|...µi+1µi...
n (. . . , θi+1, θi, . . .)Sµiµi+1(θi,i+1) . (4.2)
Property 2: monodromy
The analytic continuation in the complex θ-plane at the cuts when θ = 2πi together
with the property of crossing of the S-matrix (see Eq. (2.92) in chapter 2) lead to
FO|µ1...µnn (θ1 + 2πi, . . . , θn) = ω F
O|µ2...µnµ1
n (θ2, . . . , θn, θ1) =
= ω
n∏
i=2
Sµiµ1(θi1)F
O|µ1...µn
n (θ1, . . . , θn), (4.3)
where ω is the so-called factor of local commutativity originally introduced in [154].
The meaning of such parameter as well as the motivation for its introduction will be
given a bit later, when introducing the so-called ‘kinematical residue equation’.
The former two properties are usually referred to as Watson’s equations [166].
The pole structure of the form factors is encoded in the two following properties
(3 and 4) which have the form of recursive equations relating form factors associated to
different numbers of particles. For reasons which become clear below, such pole structure
is fundamental in order to find explicit solutions to the form factor consistency equations.
Property 3: kinematical residue equation
The first type of simple poles arise for a form factor whose first two particles are conjugate
to each other. In that case we have a kinematical pole at θ = iπ, θ being the rapidity
difference between these two particles. The existence of this simple pole leads to a
recursive equation relating the (n + 2)- and the n-particle form factor
Res
θ¯0→θ0
F
O|µ¯µµ1...µn
n+2 (θ¯0+iπ, θ0, θ1, . . . , θn) = i(1− ω
n∏
l=1
Sµµl(θ0l))F
O|µ1...µn
n (θ1, . . . , θn),
(4.4)
with ω being the so-called factor of local commutativity 2 and µ¯ the anti-particle of
µ (see Fig. 4.1).
2The factor of local commutativity was originally introduced in [154] and interpreted as a factor
which takes care of the possible semilocality of the vertex operator Vµ(θ) with respect to the field O(0),
namely
Vµ(θ)O(0) = ωO(0)Vµ(θ). (4.5)
However, this interpretation and the subsequent introduction of ω in Eq. (4.4) is not rigorously argued
at the level of the form factor consistency equations namely, the occurrence of the factor of local
commutativity in (4.4) still needs further clarification. Nonetheless, the need for introducing such
a factor in (4.4) is supported by the specific analysis carried out in the original paper [154], which
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Figure 4.1: Kinematical pole residue equation for form factors: FOn+2 → FOn .
Property 4: bound state residue equation
The second type of simple poles we referred to occur only when bound states are present
in the model. When this happens, the corresponding form factors have poles located at
the values of the rapidity in the physical strip 0 ≤ Im(θ) ≤ π corresponding to fusing
angles of the S-matrix (see section 2.3 in chapter 2). This gives rise to another set of
recursive equations relating now the (n+ 1)- and the n-particle form factor.
Recall that if two particles A,B interact to form a stable bound state C i.e, A+B →
C, there is a pole in the corresponding two particle amplitude at θAB = iu
C
AB of the form
Res
θ→i(π−uCAB)
SAB(θ) = i(Γ
C
AB)
2, (4.6)
where ΓCAB is the three-particle vertex on mass-shell and we are always assuming the
S-matrix to be diagonal3. The corresponding residue equation for the form factors is
given by [167]
lim
ǫ→0
ǫ F
O|ABµ1...µn−1
n+1 (θ + iu¯
B
AC − ǫ, θ − iu¯ABC + ǫ, θ1, . . . , θn−1) =
ΓCAB F
C µ1···µn−1
n (θ, θ1, · · · , θn−1). (4.7)
showed that only when introducing a factor of local commutativity, in principle different for each of the
local operators of the theory, it was possible to find solutions to the form factor consistency equations
which are in correspondence with the primary field content of the underlying CFT. The concrete model
analysed in [154] is the thermal perturbation of the Ising model for which the operator content of
the underlying CFT is well known and consists of the energy density operator, ε, together with the
order, Σ, and disorder, µ, operators (see e.g [3, 4]). More concretely, the authors of [154] realised that,
being the corresponding S-matrix equal to -1, the form factor solutions for the disorder operator µ
can only be obtained from (4.4) once a factor of local commutativity ω(µ) = −1 has been introduced.
This observation is crucial also for our particular study, since the S-matrices of the models we will be
interested in reduce to the one of the thermal perturbation of the Ising model when considering the
interaction between particles of the same type. This is also the ultimate reason why we have been forced
to introduce the factor of local commutativity in the course of our concrete analysis.
3Notice that we are not referring now to the decay width of an unstable particle for which we used
a very similar notation in chapter 2.
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As usual, u¯BAC = π − uBAC and u¯ABC = π − uABC . Eq. (4.7) is known in the literature as
bound state residue equation and establishes a set of recursive relations involving
the (n + 1)- and n-particle form factors (see Fig. 4.2).
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Figure 4.2: Bound state residue equation for form factors: FOn+1 → FOn .
A very important feature which distinguishes the former properties 1-4 from the ones we
are going to recall now is the fact that the first ones are based on very general principles
and therefore do not require any information about the particular nature of the operator
O under consideration. However, it was already pointed out in the introduction of
this chapter that, once the assumption that each different solution to the form factor
consistency equations corresponds to a different local operator is made [22], there are
different ways to identify and constrain the nature of such an operator. One of the most
fruitful and useful ones is to look at the asymptotic behaviour of the corresponding form
factors. The following two properties establish important constraints for this asymptotic
behaviour.
Property 5: relativistic invariance
Since we are describing relativistically invariant theories we expect for an operator O
with spin s
FO|µ1...µnn (θ1 + λ, . . . , θn + λ) = e
sλFO|µ1...µnn (θ1, . . . , θn) , (4.8)
with λ being an arbitrary real number. This equation establishes a first constraint on
the asymptotic behaviour of the form factors.
Property 6: asymptotic bounds
To be able to associate a solution of the equations (4.2)-(4.7) to a particular operator,
the following upper bound on the asymptotic behaviour which was derived in [161][
FO|µ1...µnn (θ1, . . . , θn)
]
i
≤ ∆O (4.9)
turns out to be very useful. Here ∆O denotes the conformal dimension of the operator
O in the conformal limit. For convenience we introduced the short hand notation,
lim
θi→∞
f(θ1, . . . , θn) = const.e
[f(θ1,...,θn)]iθi , (4.10)
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which later will turn out to be very useful.
The next important property of form factors we want to state is known as momentum
space cluster property and has been analysed explicitly for several concrete 1+1-
dimensional QFT’s [164, 152, 159, 165]. It also admits a perturbative interpretation by
means of Weinberg’s power counting argument [22, 177, 15]. With respect to the former
properties, the momentum space cluster property differs in two basic aspects: First, it
is not known for the time being a proof which can be considered at the same footing as
the proofs existing for the former properties 1-6. Second, whereas the properties 1-6 do
not require any knowledge about the specific nature of the local operator O, the cluster
property captures at least part of the operator nature of the theory.
Property 7: momentum space cluster property
Cluster properties in space, i.e. the observation that far separated operators do not
interact, are quite familiar in quantum field theories [175] for a long time. In 1+1
dimensions a similar property has also been noted in momentum space. For the purely
bosonic case this behaviour can be explained perturbatively by means of Weinberg’s
power counting theorem, see e.g. [22, 177]4. As mentioned in section 4.1.1, the cluster
property states for an n-particle form factor associated to an operator O that
T λ1,κFOn (θ1, . . . , θn) ∼ FO
′
κ (θ1, . . . , θκ)F
O′′
n−κ(θκ+1, . . . , θn) , (4.11)
where, for convenience we have introduced the operator
T λa,b := lim
λ→∞
b∏
p=a
T λp (4.12)
which will allow for concise notations. It is composed of the translation operator T λa
which acts on a function of n variables as
T λa f(θ1, . . . , θa, . . . , θn) 7→ f(θ1, . . . , θa + λ, . . . , θn) , (4.13)
therefore the operator T λ1,κ has the effect of shifting to infinity the first κ rapities entering
in FOn (θ1, . . . , θn).
Whilst Watson’s equations and the residue equations stated above, are operator
independent features of form factors, the cluster property captures part of the operator
nature of the theory. The cluster property (4.11) does not only constrain the solution,
but eventually also serves as a construction principle in the sense that when given FOn
we may employ (4.11) and construct form factors related to O′ and O′′.
4 There exists a heuristic argument which provides some form of intuitive picture of this behaviour
[27] by appealing to the ultraviolet conformal field theory. However, the argument is based on various
assumptions, which need further clarification. For instance it remains to be proven rigorously that the
particle creation operator Vµ(θ) tends to a conformal Zamolodchikov operator for θ → ∞ and that
the local field factorises equally into two chiral fields in that situation. The restriction in there that
limθ→∞ Sij(θ) = 1, for i being a particle which has been shifted and j one which has not, excludes a
huge class of interesting models, in particular the one at hand.
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Despite the fact that the cluster property has been analysed for several concrete
models in [164, 152, 159, 165], and that the possibility of having form factors associated
to different local fields of the massive QFT on the r.h.s. and l.h.s. of (4.11) was originally
pointed out in [159], examples of such a situation were up to now absent in the literature.
In other words, only self-clustering was encountered for all the specific local operators
of the various QFT’s investigated in [164, 152, 159, 165]. This fact makes the outcome
of the cluster-analysis carried out in this thesis for the SU(3)2-HSG very remarkable,
since it provides the first explicit example of a model where the form factors of different
local operators can be obtained from each other via clustering. Therefore, our analysis
gives definite support to the assertion that (4.11) constitutes a closed mathematical
structure, which relates various different solutions and whose abstract nature still needs
to be unraveled.
Property 8: locality
Finally, we would like to mention a very important property of form factors for which,
similarly to the momentum space cluster property, it does not exist such a well estab-
lished proof as for the mentioned consistency properties 1-6, but which is really the
confirmation that the objects we want to construct characterise a well defined QFT.
This property is the locality of the operators O arising in (4.1) which is expressed, in
the bosonic case, by means of the usual condition (see for instance [15]):
[O1(x),O2(y)] = 0, (4.14)
for x and y to be causally disconnected points in Minkowski’s space and O1,O2 two
local operators of the QFT. As mentioned above, properties 1-4 do not require any
information about the particular nature of the operator O. Therefore, once a solution to
these consistency equations is found, it is of great interest to check that the locality of
the operator involved is guaranteed namely, properties 1-4 and locality are self-consistent
requirements. A proof of the locality property involves the computation of correlation
functions of the form
〈0|[O1(x),O2(y)]|0〉, (4.15)
which is possible once the form factors associated to the operatorO1,O2 are known, as we
explain in more detail in the next subsection. Therefore, proving that such a correlation
function vanishes whenever the points x, y are not causally connected is equivalent to
demonstrate the locality of any operator whose form factors have been obtained as
solutions to the previous consistency equations. In this direction, the work carried out
in [168] provided a proof of locality for bosonic QFT’s whose particle spectrum does not
contain stable bound states, so that property 4 does not enter the form factor analysis.
An analysis concerning the locality property within the form factor approach may be
also found in appendix B of [153], although the arguments exhibited there still lack the
rigour of the proofs of properties 1-6 and are concerned with the specific case of bosonic
QFT’s which do not contain stable bound states. Furthermore, the analysis performed
in [153] holds for a particular choice of one of the operators O1, O2 so that Eq. (4.15)
is not proven for the generality of local operators of the QFT’s under consideration.
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4.1.2 Summarising the key steps of the solution procedure
Before we enter the different applications of form factors, we want to anticipate very
generically and briefly the main steps of a possible solution procedure leading to the
construction of form factors:
Solving Watson’s equations
The starting point in the solution procedure consists of finding an ansatz for the solution
to the two first properties of form factors, the so-called Watson’s equations. A formal
ansatz for such a solution was already provided in the original papers [22],
FO|µ1···µnn = Q
O|µ1···µn
n (θ1, · · · , θn)Kµ1···µnn (θ1, · · · , θn). (4.16)
where Q
O|µ1···µn
n (θ1, · · · , θn) is assumed to be a function of the rapidities which neither
contains zeros nor poles in the physical sheet and K
µ1···µn
n (θ1, · · · , θn) encodes the pole
structure of the form factors revealed by Eqs. (4.4) and (4.7) and does not depend
on the particular nature of the operator at hand. Additional properties of these two
functions, more concretely, the symmetries of the former and the pole structure of the
latter, can be imposed thereafter by appealing to the particular features of the model
under consideration. In particular, it is common to assume the following structure for
the K-function
Kµ1···µnn (θ1, · · · , θn) =
∏
i<j
F ijmin(θij)
Pij(θij)
, (4.17)
where the functions F ijmin(θij) are the so-calledminimal form factors, whose properties
will be introduced in subsection 4.3, and Pij(θij) are functions which capture the pole
structure of the form factors. In this fashion, the ansatz (4.16) can be chosen in such a
way that Watson’s equations are automatically satisfied.
Solving the kinematical and bound state residue equations
The next step consists of “plugging” the previous ansatz into Eqs. (4.4) and (4.7). This
gives rise to two recursive Eqs. relating the (n + 2)- and n-particle form factors and
the (n + 1)- and n-particle form factors, respectively. The finding of general solutions
to these equations is one of the hardest parts, and so far least systematic, of the whole
analysis and, as mentioned before, in many cases one is only able to find solutions
for the first lowest values of n and/or for particular local operators. There is not an
established procedure to solve in total generality such sort of recursive equations and
furthermore, this solution becomes much more involved when both equations are present
at the same time, namely when the model possesses stable bound states and property
4 enters the analysis. In order to get a first glimpse at the the general behaviour it is
usually advantageous to analyse at first models which do not contain bound states, such
that one only has to solve Eq. (4.4). We will also proceed this way for the HSG-models
and find that, even in the situation when Eq. (4.7) does not arise, the finding of general
close formulae for all n-particle form factors associated to any local operator of the QFT
is highly non-trivial.
Identifying and constraining the nature of the operator
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Having found a solution to the recursive Eqs.(4.4), and possibly (4.7) in case stable
bound states are present, there is left the task to identify the concrete operator of the
QFT to which these solutions correspond to. This is not known a priori, since properties
1-4 do not involve any anticipation of the nature of such an operator. Numerous authors
[22, 153, 152, 155, 157, 158, 159, 160, 161, 27] have used various ways to identify and
constrain the specific nature of the operator: by looking at asymptotic behaviours,
performing perturbation theory, taking symmetries into account, formulating quantum
equations of motion, etc. Our analysis will especially exploit the conjecture that each
local operator of the massive QFT has a counterpart in the ultraviolet CFT whose
primary operator content is, for the models at hand, well classified [59, 60, 61].
4.1.3 Correlation functions from form factors
Once the n-particle form factors corresponding to two particular operators O,O′ are
known one is in principle in the position to compute the correlation function 〈O(r)O′(0)〉.
First of all, this correlation function can be rewritten in terms of form factors as follows,
〈O(r)O′(0)〉 =
∞∑
n=1
N∑
µ1,···,µn=1
∫
dθ1 · · · dθn
n!(2π)n
〈0|O(r)|Vµ1(θ1) · · ·Vµn(θn)〉
× 〈Vµ1(θ1) · · ·Vµn(θn)|O(0)|0〉 (4.18)
where we have introduced the following orthogonal projector P ,
P =
∞∑
n=0
N∑
µ1,···,µn=1
∫
dθ1 · · · dθn
n!(2π)n
|Vµ1(θ1) · · ·Vµn(θn)〉〈Vµ1(θ1) · · ·Vµn(θn)| (4.19)
and the first sum runs over all the n-particle states while the second one runs over all
the possible particle types in the theory, which we denote generically by N . It is easy
to prove that P is a projector namely, P 2 = I and P † = P , provided the states are
normalised as
〈Vµ1(θ1) · · ·Vµn(θn)|Vµ′1(θ′1) · · ·Vµ′n(θ′n)〉 =
n∏
i=1
2πδµiµ′iδ(θi − θ′i), (4.20)
which can be derived from Eq. (2.61).
In order to rewrite (4.18) in terms of form factors, we only need to be able to shift the
first matrix element appearing in (4.18) to a matrix element located at the origin. For
this purpose we must consider the action of a translation of the Poincare´ group UTx on
the operator O(x) and the vertex operators Vµi(θi),
UTxO(0)U−1Tx = O(x), and UTxVµi(θi)U−1Tx = eip
ν(θi)xνVµi(θi). (4.21)
Therefore, we obtain
4.1. Generalities on form factors 129
〈0|O(r)|Vµ1(θ1) · · ·Vµn(θn)〉 = exp
(
−r
n∑
i=1
mµi cosh θi
)
〈0|O(0)|Vµ1(θ1) · · ·Vµn(θn)〉
(4.22)
for p0(θi) = mµi cosh(θi), for mµi to be the mass of the particle µi. Here we have taken
xν = (−ir, 0) in order to guarantee that x2 = −r2 < 0 and, consequently, that the
operators involved in the correlation function (4.23) are located at causally connected
space positions.
Consequently, the correlation function (4.18) can finally be expressed in terms of
n-particle form factors of the local operators O and O′ as
〈O(r)O′(0)〉 =
∞∑
n=1
∑
µ1...µn
∞∫
−∞
. . .
∞∫
−∞
dθ1 . . . dθn
n!(2π)n
exp
(
−r
n∑
i=1
mµi cosh θi
)
× FO|µ1...µnn (θ1, . . . , θn)
(
FO
′|µ1...µn
n (θ1, . . . , θn)
)∗
. (4.23)
The possibility to compute correlation functions from form factors may be exploited
to explicitly evaluate various quantities, in particular those provided before by the TBA-
analysis. In particular, the Virasoro central charge of the underlying CFT by means of
the so-called Zamolodchikov’s c-theorem and the identification of the operator content
of the QFT. This is explained in more detail in the next subsections.
4.1.4 Numerical methods
Before we enter the analysis of the specific quantities we may be able to compute once
the form factors associated to a certain local operator are known, we want to comment
very briefly on the numerical methods which will be employed later for the explicit eval-
uation of correlation functions through Eq. (4.23). In this thesis, we have concentrated
on the emphasis of the physics rather than indulging too much into numerical technical-
ities. However, since this part of the work also required considerable effort, we want to
give at least a flavour of what is involved.
Since many quantities we are interested in are at the moment not accessible in an
analytic way, the numerical part is rather essential. Without this numerical part the
outcome of our study will get considerably reduced since, ultimately, only by explicitly
computing the Virasoro central charge, the conformal dimensions of various local op-
erators of the theory, Zamolodchikov’s c-function etc... we will be in the position to
claim that our form factor solutions are perfectly consistent with the physical picture
anticipated for the models under consideration. Therefore, the expressions obtained will
not be merely interesting from a mathematical point of view but also will enter the
numerical evaluation of physical quantities.
As mentioned above, the main difficulty of the numerical analysis is the evaluation
of the multi-dimensional integrals arising in the expansion (4.23) of the correlation func-
tions. In general, the two-particle contribution can be evaluated even analytically once a
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suitable change of variables is performed (we will see explicit examples later). Therefore,
at this stage, no sophisticated numerical tools are really needed. However, although the
two-particle contribution is in most cases the leading one5, we will see in the course of
our specific analysis that the results obtained at this order are still very far from the
expected ones, and that one has to sum at least up to 4-particle contribution to obtain
reasonably accurate values. The computation of the 3- and 4-particle contributions can
usually be performed by using the MATHEMATICA program. However, the evaluation
of 5-, 6-, 7- or 8-particle contributions requires a lot of computer time and can not be
carried out in the same way. Due to the latter reason, we have resorted to a FOR-
TRAN code which makes use of the widely used numerical recipe routine VEGAS [179]
for the evaluation of the multi-dimensional integrals. In this fashion we have been able
to obtain different correlation functions in the 8-particle approximation in computing
times always lower than one hour. We believe that more elaborated programs and/or
the use of faster computers will allow for reducing considerably the computing time and
eventually evaluate the correlation functions up to a much higher order. However, in
many cases we have been content with the results obtained at this order and also we
never intended to focus our analysis on the investigation and perfection of the numerical
methods themselves, but to compute physical quantities with an accuracy and time cost
which always justify the computational effort.
4.1.5 Virasoro central charge from form factors
One of the main purposes of our form factor analysis is to provide an additional check
of the consistency of the S-matrices proposed in [51] to describe the HSG-models at
quantum level. The results arising from the TBA-analysis carried out in chapter 3 gave
rise to a physical picture which was in complete consistency with the mentioned S-matrix
proposal and in particular allowed for the identification of the Virasoro central charge
of the underlying CFT, a WZNW-coset theory associated in our case to cosets of the
form Gk/U(1)
ℓ, whose Virasoro central charge is given by Eq. (2.123). At the same
time, as indicated in section 4.1.3, once the n-particle form factors are known one might
be able to compute correlation functions by means of (4.23) and consequently obtain
also the ultraviolet Virasoro central charge of the underlying CFT by means of (4.33),
the so-called c-theorem of Zamolodchikov [24]. Leaving for section 4.10 the study of the
RG-flow of Zamolodchikov’s c-function, we want to present now the key results which
might lead us to extract the Virasoro central charge in the form factor framework and
therefore double-check one of the most important data provided by the TBA, surpassing
at the same time the results of the latter analysis.
Let us start by summarising the information contained in the c-theorem of Zamolod-
chikov [24]: For any 1+1-dimensional renormalisable and unitary QFT there exists a
function c(g1, · · · , gi, · · ·) of the coupling constants gi of the theory6, having the follow-
ing properties:
5Due to symmetry reasons many correlation functions will receive only contributions corresponding
to an even number of particles. Consequently, for these cases the two-particle contribution is the first
and leading term arising in the expansion (4.23).
6From now on, we will arrange these coupling constants into a vector g := (g1, g2, · · ·).
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i) it is non-increasing along renormalisation group trajectories, namely
dc(g)
dt
≤ 0, (4.24)
for t to be the renormalisation group parameter,
ii) it is stationary at critical fixed points, usually denoted by g = g∗, at which the
1+1-dimensional QFT acquires an infinite conformal symmetry generated as usual by
a Virasoro algebra (see subsection 2.1.1 in chapter 2). If we recall the definition of
the βi(g)-functions as the “velocities” of change of the renormalised coupling constants
along the renormalisation group flow [178],
βi(g) = −
dgi
dt
, (4.25)
property ii) is equivalently expressed by saying that these βi-functions are vanishing at
critical fixed points,
βi(g
∗) = 0 ⇔
[
∂c(g)
∂gi
]
g=g∗
= 0, (4.26)
therefore c(g∗) is stationary at renormalisation group critical fixed points,
iii) in fact, the c-theorem also establishes that the function c(g) reduces at these
fixed points to the Virasoro central charge of the corresponding conformal field theory.
It is the latter property which we will exploit in this and the next chapter in order to
obtain the central charge corresponding to the SU(N)2/U(1)
N−1-coset models. Having
this aim in mind, the fundamental result we wish to employ was also established in [24]
and can be summarised as follows [4, 163]: Let us consider the local operators Θ, T and
T¯ corresponding to the components of the energy momentum tensor of spin 2, 0 and -2
respectively and define the following functions
F (zz¯) := z4〈T (z, z¯)T (0, 0)〉, (4.27)
G(zz¯) := z3z¯〈T (z, z¯)Θ(0, 0)〉, (4.28)
H(zz¯) := z2z¯2〈Θ(z, z¯)Θ(0, 0)〉, (4.29)
in terms of the usual complex coordinates z = x0 + ix1, z¯ = x0 − ix1. The various
components of the energy momentum tensor are interrelated by means of its conservation
law
∂z¯T +
1
4
∂Θ = 0. (4.30)
The correlation function of the previous equation with T (0, 0) and Θ(0, 0), with the help
of the definitions (4.27)-(4.29) gives rise to the following identity,
dc
dt
= −3
4
H, (4.31)
for t = ln(m2zz¯) = 2 ln(mr), m being a fixed mass scale, r the radial distance and
c(t) = c(mr) := 2F −G− 3
8
H. (4.32)
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Notice that, this function c is always non-increasing, since the definition (4.29) ensures
that H ≥ 0. It is also stationary at critical fixed points where Θ = 0 and therefore
H vanishes too. In fact, at critical fixed points also the function G vanishes for the
same reason and (4.32) reduces to F = c/2, relation which in a conformal field theory
defines c as its Virasoro central charge [2, 3] (see also subsection 2.1.1 of chapter 2).
Consequently, the function (4.32) fulfills properties i), ii) and iii) and can be identified
as the same function these properties referred to at the beginning of this subsection.
By integrating now Eq. (4.31) we obtain for the difference between the ultraviolet
and infrared Virasoro central charges,
cuv − cir = ∆c = 3
4
∞∫
−∞
H(t)dt =
3
2
∫ ∞
0
drr3〈Θ(r)Θ(0)〉, (4.33)
where we used the definition of H in terms of the trace of the energy momentum tensor
(4.29) and t = 2 ln(mr). Recall that, due to the conservation of the energy momentum
tensor, it has been possible to express the c-function, initially given in terms of several
correlators involving all the components of the energy momentum tensor (4.32) in terms
of only the correlation function of its trace. Taking into account that the infrared central
charge is zero for purely massive theories, Eq. (4.33) gives the ultraviolet central charge
of the corresponding underlying CFT. Very remarkably, whereas on the l.h.s. we have a
quantity characterising the ultraviolet conformal field theory, on the r.h.s. we have the
trace of the energy momentum tensor, a local operator of the perturbed conformal field
theory or, in other words, a quantity defined away from the critical fixed point.
Being formula (4.33) available we only need now to use (4.23) to express the corre-
lation function of Θ in terms of form factors of the same operator. By doing so, and
performing thereafter the r-integration we get the following expression for the central
charge,
∆c = 9
∞∑
n=1
∑
µ1...µn
∞∫
−∞
. . .
∞∫
−∞
dθ1 . . . dθn
n!(2π)n
(∑n
i=1mµi cosh θi
)4 ∣∣FO|µ1...µnn (θ1, . . . , θn)∣∣2 ,
(4.34)
which can now in principle be computed provided all n-particle form factors of the energy
momentum tensor are known.
4.1.6 Ultraviolet conformal dimensions from form factors
As indicated at the beginning of this chapter, there are two assumptions which turn out
to be crucial in the form factor analysis: We will assume the existence of a one-to-one
correspondence between the operator content of the underlying CFT and the massive
QFT and between the solutions to the form factor consistency equations of subsection
4.1.1 and the local operators of the massive QFT. Provided these two assumptions are
made, it is clear that the re-construction or identification of the operator content of the
massive QFT can be performed by directly identifying for each local operator of the
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massive QFT its corresponding counterpart in the UV-limit. Since the operator content
of the underlying CFT is well classified for all the HSG-models [59, 60, 61], one is left
with the task of matching our form factor solutions with the operators of the underlying
CFT. In our case, we will carry out such an identification by extracting the ultraviolet
conformal dimensions of those local operators of the QFT for which we have previously
computed all n-particle form factors (see section 4.4).
There are various ways to determine the ultraviolet conformal dimensions of the op-
erators of the massive QFT. We may use the fact that the values of ∆O are obtainable
when we exploit our knowledge about the underlying CFT more deeply. Considering an
operator which in the conformal limit corresponds to a primary field we can of course
compute the conformal dimension by appealing to the UV-limit of the two-point corre-
lation function
〈Oi(r)Oj(0)〉 =
∑
k
Cijk r
2∆k−2∆i−2∆j 〈Ok(0)〉+ . . . (4.35)
The three-point couplings Cijk are independent of r. In particular when assuming that 0
is the smallest conformal dimension occurring in the model (which is the case for unitary
models), we have (see section 2.1 in chapter 2),
lim
r→0
〈O(r)O(0)〉 ∼ r−4∆O for r ≪
(
C∆O∆O 0
C∆O∆O∆O′′ 〈O′′〉
)1/2∆O′′
. (4.36)
Here O′′ is the operator with the second smallest dimension for which the vacuum
expectation value is non-vanishing. Using a Lorentz transformation to shift the O(r)
to the origin and expanding the correlation function in terms of form factors in the
usual fashion, as presented in (4.23) we can compute the l.h.s. of (4.36) and extract
∆O thereafter. The disadvantage to proceed in this way is many-fold. First we need
to compute the multidimensional integrals in (4.23) for each value of r, which means
to produce a proper curve requires a lot of computational (at present computer) time.
Second, for very small r the n-th term within the sum is proportional to (log(r))n such
that we have to include more and more terms in that region whereas, at the same time,
the expressions of the form factors and consequently, the integrals one has to evaluate,
become more and more complicated (see appendix B) as n increases. For that reason,
the identification of the conformal dimension ∆O turns out to be very difficult, unless one
has already a relatively good guess for its value, which is our case. Finally, the precise
values of the lowest non-vanishing form factors, i.e. in general vacuum expectation values
or one particle form factors are needed in order to compute the r.h.s. of (4.23). This is
due to the fact that the constants HO|τ,m occurring in (4.76) are precisely fixed by the
lowest non-vanishing form factor.
A short remark is also due concerning solutions related to different sets of µ’s. The
sum over the particle types in (4.23) simplifies considerably when taking into account
that form factors corresponding to two sets, which differ only by a permutation, lead
to the same contribution in the sum. This follows simply by using the first of Watson’s
equations [22, 153, 152, 154, 155]. Recall that this property states that when two particles
are interchanged we will pick up the related two particle scattering matrix as a factor
(4.2). Noting that the scattering matrix is a phase, the expression remains unchanged.
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Most of the disadvantages, which emerge when using (4.36) to compute the conformal
dimensions, can be circumvented by formulating sum rules in which the r-dependence
has been eliminated. Such type of rule has for instance been formulated by F. Smirnov
[164] already more than a decade ago. However, the rule stated there is slightly cum-
bersome in its evaluation and we will therefore resort to one found more recently by G.
Delfino, P. Simonetti and J.L. Cardy [27]. In close analogy to the spirit and derivation
of the c-theorem [24], these authors derived an expression for the difference between the
ultraviolet and infrared conformal dimension of a primary field O
∆Ouv −∆Oir = −
1
2 〈O〉
∞∫
0
r 〈Θ(r)O(0)〉 dr . (4.37)
Using the expansion of the correlation function in terms of form factors ( 4.23) we may
carry out the r-integration in (4.37) and obtain
∆Ouv −∆Oir = −
1
2 〈O〉
∞∑
n=1
∑
µ1...µn
∞∫
−∞
. . .
∞∫
−∞
dθ1 . . . dθn
n!(2π)n
(∑n
i=1mµi cosh θi
)2
×FΘ|µ1...µnn (θ1, . . . , θn)
(
FO|µ1...µnn (θ1, . . . , θn)
)∗
. (4.38)
Notice also that, unlike in the evaluation of the c-theorem, which deals with a monotoni-
cally increasing series, due to the fact that it only involves absolute values of form factors,
the series (4.37) can in principle be alternating. It is now worth to pause for a while and
appreciate the advantages of this formula in comparison with (4.36). First of all, since
the r-dependence has been integrated out we only have to evaluate the multidimensional
integrals once. Second, the evaluation of (4.38) does not involve any anticipation of the
value of ∆O. Third, due to the fact that in the standard form factor construction form
factors related to a local operator O are always normalised with respect to the lowest
non-vanishing form factor, when the latter is the vacuum expectation value, the factor
〈O〉 in (4.38) will cancel and its knowledge is not required at all in the analysis. Most
important, fourth, the difficulty to identify the suitable region in r which is governed
by the (log r)n behaviour of the n-th term in the sum in (4.23) and the upper bound in
(4.35) have completely disappeared.
There are however little drawbacks for theories with internal symmetries and for the
case when the lowest non-vanishing form factor of the operator we are interested in is
not the vacuum expectation value. The first problem arises due to the fact that the sum
rule is only applicable for primary fields O whose two-point correlation function with the
energy momentum tensor is non-vanishing. We will see later that in fact this restricts
quite severely the amount of operators for which we can actually use formula (4.37).
Notice that both (4.33) and (4.37) are equations which relate quantities character-
ising the ultraviolet CFT or critical, to a correlator which involves operators of the
massive QFT namely, “off-critical” objects. Recall also that the identification of con-
formal dimensions in the TBA-context was only possible in principle for the perturbing
operator (see section 3.4). Therefore, via the ∆-sum rule [27] or the direct study of the
UV-behaviour of the two point functions (4.36), the form factor analysis is expected to
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provide more information about the underlying ultraviolet CFT than the TBA-analysis.
In other words, by carrying out the form factor program, we expect to confirm and
surpass the TBA-outcome.
4.1.7 Renormalisation group analysis: the c(t0)- and ∆(t0)-flows
Denoting by r the radial distance and by t = 2 ln(mr) the renormalisation group
parameter, the functions c(mr) and ∆(mr) were defined in [24] and [27] respectively,
obeying the differential equations
dc(mr)
dr
= −3
2
r3 〈Θ(r)Θ(0)〉 (4.39)
d∆(mr)
dr
=
1
2 〈O(0)〉r 〈Θ(r)O(0)〉 . (4.40)
The r.h.s. of these equations involves the two-point correlation functions of the trace
of the energy-momentum tensor Θ and an operator O, which is a primary field in the
sense of [2]. In general these equations are integrated from r = 0 to r = ∞ and
one consequently compares the difference between the ultraviolet and the infrared fixed
points. Proceeding this way, we get Eqs. (4.33), (4.37) presented before, which we may
use in order to compute the Virasoro central charge and ultraviolet conformal dimensions.
In order to exhibit the quantitative onset of the mass scale of the unstable particles we
integrate these equations now from some finite value t0 to infinity.
Restricting our attention to purely massive theories, we use the fact that for these
theories the infrared central charges are zero, such that we are left with the following
identity
c(r0) =
3
2
∞∫
r0
dr r3
〈
Θˆ(r)Θˆ(0)
〉
. (4.41)
Since ultimately the functions c(t) and ∆(t) depend upon the dimensionless combination
r0 := mr and the parameter r in Eq. (4.41) is now just an integration variable, it is
suitable for our purposes to perform the variable transformation r → r/m which shall
allow for eliminating any explicit dependence on the mass scale m. This is achieved if,
simultaneously, the trace of the energy-momentum tensor, Θ, is normalized as Θˆ(r) =
Θ(r/m)/m2. After the previous redefinitions both r and Θˆ(r) are dimensionless objects
in Eq. (4.41). Consequently, also the lower limit of the integral in (4.41), which we
will denote by r0, is a dimensionless renormalisation group parameter. Apart from the
elimination of the explicit dependence in the mass scale, the latter transformations are
very useful in order to establish a direct comparison between our results in this context
and the ones obtained in the TBA-framework. Recall that the finite size scaling function
of the TBA was defined in Eq. (3.28) and denoted by c(R). In the TBA-framework R is
also a dimensionless variable, which is given by R = m1T
−1, T being the temperature of
the system, namely, the energy scale, and m1 being the mass of the lightest particle in
the spectrum. In order to compare the results obtained in both approaches (the TBA-
and form factor approach), in particular, we want to compare the finite size scaling
function (3.28) of the TBA with Zamolodchikov’s c-function given by (4.41), one can
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draw now a formal analogy between the parameters R and r0. It is important to notice
that the normalisation of the energy momentum tensor giving rise to the dimensionless
operator Θˆ does, of course, involve an equivalent modification of the corresponding form
factors presented in appendix B. Such modification is simply expressed as
F Θˆn =
FΘn
m2
for Θˆ =
Θ
m2
. (4.42)
As is trivially inferred from the expressions given in appendix B, as a consequence of such
redefinition the mass-dependence of the form factors of the energy momentum tensor
vanishes.
Although the latter equation can be trivially obtained from (4.39), it must be said
that such a function had not been analysed before in the literature and constitutes
the natural counterpart, in the renormalisation group context, of the finite size scaling
function (3.28) computed in the TBA-approach. In fact our numerical results will show
for several concrete models that these two functions carry the same physical information
and have the same general features, sharing the characteristic “staircase” pattern already
encountered for the scaling function of the TBA.
As presented in subsection 4.1.5, instead of the integral representation (4.41), the c-
function is equivalently expressible in terms of a sum of correlators involving also other
components of the energy momentum tensor [24, 4] which can be eliminated by means
of the conservation law (4.30). Recall that the HSG-models, for which we ultimately
want to analyse the behaviour of the function (4.41), contain unstable particles in their
spectrum, characterised by the resonance parameters σij . Taking this observation into
account, we expect the flow of c(r0) to surpass various steps: Starting with r0 = 0 and
assuming the masses of the stable particles of the theory to be all of the same order,
say ma, mb, · · · , mn ∼ m, the theory will leave its ultraviolet fixed point and at a certain
definite value, say r0 = ru, one of the unstables particles will become massive with
respect to the energy scale determined by mr0 such that c(r0 > ru) can be associated
to a different CFT. It appears natural to identify this value as the point at which c(r0)
is half the difference between the two coset values of c (see the specific analysis carried
out in section 4.10).
In order to obtain an explicit expression for the masses of the unstable particles, it
is convenient to recall at this point that the resonance parameters σij = −σij enter the
Breit-Wigner formula [89] in the following way: In general an unstable particle of type c˜ is
described by complexifying the physical mass of a stable particle by adding a decay width
Γc˜, such that it corresponds to a pole in the S-matrix as a function of the Mandelstam
variable s at s = M2R = (Mc˜ − iΓc˜/2)2 in the non physical sheet (for a more detailed
discussion see e.g. [14]). As mentioned in [14] whenever Mc˜ ≫ Γc˜, the quantity Mc˜
admits a clear-cut interpretation as the physical mass. However, since this assumption
is only required for interpretational reasons we will not rely on it. Transforming as usual
in this context from s to the rapidity plane and describing the scattering of two stable
particles of type a and b with masses ma and mb by an S-matrix Sab(θ) as a function
of the rapidity θ, the resonance pole is situated at θR = σ − iσ¯, σ being the resonance
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parameter. Identifying the real and imaginary parts of the pole then yields
M2c˜ −
Γ2c˜
4
= m2a +m
2
b + 2mamb cosh σ cos σ¯ (4.43)
Mc˜Γc˜ = 2mamb sinh |σ| sin σ¯ . (4.44)
Eliminating the decay width from (4.43) and (4.44), we can express the mass of the
unstable particles Mc˜ in the model as a function of the masses of the stable particles
ma, mb and the resonance parameter σ. In the regime
e|σ| >>
m2a +m
2
b
mamb
, (4.45)
we obtain
M2c˜ ∼
1
2
mamb(1 + cos σ¯) e
|σ| , (4.46)
which corresponds to a decay width
Γ ∼ 2 sin σ¯
1 + cos σ¯
. (4.47)
Notice the occurrence in Eq. (4.46) of the variable me|σ|/2 for ma ∼ mb ∼ m familiar
from our TBA-analysis, which was introduced originally in [126] in order to describe
massless particles, i.e. one may perform safely the limit m→ 0, σ →∞. Therefore one
might be tempted to describe flows related to (4.46) as massless flows, interpretation
which will be also supported by our numerical results in section 4.10.
It is also interesting to notice that the need for fulfilling the energetical requirement
Mc > ma +mb leads to the following threshold for the allowed values of the resonance
parameter σ:
e|σ| > 2
(ma +mb)
2
mamb (1 + cos σ¯)
, (4.48)
in particular, for ma = mb, and σ¯ = π/2 which is the case for all the SU(N)2-HSG
models, we obtain the constraint σ > ln 8. Such requirement is in agreement with the
fact that very different results are obtained, both in the TBA- and form factor context,
for small and large values of σ. In particular, the development of plateaux in the scaling
functions is a feature which only occurs for values of the resonance parameter large
enough (see section 4.10). However, from the scattering matrix point of view, the HSG
S-matrices make perfect sense for any value of σ and it is an open problem to investigate
whether or not evidence for the threshold (4.48) can be found in the context of the
scattering theory. Recently, this problem has been investigated in the context of the
construction of S-matrices containing infinitely many resonance poles [112].
As a consequence of (4.46) we may relate the value of ru for different choices of the
resonance parameter. This provides also a confirmation of the fact that the renormalisa-
tion group flow is indeed achieved by m→ r0m. Increasing r0 further, the energy scale
of the stable particles will eventually be reached at, say at r0 = ra, rb, . . . , rn. Depend-
ing on the relative mass scales between the stable particles these points may coincide.
Finally the flow will reach its infrared fixed point c(r0 = rir) = 0.
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Likewise we can integrate Eq. (4.40)
∆(r0) = − 1
2 〈O(0)〉
∞∫
r0
dr r
〈
Θˆ(r)O(0)
〉
, (4.49)
which allows to keep track of the manner the operator contents of the various conformal
field theories are mapped into each other. We used that all conformal dimensions vanish
in the infrared limit. Here the same comments after Eq. (4.41) apply, so that r0 is
a dimensionless RG-parameter. Fortunately, we have that
〈
Θˆ(r)O(0)
〉
is proportional
to 〈O(0)〉 in many applications such that the vacuum expectation value 〈O(0)〉 cancels
often when evaluating (4.49). One should note, however, that (4.49) is only applicable to
those operators for which its two-point correlator with the trace of the energy momentum
tensor is non-vanishing, such that one may not be in the position to investigate the flow
of the entire operator content by means of (4.49), as happened for the SU(3)2-HSG
model.
In order to evaluate (4.41) and (4.49) for a concrete model we have to compute the
two-point correlation functions in some way. Obviously, in our case we will make use
of the results of the form factor analysis to be presented in subsequent sections for the
SU(3)2-HSG model and in the next chapter for all the SU(N)2-HSG models.
As we know, the two-point correlation functions occurring in (4.41) and (4.49), can
be expanded in terms of form factors of the corresponding operators (4.23). Using this
expansion we replace the correlation functions in (4.41) and (4.49) and perform the
r-integrations thereafter. Thus we obtain
c(r0) = 3
∞∑
n=1
∑
µ1...µn
∞∫
−∞
dθ1 . . . dθn
n!(2π)n
(6 + 6r0E + 3r
2
0E
2 + r30E
3)
2E4
e−r0 E
×
∣∣∣F Θˆ|µ1...µnn (θ1, . . . , θn)∣∣∣2 (4.50)
and
∆(r0) = − 1
2 〈O(0)〉
∞∑
n=1
∑
µ1...µn
∞∫
−∞
dθ1 . . . dθn
n!(2π)n
(1 + r0E)e
−r0 E
2E2
×F Θˆ|µ1...µnn (θ1, . . . , θn)
(
FO|µ1...µnn (θ1, . . . , θn)
)∗
. (4.51)
with E =
∑n
i=1 mˆµi cosh θi, where the masses mˆµi = mµi/m have been also normalised
in terms of the overall mass scale m in order to make the quantity E dimensionless,
achieving consistency with the dimensionless character of r0.
4.1.8 Renormalisation group flow of β-like functions
As reported in section 4.1.5 (see Eq. (4.25), in case there is only one coupling constant
g in the model, the β-function should obey the defining equation
β(g) =
dg
dt0
, (4.52)
4.2. The SU(3)2-HSG model 139
for t0 = 2 ln r0 to be the RG-flow parameter, so that we can rewrite the latter equation
as
r0
2
d
dr0
= β(g)
d
dg
. (4.53)
Here we applied Eq. (4.52) to the coupling constant g in order to extract the β-function
on the r.h.s. of (4.53).
It is now our interest to construct a function which allows a more clear identification
of the critical fixed points surpassed by the c-function along its RG-flow. It is clear that
this purpose might be achieved as soon as we construct any function which is proportional
to dc(t0)/dt0. Therefore, following an idea originally used by Zamolodchikov in [108], let
us define a “coupling constant” g := cuv−c(t0) normalized in such a way that it vanishes
at the ultraviolet fixed point. If we now apply Eq. (4.53) to this coupling constant we
obtain the equation
r0
2
dc(r0)
dr0
= β(g). (4.54)
Clearly from the above definition, whenever we find β(g˜) = 0, we can identify c˜ = cuv− g˜
as the Virasoro central charge of the corresponding CFT. In fact this is true irrespectively
of the presence of the factor 1/2 on the l.h.s., thus we will drop it out in what follows7.
Hence, taking the data obtained from (4.50), we compute β as a function of g by
means of (4.54). Analogously, we can define also a β-like function associated to the
∆(t0)-function (4.51) presented above. The numerical computation of these β-functions
will be presented in the next chapter for the SU(N = 4)2- and SU(N = 5)2-HSG models.
4.2 The SU(3)2-HSG model
As stated already in subsection 3.4.1, when performing the TBA-analysis, the SU(3)2-
HSG model contains only two self-conjugate solitons (1,1) and (1,2). Aiming towards a
more compact notation these two solitons are more conveniently denoted by “+” and
“-”. Therefore, the corresponding non-trivial S-matrix elements [51] as functions of the
rapidity θ read now
S±± = −1 and S±∓(θ) = ± tanh 1
2
(
θ ± σ − iπ
2
)
. (4.55)
Here σ is the resonance parameter, whose physical meaning was already discussed
both in chapters 2 and 3. Eq. (4.55) means the scattering of particles of the same type
is simply described by the S-matrix of the thermal perturbation of the Ising model. Also
7There is also an additional reason for dropping out the 1/2 -factor. Although we do not present this
analysis in this thesis one might be tempted to compare the β-type functions one can construct from
the finite size scaling function of the TBA and from Zamolodchikov’s c-function by means of (4.54) .
By doing so, it is possible to check that clearly the physical information carried by these two functions
is the same, namely the different CFT’s associated to their plateaux have the same Virasoro central
charges. In the TBA-context one can define a similar “β-like ” function through Eq. (4.54) by simply
substituting t0 → 2t = 2 ln(r/2) and c(r0) → c(r, σ) where r is the inverse temperature variable used
in the TBA and c(r, σ) the scaling function (see chapter 3). Such a substitution is suggested by direct
comparison of Fig. 3.3 and 4.6. Therefore, if we drop out the factor 1/2 in (4.54) we are redefining
t0 := 2t0 which seems to be more natural in order to compare with the TBA-results.
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the remaining amplitudes do not possess poles inside the physical sheet, such that the
formation of stable particles via fusing is not possible. The latter characteristic means
that the task of finding solutions to the form factor consistency equations (4.2)-(4.7)
turns out to be a bit simpler, since the so-called bound-state residue equation (4.7) does
not arise.
For vanishing resonance parameter σ = 0 the amplitudes S±∓ coincide formally
with the ones which describe the massless flow between the tricritical Ising and the
critical Ising model as analysed in [173]. However, there is an important conceptual
difference since we view the expressions (4.55) as describing the scattering of massive
particles. This has important consequences on the construction of the form factors and
in fact the solutions we will present later are different from the ones proposed in [173].
Furthermore we will construct all n-particle form factors associated to a large class of
operators whereas in [173] only solutions for some particular numbers of particles and a
restricted amount of operators where found . Recall that in the HSG setting the massless
flow was recovered in the context of the TBA (see section 3.4.1), only as a subsystem
in terms of specially introduced variables r′ = r
2
eσ/2 combining the inverse temperature
r and the resonance parameter σ. The occurrence of the combination of variables reσ/2
(although for a different r-parameter) will be also encountered later in the context of
the renormalisation group analysis.
The system (4.55) is of special interest since it constitutes probably the simplest
example of a massive QFT involving two particles of distinct type. Nonetheless, despite
the simplicity of the scattering matrix we expect to find a relatively involved operator
content, since for finite resonance parameter the SU(3)2-HSG model describes a WZNW-
coset model with central charge c = 6/5 perturbed by an operator with conformal
dimension ∆ = 3/5. It is expected from the classical analysis and has also been confirmed
by the TBA-analysis that, whenever the resonance parameter σ is finite, we find the same
ultraviolet central charge and therefore the same operator content. For this reason, when
computing quantities (usually numerically) in the UV-limit, it is really only interesting
to distinguish the situations σ →∞ and σ finite (in particular, we will set σ = 0). One
can trivially notice from (4.55) that
lim
σ→∞
S±∓ = 1, (4.56)
which means that the theory decouples into two copies of the Ising model and therefore
the corresponding Virasoro central charge is expected to be 1
2
+ 1
2
= 1 in this limit.
The latter behaviour will also be consistently recovered in the context of form factors,
in particular when computing the corresponding Virasoro central charge by means of
(4.33) and when studying the asymptotics of form factors in the limit σ →∞.
The corresponding underlying CFT, a WZNW-SU(3)2/U(1)
2-coset or SU(3)2-para-
fermion theory [59], has recently [170, 171] found an interesting application in the context
of the construction of quantum Hall states which carry a spin and fractional charges.
4.3 Recursive equations and minimal form factors
Attempting now to solve the form factor consistency equations presented in subsection
4.1.1, and proceeding as usual in this context [22, 172], we start by making a factorisation
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ansatz which already extracts explicitly some of the singularity structure we expect to
find. For the case at hand, property 3 tells us that we must have a kinematical pole at iπ
when two particles are conjugate to each other. Therefore the following parameterisation
F
O|
l×±︷ ︸︸ ︷
µ1 . . . µl
m×∓︷ ︸︸ ︷
µl+1 . . . µn
n (θ1 . . . θn) = H
O|µ1...µn
n Q
O|µ1...µn
n (x1 . . . xn)
∏
i<j
F
µiµj
min (θij)(
x
µi
i + x
µj
j
)δµiµj ,
(4.57)
where we introduced the variable xi = e
θi, is very convenient, since the mentioned poles
have already been isolated in the denominator of (4.57). The H
O|µ1...µn
n are normalisation
constants and the functions F
µiµj
min (θij) are the the so-called minimal form factors.
They satisfy the following equations
F ijmin(θ) = F
ji
min(−θ)Sij(θ) = F jimin(2πi− θ) , (4.58)
and have neither zeros nor poles in the physical sheet 0 < Im(θ) < π. Then, if we
further assume that the Q
O|µ1...µn
n (θ1, . . . , θn) are functions separately symmetric in the
first l and the last m rapidities and in addition 2πi-periodic in all rapidities, the ansatz
(4.57) solves Watson’s equations (4.2) and (4.3) by construction. At the same time,
being symmetric in the first l and the last m rapidities the Q
O|µ1...µn
n (θ1, . . . , θn) have to
be combinations of elementary symmetric polynomials in the first l and last m rapidities
(see appendix A). In particular, we have
Q
O|
l×+︷ ︸︸ ︷
µ1 . . . µl
m×−︷ ︸︸ ︷
µl+1 . . . µn
n (x1, . . . , xn) = Q
O|
m×−︷ ︸︸ ︷
µl+1 . . . µn
l×+︷ ︸︸ ︷
µ1 . . . µl
n (xl+1, . . . xn, x1, . . . xl) ,
(4.59)
such that, provided a solution has been constructed for a particular ordering of the
µ’s, for example the upper sign in (4.57), we can obtain the solution for a permuted
ordering by using the monodromy properties. Especially, the reversed order is obtained
by applying Eq. (4.59). Despite the fact that we do not gain anything new, it is still
instructive to verify (4.4) as a consistency check also for the different ordering. The
monodromy properties allow some simplification in the notation and from now on we
restrict our attention without loss of generality to the upper sign in (4.57). In addition,
we deduce from Eq. (4.8) that for a spinless operator O the total degree of QOn has to
be [
QOn
]
=
l(l − 1)
2
− m(m− 1)
2
, (4.60)
where the brackets [ ] have the meaning explained in (4.10).
A solution for the minimal form factors i.e., of equations (4.58), is found to be
F±±min(θ) = −i sinh
θ
2
(4.61)
F±∓min(θ) = N±(θ)
∞∏
k=1
Γ(k+ 1
4
)2Γ(k+ 14+
i
2π
(θ±σ))Γ(k− 34−
i
2π
(θ±σ))
Γ(k− 1
4
)2Γ(k− 14−
i
2π
(θ±σ))Γ(k+ 34+
i
2π
(θ±σ))
(4.62)
= N±(θ) exp

− ∞∫
0
dt
t
sin2((iπ−θ∓σ) t2π )
sinh t cosh t/2

 = e± θ4 F˜±∓min(θ) . (4.63)
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Here F±±min(θ) is the well-known minimal form factor of the thermally perturbed Ising
model [172, 154] and for the upper choice of the signs, Eq. (4.63) coincides for vanishing σ
up to normalisation with the expression found in [173]. We introduced the normalisation
function
N±(θ) = 2 14 exp
(
iπ(1∓1)±θ
4
− G
π
)
(4.64)
with G = 0.91597 being the Catalan constant.
The expression (4.63) can be derived by using a result dating back to the original
literature [22, 172] which states that, once an integral representation for the S-matrix is
known in the form
Sµiµj (θ) = exp
(∫ ∞
0
dt
t
fµiµj (t) sinh
( tθ
iπ
))
, (4.65)
where fµiµj (t) is a certain function which depends on the particular theory under con-
sideration, the corresponding minimal form factors are given, up to some normalisation
constant Cij , by
F
µiµj
mim (θ) = Cij exp
(∫ ∞
0
dt
t
fµiµj (t)
sin
(
t(iπ−θ)
2π
)2
sinh(t)
)
. (4.66)
For all the HSG models, such an integral representation (4.65) was provided in chapter
3, and in order to get (4.63), we only need to particularise it to the SU(3)2-HSG model
at hand.
The minimal form factors (4.61), (4.63) possess various properties which we would
like to employ in the course of our argumentation. They obey the functional identities
F±±min(θ + iπ)F
±±
min(θ) = −
i
2
sinh θ, (4.67)
F±∓min(θ + iπ)F
±∓
min(θ) =
i
2∓1
2 e±
θ
2
cosh 1
2
(
θ ± σ − i π
2
) , (4.68)
which are easily derived by using the representation (4.62) in terms of Γ-functions of the
minimal form factors. We will also exploit the asymptotic behaviours
lim
σ→∞
F±∓min(±θ) ∼ e−
σ
4 ,
[
F±±min(θij)
]
i
=
1
2
,
[
F±∓min(θij)
]
i
=
{
0
−1/2 , (4.69)
which, together with the factorisation ansatz (4.57) and (4.60) lead us immediately to
the relations [
FO|l,mn
]
i
=
[
QO|l,mn
]
i
+
1− l
2
for 1 ≤ i ≤ l (4.70)[
FO|l,mn
]
i
=
[
QO|l,mn
]
i
+
m− l − 1
2
for l < i ≤ n , (4.71)
where we recalled again (4.10). These relations are very useful in the identification
process of a particular solution with a specific operator. Since we may restrict our
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attention to one particular ordering only, we abbreviate the r.h.s. of (4.57) from now on
as F
O|l,m
n and similar for the Q’s.
By substituting now the ansatz (4.57) into the kinematic residue Eq. (4.4) the whole
problem of determining the form factors associated to a particular local operator O
reduces, with the help of (4.67) and (4.68), to solving the following recursive equations
QO|l+2,m(−x, x, . . . , xn) = Dl,mϑ (x, x1, . . . , xn)QO|l,m(x1, . . . , xn) (4.72)
Dl,mϑ (x, x1, . . . , xn) =
1
2
(−ix)l+1σ+l
m∑
k=0
(−ieσx)−k(1− (−1)l+k+ϑ)σ−k . (4.73)
where σ+l and σ
−
k denote elementary symmetric polynomials of degrees l and k in the
variables xi with i = 1, · · · , l and i = l + 1, · · · , l + m respectively. More information
about the properties and definition of these polynomials may be found in appendix A
and in [174]. In particular the use of the generating equation (A.4) is fundamental in
order to obtain (4.73).
If we now set l = 2s+ τ and m = 2t+ τ ′ then Eq. (4.73) can be rewritten as
D2s+τ ,2t+τ
′
ζ (x, x1, . . . , xn) = (−i)2s+τ+1σ+2s+τ
t∑
p=0
x2s−2p+τ+1−ζ σˆ−2p+ζ . (4.74)
In (4.73) ϑ is related to the factor of local commutativity ω = (−1)ϑ = ±1 introduced in
(4.4). We introduced also the function ζ which is 0 or 1 for the sum ϑ+ τ being odd or
even, respectively. We shall use various notations for elementary symmetric polynomials.
We employ the symbol σk when the polynomials depend on the variables xi, the symbol
σ¯k when they depend on the inverse variables x
−1
i , the symbol σˆk when they depend on
the variables xˆi = xie
−σ+iπ/2 and σ˜k when we set the first two variables to x1 = −x,
x2 = x. The number of variables the polynomials depend upon is defined always in
an unambiguous way through the l.h.s. of our equations, where we assume the first l
variables to be associated with µ = + and the last m variables with µ = −. In case
no superscript is attached to the symbol the polynomials depend on all m+ l variables,
and as indicated in the previous paragraph , in case of a “+” they depend on the first l
variables and in case of a “−” on the last m variables.
The recursive equations for the constants turn out to be
H
O|l+2,m
n+2 = i
m22l−m+1eσm/2HO|l,mn . (4.75)
Fixing one of the lowest constants, the solutions to these equations read
HO|2s+τ,m = ism2s(2s−m−1+2τ )esmσ/2HO|τ,m, τ = 0, 1 . (4.76)
Note that at this point an unknown constant, that is HO|τ,m, enters into the procedure.
This quantity is not constrained by the form factor consistency equations and has to
be obtained from elsewhere. Notice that there is a certain ambiguity contained in the
equations (4.75), i.e. we can multiply H
O|l,m
n by i2l, i2l
2
or (−1)l and produce a new
solution. However, since in practical applications we are usually dealing with the absolute
values of the form factors, these ambiguities will turn out to be irrelevant.
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4.4 The solution procedure
Solving recursive equations of the type (4.72) in complete generality is still an en-
tirely open problem. Ideally, one would like to reach a situation similar to the one in
the bootstrap construction procedure of the scattering matrices, where one can state
general building blocks, e.g. particular combinations of hyperbolic functions whenever
backscattering is absent [88], infinite products of gamma functions when backscattering
occurs or elliptic functions when infinite resonances are present. Unfortunately, such a
general analytical structure has not been encountered by now in the context of the form
factor analysis. In fact, for most models, only a few solutions of (4.72) corresponding to
the first smaller values of n and/or to particular local operators have been constructed.
Consequently, the results we present now for the SU(3)2-HSG model and generalise
thereafter for all the SU(N)2-HSG models are very remarkable as the goal of construct-
ing systematically all n-particle form factors associated to a large class of operators of
the model has been achieved. Therefore, the form factor study we have performed for the
SU(3)2- and SU(N)2-HSG models is not only relevant as a consistency check through
(4.33) and (4.37) of the S-matrix proposal [51] and the results of the TBA-analysis, but
also serves as an important contribution to the general understanding of the problem of
finding general solutions to recursive problems of the type (4.72).
It will turn out that all solutions to the recursive equations (4.72) may be constructed
from some general building blocks consisting out of determinants of matrices whose
entries are elementary symmetric polynomials in some particular set of variables. Let
us therefore define the (t + s)×(t+ s)-matrix
(Aµ,νl,m(s, t))ij :=
{
σ+2(j−i)+µ for 1 ≤ i ≤ t
σˆ−2(j−i)+2t+ν for t < i ≤ s + t
. (4.77)
The superscripts µ, ν may take the values 0 and 1 and the subscripts l, m characterise
the number of different variables related to the particle species “+”, “−”, respectively.
More explicitly the matrix A reads
Aµ,νl,m =


σ+µ σ
+
µ+2 σ
+
µ+4 σ
+
µ+6 · · · 0
0 σ+µ σ
+
µ+2 σ
+
µ+4 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · σ+2s+µ
σˆ−ν σˆ
−
ν+2 σˆ
−
ν+4 σˆ
−
ν+6 · · · 0
0 σˆ−ν σˆ
−
ν+2 σˆ
−
ν+4 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · σˆ−2t+ν


. (4.78)
The different combinations of the integers µ, ν, l,m will correspond to different kinds
of local operators O. These sort of determinant formulae, albeit with entirely different
entries of symmetric polynomials, have occurred before in various places in the literature
[158, 159, 152]. These type of expressions allow on one hand for systematic proofs, as
we will demonstrate later, and on the other hand, they are claimed to be useful in the
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construction of correlation functions as suggested in [176]. In addition, the form factors
will involve a function depending on two further indices µ¯ and ν¯
gµ¯,ν¯l,m := (σ
+
l )
l−m+µ¯
2 (σ−m)
ν¯−m
2 . (4.79)
Here the µ¯, ν¯ are integers whose range, unlike the one for µ, ν, is in principle not re-
stricted. However, it will turn out that due to the existence of certain constraining
relations, to be specified in detail below, it is sufficient to characterise a particular oper-
ator by the four integers µ, ν, l,m only. Then, as we shall demonstrate, all Q-polynomials
acquire the general form
QO|l,m = Qµ,νl,m = Q
µ,ν
2s+τ ,2t+τ ′ = i
sν(−1)s(τ+t+1)gµ¯,ν¯2s+τ ,2t+τ ′ detAµ,ν2s+τ,2t+τ ′ . (4.80)
We used here already a parameterisation for l, m which will turn out to be most con-
venient. The subscripts in g and A are only needed in formal considerations, but in
most cases the number of particles of species “+” and “−” are unambiguously defined
through the l.h.s. of our equations. This is in the same spirit in which we refer to the
number of variables in the elementary symmetric polynomials. We will therefore drop
them in these cases, which leads to simpler, but still precise, notations.
It is also interesting to mention at this point that along with the representation of the
elementary symmetric polynomials in terms of contour integrals given by Eq. (A.5), the
determinant (4.73) admits an equivalent integral representation of the form,
detAµ,ν2s+τ ,2t+τ ′ = (−1)st
∮
du1 . . .
∮
dut
∮
dv1 . . .
∮
dvs
t∏
j=1
( 2s+τ∏
i=1
(xi + uj)
uj2s+τ−1−µ+2j
)
s∏
j=1
( 2t+τ ′∏
i=1
(xˆi + vj)
vj2t+τ
′−1−ν+2j
) ∏
1≤i<j≤s
(v2j − v2i )
∏
1≤i<j≤t
(u2j − u2i )
2s+τ∏
i=1
2t+τ ′∏
j=1
(u2j − v2i ), (4.81)
where the contour integrals are taken in the x = eθ-plane and we abbreviate
∮
=
(2πi)−1
∮
. Such an integral representation provides another type of universal structure
for our solutions (4.80) and may be used later for different purposes. For instance, when
providing a general proof of the validity of the solutions (4.80) for any n, when studying
the behaviour of such solutions under the cluster property (4.11) or when taking the
limit σ → ∞. There exist other types of universal integral expressions involving also
contour integrals (often in the θ-plane) like for example the integral representation used
in [155]. However, the precise link between all these different representations is still an
open question. Unfortunately, all these type of integral expressions are often only of a
very formal nature since their utilization in practise, for higher n-particle form factors
requires still a lot of computational effort. Hence, it will turn out that the determinant
representation (4.78) is more useful for our present purposes.
Before we present a proof of the general solutions (4.80) we will illustrate our present
results with some particular examples of special relevance. The identification of such
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a general structure as (4.80) for the solutions to (4.72) is a highly non-trivial task and
our initial aim in [72] was a bit less ambitious. As a starting point we tried to identify
at least those solutions corresponding to operators which had a direct counterpart in
the thermally perturbed Ising model, namely the trace of the energy momentum tensor
and the so-called “order” and “disorder” operators (see e.g. [4, 3]). Recall that, since
the interaction amongst particles of the same type is described by the S-matrix of the
thermally perturbed Ising model, our solutions to the form factor consistency equations
must also reduce to the ones found for this model in [172, 154] whenever only one particle
specie is considered. Furthermore, at an initial stage of our investigation [72] the general
solutions found were not rigorously proven but stated on the basis of the generalisation
of the form factors computed up to a certain order in n. The next section provides a
more detailed description and interpretation of our results.
4.5 The solutions for the operators Θ, Σ and µ.
As stated when summarising the properties of the SU(3)2-HSG model, the S-matrices
(4.55) describing the interaction between particles of the same type are precisely the ones
of the thermal perturbation of the Ising model S±± = −1. In this light, the form factors
of the SU(3)2-HSG model must reduce to the ones of the thermally perturbed Ising model
whenever the number of particles of type “+” or “−” is zero. On the other hand, the
primary field content of the thermally perturbed Ising model is well known and consists
of the trace of the energy density operator ε and the so-called “order” and “disorder”
operators Σ and µ whose counterparts in the UV-limit have conformal dimensions 1/2,
1/16 and 1/16 respectively (see e.g. [4, 3]). All the n-particle form factors associated to
these three operators have been computed in [172, 154], although in the first reference
only the form factors associated to the energy momentum tensor and order operator were
obtained. The solutions for these operators together with the disorder operator where
found in [154] after the introduction of the factor of local commutativity, ω (see footnote
after Eq. (4.4)). The corresponding correlation functions can be found for instance in
[27]. Therefore, we can use the Ising solutions Q0,mn or Q
l,0
n as a seed or initial condition
for the recursive problem (4.72), that is, a way to fix the lowest non-vanishing form
factor. Analogously we can use the Ising model to fix the unknown constant HO|τ,m in
(4.76). Notice that for many models this seed for the recursive equations is not known a
priori and the task of finding an initial condition to the recursive system (4.72), (4.76)
becomes quite hard as, for instance, one might need to know vacuum expectation values.
4.5.1 The trace of the energy momentum tensor, Θ
The only non-vanishing form factor of the energy momentum tensor in the thermally
perturbed Ising model is well known to be
F
Θ|±±
2 (θ) = −2πim2± sinh(θ/2) . (4.82)
From this equation we deduce immediately that [F
Θ|l,2
n ]i = 1/2, which serves on the other
hand to fix [Q
Θ|l,2
n ]i with the help of (4.70) and (4.71). Recalling that the energy mo-
mentum tensor is proportional to the perturbing field [4] and the fact that the conformal
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dimension of the latter is ∆ = 3/5 for the SU(2)3-HSG model, the value [F
Θ|l,2
n ]i = 1/2
is compatible with the bound (4.9). As a further consequence of (4.82), we deduce
HΘ|0,2 = 2πm2−, and H
Θ|2,0 = 2πm2+, (4.83)
as the initial value for the computation of all higher constants in (4.76). The distinction
between m− and m+ indicates that in principle the mass scales could be very different
as discussed in chapter 3. However , in the following we will mostly assume the masses
of the particles m+ = m− = m. Notice that H
Θ|0,0 is reached only formally, since the
kinematic residue equation does not connect to the vacuum expectation value. From
(4.82) we can easily identify the initial values for the recursive equations (4.72). They
are,
Q
Θ|0,2
2 = x
−1
1 + x
−1
2 and Q
Θ|0,2t
2t = 0 for t ≥ 2 . (4.84)
Taking now in (4.73) ϑ = 0, the solutions to (4.72), with the same asymptotic behaviour
as the energy momentum tensor in the thermally perturbed Ising model, are computed
to
QΘ|2s+2,2t+2 = is(2t+3)e−(t+1)σσ1σ¯1 g
0,2 detA1,1 , (4.85)
with the notation introduced in the previous section. Here A1,1 is a (t + s)×(t + s)-
matrix. Notice that in comparison with (4.80) the factor of proportionality in (4.85)
includes the term σ1σ¯1. Terms of this type may always be added since they satisfy the
consistency equations 1-5 trivially, although they modify the asymptotic behaviour of
the solutions. For Θ we are forced to introduce the factor σ1σ¯1 in order to recover the
solution of the thermally perturbed Ising model for 2s + 2 = 0. Note that for Θ the
values s = −1, t = −1 formally make sense as they correspond to number of particles
of type “+” or “−” equal to zero respectively i.e., the Ising solutions.
The limit σ →∞
When the resonance parameter tends to infinity the S-matrix (4.55) satisfies limσ→∞ S±∓ =
1, therefore the system decouples into two non-interacting free fermions. Accordingly, if
we now collect the leading order behaviours from our general solution where we made
use of the relations (4.69), we finally get
lim
σ→∞
F
Θ|2s,2t
2s+2t ∼ e−(t+s−1)σ . (4.86)
Hence, the only non-vanishing form factors in this limit are F
Θ|0,2
2 and F
Θ|2,0
2 , and we are
left with the corresponding form factors of the energy momentum tensor for two copies
of the thermally perturbed Ising model.
4.5.2 The order operator, Σ
For the other sectors we may proceed similarly, i.e. viewing always the thermally
perturbed Ising model as a benchmark. Taking now ϑ = 0, we recall the solution for the
order operator
FΣ2s+1(θ1, . . . , θ2s+1) = i
sFΣ1
∏
i<j
tanh
θij
2
= is(2i)2s
2+sFΣ1 (σ2s+1)
s
∏
i<j
F±±min (θij)
xi+xj
. (4.87)
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With this information we may fix the initial values of the recursive equations (4.72) and
(4.75) at once to
Q
Σ|0,2t+1
2t+1 = (σ2t+1)
−t = (σ¯2t+1)
t and HΣ|0,1 = FΣ1 . (4.88)
Furthermore, we deduce from Eq. (4.87) that [F
Σ|2s,2t+1
n ]i = 0. Respecting these con-
straints we find as explicit solutions
QΣ|2s,2t+1 = is(2t+3) (σ1)
1/2(σ−1 )
−1/2 g−1,1 detA0,1 . (4.89)
Analogously to the case of the energy momentum tensor, we have also a proportionality
factor (σ1)
1/2(σ−1 )
−1/2 in comparison to (4.80). As pointed out before, factors of this
type satisfy trivially all the consistency equations for the form factors and for this rea-
son, although they were originally introduced in [72] we can now safely drop then out.
Additional reasons for this modification will be provided below. Therefore, we can take
QΣ|2s,2t+1 = is(2t+3) g−1,1 detA0,1, (4.90)
as the final solution for the form factors of the order operator Σ. As usual, A0,1 is a
(t+s)×(t+s)-matrix whose explicit form is obtained from (4.78) by setting µ = 0, ν = 1.
The limit σ →∞
When the resonance parameter tends to infinity we obtain the following asymptotic
behaviour
lim
σ→∞
Q
Σ|2s,2t+1
2s+2t+1 ∼ e−sσ (4.91)
lim
σ→∞
H
Σ|2s,2t+1
2s+2t+1
∏
i<j
F
µiµj
min (θij) = const
∏
1≤i<j≤2s
F++min(θij)
∏
2s<i<j≤2s+2t+1
F−−min(θij) , (4.92)
where again we made use of (4.69). This means unless s = 0, that is a reduction to the
thermally perturbed Ising model, the form factors will vanish in this limit.
4.5.3 The disorder operator, µ
For the disorder operator we have ϑ = 1 in (4.73) and the solution acquires the same
form as in the previous case
F µ2s(θ1, . . . , θ2s) = i
sF µ0
∏
i<j
tanh
θij
2
. (4.93)
Similar as for the order variable we can fix the initial values of the recursive equations
(4.72) and (4.75) to
Q
µ|0,2t
2t = (σ2t)
1/2−t = (σ¯2t)
t−1/2 and Hµ|0,0 = F µ0 . (4.94)
Furthermore, we deduce [F
µ|2s,2t
n ]i = 0. Respecting these constraints we find as a general
solution
Qµ|2s,2t = i2s(t+1) g−1,1 detA0,0 , (4.95)
where once again A0,0 is the (s+ t)×(s + t)-matrix given by (4.78) when µ, ν = 0.
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The limit σ →∞
In this case, when the resonance parameter tends to infinity we observe, with the help
of (4.69), the following asymptotic behaviour
lim
σ→∞
Q
µ|2s,2t
2s+2t ∼ Qµ|2s,02s Qµ|0,2t2t (4.96)
lim
σ→∞
H
µ|2s,2t
2s+2t
∏
i<j
F
µiµj
min (θij) = const
∏
1≤i<j≤2s
F++min(θij)
∏
2s<i<j≤2t+2s
F−−min(θij) (4.97)
such that
lim
σ→∞
F
µ|2s,2t
2s+2t ∼ F µ|0,2t2t F µ|2s,02s . (4.98)
This means also in this sector we observe the decoupling of the theory into two free
fermions, as we expected.
4.6 A rigorous proof for the general solutions
Let us enumerate now the principle steps of the general solution procedure for the
form factor consistency equations [22, 153, 152, 154, 155]. For any local operator O
one may anticipate the pole structure of the form factors and extract it explicitly in
form of an ansatz of the type (4.57). This might turn out to be a relatively involved
matter due to the occurrence of higher order poles in some integrable theories, e.g. [161],
but nonetheless it is possible. Thereafter the task of finding solutions may be reduced
to the evaluation of the minimal form factors and to solving a (or two if bound states
may be formed in the model) recursive equation of the type (4.72). The first task can
be carried out relatively easily, especially if the related scattering matrix is given as
a particular integral representation [22]. Then an integral representation of the type
(4.63) can be deduced immediately. The second task is rather more complicated and
the heart of the whole problem. Having a seed for the recursive equation, that is the
lowest non-vanishing form factor, which in our case is provided by the knowledge of
the form factors of the thermally perturbed Ising model, one can in general compute
from them several form factors which involve more particles. However, the equations
become relatively involved after several steps. Aiming at the solution for all n-particle
form factors, it is therefore highly desirable to unravel a more generic structure which
enables one to formulate rigorous proofs. Several examples [164, 152, 158, 159] have
shown that often the general solution may be cast into the form of determinants whose
entries are elementary symmetric polynomials. Presuming such a structure which, at
present, may be obtained by extrapolating from lower particle solutions to higher ones
or by some inspired guess, one can rigorously formulate proofs as we now demonstrate
for the SU(3)2-HSG-model, for which at the beginning only the solutions for the trace of
the energy momentum tensor and the order and disorder operators were merely stated
in [72] without a rigorous proof.
As indicated above, we have the two universal structures (4.78) and (4.81) at our
disposal. We could either exploit the integral representation for the determinant A, or
exploit simple properties of determinants. For the reasons stated in subsection 4.4, here
150 Chapter 4. Form Factors of the Homogeneous sine-Gordon models.
we shall pursue the latter possibility. For this purpose it is convenient to define the
operator Cxi,j (R
x
i,j) which acts on the j
th column (row) of an (n×n)-matrix A by adding
x times the ith column (row) to it
Cxi,jA : Akj 7→ Akj + xAki 1 ≤ i, j, k ≤ n (4.99)
Rxi,jA : Ajk 7→ Ajk + xAik 1 ≤ i, j, k ≤ n . (4.100)
Naturally the determinant of A is left invariant under the actions of Cxi,j and Rxi,j on A,
such that we can use them to bring A into a suitable form for our purposes. Furthermore,
it is convenient to define the ordered products, i.e. operators related to the lowest entry
act first,
Cxa,b :=
b∏
p=a
Cxp,p+1 and Rxa,b :=
b∏
p=a
Rxp,p−1 . (4.101)
It will be our strategy to use these operators in such a way that we produce as many
zeros as possible in one column or row of a matrix of interest to us. In order to satisfy
(4.72) we have to set now the first variables in A to x1 = −x, x2 = x, which we denote
as A˜ thereafter and relate the matrices A˜µ,νl+2,m and Aµ,νl,m. Taking relation (A.6) for the
elementary symmetric polynomials into account, we can bring A˜µ,νl+2,m into the form
(
R−x2t+2,s+t+1Cx
2
1,s+t−1A˜µ,νl+2,m
)
ij
=


σ+2(j−i)+µ 1 ≤ i ≤ t
σˆ−2(j−i)+2t+ν t < i ≤ s+ t
j∑
p=1
x2(j−p)σˆ−2(p−s−1)+ν i = s+ t + 1
. (4.102)
It is now crucial to note that since the number of variables has been reduced by two,
several elementary polynomials may vanish. As a consequence, for 2s + 2 + µ > l and
2t+ 2 + ν > m, the last column takes on the simple form
(
R−x2t+2,s+t+1Cx
2
1,s+t−1A˜µ,νl+2,m
)
i(s+t+1)
=


0 1 ≤ i ≤ s+ t
t∑
p=0
x2(t−p)σˆ−2p+ν i = s+ t + 1
. (4.103)
Therefore, developing the determinant of A˜µ,νl+2,m with respect to the last column, we are
able to relate the determinants of A˜µ,νl+2,m and Aµ,νl,m as
det A˜µ,νl+2,m =
(
t∑
p=0
x2(t−p)σˆ−2p+ν
)
detAµ,νl,m . (4.104)
We are left with the task to specify the behaviour of the function g with respect to the
“reduction” of the first two variables
g˜µ¯,ν¯l+2,m = i
l−m+µ¯+2 xl−m+µ¯+2 σ+l g
µ¯,ν¯
l,m . (4.105)
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Assembling the two factors (4.104) and (4.105), we obtain, in terms of the parameteri-
zation (4.80)
Q˜µ¯,ν¯,µ,ν2s+2+τ ,2t+τ ′ = (−i)2s+τ+1σ+2s+τ
(
t∑
p=0
x2(s−p+1)+τ−τ
′+µ¯σˆ−2p+ν
)
Qµ¯,ν¯,µ,ν2s+τ ,2t+τ ′ . (4.106)
We are now in the position to compare our general construction (4.106) with the recursive
equation for the Q-polynomials of the SU(3)2-HSG model (4.74). We read off directly
the following identifications
ν = ζ and ζ = τ ′ − µ¯− 1 . (4.107)
A further constraint results from relativistic invariance, which implies that the overall
power in all variables xi of the form factors has to be zero for a spinless operator. By
using again the short hand notation [FOn ] for the total power, we have to evaluate[
Qµ¯,ν¯,µ,ν2s+τ ,2t+τ ′
]
=
[
gµ¯,ν¯2s+τ ,2t+τ ′
]
+
[
detAµ,ν2s+τ ,2t+τ ′
]
. (4.108)
Combining (4.107) and (4.108) with the explicit expressions[
detAµ,ν2s+τ,2t+τ ′
]
= s(2t+ ν) + µt,[
gµ¯,ν¯2s+τ,2t+τ ′
]
= l(l −m+ µ¯)/2 +m(ν¯ −m)/2,[
Qµ¯,ν¯,µ,ν2s+τ ,2t+τ ′
]
= l(l − 1)/2−m(m− 1)/2, (4.109)
we find the additional constraints
µ = 1 + τ − ν¯ and τν = τ ′(ν¯ − 1) . (4.110)
Collecting now everything we conclude that different solutions to the form factor con-
sistency equations can be characterised by a set of four distinct integers. Assuming that
each solution corresponds to a local operator, there might be degeneracies of course, we
can label the operators by µ, ν, τ , τ ′, i.e. O → Oµ,ντ ,τ ′ , such that we can also write Qµ,νm,l
instead of Qµ¯,ν¯,µ,νm,l . Then each Q-polynomial takes on the general form
QO|2s+τ,2t+τ
′
= Q
Oµ,ν
τ,τ ′
|2s+τ ,2t+τ ′
= Qµ,ν2s+τ ,2t+τ ′ ∼ gτ
′−1−ν,τ+1−µ
2s+τ ,2t+τ ′ detAµ,ν2s+τ,2t+τ ′ (4.111)
and the integers µ, ν, τ , τ ′ are restricted by
τν + τ ′µ = ττ ′, 2 + µ > τ, 2 + ν > τ ′ . (4.112)
We combined here (4.107) and (4.110) to get the first relation in (4.112). The inequalities
result from the requirement in the proof which we needed to have the form (4.103). We
find 12 admissible solutions to (4.112), i.e. potentially 12 different local operators, whose
quantum numbers are presented in table 4.1.
Comparing with our previous results, we have according to this notation FO
0,0
0,0 |2s,2t =
F µ|2s,2t, FO
0,1
0,1 |2s,2t+1 = FΣ|2s,2t+1 and FO
1,1
2,2|2s,2t+1 ∼ FΘ|2s+2,2t+2. The last two solutions
in table 4.1 are only formal in the sense that they solve the constraining equations
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µ ν τ τ ′ [F µνττ ′ ]+ [F
µν
ττ ′]− ∆
0 0 0 0 0 0 1/10
0 0 1 0 0 0 1/10
0 0 0 1 0 0 1/10
0 1 0 1 -1/2 0 1/10
0 1 1 1 -1/2 0 1/10
0 1 0 2 -1/2 0 1/10
1 0 1 1 0 -1/2 1/10
1 0 2 0 0 -1/2 1/10
1 0 1 0 0 -1/2 1/10
1 1 2 2 -1/2 -1/2 1/10
1 1 0 0 -1/2 -1 *
1 0 0 0 0 -1/2 *
Table 4.1: Operator content and form factor asymptotics of the SU(3)2-HSG model.
(4.112), but the corresponding explicit expressions turn out to be zero. In the last three
columns we present information concerning the asymptotic behaviour of each solution
and its corresponding conformal dimension in the UV-limit which will become clear in
the next section.
In summary, by taking the determinant of the matrix (4.78) as the ansatz for the
general building block of the form factors, we constructed systematically generic formulae
for all n-particle form factors possibly related to 12 different operators. In the next
section we will prove that if only one of the first 9 solutions is known we could have
obtained all the rest by means of the so-called momentum space cluster property (4.11).
4.7 Momentum space cluster properties
We shall now systematically investigate the cluster property (4.11) for the SU(3)2-HSG
model. Choosing w.l.g. the upper signs for the particle types in equation (4.57), we have
four different options to shift the rapidities
T ±λ1,κ≤lFO|l×+,m×−n = T ∓λκ+1<l,nFO|l×+,m×−n (4.113)
T ±λ1,κ>lFO|l×+,m×−n = T ∓λκ+1≥l,nFO|l×+,m×−n (4.114)
which a priori might all lead to different factorizations on the r.h.s. of Eq. (4.11).
The equality signs in the equations (4.113) and (4.114) are a simple consequence of the
relativistic invariance of form factors, i.e. we may shift all rapidities by the same amount,
for O being a scalar operator.
Considering now the ansatz (4.57) we may first carry out part of the analysis for the
terms which are operator independent. Noting that
T ±λ1,1 F++min(θ) = T ±λ1,1 F−−min(θ) ∼ e
(λ±θ)
2 and T ±λ1,1 F+−min(θ) ∼
{O(1)
e
(θ−λ)
2
, (4.115)
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we obtain for the choice of the upper signs for the particle types in the ansatz (4.57)
T ±λ1,κ≤l
∏
i<j
Fˆ µiµj (θij) ∼
∏
1≤i<j≤κ
Fˆ++(θij)
∏
κ<i<j≤l+m
Fˆ µiµj(θij)


σκ(x1,...,xκ)
κ−l
2 e
λκ(1−l)
2
σl−κ(xκ+1,...,xl)
κ
2
σκ(x1,...,xκ)
m−l+κ
2 e
λκ(l−m−1)
2
σn−κ(xκ+1,...,xn)
κ
2
T ±λn+1−κ<m,n
∏
i<j
Fˆ µiµj (θij) ∼
∏
1≤i<j≤n−κ
Fˆ µiµj (θij)
∏
n−κ<i<j≤n
Fˆ−−(θij)


σn−κ(x1,...,xn−κ)
κ
2 e
λκ(m−l−1)
2
σκ(xn+1−κ,...,xn)
l−m+κ
2
σm−κ(xl+1,...,xn−κ)
κ
2 e
λκ(1−m)
2
σκ(xn+1−κ,...,xn)
κ−m
2
.
The remaining cases can be obtained from the equalities (4.113) and (4.114). Turning
now to the behaviour of the function g as defined in (4.79) under these operations, we
observe with help of the asymptotic behaviour of the elementary symmetric polynomials
(A.7) and (A.8) reported in appendix A,
T ±λ1,κ≤l gµ¯,ν¯l,m = [e±λκσκ(x1, . . . , xκ)σl−κ(xκ+1, . . . , xl)]
l−m+µ¯
2 (σm)
ν¯−m
2 (4.116)
T ±λn+1−κ<m,ngµ¯,ν¯l,m = (σl)
l−m+µ¯
2 [e±λκσκ(xn+1−κ, . . . , xn)σm−κ(xl+1, . . . , xn−κ)]
ν¯−m
2 .(4.117)
In a similar fashion we compute the behaviour of the determinants
T λ1,2κ+ξ≤l detAµ,νl,m = eλt(2κ+ξ)(σ2κ+ξ)t((−1)tσˆ−ν )κ+ξ(1−µ) detA1−µ,νl−2κ−ξ,m(4.118)
T −λ1,2κ+ξ≤l detAµ,νl,m = (σˆ−2t+ν)κ+ξ detAµ,νl−2κ−ξ,m (4.119)
T λn+1−2κ−ξ<m,n detAµ,νl,m = eλs(2κ+ξ)(σ+µ )κ+ξ(1−ν)(σˆ2κ+ξ)s detAµ,1−νl,m−2κ−ξ (4.120)
T −λn+1−2κ−ξ<m,n detAµ,νl,m = ((−1)sσ+2s+µ)κ+ξ detAµ,νl,m−2κ−ξ . (4.121)
We have to distinguish here between the odd and even case, which is the reason for the
introduction of the integer ξ taking on the values 0 or 1. Collecting now all the factors,
we extract first the leading order behaviour in λ
T ±λ1,κ≤lF µ,ν2s+τ ,2t+τ ′ ∼ e−λκ(±ν+τ
′ (1∓1)
2 ) T ±λn+1−κ<m,nF µ,ν2s+τ ,2t+τ ′ ∼ e−λκ(±µ+τ
(1∓1)
2 ) .
(4.122)
Notice that, if we require that all possible actions of T ±λa,b should lead to finite expressions
on the r.h.s. of (4.11), we have to impose two further restrictions, namely τ ′ ≥ ν and
τ ≥ µ. These restrictions would also exclude the last two solutions from table 4.1. We
observe further that F 1,12,2 tends to zero under all possible shifts. Seeking now solutions
for the set µ, ν, τ , τ ′ of (4.122) which at least under some operations leads to finite results
and in all remaining cases tends to zero, we end up precisely with the first 9 solutions
in table 4.1.
Concentrating now in more detail on these latter cases which behave like O(1), we
find from the previous equations the following cluster properties
T λ1,2κ+ξ≤lF µ,02s+τ ,2t+τ ′ ∼ F 0,02κ+ξ,0F µ+ξ(1−2µ),02s+τ−2κ−ξ,2t+τ ′ (4.123)
T −λ1,2κ+ξ≤lF µ,ν2s+τ ,2t+ν ∼ F 0,02κ+ξ,0F µ,ν2s+τ−2κ−ξ,2t+ν (4.124)
T λn+1−2κ−ξ<m,nF 0,ν2s+τ ,2t+τ ′ ∼ F 0,ν+ξ(1−2ν)2s+τ ,2t+τ ′−2κ−ξF 0,00,2κ+ξ (4.125)
T −λn+1−2κ−ξ<m,nF µ,ν2s+µ,2t+τ ′ ∼ F µ,ν2s+µ,2t+τ ′−2κ−ξF 0,00,2κ+ξ . (4.126)
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We may now use (4.123)-(4.126) as a means of constructing new solutions, i.e. we can
start with one solution and use (4.123)-(4.126) in order to obtain new ones. Fig.4.3
demonstrates that when knowing just one of the first nine operators in table 4.1 it is
possible to (re)-construct all the others in this fashion.
Figure 4.3: Interrelation of various operators via clustering. In this figure we use the
abbreviations T1 ≡ T λ1,2κ+1≤l, T2 ≡ T −λ1,2κ+1≤l, T3 ≡ T λn−2κ<m,n, T4 ≡ T −λn−2κ<m,n. We also
drop the 2s and 2t in the subscripts of the O’s. The Ti on the links operate in both
directions.
4.7.1 The energy momentum tensor
As we observed from our previous discussion the solution F 1,12,2 is rather special. In fact
this solution is part of the expression (4.85), which was identified as the trace of the
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energy momentum tensor
QΘ|2s+2,2t+2 = is(2t+3)e−(t+1)σσ1σ¯1F
1,1
2s+2,2t+2 . (4.127)
The pre-factor σ1σ¯1 will, however, alter the cluster property. The leading order behaviour
reads now
T ±λ1,κ≤2sFΘ|2s,2t ∼ T ±λn+1−κ<2t,nFΘ|2s,2t ∼ eλ(1−κ/2) . (4.128)
We observe that still in most cases the shifted expressions tend to zero, unless κ = 1
for which it tends to infinity as a consequence of the introduction of the σ1σ¯1. There is
now also the interesting case κ = 2, for which the λ-dependence drops out completely.
Considering this case in more detail we find
T ±λ1,2 FΘ|2s,2t ∼ FΘ|2,0FΘ|2s−2,2t ×
{σ1(x2s+1,...,x2s+2t)
σ1(x3,...,x2s+2t)
σ¯1(x2s+1,...,x2s+2t)
σ¯1(x3,...,x2s+2t)
(4.129)
T ±λn+1−κ,nFΘ|2s,2t ∼ FΘ|2s,2t−2FΘ|0,2 ×
{ σ1(x1,...,x2s)
σ1(x1,...,x2s+2t−2)
σ¯1(x1,...,x2s)
σ¯1(x1,...,x2s+2t−2)
. (4.130)
Note that unless s = 1 in (4.129) or t = 1 in (4.130) the form factors do not “purely”
factorise into known form factors, but in all cases a parity breaking factor emerges.
We now turn to the cases κ = 2s or κ = 2t for which we derive
T ±λ1,2sFΘ|2s,2t ∼ T ±λn+1−2t,nFΘ|2s,2t ∼ eλ(2−t−s) . (4.131)
We observe that once again in most cases these expressions tend to zero. However,
we also encounter several situations in which the λ-dependence drops out altogether.
It may happen whenever t = 2, s = 0 or s = 2, t = 0, which simply expresses the
relativistic invariance of the form factor. The other interesting situation occurs for
t = 1, s = 1. Choosing temporarily (in general we assume m− = m+) H
Θ|0,2
2 = 2πm
2
− ,
m = m− = m+e
2G/π, we derive in this case
T λ1,2FΘ|2,24 =
F
Θ|2,0
2 F
Θ|0,2
2
2πm2
. (4.132)
In general when shifting the first 2s or last 2t rapidities we find the following factorization
T ±λ1,2sFΘ|2s,2t ∼ T ±λn+1−2t,nFΘ|2s,2t ∼ FΘ|2s,0FΘ|0,2t . (4.133)
This equation holds true when keeping in mind that the r.h.s. of this equation vanishes
once it involves a form factor with more than two particles. Note that only in these two
cases the form factors factorise “purely” into two form factors without the additional
parity breaking factors as in (4.129) and (4.130).
4.8 Computing the Virasoro central charge
Having computed all form factors of the energy momentum tensor (see section 4.5.1),
we are in the position to evaluate explicitly (4.34). We can now collect all the factors
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entering in the form factors F
Θ|µ1···µn
n , namely the constants given by (4.76) the Q’s
presented in (4.85) and the part coming from the minimal form factors, as presented
in the general ansatz (4.57). The 2-particle contribution is given by (4.82) and for the
4-particle form factor we obtain,
F
Θ|++−−
4 =
−πm2(2 +∑i<j cosh(θij))
2 cosh(θ12/2) cosh(θ34/2)
∏
i<j
F˜
µiµj
min (θij). (4.134)
Notice that the σ-dependence is “hidden” in the minimal form factors (4.63). All the
explicit expressions of the 6-particle form factors of the energy momentum tensor for
σ = 0 can be found in appendix B. The results obtained for the central charge are,
∆c(2) = 1, ∆c(4) = 1.197..., ∆c(6) = 1.199 . . . , for σ <∞, (4.135)
where in the notation ∆c(n), the superscript n indicates the upper limit in (4.34) namely,
when carrying out the sum (4.34), contributions until the n-particle form factor have been
taken into account. Thus, the expected value of c = 6/5 = 1.2 is well reproduced. Apart
from the 2-particle contribution ∆c(2), in which case the calculation can be performed
analytically
∆c(2) =
3
2
∞∫
−∞
dθ
|F++mim(2θ)|2
(cosh θ)4
=
3
2
∞∫
−∞
dθ
(
tanh θ
cosh θ
)2
= 1, (4.136)
the integrals in (4.34) have been computed directly via a brute force Monte Carlo inte-
gration. Typical standard deviations we achieve correspond to the order of the last digit
we quote. Taking into account that, in the limit σ → ∞ the only non-vanishing form
factors of the energy momentum tensor are F
Θ|±±
2 (see section 4.5.1), we obtain for the
central charge
lim
σ→∞
∆c = 1, (4.137)
as we expected, since according to (4.56), in the limit σ →∞ we are left with a system
of two non-interacting free fermions.
In short, the main outcome of this section is that the calculation of the ultraviolet
Virasoro central charge associated to the SU(3)2-HSG model in the context of the form
factor analysis by means of Zamolodchikov’s c-theorem (4.34) provides a result which
is in complete agreement with the S-matrix proposal [51] and with the physical picture
obtained in chapter 3 through a TBA-analysis. However, we shall confirm in the next
section that a form factor study can provide more information about the underlying
CFT apart from its Virasoro central charge. In particular, we might be able to identify
the ultraviolet conformal dimensions of those local operators for which at least the first
non-vanishing form factors are known. Conversely, in the context of the TBA it remains,
an open question how to identify the operator content. As we showed in chapter 3, it
is sometimes possible to determine at least the dimension of the perturbing operator,
despite the fact that the reason is unclear, by investigating periodicities in the so-called
Y -systems [139], but no information about other local operators is available.
4.9. Identifying the operator content 157
4.9 Identifying the operator content
Having solved Watson’s and the residue equations one has still little information about
the precise nature of the operator corresponding to a particular solution. There exist,
however, various non-perturbative (in the standard coupling constant sense) arguments
which provide this additional information and which we now wish to exploit for the model
at hand. Basically, all these arguments rely on the assumption that the superselection
sectors of the underlying conformal field theory remain separated after a mass scale has
been introduced. We will therefore first have a brief look at the operator content of the
Gk/U(1)
ℓ-WZNW coset models and attempt thereafter to match them with the solutions
of the form factor consistency equations. For these theories the different conformal
dimensions in the model can be parameterised by two quantities [59, 61]: a highest
dominant weight Λ of level smaller or equal to k and its corresponding lower weights λ
∆(Λ, λ) =
(Λ · (Λ + 2ρ))
2(k + h)
− (λ · λ)
2k
. (4.138)
The lower weight λ, may be constructed in the usual fashion (see e.g. [180]): Consider
a complete weight string λ + nα, . . . , λ, . . . , λ−mα, that is all the weights obtained by
successive additions (subtractions) of a root α from the weight λ, such that λ+(n+1)α
(λ− (m+1)α) is not a weight anymore. It is then a well known fact that the difference
between the two integers m,n is m−n = λ ·α for simply laced Lie algebras. This means
starting with the highest weight Λ, we can work our way downwards by deciding after
each subtraction of a simple root αi whether the new vector, say χ, is a weight or not
from the criterion mi = ni + χ · αi > 0. With the procedure just outlined we obtain all
possible weights of the theory
In (4.138) h is the Coxeter number of G and ρ is the Weyl vector which is defined as
(see for instance [101])
ρ =
1
2
∑
α>0
α =
ℓ∑
i=1
λi, (4.139)
i.e. half the sum over the positive roots or, equivalently, the sum over all fundamental
weights, λi. Denoting the highest root of G by ψ, the conformal dimension related to
the adjoint representation ∆(ψ, 0) is of special interest since it corresponds to the one
of the perturbing operator which leads to the massive HSG-models. Taking the square
length of ψ to be 2 and recalling the well known fact that the height of ψ, that is ht(ψ),
is the Coxeter number minus one, such that (ψ · ρ) = ht(ψ) = h − 1, it follows that
O∆(ψ,0)is an operator with conformal dimension ∆(ψ, 0) = h/(k + h), which is precisely
the expression of the conformal dimension of the perturbing field [49]. Remarkably, the
latter conformal dimension is obtained for a single combination of weights (Λ, λ). Notice
that, with the procedure described in the above paragraph it may happen that a weight
corresponds to more than one linearly independent weight vector, such that the weight
space may be more than one-dimensional. However, we will not take the multiplicities of
the λ-states into account in this case and leave a more detailed study of this issue for the
next chapter (see section 5.5). For SU(3)2 the expression (4.138) is easily computed and
since we could not find the explicit values in the literature we report them for reference
in table 4.2.
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λ\Λ λ1 λ2 λ1 + λ2 2λ1 2λ2
Λ 1/10 1/10 1/10 0 0
Λ− α1 1/10 ∗ 1/10 1/2 ∗
Λ− α2 ∗ 1/10 1/10 ∗ 1/2
Λ− α1 − α2 1/10 1/10 3/5 1/2 1/2
Λ− 2α1 ∗ ∗ ∗ 0 ∗
Λ− 2α2 ∗ ∗ ∗ ∗ 0
Λ− 2α1 − α2 ∗ ∗ 1/10 1/2 ∗
Λ− α1 − 2α2 ∗ ∗ 1/10 ∗ 1/2
Λ− 2α1 − 2α2 ∗ ∗ 1/10 0 0
Table 4.2: Conformal dimensions for O∆(Λ,λ) in the SU(3)2/U(1)2-coset model. The ‘ * ’
indicate those cases for which the corresponding weight λi does not arise as lower weight
of Λ.
Turning now to the massive theory and once the spinless character of the operators (4.8)
has been taken into account via (4.60), a crude constraint which gives a first glimpse at
possible solutions to the form factor consistency equations based on their asymptotics is
provided by the bound [161], which we presented at the beginning of this chapter ( 4.9)
and referred to also as property 6 of the form factors.
It is useful to introduce at this point some new notation in addition to the useful
abbreviation (4.10) we have extensively used in preceding sections. In the same spirit,
we will use now the notation [ ]± when we take the limit in the variable xi related to
the particle species µi = “ ± ”, respectively. For the different solutions we constructed,
we reported the asymptotic behaviours in table 4.1. Notice that, assuming each of the
12 admissible solutions presented in table 4.1 has a counterpart in the underlying con-
formal field theory whose conformal dimension is contained in table 4.2, the asymptotic
behaviours presented also in table 4.1 are always compatible with the bound (4.9), ir-
respectively of which of the conformal dimensions in 4.2 is the one associated to the
operator at hand.
Being in a position in which we already anticipate the conformal dimensions in
table 4.2, the bound (4.9) will severely restrict the possible inclusion of factors like
σ1, σ¯1, σ
−
1 , σ
+
1 and therefore the amount of different solutions to the recursive equations
(4.72). Recall that it was stated in section 4.5 that factors of the type above mentioned
may always be added to any of our solutions of table 4.1, since they trivially satisfy the
consistency equations.
4.9.1 ∆-sum rules
We may now turn to the identification of the operator content of the SU(3)2-HSG
model by exploiting the second of the techniques anticipated in subsection 4.1.6: the
∆-sum rule provided in [27]. Since in our model the n-particle form factors related to
the energy momentum tensor are only non-vanishing for even particle numbers, we might
only use the ∆-sum rule (4.37) [27] for the operators O0,00,0, O0,10,2, O1,02,0 and O1,12,2, where
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the latter operator is plagued by one of the problems stated in subsection 4.1.6 namely,
its lowest non-vanishing form factor is not the vacuum expectation value.
We will now compute the sum rule for the operators O0,00,0, O0,10,2, O1,02,0 up to the 6-
particle contribution. The explicit expressions or the corresponding form factors, until
the 8-particle contribution have been collected in appendix B. We commence with the
two particle contribution which is always evaluated effortlessly. Noting that, as we saw
in section 4.5.1 the 2-particle form factor is given by (4.82) and the fact that ∆Oir is zero
in a purely massive model, the two particle contribution acquires the particular simple
form
(∆O)(2) =
i
4π 〈O〉
∞∫
−∞
dθ
tanh θ
cosh θ
(
F
O|++
2 (2θ)
)∗
. (4.140)
Using now the explicit expressions for the two-particle form factors (B.4), we immediately
find
(∆O
0,0
0,0 )(2) = (∆O
0,1
0,2 )(2) = (∆O
1,0
2,0 )(2) = 1/8 . (4.141)
Recall that, in the limit σ → ∞ performed in section 4.5.1 we obtained two copies of
the thermally perturbed Ising model for which the 2-particle form factor (4.82) is the
only non-vanishing one related to the energy momentum tensor. Hence, in this limit, the
sum over all particle types in (4.38) will receive only contributions from terms involving
particles of the same type or, in other words, only the 2-particle contribution will occur.
Consequently there will be two equal contributions, namely 1/16 from F
O|++
2 and 1/16
from F
O|−−
2 , such that the operator O0,00,0 plays the role of the disorder operator, as we
expected.
To distinguish the operators O0,00,0, O0,10,2, O1,02,0 from each other we have to proceed to
higher particle contributions. At present there exist no analytical arguments for this
and we therefore resort to a brute force numerical computation.
Denoting by (∆O)(n) the contribution up to the n-th particle form factor, our numerical
Monte Carlo integration yields
(∆O
0,0
0,0 )(4) = 0.0987 (∆O
0,0
0,0)(6) = 0.1004, (4.142)
(∆O
0,1
0,2 )(4) = 0.0880 (∆O
0,1
0,2)(6) = 0.0895, (4.143)
(∆O
1,0
2,0 )(4) = 0.0880 (∆O
1,0
2,0)(6) = 0.0895 . (4.144)
We shall be content with the precision reached at this point, but we will have a look at
the overall sign of the next contribution. From the explicit expressions of the 8-particle
form factors we see that for O0,00,0 the next contribution will reduce the value for ∆. For
the other two operators we have several contributions with different signs, such that the
overall value is not clear a priory. In this light, we conclude that the operators O0,00,0,
O0,10,2, O1,02,0 all possess conformal dimension 1/10 in the UV-limit. Unfortunately, the
values for the latter two operators do not allow such a clear-cut deduction as for the first
one. Nonetheless, we base our statement on the knowledge of the operator content of
the conformal field theory and confirm them also by elaborating directly on (4.36) and
(4.23).
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Figure 4.4: (a) Rescaled correlation function G0,00,0(r) :=
〈O0,00,0(r)O0,00,0(0)〉 /〈O0,00,0〉2
summed up to the eight particle contribution as a function of r. (b) Rescaled correlation
function (GΘˆ)
(8)(r) :=
〈
Θˆ(r)Θˆ(0)
〉
summed up to the eight particle contribution as a
function of r.
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4.9.2 ∆ from correlation functions
In the light of the results of the previous section, it is clear we can not use the ∆-sum
rule for a large class of operators of our model. Therefore we may resort to the study
of the UV-behaviour of the two-point functions (4.36), as explained in subsection 4.1.6.
We start by not assuming anything about the conformal dimension of the operator O
and multiply its two-point correlation function (4.23) by rp with p being some arbitrary
power. Once this combination behaves as a constant in the vicinity of r = 0 we take this
value as the first non-vanishing three-point coupling divided by the vacuum expectation
value of O and p/4 as its conformal dimension. This means even without knowing the
vacuum expectation value we have a rationale to fix p, but we can not determine the
first term in (4.35 ). Figure 4.4 (a) exhibits this analysis for the operator O0,00,0 up to the
8-particle contribution and we conclude from there that its conformal dimension is 1/10.
The result of the same type of analysis for the energy momentum tensor is depicted
in figure 4.4 (b), from which we deduce the conformal dimension 3/5. Recalling that the
energy momentum tensor is proportional to the dimension of the perturbing field [163]
this is precisely what we expected to find.
Furthermore, we observe that the relevant interval for r differs by two orders of
magnitude, which by taking the upper bound for the validity of (4.36) into account
should amount to C 1
10
1
10
0C 3
5
3
5
1
10
/(C 3
5
3
5
0C 1
10
1
10
1
10
) ∼ O(10−2). Since to our knowledge these
quantities have not been computed from the conformal side, this inequality can not be
double checked at this stage.
In figure 4.5 we also exhibit the individual n-particle contributions to the energy
momentum tensor correlation function. Excluding the two particle contribution, these
data also confirm the proportionality of the n-th term to (log(r))n. It is also interesting
to notice that for small r the 4-, and 6-particle contributions are higher than the 2-
particle one which confirms the need of adding more and more terms in this region and
the convenience of a more rigorous investigation of the convergence of the series (4.23).
We have carried out similar analysis for the other solutions we have constructed
and report our findings in table 4.1. We observe that the combination of the vacuum
expectation value times the three-point coupling for these operators differ, which is the
prerequisite for unraveling the degeneracy.
4.10 RG-flow with unstable particles
Renormalisation group methods have been developed originally [181] to carry out
qualitative analysis of regions of quantum field theories which are not accessible by
perturbation theory in the coupling constant. Having computed in section 4.1.5 the
ultraviolet Virasoro central charge associated to the SU(3)2-HSG model and confirmed
its consistence with the result achievable in the thermodynamic Bethe ansatz context
(see section 3.3.2), we wish now to confirm and refine the physical picture emerging from
the TBA-analysis by means of the former methods.
Recall that, in the TBA-context, the relative mass scales between the unstable and
stable particles and the stable particles themselves were investigated by computing the
finite size scaling function c(r, σ). For this function a “staircase” behaviour (see figure
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Figure 4.5: Rescaled individual n-particle contribution g(n)(r) to the correlation function
of Θˆ as a function of r.
3.3) was observed. Such behaviour allowed a very interesting physical picture which we
summarise now:
i) In the UV-limit, when the temperature is very high all the particles of the model
(for σ finite) have masses much lower than the present energy scale and therefore all of
them contribute to the total effective central charge reproducing the expected value 6/5.
ii) As soon as the scaling parameter r becomes higher or, in other words, the tem-
perature is lower we may reach an energy scale much lower than the mass of the unstable
particle so that it can not be formed anymore. Hence, we are left with two non-interacting
stable particles which give a contribution of 1/2 each to the scaling function. Being the
mass of the unstable particle determined by the value of the resonance parameter σ as
explained in subsection 3.3.2 of chapter 3, such a “decoupling” will take place at different
energy scales for different values of σ.
iii) If the masses of these two stable particles are taken to be very different, eventually
an energy scale for which only one of these particles can be produced may be reached
and the corresponding scaling function flows to the value 1/2.
iv)Finally, in the infrared limit the scaling function tends to zero for purely massive
QFT’s.
It is interesting to notice that the former physical picture required in the TBA-
analysis the introduction of a parameter r′ = r
2
eσ/2 familiar from the discussion of
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the massless scattering [126]. This parameter which had only a formal meaning in
the TBA-context arises naturally in the renormalisation group context, supporting the
interpretation of this sort of flows as massless flows.
Recall that, for the SU(3)2-HSG model the resonance pole θR = ∓σ − iπ/2 has an
imaginary part σ¯ = π/2 so that, for arbitrary resonance parameter σ one can deduce
from (4.43), (4.44) that the condition Mu˜ ≫ Γu˜ is not fulfilled. However, as indicated in
section 2.3, this condition only helps for a clearer identification of the mass parameter.
For the HSG-models this condition starts to hold when the level is large, which indicates
that Mu˜ ≫ Γu˜ just in the semi-classical regime [50, 51]. However, since we are not
considering here the semi-classical regime, the interpretation of the flows observed as
the trace of the presence of unstable particles in the model is not contradictory with the
fact that the mentioned inequality does not hold for the model at hand.
Let us now analyse (4.50), (4.51) and (4.46) for the SU(3)2-HSG model. As usual,
we carry out the integrals by means of a Monte Carlo computation. For c(r0) we take
contributions up to the 4-particle form factor into account, namely the form factors
(4.82) and (4.134), and display our results in figure 4.6.
Figure 4.6: Renormalisation group flow for the Virasoro central charge c(r0) for various
values of the resonance parameter σ.
Following the renormalisation group flow from the ultraviolet to the infrared, figure
4.6 illustrates the flow from the SU(3)2/U(1)
2- to the SU(2)2/U(1)⊗SU(2)2/U(1)-coset,
or in other words, from the values c = 6/5 to the value c = 1/2 + 1/2 = 1, when the
unstable particle becomes massive. This confirms qualitatively the previous observation
of the TBA analysis which we recalled at the beginning of this section and admits an
entirely analogue physical explanation. Consequently, figures 4.6 and 3.3 are hardly
distinguishable, despite the fact that both functions are different.
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Although for the SU(3)2-HSG model it is not possible to evaluate analytically either
the finite size scaling function nor the Zamolodchikov c-function, one can realise that
these two functions are different by direct comparison of figures 4.6 and 3.3. However,
one could think this direct comparison is not quite reliable in our case since, for example,
when evaluating (4.50) we are only taking terms up to the 4-particle contribution. In
order to convince oneself that these two functions are indeed different one can look at a
simpler model like the free fermion, for which both the finite size scaling function [116]
and the c-function [27] have been obtained analytically and admit expressions in terms
of Bessel functions. These analytical expressions, found in [116] and [27] respectively,
show that the finite size scaling function and c-function are clearly different.
As we said, we also wish to analyse (4.46) for the SU(3)2-HSG model in order to
give a physical interpretation to our numerical results depicted in Fig. 4.6. Taking the
mass scales of the stable particles to be the same, i.e. m+ = m− = m we want to
compute now, for different choices of the resonance parameter σ, the values of the RG-
parameter, tu, at which the unstable particle becomes effectively massive (see paragraph
before Eq. (4.49)). As we can see in Fig. 4.6, the flow between the two cosets is smooth
and takes place over some range of t0. For this reason we have to select one particular
point tu in the mentioned range. As already indicated in general in subsection 4.1.7, it
is convenient to identify tu as the point at which c(t0) is half the difference between the
two coset values of c. Indeed we find
(tu, σ) ≈ (−30.8, 30), (−20.8, 20), (−10.8, 10). (4.145)
It is clear from Fig. 4.6 that, since the overall shape of the curves between two values
of c is identical for different values of σ, any other value in the interval would lead to
the same results in comparative considerations. Analogously to situation encountered
for the stable particles, for the unstable particles the RG-flow is indeed achieved by
Mc˜ → ruMc˜, where tu = 2 ln ru, Mc˜ is the mass of the unstable particle given by Eq.
(4.46) and the combinationMc˜(tu, σ) := ruMc˜ must be interpreted as the ‘effective’ mass
of the unstable particle with respect to the RG-group energy scale.
Actually, according to Eq. (4.46), and taking into account that, the values of tu given
in (4.145) should be determined by the condition,
Mu(tu, σ) = ruMc˜ ≈ m⇒ 1√
2
e(|σ|+tu)/2 ≈ 1, (4.146)
which just expresses the outlined assertion that the unstable particle starts ‘contributing’
to the value of the c-function or equivalently, can be excited, when its associated mass
Mc˜ is of orderm/ru, that is, the energy scale fixed by the RG-parameter. The outcome of
the evaluation of (4.146) for the values (4.145) is however 0.47 instead of 1. Nonetheless,
the latter result should not be taken too literally since the point tu is only chosen because
it can be easily fixed.
For the evaluation of the scaled conformal dimension (4.51) we proceed similarly.
For the solutions corresponding to the operators O0,00,0, O0,10,2 and O1,02,0, whose conformal
dimension in the UV-limit was identified in section 4.9.1 to be 1/10, we take up to the
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Figure 4.7: Renormalisation group flow for the conformal dimension ∆(r0) of the oper-
ator O0,00,0 for various values of the resonance parameter σ.
6-particle form factors into account (see appendix B for their explicit expressions). For
the former two operators our results are presented in figures 4.7 and 4.8.
We observe that the conformal dimension of the operator O0,00,0 flows to the value 1/8,
which is twice the conformal dimension of the disorder operator µ in the Ising model.
The factor 2 is expected from the mentioned coset structure, i.e. we find two copies of
SU(2)2/U(1). The nature of the operator is also anticipated, since by construction the
form factors F
O0,00,0
n of the SU(3)2-HSG model coincide precisely with F
µ
n of the thermally
perturbed Ising model when the number of particles of type “+ ” or “ - ” is zero. It is
also clear that we could alternatively obtain (4.145) from the analysis of ∆(r0).
Despite the fact that the explicit expressions for the form factors of O0,10,2 and O1,02,0
differ (see appendix B) the values of ∆(r0) are hardly distinguishable and we therefore
omit the plots for the latter case. We also note the previously observed fact, that the
higher particle contributions for the latter operators are more important than for O0,00,0,
which explains the fact that the starting point at the ultraviolet fixed point is not quite
0.1 but 0.0880 as observed in (4.144). The operators also flow to the value 1/8, such
that the degeneracy of the SU(3)2-HSG model disappears surjectively when the unstable
particle becomes massive.
In conclusion, the RG-flow of Zamolodchikov’s c-function and of the conformal di-
mensions of various operators, allows a clear physical interpretation which is in complete
agreement with the interpretation of the “staircase” pattern observed for the scaling
function computed in the TBA.
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Figure 4.8: Renormalisation group flow for the conformal dimension ∆(r0) of the oper-
ator O0,10,2 for various values of the resonance parameter σ.
4.11 Summary of results and open problems
Concerning the main objective we addressed in this chapter, we draw the overall con-
clusion that the outcome of the form factor analysis for the SU(3)2-HSG model confirms
the physical picture obtained by means of the thermodynamic Bethe ansatz in chapter
3. The Virasoro central charge of the underlying CFT (c = 6/5) has been obtained
by means of Zamolodchikov’s c-theorem [24] and qualitatively the same “staircase” be-
haviour [108] observed for the finite size scaling function (3.35) as a function of the energy
scale in chapter 3 has been found for the renormalisation group flow of Zamolodchikov’s
c-function as a function of the renormalisation group parameter r0. In this context, the
variable me|σ|/2, originally introduced in [126] to describe the massless scattering, arises
naturally through formula (4.46), which supports the idea, also present in the TBA-
context, that the sort of flows observed, related to the presence of unstable particles in
the spectrum, can be understood as massless flows.
In addition to the TBA-results, our form factor analysis allowed for the identification
of, at least an important part of the operator content of the SU(3)2-HSG model via the
calculation of the corresponding ultraviolet conformal dimension of those operators for
which all the n-particle form factors had been previously computed. In particular, the
conformal dimension of the perturbing operator (∆ = 3/5) was obtained by studying the
ultraviolet behaviour of the two-point function of the energy momentum tensor. In this
light, it can be stated that solutions of the form factor consistency equations can be iden-
tified with operators in the underlying ultraviolet conformal field theory. In this sense
one can give meaning to the operator content of the integrable massive model. Being
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the mentioned identification uniquely based on the values of the ultraviolet conformal
dimensions there is the problem that once the conformal field theory is degenerate in
this quantity, as it is the case for the model we investigated, the identification can not
be carried out in a one-to-one fashion and therefore the procedure has to be refined. In
principle this would be possible by including the knowledge of the three-point coupling
of the conformal field theory and the vacuum expectation value into the analysis. The
former quantities are in principle accessible by working out explicitly the conformal fu-
sion structure, whereas the computation of the latter still remains an open challenge.
In fact what one would like to achieve ultimately is the identification of the conformal
fusion structure within the massive models. Considering the total number of operators
present in the conformal field theory (see table 4.2), one still expects to find additional
solutions, in particular the identification of the fields possessing conformal dimension
1/2 is an outstanding problem.
With respect to the explicit calculation of conformal dimensions, technically we have
confirmed that the sum rule (4.37) is clearly superior to the direct analysis of the cor-
relation functions. However, it has also the inconvenient that in theories with internal
symmetries, as the one at hand, it only applies for certain operators. It would therefore
be highly desirable to develop arguments which also apply for theories with internal
symmetries and possibly to resolve the mentioned degeneracies in the conformal dimen-
sions.
As mentioned in several occasions throughout this chapter, the question of how to
identify the operator content of a massive integrable quantum field theory is left unan-
swered in the TBA-context, apart from the identification of the conformal dimension
of the perturbing field, sometimes related to the periodicity of the so-called Y -systems
[139]. From that point of view, one can say that the form factor program provides more
information about the underlying CFT than the TBA and therefore a more rigorous
check of the S-matrix proposal [51]. In addition, our analysis contributes to the further
development of the QFT associated to the HSG-models.
At the mathematical level, a closed formula (4.80) for all n-particle form factors as-
sociated to a large class of operators has been found. This formula is given in terms
of building blocks which can be expressed both as determinants whose entries are ele-
mentary symmetric polynomials (4.78) or by means of an integral representation (4.81).
However, it remains an open question, whether the general solution procedure presented
in section 4.4 can be generalised to the degree that determinants of the type (4.78) will
serve as generic building blocks of form factors. It remains also for us to be understood
how an integral representation of the type (4.81) might be used in practise, for instance,
to formulate rigorous proofs of the type presented in section 4.6. In general, it would
be very interesting to exploit this integral representation for the same purposes we have
used the determinant formula (4.78) namely, providing general proofs or analysing the
cluster property. Another interesting open problem is to find out the precise relationship
between this integral representation, which involves contour integral in the x = eθ-plane,
and the integral representation used for instance in [155] which involved contour integrals
in the θ-plane.
168 Chapter 4. Form Factors of the Homogeneous sine-Gordon models.
It would be also desirable to put further constraints on the solutions to the form factor
consistency equations by means of other arguments, that is exploiting the symmetries of
the model, formulating quantum equations of motion, possibly performing perturbation
theory etc...
Concerning the momentum space cluster property, our analysis also provides re-
markable results. It has been proven in section 4.7 that it does not only constrain the
solutions to the form factor consistency equations but also serves as a construction prin-
ciple to obtain new solutions. In particular, for the operators itemized in table 4.1 we
have verified that starting with the solutions for any of the first 9 operators one could
re-construct all the others, obtained initially by solving the recursive equations (4.72).
Clearly, it would be very interesting to develop arguments which allowed us to reach a
level of understanding of this property similar to the one we have for the rest of the form
factor consistency equations [22, 153, 152, 154, 155].
Regarding the RG-analysis carried out in section 4.10, we have recovered the TBA-
picture extracted from the computation of the finite size scaling function. We find that
the c-function defined by means of Zamolodchikov’s c-theorem encodes the same phys-
ical information than the scaling function or Casimir energy computed in the TBA.
Therefore, it would be extremely desirable to elaborate on the precise relationship be-
tween these two functions which providing the same physical information are however
different. Being the finite size scaling function and Zamolodchikov’s c-function defined
in such, at first sight, disconnected contexts, the nature of such relationship is not clear
a priori. Also the relation to the intriguing proposal in [182] of a renormalisation group
flow between Virasoro characters remains unclarified. It is also relevant the fact that,
although in the “excited” TBA-framework [25, 26] the conformal dimensions of certain
fields of the underlying CFT different from the perturbing field can be identified, the
analogue of ∆(r0) still needs to be found in the TBA as well as in the context of [182].
To finish this chapter, it is worth emphasising that, apart from providing a double-
check of the results of our TBA-analysis, the form factor program developed for the
SU(3)2-HSG model has also contributed to the general understanding of the form fac-
tor program itself in various aspects like, for instance, the finding of general solutions
to recursive problems of the type (4.72), the identification of the operator content of
a 1+1-dimensional massive integrable QFT or, the understanding of the momentum
space cluster property (4.11) as a construction principle of new solutions to the form
factor consistency equations. Concerning the physical picture presented for the SU(3)2-
homogeneous sine-Gordon model in [49, 50, 51], one can surely claim that it rests now
on quite firm ground and it is now a challenge to extend the results of this chapter, to
higher rank Lie groups. As a first step in this direction, a generalisation of the form fac-
tor construction and the renormalisation group analysis for all the SU(N)2-HSG models
shall be presented in the next chapter.
Chapter 5
Generalizing the form factor
program to the SU(N )2-HSG models.
For most integrable quantum field theories in 1+1 space-time dimensions it remains
an open challenge to complete the entire bootstrap program, i.e. to compute the exact
on-shell S-matrix, closed formulae for the n-particle form factors, identify the entire
local operator content and in particular thereafter to compute the related correlation
functions. In the previous chapter we investigated a particular model, the SU(3)2/U(1)
2-
homogeneous Sine-Gordon model [48, 49, 50, 63, 90] (HSG), for which this task was
completed to a large extend. In particular, general formulae for the n-particle form
factors related to a large class of local operators were provided. In order to understand
the generic group theoretical structure of the n-particle form factor expressions and to
provide further consistency checks of the S-matrix proposal [51] it is highly desirable to
extend our analysis to higher rank Lie algebras as well as to higher level.
The extension of the form factor program to higher level is not straightforward since
once k > 2, stable bound states might be formed (see [51]). As a consequence, the
corresponding form factors possess not only kinematical simple poles but also bound state
poles, as indicates the so-called “bound state residue equation” [167] (see also section
4.1 of the previous chapter) and therefore, the mentioned equation has to be solved in
addition to all the other form factor consistency equations [22, 153, 152, 154, 155]. As
we have seen, the bound state residue equation establishes a recursive structure between
the (n+1)- and n-particle form factor which we should solve in addition to the familiar
recursive equations relating the (n+ 2)- and n-particle form factor, whose solution was
already very intricate. On this light, we expect the form factor program to become
much more complicated for models where stable bound states are present. Some of the
simplest examples of models containing stable bound states are the Yang-Lee model
[152] and the Bullough-Dodd model [183]. The spectrum of the latter model contains a
single particle state, say A, which can be formed as bound state of itself in a scattering
process of the type A × A → A → A × A. A closed formula for all n-particle form
factors of the elementary field of the Bullough-Dodd model, and for particular values of
the effective coupling constant was found in [158].
Consequently, we shall start the generalisation of the analysis performed for the
SU(3)2-HSG model by increasing the rank of the Lie algebra, that is, we intend to
169
170 Chapter 5. Generalizing the form factor program to the SU(N)2-HSG models.
investigate the SU(N)2-HSG models within the form factor context.
The results presented in this chapter might be found in [74]. Our analysis is organised
as follows:
In section 5.1 we report the main characteristics of the SU(N)2-HSG model. In par-
ticular the basic data characterising the corresponding underlying CFT, the scattering
matrix and the stable and unstable particle content. Thereafter, in section 5.2 we start
the form factor construction in the usual way, by providing a general ansatz for the form
factor solutions. We derive the corresponding recursive equations and determine the
minimal form factors. In section 5.3 we systematically construct all n-particle solutions
to the form factor consistency equations. These solutions correspond to a large class of
local operators, although they do not fulfill the entire operator content of the model. It
turns out that these solutions involve the same sort of building blocks i.e, determinants
whose entries are elementary symmetric polynomials, which we found in chapter 4. It is
also possible to formulate a general proof for the SU(N)2-solutions along the same lines
pointed out in section 4.6. In section 5.4 we investigate the RG-flow of Zamolodchikov’s
c-function [24], reproducing the physical picture expected for the HSG-models, namely
the decoupling of the theory into two non-interacting systems whenever one of the res-
onance parameters becomes much larger than the energy scale considered. The same
decoupling is also observed for the corresponding Virasoro central charge of the under-
lying CFT in the deep UV-limit. In section 5.5 we report the operator content in terms
of primary fields of the underlying CFT of the SU(4)2-HSG model. We also compute
the conformal dimension of some operators present in any SU(N)2/U(1)
N−1-WZNW
coset theory as, for instance, the perturbing operator. In both cases we make use of
the general formula derived in [59] for the conformal dimensions of primary fields of the
Gk-parafermion theories. In subsection 5.5.1 we investigate the RG-flow of the conformal
dimension of a certain local operator by means of the ∆-sum rule [27] and identify its
ultraviolet central charge in the limit when the renormalisation group parameter r0 → 0.
In subsection 5.5.2 we identify the conformal dimension of the perturbing operator in the
SU(4)2- and SU(5)2-cases by investigating the UV-behaviour of the two-point function
of the trace of the energy momentum tensor Θ. Finally we report our main conclusions
and point out some open questions in section 5.6.
5.1 The SU(N)2-homogeneous sine-Gordon models.
The particularisation of the results presented in chapter 2 for the generality of the
HSG models allows for viewing the SU(N)2-HSG model as the perturbation of a gauged
WZNW-coset SU(N)2/U(1)
N−1 whose associated Virasoro central charge is given by
cSU(N)2/U(1)N−1 =
N(N − 1)
(N + 2)
, (5.1)
by means of an operator of conformal dimension
∆ =
N
(N + 2)
. (5.2)
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The theory possesses already a fairly rich particle content, namely N −1 asymptotically
stable particles characterised by their mass scalesmi, i = 1, · · · , N−1 and N−2 unstable
particles whose energy scale is characterised by the resonance parameters σij = −σji,
i, j = 1, · · · , N − 1. As found in [50, 51], the stable particles can be related in a one-to-
one fashion to the vertices of the SU(N)-Dynkin diagram and one can associate to the
link between vertex i and j the N − 2 linearly independent resonance parameters σij.
The physical picture provided in [48, 49, 50] and [51] for the homogeneous sine-
Gordon models and checked in chapters 3 and 4 for the SU(3)2-HSG model indicates
that, once an unstable particle becomes extremely heavy the original coset decouples
into a direct product of two cosets different from the original one in the following way
lim
σi,i+1→∞
SU(N)2/U(1)
N−1 ≡ SU(i+ 1)2/U(1)i ⊗ SU(N − i)2/U(1)N−i−1 . (5.3)
The latter equation means that, when investigating the renormalisation group flow
of Zamolodchikov’s c-function, in a similar fashion we did for the SU(3)2-HSG model,
we expect to observe starting in the ultraviolet limit, a flow between the value (5.1) of
the Virasoro central charge and the value obtained from the sum of the Virasoro central
charges associated to the cosets arising on the r.h.s. of Eq. (5.3). Equivalently, when
studying the RG-flow of the conformal dimension of any local operator of the SU(N)2-
HSG model computed by means of the ∆-sum rule [27], we expect to identify the flow
between the operator contents of the HSG models constructed as perturbations of the
WZNW-cosets arising on the l.h.s. and r.h.s. of Eq. (5.3).
In other words, we may summarize the flow along the renormalisation group trajec-
tory with increasing RG-parameter r0 to cutting the related Dynkin diagrams at decreas-
ing values of the σ’s. For instance taking σi,i+1 to be the largest resonance parameter at
some energy scale the following cut takes place:
✉
α1
✉
α2
σ12
. . .
σi,i+1
✉
αi
✉
⇓
αi+1
. . . ✉
σN−2,N−1
✉
αN−1αN−2
✉
α1
✉
α2
. . . ✉
αi
✉
α1
. . . ✉ ✉
αN−i−1
Resorting to the usual expressions for the coset central charge [102] of the WZNW-
cosets (5.3), the decoupled system has the central charge
lim
σi,i+1→∞
cSU(N)2/U(1)N−1 = cSU(i+1)2/U(1)i⊗SU(N−i)2/U(1)N−i−1 =
cSU(i+1)2/U(1)i + cSU(N−i)2/U(1)N−i−1 = N − 5 +
6(N + 5)
(N + 2− i)(3 + i) . (5.4)
As an input necessary for the computation of form factors and correlation functions
thereafter we must introduce now the exact scattering matrix proposed in [51] to describe
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the scattering theory of the SU(N)2-HSG models. The two-particle S-matrix describing
the scattering of two stable particles of type i and j, with 1 ≤ i, j ≤ N − 1 related to
this model, as a function of the rapidity θ, may be written as
Sij(θ) = (−1)δij
[
ci tanh
1
2
(
θ + σij − iπ
2
)]Iij
. (5.5)
Here, to make notation more compact, we have introduced the incidence matrix of the
SU(N)-Dynkin diagram, denoted by I. This matrix is defined in terms of the Cartan
matrix K as I = 2−K. In particular, for the su(N) Lie algebra at hand we have
Iij = δi,j−1 + δi,j+1. (5.6)
Both in (5.6) and in (5.5) we used the usual Kronecker delta defined as,
δij =
{
0 for i 6= j,
1 for i = j
The parity breaking which is characteristic for the HSG models and manifests itself by
the fact that Sij 6= Sji, takes place through the resonance parameters σij = −σji and
the phases encoded in the colour value ci. The latter quantity arises from a partition of
the SU(N)-Dynkin diagram into two disjoint sets, which we refer to as “+” and “−”.
We then associate the values ci = ±1 to the vertices i of the Dynkin diagram of SU(N),
in such a way that no two vertices related to the same set are linked together. These
colour values ci provide a natural generalisation of the indices “+” and “−” we used
in the previous chapter to label the two stable particles associated to the SU(3)2-HSG
model. They turn out to be also very useful aiming towards a generalisation of the
form factor analysis performed for the latter model. Likewise we could simply divide
the particles into odd and even, however, such a division would be specific to SU(N)
and the bi-colouration just outlined admits a generalization to other groups as well. The
resonance poles in Sij(θ) at (θR)ij = −σij − iπ/2 may be understood in the usual Breit-
Wigner fashion [89] as the trace of N − 2 unstable particles as explained for instance in
[14, 51] and chapter 2. Recall also that the mass of the unstable particle Mc˜ formed in
the scattering between the stable particles i and j behaves as Mc˜ ∼ me|σij |/2, for m to
be the mass scale of the stable particles. This fact was observed both in the TBA- and
the form factor analysis carried out in the previous chapters as well as in the original
literature [51]. There are no poles present in the physical region of the imaginary axis,
which indicates that no stable bound states may be formed and therefore the form factor
construction does not require the use of the mentioned bound state residue equation.
Hence, we shall follow the lines of the analysis performed in chapter 4.
Notice that the two-particle S-matrix (5.5) reduces to the S-matrix of the thermally
perturbed Ising model whenever the interaction of particles of the same type is considered
Sii(θ) = −1. (5.7)
This property will be widely exploited in the course of our form factor analysis for
the same reasons argued before, namely it serves as a “seed” for the recursive problem
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relating the (n + 2)- and n-particle form factor we have to solve in order to determine
explicitly the form factors associated to any local operator of the SU(N)2-HSG model.
It is also clear from the expression of the scattering matrix (5.5), that whenever a
resonance parameter σij with Iij 6= 0 (which always corresponds to i 6= j) goes to infinity,
we observe for the corresponding S-matrix that
lim
σij→∞
Sij(θ) = 1 (5.8)
and consequently, we may view the whole system as consisting out of two sets of particles
which only interact freely amongst each other. A physical consequence is that the
unstable particle, whose mass behaved as Mc˜ ∼ me|σij |/2, for m to be the mass scale of
the stable particles, and was created in interaction process between these two theories
before taking the limit, becomes so heavy that it can not be formed anymore at any
energy scale. It can be easily deduced from (5.8) and (5.7) that in the case when all
the resonance parameters tend to infinity or all the unstable particle become extremely
heavy, we will deal with N − 1 non-interacting copies of the thermally perturbed Ising
model. Equivalently, when studying the renormalisation group flow of Zamoldchikov’s
c-function we may reach an energy scale r0, for which no formation of unstable particles
is possible. Accordingly, the c- function will flow to the value (N − 1)/2.
5.2 Recursive equations and minimal form factors
We are now in the position to compute the n-particle form factors related to this
model, i.e. the matrix elements of a local operator O(~x) located at the origin between a
multi-particle in-state of particles (solitons) of species µi, created by the vertex operators
Vµi(θi), and the vacuum.
We proceed in the standard way by solving the form factor consistency equations
[22, 153, 152, 154, 155]. For this purpose we extract explicitly, according to standard
procedure, the singularity structure. Since no stable bound states may be formed during
the scattering of two stable particles the only poles present are the ones associated to
the kinematic residue equations, that is a first order pole for particles of the same type
whose rapidities differ by iπ. Therefore, we parameterise the n-particle form factors as
FO|M(l+,l−)n (θ1 . . . θn) = H
O|M(l+,l−)
n Q
O|M(l+,l−)
n (X)×
∏
1≤i<j≤n
F
µiµj
min (θij)(
x
cµi
i + x
cµj
j
)δµiµj , (5.9)
in clear analogy to the parameterisation (4.57) presented in section 4.4. Aiming towards
a universally applicable and concise notation, it is convenient to collect the particle
species µ1 . . . µn in form of particular sets
Mi(li) = {µ |µ = i} (5.10)
M±(l±) =
⋃
i∈±
Mi(li) (5.11)
M(l+, l−) = M+(l+) ∪M−(l−). (5.12)
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that is, we collect inMi(li) a set of li particles of the same type ‘i’ i.e., a set of li particles
associated to the same vertex αi in the SU(N)-Dynkin diagram. Analogously, the sets
M±(l±) collect the l± particles associated to vertices of the SU(N)-Dynkin diagram
corresponding to ci = ±1 respectively, according to the bi-colouration of the roots in the
Dynkin diagram introduced in the previous section. We understand here that inside the
sets M± the order of the individual sets Mi is arbitrary. This simply reflects the fact
that particles of different species but identical colour interact freely. However, M is an
ordered set since elements of M+ and M− do not interact freely and w.l.g. we adopt
the convention that particles belonging to the “+”-colour set come first. As usual, the
Hn are some overall constants and the Qn are polynomial functions depending on the
variables xi = exp θi which are collected in the sets X,Xi,X± in a one-to-one fashion with
respect to the particle species sets M,Mi,M±. The functions F
µiµj
min (θij) are the minimal
form factors introduced in section 4.3, which by construction contain no singularities
in the physical sheet and solve Watson’s equations [22, 153] for two particles. For the
SU(N)2-HSG model they are found to be
F ijmin(θ) = (Nci)Iij
(
sin
θ
2i
)δij
e
−Iij
∞∫
0
dt
t
sin2((iπ−θ∓σij) t2π )
sinh t cosh t/2 , (5.13)
where, the normalisation constants Nci, are given by
Nci = 2
1
4 exp
(
iπ
(1− ci(1− θ))
4
− G
4
)
(5.14)
and depend on the Catalan constant G. Notice the parallelism between (5.13) and equa-
tions (4.61), (4.63) in the previous chapter. Also the following asymptotic behaviours
are very close to the ones presented in section 4.3
lim
σ→∞
F
µiµi+1
min (±θ) ∼ e−
σi,i+1
4 ,
[
F
µi,µj
min (θij)
]
i
=
δci,cj − δci+1,0δcj−1,0
2
. (5.15)
were we used the abbreviation (4.10).
It is convenient also to introduce the notation
F˜ ijmin(θ) = (e
−ciθ/4F ijmin(θ))
Iij , (5.16)
The minimal form factors obey the functional identities
F ijmin(θ + iπ)F
ij
min(θ) =
(
− i
2
sinh θ
)δij ( i 2−ci2 e θ2 ci
cosh
(
θ
2
− i π
4
))Iij . (5.17)
Substituting the ansatz (5.9) into the kinematic residue equation , we obtain with the
help of (5.17) a recursive equation for the overall constants for µi ∈M+
H
O|M(l++2,l−)
n+2 = i
l¯i22li−l¯i+1eIijσij lj/2HO|M(l+,l−)n . (5.18)
We introduced here the numbers l¯i =
∑
µj∈M−
Iijlj, which count the elements in the
neighbouring sets of Mi.
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The Q-polynomials have to obey the recursive equations
Q
O|M(2+l+,l−)
n+2 (X
xx) = D2si+τ i,2s¯i+τ¯ iςi (X
xx)QO|M(l+,l−)(X) (5.19)
D2si+τ i,2s¯i+τ¯ iςi (X
xx) =
s¯i∑
k=0
x2si−2k+τ i+1−ςiσ2k+ςi(IijX^j)(−i)2si+τ i+1σ2si+τ i(Xi).(5.20)
For convenience we defined the sets Xxx := {−x, x} ∪X , X^ :=ieσi,i+1X and the integers
ζ i which are 0 or 1 depending on whether the sum ϑ + τ i is odd or even, respectively.
ϑ is related to the factor of local commutativity [154] ω = (−1)ϑ = ±1. As usual
σk(x1, . . . , xm) is the k-th elementary symmetric polynomial. Furthermore, we used the
sum convention IijX^j ≡
⋃∑
µj∈M
IijX^j and parameterised li = 2si + τ i, l¯i = 2s¯i + τ¯ i in
order to distinguish between odd and even particle numbers.
Recall that, in the SU(3)2-case the total degree of the Q-polynomials was determined
by the spinless character of the local operators through Eq. (4.60). Likewise, for the
SU(N)2-case, restricting also our study to spinless local operators, we have
[
QOn
]
=
∑
µi∈M+
li(li − 1)
2
−
∑
µi∈M−
li(li − 1)
2
. (5.21)
5.3 The solution procedure
We will now solve the recursive equations (5.18) and (5.19) systematically. The equa-
tions for the constants are solved by
HO|M(l+,l−)n =
∏
µi∈M+
isi l¯i 2si(2si−l¯i−1−2τ i)e
siIijσij lj
2 HO|τ i,l¯i. (5.22)
The lowest non vanishing constants HO|τ i,l¯i are fixed by demanding, similarly as in
the SU(3)2-case, that any form factor which involves only one particle type should
correspond to a form factor of the thermally perturbed Ising model, as indicated by Eq.
(5.7). To achieve this we exploit the ambiguity present in (5.18), that is the fact that
we can multiply it by any constant which only depends on the quantum numbers, l−.
Concerning the Q-polynomials, as the main building blocks for their construction
serve the determinants of the (t+ s)×(t + s)-matrix
Aν+,ν−2s+τ+,2t+τ−(X+, X^−)ij =
{
σ2(j−i)+ν+(X+),1 ≤ i ≤ t
σ2(j−i+t)+ν−(X^−) , t < i ≤ s+ t
(5.23)
which are generalisations of the ones introduced in the previous chapter (see Eq. (4.78)).
Here ν±, τ± = 0, 1 like for the SU(3)2-case. The determinant of A essentially captures
the summation in (5.19) due to the fact that it satisfies the recursive equations
detAν+,ν−2+l,2t+τ−(X xx+ , X^−) =
(
t∑
p=0
x2(t−p)σ2p+ν−(X^−)
)
detAν+,ν−l,2t+τ−(X+, X^−) (5.24)
176 Chapter 5. Generalizing the form factor program to the SU(N)2-HSG models.
as was shown in chapter 4. Analogously to the procedure developed there, we can
build up a simple product from elementary symmetric polynomials which takes care of
the pre-factor in the recursive Eq. (5.19). Proceeding this way the solution for the
Q-polynomials is
QO|M(l+,l−)n (X+,X−) =
∏
µi/k∈M+/−
detAνi,ςi
2si+τ i,l¯i
(Xi, IijX^j) (5.25)
×σ2si+τ i(Xi)
2si+τi−2s¯i−1−ςi
2 σ l¯i(IijX^j)
ν¯i−1
2 σlk(X^k))
1−lk
2 .
It is interesting to notice that the product of elementary symmetric polynomials occur-
ring in (5.25) is not a simple generalisation of the g-polynomials defined in (4.79). In
fact, one could naively try to obtain the solution to the recursive equations (5.19) as a
product of the type
QO|M(l+,l−)n (X+,X−) =
∏
µi∈M+
Qνi,ςi2si+τ i,2s¯i+τ¯ i(Xi, IijX^j), (5.26)
for Qνi,ςi2si+τ i,2s¯i+τ¯ i(Xi, IijX^j) to be the solutions computed for the SU(3)2-case in Eq.
(4.80). However, if doing so we shall observe that such solution proposal contradicts
two essential requirements: it does not respect the constraint (5.21), which takes care of
the spinless nature of the corresponding operator O and it also does not reduce to the
thermally perturbed Ising model solution whenever only particles associated to one ver-
tex of the SU(N)-Dynkin diagram are involved. Therefore, the solution proposal (5.26)
must be modified by multiplying it with the necessary elementary symmetric polyno-
mials so that the two constraints above mentioned are respected. By doing so we will
obtain the solution (5.25) presented before.
It follows immediately with the help of property (5.24) that the solutions (5.25) obey
the recursive equations
Q
O|M(2+l+,l−)
2+n (X
xx
+ ,X−) = Q
O|M(l+,l−)
n (X+,X−)σ2si+τ i(Xi)
×
s¯i∑
p=0
x2(si−p)+τ i+1−ςiσ2p+ςi(IijX^j) . (5.27)
Comparing now the equations (5.19) and (5.27) we obtain complete agreement. Notice
that the numbers ν¯i are not constrained at all at this point of the construction. However,
by demanding relativistic invariance, which on the other hand means that the overall
power in (5.9) has to be zero (namely, the Q’s satisfy (5.21)), we obtain the additional
constraints
νi = 1 + τ i − ν¯i and τ iς i = τ¯ i(ν¯i − 1) . (5.28)
Taking in addition into account the constraints which are needed to derive (5.24) (see
the derivation of Eq. (4.112)), this is most conveniently written as
τ iς i + τ¯ iνi = τ iτ¯ i, 2 + ς i > τ¯ i, 2 + νi > τ i . (5.29)
For each µi ∈ M+ the equations (5.29) admit the 10 feasible solutions presented
in table 4.1 for the SU(3)2-HSG model. Therefore, in some sense, the SU(3)2-solutions
5.4. RG-flow of Zamolodchikov’s c-function 177
serve as building blocks for the construction of at least part of the solutions corresponding
to the local operators of the SU(N)2-HSG model. However, the individual solutions for
different values of i are not all independent of each other. We would like to stress
that despite the fact that (5.25) represents a large class of independent solutions, it
does certainly not exhaust all of them. Nonetheless, many additional solutions, like
the energy momentum tensor, may be constructed from (5.29) by simple manipulations
like the multiplication of some CDD-like ambiguity factors of the type σ1σ¯1 like for the
SU(3)2-case (see section 4.5.1) or by setting some expressions to zero on the base of
asymptotic considerations (see chapter 4 for more details).
In order to study the renormalisation group flow of Zamolodchikov’s c-function [24]
as well as for the conformal dimensions of certain operators by means of the ∆-sum rule
[27] (see section 4.10), the explicit expressions of the form factors of the trace of the
energy momentum tensor Θˆ, normalised in such a way that it becomes a dimensionless
object, are needed. The first non-vanishing terms read
F
Θˆ|µiµi
2 = −2πi sinh(θ/2) (5.30)
F
Θˆ|µiµiµjµj
4 =
π(2 +
∑
i<j
cosh(θij))
∏
i<j
F˜
µiµj
min (θij)
−2 cosh(θ12/2) cosh(θ34/2) (5.31)
F
Θˆ|µiµiµiµiµjµj
6 =
π(3 +
∑
i<j
cosh(θij))
∏
i<j
F˜
µiµj
min (θij)
4
∏
1≤i<j≤4 cosh(θij/2)
(5.32)
F
Θˆ|µiµiµkµkµjµj
6 =
π(3 +
∑
i<j
cosh(θij))
∏
i<j
F˜
µiµj
min (θij)
4 cosh(θ12/2) cosh(θ34/2)
(5.33)
for Iij 6= 0 and Ikj 6= 0. Recall also the definition of the functions F˜ µiµjmin given by (5.16).
Also the following limit,
lim
σi,i+1→∞
F
Θˆ|µiµi+1...
n (θ) = 0 , (5.34)
which is a direct consequence of the asymptotic behaviour stated in the first equation in
(5.15), will be also required in the next section in order to interpret the physical picture
arising from the RG-analysis.
5.4 RG-flow of Zamolodchikov’s c-function
As mentioned in section 4.10, renormalisation group methods have been introduced
originally [181] to carry out qualitative analysis of regions of quantum field theories
which can not be investigated by doing perturbation theory in the coupling constants.
In particular the βi-functions defined in section 4.1.5 provide an insight into various
possible asymptotic behaviours and especially allow to identify the fixed points of the
theory, where they vanish according to property ii) in section 4.1.5. Having this in mind,
we now want to employ a RG-analysis to check the consistency of our solutions and at
the same time the physical picture advocated for the HSG-models.
178 Chapter 5. Generalizing the form factor program to the SU(N)2-HSG models.
For this purpose we want to investigate first of all the renormalisation group flow of
the c-function, in a similar spirit as for the SU(3)2-case, by evaluating numerically the
c-function (4.50).
Having determined the form factors in section 5.3, we are in principle in the position
to compute the two-point correlation function between two local operators in the usual
way, that is by expanding it in terms of n-particle form factors as indicated by Eq. (4.23)
in the previous chapter.
In order to evaluate (4.50) we need to compute the two-point function for the trace
of the energy momentum tensor Θ. This can be done easily by using (4.23) together
with the form factor expressions (5.30)-(5.33) of the previous section. The individual
n-particle contributions obtained from the evaluation of (4.33) read
∆c2 = (N − 1) · 0.5 (5.35)
∆c4 = (N − 2) · 0.197 (5.36)
∆c6 = (N − 2) · 0.002 + (N − 3) · 0.0924 (5.37)
6∑
k=2
∆ck = N ∗ 0.7914− 1.1752 . (5.38)
Apart from the two particle contribution (5.35), which is usually quite trivial and in
this situation can even be evaluated analytically (see Eq. (4.136)), we have carried out
the multidimensional integrals in (4.23) by means of a Monte Carlo method as usual.
We use this method up to a precision which is higher than the last digit we quote. For
convenience we report some explicit numbers in table 5.1.
N c = N(N−1)
N+2
∆c2 ∆c4 ∆c6
∑6
k=2∆ck
3 1.2 1 0.197 0.002 1.199
4 2 1.5 0.394 0.096 1.990
5 2.857 2 0.591 0.191 2.782
6 3.75 2.5 0.788 0.285 3.573
7 4.6¯ 3 0.985 0.380 4.365
8 5.6 3.5 1.182 0.474 5.156
Table 5.1: n-particle contributions to the c-theorem versus the SU(N)2/U(1)
N−1-
WZNW coset model Virasoro central charge.
As can be seen in table 5.1, the evaluation of (5.35)-(5.38) illustrates that the series
(4.23) converges slower and slower for increasing values of N , such that the higher n-
particle contributions become more and more important to achieve high accuracy. Our
analysis suggests that it is not the functional dependence of the individual form factors
which is responsible for this behaviour. Instead this effect is simply due to the fact
that the symmetry factor, that is the sum
∑
µ1...µn
, resulting from permutations of the
particle species increases drastically for larger N .
Having confirmed the expected ultraviolet central charge, we now study the RG-
flow by varying r0 in (4.50). We expect to find that whenever we reach an energy
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scale at which an unstable particle can be formed, the model will flow to a different
coset. This means following the flow with increasing r0 we will encounter a situation in
which certain σi,i+1 are considered to be large and we observe the decoupling into two
freely interacting systems in the way described in (5.3). For instance for the situation
σ12 > σ23 > σ34 > . . . we observe the following decoupling along the flow with increasing
r0:
SU(N)2/U(1)
N−1 N(N − 1)/(N + 2)
↓ ↓
SU(N − 1)2/U(1)N−2 ⊗ SU(2)2/U(1) (N − 1)(N − 2)/(N + 1) + 1/2
↓ ↓
SU(N − 2)2/U(1)N−3 ⊗ (SU(2)2/U(1))2 (N − 2)(N − 3)/N + 1
↓ ↓
...
...
↓ ↓
(SU(2)2/U(1))
N−1 (N − 1)/2
The numbers reported on the right are the values of the Virasoro central charge
at the different fixed points the function c(r0) supasses along its renormalisation group
flow. Here we also consider the masses of all the stable particles in the model to be of
the same order of magnitude. This means that, after the function c(r0) reaches the last
value (N − 1)/2, it will directly flow to the IR-value c(∞) = 0. In other words, the
individual decoupling of each of the stable particles, which will successively reduce the
value of the c-function by a factor of 1/2, is not observed here.
We can understand this type of behaviour in a “semi-analytical” way. The precise
difference between the central charges related to (5.3) is
cSU(i+1)2/U(1)i⊗SU(N−i)2/U(1)N−i−1 = cSU(N)2/U(1)N−1 −
2i(N + 5)(N − i− 1)
(N + 2)(i+ 3)(N − i+ 2) . (5.39)
Noting with (5.34) that we loose at each step all the contributions F
Θ|µiµi+1...
n (θ) to ∆c,
we may collect the values (5.35)-(5.37), which we have determined numerically and find
lim
σi,i+1→∞
∆c(σi,i+1, . . .) = ∆c(σi,i+1 = 0, . . .)− 0.2914Ii,i+1 − 0.0924Ij,j−1, (5.40)
where Ii,i+1 and Ij,j−1 are components of the incident matrix of SU(N) (5.6), and the
last contribution 0.0924Ij,j−1 only occurs when j 6= 1, N − 2.
Similarly as for the deep ultraviolet region, we find a relatively good agreement
between (5.39) and (5.40) for small values of N . The difference for larger values is once
again due to the convergence behaviour of the series in (4.23).
For r0 = 0 qualitatively a similar kind of behaviour was previously observed in [184],
for the two particle contribution only, in the context of the roaming Sinh-Gordon model
originally introduced in [108] through the S-matrix
S(θ) =
sinh θ − i cosh θ0
sinh θ + i cosh θ0
. (5.41)
180 Chapter 5. Generalizing the form factor program to the SU(N)2-HSG models.
Figure 5.1: Renormalisation group flow for the c-function.
and generalised thereafter by other authors [109, 110]. Nonetheless, there is a slight
difference between the two situations which is due to the different ways the resonance
parameter enters the S-matrix for the HSG-models and roaming Sinh-Gordon model (see
discussion in section 3.5). Instead of a decoupling into different cosets in this type of
model the entire S-matrix takes on the value −1, whenever the only resonance parameter,
denoted in [108] by θ0, goes to infinity. Consequently, the Virasoro central charge tends
to the value 1/2 as soon as θ0 is big enough, a behaviour which was pointed out by the
authors of [184]. Therefore, the resulting effect, i.e. a depletion of ∆c, is the same as
for the HSG-models. However, we do not comply with the interpretation put forward
in [184], namely that such a behaviour should constitute a “violation of the c-theorem
sum-rule”. The observed effect is precisely what one expects from the physical point of
view and the c-theorem.
We present our full numerical results in Fig. 5.1, which confirm the outlined flow for
various values ofN and reproduce the same scaling behaviour for the mass of the unstable
particles Mu˜(tu, σ) ∼ me|σ|+tu˜ in terms of the RG-parameter pointed out in section 4.10
of the previous chapter. However, the situation in that case is more involved, since the
amount of different resonance parameters and therefore, the number of unstable particles
involved, is higher.
We observe that the c-function remains constant, at a value corresponding to the new
coset, in some finite interval of r0. In particular, we observe the non-equivalence of the
flows when the relative order of magnitude amongst the different resonance parameters
is changed. For N = 5 we confirm (we omit here the U(1)-factors and report the
corresponding central charges as superscripts on the last factor).
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Figure 5.2: The β-function.
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σ23 > σ12
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SU(4)2 ⊗ SU(2)
5
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2 SU(3)2 ⊗ SU(3)
12
5
2
ց ւ
SU(3)2 ⊗ SU(2)2 ⊗ SU(2)
11
5
2
↓
SU(2)2 ⊗ SU(2)2 ⊗ SU(2)2 ⊗ SU(2)22
The precise difference in the central charges is explained with (5.40), since the con-
tribution 0.0924Ii,i−1 only occurs for i = 2.
To establish more clearly that the plateaux in Fig. 5.1 admit indeed an interpretation
as fixed points, namely zeros of the corresponding β-function (see section 4.1.5) and
extract the definite values of the corresponding Virasoro central charge we can also,
following [24, 108], determine a β-type function from c(r) along the lines of subsection
4.1.8. Our results for various values of N are depicted in Fig. 5.2, which allow a definite
identification of the fixed points corresponding to the coset models expected from the
decoupling (5.3).
For SU(4)2 we clearly identify from Fig. 5.2 the four fixed points g˜ = 0, 0.3, 0.5, 2
with high accuracy. The five fixed points g˜ = 0, 0.357, 0.657, 0.857, 2.857, which we
expect to find for SU(5)2 are all slightly shifted due to the absence of the higher order
contributions.
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5.5 Identifying the operator content of SU(N)2-HSG
model
In the same fashion we did for the SU(3)2-HSG model, we now want to identify the
operator content of our theory by carrying out the ultraviolet limit in the corresponding
two-point functions or by using in some cases the ∆-sum rule [27] and match the con-
formal dimension of each operator with the one in the SU(N)2/U(1)
N−1-WZNW-coset
model (see section 4.9). For this purpose we have to determine first of all the entire
operator content of the conformal field theory.
As we did in section 4.9, we shall use the following general formula for the conformal
dimensions of the parafermionic vertex operators originally derived in [59]
∆(Λ, λ) =
(Λ · (Λ + 2ρ))
(4 + 2N)
− (λ · λ)
4
. (5.42)
Here Λ is a highest dominant weight of level smaller or equal to k = 2 and ρ =
1/2
∑
α>0 α is the Weyl vector, i.e. half the sum of all positive roots. As explained in
section 4.9 the λ’s are lower weights which are obtained from Λ by subtracting multiples
of simple roots αi until the lowest weight is reached. Nonetheless, it may happen that
a weight corresponds to more than one linear independent weight vector, such that the
weight space may be more than one dimensional. The dimension of each weight vector
nΛλ is computed by means of
nΛλ =
∑
α>0
∑∞
l=1 2nλ+lα((λ+ lα) · α)
((Λ + λ+ 2ρ) · (Λ− λ)) . (5.43)
For consistency it is useful to compare the sum of all these multiplicities with the dimen-
sion of the highest weight representation computed directly from the Weyl dimensionality
formula (see e.g. [180]) ∑
λ
nΛλ = dimΛ =
∏
α>0
((Λ + ρ) · α)
(ρ · α) . (5.44)
To compute all the conformal dimensions ∆(Λ, λ) according to (5.42) in general is a
tedious task and therefore we concentrate on a few distinct ones for generic N and only
compute the entire content for N = 4 which we present in table 5.2.
Noting that λi · λj = K−1ij , with K being the Cartan matrix, we can obtain relatively
concrete formulae from (5.42). For instance
∆(λi, λi) =
4
∑N−1
l=1 K
−1
il −NK−1ii
8 + 2N
. (5.45)
Similarly we may compute ∆(λi + λj, λi + λj), etc. in terms of components of the
inverse Cartan matrix. Even more explicit formulae are obtainable when we express the
simple roots αi and fundamental weights λi of SU(N) in terms of a concrete basis. For
instance we may choose an orthonormal basis {εi} in RN (see e.g. [101]), i.e. εi · εj = δij
αi = εi − εi+1, λi =
i∑
j=1
εj − i
N
N∑
j=1
εj , i = 1, . . . N − 1 . (5.46)
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Noting further that the set of positive roots is given by {εi − εj : 1 ≤ i < j ≤ N},
we can evaluate (5.42), (5.43) and (5.44) explicitly. This way we obtain for instance
∆(λi, λi) =
i(N − i)
8 + 4N
and ∆(2λi, 2λi) = 0. (5.47)
Of special physical interest is the dimension of the perturbing operator. As was already
argued in the previous chapter, it corresponds to ∆(ψ, 0), with ψ being the highest root
and, therefore, arises for a single choice of the weights (Λ, λ). Noting that for SU(N)
we have ψ = λ1 + λN−1, we confirm once more
∆(ψ = λ1 + λN−1, 0) =
N
N + 2
, (5.48)
being the expected value for the conformal dimension of the perturbing field which we
will determine later for the SU(N = 4)2- and SU(N = 5)2-HSG models by studying
the ultraviolet behaviour of the two-point function of the trace of the energy momentum
tensor Θ. Other dimensions may be computed similarly.
As mentioned before we present now the result of the computation of the entire op-
erator content in table 5.2 for the particular coset SU(4)/U(1)3. In case the multiplicity
of a weight vector is bigger than one, we indicate this by a superscript on the conformal
dimension.
The remaining dominant weights of level smaller or equal to 2, namely Λ = λ3, 2λ3, λ2+
λ3, including their multiplicities may be obtained from table 5.2 simply by the exchange
1↔ 3, which corresponds to the Z2-symmetry of the SU(4)-Dynkin diagram.
Summing up all the fields corresponding to different lower weights, we have the
following operator content
O2/3,O1, 14×O0, 8×O5/8, 18×O1/6, 24×O1/2, 32×O1/8, (5.49)
that is 98 fields. Therefore, although in section 5.3 a large number of solutions to the
form factor consistency equations was found we see now that the operator content also
increases quite drastically when N does.
Once all the conformal dimensions of the operators of the underlying CFT corre-
sponding to the SU(4)2-HSG have been explicitly computed and even some of them for
generic N in (5.47) and (5.48) we are now in the position to obtain al least some of
these dimensions by using the sum rule [27] for the operators whose symmetry makes
it possible or by analysing the ultraviolet behaviour of the corresponding correlation
functions computed via (4.23). Similarly to the SU(3)2-case, whenever we find a local
operator O for which the ∆-sum rule [27] holds, we may investigate also the RG-flow
of the operator content for the model at hand. We shall attempt all these tasks in the
next section for the SU(N)2-HSG models with N = 4, 5.
5.5.1 RG-flow of conformal dimensions
We will now turn to the massive model and evaluate the flow of the conformal dimension
of a local operator O by means of Eq. (4.51), which we found in subsection 4.1.7. Recall
that the field O entering Eq. (4.51) is a local operator which in the conformal limit
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λ\Λ λ1 λ2 2λ1 2λ2 λ1 + λ2 λ1 + λ3
dim Λ 4 6 10 20 20 15
Λ 1/8 1/6 0 0 1/8 1/6
Λ− α1 1/8 1/2 1/8 1/6
Λ− α2 1/6 1/2 1/8
Λ− α3 1/6
Λ− α1 − α2 1/8 1/6 1/2 1/2 5/82 1/6
Λ− α2 − α3 1/6 1/2 1/8 1/6
Λ− α1 − α3 1/6
Λ− 2α1 0
Λ− 2α2 0
Λ− 2α1 − 2α2 0 0
Λ− 2α2 − 2α3 0
Λ− 2α1 − α2 1/2 1/8
Λ− α1 − 2α2 1/2 1/8
Λ− 2α2 − α3 1/2
Λ− α1 − α2 − α3 1/8 1/6 1/2 1/2 5/82 2/33
Λ− 2α1 − α2 − α3 1/2 1/8 1/6
Λ− α1 − 2α2 − α3 1/6 12 5/82 1/6
Λ− α1 − α2 − 2α3 1/6
Λ− 2α1 − 2α2 − α3 1/2 1/2 5/82 1/6
Λ− α1 − 2α2 − 2α3 1/2 1/8 1/6
Λ− 2α1 − 2α2 1/8
Λ− 2α1 − 2α2 − 2α3 0 0 1/8 1/6
Λ− α1 − 3α2 − 2α3 1/2
Λ− α1 − 3α2 − α3 1/2
Λ− 2α1 − 3α2 − α3 1/2 1/8
Λ− 2α1 − 3α2 − 2α3 1/2 1/8
Λ− 2α1 − 4α2 − 2α3 0
Table 5.2: Conformal dimensions for O∆(Λ,λ) in the SU(4)2/U(1)3-WZNW coset model.
corresponds to a primary field in the sense of [2]. In particular for r0 = 0, the expression
(4.51) constitutes the ∆-sum rule [27] discussed in subsection 4.1.6, which expresses the
difference between the ultraviolet and infrared conformal dimension of the operator O.
We start by investigating the operator which in the case when all particles are of
the same type corresponds to the disorder operator µ in the Ising model. Using the
fact that we should always be able to reduce to that situation, we consider the solution
corresponding to τ i = τ¯ i = νi = ς i = 0 for all i. Then the ∆-sum rule (4.51) yields for
the individual n-particle contributions
∆µ2 = (N − 1) · 0.0625 (5.50)
∆µ4 = (2−N) · 0.0263 (5.51)
∆µ6 = (N − 2) · 0.0017 + (3−N) · 0.0113 (5.52)
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6∑
k=2
∆µk = 0.0266 +N ∗ 0.0206 . (5.53)
We assume that this solution has the conformal dimension ∆(λ1, λ1) in the ultraviolet
limit. For comparison we report a few explicit numbers in table 5.3.
N ∆(λ1, λ1) ∆
µ
2 ∆
µ
4 ∆
µ
6
∑6
k=2∆
µ
k
3 0.1 0.125 −0.0263 0.0017 0.1004
4 0.125 0.1875 −0.0526 −0.0079 0.1270
5 0.143 0.25 −0.0789 −0.0175 0.1536
6 0.156 0.3125 −0.1052 −0.0271 0.1802
7 0.16¯ 0.375 −0.1315 −0.0367 0.2068
8 0.175 0.4375 −0.1578 −0.0463 0.2334
Table 5.3: n-particle contributions to the ∆ -sum rule versus conformal dimensions in
the SU(N)2/U(1)
N−1-WZNW coset model.
As we already observed for the c-theorem, the series converges slower for larger values
of N . The reason for this behaviour is the same, namely the increasing symmetry factor.
Note also that the next contribution is negative.
Following now the renormalisation group flow for the conformal dimension (4.51)
by varying r0, we assume that the ∆(λ1, λ1)-field flows to the ∆(λ1, λ1)-field in the
corresponding new cosets. Similar as for the Virasoro central charge we may compare
the exact expression
∆(λ1, λ1)SU(i+1)2/U(1)i⊗SU(N−i)2/U(1)N−i−1 =
∆(λ1, λ1)SU(N)2/U(1)N−1 +
i(N + 5)(N − i− 1)
4(N + 2)(i+ 3)(N − i+ 2) , (5.54)
with the numerical results. The contributions (3.115)-(5.52) yield
lim
σi,i+1→∞
∆µ(σi,i+1, . . .) = ∆
µ(σi,i+1 = 0, . . .) + 0.0359Ii,i+1 + 0.0113Ij,j−1, (5.55)
where again the contribution 0.0113Ij,j−1 only occurs for j 6= 1, N − 2. Once again we
find good agreement between the two computations for small values of N . Our complete
numerical results are presented in Fig. 5.3, which confirm the outlined flow for various
values of N.
Notice by comparing Fig. 5.3 and 5.1, that, as we expect, the transition from one
value for ∆ to the one in the decoupled system occurs at the same energy scale t0 at
which the value of the Virasoro central charge flows to the new one which makes our
picture consistent.
In analogy to (4.54) we may now define a function “β′” and demand that it obeys
the Callan-Symanzik equation [178]
r0
d
dr0
g′ = β′(g′) . (5.56)
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The “coupling constant” related to β′ is normalized in such a way that it vanishes
at the ultraviolet fixed point, i.e. g′ := ∆(r0) − ∆uv, such that whenever we find
β′(g˜′) = 0, we can identify ∆ˆ = g˜′ − ∆uv as the conformal dimension of the operator
under consideration of the corresponding conformal field theory. From our analysis of
(4.51) we may determine β ′ as a function of g′ by means of (5.56). Our results are
presented in Fig. 5.4.
Once again, for SU(4)2 the accuracy is very high and we clearly read off from Fig.
5.4 the expected fixed points g˜′ = −0.125, 0, 0.0375, 0.0625. The SU(5)2-fixed points
g˜′ = −0.1429, 0, 0.0446, 0.0821, 0.1071, are once again slightly shifted.
Notice that the behaviour of the function β′, although it appears to be a bit peculiar
is just what one expects, taking into account that the function ∆(r0) displayed in Fig.
5.3 is not monotonically increasing nor decreasing but it is non-decreasing in some finite
interval of values of r0 and decreases thereafter until the infrared value ∆ir = 0 is
reached. Consequently its derivative, β′ must change sign once the energy scale for
which the ∆(r0)-function starts decreasing is reached.
5.5.2 Identifying the conformal dimension of the perturbing
operator
As mentioned in several occasions, whenever the correlation function between O and
Θ is vanishing or we consider an operator which does not flow to a primary field, we can
not employ (4.51) with r0 = 0 to identify the ultraviolet conformal dimension and we
must resort to the well known relation reported in section 2.1 of chapter 2 and in Eq.
(4.36)
lim
r→0
〈O(r)O(0)〉 ∼ r−4∆O . (5.57)
near the critical point in order to determine the conformal dimension. To achieve con-
sistency with the proposed physical picture we would like to identify now in particular
the conformal dimension of the perturbing operator which we identified in section 5.5 to
be N/N +2. Recalling that the trace of the energy momentum tensor is proportional to
the perturbing field [4] we analyse
〈
Θˆ(r)Θˆ(0)
〉
for this purpose and present our results
in Figs. 5.5 and 5.6.
According to (5.57), we deduce from Figs. 5.5 and 5.6 that ∆ = 2/3, 5/7 for N = 4, 5,
respectively, which coincides with the expected values.
5.6 Summary of results and open problems
One of the main deductions from our analysis is that the scattering matrix proposed in
[51] may certainly be associated to the perturbed gauged WZNW-coset. This is based
on the fact that we reproduce all the predicted features of this picture, namely the
expected ultraviolet Virasoro central charge, by means of Zamolodchikov’s c-theorem,
various conformal dimensions of local operators by means of the ∆-sum rule [27] or
the direct investigation of the UV-limit of the two-point correlation functions, and the
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Figure 5.5: Rescaled correlation function G(r) =
〈
Θˆ(r)Θˆ(0)
〉
as a function of r for the
SU(4)2-HSG model.
Figure 5.6: Rescaled correlation function G(r) =
〈
Θˆ(r)Θˆ(0)
〉
as a function of r for the
SU(5)2-HSG model.
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characteristics of the unstable particle spectrum, that is the decoupling (5.3) which
generates the sort of flows observed for the c(r0)- and ∆(r0)-functions.
In the previous chapter we presented general n-particle solutions to the form factor
consistency equations. Likewise, our construction of general solutions to the form factor
consistency equations involves the same type of determinant building blocks found for
the SU(3)2-case. Therefore, our results support the belief that such type of determinants
might constitute the basis of a generic group theoretical structure which is “hidden” in
the form factor consistency equations of section 4.1. Concerning this issue, our results
certainly constitute a further important step towards a generic group theoretical under-
standing of the n-particle form factor expressions. The next natural step is to extend
our investigation towards higher level algebras which involves the complication outlined
in the introduction.
By performing a renormalisation group analysis both of the c-function [24] and of
the conformal dimensions [27] we found that, concerning the computation of correlation
functions, our results indicate that the fast convergence of the series expansion of (4.23)
observed for models involving only one stable particle, or even two, like in the SU(3)2-
case, is spoilt when the number of particles involved is large. Our concrete analysis for
the SU(N)2-HSG models seems to suggest that such a behaviour is more a consequence
of the increasing importance of the symmetry factor entering the expansion (4.23) for
increasing values of the particle number, than of the particular functional dependence
of the corresponding form factors. Concerning the study of the convergence behaviour
of (4.23), qualitative arguments providing an intuitive understanding of the suppression
of the higher particle form factors in the series (4.23) have been presented in [185]. It
would be interesting to generalise the latter arguments to the models under investigation
and highly desirable to have more concrete quantitative criteria at hand.
Despite the fact of having identified part of the operator content, it remains a chal-
lenge to perform a definite one-to-one identification between the solutions to the form
factor consistency equations and the local operators. It is clear that we require new
additional technical tools to do this, since the ∆-sum rule (4.51) may not be applied in
all situations and (5.57) does not allow a clear cut deduction of ∆ unless one has already
a good guess for the expected value.
In comparison with other methods to achieve the same goal, we should note that
in principle we could obtain, apart from conformal dimensions different from the one
of the perturbing operator, the same qualitative picture from a TBA-analysis similar
to the one performed in chapter 3. For instance, the scaling functions obtained in this
chapter exhibit qualitatively the same kind of staircase pattern. However, in the TBA-
approach the number of coupled non-linear integral equations to be solved increases with
N , which means the system becomes extremely complex and cumbersome to solve even
numerically. Computing the scaling function with the help of form factors only adds more
terms to each n-particle contribution, but is technically not more involved. Therefore,
again the form factor program seems to have more advantages than a TBA-analysis, the
price we pay in this setting is, however, the slow convergence of (4.23).
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We conjecture that the “cutting rule” (5.3) which describes the renormalisation group
flow also holds for other groups different from SU(N). This is supported by the general
structure of the HSG-scattering matrix [51].
It would be desirable to put further constraints on the solutions to the form factor
consistency equations by using the symmetries of the HSG-models, formulating quantum
equations of motion, doing perturbation theory or by other means.
Chapter 6
Conclusions and open questions
Although we have already provided each of chapters 3, 4 and 5 of this thesis with a
summary of the main results and open points, it is now our aim to provide the reader
with a more general and concise review of all the original results presented in this thesis
and also, to match the outcome of the different approaches we have exploited along
the previous chapters in a way which was not possible when closing each independent
chapter, since all the results had not been presented yet.
One of the main purposes of the work presented in this thesis has been the develop-
ment of different non-perturbative consistency checks for the S-matrices proposed in [51]
to describe the scattering theory corresponding to the Homogeneous sine-Gordon
(HSG) models [49] associated to simply-laced Lie algebras. The HSG-models are
particular examples of a large family of theories which are known in the literature as
Non-abelian affine Toda field theories [47]. These are 1+1-dimensional theories
possessing very interesting properties which have motivated their study over the last
years. For instance, they are all classically integrable and, at quantum level, they give
rise to two families of unitary, massive and integrable quantum field theories which have
been named as symmetric space and homogeneous sine-Gordon models [48]. As we have
mentioned, our work has been mainly concerned with the second class of models, al-
though we also provided some results arising in the study of the quantum properties of
the symmetric space sine-Gordon (SSSG) models.
With regard to the main objective of this work recalled above we draw the fundamen-
tal conclusion that all the results presented in this thesis confirm the consistency of the
S-matrix proposal [51]. In particular, not only the concrete S-matrix proposal but also
the physical picture advocated for the HSG-models in [49, 50, 51] has been confirmed
by our analysis. The latter analysis has been carried out by making use of two different
approaches: The thermodynamic Bethe ansatz (TBA) [20, 21] and the form factor
approach [22, 153].
However, it must be emphasised that the interest of the present work is not reduced to
the single (although remarkable) fact that, after different extensive tests, the S-matrices
proposed in [51] have proved to be entirely consistent. An important part of our moti-
vation has been also to contribute to the improvement of the present understanding of
the thermodynamic Bethe ansatz and form factor approaches themselves. In this direc-
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tion, the work presented in this thesis represents a valuable contribution, since the latter
approaches had never been exploited to such an extent in the context of the study of
models possessing all the novel features introduced by the HSG-models. These features
are first, the parity breaking occurring both at the level of the Lagrangian and the
two-particle S-matrices and second, the presence of resonance poles in the scattering
amplitudes. The last characteristic is not a novel feature by itself, since other models
containing resonance poles have been treated in the literature [108, 109, 110, 111, 112].
However, the novelty is that these poles admit a physical interpretation as the trace of
unstable particles in the spectrum and at the same time, a well-defined Lagrangian de-
scription of the theory is available. This is not the case for many other 1+1-dimensional
integrable quantum field theories (QFT’s), which are only consistent from the scattering
theory viewpoint. In addition, the HSG-models are characterised by the existence of
several independent mass scales, mi, and resonance parameters, σij , associated to res-
onance poles in the scattering amplitudes. This feature is also remarkable, since these
models turn out to be integrable for arbitrary values of the mentioned free parameters,
and the freedom for choosing their relative values gives rise to a very interesting physical
picture whose interpretation is one of the most important results of the present work.
As many other 1+1-dimensional massive integrable QFT’s, the HSG-models can be
understood as perturbed conformal field theories (CFT’s). The corresponding underlying
CFT’s are Wess-Zumino-Novikov-Witten (WZNW) coset models [57, 58] related to
cosets of the form Gk/U(1)
ℓ, for ℓ to be the rank of the Lie algebra g associated to the
Lie group G and k to be an integer called the level. Such CFT’s are also known under the
name of Gk-parafermion theories [59, 60, 61]. It is worth mentioning that even the
simplest examples of HSG-models associated to the lowest values of the rank of the Lie
algebra, ℓ, and the level, k, give rise to theories whose operator content is quite involved.
This is related to the fact that the underlying CFT’s corresponding to the HSG-models
have always Virasoro central charge c > 1, which implies the existence of infinitely
many conformal primary fields in the unperturbed theory. This aspect is responsible
of some of the most interesting results obtained within the form factor framework: the
understanding of the momentum space cluster property not as a mere property
observed for the form factors of some particular theories but also as a construction
principle of solutions to the form factor consistency equations [22, 153, 152, 154, 155],
and the re-construction of a large part of the operator content of a quantum field theory
by exploiting the knowledge of the operator content of its underlying CFT and of the
correlation functions involving the mentioned operators, available in the form factor
context.
Recall that, the thermodynamic Bethe ansatz and form factor approach are non-
perturbative methods which allow, amongst other applications, for reproducing the
most characteristic data of the underlying CFT arising in the UV-limit of a certain
1+1-dimensional QFT. The starting point for carrying out both, a TBA- or a form
factor analysis, is the knowledge of the exact S-matrix characterising the latter QFT
and consequently its mass spectrum. Provided this initial input, which is available for
many 1+1-dimensional integrable massive QFT’s due to their distinguished properties,
the following quantities characterising the unperturbed CFT and massive QFT are in
principle extractable:
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i) the Virasoro central charge of the underlying CFT,
ii) the flow of the Virasoro central charge of the ultraviolet CFT from its critical value
to the infrared limit, surpassing the different energy scales fixed by the coupling constants
of the model. It is possible to construct different functions reproducing qualitatively the
same type of flow namely, carrying the same physical information. In the TBA- and
form factor approach these functions are the so-called finite size scaling function
[23] and Zamolodchikov’s c-function [24], respectively. Both functions admit an
interpretation as a measure of effective light degrees of freedom in a QFT. They reproduce
the successive decoupling of massive degrees of freedom of the QFT as soon as the energy
necessary for the onset of a certain particle in the spectrum is much higher that the
temperature of the system or energy scale considered,
iii) the conformal dimension of the perturbing field which takes the underlying
CFT away from its renormalisation group fixed point in the construction of the massive
QFT [18],
iv) the conformal dimensions of other local operators arising in the underlying CFT
different from the perturbing field. In other words, one may be able to reconstruct, at
least partially, the operator content of the underlying CFT (at least for the primary
fields) by exploiting data characteristic from the massive QFT and assuming a one-to-one
correspondence between the operator content of the unperturbed CFT and the massive
QFT,
v) the renormalisation group flow of the operator content of the underlying CFT from
the ultraviolet to the infrared limit by explicit evaluation of the conformal dimensions
of certain local operators of the unperturbed CFT as functions of the renormalisation
group parameter,
vi) the correlation functions involving certain local operators of the massive QFT,
whose UV-behaviour is governed by the ultraviolet conformal dimension of the operator
under consideration.
We will now report in more detail our original results, going through each of the
previous points and explaining how these quantities may be available within each of the
approaches considered. As stressed along the different chapters, the results presented in
this thesis may be found in [56, 68, 72, 73, 28, 74]:
Concerning the evaluation of the Virasoro central charge of the underlying CFT in
the TBA-framework, in the deep ultraviolet limit we recover the Gk/U(1)
ℓ-coset central
charge for any value of the 2ℓ− 1 free parameters entering the S-matrix, including the
choice when the resonance parameters vanish and parity invariance is restored on the
level of the TBA-equations. This is in contrast to the properties of the S-matrix, which
is still not parity invariant due to the occurrence of the phase factors η, which are
required to close the bootstrap equations [51]. The same observations hold in the form
factor context. However, within the latter framework, the Virasoro central charge of the
underlying CFT has been explicitly evaluated only for some concrete models by means
of Zamolodchikov’s c-theorem [24]. Therefore, in what concerns the evaluation of the
UV central charge of the underlying CFT, both the concrete models studied and the
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nature of the results obtained are quite different in the TBA- and form factor analysis.
Whereas in the TBA-context the Virasoro central charge can be exactly determined
due to the fact that the TBA-equations admit an analytical solution in the deep UV-
limit for any HSG-model, in the form factor context the central charge can be evaluated
numerically with a certain accuracy which is very high when the rank of the Lie algebra
is small but becomes worse as soon as the rank is increased. Recall that the number of
stable particles in the model is given by ℓ× (k− 1) which means increasing (decreasing)
the rank of the Lie algebra is equivalent to increasing (decreasing) the number of particles
in the spectrum. Moreover, the evaluation of the Virasoro central charge is the form
factor context has been carried out only for some of the SU(N)2-HSG models, which is
in contrast with the generality of the results available in the TBA-context. Technically,
the computation of the Virasoro central charge by means of Zamolodchikov’s c-theorem
[24] requires the numerical computation of a series of multi-dimensional integrals arising
in the expansion of the two-point function of the trace of the energy momentum tensor
in terms of its associated n-particle form factors. Since the mentioned series contains in
general an infinite number of terms and it is not known for the time being how to sum
exactly all these terms, one has to evaluate separately each individual contribution to
the expansion. Furthermore, the dimension of the integrals increases with the number
of particles and with the order of the term in the series, which means for a reasonable
computer time, the numerical methods available at present only permit to evaluate the
first contributions to the expansion. Our particular analysis has shown that for the
SU(3)2-HSG model the value of the Virasoro central charge can be obtained with high
accuracy by summing terms up to the 6-particle contribution. This is still true for the
SU(4)2- and SU(5)2-HSG models but for higher values of the rank of the Lie algebra the
precision reached gets worse and one might be forced to take into account contributions
from higher order terms.
As we have mentioned, the same value for the central charge is obtained for every
finite value of the resonance parameters, which reflects the fact that in the ultraviolet
limit parity invariance is restored both at the level of the TBA-equations and also when
evaluating the central charge by means of Zamolodchikov’s c-theorem in the form factor
context. The underlying physical behaviour is, however, quite different for different
values of the resonance parameters as our numerical analysis has demonstrated. The
numerics turn out to be entirely consistent with the physical picture anticipated in
[49, 50, 51] for the HSG-models in the two approaches we have analysed. In the TBA-
framework we have evaluated numerically the finite size scaling function [23] whereas
its counterpart when using form factors has been Zamolodchikov’s c-function [24]. Both
functions turned out to have an entirely analogous qualitative behaviour. They exhibit
a very characteristic “staircase” pattern in their flow from the UV- to the IR-regime
similar to the one found in [108] for the roaming trajectory models. However, in the
latter case the scaling function is characterised by infinitely many plateaux, whereas for
the HSG-models only a finite number of plateaux, in correspondence to the amount of
free parameters available in the quantum theory, was found. Also, for the HSG-models,
the interpretation of the scaling functions as a measure of light degrees of freedom in
the QFT allows for a clear physical interpretation of the results obtained:
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• For vanishing resonance parameter σ = 0 and taking the energy scale of the stable
particles to be of the same order m1 ≃ m2, the deep ultraviolet coset central charge
is reached straight away. From the physical point of view this is the expected
behaviour since, according to Breit-Wigner formula (2.102), (2.103), whenever
the resonance parameter is vanishing, the same happens to the decay width of
the unstable particles. Therefore, the unstable particles become ‘virtual states’
associated to poles on the imaginary axis beyond the physical θ-sheet and they are
on an energy scale of the same order as the one of the stable particles. Being the
energy scale corresponding to the onset of all stable and unstable particles of the
same order the scaling function takes the value corresponding to the ultraviolet
coset central charge of the underlying CFT as soon as the mentioned scale is
reached.
• On the other hand, for non-vanishing resonance parameter the scaling function and
Zamolodchikov’s c-function surpass different regions in the energy scale developing
a “staircase” behaviour where the number and size of the plateaux is determined by
the relative mass scales between the stable and unstable particles and the stable
particles themselves. Therefore, different choices of the 2ℓ − 1 free parameters
at hand lead to a theory with a different physical content, but still possessing the
same central charge. This feature is consistent with the physical picture anticipated
for the HSG-models, since in the deep ultraviolet limit, as long as the resonance
parameter is finite, the energy scale is much higher than the energy scales necessary
for the production of all the stable and unstable particles. Therefore all the particle
content of the model contributes to the scaling function which, interpreted as a
measure of effective light degrees of freedom, will reach its maximum value, namely
the Virasoro central charge of the unperturbed CFT.
The concrete models for which the scaling function and the c-function have been
evaluated are different. Whereas in the TBA-context we focused our study in the SU(3)k-
HSG models and evaluate the scaling function for k = 2, 3 and 4, in the context of form
factors, we studied the opposite case namely, we fixed the level k = 2 and tuned the
rank of the Lie algebra. This shows that the two approaches exploited here are somehow
complementary, since the solution of the TBA-equations, even numerically, gets very
involved when the rank increases whereas in the form factor context the increment of
the level means the existence of asymptotic bound states in the theory which make the
so-called bound state residue equations enter the analysis, complicating the evaluation
of the corresponding form factors. In particular the SU(3)2-HSG model is the only one
which has been studied in both approaches, being the results obtained entirely consistent.
Concerning the computation of the scaling function and the c-function, the evalua-
tion of the latter in the form factor context provides very interesting results when the
rank is increased which have not a counterpart in our TBA-analysis. In particular the
decoupling of the SU(N)2-HSG model into the SU(i+1)2- and SU(N− i)2-HSG mod-
els whenever the resonance parameter σi,i+1 →∞, provides a further consistency check
for the corresponding S-matrices. Although, as we have said, such a decoupling has not
been studied in the TBA-context apart from the N = 3 case, what has been exploited in
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the latter approach is the freedom for considering the mass scales of the stable particles
to be very different, which generates an additional plateau in the scaling function for the
SU(3)k-HSG models. In the form factor context the mass scales of the stable particles
have been always taken to be of the same order and only the freedom for varying the
masses of the unstable particles which depend on the resonance parameters has been
used in order to reproduce the outlined decoupling.
Another interesting result concerning the evaluation of the scaling and c-function is
that the sort of flows described by the first of these functions are associated to a system
of TBA-equations which, after the introduction of the auxiliary parameter r′ = r/2eσ/2,
can be re-interpreted as the TBA-equations corresponding to two massless systems, in
the spirit of [126]. However, the connection between flows related to the presence of
unstable particles in the spectrum and massless flows was observed only formally in the
TBA-context, since the parameter r′ was introduced aiming towards a simplification of
the analytical and numerical analysis. Our later renormalisation group analysis has con-
firmed that the parameter r′ has in fact a deeper physical meaning and arises naturally
when studying different sorts of renormalisation group flows, supporting the idea that
the observed flows should be in fact understood as massless flows.
The similar “staircase” behaviour observed both for the HSG-models and for the
models studied in [108, 109, 110] has been emphasised many times along this thesis.
However, the features and interpretation of this staircase pattern are very different for
the models studied in [108, 109, 110] and for the ones investigated in this thesis. First
of all, although both for the former and the latter models resonance poles are present
in the scattering amplitudes, only for the HSG-models these poles admit a physical in-
terpretation as the trace of the presence of unstable particles which is supported by
all the results found in this manuscript. Second, and closely related to the first obser-
vation, the amount of plateaux present in the scaling functions of the HSG-models is
intimately related to the amount of particles, both stable and unstable, in the spectrum.
Consequently, the number of plateaux observed is always finite, which is in contrast to
the roaming trajectory models [108] and their generalisations [109, 110], whose scaling
functions were shown to develop infinitely many plateaux.
Whereas for the HSG-models the resonance parameter enters the S-matrix as a shift
in the rapidity variable, in the models studied in [108, 109, 110] the resonance param-
eter arises as a consequence of the analytical continuation to the complex plane of the
effective coupling constant B, which characterises the Lagrangian and S-matrix of the
sinh-Gordon model [43] and, in fact, of all affine Toda field theories [35, 36, 39]. The
mentioned complexification takes place in the following way
B → 1± 2iσ
π
. (6.1)
It is interesting to notice that the particular form of (6.1) has an explanation. The real
part of B has necessarily to be one so that the consequent transformation of the sinh-
Gordon S-matrix via (6.1) generates a new but still consistent S-matrix. The consistency
of the new S-matrix in guaranteed by the fact that for all affine Toda field theories
[35, 36, 37] the coupling constant B occurs always in the combination B(2 − B) which
stays real under (6.1).
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The introduction of the resonance parameter σ by means of (6.1) makes the S-matrix
exhibit a resonance pole in the imaginary axis θR = −σ − iπ2 similarly to the SU(3)2-
HSG model. As usual one could try to understand such pole as the trace of an unstable
particle. However, even though only one resonance parameter has been introduced, the
TBA-analysis carried out in [108] for the roaming sinh-Gordon model shows that the
corresponding scaling function develops an infinite number of plateaux. Therefore, the
results in [108] can not be interpreted physically by using the same sort of arguments
employed in the TBA-analysis of the HSG-models. Equivalently, the infinite number of
plateaux observed in [108] can not be related to the number of free parameters in the
model. The same can be said with respect to the models studied in [109, 110] whose
construction follows the same lines summarised for the roaming sinh-Gordon model, with
the difference that they take as an input the S-matrices of other simply laced affine Toda
field theories instead of the sinh-Gordon model (A
(1)
1 -ATFT), which is the simplest of
their class.
An interesting open problem is the investigation of the precise relationship between
the scaling function arising in the TBA-context and Zamolodchikov’s c-function. As we
have repeatedly mentioned, both functions provide the same physical information and
are qualitatively very similar. However, by reviewing their definitions and the contexts
in which they arise, we find that the nature of their possible relationship is not clear a
priori. Also the relation to the intriguing proposal in [182] of a renormalisation group
flow between Virasoro characters remains unclarified.
Regarding now point iii), the evaluation of the conformal dimension of the perturbing
operator, ∆, has been performed both in the TBA- and form factor approach. Both
methods have supplied entirely consistent results.
In the TBA-context, the computation of the conformal dimension of the perturbing
field is possible by exploiting its relation to the periodicities of the so-called Y -systems,
noticed originally in [139], despite the fact that the reason why this relationship should
occur is not known for the time being. The mentioned conformal dimension also arises in
the series expansion of the finite size scaling function in terms of the inverse temperature
of the system. In this thesis we have exploited the former relationship and identified
the conformal dimension of the perturbing field by determining the periodicities of the
Y -systems corresponding to various concrete examples of SU(3)k-HSG models corre-
sponding to k = 2, 3, 4. However, we have not been able to provide a general formula
expressing the dependence between these periodicities and the conformal dimension of
the perturbation. Such a relationship has been conjectured in the light of the particular
results obtained for concrete models and more work is needed in order to make a definite
statement. Nevertheless, for vanishing resonance parameter and the choice g = su(2),
the behaviour observed coincides with the one obtained in [139], which suggests the
conjectured dependence of the periodicities of the Y -systems in ∆ is of a very universal
nature, beyond the models discussed here. In order to clearly determine the conformal
dimension of the perturbation it would be very interesting to carry out the mentioned
series expansion of the scaling function in terms of the inverse temperature, r.
Within the form factor framework, the identification of the conformal dimension of
the perturbing operator has been done for the particular SU(N)2-HSG models, with
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N = 3, 4, 5. In that case three fundamental results have been exploited: first of all,
the proportionality between the perturbing field and the trace of the energy momentum
tensor of the massive QFT is well known [163]. Second, once the form factors of the
trace of the energy momentum tensor are known its two-point function may be computed
up to a certain approximation, as explained for the Virasoro central charge. Third, in
the UV-limit the two-point function of the trace of the energy momentum tensor must
reduce to the two-point function of its counterpart in the underlying CFT. That is a
quasi-primary field of the CFT whose two-point function is forced to diverge in the
UV-limit as r−4∆ in terms of the conformal dimension of the perturbation.
Since the perturbing operator plays a distinguished role in the construction of the
massive QFT, the identification of its conformal dimension constitutes a fundamental
check for the consistency of the proposed S-matrices. However, once the perturbing
field has been identified, one may pose the question of how to identify the remaining
operator content of the underlying CFT. With regard to point iv), the re-construction
of the operator content of the unperturbed CFT from the one of the massive QFT,
apart from providing a further consistency check of the S-matrices under consideration,
is an issue which has great interest in its own right. Fortunately, the operator content
is well known for the WZNW-coset theories [59, 61], a fact of which our investigation
has taken advantage. Another relevant aspect is that it becomes soon fairly involved
even for low rank Lie algebras. The latter feature was an additional motivation for our
analysis, since to our knowledge, no other QFT’s possessing such an involved operator
content had been studied before to such an extent in the form factor context, at least
for the purpose outlined.
Nonetheless, the question of how to identify the whole operator content of the under-
lying CFT is left unanswered in the TBA-framework. In fact, one of the most important
results of this thesis has been the identification of the form factor approach as a means
for re-constructing at least an important part of the operator content of the unper-
turbed CFT. Such a re-construction makes use of the fundamental assumptions of the
existence of a one-to-one correspondence between the operator content of the massive
QFT and its associated underlying CFT and between the solutions to the form factor
consistency equations and the local operators of the massive QFT. The mentioned iden-
tification of part of the operator content has been performed to a large extent for the
SU(3)2-HSG model and for one of the local operators of the SU(N)2-HSG models. For
all the SU(N)2-HSG models, a large subset of solutions to the form factor consistency
equations have been constructed which permitted the former investigation.
As we have said in the previous paragraph, the identification of an important part
of the operator content of the massive QFT within the form factor approach has been
mainly performed for the SU(3)2-HSG model via the calculation of the corresponding ul-
traviolet conformal dimension of those operators for which all the n-particle form factors
had been previously computed. In particular, the conformal dimension of the perturbing
operator (∆ = 3/5) and of several other operators of conformal dimension ∆ = 1/10
were obtained by studying the ultraviolet behaviour of their two-point functions, which
is constrained by the conformal symmetry of the underlying CFT. For some operators
we have determined the conformal dimensions by means of the ∆-sum rule derived in
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[27], which involves the knowledge of the correlation functions of a certain local operator
and the trace of the energy momentum tensor and whose derivation is close in spirit to
Zamolodchikov’s c-theorem.
In this light, it can be stated that solutions of the form factor consistency equations
can be identified with operators in the underlying CFT. In this sense one can give
meaning to the operator content of the integrable massive model. Being the mentioned
identification uniquely based on the values of the ultraviolet conformal dimensions there
is the problem that once the conformal field theory is degenerate in this quantity, as it
is the case for the models we investigate, the identification can not be carried out in a
one-to-one fashion and therefore the procedure has to be refined. In principle this would
be possible by including the knowledge of the three-point coupling of the conformal field
theory and the vacuum expectation value into the analysis. The former quantities are
in principle accessible by working out explicitly the conformal fusion structure, whereas
the computation of the latter still remains an open challenge. In fact, what one would
like to achieve ultimately is the identification of the conformal fusion structure within
the massive models. Considering the total number of operators present in the conformal
field theory (a SU(3)2/U(1)
2-WZNW coset theory for the SU(3)2-HSG model ) one still
expects to find additional solutions, in particular the identification of the fields possessing
conformal dimension ∆ = 1/2 is outstanding.
Despite the fact of having identified some part of the operator content, it remains
a challenge to perform a definite one-to-one identification between the solutions to the
form factor consistency equations and the local operators, at least for the primary field
part. In this direction our analysis also proves that new additional technical tools are
required to do this, since the ∆-sum rule can not be applied in all situations, and the
study of the ultraviolet behaviour of the two-point functions does not allow a clear-cut
deduction of ∆ unless one has already a priori a good guess for the expected value.
With respect to the explicit calculation of conformal dimensions, technically we have
confirmed that the mentioned sum rule is clearly superior to the direct analysis of the
UV-limit of correlation functions. However, it has also the drawback that the existence
of internal symmetries in the massive QFT may force the two-point function of a large
number of local operators with the trace of the energy momentum tensor to vanish and
so, it only applies for part of the operator content. It would therefore be highly desirable
to develop arguments which also apply for theories with internal symmetries and possibly
to resolve the mentioned degeneracies in the conformal dimensions.
Concerning point v), we have also exploited the mentioned ∆-sum rule as as a tool
which allows for determining the flow of the operator content of a certain CFT from the
UV- to the IR-limit, in a similar spirit to the scaling and c-function described above. For
this purpose, we have modified the original sum rule derived in [27] by the introduction
of the renormalisation group parameter, r0, whose variation from the deep UV-limit, in
which we expect to recover the conformal dimension of an operator of the underlying
CFT, to the IR-regime reveals the same physical picture observed when studying the
RG-flow of Zamolodchikov’s c-function. Accordingly, the corresponding ∆(r0)-function
develops a series of plateaux whose form and size depend upon the relative mass scales
of the stable and unstable particles. This function has been numerically determined for
the SU(N)2-HSG models corresponding to N = 3, 4, 5 and for different values of the
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resonance parameters, reproducing again the decoupling of massive degrees of freedom
whenever one of the resonance parameters is very large in comparison to the scale fixed
by the RG-parameter r0.
As mentioned above, the physical information extractable from the scaling function,
Zamolodchikov’s c-function and the ∆(r0)-function associated to a certain operator of
the massive QFT is mostly the same. In particular, all these functions develop plateaux
which are commonly identified with RG-fixed points. In order to have a more clear-cut
identification of these fixed points it is desirable to have new functions at hand whose
zeros are precisely in one-to-one correspondence with the plateaux mentioned before.
If we now think of Zamolodchikov’s c-function, the sort of functions we are looking for
have similar features to the β-functions entering the Callan-Symmanzik equation [178],
which are always vanishing at RG-fixed points. However, any function proportional to
the derivative of the scaling function, Zamolodchikov’s c-function or the ∆(r0)-functions
may have also zeros where the latter functions had plateaux. In this thesis we have
exploited this simple observation in order to construct what we called β-like functions,
originally introduced in [108]. This has been performed for the SU(4)2- and SU(5)2-
HSG models and allowed for clearly identifying the different RG-fixed points the three
mentioned functions surpass along their respective flows.
Concerning point vi), we have already mentioned many times the possibility of com-
puting correlation functions from form factors. In principle, any correlation function
involving local operators of the massive QFT can be computed provided all n-particle
form factors associated to these local operators are known. In practise, we have seen
that the correlation functions admit a series expansion in terms of form factors of the
operators involved, whose exact evaluation is outstanding for all models except for the
thermally perturbed Ising model. In the thermally perturbed Ising model the two point
functions 〈Θ(r)Θ(0)〉, 〈Θ(r)µ(0)〉, 〈Θ(r)Σ(0)〉, involving the trace of the energy mo-
mentum tensor and the order and disorder operators can be exactly evaluated, since
the only non-vanishing form factor of the trace of the energy momentum tensor is the
two-particle one, and the corresponding integrals can even be performed analytically.
However, this is not the case for the models we have studied here and in our analysis we
have summed at most terms up to the 8-particle contribution, which already requires a
lot of computational effort. Also, although we already pointed it out in the context of
the evaluation of the Virasoro central charge, we have observed in this thesis that the
common assumption that the mentioned series converges rapidly does not hold anymore
when the number of particle types present in the model increases.
Regarding the form factor program itself, our main results are the following. At
the mathematical level, a closed formula for all n-particle form factors associated to a
large class of operators has been found for all SU(N)2-HSG models. This formula is
given in terms of building blocks which can be expressed both as determinants whose
entries are elementary symmetric polynomials or by means of an integral representation.
However, it remains an open question, whether the general solution procedure presented
in chapters 4 and 5 can be generalised to the degree that determinants of the type
found will serve as generic building blocks of form factors. It remains also for us to be
understood how the integral representation obtained for these determinants might be
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used in practise, for instance, to formulate rigorous proofs of the type presented in the
previous two chapters. In general, it would be very interesting to clarify whether such
a representation has a purely formal nature or it is maybe more fundamental than the
determinant representation we have exploited in this thesis. Another interesting open
problem is to find out the precise relationship between this integral representation, which
involves contour integrals in the x = eθ-plane, and the integral representation used for
instance in [155] which involved contour integrals in the θ-plane.
It would be also desirable to put further constraints on the solutions to the form
factor consistency equations in order to make more clear their identification with a
particular local operator of the model. As we have mentioned, such an identification
has being carried out by analysing the UV-behaviour of the corresponding two-point
functions, a procedure which has the inconveniences already reported. The identification
procedure could be possibly refined by means of other arguments, that is, exploiting the
symmetries of the model, formulating quantum equations of motion, possibly performing
perturbation theory etc...
Concerning the momentum space cluster property, our analysis also provides remark-
able results. We have shown for a concrete model, the SU(3)2-HSG model, that it does
not only constrain the solutions to the form factor consistency equations but also serves
as a construction principle for new solutions. Clearly, it would be very interesting to
develop arguments which allowed us to reach a level of understanding of this prop-
erty similar to the one we have for the rest of the form factor consistency equations
[22, 153, 152, 154, 155].
As a way to close this chapter, we can draw the overall conclusion that the physical
picture advocated for the SU(N)2-homogeneous sine-Gordon models in [49, 50, 51],
rests now on quite firm ground and, apart from the open problems already mentioned
along this chapter, there is also the more general challenge to extend our analysis to the
complete generality of the HSG-models. Also, although it has only been mentioned very
briefly in chapter 2 of this thesis, there is still a lot of interesting work to be done in
what concerns the study of the other family of unitary, massive and quantum integrable
NAAT-theories, the symmetric space sine-Gordon models [48, 56, 55], which is left for
future investigations.
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Appendix A
Elementary symmetric polynomials.
In this appendix we assemble several properties of elementary symmetric polynomials to
which we wish to appeal from time to time. Most of them may be found either in [174] or can
be derived effortlessly. The elementary symmetric polynomials are defined as
σk(x1, . . . , xn) =
∑
l1<...<lk
xl1 . . . xlk . (A.1)
Some examples are:
σ1(x1, · · · , xn) = x1 + x2 + · · ·+ xn, (A.2)
σ2(x1, · · · , xn) = x1 x2 + x1 x3 + · · · (A.3)
The elementary symmetric polynomials are generated by
n∏
k=1
(x+ xk) =
n∑
k=0
xn−kσk(x1, . . . , xn) . (A.4)
and, as a consequence, can also be expressed in terms of an integral representation
σk(x1, . . . , xn) =
1
2πi
∮
|z|=̺
dz
zn−k+1
n∏
k=1
(z + xk) , (A.5)
which is convenient for various applications. Here ̺ is an arbitrary positive real number.
With the help of (A.5) we easily derive the identity
σk(−x, x, x1, . . . , xn) = σk(x1, . . . , xn)− x2σk−2(x1, . . . , xn) , (A.6)
which will be central for us. Using the definition of the operators T ±λa,b introduced in subsection
4.1.1 of chapter 4 for the analysis of the momentum space cluster property, we derive the
asymptotic behaviours
T λ1,η σk(x1, . . . , xn) ∼
{
eηλση(x1, . . . , xη)σk−η(xη+1, . . . , xn) for η < k
ekλσk(x1, . . . , xη) for η ≥ k (A.7)
and
T −λ1,η σk(x1, . . . , xn) ∼
{
σk(xη+1, . . . , xn) for η ≤ n− k
σk+η−n(x1,...,xη)σn−η(xη+1,...,xn)
eλ(k+η−n)
for η > n− k (A.8)
which may be obtained from (A.5) as well.
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Appendix B
Explicit form factor formulae.
Having constructed the general solutions in terms of the parameterisation (4.57), it is simply
a matter of collecting all the factors to get explicit formulae. For the concrete computation of
the correlation function, it is convenient to have some of the evaluated expressions at hand in
form of hyperbolic functions. The following abbreviation
F˜ ijmim(θ) = e
−θ/4F ijmim(θ), (B.1)
will be used in what follows.
One particle form factors
F
O0,01,0 |+
1 = F
O0,00,1 |−
1 = F
O0,10,1 |−
1 = F
O1,01,0 |+
1 = H
1,0 = H0,1 (B.2)
Two particle form factors
F
Θ|±±
2 = −2πm2 sinh θ2 , (B.3)
F
O|±±
2 = i 〈O〉 tanh θ2 for O = O0,00,0, O0,10,2,O1,02,0 ,
F
O0,11,1 |+−
2 = H
1,1eθ21/2F+−min(θ), F
O1,01,1 |+−
2 = H
1,1F+−min(θ). (B.4)
Three particle form factors
F
O|±±±
3 =
H0,1
∏
i<j F
µiµj
min (θij)∏
1≤i<j≤3 cosh(θij/2)
for O0,01,0,O0,00,1, O0,10,1, O1,01,0, (B.5)
F
O0,01,0 |+−−
3 =
iH1,0e−θ1/2(σ−2 )
1/2
2 cosh(θ23/2)
∏
i<j
F
µiµj
min (θij), (B.6)
F
O0,00,1 |++−
3 =
−iH0,1
2 cosh(θ12/2)
∏
i<j
F
µiµj
min (θij), (B.7)
F
O1,01,0 |+−−
3 =
iH1,0
2 cosh(θ23/2)
∏
i<j
F
µiµj
min (θij), (B.8)
F
O0,10,1 |++−
3 =
iH0,1eθ3/2/(σ+2 )
1/2
2 cosh(θ12/2)
∏
i<j
F
µiµj
min (θij). (B.9)
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Four particle form factors
F
Θ|++−−
4 =
−πm2(2 +∑i<j cosh(θij))
2 cosh(θ12/2) cosh(θ34/2)
∏
i<j
F˜
µiµj
min (θij), (B.10)
F
O0,00,0 |++−−
4 =
−
〈
O0,00,0
〉
cosh(θ13/2 + θ24/2)
2 cosh(θ12/2) cosh(θ34/2)
∏
i<j
F˜
µiµj
min (θij), (B.11)
F
O0,10,2 |++−−
4 =
−
〈
O0,10,2
〉
2 cosh(θ12/2)
∏
i<j
F˜
µiµj
min (θij), (B.12)
F
O1,02,0 |++−−
4 =
−
〈
O1,02,0
〉
2 cosh(θ34/2)
∏
i<j
F˜
µiµj
min (θij), (B.13)
F
O0,11,1 |+−−−
4 =
iH1,1e−θ1/2(σ−3 )
1/2
2
∏
2≤i<j≤4 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.14)
F
O0,11,1 |+++−
4 =
−iH1,1eθ4/2/(σ+3 )1/2
2
∏
1≤i<j≤3 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.15)
F
O1,01,1 |+−−−
4 =
iH1,1
2
∏
2≤i<j≤4 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.16)
F
O1,01,1 |+++−
4 =
iH1,1
2
∏
1≤i<j≤3 cosh(θij/2)
∏
i<j
F
µiµj
min (θij). (B.17)
Five particle form factors
F
O|±±±±±
5 =
H0,1
∏
i<j F
µiµj
min (θij)∏
1≤i<j≤5 cosh(θij/2)
for O0,01,0, O0,00,1, O1,01,0, O0,10,1 , (B.18)
F
O0,01,0 |+−−−−
5 =
−H1,0e−θ1/2(σ−4 )1/2
4
∏
2≤i<j≤5 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.19)
F
O0,01,0 |+++−−
5 =
−iH1,0(σ−2 )1/2(σ+2 + σ−2 )/σ+3
8 cosh(θ45/2)
∏
1≤i<j≤3 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.20)
F
O0,00,1 |++−−−
5 =
iH0,1(σ+2 + σ
−
2 )/σ
+
2
8 cosh(θ12/2)
∏
3≤i<j≤5 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.21)
F
O0,00,1 |++++−
5 =
−H0,1
4
∏
1≤i<j≤4 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.22)
F
O1,01,0 |+−−−−
5 =
−H1,0
4
∏
2≤i<j≤5 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.23)
F
O1,01,0 |+++−−
5 =
−iH1,0(σ+3 + σ+1 σ−2 )/σ+3
8 cosh(θ45/2)
∏
1≤i<j≤3 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.24)
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F
O0,10,1 |++−−−
5 =
−iH0,1(σ−3 + σ−1 σ+2 )/(σ+2 )3/2
8 cosh(θ12/2)
∏
3≤i<j≤5 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.25)
F
O0,10,1 |++++−
5 =
−H0,1eθ5/2/(σ+4 )1/2
4
∏
1≤i<j≤4 cosh(θij/2)
∏
i<j
F
µiµj
min (θij). (B.26)
Six particle form factors
F
Θ|++++−−
6 =
πm2(3 +
∑
i<j cosh(θij))
4
∏
1≤i<j≤4 cosh(θij/2)
∏
i<j
F˜
µiµj
min (θij), (B.27)
F
O0,00,0 |++++−−
6 =
〈
O0,00,0
〉 (
(σ−2 )
2 + σ+4 + σ
+
2 σ
−
2
)
/σ+4
16 cosh(θ56/2)
∏
1≤i<j≤4 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.28)
F
O0,10,2 |++++−−
6 =
〈
O0,10,2
〉
cosh(θ56/2)
4
∏
1≤i<j≤4 cosh(θij/2)
∏
i<j
F˜
µiµj
min (θij), (B.29)
F
O1,02,0 |++++−−
6 =
〈
O1,02,0
〉
(σ−2 σ
+
4 )
−1/2
16 cosh(θ56/2)
∏
1≤i<j≤4 cosh(θij/2)
∏
i<j
F˜
µiµj
min (θij), (B.30)
F
O0,11,1 |+−−−−−
6 =
−H1,1e−θ1/2(σ−5 )1/2
4
∏
2≤i<j≤6 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.31)
F
O0,11,1 |+++−−−
6 =
−H1,1(σ−3 )1/2(σ−3 + σ−1 σ+2 )/(σ+3 )3/2
16
∏
1≤i<j≤3 cosh(θij/2)
∏
4≤i<j≤6 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.32)
F
O0,11,1 |+++++−
6 =
−H1,1eθ6/2/(σ+5 )1/2
4
∏
1≤i<j≤5 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.33)
F
O1,01,1 |+−−−−−
6 =
−H1,1
4
∏
2≤i<j≤6 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.34)
F
O1,01,1 |+++−−−
6 =
H1,1(σ+3 + σ
+
1 σ
−
2 )/σ
+
3
16
∏
1≤i<j≤3 cosh(θij/2)
∏
4≤i<j≤6 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.35)
F
O1,01,1 |+++++−
6 =
−H1,1
4
∏
1≤i<j≤5 cosh(θij/2)
∏
i<j
F
µiµj
min (θij). (B.36)
Seven particle form factors
F
O|±±±±±±±
7 =
H0,1
∏
i<j F
µiµj
min (θij)∏
1≤i<j≤7 cosh(θij/2)
for O0,01,0, O0,00,1 , O1,01,0, O0,10,1, (B.37)
F
O0,01,0 |+−−−−−−
7 =
−iH1,0(σ−6 )1/2/(σ+1 )3
8
∏
2≤i<j≤7 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.38)
212 Chapter B. Explicit form factor formulae.
F
O0,01,0 |+++−−−−
7 =
−H1,0(σ−4 )1/2(σ−4 + σ+2 σ−2 + (σ+2 )2)/(σ+3 )2
28
∏
1≤i<j≤3 cosh(θij/2)
∏
4≤i<j≤7 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.39)
F
O0,01,0 |+++++−−
7 =
−H1,0(σ−2 )1/2(σ+4 + σ+2 σ−2 + (σ−2 )2)/σ+5
25 cosh(θ67/2)
∏
1≤i<j≤5 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.40)
F
O0,00,1 |++−−−−−
7 =
−iH0,1(σ−4 + σ+2 σ−2 + (σ+2 )2)/(σ+2 )2
25 cosh(θ12/2)
∏
3≤i<j≤7 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.41)
F
O0,00,1|++++−−−
7 =
−H0,1(σ+4 + σ+2 σ−2 + (σ−2 )2)/σ+4
28
∏
1≤i<j≤4 cosh(θij/2)
∏
5≤i<j≤7 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.42)
F
O0,00,1 |++++++−
7 =
iH0,1
8
∏
1≤i<j≤6 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.43)
F
O1,01,0 |+−−−−−−
7 =
−iH1,0
8
∏
1≤i<j≤6 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.44)
F
O1,01,0 |+++−−−−
7 =
−H1,0((σ+1 )2σ−4 + (σ+3 )2 + σ+3 σ+1 σ−2 )/(σ+3 )2
28
∏
1≤i<j≤6 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.45)
F
O1,01,0 |+++++−−
7 =
iH1,0((σ−2 )
2σ+1 + σ
+
5 + σ
+
3 σ
−
2 )/σ
+
5
25cosh(θ67/2)
∏
1≤i<j≤5 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.46)
F
O0,10,1 |++−−−−−
7 =
iH0,1((σ+2 )
2σ−1 + σ
−
5 + σ
−
3 σ
+
2 )/(σ
+
2 )
5/2
25cosh(θ12/2)
∏
3≤i<j≤7 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.47)
F
O0,10,1 |++++−−−
7 =
−H0,1((σ−3 )2 + σ+4 σ−1 + σ−3 σ−1 σ+2 )/(σ+4 )3/2
28
∏
1≤i<j≤3 cosh(θij/2)
∏
5≤i<j≤7 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.48)
F
O0,10,1 |++++++−
7 =
−iH0,1(σ−1 )3/(σ+6 )1/2
8
∏
1≤i<j≤6 cosh(θij/2)
∏
i<j
F
µiµj
min (θij). (B.49)
Eight particle form factors
F
Θ|++−−−−−−
8 =
−πm2(4 +∑i<j cosh(θij)) cosh(θ12/2)
8
∏
3≤i<j≤8 cosh(θij/2)
∏
i<j
F˜
µiµj
min (θij), (B.50)
F
Θ|++++−−−−
8 =
πm2(σ−4 )
1/2(σ−1 σ
+
3 + σ
+
1 σ
−
3 )(4 +
∑
i<j cosh(θij))
27 (σ+4 )
3/2
∏
1≤i<j≤4 cosh(θij/2)
∏
5≤i<j≤8 cosh(θij/2)
∏
i<j
F
µiµj
min (θij),
(B.51)
F
Θ|++++++−−
8 =
−πm2(4 +∑i<j cosh(θij)) cosh(θ78/2)
8
∏
1≤i<j≤6 cosh(θij/2)
∏
i<j
F˜
µiµj
min (θij), (B.52)
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F
O0,00,0 |++−−−−−−
8 =
〈O0,00,0〉(σ−6 + σ−2 (σ+2 )2 + σ+2 σ−4 + (σ+2 )3)/(σ+2 )3
26 cosh(θ12/2)
∏
3≤i<j≤8 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.53)
F
O0,00,0 |++++−−−−
8 =
−〈O0,00,0〉((σ+4 + σ−4 )2 + (σ−2 )2σ+4 + σ+2 σ−2 (σ−4 + σ+4 ) + (σ+2 )2σ−4 )
28(σ+4 )
2
∏
1≤i<j≤4 cosh(θij/2)
∏
5≤i<j≤8 cosh(θij/2)
∏
i<j
F
µiµj
min (θij),
(B.54)
F
O0,00,0 |++++++−−
8 =
〈O0,00,0〉(σ+6 + σ+2 (σ−2 )2 + σ−2 σ+4 + (σ−2 )3)/σ+6
26 cosh(θ78/2)
∏
1≤i<j≤6 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.55)
F
O0,10,2 |++−−−−−−
8 =
−〈O0,10,2〉(σ−5 + σ−1 (σ+2 )2 + σ−3 σ+2 )/(σ+2 )5/2
26 cosh(θ12/2)
∏
3≤i<j≤8 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.56)
F
O0,10,2 |++++−−−−
8 =
〈O0,10,2〉((σ−3 )2 + σ−1 σ−3 σ+2 + σ+4 (σ−1 )2)/(σ−4 )3/2
28
∏
1≤i<j≤4 cosh(θij/2)
∏
5≤i<j≤8 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.57)
F
O0,10,2 |++++++−−
8 =
〈O0,10,2〉(σ−1 )3/(σ+6 )1/2
26 cosh(θ78/2)
∏
1≤i<j≤6 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.58)
F
O1,02,0 |++−−−−−−
8 =
〈O1,02,0〉(σ+1 )3(σ−6 )1/2/(σ+2 )3
26 cosh(θ12/2)
∏
3≤i<j≤8 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.59)
F
O1,02,0 |++++−−−−
8 =
〈O1,02,0〉(σ−4 )1/2((σ+3 )2 + σ+1 σ+3 σ−2 + σ−4 (σ+1 )2)/(σ+4 )2
28
∏
1≤i<j≤4 cosh(θij/2)
∏
5≤i<j≤8 cosh(θij/2)
∏
i<j
F
µiµj
min (θij),
(B.60)
F
O1,02,0 |++++++−−
8 =
〈O1,02,0〉(σ−2 )1/2(σ+5 + σ+3 σ−2 + σ+1 (σ−2 )2)/σ+6
26 cosh(θ78/2)
∏
1≤i<j≤6 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.61)
F
O1,01,1 |+−−−−−−−
8 =
−iH1,1
8
∏
2≤i<j≤8 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.62)
F
O1,01,1 |+++−−−−−
8 =
−iH1,1((σ+1 )2σ−4 + (σ+3 )2 + σ+3 σ+1 σ−2 )/(σ+3 )2
27
∏
1≤i<j≤3 cosh(θij/2)
∏
4≤i<j≤8 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.63)
F
O1,01,1 |+++++−−−
8 =
−iH1,1((σ−2 )2σ+1 + σ+5 + σ+3 σ−2 )/σ+5
27
∏
1≤i<j≤5 cosh(θij/2)
∏
6≤i<j≤8 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.64)
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F
O0,11,1 |+−−−−−−−
8 =
−iH1,1(σ−7 )1/2/(σ+1 )7/2
8
∏
2≤i<j≤8 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.65)
F
O0,11,1 |+++−−−−−
8 =
iH1,1(σ−5 )
1/2((σ+2 )
2σ−1 + σ
−
5 + σ
−
3 σ
+
2 )/(σ
+
3 )
5/2
27
∏
1≤i<j≤3 cosh(θij/2)
∏
4≤i<j≤8 cosh(θij/2)
∏
i<j
F
µiµj
min (θij), (B.66)
F
O0,11,1 |+++++−−−
8 =
−iH1,1(σ−3 )1/2((σ−1 )2σ+4 + (σ−3 )2 + σ−3 σ−1 σ+2 )/(σ+5 )3/2
27
∏
1≤i<j≤5 cosh(θij/2)
∏
6≤i<j≤8 cosh(θij/2)
∏
i<j
F
µiµj
min (θij),
(B.67)
F
O0,11,1|+++++++−
8 =
iH1,1(σ−1 )
7/2/(σ+7 )
1/2
8
∏
1≤i<j≤7 cosh(θij/2)
∏
i<j
F
µiµj
min (θij). (B.68)
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