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Abstract
In this paper, we propose a new threshold-kernel jump-detection method for jump-diffusion processes, which
iteratively applies thresholding and kernel methods in an approximately optimal way to achieve improved finite-
sample performance. As in Figueroa-Lo´pez and Nisen (2013), we use the expected number of jump misclassifications
as the objective function to optimally select the threshold parameter of the jump detection scheme. We prove that
the objective function is quasi-convex and obtain a new second-order infill approximation of the optimal threshold
in closed form. The approximate optimal threshold depends not only on the spot volatility σt, but also the jump
intensity and the value of the jump density at the origin. Estimation methods for these quantities are then developed,
where the spot volatility is estimated by a kernel estimator with thresholding and the value of the jump density
at the origin is estimated by a density kernel estimator applied to those increments deemed to contains jumps by
the chosen thresholding criterion. Due to the interdependency between the model parameters and the approximate
optimal estimators built to estimate them, a type of iterative fixed-point algorithm is developed to implement them.
Simulation studies for a prototypical stochastic volatility model show that it is not only feasible to implement the
higher-order local optimal threshold scheme but also that this is superior to those based only on the first order
approximation and/or on average values of the parameters over the estimation time period.
1 Introduction
In this work, we study a jump diffusion process of the form
Xt :=
∫ t
0
γudu+
∫ t
0
σudWu +
Nt∑
j=1
ζj ,
where W is a Wiener process, N is an independent Poisson process with local intensity {λt}t≥0, and {ζj}j≥1 are
i.i.d. variables independent W and N . With the presence of jumps, several statistical inference problems, including
volatility estimation and jump detection, can be addressed by the thresholding approach developed by Mancini
(2001, 2004, 2009). The basic idea is to introduce a threshold tuning parameter B so that whenever the absolute
value of an increment ∆X := Xti−Xti−1 exceeds B, we conclude that an unusual event (aka a “jump”) has happened
during (ti−1, ti], based on which we can then proceed to estimate the volatility and other parameters. Many works
have been conducted to further extend the threshold method to various statistical inference problems. For an Itoˆ
semimartingale with finite or infinite jump activity, the jump detection and integrated volatility estimation was stud-
ied by Mancini (2009) and Jacod (2007, 2008). We also refer to Corsi et al. (2010), Aı¨t-Sahalia and Jacod (2009b,a,
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2010), Cont and Mancini (2011), Figueroa-Lo´pez (2012), Jing et al. (2012), and others for further applications of
the threshold method.
One of the key issue that we have to address in order to have a good performance of the jump detection procedure
is the selection of the threshold B. Ideally, we hope to select the best possible threshold under a suitable criterion.
Such a problem was studied by Figueroa-Lo´pez and Nisen (2013) using the expected number of jump misclassification
as the estimation loss function and, more recently, by Figueroa-Lo´pez and Mancini (2018) using the mean-square
error of the threshold realized quadratic variation. Under the assumption of zero drift, constant volatility σ,
and constant jump intensity, Figueroa-Lo´pez and Nisen (2013) showed that the first-order approximation of the
optimal threshold is given by
√
3 σ2h log(1/h) (cf. Theorems 4.2 and 4.3 therein), when h, the time span between
observations, shrinks to 0 (i.e., infill or high-frequency asymptotics). In this work, we generalize this framework in
three directions. We first prove that the loss function is quasi-convex and admits a global minimum in the more
general case of non-homogeneous drift, volatility, and jump intensity. We then proceed to obtain a second-order
asymptotic approximation of the optimal localized threshold, in closed form, which depends on the spot volatility
σt, the local jump intensity λt, and the value of the jump density at the origin. We find out that, as expected, if
the spot volatility is high, then it is more preferable to have a larger threshold. However, when the jump intensity
or the jump density at the origin is large, the possibility of having smaller jumps is higher, which favors a smaller
threshold to detect such jumps. Although an explicit formula for the second-order approximation is derived, the
method is not feasible unless we are able to estimate all the unknown parameters appearing in this formula: the
spot volatility, the jump intensity, and the jump density at the origin. To this end, we apply kernel estimation
techniques, as described below, to devise feasible plug-in type estimators for the optimal threshold.
Kernel estimation has a long history and has been applied to a large range of statistical problems. In our work,
we use it to estimate the jump density at the origin. The problem we are facing differs from the usual density kernel
estimation in several ways. Firstly, the data we have is contaminated by noise, and to make things even worse, part
of the data may not contain any information at all about the density we want to estimate. Moreover, due to the
usage of a threshold, the data we have is at best drawn from a truncated distribution and, the point at which we
hope to estimate the density, is not even inside the support of the truncated data. Due to these reasons, we have to
adjust the standard method of kernel density estimation and select the threshold appropriately so that we can get
a satisfactory estimation of the jump density at the origin. It turns out that the optimal threshold that we should
use in such a situation is larger than the one we use for optimal jump detection (see Section 2.4 for the intuition
behind this).
Another quantity we have to estimate is the spot volatility, which can also be estimated by the kernel estimator.
One earlier research on this topic is Foster and Nelson (1996), where a rolling window estimator is analyzed, which is
similar to the idea of the kernel estimation with a uniform kernel. The kernel-based estimation of the spot volatility,
with general kernel, was studied by Fan and Wang (2008), Kristensen (2010), Mancini et al. (2015) and, more
recently, Figueroa-Lo´pez and Li (2017). See also the excellent monographs of (Jacod and Protter, 2012, Ch. 13)
and (Aı¨t-Sahalia and Jacod, 2014, Ch. 8) for a general treatment of the problem of spot volatility estimation of Itoˆ
semimartigales via uniform kernels (though Remark 8.10 in Aı¨t-Sahalia and Jacod (2014) also briefly mentions the
case of a general kernel with support on [0, 1]). One of the key issues related to kernel estimators of spot volatility is
how to select the bandwidth. Kristensen (2010) proposed a leave-one-out cross-validation method, which is a general
method, but suffers from the loss of accuracy and computational inefficiency. In this work, we adapt and extend
the approach of Figueroa-Lo´pez and Li (2017) by applying a threshold-kernel estimator of the spot volatility rather
than just kernel estimation. The leading order terms of the MSE of the estimator are explicitly derived, based on
which we propose a procedure for optimal bandwidth and kernel selection. The CLT of the estimation error is also
given.
As explained above, the approximated optimal threshold depends on the spot volatility, jump intensity, and
the value of the jump density at the origin, while the approximated optimal estimators of these three quantities
depend on the threshold. Such an interdependency immediately suggests an iterative algorithm that starts with
an initial guess of these parameters and gradually converges to a fixed point result. Due to the nature of the
threshold estimator, the result is purely determined by whether the absolute value of each data increment exceeds
the threshold, so we can conclude convergence without any ambiguity based on whether each data increment is
included by the threshold or not.
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The rest of the paper is organized as follows. Section 2.1 introduces the framework and assumptions. In Section
2.2, we analyze the optimal threshold and obtain the second order approximation thereof. The bias and variance of
the estimator are derived in Section 2.3. In Section 2.4, we consider the kernel estimation of the jump density at the
origin. The threshold-kernel estimation of the spot volatility is studied in Section 3. The three estimators are then
combined into an iterative algorithm presented in Section 4. Finally, the performance of the proposed methods are
analyzed through several simulations in Section 5. Conclusions and some thoughts about future work are provided
in Section 6. The proofs of the main results are deferred to an Appendix section.
2 The Optimal Threshold of TRV
In this section we extend the modelling framework and optimal thresholding results of Figueroa-Lo´pez and Nisen
(2013). Specifically, we will allow non-constant drift, volatility, and intensity, though we keep the jump density
constant through time. In the first subsection, we introduce all the assumptions that we need for the optimal
threshold results. However, we temporarily set the drift, volatility, and intensity to be deterministic, which would
subsequently be relaxed when we discuss the kernel threshold estimation of spot volatility. All the results can be
generalized to stochastic drift, volatility, and intensity, as long as we assume that the Brownian motion that drives
the semimartingale is independent from all these processes, since we can always condition on the paths of the drift,
the volatility, and the jump intensity. It is also important to point out that, though our results in this section are
derived under the just mentioned nonleverage assumption, our simulation experiments show that this is not essential
as the proposed estimators perform well under prototypical stochastic volatility model with leverage.
2.1 The Framework and Assumptions
Throughout, we consider an Itoˆ semimartingale of the form:
Xt :=
(∫ t
0
γudu +
∫ t
0
σudWu
)
+
Nt∑
j=1
ζj =: X
c
t + Jt, (1)
where W = {Wt}t≥0 is a Wiener process, {ζj}j≥1 are i.i.d. variables with density f , N = {Nt}t≥0 is a non-
homogeneous Poisson process with intensity function {λt}t≥0, and the continuous component {Xct }t≥0 and jump
component {Jt}t≥0 are independent. We will also make the following assumptions about γ, σ, and λ.
Assumption 1. The functions γ : [0,∞)→ R, σ : [0,∞)→ R+, and λ : [0,∞)→ R+ are deterministic such that,
for any given fixed t > 0,
σt := inf
0≤s≤t
σ(s) > 0, σ¯t := sup
0≤s≤t
σ(s) <∞, γ
t
:= inf
0≤s≤t
γ(s) > 0, λt := inf
0≤s≤t
λ(s) > 0.
Furthermore, we assume that t 7→ σt is continuous.
The following notation will be needed:
σ2t,h :=
1
h
∫ t+h
t
σ2udu, γt,h :=
1
h
∫ t+h
t
γudu, λt,h :=
1
h
∫ t+h
t
λudu. (2)
Note that with these notations, our model assumptions imply that, for any t, h ≥ 0 and k ∈ N,
Xct+h −Xct =D N
(
hγt,h, hσ
2
t,h
)
, P (Xt+h −Xt ∈ dx|Nt+h −Nt = k) = φt,h ∗ f∗k(x)dx,
where φt,h is the density of X
c
t+h −Xct , i.e. φt,h(x) := 1σt,h√hφ
(
x−hγt,h
σt,h
√
h
)
.
For these types of processes, the associated local characteristics are of the form (γ, σ, ν), where the density of
the local Le´vy measure is given by νt(x) = λtf(x).
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Assumption 2. The jump density f is assumed to be of the form
f(x) = pf+(x)1[x≥0] + qf−(x)1[x<0], (3)
where p ∈ [0, 1], q := 1 − p, f+ : [0,∞) → [0,∞) and f− : (−∞, 0] → [0,∞) are bounded functions such that∫∞
0
f+(x)dx =
∫ 0
−∞ f−(x)dx = 1. Furthermore, we have
f±(0) = lim
x→0±
f±(x) ∈ (0,∞).
The following notations will also be needed:
C0(f) := lim
ε→0+
1
2ε
∫ ε
−ε
f(x)dx = pf+(0)+ qf−(0), Cd(f) := |pf+(0)− qf−(0)| , Cm(f) := min{f+(0), f−(0)}. (4)
Note that C0(f) = f(0) and Cd(f) = 0 if f is continuous at the origin. For some results, we also need the following
assumption:
Assumption 3. f+ ∈ C1([0, b)), f− ∈ C1((a, 0]), for some a ∈ (−∞, 0), b ∈ (0,∞) and f ′±(0) := limx→0± f ′±(x)
exists.
Throughout, we assume that we observe the process X at times 0 = t0 < t1 < · · · < tn =: Tn. We will use
∆ni X = Xti − Xti−1 to denote the increments of the underlying process, and when no ambiguity can be brought,
we will use ∆iX . Note that we do not necessarily assume that ti − ti−1 is constant in i. Finally, we introduce the
threshold estimators we consider in this work. We assume that we have a vector of thresholds [B]nT = (B
n
1 , ..., B
n
n),
and we may drop the superscript n when no confusion can be generated. Give [B]nT , we conclude that a jump
had happened during [ti−1, ti] when |∆iX | > Bi. Naturally, we have the following estimators of NT , JT , and the
integrated variance (or volatility) IVT :=
∫ T
0
σ2sds:
N̂T =
n∑
i=1
1{|∆iX|>Bi}, ĴT =
n∑
i=1
(∆iX)1{|∆iX|>Bi}, ÎV T = TRV (X)[B]
n
T =
n∑
i=1
(∆iX)
21{|∆iX|≤Bi}. (5)
These estimators were first studied in Mancini (2001), Mancini (2004). The estimator ÎV T has extensively been
studied in the literature and is commonly called the truncated or thresholded realized quadratic variation (TRV) of
X .
2.2 Optimal Threshold and Its Approximation
In this subsection, we define the problem of optimal threshold selection. We adopt the approach in Figueroa-Lo´pez and Nisen
(2013), which we now briefly review for completeness. We seek to find a threshold [B]T = (B1, ..., Bn) ∈ Rn+ to
minimize the loss function:
L([B]T ) := E
(
n∑
i=1
1{|Xti−Xti−1 |>Bi,Nti−Nti−1=0} +
n∑
i=1
1{|Xti−Xti−1 |≤Bi,Nti−Nti−1 6=0}
)
. (6)
The above loss function represents the expected number of “jump” mis-classifications (i.e., subintervals erroneously
classified as having jumps when in fact they do not, or not having jumps when in fact they do). The previous
formulation gives the same weight to both types of error, while a more general loss function is given by:
L([B]T ;w) := E
(
n∑
i=1
1{|Xti−Xti−1 |>Bi,Nti−Nti−1=0} + w
n∑
i=1
1{|Xti−Xti−1 |≤Bi,Nti−Nti−1 6=0}
)
. (7)
For our purpose, (6) is enough, but in certain applications, (7) may be useful. For instance, it is more likely that
market participants become more conservative when they erroneously identify a price change as an unusual event,
i.e., a jump. In this case, one may prefer to take w < 1.
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In both (6) and (7), the loss function is additive. Therefore, we can optimize each Bi separately. Indeed, we
define the following loss function for given t and h as:
Lt,h(B;w) := P (|Xt+h −Xt| > B,Nt+h −Nt = 0) + wP (|Xt+h −Xt| ≤ B,Nt+h −Nt 6= 0) . (8)
If we were able to devise a method to find B∗ = argminBLt,h(B;w) for any t and h, then, by setting t = ti−1 and
h = ti− ti−1, we would be able to solve the whole optimal [B]T . Obviously, the first issue that we have to address is
whether or not there is a global minimum point. As it turns out, the loss function (8) is quasi-convex1 in B, when
h is small enough. This property was established in Figueroa-Lo´pez and Nisen (2013) for a driftless Le´vy processes
(i.e., γ ≡ 0 and σ and λ are constants). Nonzero drifts create some nontrivial subtleties that are resolved in the
following result.
Theorem 2.1 (Uniform Quasi-Convexity of the Loss Functions). Assume that we have model (1), and
Assumptions 1-3 are satisfied. Then, for any fixed T > 0, there exists h0 := h0(T ) > 0, such that, for all t ∈ [0, T ],
h ∈ (0, h0], and w > 0, the function Lt,h(B;w) is quasi-convex in B, and possesses a unique global minimum point
B∗t,h.
We proceed to give a fixed-point formulation of the optimal threshold B∗t,h, which in turn enables us to find a
second-order asymptotic expansion for B∗t,h in a high-frequency asymptotic regime (h → 0). This characterization
will equip us with the theoretical basis for developing feasible estimation algorithms later.
Theorem 2.2 (Characterizations of the Optimal Threshold). Assume that we have model (1), and Assump-
tions 1-3 are satisfied. For each fixed T > 0, there exists h0 := h0(T ) > 0 such that, for any t ∈ [0, T ] and h ∈ (0, h0),
the optimal threshold B∗t,h, based on the increment Xt+h −Xt, is such that,
B∗t,h = hγt,h +
√
2hσ2t,h
[
ln
(
1 + exp
(
−2B∗t,hγt,h
σ2t,h
))
− ln
(√
2πhσ2t,h
∞∑
k=1
(
hλt,h
)k
k!
[
φt,h ∗ f∗k(B∗t,h) + φt,h ∗ f∗k(−B∗t,h)
])]1/2
. (9)
Furthermore, as h→ 0, we have the asymptotics:
B∗t,h =
√
h σ¯t,h
[
3 log (1/h)− 2 log
(√
2π C0(f)σ¯t,hλ¯t,h
)]1/2
+ o(h
1
2+α), (10)
for any α ∈ (0, 1/2). The asymptotics in (10) remains true if we replace σ¯t,h and λ¯t,h with σt and λt, respectively.
The previous result extends the first-order approximation
√
3σ2t,hh log (1/h) of Figueroa-Lo´pez and Nisen (2013),
whose remainder is just of order O
(
h1/2 log−1/2 (1/h)
)
. However, with the second order approximation, the re-
mainder is o(h1−ǫ) for any ǫ ∈ (1/2, 1). Since we will refer to the optimal thresholds frequently, we introduce the
following notations for the first- and second-order optimal threshold approximations, respectively:
B∗1t,h = σ¯t,h [3h log (1/h)]
1/2
, B∗2t,h =
√
h σ¯t,h
[
3 log (1/h)− 2 log
(√
2πC0(f)σ¯t,hλ¯t,h
)]1/2
. (11)
These tell us that the single most important parameter for the optimal thresholding of a short-term increment
near the time t is the spot volatility σt, followed by the parameter νt(0) := λtC0(f), which broadly determines
the likelihood of a small jump occurrence around time t. It is interesting to note that the optimal threshold B∗2t,h
can differ substantially from B∗1t,h when σtλtC0(f) is large. This is intuitive since, for instance, if σ and C0(f) are
fixed, as the jump rate λt increases, the optimal threshold decreases in order to account for an increment in the
likelihood of false-negatives; that is, missing the occurrence of a jump during the small time interval [t, t+ h]. On
the other hand, as λt decreases, the optimal threshold increases in order to offset an increment in the likelihood of
false-positives (namely, wrongly concluding the occurrence of a jump during the small interva [t, t+ h]).
1A mapping g : D→ R, for convex D, is quasi-convex if for any λ ∈ [0, 1] and x, y ∈ D, g(xλ+ y(1− λ)) ≤ max{g(x), g(y)}.
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Although we have proved the asymptotic properties of (11), these optimal thresholds are not yet feasible, since
we still need to estimate the spot volatility σ2t , intensity λt, and the mass concentration of the jump density at the
origin, C0(f). We will introduce estimators to these quantities in Subsection 2.4 and Section 3, respectively.
Remark 2.3. Although the criterion (8) provides a reasonable approach for threshold selection, there is no guarantee
that the resulting optimal threshold is the one that minimizes the mean-square error of the truncated realized quadratic
variation ÎV T introduced in (5). We refer to Figueroa-Lo´pez and Mancini (2018) for some results regarding the
latter problem.
2.3 Bias and Variance
We conclude with the following asymptotic result of the estimation error of the TRV, which generalizes a result of
Figueroa-Lo´pez and Nisen (2018a) to non-homogeneous drift, volatility, and jump intensities.
Proposition 2.4. Suppose that the assumptions of Theorem 2.2 are enforced and that B = (Bn)n≥1 is set to be
B∗1n =
√
3σ2tihn log(1/hn). Then, as n→∞,
E [TRV (X)[B]nT ]−
∫ T
0
σ2sds ∼ hn
∫ T
0
(γ2s − λsσ2s )ds, Var (TRV (X)[B]nT ) ∼ 2hn
∫ T
0
σ4sds.
Furthermore, the asymptotic behavior above also holds with any threshold sequence of the form Bˇn,i =
√
cn,iσ2tihn log(1/hn)+
o(
√
hn log(1/hn)), provided that c := lim infn→∞ infi cn,i ∈ (2,∞).
Proof. Let us write Bn,i of the form
√
3σ2tihn log(1/hn). The bias of the TRV estimator can be decomposed as the
following:
TRV (X)[B]nTn −
∫ T
0
σ2sds
=
n∑
i=1
(
|∆ni X |21[∆ni N=0] − hnσ2ti−1,hn
)
+
n∑
i=1
|∆ni X |21[|∆ni X|≤Bn,∆ni N 6=0] −
n∑
i=1
|∆ni X |21[|∆ni X|>Bn,∆ni N=0]. (12)
Using Eq. (A.2) and (B.6) in Figueroa-Lo´pez and Nisen (2018b) as well as Assumption 1, for any 0 < ǫ < 1/2, we
have:
E
[|∆ni X |21[|∆ni X|≤Bn,i,∆ni N 6=0]] = O(B3n,ihn) = O(h 52n [log (1/hn)] 32 ), (13)
E
[|∆ni X |21[|∆ni X|>Bn,i,∆ni N=0]] = O(√hnBn,iφ(Bn,i/σ¯ti,hn√hn)) = O (h 52−ǫn [log (1/hn)] 12) , (14)
where the O(·) terms are uniform in i. These would imply that the second and third terms of (12) are of orders
OP (h
3/2 [log (1/h)]3/2) and OP (h
3/2−ǫ [log (1/h)]1/2), respectively. Both of these terms are then o(hn). For the first
term therein, note that
E
[
|∆ni X |21[∆ni N=0] − hnσ2ti−1,hn
]
= P(∆ni N 6= 0)hnσ2ti−1,hn + P(∆ni N = 0)h2nγ2ti−1,hn
= h2n(γ
2
ti−1,hn − λti−1,hnσ2ti−1,hn) +O(h3n),
E
[(
|∆ni X |21[∆ni N=0] − hnσ2ti−1,hn
)2]
= P(∆ni N 6= 0)h2nσ4ti−1,hn + P(∆ni N = 0)2h2nσ4ti−1,hn
= 2h2nσ
4
ti−1,hn +O(h
3
n).
Calculating the summation of the above and noticing the independence of different terms, we conclude the first part
of the desired result. For Bˇn,i, the term (14) will instead be of order OP (h
1+c/2−ǫ [log (1/h)]1/2). Therefore, as long
as c > 2, the asymptotic behavior does not change. This proves the second part of the desired result.
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Remark 2.5. The motivation for considering the threshold B˘n,i in Proposition 2.4 comes from the fact that the
true value of σ2 is not available and, in practice, we have to use an estimate σˆ2 of it. Suppose we have an estimator
of σ2ti denoted by σˆ
2
ti , and we use the corresponding estimated threshold Bˆ
∗1
n =
√
3σˆ2tihn log(1/hn). The second part
of Proposition 2.4 tells us that if, for instance, the estimator is such that lim infn→∞ σˆ2ti/σ
2
ti = c > 2/3, we would
have Bˆ∗1n =
√
3σˆ2tihn log(1/hn) ≥
√
3(c− ǫ)σ2tihn log(1/hn), for n large enough and ǫ ∈ (0, c− 2/3). This will result
in an estimator such that the asymptotics of the expectation and variance of Proposition 2.4 hold.
2.4 A Threshold-Kernel Estimation of the Jump Density at 0
In this section, we investigate the estimation of the jump density at the origin, which is needed in order to implement
the second order optimal threshold B∗2t,h given by (11). We propose a method based on kernel estimators. To this
end, we impose the following regularity conditions, which in particular imply that C0(f) = f(0).
Assumption 4. f ∈ C2 ([a, b]) for some a < 0 < b. Also, f(0) 6= 0 and f ′′(0) 6= 0.
Remark 2.6. It is possible to relax the previous assumption. For instance, if the density f merely satisfies As-
sumption 2, the estimation of f(0+) and f(0−) would have to be done separately using one-sided kernel estimators.
The basic idea is the same as what we present below, but the convergence rate and the choice of bandwidth will be
different.
As mentioned above, we wish to construct a consistent estimator for C0(f) = f(0), which is not feasible during
a fixed time interval [0, T ]. Hence, in this part, we consider a high-frequency/long-run sampling setting, where
simultaneously
hn := ti − ti−1 → 0, T = tn →∞,
as n → ∞. In the spirit of threshold estimation, the basic idea is to treat the “large” increments ∆iX , whose
absolute values exceed an appropriate threshold, as proxies of the process’ jumps. These large increments can then
be plugged into a standard kernel estimator of f(0). Concretely, we consider the estimator:
2fˆ(0) :=
1
|{i : |∆iX | > B}|
∑
{i:|∆iX|>B}
Kδ(|∆iX | −B), (15)
under the convention that 0/0 = 0 in the case that {i :|∆iX | > B} = ∅. As usual, Kδ(x) := K(x/δ)/δ, where
K : [0,∞) → [0,∞) is a right-sided kernel function such that ∫∞
0
K(x)dx = 1 and δ is the bandwidth parameter.
We also use |A| to denote the number of elements in a set A. We expect that the estimator (15) will have poor
performance if |{i : |∆Xi| > B}| is small, but, since we assume that T →∞ and f(x) 6= 0 in a neighborhood of {0},
for large-enough n, we have P ({|∆iX | > B} = ∅) ≈ e−λT → 0. For our implementation of (15) in the Monte Carlo
studies of Section 5, we will set fˆ(0) = 0 if |{i : |∆iX | > B}| ≤ 5, which simply makes the second order threshold
to be the first order threshold.
In what follows, f∗ stands for the density of |∆iX |, which depends on n, while f∗|∆X|||∆X|>B stands for the
density of |∆iX | conditioning on |∆iX| > B. To analyze the performance of the estimator (15) and choose a
suitable thresholding level B and bandwidth δ, we decompose the estimation error into the following two terms:
(i) E1 =
1
|{|∆iX|>B}|
∑
|∆iX|>BKδ(|∆iX | −B)− f∗|∆X|||∆X|>B(B),
(ii) E2 = f
∗
|∆X|||∆X|>B(B)− 2f(0).
Next, we follow a “greedy” strategy to determine suitable values for the threshold B and bandwidth δ. Specif-
ically, we minimize E2 to obtain an “optimal” threshold B, and with that given, we minimize E1 to obtain an
“optimal” bandwidth δ. Minimizing E1 + E2 directly will be a much more involved problem, and requires more
assumptions. However, we believe solving such a problem does not significantly improve the performance of the
proposed estimator. Therefore, we leave it as an open problem.
Minimizing E1 over δ given B is closely related to the standard theory of kernel density estimation, so we can
directly apply the general theory for such a problem. We only need to ensure that |{|∆iX | > B}| → ∞, which
follows from Proposition 2.7 with the additional assumption that T → ∞. Two widely used methods are plug-in
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method and cross-validation, which both have pros and cons. These methods are beyond the scope of this paper
and, for simplicity, we instead use the well-known Silverman’s (1986) rule of thumb for bandwidth selection:
δ = 1.06L−1/5sd, (16)
where “sd” is the standard deviation of {∆iX : |∆iX | > B} and L is the number of observations, i.e. |{∆iX :
|∆iX | > B}|. Such a rule of thumb works the best with Gaussian kernel function and Gaussian density function.
However, the method is known to be robust for other kernel and density functions.
We now proceed to show that B∗ =
√
4hσ2 log(1/h) minimizes the leading order terms of the second error E2.
The proof of the following two results are given in Appendix A.
Proposition 2.7. Suppose that Assumption 4 is satisfied and γ, σ, and λ are constant. Further assume that B → 0
and B/
√
h → ∞. Then, E2 converges to 0 as h → 0 if and only if h−3/2 exp
(
− B22hσ2
)
→ 0. Under this condition,
we have
E2 =
2
λ
√
2πh3σ2
exp
(
− B
2
2hσ2
)
+ 2f(0)B + o(B) + o(h−3/2e−
B2
2hσ2 ). (17)
Furthermore, if E2 converges to 0, then P(|∆iX| > B) = λh+ o(h), as h→ 0.
In addition to providing us conditions for the error E2 to vanish, Proposition 2.7 implies that, in that case,
E [|{i : |∆iX | > B}|] = λT + o(T ), as T → ∞ and h → 0. Therefore, the average sample size that can be used for
the estimation of f(0) is approximately constant with respect to B. Heuristically, this suggests that the selection
of B will not affect significantly the selection of h that minimizes E1. We are now ready to obtain an approximate
optimal threshold B which minimizes the leading order terms of E2.
Corollary 2.8. The approximate optimal threshold B that minimizes the leading order term of E2 given by (17) is
such that
B∗ =
√
4hσ2 log(1/h) +O(
√
h log log(1/h)), (18)
It is interesting to notice that the “optimal” threshold here is not the same as the one identified in the previous
section. Indeed, if we do use the optimal threshold B∗1 or B∗2 in (11), E2 would diverge. It is interesting and
important to get some sense why the optimal thresholds differ from each other. Indeed, in the previous section, we
optimize the expected number of jump misclassification. In that case, we are minimizing the sum of unconditional
false positive (mistakenly claim a jump) and unconditional false negative (miss a jump). However, since the prob-
ability that a jump occurs is so small, proportional to the length of the time increments, the probability of having
a false negative, by nature, cannot be too large. Therefore, by having the expected number of misclassification as
the objective function, we would choose a threshold in favour of having a much smaller unconditional false positive
rate. As it turns out, if we choose B∗1 or B∗2, conditioning on |∆X | > B, the probability that no jump occur
is comparable to the probability that a jump occurs, both O(h). That is, the conditional false negative rate does
not vanish. Such a situation would minimize the expected number of misclassification, but would not enable us
to distinguish the distribution of the jump from the noise. Using
√
4hσ2 log(1/h), on the other hand, makes the
conditional false negative vanishing and, thus, enables us to get consistent estimation of jump density.
3 Threshold-Kernel Estimation of Spot Volatility
In this section, we consider the estimation of the spot volatility of a jump-diffusion process, which is needed to
implement the approximate optimal threshold formula (10), but is also an important problem on its own. Unlike
Section 2, here we are able to work with some types of stochastic volatility models. The precise conditions are given
below. For simplicity, we only consider regular sampling schemes and set
h := hn =
T
n
, and ti := hi, i = 1, . . . , n.
The idea of kernel estimation of spot volatility is to take a weighted average of the squared increments (see, e.g.,
8
Foster and Nelson (1996) and Fan and Wang (2008)):
σˆ2τ := KW (τ, n, δ) :=
n∑
i=1
Kδ(ti−1 − τ)(∆iX)2. (19)
Here, K(·) is a kernel function with ∫ K(x)dx = 1, Kδ(x) = K(x/δ)/δ, and δ > 0 is the bandwidth. However,
when jumps do occur, the estimator above becomes inaccurate. A natural idea is to combine (19) with the threshold
method. Concretely, given a threshold vector [B]nT = (B
n
1 , . . . , B
n
n), we consider the local threshold-kernel estimator:
σˆ2τ := TKW (τ, n, δ) :=
n∑
i=1
Kδ(ti−1 − τ)(∆iX)21{|∆iX|≤Bi}. (20)
In what follows we will investigate the properties of (20). In order to do this, we will have to deal with the
randomness of the volatility, for which we extend some of the results in Figueroa-Lo´pez and Li (2018). We will
mention the assumptions on {σt}t≥0 and K in Subsection 3.1, and then discuss the asymptotic properties of (20)
in subsequent subsections.
3.1 Assumptions on the Volatility Process
The first assumption is a non-leverage assumption, which enables us to condition on the whole path of the volatility
and drift:
Assumption 5. In (1), (γ, σ) is independent of the Brownian motion W and J , and there exists MT > 1 such that
E[γ4t + σ
4
t ] < MT , for all 0 ≤ t ≤ T .
We now introduce the key assumption on the volatility process.
Assumption 6. Suppose that for γ > 0 and certain functions L : R+ → R+, Cγ : R× R→ R, such that Cγ is not
identically zero and
Cγ(hr, hs) = h
γCγ(r, s), for r, s ∈ R, h ∈ R+, (21)
the variance process V := {Vt = σ2t : t ≥ 0} satisfies
E[(Vt+r − Vt)(Vt+s − Vt)] = L(t)Cγ(r, s) + o((r2 + s2)γ/2), r, s→ 0. (22)
An additional assumption on the kernel function K is the following:
Assumption 7. Given γ > 0 and Cγ as defined in Assumption 6, the kernel function K : R → R satisfies the
following conditions:
(1)
∫
K(x)dx = 1;
(2) K is Lipschitz and piecewise C1 on its support (A,B), where −∞ ≤ A < 0 < B ≤ ∞;
(3) (i)
∫ |K(x)||x|γdx < ∞; (ii) K(x)xγ+1 → 0, as |x| → ∞; (iii) ∫ |K ′(x)|dx < ∞, (iv) V∞−∞(|K ′|) < ∞, where
V∞−∞(·) is the total variation;
(4)
∫∫
K(x)K(y)Cγ(x, y)dxdy > 0.
We refer to Figueroa-Lo´pez and Li (2018) for more details on Assumption 5, 6 and 7. We just mention here that
Assumption 6 covers a wide range of frameworks such as deterministic and smooth volatility, Brownian motion and
fractional Brownian motion driven volatility, etc. In the following subsection, we will establish asymptotic properties
of (20) based on Assumption 5, 6 and 7.
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3.2 Asymptotic Properties of Threshold-Kernel Estimator
Figueroa-Lo´pez and Li (2018) proves the following result under Assumption 5, 6, and 7 (c.f. Section 3 therein):
E
( n∑
i=1
Kδ(ti−1 − τ)(∆iXc)2 − σ2τ
)2
= 2
h
δ
E[σ4τ ]
∫
K2(x)dx + δγL(τ)
∫∫
K(x)K(y)Cγ(x, y)dxdy + o
(
h
δ
)
+ o (δγ),
(23)
where Xc is the continuous part of X defined in (1). The key result to extend the theory of spot volatility kernel
estimators, as developed in Figueroa-Lo´pez and Li (2018), to the threshold-kernel estimators (20) is the following.
Proposition 3.1. Suppose that Assumptions 1, 2, 5, 6, and 7 are satisfied, and take a bandwidth sequence δn such
that hn/δn → 0. Let Bi := Bn,i(c) :=
√
cσ¯2ti,hh log(1/h) + o(
√
h log(1/h)), with c > 0. Then, we have:
E¯n :=
n∑
i=1
Kδ(ti−1 − τ)
[
(∆iX
c)2 − (∆iX)21{|∆iX|≤Bi}
]
= OP
(
max{h, hc/2 log1/2(1/h)}
)
. (24)
Furthermore,
E
(E¯2n) = O(h2δ
)
+O
(
h1+
c
2
δ
[log(1/h)]
3
2
)
+O (hc log(1/h)) . (25)
Proof. Let Ei := (∆iX)21{|∆iX|≤Bi} − (∆iXc)2 and observe that
Ei = −(∆iXc)21[∆iN 6=0] + (∆iX)21[|∆iX|≤Bi,∆iN 6=0] − (∆iX)21[|∆iX|>Bi,∆iN=0] =: Ei,1 + Ei,2 + Ei,3. (26)
Now, conditioning on the path of σ and using Eq. (A.2) and (B.6) in Figueroa-Lo´pez and Nisen (2018b), the following
holds:
(∆iX)
2
1[|∆iX|≤Bi,∆iN 6=0] = OP
(
B3i h
)
= OP
(
h5/2[log(1/h)]3/2
)
,
(∆iX)
2
1[|∆iX|>Bi,∆iN=0] = OP
(
h1+c/2[log(1/h)]1/2
)
,
(∆iX
c)21[∆iN 6=0] = OP (h
2).
(27)
From Assumption 5, the above holds uniformly over 1 ≤ i ≤ n. Therefore, by Assumption 7, we have:
n∑
i=1
Kδ(ti−1 − τ)
[
(∆iX)
21{|∆iX|≤Bi} − (∆iXc)2
]
= OP
(
max{h, hc/2 log1/2(1/h)}
)
.
For the second assertion of the theorem, first note that
E
(E¯n) = n∑
i=1
Kδ(ti−1 − τ)E [Ei,1 + Ei,2 + Ei,3]
=
n∑
i=1
Kδ(ti−1 − τ)
[
O(h2) +O
(
h
5
2 [log(1/h)]
3
2
)
+O
(
h1+
c
2 [log(1/h)]
1
2
)]
= O (h) +O
(
h
c
2 [log(1/h)]
1
2
)
.
Similarly,
Var
(E¯n) = n∑
i=1
K2δ (ti−1 − τ)Var
(
(∆iX
c)2 − (∆iX)21{|∆iX|≤Bi}
)
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≤ 4
n∑
i=1
K2δ (ti−1 − τ)
[
E(E2i,1) + E(E2i,2) + E(E2i,3)
]
=
n∑
i=1
K2δ (ti−1 − τ)
[
O(h3) +O
(
h2+
c
2 [log(1/h)]
3
2
)]
= O
(
h2
δ
)
+O
(
h1+
c
2
δ
[log(1/h)]
3
2
)
.
We then conclude the result.
With Proposition 3.1, an important consequence about the threshold-kernel estimator is the following proposition,
which characterizes the leading order terms of the MSE of the threshold-kernel estimator (20). This allows us to
perform bandwidth and kernel function selection.
Proposition 3.2. Assume that Assumptions 1, 2, 5, 6, and 7 are satisfied, and take the threshold vector to be
Bn,i(c) =
√
cσ¯2ti,hh log(1/h) + o(
√
h log(1/h)) for any c ∈ ( γγ+1 ,∞). Then, we have that, for each τ ∈ (0, T ),
E
[(
TKW (τ, n, δ)− σ2τ
)2]
= 2
h
δ
E[σ4τ ]
∫
K2(x)dx + δγL(τ)
∫∫
K(x)K(y)Cγ(x, y)dxdy + o
(
h
δ
)
+ o (δγ) . (28)
Proof. We consider the following decomposition:
TKW (τ, n, δ)− σ2τ =
n∑
i=1
Kδ(ti−1 − τ)
[
(∆iX)
21{|∆iX|≤Bi} − (∆iXc)2
]
+
[
n∑
i=1
Kδ(ti−1 − τ)(∆iXc)2 − σ2τ
]
=: (I) + (II).
(29)
From (23), we have that the second moment of (II) above converges with rate O
(
h
δ
)
+O (δγ). The optimal rate of
(II) is given by hγ/(1+γ) and is attained with δ ∼ h1/(γ+1). Therefore, by Proposition 3.1, as long as c > γ/(1 + γ),
(I) is of higher order than (II), in which case, (I) will be either of o
(
h
δ
)
or (δγ). This completes the proof.
Remark 3.3. The leading order term of the MSE of (20) does not depend on the threshold. However, by selecting
the optimal threshold or its approximations, we are able to optimize the sub-order part of the error, which enhances
the performance of the estimator in practice. Also, since taking c ∈ (2,∞) does not change the asymptotic rate of
convergence, we have certain degree of robustness of this method.
With some further assumptions, we are also able to obtain the CLT of the threshold-kernel estimator. The proof
of the following result is similar to Proposition 3.2.
Theorem 3.4. Assume that Assumption 1, 2, 5, 6 and 7 are satisfied, and take the threshold vector to be Bn(c) =√
cσ¯2ti,hh log(1/h) + o(
√
h log(1/h)) for any c ∈ ( γγ+1 ,∞). Then, for each τ ∈ (0, T ),
(
h
δ
)−1/2 [
TKW (τ, n, δ)−
∫ T
0
Kδ(t− τ)σ2t dt
]
→D δ1N(0, 1), (30)
where δ21 = 2σ
4
τ
∫
K2(x)dx. Furthermore, suppose that either one of the following conditions holds:
(1) {σ2t }t≥0 is an Itoˆ process given by σ2t = σ20+
∫ t
0 fsds+
∫ t
0 gsdWs, where we further assume that supt∈[0,T ] E[|ft|] <
∞, supt∈[0,T ] E[g2t ] <∞, and E[(gτ+h − gτ )2]→ 0 as h→ 0.
(2) σ2t = f(t, Zt), for a deterministic function f : R × R → R such that f ∈ C1,2(R), and a Gaussian process
{Zt}t≥0 satisfying Assumption 6 and some mild additional conditions2.
2We refer the reader to Figueroa-Lo´pez and Li (2018) for more details. In Figueroa-Lo´pez and Li (2018), we assume σ2t = f(Zt), but it
is actually trivial to generalize to the case that σ2t = f(t, Zt) for f ∈ C
1,2(R).
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Then, on an extension (Ω¯, F¯ , P¯) of the probability space (Ω,F ,P), equipped with a standard normal variable ξ
independent of {Zt}t≥0, we have, for each τ ∈ (0, T ),
δ−γ/2
(∫ T
0
Kδ(t− τ)(σ2t − σ2τ )dt
)
→D δ2ξ, (31)
where, under the condition (1) above, δ22 = g(τ, ω)
2
∫∫
K(x)K(y)C(x, y)dxdy, while, under the condition (2), δ22 =
[f2(τ, Zτ )]
2L(Z)(τ)
∫∫
K(x)K(y)C
(Z)
γ (x, y)dxdy. Here, f2(t, z) =
∂f
∂z (t, z).
It is interesting to realize the difference between the range of c allowed here and the one allowed for the integrated
volatility. Indeed, for γ ∈ (0,∞), the range for spot volatility estimation is strictly larger than the range for the
integrated volatility estimation. The reason is that the estimation of spot volatility is much less accurate than the
integrated volatility. Therefore, we may conclude that even with a bad estimation of spot volatility, we are still able
to get a threshold that is accurate enough for us to apply the threshold estimation and obtain another estimation
of the spot volatility.
3.3 Bandwidth and Kernel Selection
With the leading order approximation we obtained from the previous subsection, we are now able to develop a
feasible plug-in type bandwidth selection method. Furthermore, we can derive the optimal kernel function when
the volatility is driven by Brownian motion. In this subsection, we describe all related results, which are direct
consequences of Proposition 3.2, and are parallel to results given by Figueroa-Lo´pez and Li (2018). We refer to
Figueroa-Lo´pez and Li (2018) for the details of the proofs.
The first result is the theoretical approximated optimal bandwidth, which can be obtained by taking the deriva-
tives of the leading order terms in (28) with respect to the bandwidth δ.
Proposition 3.5. With the same assumptions as Proposition 3.2, the approximated optimal bandwidth, denoted by
δa,optn , which is defined to minimize the leading order term of MSE in (28), is given by
δa,optn =n
−1/(γ+1)
[
2TE[σ4τ ]
∫
K2(x)dx
γL(τ)
∫∫
K(x)K(y)Cγ(x, y)dxdy
]1/(γ+1)
, (32)
while the attained global minimum of the approximated MSE is given by
MSEa,optn = n
−γ/(1+γ) 1 + γ
γ
(
2TE[σ4τ ]
∫
K2(x)dx
)γ/(1+γ)(
γL(τ)
∫∫
K(x)K(y)Cγ(x, y)dxdy
)1/(1+γ)
. (33)
As shown in Figueroa-Lo´pez and Li (2018), the resulting bandwidth obtained by replacing E[σ4τ ] and L(τ) in
the formula (32) with their integrated versions,
∫ T
0
E[σ4τ ]dτ and
∫ T
0
L(τ)dτ , is asymptotically equivalent to the
optimal bandwidth that minimizes the integrated MSE,
∫ T
0 E
[
(σˆ2t − σ2t )2
]
dt. However, such a bandwidth is not
yet feasible, since it depends on the unknown parameters
∫ T
0 E[σ
4
τ ]dτ and
∫ T
0 L(τ)dτ . One way to solve such a
problem is to develop a plug-in type bandwidth selection method. Concretely, we can estimate the two unknown
parameters and plug the corresponding estimates in the bandwidth formula. A well-known estimator of
∫ T
0
E[σ4t ]dt
is the realized quarticity, which is defined by ÎQ = (3h)−1
∑n
i=1(∆iX)
4. The estimation of
∫ T
0 L(t)dt is more
involved. If we assume that the volatility is driven by Brownian motion, Figueroa-Lo´pez and Li (2018) introduced
a Two-time Scale Realized Volatility of Volatility (TSRVV) estimator. Define σˆ2l,ti and σˆ
2
r,ti to be the left and right
side estimator of σ2ti , respectively, defined as the following:
σˆ2l,ti =
∑
j>iKδ(tj−1 − ti)(∆njX)21{|∆njX|≤Bj}
h
∑
j>iKδ(tj−1 − τ)1{|∆njX|≤Bj}
, σˆ2r,ti =
∑
j≤iKδ(tj−1 − ti)(∆njX)21{|∆njX|≤Bj}
h
∑
j≤iKδ(tj−1 − τ)1{|∆njX|≤Bj}
. (34)
Next, we define the following two difference terms: ∆iσˆ
2 = σˆ2r,ti+1 − σˆ2l,ti , ∆
(k)
i σˆ
2 = σˆ2r,ti+k − σˆ2l,ti . Finally, we can
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construct the following estimator:
ÎV V
(tsrvv)
T =
1
k
n−k−b∑
i=b
(∆
(k)
i σˆ
2)2 − n− k + 1
nk
n−k−b∑
i=b+k−1
(∆iσˆ
2)2. (35)
Here, b is a small enough integer, when compared to n. The purpose of introducing such a number b is to alleviate
the boundary effect of the one sided estimators, since, for instance, it is expected that σˆ2l,ti will be more inaccurate
as i gets smaller. The consistency of the TSRVV estimator can be proved by Corollary 3.2 and the corresponding
results from Figueroa-Lo´pez and Li (2018).
The final result that we will mention in this subsection is about the optimal kernel function. Indeed, as was
proved in Figueroa-Lo´pez and Li (2018), when the volatility is driven by Brownian motion, the optimal kernel
function is given by the double exponential function.
Theorem 3.6. With the same assumptions as Proposition 3.2 and assuming Cγ(r, s) = min{|r|, |s|}1{rs>0}, we
have that the optimal kernel function that minimizes the approximated optimal MSE given by (33) is the double
exponential kernel function:
Kopt(x) =
1
2
e−|x|, x ∈ R.
4 Full Implementation Scheme of The Threshold-Kernel Estimation
In this section, we propose a complete data-driven threshold-kernel estimation scheme. We consider several versions,
depending on whether we treat the volatility to be constant or not and whether we use the first- or second-order
approximation formula. One of our main interests is to investigate whether or not local second-order thresholding
significantly improves the performance of threshold estimation.
Let us recall that the key problem at hand is jump detection; i.e., we hope to determine whether ∆iN = 0 or
not. We are, of course, also interested in estimating the volatility, jump intensity, and jump density, but we are
operating under the premise that effective jump detection leads to good estimation of the other model features. In
Section 2.2, we introduced the expected number of jump misclassification as the objective function and obtained
theoretical first and second order infill approximations of the optimal threshold, given by
B∗1i =
[
3σ2i h log (1/h)
]1/2
, B∗2i =
√
hσi
[
3 log (1/h)− 2 log
(√
2πC0(f)σiλi
)]1/2
, (36)
where, with certain abuse of notation, we denote σ2i := σ
2
ti and λ
2
i := λti . Although we have assumed that C0(f)
remains constant as the time evolves, we do allow non-constant volatility σt and jump intensity λt. However, since
estimating spot values is a much harder problem, a simple first approach to implement (36) is to substitute σ2i
and λi by their average values, σ¯
2 :=
∫ T
0 σ
2
sds/T and λ¯ :=
∫ T
0 λsds/T , respectively. This simplification leads us to
consider the following threshold sequences:
Bc1i =
[
3σ¯2h log (1/h)
]1/2
, Bc2i =
√
hσ¯
[
3 log (1/h)− 2 log
(√
2π Ĉ0(f) σ¯λ¯
)]1/2
, (37)
where the superscript c above is used to denote “constant” volatility and jump intensity. In light of the estimators
(5), natural estimates of λ¯ and σ¯2 are given:
λˆ =
1
T
N̂T , σˆ
2 =
1
T
ÎVT , (38)
with N̂T and ÎVT given as in (5). The estimation of C0(f) was developed in Section 2.4 as follows:
Ĉ0(f) := 1|{|∆iX | > Bi}|
∑
|∆Xi|>Bi
Kδ(|∆iX | −Bi), (39)
and we can use the rule of thumb given by (16) to determine the bandwidth δ.
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A natural and important problem we study here is whether the second-order optimal threshold approximation
is useful when replacing σt and/or λt with some suitable spot estimators. From (36), it is clear that σ
2
i has a much
greater effect on the approximated optimal threshold than that of λi. Therefore, we propose to estimate the spot
volatility while still estimating λi with λˆ as shown above. The estimation of σ
2
i , per our discussion in Section 3, is
given by
σˆ2i :=
n∑
j=1
Kδ(tj−1 − ti)(∆jX)21{|∆jX|≤Bj}, (40)
which still depends on a predetermined threshold [BT ]. We now use the following notations to denote the first and
second order approximation of the optimal threshold with spot volatility estimation. Here, the superscript n stands
for non-constant volatility estimation.
Bn1i = [3σˆih log (1/h)]
1/2
, Bn2i =
√
hσˆi
[
3 log (1/h)− 2 log
(√
2π Ĉ0(f) σˆiλˆ
)]1/2
. (41)
In the two types of estimators considered above, the estimation of volatility, jump intensity, and jump density
depend on the threshold, and vice versa. Therefore, it is natural to consider the following iterative algorithm that
starts with an initial threshold and iteratively update all the estimations. As to the start value of the threshold,
we set it to be ∞, which means that initially we assume that no jump happens. The stopping criteria is discussed
below.
Algorithm 1 Iterative Threshold Kernel Algorithm
Set k = 0;
Set B0i =∞ for 1 ≤ i ≤ n;
while Stopping criteria not satisfied do
Based on Bki , estimate σˆ
2 as in (38) (or, in the case of the second approach, estimate σˆ2i as in (40));
Based on Bki , estimate λˆ
2 and Ĉ0(f) by (38) and (39);
Calculate Bk+1i by (37) with σ¯
2 = σˆ2 and λ¯ = λˆ (or (41)) based on newly estimated parameters;
k = k + 1;
end while
Use Bki as the final threshold value.
Note that, in (37) and (41), Bc2, andBn2 may not be well defined, under a finite sample setting. Indeed, for a fixed
time period and a fixed sample size, it is possible to have 3 log (1/h) < 2 log
(√
2πC0(f)σˆiλˆ
)
, in which case the square
root in (41) is not well defined. Of course, asymptotically this is never an issue since we only need to consider a small
enough h. As to implementation, however, it is natural to use B∗2 whenever 3 log (1/h) > 2 log
(√
2πC0(f)σiλi
)
,
and use B∗1, otherwise.
We now briefly discuss some stopping criteria for the Algorithm 1. Typically, most iterative algorithms are
stopped when the updated value is “close” enough to the old value. However, for the threshold estimator, we note
that there are only 2n possible threshold vectors after the initial set up. Therefore, there are only two possible
situations for the “while” loop in Algorithm 1:
1. After a few iterations, the algorithm comes to a fixed threshold vector [BT ].
2. After a few iterations, the algorithm comes to a loop of threshold vectors given by [B1T ], ..., [B
k
T ].
As we will see in Section 5.3, generally the threshold vector converges within a few iterations and the convergence
does not depend on the initial value. However, in the simulation study below, we set up as rule of thumb to perform
at most 10 iterations if the algorithm hasn’t converged.
5 Monte Carlo Study
In this section, we perform simulation studies to further investigate the performance of our proposed methods.
Specifically, in Section 5.1, we will compare the four different threshold methods given by (37) and (41). Next, in
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Section 5.2, we investigate the performance of the threshold-kernel estimation of the jump density at the origin.
Finally, Section 5.3 studies how fast the iterative method proposed in Section 4 converges to a fixed threshold vector.
Throughout, we consider the jump-diffusion model given by (1), with the continuous part {Xct }t≥0 following the
Heston model:
dXct = µtdt+
√
VtdBt,
dVt = κ(θ − Vt)dt+ ξ
√
VtdWt.
(42)
Here, Vt = σ
2
t is the variance process. The parameters of (42) are selected according to the following setting also
used in Zhang et al. (2005):
κ = 5, θ = 0.04, ξ = 0.5, µt = 0.05− Vt/2.
As to the initial values, we use Xc0 = 1 and V0 = σ
2
0 = 0.04. The unit of time in this study is 1 year and, thus, the
parameter values above are annualized. Although some of the properties of the threshold-kernel estimators studied
in this work were derived under a non-leverage setting (ρ = 0, where ρ is the correlation between Bt and Wt), we
run simulations on both the non-leverage setting and a negative leverage setting (ρ = −0.5) in order to check the
robustness of the method against the leverage effect.
As to the jump component, we consider two different types of jumps:
fnormal(x) =
1√
2πϑ2
exp
(
− x
2
2ϑ2
)
, funif (x) =
1
2ϑ
1{|x|<ϑ}. (43)
The intensity of the jump component is set to be a constant value, i.e., λt ≡ λ for all t ≥ 0. For the values of λ and
δ, we consider the following three different scenarios:
1. λ = 5 and ϑ is set such that the standard deviation of the jump size is 0.1, which gives an annualized volatility
of about 0.3;
2. λ = 50 and ϑ is set such that the standard deviation of the jump size is 0.03, which gives an annualized
volatility of about 0.29;
3. λ = 1000 and ϑ is set such that the standard deviation of the jump size is 0.01, which gives an annualized
volatility of about 0.37.
The reason for choosing these λ’s is to investigate how jump intensity can affect the estimation method, while ϑ is
selected accordingly so that the annualized volatility makes sense in reality.
Finally, for the data observations, we assume that there are 252 trading days in a year and there are 6.5 trading
hours in each day. As to the frequency of the data, we mainly focus on 5-minute data, and in Section 5.2, we will
also simulate 1-minute data. Furthermore, the length of the data is set to be 1 month (i.e. 21 trading days), 3
month (i.e. 63 trading days), and 1 year.
5.1 Comparison of Different Thresholds
We now proceed to examine how the different “optimal” threshold approximation methods introduced in Section 4
can affect the number of jump misclassifications. In Tables 1 and 2, we report the average total number of jump
mis-classifications corresponding to the four threshold approximation methods Bc1, Bc2, Bn1 and Bn2, as well as
a partial oracle threshold, where we use the second order approximation B∗2i in (36) with all the true parameter
values plugged in, except that one of the spot volatility, which is estimated iteratively. Specifically, we compute
L¯a := 1
m
m∑
j=1
(
n∑
i=1
1{|X(j)ti −X
(j)
ti−1
|>Bai,j ,N
(j)
ti
−N(j)ti−1=0}
+
n∑
i=1
1{|X(j)ti −Xti−1 |≤B
a
i,j ,N
(j)
ti
−N(j)ti−1 6=0}
)
, (44)
where m is the number of simulations, X
(j)
· and N (j) are the jth simulated paths of X and N , and finally a ∈
{c1, c2, n1, n2, ∗2}, depending on the used thresholding method.
The general conclusion is that the second order approximation with non-constant volatility estimation (“n2”
method) performs the best among all the four methods, although, as it should be expected, it is slightly worse than
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nDay nData/h ρ λ sd(f) L¯c1 L¯c2 L¯n1 L¯n2 L¯∗2
21 12 0 5 0.1 0.0345 0.0345 0.0285 0.0285 0.0285
63 12 0 5 0.1 0.1605 0.1615 0.072 0.072 0.064
252 12 0 5 0.1 1.323 2.2755 0.29 0.2875 0.2625
21 12 -0.5 5 0.1 0.0365 0.0365 0.0295 0.0295 0.0255
63 12 -0.5 5 0.1 0.166 0.1685 0.077 0.077 0.0695
252 12 -0.5 5 0.1 1.382 2.225 0.318 0.3115 0.2835
21 12 0 50 0.03 0.908 0.9105 0.9585 0.9345 0.7085
63 12 0 50 0.03 2.5595 3.169 2.5755 2.1215 1.9785
252 12 0 50 0.03 11.058 19.696 10.096 8.203 7.8225
21 12 -0.5 50 0.03 0.8405 0.846 0.8725 0.853 0.665
63 12 -0.5 50 0.03 2.623 3.192 2.636 2.2045 2.0335
252 12 -0.5 50 0.03 11.2235 20.2125 10.156 8.24 7.795
21 12 0 1000 0.01 53.245 34.913 56.2125 35.5855 30.028
63 12 0 1000 0.01 155.2735 105.287 159.1675 102.86 87.4895
252 12 0 1000 0.01 630.377 454.3095 621.4495 422.199 346.2545
21 12 -0.5 1000 0.01 53.12 35.071 56.2195 35.7555 30.1575
63 12 -0.5 1000 0.01 157.464 107.1555 161.0275 104.7425 89.2565
252 12 -0.5 1000 0.01 626.656 451.3925 618.1585 419.64 344.217
Table 1: Average total number of jump mis-classifications for Normal Jumps and 2000 Samples
the partial oracle one.
There is one phenomenon worth mentioning. We notice that in a couple of instances (for one-month data), the
thresholds with constant volatility are slightly better than the corresponding thresholds with non-constant volatility.
The reason behind this is that with a shorter period of time, the volatility does not vary a lot, and the improvement
expected from using the spot volatility could be cancelled by the error introduced in estimating it. However, in
general, when the time period gets longer, the thresholds with non-constant volatility perform much better.
5.2 Estimation of Jump Density at the Origin
We now study the performance of the kernel estimator of the jump density at the origin that we proposed in
Section 2.4. Since we have already confirmed that the second order approximation of the optimal threshold with
non-constant volatility estimation outperforms other thresholds, we will only consider this threshold in this and
later subsections.
The results are shown in Table 3. These basically validate the convergence of the estimation, especially when the
time-horizon and sampling frequency become greater in length and intensity, respectively. Finally, an interesting
phenomenon is that we usually underestimate the jump density at the origin. This is acceptable for our purpose.
Indeed, if we denote B̂2 as the estimated second order threshold, we generally have B1 > B̂2 > B2. This is better
than having B̂2 < B2, in which case we might suffer significantly from false positives (i.e., mis-classifying the
increments of the continuous component as jumps).
5.3 Convergence of the Threshold Vector
In this subsection, we investigate the convergence of the threshold vector. To begin with, we start with an initial
threshold vector B0i = ∞ and run the Algorithm 1 with 10 iterations. We then record at which iteration the
algorithm converges to a fixed threshold vector. In the table, “div” means that the algorithm still does not converge
after 10 iterations. Tables 5 and 6 show the result for Gaussian and uniform jumps, respectively. Each row in the
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nDay nData/h ρ λ sd(f) L¯c1 L¯c2 L¯n1 L¯n2 L¯∗2
21 12 0 5 0.1 0.027 0.027 0.0185 0.0185 0.018
63 12 0 5 0.1 0.1535 0.1535 0.058 0.058 0.055
252 12 0 5 0.1 1.2635 2.239 0.215 0.214 0.1965
21 12 -0.5 5 0.1 0.0265 0.0265 0.0215 0.0215 0.019
63 12 -0.5 5 0.1 0.1545 0.1545 0.0645 0.0645 0.056
252 12 -0.5 5 0.1 1.276 2.206 0.2275 0.2265 0.209
21 12 0 50 0.03 0.6145 0.6265 0.64 0.6265 0.486
63 12 0 50 0.03 1.977 2.6575 1.9655 1.6055 1.5075
252 12 0 50 0.03 8.234 16.8375 7.3085 5.9785 5.7095
21 12 -0.5 50 0.03 0.621 0.627 0.6565 0.636 0.4965
63 12 -0.5 50 0.03 1.883 2.558 1.8705 1.554 1.4615
252 12 -0.5 50 0.03 8.398 16.7755 7.495 6.106 5.8335
21 12 0 1000 0.01 47.9355 31.095 54.3035 33.358 23.609
63 12 0 1000 0.01 138.6345 89.354 147.568 86.3835 69.0045
252 12 0 1000 0.01 549.4465 369.6435 560.6685 346.685 269.4135
21 12 -0.5 1000 0.01 47.2655 30.4875 54.0025 32.6405 23.643
63 12 -0.5 1000 0.01 136.907 86.9235 145.718 85.0075 68.495
252 12 -0.5 1000 0.01 546.3735 367.847 558.7375 344.616 268.7045
Table 2: Average total number of jump mis-classifications for Uniform Jumps and 2000 Samples
tables is based on 5000 samples, and we record the number of samples that converge in each different number of
iterations.
We now summarize some conclusions. First of all, the results of normal jump and uniform jump have similar
patterns, so the type of jump does not really affect the convergence. Then, we do observe that with other parameters
the same and with a longer period of data, more iterations are required for the algorithm to converge. As to the
effects of the jump intensity, and thus the standard deviation of the jump, for λ = 5, most samples converge within
3 iterations. For λ = 50, the general number of iteration needed increases to 5. For λ = 1000, even more iterations
are needed, and there are about 1 percent of samples that does not converge within 10 iterations. Therefore, we can
conclude that the more jumps we expect to have, the more iterations we need in order for the iterative algorithm
to converge.
There are two possible explanations for this phenomenon. On one hand, we have set the initial value of the
threshold to be ∞. With more jumps, we have set the standard deviation of the jump to be smaller, in which case
it takes more iterations to decrease the threshold to a suitable value. On the other hand, with more jumps, the
data contain more noise and it is harder to distinguish between a jump and a normal increment from the continuous
component. Therefore, the complexity of the data increases, and the algorithm needs more iterations to adjust itself.
This also explains why a longer period of time requires more iterations.
6 Conclusion and Future Work
In this paper, we study the problem of jump detection via the thresholding method, which is obviously closely related
to the problem of spot volatility estimation. We extend the approximated optimal threshold of Figueroa-Lo´pez and Nisen
(2013) by considering a second-order approximation and a non-homogeneous parameter setting. The result is of
theoretical interest since the remainder of the second order approximation is much smaller and, at the same time,
the resulting threshold estimator is time-invariant, which makes more sense in reality. Monte Carlo studies also
demonstrate the superior performance of the second-order approximation.
The higher accuracy comes with the price of more parameters to estimate. We first managed to build a threshold-
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nDay nData/h ρ λ sd(f) f(0) Bias(n2) Std(n2) MSE(n2)
21 12 0 50 0.03 13.30 -12.16 3.14 12.56
21 60 0 50 0.03 13.30 -11.52 4.04 12.21
63 12 0 50 0.03 13.30 -4.90 3.25 5.88
63 60 0 50 0.03 13.30 -3.36 3.23 4.67
252 12 0 50 0.03 13.30 -4.22 1.23 4.39
252 60 0 50 0.03 13.30 -2.78 1.42 3.12
21 12 -0.5 50 0.03 13.30 -12.37 2.77 12.68
21 60 -0.5 50 0.03 13.30 -11.64 4.01 12.31
63 12 -0.5 50 0.03 13.30 -4.87 3.31 5.89
63 60 -0.5 50 0.03 13.30 -3.24 2.97 4.39
252 12 -0.5 50 0.03 13.30 -4.19 1.24 4.37
252 60 -0.5 50 0.03 13.30 -2.72 1.43 3.08
21 12 0 1000 0.01 39.89 -24.20 2.98 24.38
21 60 0 1000 0.01 39.89 -15.66 3.12 15.96
63 12 0 1000 0.01 39.89 -26.73 3.13 26.92
63 60 0 1000 0.01 39.89 -17.83 3.41 18.15
252 12 0 1000 0.01 39.89 -31.12 2.30 31.20
252 60 0 1000 0.01 39.89 -21.78 3.15 22.01
21 12 -0.5 1000 0.01 39.89 -24.01 2.78 24.17
21 60 -0.5 1000 0.01 39.89 -15.75 3.05 16.04
63 12 -0.5 1000 0.01 39.89 -26.86 2.95 27.02
63 60 -0.5 1000 0.01 39.89 -17.73 3.30 18.03
252 12 -0.5 1000 0.01 39.89 -31.20 2.41 31.29
252 60 -0.5 1000 0.01 39.89 -21.84 3.04 22.05
Table 3: MSE of Jump Density Estimation at the origin 0 for Normal Jumps and 1000 Samples
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nDay nData/h ρ λ sd(f) f(0) Bias(n2) Std(n2) MSE(n2)
21 12 0 50 0.03 9.62 -8.42 2.94 8.92
21 60 0 50 0.03 9.62 -7.85 3.73 8.70
63 12 0 50 0.03 9.62 -1.90 2.58 3.20
63 60 0 50 0.03 9.62 -0.96 2.47 2.65
252 12 0 50 0.03 9.62 -2.22 1.06 2.46
252 60 0 50 0.03 9.62 -1.17 1.20 1.68
21 12 -0.5 50 0.03 9.62 -8.47 2.88 8.95
21 60 -0.5 50 0.03 9.62 -8.13 3.51 8.85
63 12 -0.5 50 0.03 9.62 -1.95 2.41 3.10
63 60 -0.5 50 0.03 9.62 -0.98 2.42 2.62
252 12 -0.5 50 0.03 9.62 -2.20 1.10 2.46
252 60 -0.5 50 0.03 9.62 -1.14 1.26 1.70
21 12 0 1000 0.01 28.87 -17.13 3.48 17.48
21 60 0 1000 0.01 28.87 -9.54 2.61 9.89
63 12 0 1000 0.01 28.87 -19.71 2.54 19.87
63 60 0 1000 0.01 28.87 -12.29 2.70 12.58
252 12 0 1000 0.01 28.87 -23.69 1.68 23.75
252 60 0 1000 0.01 28.87 -16.11 2.50 16.30
21 12 -0.5 1000 0.01 28.87 -16.91 3.36 17.24
21 60 -0.5 1000 0.01 28.87 -9.74 2.55 10.07
63 12 -0.5 1000 0.01 28.87 -19.89 2.45 20.04
63 60 -0.5 1000 0.01 28.87 -12.34 2.93 12.68
252 12 -0.5 1000 0.01 28.87 -23.74 1.83 23.81
252 60 -0.5 1000 0.01 28.87 -16.08 2.51 16.28
Table 4: MSE of Jump Density Estimation at the origin 0 for Uniform Jumps and 1000 Samples
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nDay nData/h ρ λ f(0) 1 2 3 4 5 6 7 8 9 10 div
21 12 0 5 0.1 3372 1608 20 0 0 0 0 0 0 0 0
63 12 0 5 0.1 1596 3273 131 0 0 0 0 0 0 0 0
252 12 0 5 0.1 49 4294 647 10 0 0 0 0 0 0 0
21 12 -0.5 5 0.1 3371 1588 41 0 0 0 0 0 0 0 0
63 12 -0.5 5 0.1 1550 3320 130 0 0 0 0 0 0 0 0
252 12 -0.5 5 0.1 41 4245 712 2 0 0 0 0 0 0 0
21 12 0 50 0.03 183 3573 1176 66 2 0 0 0 0 0 0
63 12 0 50 0.03 0 1353 3338 301 7 1 0 0 0 0 0
252 12 0 50 0.03 0 22 3774 1165 38 1 0 0 0 0 0
21 12 -0.5 50 0.03 206 3578 1150 66 0 0 0 0 0 0 0
63 12 -0.5 50 0.03 0 1351 3350 290 9 0 0 0 0 0 0
252 12 -0.5 50 0.03 0 12 3825 1126 37 0 0 0 0 0 0
21 12 0 1000 0.01 0 6 18 186 1487 2014 952 251 56 14 16
63 12 0 1000 0.01 0 0 0 0 301 1907 1919 675 166 23 9
252 12 0 1000 0.01 0 0 0 0 0 62 1369 2270 1004 237 58
21 12 -0.5 1000 0.01 0 9 9 167 1565 1940 943 265 68 19 15
63 12 -0.5 1000 0.01 0 0 0 0 285 1858 2001 688 137 24 7
252 12 -0.5 1000 0.01 0 0 0 0 0 46 1340 2379 961 226 48
Table 5: Convergence of the Iterative Method for Normal Jumps and 5000 Samples
nDay nData/h ρ λ f(0) 1 2 3 4 5 6 7 8 9 10 div
21 12 0 5 0.1 3369 1602 29 0 0 0 0 0 0 0 0
63 12 0 5 0.1 1507 3392 99 2 0 0 0 0 0 0 0
252 12 0 5 0.1 44 4405 549 2 0 0 0 0 0 0 0
21 12 -0.5 5 0.1 3390 1581 29 0 0 0 0 0 0 0 0
63 12 -0.5 5 0.1 1530 3359 111 0 0 0 0 0 0 0 0
252 12 -0.5 5 0.1 33 4459 507 1 0 0 0 0 0 0 0
21 12 0 50 0.03 159 3765 1026 50 0 0 0 0 0 0 0
63 12 0 50 0.03 0 1669 3169 161 1 0 0 0 0 0 0
252 12 0 50 0.03 0 44 4213 732 11 0 0 0 0 0 0
21 12 -0.5 50 0.03 176 3738 1045 40 1 0 0 0 0 0 0
63 12 -0.5 50 0.03 0 1663 3176 160 1 0 0 0 0 0 0
252 12 -0.5 50 0.03 0 46 4198 738 18 0 0 0 0 0 0
21 12 0 1000 0.01 1 31 90 139 927 1708 1313 519 174 46 52
63 12 0 1000 0.01 0 2 10 6 286 1727 1883 757 224 65 40
252 12 0 1000 0.01 0 0 0 0 0 37 1235 2235 1111 297 85
21 12 -0.5 1000 0.01 2 30 99 133 933 1744 1336 455 172 49 47
63 12 -0.5 1000 0.01 0 1 6 5 314 1688 1890 796 213 51 36
252 12 -0.5 1000 0.01 0 0 1 0 0 42 1220 2252 1118 282 85
Table 6: Convergence of the Iterative Method for Uniform Jumps and 5000 Samples
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kernel estimator of the jump density at the origin. We propose a different “optimal” threshold for this purpose and
demonstrate the reason why this should be different from the original “optimal” threshold. The intuition is that we
have to be more accurate when claiming that an increment contains a jump in order to have a good estimation of
its density at the origin. We also put forward a modified version of the threshold-kernel estimator of spot volatility
where increments that exceed the threshold are filtered out.
In order to implement the proposed methods, we need to resolve some key obstacles. Concretely, estimates of
the optimal threshold, the jump density at the origin, and the spot volatility depend on each other. To resolve
the issue, we propose an iterative threshold-kernel estimation scheme. Although we are not guaranteed that the
iterative algorithm always converges, Monte Carlo studies show that this rarely creates any problem in reality.
The spirit of jump detection by threshold method is to claim that a jump occurs whenever the absolute value of
the increment of the process exceeds the threshold, which, by definition, is a binary outcome. In this case, when an
increment is close to the threshold, a small difference in the increment can lead to totally different results. One way
to alleviate such a problem is to estimate the probability that a jump happens during a specific time interval, which
is similar to the idea of Logistic regression. This suggest an alternative approach to threshold-based classification.
Given a non-decreasing function F : [0,∞)→ [0, 1] and an increment |∆iX |, we can postulate that the probability
that a jump occurs during [ti−1, ti] is F (|∆iX |). We can then adopt the following loss function, that is frequently
used in classification problems:
Lt,h(F ) = E
(
F (|Xt+h −Xt|)1{Nt+h−Nt=0}
)
+ E
(
[1− F (|Xt+h −Xt|)]1{Nt+h−Nt 6=0}
)
.
Indeed, it could be cumbersome to optimize over all continuous function F . However, we can try to limit ourself
to a suitable, relatively small, class of possible functions F . One possible direction is to consider FB(x) = F (x/B),
which is a generalization of what we have done in this paper. Another possible direction is to consider F (x) =
F1n(x)1{0<x<B} +F2n(x)1{x≥B}, where F1n and F2n are two functions that can depend on n. This can potentially
provide insight on how the shape of F should look like around the “optimal” threshold.
A Proof of the Main Results
Let us start by giving a lemma necessary for the proof of Theorem 2.1.
Lemma A.1. For i = 1, 2 let fi ∈ C ([0,∞)) be strictly positive and differentiable on (0,∞). Further suppose that
f1 is non-increasing while f2 is non-decreasing and limx→0+ [f
′
1(x) + f
′
2(x)] exists. If there exists x0 ∈ (0,∞) such
that
(a) |f ′1(x)| ≥ |f
′
2(x)| for all x ∈ (0, x0) (b) |f
′
2(x)| ≥ |f
′
1(x)| for all x ∈ (x0,∞), (45)
then, f := f1 + f2 is quasi-convex on [0,∞).
Proof. From (a) in (45) and since f
′
1(x) ≤ 0 and f
′
2(x) ≥ 0, f
′
(x) = f
′
1(x) + f
′
2(x) ≤ 0 for all x ∈ (0, x0).
Furthermore, this implies limx→0+ f
′
(x) ≤ 0. On the other hand, from (b) in (45) f ′(x) = f ′1(x) + f
′
2(x) ≥ 0 for all
x ∈ (x0,∞). From the well known sufficient conditions for the quasi-convexity of continuous real-valued functions
of a real variable (see Boyd and Vandenberghe (2004) pg. 99 (3.20) therein for more details), it follows that f is
quasi-convex on [0,∞).
Proof of Theorem 2.1. Throughout, we assume γt,h > 0 (the case of γt,h ≤ 0 can be proved in a similar way).
Let F ∗kt,h denotes the distribution of the density φt,h ∗ f∗k. Conditioning on the number of jumps Nt+h−Nt, the loss
function Lt,h is split as follows:
Lt,h(B) := L
(1)
t,h(B) + L
(2)
t,h(B),
where
L
(1)
t,h(B) := P (|Xt+h −Xt| > B,Nt+h −Nt = 0) = e−hλt,h
[
1− Φ
(
B − hγt,h
σt,h
√
h
)
+Φ
(
−B − hγt,h
σt,h
√
h
)]
,
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L
(2)
t,h(B) := P (|Xt+h −Xt| ≤ B,Nt+h −Nt 6= 0) = e−hλt,h
∞∑
k=1
(
hλt,h
)k
k!
[
F ∗kt,h(B)− F ∗kt,h(−B)
]
.
Here, Φ(·) is the cdf of standard normal distribution. Note that by definition, L(1)t,h is strictly decreasing while L(2)t,h
is strictly increasing. It is also clear that for each h > 0 and t ∈ [0, T ], L(1)t,h ∈ C∞ (R+) and ∂BL(1)t,h(B) < 0 for all
B ∈ R+. For the differentiability of L(2)t,h, since
sup
k∈N
sup
x∈R
∣∣φt,h ∗ f∗k(x)∣∣ ≤ sup
x∈R
f(x) =:M(f) <∞, (46)
it follows that supk∈N supB∈(0,∞)
∣∣φt,h ∗ f∗k(B) + φt,h ∗ f∗k(−B)∣∣ ≤ 2M(f) and, thus, by Bounded Convergence
Theorem, L
(2)
t,h is differentiable. Similarly, since supm∈N supk∈N supB∈(0,∞)
∣∣∣φ(m)t,h ∗ f∗k(B) + φ(m)t,h ∗ f∗k(−B)∣∣∣ ≤
2M(f), we can further prove that L
(2)
t,h ∈ C∞ (R+) by Bounded Convergence Theorem.
We observe that L
(1)
t,h(B) 6= 0 and L(2)t,h(B) 6= 0 for all B > 0, so we now proceed to study the ratio
Rt,h(B) :=
∂BL
(2)
t,h(B)
−∂BL(1)t,h(B)
.
Let us start by noting that
∂BL
(1)
t,h(B) = −
e−hλt,h√
hσt,h
[
φ
(
B − hγt,h
σt,h
√
h
)
+ φ
(
B + hγt,h
σt,h
√
h
)]
, (47)
∂BL
(2)
t,h(B) = e
−hλt,h
∞∑
k=1
(
hλt,h
)k
k!
[
φt,h ∗ f∗k(B) + φt,h ∗ f∗k(−B)
]
. (48)
An immediate consequence is that Rt,h(B) is continuous for B ∈ [0,∞). Rt,h may now be written as:
Rt,h(B) =
∞∑
k=1
(
hλt,h
)k
k!
It,h,k(B), where It,h,k(B) :=
σt,h
√
h
(
φt,h ∗ f∗k(B) + φt,h ∗ f∗k(−B)
)
φ
(
B−hγt,h
σt,h
√
h
)
+ φ
(
B+hγt,h
σt,h
√
h
) .
By definition of convolution, It,h,k can be written as:
It,h,k(B) =
∫
gt,h(w,B)f
∗k(w)dw, where gt,h(w,B) :=
φ
(
B−hγt,h−w
σt,h
√
h
)
+ φ
(
B+hγt,h+w
σt,h
√
h
)
φ
(
B−hγt,h
σt,h
√
h
)
+ φ
(
B+hγt,h
σt,h
√
h
) .
Plugging in the normal p.d.f., gt,h can be factorized to be:
gt,h(w,B) = exp
(
−w
2 + 2whγt,h
2hσ2t,h
)
exp
(
B(hγt,h + w)/hσ
2
t,h
)
+ exp
(−B(hγt,h + w)/hσ2t,h)
exp
(
Bγt,h/σ
2
t,h
)
+ exp
(−Bγt,h/σ2t,h) =: g(1)t,h(w) g(2)t,h(w,B).
It is not hard to prove the following properties of g
(1)
t,h :
1 ≤ g(1)t,h(w) ≤ ehγ
2
t,h/2σ
2
t,h , ω ∈ (−2hγt,h, 0), and 0 < g(1)t,h(w) ≤ 1, ω ∈ (−2hγt,h, 0)C . (49)
g
(2)
t,h(ω, ·) is a function of type t(x) = e
ax+e−ax
ebx+e−bx , where x ∈ [0,∞), a = |(hγt,h + w)/hσ2t,h| and b = |γt,h/σ2t,h|. Note
that the derivative t′(x) can be written as
t′(x) =
eax + e−ax
ebx + e−bx
[
a
eax − e−ax
eax + e−ax
− be
bx − e−bx
ebx + e−bx
]
.
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First, we have e
ax+e−ax
ebx+e−bx is an increasing function We have the following properties for t(x) and t
′(x): 3
When a > b > 0, t(x) is an increasing function from 1 to +∞ and
t′(x) ≥ e
ax
2ebx
(a− b)e
bx − e−bx
ebx + e−bx
≥ (a− b)
4
e(a−b)x(1− e−2bx) ≥

a−b
4 (1− e−1)2bx, x ≤ 12b
a−b
4 (1− e−1)(a− b)x, x > 12b
≥ (a− b)(1 − e
−1)min(a− b, 2b)
4
x.
For the third inequality, when 0 ≤ x ≤ 1/2b, we use 1 − e−2bx ≥ (1 − e−1)2bx, and when x > 1/2b, we use
e(a−b)x ≥ (a− b)x and 1− e−2bx ≥ (1− e−1). Specifically, when a > 3b, we have
t′(x) ≥ b2(1− e−1)x (50)
When b > a > 0, t(x) is a decreasing function from 1 to 0 and
|t′(x)| ≤ be
bx − e−bx
ebx + e−bx
≤ b2x, (51)
where we use the property that tanh′(x) ≤ 1.
Here we notice that a < b⇔ ω ∈ (−2hγt,h, 0). Based on this, for each fixed k ∈ N, we decompose It,h,k into two
parts:
It,h,k(B) =
(∫
(−2hγt,h,0)
+
∫
(−2hγt,h,0)c
)
g
(1)
t,h(w) g
(2)
t,h(w,B)f
∗k(w)dw =: I(1)t,h,k(B) + I
(2)
t,h,k(B). (52)
In what follows, We shall prove that there exists h0 > 0, which may depend on T , such that for all t ∈ [0, T ] and
h ∈ (0, h0), there exists B∗t,h > 0, such that
Rt,h(B) < 1, for B ∈ (0, B∗t,h), and Rn(B) > 1, for B ∈ (B∗t,h,∞).
These two conditions, together with the signs of ∂BL
(1)
t,h and ∂BL
(2)
t,h, will imply that B → Lt,h(B) is quasi-convex
(see Lemma A.1 below) for h small enough. To do this, we will prove the following:
(i) For any h > 0, limB→∞Rt,h(B) = +∞.
(ii) limh→0 supt∈[0,T ]Rt,h(0) = 0.
(iii) There exists h0 > 0, which may depend on T , such that for all t ∈ [0, T ] and h ∈ (0, h0), Rt,h(·) is strictly
increasing.
For (1), it is clear that I
(1)
t,h,k ≥ 0, and by Fatou’s Lemma, for k large enough 4 , I(2)t,h,k satisfies
lim inf
B→∞
I
(2)
t,h,k(B) ≥
∫
(−2hγt,h,0)c
lim inf
B→∞
g
(1)
t,h(w) g
(2)
t,h(w,B)f
∗k(w)dw = +∞.
These two relationships imply (i).
For (ii), since g
(2)
t,h(w, 0) = 1,
It,h,k(0) =
∫
g
(1)
t,h(w)f
∗k(w)dw =
√
2πhσt,he
hγ2t,h/2σ
2
t,h
∫
e−(w+hγt,h)
2/2hσ2t,h√
2πhσt,h
f∗k(w)dw ≤
√
2πhσt,he
hγ2t,h/2σ
2
t,hM(f).
Note that the right-hand side converges to zero as h → 0, and does not depend on k. By Assumption 1, the
convergence is uniformly in t, so (ii) follows.
3Note that tanh′(x) = 1/ cosh2(x) ∈ (0, 1), so tanh(x) = e
x−e−x
ex+e−x
is an increasing function.
4k has to be large, since now we are not assuming small h, so it is possible that f∗k(ω) ≡ 0 for ω ∈ (−2hγt,h, 0)
c.
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Now we proceed to consider (iii). Indeed, for any given t ∈ [0, T ], by the upper bound of g(1)t,h(w,B) given by
(49) and the upper bound of
∣∣∣∂Bg(2)t,h(w,B)∣∣∣ given by (51), we have
|I(1)t,h,k(B + δ)− I(1)t,h,k(B)| =
∫
(−2hγt,h,0)
g
(1)
t,h(w)× |g(2)t,h(w,B + δ)− g(2)t,h(w,B)| × f∗k(w)dw
≤
∫
(−2hγt,h,0)
ehγ
2
t,h/2σ
2
t,h × γ
2
t,h
σ4t,h
(B + δ)δ × f∗k(w)dw ≤ 2hγ
3
t,h
σ4t,h
ehγ
2
t,h/2σ
2
t,hM(f)(B + δ)δ.
Furthermore, for I
(2)
t,h,k, note that for ω ∈ (−2hγt,h, 0)C , g(2)t,h(w,B) is increasing in B, and for ω ∈ [−4hγt,h, 4hγt,h]C ,
we have |(hγt,h + w)/hσ2t,h| > 3|γt,h/σ2t,h|. Thus, we have
I
(2)
t,h,k(B + δ)− I(2)t,h,k(B) =
∫
(−2hγt,h,0)C
g
(1)
t,h(w) × (g(2)t,h(w,B + δ)− g(2)t,h(w,B)) × f∗k(w)dw
≥
∫
[−4hγt,h,4hγt,h]C
g
(1)
t,h(w) ×
(1− e−1)γ2t,h
σ4t,h
Bδ × f∗k(w)dw
≥ (1− e
−1)γ2t,h
σ4t,h
Bδ
(∫
g
(1)
t,h(w)f
∗k(w)dw − 8hγt,hehγ
2
t,h/2σ
2
t,hM(f)
)
.
Putting these two inequalities together, we have that for any B > 0 and 0 < δ < B:
1
Bδ
∞∑
k=1
∣∣∣∣∣
(
hλt,h
)k
k!
(
I
(1)
t,h,k(B + δ)− I(1)t,h,k(B)
)∣∣∣∣∣ ≤ 4h(ehλt,h − 1) γ3t,hσ4t,h ehγ2t,h/2σ2t,hM(f) = O(h2), h→ 0,
and
1
Bδ
∞∑
k=1
(
hλt,h
)k
k!
(
I
(2)
t,h,k(B + δ)− I(2)t,h,k(B)
)
≥ (1− e
−1)γ2t,h
σ4t,h
(
hλt,h
∫
g
(1)
t,h(w)f(w)dw −
∞∑
k=1
(
hλt,h
)k
k!
8hγt,he
hγ2t,h/2σ
2
t,hM(f)
)
≥ h3/2λt,h
(1− e−1)γ2t,h
σ4t,h
√
2πσt,h exp
(
hγ2t,h
2σ2t,h
)
Cm(f)
2
+O(h2), h→ 0,
where the last equality can be justified by
∫
g
(1)
t,h(w)f(w)dw ≥
√
2πhσt,h exp
(
hγ2t,h
2σ2t,h
)
Cm(f)
2 +O(h) for small h, where
Cm(f) is defined in (4), since the following holds:
g
(1)
t,h(w) = exp
(
−w
2 + 2whγt,h
2hσ2t,h
)
=
√
2πhσt,h exp
(
hγ2t,h
2σ2t,h
)
1√
2πhσt,h
exp
(
− (w + hγt,h)
2
2hσ2t,h
)
.
Also note that both convergences do not depend on B and δ, and by Assumption 1, both the convergences can all
be made uniform in t. This proves (iii).
Proof of Theorem 2.2. For simplicity, we use the notation f∗kt,h := φt,h ∗ f∗k. We start by demonstrating that the
optimal thresholds (B∗t,h)t,h converge to 0 uniformly on t ∈ [0, T ], as h→ 0. Let us first note that the loss function
(8) can be written as
Lt,h(B) := e
−hλt,hP
(∣∣∣hγt,h + σt,h√hZ∣∣∣ > B)+ e−hλ¯t,h ∞∑
k=1
(hλt,h)
k
k!
P
(∣∣∣hγt,h + σt,h√hZ + k∑
i=1
ζi
∣∣∣ ≤ B)
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≤ P
(∣∣∣hγt,h + σt,h√hZ∣∣∣ > B)+ e−hλ¯t,h ∞∑
k=1
(hλt,h)
k
k!
P
(∣∣∣hγt,h + σt,h√hZ + k∑
i=1
ζi
∣∣∣ ≤ B, ∣∣∣hγt,h + σt,h√hZ∣∣∣ ≤ B
)
≤ P
(
hγ∗T+h + σ
∗
T+h
√
h|Z| > B
)
+
∞∑
k=1
(hλ∗T+h)
k
k!
P
(∣∣∣ k∑
i=1
ζi
∣∣∣ ≤ 2B) ,
where we have used that γ∗t := sups≤t |γs|, σ∗t := sups≤t σs, and λ∗t := sups≤t λs are finite for any t. Consider a
sequence of thresholds given by BPowh,c := ch
α for α ∈ (0, 1/2) and c > 0. Thus, using that P (|ζ1| ≤ 2B) ∼ 4C0(f)B
and P
(
|∑ki=1 ζi| ≤ 2B) = O(B) as B → 0,
sup
t∈[0,T ]
Lt,h
(
BPowh,c
) ≤ 4 c C0(f)λ∗T+hh1+α + o(h1+α).
Now suppose that ǫ := lim suph→0+ supt∈[0,T ]B
∗
t,h > 0. Then, there exists subsequences (hn)n and (tn)n such that
infnB
∗
tn,hn
≥ ǫ/2. In that case,
Ltn,hn(B
∗
tn,hn
) ≥ e−hλ∗T+hhλT+hP
(∣∣∣hnγtn,hn + σtn,hn√hnZ + ζ1∣∣∣ ≤ ǫ/2) ,
but, also Ltn,hn(B
∗
tn,hn
) ≤ Ltn,hn(BPowhn,c ) and, since P
(∣∣hnγtn,hn + σtn,hn√hnZ + ζ1∣∣ ≤ ǫ/2)→ P (|ζ1| ≤ ǫ/2) > 0, 5
as n→∞, we would have that
4 c λ∗T+hC0(f)h1+α + o(h1+α) ≥ hλT+h + o(h),
which leads to a contradiction. Hence, it is necessary that the optimal thresholds converge to 0 uniformly on [0, T ].
Now we will show the asymptotic characterization of the optimal thresholds. From Theorem 2.1, there exists
h0 > 0, depending on T , such that, for all t ∈ [0, T ] and h ∈ (0, h0], the loss functions Lt,h possess a unique critical
point. By equating the first-order derivative of the loss function to zero, from (47)-(48) it follows that the unique
optimal threshold, B∗t,h, must satisfy the equation given by
1√
hσt,h
[
φ
(
B∗t,h − hγt,h√
hσt,h
)
+ φ
(
B∗t,h + hγt,h√
hσt,h
)]
=
∞∑
k=1
(
hλt,h
)k
k!
[
f∗kt,h(B
∗
t,h) + f
∗k
t,h(−B∗t,h)
]
. (53)
A rearrangement of this equation shows
φ
(
B∗t,h − hγt,h√
hσt,h
)
=
√
hσt,h
[
1 + e−2B
∗
t,hγt,h/σ
2
t,h
]−1 ∞∑
k=1
(
hλt,h
)k
k!
[
f∗kt,h(B
∗
t,h) + f
∗k
t,h(−B∗t,h)
]
. (54)
Upon taking the log on both sides of (54), we arrive at the fixed point equation (9). From (46) together with the
boundedness properties of coefficients functions, we conclude that limh→0+ B∗t,h/h
1/2 =∞, uniformly for t ∈ [0, T ],
i.e.,
lim
h→0
inf
t∈[0,T ]
B∗t,h√
h
= +∞.
A further modification of this equation indicates that
B∗t,h = hγt,h +
√
2hσt,h log
1/2
(
1
σt,hλt,hh3/2
)1 + log
(√
2π(f∗1t,h(B
∗
t,h)+f
∗1
t,h(−B∗t,h))
1+e
−2B∗
t,h
γt,h/σ
2
t,h
)
log
(
σt,hλt,hh3/2
) + log
(
1 + St,h(B
∗
t,h)
)
log
(
σt,hλt,hh3/2
)

1/2
,
5It is necessary to have C0(f) > 0. Otherwise, B → 0 is not optimal.
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where above, we have defined
St,h(B) :=
∞∑
k=2
(
hλt,h
)k−1
k!
[
f∗kt,h(B) + f
∗k
t,h(−B)
f∗1t,h(B) + f
∗1
t,h(−B)
]
.
From this, a direct consequence is that B∗t,h = O(
√
h log(1/h)), so we have
√
2π
(
f∗1t,h(B
∗
t,h) + f
∗1
t,h(−B∗t,h)
)
1 + e−2B
∗
t,hγt,h/σ
2
t,h
=
√
2πC0(f) +O(B∗t,h), St,h(B∗t,h) = O(h2).
The second relationship above is because f∗kt,h are bounded by M(f) and f
∗1
t,h is bounded away from zero. We prove
the first relationship above now. Indeed, we have f∗1t,h ∈ C∞(R),
(
f∗1t,h
)(m)
= φ
(m)
t,h ∗ f , and
(
f∗1t,h
)(m)
(x) ≤ M(f)
for all x ∈ R. So, we have f∗1t,h(B∗t,h) = f∗1t,h(0) + O(B∗t,h). Also, by our assumption on the smoothness of f , there
exists ǫ > 0, such that f ∈ C1((0, ǫ)) and f ∈ C1((−ǫ, 0)). Then, we have:
f∗1t,h(0)− C0(f) = f∗1t,h(0)−
(
f(0−)
∫ 0
−∞
φt,h(y)dy + f(0+)
∫ +∞
0
φt,h(y)dy
)
+O(
√
h)
=
∫ 0
−∞
(f(y)− f(0−))φt,h(y)dy +
∫ +∞
0
(f(y)− f(0+))φt,h(y)dy +O(
√
h)
=
∫ 0
−ǫ
(f(y)− f(0−))φt,h(y)dy +
∫ +ǫ
0
(f(y)− f(0+))φt,h(y)dy +O(
√
h)
=
∫ 0
−ǫ
(f ′(0−)y + h(y)y)φt,h(y)dy +
∫ +ǫ
0
(f ′(0+)y + h(y)y)φt,h(y)dy +O(
√
h)
= O(
√
h).
(55)
Above, the first equality uses
∫ +∞
0 φt,h(y)dy = 1/2+O(
√
h) and
∫ 0
−∞ φt,h(y)dy = 1/2+O(
√
h). The third equality
uses
∫ +∞
ǫ φt,h(y)dy = o(h) and
∫ −ǫ
−∞ φt,h(y)dy = o(h). The fourth equality uses the Taylor’s expansion with Peano
form of remainder. Note that it is possible to select ǫ such that there exists Mh ∈ R, such that |h(y)| < Mh for all
y ∈ (−ǫ, ǫ). This leads to the fifth equality above. From this, we have f∗1t,h(0) = C0(f) +O(
√
h). Therefore, we have
f∗1t,h(B
∗
t,h) + f
∗1
t,h(−B∗t,h) = 2C0(f) +O(B∗t,h).
Therefore, for any α ∈ (0, 1/2), we have
log
(√
2π(f∗1t,h(B
∗
t,h)+f
∗1
t,h(−B∗t,h))
1+e
−2B∗
t,h
γt,h/σ
2
t,h
)
log
(
σt,hλt,hh3/2
) = log (√2πC0(f))
log
(
σt,hλt,hh3/2
) + o(hα), log
(
1 + St,h(B
∗
t,h)
)
log
(
σt,hλt,hh3/2
) = o(hα),
If we further notice σt,h = σt +O(h) and λt,h = λt +O(h), we conclude the following approximation of B
∗
t,h:
B∗t,h =
√
2hσt,h log
1/2
(
1
σt,hλt,hh3/2
)[
1 +
log
(√
2πC0(f)
)
log
(
σt,hλt,hh3/2
)]1/2 + o(h 12+α)
=
√
hσt,h
[
3 log (1/h)− 2 log
(√
2πC0(f)σt,hλt,h
)]1/2
+ o(h
1
2+α),
for any α ∈ (0, 1/2).
Proof of Proposition 2.7. First, note that
P (|∆X | > B) = e−hλP
(
|hγ +
√
hσZ| > B
)
+ hλe−hλP
(∣∣∣hγ +√hσZ + ζ∣∣∣ > B)+O(h2). (56)
Let φh(x) be the density of hγ +
√
hσZ and note that, for k ≥ 1, hγ + √hσZ +∑ki=1 ζi has density φh ∗ f∗k,
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which is bounded by M(f) := supx f(x). Therefore, we have
∣∣∣ ∂∂BP(|hγ +√hσZ +∑ki=1 ζi| > B) ∣∣∣ < 2M(f) and,
furthermore,
∂
∂B
∑
k≥2
(hλ)k
k!
P
(∣∣∣hγ +√hσZ + k∑
i=1
ζi
∣∣∣ > B) =∑
k≥2
(hλ)k
k!
∂
∂B
P
(∣∣∣hγ +√hσZ + k∑
i=1
ζi
∣∣∣ > B) = O(h2).
We then have
f∗(B) = − ∂
∂B
P (|∆X | > B) = e−hλ[φh(B) + φh(−B)] + hλe−hλ[g(B) + g(−B)] +O(h2), (57)
where g denotes the density of hγ +
√
hσZ + ζ. Combining (56) and (57), the conditional density is such that
f∗|∆X|||∆X|>B(B) =
f∗(B)
P (|∆X | > B) =
1
λ
1√
2πh3σ2
[
exp
(
− (B−hγ)22hσ2
)
+ exp
(
− (B+hγ)22hσ2
)]
+ g(B) + g(−B)
1
λhP
(
|hγ +√hσZ| > B
)
+ P
(∣∣∣hγ +√hσZ + ζ∣∣∣ > B) +O(h).
Now, by g = φh ∗ f and the smoothness of f near 0, we have that if x is close enough to 0,
g(x)− f(x) =
(∫
(x−ǫ,x+ǫ)
+
∫
(x−ǫ,x+ǫ)c
)
(f(y)− f(x))φh(y − x)dy
=
∫
(x−ǫ,x+ǫ)
(f ′(x)(y − x) + f ′′(θy)(y − x)2)φh(y − x)dy + o(h) = O(h),
where θy is between x and y and ǫ is a fixed positive number such that f ∈ C2((x− ǫ, x+ ǫ)). Such an ǫ exists due
to Assumption 4. Above, we have used the following facts:∫
(x−ǫ,x+ǫ)C
φh(y − x)dy = o(h),
∫
(x−ǫ,x+ǫ)
(y − x)φh(y − x)dy = γh+ o(h),∫
(x−ǫ,x+ǫ)
|f ′′(θy)| (y − x)2φh(y − x)dy ≤Mσ2h.
Note that the above holds uniformly in x near 0, so we have g(B) = f(B) + O(h) for h small enough. This also
implies
P
(∣∣∣hγ +√hσZ + ζ∣∣∣ ≤ B) = 2g(0)B + o(B) = 2f(0)B + o(B).
Therefore, we have the following:
f∗|∆X|||∆X|>B(B) =
1
λ
1√
2πh3σ2
[
exp
(
− (B−hγ)22hσ2
)
+ exp
(
− (B+hγ)22hσ2
)]
+ 2f(0) +O(h) +O(B2)
1
λhP
(
|hγ +√hσZ| > B
)
+ 1− 2f(0)B + o(B)
+O(h)
= 2f(0) +
2
λ
√
2πh3σ2
exp
(
− B
2
2hσ2
)
+ 2f(0)B + o(B) + o(h−3/2e−
B2
2hσ2 ),
where we used the following:
1
h
P
(
|hγ +
√
hσZ| > B
)
∼ σ
B
√
2πh
exp
(
− B
2
2hσ2
)
,
1√
2πh3σ2
exp
(
− (B − hγ)
2
2hσ2
)
∼ 1√
2πh3σ2
exp
(
− B
2
2hσ2
)
.
This completes the proof.
Proof of Corollary 2.8. Denote the leading order term of (17) as:
F (B) =
1
λf(0)
√
2πh3σ2
exp
(
− B
2
2hσ2
)
+B.
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Set a = 1/(λf(0)
√
2πh3σ2), b = 1/(2hσ2). For h small enough, we do have a
√
b > 1/(1 − exp(−1/2)), and
log(2ab) < b. By the Lemma A.2 below, the minimum of F is in
(√
2hσ2,
√
2hσ2 log(1/
√
2πh5σ6)
)
and satisfies
B exp
(
− B22hσ2
)
=
√
2πh5σ6. Taking logarithms on both sides and rearranging terms, we get
B2
2hσ2
= log(B)− 5
2
log(h) + C,
for some constant C. Note that sinceB lies in
(√
2hσ2,
√
2hσ2 log(1/
√
2πh5σ6)
)
, log(B) = 12 log(h)+O(log log(1/h)).
Thus, we get the approximation of the optimal B as
B∗ =
√
4hσ2 log(1/h) +O(
√
h log log(1/h)).
This completes the proof.
Lemma A.2. Suppose a, b > 0 and a
√
b > 1/(1 − exp(−1/2)), and log(2ab) < b. Define F (x) = a exp(−bx2) + x
where x ≥ 0. Then, the minimum point of F is in (1/√2b,√log(2ab)/b) and satisfies 2abx exp(−bx2) = 1.
Proof. Taking derivative twice, we get F ′(x) = −2abx exp(−bx2) + 1 and F ′′(x) = 2ab(2bx2 − 1) exp(−bx2). By
studying the sign of F ′′, we have that F ′ is decreasing in (0, 1/
√
2b) and increasing in (1/
√
2b,∞), and we also have
F ′(1/
√
2b) = −a√2b exp(−1/2)+1. Now since a√2b > 1/(1−exp(−1/2)) > exp(1/2), F ′(0) = F ′(+∞) = 1, we have
that F ′ has a root r1 in (0, 1/
√
2b) and another root r2 in (1/
√
2b,∞). All these further imply that F is increasing
in (0, r1) and (r2,∞) and decreasing in (r1, r2). Notice that F ′(
√
log(2ab)/b) = 1−√log(2ab)/b > 0, since we have
assumed that log(2ab) < b, so we have that r2 ∈ (1/
√
2b,
√
log(2ab)/b). Also notice that F (1/
√
2b) = a exp(−1/2)+
1/
√
2b < a = F (0), since we have assumed that a
√
b > 1/(1− exp(−1/2)). Therefore, 0 is not the minimum point.
In summary, the minimum point of F is in (1/
√
2b,
√
log(2ab)/b) and satisfies 2abx exp(−bx2) = 1.
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