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Data and athematical odel etails Circadian Data
The circadian data shown in Fig. 1(A) in the main text is described in detail in Abel et al. 2016 (12) and was generously provided publicly by those authors and may be downloaded from https://github.com/JohnAbel/scn-resynchronization-data-2016. In total the public data set has measurements from five different whole SCN extractions. In the main text we show the estimated equilibrium phase distribution for SCN 1 in the Abel et al data set. In fig. S1 we show the plots for SCN 1-3 (A-C) and SCN 5(D). We excluded SCN 4 from our analysis due to difficulties in estimating the phases of the oscillators from the raw bioluminescence data.
Phase Distribution Function
For the plots in Fig. 1 of the main text we show the experimental (numerical) data phase distribution against a theoretical m 2 phase distribution. In this section we show how the theoretical distribution was calculated. We consider the phase distribution function f (ω, φ, t) in the limit as N → ∞ so that it may be considered continuous. Now, consider the Fourier series decomposition of the phase distribution
where the bar indicates the complex conjugate and g(ω) is the distribution of natural frequencies. Integrating both sides with respect to ω yields and expression in terms of the Daido order parameters
using the property that
Finally, applying the m 2 anstaz Z m = R m 2 1 e imψ and simplifying gives
where f M S is the m 2 ansatz phase distribution. To compare with experimental and numerical data we set ψ = 0 and choose R to match the experimental (numerical) data. . Fig.S1 .The low-dimensional structure in the phase distribution of coupled oscillator . .
Coupled Repressilator Model
We used the coupled repressilator model largely as specified in Garcia-Ojalvo et al 2004 (32) . The repressilator is a network of three transcriptional repressors which each mutually inhibit one another (44). For our purposes we consider a large collection (N = 10 4 ) of cells which each contain a repressilator genetic oscillator. As in Garcia-Ojalvo 2004, we assume the cells are coupled through a mean-field quorum-sensing mechanism. The model for each cell i is given by
where lower case variables refer to mRNA and upper case values the protein form of a gene.
The parameter values were as specified in Garcia-Ojalvo 2004, for Figure 1 (B). We vary the parameter Q to change the coupling strengths between the oscillators [Q = 0.85 (green) and Q = 0.75 (blue) in Figure. 1(B) of the main text]. Additionally, heterogeneity was added to the population by drawing β i from a normal distribution ( µ = 1 , σ 2 = 0.05) which produces period heterogeneity in the repressilator population (32).
Morris-Lecar Neural Model
The Morris-Lecar neuronal model (45) for N = 10 3 neurons with all-to-all electrical coupling was simulated with parameter values as given in Rinzel and Ermentrout 1998 for the type II membrane regime (46). The Morris-Lecar model for each neuron is given by
Heterogeneity was added such that the firing frequencies of the neurons were normally distributed with σ = 1. Coupling strengths between the neurons were adjusted through the g syn parameter [g syn = 0.15 (green), g syn = 0.08 (blue), in Fig. 1 (C) of the main text].
Stochastic Modified Goodwin Model
The modified Goodwin model is a simple model of the genetic oscillator in mammalian circadian neurons (47). Each cell in the population of N = 10 3 oscillators is modeled using the modified Goodwin oscillator
The coupled modified Goodwin oscillator uses the model and parameters as described in Kim et al (47) . The coupling term is taken to be a mean-field averageM of the mRNA in the population. The oscillators were taken to be identical using the parameters as specified in Kim et al (47) with a weak white-noise term with strength D = 10 −6 added to each of the species. This system was integrated using a Euler-Maruyama scheme with step-size h = 0.001 to generate the in silco data. Coupling strengths were manipulated through the κ parameter [κ = 0.04 (blue), κ = 0.18 (green) in Fig. 1(D) of the main text].
Emergence of the m 2 nsatz for omplex eterogeneous oisy etworks
Here we give the details of the derivation for the m 2 ansatz for general noisy heterogeneous networks in the main text (Eq. 13). Let us begin with the linearized phase oscillator equation from the main text (Eq. 11)φ
If we assume each φ j ≈ 0 in equilibrium state φ * the Daido order parameters Z m may be written as,
Introducing a suitable rotation and using our symmetry assumption on the phase distribution allows us to set ψ m = mψ 1 = 0. Considering the expected value in time gives
for E [||φ|| 2 2 ] t small. We now consider Eq. 8 about the deterministic steady state φ * = L †ω /(KH (0)) where L † = N j=2 v j v T j λ j is Moore-Penrose pseudoinverse of the normalized Laplacian matrix L. Our assumptions on the network mean that L has real eigenvalues that may be ordered λ 1 = 0 ≤ λ 2 ≤ ...λ N with associated eigenvectors {v 1 , ..., v N }. A change of basis to the eigenvector basis such that c i = v i · φ gives a system of decoupled stochastic differential equations
where δc i = c i − c * gives the deviation off the deterministic steady state c * i = v i · φ * . This gives a classic Ornstein-Uhlenbeck process for each δc i and we find
a c h n n Taking the long-time limit and considering fluctuations about the equilibrium gives
Therefore, we have derived the condition for the accuracy of the m 2 ansatz as given in the main text (Eq. 13).
Network Simulation Details
For the simulations of the heterogeneous noisy Kuramoto equation over complex networks shown in the main text ( Fig. 3 ) we considered networks with N = 10 3 nodes with noise strength D = 1 and Gaussian heterogenity with σ = 1. These networks were run for a long-time in order to find the equilibrium phase distribution using a Euler-Maruyama scheme.
The networks were generated using the networkx python package. Barabasi-Albert networks we created using the preferential attachment algorithm with parameter k = 5 (31). Watts-Strogatz networks were generated by local connections to the nearest five neighbors and randomly rewiring the edges with probability p = 0.2 (30).
Finding the dominant frequency
The error term in determining the dominant frequency mode is given by
andγ is defined to the value such that |E 1 (γ)| is minimized. For a fixed coupling strength we may solve for the equibrium phase coherence R * 1 (K) numerically using the self-consistency condition
Therefore, we may solve forγ(K) numerically using Eq. 15, and the results will be valid for R 1 ≈ R * 1 . For the Gaussian and ∝ e −ω 4 /a distributions we consider we find E 1 (γ(K)) = O(10 −9 ).
Reduction of limit cycle models to macroscopic models
For the final comparisons in the main article we presented macroscopic model predictions plotting against the results of simulations of the high dimensional limit cycle models shown in the first figure. This enables us to examine the accuracy of the full modeling procedure.
. .
Here we show the steps involved in extracting a macroscopic model to approximate the repressilator model with Q = 0.85 and the parameters given above (32). The repressilator model may be expressed as
where X i is a vector of the seven chemical species in the repressilator model and V defines the interaction between the otherwise autonomous oscillators. The interaction function for the model we considered is given by
The heterogeneity for the repressilator model was generated by drawing the rate parameter β from a normal distribution with mean 1 and standard deviation σ β = 0.05. For simplicity in performing the numerical phase reduction we assume that the variation of the parameter β only effects the angular frequency of the oscillator but did not cause significant deviation in the limit cycle attractor.
1. Determine the limit cycle attractor X 0 (t) for the uncoupled autonomous oscillators. This was performed using the IPOPT solver to solve a collocation scheme for the limit cycle (48). This code make use of the casadi python library for automatic differentiation to obtain accurate and fast estimates for the Jacobian about the limit cycle (49) 2. Determine the infinitesimal phase response curves Z(t) to perturbations off the autonomous limit cycle. This was found by estimating the left eigenvector of the Monodromy matrix M (T ) of the linearized system about the limit cycle solution. This solutions were also verified against the standard backward integration technique for calculation of the infinitesimal phase response curve as part of the XPPAUT software program (50).
3. Solve for the phase averaged coupling function valid for weakly coupled oscillators.
4. Calculate a Fourier series expansion for this periodic coupling function and truncate this coupling function to include only the first harmonic terms (shown in ig. S2
) f 6. Solve for the optimalγ(K) for the phase reduced system using the procedure given in the main text and the parametric estimates for the frequency distribution. For the repressilator model this calculation yields aγ ≈ 0.00185 7. Together these parameters specify the full macroscopic model for the system.
We expect this model to hold for R 1 (t) near the equilibrium value R * 1 ≈ 1.
8. Compare the predictions made by the macroscopic model for the amplitude recovery dynamics against simulations of the full system. For simulations of the full system the dynamics of the phase coherence was determined by extracting phase estimates from the time-series of each oscillator in the ensemble in the same manner as described in the methods section. To avoid finite N fluctuations influencing the derivative estimates in the amplitude recovery we applied an Hodrick-Prescott filter (41) to the numerical estimates to extract the overall trends in the amplitude recovery. As can be seen this can be a lengthly procedure, however the resulting macroscopic model is two dimensional as compared with the original limit cycle model which had 70,000 variables when we run the full model simulations. Additionally, we note that the second harmonic terms in the coupling function could be included in our macroscopic reduction to increase the accuracy of the predictions. Since the focus of the manuscript is on the first harmonic terms we choose to focus on that case initially, however in future work the m 2 ansatz method could be extended to include the higher harmonic terms in the coupling function.
