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Up to late 1990's a supercomputer consist-
ing of ultra high-speed and expensive processors 
was believed to be the tool of doing large scale 
numerical simulations. By contrast, a cluster 
of reasonably high-speed and inexpensive pro-
cessors (so-called Beowulf cluster [1]) has been 
claimed, especially in the US, to be a viable and 
much more cost-efficient alternative to the su-
percom pu ters. 
In the summer 2001, we designed and assem-
bled a Beowulf-type PC cluster that includes 16 
Pentium III processors of 1GHz clock speed, and 
then installed several softwares. It turned out 
that, for the molecular dynamics simulations, 
our PC cluster yields a computational speed 
comparable to supercomputers because of large 
ability of the code tuning, including the use of 
fast Fourier transform FFTW [2]. 
Our PC cluster (Fig.1) consists of eight dual-
processor units, each of which contains two 
Pentium III processors of IGHz, a 500MB-
1GB DIMM memory, a 40GB IDE hard disk, 
100Base-TX Ethernet card, an AGP video card, 
and a power unit (300 watts). On top of them, 
each unit has a CR-ROM drive and a floppy disk 
drive. The master unit has an additional Ether-
net card to communicate with the global Inter-
net domain. The cost of the dual-processor unit, 
except for a rather expensive optional 19" rigid 
rack and a rack-mounted steel case, was about 
$2000 on average. 
The Linux (Vine 2.1) was adopted as the op-
erating system of the PC cluster. For scientific 
computations, we chose Portland Group's For-
tran 77/90/HPF (approximately $3000 for 16 
licenses) , and the MPI (message passing inter-
face) for inter-processor communications. 
Table I lists the bench-mark results using our 
molecular dynamics code for a 3D periodic sys-
tem (Ewald sum method) [3], which is so far only 
70% parallelized due to non-threaded FFTW. 
The Origin 3800 (500MHz) is a RISC machine 
with double the memory band width, and thus 
is comparable to the Pentium III (lGHz) of dou-
ble the clock speed. The SX5 should be several 
times faster, but, since the fast Fourier trans-
form (FFTW) is not available, its computation 
is only 3.3 times faster than the single Pentium 
III processor with the FFTW. The parallel com-
putation with two Pentium III processors under 
the MPI is 1.5 times faster than the single pro-
cessor case. It is consistent with the current de-
gree of parallelization ((0.3 + ~0.7)-1 ~ 1.5), 
which will be improved in the future. 
In summary, we assembled the Beowulf-type 
Pentium III PC cluster. It was operated under 
the Linux and MPI to enable parallel compu-
tations, which was practically applicable to real 
numerical simulations. Moreover, it was very 
cost-efficient compared to traditional supercom-
puters. 
Table 1. Timings of a 3D periodic MD code 
(sec / step): Pentium III (1 G Hz) single processor 
(xl), two processors (x2), and two other single 
processors. Non-threaded FFTW is adopted ex-
cept for the last timing. 
P.III (xl) P.III (x2) Origin 3800 SX5 
0.36 0.24 0.32 0.11 
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Fig.1. Our Boewulf PC cluster consisting of 16 
Pentium III processors in a 19" steel rack. 
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