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Abstract—This paper develops a novel passive stochastic
gradient algorithm. In passive stochastic approximation, the
stochastic gradient algorithm does not have control over the
location where noisy gradients of the cost function are evaluated.
Classical passive stochastic gradient algorithms use a kernel that
approximates a Dirac delta to weigh the gradients based on how
far they are evaluated from the desired point. In this paper we
construct a multi-kernel passive stochastic gradient algorithm.
The algorithm performs substantially better in high dimensional
problems and incorporates variance reduction. We analyze the
weak convergence of the multi-kernel algorithm and its rate of
convergence. In numerical examples, we study the multi-kernel
version of the LMS algorithm to compare the performance with
the classical passive version.
Keywords. stochastic gradient algorithm, weak convergence,
stochastic sampling, variance reduction, passive LMS
I. INTRODUCTION
S
uppose an agent evaluates noisy gradients of a cost
function C(·). At each time k, the agent samples a random
point θk ∈ RN from the distribution π(·) and then evaluates
the noisy gradient ∇̂θck(θk) of the true gradient ∇C(θk). By
intercepting the dataset {θk, ∇̂θck(θk), k = 1, 2, . . .} from the
agent, how can we estimate a local stationary point of the cost
C(·)?
It is well known [1], [2], [3], [4] that given the dataset
{θk, ∇̂θck(θk), k = 1, 2, . . .}, we can estimate a local sta-
tionary point of C(·) using the following classical passive
stochastic gradient algorithm:
αk+1 = αk − ε 1
µN
K(
θk − αk
µ
) ∇̂θck(θk), θk ∼ π (1)
where step size ε is a small positive constant. Note that (1) is a
passive stochastic gradient algorithm since the gradient is not
evaluated at αk by the algorithm; instead the noisy gradient
∇̂θck(θk) is evaluated at a random point θk chosen by the
agent.
The key construct in the passive gradient algorithm (1) is
the kernel function K(·). This kernel function K(·) is chosen
such that it decreases monotonically to zero as any component
of the argument increases to infinity, and
K(θ) ≥ 0, K(θ) = K(−θ),
∫
RN
K(θ)dθ = 1. (2)
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The parameter µ that appears in the kernel in (1) is a small
positive constant. Examples of the kernel K(·) include the
multivariate normal N(0, σ2IN ) density with σ = µ, i.e.,
1
µN
K
( θ
µ
)
= (2π)−N/2µ−N exp
(−‖θ‖2
2µ2
)
,
which is essentially like a Dirac delta centered at 0 as µ→ 0.
The kernel K(·) in (1) weights the usefulness of the
gradient ∇̂θck(θk) compared to the required gradient estimate
∇̂αck(αk). If θk and αk are far apart, kernel K((θk−αk)/µ)
will be small. Then only a small proportion of the gradient
estimate ∇̂θck(θk) is added to the passive algorithm. On the
other hand, if αk = θk, then
1
µN K(·) = 1 and (1) becomes a
standard stochastic gradient algorithm.
Main Idea: Multi-kernel Passive Algorithm
For high dimensional problems (large N ), the passive algo-
rithm (1) can take a large number of iterations to converge.
This is because with high probability, the kernel K(θk, αk)
will be close to zero and so updates of αk will occur very
rarely. Further, from an implementation point of view, for
small µ, the scale factor µ−N in (1) blows up for moderate
to large N ; to compensate, a very small step size ε needs to
be used. Also algorithm (1) is sensitive to the choice of the
probability distribution π(·) with which the θk are sampled
to generate ∇̂θck(θk). Moreover, there is strong motivation to
introduce variance reduction in the algorithm.
Our main idea is to propose and analyze a two time
step, multi-kernel, variance reduction algorithm motivated by
importance sampling. Apart from the ability to deal with
high dimensional problems, the algorithm achieves variance
reduction in the samples.
Assume that at each time k we are given a sequence
of noisy gradients {∇̂θck,l(θk,l), l = 1, . . . , L} which are
asymptotically unbiased estimates1 of ∇C(θk,l) Here the
points θk,l are sampled i.i.d. from distribution π(·). Given
{θk,l, ∇̂θck,l(θk,l), l = 1, . . . , L} at each time k, we propose
the following multi-kernel passive algorithm with step size ε:
αk+1 = αk − ε
∑L
i=1 p(αk|θk,i)∇̂θck,i(θk,i)∑L
l=1 p(αk|θk,l)
, θk,i ∼ π
(3)
In (3), we choose the conditional probability density function
p(α|θ) = pv(θ − α) (4)
1In Sec.III, we will make the dependence of ∇̂θck,l(θ) on k and l more
explicit in terms of additive measurement noise that is i.i.d. in l and mixing
in k.
2where pv(·) is a symmetric density about 0 with variance
O(µ2). For example, we can choose pv(·) = N(0, µ2IN ) or
an N -variate Laplace density with scale parameter µ:
pv(θ − α) = 1
(2µ)N
exp
(−‖θ − α‖1
µ
)
. (5)
For notational convenience, for each α, denote the normal-
ized weights in (3) at time k as
γk,i(α) =
p(αk|θk,i)∑L
l=1 p(αk|θk,l)
, i = 1, . . . , L (6)
Then these L normalized weights qualify as symmetric kernels
in the sense of (2). Thus algorithm (3) can be viewed as a
multi-kernel passive stochastic approximation algorithm.
To give some insight, assume that the noisy gradient esti-
mates have additive measurement noise:
∇̂θck,l(θ) = ∇C(θ) + ξk,l (7)
where ξk,l is a zero mean independent and identically dis-
tributed (i.i.d.) noise process (in Sec.III we will consider more
general mixing assumptions). Since for each k, the samples
{θk,i, i = 1, . . . , L} are generated i.i.d., then for fixed α,
self-normalized importance sampling arguments imply that as
L→∞,
L∑
i=1
γk,i(α) ∇̂θck,i(θk,i)→ E{∇C(θ)|α} w.p.1, (8)
provided Ep(θ|α)|∇̂θck,i(θ)| < ∞. Theorem 1 below for-
malizes this for the more general case. Similar results can
also be established more generally if {θk,i, i = 1, . . . , L}
is a geometrically ergodic Markov process with stationary
distribution π(·).
Discussion
(i) The conditional expectation E{∇̂θck(θ)|αk} always has
smaller variance than ∇̂θck(θ); therefore variance reduction is
achieved in the multi-kernel algorithm (3).
(ii) Unlike the classical passive algorithm (1), the multi-kernel
algorithm (3) does not have the problematic term O(µ−N ).
Indeed, we can choose p(α|θ) ∝ pv(θ − α) in (4) since the
scale factors cancel out. So from a practical point of view,
the multi-kernel algorithm has better numerical properties and
does not need fine tuning the step size.
(iii) Throughout this paper we consider constant step size
algorithms, i.e., ε is a fixed constant (instead of a decreasing
step size). This facilitates estimating (tracking) parameters that
evolve over time. Due to the constant step size, the appropriate
notion of convergence is weak convergence [5], [6], [7]. Sec.III
and IV analyze weak convergence and asymptotic convergence
rate of the multi-kernel algorithm. We show that the multi-
kernel algorithm has the same asymptotic convergence rate as
a classical stochastic approximation algorithm; which is much
faster than the passive algorithm (1).
Examples
We refer to [1], [2], [3], [4] for the analysis and applications
of passive stochastic gradient algorithms. Recently, we have
developed inverse reinforcement learning [8] using simulated
annealing versions of passive stochastic gradient algorithms.
In addition to these examples, from an application point of
view, the above setup can be viewed in a passive (or adver-
sarial) framework. We passively intercept (view) the dataset
{θk,l, ∇̂θck,l(θk,l), l = 1 . . . , L} generated by L independent
agents. Each agent acts in a correlated fashion over time. By
intercepting the dataset, how can we estimate a stationary point
of the cost C(·)? Note that we have no control over where the
agent evaluates the noisy gradients.
Another application is discussed in Sec.V where at each
time k we request the evaluation of the gradient at point αk.
However, the agent evaluates the gradient at a mis-specified
point θk. Unlike classical stochastic gradient algorithms where
only the gradient evaluated at αk is corrupted by noise, here
both the evaluation point αk (noisy value of θk) and the
gradient value ∇̂θck(θk) are corrupted by noise.
Organization
Sec.II discusses the main intuition behind the passive al-
gorithm using the ordinary differential equations obtained via
stochastic averaging. Sec.III gives a formal weak convergence
proof of the multi-kernel passive algorithm (3). Sec.IV charac-
terizes the rate of convergence of the multi-kernel algorithm.
Sec.V discusses a mis-specified algorithm where the gradient
is evaluated at a point θk that is a corrupted value of αk.
Finally, Sec.VI considers passive least mean squares (LMS) al-
gorithms; we compare in numerical examples the convergence
of the classical passive LMS algorithm versus the multi-kernel
passive LMS algorithm.
II. INFORMAL CONVERGENCE ANALYSIS OF PASSIVE
ALGORITHMS
The main intuition behind the passive algorithms is straight-
forwardly captured by averaging theory. We discuss this below.
As is well known [5], a classical fixed step size stochastic gra-
dient algorithm converges weakly to a deterministic ordinary
differential equation (ODE) limit; this is the basis of the so
called ODE approach for analyzing stochastic gradient algo-
rithms. Weak convergence is a function space generalization of
convergence in distribution. As is typically done in weak con-
vergence analysis, we first represent the sequence of estimates
{αk} generated by the passive algorithm as a continuous-time
random process. This is done by constructing the continuous-
time trajectory via piecewise constant interpolation as follows:
For t ∈ [0, T ], define the continuous-time piecewise constant
interpolated process parametrized by the step size ε as
αε(t) = αk, for t ∈ [εk, εk + ε). (9)
A. Ordinary Differential Equation Limits of (1) and (3)
In this section we present an informal averaging analysis
which yields useful intuition regarding the classical passive
algorithm (1) and multi-kernel algorithm (3). Formal assump-
tions, theorem statements and proofs are in Sec.III.
31) Classical Passive Gradient Algorithm: First consider
the classical passive gradient algorithm (1). Suppose θk is
sampled iid fromN -variate density π(·) and the noisy gradient
∇̂θck(θk) is available at each time k. Assume that the noisy
gradient ∇̂θck(θk) comprises additive noise:
∇̂θck(θk) = ∇C(θk) + ξk
where ξk is a zero mean i.i.d. noise process We first fix
the kernel step size µ and apply stochastic averaging theory
arguments. It indicates that at the slow time scale, we can
replace the fast variables (namely, ξk and θk) by their expected
value. Then the interpolated sequence θε(·) converges weakly
to the ODE
dα
dt
= h1(α, µ) = −
∫
RN
1
µN
K(
θ − α(t)
µ
)π(θ)∇C(θ) dθ.
(10)
Finally, for sufficiently small µ, the kernel 1µN K(
θ−α(t)
µ )
behaves as Dirac delta function due to (2). Therefore as µ ↓ 0,
the ODE (10) becomes
Classical Passive:
dα
dt
= −π(α)∇C(α). (11)
To make our discussion of the multi-scale averaging more
intuitive, we used two stepsizes ε and µ. In the averaging
theory analysis, one can instead choose µ to depend on ε;
then the two-step averaging is done simultaneously.
2) Multi-kernel Algorithm: Next, consider the multi-kernel
passive algorithm (3) that is proposed in this paper. Suppose
{θk,l, l = 1, . . . , L} are sampled i.i.d. from N -variate density
π(·) and the noisy gradients {∇̂θck,l(θk,l), l = 1, . . . , L}
are available at each time k. Assume for simplicity that the
measurement noise in the gradient is additive as in (7) where
ξk,l is a zero mean i.i.d. noise process (Sec.III considers more
general mixing assumptions). Then for fixed µ, by stochastic
averaging theory arguments, the asymptotic behavior of (3) is
captured by the ODE
dα
dt
= h2(α, µ) = −
∫
RN
p(θ|α(t))∇C(θ) dθ (12)
Finally, for sufficiently small µ, the density p(θ|α(t)) behaves
as a Dirac delta function. Indeed, the Bernstein-von Mises
theorem [9] implies that for small parameter µ in the like-
lihood (4), the posterior converges to the Gaussian density
N(θ;α, µ2Iθ¯). More precisely, as µ→ 0,∫
|p(θ|α) −N(θ;α, µ2Iθ¯)|dθ → 0 in probability under Pθ¯
(13)
Here Iθ¯ =
∫
RN
∇ log p(α|θ) p(α|θ) dα|θ=θ¯ is the Fisher infor-
mation matrix evaluated at “true” parameter value2 θ¯ and
N(θ;α, µ2Iθ¯)
= 2π−N/2 exp
[
− 1
2
(θ − α)′|µ2I−1
θ¯
|−1(θ − α)
]
. (14)
Therefore as µ ↓ 0, the ODE (12) becomes
Multi-kernel Passive:
dα
dt
= −∇C(α) (15)
2It suffices to choose any θ¯ such that α ∼ p(·|θ¯). The precise value of θ¯
need not be known and is irrelevant to our analysis.
3) Discussion: To summarize, the continuous-time inter-
polated sequences from the passive algorithm (1) and multi-
kernel algorithm (3) converge weakly to the ODEs (11) and
(15), respectively. Note from (11) that the ODE for the
classical passive stochastic gradient algorithm depends on the
sampling density π(·). In comparison the ODE (15) for the
multi-kernel algorithm does not depend on π(·). Indeed, (15)
coincides with the ODE of a standard stochastic gradient
algorithm.
Clearly both passive algorithms converge locally to a sta-
tionary point of C(·). This is because the set of stationary
points of C(α), i.e., {α∗ : ∇C(α∗) = 0} are fixed points for
both ODEs.
B. Asymptotic Covariances
For the classical passive algorithm, the dependence of the
ODE (11) on the sampling density π(·) affects the asymptotic
rate of convergence; see [4]. In Sec.IV, we will study the rate
of convergence of the multi-kernel algorithm (3) with ODE
(15). Also, in numerical examples discussed in Sec.VI, we will
show that the classical passive stochastic gradient algorithm
suffers from poor convergence rate for certain choices of π(·);
whereas the multi-kernel algorithm does not.
Here we briefly give some intuition regarding the conver-
gence rates of the passive and multi-kernel algorithms. In the
stochastic approximation literature, the rate of convergence
is specified in terms of the asymptotic covariance of the
estimates. Assume for simplicity that the noise ξk is i.i.d.
with covariance I . Let α∗ denote the fixed point of the
ODE (15). Then assuming ∇2C(α∗) is positive definite, the
asymptotic covariance P of the multi-kernel algorithm satisfies
the Liapunov equation (see Corollary 8 in Sec.IV)
∇2C(α∗)P + P ∇2C(α∗) = I (16)
In comparison, the rate of convergence for the classical pas-
sive algorithm (1) is slower; it depends on the smoothness of
the kernel similar to typical cases in nonlinear regression [4].
Also as mentioned in Sec.I, from an implementation point of
view, the scale factor µ−N in classical passive algorithm is
problematic since it blows up for moderate to large N ; this
requires using a very small step size in (1).
III. WEAK CONVERGENCE ANALYSIS OF MULTI-KERNEL
PASSIVE RECURSIVE ALGORITHM
This section is organized as follows. First we formally
justify (8) as an un-normalized importance sampling estimator.
Then weak convergence of the multi-kernel algorithm to the
ODE (15) is proved.
Additive Noise Assumption
Recall ∇̂θck,l(θ) denotes the estimate of gradient ∇C(θ).
In this section we define more explicit notation. We assume
that the measurement noise in the gradient estimate is additive:
∇̂θck,l(θ) = ∇C(θ) + ξk,l (17)
4Denote the sigma-algebra Gk = σ(ξn,l, n ≤ k). We make
the following assumptions regarding the cost C, measurement
noise ξk,l, the sequence {θk,l}:
(A1) The function C(·) has continuous partial derivatives up
to the second order and the second partial derivatives are
bounded uniformly.
(A2) Ep(θ|α)|∇̂θck,l(θ)| <∞ and p(θ|α) is absolutely contin-
uous wrt π(θ).
(A3) For each fixed k, {ξk,l} is i.i.d. over l = 1, . . . , L.
with E(ξk,l|Gk) = ξ¯k, Cov(ξk,l|Gk) = Σξ¯k , and
E(|ξk,l|2|Gk) <∞.
(A4) {ξ¯k} is a sequence of stationary mixing processes with
mixing measure ϕj such that E|ξ¯k|2 <∞ and∑
k
ϕ
1/2
k <∞.
(A5) The sequence {θk,l} has independent rows and indepen-
dent columns generated (or sampled from the distribution
π) such that for each fixed k, Eθk,l = θ¯ and for each fixed
l, Eθk,l = θ¯. In addition, E|θk,l|2 <∞.
(A6)
∫
(1 + ‖∇C(θ)‖2)
(
p(θ|α)
π(θ)
)2
π(θ) dθ <∞
Remark. Let us briefly comment on the assumptions above.
Regarding (A1), only first order differentiability is required
for the self-normalized importance sampling (Theorem 1) and
the ODE analysis (Theorem 3). Second order differentiability
is used in the rate of convergence (Theorem 7).
(A2) implies that Ep(θ|α)∇̂θck,l(θ) is well defined.
(A3) facilitates modeling a multi-agent system (such as a
crowd sourcing example) comprising L independent agents,
where the pool of L samples {∇̂θck,l(θk,l)} generated by the
agents at each time k have i.i.d. noise. But the parameters of
the noise are k dependent.
(A4) facilitates modeling correlated measurement noise over
time k. Essentially, a mixing process is one whose remote past
and distant future are asymptotically independent; see [6] for
further details. From a modeling point of view, this means that
the measurement noise of each sampling agent l is correlated
over time. Of course, in the special case where ξk,l is i.i.d.
over k, l, then ξ¯k = 0 and Σξ¯k is constant independent of k.
(A5) models how the agent samples θk,l to evaluate the
noisy gradient ∇̂θck,l(θk.l). We assume this sampling process
is i.i.d; as mentioned earlier this can be generalized.
(A6) is a classical square integrabiltiy assumption for
asymptotic normality.
A. Self-normalized Importance Sampling
The aim here is to prove (8) and also asymptotic normality
of the estimate. Recall in the main algorithm (3) that θk,l is
sampled from π(·).
The term
∑L
i=1 γk,i(α) ∇̂θck(θk,i) in the multi-kernel pas-
sive algorithm (3) is a self-normalized importance sampling
estimator. Indeed, it can be obtained by the following argu-
ment:∫
∇̂θck,l(θ) p(θ|α) dθ = Eπ{∇̂θck,l(θ) p(α|θ)}
Eπ{p(α|θ)} (18)
Recalling the weights γk,l defined in (6), then the right hand
side of (18) yields the implementation (8). Below we prove
that the estimate (8) converges w.p.1 to (18).
Denote the estimated mean and conditional expectation as
mˆk,L(α) =
L∑
l=1
γk,l(α) ∇̂θck,l(θk,l)
mk(α) = E{∇̂θck,l(θk,l)|α} =
∫
∇C(θ)p(θ|α)dθ + ξ¯k
where ξ¯k is defined in (A3). Note that mˆk,L(α) is a self-
normalized importance sampling estimate with proposal den-
sity π(θ) and target density p(θ|α).
Theorem 1:
1) Assume (A1)-(A5) hold. Then
mˆk,L(α)→ mk(α) w.p.1 as L→∞
So in the special case ξk,l is i.i.d. in k, l, (8) holds.
2) Assume (A1)-(A6). Then the following asymptotic nor-
mality holds:
√
L
[
mˆk,L(α) −mk(α)→ N(0,Σk(α)) (19)
where (recall Σξ below is defined in (17))
Σk(α) =
∫
p(θ|α)
π2(θ)
[
(∇C(θ)−m(α))(∇C(θ)−m(α))′
+Σξ¯k
]
π(θ) dθ (20)
Proof: For notational convenience, we divide the numerator
and denominator of γk,i defined in (6) by π(αk). So
γk,i(α) =
p(θk,i|αk)/π(θk,i)∑L
l=1 p(θk,l|αk)/π(θk,l)
, i = 1, . . . , L
By (A3), ξk,l is i.i.d. in l for fixed k. So by Kolmogorov’s
strong law of large numbers,
L−1
L∑
l=1
∇̂θck,l(θk,l) p(θk,l|α)
π(θk,l)
→ mk(α) w.p.1
L−1
L∑
l=1
p(θk,l|α)
π(θk,l)
→ 1 w.p.1
(21)
Thus statement 1 holds.
To demonstrate the asymptotic normality, note that
√
L[mˆk,L(α)−mk(α)] =
L−1/2
∑L
l=1
p(θk,l|α)
π(θk,l)
[∇C(θk,l) + ξk,l −mk(α)]
L−1
∑L
l=1
p(θk,l|α)
π(θk,l)
where we used (17) for ∇̂θck,l(θk,l). By the central limit
theorem for i.i.d. random variables, under (A1)-(A6), the nu-
merator converges weakly to N(0,Σk(α)) with Σk(α) defined
in (20). Also by (21) the denominator converges w.p.1 to 1.
Then by Slutsky’s theorem, statement 2 holds. 
5B. Weak Convergence of Multi-kernel Algorithm to ODE
Recall from (17) that the noise in the gradient estimate
is additive. From (A3), for each fixed k, {ξk,l}l is an i.i.d.
sequence and from (A4), {ξ¯k} is a sequence of φ-mixing noise.
The multi-kernel algorithm (3) can be written as
αk+1 = αk − ε
Lε∑
i=1
γk,i(αk)[∇C(θk,i) + ξk,i]), (22)
where
γk,i(α) =
p(α|θk,i)∑Lε
l=1 p(α|θk,l)
, (23)
and Lε → ∞ as ε → 0. For simplicity, we assume that the
initial iterate α0 is a constant independent of ε. Rather than
working with the discrete iteration, we consider a continuous-
time interpolation. Define αε(t) = αk for t ∈ [εk, εk+ε). We
proceed to analyze the convergence of the algorithm. First, we
specify the conditions needed for the convergence study.
(A7) The following conditions hold.
(a) Conditions (A3)-(A5) hold and {θk,i} and {ξk,i} are
independent.
(b) For ρ(θ) = θ and ρ(θ) = ∇C(θ), E|ρ(θk,i)|2 <∞. In
addition, for each α, as ε→ 0, Lε →∞, and
Lε∑
i=1
γi(α)ρ(θk,i) → Eρ(θ|α) w.p.1.
=
∫
RN
ρ(θ)p(θ|α)dθ.
(24)
(A8) (a) The conditional probability density function
p(α|θ) = pv(θ − α) (25)
where pv(·) is a symmetric density with zero mean and
covariance O(µ2)I . where I denotes the identity matrix.
Moreover, 0 < µ→ 0, and as µ→ 0, (13) holds.
(b) The Fisher information matrix Iθ =∫
RN
∇ log p(α|θ) p(α|θ) dα is invertible for all θ ∈ RN .
Remarks. (i) In (A7) (b), ρ(θ) = ∇C(θ) is used in the proof
of the weak convergence theorem below, whereas ρ(θ) = θ is
used in the rates of convergence in Sec.IV.
(ii) (A8) is used in the Bernstein von-Mises theorem to show
that the posterior p(θ|α) is asymptotically normal and behaves
as a Dirac delta as µ ↓ 0; see Sec.III-D.
Outline of Proof: Let f(·) : RN → R such that f(·) ∈ C10
(C1 function with compact support). We define an operator
L1 as follows:
L1f(α) = −f ′α(α)
[ ∫
RN
∇C(θ) p(θ|α)dθ
]
(26)
For convenience, the proof proceeds in two steps. First
Proposition 2 shows that α(t) satisfies the ODE (12) w.r.t.
conditional expectation p(θ|α(t)).
Proposition 2: Assume that assumptions (A1) and (A7) hold
and that equation
α˙(t) = −
∫
RN
∇C(θ)p(θ|α(t))dθ (27)
has a unique solution for each initial condition. Then the
interpolated process αε(·) converges weakly to α(·) such that
α(·) is the solution of (27). ✷
Next, Theorem 3 considers the limit of ODE (27) as the
parameter µ→ 0 in the likelihood density p(α|θ). This yields
the ODE (15) for the multi-kernel algorithm, and is our main
result.
Theorem 3: Assume conditions (A1)-(A8) hold. Then αε(·)
converges weakly to α(·) such that α(·) satisfies
α˙(t) = −∇C(α(t)). (28)
✷
The proof of Proposition 2 and Theorem 3 are given in
the following two subsections. The important consequence of
Theorem 3 is that the ODE is identical to that of a classical
stochastic gradient algorithm.
C. Proof of Proposition 2
We shall use a truncation scheme. We show that the interpo-
lated process of the truncated process is tight and then obtain
the weak limit of the sequence. The argument is through the
stochastic averaging using martingale methods. Suppose that
M > 0 is fixed but otherwise arbitrary and qM (α) = 1 if
θ ∈ SM = {α : |α| ≤ M}, qM (α) = 0 if θ ∈ RN − SM+1,
and qM (·) is sufficiently smooth otherwise. Because it is not
known a priori that the sequence {αk} is bounded, we define
a truncated algorithm of the following form.
αMk+1 = α
M
k −ε
Lε∑
i=1
γk,i(α
M
k )[∇C(θk,i)+ξk,i]qM (αMk ). (29)
We then define αε,M (t) = αMk for t ∈ [εk, εk+ε). We proceed
to show that αε,M (·) converges weakly to αM (·) first. Then
by letting M → ∞, we prove that the untruncated process
αε(·) converges to α(·) with the desired limit.
Lemma 4: Assume (A1) and (A7) hold. Then αε,M (·) is
tight in D([0,∞);RN ), the space of functions that are right
continuous and have left limits endowed with the Skorohod
topology.
Proof of Lemma 4. Note that by (29) and the definition of
interpolation, we have
αε,M (t) = α0−ε
(t/ε)−1∑
k=0
Lε∑
i=1
γk,i(α
M
k )[∇C(θk,i)+ξk,i]qM (αMk ),
(30)
By (A4), {ξk,i} is uniformly integrable and
−ε
(t/ε)−1∑
k=0
Lε∑
i=1
γk,i(α
M
k )qM (α
M
k )ξk,i
is uniformly integrable. The truncation, the continuity of ∇C,
the definition of γk,i(α), and the moment bound conditions in
(A7) implies that ∇C(θk,i) and hence
−ε
(t/ε)−1∑
k=0
Lε∑
i=1
γk,i(α
M
k )∇C(θk,i)qM (αMk )
is also uniformly integrable. As a result, [10, Lemma 3.7, p.
51] implies that {αε,M (·)} is tight as desired. ✷
6Because {αε,M (·)} is tight, it is sequentially compact. By
Prohorov’s theorem [5], there exists a weakly convergent
subsequence. Denote this subsequence by {αε,M (·)} for nota-
tional simplicity and denote the limit as αM (·). By Skorohod
representation [5], without changing notation we may assume
that αε,M (·) converges to αM (·) w.p.1, and the convergence
is uniform on any bounded time interval.
Lemma 5: Under the conditions of Proposition 2, αε,M (·)
converges weakly to αM (·) such that the limit is a solution of
the martingale problem with operator LM1 .
Proof of Lemma 5. By virtue of the conditions of Proposition
2, the martingale problem with operator LM1 has a unique
solution (unique in the sense of in distribution). Note that LM1
has the same form as L1 but with p(θ|α) replaced by
pM (θ|α) = p(θ|α)qM (α). (31)
Let f(·) : RN → R such that f(·) ∈ C10 (C1 function with
compact support). We proceed to show that αM (·) is a solution
of the martingale problem with operator LM1 . For any t, s > 0,
partition the interval [t/ε, (t+s)/ε) into subintervals of width
mε such that mε →∞ but
∆ε
△
= εmε → 0, as ε→ 0 (32)
It is readily seen that
f(αε,M (t+ s))− f(αε,M (t)
=
(t+s)/∆ε∑
l=t/∆ε
[f(αMlmε+mε)− f(αMlmε)]
= ε
(t+s)/∆ε∑
l=t/∆ε
[
ψεl + ψ˜
ε
l + e
ε
l
]
,
(33)
where
ψεl = −f ′α(αMlmε)
∑
k∈Iε
Lε∑
i=1
γk,i(α
M
k )∇C(θk,i)qM (αMk )
ψ˜εl = −f ′α(αMlmε)
∑
k∈Iε
Lε∑
i=1
γk,i(α
M
k )ξkqM (α
M
k ),
(34)
eεl = −[f ′α(αε,M (v+))− f ′α(αMlmε)]
×
∑
k∈Iε
Lε∑
i=1
γk,i(α
M
k )[∇C(θk,i) + ξk,i]qM (αMk ).
(35)∑
k∈Iε
=
∑lmε+mε−1
k=lmε
, v+ is on the line segment joining
εlmε and εlmε + εmε, fα denotes the partial of f w.r.t. α,
and z′ denotes the transpose of z.
Pick out any bounded and continuous function h(·), for each
t, s > 0, any positive integer κ, and any tι ≤ t with ι ≤ κ, we
shall show that αM (·) is the solution of a martingale problem
with operator L1. To this end, it is readily seen that by the
weak convergence and the Skorohod representation,
lim
ε→0
Eh(αε,M (tι) : ι ≤ κ)[f(αε,M (t+ s)− f(αε,M (t)]
= Eh(αM (tι) : ι ≤ κ)[f(αM (t+ s)− f(αM (t)].
(36)
On the other hand, using (33),
lim
ε→0
Eh(αε,M (tι) : ι ≤ κ)[f(αε,M (t+ s)− f(αε,M (t)]
= lim
ε→0
Eh(αε,M (tι) : ι ≤ κ)
(t+s)/∆ε∑
l=t/∆ε
[ψεl + ψ˜
ε
l + e
ε
l ],
(37)
Next, we work with the term involving ψεl in (37). Note
that for any k satisfying lmε ≤ k ≤ lmε +mε − 1, assuming
εlmε → v leads to εk → v. Furthermore, αε,M (v) can be
approximated by a “finite valued process” in that for any δ >
0, there is a jδ so that we can choose {Oδj : j ≤ jδ} as a
finite collection of disjoint sets with diameter ≤ δ and with
the union of the sets covering the range of αε,M (v). Denote
by En the conditional expectation with respect to Fn the σ-
algebra generated by {θk,i, ξk,i : k ≤ n}. Using (4) and the
smoothness of qM (·), we have
Elmεψ
ε
l
=
−∆ε
mε
f ′α(α
M
lmε)Elmε
∑
k∈Iε
Lε∑
i=1
γk,i(α
M
lmε)∇C(θk,i)qM (αMlmε)
+o(1)
=
−∆ε
mε
f ′α(α
δ
j)Elmε
∑
k∈Iε
jδ∑
j=1
Lε∑
i=1
γk,i(α
δ
j)∇C(θk,i)qM (αδj)
×1{αε,M (v)∈Oδj } + o(1)
=
−∆ε
mε
f ′α(α
δ
j)Elmε
∑
k∈Iε
jδ∑
j=1
Lε∑
i=1
E∇C(θ|αδj )
×1{αε,M (v)∈Oδj} + o(1),
where o(1)→ 0 in probability and EGk denotes the conditional
expectation on Gk generated by {ξℓ : ℓ ≤ k}. It then follows
lim
ε→0
Eh(αε,M (tι) : ι ≤ κ)
[ (t+s)/∆ε∑
l=t/∆ε
ψεl
]
= Eh(αM (tι) : ι ≤ κ)
×
[
−
∫ t+s
t
∫
RN
∇C(θ)pM (θ|αM (v))dθdv
]
,
(38)
where pM (θ|α) was defined in (31).
Likewise, we have
Elmε ψ˜
ε
l
=
−∆ε
mε
f ′α(α
M
lmε)Elmε
∑
k∈Iε
Lε∑
i=1
γk,i(α
M
lmε)ξk,iqM (α
M
lmε)
+o(1)
=
−∆ε
mε
f ′α(α
δ
j)Elmε
∑
k∈Iε
jδ∑
j=1
Lε∑
i=1
γk,i(α
δ
j)ξk,iqM (α
δ
j)
×1{αε,M(v)∈Oδj } + o(1)
=
−∆ε
mε
f ′α(α
δ
j)
∑
k∈Iε
jδ∑
j=1
Lε∑
i=1
ξ¯k
×1{αε,M(v)∈Oδj } + o(1),
where o(1)→ 0 in probability. The mixing condition in (A4)
then implies
1
mε
∑
k∈Iε
ξ¯k → 0 w.p.1.
7Since ξ¯k is stationary mixing, it is strongly ergodic. Thus,
lim
ε→0
Eh(αε,M (tι) : ι ≤ κ)
[ (t+s)/∆ε∑
l=t/∆ε
ψ˜εl
]
= 0. (39)
Because of the continuity of fα and v
+ − εlmε → 0 as
ε→ 0,
f ′α(α
ε,M (v+))− f ′α(αMlmε)→ 0 as ε→ 0
because of the smoothness of f ,
lim
ε→0
Eh(αε,M (tι) : ι ≤ κ)
[ (t+s)/∆ε∑
l=t/∆ε
eεl
]
= 0. (40)
Combining (33)-(40), αM (·) is the solution of the martingale
problem with operator LM1 . The lemma is proved. ✷
Completion of the Proof of Proposition 2. Next to complete
the proof of Proposition 2, we will show that the untruncated
process αε(·) converges to α(·). The argument is similar
to [10, p. 46]. Thus we omit the details. The proof of the
proposition is complete. ✷
D. Proof of Theorem 3
Here we use the Bernstein von-Mises theorem to character-
ize the posterior as a normal distribution when the parameter
µ in the likelihood density goes to zero.
Recalling (A8), by virtue of (13), p(θ|α) can be approxi-
mated by N(θ;α, µ2Iθ¯), the normal density given by (14). For
notational convenience denote p˜(θ, α)
△
= N(θ;α, µ2Iθ¯) below.
Now, we work with µ→ 0. By Taylor expansion,
∇C(θ) = ∇C(α) +∇2C(α+)[θ − α],
where ∇2C is the Hessian (the second partial derivatives) of
C, and α+ is on the line segment joining θ and α. Recall that
v is chosen below (37). That is, εlmε → v as a result, for any
k satisfying lmε ≤ k ≤ lmε +mε, εk → v. It follows that∫
RN
∇C(θ)p(θ|α(v))dθ
=
∫
RN
∇C(θ)p˜(θ, α(v))dθ + oµ(1)
=
∫
RN
∇C(α)p˜(θ, α(v))dθ
+
∫
RN
∇2C(α+(v))[θ − α(v)]p˜(θ, α(v))dθ + oµ(1)
= ∇C(α(v)) + oµ(1)
→ ∇C(α(v)) as µ→ 0,
(41)
where oµ(1) → 0 in probability as µ → 0. The form of the
density implies that the integral of the term on the fourth line
is zero. Thus, we obtain the following result.
Corollary 6: Suppose that {αε(t) : t ≥ 0, ε > 0} is tight
and there is a unique stationary point α∗ of (28), which is
stable in the sense of Liapunov. Then under the conditions
of Theorem 3, αε(· + tε) converges weakly to α∗ as ε → 0,
where tε is any sequence satisfying tε →∞ as ε→ 0.
Idea of Proof. Since the idea is mainly from [5], we will only
discuss the main aspects here. Choose T > 0 and consider
the pair of sequences (αε(tε + ·), αε(tε − T + ·)) with limit
(α˜(·), α˜T (·)). We have α˜(0) = α˜T (T ). Although the value of
α˜T (0) is not known, all the possible such α˜T (0), over all T
and all convergent subsequences belong to a set that is tight.
Then it can be shown that for any δ > 0, there is a Tδ such
that for all T ≥ Tδ, α˜T (·) will be in a neighborhood of α∗
with probability 1−δ. This yields the desired conclusion, since
it implies α˜(0) = α∗. This gives us the asymptotic properties
for small ε and large t.
Remark. For simplicity, we have assumed that the set
{αε(t) : t ≥ 0, ε > 0} is tight. This tightness can be verified,
if we use perturbed Liapunov function methods [5, Chapter 6
and 8] together with appropriate sufficient conditions, which
we will not pursue here.
Summary. To get the result of Theorem 3, we did the proof
in two steps. The first step focussed on the case with µ fixed,
namely Proposition 2. The second step obtained the desired
result by letting µ → 0. The result may also be obtained
directly, if we let µ = µε such that µε → 0 as ε → 0. We
used the two-stage approach because it is easier to present the
main ideas.
IV. CONVERGENCE RATE OF MULTI-KERNEL ALGORITHM
In this section the rate of convergence (diffusion approxi-
mation of estimation error) of the multi-kernel passive algo-
rithm is addressed. Specifically we analyze the dependence of
αε(t)−α∗ on ε. The study is done through the analysis of the
asymptotic distribution of a scaled sequence (αε(t)−α∗)/√ε.
A. Main Results of Diffusion Limit and Asymptotic Covariance
Again for notational convenience we use
p˜(θ, α)
△
= N(θ;α, µ2Iθ¯)
We need the following additional assumption.
(A9) With µ = ε, there is a d0 > 0 such that (p(θ|α) −
p˜(θ, α))/ε(1/2)+d0 is bounded in probability.
Assumption (A9) is based on [11] where convergence rates
are given for the Bernstein von Mises theorem (see also [12,
Theorem 3.1], in which the authors examined the convergence
rates in terms parameter estimates). Here we use conditions
on the corresponding probabilities.
Starting with algorithm (22), define uk = (αk − α∗)/
√
ε.
Our main result regarding the rate of convergence of the multi-
kernel passive algorithm (3) is the following:
Theorem 7: Assuming conditions of Corollary 6 and (A9)
hold. Assume also that there is a Kε such that {uk : k ≥ Kε}
is tight. Define uε(·) as
uε(t) = uk for t ∈ [ε(k −Kε), ε(k −Kε) + ε). (42)
Then uε(·) converges weakly to u(·) such that u(·) is a
solution of the stochastic differential equation
du = −∇2C(α∗)u dt+Σ1/2 dw, (43)
where w(·) is a standard Brownian motion and Σ is the
covariance defined in (47). ✷
8Remarks. (i) (43) is a functional central limit theorem;
namely, the scaled interpolated error process uε(·) of the multi-
kernel algorithm converges to a Gaussian process u(·).
(ii) In Theorem 7, we assumed that there is a Kε such that
{uk : k ≥ Kε} is tight. This tightness can be proved by
the method of perturbed Liapunov function methods. Here
we simply assume it; see [5, Chapter 10] for further details.
In addition, to obtain the desired limit, we need to truncate
uk, defined as u
M
k , and then consider the interpolated process
uε,M (t) similar to the proof of the convergence. However, for
notational simplicity, we will not use the truncation device,
but proceed as if the iterates were bounded.
The main consequence of Theorem 7 is that we can deter-
mine the asymptotic covariance of the diffusion (43). In the
stochastic approximation literature [5], [13], this asymptotic
covariance specifies the asymptotic rate of convergence. We
have the following result for the multi-kernel algorithm.
Corollary 8: Assume∇2C(α∗) is positive definite. Then the
diffusion (43) is a stationary process with asymptotic marginal
distributionN(0, P ) where covariance P satisfies the algebraic
Liapunov equation
∇2C(α∗)P + P ∇2C(α∗) = Σ (44)
where Σ is defined in (47).
To summarize, the solution P of the algebraic Liapunov
equation (44) is the asymptotic covariance (rate of conver-
gence) of the multi-kernel algorithm (3).
B. Proof of Theorem 7
We have
uk+1 = uk −ε
Lε∑
i=1
γk,i(αk)∇2C(α∗)uk −
√
εξ¯k
−ε
Lε∑
i=1
γk,i(αk)∇2C(α∗)θk,i − α
∗
√
ε
−√ε
Lε∑
i=1
γk,i(αk)[ξk,i − ξ¯k] + g˜k,i,
(45)
where
g˜k = −ε
Lε∑
i=1
γk,i(αk)[∇2C(α+k )−∇2C(α∗)]uk
−ε
Lε∑
i=1
γk,i(αk)[∇2C(α+k )−∇2C(α∗)]
θk,i − αk√
ε
,
(46)
and α+k is on the line segment joining θk,i and α
∗.
Lemma 9: Define
wε(t) = −√ε
t/ε∑
k=0
ξ¯k,
where t/ε is again understood to be the integer part of t/ε.
Then under (A1) and (A7), wε(·) converges to a Brownian
motion w˜(·) whose covariance is Σt with Σ given by
Σ = Eξ¯0ξ¯
′
0 +
∞∑
k=1
Eξ¯0ξ¯
′
k +
∞∑
k=1
Eξ¯k ξ¯
′
0. (47)
Proof. The proof is well known and can be found, for example,
in [6, Chapter 7, p.350]. ✷
Consider (45). We note that the terms
∑Lε
i=1 γk,i(αk)Hˇk,i,
with Hˇk,i denoting each of the functions involved in the
second, the fourth, the fifth terms, and in g˜k,i. Then it is
readily seen that γk,i(αk) can be replaced by γk,i(α
∗) by
the continuity of γk,i(·), the tightness of (αk − α∗)/
√
ε for
k ≥ Kε, and the tightness of (θk,i − θ)/
√
ε. Thus we can
rewrite (45) as
uk+1 = uk −ε
Lε∑
i=1
γk,i(α
∗)∇2C(α∗)uk −
√
εξ¯k
−ε
Lε∑
i=1
γk,i(α
∗)∇2C(α∗)θk,i − α
∗
√
ε
−√ε
Lε∑
i=1
γk,i(α
∗)[ξk,i − ξ¯k] + ĝk + ek,
(48)
where ĝk is as g˜k but with αk replaced by α
∗, and∑(t+s)/ε
k=t/ε ek = o(1)→ 0 in probability as ε→ 0.
To proceed, we show that the effective terms for consid-
eration of the desired limit is only from line 1 of (48). Let
f(·) ∈ C20 (C2 functions with compact support). As in the
proof of convergence of the algorithm, for any t, s > 0, and
κ ∈ Z+, and tι ≤ t with ι ≤ κ, and any bounded and
continuous function h, we work with f(uε(t+ s))− f(uε(t))
similar to the convergence proof.
Recalling the definition of ∆ε in (32), it can be seen that
√
εEh(uε(tι) : ι ≤ κ)
(t+s)/∆ε∑
l=t/∆ε
f ′u(ulmε)
×
∑
k∈Iε
Lε∑
i=1
γk,i(α
∗)[ξk,i − ξ¯k]
=
√
εEh(uε(tι) : ι ≤ κ)
(t+s)/∆ε∑
l=t/∆ε
f ′u(ulmε)
×
∑
k∈Iε
Lε∑
i=1
γk,i(α
∗)Elmε [ξk,i − ξ¯k]
= 0 because ξk,i is independent of θk,i and EGkξk,i = ξ¯k.
(49)
Next we work with the term on the second line of (48):
Lε∑
i=1
γk,i(α
∗)∇2C(α∗)θk,i − α
∗
√
ε
=
1√
ε
∇2C(α∗)
[ Lε∑
i=1
γk,i(α
∗)θk,i −
∫
RN
θp(θ|α∗)dθ
]
+∇2C(α∗)
∫
RN
[θ − α∗]p(θ|α∗)dθ
√
ε
(50)
Note that we can choose Lε = 1/ε. Moreover, we can make
9(θk,i − θ)/
√
ε bounded in probability. Thus
Φεk =
1√
ε
∇2C(α∗)
[ Lε∑
i=1
γk,i(α
∗)θk,i −
∫
RN
θp(θ|α∗)dθ
]
=
1√
Lεε
∇2C(α∗)
×
√
Lε
[ Lε∑
i=1
γk,i(α
∗)θk,i −
∫
RN
θp(θ|α∗)dθ
]
.
As a result,
Eh(uε(tι) : ι ≤ κ)
[
ε
(t+s)/∆ε∑
l=t/∆ε
f ′u(ulmε)
∑
k∈Iε
Φεk
]
→ 0 as ε→ 0.
Note also∫
RN
[θ − α∗]p(θ|α∗)dθ
√
ε
=
∫
RN
[θ − α∗]p˜(θ, α∗)dθ
√
ε
+
∫
RN
[θ − α∗](p(θ|α∗)− p˜(θ, α∗))dθ
√
ε
.
The term on the second line above is zero as (41). As for the
last line in the above, using (A9), we have
p(θ|α∗)− p˜(θ, α∗)√
ε
→ 0 in probability as ε→ 0.
It then follows that
Eh(uε(tι) : ι ≤ κ)
(t+s)/∆ε∑
l=t/∆ε
∆εf
′
u(ulmε)
× 1
mε
∑
k∈Iε
p(θ|α∗)− p˜(θ, α∗)√
ε
→ 0
as ε→ 0. Likewise, detailed estimates as above implies that
Eh(uε(tι) : ι ≤ κ)
(t+s)/∆ε∑
l=t/∆ε
f ′u(ulmε)
∑
k∈Iε
ĝk → 0 as ε→ 0.
(51)
Thus, we can show that
f(uε(t+ s))− f(uε(t))
=
(t+s)/ε∑
l=t/∆ε
f ′u(ulmε)
[
∆ε
1
mε
∑
k∈Iε
Lε∑
i=1
γk,i(α
∗)∇2C(α∗)uk
−√ε
∑
k∈Iε
ξ¯k
]
+
1
2
(t+s)/ε∑
k=tε
tr[fuu(ulmε)∆ε
1
mε
∑
k∈Iε
∑
l≥k
ξkξ
′
l] + o(1),
(52)
where o(1)→ 0 in probability uniformly in t. Using the same
techniques as presented above, we that u(·) converges weakly
to u(·) such that u(·) is a solution of the martingale problem
with operator
Lf(u) = 1
2
tr[fuu(u)Σ]− f ′u(u)∇2C(α∗)u.
Note also that in view of Lemma 9, we can replace the
Brownian motion w˜(·) by Σ1/2w(·), where w(·) is a standard
Brownian motion. Thus we have proved Theorem 7.
V. EXAMPLE: MIS-SPECIFIED STOCHASTIC GRADIENT
So far we considered the case where the passive algorithm
obtains estimates ∇̂θck(θk) at randomly chosen points inde-
pendent of its estimate αk. That is, the passive algorithm has
no role in determining where the gradients are evaluated.
We now consider a modification where the gradient algo-
rithm receives a noisy version of the gradient evaluated at
a stochastically perturbed value of αk. The setup comprises
two entities: a stochastic gradient algorithm and an agent.
The stochastic gradient algorithm requests a gradient to be
evaluated at αk. The agent can only partially comprehend this
request; each agent l understands the request as
θk = αk + wk, wk ∼ pw(·) i.i.d.
The agent evaluates its gradient ∇̂θck(θk). Finally the agent
sends {θk, ∇̂θck(θk) to the passive node. This procedure
repeats for k = 1, 2, . . .. So the gradient algorithm actively
specifies where to evaluate the gradient; however, the agent
evaluates a noisy gradient and that too at a stochastically
perturbed (mis-specified) point θk.
Consider the classical passive gradient algorithm (1). By
averaging theory, for fixed kernel step size µ, the ODE is
dα
dt
= −
∫
RN
1
µN
K(
θ − α
µ
)∇C(θ) pw(θ − α)dθ
Then as the kernel step size µ ↓ 0, the ODE becomes
dα
dt
= −pw(0)∇C(α)
On the time scale τ = pw(0)t, this coincides with the ODE
(15) for the multi-kernel algorithm (3).
Several applications motivate the above framework. One
motivation is inertia. If the agent has dynamics, it may not be
possible to abruptly jump to evaluate a gradient at αk, at best
the agent can only evaluate a gradient at a point αk + wk. A
second motivation stems from mis-specification: if the stochas-
tic gradient algorithm represents a machine (robot) learning
from the responses of humans, it is difficult to specify to the
human exactly what choice of αk to use. Then θk = αk +wk
can be viewed as an approximation to this mis-specification.
A third motivation stems from noisy communication channels:
suppose the gradient algorithm transmits its request αk via a
noisy (capacity constrained) uplink communication channel,
whereas the agent (base-station) transmits the noisy gradients
without transmission error in the downlink channel.
VI. NUMERICAL EXAMPLES: PASSIVE LMS
A widely used version of a stochastic gradient algorithm is
the least mean squares (LMS) algorithm. To minimize the cost
C(θ) = E{|yk − ψ′kθ|2}, the LMS algorithm is
θk+1 = θk + ε ψk (yk − ψ′kθk)
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Here we consider the passive setting where θk,l are sampled
from density π(·) and the gradient estimates
∇̂θck(θk,l) = −ψk.l (yk,l − ψ′k,lθk,l), l = 1, . . . , L (53)
are available to a passive observer. Given {θk,l,∇θck(θk,l)},
the observer wishes to estimate the minimum θ∗. So the
passive LMS algorithms correspond to algorithms (1) and (3)
with gradients specified as (53).
We now illustrate the passive LMS algorithm via numerical
examples. We chose the true parameter is θo = [1, . . . , N ]′
and the observations are generated as yk = ψ
′
kθ
o +wk where
ψk ∼ N(0, I) and wk ∼ N(0, I) are i.i.d. We illustrate the
performance of algorithms (1) and (3) for choices of N = 3, 5.
We chose the sampling density π(·) = N(0, σ2θIN ) where the
variance σ2θ is specified below.
For the multi-kernel algorithm (3) we chose L = 1000
(recall L is the fast time scale horizon), ε = 10−3 and pv
as a Laplace density (5) with µ = 0.2.
To make a fair comparison, we ran the classical passive
algorithm (1) for 1000 times the number of iterations of the
multi-kernel algorithm. The classical passive algorithm step
size is ε = 0.05 (this gave the best response in our simulations)
and Laplace kernel with µ = 0.2. We found empirically
that the Laplace kernel performed significantly better than the
Gaussian kernel.
Figures 1, 2 and 3 illustrate that the empirical convergence
rate of the classical passive stochastic gradient algorithm (1)
is significantly slower than the multi-kernel algorithm (3).
Also the classical passive algorithm is highly sensitive to the
sampling density π(·) compared to the multi-kernel passive
algorithm. For example when the variance of π(·) is high,
the classical passive algorithm suffers from poor convergence
(Figures 1, 2). For small variance of π(·) the classical passive
algorithm performs similarly to the multi-kernel algorithm
(Figure 3).
The simulation results presented are fully reproducible with
Matlab code presented in the appendix.
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APPENDIX
MATLAB SOURCE CODE FOR MULTI-KERNEL PASSIVE
ALGORITHM (3)
The following Matlab code generates Fig.2a.
1 %Algor i thm pa r ame t e r s
2 N = 10 ˆ 4 ; t h e t a 0 = [1 2 3 4 5 ] ’ ; s t e p =2e−3;
s i gma t h e t a =12; s i gma ke rne l = 0 . 2 ; L =1000;
thdim= s i z e ( t h e t a 0 , 1 ) ; s f =12;
3
4 e s t = z e r o s ( thdim ,N) ; t h = z e r o s ( thdim , 1 ) ; a l f a =
th ;
5 s igmoidy = z e r o s (L , 1 ) ; s igmoid0 = z e r o s (L , 1 ) ;
6 y = z e r o s ( 1 ,L ) ;
7
8 f o r k =1 :N
9 i f k <= 2∗N/3
10 t h e t a 0 = [1 2 3 4 5 ] ’ ;
11 e l s e
12 t h e t a 0 = [3 4 5 6 7 ] ’ ; % t r u e pa r ame t e r
jump changes
13 end ;
14
15 % agen t computes g r a d i e n t a t a random va lue of t h
16 t h = s i gma t h e t a ∗ r andn ( thdim , L ) ; %
agen t choo s e s t h randomly
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Fig. 2: Multi-kernel Passive LMS vs Classical Passive LMS for
tracking time varying true model. For the first 6666 iterations,
true parameter θo = [1, 2, 3, 4, 5] and then θo = [3, 4, 5, 6, 7].
The sampling density is π(θ) = N(0, 12I).
17 p s i = randn ( thdim , L ) ; % r e g r e s s i o n v e c t o r
18 y = ps i ’∗ t h e t a 0 + randn (L , 1 ) ;
19
20
21 % Multi−k e r n e l a l g o r i t hm
22 d = vecnorm ( th−a l f a ) ;
23 weigh t =10 ˆ ( s f ∗ thdim ) ∗exp(− d / ( 2 ∗ (
s i gma ke rne l ) ) ) ;
24 nweigh t = weigh t / sum ( weigh t ) ;
25 wgrad = sum ( ps i ’ . ∗ ( y ’ − sum ( p s i .∗ th , 1 ) )
’ .∗ nweight ’ , 1 ) ;
26 a l f a = a l f a + s t e p ∗ wgrad ’ ;
27 e s t ( : , k ) = a l f a ;
28 end ;
29
30 f i g u r e ( 2 ) ; p l o t ( e s t ’ ) ; % p l o t e s t i m a t e s
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Fig. 3: Multi-kernel Passive LMS vs Classical Passive LMS for
tracking time varying true model. For the first 6666 iterations,
true parameter θo = [1, 2, 3, 4, 5] and then θo = [3, 4, 5, 6, 7].
The sampling density is π(θ) = N(0, 6I).
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