Per-flow traffic measurement is essential for network management; billing, traffic engineering, mitigating denial of service attacks, to mention just a few. In this field, the fundamental problem is that the size of expensive SRAM is too small to hold traffic data from high-speed networks. In this paper, we propose a new method for per-flow traffic measurement, which is based on the virtual vector that was originally designed for the problem of spread estimation. We modify the original virtual vector and show that this simple change yields a highly effective per-flow traffic estimator. Experiments show that our proposed scheme outperforms the state-of-the-art method in terms of both processing time and space requirement.
Introduction
Traffic measurement is critical for network management; usage-based billing, anomaly detection, monitoring denial of service attacks, and traffic engineering [1] . In this paper, we focus on per-flow traffic measurement in TCP/IP environments, but the proposed scheme can be generalized for any network. A flow is defined as the combination of source/destination addresses, source/destination port numbers, and protocol type. In the literature of per-flow traffic measurement, the goal is to count accurately the occurrence of each flow during a measurement period. The period can be of seconds, minutes, or hours, depending on the measurement purpose. For example, with a source IP address defined as the flow id, we count the occurrence of each source address during the measurement period.
It is believed that the development of CPU technologies provides high-speed processing power even for realtime traffic measurement. However, the small amount of expensive SRAM, also known as CPU cache, is still a barrier. To overcome this space limitation, various streaming algorithms have been proposed to fit the data structure into small memory [1] - [3] . Although substantial advancements have been achieved, it would be still better to further reduce the size of per-flow measurement module; more network and security devices could benefit from the functionality of traffic measurement. We also call the measurement module as a counter since it counts the number of occurrences for each flow.
In this paper, we propose a new data structure for per- flow traffic measurement. We observe that a simple modification to the virtual vector can make a powerful per-flow traffic estimator. The virtual vector was recently studied and showed its great performance as a spread estimator. However, the virtual vector was designed only for estimating spread values; the spread of a source means the number of distinct destinations contacted by that source during a measurement period. Therefore, we reinvent the virtual vector to achieve the different goal of per-flow traffic measurement. Although the change is simple, our analysis and experimental results show that the proposed scheme outperforms the state-of-the-art in terms of both time and space complexities; the time complexity is reduced by more than two times and the space complexity by more than three times while the estimation is more accurate.
Virtual Vector Review
We briefly summarize the data structure and mechanism of the original virtual vector. Readers who want to know more details should be referred to [3] . The original virtual vector is designed to tackle the problem of spread estimation. In this context, the goal is to measure the number of distinct destinations contacted by each source for the measurement period. A bit array B of size m is used, which is initialized to zeros at the beginning of each measurement period. The ith bit in the array is denoted as B [i] . A virtual vector X(src) of size s is defined for each source address src. It consists of s bits randomly selected from B.
where
When a packet with source address src and destination address dst is received during a measurement period, we set one bit in B as follows;
where (H 1 (dst) mod s) specifies one of the s hash functions. At the end of the measurement period, one may query for the spread of a source src, i.e., the number of distinct destinations that src has contacted in the period. Let k be the actual spread of src. The formula that computes the estimated spreadk of src is Copyright c 2011 The Institute of Electronics, Information and Communication Engineers
where However, this limitation can be easily overcome by using a probabilistic sampling technique as is often the case with traffic measurement methods. For example, if we set the sampling rate to 0.1, the estimated value should be multiplied by 10, which expands the measurable range 10 times. Alternatively, we can also have a similar effect by setting s to a large value. This will be shown in Sect. 4.
V 2 Counter
We propose how to turn the original virtual vector scheme into a per-flow traffic estimator. This new estimator is named as V 2 counter since it counts the occurrence for each flow using the modified version of the virtual vector.
Data Structure
We observe that the data structure of the original virtual vector scheme can be simply modified to make an accurate estimator for the occurrence of each flow, i.e. counter. In this context, the problem has changed. We are now interested in measuring the occurrence rather than the spread. Without any loss of generality, we continue to use source address src as a flow id; the goal is to accurately count the number of occurrence for each src.
Although the problem of interest is changed, the definition of virtual vector X(src) remains same; however, the rule of setting a bit is changed as follows.
B[H rand
where rand is a random number whose range is [1...s]. Note that rand is generated for each packet. The difference from the original virtual vector is that two packets of the same src and dst are now considered differently and two bits of B are set to '1'(if a collision does not happen). Note that this bitsetting mechanism is actually similar to the original virtual vector in that one bit of the virtual vector should be selected randomly for any packet from src. However, the bit position is statically determined by dst in the original virtual vector while it is selected completely randomly in the V 2 counter. At the end of the measurement period, B can be looked up to estimate the occurrence of src. We use the estimation formula of Eq. (3) without any modification. The intuitional explanation is that the bits from B have been evenly selected according to (4) just like the way of the original virtual vector.
We formally prove the theoretical soundness of applying Eq. (3) to V 2 counter. Let n be the total number of packets and k be the number of packets from src. Let B j be the event that the jth bit in X(src) remains '0' at the end of the measurement period. For an arbitrary bit in X(src), each of the k packets made by src has a probability of 1 s to set the bit as one, and each packet made by other sources has a probability of 1 m to set it as one. All packets are independent of each other when setting bits in B. Hence,
Note that this probability model equals that of the original virtual vector [3] . Therefore, the estimation formula can be derived the same way, and the final form should be exactly same with Eq. (3). Readers who want to know more details about the derivation should be referred to [3] . The analysis of the original virtual vector remains valid for the V 2 counter. Equation (6) shows the mean value of the occurrence estimationk, the details of which are explained in [3] .
where α = n m + k s and n is the total number of packets during the measurement period. Due to the complexity of the presentation, we does not include the standard deviation.
Analysis and Comparison
We compare V 2 counter with the Space-Code Bloom filter (SCBF) proposed in [1] . We chose SCBF as a competitor because not only it is the state-of-the-art method, but also the mechanism is similar to that of V 2 counter; they use the blind streaming in which reading and decoding data in the data structure is not required before updating it. This feature significantly reduces the computational and hardware implementation complexity of each operation [1] .
We emphasize that V 2 counter requires only one hash operation, one random number generation, and one memory access according to Eq. (4). SCBF requires five hash operations and five memory accesses on the average. As far as the memory requirement is concerned, V 2 counter sets only one bit to '1' for a packet while SCBF sets five bits.
Experiments
We evaluate V 2 counter through experiments using real Internet traffic traces from an Internet business site. The traffic traces were gathered in front of the web servers on June 30th 2008. The traces include 9,023,386 packets and 31,310 distinct source addresses, which are plotted in Fig. 1 . We implement both V 2 counter and SCBF for comparison purpose. Figures 2 and 3 show the results of the experiments. In those figures, a dot means a src. The x value is the actual occurrence of the src and the y value is the estimated value. If the estimation were perfect, the plot would be represented by a single line of y = x. If the dots are scattered farther from that line, the estimation is less correct.
For each experiment, the same amount of memory is assigned to the V 2 counter and SCBF. We set s to 300 as a default value. Figure 2 shows the first experimental result where the memory size is 0.5 MB. The V 2 counter estimates the occurrences much better than SCBF. Actually, the result of SCBF is too incorrect to be useful. In the next experiment, we assign the memory of size 2 MB. Figure 3 shows the result where the V 2 counter outperforms SCBF. It is encouraging that V 2 counter of 0.5 MB works better than SCBF of 2 MB when estimating large k. In general, people are more interested in the src's of large occurrence values. In this context, the experimental results prove that V 2 performs much better than SCBF. The impact of m and n can be seen in Figs. 2 and 3 . When m is 0.5 MB and 2 MB, the ratios of m to n become 0.46 and 1.86, respectively. Similarly, we confirm the impact of s in Fig. 4 . When s is 100, the estimation becomes incorrect above k of 200. With s=500, the estimation becomes more accurate for high values. However, the large s causes relatively incorrect estimation for small values. The impact of s is discussed thoroughly in [3] .
SCBF has some configurable parameters that may affect the experimental results. We set the number of segment to 8, r = 8, and the sampling ratio of each segment is
The number of hash groups is set to 32. The number of hash functions per group in segment i is denoted as k i , and k 1 = 3, k 2 = 4, and k i = 6 for 3 ≤ i ≤ 8. All the parameters are configured as recommended in [1] except that r = 8 and c = 1 2 instead of 9 and 1 4 , respectively. This is because the target estimation range is from 1 to 500, which is smaller than the original SCBF paper. For SCBF, we did exhaustive experiments with different parameter sets, and the best results are presented in this paper.
Related Work
Flow-based traffic measurement is critical for network management. To overcome the limitations of small SRAM, many techniques have been proposed that maintain statistics counters [1] , [2] . Spread estimation is also a well-known problem in this literature and the data structure of the virtual vector was proposed recently in [3] . They are also known as heavy hitter and heavy distinct hitter problems when the large values are of more interests [4] .
Conclusion
In this paper, we propose a new per-flow traffic estimator that is based on the data structure of the virtual vector. The experimental results show that the proposed scheme completely outperforms the state-of-the-art method in terms of both time complexity and memory space requirement. The proposed scheme was implemented as an anomaly detection software as an application for network security. The detection errors were effectively reduced.
