ABSTRACT This paper presents a new approach to electrical appliance identification for non-intrusive load monitoring (NILM). In the proposed method a set of autoassociative neural networks is trained so that each one is tuned with the characteristics of a particular electrical appliance. Then, the autoassociative neural networks are set up in a competitive parallel arrangement in which they compete with one another when a new input vector is entered and the closest recognition is accepted to identify the given electrical appliance. The system is trained to recognize specific types of electrical appliances and use the transient power signal obtained from the on/off events for each electrical appliance. To test the proposed method, three public datasets were used, they are, the reference energy disaggregation dataset (REDD), the United Kingdom recording domestic appliance-level electricity (UK-DALE) and the Tracebase dataset containing real residential measurements are used. The accuracy and F-score obtained for the three datasets show the applicability of the proposed method for NILM systems.
I. INTRODUCTION
Today daily life is influenced by many technological services and devices. Since all these devices need an energy source, it is natural to consider how energy is managed and supplied to them. In this global scenario, the rational use of energy sources is a major issue. As a consequence, concerns about the reduction and prudent use of electrical energy are emerging. The reduction and rationalization of electrical energy consumption have been researched over the years. In this scope, the application of non-intrusive load monitoring (NILM) has arisen as a research area that is associated with the aggregate load measurement of electrical appliances in a residence through an e-metering device embedded in the central energy distribution panel. An NILM system allows the consumer to obtain the individual energy consumption of many electrical home appliances, as well as their usage logs [1] , [2] . This information can be used to provide subsidies to the consumer, to reduce and rationalize the electricity consumption and promote its reasonable and efficient use.
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The research on NILM systems began in 1992 with the work of Hart [3] . To make NILM systems a viable solution for the real world, researchers have concentrated their efforts toward the improvement of NILM techniques. The state-of-the-art in NILM techniques can be found in the literature [4] - [9] .
An NILM system is based on four main steps: data acquisition, event detection, feature extraction and electrical appliance identification. The identification of electrical appliances that are simultaneously operating over a period of time in a residence is the core of an NILM system. Advanced machine learning techniques are a major part of the research in this area and include artificial neural networks [10] - [12] , fuzzy logic [13] - [15] , suport vector machines (SVMs) [16] , and others [17] - [21] .
In this context, this paper proposes a new approach for electrical appliance identification in NILM systems using a competitive autoassociative neural networks (AANNs) structure. The AANN has a special multilayer perceptron neural network that is trained so that the output neurons can reproduce the input vectors supplied to its input neurons. Once an AANN is properly trained, any input pattern that has the same FIGURE 1. Autoassociative neural network adapted from [25] .
distribution of the data used to train the network, will produce a similar output with a negligible error. However, an input pattern with some inconsistency will generate a significant error between the input and the output vector. Therefore, considering that the characteristics that represent different electrical appliances can fit into different clusters, a set of AANNs can be trained to match each cluster and learn the characteristics of each electrical appliance. Then, when the AANNs are activated simultaneously with a new input vector representing an electrical appliance, one of the networks should be in tune and yield a small error, while all the others should be out of tune and yield a larger output error. The electrical appliance is thus identified by recognizing which AANN has the minimum error.
The proposed system consists of a number of AANNs, each trained to recognize one type of electrical appliance. For each electrical appliance, the transient power signal of an on/off event was selected as the input and output vector to train the AANN. The transient behavior of a typical load is closely related to its physical task, which makes it useful information in classification problems.
To verify its applicability and efficiency in different real world scenarios, the proposed method was tested on three public datasets: the reference energy disaggregation dataset (REDD) [22] , the United Kingdom recording domestic appliance-level electricity (UK-DALE) [23] and the Tracebase dataset [24] . For each scenario, the most important electrical appliances in terms of daily consumption were chosen for the development of the identification system. The paper is structured as follows: the concepts of the autoassociative neural network are introduced in Section II, Section III describes the non-intrusive load monitoring, and Section IV shows the proposed method. The experimental results are presented in Section V, and the comparisons with the state-of-the-art methods are presented in Section VI. Section VII ends this paper with the conclusion.
II. AUTOASSOCIATIVE NEURAL NETWORK
The autoassociative neural network is a special case of a multilayer perceptron network (MLP) in which the input vector and the desired output vector are identical, resulting in a mapping called vector storage. Figure 1 illustrates the case of an AANN in which the hidden layer has a smaller number of neurons than the input/output layers.
The AANN maps the information from space S (input) to a space S' (inner), approximating a function f , and achieves the inverse mapping from S' to S (output) by approximating the inverse function f − 1 .
If the output vector is equal to the input vector, all the information flows through the S' bottleneck and is recomposed into S. Therefore, the AANN learns the real data and stores it in the weights. An input vector thats is no consistent with the learned data will output a distinct vector (possibly with a larger error) because that vector does not correctly map in the nonlinear space S' and its reconstruction by f − 1 is not possible [25] , [26] .
It has been shown that an AANN with linear activation functions produces a mapping in the inner layer (space S') equivalent to that of the principal component analysis (PCA) [27] . This means that the information is projected along the direction of the orthogonal axes (eigenvectors) such that the variance is minimized. As with any data compression technique, there is some amount of information loss. When the activation functions are nonlinear (sigmoidal), the mapping in the inner layer (space S') becomes similar to that of the nonlinear principal component analysis (NLPCA) which generates better characteristics [28] .
As the AANN is a special case of an MLP network, the backpropagation algorithm and its variants are often used for training. Training is an optimization exercise and the classical cost function adopted is the minimum square error (MSE).The AANN training is performed in an unsupervised manner. Training algorithms that do not use labelled data are classified as unsupervised methods. The objective of an AANN is to minimize the error distribution between the input sample and its reconstruction in the output rather than minimizing the error between the output and a label.
AANNs have been widely used for data compression [28] - [30] . In these cases the number of neurons in the hidden layer must be smaller than the number of neurons in the input/output layers. Some researchers have used the AANN in classification problems and in these cases, the networks are trained to perform an association between the input and output patterns. After the training process, when the patterns presented to the network are more and more distant from the patterns used during the learning process, the error in the network output will increase. In this case the number of neurons in the hidden layers should not be smaller than the number of neurons in the input layer. The use of a large middle layer should assure the network's nonlinear flexibility to capture the features of the data that must be learned [25] , [31] .
III. NON-INTRUSIVE LOAD MONITORING
The main objective of Non-intrusive load monitoring is to obtain the approximate consumption of various electrical appliances in operation in a residence [32] . The monitoring and identification of the loads are based on an analysis of the current and voltage measurements of the aggregated load obtained through an e-metering device located in the central energy distribution panel. Since each electrical appliance has its own energy consumption profile, the NILM methods that have been developed so far in the literature have the objective of identifying these profiles in the aggregated load curve, to indicate the periods of operation of each electrical appliance and its respective energy consumption.
The NILM methods fall into two groups: methods based on low frequency measurements (macroscopic characteristics) and methods based on high frequency measurements (microscopic characteristics). The sampling frequencies above 1 Hz are considered as high frequencies [32] .
The NILM system methodology is based on four main steps, as shown in Figure 2 .
The data acquisition module must be able to acquire the aggregated signal at a suitable rate so that the distinctive load patterns can be identified [14] , [15] . An example of the aggregated load measured in a home can be seen in Figure 3 .
In the event detection stage, the acquired electrical signal is disaggregated into sections. At this stage, the on/off transitions of the appliances are usually detected by analyzing the variations in the power levels. In the literature, several event detection methods can be found. According to [33] , event-based methodologies can be divided into three classes: specialized heuristics [32] , probabilistic models [32] and matched filters [32] . In the feature extraction stage, for each detected event, an analysis of the load waveforms takes place to extract the characteristics of the signal. The set of characteristics of an electrical appliance is called an electric signature, and these characteristics can be classified into two main categories: steady-state characteristics [4] , [34] and transient state characteristics [35] , [36] .
Electrical appliance identification is the core of an NILM system. At this stage, the equipment can be identified from the characteristics extracted from the signal. Each electrical appliance in a residence has its own characteristics that can be used for identification. Table 1 shows the types / categories of electrical appliances that can be found in a residence.
Among the appliances listed on Table 1 there are electrical appliances with operating dynamics that can generate continuous fluctuations in the measured load. The aggregate load may also be subject to noise due to the dynamic nature of supplying a power system. To avoid the interference of such disturbances in the appliance identification stage, the event detection system should have the ability to distinguish the on/off appliance events from events caused by those disturbances.
The techniques for identifying the equipment can be characterized by two types: learning and inference techniques. The learning techniques can be used to learn the model's parameters, while the inference techniques can be employed to infer the states of the electrical appliance through the aggregated energy data and an estimate of the corresponding energy consumption. The learning techniques in an NILM can be supervised [37] - [39] or unsupervised [40] - [42] . Supervised NILM techniques require a training phase in which both the aggregated data and individual electrical appliance energy/electricity consumption can be used. In this case, the model must learn and then correctly identify an electrical appliance. Therefore, the measured electrical appliance data or the observations must be labeled. The data gathering process is costly, time-consuming and limits the scalability of NILM systems [43] .
Unlike the supervised model, unsupervised techniques do not require pretraining and thus become suitable for real-time NILM applications. Non-supervised NILM techniques do not require individual electrical appliance data, and the model parameters can only be captured using aggregated load data without user intervention [44] .
IV. ELECTRICAL APPLIANCE IDENTIFICATION THROUGH COMPETITIVE AUTOSSOCIATIVE NEURAL NETWORKS
The most typical approach for electrical appliance identification using neural networks relies on a simple classifier as presented in [45] and [46] . The proposed method in this paper implements a different concept. Each AANN was trained, to store the characteristic data distribution of a specific eletrical appliance in its weight matrix. After training, the AANNs were placed in a competitive parallel arrangement as shown in Figure 4 .
Thus, when the input vector with the characteristics of an electrical appliance is given to the competitive system, each AANN will generate an attempt to reconstruct this input vector but only one of these reconstructions will have a small error. The error for each AANN is calculated by:
where N is the number of input/output neurons, X is the input vector of the AANN and Y is the output vector of the AANN. This error is equivalent to the Euclidean distance between the two vectors (input and output). Then, a simple min error box will allow the selection of the winner AANN and the identification of the electrical appliance. The transient power signal obtained from the on/off events for each electrical appliance was chosen as the input and output vectors to train the AANNs. The choice of the transient power signal is because different electrical appliances have different transient power signal characteristics, depending on the generation mechanism of the event.
The proposed method will be used to identify the most important electrical appliances in terms of energy consumption. According to [47] , it is necessary to prioritize the identification of electrical appliances with higher energy consumption in homes, since these devices contribute the most significant characteristics in the aggregate load, while other electrical appliances, such as those with lower energy consumption, can be considered as noise in the total aggregate load.
It is important to highlight that the system will identify only the appliances for which it has been trained. Any event that is passed to the identification system with patterns different from those used for the training of the AANNs, such as patterns of low consumption appliances or of disturbances events (noise or oscillations generated by loads with operating dynamics), will generate high errors for the AANNs with values above the threshold that must be set for the system. Thus, in these cases, the system must result in ''not-identified appliance''. The threshold for the identification system is selected considering the mean squared error values obtained during the training stage of the AANNs.
V. EXPERIMENTAL RESULTS
To verify the applicability of the proposed method in different real world scenarios, three identification systems were developed based on three different public datasets: the REDD, UK-DALE and Tracebase datasets. These datasets were chosen among other public datasets because they have power measurements of appliances at a frequency of 1 Hertz, and an identification system that can be implemented through the use of the measurements obtained from low frequency meters is generally low cost.
The REDD dataset is the result of work carried out by a research group at the Massachusetts Institute of Technology (MIT) that collected data from 6 residences in the Greater Massachusetts area in the USA. The REDD dataset measures the power signals of many electrical appliances, in addition to measuring the aggregate load. This dataset has been used in several works on implementing NILM systems, and its use in comparative studies of methodological performance is useful. The REDD dataset has current and voltage data collected from 24 individual circuits at a frequency of 15 kHz, as well as power data from more than 20 electrical appliance collected at the frequency of 1 HZ [22] .
The UK-DALE dataset has power demand records from 5 UK houses, where in each house the mains are sampled at 1 Hz and the appliance data samples are taken every 6 seconds. The data set contains 16 kHz current and voltage aggregate meter readings and 6 second submetered power data from individual appliances across 3 UK homes, as well as 1 second aggregate and 6 second submetered power data for 2 additional homes. An update to the data set was released in August 2015, which expanded the data available for houses by 2.5 years.
The Tracebase dataset is a collection of diurnal active power consumption traces collected at a sampling rate of 1 Hz from individual residential appliances in German households and since the aim was to create an appliance database, no aggregate measurements were collected. The repository contains a total of 1883 days of power readings, taken at 1 second intervals, for 158 appliance instances, of 43 different appliance types. To create the input/output vectors to train, validate and test the AANNs in the three scenarios, an algorithm for event detection based on [2] and [32] was developed. In this algorithm, for each on/off event detected in the load measured for a given electrical appliance, the first seven samples from the transient signal were stored in the input/output vector. The choice of the number of samples used as input to the system was based on the evaluation, of the number of samples that allows us to characterize a full transient, for all the electrical appliances. Figures 5, 6 , 7, 8, 9, 10 and 11 shows some examples of the loads measured over a period of time for 7 appliances in the REDD dataset.
For each dataset the input/output vector was divided into data for training, validation and testing, corresponding to 70%, 15% and 15% of all the patterns. The input/output vector was normalized. The training of each AANN was realized off-line with unsupervised learning. Several training runs were performed for all the AANNs in the three scenarios, with different numbers of neurons in the middle layer and several weight initializations for all the topologies. The training algorithm adopted was the scaled conjugate gradient [48] and it was implemented in Matlab using a computer with an Intel Core i7 5500U, 2.40 GHz CPU with 8 GB of RAM and a 64 bit operating system. Cross-validation was used as the training stop criterion to avoid overtraining the AANN. The best topology for each AANN was chosen from the best result taking into account the competitive structure of the identification system in Figure 4 .
At this stage, the trained AANNs were organized in the competitive structure, and the test dataset was used to evaluate the performance of the identification system.
The results were evaluated using the metrics accuracy and F-score metrics. The accuracy measure is defined as:
where: TP represents the number of true positives that denote the number of electrical appliances classified as on while they actually were on.
TN represents the number of true negatives which denotes the number of electrical appliances classified as off while they actually were off.
FP represents the number of false positives which denotes the number of electrical appliances classified as off while they actually were on.
FN represents the number of false negatives which denotes the number of electrical appliances classified as on while they actually were off.
The F-Score is the harmonic average between the precision and recall.
The precision measure is defined by:
The sensitivity (recall) measure is defined by:
The F-score is defined by:
The subsections A, B and C describe the experiments conducted to evaluate the performance of the proposed method in the three scenarios.
A. EXPERIMENT I
Experiment I was conducted on the REDD dataset. For this dataset, the system was developed to identify seven specific types of electrical appliances: refrigerator, microwave, stove, oven, dishwasher, air conditioner and washer/dryer. Table 2 presents the database division for the training, validation and testing datasets for the appliances selected from the REDD dataset. After training several topologies for the seven AANNs, the best result for the competitive structure, comprises seven AANNs with 80 neurons in their hidden layers. The hidden neuron activation function is the hyperbolic tangent function for all the AANNs. There are 7 input/output neurons and each output neuron has a linear activation function. Table 3 presents the results obtained for the system for testing data and Figure 12 shows the confusion matrix. Table 3 shows that the system was successful in the identification process of the electrical appliances with an accuracy of 98.7% and an F-score of 95.4%. In a total of 219 patterns, the system did not correctly identify 10 cases. From the confusion matrix, it is possible to observe that the system obtained the largest number of errors for the air conditioning. From the 29 cases, it missed 4.
B. EXPERIMENT II
Experiment II was conducted on the UK-DALE dataset. For this dataset, the system was developed to identify seven specific electrical appliance types: dishwasher, refrigerator, washing machine, microwave, stove, oven and washer/dryer. Table 4 presents the database division for the training, validation and testing datasets for the appliances selected from the UK-DALE dataset. After training several topologies for the seven AANNs, the best result for the competitive structure comprises seven AANNs with 40 neurons in the hidden layers for classes 1, 3 and 4 and 80 neurons in the hidden layers for classes 2, 5, 6 and 7. The hidden neuron activation function is the hyperbolic tangent function for all the AANNs. There are 7 input/output neurons, and each output neuron has a linear activation function. Table 5 presents the results obtained for the system for the testing data and Figure 13 shows the confusion matrix. Table 5 shows that the system was successful in the identification process of the electrical appliances with an accuracy of 99.1% and an F-score of 97.1%. In a total of 237 patterns, the system did not correctly identify 7 cases. From the confusion matrix it is possible to observe that the systems obtained the largest number of errors for the oven. From the 34 cases, it missed 4.
C. EXPERIMENT III
Experiment III was conducted on the Tracebase dataset. For this dataset, the system was developed to identify seven specific types of electrical appliances: stove, refrigerator, dishwasher, microwave, iron, freezer and tv lcd. Table 6 presents the database division for the training, validation and testing datasets for the appliances selected from the Tracebase database. After training several topologies for the seven AANNs, the best result for the competitive structure comprises seven AANNs with 40 neurons in the hidden layers for classes 1, 3, 4, 5 and 7 and 80 neurons in the hidden layers for classes 2 and 6. The hidden neuron activation function is the hyperbolic tangent function for all the AANNs. There are 7 input/output neurons and each output neuron has a linear activation function. Table 7 presents the results obtained by the system for the testing data and Figure 14 shows the confusion matrix. Table 7 shows that the system was successful in the identification process of the electrical appliance with an accuracy of 98.7% and an F-score of 95.3%. In a total of 214 patterns, the system did not correctly identify 10 cases. From the confusion matrix it is possible to observe that the systems obtained the largest number of errors for the microwave. From the 32 cases, it missed 5.
From the results obtained for the three scenarios tested, it can be observed that the proposed system based on the competitive AANN structure proved to be efficient indifferent scenarios, with an F-Score higher than 95% in all the experiments.
VI. COMPARISON WITH STATE OF THE ART
To demonstrate the efficiency of the proposed method, the obtained F-score value was compared to that of other state of the art identification systems. In this study, all the considered identification systems utilized the REDD dataset. A direct comparison of the results should be made with caution since all the presented systems have different database division for the training, validation and testing of the system and present different numbers of electrical appliances identified.
All the methods used for comparison in Table 8 perform an extraction process for the characteristics to obtain the signature of the signal. Among the methodologies used for feature extraction, we can mention the Karhunen Loéve expansion (KLE) [15] , [49] , graph-based signal processing (GSP) [50] , [51] , hidden markov model (HMM) [52] , factorial hidden markov models (FHMMs) [53] and discrete wavelet transform (DWT) [54] . In general, these methods use the power signal of the equipment to classify them.
In contrast to the methodologies used for the comparison, our methodology used the power signal as the input to the classification system the power signal without going through a feature extraction process, which can be considered as advantage, since it decreases the computational cost of the system. Another point that we can highlight in relation to the proposed methodology is the use of the measured power signal at a frequency of 1 Hz, which allows the implementation of the proposed system through the use of low cost meters in the acquistion data module.
VII. CONCLUSION
This paper presents an original model for electrical appliance identification in non-intrusive load monitoring, which is based on a novel application of autoassociative neural networks (AANNs). The main idea behind the new proposed method is to take advantage of the AANN property that allows it to capture the features of the data. This is carried out by projecting the inputs to a different space and projecting them back to the input space. Thus, an AANN can be matched to a particular electrical appliance (cluster). For each new input vector that activates an AANN, the input will be reproduced in the output with very small error,when the input correspond to the electrical appliance for which the AANN was trained, otherwise the output will display a large dissimilarity with the input. The AANNs were trained so that each one is tuned with the characteristics of a particular electrical appliance. Then, the AANNs were set up in a competitive parallel arrangement in which they compete with one another when a new input vector is entered. The competitive architecture is completely general and its application is not restricted to electrical appliance identification.
Three public dataset containing real residential measurements were used to test the proposed method. The results showed that, the AANNs work well to discriminating among the distinct electrical appliances and the structure competitive is able to classify with a good accuracy and f-score.
The advantages of using the proposed system are that the system can be implemented by utilizing low cost meters for the acquisition of the aggregated load. This is due to the competitive structure of the AANNs, which considers the (transient) power signal as the input signal measured at a frequency of 1 Hz. Additionally, it is important to highlight that the use of transient signal as the input to the classification procedure decreases the computational costs of the system. Such decrease occurs because one of the phases of the NILM process, feature extration is eliminated, which directly influences the time response of the system. Another point we can highlight is when a new appliance type needs to be identified in addition to the ones for which the AANNs were already trained. In this case we have the advantage of a competitive structure, where each AANN is individually trained. For a new case, we just have train the new AANN off-line and, the new AANN can be introduced in the parallel competitive structure after the network validation and testing, without needing to change the topology of the AANNs that were previously trained for the other appliances. The selection of the best topology of the new AANN to be introduced in the system must take into account the identification system accuracy so that this measure does not decrease.
It is interesting to highlight that, according to the literature, the feature extractions phases are carried out at a high computational cost, and the time response of the on-line NILM system is considered a critical issue. Thus, from the results obtained by using the proposed method, the importance of the contribution of the presented work is clear.
