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We present 75As nuclear magnetic resonance data from measurements of a series of
Ba(Fe1−xCox)2As2 crystals with 0.00 ≤ x ≤ 0.075 that reveals the coexistence of frozen antiferro-
magnetic domains and superconductivity for 0.060 ≤ x ≤ 0.071. Although bulk probes reveal no
long range antiferromagnetic order beyond x = 0.06, we find that the local spin dynamics reveal no
qualitative change across this transition. The characteristic domain sizes vary by more than an order
of magnitude, reaching a maximum variation at x = 0.06. This inhomogeneous glassy dynamics
may be an intrinsic response to the competition between superconductivity and antiferromagnetism
in this system.
PACS numbers: 75.40.Gb, 76.60.-k, 75.50.Bb, 75.50.Lk, 75.60.-d
The iron arsenide family of superconductors have
reignited interest in the physics of strongly correlated
electron systems since the discovery of superconductivity
below 43 K in LaFeAsO1−xFx in 2007 [1–4]. Some of
the most widely investigated materials are the electron-
doped Ba(Fe1−xTx)2As2 (T = Co, Ni) because not only
are large single crystals available but the phase diagrams
exhibit a rich interplay of order parameters [5, 6]. A key
feature of this system is the continuous suppression of the
antiferromagnetic order giving rise to a putative quan-
tum phase transition below a dome of superconductivity,
similar to the cuprate and heavy fermion superconduc-
tors [7–10]. Competing orders often emerge at a quantum
critical point, and long range interactions can give rise to
intrinsic inhomogeneity [11–13]. In some superconduct-
ing families these competing orders coexist microscop-
ically [14–16], whereas in others the electronic degrees
of freedom become inhomogeneous on mesoscopic length
scales [17]. Reports in the electron doped BaFe2As2 sys-
tem have been mixed: some studies indicate homoge-
neous coexistence of antiferromagnetism and supercon-
ductivity [18–22], however others suggest that these two
orders do not coexist microscopically [23–25]. Here we re-
port 75As nuclear magnetic resonance (NMR) data that
unambiguously reveal an inhomogeneous distribution of
frozen antiferromagnetic domains in the superconduct-
ing state of Ba(Fe1−xCox)2As2. Our results suggest that
such cluster spin glass phases may be a general feature of
materials in which superconductivity emerges upon dop-
ing an antiferromagnetic system.
Single crystals of Ba(Fe1−xCox)2As2 were grown by
the self-flux method and the Co concentrations were de-
termined via microprobe analysis [5, 22]. 75As (100%
abundant, I = 3/2) NMR spectra, spin-lattice-relaxation
rate, T−11 , and spin echo decay rates, T
−1
2 , were measured
in fixed fields of 8.75 T and 11.7 T by acquiring spin
echoes using standard pulse sequences for a range of Co
concentrations between 0.00 and 0.075. Local variations
in the ordered Fe/Co moments near dopants broaden the
NMR spectra for the field oriented along the (001) direc-
tion [26]. Because this broadening significantly reduces
the signal intensity we focus primarily on measurements
with the field oriented in the ab plane (spectra are avail-
able in the online supplemental information). Our sam-
ples exhibit sharp NMR spectra (FWHM 20-30 kHz) and
microprobe analysis indicates a standard deviation of less
than 5% of the doping, indicating high sample quality
and homogeneity. The superconducting transition tem-
perature Tc was measured in situ using the NMR coil
in field, and the AC susceptibility is shown in the upper
series of panels in Fig. 1.
The spin-lattice-relaxation rate was measured by inver-
sion recovery at the central transition (Iz = +
1
2 ↔ −
1
2 ),
and the data are summarized in Figs. 1 and 2(a). The
data are well fit by the standard normal-modes recovery
function for a spin 3/2 nucleus for temperatures T & 100
K [27], but below this temperature the quality of fit de-
creases significantly. To account for this change of be-
havior we fit the data to a stretched exponential form
[28]:
M(t) =M0
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)]
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where M0 is the equilibrium nuclear magnetization, f is
the inversion fraction and β is the stretching exponent.
A fit with β < 1 indicates a distribution of relaxation
rates, and we find that M0, β, and T1 are each strong
functions of both temperature and doping.
The bottom series of panels in Fig. 1 shows (T1T )
−1
versus temperature and doping. Our data are consistent
with published data [7, 9, 21, 29], but extend to lower
temperatures than reported previously revealing a peak
at Tmax that coincides with bulk measurements of the
Ne´el temperature, TN , for x < xc1 = 0.06. Following
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FIG. 1. (Color Online) The signal intensity (N0, upper row), stretching exponent (β, middle row) and (T1T )
−1 (lower row)
versus temperature for several different dopings for H0 ⊥ c (data for H0 ‖ c is provided in the supplemental information). χAC
(♦, upper row) and T−1
2
(△, lower row) are shown on the right hand axes. All the data were acquired in 11.7 T except for
the x = 0.022 sample measured in 8.5 T. Blue (yellow) shading indicates bulk antiferromagnetism (superconductivity), green
indicates bulk coexistence, and the hatched pattern indicates the frozen cluster glass regime. The solid lines in the middle and
lower rows are fits to β and (T1T )
−1 versus temperature, and in the upper row the solid lines are simulations of N0 as discussed
in the text.The dotted vertical lines indicate θ.
Ning et al. [7] we fit the temperature dependence to the
sum of three terms: (T1T )
−1 =
(
a+ be−∆/kBT
)
+c/(T −
θ), where the first two terms represent intra-band spin
fluctuations with a = 0.11 s−1K−1, b = 0.63 s−1K−1
and ∆ = 450 K, and the last term is doping dependent
and represents inter-band antiferromagnetic spin fluctu-
ations. Fig. 2(b) shows θ and Tmax as a function of dop-
ing. Previous NMR and neutron scattering experiments
suggested that xc1 corresponds to a quantum critical
point (QCP) where long-range antiferromagnetism disap-
peared and the nature of the spin fluctuations changed
character [7, 20]. As seen in Fig. 2(b) TN intercepts
Tc at xc1 and long range antiferromagnetism is absent
for x > xc1. Surprisingly, our data reveal no qualitative
change across this boundary, in contrast to the response
that would be expected at a QCP. We find that θ does not
vanish at xc1, but continues to remain finite and extrapo-
lates smoothly from lower dopings. (T1T )
−1 continues to
diverge at Tmax, except that for x > xc1 Tmax coincides
with Tc whereas θ < Tmax and uniformly extrapolates
to T = 0 at xc2 = 0.071 ± 0.003. This result indicates
that for xc1 ≤ x ≤ xc2 some of the As sites are prob-
ing slow antiferromagnetic fluctuations, a result that is
consistent with recent muon spin rotation (µSR) obser-
vations [25]. The drop in (T1T )
−1 below Tmax arises be-
cause the spin fluctuations in the ordered state change
character. For x < xc1, this suppression occurs because
long range antiferromagnetic order develops prior to the
onset of superconductivity; for x > xc1 it is likely that
the superconducting condensate dampens the spin fluc-
tuations and cuts short the development of long range
order antiferromagnetism.
Evidence for inhomogeneity is seen in the middle se-
ries of panels in Fig. 1 which show that the exponent β
decreases from unity at high temperature to a minimum
of β ∼ 0.4. Stretched exponential decay is often used to
describe relaxation in disordered systems arising from a
distribution, ρβ(W ), of relaxation rates, W . For β = 1
ρβ(W ) is a delta function centered at T
−1
1 ; as β decreases
this distribution broadens out over a range of W . In this
case T−11 is the median of the distribution, and β is ap-
proximately equivalent to the logarithmic full width half
maximum of ρβ(W ) [30]. A value of β = 0.4 indicates
that the distribution of relaxation rates varies by more
than an order of magnitude. In the paramagnetic phase
the temperature dependence of β is well-fit to the expres-
sion β(T ) = β0+(1−β0) tanh[(T −θ)/T
∗], where β0 and
T ∗ are parameters that represent the T = 0 value and the
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FIG. 2. (Color Online) (a) T−1
1
vs. T−1; arrows indicate Tc.
(b) Phase diagram for Ba(Fe1−xCox)2As2: solid black lines
are polynomial fits to the bulk phase diagram in zero field
[31–33] indicating antiferromagnetic order (blue), orthorhom-
bic structure (gray), superconductivity (yellow), coexisting
superconductivity and antiferromagnetism (green), and clus-
ter glass (hatched pattern). The data points are θ (), Tmax
(•), Tc (N) at 11.7 T, and 1 − β(Tmax) (H, right axis). The
dashed black line is a linear fit to θ and the dashed orange
line is a guide to the eye for 1− β(Tmax), which is a measure
of the degree of inhomogeneity.
temperature scale for the onset of the inhomogeneous dis-
tribution, respectively. The quantity 1−β(Tmax), shown
in Fig. 2(b), is a measure of the width of the distribu-
tion. This data indicates that the distribution of relax-
ation rates becomes broadest at Tmax at the doping level
xc1.
Further evidence for spatial inhomogeneity is found in
the upper series of panels in Fig. 1. In Eq. 1 the equi-
librium magnetization M0 ∼ N0H0/T , where H0 is the
applied field and N0 is the number of nuclei contributing
to the NMR signal. In principle N0 should be tempera-
ture independent, however there is a clear suppression of
N0 that develops below∼ 70K. This phenomenon, known
as signal wipeout, indicates that not all of the nuclei are
contributing to the NMR signal, and is often found in
glassy systems such as the underdoped cuprates in which
the characteristic spin fluctuation times can slow dramat-
ically [12, 34, 35]. For a randomly fluctuating hyperfine
field, h(t), with autocorrelation time τc, the spin echo in-
tensity is proportional to e−t/T2 , where t is time since the
excitation pulse and T−12 = γ
2h2‖τc, where h
2
‖ is the mean
squared hyperfine field parallel to H0. When τc is suffi-
ciently large (t/T2 ≫ 1) the spin echo can decay faster
than the effective time window of the NMR spectrometer
and the signal intensity is suppressed. This suppression
can happen close to a magnetic phase transition, as well
as in spin glasses where critical fluctuations exhibit long
correlation times.
The wipeout can be understood quantitatively as a
consequence of the increasing width of the distribution of
relaxation rates, ρβ(W ). This distribution reflects a dis-
tribution of correlation times, τc, such that ρβ(W )dW =
Pβ(τc)dτc, whereW = γ
2h2⊥τc/(1+ω
2
Lτ
2
c ), h⊥ is the per-
pendicular component of the fluctuating hyperfine field,
and ωL = γH0 is the Larmor frequency. The NMR signal
intensity is proportional to N(T ) =
∫ τcut
0
Pβ(τc)dτc =∫Wcut
0 ρβ(W )dW , where τcut ≈ ln(100)/2γ
2h2ctmin, and
tmin ≈ 10µs. For high temperatures where β ≈ 1 most
of the weight in ρβ(W ) is below Wcut and all of the nu-
clei contribute to the signal; as the distribution widens
at low temperature and T−11 increases a greater frac-
tion of the weight extends aboveWcut and therefore does
not contribute to the signal. ρβ(W ) is given as an in-
verse Laplace transform, and can be computed numeri-
cally [36]. We compute N(T ) for each doping using the
fitted values for β(T ) and (T1T )
−1 and the results are
compared with the measured data in the upper panels
of Fig. 1. Details of the calculation are provided in the
online supplemental information. The simulated wipeout
clearly exhibits similar trends to the data, indicating that
both the wipeout and the stretched behavior arise from
an inhomogeneous distribution of local correlation times,
τc. Variations in h⊥ and in doping can also be a source
of T−11 inhomogeneity [19, 37], but the small values of β
and the wipeout suggest that τc variations are dominant.
The inhomogeneity we observe for the x = 0.058 and
0.059 samples can be explained by the presence of short-
range incommensurate magnetic order as observed in
neutron scattering [23, 31]. However for x > xc1 neu-
tron scattering experiments reveal no long range order
whereas NMR clearly indicates the presence of frozen mo-
ments. Taken together with the evidence for inhomogene-
ity observed in the wipeout and the stretched exponential
behavior, these results suggest that local antiferromag-
netic fluctuations develop in disconnected spatial regions
with a distribution of domain sizes. These domains do
4not appear to be mobile correlated patches of short-range
antiferromagnetism, which would result in a uniform re-
laxation rate for all nuclei, as is typical for antiferromag-
netic transitions in homogeneous systems [38]. Further-
more, they do not exhibit activated or Vogel-Fulcher dy-
namics (see. Fig. 2(a)) as observed in the lightly doped
cuprates [12, 28] and recently in LaFeAsO1−xFx [39]. In
fact our data suggest that local antiferromagnetic fluc-
tuations develop in disconnected spatial regions charac-
teristic of cluster spin glass behavior, similar to that ob-
served in underdoped superconducting cuprates [40–43].
Within each domain the local correlation time τc ∼ ξ
z
where ξ is the local correlation length and z = 1 is the
dynamical scaling exponent. If the domains are discon-
nected then when ξ is greater than the domain size τc
will saturate. As a result, a distribution of domain sizes
gives rise to a distribution of saturated τc and hence a
distribution ρβ(W ). This distribution, therefore, reflects
the properties of the domains, which must have a size dis-
tribution that varies by more than an order of magnitude
in order to explain the NMR results.
A key property of this distribution is that neighboring
domains do not merge with one another as the correlation
length grows, but remain disconnected. In superconduct-
ing La1.94Sr0.06CuO4 frozen antiferromagnetic clusters of
varying sizes are believed to be surrounded by hole-rich
regions that reduce the magnetic coupling between do-
mains [40]. This electronic inhomogeneity may be a con-
sequence of long range interactions between doped holes
in a Mott insulator [11]. It is unlikely, however, that
charge inhomogeneity is the origin of the behavior we
observe in Ba(Fe1−xCox)2As2. Rather, disorder in the
local structure driven by the Co atoms and the presence
of twin or 180◦ phase boundaries may give rise to a ran-
dom distribution of domain sizes. We conjecture that su-
perconductivity emerges in regions between the domains
effectively disconnecting any correlations between the do-
mains, cutting off the growth of antiferromagnetic fluc-
tuations, and preventing the development of long range
order. It is natural for a competing order parameter to
emerge in regions where the primary order is reduced, for
example between domains [44, 45] or at vortex cores in
the mixed state [46–48].
In conclusion we find evidence for a cluster spin-glass
coexisting with superconductivity in Ba(Fe1−xCox)2As2
for xc1 ≤ x ≤ xc2 rather than a uniform crossover ex-
pected at a second order quantum phase transition. Al-
though the critical concentration xc1 corresponds to the
absence of long-range antiferromagnetism, local order
persists up to a QCP at xc2, similarly to CeRhIn5 under
pressure [10]. It is surprising that such inhomogeneous
slow dynamics should emerge in conducting pnictide sys-
tems since there is no evidence for electronic phase inho-
mogeneity as observed in the cuprates and other doped
Mott insulators [49]. It is possible the glassy behavior we
observe arises either because of frustration generated by
doping-induced disorder, or as an intrinsic consequence
of competing orders in a nominally pure system [50].
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6SUPPLEMENTAL INFORMATION
Frequency Swept Spectra for H0 ⊥ c
NMR frequency swept spectra were collected as a func-
tion of temperature with H0 ⊥ c at the central resonance
(Iz = +
1
2 ↔ −
1
2 ). These spectra were produced by in-
tegrating spin echoes and sweeping the excitation fre-
quency. Figure 3 shows the results for x = 0, 0.058, 0.059,
0.062, and 0.066. The x = 0 resonance has a Lorentzian
line shape and shifts down in frequency of frequency. We
observe a small splitting at TN but did not acquire data
at lower temperatures. In the Co-doped samples we ob-
serve a Gaussian line shape and a decrease in frequency
with decreasing temperature. The spectral intensity in
the doped samples is wiped out starting just above TN
and Tc as described in the main text. In the samples
where spectra were collected below TN and Tc the nega-
tive shift is increased and the lines broaden significantly.
Spin-Lattice Relaxation for H0 ‖ c
Data collected for H0 ‖ c is shown in Fig. 4, and is
qualitatively similar to that for the perpendicular direc-
tion.
Wipeout Calculations
The fraction of nuclei that contribute to the NMR sig-
nal is determined by the integral over the distribution
ρβ(W ) up to the cutoff value Wcut:
N(T ) =
∫ Wcut
0
ρβ(W )dW =
∫ ycut
0
ρβ(y)dy,
where β(T ) and (T1T )
−1 are given in the main text, and
ycut = WcutT1. The distribution ρβ(W ) can be approxi-
mated by:
ρβ(W ) = T1
B
(WT1)(1−β/2)/(1−β)
exp
[
−
(1− β)ββ/(1−β)
(WT1)β/(1−β)
]
×
{
1
1+C(WT1)β(0.5−β)/(1−β)
if β ≤ 0.5
1 + C(WT1)
β(β−0.5)/(1−β) if β > 0.5
,
where B and C are constants that are given in Table
1 of [52]. (Note that for there is a typo in this table
for β = 0.5, in which case B = 0.282.) This distribu-
tion is shown in Fig. 5 for several values of β. The
solid black lines shown in the upper row of Fig. 1 of
the main text were calculated using this expression us-
ing the fitted parameters for β and (T1T )
−1, and us-
ing Wcut = 95 s
−1. In the limit ωLτcut < 1, Wcut =
γ2h2⊥τcut ≈ ln(100)(h⊥/hc)
2/2tmin, which implies that
hc/h⊥ ∼ 70. This ratio is in agreement with theoretical
estimates of the the hyperfine fields based upon the form
factors and the spin fluctuations that are peaked near the
ordering wavevector Q = (pi/a, 0, pi/c) [53].
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FIG. 3. (Color Online) NMR frequency spectra as a function of temperature and doping for x = 0, 0.058, 0.059, 0.062, and
0.066 in 11.7 T for field H0 ⊥ cˆ. Pink horizontal dashed lines indicate TN(x) (from NS data [51]) and blue horizontal dashed
lines indicate TC(x) as measured by in-situ χAC measurements.
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FIG. 4. (Color Online) The signal intensity (N0, upper row),
stretching exponent (β, middle row) and (T1T )
−1 (lower row)
versus temperature for several different dopings for H0 ‖ c.
χAC (♦, upper row) is shown on the right hand axes. The
x = 0.058 and x = 0.062 data were acquired in 8.794 T and
8.795 T respectively, and the x = 0.066 data were acquired in
3 T. Blue (yellow) shading indicates bulk antiferromagnetism
(superconductivity), green indicates bulk coexistence, and the
hatched pattern indicates the frozen cluster glass regime.
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FIG. 5. (Color Online) ρβ(WT1) for various values of β. As
β → 1 the distribution approaches a delta function centered
at WT1 = 1.
