This work studies a two-time-scale functional system given by two jump-diffusions under the scale separation by a small parameter ε → 0. The coefficients of the equations that govern the dynamics of the system depend on the segment process of the slow variable (responsible for capturing delay effects on the slow component) and on the state of the fast variable. We derive a moderate deviations principle for the slow component of the system in the small noise limit using the weak convergence approach. The rate function is written in terms of the averaged dynamics associated to the multi-scale system. The core of the proof of the moderate deviations principle is the establishment of an averaging principle for the controlled processes associated to the slow variable in the framework of the weak convergence approach. The controlled version of the averaging principle for jump multi-scale diffusions relies on the classical Khasminkii's technique.
Introduction
Heterogeneous phenomena in Nature are often modelled in Physical Sciences by stochastically perturbed multi-scale equations. This technique of understanding diversity exploits the decomposition of the phase space of the model in two sets of variables, the ones with slow degrees of freedom and the ones with fast degrees of freedom through a separation scale by an intensity parameter measuring this degree of heterogeneity/homogeneity. We refer the reader to [45] and the monograph [50] for an introduction to the subject. Typical examples are multi-factor stochastic volatility models in Finance [24, 25] and the dynamics of proxy-data in Climatology [40] where climatic transitions are understood within the distinction between slow and fast variables that encode different factors used to build statistical parametrizations. In the description of those climatic models short/large time-scales must be taken into consideration (e.g. daily weather forecast vs clima prediction) in order to see interesting phenomena such as metastability of the slow variable from an equilibrium state of the deterministic dynamics (cf. Appendix in [18] ). Often in these multi-scale climatic models the slow variable quantifies data related with large time scales (e.g. climatic data). In order to capture more realistic attributes of the underlying stochastic climate model one must consider memory effects that are modelled by time delay factors in the dynamics of the slow variable. It is accepted by the Geophysics community that the abrupt transitions of the last ice age known as Daansgard-Oeschger events (cf. Chapter 10 in [19] ) can be modelled by dynamical systems perturbed in low intensity by Lévy processes and such claim has strong statistical support on the works [20, 35, 31] among other references. Motivated by this previous discussion we present the mathematical model into consideration. Fix a delay τ > 0 and consider in the small noise limit ε → 0 the following two-time scale system with values in R n := R d × R k given by
with initial datum (X ε 0 , Y ε (0)) = (χ, y) where χ is a given continuous function from [−τ, 0] to R d (initial delay segment) and y ∈ R k . The process X ε is denominated the slow variable and the process Y ε is the fast variable of the multi-scale system. We stress that we use the notation X ε t for the segment process, i.e. X ε t := {X ε (t + θ) | θ ∈ [−τ, 0]} for any t ≥ 0. We refer the reader to Chapters 5 and 6 of the book [46] for an introduction to the subject of stochastic functional differential equations with Brownian noise and to [4] for the study of stochastic functional differential equations with jumps. The space of the jump increments X is Euclidean, the process B = (B 1 , B 2 ) is a standard Brownian motion (BM for short) with values in R n with first component B 1 a standard BM with values in R d and second component B 2 a standard BM in R k and for every ε > 0Ñ 1 ε is a compensated Poisson random measure with intensity given by ds ⊗ 1 ε ν(dz), where ds stands for the Lebesgue measure on the real line and ν is a Lévy measure on X. In this work we consider ν possibly with infinite total mass but satisfying an exponential integrability condition that reads as the big jumps of the underlying Lévy process having exponential moments of order 2. The type of multi-scale systems as the one presented in the last paragraph are highly complex and difficult to analyse or simulate. It is desirable to approximate in a suitable sense the dynamics of the slow variable by some simpler dynamical system. The idea of the averaging principle performed first by Khasminkki in [39] is the following. Under strong dissipativity assumptions on the coefficients of the fast variable that ensure the existence of a unique invariant measure µ ζ for the fast variable process with frozen slow variable ζ and such that a strong mixing property holds for the averaged coefficientā(ζ) := R k a(ζ, y)µ ζ (dy) the (strong) averaging principle states that for any T > 0 and δ > 0 one has lim ε→0 P sup t∈[0,T ] |X ε (t) −X(t)| > δ = 0, (2) whereX is the unique solution of the deterministic averaged differential equation
The averaging principle has applications to problems in celestial (stochastic) mechanics (cf. Chapter 7 in [30] ) and climatic energy balanced models (cf. [1] ) among others and has a rich and diverse history in the literature. Khasminkki's technique introduced in [39] was later implemented by Mark Freidlin [29] and Veretennikovin [54] hence founding huge applicability. We refer the reader to the following exemplary works on weak and strong averaging principles: [14, 15, 16] for multi-scale systems constituted by stochastic partial differential equations (SPDEs for short) driven by space time white noise; [32, 58, 59, 44] for multi-scale (finite and infinite dimensional) systems constituted by jump-diffusions and [3, 48] for stochastic dynamical systems with coefficients functionally dependent with delay. Although the averaging principle (2) yields an approximation result for small ε > 0 of the slow variable process by the averaged dynamics ofX nothing is said on the rate of convergence. Large and moderate deviations type of statementes provide sharper estimates within the identification of a rate of convergence for the limit (2) in an exponentially small scale in ε → 0 and in terms of a deterministic quantity designated good rate function. We refer the reader to [55, 21, 41, 12] , for stochastic averaging under the large deviations regime and respectively to [33, 34, 26, 49] for averaging under moderate deviations regimes.
The aim of this article is to derive a moderate deviations principle (MDP for short) for (X ε ) ε>0 as ε → 0. More precisely we will study deviations of X ε from the averaged dynamical systemX, that is
for some magnitude scale a(ε) → 0 such that ε a 2 (ε) → 0 as ε → 0. We stress that the moderate deviations regime bridge the gap between the central limit approximation a(ε) = √ ε and the large deviations regime a(ε) = 1. In order to prove our result we use the weak convergence approach of Dupuis, Ellis, Budhiraja and collaborators. Initially Fleming applied in [27, 28] methods of stochastic control to large deviations problems. The control-theoretical approach was carried out later in order to derive variational formulas for Laplace functionals of Markov processes in different contexts (cf. [22] ). In [7] the authors derive a sufficient condition for large deviations principles (LDPs for short) for Brownian diffusions and later for jump-diffusions in [8, 9] through the establishment of variational formulas for Laplace functionals of Markov processes. The main advantage of the weak convergence approach is that it bypasses the usual limit procedures done via approximations and discretizations replacing them by the verification of compactness and tightness properties for auxiliary (controlled) processes associated to the dynamical systems in consideration. We refer the reader for the recent book [13] for an out-to-date introduction to the subject. In [10] Budhiraja, Dupuis and Ganguly derive a sufficient condition for a MDP that was successfully applied in [11] and in [5, 42, 56, 57] to the study of MDPS for SPDEs. The literature on large/moderate deviations principles for stochastic differential equations with delay is not so extensive such as in other domains of applications. We refer the reader to the works [2] and [43] where the authors apply Freidlin-Wentzell types of LDPs to the study of the first exit time problem in the small noise limit for Gaussian diffusions with delay. For the application of the weak convergence approach in the establishment of MDPs to stochastic differential delay equations we mention the works [53, 47] .
Our main result will show that (X ε ) ε>0 obeys the same moderate deviations principle of (Y ε ) ε>0 where for every ε > 0 and t ∈ [0, T ] we define
One could try to show that the deviations of the families (X ε ) ε>0 and (Y ε ) ε>0 are exponentially equivalent, i.e. for every δ > 0 we have
This would imply that (X ε ) ε>0 obeys the same MDP of (Y ε ) ε>0 as ε → 0. However verifying the exponential equivalence of those families is in general hard. The reasoning employed in this work illustrates the robustness of the weak convergence approach providing a way of reducing the proof of the MDP to the verification of properties concerning continuity and tightness of certain auxiliary processes associated to (X ε ) ε>0 . The core of the proof will be the verification that these auxiliary processes of (X ε ) ε>0 have the same weak limit of some other auxiliary processes of (Y ε ) ε>0 and it will rely on the adaptation of Khasminkii's technique in order to prove a stochastic averaging principle for the auxiliary processes associated to (X ε ) ε>0 . Finally this will imply the desired conclusion that (X ε ) ε>0 and (Y ε ) ε>0 share the same moderate deviations principle under a certain scale a(ε) → 0 as ε → 0.
Notation. The arrow ⇒ means convergence in distribution. Throughout the article we use when convenient the shorthand notation A(ε) ε B(ε) to mean that there exist constants c > 0 independent of ε > 0 and ε 0 > 0 such that A(ε) ≤ cB(ε) for every ε < ε 0 . We write A(ε) ∼ε B(ε) as ε → 0 to mean that A(ε) ε B(ε) and B(ε) ε A(ε) as ε → 0.
2
The multiscale system and the main result 2.1 The probabilistic framework and the multiscale system
The probabilistic setup and notation
We follow extensively the probabilistic ansatz and the notation presented in [8] , [9] and [10] . For any S topological space we denote by B(S) its Borel σ-algebra. Fix T > 0, n = d + k with n, d, k ∈ N and let W = C([0, T ]; R n ) endowed with the topology of the uniform convergence which turns out to be a Polish space. Let X = R d \{0} and M be the space of locally finite measures defined on (X, B(X)). We endow M with the weakest topology such that for every f ∈ Cc(X) (the space of compactly supported continuous functions) the function ν → ν, f := X f (u)ν(du), ν ∈ M, is continuous. This topology is known as the vague topology and can be metrized such that M turns out to be a Polish space. We refer the reader to [8] . Fix a measure ν ∈ M and let ν T = ds⊗ν where is the Lebesgue measure on [0, T ]. Consider the product space V = W×M and denote by P the unique probability measure on (V, B(V)) under which the first canonical map B : V −→ W, B(β, m) = β is a standard Brownian motion with values in R n and N : V −→ M, N (β, m) := m is a Poisson random measure with intensity measure ν T The corresponding expectation operator will be denoted by E. We refer the reader to Theorem I.9.1 in [36] . Let Y := X × [0, ∞), Y T := [0, T ] × Y, writeM for the space of the locally finite measures defined on Y T when equipped with its Borel σ-algebra andV := W ×M. In a slight abuse of notation and analogously to what was said to M, the spaceM turns out to be also a Polish space and there exists a unique probability measure defined on (V, B(V)) such that the maps B :V −→ W, B(β,m) := β is a standard Brownian motion with values in R n and N :V −→M,N (β,m) :=m is a Poisson random measure with values on ([0, T ]×R d \{0}×[0, ∞]; B(R d ×R d \{0}×[0, ∞))) with intensity measure given by ds ⊗ ν ⊗ dr, where dr stands for the Lebesgue measure on ([0, ∞); B([0, ∞)). For every ε > 0 we consider N 1 ε the Poisson random measure defined on the probability space (V, B(V)) with intensity measure given by 1 ε ds ⊗ ν ⊗ dr andÑ 1 ε for its compensated counterpart. We view N 1 ε as a controlled random measure on (V, B(V)) underP by the identity
We remark that the space Y := X × [0, ∞) takes into account the jumps and the frequencies of the underlying Poisson random measure N and refer the reader to [8] for more details.
For any t ∈ [0, T ] define We make the following assumption on ν ∈ M.
Hypothesis A. The measure ν ∈ M is a Lévy measure on (R d \{0}, B(R d \{0})), i.e. such that R d \{0} (1 ∧ |z| 2 )ν(dz) < ∞ and satisfying |z|≥1 e α|z| 2 ν(dz) < ∞, for some α > 0.
The space of the delays and the segment function. Fix now τ > 0. Given a path x : [−τ, T ] −→ R d and t ≥ 0, we use the notation xt for the segment path defined as xt( 
The multiscale system
For every T > 0, τ > 0 and ε > 0 we consider the following system of stochastic differential equations,
subject to the initial datum
where we write (
Brownian motions with values in R d and R k respectively. The coefficients of (5) are deterministic measurable functions a :
Hypothesis B. The following holds.
1. There exists L > 0 such that, for every ϕ,φ ∈ D and y,ỹ ∈ R n ,
2. The functions c(0, z), h(0, 0, z) are in L 1 (ν). 
We state the following assumption on the initial delay segment ζ given in (6) .
Hypothesis C. The function χ ∈ C is Lipschitz continuous with Lipschitz constant λ > 0, i.e.
Definition 2.1. Given T > 0, τ > 0, ε > 0, ζ ∈ C and y ∈ R k we consider the stochastic basis (V, B(V),F, P). A strong solution of (5) with initial datum (6) is a stochastic process ( ] isF-adapted and solves (5) P-a.s. Remark 2.2. In order to maintain coherence of notation we write Ft = F 0 for any t ∈ [−τ, 0]. Remark 2.3. For any t ∈ [0, T ] and ε > 0 the random variables X ε (t) ∈ R d and Y ε (t) ∈ R k are called slow and fast variables respectively under the scale separation by the parameter ε > 0 in the vanishing limit ε → 0. We underline that the stochastic differential equation for the slow variable X ε lifts the problem to an infinite-dimensional setting due to the dependence of the coefficients in terms of the segment path process.
Given T, τ > 0, m ∈ N andF := {Ft} t∈[0,T ] we define the space
The existence and uniqueness of the solution process (
; R n of (5) with initial data (6) follows from Lemma V.2 and Theorem V.7 of [51] , using the convention that Y ε (t) = y for all t ∈ [−τ, 0]. This is the content of the following result.
Theorem 2.1. Fix T, τ, ε > 0 and y ∈ R k . Let us assume that Hypotheses A, B and C hold for some ν ∈ M and χ ∈ C then there exists a stochastic process (5) in the sense of Definition (2.1).
The averaged dynamics
We make the further dissipativity assumptions on the coefficients of (5).
Hypothesis D.
1. The function a satisfies a(0, y) = 0 for any y ∈ R k and there exists Λ > 0 such that
2. There exist constants β 1 , β 2 > 0, such that, for any ζ ∈ D, y,ỹ × R k a(ζ, y) − a(ζ, y), ζ(0) −ζ(0) ≤ −β 1 ||ζ −ζ|| 2 ∞ ;
2 y, f (ζ, y) + |g(ζ, y)
and
The following a-priori estimates hold.
Proposition 2.1. Fix T, τ > 0 and y ∈ R k . Let Hypothesis A-D hold for some ν ∈ M and χ ∈ C. There exists a constant C 1 > 0 independent of ε > 0 such that for all 0 < ε < 1 we havē
The proof of Proposition 14 as well the proof of the next result can be found in the Section 4.1 of the Appendix.
Proposition 2.2. Fix T, τ > 0 and y ∈ R k . Let Hypothesis A-D hold for some ν ∈ M and χ ∈ C. There exists a constant C 2 > 0 independent of ε > 0 such that, for all 0 < ε < 1,
We consider the equation for the fast variable of (5) whenever the slow component is frozen and given by ζ ∈ D in the regime ε = 1, i.e. fix y ∈ R k and for every t ≥ 0 such that
We assume that Hypotheses A-D hold. We follow closely [14] and [15] in the argumentation below.
Fixed ζ ∈ D we define the transition semigroup associated with the jump difusion defined by the strong solution of (16) ,
In what follows we discuss the existence and uniqueness of an invariant measure for the family of linear operators
The same arguments used in the proof of Proposition 2.2 imply that there exists some C > 0 such that, for any T 0 ≥ 0,
The estimate (19) implies that the family of the laws of the process
Prokhorov's theorem implies the existence of a weak limit µ ζ as T 0 → ∞ and an indirect use of Krylov-Bogliobov's theorem asserts that µ ζ is the unique invariant measure of (P ζ t ) t≥0 , in the sense of (18) . Due to the estimate (19) and the definition of µ ζ in (18), the simple application of monotone convergence shows, as in Lemma 3.4. in [15] , that there exists C > 0 such that
For any ζ ∈ D we can define the averaged mixing coefficient
We explore some immediate properties ofā that are proven in Section 4.1 of the Appendix. (21) is Lipschitz continuous.
Proposition 2.3 ensures that the averaged differential equation with initial delay data χ ∈ C,
has a unique solutionX 0,χ ∈ C([−τ, T ]; R d ).
The following proposition, that reads as a strong mixing property of the averaged coefficientā given by (21) plays a crucial role in the derivation of the moderate deviations principle for the family (X ε ) ε>0 .
where the averaged coefficientā is defined by (21).
The main theorem
We make the further assumption onā that is defined by (21) .
Hypothesis E. The functionā : D −→ R d is Fréchet differentiable and is its Fréchet derivative is a Lipschitz function, i.e. there exists some constant L 2 > 0 such that
Remark 2.4. Let us assume that µ ζ (dy) = ρ(ζ)µ(dy) for some density function ρ :
The main result of this work is the content of the next theorem and the reader can find its proof in Subsection 3.7.
Theorem 2.2. Fix T, τ > 0 and y ∈ R k . Let Hypothesis A-(E) hold for some ν ∈ M and ζ ∈ C. Let
where for every
is the unique solution of (22) .
For any ε > 0 let a(ε) = ε
be the unique strong solution of (5) with initial condition given by (6) and
The family (Z ε,χ,y ) ε>0 defined by (26) satisfies a large deviations principle in the sense of Definition 1.1 with speed b(ε) = ε θ → 0 whenever ε → 0 and the good rate function
with the convention that the inf ∅ = ∞.
Examples
Strongly tempered Lévy measures. Hypothesis A covers a wide class of Lévy measures and we point out the following special benchmark cases.
1. Our setting covers the simplest case of finite intensity super-exponentially light jump measures given by ν(dz) = e −α|z| 2 for some α > 0. For every ε > 0 the corresponding stochastic process L ε t := t 0 X zÑ 1 ε (ds, dz), t ≥ 0 is a compensated compound Poisson process. [52] , which are given in polar coordinates r = |z| as
More generally Hypothesis A covers strongly tempered exponentially light measures introduced by Rosiński in
We point out that, for every ε > 0, the corresponding Lévy process (L ε t ) t≥0 differs from the compound Poisson process of the paragraph before not only from the fact that the corresponding jump measure has infinite total mass but also from the fact that although a compound Poisson process with positive jumps has almost surely nondecreasing paths, it does not have paths that are almost surely strictly increasing.
Invariant measures for the Markov semigroup associated to the fast variable
1. For every ε > 0 and t ∈ [0, T ] let us consider the multiscale system
where B 1 and B 2 are two independent standard Brownian motions with values in R. We assume that the coefficients a and σ satisfy Hypotheses B and D. For any χ ∈ C satisfying Hypothesis C the invariant measure of the fast variable (decoupled of the slow variable in this case)
Hence the averaged coefficientā is given for any ζ ∈ dD bȳ
The functionā satisfies Hypothesis E if a is C 1 -Fréchet differentiable with respect to the first variable ζ. 
Fix
has a unique invariant distribution given by
The averaged coefficientā, given for any ζ ∈ D bȳ
satisfies Hypothesis E if a, f and g are C 1 -Fréchet differentiable in order to ζ.
The moderate deviations principle
Through all this section let all the standing assumptions of Theorem 2.2 to hold. Fix the magnitude scale of the deviations
Therefore the speed of the MDP is such that b(ε) := ε a 2 (ε) = ε θ → 0, as ε → 0.
The weak convergence approach to moderate deviations principles
The purpose of this subsection is to introduce a sufficient condition for a moderate deviations principle that is employed in the proof of Theorem 2.2. We follow extensively the notation introduced in [10] . LetĀ + (resp.Ā) be the class of all
One can think of N ϕ as a controlled random measure with ϕ selecting the intensity for the points at location x and time s in a possibly random but non-antecipating way. When ϕ(x, s,m) = θ ∈ (0, ∞) we write N ϕ = N θ . For more details we refer the reader to [8] .
For any ϕ ∈Ā + and t ∈ [0, T ] define the quantity
This is a well-defined quantity as an [0, ∞]-valued random variable.
Let {Kn} n∈N ⊂ X be an increasing sequence of compact sets such that ∞ n=1 Kn = X. For each n ∈ N let
and letĀ b := n∈NĀb,n . Considering ϕ as a control that perturbs jump rates away from 1 when ϕ = 1 we see that the controls inĀ b are bounded and perturb only off a compact set where the bounds of the set can depend on ϕ.
Consider now the space of random variables
For a given random control
Throughout the rest of this work we consider S M endowed with this topology. Also let
Under the identification
when considering the vague topology in M the space S M turns out to be a compact space for any M < ∞ For more details we refer the reader to Lemma 5.1 in [9] . For any ε > 0 and M > 0 let us consider the following sublevel sets
Define also the random sublevel sets
We reserve the notationB 2 (R) for the closed ball of radius R > 0 in L 2 (ν T ) andB 2 (R) for the closed ball in L 2 ([0, T ]; R n ). Fix a given Polish space U. Given a measurable map H 0 : W × L 2 (ν T ) −→ U let us write the set of fixed points of η under H 0 ,
and define the quadratic form [10] there exists κ 2 (1) ∈ (0, ∞) independent of ε > 0 and such that ψ1 
2. Weak law for the map under shifts by random tightened controls.
Then 
satisfies a large deviations principle with speed b(ε) → 0 in U with good rate function I given by (31) , in the sense of Definition 1.1.
We refer the reader to Theorem 9.9 in [13].
A preliminary lemma and strategy of the proof
be the unique strong solution of (5) with initial datum (6) . For every ε > 0 consider (Z ε ) ε>0 given by (26) . Under the standing assumptions made in the beginning of this section, for any ε > 0 Yamada-Watanabe's theorem ensures the existence of a measurable map G ε :
The proof of Theorem 2.2 consists in checking the conditions (1) and (2) of Hypothesis F for (G ε ) ε>0 and G 0 : In the course of the proof of Theorem 2.2 the following Lemma plays a crucial role and its proof is included in Section 4.2.1 of the Appendix. 1. There exists τ > 0 such that, for all ε > 0,
and there existsτ > 0 a map c : R + −→ R + such that, for all ε, β > 0 we have c(β) → 0 as β → ∞ and
for any Borel measurable I ⊂ [0, T ].
2. For every ε > 0 let ψ ε ∈ U M ε . We assume that for some β ∈ (0, 1) the following convergence in law holds, ψ ε 1 {|ψ ε |< β a(ε) } ⇒ ψ in the compact ball B 2 ( M κ 2 (1)), where κ 2 (1) is given by Remark 3.1. Then the following convergence in distribution holds, for every t ∈ [0, T ],
The skeleton equations and the compactness condition
For any χ ∈ C and u = (f, g) ∈ L 2 ([0, T ]; R d ) × L 2 (ν T ) let us denote byZ u ∈ C([−τ, T ]; R d ) the unique solution of (25) . By definition we have
Proposition 3.1. For every M < ∞ one has that the set Proof. For every n ∈ N we denoteZ n := G(fn, gn), i.e. the solution in C([−τ, T ]; R d ) of the following controlled initial value problem
Hypotheses B and E, the facts that fn ∈B 2 (M ), gn ∈ B 2 (M ) and thatX 0,χ ∈ C([−τ, T ]; R d ) solves (22) and therefore being a bounded function yield some constant C = C(L 1 , M, T, ||X 0 ||∞) > 0 such that for any n ∈ N and t ∈ [0, T ] Arzela-Ascoli's theorem implies that the sequence (Z n ) n∈N is relatively compact in C([−τ, T ]; R d ). Therefore we can guarantee the existence of a limit pointZ ∈ C([−τ, T ]; R d ). The convergences fn ⇀ f , gn ⇀ g as n → ∞ in the weak topologies of the respective L 2 -spaces,X 0,χ ∈ C([−τ, T ]; R d ) and the sublinearity of the coefficients of (38) allow us to use dominated convergence and conclude for almost every t ∈ [0, T ] that This section serves the purpose of verifying the second condition in Hypothesis F for G 0 and the family {G ε :
For every ε > 0 recall the random sublevel sets U M ε andŨ M +,ε given by (30) and let u ε :
The definition ofφ ε makes sense since one has ϕ ε ∈ A bP -a.s. For any t ∈ [0, T ] we define theF-martingales
Girsanov's theorem stated in the form of Theorem III.3.24 of [37] ensures that (Ē(u ε )(t)) t∈[0,T ] is anF-martingale. Hence the probability measures defined on (V, B(V)) by
is absolutely continuous with respect toP. Under Q ε T the stochastic process
is a standard Brownian motion and εN 1 ε ϕ ε is an independent random measure with the same law of εN 1 ε underP. We recall that
For every ε > 0 and t ∈ [0, T ] we write ξ ε (t) = (ξ ε 1 , ξ ε 2 )(t) ∈ R d × R k . For any (χ, y) ∈ C × R k , we define the slow controlled process (X ε (t)) t∈[0,T ] and the fast controlled process (Ỹ ε (t)) t∈[0,T ] given as the strong solution of the following controlled stochastic differential equations with respect toP (since Q ε T ≪P),
Respectively for every ε > 0 we define (X ε (t)) t∈[0,T ] the fast averaged controlled process as the strong solution under P of the following controlled stochastic differential equation
For every ε > 0 letZ
and respectivelyZ
The weak limit for the maps under shifts by random tightened controls. Let M < ∞ and β ∈ (0, 1). Let (1)) where ψ ε := ϕ ε −1 a(ε) and 1 a(ε) ξ ε ⇒ ξ inB 2 (M ). The conclusion in the second statement in Hypothesis F for (G ε ) ε>0 and G 0 reads asZ ε ⇒Z, as ε → 0, wherē
In order to prove thatZ ε ⇒Z, as ε → 0 we proceed as follows.
1. This step passes through two intermediary tasks. Firstly one shows that the laws of (Z ε ) ε>0 are tight in P(C([−τ, T ]; R d )) (since compact sets in the topology generated by the uniform convergence are also compact sets in the Skorokhod topology). Then it follows that there existsZ ∈ C([−τ, T ]; R d ) such thatZ ε ⇒Z as ε → 0.
Passing to the limit and due to the uniqueness of solution of (44) we haveZ =Z.
2. We prove the following strong (controlled) averaging principle:
for any δ > 0.
From the limit above and Theorem 4.1. in [6] , commonly known as Slutzsky's theorem, we can identifyZ as the weak limit of (Z ε )ε as ε → 0. , ε > 0, does the job. Consequently εR 2 (ε) → 0 as ε → 0. For every ε > 0 and this choice of R(ε) we define theF-stopping timesτ
A priori estimates and a localization procedure
The following list of Propositions and Lemmas are fundamental estimates used in the strategy described above to obtain the conclusion thatZ ε ⇒Z as ε → 0. The proofs are standard in nature and they can be skipped in a first reading. The reader find them in the Subsection 4.2 of the Appendix.
Proposition 3.2. Let the standing assumptions of Theorem 2.2 to hold. For any 0 < M < ∞, (ξ ε , ϕ ε ) ε>0 ⊂ U M +,ε × U M +,ε , R : (0, 1] −→ (0, ∞) such that R(ε) → ∞ and a(ε)R 2 (ε) → 0 as ε → 0, ζ ∈ C and T, τ > 0 we have the following. Given (X ε (s)) s∈[−τ,T ] defined by (39) and (X ε (s)) s∈[−τ,T ] by (41) there exists 0 < ε 0 < 1 and a constant C > 0 such that for every 0 < ε < ε 0 the following estimates hold:
The proof is contained in the Subsubsection 4.2.2 of the Appendix. (45) . Under the assumptions of Hypotheses A-E there exists some ε 0 > 0 such that the following bound holds:
The proof is presented in the Subsubsection 4.2.3 of the Appendix.
Proposition 3.4. Fix M > 0, R : (0, ∞) −→ (0, ∞) satisfying the hypotheses of Proposition 3.2 and for every ε > 0 letτ ε R(ε) be defined by (46) . Under Hypotheses A-E there exists some ε 0 > 0 such that the following holds:
The proof of Proposition 3.4 follows analogously to the proof o (49) . For this reason we omit. defined by (46) . Under the assumptions of Hypotheses A-E there exists some ε 0 > 0 such that the following holds:
For all t ∈ [0, T ] we define
It is immediate for all ε > 0 and t ∈ [0, T ] that
Hence for some C 1 > 0, any ε > 0 sufficiently small and t ∈ [0, T ], on the event {T <τ ε R(ε) } it follows that
since R 2 (ε)a(ε) → 0 as ε → 0.
The sublinearity of the coefficients given in (8) implies for some C 2 = C 2 (T, L 1 ) > 0 and every ε > 0 and t ∈ [0, T ] that
The last inequality, ξ ε ∈ U M +,ε and (36) of Lemma 3.1 imply that there exists some C 3 := C 3 (C 2 , ||X 0 ||∞, M ) > 0, that change from line to line, such that
Burkholder-Davies-Gundy's inequality and Proposition 3.4 yield for some C 4 = C 4 (L 1 , T ) > 0 and any ε > 0 small enoughĒ
Hypothesis (B) and (34) in Lemma 3.1 imply for some C 5 = C 5 (L) > 0 that may change from line to line and any ε > 0 small enough that
which converges to zero as ε → 0, due to the choice of R(ε).
Collecting (54)-(58) imply for some constant C 6 > 0 and all ε > 0 small enough
Gronwall's lemma yields the result.
Identification of the weak limit
Given M < ∞ and ε > 0 let ξ ε ∈Ũ M ε , ϕ ε ∈ U M +,ε and write ψ ε := ϕ ε −1 a(ε) . Assume that for some β ∈ (0, 1) the following convergences (in law) hold
Then the following result holds.
Proposition 3.5. Let the standing assumptions of Theorem 2.2 to hold for some ν ∈ M and ξ ∈ C. For every ε > 0 let (Z ε (t)) t∈[−τ,T ] be defined by (43) . Then the family (1)) for some β ∈ (0, 1) and κ 2 (1) given in the Remark 3.1. Furthermore any limit point in law (Z, ξ, ψ) satisfies (44) .
Proof. Step1: tightness of (Z ε ) ε>0 . We observe that relatively compact sets in C([−τ, T ]; R d ) are relatively compacts in D([−τ, T ]; R d ). Let us recall (52), (53) and write, for all ε > 0 and t ∈ [0, T ],
We start by showing that the family (A ε ) ε>0 is C-tight (we refer the reader to Definition VI.3.29 in [?]). We prove that for every ρ > 0 there exists ε 0 > 0 and δ = δρ > 0 such that
Let ε 0 > 0 small enough and R given by Proposition 3.2 such that, for all ε < ε 0 , one has
Hence we write for ε < ε 0 small enough
Combining (53), Proposition 2.3 and Hypothesis B yields some C 1 > 0 such that for any ε > 0 small enough,
The estimate (35) of Lemma 3.1 implies that there exists some C 2 = C 2 (M ) > 0 and for any β > 0 there exists c(β) > 0 with c(β) → 0 as β → ∞ such that for any ε > 0 small enough we haveP-a.s. on the event
Hence there exists some C 3 > 0 such that for any ε > 0 small enough, v > u the following holdsP-a.s. on the
The estimate above yields that there exists ε 0 > 0 such that for any δ > 0 and any ε < ε 0 we have
where Γ 3 (M ) < ∞ given by Lemma 3.2. Let us fix δ = δ(ρ) <
, ε 1 > 0 sufficiently small and β 0 > 0 sufficiently large such that one has for any ε < ε 0 ∧ ε 1 and β > β 0
Hence for any ρ > 0, ε > 0 small enough and δ = δρ chosen above, (60), (61) and (62) imply (59) . Let us now consider the set
By construction Kρ = ∅ and is relatively compact in C([t, T ]; R d ), since it is non-empty intersection of relatively compacts sets in C([0, T ]; R d ) by the Arezela-Ascoli theorem (each set is a set of equicontinuous and uniformly pointwise bounded functions). By construction and using (59) , one concludes for any ρ > 0 and ε > 0 small enough thatP
This proves that (A ε )ε<ε 0 is C-tight.
We prove now that the ([M ε ]) ε>0 is C-tight. We fix δ > 0. For every ε > 0 the following holds:
where the constants L > 0 and L 1 > 0 are given respectively by Hypothesis B and Remark 2.1. By (48) and for R satisfying the assumptions of Proposition 3.2 let ε > 0 small enough such that
Fix κ > 0 arbitrary. Therefore due to (63), (64) and (34) , one has for any ε > 0 small enough that
where Γ 2 (M ) and Γ 3 (M ) are given by Proposition 3.4 and Lemma 3.2 respectively.
We conclude that ([M ε ] T )ε<ε 0 is C-tight and using Theorem 6.1.1. of [38] we extract the tightness of the laws of the family (Z ε )ε<ε 0 . By Prokhorov's theorem there exists a weak limit for the laws µ ε := L(Z ε ) in D([0, T ]; R d ), i.e. there is µ ∈ P(D([0, T ]; R d )) such that µ ε ⇒ µ as ε → 0. Due to Skorokhod's representation theorem there exists a random variable Z 1 such thatZ ε → Z P-a.s. in the sup norm (because the laws of (Z ε ) ε>0 only charge the space C). In what follows we check that Z 1 =Z.
Step2. Identification of the weak limit For every ε > 0 and t ∈ [0, T ] we have thatZ ε (t) = A ε (t) + M ε (t).
Combining (57) and (58) |M ε (t)| → 0 → 0 in probability as ε → 0. Therefore we have that A ε (t) → Z 1 (t) for every t ∈ [0, T ]P-a.s. Since 1 a(ε) ξ ε 1 ⇒ ξ and ψ ε 1 |ψ ε |< β a(ε) ⇒ ψ as ε → 0 with respect to the weak topologies, using (37) of Lemma 3.1 allows us to pass to the pointwise limit in A ε 2 and obtain for every t ∈ [0, T ] P-a.s.
for some subsequence (ε k ) k∈N such that ε k → 0 as k → ∞.
Due to Taylor's theorem in Banach spaces given by Theorem 6.4. in [17] we write for all ε > 0 and t ∈ [0, T ]
where R ε is such that there exists some C > 0 fulfilling
Due to Proposition 3.2 and Lemma 3.2 we have that R ε → 0 as ε → 0 in probability. The sublinear growth of σ and ξ ε ∈Ũ M +,ε combined with Proposition 3.2 and Proposition 3.4 imply that
for some subsequence, that we denote it, in a slight abuse of notation, as the subsequence (ε k ) k∈N fixed before such that ε k → 0 as k → ∞. The two last observations and (65) imply that R ε k → 0 P− a.s. and The last equality reads as Z 1 (t) =Z 0 (t) = G 0 (ξ, ψ) by uniqueness of solution in C([−τ, T ]; R d ) of (44) . This finishes the proof.
A controlled version of the averaging principle
Let the standing assumptions of Theorem 2.2 to hold for some ν ∈ M and ζ ∈ C. Let T, τ > 0 and y ∈ R k . We recall that the magnitude scale of the deviations a(ε) is given for any ε > 0 by (28) . The main result of this section allows us to identify the weak limit of (Z ε ) ε>0 with the weak limit of the family (Z ε ) ε>0 whenever ε → 0.
Theorem 3.2. For any δ > 0 the following convergence holds
The reader can find its proof in Subsection 3.6.
Khasminkii's auxiliary processes
We follow the technique introduced in [39] with the required modifications to our setting. We recall that
where for all ε > 0 the processes (X ε (t)) t∈[−τ,T ] and (X ε (t)) t∈[−τ,T ] are given by (39) and (41) respectively andX 0 is the solution of (22) . We write for every ε > 0 and t ∈ [0, T ],
For every ε > 0 and t ∈ [0, T ] let
Let [−τ, T ] be divided into intervals of the same length parametrized for every ε > 0 ∆ = ∆(ε) := ε α a 2 (ε)| ln ε| p , for some α ∈ 0,
where the scale a(ε) is given by (28) . We note that the following convergences hold
For any y ∈ [−τ, T ] we denote t ∆ := t ∆ ∆. We construct the auxiliary processes (Ŷ ε (t)) t∈[0,T ] and (X ε (t)) t∈[0,T ] by means of the following equationŝ
Auxiliary estimates
For every ε > 0 let us recall the F-stopping timeτ ε R(ε) given by (45) for the fixed parametrization R given in Proposition 3.2. The following lemmas are essential a-priori bounds that we use in the proof of the controlled averaging principle stated inTheorem 3.2. Lemma 3.3. For every ε > 0 let R(ε) > 0, b(ε) := ε a 2 (ε) and ∆(ε) > 0 fixed as above. Then the following estimate holds for the segment process (X ε t ) t∈[0,T ] in ε > 0 and any (gε) ε>0 such that g(ε) ∽ε a(ε) as ε → 0,
where
Proof. For any ε > 0 we fix ∆ := ∆(ε) given by (70), a(ε) given in (28) and R(ε) > 0 such as in the assumptions of Proposition 3.2. We recall that due to Proposition 3.3 we have for any ε > 0 small enough
whereτ ε R(ε) is the F-stopping time defined by (45) . We have to distinguish three possible cases:
(ii) m ≥ k + 1 and
For every ε > 0 we haveP-a.s. on the event
ILet us fix (gε) ε>0 such that gε ∼ε a(ε) as ε → 0. It follows that
In this case we have that t + θ > 0 and t ∆ + θ > 0. It follows that
Let us fix the parameter
The Bernstein inequality given in the form of Theorem 3.3. in [23] yields for every ε > 0
For any ε > 0, due to (76), it follows that
Let ε 0 > 0 small enough such that for all ε < ε 0 we have 1−ε 1+α | ln ε| p−1 < 1 2 . Then due to the choice of the parameter L = L(ε) in (77) it follows that
The estimate (34) yields for any ε > 0 small enough
We conclude that for every ε > 0 small enough one has
The case m ≥ k + 1 . In this case we have that t + θ < 0 and t ∆ + θ < 0. Since the initial delay χ is Lipschitz contiuous it follows that
and hence we have for any ε > 0
(79)
The case m = k. In this case t + θ ∈ [−∆, ∆] and t ∆ + θ ∈ [−∆, 0]. It follows that
Due to the two previous cases already analysed it follows for any ε > 0 small enough that
Combining (78), (79) and (80), due to the choice of the parametrizations made to ∆ε in (70), Lε in (77) and a(ε) in (28) it follows for every ε > 0 that
finishing the proof. Then the following convergence holds uniformly in χ ∈ C and y ∈ R k ,
for some C 2 (ε) → 0 as ε → 0.
Proof. Ito's formula yields for any t ∈ [t ∆ , t ∆ + 1] andP-a.s.
We choose δ = δ(ε) := a(ε) and δ 1 (ε) := ε, ε > 0. Hence due to (35) we have for any ε > 0 and t ∈ [t ∆ , t ∆ + 1]
Gronwall's lemma yields for any t ∈ [0, T ] and ε < ε 0 sufficiently small such that
due to the choice of the parametrization ∆ = ∆(ε) in (70). This yields the result (81).
Khasminkii's technique
Proposition 3.6. For any δ > 0 we have
Proof. Combining (73),(67) and Hypothesis B yield for every ε > 0 and t ∈ [0, T ]
From Lemma 3.3, the parametrization fixed for ∆(ε) > 0 in (70) and (83) given in Lemma (3.4) we have that there exists C = C(L, T ) > 0 such that
as ε → 0. This finishes the proof of (85). From (69), (73) and the definition of b ε given above it follows for every t ∈ [0, T ] and ε > 0P-a.s. on the event
Hypothesis B, Proposition 2.3 and (87) yield, for some C = C(L, T ) > 0 such that on the event {T <τ ε R(ε) } we havē P-a.s.
where for any ε > 0 we write
Gronwall's lemma implies for some constant C > 0 and any ε > 0
From (88) follows for every δ > 0 that
We evaluate the second probability in the right hand side of (89). Proposition 3.3, Proposition 3.4 and BDG inequalities yield some C 1 = C 1 (M, L, T ) such that for any ε > 0 we havē
Analogously due to (34) in Lemma 3.1 one has that there exists C 2 = C 2 (M, L, T ) > 0 such that for every ε > 0 the following limit holds,P
We estimate now the first term in the right hand-side of (89). For every ε > 0 and t ∈ [0, T ] we writeP-a.s. on the
It follows from (89) and (92) that
Estimating I ε 2 . We observe that for any ε > 0
Proposition 2.3 implies for some C = C(T ) > 0, C(ε) given by (75), any δ > 0 and ε > 0 small enough that
as ε → 0 due to Lemma 3.3.
Estimating I ε 3 . Hypothesis B, Proposition 2.3 and Proposition 3.3 yield some constant C 1 = C 1 (L, M ) > 0 that may change from line to line such that, for every ε > 0 small enough and δ > 0, one has
due to (71).
Estimating I ε 1 . Given k = 0, . . . , t ∆ − 1 and s ∈ [0, ∆], the following identities hold:
where for any t ∈ [0, T ], ε > 0, ϕ ε ∈ U M +,ε and A ∈ B(X) we write
Confronting (96) and (97) we conclude for every s ∈ [0, ∆] that (X ε k∆ ,Ŷ ε (s + k∆)) = d X ε k∆ ,Ỹ ε (X ε k∆ ,Ỹ ε (k∆)) s ε .
We may assume in addition that the fabricated noises above are independent ofX ε k∆ andỸ ε (k∆). Hence Proposition 2.4 yields, for every k = 0, . . . , t ∆ , the following: 
as ε → 0, since, due to the choice of the parametrization ∆ = ∆(ε) given by (70) the following limits hold:
Finally,combining (89), (90), (91), (93), (94), (95) and (99) we conclude (86).
Proof of Theorem 3.2
For any ε > 0 fix R(ε) > 0 such as in Proposition 3.2 and recall the definition ofτ ε R(ε) in (45) . For any δ > 0 we have
due to Proposition 3.2, Proposition 3.6 and Proposition 3.7.
Conclusion-Proof of Theorem 2.2
We recall the collection of measurable maps (G ε ) ε>0 introduced in (33) and G 0 defined by means of the skeleton equation (25) . We note that Proposition 3.1 reads as the Condition 1 of Hypothesis F for (G ε ) ε>0 and G 0 . Proposition 3.5 combined with Theorem 3.2 yield, due to Slutzky's theorem, that Condition 2 of Hypothesis F is verified for (G ε ) ε>0 and G 0 . Hence, the result follows from Theorem 3.1.
Proof of Proposition 2.3
Given T > 0, ζ 1 , ζ 2 ∈ D and y ∈ R k let (Y ζ 1 ,y (t)) t∈[0,T ] and (Y ζ 2 ,y (t)) t∈[0,T ] be the unique strong solutions of (16) with initial condition y and frozen slow components ζ 1 and ζ 2 respectively. The assumption of Lipschitz coefficients given in (7) and Ito's isometry imply that there exists C = C(L) > 0 such that for all t ∈ [0, T ] the following estimate holdsĒ
Gronwall's lemma yields some C = C(L, T ) such that for all t ∈ [0, T ]
Hence, from combining (7), the fact µ ζ 1 , µ ζ 2 satisfy (18), (102) and Jensen's inequality we have that there exists some C > 0 such that
Proof of Proposition 2.4
Step 1. Let (Y ζ,y 1 (t)) t∈[0,T ] and (Y ζ,y 2 (t)) t∈[0,T ] be the respective unique strong solutions of (16) and (16) Gronwall's lemma imply for any t ∈ [0, T ] that E |Y ζ,y 1 (t) − Y ζ,y 2 (t)| 2 ≤ e −β 1 t |y 1 − y 2 | 2 + β||ζ|| 2 ∞ .
Step 2. The sublinearity of the coefficients ( Step 1. We have the immediate decomposition 
We estimate the first integral in the right hand side of (105) as follows. Young's inequality reads for any a, b 0 that ab e a + b ln b − b. This implies immediately that Step 2. We fix M > 0, g ∈ S M and I ⊂ [0, T ] a measurable set. Remark 3.3. in [9] reads for any β > 0 as
for some constants c 1 (β), c 2 (β) > 0 such that c 1 (β) → 0 as β → 0.
Let β > 0 fixed arbitrary for now and consider the measurable set 
where C 1 := X |z| 2 ν(dz) < ∞, C 2 := |z|>1 e σ|z| ν(dz) < ∞ and C 3 := |z|>1 |z|ν(dz) < ∞ due to the fact ν is a Lévy measure on (X, B(X)) satisfying (4). Hence (109) implies (35) .
Step 3. The estimate (36) follows immediately from (109) and the conclusion of the second statement is proved as in Lemma 4.8 of [10] .
Proof of Proposition 3.2
We prove (47) . The proof of (48) follows analogously. The definition ofτ ε R(ε) in (45) yields |X ε (τ ε R(ε) )| > R(ε). Therefore one hasP 
There exists some C > 0 such that for any ε > 0 small enough the quadratic variation ofX ε can be estimated as follows,
Hence for some other constant C > 0 that may change from line to line and all ε < ε 0 with ε 0 > 0 small enough we havē 
due to (34) given in Lemma 3.1 and choosing Lε = R(ε) for all ε > 0. This choice for the parameter Lε combined with (110) and (112) yields the result.
Burkholder-Davis-Gundy's inequalities yield some C 3 > 0 that may change from line to line such that for all ε > 0 small enoughĒ
since √ εR 2 (ε) = a(ε) b(ε)R 2 (ε) → 0 as ε → 0 due to choice of R(ε) > 0.
Another application of Burkholder-Davis-Gundy's inequalities, (105) and Jensen's inequality imply some C 4 > 0 that may change from line to line such that for any ε > 0 small enough we havē
