Prefatory remarks. The principal results of this paper are existence theorems for solutions of two classes of vector differential systems; in each case the existence theorem is established by variational methods. In particular, the second system considered is a generalization of a scalar system, including as a special case the so-called Fermi-Thomas equation, studied by Sansone [8; . In spite of similarities occurring in the discussion of the two systems considered, the two problems are sufficiently distinct to warrant separate treatment. Accordingly, we shall divide the remaining sections of this paper into two parts, in which the numbering of sections and of displayed material will be independent the bibliography, however, will apply to both parts.
Matrix notation will be used throughout and all matrices will have real elements; in particular, a vector u = {u 3 ) 9 (j = 1, 2, , n), will be regarded as an n x 1 matrix. If M is a matrix, M* will denote the transpose of M, while for a vector u = (u 3 ) 9 (j = 1, 2,
, n), we define I u I = (u\ + + ul) 1 ' 2 . For F(u) a scalar function of the vector u, the symbol F u (u) will denote the vector function (F Uj (u) ) if G(u) is a vector function {G t {n)) 9 (i = 1, 2, , m), of the vector u, then GJu) will denote the m x n matrix || ΘGJdUj ||, (i = 1, , m j = 1, , n). If M and N are matrices, the notation M > N is used to signify that M and N are real symmetric matrices of the same dimensions and M -N is nonnegative. As usual, the symbol C (n) represents the class of finite dimensional matrix functions which are continuous and have continuous derivatives of the first n orders on some given set. PART I l Introduction* This part of the paper will be concerned with vector differential systems of the form Π ι\ V" = /fat V,V 9 ) , a <x <b , y(a) = y lf y(b) = y 2 ,
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where f (x, y, z) is an ^-dimensional real vector function of the real scalar x and the real ^-dimensional vectors y and z. It will be shown that the system (1.1) has a solution, under the hypotheses H 19 H 2 , H s , H δ , of §3 and Hf of § 4. For reasons of convenience, we shall work primarily with the system π 2)
y" = f( χ >y>y r ), a <x <b, y(a) = 0 = y(b) , and show in §4 how a system (1.1) may be reduced to such a system.
The existence proof will use variational methods applied to the functional (1.3) I(y, z) = \\\ y'-z\*+\z ' -f(x, y, z) 
with (y, z) in the class K of function pairs defined below. In § 2 there are listed some lemmas to be used later. In § 3 an existence theorem for a solution of (1.2) is established by showing, in effect, that I{y, z) has a minimum for (y, z) in K, and that this minimum is zero. The relation between systems of the forms (1.1) and (1.2) is considered in § 4, while § 5 contains a comment on a modification of hypotheses. Finally, § 6 is devoted to an example of a class of problems to which the existence theorem proved here is applicable. In what follows, A 2 will denote the class of vector functions y(x) which are absolutely continuous and for which | y'{x) | 2 is integrable on a < x < 6, while K is the class of vector function pairs (y, z) with y(x) and z(x) in A 2 and with y(a) = 0 = y(b).
2. Some useful lemmas. For future reference we collect here certain auxiliary results. LEMMA 2.1. Suppose that the matrix f z (x, y, z) exists and is continuous for a < x < b, all y, and all z. If for each p > 0 the elements of f z are bounded for a < x < 6, \y\ < p and z arbitrary, then there are values K λ = K x (p) and K 2 = K 2 (p) This lemma is a ready consequence of well-known results for the Hubert space of real-valued measurable functions whose squares are Lebesgue integrable on a < x < 6, see, for example, [7; § §32, 99 This is a well-known condition on the smallest proper value of the differential system y" + λ# = 0, y(a) = 0 -y' (b) . For an independent proof see [2; p. 184] ; the present inequality follows from (7.7.1) of [2] by a simple change of variable.
We will also need some results related to non-oscillation of the scalar differential equation
where ψ x is of class C and ψ 2 continuous on a < x < b. The equation (2.1) is termed non-oscillatory on a < x < b if for two arbitrary points x u x 2 satisfying a < x 1 < x 2 < 6, any solution u(x) of (2.1) vanishing at x x and at x 2 vanishes identically on a < x < b. It is well-known that if 
Existence theorem for a solution of (1 2) In the future sections we will make reference to the following hypotheses on the real-valued vector function f(x, y, z): Since {^2{x)n f ) r -ψ^u = 0 is non-oscillatory on a < x < 6, Lemma 2.4 implies that there is an r with 0 < r < 1 such that (ψ 2^' )' ~ (Xlτ)ψ ι u = 0 is non-oscillatory on α < cc < 6. 4. Existence of a solution of (l.l) For the system
is any vector function of class C" on a < x < b satisfying λ(α) = y l9 λ(δ) = y 2 . Then (1.1) is equivalent, with u = y -λ, to ,. jx u" = F(a?, te, w') , α < a? < b , tt(α) = 0 = w(6) .
This leads us to formulate the following hypothesis.
H?. There exists X(x) of class C" on a < x < b with λ(α) = y lf χ(b) = y 2 , and such that for arbitrary p > 0 there exist scalar functions Let
Ja Ja Ja for any ε > 0. But by Lemma 2.4, ε can be chosen so small that
Thus, whenever f(x, y, z) satisfies the hypotheses of Theorem 4.1, the corresponding function F{x, y, z) of (4.1) satisfies the hypotheses of Theorem 3.1, so that the result of Theorem 4.1 is a direct corollary of Theorem 3.1.
5 A comment on altered hypotheses* We note here that hypothesis H± is implied by the more restrictive but simpler hypotheses H [ and H". H\. There exists a constant C such that
H". There exist scalar functions ψ^x), continuous on a < x <b, and ψ 2 (x) > 0 of class C f on a < x < b, and a constant N such that:
To see that H A is implied by H [ and H" (assuming, of course, H 19 H 2 ) , for y(x), z(x) in A 2 and ε > 0 we write,
with y(a) = 0 = i/(6) and I \y' -z \ 2 dx < /?. Since Jα ε can be chosen so small that (ψ 2 w') f -{ψ λ -εC)w = 0 is still non-oscillatory on a < x < b, we see that H{ and H" imply ίf 4 .
It is to be noted that if the elements of f β (x, y, z) are bounded for (x, y, z) in Ω, then f(x, y, z) satisfies both H 3 and H' 4 .
6. An example* Let f(x, y, z) = g(x, y)(l + zψ\ where z is a scalar and g(x, y) is a scalar function of the scalars x and y satisfying the conditions : PART II l Introduction* Sansone [8; pp. 445-450] has proved the existence and uniqueness of a solution of the scalar differential system
under assumptions which are related to hypotheses H^-HQ (see § § 2, 7) of this paper. The product ψ(x)φ(x, y) appears in (1.1) to facilitate stating the hypotheses in such a way as to include the Fermi-Thomas system (see [8; p. 445] ), (1.2) y -% y , y(0) = 1 , lim y(x) = 0 .
X->oo
In this paper we consider solutions of a vector differential system, for which we prove an existence and uniqueness theorem which includes the results of Sansone. The proof given in [8] may be considered in two parts. In the first part the author proves, in effect, that under his hypotheses the system
has a unique solution. Essential to Sansone's proof of this result is the fact that his hypotheses guarantee a local uniqueness property for solutions of
that is, under his hypotheses, (1.4) has for 0 < x 0 < oo exactly one solution satisfying y(x 0 ) = y Of y'(x 0 ) = y[. The hypotheses of the present paper, however, are not strong enough to imply such local uniqueness, as will be shown by an example in §2. In the second phase of his proof, Sansone appeals to hypotheses which are designed to guarantee that the bounded solutions of (1.3) actually satisfy (1.1) . In this paper we make a similar step, but again our hypothesis is weaker than the corresponding ones in [8] , as will be made clear in §7. Sections 2-5 of this paper present an existence and uniqueness theorem for a solution of the vector generalization of Sansone's system mentioned above. This proof is primarily by variational methods, and the solutions are shown to be characterized by an extremal property. In § 6 there is given a different characterization of these solutions, while §7 contains several theorems relating to the asymptotic behavior of solutions. Finally, §8 is devoted to properties of solutions of (2.1) as functions of initial values.
2. Formulation of the problem. Let g{x, y) be a real-valued scalar function of the scalar x and the ^-dimensional vector y = (y 3 ). We will denote by g y (x, y) the vector (g υ (x, y)), and consider the problem of solving the vector differential system
where j/(ί») e C on 0 < # < oo and y(x) e C" on 0 < a? < oo. We will suppose that g(#, 1/) has the form g(x, y) = ψ(ίc)G( x, y 2 ) -G (x, y x ) -(y 2 -y 1 3* Some properties of solutions* In addition to the system (2.1), we will consider also the system
where y is of class C" on a < x < b, with the obvious modification in case a = 0. For these systems we prove the following theorem.
THEOREM 3.1. Under hypotheses H^H^ the systems (2.1) and (3.1) have at most one solution.
We will give the proof for (2.1); the proof for (3.1) is similar. If y λ {x) and y 2 (x) are two solutions of (2.1), let η(x) = y λ {x) -y 2 {x). By H 4 and H δ we have for 0 < x < oo,
and hence,
Jo
Consequently, upon integration by parts, we get
2 )' = 2η*rf and (| rf ψ = 2| ^ | 2 + 2^', it then follows that | 2 )'>0, and (|^)|T>0, 0 < x < oo .
Consequently, either rj(x) = 0, 0 < x < oo, or else | η(x) \ -> oo as # -> oo Since the latter is impossible, (2.1) has at most one solution.
The following result will be of use later. In particular, this latter relation implies that y(x) is in if, and in view of the definition of 7 we have I(y; 0, cx>) > /, so that 10/; 0, CXD) = J. That is, y(x) minimizes I(y; 0, oo) in the class K. Now on any finite interval 0 < x < A, the thus determined y(x) must coincide with the unique vector function which minimizes I(y 0, A) in the class iΓ(0, A) of curves joining (0, y o ) and (A, j/(A)), for otherwise one could piece together a curve which would give I(y;0, oo) a smaller value than does t/(α?). By Theorem 4.1 it then follows that y(x) satisfies y"(x) = g y (x, y(x)) on 0 < x < A, where A is arbitrary, and consequently y"(x) -g v (x, y{x)) on 0 < x < oo. Since I(y; 0, oo) is finite, Lemma 3.1 implies that y(x) is bounded on 0 < x < co and therefore is a solution of (2.1). The uniqueness of this solution follows from Theorem 3.1, Inasmuch as we have actually shown that any y(x) that minimizes I(y, 0, oo) in K is a solution of (2.1), the uniqueness of y(x) as a minimizing function follows from its uniqueness as a solution of (2.1).
An existence theorem for a solution of (2Λ). In what follows, K will denote the class of absolutely continuous vector functions y(x)
6. A further characterization of solutions of (2 1) THEOREM 6.1. Suppose that hypotheses R x -H h are satisfied, and yoo(x) is the unique solution of (2.1) guaranteed by Theorem 5.1. //, for a given vector, ξ, y = y N {x, ξ), 0 < x < N, is the solution of
We will suppose in what follows that the definition of y N (x, ξ) has been extended so that y N {x, ξ)-ξ for x>N. The inequality (| y N (x 9 ξ) | 2 )">0 and the end conditions (6.1b) then imply that
Moreover, the identity
shows that the sequence {| y' N (x, ξ) |} is uniformly bounded on 0 < x < A. Consequently, the sequence {y N (x, ξ)} is uniformly bounded and equicontinuous on any finite interval, so that we may select a subsequence {yπ {x, £)} which converges uniformly on any finite interval to a continuous function y(x). From (4.1) it follows that if η(x) is of class C" on 0 < x < oo, and η(0
Since y N (x, ξ) -> y(x) uniformly on 0 < x < A, we then have
As before, application of the fundamental lemma of the calculus of variation yields the result that y"(x) exists and y" = g y (x, y) for 0 < x < A. Since A is arbitrary, it follows that y n (x) = g y (x, y(x)) on 0 < x < CΌ . Moreover, y(0) = y 0 , while the relation (6.2) shows that y(x) is bounded on 0 < x < oo, so that in view of Theorem 5.1 we have y(x) = y^x). Now for 0 < x 0 < oo, let η be any accumulation point of the bounded sequence {y N (x Q , ξ)}, and let a subsequence {y N (x ύf ξ)} be chosen such that y N .(x 0 ,1) -> V-Then, as before, the sequence {y N{ (x, ξ)} is uniformly bounded and equicontinuous on any finite interval, so that we may select a subsequence which approaches y^(x) on 0 < x < oo. Consequently, the sequence {Y N (x Qf ξ)} has only one accumulation point, namely η = y^x^), from which it follows that y N {x, ξ) -• yjx) for 0 < x < oo.
With The fact that #^(#, ξ) -> ?/^(ίc) uniformly on 0 < OJ < A now follows from (6.3), and the corresponding identity obtained by replacing y N (x, ξ) by yjx). 
and such that for x > x c , \y\> c we have y*g y (x, y) > Ψ(x, c). H 7 . If y(x) is in C and \y(x)\> c> 0 for 0<α?<oo, then I(y(x);0, oo) = oo.
We have the following result.
THEOREM 7.1. If in addition to H^H^, either H β or H 7 is also satisfied, then any solution of (2.1) approaches zero as x-> oo.
If y(x) is a solution of (2.1), then (\y\ 2 )" = 2»V + 2\y>\ 2 > 0. Since y(x) is bounded on 0 < x < oo, it follows that (\y\ 2 Y < 0, so that either | y(x) | is bounded away from zero or else y(x) -• 0. If H 7 is satisfied then, in view of the fact that I(y(x); 0, oo) is finite for y(x) a solution of (2.1), it follows that \y(x)\ cannot be bounded from zero; that is, y(x) -* 0.
Suppose now that H β is satisfied. As was noted in the preceding paragraph, (| y | 2 )' is non-decreasing and non-positive, so that lim^^d y | 2 )' exists. This limit is zero, since \y\ 2 is non-negative, and hence jy^y' = 0. This fact leads to the following relations, -2y*{x)y\x) = \(\y\*)"dt = 2^\y*y" + W\ 2 )dt ,
-2y*(x)y'{x) = 2^(y*(t)g y (t, y{t)) + | y'{t) γ)dt , -y*(χ)y'(χ) > \"y*(t)g y (t, y(t))dt.

Jx
Integration now yields 
JΛ Jx Jx
If there is a c > 0 such that | y(x) \ > c on x c < x < oo , then by H Q it follows that for all x and A satisfying x c < x < A < co > \ A sΨ(s, c)ds -x\~y*g y (t, y(t) )dt .
Js Jα
But this implies that I sΨ(s,c)ds < oo, contrary to assumption. Thus,
Jx
there is no c > 0 such that | y(x) \> c on an interval of the form x c < x < oo, and since | y(x) \ is non-increasing it follows that | y(x) | -> 0 as
In connection with the comments in § 1 of this paper, it is to be noted that the hypotheses used in [8] to establish the analogue of our Theorem 7.1 correspond to the assumption that the Ψ(x) of H 6 satisfies Ψ(x)dx = C X D , instead of the weaker requirement made here.
0
For the next two theorems we will make use of the following hypothesis. 
Jx
We will show by induction that for 0 < x < oo , 
so that by a simple modification of Gronwall's lemma, (see [1; p. 35] ), it follows that
, which proves the uniqueness of solutions of y" = g y (χ, y) with given limit as x -* oo. Moreover, | y(x) -Y(x) \ < I α -β I exp {G(0)}, so that we have the following corollary.
COROLLARY 7.1. The solution y(x) described in Theorem 7.2 is a continuous function of a = 2/(°°).
We now prove the following theorem on the order of growth of solutions. THEOREM 7.3. If g(x, y) 
The final equality in the theorem is a ready consequence of this finite limit of y\x).
8» Behavior of solutions of (2Λ) with respect to initial values* We continue to suppose here that Hi~H 5 are satisfied, but not necessarily any other hypotheses. Let y x {x), y % {x) be two bounded solutions of y" = g y (x, y) on 0 < x < oo, and set η(x) = y 1 Moreover, for any A > 0,
so that ^/'(a; α) is also continuous in x and a. We turn now to the question of differentiability of solutions with respect to initial values. The derivation of our results will involve the use of a lemma, the proof of which is based on certain theorems due to W. T. Reid. In [6] , Reid has discussed a class of non-oscillatory linear matrix differential equations which includes as a special case the matrix equation 
Then, if h 0 is in H we have lim h^H W h (x) = W H (x), uniformly for x on any interval 0 < x < X.
We consider the solutions U = U h (x) of the system
The latter is of the form (2.4') of [6] with A = 0, B = E y C = A(x h). The solution of (8.4 ) is non-singular on 0 < x < <χ>, since if | is a constant vector such that u = Z7(a? Note that if the hypotheses of this theorem are satisfied, then 9yy( χ f v) ^ 0 for (x, y) in Ω. We denote by e (j) the unit vector having all components zero but the jth, and we let Δa = e ()) h, Δy = y(x a + Δd) -y(x a), where h is a real scalar. Then (Δy)" = flr v (aj, 2/(05; α + Δa)) -g y (x, y(x;a)) so that
In Lemma 8.1 we identity A(aj; /^) as I g yy (x, y(x; a) + ΘΔy)dθ, where Jo a is fixed, and we identify h 0 as zero. We note that and aQ 1 < 1 Δy(0) \ T"-πxr-0 < x < oo. Hence, (l/h)Δy is the unique bounded solution of 2" = A(x; h)z satisfying ^ (O) = e (j \ As explained above, the unique principal solution of (8.70 Zl'
is the same as the bounded solution of (8.7'), (8.7") 
