ABSTRACT The harmonic balance method is broadly employed for analyzing and predicting the periodic steady-state solution. Most of the traditional methods in the literature do not guarantee global optimality. Due to its nonconvexity, it is a complex task to find a global solution to the harmonic balance problem in the frequency domain. A convex relaxation in the form of semidefinite programming has attracted attention since its introduction because it yields a global solution in most cases. This paper introduces a novel optimization-based approach to predict periodic solution by determining the Fourier series coefficients with high accuracy. Unlike the other commonly used methods, the proposed approach is completely independent of initial conditions. In our proposed method, the nonlinear constraints composed of time-dependent trigonometric functions are converted into nonlinear algebraic polynomial equations. Then, nonlinear unknowns are convexified through moment-sum of squares approach. However, computing a global solution costs a higher runtime. Our approach is validated through small examples which contain only polynomial nonlinearities. In all cases, the Mosek solver shows a better performance in comparison with SDPT3 and SeDuMi solvers. The proposed method shows high computational cost as a result of an increase in the positive semidefinite matrix size, which can depend on the number of harmonics and the degree of nonlinearity.
I. INTRODUCTION
Nonlinear oscillators have been broadly studied in many areas of physics and engineering [1] and are of significant importance in mechanical [2] , micro-electromechanical systems [3] , power systems [4] , circuits [5] , and nonlinear structural dynamics [6] for the understanding and accurate prediction of motion. Nonlinear systems can exhibit complex dynamical behaviors with distinct characteristics, for instance, multiple solutions [7] , bifurcations [8] , perioddoubling [9] , quasi-periodic oscillations [10] or chaotic motions [11] .
In the literature, there are two main categories of solution techniques for the computation of periodic solutions: the time domain [12] and the frequency domain approaches [13] . Among all methods in the frequency domain, one of the most used is the harmonic balance (HB) method and it has been successfully applied as a powerful method for predicting periodic responses of nonlinear
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systems [2] , [5] , [7] , [8] , [13] - [15] . The HB method is based on the assumption that the system time domain response can be expressed in the form of a truncated Fourier series. Although the concept of the HB method is quite simple its implementation is actually not easy. For models with more complex nonlinearities, it is very difficult to implement.
Recently, there are several studies based on HB method such as Newton HB [16] , adaptive HB [17] , residue HB [18] , and Global residue HB [19] - [21] . In [2] , the HB method is used for predicting bifurcations of mechanical systems. Lau et al, proposed the incremental HB method [22] which is successfully employed in many applications. In [23] , the authors used HB to formulate the maximization problem for predicting the maximum vibration amplitude. Since nonlinearities cannot be directly computed in the frequency domain, the standard HB method is usually coupled the alternating frequency time (AFT) scheme [2] , [13] which computes the nonlinear terms in the time domain and subsequently their Fourier coefficients. The AFT scheme has gained increasing popularity in consequence of its easy implementation, its computational efficiency, and its ability VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ to handle almost any kind of nonlinearities. Several procedures and algorithms [24] have been suggested to solve the HB method, but most of them can only guarantee local optimality. Current approaches can be divided into metaheuristics [23] and classical algorithms [24] , as well as combined approaches [23] . Convergence characteristics of these techniques generally depend on an initial guess. Recently, semidefinite programming (SDP) has attracted a lot of attention due to its potential and has been successfully applied in several studies [25] - [28] . Semidefinite programming, although not as developed as current methods, offers advantages over traditional methods. In contrast, traditional HB solution methods may find the global optimum [16] - [19] , [22] - [24] but this is not guaranteed. Semidefinite programming provides a global solution without an initial guess. In addition, efficient algorithms like interior point method have been extensively applied, which is able to compute an optimal solution of any given accuracy. These properties make SDP modeling adapted to many applications [25] - [27] .
Recent works have focused on moment matrix relaxation for solving polynomial optimization problems [28] , [29] . Moment relaxations approximate a generalized moment problem (GMP) [30] , [31] which take the form of SDPs. The application of the Lasserre hierarchy relaxations for real polynomial optimization problems, which take the form of SDPs. The key idea is to substitute the non-convex problem with a convex optimization in a higher dimensional space. The convex optimization problems are solved and then the solutions are extracted. The computational complexity of moment relaxations increases rapidly with system size.
In this work, we propose a convexified HB optimization method for solving systems with polynomial nonlinearities. This approach aims at finding global solutions to polynomial optimization problems. A family of novel relaxations is implemented where the main goal is to find the Fourier coefficients of a periodic solution. As a drawback, the computational cost may exponentially be increased depends on both relaxation order and system size. This paper is organized as follows. Section 2 recalls the preliminaries of moment relaxation and the sum of squares (SOS) decomposition. In Section 3, HB theory is presented and its formulation into a set of algebraic equations is also given. The following section will describe the procedure to obtain the relaxed constraints of the proposed optimization problem. The overall methodology is demonstrated using numerical experiments of three examples that have driven periodic force. Finally, Section 5 concludes the present study.
II. CONSTRAINTS FORMULATION
Recent studies successfully implemented Galerkin's Method and AFT for solving periodic solution problems. We use notations from [1] , [8] corresponding to the formulation of the HB problem. In this section, we will use it to generate nonlinear algebraic equations.
A. HARMONIC BALANCE METHOD
In this section, the derivation of the HB Method is reformulated as an application of Galerkin's Method. The HB approach is a frequency-domain technique in which the coefficients for a truncated Fourier-series expansion of the steady-state solution are determined. The essence of the harmonic balance method is to eliminate the time dimension and reform the differential equation into set algebraic equations. To apply the method of harmonic balance, we assume that exists a steady-state periodic solution.
We consider nonlinear dynamical systems with n dimensions governed by the following ordinary differential equations
where x(t) is the state vector,ẋ(t) is the velocity vector,ẍ(t) is the acceleration vector, M , C, K are the mass, damping and stiffness matrices, respectively. f nl is the vector of nonlinear forces, and e(ω,t) is the periodic external forces and ω is the excitation frequency. The predict periodic signal can be represented as a truncated up to H harmonics so that 
where 
are vectors of Fourier coefficients of size n L = n × (2H + 1), (·) T denotes the transpose, 1 n u the identity matrix of size n u , the linear operator T vector is composed of trigonometric functions
and ⊗ stands for Kronecker tensor product. The velocity and acceleration vector can be formulated aṡ
where
with
In order to remove the time dependency and to obtain an expression relating only the Fourier coefficients, a Galerkin's procedure is applied to the Eq. (1). Considering that
where τ is the period of the periodic driving force. Thus, the nonlinear system of n Eq. (1) in the time domain is converted into a vector with dimension n L ×1 in the frequency domain. Each entry of this vector is a polynomial up to degree d
where D j is the matrix associated with the linear dynamics of the H -th harmonic. Since the degree of the nonlinearity d ≥ 2
and d ∈ N in the time domain, hence F nl is in polynomial form and f HB is a vector of n u polynomial equations. The key idea of the HBM is to find unknown harmonic coefficients x(t) in Eq. (10) . As the conventional HB method is used, a set of nonlinear equations is directly solved iteratively by a Newton-Raphson type procedure [1] , [8] . By starting with an initial guess, the procedure is repeatedly updated until reach some convergence criteria. However, unlike the traditional implementations of the HB method, the nonlinear function of Eq. (10) is used to construct the nonlinear equality constraints of the optimization problem. In [23] , the nonlinear algebraic equation is used to construct the constraints of the optimization problem. In a similar way, we will adopt this idea since it has multiple solutions.
B. COMPUTATION OF NONLINEAR TERMS AND DERIVATIVES
Nonlinear forces are usually much easier to evaluate in the time domain than in the frequency domain. Therefore, the Fourier coefficients of nonlinear efforts F nl is obtained by Alternating Frequency-Time (AFT) method [32] . The AFT algorithm uses discrete Fourier transforms (DFT) to compute the nonlinear forces in the time domain and then switches back to the frequency domain
Denoting N uniformly spaced time samples of a discretized period of oscillation t i = i t, i = 1, . . . , N , such that t = τ/N with N ≥ n u and the corresponding vectors of N time samples of the displacements and nonlinear forces
and using Eq. (13) yields the following inverse-DFT relations between the vectors of time samples and the Fourier coefficientsx
Oncef nl has been computed in the time domain usingx andx, the following DFT relation is used to go back to the frequency domain
Remarkably, matrices and −1 do not depend on ω and thus can be conveniently written as follows after introducing
and
C. EUCLIDEAN DISTANCE FORMULATION
Here, we will introduce first our distance measure in the plane and next we describe the proposed optimization problem. A position of a state vector x(t), as shown before, can be approximated as a summation of a truncated Fourier series. We define the norm of ||x n (t)|| as
Given m points, where the m-th point is defined as r m = (r (m,x 1 ) , r (m,x 2 ) , . . . , r (m,x n ) ) in R n . We also define a distance VOLUME 7, 2019 between the state x(t) and the r m as
We are interested to predict the periodic response x(t) of a nonlinear system. For this purpose, we consider the objective function f obj (x) as a sum of a finite number of distances between the predicted periodic function x(t) and every point obtained from numerical simulation data, where d m is the distance between the m-th point and the predicted parametric curve, r m is the cartesian position of the m-th point.
It must be noted that the Eq. (20) is a time-dependent trigonometric-based function. The nonlinear terms in the interval (−∞, +∞) can be approximated as a polynomial function through the Taylor expansion series. If the chosen degree is low, this may result in an inaccurate solution. On the other hand, if the degree is high, this will dramatically increase the computational cost. One interesting alternative is to recast the Eq. (20) into polynomial-based function. In [29] , the work successfully converted trigonometric polynomials of degree n on (0, 2π) into polynomial of degree 2n. In this section, our main goal is to transform each Euclidean distance constraint into a positive semidefinite constraint. The following lemma establishes a relation between trigonometric functions (cos(θ ) and sin(θ)) and rational function of t.
Lemma 1: Let θ ∈ (0, 2π ) and t ∈ R be related by
Then for any positive integer i ≥ 1, we have
Proof: This is a simple application of Newton's binomial formula
This mapping provides the basis for relating the polynomials over the real line with trigonometric polynomials over the unit circle. It must be noted that Eq. (22) and (23) are completely not time independent. Now, we present an HB problem formulation in terms of f HB and d m (x(z), r m ) constraints. This can be written as the following polynomial optimization problem, (k − 1)-th order derivative of x(t) and r (i,k) is the cartesian position in the k-th dimension. Since the constraints in the optimization problem have nonlinear polynomial variables, its is a nonconvex problem. In the next section, we present the SDP relaxation of (24).
III. SEMIDEFINITE RELAXATION OF THE HB PROBLEM
This section describes an SDP relaxation of the HB problem. The notation X 0 denotes that X is positive semi-definite, i.e. it is symmetric and all eigenvalues of X are nonnegative. The notation X B states that X − B 0. The notation C · X is just the dot product between matrices, that is C·X = i,j C(i, j)X (i, j). We consider the following standard formulation for SDP optimization problem
where X ∈ S n + (the symmetric matrices of order m) is a matrix of unknowns, C ∈ S n , and a linear mapping
The difficulties and nonlinearities characteristics present in the optimization formulation encourage us to develop tighter convex relaxations that globally solve the HB problem. This section briefly reviews some theoretical definitions of the Lasserre's moment relaxation hierarchy. Lasserre [30] proposes the generation of a monotone sequence of lower bounds for any polynomial optimization formulation like HB problem. This hierarchy shows better performance when the order d of the relaxation increases. In this section, we illustrate a set of constraint of the HB method obtained by this method.
A. MOMENT RELAXATION APPROACH
Assuming that the objective function and all constraint in the HB optimization problem are polynomial functions enables the application of the hierarchy of moment relaxations from the Lasserre Hierarchy for polynomial optimization problems. We adopt the definitions given in [27] . A function m :
n ∈ R n , c α ∈ R, and α ∈ N n . The summation of all digits in α is the degree of m. We denote the set of
with a finite degree. The largest degree of the monomials m 1 , m 2 , . . . is the degree of p.
We define a vector x mon ∈ R n where each entry is monomials in x of degree up to order d. 
The moment relaxations are composed of positive semidefinite constraints on moment matrix. The symmetric moment matrix M is composed of entries y α corresponding to all monomials x α up to order 2d:
The order of D of the moment relaxation (28) must be greater than or equal to half of the degree of any polynomial in the HB problem. The computational cost of solving the moment relaxations grows quickly with the relaxation order due to the size of the positive semidefinite constraints. The size of n unknowns and degree up to 2d is equal to n+2d 2d .
B. SUM OF SQUARES
An approach very popular is to substitute the positivity conditions by establishing the existence of a sum of squares (sos) decomposition. A polynomial p is sos polynomial if it can be written as
. Clearly, if a polynomial is sos, then p(x) ≥ 0, ∀x. Moreover, it is well known that an sos decomposition constraint on a polynomial can be cast as a semidefinite programming (SDP) problem [34] , which can be solved efficiently. In many applications, one would like to constrain certain coefficients of a polynomial so as to make it nonnegative. Unfortunately, even testing whether a given polynomial (of degree 2d ≤ 4) is nonnegative is NP-hard [35] . We denote the set of n u × n u symmetric matrices by S n u ×n u .
Theorem 1 [34,36]: A multivariate polynomial p(x) in n variables and of degree 2d is a sum of squares if and only if
there exists a symmetric matrix Q ∈ S n u ×n u (often called the Gram matrix) such that
the search for the matrix Q satisfying a positive semidefiniteness constraint, as well as linear equality constraints coming from (2) is a semidefinite programming problem. The size of the matrix Q in this theorem is
This makes the problem of finding an SOS representation for p(x) an SDP. If we substitute the Eq. (22) and (23) into the Eq. (20) , the maximum degree is 2H and the maximum size of the Gram matrix Q i is 2H + 1.
IV. FORMULATION OF THE OPTIMIZATION PROBLEM
For the purpose of obtaining a better accuracy, all non-zero values of the vector E in the Eq. (10) is also included in the generalized moment matrix. Otherwise, the optimization result will return coefficients of a static solution since it is also the solution of the Eq. (10). Let define E nz be a vector of size n nz × 1 containing all nonzeros values of the vector E where n nz is the number of nonzero values. We introduce
Since the Eq. (10) is an equality constraint, we will not use localizing matrix [30] in this work. In order to obtain a tighter relaxation and consequently a better accuracy, instead of using the set of equality constraints in Eq. (10), we will also add some redundant set of f HB constraints. We can achieve this by multiplying f HB and each entry in x mon . We define f (HB,δ) as the set of constraint f HB multiplied by monomial entries up to relaxation degree δ and it has a length of n u n u +δ δ × 1. The vector f (HB,δ) is given by
where x α mon is a column vector composed of all distinct monomials with fixed degree α. For example, if δ = 0 we have the same equation.
In addition, some numerical simulation data are supposed to be provided. As we mentioned before, we define objective function as the sum of distances d i between the predicted periodic solution x(t) and points obtained from the numerical solutions. In addition, the set of Eq. (20) are designed as a constraint of this optimization problem. The linear operator L y {g} transforms the f HB (X , ω) to a linear function of y. In order to guarantee the positivity of the inequalities q i (z, r i , d i ) ≥ 0, a convenient way is to recast the polynomial inequality as a semidefinite constraint Q i 0. We summarize the proposed algorithm for HB optimization (33) in Algorithm 1. It should be noted that the construction of the constraints is required only once in the algorithm. Note that the proposed algorithm does not require computing Jacobian of D(ω), which usually is needed for performing the Newton-Raphson method.
Thus, the SDP relaxation of (24) is:
V. RESULTS AND DISCUSSION
In this section, the performance and effectiveness of the proposed method are analyzed and illustrated. Some examples are given in order to illustrate the accuracy of the proposed technique. The results reported in this section refer to simulations performed on a personal computer equipped with the
• AMD Ryzen 7-3.0GHz core • 64GByte RAM • running LINUX-ubuntu16.04. The optimization problem is implemented using VOLUME 7, 2019
Algorithm 1 Proposed Algorithm for HB Optimization (33)
Input: System parameters M ∈ R, K ∈ R, C ∈ R, and E ∈ R, number of time samples n T ∈ N + , number of harmonics H ∈ N + , relaxation degree δ, number of numerical data r m , and the fundamental frequency ω. [38] • and Mosek version 9.0.86 as a solver [39] . For the sake of comparison, the conventional HB based on the Newton-Raphson will be compared with the proposed method. Moreover, three different solvers are tested and discussed. We do this to outline the performance of the proposed methods in comparison with traditional HB methods.
Output: Fourier Coefficients

A. EXAMPLE 1
First, we consider the classical Van der Pol circuit oscillator with a periodic driving force. The dynamics of this oscillator is governed bÿ
.01 H and C = 0.04 F, thus we have µ = 0.5. The parameters of the current source are e = 0.2 A and w f = 5 rad/s, then F = 1 and w = 1. The twin-tunnel-diode circuit illustrate in the dashed box of Fig. 1 is characterized by [40] . For this case of study, we will adopt the number of time samples is n T = 128, the number of points m = 1. In order to save CPU time and memory usage, we set the relaxation order δ = 1.
Van der Pol oscillations are now known as a type of limit cycle in electrical circuits. The equilibrium point is located at point (0,0).
We performed simulations with different numbers of harmonics H = 1, . . . , 6. The number of variables, constraints, the size of the moment matrix, and the runtime are listed in table 1. In addition, two available solvers are tested in this work: SeDuMi, SDPT3 and Mosek. The accuracy and computational efficiency also depend on the number of harmonics, number of the redundant constraints, and the number of time samples.
Main waveforms are depicted in Fig. 2 . The resulting predicted periodic solution with 6 harmonics is giving by: An ideal source equivalent represents the system voltage (V s ), stray capacitance (C b ), and circuit breaker grading capacitance (C g ). The equivalent circuit is illustrated in Fig. 3 [4] , a nonlinear differential equation for flux linkage can be derivedẍ
The parameter values are R m = 11.9 × 10 6 , 2000
, and a n = 0.0019. For sake of simplicity, we define n = 3. It should be noted that the third order nonlinear system has the same form as Duffing's equation. The system (36) will oscillate between two potential wells, they are located symmetrically at ± √ C 1 /C n . The predicted waveforms and the numerical simulation are illustrated in Fig. 4 . 
C. EXAMPLE 3
Let us consider the proposed memristor-based circuit in [41] , reported in Fig. 5 , composed by a capacitor C, an inductor L, and a flux controlled memristor M . Here, we start from the same topology but describing its dynamics in the flux charge domain, following the approach described in [41] . Furthermore, we assume that the flux charge relationship governing the memristor takes the form
where q M and φ M are the memristor's charge and flux, respectively, a and b being two parameters. A nonlinear differential equation showed in Fig. 5 can be deriveḋ
where α = (1/C) and β = (1/L). The parameter values are C = 0.5 F, L = 10 H , Q 0 = 0.01, a = 0.4842, b = 4.567, A = 0.4066 V, and ω = 1 rad/s. The driven memristive circuit is depicted in Fig. 5 . The system has only one equilibrium point located at (−Q 0 , −h(−Q 0 )). Its stability is affected by the value of Q 0 and other values of Q 0 may lead to chaotic response [41] . We chose Q 0 = 0.1 in order to make it unstable and the system response is a limit cycle. The waveforms are shown in Fig. 6 . The resulting predicted periodic solution is − 0.0008 cos(6ωt) − 0.0012 sin(6ωt) (40) We notice that the increase of a number of harmonics leads to an increase in computational cost. The main reasons are the increasing number of constraints and unknown variables in the optimization problem, huge moment matrix and a higher number of unknowns. For H greater than 6, the proposed method fails to find the solution due to the lack of RAM memory.
From the difference between the execution profiles of SeDuMi, SDPT3, and Mosek, we conclude that Mosek can solve faster and even with more accuracy in comparison with SeDuMi and SDPT3 in most cases. In addition, SDPT3 fails to finds the correct solution in example 2. In our opinion, the high parameter values may affect the finding of the global solution and leading to wrong Fourier coefficients. The Mosek runtime is related proportionally with the size of matrix M and the runtime is proportional to l 2 M /2, where l M is the size of the matrix M . The size of Q does not show any impact since it is much smaller than matrix M . When we choose SeDuMi solver, for a smaller number of harmonics, the runtime is quite similar to Mosek. However, for a higher number of harmonics, the runtimes will increase exponentially. While many other techniques require several iterations or attempts, the main advantage is this method is independent of initial guess. As it can be seen all simulations converge to the final HB solution. Moreover, global optimality may be obtained without compromise accuracy. It must be noted that the proposed method does guarantee that the same accuracy of the Newton-Raphson method. It can be observed from Fig. 2, Fig. 4 , and Fig. 6 that there is a good agreement between the numerical simulation and the solutions obtained from the proposed method.
However, when we reduce the value of the driving force F, the accuracy also decreased. In our opinion, the accuracy of the proposed method declines due to the fact that the matrix Q i depends on F and d i and since we are minimizing the summation of d i . If F = 0, the predict periodic solution is a static solution (since the static solution is also the solution of the HB method). Therefore, the proposed method returns the smallest Fourier coefficients that satisfy all constraints. This suggests that this method only reaches high accuracy when the system is perturbed by strong periodic excitation.
Another interesting fact is the number of time samples of the AFT technique. We notice that when the number of time samples is very low, this may lead to an inaccurate solution. We can conclude that the number of time samples must be high enough in order to guarantee accuracy. The accuracy of the proposed method may increase if we increase the number of points obtained from numerical data.
VI. CONCLUSION
Based on the proposed framework, an efficient method is presented for predicting the periodic solutions of a nonlinear periodic dynamical system. The nonlinear dynamical equations are transformed into the frequency domain by Fourier expansion and AFT technique is applied to handle the nonlinearity accurately. This paper examines the application of the moment-sos approach to the global optimization of the HB problem. The main contribution of this research lies in the combination of the sum of squares decomposition and generalized moment approach with the constrained optimization harmonic balance method to predict the response of nonlinear systems. We include examples that demonstrate the effectiveness of the proposed methodology. Numerical examples show that the predicted periodic solutions are basically identical with the numerical simulation data.
The moment relaxations, which take the form of semidefinite programs, are developed from the Lasserre hierarchy for generalized moment problems. This proposed optimization is able to globally solve many problems for which existing relaxations may find the correct coefficients. In addition, the nonlinear algebraic equations obtained from HB equations is also successfully convexified. Increasing the number of harmonics in this hierarchy leads to a more accurate prediction. On the other hand, its longer runtime is due to the larger semidefinite programs.
Therefore, future research will focus on three directions. First, develop new methods to construct convex relaxations for HB method problems to reduce the computational effort. Moreover, seek new algorithms that require low order relaxation. Second, speed up the computation by exploiting parallel computing. The third direction includes using sparsity techniques to reduce computational effort and identifying the HB problems for which a low order relaxation is exact. Other directions also include heuristic approaches and distributed solution algorithms. Additional future work also includes the application of moment relaxations to more general HB formulations that include, for instance, time-delayed systems, non-polynomial and non-smooth nonlinearities.
