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Contrairement aux maladies génétiques mendéliennes, qui dépendent d’un seul gène 
causal, les traits quantitatifs complexes sont des caractéristiques mesurables d’organismes 
vivants, qui résultent de l’interaction entre plusieurs gènes et les facteurs environnementaux. La 
génomique fonctionnelle nous a permis d’identifier de nombreux locus génétiques liés aux 
caractères complexes, qui sont appelés «locus de traits quantitatifs» (QTL). Cependant, de telles 
études ne permettent pas une caractérisation précise de l'architecture génétique des traits 
complexes. Plus récemment, il est devenu possible d’identifier des locus génétiques associés 
aux niveaux d'expression de gènes, appelés«locus de traits quantitatifs d’expression» (eQTLs). 
Dans de tels cas, les variants génétiques peuvent affecter l'expression soit des gènes qui se 
situent dans leur voisinage (cis-eQTLs), soit de ceux qui résident plus loin (trans-eQTLs). Dans 
des cas particuliers, un même locus peut affecter l’expression de plusieurs gènes situés dans 
différents chromosomes, formant ce qu’on appelle des ‘trans-eQTLs hotspots’. Ceux-ci peuvent 
avoir d’importants intérêts biologiques, car ils sont généralement enrichis en gènes 
fonctionnellement apparentés qui peuvent influencer le même trait phénotypique. Dans cette 
thèse, en analysant l'expression des gènes dans des échantillons de cœurs obtenus à partir d'un 
panel de souches consanguines recombinantes de souris AxB / BxA, nous avons détecté un QTL 
lié en trans- à l'expression de 190 transcrits, dont la majorité est connue pour être sensible aux 
interférons de type I. Le même locus correspondait également à celui d'un cis-eQTL pour le 
gène Ypel5, ce qui suggère que ce dernier peut être un régulateur commun des gènes trans-
eQTL. Donc, le but principale de cette thèse fut de valider biologiquement le rôle du gène cis-
eQTL dans la régulation du ‘trans-eQTLs hotspots’. 
 Les travaux présentés dans cette thèse ont montrés que la réduction de l'expression de 
Ypel5 dans des macrophages de souris a stimulée l'expression de plusieurs gènes qui 
appartiennent au ‘trans-eQTL hotspot’, et ce d’une manière dépendante d’IFNB1. Le 
knockdown de YPEL5 a également augmenté l’induction d’IFNB1 dans les cellules humaines 
HEK293T. Lorsque ces dernières ont été soumis à des stimuli qui activent les kinases TBK1 / 
IKBKE, nous avons détecté des interactions fonctionnelles de YPEL5 avec l'activité de ces 
kinases, ainsi que des interactions physiques avec IKBKE. Nos résultats préliminaires (présentés 
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dans le chapitre3) suggèrent aussi l’implication de YPEL5 dans la régulation du cycle cellulaire 
et /ou de la sénescence. 
En conclusion, nous sommes parmi les premiers groupes à fournir des preuves 
biologiques montrant le rôle d'un gène cis-eQTL en tant que régulateur commun de gènes 
appartenant à un ‘hotspot de trans-eQTL’. La validation biologique des analyses génomiques a 
ainsi permis de découvrir Ypel5 comme un nouveau régulateur négatif de la réponse antivirale 
innée qui agit (au moins en partie) au niveau des kinases TBK1 / IKBKE. 




Unlike Mendelian genetic diseases, which depend on a single causal gene, complex 
quantitative traits are measurable characteristics of living organisms, which result from the 
interaction between several genes and environmental factors. Functional genomics has allowed 
us to identify many genetic loci linked to complex traits, which are called "quantitative trait 
loci" (QTL). However, such studies do not allow an accurate characterization of the genetic 
architecture of complex traits. More recently, it has become possible to identify genetic loci 
associated with gene expression levels, called "expression quantitative trait locus" (eQTLs). In 
such cases, the genetic variants can affect the expression of genes that are either located in their 
vicinity (cis-eQTLs) or that reside further away (trans-eQTLs). In particular cases, the same 
locus can affect the expression of several genes located on different chromosomes, forming so-
called ‘trans-eQTLs hotspots’. These may have important biological interests, as they are 
generally enriched in functionally related genes, which may influence the same phenotypic trait. 
In this thesis, by analyzing the expression of genes in hearts from a panel of AxB / BxA mouse 
recombinant inbred strains, we detected a QTL linked in trans- to the expression of 190 
transcripts, the majority of which are known to be sensitive to type I interferon. The same locus 
also corresponded to that of a cis-eQTL for the Ypel5 gene, suggesting that it could be a common 
regulator of the trans-eQTL genes. Therefore, the main purpose of this thesis was to biologically 
validate the role of the cis-eQTL gene in the regulation of the ‘trans-eQTL hotspot’. 
The work presented in this thesis showed that the silencing of Ypel5 expression in mouse 
macrophages stimulated the expression of several genes that belong to the ‘trans-eQTL hotspot’ 
in an IFNB1-dependent manner. YPEL5 knockdown also increased IFNB1 induction in human 
HEK293T cells. When the latter were subjected to stimuli that activate the TBK1/IKBKE 
kinases, we detected functional interactions of YPEL5 with the activity of these kinases and 
physical interactions with IKBKE. Our preliminary results (presented in Chapter 3) suggest also 
the involvement of YPEL5 in the regulation of cell cycle progression and / or senescence. 
In conclusion, we are among the first groups to provide biological evidence showing the 
role of a cis-eQTL gene as a common regulator of genes belonging to a ‘trans-eQTL hotspot’. 
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The biological validation of genomic analysis thus revealed Ypel5 as a new negative regulator 
of the innate antiviral response that acts (at least in part) at the level of the TBK1 / IKBKE 
kinases. 
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CHAPITRE1 : INTRODUCTION 
1.1 Introduction à la génétique 
1.1.1 L’information génétique : 
Chez tous les êtres vivants, l’information génétique est contenue dans une macromolécule 
biologique appelée «ADN» (acide désoxyribonucléique). La première preuve expérimentale qui 
montre que l'ADN constitue le matériel génétique fut introduite par Avery, MacLeod et 
McCarty, qui ont montré que les caractéristiques génétiques chez les bactéries pourraient être 
modifiées d'un type à l'autre par un traitement avec de l'ADN purifié 1. Par la suite, la structure 
tridimensionnelle de l'ADN, proposée en 1953 par Watson et Crick, a donné plusieurs indices 
sur la manière dont l'ADN fonctionne 2,3. Une molécule d’ADN est formée principalement d’un 
double hélice, où chaque brin est composé d'une chaîne nucléotidique formée essentiellement 
de quatre bases nucléiques ou de bases azotées : l’adénine (A), la cytosine (C), la guanine (G), 
et la thymine (T). L'ordre ou la séquence de ces bases détermine l'information disponible pour 
le fonctionnement d’un organisme. Dans le noyau des cellules eucaryotes, la molécule d'ADN 
est emballée dans des structures filamenteuses appelées chromosomes. Tous les organismes 
diploïdes portent deux sets de chromosomes homologues (Figure 1.1). 
Un gène est un fragment d’ADN qui contient l’information génétique à partir de laquelle 
d’autres macromolécules (telle que les protéines, constituées d’une chaine d’acides aminés) sont 
synthétisées. Selon la théorie fondamentale de la biologie moléculaire, décrite par Francis Crick 
en 1958, le transfert de l'information génétique de l'ADN vers la protéine se fait comme suit : 
tout d’abord, l’ADN est transcrit en une chaîne d'acides ribonucléiques appelée «ARN», qui est 
ensuite traduite en protéine. Plus récemment, il fut établi que le génome contient beaucoup 
d’autres gènes, appelés ‘non-codants’ (car ils ne codent pas pour des protéines). L’ARN qui 
code pour les protéines est appelé ARN messager «ARNm» 4. Un gène est l'unité physique et 
fonctionnelle de base de l'hérédité. Les allèles sont des éléments génétiques codant pour le même 
gène mais contenant de petites différences dans leur séquence de bases d'ADN (variation 





Figure 1.1: Au cœur de chaque noyau de cellule eucaryote se trouve de l’ADN. La double 
hélice de l’ADN contient l’information génétique sous forme d’une séquence de nucléotides. 
L’ADN est organisé en chromosomes. Source: https://ratedrtech.wordpress.com/tag/dna/ 
1.1.2 De la génétique classique à la génétique quantitative 
Dans l’ouvrage “On the Origin of Species” (Darwin, 1859) 6, Charles Darwin a proposé 
la théorie de l'évolution qui repose sur les principes selon lesquels la variation naturelle entre 
les individus offre des avantages reproductifs différentiels et que cette variation est héréditaire. 
Bien que sa théorie puisse expliquer magnifiquement l'adaptation d'une population à son 
environnement et le développement de nouvelles espèces, les mécanismes par lesquels une telle 
variation pourrait se produire et la façon dont elle pourrait être transmise de génération en 
génération n'était pas claire à l’époque. 
 En 1853, Gregor Mendel avait commencé à travailler exactement sur ce problème. Ses 
recherches ont conduit Mendel à proposer ses fameuses ‘lois de l'hérédité’: la loi de ségrégation 
(qui décrit comment chaque individu contient une paire d'allèles pour un trait donné, dont l'un 
est transmis au hasard à sa progéniture) et la ‘loi de l'assortiment indépendant’ (qui décrit 
comment différents traits sont hérités indépendamment l'un de l'autre). 
 Ces découvertes ont suscité une nouvelle ère de la biologie, menant à des tentatives de 
trouver à la fois les mécanismes moléculaires qui pourraient entraîner des variations génétiques 
ainsi que les mécanismes qui pourraient conduire à leur transmission. À l'aide de ses étudiants 
(Hermann Muller, Alfred Sturtevant et Calvin Bridges), Morgan a pu élaborer l'effet des 
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mutations chez la Drosophile. Ceci a permis de découvrir plusieurs principes importants de la 
génétique, qui sont encore pertinents aujourd'hui. Parmi ceux-ci était l'observation que la 
progéniture de mouches femelles portant deux mutations situées sur deux copies distinctes du 
chromosome X (chr X), portaient parfois les deux mutations sur la même copie du chr X. Ceci 
l'amène à proposer le concept de « l'entrecroisement » ou ‘crossing over’, l'échange de matériel 
génétique entre chromosomes homologues pendant la méiose 7. Morgan a également raisonné 
que le degré de liaison entre deux régions (gènes) serait relatif à leur distance linéaire sur le 
chromosome. Lui et ses élèves ont utilisé ce phénomène pour développer la technique de la 
cartographie des gènes, en utilisant le taux de recombinaison entre les différents traits pour 
estimer les distances relatives des gènes les uns des autres. La première carte génétique, qui 
décrit l'arrangement de gènes sur le chr X, a été publiée en 1913 (Sturtevant 1913) 8. 
 
Sept ans plus tard, Altenburg (un autre étudiant de Morgan) et Muller ont continué à 
utiliser la liaison génétique pour montrer qu'une mutation conduisant à des ailes tronquées était 
effectivement causée par des facteurs multiples sur différents chromosomes, tous hérités selon 
la loi mendélienne (Altenburg et Muller, 1920) 10. Cette découverte est un exemple du concept 
de traits quantitatifs, qui a été formalisé par le statisticien Ronald A. Fisher en 1918. En 
s'appuyant sur les travaux de Galton et Pearson, Fisher a décrit comment l'hérédité mendélienne 
pouvait entraîner la variation continue d'un trait (Fisher, 1918) 11. Ce travail a introduit non 
seulement les concepts de variance et d'analyse de variance (ANOVA), mais a également jeté 
les bases du concept de traits quantitatifs et de génétique quantitative. 
1.1.3 La variation génétique 
Lorsque Darwin a proposé sa théorie de l'évolution, il n'était pas clair quels processus 
étaient responsables de la variation des populations. Aujourd'hui, nous savons bien sûr que le 
principal facteur de variation biologique est la mutation de l'ADN. Les mutations peuvent 
survenir spontanément, mais peuvent être aussi induites par des facteurs environnementaux, tels 
que l'exposition à différentes plages de température, ainsi que les rayons X et le radium (Muller, 
1927) 12. 
Les mutations ou les variations génétiques sont appelées aussi polymorphismes. Le type 
de polymorphisme le plus courant est le polymorphisme d’un seul nucléotide [ou « single 
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nucleotide polymorphism » (SNP)], dans lequel une simple base d'ADN diffère entre les 
individus d'une population 13. Selon leur position dans le génome, les SNPs peuvent être non 
codants ou codants. Les SNPs codants ou non-synonymes (nsSNPs) sont ceux qui conduisent à 
un changement d'un acide aminé. Les SNPs synonymes sont ceux qui ne modifient pas la 
séquence d'acides aminés de la protéine codée. Beaucoup de SNPs n'ont aucun effet sur la 
fonction cellulaire. Par contre, les polymorphismes qui affectent les niveaux d'expression de 
divers gènes et/ou la fonction de protéines peuvent affecter ainsi divers traits de l'individu. 
Un caractère ou «un trait», pour un organisme vivant, peut résulter d’une variation génétique 
donnant naissance à une manifestation observable. Ces manifestations phénotypiques peuvent 
avoir parfois un caractère pathologique et/ou représenter une maladie. La relation entre la 
variation génétique et la manifestation phénotypique peut être soit simple, soit compliquée (voir 
section prochaine). La génétique est la science qui nous permet d’étudier cette relation, et de 
trouver la source du changement de caractères génétiques observables des organismes vivants 
ainsi que leur mécanisme de transmission héréditaire.  
1.2 Les traits quantitatifs complexes 
Une tâche commune en génétique est d’identifier les facteurs génétiques intervenant dans le 
déterminisme d'un caractère particulier. Historiquement, cette tâche a été résolue par la 
cartographie génétique, telle qu'introduite par Sturtevant en 1913. En utilisant des variations 
naturelles de l'ADN comme marqueurs génétiques 14, il a été possible d’effectuer des analyses 
de cartographie génétique chez les vertébrés. De telles études ont facilitées la découverte de 
facteurs génétiques qui sous-tendent les maladies à transmission mendélienne telles que la 
maladie de Huntington 15, ou la fibrose kystique 16. 
Ces maladies se caractérisent par la présence d’une variation génétique unique ayant un effet 
délétère et suffisamment important pour provoquer des phénotypes remarquablement pénétrants 
et pathogènes. En général, les traits fortement influencés par la variation au sein d'un seul 
gène sont appelé traits monofactoriels ou monogénétiques. Les maladies dites ‘mendéliennes’ 
représentent des exemples de maladies monogéniques héréditaires, avec un mode de 
transmission qui suit les lois de Mendel 17. Comme les maladies monogéniques illustrent les 
effets biologiques résultant de la perturbation de gènes individuels, cette classe de maladie 
génétique a été inestimable pour aider à améliorer notre compréhension de l'architecture 
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génétique de nombreuses maladies cliniquement importantes, actuellement documentés dans la 
base de données OMIM (Online Mendelian Inheritance in Man) 18.  
Bien que les traits monogéniques forment la base de la génétique dite ‘classique’ et montrent 
des manifestations cliniques importantes, ils sont relativement rares et se manifestent dans un 
nombre restreint de familles 17. La plupart des traits de pertinence médicale ne suivent pas 
l'hérédité monogénique mendélienne simple. Ces «traits complexes» incluent les susceptibilités 
aux maladies cardiaques, à l'hypertension, au diabète, au cancer, et à l'infection.  
Le terme «trait complexe» désigne tout phénotype qui ne présente pas d'hérédité 
mendélienne classique. En général, la complexité apparait lorsque la correspondance simple 
entre le génotype et le phénotype se dissocie, soit parce que le même génotype peut aboutir à 
des phénotypes différents (d'où un gène peut montrer une pléiotropie en raison d’interaction 
avec différents conditions environnementaux), ou parce que différents génotypes peuvent 
contribuer conjointement au même phénotype (où un ou plusieurs gènes différents peuvent 
interagir) 19. 
Les caractères polygéniques peuvent être classés soit comme des traits distincts, mesurés 
par une réaction spécifique (par exemple, le développement du diabète de type I ou l’infarctus 
du myocarde), soit comme des traits quantitatifs, mesurés par une variable continue [par 
exemple, la taille, la tension artérielle diastolique, ou les titres d’immunoglobuline E (IgE)].  La 
variance de ces caractères résulte en fait de l'action combinée de nombreux facteurs génétiques 
et non génétiques (Figure 1.2) 20. Cependant, les variants génétiques contribuant aux maladies 
complexes ont des caractéristiques particulières qui ont un impact sur les stratégies de 
cartographie, car en général :  1) ils ne contribuent que de façon modeste à la variance du trait 
complexe; 2) comme leur effet sur la physiologie de l’organisme n’est pas très sévère, leur 
fréquence au sein des populations reste en général relativement élevée 21; et 3) leur impact est 
modulé par des interactions fréquentes avec des composantes environnementales 22. 
La dissection génétique de traits complexes intéresse de nombreux chercheurs et 
concerne différents problèmes, tant dans le domaine de la génétique médicale, que d’autres 
disciplines, incluant les études fondamentales sur le développement des mammifères et le travail 





Figure 1.2: La taille est un exemple de trait quantitatif complexe classique. La distribution 
du phénotype suit une distribution normale, ce qui est caractéristique des traits complexes. Bien 
que plusieurs facteurs environnementaux (comme l'âge à la puberté, l'environnement périnatal 
et l'apport nutritionnel) aient affecté la taille adulte atteinte, jusqu'à 90% de sa variation est 
attribuée à des facteurs génétiques ou héréditaires 23,25. 
1.2.1 Les études des loci de trait quantitatif (QTL) 
La génétique quantitative utilise les études de cartographie de ‘locus de caractères 
quantitatifs’, connue sous le terme QTL (quantitative trait locus), pour élucider la variation des 
caractères quantitatifs et leur base génétique. Un QTL est une région chromosomique qui est 
susceptible de contenir des facteurs génétiques contribuant (au moins en partie) à la variabilité 
des caractères phénotypique à l'étude (Figure 1.3). L’analyse des QTLs permet d’accumuler un 
grand nombre d’informations tel que : le nombre minimum de locus en cause, leur position dans 
le génome, leurs effets sur la variation du caractère, leurs caractéristiques génétiques (additivité, 
dominance, épistasie...), et leur pénétrance. 
Dans l'approche de la génétique quantitative, un QTL individuel peut être disséqué en 
utilisant des marqueurs génétiques liés. Cette approche a été établie depuis longtemps 26,30, mais 
jusqu'à récemment, elle a été considérée comme d'importance mineure en raison du manque de 
marqueurs génétiques suffisants. Grâce à la biologie moléculaire moderne, cette situation a été 
radicalement modifiée. La capacité de détecter la variation génétique directement au niveau de 
l'ADN a abouti à une offre essentiellement infinie de marqueurs pour tout organisme d'intérêt 
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14. Il n'est pas surprenant qu'il y ait eu une explosion dans l'utilisation de méthodes basées sur 
des marqueurs en génétique quantitative. 
Les marqueurs génétiques sont des séquences d'ADN polymorphes dont la localisation 
sur le génome est connue. Les marqueurs les plus utilisés dans les cartes génétiques aujourd'hui 
sont les SNPs. Les SNPs sont hautement abondants et répartis dans tout le génome (ils 
représentent environ 90% de toutes les variations génétiques humaines, et se produisent toutes 
les 100 à 300 bases le long du génome humain) 31. Les SNPs sont plus stables du point de vue 
évolutionniste parce qu'ils ne changent pas beaucoup d'une génération à l'autre, ce qui facilite 
leur utilisation dans les études de population. En conséquence, les SNPs sont fréquemment 




Figure 1.3: Définition d’un locus de trait quantitatif (QTL). Un QTL est une section d'ADN 
(un locus) qui est lié à, ou contient, les gènes qui contrôlent la variation d'un caractère quantitatif. 
 
8 
1.2.2 Les méthodes statistiques pour la détection des QTL 
1.2.2.1  Méthode de l'analyse de la variance 
La méthode la plus simple pour la cartographie de QTL est l'analyse de la variance 
(ANOVA, parfois appelée «régression par marqueur»), qui étudie l’effet des marqueurs sur les 
valeurs des phénotypes. Pour chaque marqueur génétique, on divise les individus d’une 
population en deux ou trois groupes, en fonction de leurs génotypes respectifs (du marqueur), 
et on compare les distributions phénotypiques des groupes. Lorsqu’un marqueur présente un 
génotype qui co-ségrègue de façon significative avec la distribution phénotypique dans la 
population, on dit que ce marqueur est «lié» à un QTL. Par exemple, si un groupe d’individus, 
ayant un génotype AA à un marqueur donné, ont des valeurs phénotypiques un peu plus élevées 
que ceux avec les génotypes AB et/ ou BB au niveau de ce marqueur, cela indique que le 
marqueur est lié à un QTL.  
L'analyse de la variance possède plusieurs avantages. Par exemple, cette méthode ne 
nécessite pas une carte génétique pour les marqueurs; elle peut être facilement étendue pour 
tenir compte de multiples loci. Un autre avantage est l'inclusion facile de co-variables, tels que 
le sexe, un traitement ou un effet environnemental. L'approche ANOVA pour la cartographie de 
QTL a trois faiblesses importantes 29,32. Premièrement, elle ne donne pas d'estimations séparées 
pour l'emplacement du QTL et l'effet du QTL. Deuxièmement, il faut éliminer les individus dont 
les génotypes manquent au marqueur. Troisièmement, lorsque les marqueurs sont largement 
espacés, le QTL peut être assez éloigné des marqueurs utilisés, ce qui diminue la puissance de 
détection du QTL. 
1.2.2.2  Méthode de cartographie par intervalles 
Quand les marqueurs sont considérés individuellement dans la cartographie de QTL, les 
effets sont sous-estimés et la position ne peut pas être déterminée. Afin de remédier à ces 
inconvénients, Lander et Botstein (1989) ont introduit la cartographie par intervalles, connue 
sous l’acronyme IM (interval mapping) 29, comme une méthode systématique pour analyser le 
génome entier à la recherche des QTLs. Il a été démontré que la cartographie par intervalles a 
plus de puissance que les méthodes d'analyse directe des marqueurs 26,29. 
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La Méthode de IM utilise des marqueurs adjacents (flanquants) pour construire un 
intervalle, où l'existence d'un QTL va être testée. Chaque emplacement dans le génome est 
considéré comme un emplacement putatif de QTL. Étant donné que le génotype des marqueurs 
adjacents est connu, on peut calculer la probabilité qu'un individu ait un génotype à un QTL 
donné. La liaison entre le QTL et le phénotype est mesuré avec un score appelé ‘Logarithm of 
odds’ (LOD), qui constitue le logarithme du rapport de la probabilité de la présence d’un QTL 
à la position donnée sur la probabilité de l’absence de QTL dans le génome.  
L'approche d’IM considère un QTL à la fois dans le modèle de cartographie de QTL. 
Par conséquent, s'il y’a plus d'un QTL sur un chromosome, la statistique de test à la position 
testée sera affectée par ces autres QTLs, donc les positions estimées et les effets de QTL 
identifiés par cette méthode seront susceptibles d'être biaisés 26,29,33,34. L'une des raisons de ces 
lacunes est que le test utilisé dans la méthode de cartographie par intervalles n'est pas un test 
d'intervalle. Un test d'intervalle (qui teste l'effet du QTL dans un intervalle défini) devrait être 
indépendant des effets de QTL en dehors de la région. Sinon, même s'il n'y a pas de QTL dans 
un intervalle, le profil de vraisemblance sur l'intervalle peut encore dépasser le seuil de façon 
significative s'il existe un QTL dans une région voisine sur le même chromosome. Afin de 
surmonter la lacune de la méthode de cartographie d'intervalles, Zeng (1994) a proposé une 
méthode améliorée appelée cartographie d'intervalle composite, connue sous l’acronyme CIM  
(composite interval mapping), en combinant la cartographie d'intervalle avec l'analyse de 
régression multiple 34. 
Bien que intuitives et largement utilisées, ces méthodes sont encore insuffisantes pour 
étudier l'architecture génétique des traits quantitatifs complexes qui sont affectés par de 
multiples QTLs. Lorsqu'un trait est affecté par plusieurs loci, il est plus efficace de rechercher 
statistiquement cet ensemble de QTLs. Dans ce contexte, une méthode étendue appelée 
cartographie par multiples intervalles, connue sous l’acronyme MIM (multiple interval 
mapping) a été proposée 35. Cette méthode s'adapte à tous les QTLs dans le modèle, et a la 
capacité d'analyser l’épistasie des QTLs.   
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1.2.3 Les approches génétiques pour la cartographie des QTLs 
1.2.3.1  Les analyses de liaisons 
Les analyses de liaison visent à identifier une relation explicite entre le phénotype et la 
transmission des régions chromosomiques à travers des familles contenant les individus touchés. 
L'objectif est d'identifier des marqueurs dont les modèles de transmission sont en corrélation 
avec le phénotype 36. 
Le point de départ d’une analyse de liaison est d’abord de réunir une population 
expérimentale génétiquement diverse constituée à partir de plusieurs pédigrées familiaux 
couvrant plusieurs générations.  Au sein de telles populations, une « carte génétique » peut être 
construite en se basant sur la fréquence de recombinaison génétique de chaque marqueur, ce qui 
permet de déterminer leur position relative au sein du génome. Puisque l'emplacement de chaque 
marqueur est connu, il est possible d’identifier le locus d’une maladie en identifiant les 
marqueurs qui co-ségrèguent avec la manifestation phénotypique au sein de la population.  Il 
faut noter que lorsque plusieurs SNPs sont proches l’un de l’autre, ils peuvent être liés en blocs, 
formant ce qu’on appelle des haplotypes, c’est-à-dire des régions de chromosome où la 
recombinaison est limitée, et où tous les SNPs sont transmis de façon conjointe. 
 
Les premières études de cartographie génétique chez l'homme ont utilisé la cartographie 
de liaison 14. Chez les humains, les études de liaison ont réussi à montrer que des milliers de 
maladies mendéliennes résultent de la présence des variants génétiques à forte pénétrance (c’est-
à-dire de variants qui, lorsque présents, s’accompagnent systématiquement d’une manifestation 
phénotypique détectable). Contrairement aux traits monogéniques, les approches de liaison se 
sont avérées moins appropriées pour élucider la génétique des traits complexes. Seulement les 
variants fréquents, associés à la variation de maladies courantes ("maladie commune / variante 
commune" (CDCV)), ont été identifiés dans ce genre d’études, par exemple le facteur VLeiden 
dans la thrombose veineuse profonde 37, l'allèle APOEɛ-4 dans la maladie d'Alzheimer 15, et le 
PPARy dans le diabète de type 2 38. Mais, dans le cas de traits complexes où des variations 
génétiques de faible effet présentent une pénétrance incomplète ou des effets pléiotropes, les 
études de liaison sont insuffisantes. 
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1.2.3.2  Les études d’association génétique 
Une autre méthode pour l’étude génétique des  maladies communes est représentée par les 
études d'association génétique, qui comparent dans une population la fréquence des variants 
génétiques entre individus affectés ou non affectés d’un trait particulier 39. La distinction 
importante est qu'il n'y a pas de structure familiale présente, et les individus sont supposés être 
indépendants "non apparentés".  
Une hypothèse importante à la base des études d'association est que dans des populations 
composées d’individus non apparentés, la majorité des variant génotypiques seront répartis de 
façon aléatoire par rapport au phénotype, même s'ils sont situés sur le même chromosome que 
la variation génétique causale. Les variants liés au génotype seront uniquement ceux qui sont 
très proche du locus causal.  Lorsque deux loci sont associés de façon non-aléatoire au sein 
d’une population, on dit qu’ils sont en déséquilibre de liaison, ce qui est appelé en anglais 
« linkage desequilibrium » (LD). 
Initialement, un des défis principaux des études d'association génétique était de pouvoir 
obtenir des cartes génétiques suffisamment denses 40,41. Une autre difficulté était reliée à la 
structure de la population, un facteur responsable de faux positifs  42. Ce n'est que lorsque des 
techniques telles que les microarrays d'ADN ont permis le génotypage à haut débit de nombreux 
variants qu'il est devenu possible de dépasser ces limites en étendant les études d'association 
génétique à l'ensemble du génome.  
Les études d'association à l'échelle du génome, connue sous l’acronyme GWAS (genome 
wide association studies), ont aidé à comprendre la base génétique de plusieurs troubles 
complexes. Les cartes de variation génétique humaine bien documentées 43,44, le grand nombre 
d’échantillons de patients avec les informations phénotypiques bien enregistrées, ainsi que les 
méthodes statistiques appropriées pour évaluer la signification, ont tous contribué au succès 
actuel des GWAS. La première GWAS chez l'homme, sur la dégénérescence maculaire liée à 
l'âge (AMD), a été publié en 2005 45. Deux ans plus tard, le ‘Wellcome Trust Case Control 
Consortium’ (WTCCC) publiait son rapport historique sur les résultats de GWAS sur sept 
maladies différentes 46. Depuis l’apparition de la phase II HapMap, (qui caractérise plus de 3,1 
millions de SNPs humains) 44, de nombreuses variations génétiques associées à un grand nombre 
de maladies complexes ont été rapportées et effectivement répliquées. Un catalogue actuel de 
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GWAS publié (http://www.genome.gov/26525384) comprend des SNPs non seulement associés 
aux principaux troubles courants [diabète de type 2 47,48, cancer de la prostate 49, cancer du sein 
50, cancer du poumon 51 etc.], mais aussi à des traits quantitatifs [par ex. Indice de masse 
corporelle 52,ou la taille 53]. 
L’étude d’association est la méthode la plus puissante à ce jour pour la détection de 
variants communs, à condition que les séquences causales soient en fort LD avec les SNPs 
génotypés 54. De plus, avec un génotypage suffisamment denses, la cartographie d’association 
est plus susceptible de détecter des variants qui possèdent chacun un effet modéré sur le 
phénotype étudié (fréquence des allèles mineurs, MAF> 0,05) 36. Bien que cette approche 
détecte rarement des variants fonctionnels, la résolution de la cartographie génétique est 
beaucoup plus fine par rapport aux études de liaison. Les études de liaison identifient 
généralement des régions génomiques de 5 à 10 Mb contenant des dizaines voire des centaines 
de gènes, alors que les études d'association sont en mesure de raffiner les loci génomiques à 
environ 10 à 100 kb. 
1.3 Les modèles murins utilisés pour les études des QTLs 
Étant donné les difficultés rencontrées pour étudier la physiopathologie ou la base 
génétique des maladie directement chez l'homme, les modèles animaux se sont avérés précieux 
pour les études de caractères complexes, y compris l'athérosclérose 55,56, l'insuffisance cardiaque 
57,58, le diabète 59,60, l'obésité 61,62, l'ostéoporose 63,64, le cancer et les troubles du comportement 
65. L'hypothèse de ces études est que même si les inférences ne se traduisent pas directement 
entre les modèles animaux et les humains, les voies qui contribuent aux pathologies seront 
partagées 66. Effectivement, malgré les différences importantes, les modèles animaux ont 
généralement permis une meilleure compréhension à la fois de la biologie de base et de la 
pathologie.67,70.  
Pour les besoins de mon projet, je vais restreindre la discussion à la description des 
modèles murins. Ces modèles ont de nombreux avantages : 1) ils sont très similaires à l’homme 
(ils partagent environ 98% de leur ADN codant avec les humains 71);  2) ils constituent une 
ressource accessible et relativement économique, ils sont de faible taille, et ont un cycle de vie 
court; ceci nous permet de faire des études au cours de leur cycle de vie, ou même à travers 
plusieurs générations72; 3) ils permettent d’éviter les problèmes éthiques que soulèverait 
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l’expérimentation chez les humains; 4) ils offrent des avantages de reproductibilité des 
méthodes expérimentales; 5) ils sont relativement faciles à gérer, car la plupart des facteurs 
environnementaux sont contrôlables ; et 6) ils sont accessibles, car des tissus et des organes 
peuvent être isolés pour des recherches expérimentales détaillées. 
Les souris modifiées génétiquement (transgéniques, knock-out et knock-in) représentent 
des outils de choix qui ciblent spécifiquement l’expression de certains gènes ou transgènes. 
Grâce à ces modèles, il a été possible d’examiner les effets des perturbations de gènes uniques 
sur un fond génétique bien caractérisé, et d’identifier les mécanismes moléculaires 
(préalablement non soupçonnés) impliqués dans l’initiation et le développement de certaines 
maladies. Bien qu’ils aient l'avantage de permettre d’établir plus facilement des relations de 
causalité, ces modèles n'abordent pas la question des interactions entre multiples variants 
génétiques, un phénomène qui est à la base de traits complexes chez les mammifères. Par contre 
les populations de référence de souris permettent une analyse des interactions moléculaires dans 
un contexte qui est le plus pertinent pour le trait clinique, à savoir les perturbations génétiques 
multiples (comme dans une population naturelle) plutôt qu'une perturbation génétique 
individuelle (comme dans une souris transgénique) 73. 
 
Les souches parentales 
Le croisement de souches consanguines phénotypiquement différentes permet de 
cartographier les loci de traits quantitatifs ou qualitatifs 74. L'analyse d'un trait complexe 
implique généralement le choix de souches parentales phénotypiquement distinctes, mais ces 
souches doivent également être génotypiquement distinctes car la cartographie génétique 
dépend des différences polymorphes entre les parents. Dans le cas le plus simple, on peut choisir 
deux souches progénitrices consanguines (appelés ici les souches parentales A et B, qui diffèrent 
par le caractère d'intérêt), où tous les animaux de chaque souche sont homozygotes. 
 
La génération F1 
Les souches parentales sont croisées pour obtenir la première génération filiale (F1). Les 
individus F1 reçoivent une copie de chaque chromosome de chacune des deux souches 
parentales. Dans la génération F1, tous les gènes autosomaux (et ceux du chr X chez les 
femelles) sont hétérozygotes. Les souches parentales A et B ont été choisies pour avoir des 
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distributions phénotypiques nettement différentes. Bien que les individus au sein de chaque 
souche soient génétiquement identiques, il existe une certaine variation dans les phénotypes en 
raison des différences environnementales (non héréditaires) et de l'erreur de mesure. Lorsque 
les individus F1 peuvent avoir une valeur phénotypique identique à celle de A (ou B), on parle 
de dominance du caractère apporté par A (ou B) et de récessivité du caractère apporté par B (ou 
A). Le plus souvent, la distribution phénotypique pour la génération F1 est intermédiaire entre 
les deux souches parentales A et B : on parle alors de codominance du caractère. Dans des cas 
rares, on observe l'hétérosis (également connue sous le nom de vigueur hybride), où l'hybride 
F1 présente une aptitude supérieure à celle des souches parentales. 
Les croisements expérimentaux  
La génération F1 sert de base pour les croisements expérimentaux. En effet, la nature 
hétérozygote des individus F1 permet de créer un brassage allélique aléatoire grâce à la 
recombinaison méiotique dans les croisements subséquents. Ces individus F2 peuvent être 
utilisés dans deux types de croisement : 1) Le croisement en retour (ou rétrocroisement) entre la 
génération F1 et la souche parentale A (ou B), qui permet de générer une population N2, ou bien  
2) L’inter-croisement des individus F1, qui permet de générer une population F2 (les individus 
de cette génération ne sont plus identiques en raison de la ségrégation des allèles des parents F1 
hétérozygotes) 75. Pour créer « des souches recombinantes consanguines» (RIS), les frères et 
sœurs de la génération F2 sont croisés pour plus de 20 générations (Figure 1.4). Chacune des 
nouvelles RIS générées contient des proportions à peu près égales de variations génétiques des 
deux souches consanguines parentales initiales, mais possède une combinaison unique de 
variants alléliques (la moitié provenant de parent A et l’autre du parent B) 76,77. Les individus 
de chaque souche sont génétiquement presque identiques (isogéniques) et presque homozygotes 
à tous les loci du génome. L’ensemble des diverses souches recombinantes consanguines 
provenant d’un même croisement initial représente un «panel».  
Pour détecter des QTLs à forte pénétrance, l’utilisation de près d’une vingtaine de 
souches recombinantes consanguines RIS serait nécessaire. Plusieurs panels de RIS sont 
actuellement disponibles auprès du laboratoire The Jackson, et comprennent 1) l’ensemble des 
AXB (n= 16 souches), des BXA (n= 14 souches), 2) des BXD (n= 89 souches), 3) des BXH 
(n=13 souches), et 4) des CXB (n=13 souches) 75. Ces souches ont été utilisées pendant des 
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décennies pour diverses études génétiques 78. Pour la réalisation du projet de cette thèse, nous 
avons utilisé le panel de souris RIS AXB/BXA dérivés de croisement réciproque des souches 
parentales consanguines C57BL/6J et A/J (les mâles étant B6 dans les croisements AXB, et A/J 
dans les croisements BXA). Ces dernières diffèrent dans leur susceptibilité à 27 maladies 
infectieuses, de même que pour des traits incluant l'athérosclérose, l'obésité, le diabète, 
l'hydrocéphalie, et  le cancer. Ainsi, les souches AXB et BXA sont utiles dans l'analyse 
génétique de plusieurs maladies complexes 79. Au total, le panel de souris RIS AXB et BXA 
comprend 30 souches de souris. Dans notre travail, le nombre de lignées utilisables a été réduit 
à 24 pour plusieurs raisons : 1) certaines souches sont très semblables génétiquement et sont 
donc «redondantes» d’un point de vue génétique ; 2) certaines souches ne se reproduisent que 
très difficilement, ce qui complique l’obtention d’animaux expérimentaux.  
D’un point de vue expérimental, le panel de souris AXB/BXA offre les avantages suivants :  
1) Le génotype de chaque lignée a été bien analysé, et est disponible dans des bases de 
données publiques 80.  
2) La mesure du phénotype peut être répétée sur plusieurs individus génétiquement 
identiques au sein d’une même lignée (cela réduit la variabilité due a l’environnement et/ou les 
méthodes utilisée pour mesurer le phénotype) 81.  
3) Un phénotype peut être mesuré dans différent conditions sur différents individus 
d’une même lignée (par exemple à différents âges, ou après exposition à des traitements précis) 
81.  
4) Avec les RIS, il est possible de comparer des groupes contrôles et expérimentaux dans 
une même lignée 81. 
5) Ces souches peuvent être maintenues pendant de nombreuses générations, fournissant 
un stock théoriquement infini d'individus génétiquement identiques. Cela permet d'établir des 
croisements spécifiques qui peuvent être utilisés pour étudier des gènes individuels de manière 
ciblée. 
6) Ces souches peuvent être interrogées de façon répétée. Ceci a permis de développer 
de grandes bases de données qui contiennent des données phénotypiques moléculaires, 
physiologiques et pathologiques détaillées dans une gamme de conditions environnementales 66 
Malgré tous ces avantages, les souches issues de deux souches parentales consanguines 
particulières ont une diversité génétique qui se limite à celle présente dans les deux souches 
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parentales. Par ailleurs, les chromosomes recombinants sont fixés dans l’état homozygote par 
inter-croisement en série, ce qui ne permet pas d’illustrer certains aspects des maladies 
complexes humaines 82. De plus, le nombre de générations utilisé limite la possibilité 
d’augmenter le nombre d’évènements de recombinaison allélique. Ceci mène à l’obtention de 
carte génétiques de densité moyenne, et donc à une résolution cartographique limitée 83 
Pour pallier à certains des inconvénients énumérés ci-dessus, des nouveaux panels de 
souris tels que le «collaborative cross» ou «CC», et le «outbred stocks» ou «OS», ont été 
développés au cours des dernières années. Le «CC» a été conçu pour améliorer l’efficacité de 
la cartographie des QTL grâce aux caractéristiques suivantes: 1) il se distingue des « panels » 
de RIS par le fait que huit souches, au lieu de deux, ont été utilisées comme souches 
progénitrices, ce qui augmente la diversité génétique 84 ; 2) à travers les centaines de souches de 
«CC» produites, l’accumulation d’un grand nombre d'événements de recombinaison diminue 
les blocs de déséquilibre de liaison, ce qui améliore par conséquent la résolution de la 
cartographie des QTL 73 
Les «OS» se caractérisent par un croisement aléatoire continu pour éviter la 
consanguinité et pour maintenir une diversité génétique et phénotypique maximale85. Par 
opposition à des souris dérivées d'une souche consanguine, les souris au sein d'un «OS» ne sont 
pas génétiquement identiques. Parmi les «OS» les plus couramment utilisés sont le 
«heterogeneous stock» et le «diversity outbred stock» 84,86. Les «heterogeneous stocks» ont été 
dérivées à partir de croisement de huit souches. Le stock a été maintenu pour plus de 60 
générations, avec une distance moyenne de événements recombinaison de <1 Mb 86. Les 
«diversity outbred stocks» sont généré à partir d’un croisement aléatoire de 160 CC souches 






Figure 1.4: Représentation schématique de la génération de souches recombinantes 
consanguines. L’élevage des deux premières générations est identique à celle d’un croisement 
F2. Dans les générations suivantes, les frères et sœurs sont accouplés pour produire une 
progéniture qui est de moins en moins hétérozygote. Si l’on continue indéfiniment ces 
croisements, ce processus produira des individus qui sont complètement homozygotes à chaque 
locus, mais avec des chromosomes qui sont une mosaïque des chromosomes parentaux. Dans la 
pratique, entre 10 et 20 générations de croisements sont réalisés. 
 
1.4 Limitation des études des QTLs 
La cartographie de locus associés aux traits complexes peut être très compliquée, vu que 
le caractère considéré est sous le contrôle de plusieurs loci, ayant chacun un effet individuel trop 
modeste, ce qui rend l’identification de chaque locus difficile. De plus, les effets de tous les loci 
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associés à un trait complexe ne représentent qu’une faible proportion de la variabilité globale 
(ou de l'héritabilité estimée) du trait (due partiellement à des facteurs environnementaux et leur 
interaction avec divers gènes influençant les traits) 21, ce qui rend impossible la caractérisation 
précise de l'architecture génétique des traits complexes.  
Les études de cartographie des QTLs ont permis d’identifier des milliers de variants 
génétiques associés à des phénotypes particuliers 70,87. Toutefois, l’identification du SNP ou du 
gène causal était toujours un défi 88. Un facteur de complication est que les variants associés à 
la maladie pourraient ne pas être les véritables variants causaux, mais sont en LD avec le 
véritable variant pathogène, ce qui rend difficile d'impliquer le gène correct d'un locus dans la 
pathogenèse de la maladie. 
Un autre problème plus important des études de QTL est la compréhension des effets 
biologiques des variants détectés. En fait, la fonctionnalité suggérée de ces variants génétiques 
est typiquement spéculative, basée sur l'annotation disponible des gènes à proximité des 
variants. Puisque, la plupart des variants alléliques associés à des maladies complexes se situent 
en dehors des régions codantes et sont des régulateurs putatifs de l'expression génique 54,89, il a 
été suggéré qu’en étudiant la régulation de l’expression génique, on pourrait mieux comprendre 
le mécanisme moléculaire de la maladie. 
1.5 Les QTL d'expression (eQTLs) 
Des études de l’expression génique dans différents organismes vivants ont montré que 
la variation naturelle des niveaux d'expression génique est héréditaire et répandue dans toutes 
les populations. L'héritabilité élevée de la variation de l'expression des gènes a suggéré que 
l'identification des déterminants génétiques de l'expression des gènes peut donner un aperçu sur 
la base moléculaire des traits quantitatifs complexes. «Genetical genomics» 90, ou «expression 
genetics »91 offre la promesse d'accélérer l'identification des gènes contribuant à la variation des 
phénotypes complexes, et permet la dissection de la régulation de l'expression génique 92. Ces 
études, appelées aussi études des eQTLs (pour QTLs d’expression), ont été effectuées dans la 
levure 93,94, la souris 95, et plus récemment chez l’homme 97,99, et ont révélé certaines des 




Un avantage important de l'étude de la génétique de l'expression des gènes est qu’il s’est 
avéré que, dans de nombreux cas, l'abondance des transcrits peut agir comme un phénotype 
intermédiaire entre la variation génétique et les phénotypes complexes. En fait, l'importance de 
ces études a été illustrée par plusieurs études GWAS montrant que la plupart des variants 
alléliques associés aux maladies complexes correspondent à des séquences d'ADN non codantes 
89,89,99,100 . Ceci indique que dans le cas des traits complexes, les effets de variants génétiques 
impliqueraient plus souvent des phénomènes de régulation de gènes plutôt que des changements 
de séquences altérant les acides aminés au sein d’une protéine. Il a été démontré que les 
mutations dans les régions régulatrices affectent une variété de phénotypes à travers la 
régulation de l’expression génique. Par exemple, des variants régulateurs affectant l'initiation 
de la transcription, l'épissage, la stabilité de l'ARN et l'efficacité de traduction sont connus pour 
jouer un rôle dans des conditions incluant les maladies auto-immunes (CTLA4 101), la malaria 
(DARC 102), et divers cancers (SMYD3 103), suggérant que les variants génétiques altérant 
l'expression des gènes (plutôt que la séquence protéique codée par ces gènes) peuvent constituter 
une des raisons premières de la variation naturelle des caractères complexes.   
En plus de l'identification des régions du génome ayant des effets fonctionnels sur 
l'expression des gènes, la cartographie des eQTLs peut aider aussi à trouver les voies impliquées 
dans une variété de traits complexes 104 (Figure 1.5). Par exemple, en combinant la cartographie 
des eQTLs avec les résultats d'études traditionnelles de liaison ou d'association de maladie 
humaine, on peut prioriser et même prédire le rôle régulateur spécifique pour des sites 
polymorphes précédemment associés à des maladies 36,105,106. 
Dans le projet de cette thèse, les niveaux d'expression des gènes furent traités comme 
des traits quantitatifs, et les données d'expression provenant des ventricules gauches ont été 
cartographiés en combinant des études de variation d'expression génique avec les résultats du 






Figure 1.5: Résultats potentiels de la combinaison de plusieurs types de données 
moléculaires, y compris les données génotypiques, l’expression génique, et les données 
phénotypiques. L’analyse combinée des effets de la variation naturelle de l'ADN avec le profil 
d'expression des gènes (dans les populations de ségrégation) permet la cartographie des eQTL. 
La cartographie des eQTLs peut aider à identifier des gènes causaux des traits complexes. 
1.5.1 Génotypage et estimation des niveaux d'expression des gènes 
Les niveaux d’expression des transcrits ont été mesurés à l’aide de micropuces à ADN 
Illumina. Ces techniques sont très efficaces pour l'analyse à grande échelle. Cependant, étant 
donné qu’elles ne permettent que la mesure de transcrits d'ARN dont la séquence est connue, 
elles ne conviennent pas pour la détection de nouveaux transcrits ou de nouvelles isoformes 
d'épissage. De plus, elles sont souvent incapables de distinguer l'expression des transcrits ayant 
une faible abondance par rapport au bruit de fond 107. La détection artéfactuelle d’un eQTL peut 
également se produire lorsque des polymorphismes surviennent entre les sondes utilisées dans 





Les améliorations récentes du séquençage à haut débit permettent maintenant le 
séquençage et la quantification directs des librairies d'ADNc 109. Cette méthode, appelée ARN-
Seq, permettra de détecter tous les variants génétiques (même ceux qui sont rares) ainsi que de 
découvrir de nouveaux gènes préalablement non identifiés 110.  
1.5.2 La régulation de l’expression génique 
La régulation de l'expression d'un gène qui code pour une protéine est un processus très 
complexe, qui implique l’interaction de plusieurs facteurs génétiques (la transcription, les 
modifications post-transcriptionnelle, et la traduction) 110,112,114, épigénétiques  114,115, et 
environnementaux 22,116,117. 
 La composante génétique de la régulation génique est constituée de gènes, d'éléments 
cis- et de régulateurs agissant en trans-. Les régulateurs sont le plus souvent des protéines, 
appelées facteurs de transcription (TF), mais des petites molécules, comme par exemple les 
ARN et les métabolites, participent parfois aussi à la régulation globale. Les interactions et la 
liaison des régulateurs aux éléments dans la région cis- des gènes contrôlent le niveau 
d'expression de ces derniers pendant la transcription. Les régions cis- servent à agréger les 
signaux d'entrée, médiés par les régulateurs, et donc à effectuer un signal d'expression génique 
très spécifique.  
L’état de la chromatine est aussi un des facteurs épigenetiques qui influe l’expression 
génique 118. En fait, la structure de la chromatine est dynamiquement altérée par la présence de 
variants d'histones (y compris l'acétylation, la méthylation et la phosphorylation de résidus 
spécifiques) 119, permettant ainsi soit la condensation de la chromatine dans un état 
transcriptionnellement inactif, soit l’ouverture des régions de la chromatine 120. Ces zones de 
chromatine accessibles sont fonctionnellement liées à l'activité transcriptionnelle, étant donné 
que cet état remodelé est nécessaire pour la liaison de protéines régulatrices ou de complexes 
avec des éléments dans la séquence d'ADN. 
1.5.3 Les QTLs d’expression locale, ou ‘Cis-eQTLs’ 
Les différences dans l'expression de l'ARNm sont également générées par des 
interactions complexes et dynamiques des facteurs environnementaux et génétiques. Dans la 
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littérature de la cartographie des eQTLs, les polymorphismes régulateurs (eQTLs) sont souvent 
classées sur la base de 1) leur distance physique par rapport au gène régulé (dans ce cas-là, on 
parle de eQTL local et distal), et 2) leur  mode d'action à travers lequel ils affectent l'expression 
de ces gènes (cis- et trans-) (Figure 1.6). 
Lorsque l'expression d'un gène donné s'associe à un polymorphisme génétique qui se 
trouve proche du locus (ou dans la région régulatrice) de ce gène, le QTL d'expression 
correspondant (eQTL) est identifié comme eQTL proximal ou local (Figure 1.6A). Une telle 
proximité indique que la variation est susceptible d'agir sur l'expression du gène en cis- (c'est-
à-dire uniquement dans la région chromosomique dans laquelle il réside), d’où la plupart des 
eQTLs locaux sont appelées cis-eQTLs. Un ‘cis-eQTL’ peut être facilement détecté en mesurant 
seulement le niveau d’expression de chaque allèle 122,124. Bien sûr, il est possible aussi que 
certains eQTL locaux agissent en trans- par exemple, un gène pourrait montrer une rétroaction 
et pourrait réguler le gène sur le chromosome homologue. Il est donc plus précis d'utiliser le 
terme " local" ou " proximal" 123. 
L'enrichissement des eQTLs qui sont proches des gènes qu'ils régulent est compatible 
avec l'opinion selon laquelle les changements dans les éléments de régulation cis- sont moins 
susceptibles d'avoir des effets délétères, parce que les mutations dans ces éléments sont plus 
susceptibles de n'affecter la régulation que d'un seul gène 100. Un exemple d’un ‘cis-eQTL’ 
correspond à la situation où une variation génétique dans la région régulatrice (un éléments de 
régulation cis- comme le promoteur, l’amplificateur, ou bien le site de liaison des siRNA) est 
responsable de la variation du niveau de transcription 124. 
Dans des études à l'échelle du génome, des eQTLs ont été détectés en utilisant un large 
éventail de sources d'ARN, y compris des lignées de lymphoblastoïdes 114,126,128, le sang entier 
128, les monocytes 129,130, les cellules B 129, les cellules hépatiques 131,132 et des cellules tumorales 
de cancer du sein 133. Toutes ces études ont montré qu'une grande fraction de gènes humains (ou 
peut-être même tous les gènes) est régulée par des cis-eQTLs. 
Dans le cas d’un «eQTL local», la distance entre le eQTL et le gène en question varie 
selon la population étudiée (entre 250 kilobases (kb) à 1 megabases (Mb) dans les populations 
naturelles et de 1 à 5 Mb dans des populations ségréguées) 36,134. Dans notre étude, nous avons 
défini les ‘cis-eQTLs’ comme étant les eQTLs dont le pic était situé à moins de 1 Mb du site de 
début de transcription du gène correspondant. Cette région relativement étroite pourrait ne pas 
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inclure des régions régulatrices situées à de plus longues distances (comme les 
amplificateurs…etc) 135,136.¸Fait à noter, pour différencier de façon plus rigoureuse les ‘cis-
eQTLs’ des ‘trans-eQTLs’, on peut étudier l’effet de l’expression d’allèles hétérozygotes en 
utilisant RNA-Seq. Cependant, avec les souris homozygotes de notre population, cela n’est pas 
possible. 
1.5.4 Les QTLs d'expression distale ou ‘Trans-eQTLs’ 
Dans d'autres cas, lorsque le niveau d'expression d'un gène s'associe à un locus (une 
variation génétique) clairement distinct de celui du gène lui-même, il est défini comme un eQTL 
distal, également appelé ‘trans-eQTL’ (Figure 1.6B). Contrairement aux loci agissant en cis-, 
on s'attendrait à ce que les loci agissant en trans- affectent de façon égale les deux allèles du 
gène cible. La distance précise requise pour qu'un eQTL soit considéré comme ‘distal’ est 
arbitraire et diffère d’une étude à l’autre. Par exemple, une telle distance peut aller de 10 kb 
dans la levure 93 à 2 Mb chez l'homme 113. Certaines études exigent même que le eQTL soit situé 
sur un chromosome différent de celui du gène dont l’expression est affectée 137. Un exemple 
possible de ‘trans-eQTL’ serait une situation où le trans-eQTL affecte le niveau d’expression 
d’un TF qui lui-même affecte l’expression d’autres gènes dont le locus est différent de celui de 
trans-eQTL. 
 
Les études d'héritabilité suggèrent que plus de la moitié de la variance génétiquement 
liée à l'expression des gènes est due à des variants agissant en trans- 138. Cependant, les ‘trans-
eQTLs’ sont toujours plus difficiles à détecter que les cis-eQTL, parce que : 1) les effets trans- 
(les effets du second ordre agissant sur la transcription d'autres gènes), sont généralement 
indirects et plus faibles que les effets cis- (les effets du premier ordre qui affectent la 
transcription du gène lui-même) 95;  2) un grand nombre de tests doit être effectué pour faire une 
recherche globale dans le génome pour les ‘trans-eQTLs’, ce qui implique l'utilisation de seuils 
de signification stricts 36,139,140. Les ‘trans-eQTLs’ semblent aussi être plus spécifiques d’un 
tissu que les ‘cis-eQTLs’, ce qui complique davantage leur détection 141,143. généralement, la 
proportion de ‘trans-eQTLs’ reproduite à travers plusieurs études s’est avérée plus faible que 






Figure 1.6 : Représentation schématique de ‘cis-eQTL’, ‘trans-eQTL’, et ‘trans-eQTL 
hotspot’. A) Un ‘cis-eQTL’ indique le cas où le locus de eQTL est le même que celui du gène. 
B) Dans le cas du ‘trans-eQTL’, le locus de eQTL est différent de celui du gène. C) un ‘trans-
eQTL hotspot’ représente le cas où un seul locus est associé à l’expression de plusieurs gènes 
situés dans différents chromosomes. 
1.5.5 Les limitations des études des eQTLs 
Les études de la cartographie des eQTLs sont très prometteuses en tant que méthodes 
pour analyser la distribution spatiale des variants régulateurs dans le génome 127, la spécificité 
temporelle de l'effet des séquences régulatrices sur l’expression génique (à savoir que certains 
éléments régulateurs n'influencent que l'expression des gènes dans certaines conditions), et les 
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changements d'expression à l'état d'équilibre associés à la variation des éléments régulateurs cis- 
ou trans- 113,137.  
Malgré les nombreuses propriétés attrayantes des approches de cartographie des eQTL, 
la simple cartographie d'un locus associé à la variation d'expression génique ne fournit pas 
d'informations directes sur le mécanisme perturbé par la variation génétique associée, même si 
l'on suppose que le variant causal a effectivement été identifié. Pour comprendre quels 
mécanismes de régulation pourraient être affectés par les eQTLs, le processus de cartographie 
des eQTLs doit prendre en considération une grande variété de tests génomiques qui se 
rapportent à des aspects de la régulation des gènes, y compris l’état de la chromatine 143, les 
empreintes de transcription des TFs145,148, les profils de différents marqueurs épigénétiques 148, 
et les modifications posttranscriptionelles (y compris l'épissage alternatif et la dégradation de 
l'ARNm) 150,154. Il est maintenant évident que tous ces processus peuvent être affectés par des 
variants régulateurs. La logique est que si un eQTL agit en perturbant un mécanisme de 
régulation particulier, par exemple une modification d'histone, le eQTL devrait également être 
associé à des mesures du (ou des) mécanisme(s) de régulation pertinent.  
1.5.6 La nature moléculaire des eQTLs 
Les nouvelles technologies alimentées par les progrès dans le séquençage permettent un 
examen détaillé de la façon dont la variation de séquence influe les étapes individuelles de 
l'expression des gènes. Les eQTLs peuvent influer la variation de niveaux d’ARNm mature par 
le biais de la régulation d’une variété de mécanismes transcriptionels. Tout d'abord, les eQTLs 
peuvent affecter les modifications épigénétiques et l'initiation de la transcription. Ceux-ci 
incluent des processus régulateurs tels que la liaison des TFs, les modifications des histones, 
l’activité des amplificateurs (peut-être médiée par l'architecture et la conformation de la 
chromatine) et la méthylation de l'ADN. Les mécanismes de transcription, et en particulier la 
liaison des TFs, sont probablement les contributeurs les plus forts à la variation des niveaux 
d'ARNm à l'état d'équilibre. À l'appui de cela, des études ont montré que la majorité des eQTLs 
se produisent dans la chromatine ouverte (après détection de sites hyper-sensibles à la DNaseI) 
144, et qu'ils sont particulièrement enrichis dans les sites de liaison des TFs 154, ce qui suggère 
que beaucoup ont un impact direct sur les interactions protéine-ADN (en changeant l'affinité de 
liaison de l'ADN pour les TFs actifs) 143,145,154,155. Une analyse conjointe de l'expression des 
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gènes, de l’affinité des TFs, de l'accessibilité à la chromatine, et de la méthylation, révèle que 
les variations associées à la modification de la liaison des TFs, peuvent également perturber la 
régulation des gènes de manière plus subtile - par exemple, en modifiant le modèle de 
méthylation de l'ADN 148, et ou en perturbant le processus de remodelage de la chromatine 
144,145,149,157,159. 
D’autres variations génétiques peuvent influencer le niveau d’expression des gènes en 
affectant le fonctionnement ou l’expression des facteurs régulant le processus transcriptionnel 
et cotranscriptionnel. Ceux-ci comprennent des mécanismes tels que l'épissage, et la dégradation 
de l'ARNm. Par exemple, plusieurs études ont cartographié la base génétique de la variation de 
l'épissage de l'ARNm. Elles ont constaté qu'une partie non négligeable de loci responsables de 
la variation de l'épissage, est enrichie près des sites d’initiation de la transcription, dans la région 
5 'UTR, et à l'intérieur des sites de liaison des TFs 159. Cela suggère que les mécanismes 
d'épissage pourraient agir en même temps sur la régulation de l'expression des gènes grâce à des 
interactions avec des composants du mécanisme de la régulation transcriptionnelle. Un nombre 
restreint d'études ont également étudié le rôle des variations génétiques associées à la 
modulation de la liaison des microARN (miARNs) 161,163. Ces variations présentent un 
enrichissement dans les motifs 3' UTR ou dans des éléments régulateurs impliqués dans la 
stabilité des transcrits, tels que des éléments riches en adénylate-uridylate (AU) et des sites de 
fixation des miARN 153,161. Fait intéressant, les variations perturbant la liaison des miARNs sont 
également souvent associées à la variation des niveaux d'expression de l'ARNm 161,162. De plus, 
des études ont montré qu’à travers des mécanismes agissant en trans-, la variation génétique 
affectant l’expression des ARN non codants (comme lincRNA) pourrait à son tour influencer 
les niveaux d'ARNm de gènes codant les protéines 163,164.  
Les analyses combinées de données sur de multiples types de mécanismes de régulation 
nous permettent souvent d’obtenir une image plus complète de l'ordre des événements causaux 
qui mènent à des programmes de régulation génique précis. 
1.6 Les ‘trans-eQTL hotspots’ 
Jusqu'ici, nous avons mis l'accent sur l'identification de variations génétiques qui 
influencent l'expression de gènes individuels. Cependant, certaines fonctions biologiques de 
l’organisme sont complexes et impliquent l’interaction de plusieurs gènes. Dans certains cas un 
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‘trans-eQTL’ est associé avec l'expression de dizaines ou centaines de gènes, formant ce qu’on 
appelle un ‘trans-eQTLs hotspot’ 165,166 (Figure 1.6C) et (Figure 1.7). Ceux-ci peuvent affecter 




Figure 1.7 : Représentation graphique de l’analyse des eQTLs. L'axe des x représente la 
position génomique des SNPs, et l'axe des y montre la position génomique des gènes dont 
l'expression a été mesurée. Les points représentent les eQTLs. Chaque point dans le graphique 
représente une association entre le génotype à un locus génomique spécifique et l'expression 
d'un gène. La bande diagonale est appelée ‘bande cis-eQTL’ et représente une association entre 
le niveau d'expression d'un gène et le génotype au niveau du locus du gène. La bande verticale 
appelée ‘hotspot de trans-eQTL’ illustre les associations entre l'expression de nombreux gènes 
(situés dans différents chromosomes) et le génotype à un locus génomique unique. 
1.6.1 L’importance des ‘trans-eQTL Hotspots’ 
Tel que discuté jusqu’ici, une étude de cartographie des eQTLs peut conduire à des 
aperçus plus convaincants sur les relations entre les variations de séquence d'ADN et les niveaux 
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d'expression génique. Pourtant, il est très peu probable que le niveau d'expression d'un seul gène 
(perturbé par une seule variation génétique) induira un phénotype cliniquement identifiable ou 
physiologiquement significatif, étant donné que la plupart des gènes opèrent dans des réseaux. 
Il est donc important de considérer ce fait lors de l'évaluation de l'impact de la variation de 
séquence d'ADN sur les niveaux d'expression de gènes multiples. Des études antérieures ont 
montré qu'un grand nombre de SNPs fortement associés aux niveaux d'expression de gènes 
particuliers, sont également associés aux niveaux d'expression de nombreux autres gènes 171. La 
raison pour laquelle le SNP pourrait être associé aux niveaux d'expression d’un ensemble de 
gènes est le fait que ces derniers appartiennent souvent aux mêmes réseaux et participent à des 
processus ou des voies biologiques communes. 
Donc, les études des ‘trans-eQTL hotspots’ peuvent avoir d’importants intérêts 
fonctionnels. Généralement, un hotspot représente le cas d’une ou plusieurs variations qui sont 
associées avec l'expression d’un ensemble de gènes fonctionnellement apparentés 173,175. Donc, 
en faisant ce genre d’étude, on pourrait caractériser une ou plusieurs variations génétiques 
94,175,176 qui influencent une fonction cellulaire spécifique ou des processus biologiques entiers. 
De plus, cette stratégie pourrait nous permettre d’identifier de nouveaux régulateurs, et même 
faire des prédictions fonctionnelles pour des gènes dont la fonction n’a pas encore été 
caractérisée mais qui peuvent être impliqués dans des voies de signalisations déjà connues 
94,96,142. Les ‘trans-eQTL hotspots’ peuvent aussi chevaucher de manière significative avec des 
loci contenant des signaux d'association pour des maladies complexes 105,128,177. 
1.6.2 La régulation des ‘trans-eQTL hotspots’ 
Tel que déjà mentionné, un ‘trans-eQTL hotspot’ représente un cas où l'expression de 
gènes multiples est associée à un locus génétique unique et commun. Cela soulève la possibilité 
qu'un ou plusieurs gènes influencés par la variation de séquence en question soit plus en amont 
dans le réseau, et induit une cascade d'événements physiologiques qui affectent plusieurs gènes 
du même réseau 94,96,142. Donc, idéalement, une région ‘trans-eQTL’ doit également contenir un 
ou plusieurs gènes ‘cis-eQTL’, qui pourraient être considérés comme des régulateurs potentiels 
des gènes du hotspot 105,166,178.  
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De nombreux mécanismes peuvent être cohérents avec ces résultats. Dans le scénario le 
plus simple, le gène ‘cis-eQTL’ pourrait être un régulateur transcriptionnel direct (un TF), qui 
cible la plupart des gènes du ‘trans-eQTL hotspot’. Des études testant l'enrichissement des sites 
de liaison des TFs au sein des promoteurs de gènes dans les ‘trans-eQTL hotspots’ ont conduit 
à l'identification de plusieurs TFs [y compris KLF4 179 , IRF2 177,IKZF1105et IRF7180] en tant 
que «hub genes» dans le réseau de gènes trans-eQTL. Par ailleurs, d’autres études ont également 
montré qu’un « cis-eQTL » lié à l’expression d’IRF5 est également lié en trans- à l’expression 
de plusieurs autres gènes. Ainsi, un SNP associé au niveau de l'ARNm d’IRF5 a également été 
associé aux niveaux d'ARNm de plusieurs gènes impliqués dans la voie IFN type I, ainsi qu’au 
lupus systémique chez les populations asiatiques 181. Dans ce cas cependant, le nombre de gènes 
affectés est relativement plus faible que dans les études précédentes dont le but premier était la 
cartographie des ‘trans-eQTL hotspots’. 
Un gène ‘cis-eQTL’ pourrait également être celui d’un régulateur transcriptionnel 
intermédiaire, qui à son tour module d'autres gènes du ‘trans-eQTL hotspot’. Donc, le gène ‘cis-
eQTL’ pourrait affecter l’expression de gènes par des mécanismes différents de ceux utilisés 
par les TFs. Parmi les cas décrits dans la littérature, on peut relever les exemples suivants : 1) 
une enzyme de type « cytochrome P450 » (qui peut  affecter les concentrations de métabolites 
influençant eux-mêmes l’expression d’autres gènes 177 ), 2) le gène LYZ (qui code pour 
l'enzyme lysozyme, dont l’activité bactériolytique peut affecter plusieurs fonctions des 
monocytes 182, 3) le gène MKT1 (qui code pour une protéine qui se lie à l’ARN 176, et peut ainsi 
affecter la stabilité des ARNm de plusieurs gènes), ou 4) le gène GPA1 (qui code pour une 
protéine de type G qui se lie au récepteurs de phéromones et influence l’expression de gènes 
régulés par ces derniers chez les levures 94). Quel que soit le mécanisme en cause, l’identification 
d’un trans-eQTL fournit un point de départ permettant d’identifier en son sein un gène affectant 
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Tableau 1.I : Tableau récapitulatif des ‘trans-eQTL hotspots’ détectés jusqu'à présent. Ce 
tableau fournit une compilation des études de ‘trans-eQTLs hotspots’ effectuées à ce jour; il 
montre aussi que le nombre de hotspots validés biologiquement ne constitue qu’une minorité 
des hotspots détectés. 
 
Jusqu’à présent, un nombre non négligeable de ‘trans-eQTLs hotspots’ a été détecté. Les 
approches utilisées pour la détection des hotspots, et le choix du gène(s) candidat(s) suggéré(s) 
d’être un régulateur commun des gènes du ‘trans-eQTLs hotspots’ sont différents d’une étude 
à l’autre. La plupart des études utilisent les variants génétiques qui sont connues pour être 
associés à des maladies et des phénotypes complexes comme point de départ, et évaluent si ces 
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variants sont également associés au niveau d'expression génique. Les gènes dont l'expression 
est modulée par ces variants génétiques sont alors considérés comme des gènes causaux qui lient 
la variabilité du génome à la maladie complexe. Ces études sont généralement basées sur 
l'hypothèse que les loci de risque identifiés par GWAS sont aussi des eQTLs qui affectent en 
cis- un ou plusieurs TFs qui, à leurs tours, influencent plusieurs cibles en aval (des ‘trans-
eQTLs’). Par exemple, une étude a montré qu’un SNP lié au lupus érythémateux disséminé 
(SLE) est également associé en cis- à un TF (IKZF1), et en trans- à l’expression d’un groupe de 
gènes connus pour être impliqués dans le SLE 105. Une autre étude a montré que le même 
ensemble de SNPs influence 1) en cis- l'expression d’un TF (KLF14), 2) en trans- l'expression 
d’un réseau de gènes, et 3) une variété de traits métaboliques incluant le diabète de type 2 (T2D) 
et le cholestérol HDL 179. 
Par ailleurs, plusieurs d’autres se sont concentrées sur l’identification de variants qui 
régulent un ensemble de gènes dans des contextes environnementaux bien spécifiques, en 
considérant que cela peut constituer une ressource utile pour évaluer le rôle de ces variants dans 
les mécanismes moléculaires et cellulaires qui sous-tendent des traits connus (comme la 
susceptibilité aux infections virales et aux maladies auto-immunes). Ces études ont pu détecter 
des ‘trans-eQTLs hotspots’ dans des conditions de stimulations variées. Par exemple, un 
traitement avec les lipopolysaccharides (LPS) a permis la détection d’un eQTL avec un LOD 
score hautement significatif, qui est associé en cis-à l’expression d’un TF (IRF2) et en trans- à 
un réseau de gènes impliqués dans la réponse immunitaire 177. D’autres études ont pu détecter 
un locus associé en cis- à un TF (IRF7), et en trans- à l’expression d’un groupe de gènes, après 
stimulation avec le virus de la grippe 180. Un grand avantage de ce type d’études est que le 
traitement induit des effets régulateurs, et augmente l'expression des gènes à des niveaux 
quantifiables, facilitant ainsi la détection des ‘trans-eQTLs hotspots’. Cependant, la relation 
entre le ‘cis-eQTL’ et le réseau de gènes régulés en trans- sont temporelles, et dépendent du 
type et de la durée de la stimulation. 
De plus, conformément à l'hypothèse selon laquelle la régulation trans- est médiée par 
des effets locaux, les SNP trans- agissant dans les hotspots sont également associés à 
l'expression de plusieurs gènes locaux (‘cis-eQTLs’) qui ne sont pas eux-mêmes des TFs, (mais 
qui peuvent affecter l'activité de certains TFs. Parmi les exemples publiés, on relève : 1) le gène 
Ebi2 (qui régule Irf7) 190, 2) LYZ (qui interagit avec MYB, un activateur transcriptionnel), 3) 
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YEATS4 (un gène montrant un degré d’homologie élevée avec MLLT1 et MLLT3, des sous-
unité de complexe d’élongation ) 182, et 4) TLR1 (un des récepteurs transmembranaires qui 
affecte l’expression d’un groupe de gènes pro-inflammatoires) 193. 
 
1.6.4 La validation biologique des ‘trans-eQTLs hotspots’  
Bien que l’identification des ‘hotspots de trans-eQTL’ se soit améliorée, grâce au 
développement de techniques bioinformatiques, la validation biologique reste toujours un défi. 
Malgré les nombreuses difficultés qui existent, quelques études de validation biologique ont été 
effectuées. Dans le cas où le gène régulateur est un ‘cis-eQTL’ qui correspond à un TF, il est 
plus probable que le niveau d'activité de ce TF peut être reflété dans les niveaux d'expression 
des gènes cibles (régulés en trans-). Il est alors recommandé d’évaluer si un motif de liaison du 
TF est enrichi dans les gènes cibles. Cela a été effectué en utilisant des bases de données 
bioinformatiques 105,179, ou en faisant des tests expérimentaux comme la ChIP-seq 
(l’immunoprécipitation de la chromatine suivie d'un séquençage à haut débit) 177. Il existe des 
exemples de validation biologique pour certains cas de « cis-eQTL » correspondant à des gènes 
ayant des actions régulatrices autres que celles utilisées par les TFs. Dans les situations où il 
existe plusieurs régulateurs candidats, des expériences de knockdown ont été réalisées afin de 
prioriser davantage le (ou les) gène (s) candidat (s). Donc, l’effet du knockdown de tous les ‘cis-
eQTLs’ est évalué en mesurant le niveau d'expression des gènes ‘trans-eQTL’ par une qPCR 
168,174. Dans des cas particuliers, un ‘cis-eQTLs’ peut réguler un ‘trans-eQTL hotspot’ à travers 
la régulation d’un ‘trans-eQTL’. Par exemple, une étude a montré qu’un locus régule en cis-
Ebi2, et en trans- un groupe de gènes régulés par IRF7 ‘IRF7-driven inflammatory network’ ou 
(IDIN)190. Ebi2 régule IDIN à travers la régulation d'expression d’Irf7 (qui est lui-même un 
‘trans-eQTL’). Le rôle d’Irf7 dans la régulation des IDIN a été confirmé par des analyses 
d’enrichissement du site de liaison de TF. Une autre étude a montré qu’un ‘cis-eQTL’ appelé 
Trem2 régule l’expression d’un ‘trans-eQTL’ appelé kcnn4, qui à son tour régule un réseau de 
gènes ‘trans-eQTL’, impliqués dans la multinucléation des macrophages. Kcnn4 a été considéré 
comme gène régulateur car il est parmi les gènes les plus régulés dans le hotspot, et car son rôle 
dans la régulation du phénotype étudié a été déjà documenté 174. 
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D’après le tableau récapitulatif, on constate que parmi le grand nombre de ‘trans-eQTL 
hotspots’ détecté (à peu près 34 hotspots), très peu (6 études seulement) ont été validés 
expérimentalement. Ce manque de validation peut être dû à une variété de raisons, telles que les 
interactions des gènes avec les facteurs environnementaux (GxE) 191. Les effets synergiques et 
compensatoires peuvent également expliquer le manque de validation, car il peut être nécessaire 
de cibler simultanément deux gènes ou plus pour observer un effet dans certain des gènes ‘trans-
eQTL’. Par exemple, une étude a montré que les effets combinés de deux gènes candidats dans 
un hotspot du chromosome 8 (2310061C15Rik et Gcsh) pourraient seulement expliquer la 
régulation d'approximativement 12% des gènes totaux qui ont été cartographiés à ce locus 168. 
Il est important de noter que la variation génétique de l'expression génétique est importante et 
très complexe, car l'expression d’un gène peut être contrôlée par un ou plusieurs loci (avec des 
effets semblables ou des effets opposés), et que ces effets peuvent varier en fonction du fond 
génétique. 
1.7 But du travail de la thèse  
Dans cette étude, nous avons généré des données eQTL à partir d’échantillons de cœurs 
obtenus d’un panel de 24 souches de RIS (AxB / BxA) 79. Nous avons précédemment utilisé ce 
panel de souris pour la détection des QTLs liés à la masse ventriculaire gauche cardiaque 195. 
Ici, nous avons concentré nos efforts sur la caractérisation génomique et fonctionnelle d’un QTL 
lié à l’expression de nombreux gènes, c’est-à-dire d’un locus décrit dans la littérature comme 
un « hotspot de trans-eQTLs », ou région« master eQTL ». 
 
1.7.1 L’utilisation du iBMQ ‘R/Bioconductor package for integrated Bayesian 
modeling of eQTL data’ pour la cartographie des ‘hotspots de trans-eQTLs 
La détection des ‘trans-eQTL hotspot’ a connu un succès limité à cause de l’absence de 
méthodes statistiques performantes : 1) les méthodes de calcul utilisées pour détecter les ‘trans-
eQTLs’, y compris les approches bayésiennes, ont tendance à être exigeantes en termes de calcul 
et nécessitent des logiciels spécialisés 196,197  ; 2) la plupart des études des eQTLs utilisent des 
méthodes univariées traitant chaque gène indépendamment, ce qui conduit à des résultats sous-
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optimaux 196,197. Pour pallier au manque de puissance des techniques de calcul utilisé 
précédemment dans la détection de ‘trans-eQTL hotspots’, nous avons appliqué un nouvel outil 
d'analyse bayésienne des eQTLs, appelé iBMQ 198, aux données générées précédemment 199, 
pour détecter et cartographier les eQTLs. Les données d’expression comprennent 8725 gènes et 
977 marqueurs (SNPs) dans le tissu cardiaque de 24 RIS (AxB / BxA), mesurées à l'aide du 
‘Illumina Mouse Ref-8 v2.0 BeadChips’. Un seuil de détection correspondant à un "logarithm 
of odds"  de 3,3, a été utilisé 200. 
L’iBMQ est un logiciel qui met en œuvre un modèle bayésien hiérarchique commun, où 
tous les gènes et SNPs sont modélisés simultanément. Les méthodes bayésiennes fournissent 
des cadres de modélisation naturels pour analyser les eQTL, où l'information partagée entre les 
marqueurs et / ou les gènes peut augmenter le pouvoir de détecter les eQTL. Le logiciel iBMQ 
R / Bioconductor intègre des données génotypiques et des données d'expression génique dans 
un seul modèle, il fait face à la grande dimensionnalité des données eQTL (le grand nombre de 
gènes), et il contrôle le nombre de faux positifs à un niveau souhaitable. 
Les principales fonctions implémentées par de IBMQ sont: 1) cartographier les eQTLs 
(ou les SNPs) significatifs, 2) classifier les eQTLs soit comme ‘cis-eQTLs’, soit comme ‘trans-
eQTLs’, et 3) trouver les ‘hotspots de trans-eQTL’ (identifier des marqueurs uniques associés 
à plusieurs gènes). Parmi les ‘trans-eQTLs’, iBMQ a détecté trois groupes de ≥ 50 gènes 
formant des ‘hotspots de trans-eQTL’. IBMQ montre une plus grande sensibilité que les 
méthodes univariées traditionnelles pour détecter les ‘trans-eQTL hotspots’ contenant un grand 
nombre de gènes 198. 
1.7.2 Le ‘trans-eQTL hotspot’ dans le chromosome 17 
En particulier, le plus grand ‘hotspot de trans-eQTLs’, détecté par le iBMQ, correspond 
à un locus sur le chromosome 17 (chr17), qui contient 190 transcrits régulés en trans-. Parmi 
ces transcrits, 177 correspondaient à des gènes identifiés par un nom de gènes officiel, et parmi 
ces derniers, 110 correspondaient à des ‘Interferon stimulated genes’ (ISGs), dont la plupart 
sont stimulés par l'IFN de type I. 
1.7.2.1 L'IFN de type I et les ISGs 
La régulation d’expression de l'IFN de type I 
 
36 
Les interférons de type I (IFN) sont des polypeptides secrétés par les cellules infectées. 
Ils activent les programmes antimicrobiens intracellulaires et influencent le développement de 
réponses immunitaires innées et adaptées 201,202. Il existe deux types d'IFN de type I : IFNα et 
IFNβ. La plupart des types de cellules produisent de l'IFNβ, alors que les cellules 
hématopoïétiques, en particulier les cellules dendritiques plasmacytoïdes, sont les producteurs 
prédominants d'IFNα. L'IFNβ est codé par un seul gène IFNB, alors qu’IFNα est codé par 14 
gènes distincts. Les IFN de type I peuvent être produits par presque n'importe quel type 
cellulaire dans le corps en réponse à la stimulation d'un réseau de récepteurs transmembranaires 
et cytosoliques appelés PRRs (pattern-recognition receptors), ces derniers reconnaissent 
différentes composantes structurelles du virus, y compris l'ADN viral, l'ARN bicaténaire 
(ARNdb), l'ARN monocaténaire (ARNsc) et les glycoprotéines de surface, qui sont reconnus 
comme étant des PAMPs (pathogen-associated molecular patterns) 203.  
Il existe un certain nombre de PRRs, chacun étant spécialisé dans la détection de PAMP 
distincts; ces PRRs recrutent également des adaptateurs différents pour activer TBK1 (TRAF 
family member-associated NF-κB activator ou (TANK)-binding kinase 1) 204,205. La famille des 
hélicases de type RIG-I, connue sous l’acronyme RLR (RIG-I like receptors), reconnaissent 
l'ARN bicaténaire cytosolique et l'ARN 5' triphosphorylé 206,207. Cette famille est constituée de 
trois membres, RIG-I (retinoic acid-inducible gene-I) codée par le gène DDX58  206,208, MDA5 
(melanoma differentiation-associated gene 5) codée par le gène IFIH1, et LGP2 (laboratory of 
genetics and physiology 2) codée par le gène DHX58, qui partagent une organisation modulaire 
commune, incluant deux domaines CARDs N- terminaux (absent chez LGP2), un domaine 
hélicase central (Hel), et un domaine C- terminal (CTD) 209. La liaison de l’ARN, au niveau des 
domaines Hel et CTD, induit un changement de conformation et une exposition des domaines 
CARDs qui interagissent avec le domaine CARD de la protéine MAVS (mitochondrial antiviral 
signaling) Cette dernière (aussi appelée IPS-1,Cardif, ou VISA), interagit avec TRAF3 (TNF 
receptor-associated factor) 210,211, TRAF2/5/et 6, permettant ainsi l’activation des facteurs de 
transcription NF-κB et IRFs, et l’initiation de la réponse antivirale 212–214. 
La ‘GMP-AMP cyclique synthase’ (cGAS, cGAMP synthase) a récemment été identifiée 
comme récepteur de PAMP cytosolique 215,216. Par un mécanisme qui reste à élucider, la 
détection cytosolique d'un ADN PAMP active l'activité de nucleotidyl transférase de cGAS et 
conduit à la production de cGAMP. Cette molécule joue le rôle d’un second messager qui lie et 
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active STING (stimulator of IFN genes) 217. STING est une protéine transmembranaire exprimée 
dans le réticulum endoplasmique (ER), en particulier dans les régions de contact entre les 
mitochondries et le ER. Ce domaine particulier (connu sous le nom ‘the mitochondrial-
associated membrane’)  joue un rôle clé dans l'activation immunitaire innée 218,219. Les radicaux 
libres (« Reactive Oxygen Species », ou ROS) peuvent agir en tant que second messagers pour 
induire l'oligomérisation de MAVS et la production d'IFN de type I indépendamment de 
l'infection virale 220. De plus, l’augmentation des ROS cellulaires amplifie la signalisation RIG-
I et la fonction MAVS 221,222. 
Les récepteurs Toll-like (TLR) 1, 2 et 4 sont des protéines transmembranaires qui se 
localisent à la surface cellulaire, où elles détectent des glycoprotéines virales et une variété de 
PAMPs bactériennes (la flagelline, les LPS, les peptidoglycanes, les toxines bactériennes et les 
acides nucléiques bactériens). De même, TLR 3, 7 et 9 sont également des protéines 
transmembranaires, mais ce groupe de récepteurs se localise dans les endosomes, où ils se 
spécialisent dans la détection de virus et d'acides nucléiques bactériens, de façon semblable aux 
RLRs cytosoliques 223. L’induction de la production d'IFN de type I par les TLR3 et TLR4, 
implique la molécule adaptatrice TRIF (TLR/IL-1R domain-containing adaptor protein 
inducing IFN-β), qui s’associe avec la molécule TRAF3 224,225. 
En fait, le recrutement de différentes molécules adaptatrices (telles que STING, MAVS, 
et/ou  TRIF) par divers PRRs conduit à l’activation et au recrutement de TBK1 et d’IKBKE 
(inducible IκB kinase,  codée par le gène IKBKE 226,227). La transmission de signaux d'activation 
aux IKBKE et TBK1 conduit à la phosphorylation des facteurs de transcription ‘IFN-regulatory 
factor 3’ (IRF-3) et IRF-7 aux résidus C-terminaux 210,228. IRF-3 et IRF-7 sont des acteurs 
importants dans l'induction de l'IFN de type I suite à  l’infection virale 223,225. Alors que l'IRF-7 
peut être induit au niveau transcriptionel, IRF-3 se trouve sous forme latente dans le cytoplasme. 
Lors de la phosphorylation de la région C-terminale par TBK1 ou IKBKE, IRF-3 et IRF-7 
hétérodimérisent et translocalisent dans le noyau, où ils induisent plusieurs gènes pro-
inflammatoires et antiviraux ainsi que l'IFN de type I 226,227,232,233. L'analyse des cellules et/ou 
de souris knock-outs simples pour TBK1 et IKBKE suggère un certain niveau de redondance 
dans l’activité de ces deux 234 ; la perte de TBK1 seule semble avoir un impact plus profond sur 
la cascade de signalisation de l'interféron de type I que la perte de IKBKE seul 232–236.  
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L'IFN de type I sécrété se lie au récepteur IFN α / β (IFNAR) et déclenche la production 
de nombreux gènes antiviraux via la voie JAK / STAT 237. La production des ISGs sensibilise 
les cellules à la détection des agents pathogènes. Cependant, la plupart des régulateurs positifs 
nécessitent, en plus de l’induction de leurs niveaux d’expression, une activation supplémentaire 
pour remplir leurs rôles de signalisation. Par exemple, les PRR sont inactifs jusqu'à ce que les 
PAMPs soient détectés; IRF3 et IRF7 nécessitent une phosphorylation pour la translocation 
nucléaire et l'activité de renforcement de la transcription. La signalisation canonique par les 
protéines STAT nécessite également une phosphorylation. Une exception notable dans cette 
classe d'ISGs est IRF1, qui est capable de trans-activer d’autres gène sans aucune modification 
post-traductionnelle ou signaux supplémentaires 238. 
 
La voie de signalisation de l'IFN de type I 
IFNα et IFNβ se lient à un récepteur transmembranaire hétérodimère appelé récepteur 
IFNα (IFNAR), qui est composé des sous-unités IFNAR1 et IFNAR2. Dans la voie canonique 
de signalisation induite par IFN de type I, il a été montré que l'engagement de l'IFNAR activait 
les protéines tyrosine kinases associées aux récepteurs JAK1 (Janus kinase 1) et TYK2 (tyrosine 
kinase 2), qui phosphorylent et activent les facteurs de transcriptions STAT1 et STAT2 (the 
latent cytoplasmic transcription factors signal transducer and activator of transcription 1/2) 
239,240 (Figure 1.8). Les STAT1 et STAT2 phosphorylés par la tyrosine se dimérisent et se 
déplacent vers le noyau, où ils s'assemblent avec l’IRF9 pour former un complexe tri-
moléculaire appelé ISGF3 (IFN-stimulated gene factor 3). L'ISGF3 se lie à ses séquences 
d'ADN, appelé ISRE (interferon-sensitive response elements), activant ainsi la transcription des 
ISGs impliqué dans la réponse antivirale. 
En plus de l'activation de l'ISGF3, l'IFNAR active aussi les homodimères STAT1 et 
STAT3, qui se lient à une séquence appelé GAS (Gamma interferon activation site) 238,240–242. 
Contrairement à STAT1, STAT3 active des gènes qui suppriment les réponses inflammatoires 
243, ce qui suggère que les IFNs de type I peuvent activer une voie de signalisation parallèle 
STAT3 qui équilibre et restreint les voies pro-inflammatoires induites par les IFN de type I. 
L'équilibre entre l'activation de différents STATs par IFNAR est partiellement déterminé par les 




Figure 1.8 : La voie de signalisation d'IFN de type I. La reconnaissance de l'ARNdb ou de 
l’ADNdb par des récepteurs cytoplasmiques, tel que cGAS, RLR, et TLR3 déclenche la 
production d'IFN de type I via la signalisation par des molécules adaptatrices, y compris MAVS, 
STING et TRIF, qui s'associent à TBK1 et IKBKE. Ces deux kinases forment un hétérodimère 
qui, lorsque activé : 1) stimule la phosphorylation de IRF3 et IRF7 qui induisent le gène IFNB 
en se liant à des éléments de réponse dans son promoteur ; et 2) phosphoryle IκBα, menant ainsi 
à la libération du complexe p50/p65 et à l’activation de a voie NFκB. Cette voie peut être 
également activée par la phosphorylation directe de la p65 initiée par IKBKE. Par ailleurs, l'IFN 
de type I active la voie de signalisation de JAK-STAT. IKBKE joue également un rôle à ce 
niveau en inhibant l'homodimérisation STAT1, ce qui favorise l'activation du complexe ISGF3. 
Le complexe ISGF3 induit de nombreux ISGs qui sont soit des effecteurs de la machine anti-
virale, soit des régulateurs positifs ou négatifs de cette dernière. L'expression d'IKBKE est 
induite par diverses voies, y compris le facteur de nécrose tumorale (TNF) et les voies induites 
par les PRRs. 
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L’amplification de la signalisation basale de l'IFN de type I  
Les composantes canoniques de la voie de signalisation de l'IFN de type I (i.e. IFNAR, 
JAK1, TYK2, STAT1, STAT2 et IRF9) sont exprimées de façon généralement ubiquitaire et, 
par conséquent, la plupart des types de cellules sont capables de manifester des réponses à l'IFN 
de type I. Cette capacité est maintenue dans des conditions homéostatiques par une boucle 
autocrine dans laquelle de faibles concentrations picomolaires d'IFN sont suffisantes pour 
augmenter l'expression de STAT1 et IRF9 (qui sont eux-mêmes des ISGs), conditionnant ainsi 
les cellules immunitaires pour une sensibilité accrue aux IFN de type I pendant les premières 
phases de l'infection, lorsque les quantités de cette cytokine sont limitées 244. L’induction 
préférentielle de l'expression de STAT1 est associée à une augmentation de la formation 
d’homodimères STAT1 et du complexes ISGF3, alors que la protéine IKBKE favorise la 
formation du complexes ISGF3 en inhibant l’homodimérisation de STAT1 245,246. La 
phosphorylation de STAT1 médiée par IKBKE supprime la formation d'homodimères STAT1, 
facilitant ainsi la formation d'ISGF3 247. 
En plus d'augmenter l'expression du gène STAT1, le conditionnement (« priming ») des 
cellules immunitaires induit aussi l'augmentation de la phosphorylation des résidus tyrosine et 
serine de la protéine STAT1 240. La phosphorylation de la serine carboxy-terminale conservée 
dans STAT1 conduit à une activité transcriptionnelle accrue. La transcription génétique induite 
par les STATs et par le complexe ISGF3 implique aussi la coopération d'autres TFs, comme les 
membres de la famille IRF 231. Les séquences d'ADN reconnues par la plupart des IRFs se 
chevauchent avec les ISRE, ainsi les IRFs et l'ISGF3 peuvent lier et activer les mêmes gènes 
cibles. De plus, l'expression de IRF1, IRF5, IRF7, IRF8 et IRF9 est induite par des IFNs à travers 
des mécanismes dépendants de STAT, et de nombreux ISGs contiennent à la fois des éléments 
GAS, ISRE et/ou IRF. Au total, il apparait que IFN peut initier une cascade d’activation 
complexe où, dans un premier temps, STATs et l'ISGF3 activent directement certains ISGs, y 
compris IRF1, IRF5, IRF7, IRF8 et IRF9, et où ces IRFs activent dans un deuxième temps un 
second groupe d'ISGs 248,249 (Figure 1.8). 
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Dans l'ensemble, la signalisation IFNAR est amplifiée par divers mécanismes qui 
améliorent les réponses d'IFN de type I pendant les infections, en favorisant les fonctions 
antimicrobiennes et pro-inflammatoires des IFN de type I. 
 
La régulation négative de la réponse IFN par les ISGs 
Pour restreindre l’amplitude de la signalisation basale d'IFNAR, des voies de rétroaction 
négative (qui limitent la durée ou l'intensité de la réponse IFN de type I) sont induites par les 
ISGs, Il s'agit notamment de: 1) l'internalisation des IFNAR par des voies de signalisation 
activées par des cytokines pro-inflammatoires telles que l'IL-1, les TLRs, et le stress oxydatif 
ou métabolique 243,246; 2) la désactivation des composants du signal IFNAR-JAK-STAT par 
l'induction de régulateurs négatifs, tels que SOCS (suppressor of cytokine signaling) (qui 
empêche la liaison des STAT au IFNAR, et qui supprime l'activité de JAK) 254, et USP18 
(ubiquitin specific peptidase 18) (qui déplace JAK1 de IFNAR2) 254,255; 3) la répression de la 
traduction des STATs et ou des IRFs; par exemple, la suppression de la traduction d'IRF7 par 
le répresseur de traduction général 4E-BP (qui est régulé par la signalisation IFN de type I) 256. 
La traduction d'IRF7 est supprimée aussi par la protéine OASL1 (2'-5'-oligoadenylate synthase-
like protein 1) d'une manière inductible et très spécifique. Il existe encore d'autres ISGs qui sont 
aussi des régulateurs traductionnels, tels que IFIT1 et IFIT2 (Interferon-induced protein with 
tetratricopeptide repeats 1/2), qui se lient et inhibent la formation du complexe de préinitiation 
ribosomique médiée par eIF3 257,258; et la protéine kinase R (PKR, également connue sous le 
nom de eIF2AK2), qui phosphoryle et inactive le complexe eIF2, qui est important pour la 
fonction ribosomique 238,259. 
 
Le rôle de la réponse d'IFN de type I et des ISGs dans l’infection virale 
Il existe plusieurs ISGs qui affectent l’infection virale par divers mécanismes antiviraux, 
et durant tous les stades d’infection. Parmi les effecteurs antiviraux, il y a : 1) les inhibiteurs de 
la sortie virale (tels que MX1, MX2, CH25H, les protéines IFITM, et les protéines TRIM; 2) les 
inhibiteurs de la traduction et de la réplication du virus, incluant la protéine antivirale zinc-finger 
(ZAP), les protéines IFIT1 et IFIT2, la voie OAS-RNaseL et la PKR 253,256;et 3) les régulateurs 
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de la modification post-traductionnelle des protéines virales, incluant notamment la protéine de 
type ubiquitine, appelé ISG15, qui se lie de manière covalente à des protéines cibles dans un 
processus appelé ISGylation 264(parmi les protéines impliquées dans l'ISGylation et le 
deISGylation, il y a UBE2L6, HERC5, HERC6, UBE1LA, TRIM25 et USP18 qui sont 
également induits par l'IFN 265). 
Les deux effecteurs antiviraux les plus étudiés et les plus fortement induits, sont :  
1) la molécule appelée « tetherin » est codée par l'ISG BST2. En 2008, BST2 a été 
découvert comme facteur responsable de la prévention de la libération du VIH-1 (avec le Vpu 
muté) des cellules hôtes 266,267. Après ces découvertes, BST2 a été renommée « tetherin » grâce 
à sa topologie unique qui permet de lier les virus enveloppés à la surface des cellules infectées 
268,269. Depuis, il a été montré que l'effet de liaison de BST2 s'étendait à d'autres « virus 
enveloppés » 269–272. En attachant les virus enveloppés à la surface des cellules infectées, la 
BST2 limite non seulement la libération du virus, mais provoque également l’amplification de 
la réponse immunitaire innée 273,274. 
 2) la viperine ,codée par l’ISG RSAD2 et connue pour son rôle antiviral puissant contre 
un certain nombre de virus, y compris le virus de l'immunodéficience humaine (HIV)275, le virus 
de l'hépatite C (VHC) 276, et plusieurs autres 277–280.  Il a également été démontré que la viperine 
participe à la signalisation cellulaire du système immunitaire, en modulant la signalisation NFkB 
et AP-1 dans les cellules T 281et les voies TLR-7 et TLR-9 dans les cellules dendritiques 
plasmacytoïdes 282. 
En plus de leurs effets antiviraux, les IFN de type I empêchent la réplication 
intracellulaire des bactéries 266,269. D'autres effets antibactériens possibles de l'IFN de type I ont 
été postulés sur la base de son pouvoir à moduler la réponse innée et adaptative contre les 
bactéries, par exemple l'activation des cellules NK (natural killer), la production d'anticorps et 
l'activation des cellules dendritiques 287. Les IFN de type I peuvent moduler différents processus 
biologiques comme : l'autophagie, la différenciation, la migration cellulaire, la prolifération 
cellulaire, l'angiogenèse, et l'apoptose 288,289.  
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1.7.2.2  Les ‘trans-eQTL hotspots’  enrichis en gènes immunitaires et leur association 
avec des maladies 
De toute évidence, les IFN de type I induisent des réponses équilibrées dans lesquelles 
des signaux activateurs induisant des états antiviraux et favorisant les réponses immunitaires, 
sont contrebalancés par des signaux suppressifs limitant la toxicité pour l'hôte. Ces réponses 
équilibrées sont affinées par divers facteurs opérant à de multiples niveaux. Une signalisation 
aberrante, provoquée par la dérégulation des IFN de type I et des ISGs, peut conduire à plusieurs 
syndromes inflammatoires ou auto-immuns 290. Les ISGs sont régulés de façon coordonnée, et 
sont souvent regroupés dans des réseaux de gènes. 
 Les mécanismes de régulation des réseaux de gènes immunitaires varient en fonction des 
individus et des types de cellules, reflétant la diversité génétique et épigénétique 291. Ils varient 
aussi selon les conditions environnementales (en présence ou en absence de stimulation). Un 
locus ou une variation génétique qui affecte l’expression d’un réseau de gènes immunitaires (ou 
un hotsopt de gènes), peut aussi contribuer en partie à la susceptibilité à plusieurs maladies 
complexes associées à une activité immune inappropriée ou à une inflammation, y compris les 
maladies auto-immunes [comme les T1D, les auto-anticorps T1D, 292,293, la maladie cœliaque 
294, l'hyperthyroïdie 295, le vitiligo 296, la polyarthrite rhumatoïde 294], et d'autres traits complexes 
tels que la pression artérielle 297,298, la maladie rénale chronique 299, la maladie d'Alzheimer 300, 
l'athérosclérose 301, l’infarctus du myocarde 302, et le cancer.  
 Effectivement, des études antérieures ont montré plusieurs exemples de chevauchement 
entre les ‘hotspots de trans-eQTLs’ (enrichis en gènes immunitaires) et les loci contenant des 
signaux d'association à des maladies complexes. Par exemple, une étude de cartographie de 
‘trans-eQTL hotspots’ a montré qu’un locus correspondant au gène 2310061C15Rik, qui régule 
l'expression de plusieurs gènes inflammatoires, est aussi susceptible de contribuer à 
l'athérosclérose 168. De plus, les études de cartographie de QTLs de type GWAS ont montré 
qu’une proportion significative des loci liés à la majorité des maladies complexes est susceptible 
d’affecter plusieurs trans-hotspots de gènes immunitaires ou antiviraux 128,179,190,303. Par 
exemple, une étude récente a montré que les variants génétiques associés au métabolisme du 
cholestérol et au diabète de type 1, régulent aussi des gènes impliqués dans la réponse 
immunitaire105. Il a été montré que la diminution de la biosynthèse du cholestérol favorise 
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l'expression de gènes anti-viraux par un mécanisme qui implique une signalisation améliorée du 
complexe STING-TBK1-IRF3, induisant ainsi une production accrue d'interférons de type I 304–
306. 
En conclusion, on peut déduire que l’intégration de la cartographie des ‘hotspots de 
trans-eQTL’ avec les études de GWAS permet de mieux comprendre les effets en aval de 
nombreux variants génétiques associés aux traits complexes, et finalement d’élucider les causes 
de ces troubles. En outre, puisque les ‘trans-eQTL hostspots’ sont souvent formés de gènes 
regroupés dans des voies immunologiques clés, il est probable qu’un ‘trans-eQTL hostspot’ 
peut avoir un effet pléiotropique et affecter plusieurs traits qui ont une étiologie génétique 
commune (comme les maladies auto immunes) 307. Fait important, la cartographie des ‘hotspots 
de trans-eQTL’ peut être caractérisée dans des cellules exposées à différentes conditions de 
stimulation, permettant ainsi de détecter des effets très « contextuels ». Ceci met en évidence 
l'importance de déterminer la variation de la régulation génétique dans différentes conditions 
patho-physiologiques 105,168,177,180,193.  
1.7 Objectifs et hypothèses 
Tel que mentionné précédemment, nous avions déjà détecté un ‘hotspot de trans-eQTLs’ 
sur le chr17. Comme le même locus est lié en cis- au gène ‘Yipee like 5’ (Ypel5), nous avons 
voulu étudier si ce gène pouvait être un régulateur des gènes régulés en trans- et, si tel était le 
cas, de tester et valider expérimentalement le mécanisme de fonctionnement de Ypel5. 
 
Le gène YPEL5 fait partie d’une famille constituée d’un groupe de 5 gènes (YPEL1-5), 
présentant un haut degré d'homologie avec le gène Yippee de la Drosophile 308. Yippee a été 
découvert pour la première fois chez la drosophile en tant que protéine interagissant avec 
l'hémoline, une protéine de type immunoglobuline présente chez les lépidoptères et découverte 
initialement dans des larves de Hyalophora cecropia en condition de stress immunitaire 309. Des 
orthologues des gènes YPEL existent chez tous les eucaryotes (incluant les protozoaires et les 
plantes) et ces gènes montrent un haut degré de conservation dans tout l’arbre évolutionnaire 
(de la moisissure aux humains). Les gènes YPEL se composent de 4 exons codant pour une 
protéine de 121 acides aminés (poids moléculaire prédit de 13,7 kDa). L'analyse de la séquence 
d'acides aminés a révélé la présence d'un domaine ‘zinc binding Ring Finger’, un motif conservé 
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dans tous les homologues yippee. YPEL5 est le membre de la famille dont la séquence d’acide 
aminé est la plus homologue à celle du gène Yippee (71% d’identité). YPEL1-4 présentent un 
niveau d'homologie inférieur avec le gène Yippee (45% d'identité), mais un haut niveau 
d'identité les uns avec les autres.   
La séquence de YPEL5 est identique (conservation à 100%) chez tous les vertébrés 
308,310; cependant, sa fonction demeure inconnue. Dans mon projet de thèse, nous avons 
découvert un nouveau rôle pour YPEL5 dans la régulation d’IFNβ et des ISGs dans les 
macrophages de souris (RAW 264,7) et les cellules humaine (HEK 293T) 310. Par ailleurs, 
d’autres données expérimentales permettent de penser que le gène YPEL5 est impliqué 
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 Functional genomic analysis of gene expression in mice allowed us to identify a 
quantitative trait locus (QTL) linked in trans- to the expression of 190 gene transcripts and in 
cis- to the expression of only two genes, one of which being Ypel5.  Most of the trans-expression 
QTL genes were interferon-stimulated genes (ISGs), and their expression in mouse macrophage 
cell lines was stimulated in an IFNB1-dependent manner by Ypel5silencing.  In human 
HEK293T, YPEL5 silencing enhanced the induction of IFNB1 by pattern recognition receptors 
and the phosphorylation of the TBK1/IKBKE kinases, while co-immunoprecipitation 
experiments revealed that YPEL5 interacted physically with IKBKE.  We thus found that the 
Ypel5gene (contained in a locus linked to a network of ISGs in mice) is a negative regulator of 
IFNB1 production and innate immune responses that interacts functionally and physically with 




 One genomic locus associates in trans- to expression of 190 genes in hearts from mouse 
strains 
 Expression levels of the uncharacterized and conserved Ypel5 gene associates in cis- to 
that locus 
 Ypel5 regulates interferon-responsive genes present in the hotspot of trans-regulated 
genes  
 YPEL5 interacts functionally and physically with the TBK1/IKBKE kinases 
eTOC Blurb 
After detecting a locus linked to the expression of many interferon-responsive genes in mice, 
Jeidane Saloua et al discovered that the locus contained the Ypel5gene, a negative regulator of 




 Functional genomics, which evaluate the functional consequences of genetic variations 
on intermediate molecular traits, have been proposed as a means to improve the power of 
detecting gene variants linked to complex traits 311.  This approach is supported by increasing 
evidence showing that gene regulatory changes often contribute to complex phenotypes [such 
as susceptibility to disease 312], and that a majority of genes have expression levels that associate 
with genetic variants178.  Quantitative trait loci (QTLs) linked to gene expression are called 
“expression-QTLs” (eQTLs).  Genetic variants may affect the expression of genes that either 
map in their vicinity (cis-eQTLs) or reside further away (trans-eQTLs) 173.  Heritability studies 
suggest that trans-acting variants are responsible for more than half of the genetically explained 
variance in gene expression138.   
 In some particular cases, genetic variants may associate in trans- with expression levels 
of a great number of genes, with such clusters being commonly referred to as “trans-eQTL 
hotspots” 165.  Their functional interest is highlighted by the facts that: 1) in some instances, they 
show enrichment for functionally related genes 173,175, which may give insights on how several 
genes in the network contribute to a biologic function; and 2) trans-eQTL hotspots overlap 
significantly with loci containing association signals for complex diseases105,128,177. 
 
 The association of a single genetic variant to expression levels of a great number of genes 
in trans- suggests that genes in the cluster are downstream of a common regulator.  Studies 
testing for enrichment of transcription factor (TF) binding sites within the promoters of genes 
in trans-eQTL hotspots have led to the identification of several TFs [including KLF4 179, IRF2 
177, and IRF7 190] as “hub genes” within the trans-eQTL gene network.  However, the loci of the 
latter did not always correspond to that of the trans-eQTL 190, indicating that trans-eQTL 
regions may still contain cis-eQTL genes that may not be TFs but are ultimately responsible for 
linkage of all trans-eQTL genes to their locus.  Alternatively, given the recent report that up to 
43% of the SNPs associating in trans- to gene expression levels also showed association with 
at least one local cis-eQTL178, all cis-eQTL genes whose locus match that of the trans-eQTL 
could be considered as potential regulators of trans-eQTL genes, independently of their ability 




 By analyzing gene expression profiles in mouse hearts, we detected previously a trans-
eQTL connected to 192 gene transcripts198.  Within the eQTL hotspot, two transcripts (Ypel5 
and Clip4) corresponded to genes conforming to the definition of cis-eQTL genes (with 
transcription start sites at < 1Mbp from the SNP).  On the base of preliminary data mining 
analyses, we prioritized Ypel5 for further investigations.  We found that Ypel5 negatively 
regulates interferon- (IFNB1) production via interactions with the TBK1/IKBKE kinases.  In 
addition of their specific interest for the biology of the innate immune response, these findings 
illustrate the ability of this experimental strategy to discover genes coding for regulators of 





2.3.1 Characteristics of cis-eQTL and trans-eQTL genes 
 We previously profiled gene expression in hearts from 24 AxB/BxA mouse recombinant 
inbred strains (RIS) that originated from reciprocal crosses between the parental C57BL/6J and 
A/J strains199, and further used that dataset to test the performance a newly developed Bayesian 
eQTL analysis tool198.  These tests allowed us to find that the new method detected ‘trans-eQTL 
hotspots’ containing large number of genes with greater sensitivity than more traditional 
univariate methods.  In particular, the largest ‘trans-eQTL hotspot’ that was detected contained 
192 genes linked in trans- to a locus (identified as “17@72.4”) at position 72.449 Mb on 
chromosome 17 (chr17), which corresponded to the rs33200140 single nucleotide 
polymorphism (SNP).  Thus, the abundance of the trans-eQTL transcripts in RIS mouse hearts 
varied (in mice that all have a mixed C57BL/6J x A/J genetic background) according to whether 
rs33200140 originated from the parental A/J or C57BL/6J strains.  Yippee like 5 (Ypel5) and 
Clip4 (at positions 72,851 Mb and 71,782 Mb, respectively) were the only eQTL genes having 
their transcription start site located at < 1Mbp from the rs33200140 SNP, and thus were the only 
two conforming to the definition of ‘cis-eQTL’ genes.  The 190 trans-regulated transcripts in 
the hotspot originated from loci distributed among all chromosomes (Figure 2.1), with 177 of 
them corresponding to genes with official gene symbols.   
 The most statistically enriched categories of Gene Ontology (GO) terms for the genes 
within the hotspot were those corresponding to “immune responses”, “purine nucleotide 
binding” and “antigen processing and presentation” (Table S1a).  As several of the hotspot genes 
corresponded to known “interferon-stimulated genes” (ISGs), we queried the “Interferome” 
database 313, and found that 110 out of the 177 ‘trans-eQTL’ with official gene symbols 
corresponded to ISGs (Table S2).  Among these genes, 22 were identified as responding 
exclusively to type I IFN (IFN/IFN), 8 were identified as responding exclusively to type II 
IFN (IFN), whereas 80 are responding to both type I and type II IFNs.  Thus, 102 out of 177 
genes within the hotspot were responsive to type I IFN. 
The eQTL cluster contained genes whose differences in expression in hearts from RIS mice (as 
a function of the allelic origin of the chr17 locus) were greater than 1.4 fold.  We profiled the 
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pattern of expression of these genes across cells and tissues, using data from the BioGPS gene 
annotation portal (Figure S1).  Euclidian clustering of the expression level values of these genes 
revealed 4 groups of cells and tissues. The highest levels of expression were found in stimulated 
macrophages, followed by 3 groups with progressively declining levels: the first one comprised 
most immune cells and tissues, the second one comprised mostly central nervous tissue (CNS) 
cells and testes, and lowest levels of expression were found in remaining tissues and cells 
(Figure S1).  In comparison, expression of Ypel5 itself was fairly ubiquitous, but highest levels 
were found in stimulated macrophages and mast cells, in bone marrow, and in tissues from the 
central nervous system.   
 The Ypel5 protein showed a high level of conservation across vertebrates, as there was 
100% identity at the amino acid level in primates, rodents, bovine and xenopus (Figure S2a).  
Nonetheless, the only homologies detected by BLAST searches (either at the nucleotide or 
amino acid level) were for genes/proteins containing a Yippee-like domain (originally identified 
in Drosophila).  To go beyond linear sequence analogies, we tested possible protein 
tridimensional (3D) homology/analogy, using the Phyre2 recognition engine 314.  Only 13 
templates had scores for 3D structural match with YPEL5 higher than the suggested 80% 
threshold.  Several of the templates were the C-terminal portion (i.e. the “regulatory domain”) 
of the RIG-I/DDX58, MDA5/IFIH1 and LGP2/DHX58 proteins (from multiple species), all of 
which being DExD/H box RNA helicases belonging to the sub-family of RIG-I-like receptor 
family (RLRs) that play important roles in the control of interferon- (IFNB1) 315.  YPEL5 
shared with these proteins: 1)a similar succession of  strands and  helices, and 2) the positions 
of four zinc-coordinating cysteine residues that form a motif that is considered to be essential 
for the functions of these proteins 316 (Figure S2b). Three other templates corresponded to 
MSS4, a GDP/GTP exchange factor for small Rab-like GTPases which shows 3D similarity in 
both fold and zinc cluster with RIG-I/DDX58 316.   
 Expression of Clip4 was more tissue-specific than that of Ypel5, with highest levels 
being found in skeletal muscle, mammary gland and cornea, medium levels in CNS, and very 
low levels in most other tissues.  Likewise, the Clip4 protein showed only partial homologies 
(both by BLAST and Phyre2 searches) for restricted ankb24 or Cap-Gly domains within other 
proteins.  Given the predominance of ISGs among trans-eQTL genes and the greater expression 
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of both Ypel5 and trans-eQTL genes in immune-related cells (and in particular macrophages), 
we considered Ypel5 to constitute a more likely candidate regulator of the trans-eQTL genes 
than Clip4, and thus further tested whether Ypel5 silencing affected the expression of trans-
eQTL genes and/or Ifnb1, using mouse macrophage-like cell lines for initial experiments. 
2.3.2 Effects of Ypel5 knockdown on trans-eQTL genes in mouse 
macrophage cell lines 
 Among the ISGs showing the largest differences in abundance in hearts from mouse RIS 
(Table S2) (Figure 2.1), we randomly selected five genes (Bst2, Usp18, Irf7, Ifit3, and Gbp2) to 
test by RT-qPCR the effects of Ypel5 silencing on their expression levels.  Both in RAW 264.7 
and J774 cells, transfection with specific Ypel5 siRNA decreased Ypel5 expression to less than 
30 % of the levels found in cells transfected with scrambled siRNA, and significantly increased 
the expression of all 5 tested ISGs, in addition to that of Ifnb1 itself (Figure S3a-b).  Additional 
experiments in RAW 264.7 cells showed that the effects of Ypel5siRNA on all 5 ISGs were 
blocked when it was co-transfected with Ifnb1siRNA (Figure 2.2), suggesting that the responses 
of ISGs were in fact secondary to increased expression ofIfnb1.  Beyond baseline conditions, 
we tested whether Ypel5 silencing affected the induction of Ifnb1 by either transfection with 25 
ng poly (I:C) (which induces Ifnb1 via RLRs acting as intracellular RNA sensors) or exposure 
of cells to 2000 ng extracellular poly(I:C) [which induces Ifnb1 via Toll-like receptors 3 
(TLR3)].  We verified previously that: 1) 25 ng of extracellular poly (I:C) had no effect on Ifnb1; 
2)the dose of 2000 ng was slightly above the threshold required for extracellular poly(I:C) to 
affect Ifnb1 expression; 3) neither poly(I:C) treatment affected endogenous Ypel5 expression; 
and 4) Ypel5 siRNA downregulated Ypel5 expression to the same extent in all groups (Figure 
S3c-d-e).  Ypel5 silencing amplified the effects of both poly (I:C) treatments on Ifnb1 induction 
(Figure 2.3).  Specificity of Ypel5 siRNA was further assessed in two different ways.  First, we 
verified that the Ypel5 siRNA had no effect on the expression of 2 control genes, i.e the Gapdh 
housekeeping gene, and Gpr183, a gene previously found to regulate expression of many 
inflammatory genes 190(Figure S3f).Secondly, we found that two additional Ypel5 siRNAs 
affected endogenous Ypel5 expression to the same extent as the first siRNA, and that they both 
increased Ifnb1 production, either in basal conditions or after induction with intracellular poly 
(I:C) (Figure S3g-h). 
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 To further explore the general effects of Ypel5 silencing in macrophages, we compared 
the transcriptosomes of RAW 264.7 cells transfected with either scrambled or Ypel5 siRNA.  Si-
Ypel5 affected the expression of a total of 944 gene transcripts (P-value < 0.005 and FDR < 0.1), 
including that of 50 genes belonging to the cardiac eQTL hotspot.  Enrichment analyses for GO 
terms within the 944 genes revealed statistical enrichment for the “immune and defense 
responses” and “nucleotide and ribonucleotide binding” categories (i.e. similar categories as 
those showing enrichment in genes showing differential expression in mouse RIS hearts), as 
well as for the categories corresponding to “mitochondria” and “regulation of programmed cell 
death” (Table S1b).  Among all gene transcripts affected by Ypel5 silencing, 248 and 65 of them 
were either up- or downregulated by more than 30%, respectively, altogether corresponding to 
a total of 281 genes with official gene symbols.  Among the latter, 160/281 genes (57%) were 
reported in the Interferome database as ISGs.  When examining the 50 trans-eQTL genes 
showing > 40 % fold differences in mouse RIS hearts and testing whether Ypel5 silencing 
affected their expression in RAW264.7 cells, we found that this was the case for 26/50 of them 
(i.e. 52%). Altogether, these results showed that mouse RIS hearts expressed a core of IFNB1-
responsive genes: 1) whose expression levels associated with differences in Ypel5 expression, 
and 2) that overlapped with those genes whose expression was affected by Ypel5 silencing in 
RAW264.7 cells. 
2.3.3 Effects of YPEL5 on IFNB1 induction in human cells 
 We further tested whether YPEL5 silencing would affect IFNB1 induction in human cells 
similarly as in mouse macrophage cell lines.  We chose the HEK293T cell line, as it has been 
the preferred model in most previous studies on IFNB1-regulating pathways, and was previously 
used by ourselves to identify many potential modulators of the tightly regulated production of 
IFNB1 317.  Sendai virus (SeV) is an RNA virus that is recognized by RIG-I, leading to IFNB1 
production and up-regulation of ISGs318,319.  The effects of SeV infection on induction of RIG-
I and MDA5 (tested as representative ISGs) were amplified by YPEL5 downregulation (Figure 
2.4a-c) and dampened by YPEL5 overexpression (Figure 2.4d-f).  After SeV infection, there was 
a time-dependent increase in the mRNAs of IFNB1 and that of SeV nucleocapsid (NP) protein.  
These responses were either amplified (Figure 2.4g) or dampened (Figure 2.4h), respectively, 
by YPEL5 downregulation.  Si-YPEL5 also amplified the effects of SeV on IFNB1-dependent 
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luciferase activity in transfected cells (Figure S4a); at no time after infection did we notice any 
change in endogenous YPEL5 expression levels in scrambled siRNA-transfected cells (Figure 
S4b). 
 After sensing and binding to either non-self or 5’-ppp viral RNA, RLRs undergo 
conformational changes that allow them to interact with MAVS at the mitochondrial outer 
membrane 319.  Binding of RIG-I and/or MDA5 to 5’-ppp RNA depends on the presence of 
several critical lysine residues in their regulatory domains 320, but these residues were not 
conserved into the YPEL5 sequence (Figure S2).  Moreover, we verified experimentally that 
YPEL5 did not share with RIG-I the ability to bind to either HCV RNA or poly (I:C) (a synthetic 
mimetic of double-stranded RNA) (Figure S5).  Despite these differences, we tested whether 
YPEL5 downregulation could affect signaling events initiated by activated RLRs.  In HEK293T 
cells transfected with pIFNB1-LUC, YPEL5 siRNA significantly amplified the induction of 
IFNB1-dependent luciferase activity by overexpression of either activated RIG-I (Figure 2.5a) 
or of effectors acting downstream of viral RNA sensing (i.e. MAVS, TBK1 or IKBKE) (Figure 
2.5b-d).  In addition, YPEL5 downregulation enhanced the luciferase-inducing effects by two 
other nucleic acid sensing systems that activate the TBK1/IKBKE kinases independently of 
MAVS, i.e. TRIF, which mediates the effects of stimulated TLR3 321and the cGAS/STING 
cytosolic DNA sensor system216 (Figure 2.5e-f).  One of the other reported effects of activated 
TBK1/IKBKE kinases is their ability to trigger phosphorylation events that lead to NF-κB 
activation 322.  Accordingly, we found that YPEL5 downregulation enhanced the effects of 
TBK1/IKBKE overexpression on induction of endogenous TNF, a well-known target of NF-κB 
(Figure S6c-d).Moreover, YPEL5 silencing increased the effects of overexpressed TBK1 on its 
auto-phosphorylation and the effects of overexpressed IKBKE on its auto-phosphorylation and 
the cross-phosphorylation of TBK1 (Figure 2.6). To test possible physical interactions of 
YPEL5, we co-transfected HEK293T cells with both 3X-FLAG-YPEL5 and constructs 
expressing either MAVS, TBK1 or IKBKE.  Western blots performed on material 
immunoprecipitated with anti-FLAG antibody revealed that the precipitates contained 
immunoreactivity for IKBKE, but not for either MAVS or TBK1 (Figure 2.7).  These results 
were confirmed in reverse experiments, where HEK293T cells were co-transfected with 
YPEL5-Myc and constructs expressing either Flag-tagged YFP, TBK1 or IKBKE (Figure S7).  
Altogether, the results showed that YPEL5 interacts physically with IKBKE and functionally 
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with the activity of the TBK1/IKBKE kinases.  However, YPEL5 downregulation also increases 
INFB1-mediated ISG56luciferase activity in cells that are respectively exposed to rcIFNB and 
overexpression of IRF3 (5D), a phosphomimetic mutant of IRF3 that partially mimics virus-
induced IRF3 activation (Figure S8). 
 The effects of YPEL5 downregulation were validated in two different ways.  We first 
verified that the effects of two additional YPEL5 siRNAs on expression of endogenous YPEL5 
were similar to that of the first siRNA tested, and that amplified the effects of TBK1 on IFNB1-
dependent luciferase activity to a similar extent (Figure S9).  We alsoablatedYPEL5 in 
HEK293T cells by an RNA-guided nuclease approach and selected two clonal cell lines, with 
absence of YPEL5 being verified by qRT-PCR (Figure S10a,b).  YPEL5 ablation was 
accompanied by a significant increase in IFNB1- and NF-κB -dependent activity (Figure S10c, 
d), along with increases in the expression of the endogenous RIG-I (a target of IFNB1) and that 
of endogenous TNF (a target of NF-κB) (Figure S10e,f).  Likewise, TBK1 overexpression 







 In light of recent studies showing overlap of many ‘trans-eQTL hotspots’ with loci 
containing association signals for complex diseases 105,128,177a better understanding of the 
mechanisms controlling the expression of ‘trans-eQTL’ genes would be helpful to elucidate the 
causes of complex disorders.  Up to now, the number of ‘trans-eQTL’ hotspots reported in the 
literature is small, with tentative explanations being that effect sizes are typically modest, that 
the multiple testing procedures create a particular statistical burden, and/or that trans-eQTLs are 
in general more sensitive to the effects of confounding factors105,165,323.  Nonetheless, three 
recent developments promise to facilitate the detection of ‘trans-eQTL hotspots’: 1) the pooling 
of the results of several studies, which may improve statistical power by allowing eQTL meta-
analyses 105; 2) the design of studies where gene expression is studied in cells across several 
experimental conditions, in order to detect context-dependent eQTLs 177; and 3) improvements 
in the computational methods used to detect ‘trans-eQTLs’, including the use of Bayesian 
approaches 196,197.  The eQTL hotspot reported herein was detected using such a multivariate 
computational tool198.  It contained 190 trans-regulated and two cis-regulated transcripts, among 
which we prioritized Ypel5 as a possible candidate regulator on the base of data mining queries.  
The family of YPEL proteins has been reported in essentially all eukaryotes (including fungi, 
plants and unicellular organisms) and all members show very high levels of evolutionary 
conservation, which altogether suggest important functions for these proteins 324,325.  However, 
functions of YPEL5 have been limited to a possible participation in events related to cell cycle 
progression 324,325.   
 
 Outside of the family of YPEL proteins, YPEL5 showed no homology with the linear 
amino acid sequences of any other known mammalian protein, but at the structural 3D level, it 
showed some homology with the regulatory domain of three RLRs.  YPEL5 shared with these 
proteins the positions of four zinc-coordinating cysteine residues that form a motif considered 
as a typical structural element of this protein family 316.  Although we found no evidence that 
YPEL5 could (in contrast to RIG-I) bind to viral RNA, there are precedents for RLR-related 
proteins being able to play roles other than just RNA sensing and to interact with further 
downstream signaling components.  For instance, LGP2 (an homolog of RIG-I and MDA5) 
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inhibits IFN by acting both upstream and downstream of MAVS 326. Likewise, DDX3 and 
SNRNP200 (which both belong to the family of DExD/H box RNA helicases) enhances the 
phosphorylation of IRF3 and the production of IFNB1 via specific interactions with IKBKE and 
TBK1, respectively 327,328.  Since most genes in the trans-eQTL hotspot were also known ISGs, 
we tested the hypothesis that YPEL5 could play a role in IFNB1 regulation.  Our data indicate 
that downregulation of Ypel5 by three different siRNAs enhances Ifnb1 production in mouse 
macrophage cell lines.  In human HEK293T cells: 1) downregulation of Ypel5 by three different 
siRNAs enhances Ifnb1 production, and the latter effect is accompanied by a decrease in SeV 
replication in infected cells; 2) the effects of CRISPR/Cas9-mediated deletion of YPEL5 on 
IFNB1-dependent responses are similar to that of YPEL5 downregulation; and 3) the effects of 
overexpressed YPEL5 in HEK293T on ISGs are the reverse image of those obtained with YPEL5 
downregulation.  It remains to be seen to which extent YPEL5 affects the expression of 
inflammatory genes in other cell types and/or genetic backgrounds.  For instance, several of the 
‘trans-eQTL’ genes whose expression associated with the allelic origin of the chr17 locus in 
RIS mice (i.e. in mixed C57BL/6J x A/J genetic backgrounds) did not show significant 
differences in hearts from the parental inbred strains themselves (data not shown).  The full 
effects of YPEL5 may therefore either be modulated by additional factors and/or be partly 
dependent on them. 
 
 The TBK1 and IKBKE kinases are both non-canonical members of the IKK family that 
play a critical role in type 1 (and III) IFN responses via their ability to phosphorylate and activate 
IRF3 329.  In HEK293T cells, YPEL5 silencing enhances the effects of overexpression of either: 
1) TBK1 and IKBKE; 2) MAVS or RIG-I (which activates MAVS upstream of the 
TBK1/IKBKE kinases); or 3) TRIF or cGAS-STING (two additional adaptors that lead to 
activation of the TBK1/IKBKE kinases). Results of co-immunoprecipitation (co-IP) 
experiments indicated that the YPEL5 protein interacted physically with material containing 
IKBKE immunoreactivity.  That physical interaction had likely effects of the TBK1/IKBKE 
kinases themselves, sincesi-YPEL5  enhanced the effects of overexpressed TBK1 and IKBKE 
on: 1) their auto- and cross-phosphorylation, i.e. two covalent modifications that participate in 
their activation 330; and 2) the induction of endogenous TNF, a well-known target of NF-κB 
which itself is activated by phosphorylation TBK1/IKBKE kinases 322.  Other effects of YPEL5 
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may need further investigation, but are not incompatible with possible involvement of the 
TBK1/IKBKE kinases.  For instance, the fact that the assembly of the multimeric 
STAT1/STAT2/IRF9 complex is facilitated by the effect of IKBKE on STAT1 331 might explain 
why YPEL5 downregulation amplifies the effect of rcIFNB1.  Likewise, the amplification of the 
effect of IRF3(5D) by siYPEL5 might be explained by the fact that TBK1 directly 
phosphorylates MAVS, STING and MAVS to allow the latter to recruit IRF3 for 
phosphorylation on residues that are different from those whose phosphorylation are mimicked 
in IRF3(5D) 332. 
 
 Despite the difficulties of detecting ‘trans-eQTL hotspots’, most of the ones detected to 
date concern inflammatory genes 105,128,177,190.  Since inflammatory responses typically implicate 
coordinated responses of many genes, such networks may constitute those where genetic 
variants are most likely to associate with ‘trans-eQTL hotspots’, and explain why the latter often 
overlap with loci containing association signals for complex diseases.  In mouse RIS hearts 
(where the Ypel5 locus is linked to the expression of the ‘trans-eQTL’ genes), QTL-dependent 
differences in gene expression may be due to differences in either cardiomyocytes themselves 
or in other cell types (including resident or infiltrating macrophages).  Regardless of the cell 
type, the pathways regulated by Ypel5 have been implicated in cardiac pathophysiology.  For 
instance, several interferon regulatory factors play critical roles in the modulation of left 
ventricular remodeling 313,315.  Likewise, invalidation of the IKBKE gene in mice leads to 
cardiac hypertrophy, fibrosis, and cardiac dysfunction, indicating a crucial role for IKBKE in 
regulating cardiac hypertrophy 336.   
 
 In addition to their IFNB1 regulatory properties, both TBK1 and IKBKE promote 
oncogenesis 317,319.  IKBKE is frequently overexpressed in a number of human cancers, in 
particular breast, ovarian and pancreatic cancer 340, and inhibition of either kinase suppresses 
the growth of HER2-driven breast cancer 341.  Of note, TBK1 is constitutively expressed in most 
cell types, whereas basal IKBKE expression is observed in specific tissues and cell types and is 
rapidly inducible by cytokines 340.  Although IKBKE and TBK1 show many overlapping 
activities that are relevant to innate immunity and inflammation, the more restricted expression 
of IKBKE might be of a particular interest in regards to its regulation by YPEL5.  It will thus 
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be important to further determine the regulatory role of YPEL5 with the relative contribution of 
IKBKE and TBK1 in different pathways (e.g. NF-κB versus IRF3) and pathophysiological 
processes.   
 
 In summary, biologic validation of genomic analyses allowed us to discover that Ypel5 
is a negative regulator of the IFNB1 production and innate immune responses, and that it acts 
primarily at the level of the TBK1/IKBKE kinases.  Although the function of this gene in 
vertebrates was not known, its high level of evolutionary conservation suggested that it may 
play important roles.  Interestingly it is an ortholog of Yippee in Drosophila, where it interacts 
with hemolin309, a protein that participates to anti-viral processes in insects 342.  It is thus possible 




2.5.1 Animals and ethics statement 
 Results of gene expression studies were obtained in hearts from a panel of 24 male 
AxB/BxA recombinant inbred mice, as described previously198,343.  In these previous studies, 
animals were euthanized by cervical dislocation, following approval by the animal ethics 
committee of the Institut de Recherches Cliniques de Montréal (IRCM) and in agreement with 
the guidelines of the Canadian Council for Animal Care. 
2.5.2 Cells lines and culture 
 RAW 264.7 and J774 cells (mouse monocytic/macrophagic cells) and HEK 293T 
(human embryonic kidney) cell lines were cultured in Dulbecco's modified Eagle's medium 
(DMEM, Wisent), supplemented with 10% fetal bovine serum, 100 units/ml penicillin, 100 
µg/ml streptomycin and 2 mM glutamine (all from Wisent). 
 For siRNA transfections, the scrambled MISSION® siRNA SIC001 (Sigma-Aldrich, St-
Louis, MO) was used as a negative control.  For silencing mouse Ypel5, three separate specific 
siRNAs were obtained: SASI_Mm01_00066332, SASI_Mm01_00066328, and 
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SASI_Mm01_00066329, identified in the text as si-Ypel5-1, si-Ypel5-2, si-Ypel5-3, 
respectively.  For silencing human YPEL5, three separate specific siRNAs were obtained: 
SASI_Hs02_00329464, SASI_Hs02_00329465, and SASI_Hs02_00329466. For mouse Ifnb1, 
we used the SASI_Mm01_00145086 siRNA.    
 Transfection of siRNAs was performed using either HiPerfect reagents (Qiagen, Canada) 
in mouse cells or Lipofectamine RNAi-Max (Life Technologies, Canada) in human cell lines, 
according to each manufacturer’s instructions.  Transfection of plasmids in human cells was 
performed with Lipofectamine 2000 (Life Technologies, Canada.  For Western blot 
experiments, cells were infected with 120 HAU/ml of Sendai virus (Cantell Strain, Charles 
River Labs), as described previously 317. 
2.5.3 Expression vectors 
 Eukaryotic expression pcDNA3.1 plasmids encoding cGAS or STING, as well as 
FLAG- and Myc-tagged eYFP, MAVS, TBK1, IKBKE and IRF3(5D), as described previously 
344,345 The plasmid for expression of the 3xFLAG-YPEL5 fusion protein was constructed by 
adding 3 consecutive FLAG repeats to the N-terminal end of the Ypel5 coding sequence 
(amplified by PCR from a cDNA) and cloning the product intopcDNA3.1. 
 
2.5.4 Structural protein homology analysis 
 Sequences were input into protein homology/analogy recognition engine (Phyre) version 
0.2 (http://www.sbg.bio.ic.ac.uk/phyre/). Threading analysis was performed with the Phyre 
algorithm 314 to identify templates bearing structural homology to YPEL5. 
2.5.5 Gene expression analyses 
 Total RNA was extracted from harvested cells using RNA Micro extraction kits (Qiagen, 
Canada). RNA concentrations were quantified by measuring absorbance at 260 nm and 280 
nmwith a Nanodrop apparatus (ThermoScientific, Wilmington, DE).  Relative expression of 
specific genes vs. that of the normalizing Rps16 housekeeping gene were performed by RT-
qPCR.  In short, we calculated ΔCt values (Ct gene – Ct Rps16), and values for normalized 
transcript abundance were expressed as 2(-ΔCt).  Primers used are listed in Table S4.  Gene 
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expression profiling in transfected RAW 264.7 cells was performed using Illumina MouseRef-
8 v2.0 BeadChips.  Results were analyzed using the “two-sample Bayesian t-test for microarray 
data” 346, using P-value < 0.005 and FDR < 0.1 as cut-off thresholds, and deposited under 
accession number GSE81150. 
2.5.6 Luciferase assays 
 293T cell were cultured in white opaque 96-well plates with complete phenol red-free 
DMEM. The following day, cells were transfected with 1.8 pmol siRNA (either siYPEL5 or 
universal negative control).  Twenty-four hours after siRNA transfection, cells were transfected 
with one of the several expression plasmids, along with one of the luciferase reporter constructs, 
i.e.pIFNB1-LUC, pISG56-LUC or p2xNF-kB-LUC 317.  Cells were lysed 24h after the second 
transfection, and luciferase activities were determined by a dual-luciferase reporter assay system 
(Promega, Canada).  
2.5.7 Western immunoblot analyses 
 Protein extracts were boiled for 5 min. Samples were separated on SDS-PAGE gel and 
transferred to either nitrocellulose orpolyvinylidene difluoridemembranes. Protein signals were 
detected using the Western Lighting Chemiluminescence Reagent Plus (PerkinElmer).  Each 
experiment was repeated at least 3 times.  Primay antibodies used for Western blot analyses 
were as follows: anti-RIG-I (ALX-210-932-C100; Alexis Biochemicals), anti-MDA5 (210-935-
c100; Alexis Biochemicals), anti-actin (MAB1501, Chemicon International), anti-FLAG 
(F3165; Sigma); anti-myc (SC-040; Santa Cruz); anti-TBK1(SC-52957; Santa Cruz); anti-
IKBKE (SC-365830; Santa Cruz); anti-phospho-TBK1 (Ser172) (5483; Cell Signaling); and 
anti-phospho-IKBKE (Ser172) (8766; Cell Signaling). 
2.5.8 Co-immunoprecipitation 
 HEK 293T cells were co-transfected with 5 μg of either 3xFlag-YPEL5 or YFP-FLAG, 
along with 5 μg of an expression plasmids of Myc-tagged sequences of either IKBKE, TBK1, 
or MAVS.  Thirty-two hours later, cells were infected (or not) with 100 µl containing 600 
HAU/ml of Sendai virus (Cantell Strain, Charles River Labs), as described previously 317.  After 
another 16 hours, cells were harvested, lysed, and the concentration of total proteins in the 
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lysates was adjusted to 1 mg protein/ml.  The lysates were precleared by incubation for one hour 
with 40 μl of a slurry of immunoglobulin G-Sepharose (GE Healthcare), and incubated 
overnight with agitation at 4°C in the presence of 20 μl of M2 anti-FLAG affinity gel (Sigma-
Aldrich).  After centrifugation, the immunoprecipitates were washed five times in lysis buffer, 
and elution was performed by incubation in the presence of purified FLAG peptide (250 ng/μl) 
(Sigma-Aldrich) for 45 min at 4 °C.  The eluates were analyzed by Western immunoblotting.For 
reverse co-IP, the cells were transfected with YPEL5-Myc along with FLAG-tagged YFP, 
TBK1 and IKBKE.  
2.5.9 Biotin-RNA pull down assay 
 Biotin labeled poly(I:C) RNA was purchased from InvivoGen,  Biotin-HCV RNA was 
obtained by subjecting linearized HCV DNA to T7 reverse transcription (TranscriptAid T7 High 
Yield, Life Technologies) and biotin-dUTP (Enzo Life Sciences).  HEK293T cells were 
transfected with either 3xFlag-YPEL5 or RIG-I expression plasmids or the control 3xFlag-MCS 
(empty plasmid) for 32 hours, then treated with either SeV or vehicle for 16 hours.  For the RNA 
pulldown, Dynabeads M270 Streptavidin (Life Technologies) were incubated with the biotin-
labeled RNA substrates for 15 min with agitation at room temperature, and then incubated for 
one hour with agitation at 4°C with aliquots of cell lysates containing a total of 100 µg proteins.  
After magnetic isolation, the beads were washed three times, RNA-bound proteins were eluted 
by boiling in 0.1% SDS, and the eluates were analyzed by Western blot. 
2.5.10 Ablation of the YPEL5 gene in HEK293T cells by RNA-guided 
nuclease technology 
 Guide RNA sequences were designed to target two sites in 4 of hYPEL5, and cloned into 
the pSPCas9(BB)-2A plasmid, as described 347.  Transfection of the resulting plasmids into HEK 
293T cells caused genomic deletions of 164 bp in exon 4 (between positions 30,158,609 and 
30,158,772 in chr2).  Single cell clones were isolated by clonal dilution of the transfected cells.  
To screen for clonal cell lines harboring the appropriate deletions, PCR amplification of the 
genomic DNA was performed using primers flanking the deletion sites.  Invalidation of YPEL5 
was further confirmed by verifying (by RT-qPCR) that YPEL5 was no longer expressed at 




According to the specifics of each experiment, comparisons between groups were performed by 
either Student’s t-tests, one-way or two-way ANOVAs, with the ANOVA analyses being 
followed by Tukey’s multiple comparison tests. 
 
Figure 2.1: Chromosomal distribution of eQTL genes linked either in cis- or trans- to 
rs33200140 on chr17. Total transcript count is showed for each chromosome, many of which 
are Interferon Stimulated Genes (ISGs) transcripts according to the interferome v2.0 database.  
Genes in bold were those chosen for further functional characterization in subsequent 
experiments. 
Chr 17
Chr 1 → 12 transcripts /  5 ISGs   
Chr 2 → 14 transcripts /  8 ISGs
Chr 3 → 10 transcripts /  9 ISGs   (Gbp2)
Chr 4 → 5 transcripts /  3 ISGs
Chr 5 → 14 transcripts /  9 ISGs
Chr 6 → 7 transcripts /  5 ISGs    (Usp18)
Chr 7 → 7 transcripts /  5 ISGs    (Irf7)
Chr 8 → 6 transcripts /  5 ISGs    (Bst2)
Chr 9 → 9 transcripts /  4 ISGs
Chr10 →    9 transcripts /  3 ISGs
Chr11 →    19 transcripts / 12 ISGs
Chr12 →    6 transcripts /  3 ISGs
Chr13 →    3 transcripts /  3 ISGs
Chr14 →   4 transcripts /  3 ISGs
Chr15 →    6 transcripts /  4 ISGs
Chr16 →    7 transcripts /  6 ISGs
Chr17 →    21 transcripts / 14 ISGs  
Chr18 →    2 transcripts /  1 ISG
Chr19 →    9 transcripts /  7 ISG      (Ifit3)
Chr X →    5 transcripts /  1 ISG
Chr Y →    1 transcripts /  1 ISG
rs33200140
(72.45 Mb)









Figure 2.2: Ypel5 negatively regulates trans-eQTL genes in RAW264.7 cells in an Ifnb1-
dependent manner. (A-F)Relative abundance of mRNA transcripts of Ifnb1, Bst2, Usp18, Irf7, 
Ifit3, and Gbp2 in RAW264.7 cells transfected for 24 hours with siRNA (either scrambled or 
specific for Ypel5orIfnb1, either alone or in combination).In cells transfected with Ifnb1 siRNA 
alone, Ifnb1 expression levels decreased to an average of 45% of that observed in cells 
transfected with scrambled siRNA, and no further increase was observed after siYpel5 
transfection. All values represent the means (± SD) of results obtained in duplicate wells from 
4 individual experiments (n = 8). Significance of differences was determined by one-way 
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Figure 2.3: Ypel5 downregulation amplifies the effects of either intracellular or 
extracellular poly (I:C) on Ifnb1 induction. Expression of Ifnb1 in RAW 267.4 cells 
transfected with either scrambled or Ypel5 siRNA, either in basal conditions or after transfection 
with 25 ng poly (I:C) (left) or exposure to extracellular poly(I:C) (2000 ng/ml).  All values 
represent the means (± SD) of results obtained in replicate wells from 2 individual experiments 
(n = 14).  Significance of differences was determined by 2 way-ANOVA analysis.  ****P< 
0.0001 vs scrambled by Tukey’s multiple comparison post-hoc tests. 
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Figure 2.4: Effects of YPEL5 down-regulation or overexpression in HEK293T cells with 
or without SeV infection. (A-C) Immunoblot analyses of HEK293T cells transfected with 
combinations of scrambled and YPEL5 siRNA (either 8 pmol scrambled, 4 pmol scrambled and 
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4 pmol si-YPEL5, or 8 pmol si-YPEL5) for 32 hours, then infected (or not) with Sev for 16 
hours. Immunoblotting for actin shows that equivalent amounts of proteins were loaded in each 
well.  The blots are representative results of one experiment (Figure 2.4A), quantification of the 
results obtained in replication experiments are as shown in Figure 2.4B and Figure 2.4C (n = 3). 
(D-F): Immunoblot analyses of HEK 293T transfected with either 3XF-MCS (empty plasmid) 
or the 3XF-YPEL5 expression plasmid for 32 hours, then infected (or not) with SeV for 16 
hours.  Immunoblotting with the FLAG antibody shows that the 3x-FLAG proteins are correctly 
expressed.  The blots are representative results of one experiment (Figure 2.4D), quantification 
of the results obtained in replication experiments are as shown in Figure 2.4B and Figure2.4C 
(n = 3).  (G-H):  RT-qPCR analyses of the mRNA abundance of either IFNB1 (G) or SeV NP 
(H).  The extracts came from HEK 293T cells transfected with either scrambled or YPEL5 
siRNA for 24 hours, and further infected with SeV for 12, 24, 36, or 48 hours. The results of 






Figure 2.5: YPEL5 siRNA potentiates the induction of IFNB1-dependent luciferase activity 
by signaling events that activate the TBK1/IKBKE kinases. Twenty four hours after 
transfection with YPEL5-specific siRNA, HEK293T cells were co-transfected with the pIFNB1-
LUC reporter plasmid, along with either pcDNA3.1 (empty plasmid) or expression plasmids for 
RIG-I, MAVS, TBK1, IKBKE, TRIF or cGAS-STING.  Luciferase activity was measured 24 h 
after transfection.  All values represent the means (± SD) of results obtained in replicate wells 
from 3-4 individual experiments (n = 16-24).Interactions between the effects of the stimuli with 
that of the siRNAs were tested by two-way ANOVAs; significance values of the interactions 
between si-YPEL5 and stimuli are as indicated.  Asterisks indicate significant differences 
between cells transfected with either scrambled or YPEL5 siRNA, as determined by Tukey’s 




Figure 2.6: YPEL5 silencing increased the effects of overexpressed IKBKE and TBK1 on 
their respective auto- or cross-phosphorylation. HEK293T cells treated with either scrambled 
or YPEL5 siRNA for 24 hours, then transfected for an additional 24 hours with either pcDNA3.1 
(empty plasmid) or expression plasmids for either TBK1, IKBKE. Phosphorylation levels at 
Ser172 were determined by calculating the ratio of the signals obtained with phospho-specific 
antibodies vs. that obtained with antibodies against total proteins. The levels observed in wells 
transfected with siYPEL5 showed no overlap with the lower levels observed in cells transfected 
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Figure 2.7: YPEL5 interacts physically with IKBKE in transfected cells. HEK293T cells 
were transfected with either FLAG-YFP (negative control) or 3xFLAG-YPEL5, as well as 
IKBKE-myc, TBK1-myc or myc-MAVS expressing plasmids for 32 hours.  Cells were either 
uninfected (SeV -) or infected with SeV (SeV+). After another 16 h, immunoprecipitation was 
performed using anti-FLAG antibodies.  Either cell extracts (lysate) or eluates from 
immunoprecipitated complexes (IP FLAG) were analyzed by Western blotting. The images are 































Table S1a (related to Figure 2.1) 
Enrichment of Gene Ontology (GO) terms within trans-eQTL genes 
 












and presentation  
5 0.54 32.4 0.009 
 
 
Table S1b (related to Figure 2.1) 
Enrichment of Gene Ontology (GO) terms within genes whose expression is affected by Ypel5 
silencing in RAW264.7 cells 
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Table S2: (related to Figure 2.1) 
List of trans-eQTL genes reported in the “interferome database” as ISGs 
Gene symbol Ensembl Id Entrez  A/B ratio 
Adar ENSMUSG00000027951 56417  1.26 
Aif1 ENSMUSG00000024397 11629  1.20 
Aim1 ENSMUSG00000019866 11630  1.10 
ANTXR1 ENSG00000169604 84168  0.92 
Apobec1 ENSMUSG00000040613 11810  1.19 
Apol9b ENSMUSG00000068246 71898  1.30 
B2m ENSMUSG00000060802 12010  1.47 
BBS9 ENSG00000122507 27241  0.91 
Bclaf1 ENSMUSG00000037608 72567  0.85 
Bst2 ENSMUSG00000046718 69550  1.85 
Ccl4 ENSMUSG00000018930 20303  1.26 
Cd274 ENSMUSG00000016496 60533  2.29 
Cd52 ENSMUSG00000000682 23833  1.43 
Cggbp1 ENSMUSG00000054604 106143  0.88 
Ch25h ENSMUSG00000050370 12642  1.36 
Csprs ENSMUSG00000062783 100503923  1.21 
CTDSPL ENSG00000144677 10217  0.90 
Ctss ENSMUSG00000038642 13040  1.18 
Cxcl10 ENSMUSG00000034855 15945  1.24 
Ddah2 ENSMUSG00000007039 51793  0.86 
Dhx58 ENSMUSG00000017830 80861  1.42 
Dpy30 ENSMUSG00000024067 66310  0.89 
Eif2ak2 ENSMUSG00000024079 19106  2.18 
Fam92a ENSMUSG00000028218 68099  0.91 
Fbxw17 ENSMUSG00000037816 109082  1.20 
Fcgr1 ENSMUSG00000015947 14129  1.17 
Fcgr4 ENSMUSG00000059089 246256  1.79 
Flywch1 ENSMUSG00000040097 224613  1.04 
Gbp10 ENSMUSG00000054588 626578   2.01 
Gbp2 ENSMUSG00000028270 14469  1.82 
Gbp3 ENSMUSG00000028268 55932  1.82 
Gbp5 ENSMUSG00000040264 229898  1.41 
Gbp6 ENSMUSG00000079362 100702  1.46 
H2-M3 ENSMUSG00000016206 14991  1.38 
Hdc ENSMUSG00000027360 15186  1.34 
Helz2 ENSMUSG00000027580 229003  1.27 
Idnk ENSMUSG00000050002 75731  1.22 
Ifi27 ENSMUSG00000064215 52668  1.75 
Ifi35 ENSMUSG00000010358 70110  1.62 
Ifi44 ENSMUSG00000028037 99899  1.10 
Ifi47 ENSMUSG00000078920 15953  1.73 
Ifit2 ENSMUSG00000045932 15958  1.93 
Ifit3 ENSMUSG00000074896 15959   3.29 
Ifitm3 ENSMUSG00000025492 66141  1.53 
Igtp ENSMUSG00000078853 16145  3.89 
Irf1 ENSMUSG00000018899 16362  1.41 
Irf7 ENSMUSG00000025498 54123   2.17 
Irf9 ENSMUSG00000002325 16391  1.69 
Irgm1 ENSMUSG00000046879 15944  1.52 
Lgals3bp ENSMUSG00000033880 19039  2.00 
Lgals9 ENSMUSG00000001123 16859  1.43 
Lims2 ENSMUSG00000024395 225341  1.13 
LTBP1 ENSG00000049323 4052  1.08 
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Ly6a ENSMUSG00000075602 110454  1.43 
Ly6e ENSMUSG00000022587 17069  1.40 
LY86 ENSG00000112799 9450  1.18 
MFAP5 ENSG00000197614 8076  1.17 
Mlkl ENSMUSG00000012519 74568  1.16 
Ms4a6d ENSMUSG00000024679 68774  1.31 
Mx2 ENSMUSG00000023341 17858  1.80 
MYOM1 ENSG00000101605 8736  0.76 
Ncbp2 ENSMUSG00000022774 68092  0.92 
Nlrc5 ENSMUSG00000074151 434341  1.62 
Oas2 ENSMUSG00000032690 246728  1.46 
Oasl1 ENSMUSG00000041827 231655  1.53 
Oasl2 ENSMUSG00000029561 23962  1.92 
Ogfr ENSMUSG00000049401 72075  1.39 
Parp12 ENSMUSG00000038507 243771  1.47 
Parp14 ENSMUSG00000034422 547253  1.75 
Phf11d ENSMUSG00000068245 219132  1.84 
PHTF2 ENSG00000006576 57157  0.84 
PIK3CA ENSG00000121879 5290  0.87 
Plac8 ENSMUSG00000029322 231507  1.48 
Pld4 ENSMUSG00000052160 104759  1.18 
Pml ENSMUSG00000036986 18854  1.21 
PRPS2 ENSG00000101911 5634  0.81 
Psmb10 ENSMUSG00000031897 19171  1.46 
Psmb8 ENSMUSG00000024338 16913  1.46 
Psme1 ENSMUSG00000022216 19186  1.12 
Rnf31 ENSMUSG00000047098 268749  1.15 
Rsad2 ENSMUSG00000020641 58185  2.19 
Rtp4 ENSMUSG00000033355 67775  1.27 
RXRG ENSG00000143171 6258  1.19 
Samhd1 ENSMUSG00000027639 56045  1.29 
Sepw1 ENSMUSG00000041571 20364  1.16 
Siglec1 ENSMUSG00000027322 20612  1.24 
Slamf9 ENSMUSG00000026548 98365  1.27 
SLC15A3 ENSG00000110446 51296  1.23 
SLC2A6 ENSG00000160326 11182  1.17 
Slfn1 ENSMUSG00000078763 20555  1.27 
Slfn2 ENSMUSG00000072620 20556  1.18 
SPCS3 ENSG00000129128 60559  0.90 
Stat1 ENSMUSG00000026104 20846   2.13 
Stat2 ENSMUSG00000040033 20847  1.69 
Tap1 ENSMUSG00000037321 21354  1.47 
Tap2 ENSMUSG00000024339 21355  1.39 
Tcirg1 ENSMUSG00000001750 27060  1.13 
Tdrd7 ENSMUSG00000035517 100121  1.22 
Tmem106a ENSMUSG00000034947 217203  1.15 
TMEM30A ENSG00000112697 55754  0.85 
Trafd1 ENSMUSG00000042726 231712  1.20 
TREX1 ENSG00000213689 11277  1.15 
Trim21 ENSMUSG00000030966 20821  1.36 
Trim26 ENSMUSG00000024457 22670  1.21 
TRPS1 ENSG00000104447 7227  0.93 
Tspo ENSMUSG00000041736 12257  1.17 
Ube2l6 ENSMUSG00000027078 56791  1.38 
Usp18 ENSMUSG00000030107 24110   2.85 
Wars ENSMUSG00000021266 101056688  1.25 




Table S2: The A/B ratios were calculated according to expression levels of each gene in hearts 
from 24 recombinant inbred AxB/BxA mouse strains, using 4 males from each strain and results 
from Illumina MouseRef-8 v2.0 BeadChips.  The ratio corresponds to the mean value of 
expression in RIS strains carrying the allele from A/J compared to that carrying the allele from 
C57BL/6J mice, as determined from the genotype of SNP rs33200140, located on chr17 at 
position 72.449 Mb. Highlighted genes correspond to those whose expression was further tested 
in mouse macrophage cell lines by RT-qPCR. 
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Table S3 (related to Figure 2.1) 
Comparisons of 50 trans-eQTL genes with largest fold differences in mouse hearts to genes 













Igtp 3.89  1.31 1.25E-03 0.15 
Ifit3 3.29   2.01 3.45E-04 0.102 
Iigp2 2.90   1.42 8.23E-06 1.36E-03 
Usp18 2.85   1.57 3.70E-08 1.73E-05 
Cd274 2.29  1.39 0.122 0.596 
Rsad2 2.19   3.79 4.44E-16 1.14E-11 
Eif2ak2 2.18  1.17 1.90E-02 0.376 
Irf7 2.17   1.57 7.39E-05 0.064 
Stat1 2.13   1.27 6.53E-04 0.032 
Gbp10 2.01  1.52 2.12E-01 0.714 
Lgals3bp 2.00   1.16 9.61E-05 0.008 
Ifit2 1.93   1.36 2.53E-04 0.017 
Ube1l 1.92   1.22 9.25E-05 0.008 
Oasl2 1.92   1.68 3.46E-06 7.00E-04 
Bst2 1.85  1.12 7.88E-02 0.508 
Phf11d 1.84   1.32 1.63E-06 3.77E-04 
Gbp2 1.82  1.43 2.72E-01 0.765 
Gbp3 1.82  2.05 5.67E-03 0.257 
Mx2 1.80   1.65 6.13E-04 0.030 
Fcgr4 1.79   1.67 5.50E-06 0.001 
Ifi27 1.75   1.13 5.26E-03 0.125 
Parp14 1.75   1.48 1.15E-11 4.20E-08 
Ifi47 1.73  1.36 1.49E-02 0.226 
Irf9 1.69  1.03 5.69E-01 0.907 
Stat2 1.69  1.28 6.62E-02 0.473 
Cmpk2 1.64   2.22 2.72E-10 3.78E-07 
Ifi35 1.62   1.19 3.60E-03 0.10 
Nlrc5 1.62  1.04 3.80E-01 0.823 
Xdh 1.59   1.94 3.65E-04 0.022 
Ifitm3 1.53  1.00 9.15E-01 0.987 
Oasl1 1.53   1.89 1.76E-05 0.003 
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Irgm1 1.52   1.41 3.49E-07 1.11E-04 
Plac8 1.48   1.90 5.33E-03 0.126 
B2m 1.47  0.95 3.20E-02 0.338 
Parp12 1.47   1.25 9.43E-04 0.040 
Tap1 1.47  1.11 5.53E-01 0.901 
Gbp6 1.46  1.02 9.34E-01 0.988 
Oas2 1.46   1.30 4.36E-05 0.005 
Psmb10 1.46  0.97 3.21E-01 0.796 
Psmb8 1.46  1.16 8.88E-02 0.532 
Lgals9 1.43   1.34 1.18E-03 0.047 
Ly6a 1.43  1.46 1.91E-01 0.691 
Cd52 1.43  0.97 0.353 0.817 
Dhx58 1.42  1.10 2.05E-01 0.71 
Gbp5 1.41  1.30 2.80E-01 0.769 
Irf1 1.41  1.30 1.94E-01 0.696 
Ly6e 1.40  1.00 9.66E-01 0.994 
Oasg1 1.40  1.14 1.14E-02 0.197 
Ogfr 1.40   1.18 4.83E-04 0.026 
Tap2 1.40   1.18 9.98E-03 0.183 
 
Table S3: List of the 50 trans-eQTL genes showing the largest fold differences in mouse hearts 
as a function of the allelic origin of the chr 17 locus (corresponding to a >0.4 fold difference), 
and comparison to the effect of Ypel5 silencing on the same genes in RAW264.7 cells. A total 
of 26/50 genes corresponded to genes that were also affected significantly by Ypel5 silencing in 
RAW264.7 cells (as highlighted). A total of 45/50 genes (formatted in bold) corresponded to 









Table S4 (related to the “Experimental Procedures” section) 





Ypel5 CCT GAC CAA TCG CTC AGA AC AGC ATG ACC CGA TCT TGA AC 
Bst2 TGA AGT CAC GAA GCT GAA CC ATG GAG CTG CCA GAG TTC AC 
Usp18 TGA ACT CTT TGC CGT GAT TG ACT GGA CAT CCT TCC AGG TG 
Irf7 CCC ATC TTC GAC TTC AGC AC TCA CCA GGA TCA GGG TCT TC 
Ifit3 CCT TCC ACA GCT GAA GTG C TAA ATG TTC GAC CTG GTT GC 
Gbp2 ACT CAC AGA GGC AGC AAA GG GCA TCA TCA GCT CGA ACT CC 





YPEL5 CCA ACC GCT CAG AAC TCA TC AGC ATG ACC CGA TCT TGA AC 
IFNB1 CGA GCA CAA CAG GAG AGC AA GAA GCA CAA CAG GAG AGC AA 
TNF CAG CCT CTT CTT CTC CTT CCT GAT GCC AGA GGG CTG ATT AGA GA 











Figure S1 (related to Figure 2.1): Heatmap of expression levels of trans-eQTL genes across 
mouse cell types and tissues.  Data were obtained from the BioGPS database. Expression levels 
of genes were color-coded as a function of strength of the hybridization signal, from lowest 
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Heatmap of expression levels of selected 
trans-eQTL genes across different mouse cell types


























Figure S2 (related to Figure 2.1): Characteristics of the YPEL5 protein. Figure S2a: BLAST 
alignment of the amino acid sequence of the YPEL5 protein in 7 vertebrates. All amino acids 
are identical, with the exception of the neutral substitution of one glutamic acid residue (E) to a 
similarly negatively charged aspartic residue (D) in fish.  Figure S2b:  3D structural homologies 
of mYpel5/hYPEL5 with members of the RLR family. The A.A. sequence alignment the regions 
of RIG-I/MDA5/LGP2 (either human or duck sequences) showing homology with YPEL5 
(either mouse or human, as both are identical).  Residues whose positions are conserved at the 
Homo sapiens  MGRIFLDHIGGTRLFSCANCDTILTNRSELISTRFTGATGRAFLFNKVVNLQYSEVQDRVML 
Macaca mulatta  MGRIFLDHIGGTRLFSCANCDTILTNRSELISTRFTGATGRAFLFNKVVNLQYSEVQDRVML 
Mus musculus  MGRIFLDHIGGTRLFSCANCDTILTNRSELISTRFTGATGRAFLFNKVVNLQYSEVQDRVML 
Rattus norvegicus  MGRIFLDHIGGTRLFSCANCDTILTNRSELISTRFTGATGRAFLFNKVVNLQYSEVQDRVML 
Bos Taurus  MGRIFLDHIGGTRLFSCANCDTILTNRSELISTRFTGATGRAFLFNKVVNLQYSEVQDRVML 
Ictalurus furcatus (fish) MGRIFLDHIGGTRLFSCANCDTILTNRSELISTRFTGATGRAFLFNKVVNLQYSDVQDRVML 
Xenopus laevis  MGRIFLDHIGGTRLFSCANCDTILTNRSELISTRFTGATGRAFLFNKVVNLQYSEVQDRVML 
 
 
Homo sapiens  TGRHM VRDVSCKNCNSKLGWIYEFATEDSQRY KEGRVILERALVRESEGFEEHVPSDNS  
Macaca mulatta  TGRHM VRDVSCKNCNSKLGWIYEFATEDSQRY KEGRVILERALVRESEGFEEHVPSDNS 
Mus musculus  TGRHM VRDVSCKNCNSKLGWIYEFATEDSQRY KEGRVILERALVRESEGFEEHVPSDNS 
Rattus norvegicus  TGRHM VRDVSCKNCNSKLGWIYEFATEDSQRY KEGRVILERALVRESEGFEEHVPSDNS  
Bos Taurus  TGRHM VRDVSCKNCNSKLGWIYEFATEDSQRY KEGRVILERALVRESEGFEEHVPSDNS 
Ictalurus furcatus  TGRHM VRDVSCKNCNSKLGWIYEFATEDSQRY KEGRVILERALVRESEGFEEHVPSDNS 
Xenopus laevis  TGRHM VRDVSCKNCNSKLGWIYEFATEDSQRY KEGRVILERALVRESEGFEEHVPSDNS 
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linear level are shown in red. Zinc-coordinating cysteines are highlighted in grey. Lysine (K) 
residues shown in blue in the hRIG-I sequence correspond to those reported as critical for 5’-
ppp RNA binding 320 (and not conserved in the YPEL5 sequence)  The full YPEL5 protein is 
121 amino acids long; portions in the body of the YPEL5 protein (in pink) show 3D homologies 
with the regulatory domain (RD) of either RIG-I, MDA5 or LGP2; the graphic representation 
of the 3 proteins is adapted from Bruns and Horvath 315. 
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Figure S3 (related to Figure 2.2): Ypel5 in mouse macrophage cell line. Figure S3a,b: 
Relative abundance of mRNA transcripts of Ypel5,Ifnb1 and 5 ISGs (Bst2, Usp18, Irf7, Ifit3, 
Gbp2) in either RAW264.7 cells (Figure S3a) or J774 cells(Figure S3b), treated for 24 hours 
with either scrambled or Ypel5 siRNA. All values represent mean ± SD of results obtained in 
duplicate wells from 3-6 individual experiments (n = 6-12).  All differences are significant by 
Student’s t-test (**P< 0.01; ***P< 0.001). Figure S3c,d:  RAW264.7 cells were transfected 
with either scrambled or Ypel5-specific siRNA, then either transfected with 25ng/ml poly 
(I:C)(Figure S3c) or treated with external poly (I:C) (2000 ng/ml)(Figure S3d).  In both cases, 
Ypel5 siRNA downregulated Ypel5 expression to the same extent in all groups, and neither poly 
(I:C) treatment affected endogenous Ypel5 expression. Values are mean ± SD, replicate wells 
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cells transfected with either scrambled or YPEL5 siRNA, as determined by Tukey’s pot-hoc 
tests (****P< 0.0001).  Figure S3e: dose-response effects of either extracellular or intracellular 
(transfected) poly (I:C) on Ifnb1.  Induction of Ifnb1 by transfection of poly (I:C) was observed 
after using doses as small as 10 ng; in contrast, extracellular poly(I:C) required doses at least > 
200 ng/ml prior to observing any stimulatory activity on Ifnb1.  Figure S3f: Transfection of 
RAW264.7 cells with si-Ypel5-1 (the first siRNA tested) significantly decreases Ypel5 
expression, but has no significant effect on Gpr183 and Gapdh expression; the values represent 
mean ± SD of results, replicate wells from 3 individual experiments (n =12). Differences were 
assessed by Student’s t-tests (***P < 0.001).  Figure S3g:  Effects of two other Ypel5-specific 
siRNAs (si-Ypel5-2 and si-Ypel5-3) on Ypel5 expression levels.  Both in unstimulated cells or 
in cells stimulated by transfection with 25 ng poly(I:C), Ypel5 expression was about 30-40% of 
levels observed in cells transfected with scrambled siRNA; by itself, transfection with 25 ng 
poly(I:C) had no effect on endogenous Ypel5 expression.  Figure S3h:  Effects of si-Ypel5-2 and 
si-Ypel5-3 on Ifnb1 expression levels in either unstimulated cells or in cells stimulated by 
transfection with 25 ng poly(I:C).  After poly (I:C) transfection, Ifnb1 expression was higher in 
cells transfected with either si-Ypel5-2 or si-Ypel5-3 than in cells transfected with scrambled 
siRNA.  Figure S3g,h: Differences were assessed by one-way ANOVA followed by Tukey’s 










Figure S4 (related to Figure 2.4): Effects of SeV infection on HEK293T cells transfected 
with either scrambled or YPEL5-specific siRNA. Figure S4a: Twenty four hours after 
transfection with either scrambled (si-SCR) or YPEL5-specific (si-YPEL5) siRNA, HEK293T 
were transfected with the pIFNB1-LUC reporter plasmid, then exposed to either vehicle or SeV. 
After 16h of incubation, the cells were used for measuring luciferase activity.  All values 
represent the means (± SD) of results obtained in replicate wells from 3 individual experiments 
(n = 18). SeV infection increased IFNB1-LUC activity in both si-SCR and si-YPEL5 transfected 
cells; two-way ANOVA tests showed that interaction of the si-RNA treatments with the effects 
of SeV was significant (P< 0.001).  Figure S4b:  Quantification of the abundance of YPEL5 
mRNA in cells transfected with either si-SCR or si-YPEL5.  At all times after SeV exposure, 
the levels of expression of YPEL5 in si-YPEL5-transfected cells were about 20% of that in their 
si-SCR-transfected counterparts. In si-SCR-transfected cells, the abundance of YPEL5 mRNA 
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Figure S5 (related to Figure 2.4): In vitro interaction of biotinylated HCV RNA and poly 
(I:C) with cell lysates of transfected cells. HEK293T cells were transfected with either 3xF-
YPEL5 or RIG-I expression plasmids or the control 3xF-MCS empty plasmid for 32 hours, and 
then treated with either SeV or vehicle for 16 hours. The presence of overexpressed proteins in 
the lysates was verified by Western blot analysis with either anti-Flag or anti-RIG-I antibodies 
(input). RNA pulldown with streptavidin beads revealed that the biotinylated RNA bound to 
proteins in lysates from cells transfected with RIG-I expression plasmids, but not in that from 











































































































Figure S6 (related to Figure 2.5). YPEL5 siRNA potentiates the effects of TBK1/IKBKE 
overexpression on endogenous IFNB1 and TNF expression in HEK293T cells. Cells were 
transfected with siRNA for 24 hours and further stimulated for an additional 24 hours with either 
pcDNA3.1 (empty plasmid) or expression plasmids for either TBK1 (A,C) or IKBKE (B,D). 
The abundance of endogenous IFNB1 (A, B) or TNF mRNA (C, D) was assessed by RT-qPCR. 
Interactions between the effects of the stimuli with that of the siRNAs were tested by two-way 
ANOVAs; significance values of the interactions between si-YPEL5 and stimuli are as indicated.  
All values represent the means (± SD) of results obtained in replicate wells from several 
individual experiments (n = 6-10).  Asterisks indicate significant differences between cells 
transfected with either scrambled or YPEL5 siRNA, as determined by Tukey’s pot-hoc tests 
(****P< 0.0001). The abundance of endogenous YPEL5 mRNA was also measured in all 
conditions, with all values being normalized to that obtained in cells transfected with scrambled 
siRNA and empty plasmid (E, F). Overexpression of either TBK1 or IKBKE had no effect by 
themselves on endogenous YPEL5 expression; in all groups, the levels of YPEL5 expression 
were about 30-40% to those observed in cells transfected with scrambled siRNA. 
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Figure S7: Reverse co-IP (related to Figure 2.7). HEK293T cells were transfected with 5 μg 
of YPEL5-Myc along with either FLAG-tagged YFP (in the first experiment, left part) or 
FLAG-tagged TBK1 (in the second experiment, right part). The tags of these constructs were 
the inverse of what had been used for the experiments whose results presented in Figure 2. 
7. Immunoprecipitation was performed using anti-FLAG antibodies, and either cell extracts 
(lysate) or eluates (IP) were analyzed by Western blotting.  Western blots revealed that when 
the FLAG-tagged transfected protein was IKBKE, the immunoprecipitated material also 
contained Myc immunoreactivity (from YPEL5-Myc). No clear Myc signal was obtained when 
















Figure S8 (related to Figure 2.5): Interactions of YPEL5 siRNA with the effects of IRF3 
(5D) and rcIFNB1. Twenty four hours after transfection with siRNA, HEK293T cells were 
transfected with either pIFNB1-LUC (A) or pISG56-LUC reporter plasmid (B, C). Then, cells 
were either transfected with IRF3 (5D) (A, B) or exposed to 1000 i.u. of rcIFNB1 (C).  
Luciferase activity was measured 24 h after stimulation.  All values represent the means (± SD) 
of results obtained in replicate wells from 3 individual experiments (n = 12-18). Interactions 
between the effects of the stimuli with that of the siRNAs were tested by two-way ANOVAs; 
significance values of the interactions between si-YPEL5 and stimuli are as indicated. Asterisks 
indicate significant differences between cells transfected with either scrambled or YPEL5 
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Figure S9 (related to Figure 2.5): Two additional YPEL5-specific siRNAs have effects that 
are similar to that of si-YPEL5-1. (A)  In HEK293T cells stimulated with either pcDNA3.1 
(empty plasmid) or expression plasmids for TBK1, endogenous YPEL5 expression levels were 
significantly lower than those observed in cells transfected with scrambled siRNA; (B) both 
YPEL5-2 and YPEL5-3 siRNAs amplified significantly the effects of TBK1 overexpression on 
IFNB1-dependent luciferase activity. All values represent the means (± SD) of results obtained 
in replicate wells from three individual experiments (n = 12).  Asterisks indicate significant 
differences between cells transfected with either scrambled or YPEL5 siRNA, as determined by 
Tukey’s pot-hoc tests (****P< 0.0001). 
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Figure S10 (related to Figure 2.5): Ablation of the YPEL5 gene by RNA-guided nuclease 
in HEK293T cells. Two individual clonal cell lines carrying a deletion within exon 4 of YPEL5 
were compared to wild-type (WT) HEK293T cells. Ablation caused a large increase in the qRT-
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lines (B). Both clonal cell lines displayed increased IFNB1-dependent (C) and NF-κB-
dependent luciferase (D) activity, as well as increased expression of RIG-I (chosen as a 
canonical ISG) (E) and increased TNF expression (a target gene of NF-κB) (F).  Moreover, 
TBK1 overexpression increased IFNB1-dependent luciferase activity, but the effect was 
significantly higher in the two clonal cell lines than in the WT cells (C).  Differences vs WT 
cells were tested by one-way ANOVA followed by Tukey’s multiple comparison post-hoc tests; 




CHAPITRE 3 : LE ROLE DE YPEL5 DANS LA 




Les génomes de vertébrés contiennent 5 gènes YPEL (YPEL1 à YPEL5) appartenant à une 
même famille caractérisée par un degré élevé d’homologie avec le gène Yippee de Drosophila 
melanogaster. Des orthologues de ces gènes se retrouvent chez tous les organismes eukaryotes, 
incluant les protozoaires, les végétaux et les champignons 324. YPEL5 est la protéine qui montre 
le plus haut niveau d’homologie par rapport à la protéine Yippee de la drosophile (70.8% 
d’identité), et le niveau de conservation de sa séquence parmi les vertébrés est de 100% 310,324. 
Les protéines YPEL1-4 montrent un niveau d’homologie plus faible avec la séquence de Yippee 
(45% d’identité), mais un fort pourcentage d’identité les unes par rapport aux autres 324. 
 
Bien que le haut degré de conservation suggère des fonctions importantes pour ces 
protéines, il n’existe que très peu d’informations fonctionnelles à leur égard. Dans les cellules 
COS-7, toutes les protéines YPEL sont localisées préférentiellement au niveau du centrosome 
lors de l’interphase, et sont associées avec le fuseau mitotique pendant la mitose 324.  Lorsque le 
niveau d’expression de YPEL5 est diminué dans des cellules COS-7, le taux de croissance de 
ces dernières est ralenti en raison d’une augmentation du nombre de cellules arrêtés au niveau 
de la phase G1 325. Ceci suggère que les protéines YPEL possèdent une fonction étroitement liée 
au cycle de division cellulaire 324.  Par ailleurs, certaines études ont suggéré des relations étroites 
du gène YPEL3 avec les processus d’oncogenèse et/ou de sénescence cellulaire, deux processus 
étroitement liés au cycle cellulaire, tel que détaillé ci-dessous. 
 
L’activation de la protéine p21 [encodée par le gène CDKN1A « cyclin-dependent kinase 
inhibitor1 »] représente l’une des voies qui induit la sénescence et l'arrêt de la croissance 
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cellulaire 348,349. Le gène CDKN1A est lui-même régulé par la p53 350–352. En principe, la p21 
activée empêche les complexes cycline-CDK2 de phosphoryler la famille de protéines RB 353–
355. Dans son état non phosphorylé, la protéine RB est active et peut fixer les facteurs E2F, ce 
qui empêche la progression du cycle cellulaire et provoque un blocage de la transition G1/S. 356–
360. La p21 peut également arrêter la progression du cycle cellulaire en inhibant les complexes 
cycline A/B-CDK1 et cyclinD-CDK4 361. Plusieurs études indiquent que l’activité 
transcriptionnelle de YPEL3  est augmentée par la surexpression de p53 362 ou des formes 
apparentées p73 et p63 363. La surexpression de p53 augmente aussi l’expression de YPEL3 dans 
des cellules du cancer du sein (MCF7) 364,365. L’induction physiologique de YPEL3 entraîne elle-
même une diminution importante de la viabilité cellulaire associée à une augmentation de la 
sénescence cellulaire 362,366. En plus de son rôle dans le processus de sénescence, p53 est connu 
comme un « tumor suppressor gene » dont la fonction est inactivée dans la majorité des cancers 
humains, soit suite à des mutations inactivatrices, soit en raison de la surexpression de deux 
régulateurs négatifs de p53, HDMX et HDM2 367,368. 
 
L’implication possible de YPEL3 dans le cancer est également supportée par des données 
montrant que : son expression est diminuée dans un large éventail de tumeurs humaines solides 
366,369,370, et 2) les estrogènes diminuent l’expression de YPEL3 dans des cellules de carcinome 
mammaire MCF-7, en parallèle avec une augmentation du taux de croissance de ces cellules 369. 
Prises collectivement, ces données suggèrent que certaines fonctions de YPEL3 pourraient être 
compatibles avec celles de « tumor suppressor genes ». Le fait que ces propriétés ont été 
démontrées en partie dans des cellules de cancer mammaire pourrait être également avoir un 
intérêt particulier car : 1) les kinases IKBKE et TBK1 sont fréquemment surexprimées dans 
divers cancers mammaires 337,338 ; 2) l’inhibition de ces kinases diminue la viabilité de cellules 
humaines de cancer mammaire 371; et 3) nous avons montré qu’une des nouvelles fonctions de 
YPEL5 serait d’inhiber l’activation des kinases IKBKE et TBK1 372. Finalement, les liens 
possibles des gènes YPEL avec p53 et les processus de sénescence seraient également 
compatible avec la localisation centriolaire des protéines YPEL, car il est connu que la 
perturbation de l’expression de nombreuses protéines du centriole active des mécanismes 
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dépendant de p53 qui causent les cellules à adopter un état proche de la sénescence cellulaire 
avec un arrêt du cycle cellulaire en G1 373–376. 
 
Nous avons initié des expériences additionnelles pour répondre à plusieurs types de 
questions. Pour analyser en plus de détail de quelle manière les gènes YPEL pourraient être 
associés aux processus de sénescence et/ou de croissance cellulaire, nous avons comparé les 
effets du « knockdown » des gènesYPEL5 et YPEL3 dans des cellules humaines HEK293T et 
MCF7. En particulier, nous avons testé si ces gènes interféraient avec les effets de H2O2, i.e. un 
stimulus connu en général pour induire le processus de sénescence 377 et pour induire le stress 
oxydatif dans les cellules MCF7 378. En plus d’analyser les effets sur l’expression de p21, nous 
avons testé les effets de diverses conditions sur l’expression de TNFA car : 1) les cellules 
sénescentes présentent un phénotype appelé ‘senescent associated secretory phenotype’ 
(SASP), qui s’accompagne de la sécrétion de nombreuses cytokines (incluant TNFα); et 2) nous 
avons montré précédemment que YPEL5, via son effet inhibiteur sur les kinases TBK1/IKBKE, 
inhibe l’expression de TNF, une cible bien connue de NF-kB 372. 
 
3.2 Procédures expérimentales 
Lignées cellulaires et culture 
 Nous avons cultivé des lignées cellulaires MCF7 (du cancer du sein humain) dans du 
milieu Eagle modifié par Dulbecco (DMEM, Wisent), supplémenté avec 10% FBS, 100 unités 
/ ml de pénicilline, 100 ug / ml de streptomycine et 2 mM de glutamine (tous de Wisent). Les 
cultures ont été cultivées et maintenues à 37 ° C dans une atmosphère humidifiée contenant 5% 
de CO2.  
 Pour les transfections siARN, on a utilisé le contrôle négatif MISSION® siARN SIC001 
(Sigma-Aldrich, St-Louis, MO). Pour le knockdown de YPEL5 humain, nous avons utilisé le 
SASI_Hs02_00329464. Pour le knockdown de YPEL3 humain, nous avons utilisé le siRNA 
SASI_Mm01_00145086. La transfection des siARN a été effectuée en utilisant la 
Lipofectamine RNAi-Max (Life Technologies, Canada), selon les instructions du fabricant. 
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Pour le traitement aigu, les cellules MCF-7 ont été exposées à 250 µM H2O2 pendant 24 
heures et ont ensuite été utilisées pour l'analyse. Des cultures parallèles ont été cultivées et 
maintenues en tant que témoins de passage identiques. 
 
Analyses de l'expression génétique 
L’extraction d’ARNm et la RT-qPCR a été effectué selon la procédure décrite dans la 
section « matériels et méthodes » du chapitre 2. 
 
3.3 Résultats 
3.3.1 YPEL3 et YPEL5 sont les deux gènes YPEL les plus abondamment 
exprimés dans les cellules HEK293T et MCF7. 
 Dans un premier temps, nous avons voulu vérifier le niveau d’expression des 5 gènes 
YPEL dans les cellules humaines HEK293T et les cellules du cancer du sein (MCF7). En effet, 
il a été rapporté précédemment que YPEL3 et YPEL5 sont exprimés de manière ubiquitaire dans 
des tissus provenant d’humains et de souris, alors que les autres membres de la famille ont des 
profils d'expression plus restrictifs 324. De façon compatible avec ces études précédentes, nous 
avons constaté que YPEL3 et YPEL5 étaient effectivement les 2 gènes YPEL dont les niveaux 
d’expression sont les plus abondants dans les cellules humaines HEK293T (figure 3.1A) et les 
cellules du cancer du sein (MCF7) (figure 3.1B). 
 
3.3.2 H2O2 induit l’expression de YPEL5, p21, et TNFα, mais pas celle de 
YPEL3 dans les cellules MCF7. 
L’exposition à H2O2 (250 µM pour 24h) cause une augmentation significative (p <0,0001) 
de l’expression de YPEL5 (1,9 fois), de p21 (4,1 fois) et de TNFα (1.9 fois) (Figure 3.2A). Par 




3.3.3 Le KD de YPEL5 augmente l’expression de YPEL3, p21, et TNFα dans 
les cellules MCF7. 
Nous avons testé les effets du KD de YPEL5 sur l’expression de YPEL3, p21, et TNFα., soit 
dans des conditions basales, soit après traitement avec H2O2 dans les MCF-7. Le KD fut induit 
par transfection avec un siARN spécifique à YPEL5, ce qui diminue l'expression de YPEL5 à 
moins de 10% du niveau observé dans des cellules transfectées avec un siARN contrôle 
(scrambled siRNA) (Figure 3.2B). Dans les conditions basales (sans traitement de H2O2), le KD 
de YPEL5 augmente l'expression du TNFα endogène (2,35 fois), de la p21 (3,2 fois) et de YPEL3 
(2 fois) de façon significative (p <0,0001) (Figure 3.2B). Par contre, le knockdown de YPEL3 
dans les MCF7 n’affectait pas l’expression de YPEL5, dep21, et de TNFα (données non 
montrées). 
Nous avions montré précédemment que le KD de YPEL5 augmentait les effets de la 
surexpression de TBK1 sur son autophosphorylation, sur la phosphorylation croisée de IKBKE, 
et l’induction de IFNB et TNFA 372. Cependant, comme YPEL5 inhibe YPEL3 (mais non 
l’inverse), il devient important de déterminer quels seront au final les effets du KD de ces 2 
gènes. En comparant les effets de siYPEL3 et siYPEL5 (transfectés soit seuls, soit de façon 
conjointe), nous avons constaté que tous ces traitements affectaient de manière similaire les 
effets de la surexpression de TBK1 sur l’induction d’IFNβ et TNFA et la phosphorylation de 
TBK1 et IKBKE (Figure 3.3C). 
 
3.3.4 Le KD de YPEL5 amplifie l'induction de p21 par H2O2 
24 heures après la transfection de siYPEL5, les MCF7 furent traitées pour 24 heures 
supplémentaires avec une dose de 250 µM de H2O2. Tel que montré précédemment, le KD de 
YPEL5 augmente l'expression de p21 de 2 fois. L’exposition à H2O2 provoque une induction 
d'expression de p21 de 3,8 fois, alors que le KD de YPEL5 amplifie l’effet de H2O2 sur 
l’expression p21 en augmentant son expression de 6 fois (Figure 3.4A). L’effet additif (ou 
synergique) de YPEL5 et H2O2 suggère que les deux agissent sur l’expression de p21 à travers 
la même voie de signalisation. Par contre, le KD de YPEL5 n’a pas amplifié l'expression de 




3.3.5 Le KD de Ypel5 augmente l’expression de gènes associés à la sénescence 
et/ou l’apoptose dans les cellules RAW264.7. 
Nous avons étudié précédemment l’effet du KD de Ypel5 sur le profil transcriptomique 
de cellules macrophagiques de souris RAW 264.7. En plus des gènes associés à la réponse 
immune, une des classes de gènes affectée de la façon la plus significative incluait ceux associés 
à la régulation de la mort cellulaire programmée 372. Le taux d’induction et la significativité de 
l’effet sont présentés de façon plus détaillée dans le Tableau 3.1. En particulier, on peut observer 
que (de façon similaire aux cellules MCF7), siYpel5 augmente l’expression de Ypel3. Les autres 
gènes répertoriés dans le tableau ont tous été décrits comme ayant des implications possibles 
dans les processus d’apoptose et/ou de sénescence cellulaire. 
 
3.4 Discussion 
Au sein de la famille YPEL, les gènes YPEL5 et YPEL3 semblent être ceux qui sont 
exprimés de la façon la plus prédominante et ubiquitaire 324. Cependant, nous ne savons pas à 
ce jour si ces 2 gènes se régulent mutuellement, et si les fonctions des protéines encodées par 
ces gènes sont similaires ou différentes. De plus, les données publiées à ce jour suggèrent que 
tant YPEL5 et YPEL3 peuvent être associés à la division cellulaire et/ou à la sénescence sans 
qu’il soit possible de départager les contributions relatives de ces deux gènes. Bien que nos 
expériences ne soient encore que très préliminaires, nos résultats apportent un début de réponse 
à ces questions. 
Tel que déjà mentionné, les résultats publiés à ce jour indiquent que les protéines YPEL ont 
une localisation principalement centrosomale. Le centrosome est une composante cellulaire 
importante qui contrôle l'intégrité génomique, en partie grâce au contrôle de la progression du 
cycle cellulaire (de la phase G1 à la phase S et de la phase G2 à la phase M) 379. La dérégulation 
des protéines associées au centrosome est liée à une mauvaise régulation du cycle cellulaire 
ainsi qu’au cancer 380. Il a été rapporté que la variation héréditaire des gènes impliqués dans la 
structure et la fonction du centrosome peut contribuer au développement du cancer du sein 381. 
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Concernant les gènes YPEL, plusieurs membres de cette famille ont été associés aux 
phénomènes de régulation de la progression du cycle cellulaire et/ou du cancer. Il a été suggéré 
que YPEL1 puisse être impliqué dans la transition épithéliale-mésenchymateuse ‘mesenchymal 
to epithelial-like transition’ au cours du développement tissulaire 382, l'un des événements 
caractéristiques de la transformation maligne dans les cellules cancéreuses pancréatiques. 
D’autres études ont montrées la dérégulation de l'expression de YPEL1 dans les cellules 
péritonéales invasives du cancer pancréatique 383,384. La réduction d’expression de YPEL1 
corrèle avec une meilleure survie des patients atteints de cancer du pancréas. De plus, il a été 
montré que la région 17q23 (précédemment identifiée comme région fréquemment amplifiée 
dans les tumeurs mammaires 385) contient un polymorphisme (rs16943468) dans le gène YPEL2 
qui a été significativement associé au cancer du sein post-ménopausique 386. Une étude récente 
a montré également que la surexpression de YPEL4 provoquait une augmentation significative 
de la production d'aldostérone dans les milieux de culture cellulaire associés à une prolifération 
accrue de cellules adrénocorticales humaines HAC1 387.  
En plus des associations possibles avec le cancer, plusieurs études suggèrent qu’il existe 
des interactions bi-directionnelles entre YPEL3 et p53. En plus du cancer, p53 est une molécule 
centrale dans le processus de sénescence cellulaire 362. Par ailleurs, plusieurs études récentes ont 
montré que l'induction de la sénescence pouvait prévenir l'initiation et ralentir la progression 
des tumeurs chez les souris 388,389. En plus de freiner la tumorigénèse, la sénescence contribue à 
la cytotoxicité de certains agents anticancéreux comme les traitement de chimiothérapie ou de 
radiothérapie 390,391. Bien que la sénescence puisse être un phénomène spontané limitant la durée 
de vie réplicative de cellules en culture en raison de la perte progressive de l'ADN 357,392, elle 
peut également être induite par divers facteurs de stress cellulaires et environnementaux, 
incluant les rayonnements ionisants ou les agents induisant un stress oxydatif 393,394. 
L'administration de H2O2 exogène tant in vitro que in vivo représente un stimulus qui induit un 
stress oxydatif 395,396, une condition qui cause aussi des dommages à l'ADN 397. Dépendamment 
de la dose et de temps d’exposition utilisé, H2O2 peut provoquer un arrêt transitoire ou 
permanent de la croissance cellulaire 398,399. Il a été montré précédemment qu’une exposition 
courte de cellules MCF7 à des doses élevées de H2O2 ralentissait le taux de croissance de ces 
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cellules et diminuait l’expression de « pro-survival genes » du cycle cellulaire, incluant 
cyclinD1, survivin, et Bcl2 400. 
Nos résultats préliminaires obtenus dans des cellules MCF7 indiquent que : 1) siYPEL5 
augmente l’expression des gènes P21 et TNFA; et 2) H2O2, en plus d’augmenter l’expression 
des deux même gènes P21 et TNFA, augmente l’expression du gène YPEL5 lui-même. Ces 
résultats suggèrent des interactions réciproques entre les gènes YPEL5 et P21, ce dernier jouant 
un rôle central dans le processus de sénescence cellulaire. Il est à noter que contrairement à nos 
propres résultats, les études précédentes concernaient principalement les interactions du gène 
YPEL3 avec les phénomènes de sénescence 362–365. Bien qu’il n’était pas connu jusqu’à ce jour 
si YPEL3 et YPEL5 avaient des effets similaires, certains de nos résultats indiquent que tel serait 
le cas concernant leur effets sur l’expression de IFNβ et TNFA, ainsi que sur certains effets de 
la surexpression de TBK1. Cependant, nous avons également observé certaines différences : 1) 
H2O2 augmente l’expression de YPEL5, mais pas celle de YPEL3 ; 2) siYPEL5 amplifie l’effet 
de H2O2 sur l’induction de p21, alors que siYPEL3 ne montre pas d’effet similaire ; et 3) 
siYPEL5 augmente l’expression de YPEL3, mais siYPEL3 n’affecte pas l’expression de YPEL5. 
Des études supplémentaires seront donc nécessaires pour comprendre les interactions de ces 2 
gènes avec le processus de sénescence cellulaire et la manière dont ils peuvent se réguler 
réciproquement. 
Des données concernant les effets des gènes YPEL dans les cellules MCF7 pourraient être 
pertinents pour plusieurs phénomènes concernant le cancer du sein. Ce dernier est le cancer le 
plus couramment diagnostiqué chez les femmes dans la grande majorité des pays du monde 
entier, représentant un quart de tous les cancers diagnostiqués chez les femmes 401. C'est aussi 
la principale cause de décès liés au cancer chez les femmes 402, en raison des métastases 
précoces, et de la résistance aux agents chimiothérapeutiques existants. Bien que le temps de 
survie sans récidive et la survie globale des patients atteints d'un cancer du sein ait été amélioré 
grâce au perfectionnement des traitements, ce cancer reste encore un problème de santé publique 
important. Par ailleurs, le stress oxydatif peut affecter le comportement des cellules cancéreuses 
de diverses façons. Dans le cancer du sein, plusieurs causes peuvent augmenter les 
concentrations des radicaux libres, incluant les œstrogènes 403,404, les xénoestrogènes (qui 
miment les œstrogènes) 405,406, le dysfonctionnement mitochondrial 407, l'activité des 
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peroxysomes et l'activité accrue de diverses oxydases 408,409. Alors que des niveaux élevés de 
radicaux libres peuvent endommager diverses composants cellulaires et ainsi induire le 
phénomène de sénescence 389,410, de faibles concentrations pourraient au contraire stimuler la 
prolifération cellulaire 411–413. Par ailleurs, de nombreuses stratégies chimiothérapeutiques sont 
conçues pour provoquer l’arrêt du cycle cellulaire par le biais de l’induction d’un stress oxydatif 
414,415. Par exemple, la doxorubicine (un traitement de chimiothérapie utilisé contre le cancer du 
sein) arrête la croissance cellulaire par un mécanisme médiée par les ROS dans diverses cellules 
tumorales 416–418. Des études supplémentaires permettraient ainsi de déterminer de quelle 
manière les gènes YPEL peuvent affecter la sénescence cellulaire et/ou les effets du stress 





Figure 3.1: L’expression relative de YPEL1-5. L'abondance normalisée (telle que déterminée 
par RT-qPCR, avec normalisation par rapport au Rps16) des ARNm des gènes YPEL1-5 dans 
les cellules HEK 293T (gauche) ou MCF-7 (droite). Dans les deux types de cellules, YPEL3 et 


















































































































Figure 3.2: (A) H2O2 induit  YPEL5, YPEL3, p21, et TNFA dans des cellules MCF7. Les 
cellules MCF7 été traitées ou non pendant 24 heures avec une forte concentration de 
H2O2 (250µM). (B) YPEL5 régule négativement les gènes de sénescence dans des cellules 
MCF7. Les cellules MCF7 été transfectées avec si-SCR ou si-YPEL5 pendant 48 heures ; les 
niveaux d'expression de YPEL5 ont diminué à une moyenne de 10% par rapport aux cellules 
transfectées avec si-SCR. L'abondance relative des transcrits d'ARNm a été quantifiée par RT-
qPCR. Toutes les valeurs représentent les moyennes (± SD) des résultats obtenus dans des 
















Figure 3.3: Les si-YPEL5 et si-YPEL3 amplifient l'induction d'IFNB1 (A) et de TNFα (B) 
dans des cellules HEK 293T, avec une transfection des deux si-ARN ayant un effet additif. 
Les cellules ont été transfectées avec du si-ARN pendant 24 heures, puis stimulées pendant 24 
heures supplémentaires soit avec pcDNA3.1 (plasmide vide) soit avec des plasmides 
d'expression pour TBK1. L'abondance d'IFNBl (A) ou de TNFα (B) a été évaluée par RT-qPCR. 
Les interactions entre les effets des stimuli et ceux des siRNAs ont été testées par des ANOVA 
bidirectionnels. Toutes les valeurs représentent les moyennes (± SD) des résultats obtenus dans 
les puits répliqués à partir de plusieurs expériences individuelles (n = 6-10). **** P <0,0001). 
(C) Si-YPEL5 et si-YPEL3 ont augmenté les effets de l'IKBKE et de TBK1 surexprimé sur leur 
auto-ou cross phosphorylation. Les cellules HEK293T été traitées soit par si-YPEL5, soit par si-
YPEL3, soit par les deux pendant 24 heures, puis elles été transfectées pendant 24 heures 
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supplémentaires soit avec pcDNA3.1 (plasmide vide) soit avec des plasmides d'expression pour 






















Figure 3.4: le Knockdown de YPEL5 amplifie l'induction de p21 par le traitement de H2O2. 
L’expression de p21 (A) ou de TNFA (B) a été quantifiée par RT-qPCR dans des cellules MCF7 
transfectées avec un si-SCR ou un si-YPEL5 pendant 24 heures, puis traitées ou non pendant 24 
heures supplémentaires avec un milieu de culture contenant 250 µM de H2O2. Toutes les valeurs 
représentent les moyennes (±SD) des résultats obtenus dans dans des duplicatas à partir de 4 














Gene Symbol Fold change P-value FDR 
Ptpn14 2.99 1E-05 2E-03 
Ypel3 1.55 2E-06 5E-04 
Ddit4 1.47 1E-03 5E-02 
Casp4 1.40 2E-04 2E-02 
Rhob 1.37 3E-03 9E-02 
Gch1 1.29 2E-09 2E-06 
Cdkn1a 1.19 5E-04 3E-02 
Stambp 1.21 2E-03 6E-02 
Eif2ak2 1.17 7E-06 1E-03 
Cd74 1.21 4E-05 5E-03 
Casp8 1.17 1E-03 5E-02 
Fadd 1.16 2E-03 8E-02 
Ercc3 1.17 9E-06 1E-03 
Tmbim6 1.19 4E-05 4E-03 
Pik3cg 1.16 7E-04 3E-02 
 
Tableau 3.I : Si-Ypel5 dans les cellules RAW164.7 régule de nombreux gènes associés à la voie 






CHAPITRE 4 : DISCUSSION ET CONCLUSION 
4.1 Discussion 
L'identification de variants de gènes causalement liés à des caractères phénotypiques 
complexes demeure difficile. Les études de génomique fonctionnelle, qui évaluent les 
conséquences fonctionnelles des variations génétiques sur les caractères moléculaires 
intermédiaires, ont été proposées comme moyen d'améliorer la puissance de détection de telles 
variations génétiques 419,420. L'importance de l'expression génique pour les caractères complexes 
est illustrée par des études montrant que les polymorphismes associés à des variations de traits 
phénotypiques sont plus susceptibles d'être associés à l'expression de gènes particuliers 421 et 
que les variants associés à des maladies humaines courantes impliquent principalement des 
séquences d'ADN régulatrices (plutôt que des régions codantes pour une protéine)89. En 
conséquence, l'expression des gènes constitue un type de phénotype moléculaire intermédiaire 
qui a été souvent étudié. Des études antérieures sur la génétique de l'expression ont 
principalement porté sur les eQTLs (‘cis-eQTLs’ et ‘trans-eQTLs’) liés à des gènes uniques. 
22,125,132,422. Dans les cas particuliers où les effets des variants alléliques uniques étaient très 
pénétrants, cette approche a permis d'identifier des variants alléliques de gènes qui sont causaux 
de plusieurs caractères quantitatifs, parmi lesquels l’hypertension 423, la masse ventriculaire 
gauche 424,425, et la calcification cardiaque dystrophique426. Néanmoins, dans les cas plus 
fréquents, où les traits complexes impliquent l’interaction entre divers gènes (qui opèrent dans 
des réseaux), l’identification d’une variation génétique qui affecte un seul gène n’est pas 
suffisante. Il a été observé que les ‘trans-eQTLs’ forment des «hotspots», où les niveaux 
d'ARNm des transcrits à travers le génome montrent une liaison avec le même locus génétique. 
De tels ‘trans-eQTL hotspots’ sont également souvent enrichis en gènes fonctionnellement 
apparentés 172,174,188, qui influent le même trait phénotypique. L’utilisation d’un outil 
informatique permettant l’analyse multivariée des eQTLs (qui tient compte des interactions 
possibles entre les gènes et/ou d’autres effets combinatoires possibles), nous a permis de 
détecter un ‘trans-eQTL hotspot’ (dans des données d’expression de tissu cardiaque d’une 
population de souris provenant de 24 RIS) qui contenait un nombre très élevé de gènes associés 
en trans- (200 gènes). Donc, le but de cette thèse fut de : 1) identifier le/ou les régulateurs 
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causaux de ce réseau de gènes, et 2) tester et valider expérimentalement le mécanisme de 
fonctionnement du gène régulateur. 
4.1.1 La validation biologiquement du ‘trans-eQTL hotspot’ au ch17 
 Pour la majorité des ‘trans-eQTL hotspots’ rapportés dans la littérature jusqu’à présent, 
un ‘cis-eQTL’a été détecté au même locus (voir tableau 1.I). Ceci est intéressant, car les ‘cis-
eQTLs’ pourraient être des régulateurs de l’expression de plusieurs gènes ‘trans-eQTLs’. Ce 
gène ‘cis-eQTL’ peut être un régulateur transcriptionnel direct (un TF qui cible et se lie 
directement à la région régulatrice de plusieurs gènes ‘trans-eQTLs’) 105,128,177,179,180,427, comme 
il peut être un gène qui cible un TF ou un régulateur transcriptionnel intermédiaire 
139,168,174,182,191,192,194. Alors que l’identification de QTL d’expression a le potentiel de découvrir 
des gènes qui n'étaient pas précédemment connus comme étant des régulateurs communs, ces 
études précédentes se sont surtout appuyées sur des analyses bio-informatiques pour suggérer 
des rôles régulateurs pour les gènes ‘cis-eQTL’. Dans cette étude, le ‘trans-eQTL hotspot’ 
détecté au chr 17 contenait un ‘cis-eQTL’ qui correspondait au gène Ypel5. Des tests 
expérimentaux effectués par nous-même ont confirmé le rôle du gène Ypel5 dans la régulation 
d’IFNB1 et des ‘trans-eQTLs’ appartenant au ‘hotspot’. Néanmoins, il faut garder à l’esprit que 
ce cis-eQTL n’est pas le seul régulateur possible. Des éléments comme les marques 
épigénétiques (qui n’impliquent pas nécessairement de changements dans la séquence d’ADN 
mais qui sont potentiellement héréditaires, tel que la méthylation de l’ADN et l’acétylation des 
histones) et/ou les microARN ont également la capacité de réguler l’expression de plusieurs 
gènes.  
4.1.2 Le choix du gène régulateur du ‘trans-eQTL hotspot’ 
Le choix de Ypel5 comme gène régulateur a été basé sur des analyses bioinformatiques 
préalables et sur l'hypothèse selon laquelle la régulation trans- peut être médiée par des effets 
locaux. Aucun rôle de ce gène dans la régulation des ISGs n’avait été documenté à ce jour. Dans 
les études précédentes de validation biologique des ‘trans-eQTL hotspot’, le choix du gène 
régulateur candidat avait souvent été basé sur d’autres informations préalables indiquant que le 
gène était : 1) soit un gène ayant une fonction connue en relation avec le phénotype étudié ou 
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ayant une fonction prédite des ‘trans-eQTLs’ 168,191, 2) soit un TF ayant un motif de liaison dans 
des régions promotrices des gènes cibles 105,177,179. 
4.1.3 La fonction ou l’intérêt biologique du ‘trans-eQTL hotspot’ au chr 17 
Le ‘trans-eQTL hotspot’ détecté au chr17 est enrichi de façon très significative pour des 
gènes immunitaires, dont la dérégulation peut être impliquée dans la pathogenèse d'un large 
éventail de phénotypes courants, y compris la maladie inflammatoire de l'intestin, 
l'athérosclérose, la polyarthrite rhumatoïde et le cancer. De plus, une proportion significative de 
loci de risque de maladies communes identifiées dans les études GWAS impliquent également 
des gènes immunitaires. Toutefois, nous n’avons pas identifié à ce jour de phénotype cardiaque 
dont le QTL chevauche avec le locus lié à Ypel5 et au ‘trans-eQTL hotspot’. Aucun 
chevauchement entre le locus au chr17 et les loci de maladies rapportées dans le catalogue 
GWAS (www.genome.gov/gwastudies/) (données non présentées) n’a été détecté. 
Une explication possible serait que, d'une manière générale, les SNPs détectés par les 
études GWAS n’expliquent qu’une faible partie de l’héritabilité. L’héritabilité manquante des 
études d’association peut être due en partie 1) au fait que la plupart des variants détectés par les 
GWAS sont le plus souvent des variants communs, et ne sont pas des variants fonctionnels qui 
causent la maladie; 2) au phénomène de ‘phenotypic buffering’, où de nombreux SNPs avec de 
faibles effets phénotypiques sont indétectables par les analyses du GWAS. Dans de tels cas, 
l'effet de ces SNPs (qui peuvent être associés à des traits) semble être plus important sur 
l'expression génique que sur le phénotype éventuellement associé. Ceci soutient l'idée que 
l'étude de l'expression génique comme phénotype intermédiaire pourrait aider à découvrir une 
partie de l'hérédité manquante dans les maladies complexes, de même qu’elle peut permettre 
d'identifier les gènes de la maladie affectée en aval (qui n'étaient pas impliqués du tout dans les 
études GWAS), et de révéler des voies précédemment inconnues. Toutefois, ce genre d’étude 
demeure incomplète et n’explique pas encore la totalité de l’héritabilité des traits complexes, 
car très peu d’études prennent en compte la possibilité de présence de plusieurs perturbations 
géniques (comme les interactions épistatiques), ou non géniques (comme les facteurs 
épigénétiques et les interactions entre les gènes et l’environnement). Par ailleurs, pour savoir de 
façon plus complète comment un génotype détermine un phénotype de trait quantitatif 
complexe, la détermination de la relation biologique réelle entre la variation du niveau de 
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transcription et d'autres phénotypes, tels que les taux de protéines et de métabolites, qui 
influencent à leur tour les phénotypes caractéristiques plus en aval, est une tâche nécessaire mais 
très complexe, qui peut être affectée par plusieurs facteurs 428. Par exemple, la présence d’un 
système de tampon (‘buffering system’) au niveau post-transcriptionnel ou post-traductionnel 
(comme la dégradation de protéines non assemblées) peut diminuer la corrélation entre les 
niveaux de transcription et les niveaux de protéines. De plus, l'inexactitude dans les mesures de 
l'accumulation globale des transcrits peut réduire la capacité à détecter la relation entre les 
niveaux d'ARNm et les phénotypes en aval.  
4.1.4 La découverte d’un nouveau rôle pour YPEL5 
4.1.4.1  L’interaction de YPEL5 avec TBK1 / IKBKE 
Les études effectuées dans cette thèse nous ont permis de découvrir un nouveau rôle pour 
YPEL5. En particulier, la régulation négative de YPEL5 a provoqué une expression accrue de 
l'IFNB1 et de plusieurs ISGs dans les cellules de souris et humaines. Ces effets proviennent du 
fait que YPEL5 interagit physiquement et fonctionnellement avec les kinases TBK1/IKBKE. 
La délétion de YPEL5, dans les HEK293T, augmentait également les effets de la surexpression 
de TBK1/IKBKE sur l’activation du p NF-kB -LUC et l'induction du facteur de nécrose 
tumorale (TNFα) endogène. 
 
Les kinases TBK1/IKBKE 
TBK1/IKBKE sont des IκB kinases non canoniques (IKK) impliquées dans la régulation 
de l'activation des voies de signalisation d'IRF3 et NF-κB. En tant qu'IKK non canonique, TBK1 
est structurellement similaire à IKBKE (61% d’identité) et aux IKKs canoniques (IKKα et 
IKKβ) 464,466. Bien que TBK1 et IKBKE aient des activités semblables sur l'expression d'IFN de 
type I et les réponses antivirales subséquentes, elles ne semblent pas être redondantes et 
présentent des modèles d'expression différentielle et une spécificité de substrats. Contrairement 
au TBK1, qui est exprimé de manière constitutive dans pratiquement tous les types cellulaires, 
IKBKE est principalement exprimé dans des tissus spécifiques tels que le pancréas, le thymus, 
la rate et les leucocytes du sang périphérique 432. Il est également exprimé à des niveau très bas 
dans des lignées cellulaires spécifiques 229,433,434. Il est important de noter que l'ARNm d'IKBKE 
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peut être induit en réponse à une exposition au LPS, à une infection virale ou à un certain nombre 
de cytokines inductrices de NF-κB 432,433,435,436. 
 
La régulation de l’activation de TBK1 / IKBKE 
En tant que kinases critiques impliquées dans l'immunité antivirale, l'activité de 
TBK1/IKBKE doit être strictement régulée pour maintenir l'homéostasie immunitaire. 
L’activité aberrante des deux kinases pourrait être associée à une variété de maladies auto-
immunes et de cancers. L’activation des deux kinases peut être régulée par diverses manières, 
telles que:  
1) l'autophosphorylation à la Ser172 429,437 (qui peut être facilitée par divers molécules 
comme la GSK3β 438, la DDX3 228,320,327,439, et IKKα / β 440.  
2) la déphosphorylation, initiée par plusieurs phosphatases telle que SHIP-1 (inositol 5′ 
phosphatase) 441, PP2Cβ (phosphatase Mg2+/Mn2+ dependent 1B) 442, et PTP-2C (protein-
tyrosine phosphatase 2C) 443.  
3) l'ubiquitination de la lysine 63 (K63) par TRAF3 444,‘ MIB1 et MIB2 (E3 ubiquitin 
ligases mind bomb 1/2) 445 et Nrdp1 446. 
4) la deubiquitination mediée par CYLD (deubiquitinating enzyme cylindromatosis) 
447,448, et ABIN1 (A20 binding inhibitor of NF-κB 1) 449,450. 
5) la prévention de la formation de complexes fonctionnels peut aussi inhiber l'activité 
de TBK1. Ceci implique des molécules comme MIP-T3 451, ISG56 (IFN-stimulated gene 56) 
452, et SIKE (suppressor of IKBKE) 453. 
Dans cette étude, nous avons montré que YPEL5 interagit physiquement avec la kinase 
IKBKE, et régule négativement l’auto- et la cross- phosphorylation (à la Ser172) de TBK1 et 
IKBKE.  
 
Le rôle de TBK1 et IKBKE dans l’activation d’IFNB et de NF-κB  
TBK1/IKBKE sont des kinases essentielles pour induire la phosphorylation d'IRF3, qui 
conduit à la production d'IFNB lorsque divers agents infectieux sont reconnus par des PRRs 
(voir chapitre 1, page 37). Elles sont aussi essentielles pour l’activation de NF-κB. Il a été 
montré que la surexpression des deux kinases induit l'activation de NF-kB 234,454,455.  
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Ila a été monté également que TBK1 ainsi que IKBKE peuvent phosphoryler le résidu sérine 36 
d’IκBα 456. Il est possible aussi que TBK1 et IKBKE phosphorylent les IKKs canoniques qui, à 
leur tours, mènent à l’activation de l'IκBα 457,458.De façon intéressante, TBK1 et IKBKE ciblent 
aussi p65 / RelA à la Serine 536 à un niveau basal, indépendamment des stimuli extracellulaires ; 
cette modification est requise dans la seconde phase d'activation de NF-κB 493,496. Dans les 
lymphocytes T stimulés, IKBKE augmentait l'activité de p65 après sa phosphorylation à la 
Serine 468 463. La phosphorylation de TANK par IKBKE pourrait également induire la 
libération de TRAF2 suivie de l'activation ultérieure du complexe IKK 464. Pour limiter 
l'activation de la voie NF-kB, les IKKs canoniques sont régulées négativement par TBK1 et 
IKBKE 440. Une fois activés, TBK1 et IKBKE phosphorylent IKKα / β, diminuant l'activité du 
complexe canonique IKK 440,465. De plus, TBK1 phosphoryle et conduit à la dégradation du NIK 
(NF-κB-inducing kinase), une protéine kinase qui active IKKα dans la voie non-canonique NF-
κB dans les cellules B 466. 
TBK1/IKBKE peuvent avoir d’autres cibles de phosphorylation. Par exemple, 
TBK1/IKBKE phosphorylent directement Akt-Thr308 / Ser473. De manière unique, 
TBK1/IKBKE peuvent phosphoryler à la fois la boucle d'activation et le motif hydrophobe à un 
degré suffisant pour activer l'AKT 467,468. TBK1 induit la signalisation de pro-survie par 
phosphorylation directe d'AKT 469. La voie PI3K/Akt peut favoriser la survie cellulaire à travers 
la régulation d’expression ou la phosphorylation de la p21 502,506. Indépendamment de NF-κB et 
AKT, TBK1 peut réguler la mitose et initier la survie des cellules de cancer du poumon par 
l'activation de PLK1 (Polo-like kinase 1) et la ‘metadherin’ 475. Les kinases TBK1/IKBKE 
phosphorylent également les récepteurs d'œstrogène alpha (ERalpha) (sur la Ser-305 et la sérine 
167 respectivement). L’inhibition des deux kinases sensibilise les cellules cancéreuses du sein 
à la mort cellulaire induite par le tamoxifène 476,477. De plus, TBK1 peut réguler la dynamique 
des microtubules et la progression mitotique via la phosphorylation des protéines 
centrosomiques 478. 
 
Le rôle de TBK1 / IKBKE dans la régulation du cycle cellulaire et le cancer 
Dans le cancer, les kinases TBK1/IKBKE sont décrites comme des oncogènes possibles 
qui exercent leurs effets à travers l’activation de plusieurs voies, incluant notamment l’activation 
constitutive de NF-κB 318,320,492,511. Plusieurs études précédentes ont montré que l'expression de 
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la forme inactive de la kinase IKBKE dans les cellules cancéreuses du sein réduit les niveaux 
d’expression de deux gènes cibles de NF-κB (la Cyclin D1 et RelB), ainsi que la croissance et 
l'invasion 458. Aussi, l’inhibition de TBK1/IKBKE réduit la phosphorylation/activation de la 
p65-NFkB et supprime la croissance des cellules du cancer du sein humaines (HER2 +) 341. De 
plus, IKBKE phosphoryle CYLD et TRAF2 dans les cellules cancéreuses du sein, ce qui induit 
l'activation NF-kB et contribue à la transformation cellulaire 480,481. Des observations récentes 
ont montré que IKBKE fonctionne également pour protéger les cellules contre la mort cellulaire 
induite par les dommages d'ADN ; le mécanisme sous-jacent de cette réponse est médié par la 
sumoylation de IKBKE, suivie par la phosphorylation de la p65 et l’activation de la réponse 
anti-apoptotique médiée par NF-κB 482.  
L’activation constitutive de la voie NF-κB dans le cancer du sein est très bien 
documentée 515,519. Cependant son rôle dans la régulation de la progression tumorale est 
controversé. La plupart des études appuient l’effet de NF-κB comme une voie promotrice des 
mécanismes contribuant à la conversion maligne, comme la prolifération, l'angiogenèse, et 
l'induction de la transition épithéliale-mésenchymateuse (un événement précoce dans la 
métastase) 520,524. L’activation de NF-κB favorise également la prolifération et/ou la progression 
du cycle cellulaire 493,494 à travers l’augmentation de l’expression des gènes de croissance/survie 
cellulaire 495,496. Des études précédentes ont montré que NF-κB induit l'expression de la cycline 
D1 et favorise la progression du cycle cellulaire (de la phase G1- à- S) dans les fibroblastes de 
souris et dans les cellules de carcinome mammaire T47D 528,530. Dans les CEM humaine T 
leucémique et les lignes cellulaires de cancer du sein humain (MDA-MB-231), l’induction de 
la p21 par NF-kB provoque un arrêt cellulaire en phase G2-M pendant un temps prolongé, suivi 
d'une augmentation de la rentrée du cycle cellulaire et de la survie 499.  
Le gène TNF-α est également activé par NF-kB; cependant, son rôle dans la progression 
des tumeurs est controversé. Il a été d'abord identifié comme une cytokine anti-tumorale 
accompagnée d'une toxicité importante. De nouvelles preuves ont montré que le TNF-α était 
l'un des principaux médiateurs de l'inflammation liée au cancer et agit comme un facteur 
favorisant les tumeurs. Cet effet apparemment paradoxal du TNF-α sur l’initiation de tumeurs 
peut dépendre de la dose et de la durée d’exposition à cette cytokine. Des études précédentes 
ont montré que le traitement avec de faibles doses de TNF-α peut améliorer la capacité invasive 
des cellules MCF-7 500. De manière contradictoire, il a été montré que le traitement de la lignée 
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cellulaire de carcinome du col utérin humain (ME-180S) avec TNF-α entraîne une induction de 
la p53, la p21 et de l'apoptose501. L'effet pro-apoptotique de cette cytokine a été confirmé dans 
des études montrant que la p21 induite par le TNF-α, dans les lignées cellulaires de gliome 
humain (LN-18 et LN229), initie l’inhibition du cycle cellulaire 502. D’autres ont trouvé 
également que l’incubation des lymphocytes avec du TNF-α recombinant augmente les niveaux 
de NF-kB et de la p21 503. Une étude récente a montré que TNF-α augmente l’expression des 
régulateurs participant à la transition du cycle cellulaire G1 → S par une voie dépendante de 
NF-kB, ce qui rend les cellules plus vulnérables et provoque plus de dommages à l'ADN après 
les traitement de radiothérapie et de chimiothérapie 504. D’autres études ont proposé que le TNF-
α augmente l'effet anti-cancéreux de la doxorubicine en supprimant l'activité anti-apoptotique 
de p21 505. Dans les cellules MCF-7, l'action antiproliférative du TNF-α a été associée à plusieurs 
facteurs 506,507: 1) l’expression accrue de p21, l’activation de NF-κB et l’accumulation de p53 
(accompagné d’un arrêt G1) 508, 2) la délocalisation cytoplasmique de p21et p27 547,  3) 
l’augmentation de l'accumulation de IGFBP-3 (insulin-like growth factor binding protein-3) 510, 
et 4) la régulation négative de l'expression de l'ER alpha 511. 
 
4.1.4.2 L’interaction de YPEL5 avec les protéines centrosomiques  
La protéine YPEL5 a été détectée à différentes localisations subcellulaires lors du cycle 
cellulaire. À l'interphase, elle semble être localisée dans le noyau et dans le centrosome. Lors 
de la division cellulaire, elle change séquentiellement d’emplacement aux pôles de fuseau, au 
fuseau mitotique, à la midzone de fuseau, et finalement à la zone midbody. Le knockdown de 
YPEL5 inhibe la croissance de cellules COS-7 cultivées et le développement précoce 
d'embryons de poissons médaka, ce qui indique son implication dans la progression du cycle 
cellulaire. De façon intéressante, YPEL5 montre des interactions physiques avec les deux 
protéines centrosomiques  RanBPM (Ran Binding Protein in the Microtubule organizing 
center), codé par RanBP9, et RanBP10 325. 
 
Le rôle du centrosome dans la régulation du cycle cellulaire et le cancer 
Il a été montré par plusieurs études que l'intégrité du centrosome est importante pour la 
progression du cycle cellulaire. L'arrêt du cycle cellulaire a été observé dans les cellules 
cultivées suite à une perturbation des centrosomes par ablation laser 512 ou microchirurgie 513 et 
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dans les ovocytes de souris suite à la microinjection d'anticorps de centrosomes 514. Aussi, la 
fonction du centrosome peut être perturbée par plusieurs facteurs pathogènes 547,549 ou de stress 
(comme les dommages d'ADN et la chaleur) 518, et ces interventions empêchent la progression 
du cycle cellulaire. Il a été montré également que le dérèglement de l’expression de presque tous 
les gènes du centrosome induisaient l'arrêt du cycle cellulaire (au G1)519. Ces études suggèrent 
que la perturbation de la structure et / ou de la fonction du centrosome active un ‘cell cycle 
checkpoint’ qui conduit à l'arrêt G1 (et empêche les cellules d'entrer en phase S). Ce mécanisme 
d'arrêt du cycle cellulaire impliquerait le recrutement de p53 au centrosome, suivi par 
l’activation de la p21 545,551,554. La délétion de p53 dans de nombreuses tumeurs humaines peut 
abroger le checkpoint des centrosomes et contribuer aux défauts du centrosome, au 
dysfonctionnement de fuseau et à l’aneuploïdie 523,524. En fait, la plupart des carcinomes 
humains sont caractérisés par des centrosomes aberrants, qui mènent à la formation de fuseaux 
dysfonctionnels et contribuent à l'instabilité génétique 523,525. 
L’inactivation des centrosomes est liée aussi à l’inhibition de la réponse immunitaire. 
L'idée émergente selon laquelle le centrosome joue un rôle dans la réponse immunitaire est 
également appuyée par l'observation que des patients atteints de mutations dans le gène 
centrosomique la pericentrine / Pcnt possèdent une réponse immunitaire défectueuse pendant 
l'enfance 526. Dans ce contexte, l'observation que l’inhibition de la destruction des cellules cibles 
par les cellules cytotoxique T par le stress thermique est accompagnée par le dysfonctionnement 
des centrosomes (qui se manifeste par la perturbation de l'organisation des microtubules) 527, 
implique que le centrosome peut être un organe-clé pour l'activation la réponse immunitaire. 
Aussi, des observations récentes sur le comportement du centrosome à la synapse 
immunologique suggèrent un rôle critique pour la polarisation des centrosomes dans le contrôle 
de la communication entre les cellules immunitaires nécessaires pour générer une réponse 
immunitaire efficace 560,562. 
 
Le rôle de RanBPM dans la régulation du cycle cellulaire et le cancer 
RanBPM a été initialement identifié comme une protéine centrosomique impliquée dans 
la nucléation des microtubules au centrosome 531. Récemment, plusieurs études ont suggéré la 
contribution de RanBPM dans la croissance et le développement du cerveau 532. RanBPM 
accélère également la progression de la mitose dans le développement de neuro- épithélium 533. 
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La participation de RanBPM dans la régulation du cycle cellulaire et les voies proapoptotiques 
a été suggérée en fonction de la capacité de RanBPM à interagir avec de multiple protéines 
impliquées dans des cascades de signalisation apoptotiques, telles que 1) CDK11(p46) (cyclin-
dependent kinase 11) 534 ; 2) le ‘death domain’ du récepteur de la neurotrophine p75 535 ; 3) 
HIPK2 (homeodomain-interacting protein kinase 2) et la p73 536,537. Il existe également des 
preuves de l'implication de RanBPM dans les voies de signalisation suscitées par les signaux 
environnementaux. RanBPM est une phosphoprotéine dont la phosphorylation est modulée par 
des stimuli de stress comme le choc osmotique, le rayonnement UV, et le rayonnement ionisant 
(IR) 538,539. En revanche, il a été montré que les taux d'expression de RanBPM sont nettement 
réduits dans les lignées cellulaires de cancer du sein humain 540 et dans les tumeurs gastriques 
541. Le knockdown de RanBPM dans les cellules cancéreuses gastriques réduit l'adhésion et 
favorise la survie des cellules cancéreuses gastriques 541, mais entrave les mécanismes 
moléculaires conduisant à une réparation efficace des dommages de l'ADN dans des cellules du 
cancer du poumon 542. De plus, la surexpression de RanBPM dans une lignée cellulaire de 
carcinome rénal humain (A704) augmente la capacité de migration 543. 
RanBPM est impliqué également dans les réponses immunitaires. Une étude a montré 
que RanBPM peut réprimer la voie NF-kB en inhibant l’auto-ubiquitination de TRAF6 (via 
l'interaction protéine-protéine avec TRAF6) dans les HEK 293T 544; Cependant, une autre étude 
suggère que RANBP9 peut améliorer l'efficacité de l'efferocytose des cellules dendritiques, et 
la présentation d'antigène in vivo (ce qui provoque une diminution de charge virale et une 
amélioration de la survie) 545. 
 
Le rôle de YPEL5 dans la régulation du cycle cellulaire et le cancer 
Dans ce projet, on a trouvé que le knockdown de YPEL5 dans les MCF7 induit 
l’expression des gènes impliqués dans la régulation du cycle cellulaire : la p21, YPEL3, et TNFα 
(voir chapitre 3) Ce résultat peut être compatible avec d’autres études montrant que le 
knockdown de YPEL5 : 1) retardait la progression du cycle cellulaire en prolongeant la durée 
des phases G1 et G2 + M dans les cellules COS-7  325, et 2) induit l’expression d’un ensemble 
de gènes régulateurs de sénescence (incluant la p21et YPEL3) dans les cellules de macrophages 
de souris (RAW 264.7) (voir tableau 3.I). Considérant sa localisation dans le centrosome et son 
interaction avec plusieurs protéines impliquée dans le fonctionnement du centrosome 478,531, il 
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est possible de supposer que le knockdown de YPEL5 cause une perturbation de la fonction du 
centrosome suivie par l’induction des médiateurs de l’arrêt du cycle cellulaire. L’arrêt du cycle 
cellulaire empêche l’accumulation de centrosomes aberrants et l’initiation du cancer. 
De plus, nous avons observé que l’exposition à H2O2 (un stress génotoxique) induit 
l’expression deYPEL5, mais pas des autres membres de la famille YPEL. Le knockdown de 
YPEL5 a amplifié l’induction de la p21 par H2O2. Ces résultats suggèrent que YPEL5 est un 
régulateur négatif (par rétroaction) de l'induction de sénescence déclenchée par H2O2. Étant 
donné que de nombreux médicaments chimio thérapeutiques sont connus pour induire la 
sénescence dans les cellules cancéreuses par une voie dépendante de l’induction des ROS et de 
la p21, l’inhibition de YPEL5 pourrait augmenter la sensibilité des cellules tumorales aux agents 
chimio thérapeutiques. Cependant, pour confirmer l’implication de YPEL5 dans la régulation 
du cycle cellulaire et/ou la sénescence dans les cellules du cancer du sein, d’autres événements 
doivent être étudiés plus en détail. Donc, dans les cellules en division, il faut tester l'impact de 
la régulation de YPEL5 sur le temps de doublement cellulaire, la proportion de cellules à chaque 
étape du cycle cellulaire (G1, S et G2 / M) et la durée du temps passé par les cellules à chaque 
stade de cycle cellulaire. 
 
Le rôle de YPEL5 dans le développement embryonnaire 
 
Le rôle joué par YPEL5 dans la régulation du cycle cellulaire et la sénescence, pourrait 
être également lié à l’implication de YPEL5 (et ou d’autres YPEL) dans le développement 
embryonnaire. Les gènes YPEL ont été conservés tout au long de l'évolution. Une étude récente 
suggère que le gène Ypel2 peut jouer un rôle essentiel dans le développement embryonnaire 
précoce, car YPEL2 est régulé par miR-29b 546, une miRNA impliqué au cours du 
développement préimplantatoire et dont l’inhibition conduit à l’arrêt embryonnaire 547. La 
surexpression de YPEL1 entraîne également une morphogenèse mandibulaire anormale associée 
à une augmentation de l'apoptose 548. De plus, il a été suggéré que YPEL3 joue un rôle nécessaire 
pour le développement précoce du cerveau et du corps 549.  
Nous avons obtenu des cellules souches embryonnaires Ypel5 - / - et les avons utilisées 
pour générer des souris knockout Ypel5. Les données obtenues jusqu'à présent indiquent que 
l'inactivation de Ypel5 est embryonnaire létale, avec la létalité se produisant avant le jour E11.5. 
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Ces résultats sont compatibles avec les données antérieures obtenues dans les embryons de 
poissons, où le knockdown de Ypel5 arrête le développement en augmentant l'apoptose au stade 
17 (un stade neurulaire précoce) 324. De façon intéressante, les mutations qui perturbent les 
centrosomes activent fortement p53 et la mort cellulaire chez les embryons de souris au même 
stade de gestation où l'ablation Ypel5 déclenche également la létalité embryonnaire.  
 Au total, ces données suggèrent que les gènes YPEL pourrait participer aux voies de 
sénescence, à la progression du cycle cellulaire et au développement embryonnaire, 
éventuellement via des interactions avec les protéines centrosomiques (RanBPM et RanBP10) 
et /ou les kinases (TBK1 et IKBKE). 
4.1.4.3  L’interaction entre YPEL3 et YPEL5 
Des études précédentes ont montré que YPEL3 et YPEL5 sont exprimés à des niveaux 
beaucoup plus élevés que n'importe quel autre gène YPEL dans des tissus humains et de souris 
325, et nous avons fait la même observation dans les cellules humaines HEK293T et MCF7 
(Figure 3.1).Ceci suscite la question de savoir si ces deux gènes interagissent, dans quelle 
mesure leurs fonctions peuvent se chevaucher et / ou si elles se régulent mutuellement. 
 Pour tester si YPEL3 et YPEL5 pourrait avoir des effets en partie similaires, nous avons 
comparé les effets du knockdown de ces deux gènes sur l’activation de la voie NF-kB en 
présence de surexpression de TBK1 et IKBKE sur 1) l'expression de TNFα endogène (une cible 
bien connue de NF-kB), et 2) l’auto- et la cross-phosphorylation de TBK1 et IKBKE. Ces points 
expérimentaux semblent être affectés de façon similaire par le knockdown de ces deux gènes 
(voir Figure 3.3). Par ailleurs, YPEL3 et YPEL5 semblent avoir des effets opposés sur des 
marqueurs de sénescence cellulaire. Dans les MCF7, on a trouvé que YPEL3 ne régule ni 
l’expression de p21 ni celle de TNFα. De même, le knockdown de YPEL3 n’affectait pas 
l’induction de p21 par H2O2. Conformément à ces résultats, d’autres études ont montré que 
l’induction de YPEL3 initie la sénescence, mais que le knockdown de YPEL3 était incapable de 
bloquer la sénescence induite par la doxorubicine dans les cellules MCF-7 369. Cela suggère que 
seulement l’induction d’expression de YPEL3 pourrait avoir un effet significatif sur la 
sénescence. D’autres observations ont suggéré que YPEL5 et YPEL3 exercent des effets opposé 
sur la régulation de la sénescence 362,363,369,370. 
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Enfin, on sait peu de choses sur la régulation de ces gènes, et en particulier 1) quels 
stimuli régulent l'expression de ces gènes; 2) si les gènes sont régulés de manière coordonnée; 
3) s'il existe des effets de régulation croisée entre plusieurs membres de la famille YPEL. Tous 
ces différents facteurs doivent être pris en compte pour comprendre les actions des gènes YPEL. 
Il a été montré que l’expression de YPEL3 peut être induite par : 1) la doxorubicin dans la 
lignée tumorale humaine de colon Hct116+/+p53 ; 2) la bléomycine dans les cellules 
épithéliales mammaires 76NTert 362 ; 3) le tamoxifène dans les MCF7 370, mais pas par 5-
azadéoxycytidine (un agent qui induit des dommages à l'ADN) dans les lignées cellulaires du 
cancer du côlon 370. Nos résultats suggèrent que l'exposition des MCF7 à H2O2 induisait 
l’expression de YPEL5, mais n’affectait pas l'expression de YPEL3. Cela suggère que les 
niveaux d’expression de YPEL3 et YPEL5 peuvent être modulés de façons différentes, 
dépendamment de la nature, de la durée, de la concentration du stress genotoxique, et du type 
de lignée cellulaire utilisée. 
4.2 Conclusion 
Une question fondamentale en génétique quantitative est de savoir comment le génotype 
détermine un phénotype de trait quantitatif complexe 550. Les études d’association représentent 
une avancée considérable dans l’identification des locus associés à des traits complexes, mais 
jusqu’à présent, très peu d’études ont permis de clarifier l’architecture génétique de ces traits. 
Les études des eQTLs pourraient représenter une approche alternative et ou complémentaire. 
Particulièrement, les études de ‘trans-eQTL hotspots’ peuvent nous aider à identifier les variants 
génétiques affectant des réseaux de gènes co-régulés qui peuvent être associé à un ou plusieurs 
traits complexes. Nous avons étudié le rôle de YPEL5 dans la régulation d’un ‘trans-eQTL 
hotspot’ au chr17. YPEL5 est une protéine dont les fonctions biologiques sont encore peu 
connues. Dans cette étude, nous rapportons l'identification de YPEL5 comme régulateur négatif 
des voies : 1) IFNβ et des ISGs (appartenant au ‘trans-eQTL hotspots’), et 2) NFκB et TNFα, 
dans des conditions de bases et après stimulation dans les macrophages et les HEK293T. En 
plus de son rôle dans la réponse immunitaire, une publication antérieure a impliqué YPEL5 dans 
la régulation de la progression du cycle cellulaire, et nos données préliminaires indiquent des 
interactions possibles de YPEL5 avec le processus de sénescence. Au total, l’effet pléotropique 
de YPEL5 dans la régulation de la réponse immunitaire et du cycle cellulaire pourrait être dû à: 
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1) sa localisation dans le centrosome durant l’interphase; et/ou 2) à son interaction avec les 
RANBP et les kinases non canoniques (IKK), qui sont impliquées dans le fonctionnement du 
centrosome 478,531, les voies de survie cellulaire, et l’activation des voies de signalisation d’IFNβ 
et NFκB. Finalement, le rôle de YPEL5 dans la régulation négative de la production de cytokines 
pourrait être pertinent dans le cadre des troubles immunitaires liés à la sur-réactivité du système 
immunitaire, tels que l'auto-immunité [comme la polyarthrite rhumatoïde, la maladie de Crohn, 
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