Recently, some studies have confirmed that the reproduction by simulation of user behaviour under different flow and geometric conditions, can identify a potential incident hazard and allow to take appropriate countermeasures at specific points of the road network [1], [2], [3] . In this paper a calibration and validation technique of a microsimulation model for shortterm road safety analysis is presented. The microscopic model developed allows the estimation of road safety performance through a series of indicators (Crash Potential Index, Deceleration Rate to Avoid Crash, Maximum Available Deceleration Rate, Time to Collision, etc.), representing interactions in real time between different pairs of vehicles belonging to the traffic stream. When these indicators take a certain critical value, a possible accident scenario is identified. The calibration procedure was applied using an optimization algorithm to systematically modify the 5 parameters of the core behavior model (the General Motors car following model that is a module of the main traffic microsimulation model) in order to fit travel times obtained from simulations to the measured travel times. Experimental measures where obtained in one measurement site from a survey on a two lane undivided rural highway and were provided using a specifically developed video digital processing algorithm. In order to assess the capability of the microsimulation model to reflect reality and, consequently, to make further predictions, a validation technique was carried out. In the validation process the optimization algorithm shows the ability to increase the goodness of fit of estimated travel times to measured values. The estimated car following model parameters are used in estimating the goodness of fit with a set of observed data which have not previously been used in the calibration process. This procedure has brought very good results that show how the travel times estimation errors can be greatly reduced, even in different traffic conditions relatively to the calibration scenario, by using the set of parameters obtained in the optimization procedure.
Introduction
Traditionally the most common methodologies applied for road traffic safety analysis make use of accident statistics as the main data source. However, this methodological approach is influenced by the problems of consistency and availability of crash data as well as the challenges posed by the extremely random nature and the uniqueness of accidents. For this reason there is a need to use safety performance functions derived from vehicles spacing and speed profiles to increase the possibility of better understanding the relationships between users behaviour and risk and of a better understanding of the complex processes inside the traffic flow that could lead to critical situations including accidents. This elements have led to the development of complementary approaches to improve road safety assessment, such as the observation of traffic conflicts and the use of microscopic traffic simulation.
The potential of microscopic simulation in traffic safety analysis was initially investigated by Darzentas et al. [4] and has gained a growing interest due to recent development in human behavior modeling and real time vehicle data acquisition [1] , [2] , [3] , [5] , [6] . However, for a proper use of microscopic simulation it becomes necessary to estimate model inputs such that they accurately replicate safety performance at a given location over time. In this way, this methodology is able to determine the complex behavioural relationships that could lead to crashes and to establish a link between simulated safety measures and crash risk.
The main objective of this paper is to specify the input parameters of a microsimulation model through a calibration procedure in order to ensure that it accurately reflects the input data. The calibration process was led using an optimization algorithm to systematically modify the 5 parameters of the General Motors car following model that is a module of the main traffic microsimulator; travel times obtained from simulations of a road segment under study were compared to the measured travel times. In order to assess the transferability of selected model inputs for different traffic conditions, a validation process was defined running an independent check on the calibrated model. This second objective investigates whether the input values suggested in the calibration allow the identification of potentially unsafe vehicle interactions for vehicle movements based on carfollowing behavior protocol (potential rear-end crashes), providing a link between simulated safety performance indicators and observed high risk vehicular interactions. The microscopic simulation model calibrated and validated is TRITONE [7] , an open source platform, that allows the evaluation of traffic safety performance through a series of indicators (Crash Potential Index, Deceleration Rate to Avoid Crash, Available Maximum Deceleration Rate, Time to Collision, etc.), representing interactions in real time, between different pairs of vehicles belonging to the traffic stream. For the calibration and validation process were collected two different data sets from direct observation of vehicular trajectories on a two-lane undivided rural highway. One is used for the model calibration, adjusting the parameters such that the simulated output adequately matches observed data. The second set is used to verify that traffic safety performance aspects of the calibrated model are in agreement with this set of observed data.
Observational vehicle tracking data
The observational vehicle tracking data used to calibrate and validate TRITONE were obtained from a video image processing algorithm. The algorithm has adopted a background subtraction-based approach for vehicle detection over time [8] . Since this approach is sensitive to background changes or noise [9] a median filter technique has been applied. The algorithm consists of four main modules: Pre-filtering and geo-referencing, search of background frame, placation of filters and analysis of traffic data.
For this experiment the video taping was carried out using a mounted digital camera that is able to import all video formats. The video is decomposed on a frame-by-frame basis and for each frame filters have been applied to eliminate disturbances caused by brightness of the image and other visual impediments. The image is then geo-referenced and modified with respect to perspective transformation, and subsequently mapped onto a specific detection zone. Background "information" is extracted from the image based on the RGB scale of colour for each pixel; after which a sequence of threshold, erosion and dilation operations are performed to eliminate background noise. In this experiment individual vehicles are detected and tracked using a region-based method, wherein a unique "blob" is assigned by the algorithm which is assumed to correspond to one or more vehicles. This blob is then tracked over time. In case of overlapping where a blob corresponds to more than one vehicle, the blob is stratified and analysed in successive frames to determine whether or not it comprises more than one vehicle The output is expressed in terms of several vehicle trajectory descriptors, such as position, length, speed and acceleration.
The road segment selected for these study is a two-lane undivided rural highway located in Cosenza (Italy). The section analyzed consists of a straight stretch of 300 meters with a width equal to 10 meters. A digital camera (Sony Handycam HDR-CX160E with a focal length of 35 mm) was mounted at an offset distance of 230 meters from the centerline. The camera was mounted at a height approximately of 80 meters above the roadway. This camera is able to provide a resolution of 1,920 x 1,080 pixels, with a bit rate of 28 Mbps corresponding to a taping rate of 30 frames per second. The experimental field was monitored during two typical weekday between 9:30 am and 10:30 am, a period coincident with off-peak traffic conditions at this location. In this way individual vehicle trajectories were grouped into two independent samples. The first sample was used for calibration, while the second sample was used to validate the model results.
Determining safety performance
The safety of traffic facilities is influenced by a number of traffic and geometric factors, such as driver features and conditions (experience, stress, tiredness, etc.), road characteristics (type of road, road surface, geometric features, etc.), traffic conditions (volume, speed, density, etc.), vehicle attributes (maneuverability, braking capability, stability, etc.), and environment (weather conditions, light conditions, etc.) [10] , [11] , [12] . Despite the literature propose a large body of safety modeling, a good knowledge of the dynamics of the events preceding the crash may provide a more useful support to the implementation of appropriate countermeasures. This has led to increased interest over time in obtaining measure of safety performance through the study of traffic interactions between vehicles in a traffic stream, highlighting potentially unsafe traffic conditions. Safety performance indicators provide a causal or mechanistic basis for explaining complex time-dependent vehicle interactions that can compromise safety [13] , [14] , [15] , [3] . In this paper the safety performance indicators considered are Deceleration Rate to Avoid the Crash (DRAC) and Time to Collision (TTC).
DRAC explicitly considers the role of speed differentials and decelerations in traffic flow and, according Almquist et al. [16] , it can be defined in terms of the speed differential between Following Vehicle (FV) and Lead Vehicle (LV) divided by their closing time. The LV is responsible for the initial action (braking for a traffic light/stop sign, changing lanes and/or accepting a gap), while the FV responds to this action by braking. For rearend interactions, the FV deceleration expression is: 
conflict if its DRAC exceeds a threshold braking value of 3.35 m/s2, and this is the value we have adopted as a threshold in this paper.
TTC can be defined as expected time for two vehicles to collide if they remain at their present speed and on the same path [13] and in case of rear-end collisions it can be calculated using the following expression [14] : (2) where, t = time interval (s) X = position of the vehicles (m) L = vehicle length (m) V = speed (m/s) Time to collision reflects the time separating a given FV from its corresponding LV, where their differential speeds are such that both vehicles are closing in on each other. The basic assumption is that the FV maintains its speed despite it's being on a collision path. When TTC is lower than a set threshold value, a couple of vehicles (LV-FV) is assumed to be in conflict or in an "unavoidable" collision path. According Van der Horst [19] , this threshold value is 1.5 seconds, taking into account the minimum perception/reaction time of a driver.
Calibration framework
The calibration and validation are essential processes through which it is possible to adjust input values of the model and to obtain simulated outputs that match, or are comparable with, observed travel times as obtained from the video image processing algorithm vehicle tracking data.
The applied calibration procedure is based on a generic methodology useful to set the value of the 5 General Motors car following model parameters [20] . The car-following model regulates driver's behavior with respect to the preceding vehicle in the same lane. A free-moving condition occurs when a vehicle is not constrained by another vehicle or if the headway from its preceding vehicle on the same lane is more than a pre-defined threshold h f . In this condition the vehicle will accelerate or decelerate freely in order to maintain its desired speed. In the car-following regime the space headway becomes shorter than hf but longer than a lower threshold h c ; the vehicle will take a controlled speed which is derived from the relative speed and distance of the preceding vehicle according to the General Motors car-following model. The calibration is formulated as an optimization problem which seeks to minimize the discrepancy between the observed and the modeled travel times. The objective function for the optimization is formulated as: (3) where {γ} = set of parameters to be calibrated T = aggregating time interval (s) t T sim , t T obs = simulated and observed travel times in time period T(s) A set of model parameters, {γ}={α, l, m, h f , h c }, representing user sensitivity (α), a coefficient related to the distance (l), a coefficient related to the speed (m), the headway threshold exceeding which a free flow condition occurs (h f ), the headway threshold under which a car following condition occurs (h c ), respectively, were calibrated.
In table 1 the range of the estimate values obtained from the application of the optimization algorithm are reported.
This estimates were aggregated into five representative groups for input into simulation. Twenty simulation runs were carried out for the five combinations of input values (Table 2) . The best estimates of input values are those that correspond to the lowest sum of root mean squared error. This condition was obtained for the set of parameter values associated with simulation 13.
The optimum solution from Table 2 corresponds to parameters values of 11,454 for α, 2,461 for l, 0,536 for m, 3,847 s for h f and 1,617 for h c . This set of parameters yields a simulated travel time of 10,700 s, which compares favourably to the observed value 11,067 s obtained from observed vehicle tracking data.
Validation framework
The validation data sample is selected in order to be representative of behavioural relationships that are distinct and yet comparable to those observed in the calibration sample. In Table 3 are summarized the simulated and observed travel times values.
Assuming a normal distribution, the 95% confidence intervals of travel times was obtained based on the 20 simulation runs. The results suggest that the average observed travel times lies well within the 95% confidence interval generated from the simulation. In order to assess the validity of microsimulation to replicate the complex rear-end behavioural interactions among vehicles, a safety performance analysis was carried out. The analysis of safety performance, expressed in terms of DRAC and TTC, was carried out considering 200 vehicle paths both for Northbound and Southbound directions. Afterwards, the observed scenario has been simulated through TRITONE using the estimated parameters of General motors car-following model. The results of the 100 simulations are reported in Table (4). It should be noted that safety performance indicators obtained from simulations are favourably comparable to those observed, even if the best fitting is obtained for DRAC, instead of TTC that is overestimate by TRITONE. The average values of safety measures indicate not many unsafe situations occurred during the survey along the road segment under study. This can be explained by the low volumes observed that produced not many vehicles interactions in both directions.
Conclusions
Microscopic simulation models can represent a powerful and a valid instrument for the prediction and the evaluation of safety performance. However, in order to analyze traffic phenomena and to reproduce them with a good fidelity through detailed representation of individual vehicle/driver behaviors, it is necessary a rigorous calibration and validation of the simulation models. This paper presents a systematic procedure for calibrating a microscopic simulation model (TRITONE) based on travel times on a two-lane undivided rural highway. The observed vehicle tracking data obtained by applying a video image processing algorithm were used to calibrate the simulation model. The validation procedure results suggest that the microsimulation model is able to replicate observed travel times, within the 95% confidence interval. In consequence of this very satisfactory result achieved, a safety performance study of the road segment under study was carried out. While for DRAC indicator a good fitting has been found, TTC resulted overestimate by TRITONE.
The results of the applied methodology are focused only on the accuracy and reproducibility of the simulated output (TTC and DRAC) and not on how these performance measures reflect actual crashes. A future direction for this research could be addressed to acquire observational data from other sources improving the transferability of the results of the calibration (i.e. stop controlled intersections and roundabouts) and establishing a statistical link between observational crash occurrences and simulated safety measures.
