Abstract. We consider the algebra of Hecke correspondences (elementary transformations at a single point) acting on the algebraic K-theory groups of the moduli spaces of stable sheaves on a smooth projective surface S. We derive quadratic relations between the Hecke correspondences, and identify the algebra they generate with a generalized shuffle algebra. This allows us to define a universal shuffle algebra, which conjecturally acts on the above-mentioned K-theory groups for any S, via a suitable specialization of parameters.
1. Introduction 1.1. We work over an algebraically closed field of characteristic 0, which we assume is C. Fix a smooth projective surface S with an ample divisor H ⊂ S, and fix a choice of rank and first Chern class (r, c 1 ) ∈ N×H 2 (S, Z). We will study the moduli space of H-stable sheaves with these invariants and arbitrary second Chern class: The reason for the lower bound on c 2 is Bogomolov's inequality, which states that the moduli space of stable sheaves is empty if c 2 < r−1 2r c 2 1 . We make the following: (1.2) Assumption A: gcd(r, c 1 · H) = 1 which implies (see for example Corollary 4.6.7 of [13] ) that:
∃ a universal sheaf U on M × S and moreover, the moduli space M is projective (which is a consequence of the fact that under Assumption A, any semistable sheaf is stable). One could do without Assumption A, but then universal sheaves exist only locally on the moduli space M, and one would have to adapt the contents of the present paper to the setting of twisted coherent sheaves ( [3] ). We foresee no major difficulty in doing so, but also no crucial benefit, and so we leave the details to the interested reader.
One of the most important objects of study for us are the K-theory groups:
There are two contexts in which we will make sense of these K-theory groups. The first one, somewhat particular, is when we make the restriction the appears in [1] :
(1.4) Assumption S: the canonical bundle of S is either trivial, or satisfies c 1 (K S ) · c 1 (H) < 0 In this case, it is well-known that the space M is smooth, and so the groups (1.3) are rings endowed with proper push-forward maps and pull-back maps under lci morphisms between smooth schemes (see [4] ). However, our constructions make sense outside Assumption S: all we need is a K-theory defined for all Noetherian schemes and all derived zero sections of vector bundles (see Subsection 2.3). These K-theory groups will not be rings, but we will only tensor K-theory classes with powers of the universal bundle U, which we show in Proposition 2.2 to have a length 1 locally free resolution. We will only use proper push-forward maps, as well as pull-backs under either lci maps, or restriction maps from a space to the derived zero section of a vector bundle on it. A K-theory with the necessary properties is given by the spectrum of the ∞-category of cohomologically bounded coherent sheaves (many thanks to Mauro Porta for pointing this out).
If there is an algebraic torus acting on S, for example C * × C * P 2 , then we may also consider equivariant K-theory groups instead of (1.3). While strictly speaking we will not follow this avenue, it is natural to expect that one can generalize many of the constructions in the present paper to non-projective surfaces S, as long as the torus fixed point set is proper. Examples include the total space of a line bundle over a smooth projective curve with the action of C * by dilating fibers, or the case of C * × C * scaling A 2 . The latter case was treated in [20] and [22] , and the present paper grew out of the attempt to globalize the results of these two papers (note that if S is not proper, one usually has to adapt the definition of the moduli spaces of stable sheaves, e.g. by considering framed sheaves).
An important object in the representation theory of affine quantum groups is the Ding-Iohara-Miki algebra, which is generated over the ring Z[a ±1 , b ±1 ] by the coefficients of bi-infinite series of symbols e(z), f (z), h ± (z) satisfying relations (3.40), (3.41), (3.42) . The term "bi-infinite series" refers to formal power series indexed by all n ∈ Z, such as the delta function δ(z) = n∈Z z n ∈ Z {{z}}. The space of such bi-infinite series with coefficients in an abelian group G will be denoted by G {{z}}. We will define operators: (1.5) e(z) :
given by the formal series of K-theory classes δ L z on the Hecke correspondence:
is closest to the original construction of Nakajima and Grojnowski in cohomology (see [11] , [18] ), as well as the higher rank generalization of Baranovsky (see [1] ). We also consider the operators:
(1.7) h ± (z) :
of tensor product with the full exterior power of the dual universal sheaf times [K S ]−1 (see (3.18 ) for the precise formula). The meaning of the sign ± is that there are two ways to expand the full exterior power as a function of z, either near 0 or near ∞, and this gives rise to two power series of operators. Then our main result is:
The operators e(z), f (z), h ± (z) satisfy the commutation relations (3.36), (3.37), (3.38) . When restricted to the diagonal S ֒→ S × S, the relations precisely match those in the Ding-Iohara-Miki algebra, specifically (3.40), (3.41), (3.42 ) (the parameters a and b are identified with the Chern roots of Ω
S ).
Therefore, the algebra generated by the operators (1.5), (1.6), (1.7) can be interpreted as an "off the diagonal" version of the Ding-Iohara-Miki algebra. To explain what we mean by this, let us make the simplifying assumption that:
which holds as soon as the class of the diagonal is decomposable in K S×S (see [4] ). In this case, the operators (1.5)-(1.7) can be interpreted as endomorphisms of K M with coefficients in K S , and the composition of two such operators can be thought of as an endomorphism of K M with coefficients in K S×S . Relations (3.36)-(3.38) are equalities of endomorphisms of K M with coefficients in K S×S . When one restricts the coefficients to the diagonal ∆ * : K S×S → K S , then the above-mentioned relations match those in the Ding-Iohara-Miki algebra over K S .
We will perform explicit computations of the operators e(z), f (z), h ± (z) under an extra assumption on the surface S. Specifically, recall that Assumption A of (1.2) entails the existence of a universal sheaf:
whose restriction to any point F ∈ M is precisely F interpreted as a sheaf on S (while the universal sheaf is only determined up to tensoring with line bundles in p
In this case, one has the Kunneth decomposition (1.8) (see Theorem 5.6.1 of [4] ), so we may use it to decompose the universal sheaf:
where [T i ] are certain K-theory classes on K M . We may add an extra level of concreteness to our computations by assuming that [T i ] are classes of vector bundles. To summarize, we will sometimes impose the following assumption on top of (1.2):
Assumption B: there are decompositions (1.10) and (1.11), (1.12) where [T i ] are classes of vector bundles on M A particular example which falls under Assumption (1.12) is S = P 2 , in which case the bundles T i are constructed via Beilinson's monad (Example 3.12).
In Section 4, we focus on the algebra generated by the operators e(z) and define a universal shuffle algebra that describes it. More specifically, in Definition 4.2 we introduce the following graded algebra:
where F k is the coefficient ring defined in (4.1). This ring is endowed with an action of S(k), and the superscript Sym in the right hand side refers to rational functions that are invariant under the simultaneous action of S(k) on F k and the variables z 1 , ..., z k . The multiplication in S big is defined in (4.6) with respect to the rational function (4.5), and S sm is defined as the subalgebra generated by the rational functions in a single variable {z for a smooth projective surface S subject to Assumption A. We prove that (1.13) is well-defined under the more restrictive Assumption B (see Corollary 3.21) . In general, proving that (1.13) is well-defined would require one to better understand the ideal of relations between the generators z 1.3. All schemes used in this paper will be Noetherian, and all sheaves will be coherent. Let us introduce certain notations that will be used throughout, such as:
for the Grothendieck group of the category of coherent sheaves on a scheme X. We will also encounter derived subschemes of X, which will all be of the form:
for a section s : O X → V of a vector bundle V on X. If the section is regular, then Y is an actual scheme, namely the zero section of s, but this will not necessarily be the case in the present paper (however, this will be the case under Assumption S).
Let us now assume that U is a coherent sheaf on X of projective dimension 1, i.e.:
(1.14)
for certain vector bundles V, W on X. In this case, the exterior powers of U :
are defined by the formulas:
expanded as power series. We may also think of (1.15) as rational functions in x.
We will often abuse notation by denoting K-theory classes as V instead of [V ] , and also writing 1/V instead of [V ∨ ]. Therefore, the reader will often see the notation:
for vector bundles V, V ′ . Note that we have the identity:
which also holds if V is a length 1 coherent sheaf, such as U in (1.14).
1.4. A lot of our calculus will involve bi-infinite formal series, the standard example being the function δ(z) = n∈Z z n ∈ Z {{z}}. It has the fundamental property that:
for any polynomial P . An intuitive way of writing the δ function is:
where the first fraction is expanded in negative powers of z and the second fraction is expanded in positive powers of z. We will use similar notation for any rational function R(z):
A way to extract mileage from this notation is to interpret it as a residue computation. Specifically, the coefficient of z −n in the right hand side of (1.19) equals:
(1.20)
with r big and r small being bigger and smaller, respectively, than the finite (that is, different from 0 and ∞) poles of the rational function R(z). In general, given a bi-infinite formal series e(z) = n∈Z e n z −n , we may recover its coefficients as:
2. Geometry of the moduli space of sheaves 2.1. We operate under Assumption A of (1.2) throughout this Section. This means that the smooth projective surface S, the ample divisor H and (r, c 1 ) ∈ N × H 2 (S, Z) are such that there exists a universal sheaf U on M × S, where M denotes the moduli space of stable sheaves with the invariants (r, c 1 ) on S.
1
Because the universal sheaf U is flat over M, it inherits certain properties from the stable sheaves it parametrizes, such as having projective dimension one (indeed, any semistable sheaf of rank r > 0 is torsion free, and any torsion free sheaf on a smooth projective surface has projective dimension one, see Example 1.1.16 of [13] ): Proposition 2.2. There exists a short exact sequence:
with W and V locally free sheaves on M × S.
Proof. Consider the projection maps p 1 : M × S → M and p 2 : M × S → S. For any large enough m ∈ N, we have:
is surjective (see [13] for the proof of these statements; they actually hold for any flat family of semistable sheaves). Then we define the short exact sequence (2.1) by setting W = Ker(ev). Since the sheaves W, V, U are all flat over M, then if we restrict to any closed point {F } × S ֒→ M × S, we obtain a short exact sequence:
Since V is locally free and F has projective dimension 1, then W| {F }×S is locally free for all F . By Lemma 2.1.7 of [13] , this implies that W is locally free on M × S.
2.3.
For a vector bundle V on a Noetherian scheme X, we write P X (V ) for the Proj construction applied to the sheaf of O X -algebras S * OX V . We may extend this notion to a coherent sheaf of projective dimension 1, namely U = V /W where V and W are vector bundles on X. In this case, we define:
where ι is cut out by the vanishing of the map s :
. Note that we consider the derived zero locus of this section, in other words P X (U ) is defined as the following affine derived scheme over P X (V ):
We will encounter the K-theoretic push-forward and pull-back maps associated to the map π in (2.3). These will always be computed by factoring π into ι and ρ, and we note that these maps admit push-forwards (since ι is a closed embedding and ρ is a projective bundle) and pull-back maps (since ι is derived lci and ρ is smooth).
In the same situation as above, we shall encounter the derived scheme P X (U ∨ [1] ), where [1] stands for homological shift. By definition, this is the derived subscheme:
cut out by the vanishing of the map: O(−1)
2.4. When U is the universal sheaf on M×S, which is ∼ = V/W by Proposition 2.2, we may apply the definitions in the previous Subsection and introduce the following:
Definition 2.5. Consider the derived scheme:
At the non-derived level, the fiber of Z over a point (F , x) ∈ M × S parametrizes surjective maps φ : F ։ O x up to rescaling. The datum of such a map is equivalent to the datum of a colength 1 subsheaf F ′ ⊂ F . As we will show in Proposition 5.5, the sheaf F ′ is stable if and only if F is stable, so we conclude that the derived scheme Z is supported on the usual scheme:
where O x denotes the skyscraper sheaf over x. Recall that we write M = M ′ for the moduli space of stable sheaves with all possible c 2 , but we use different notations to emphasize the fact that F and F ′ of (2.6) lie in different copies M and M ′ of this moduli space. We will give a precise definition of the closed subscheme (2.6) in the Appendix, by showing that it represents the functor Z of Subsection 5.11. Because of this,Z × S admits universal sheaves U, U ′ , together with an inclusion:
In fact, the quotient of (2.7) is supported on the graph Γ :Z ֒→Z × S of the projection p S :Z → S, p S (F , F ′ ) = x. Therefore, we have a short exact sequence:
of sheaves onZ × S, where the so-called tautological line bundle L has fibers:
More rigorously, L is defined as the push-forward of U/U ′ fromZ × S toZ. It is not hard to see that L coincides with O(1) on the projectivization (2.5).
2.6. The previous Subsection states that the fiber of the mapZ → M × S over a closed point (F , x) is the projective space PHom(F , O x ). We wish to obtain a similar description for the derived scheme Z. From the definition in (2.3), it follows that the fiber of Z → M × S over (F , x) coincides with the two step complex:
However, we have the long exact sequence associated to (2.1):
since Ext 1 (V, O x ) = 0 for any vector bundle V on a smooth surface (this is an easy exercise that we leave to the interested reader). Therefore, we conclude that the complex in the right-hand side of (2.10) is quasi-isomorphic to RHom(F , O x ), which is to say that we have the following equality of derived schemes:
The discussion above and below is given in terms of closed points to keep the notation simple. The interested reader may readily translate it in terms of derived scheme-valued points. We wish to show that (2.8) holds for the derived scheme Z as well, but to this end, we need to better understand the complex (2.10). Recall from the proof of Proposition 2.2 that V| {F }×S = H 0 (F (mH))⊗O(−mH) for some large enough natural number m. Therefore, a "point" in the complex (2.10) comes from a pair of homomorphismsφ andφ that make the following diagram commute:
The three sheaves in the leftmost column are defined as the kernels of φ,φ,φ. Sincē φ is a constant matrix, the kernel ♯ is a codimension 1 subspace of H 0 (F (mH)), tensored with O(−mH). However, [13] show that m can be chosen large enough so that if F is globally generated by O(mH), then so is any stable colength 1 subsheaf F ′ . This implies that ♯ must be equal to
, and the map ♯ → F ′ must be equal to the evaluation map. This also implies that ♭ = W ′ , and so we conclude that a point in the fiber (2.10) corresponds to an entire diagram: 2.7. We have the three forgetful maps:
given by sending a flag (F , F ′ ) to F , F ′ and (supp F /F ′ ), respectively. After defining Z as a derived projective bundle with respect to the map p 1 × p S , we will now prove that it is also a derived projective bundle with respect to map p 2 × p S . However, this time we will use the formalism of (2.4) instead of (2.3).
Proposition 2.8. The projection map Z → M ′ × S is the projectivization:
We write K S both for the canonical bundle of S and for its pull-back to M ′ × S. The line bundle L on Z coincides with O(−1) in the right-hand side.
Proof. To keep the explanation simple, we will prove the Proposition at the level of closed points, and leave the more precise derived scheme-theoretic language to the interested reader. As we have seen in the previous Subsection, points of Z are in one-to-one correspondence with diagrams (2.12). In order to prove Proposition 2.8, we need to show that there is a one-to-one correspondence:
Consider the following commutative diagram, induced from the Ext long exact sequences corresponding to the sequence 0
where
The topmost terms are 0 because Ext 1 (O x , E) = 0 for any locally free sheaf E. Meanwhile, the first, fourth and fifth horizontal arrows are isomorphisms because the kernel and cokernel of these maps vanish due to the global generation and cohomology vanishing of F ′ (mH). Therefore, we conclude that the complex:
is quasi-isomorphic to:
(the isomorphism in the latter equation is Serre duality). Therefore, the task (2.14) boils down to constructing a one-to-one correspondence:
The correspondence in the → direction is given by assigning to a diagram (2.12) its bottom-most row, which is an extension ∈ Ext 1 (m(−mH), W ′ ). The vanishing of this extension when pushed forward via W ′ ֒→ V ′ happens because of the middle row in (2.12), which is a short exact sequence of trivial vector bundles ⊗O(−mH).
As for the correspondence in the ← direction, we need to show that to any extension in Ext 1 (m(−mH), W ′ ) which vanishes when pushed forward under W ′ ֒→ V ′ , we may associate a diagram (2.12) . In other words, we need to show that one may reconstruct the entire (2.12) from the solid lines below:
and the information that the bottom short exact sequence splits if we push it out under W ′ ֒→ H 0 (F ′ (mH))(−mH). Indeed, this information amounts to the same thing as a split short exact sequence (which we display by dotted arrows in the middle row of (2.17)) with ? = (vector space) ⊗ O(−mH), and a vertical map W ? which makes the whole diagram commute. From this datum, we may reconstruct the diagram (2.12), which thus allows us to reconstruct the sheaf F := ?/W from F ′ . It is obvious that the correspondences → and ← constructed in the present and preceding paragraphs are inverses of each other. 2.9. Let us now study the particular situation when then moduli space of stable sheaves is smooth. By the well-known Kodaira-Spencer isomorphism, we have:
Stable sheaves are simple, i.e. Hom(F , F ) = C, and the obstruction to M being smooth lies within Ext 2 (F , F ). This group can be computed using Serre duality:
Under Assumption S, it is easy to show that the space on the right is trivial. Indeed, if we are in the situation K S ∼ = O S , then the fact that stable sheaves are simple implies that the vector space (2.18) is canonically C. On the other hand, if we are in the situation c 1 (K S ) · c 1 (H) < 0, then the kernel or cokernel of any non-zero homomorphism F → F ⊗ K S would violate the stability of F , and so the vector space (2.18) is zero. Since the fact that (2.18) is 0 or canonically C implies M is smooth ( [13] ), this shows that Assumption S implies that M is smooth. Moreover:
where ε is 1 or 0, depending on which of the two conditions of Assumption S holds (the summands 1 and ε in (2.19) are the dimensions of the vector spaces Hom(F , F ) and Ext 2 (F , F ), as described in the previous paragraph). The Euler characteristic can be computed using the Hirzebruch-Riemann-Roch theorem, and one obtains:
where the constant in (2.20) depends only on S, H, r, c 1 . Together with the fact that Z = P M×S (U) for the rank r universal sheaf U, this implies that:
The above is also equal to the "expected dimension" of the schemeZ on which the derived scheme Z is supported, but in general this need not equal to the actual dimension ofZ. However, have the following result.
Proposition 2.10. Under Assumption S, the schemeZ is smooth of expected dimension (2.21), and it coincides with the derived scheme Z. Moreover, the map:
Proof. Recall thatZ is the set-theoretic zero locus of a section s of a vector bundle on a smooth space (since M is smooth, so are projective bundles over it), and Z is the derived zero locus of s. To show that these are equal, we must show that the section is regular, and to do so it suffices to show thatZ has expected dimension. In fact, we will even show that the dimensions of the tangent spaces ofZ are equal to the expected dimension (2.21), which will also prove the smoothness ofZ = Z. By a general argument pertaining to moduli spaces of flags of sheaves, the space:
consists of pairs of extensions which are compatible under the inclusion F ′ ⊂ F :
A simple diagram chase shows that such pairs of morphisms are precisely those which map to the same extension in Ext 1 (F ′ , F ), and so we conclude that:
where the map σ is the difference of the two natural maps induced by F ′ ⊂ F . The Hirzebruch-Riemann-Roch theorem implies the following equalities:
where const only depends on S, H, r, c 1 , and the first two summands in each term in the right-hand side come from the dimensions of Hom and Ext 2 (the number ε is 1 or 0, depending on which of the two conditions of Assumption S holds). Because of these dimension estimates and (2.23), we conclude that the tangent spaces toZ have dimension (2.21) if and only if the map σ has cokernel of dimension 1 − ε. To analyze this cokernel, we must recall that σ is the difference of the maps σ 1 and σ 2 in the following commutative diagram where all rows and columns are exact:
where O x = F /F ′ . The spaces C ε in the right side of the diagram are Ext 2 (F , F ′ ) and Ext 2 (F , F ). We will refer to the display above as the big diagram, and use the notations therein for the remainder of this proof. Then we have:
• If K S ∼ = O S , then ε = 1 and we must show that σ is surjective. To this end, we claim that p 2 • τ 1 = 0, because the Serre dual of this map is:
and the generator of Hom(O x , O x ) goes to the extension:
where incl 1 is inclusion into the first factor and pr 2 is projection onto the second factor. The above extension is split, because of the anti-diagonal map F → Ker(F ⊕ F → O x ). Therefore, p 2 • τ 1 = 0, which means that for any c ∈ Ext
However, d must be in the image of µ, because of the fact that the (top, right)-most vertical arrow is an isomorphism. Therefore, d = µ(e 2 ) for some e 2 and thus τ 1 (c) = τ 1 (σ 2 (e 2 )). Therefore ∃ e 1 such that c = σ 1 (e 1 )+σ 2 (e 2 ).
• If c 1 (K S ) · c 1 (H) < 0, then ε = 0 and we must show that the map σ of (2.23) has 1-dimensional cokernel. Since Ext
This is done by repeating the argument in the previous bullet after the words "for any c".
Since Z and S are smooth equidimensional varieties over a field, in order to show that the map Z → S is a smooth morphism, it suffices to show that the differential:
is surjective. If one interprets tangent vectors to Z as diagrams (2.22) , then p S * applied to such a vector is given by the short exact sequence: 
This is precisely saying that the two extensions in diagram (2.22) come from the maps (ρ 1 , ρ 2 ) applied to the extension 0 → F ′ → T → F → 0, and so we conclude:
where we think of (ρ 1 , ρ 2 ) as a map Ext
Claim 2.11. The map (ρ 1 , ρ 2 ) is injective, and thus together with (2.28), we have:
Together with the dimension computations in (2.21) and (2.26), the above Claim implies that the dimension of Tan (F ′ ⊂F ) Z/Ker p S * is 2. Therefore, the map:
is an injection of vector spaces of dimension 2, and therefore surjective.
Let us now prove Claim 2.11. With the notation as in the big diagram, it is enough to show that the subspaces Im λ 1 and Im λ 2 have trivial intersection in Ext 1 (F , F ′ ). To do so, let us consider the reflexive hull:
where V is locally free and V/F is finite length. We similarly have a short exact sequence 0 → F ′ → V → V/F ′ → 0, and the associated long exact sequence is:
Because V is locally free, the vector spaces at the endpoints of the above sequence are 0, and so we have an isomorphism
Moreover, this isomorphism fits into the following commutative diagram, where all four maps are induced from various Ext long exact sequences:
′ and the induced arrows below:
Homomorphisms in Im ψ have length 1 image, namely
Homomorphisms in Im ω annihilate the colength 1 sheaf F ′ ⊂ F . Therefore, the intersection Im ψ ∩ Im ω is one-dimensional, spanned by the homomorphism
Since this homomorphism goes to 0 under λ, then Im λ 1 and Im λ 2 have 0 intersection in Ext 1 (F , F ′ ), thus proving the claim.
3. K-theory of the moduli space of sheaves 3.1. Consider the projection maps from Z of (2.5) to the moduli spaces of sheaves:
and we will also write p 1S and p 2S for the projections from Z to M × S and M ′ × S, respectively. This allows us to define the following operators:
where δ(z) = n∈Z z n denotes the delta function as a formal series. Therefore, (3.2) and (3.3) are formal power series of operators, which encode all powers of the tautological line bundle L viewed as correspondences between M, M ′ and S.
Proposition 3.2. We have the following identity of operators K M → K M×S×S :
where the zeta function associated to the surface S is defined as:
If one replaces e ↔ f , then (3.4) holds with the opposite product.
Proposition 3.2 will be proved in Subsection 3.3, but before we lay the groundwork, let us explain two things about relation (3.4): how to interpret the composition of e(z) and e(w) (which will be done in the current paragraph), and how to make sense of the relation as an equality of bi-infinite formal series (which will be done in the next paragraph). By definition, we have the correspondences:
where we use the notation S 1 = S 2 = S as a convenient way to keep track of two factors of the surface S involved in the definition. By pulling back correspondences, we may think of e(z) as an operator K M×S2 → K M×S1×S2 , which allows us to define the composition as:
We can take the tensor product on the target with the pull-back of ζ S (w/z) ∈ K S1×S2 , where ∆ ֒→ S 1 × S 2 denotes the diagonal. This gives rise to an operator:
which is precisely the left-hand side of (3.4). The right-hand side is defined analogously, by replacing (z, S 1 ) ↔ (w, S 2 ) and identifying M × S 1 × S 2 = M × S 2 × S 1 via the permutation of the factors S = S 1 = S 2 . Thus the important thing to keep in mind is the fact that the variables z and w must each correspond to the same copy of the surface S in the left as in the right-hand sides of equation (3.4) .
Let us now explain how to make sense of (3.4) as an equality of bi-infinite formal series. According to Subsection 1.3, ζ S (x) is a rational function in x with coefficients in K S×S , so relation (3.4) can be interpreted by multiplying it with the denominators of ζ S (z/w) and ζ S (w/z) and then equating coefficients in z and w. Fortunately, this can be made even more explicit, as Proposition 5.24 implies that:
where q = [K S ] ∈ K S can be pulled back to K S×S either via the first or the second projection (it is immaterial which, because of the factor [O ∆ ] in (3.6)). Therefore, relation (3.4) should be interpreted as the following equality of operators
(we write q (1) and q (2) for the pull-back of the canonical classes on the two factors of S × S, and we also write
is equivalent with the following collection of equalities for the coefficients (1.21):
for all m, n ∈ Z, where [x, y] q = xy − qyx. Any composition of the form e n+i e m+j or e m+j e n+i that appears in (3.8) is an operator K M → K M×S1×S2 , with the operator e n+i mapping in K M×S1 and the operator e m+j mapping in K M×S2 . Therefore, the composition of operators only involves the K M factor, while K S1 and K S2 behave as coefficients that do not interact with each other except through [O ∆ ].
3.3. In order to prove Proposition 3.2, we recall the fact that compositions in K-theory are defined with respect to the following diagram:
Õ Õ y y r r r r r r r r r r
where we define the derived fiber product:
We will henceforth use the notation S 1 and S 2 for two copies of the surface S, on which the points x 1 and x 2 will lie, respectively. We also have the line bundles L 1 and L 2 on Z 2 , with fibers:
Then the composition e n e m is given by the correspondence:
2 ) Throughout the remainder of this Subsection, M, M ′ , M ′′ will refer to the three copies of the moduli space of stable sheaves where F , F ′ , F ′′ lie, respectively.
Proof. of Proposition 3.2:
We refer the reader to Subsections 5.18 and 5.20 for certain computations in K-theory that we will use in the course of the proof. We may use the setup therein because Z is the projectivization of the coherent sheaf U on M × S 2 (since U has a two step locally free resolution, its projectivization is defined as in Section 2.3). Similarly, Z 2 is the projectivization of U ′ on Z × S 1 :
where U ′ and U are connected by the short exact sequence (2.8) of sheaves on Z×S 1 :
In formula (3.13), we abuse notation in two ways in other to simplify the exposition:
• O Γ which appears in (2.8) is the pull-back to Z × S 1 of the structure sheaf of the diagonal O ∆ in S 1 × S 2 , and so we write "O ∆ " insetad of "O Γ "
• we denote the line bundle L 2 on Z and its pull-back to Z × S 1 by the same symbol, and therefore we have
Recall that the line bundle L 1 equals the invertible sheaf O(1) on the P on the top of diagram (3.12). Let us consider the diagram (5.28) associated to the short exact sequence (3.13) on X = Z × S 1 : (5.25 ) and (5.26), the space Y then parametrizes quadruples:
where each inclusion is a length 1 sheaf, with the support points x 1 or x 2 , depending on the label on the arrows. We also write 
where the notation " ⊕ " stands for a non-trivial extension of the line bundle L 1 with L 2 ⊗ O ∆ . Moreover, the line bundle O(1) of the projectivization (3.16) is preciselyL 1 in (3.15). Then we may invoke Proposition 5.19 to obtain:
where q (1) and q (2) denote the canonical classes (in K-theory) of the two factors of S 1 × S 2 , and their pull-backs to Z 2 and Y . We can apply (3.6) to rewrite (3.17) as:
where the last equality follows from the fact that the only pole of the integral, apart from 0 and ∞, is z = L 1 . The right-hand side is a class on Z 2 , which according to (3.11) , precisely produces the operator K M → K M ′′ ×S1×S2 that appears in the left-hand side of (3.7). However, the space Y parametrizing quadruples (3.15) is symmetric in F
Since up to sign, so is the class in the left-hand side of (3.17), we conclude that the left-hand side of (3.7) is antisymmetric, which is precisely what equality (3.7) states.
3.4. To complete the picture given by the operators of (3.2) and (3.3), let us define the operators of multiplication by certain K-theory classes:
where we expand the currents h + (z) and h − (z) in different powers of z:
Note that h + 0 = q r and h − 0 = 1, where r denotes the rank of our sheaves.
Proposition 3.5. We have the following commutation relations:
and the opposite relation with e ↔ f .
We make sense of (3.20) by expanding first in w and then in z, so one may translate it into a collection of commutation relations between the operators e n and h ± m , i.e.:
and so on, for all n ∈ Z. The corresponding relations for h − m are analogous.
Proof. By definition, the left-hand side of (3.20) is given by the K-theory class:
on Z × S, while the right-hand side of (3.20) is given by the K-theory class:
here we note that the sheaf O Γ on Z × S matches the pull-back of O ∆ on S × S, and we abuse notation by writing L both for the tautological line bundle on Z and for its pull-back to Z × S). Then the expression (3.22) equals:
where the equality uses the fundamental property (1.18) of the δ function. The right-hand side of the expression above is equal to (3.21) once we use the relations:
Relcation (3.23) follows from (1.17), while (3.24) 
Proposition 3.6. We have the following commutation relation:
where the right-hand side denotes the operator of multiplication with a certain class on M × S, as in (3.18), followed by the diagonal map ∆ : S ֒→ S × S. Remark 3.7. We note that the object inside ∆ * in (3.25) is an actual K-theory class, in spite of the denominator 1−q. More specifically, the coefficients of relation (3.25) in z and w give rise to the family of relations:
The fact that the operators in the bracket in the right-hand side are multiples of 1 − q follows from the definition in (3.18) and the fact that h Proof. The compositions f (w)e(z) and e(z)f (w) are given by the correspondences:
where we consider the following derived fiber products Z × M ′ Z:
that parametrize the one dimensional quotients denoted by O x1 , O x2 in either (3.27) or (3.28). Finally, define:
to be the maps which remember F , F ′′ , x 1 , x 2 . If we were tracking the connected components of the moduli spaces M and M ′′ (which, we recall, are indexed by the second Chern class c 2 ) we ought to replace the codomain of the maps
The key observation is the following:
Indeed, the isomorphism is given by the following obviously inverse assignments:
These formulas should be read by picturing all the sheaves involved as subsheaves of their double dual V (the double duals of the torsion-free sheaves F , F ′ , F ′′ as in (3.29), (3.30) are vector bundles on S, all uniquely isomorphic up to scalar multiples, and thus identifiable with each other). For example, in (3.29) we take two subsheaves F , F ′′ ⊂ V whose intersection is colength 1 in each of them, and claim that the union F ∪ F ′′ ⊂ V contains F , F ′′ as colength 1 subsheaves. Note that for these assignments to be well-defined, it is important that F = F ′′ as subsheaves of their double dual, which is equivalent to requiring that F ∼ = F ′′ .
As a consequence of the claim, and the excision long exact sequence in algebraic Ktheory, we conclude that the commutator [e(z), f (w)] is given by a class supported on the diagonal M × M ′′ × S × S. Therefore, the commutator acts as multiplication by a class γ on M × S ֒→ M ′′ × S × S. To compute γ it is enough to show how the commutator acts on the unit K-theory class. In other words, we know that:
for some class γ, and it remains to prove that we can choose this class to be:
where the first wedge product is expanded in non-positive powers of z and the second wedge product is expanded in non-negative powers of w. To prove (3.31), let us combine Definition 2.5 and Proposition 2.8 with Proposition 5.19:
(the line bundle L on Z is identified with O(1) and O(−1) in the projectivizations (2.5) and (2.13), respectively, and then we apply (5.22) and (5.23)). Then:
Note that e(z) is given by the correspondence Z = {F ′ ⊃ F ′′ }, with the sheaves F ′ and F ′′ associated to the domain and codomain of the correspondence, respectively.
where L 1 is the tautological line bundle, we have:
In the formula above, we write U ′′ 1 (respectively U ′′ 2 ) for the universal sheaves on the product M ′′ × S × S that are pulled back from the product of the first and second (respectively third) factors. By an analogous computation, we have:
Comparing the right-hand sides of (3.32) and (3.33), one is tempted to conclude that the two expressions are equal. However, note that the order in which the operators are applied means that in (3.32) we first compute the residue in w and then the residue in z, while in (3.33) we compute the residues in the opposite order. Therefore, the difference between (3.32) and (3.33) comes from the poles in z/w:
Recall that ζ S (x) = ∧ • (−x · O ∆ ) was defined in (3.5), while in (3.6) we established that the only poles of ζ S are α = 1 and α = q −1 . Moreover, the corresponding residue is a multiple of [O ∆ ], so we may write q (1) = q, and therefore (3.34) becomes:
Because of the factor [O ∆ ], we may identify U ′′ 1 = U ′′ 2 = U ′′ , and so the second line vanishes (a constant does not have any poles between 0 and ∞). Therefore:
which is precisely what was required to prove (3.31).
3.9. Let us now collect the results of Propositions 3.2, 3.5 and 3.6. Note that the commutation relations in question only depend on two pieces of data, namely:
and the class of the canonical bundle q = [K S ] ∈ K S . With this in mind, we proved that the operators e(z), f (z), h ± (z) of (3.2), (3.3), (3.18) satisfy the relations:
The algebra described by relations (3.36), (3.37), (3.38) will be the blueprint for the universal shuffle algebras we will define in Section 4.
Let us show how these relations restrict to the diagonal. To this end, recall that:
where ∆ : S ֒→ S × S denotes the diagonal. Then observe that:
where a, b are the Chern roots of the bundle Ω 1 S , and therefore q = ab. Thus we conclude that, after restricting to the diagonal, the algebra generated by e(z), f (z), h ± (z) subject to relations (3.36), (3.37), (3.38) is nothing but the integral form (that is, over the ring K S ) of the Ding-Iohara-Miki algebra:
For background on this algebra, we refer the reader to [5] , [8] , [9] , [17] . Note that much of the existing literature on the subject is done over the field Q(a, b), which is quite different from our geometric setting, where the ring K S has zero-divisors.
3.10. Let us now give explicit computations for the operators e(z), f (z), h ± (z), under the additional Assumption B from (1.12). As an application, we will give a computational proof of Proposition 3.2. Consider the bilinear form:
Since we assume the diagonal ∆ ֒→ S × S is decomposable, it can be written as:
which we will tacitly use from now on.
Example 3.11. When S = P 2 , Beilinson considered the following resolution of the structure sheaf of the diagonal:
where O, O(−1), O(−2) are the usual line bundles on P 2 , while Q = Ω
Alternatively, it is straightforward to check that O, −Q, ∧ 2 Q is the dual basis to O, O(−1), O(−2) with respect to the bilinear form (3.43).
Assumption B also entails the fact that the universal bundle of the moduli space M of stable = semistable sheaves on S with invariants (r, c 1 ) can be written as:
where T i are certain vector bundles on M. One may rewrite this relation as:
since l i and l i are dual bases with respect to the Euler characteristic pairing (3.43), and p 1 : M × S → M and p 2 : M × S → S denote the standard projections.
Example 3.12. Assume S = P 2 and gcd(r, c 1 ) = 1, −r < c 1 < 0. The latter condition is more like a normalization than a restriction, as the moduli space remains unchanged under changing c 1 → c 1 + r, which amounts to tensoring sheaves F → F (1). As a consequence of this normalization, we have:
for any stable sheaf F . Therefore, the derived direct images:
are vector bundles on M, whose fibers over a point F are given by the cohomology groups H 1 (P 2 , F (−i)). Beilinson proved that there exists a monad:
on M × S, meaning a chain complex with the first map injective, the last map surjective, and the middle map having cohomology equal to the universal sheaf U.
Therefore, we have the following explicit decomposition of the K-theory class of the universal sheaf in
Compare with (3.45). Formula (3.50) establishes the fact that Assumption B applies to P 2 . Historically, monads were also used by Horrocks in a related context, and we refer the reader to [14] or [23] for more detailed background.
3.13. The K-theory classes of the vector bundles T i and their exterior powers are called tautological classes, and we will often abuse this terminology to refer to any polynomial in such classes. Products of tautological classes are well-defined in K-theory due to Proposition 2.2, and we can therefore consider the groups:
where K
is the subgroup consisting of all classes:
as Ψ goes over all symmetric Laurent polynomials in the Chern roots of the vector bundles T i . To be more specific, if T i has rank r i , then we may formally write its K-theory class as [T i ] = t i,1 + ... + t i,ri . Even though the individual t i,j are not well-defined K-theory classes, symmetric polynomials in them are. Therefore, we think of Ψ(..., T i , ...) in (3.52) as being a function whose inputs are the Chern roots of all the vector bundles T i , and it is required to be symmetric for all i separately.
Recall the derived scheme Z defined in (2.5), the tautological line bundle L of (2.9), and the short exact sequence (2.8). We have the following equality in K Z×S :
where Γ ⊂ Z × S is the graph of the projection p S : Z → S. We abuse notation by using the notation L both for the tautological line bundle on Z and its pull-back to Z × S. Moreover, we have the vector bundles T i and T ′ i on Z that are pulled back from the spaces M and M ′ , respectively, via the maps (3.1). Because of formula (3.47), we have the following equality of K-theory classes on Z:
Lemma 3.14. In terms of the tautological classes (3.52), we have:
where the expressions in the right-hand side take values in K M ⊠ K S , with the T i lying in the first tensor factor and l i , l i in the second tensor factor. We recall the notation (1.16), where dividing by a K-theory class means multiplying by its dual.
Proof. We will use the notation in (3.1). By definition, e(z)Ψ(..., T i , ...) equals:
where the last equality is a consequence of (3.53). Using property (1.18) of the δ function and the fact that T ′ i and l i are both pulled back via p * 2S , we have:
To obtain the desired result, we must compute p 2S * applied to the formal series δ L z . To this end, recall that the map p 2S * is described as a projectivization in (2.13), and that the line bundle L is the same as the Serre twisting sheaf O(−1) with respect to the projectivization. Then formulas (2.13) and (5.23) imply that:
, we obtain precisely (3.54). Formula (3.55) is proved analogously.
3.15. As a consequence of Lemma 3.14, the operators e(z) and f (z) of (3.2) and
of tautological classes. The same is clearly true for the operators h ± (z) of (3.18). Subject to Assumption B, Propositions 3.2, 3.5 and 3.6 can be proved by direct computation, and we present the proof of the first of these below (the other two are analogous). However, note that we are only proving a weaker version of Proposition 3.2, because our argument only establishes formula (3.4) for the restricted operators:
Proof. of Proposition 3.2 subject to Assumption B : Formula (3.54) implies that:
In the right-hand side, l i(1) and l i(2) refer to the pull-backs to K S×S of the K-theory class l i ∈ K S via the first and second projections, respectively. For brevity, we suppress the notation | ∞−0 in the right-hand side. The facts that ∧ • is multiplicative and i l i(1) ⊠ l i (2) = O ∆ , together with (3.24) imply:
We thus conclude the following relation for the composition of the operators e(z):
Comparing (3.57) with the analogous formula for z ↔ w and 1 ↔ 2 implies (3.4). 
specifically:
Composing two such relations in the variables z 1 and z 2 , we obtain:
where the notation z1≺z2 ∞−0 means that we take the residues at both ∞ and 0 first in z 2 and then in z 1 (intuitively, z 2 is closer to 0 and ∞ than z 1 ). Iterating this computation implies that an arbitrary composition of e n operators is given by:
where ∆ ij is the codimension 2 diagonal in S × ... × S corresponding to the i and j factors. In Remark 3.17 below, we will explain how to ensure that the k contours that appear in (3.58) can be shifted so that they coincide. Once we do so, both the contours and the second line of (3.58) will be symmetric with respect to the simultaneous permutation of the variables z 1 , ..., z k and the k factors of K S×...×S . Therefore, the value of the integral is unchanged if we replace the rational function in z 1 , ..., z k on the first line of (3.58) with its symmetrization:
for any rational function R with coefficients in K S×...×S . Note that S(k) acts on the coefficients of R via permutation of the factors in S × ... × S. We conclude that:
All variables go over the same contour, which is specifically the difference of two circles, one surrounding ∞ and one surrounding 0. As will be clear from Remark 3.17, the definition of the integral in (3.60) is rather convoluted, and so it is useless for computational purposes. However, it serves a very important purpose: because many rational functions in z 1 , ..., z k have the same symmetrization, one may use (3.60) to obtain linear relations between the various operators e n1 ...e n k .
Remark 3.17. Let us explain how to change the contours from (3.58) to those in (3.60), or more specifically, we will show how to define the latter formula in order to match the former. Akin to (5.30), one can prove that:
where a and b denote the Chern roots of Ω 1 S . Therefore, let us think of a and b as formal variables, and note that the poles that involve z i and z j in (3.58) are all of the form z i = az j or z i = bz j . Recall that the right-hand side of (3.58) is an alternating sum of 2 k contour integrals. Let us focus on any one of these integrals: in it, some of the variables z i go around 0 and the other variables go around ∞. Call the former group of variables "small" and the latter group "big" for the given integral. Assume that the first line in the right-hand side of (3.58) was replaced by:
where we define:
In the formula above, a i , b i denote the Chern roots of Ω big are complex parameters. We assume these parameters have absolute value < 1 (those with subscript sm) or > 1 (those with subscript big). Because of these assumptions, we may change the contours from (3.60) to (3.58) without picking up any poles between the variables z i and z j . Therefore, our prescription for defining (3.60) is the following: the right-hand side of relation (3.60) is an alternating sum of 2 k integrals, each of which corresponds to a partition of the set of variables {z 1 , ..., z k } into small and big variables. Replace the first line in the integrand of (3.60) by the expression (3.61), and compute the integral by residues. After evaluating the integral, set the parameters a 3.18. Interpreting the composition e n1 ...e n k as the integral of a symmetrization in (3.60) allows one to prove linear relations between these compositions, such as: (3.62) [[e n+1 , e n−1 ], e n ] ∆ = 0 ∀ n ∈ Z (see [24] for the original context of this relation). Indeed, by (3.60), this relation boils down to showing that:
The restriction of [O ∆ij ] to the diagonal ∆ ∼ = S ֒→ S × S × S is given by (3.39), and it is therefore independent of i and j. Then (3.63) is an immediate consequence of:
where a and b denote the Chern roots of Ω 
where the superscript Sym means that we consider rational functions that are symmetric under the simultaneous permutation of the variables z i and the factors of the k-fold product S × ... × S. We endow V big with the following associative product:
We call V big the big shuffle algebra associated to S.
In (3.65), the rational functions R and R ′ have coefficients in the K-theory of S k and S k ′ , respectively. We write R ⊠ 1 ⊠k ′ and 1 ⊠k ⊠ R ′ for the pull-backs of these coefficients to the K-theory of S k+k ′ via the first and last projections, respectively. Then the second row of (3.65) is defined as the symmetrization with respect to all simultaneous permutations of the indices z 1 ,...,z k+k ′ and the k + k ′ factors of S k+k ′ .
Definition 3.20. The subalgebra V sm ⊂ V big is the K S×...×S -module generated by:
1 ∈ V big as n 1 , ..., n k go over Z. We call V sm the small shuffle algebra associated to S. .2)
The notion of "action" refers to an abelian group homomorphism Φ given by:
Proof. Formula (3.66) completely determines the action V sm K ′ M , since (3.60) then requires that an arbitrary R(z 1 , ..., z k ) ∈ V sm acts by sending Ψ ∈ K ′ M to:
M×S k , where in the formula above, the index s goes over the set I that appears in (1.10). This formula completes the proof, since it shows that any linear relations one may have between the rational functions R(z 1 , ..., z k ) ∈ V sm give rise to linear relations between the corresponding homomorphisms Φ(R) ∈ Hom(K
We expect that Corollary 3.21 remains true even if we drop Assumption B, and replace the tautological part of the K-theory with the entire K-theory group: .2)
The notion of "action" is defined as in Corollary 3.21.
Subject to Assumption A, we have only proved the fact that the series of operators e(z) ∈ Hom(K M , K M×S {{z}}) satisfies the quadratic relation (3.4). The fact that this relation holds in the algebra V sm is easy to see, and in fact, the shuffle product was rigged for this to happen. The content of Conjecture 3.22 is that all other relations between the elements {z n 1 } n∈Z ∈ V sm are satisfied for the coefficients e n of the series e(z). When S = A 2 , this was proved in [24] and [25] , by showing that the only relations between the generators {z n 1 } n∈Z in V sm are (3.8) and (3.62).
4. The universal shuffle algebra 4.1. The purpose of this Section is to construct a universal model for the algebras that appear in Definitions 3.19 and 3.20. For any k ∈ N, consider the ring:
=j≤k ∆ij =∆ji and relation (4.2) subject to the relation:
for all indices i and j. Note that we have the action of the symmetric group S(k) F k given by permuting the indices in ∆ ij and q i , and also the homomorphisms:
For all i = j, define the following rational function with coefficients in F k :
Note that we may replace q i by q j in the right-hand side, in virtue of (4.2).
Definition 4.2. The big universal shuffle algebra is the abelian group:
where the superscript Sym means that we consider rational functions that are symmetric under the simultaneous actions S(k) {z 1 , ..., z k } and S(k) F k . We endow S big with the shuffle product:
Define the small universal shuffle algebra:
as the F k -module generated by the shuffle elements:
as n 1 , ..., n k range over Z, for all k.
4.3.
The universal shuffle algebras above may be specialized to an arbitrary smooth surface S, by which we mean that we specialize the coefficient ring to:
where recall that O ∆ij denotes the structure sheaf of the (i, j)-th codimension 2 diagonal, and K i denotes the canonical line bundle on the i-th factor of the k-fold product S × ... × S. The most basic specialization is when S = A 2 and we consider K-theory equivariant with respect to parameters a and b. Then we have:
with the trivial S(k) action, and specialization ∆ ij → (1−a)(1−b), q i → q = ab. In this case, the shuffle algebra reduces to the well-known construction studied in [7] , [21] and other papers, which are all defined with respect to the rational function:
The next interesting case is S = P 2 , in which case we have K S = Z[t]/(1 − t) 3 , where t denotes the class of O(−1). Then the specialization in question is:
given by ∆ ij → 1 + t 2 i t j + t i t 2 j − 3t i t j and q i → t 3 i . Explicitly, the multiplication (4.6) in the shuffle algebra is defined with respect to the rational function:
As a final example, let us consider the minimal resolution of the A n singularity:
and µ n+1 is the group of order n + 1 roots of unity inside C * , acting anti-diagonally on A 2 . It is more convenient to present S as a hypertoric variety, specifically:
where the circle • denotes the open subset of points such that (z i , w j ) = (0, 0) for all i < j. The gauge torus (C * ) n−1 acts by determinant 1 diagonal matrices on z 1 , ..., z n and by the inverse matrices on w 1 , ..., w n . We consider the action:
.., w n b We will abuse notation and also write a and b for the elementary characters of C * × C * , which are dual to the variables in the formula above. It is known that the K-theory group of S is generated by the line bundles
We leave the following Proposition to the interested reader, which one can prove for example by computing the intersection pairing (3.43) and applying (3.44):
Proposition 4.4. The K-theory class of the diagonal ∆ ֒→ S × S is given by:
where we write
since z 1 ...z n is a regular function on S, and therefore the sums in (4.12) are cyclic.
We conclude that the specialization of the universal shuffle algebra to the minimal resolution of the A n singularity involves setting:
as well as q i → q = ab and:
4.5. Going back to the universal shuffle algebras of Definition 4.2, it is a very good problem to describe the subalgebra S sm ⊂ S big explicitly. The only full description one has is in the specialization S = A 2 , in which case we showed in [21] that the wheel conditions of [6] are necessary and sufficient to describe elements of the small shuffle algebra. In general, we now prove a necessary condition: Proposition 4.6. Elements of the small shuffle algebra S sm are of the form:
In other words, Proposition 4.6 claims that despite the fact that the rational function ζ ij (z i /z j ) of (4.5) produces simple poles at z i − z j , such poles disappear for any element in S sm . This statement is not trivial. While it is true that any symmetric rational function in z 1 , ..., z k with constant coefficients and at most simple poles at z i − z j is regular, this fails if the symmetric group also acts on the coefficients, e.g.:
Proof. By the very definition of the subalgebra S sm , it is enough to check the claim in the Proposition for the element
. By (4.6), we have:
By clearing denominators, we see that R(z 1 , ..., z k ) has the form (4.13), with:
The Kronecker delta symbol δ i>j takes value 1 if i > j and 0 if i < j. To prove Proposition 4.6, it is enough to show that z 2 −z 1 divides the expression on the second line, or more specifically, that this expression vanishes when we set z 1 = z 2 = s:
where ... is a placeholder for terms that only involve z i with i ≥ 3. Expression (4.14) vanishes because the factor ∆ 12 on the first line ensures that:
(the above equality is simply a particular application of (4.2)) and so the summand of (4.14) for any permutation ρ cancels the corresponding summand for ρ • (12).
4.7. For the remainder of this Section, we will describe the analog of the universal shuffle algebras S sm ⊂ S big when the surface is replaced by a curve (however, we make no claims about moduli spaces of stable sheaves on curves). In this case, the diagonal is a divisor and therefore:
Therefore, the universal coefficient ring will be defined as:
∆ij =∆ji and relation (4.2) together with the action S(k) F k and the homomorphisms (4.3) and (4.4). The ζ function of (4.5) will be replaced by its analogue for a curve: As before, a specialization of the shuffle algebra S big to a particular smooth curve C will refer to the specialization of its underlying coefficient ring:
The most basic specialization is C = A 1 . It is not projective, so in order to place it in the above framework, we must replace its usual K-theory ring by the equivariant K-theory ring K
]. Explicitly, the specialization (4.17) is given by:
By (4.7)-(4.8), the corresponding specialization of S sm is spanned over Z[q ±1 ] by:
When n 1 ≥ ... ≥ n k , the right-hand side of the above expression yields (up to a constant) the well-known Hall-Littlewood polynomials. Thus S sm is an integral form of the ring of symmetric polynomials in arbitrarily many variables over Q(q).
A similar phenomenon holds in the universal setting of Definition 4.8:
Proposition 4.9. Elements of the small shuffle algebra S sm of Definition 4.8 are symmetric Laurent polynomials in z 1 , ..., z k and {∆ ij } 1≤i =j≤k .
In Proposition 4.9, the word "symmetric" means invariant under the action of S(k) that simultaneously permutes indices in both the variables z i and the parameters ∆ ij . That is precisely why Proposition 4.9 is non-trivial. The proof follows that of Proposition 4.6 very closely (we leave the details to the interested reader).
4.10. Although Proposition 4.9 shows that the small shuffle algebra is a subset of the abelian group of Laurent polynomials, describing this subset explicitly seems quite difficult. It is non-trivial even when we specialize to C = P 1 :
where t i denotes O(−1) on the i-th factor. The assignment (4.18) is explicitly given by ∆ ij = 1 − t i t j . In this specialization, elements of the shuffle algebra are Laurent polynomials in z 1 , ..., z k with coefficients in t 1 , ..., t k raised to the power 0 or 1, that are symmetric with respect to simultaneous permutation of the indices.
To give a flavor of how these Laurent polynomials look like, let us work out the leading order term of the shuffle element (4.8) in the generality of Definition 4.8:
Proposition 4.11. In the algebra S sm of Definition 4.8, we have for n 1 ≥ ... ≥ n k :
where ... stands for monomials in z 1 , ..., z k of lower lexicographic order, and a permutation σ ∈ S(k) is called admissible when i > j and σ(i) < σ(j) ⇒ n i = n j .
Proof. Formula (4.19) and the proof below can be easily adapted outside the case when n 1 ≥ ... ≥ n k , but we leave it out to avoid unnecessarily cumbersome notation. By definition, we have:
By Proposition 4.9, the right-hand side is a Laurent polynomial in z 1 , ..., z k , and clearly, its biggest monomial in lexicographic order is precisely z n1 1 ...z n k k . To work out the coefficient of this monomial, we must take the leading order term in the limit |z 1 | ≫ ... ≫ |z k |. Let us focus on the summand corresponding to a given permutation σ in the right-hand side of (4.20) . The leading order monomial z n1 1 ...z n k k only appears when the permutation σ is admissible, and the coefficient of this monomial is 1 − ∆ ij if σ(i) < σ(j) and 1 otherwise.
Appendix

5.1.
Let us present the definition of the moduli space M of semistable sheaves on S, following Chapter 4 of [13] . Recall that we fix an ample divisor H that corresponds to a line bundle henceforth denoted by O S (1). With respect to this line bundle, any coherent sheaf F on S has a Hilbert polynomial defined by:
If S is a surface and we write r, c 1 , c 2 for the rank, first and second Chern classes of F , then the Hirzebruch-Riemann-Roch theorem gives us:
where K S denotes the canonical bundle of S, or the corresponding divisor. One defines the reduced Hilbert polynomial of F as:
where polynomial(n) does not depend on r, c 1 , c 2 . Having defined the Hilbert polynomial, we can define Grothendieck's Quot scheme corresponding to a coherent sheaf E on a projective scheme S and a polynomial P (n). Consider the functor:
where E T = π * (E) under the projection map π : T × S → S. The property that F is flat over T implies that its fibers F t over all closed points t ∈ T have the same Hilbert polynomial, which we assume is P . The following is due to Grothendieck: Theorem 5.2. There exists a projective scheme Quot which represents the functor T → Quot (T ), which means that there exists a quotient:
flat over Quot with the Hilbert polynomials of its fibers equal to P (n), with the following universal property. There is is a natural identification:
given by sending a map of schemes φ : T → Quot to the quotient φ * E Quot ։ U .
We will not present the details of the construction of Quot, but the main idea is the following: since S is projective, there exists an embedding ι : S ֒→ P N for some N . We may identify E with ι * E, and this reduces the problem to constructing the Quot scheme for S = P N . In this case, one shows that the assignment:
is injective for large enough n. Moreover, this assignment realizes Quot as a closed subscheme of the Grassmannian of P F (n)-dimensional quotients of a P E (n) dimensional vector space. The ideal cutting out the closed subscheme is precisely the requirement that the P F (n)-dimensional quotient is "preserved" by multiplication with the generators of the coordinate ring of P N , or in other words, gives rise to a sheaf on P N . The universal quotient sheaf on the Grassmannian generates an O P N -module, which restricts to the universal sheaf on Quot×P N .
5.3. Given two polynomials p(n) and q(n), we will write p(n) ≥ q(n) if this inequality holds for n large enough. Note that this is equivalent to the fact that the coefficients of p are greater than or equal to those of q in lexicographic ordering.
Definition 5.4. A torsion-free sheaf F on S is called semistable if:
If the inequality is strict for all proper G, then we call F stable.
According to formula (5.2), when S is a surface the difference between the reduced Hilbert polynomials p F (n) − p G (n) is linear in n, and therefore the inequality (5.3) boils down to:
where (r, c 1 , c 2 ) denote the invariants of F and (r ′ , c
) denote the invariants of G. These properties explain the relevance of Assumption A of (1.2): if gcd(r, c 1 ·H) = 1, then the second option above cannot happen for any proper subsheaf G ⊂ F . Therefore, a sheaf F under Assumption A is stable if and only if it is semistable. Whenever F ′ ⊂ F are sheaves on S whose quotient is the skyscraper sheaf above some point x ∈ S, we will say that F and F ′ are "Hecke modifications" of each other. The following observation will be very important for our purposes.
Proposition 5.5. Under Assumption A of (1.2), for any Hecke modification , and this will be our moduli space M. The main observation (see Theorem 3.3.7 of [13] ) is that there exists a large enough n such that for all semistable sheaves with Hilbert polynomial P , the sheaf F ⊗ O S (n) has no higher cohomology, and moreover the natural evaluation map:
is surjective. Letting V be a vector space of dimension P (n) = dim H 0 (S, F ⊗ O S (n)), we consider a particular instance of the Quot scheme of Theorem 5.2:
Moreover, there exists an action GL(V ) Quot given by the tautological action on the vector space V , and it is easy to see that the universal family is naturally linearized in such a way that the center C * = Z(GL(V )) acts with weight 1. Moreover, the GL(V ) action clearly preserves the open subsets:
of Quot. Note that Assumption A implies that R s = R ss , but this is certainly not necessary for the construction of these moduli spaces. For large enough m ∈ N consider the GL(V )-linearized line bundle:
) where the projections p 1 and p 2 are as in the following diagram:
Let us write R = R ss ⊂ Quot and observe that it is preserved by the GL(V ) action. Therefore, the setup above is that of a reductive group G on a projective scheme X, which is endowed with a G-linearized ample line bundle L.
Definition 5.7.
A point x ∈ X is called semistable if:
The point x is called stable if the inequality is strict for all non-trivial λ. 
which are good and geometric, respectively. According to Lemma 4.3.1 of [13] , these quotients corepresent the functors of semistable and stable sheaves on S.
5.9.
To construct the universal family U on M s × S, there is only one reasonable thing one can do: descend the universal family U on R s × S to the GL(V )-quotient. According to Theorem 4.2.15 of [13] , this is possible if and only if the stabilizers of all points under the action GL(V ) R s act trivially on the fibers of U. Note that a point {V ⊗ O S (−n) ։ F } ∈ R s × S is stabilized by g ∈ GL(V ) if and only if there exists an endomorphism φ ∈ End(F ) such that the following diagram commutes:
Since stable sheaves are simple, the endomorphism φ can only be a constant, and this forces g ∈ C * = Z(GL(V )). We conclude that the stabilizer of any point in R s × S is the center C * , so descent is possible if and only if the universal family is invariant under the action of the center. However, this is not true since the center acts on the universal family with weight 1.
Fortunately, not all is lost. As shown in Proposition 4.6.2 of [13] , one could also get a universal sheaf on M s × S by descending the sheaf:
for some line bundle A on R s . We abuse notation and write p 1 and p 2 for the maps (5.8) restricted from Quot to its subscheme R s . If the line bundle A is GL(V ) linearized such that the center acts with weight 1, then the center will act on the sheaf (5.11) with weight 0, and therefore descends to a universal sheaf U on M s ×S.
To construct the line bundle A, Chapter 4.6 of [13] assumes the existence of a K-theory class [B] ∈ K S such that:
for all sheaves F with Hilbert polynomial P . Then we may set: 
formula (5.12) holds for all sheaves F with Hilbert polynomial P .
Indeed, the Proposition is a consequence of the fact that χ(S, F ⊗ [O pt ]) = r and:
2 both easy applications of the Hirzebruch-Riemann-Roch theorem. It will be very important for us that the class B (and therefore also the line bundle A, and ultimately the universal sheaf U) only depends on r and c 1 ·H, and NOT on c 2 .
5.11. For the remainder of this Section, we impose Assumption A and will define the moduli spaceZ of Subsection 2.4. Explicitly, let us fix a quadratic polynomial P (which we will not explicitly mention from now on, but it will be implied that all sheaves denoted by F have P as Hilbert polynomial) and consider the functor Z which associates to a scheme T the set of quadruples of:
The purpose of the current and next Subsections is to show that the functor Z is representable by a scheme that will be denoted byZ. Our starting point is the well-known fact (see Section 2.A of [13] ) that there exists a scheme Flag that represents the functor that associates to a scheme T the set of quadruples consisting of:
, where Γ = graph(φ) : T ֒→ T × S For brevity, we will denote this scheme in terms of its closed points:
If we write F ′ = Ker ψ and V ′ = Ker (ψ • φ)| x , then (5.14) can be written as:
In this presentation, it is clear how to define the maps of schemes π : Flag → Quot and π ′ : Flag → Quot ′ , where Quot and Quot ′ are the schemes (5.6) defined with respect to the Hilbert polynomials P and P − 1, respectively. We therefore obtain:
with the following important property. The universal sheaves U and U ′ on Quot×S and Quot ′ × S are contained inside each other when pulled back to Flag × S:
This follows from the construction of the moduli spaces Flag and Quot, Quot 
Indeed, this is a straightforward consequence of Proposition 5.5, and it implies that the map (5.16) gives rise to a fiber square:
s is a trivial C * -bundle onto its image.
Proof. The claim boils down to the statement that if the horizontal arrows are given in diagram (5.15), then the vertical arrows are uniquely determined up to constant multiple. Because the vertical map on the left in (5.15) is H 0 applied to the vertical map on the right ⊗ O S (n), it is enough to prove that:
where F ′ and F have Hilbert polynomials P − 1 and P , respectively. Assumption A implies that any non-zero homomorphism F ′ → F must be injective, since otherwise the image of such a homomorphism would have the impossible property that its reduced Hilbert polynomial is strictly contained between P − 1 and P . So we assume that there exists an injection i : F ′ ֒→ F , and we must prove that it is the only one up to constant multiple. Composing ι with the finite colength injection j : F ֒→ E := F ∨∨ , it is enough to show that Hom(F ′ , E) = C. But from the long exact sequence associated to j • i, we obtain:
where Q = E/F ′ is a finite length sheaf. Since the double dual is stable, the space on the left is C, and since the double dual is locally free, the space on the right is 0. To elaborate the last claim, take a Jordan-Holder filtration of Q, so it is enough to prove that Ext 1 (O x , E) = 0 for any point x ∈ S. Since E is locally free, this is equivalent to the fact that there are no non-trivial extensions between the residue field and a free module over a regular local ring of dimension ≥ 2. Therefore, there exists a geometric quotient:
and to ensure that it has the desired properties, we must prove the following facts:
Proposition 5.16. The injective map of universal sheaves (5.17) on Q s × S descends to an injective map of sheaves (2.7) onZ × S.
Proof. Indeed, recall that the universal sheaf U on M × S was obtained from U on Quot × S by descending relation (5.11). Since the line bundle A is defined by (5.13) with B a fixed linear combination of O pt and O H , we have:
Letting p 1 : Q s × S → Q s denote the projection, the injection U ֒→ U ′ yields:
Descending (5.21) to the GL(V ) × GL(V ′ ) quotient gives the map (2.7) onZ × S. Proof. The proof closely follows those of Lemma 4.3.1 and Proposition 4.6.2 of [13] , so we will just sketch the main ideas. An element in Z (T ) consists of the datum in the first 4 bullets in Subsection 5.11, which essentially boil down to an injective map F ′ T ֒→ F T of flat families of stable sheaves on T × S, which has colength 1 above any closed point of T . For n large enough (the ability to choose such an n follows from the boundedness of the family of stable sheaves) we may use the standard projections:
to define the locally free sheaves V 5.18. We now turn to certain computations in algebraic K-theory for a class of spaces which includes all Noetherian schemes X, as well as all derived zero sections of vector bundles on such schemes (with the usual maps between such K-theory groups, together with restriction to derived zero loci). The only example of derived zero sections we will be concerned with is that of Subsection 2.3. where the right-hand side is defined as in (1.19) . Recall that
Proof. When U is locally free of rank n, Exericise III.8.4 of [12] establishes: 
t t t t t t t t t X
where Y is the closed subscheme of P X (U ′ ) × X P X (U ) whose T -points are morphisms s : O(1) ′ → O(1) which make the following diagram commute:
We abuse notation by also referring to the tautological line bundle on P X (U ′ ) as O (1) ′ . Clearly, the maps p and p ′ in (5.25) are given by just remembering the top and bottom rows in (5.26), respectively. Since Q is assumed to be a vector bundle, ι is a regular embedding and p is the blow-up of P X (U ) along the subvariety P X (Q). where E is the coherent sheaf on P X (U ′ ) obtained as the image of the tautological morphism π * (U ′ ) → O(1) ′ under the connecting homomorphism:
induced by the short exact sequence 0 → U ′ → U → Q → 0.
Proof. By definition, a map T → P PX (U ′ ) (E) amounts to a quadruple consisting of:
• a morphism φ : T → X
• line bundles on T which we will suggestively denote by O(1) and O(1)
where φ : T → P X (U ′ ) is the morphism defined by the first three bullets. The extension E is explicitly given by the middle space in the short exact sequence:
The middle space is defined with the diagonal quotient by the inclusion U ′ ֒→ U and the map f ′ . Therefore, the datum of the fourth bullet above amounts to: homomorphisms φ * (U ) which agree on φ * (U ′ ). This is precisely the same as the top and right maps in the diagram (5.26), which establishes the fact that P PX (U ′ ) (E) = Y .
5.22. We will apply Proposition 5.21 in order to prove Proposition 3.2. However, we note that the setup therein involves a short exact sequence:
where U ′ and U are not vector bundles, but coherent sheaves of projective dimension 1. Therefore, let us write U = V /W and U ′ = V ′ /W ′ with V, W, V ′ , W ′ vector bundles on X, which are endowed with a commutative diagram of maps:
y y that induces the injection U ′ → U . Let us indicate the modifications necessary to make Proposition 5.21 apply to this more general setup. First of all, according to the principle laid out in Subsection 2.3, P X (U ) is a dg scheme over X. Therefore, it represents the functor which associates to a dg scheme T the set of triples:
• a line bundle on T which we will denote by (O(1) • , d) (the • denotes the homological grading on coherent sheaves on T , which are graded O T -modules)
• a commutative diagram of morphisms: 
where E is the two-step complex in the middle of the diagram below:
We leave the proof of (5.29), which closely follows that of Proposition 5.21, as an exercise to the interested reader.
5.23. We will prove a generalization of (3.6), concerning the symmetric powers of the structure sheaf of a regular subvariety. Note that the same proof works for arbitrary codimension, but the right-hand side of (5.30) will be more complicated:
Proposition 5.24. If ι : X ֒→ Y is a codimension 2 regular embedding, then:
where N denotes the normal bundle of X in Y . The projection map Y → A 1 is flat, and its fibers: 
This yields the second implication in (5.33).
As for the first implication, consider the action C * Y induced by the standard action C * A 1 . The fixed point locus of this action is given by:
Let us consider the following commutative diagram of ordinary and C * -equivariant K-theory groups:
The maps labeled rest and rest ′ are the natural restriction maps, and the one on top is injective due to Theorem 2 of [27] . The maps labeled for and for ′ are the forgetful maps from C * -equivariant to ordinary K-theory. We will use the notation in (5.34) from now on. The first implication of (5.33) follows from: To prove the claim, write c = ι * (γ) for some γ ∈ K( X). Because X = X × A 1 :
and therefore the class γ can be lifted to K C * ( X). This implies that:
and from the construction we may take c such that rest ′ ( c) is a K-theory class times t 0 . Therefore, the injectivity of rest ′ gives the first implication in the chain:
rest(c) = rest • for( c) = for ′ • rest ′ ( c) = 0 ⇒ c = 0 ⇒ c = 0
