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We derive an equation for the time evolution of the natural occupation numbers for fermionic systems with more than
two electrons. The evolution of such numbers is connected with the symmetry-adapted generalized Pauli exclusion
principle, as well as with the evolution of the natural orbitals and a set of many-body relative phases. We then relate
the evolution of these phases to a geometrical and a dynamical term, attached to each one of the Slater determinants
appearing in the configuration-interaction expansion of the wave function.
I. INTRODUCTION
The time evolution of an electronic system is governed by
the Schrödinger equation1. Yet a real-time propagation of the
many-fermion wave function is, by and large, computationally
prohibitive. The time-dependent extension of density func-
tional theory (TDDFT) alleviates this computational problem
by mapping the evolution of the ground-state density to the
one of a certain auxiliary system2. Since such auxiliary sys-
tem is non-interacting, TDDFT does not involve fractional oc-
cupation numbers, which are at any rate important for captur-
ing quantum correlations3,4, even in the adiabatic regime5.
It is well known that the ground-state wave function of an
electronic system can be written as a functional of the one-
body reduced density matrix, which for a wave function Ψ is
defined as
γ(1,1′)≡ 〈Ψ|ψˆ†(1′)ψˆ(1)|Ψ〉, (1)
with the short notation 1 ≡ (r1,ς1) for position and spin co-
ordinates. Thus, ground states can be viewed as functionals
of such reduced densities (say, Ψgs[γ])6. Since γ accounts for
fractional natural occupation numbers (i.e., its eigenvalues),
employing this matrix as the main object leads to a theory able
to capture quite well strong (static) electron correlations7–10.
For instance, unlike density functional theory, such a density-
matrix functional theory correctly predicts the insulating be-
havior of Mott-type insulators11,12. Furthermore, it has been
recently pointed out that γ encodes essential many-body as-
pects of interacting fermions and hard-core bosons, as many-
body localization transitions13,14, entanglement15,16, or topo-
logical states17. Given these remarkable properties, there is
a growing interest in proposing protocols to access to the
structure of this density matrix both experimentally using
quantum-gas microscopes18, or theoretically employing quan-
tum computers19 and hard-core bosons20.
Unfortunately, time-dependent extensions of the theory of
the one-body reduced density matrix suffer from various
shortcomings. Save for two-electron systems, the current sta-
tus of the theory does not allow the fermionic occupation
numbers to evolve in time21–24. To understand the problem
it is worth recalling that the Schrödinger equation leads to the
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BBGKY hierarchy, whose equation for γ(t) is25:
i
dγˆ(t)
dt
= [hˆ(t), γˆ(t)]+ uˆ(t), (2)
where hˆ(t) is the time-dependent one-particle Hamiltonian op-
erator and uˆ(t) is in spatial and spin representation u(1,1′, t) =
2
∫
[v(1,2)− v(1′,2)]Γ(1,2;1′,2, t)d2. v(1,2) is the Coulomb
potential and Γ(1,2;1′,2′, t) is the two-particle reduced den-
sity matrix. The density matrix γˆ(t) could also be computed
by integrating out Γ(t) which satisfies in turn an equation sim-
ilar to (2). Since the representability conditions of the three-
particle reduced density matrix Γ3 are much harder to imple-
ment, this latter procedure is not completely well-defined: the
positive-semidefiniteness of Γ3 is not necessarily inherited by
Γ and γ , neither the energy is conserved in the absence of
time-dependent potentials26. For this reason, it is believed that
fermionic constraints on the occupation numbers should play
a role in implementing the BBGKY hierarchy4.
By definition, in the natural-orbital basis γˆ(t) is diagonal,
reading
γˆ(t) =∑
k
nk(t)|ϕk(t)〉〈ϕk(t)|. (3)
By multiplying Eq. (2) by ϕ∗j (1) and ϕk(1′), and integrat-
ing both position and spin coordinates, Pernal, Gritsenko and
Baerends obtained an equation for the time-evolution for the
natural orbitals21, namely,
i〈ϕ j|ϕ˙k〉= 〈ϕ j|hˆ|ϕk〉+
Wjk−W ∗k j
nk−n j , j 6= k (4)
as well as an equation for the time evolution of the natural
occupation numbers:
n˙k = 2ℑ[Wkk], (5)
where Wjk ≡ 2
∫
v(1,2)Γ(1,2;1′,2)ϕ∗j (1)ϕk(1′)d1d1′d2. The
presence of the difference (nk− n j) in Eq. (4) indicates that
degeneracies of the occupations lead to singularities in the
time evolution of the natural orbitals. It is not a surprise, since
degenerancy of the occupation numbers implies an ambiguity
in the definition of the corresponding natural orbitals (for a
linear combination of degenerate natural orbitals is also a nat-
ural orbital). For simplicity, it is in general assumed the ab-
sence of such a degenerancy. Since the imaginary part of Wkk
determines the time evolution of the occupations (5), it is clear
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2that some relative phases are crucial to correctly capture the
dynamics of the system. With the exception of the Löwdin-
Shull functional for two-electron systems27, the PNOF4 func-
tional for density-matrix functional theory28, and its latter de-
velopments29, the right-hand of Eq. (5) vanishes identically
for current reconstructions of Γ in terms of γ , so the occupa-
tion numbers do not evolve in time30. There are a few attempts
in the literature to account for relative phases at the level of the
two-body reduced density matrix. Yet, the theory developed
in this way is limited to the two-electron case31–34. By study-
ing the underlying exchange symmetry, this paper is aimed at
proposing a new way of tackling the time dependency of the
natural occupation numbers of fermionic systems. By doing
so, we present an approximative formula for the adiabatic time
evolution of the occupation numbers for fermionic systems.
Besides this introduction, the paper contains three addi-
tional parts. In Sec. II we discuss the so-called generalized
Pauli constraints and how they can help us to extract informa-
tion of the wave function. In Sec. III, we present a couple of
formulas for the time evolution of a pinned system of three
electrons in six natural orbitals. By exploiting the informa-
tion of symmetries, Sec. IV generalizes this result for larger
systems. The paper ends with a conclusion section and three
appendices.
II. ROBUSTNESS OF FERMIONIC CONSTRAINTS
To first shed light into this problem we study the evolution
of the one-body reduced density matrix for pinned wave func-
tions, which, as we will show, are structural simplifications of
some ground states. From a formal viewpoint, it is known that
the compatibility, or representability, of a fermionic one-body
reduced density matrix γ with respect to a quantum many-
body state |Ψ〉 is described by sets of linear constraints on its
spectra n≡ (n1,n2, . . .), namely35,36:
D j(n)≡ κ0j +∑
i
κ ijni ≥ 0, (6)
where the coefficients κ ij are integers depending on the num-
ber of fermions N and the dimension of the underlying one-
particle Hilbert space M. Along with the non-increasing or-
dering of the natural occupation numbers (say, ni ≥ ni+1) and
the sum rule (∑i ni = N), these generalized Pauli constraints
(6) define a polytope where the sets of n, which are compat-
ible with N-fermion pure states, lie37. It is quite remarkable
that, whenever some of those quantum marginal constraints
are saturated or pinned, the total quantum state has a spe-
cific, simplified structure. Indeed,D j(n) = 0⇐⇒ Dˆ j|Ψ〉= 0,
where the operator Dˆ j = κ0j +∑iκ
i
jnˆi is built by replacing
the occupation numbers in Eq. (6) by the corresponding par-
ticle number operators. The importance of this result lies
on the fact that it provides an important selection rule for
the Slater determinants that can appear in the configuration-
interaction expansion of wave functions38. Indeed, a wave
function whose spectrum is pinned to one of the polytope’s
facets P j = {n|D j(n) = 0} (see Fig. 1) can be written as a
linear superposition of the Slater determinants which belong
FIG. 1. Illustration of the distance D j of n to the polytope facetP j.
to the zero-eigenspace of the operator Dˆ j. This selection rule
can be used to systematically produce ansätzen for ground
states in the form of sparse wave functions, which, instead
of using the full Hilbert space, can be expanded in the basis
of the natural orbitals (the eigenvalues of γ) with a few Slater
determinants38,39. Apart from the simplification of the wave
function, there is another advantage in using natural orbitals
that is worth mentioning here: it is known that the basis of
natural orbitals is typically quite good to convergence the full
wave function.
This structural simplification for pinned quantum systems
is stable in the sense that any many-fermion quantum state can
be approximated by the structural simplified form correspond-
ing to saturation of the generalized Pauli constraint D j. The
error of such a simplification is bounded by twice the distance
of the vector of its occupation numbers to the corresponding
polytope’s facetP j40. Recently, it has been suggested that the
generalized Pauli constraints may facilitate the development
of more accurate functionals within density-matrix functional
theory41–43. Since quasipinning (say, D j(n) ≈ 0) is approx-
imately observed for several ground states, the quasipinning
“mechanism” has attracted some attention in quantum chem-
istry and quantum-information theory44–60.
It can also be shown that the structural simplification of the
wave function is also stable in the sense that pinning is robust
under any small perturbation of the Hamiltonian. Klyachko
has indeed suggested that a pinned system should remain so
under a reasonably small variation of the Hamiltonian61. This
can be easily seen by perturbing a Hamiltonian Hˆ with non-
degenerated eigenstates |Ψn〉 and eigenenergies En. In per-
turbation theory the ground state of the perturbed Hamilto-
nian Hˆ(λ )≡ Hˆ+λVˆ reads as |Ψλ0 〉= |Ψ0〉−λ ∑n6=0 bn|Ψn〉+
O(λ 2), with bn = 〈Ψn|Vˆ |Ψ0〉/(En−E0). If the unperturbed
ground state is pinned to a facet P j, then Dˆ j|Ψ0〉 = 0, and
therefore, the perturbed distance to that polytope’s facet reads
now as D j(nλ0 ) = 〈Ψλ0 |Dˆ j|Ψλ0 〉 ∼ O(λ 2). Based on a self-
consistent perturbation theory, it has also been shown that
a perturbation of a one-particle Hamiltonian (whose ground
state is a Slater determinant) induces a change in pinning only
in second order62. Those results are somehow expected, since
the expectation value of any symmetry sˆ satisfied by a (non-
degenerated) ground state remains constant in first-order per-
3tubation theory. Indeed,
〈Ψλ0 |sˆ|Ψλ0 〉= 〈Ψ0|sˆ|Ψ0〉+O(λ 2). (7)
This immediately implies that whenever the (non-degenera-
ted) ground state of a system belongs eigenspace of a given
symmetry operator, it remains in such an eigenspace in first
order upon perturbation. For instance, as is well known, a
system which is pinned to the Pauli exclusion principle (say,
a occupancy is equal to 1 or 0) stay so in the first order of the
perturbation.
Remarkably the same is approximately true for quasipin-
ning. In Appendix A we show that the response of quasipin-
ning under a perturbation is bounded from above by the for-
mula:
D j(n
λ
0 )≤D j(n0)+2λγV
√
〈Dˆ2j〉+O(λ 2), (8)
where 〈Dˆ2j〉= 〈Ψ0|Dˆ2j |Ψ0〉. The multiplicative prefactor γV is
a relative strength between the perturbation and the unpertur-
bed Hamiltonian. This strength can be further bounded (see
Appendix A):
γV ≤
√
CovΨ0(Vˆ )
Egap
, (9)
where the energy gap is defined as the difference between the
first-excited and ground-state energies Egap =E1−E0, and the
covariance of the perturbation is CovΨ0(Vˆ ) = 〈Ψ0|Vˆ 2|Ψ0〉−
〈Ψ0|Vˆ |Ψ0〉2.
The appearance of the term 〈Dˆ2j〉 in (8) indicates that, in
order to predict the stability of quasipinned systems, the ex-
pected value of the square of the operator Dˆ j deserves fur-
ther attention in quasipinning theory. It is worth noticing that,
when the system is pinned, 〈Dˆ2j〉 = 0, and therefore the pin-
ning response goes only in second order, as Klyachko cor-
rectly stressed. In a more general fashion, paraphrasing Kly-
achko, we have shown that since a quasipinned system is ap-
proximately driven by Pauli kinematics, it should remain ap-
proximately pinned to that facet under a reasonably small vari-
ation of the Hamiltonian, as long as 〈Dˆ2j〉 is also small.
III. A FORMULA FOR THE TIME EVOLUTION OF THE
FERMIONIC OCCUPATION NUMBERS
This robustness of (quasi)pinning prompts us to seek for the
equation of motion of the one-body reduced density matrix
of a pinned quantum system. Geometrically, the aim is to
constrain the dynamics of the system to move on a hyperplane
in the one-particle picture. To illustrate our approach let us
consider the so-called Borland-Dennis wave function, namely,
the pinned rank-six approximation (i.e., M = 6) for the three-
active-electron system63. This wave function is known to be
pinned to one of the facets of the corresponding polytope (i.e.,
n1 + n2 + n4 = 2) and can be written explicitly in terms of
the amplitude squares fα , the natural orbitals ϕα (whose time
derivative is defined by Eq. (4)) and the relative phases ξα . It
reads:
|ΦBD[f ,ϕ,ξ]〉=∑
α
√
fαe−iξα |ϕα〉, (10)
where |·〉 denotes normalized Slater determinants. The co-
efficient α ∈ {3,5,6}, and ϕ3(t)≡ ϕ1(t)ϕ2(t)ϕ3(t), ϕ5(t)≡
ϕ1(t)ϕ4(t)ϕ5(t) andϕ6(t)≡ϕ2(t)ϕ4(t)ϕ6(t). In the Borland-
Dennis state (10) the square of the amplitudes f turn out to
be equal to three occupation numbers. This trivial correspon-
dence between n and f will be crucial to later generalize our
results. For the wave function (10) there are other three sat-
urated generalized Pauli constraints, namely, nk + n7−k = 1
with k ∈ {1,2,3}. We will exploit later the well-known fact
that the relative phases ξα can only be uniquely defined with
respect to a given choice of the time-dependent phases of the
natural orbitals33.
Recall that the time evolution of the natural orbitals is com-
pletely determined by the off-diagonal terms 〈ϕ j|∂tϕk〉 ( j 6= k)
in Eq. (4). The expression for the two-particle reduced den-
sity matrix can be easily found by tracing out 1 particle from
the full density matrix: Γ = 3Tr1[|ΦBD〉〈ΦBD|]. The missed
diagonal terms 〈ϕk|ϕ˙k〉 can be removed as convenient phase
factors64 (see below). The equations of motion of ξ and f can
be derived from the stationary condition of the time-dependent
quantum mechanical action
AΨ(t1, t2) =
∫ t2
t1
〈Ψ(τ)|i∂τ − Hˆ(τ)|Ψ(τ)〉dτ. (11)
That this action gives place to the Schrödinger operator can
be easily seen by variatingAΨ with respect to the state 〈Ψ(t)|
under the constraint of norm conservation65. AΨ is therefore
stationary for the correct state |Ψ(t)〉 which develops from a
given initial state |Ψ(t1)〉. By optimizing the functional AΦBD
with respect to the phases, one obtains an explicit equation for
the evolution of the square amplitudes.
The time derivative of the Borland-Dennis wave function
(10) gives 〈ΦBD|i∂t |ΦBD〉 = ∑α fα(ξ˙α + 〈ϕα|i∂t |ϕα〉). We
have used the fact that ∑α f˙α = 0 and 〈ϕβ|∂t |ϕα〉 = 0 for
β 6= α , because two different Slater determinants in Eq. (10)
differ by at least two orbitals. The expected value of the Ha-
miltonian is:
〈ΦBD|Hˆ|ΦBD〉=∑
αβ
√
fα fβ e
i(ξβ−ξα )〈ϕβ|Hˆ|ϕα〉. (12)
Optimizing the functional A [ΦBD] with respect to the phases
gives the following equation of motion:
i f˙α = ∑
β 6=α
√
fα fβ
[
〈ϕβ|Hˆ|ϕα〉ei(ξβ−ξα )− c.c.
]
. (13)
To complete the time-evolution picture of the quantum system
we need equations for the evolution of the relative phases ξ,
which can be derived from the stationary condition of the ac-
tion A [ΦBD] with respect to f . The evolution of the relative
phases is determined by the instructive relation:
ξα(t) = ξ
geo
α (t)+ξ
dyn
α (t). (14)
4This result relates the evolution of the phases with a Slater-
geometrical phase
ξ geoα (t) =−i
∫ t
0
〈ϕα|∂τ |ϕα〉dτ (15)
attached to the Slater determinant |ϕα〉, and an additional
Slater-dynamical phase which is written in terms of the di-
agonal and non-diagonal elements of the Hamiltonian driving
the dynamics of the system, namely,
ξ dynα (t) =
∫ t
0
∑
β
1
2
√
fβ
fα
[
〈ϕα|Hˆ|ϕβ〉ei(ξα−ξβ )+ c.c.
]
dτ.
(16)
Notice that the Slater-geometrical phase ξ geoα (t) contains the
missing diagonal terms of Eq. (4). This phase indicates clearly
that the natural orbitals should be shifted accordingly. To see
that let us define the phase-shifted natural orbitals
|ϕ˜k〉= e−
∫ t
0 〈ϕk|∂τ |ϕk〉dτ |ϕk〉. (17)
By construction (see Appendix B), we have 〈ϕ˜k|ϕ˜l〉= δ lk and
in particular 〈ϕ˜k|∂t |ϕ˜k〉 = 0, which means that the derivative
∂t |ϕ˜k〉 is perpendicular to |ϕ˜k〉. This is the parallel-transport
well-known condition. In turn, Slater determinants satisfy
|ϕα〉= eiξ
geo
α |ϕ˜α〉, (18)
which is a parallel-transport condition for Slater determinants.
Notice the different sign in front of the phases in Eq. (18)
and Eq. (10). Therefore, in the basis of phase-shifted natu-
ral orbitals, the Slater-geometrical phase does not contribute
to the time evolution of the natural occupation numbers. We
can now rewrite our results in terms of |ϕ˜α〉: formulas (13)
and (16) change just by replacing |ϕα〉 → |ϕ˜α〉 and ξα(t)→
ξ dynα (t). Since the seminal paper of Berry66, this kind of pha-
ses has been discovered in many fields of physics67–70. Yet the
result (16) is unique in establishing a direct relationship for
fermionic systems between Slater determinants and the dy-
namical phases. Moreover, since the wave function and the
Slater determinants are written in terms of the natural orbitals
and the occupation numbers, the phases presented here are
functions of one-body reduced quantities (say, ξ dynα [γ,ξdyn]).
We emphasize that Eq. (16) is absent from the standard for-
mulation of time-dependent density-matrix functional theory,
and this is the reason for its severe shortcomings. Notice also
that the result (16) can be easily generalized to any natural
orbital that appears in one and only one of the Slater determi-
nants in the configuration-interaction expansion of the wave
function (this is the argument for the two-electron system32).
In addition, it is remarkable that the relative dynamical phases
retain the memory effects of the system’s time evolution.
Before finishing this section, it is worth recalling that some
ground states are very close to, but not exactly on, one of the
boundaries of the polytope. For quasipinned systems we use
as an ansatz a pinned wave function. Therefore, by restrict-
ing the evolution to one of the hyperplanes in the one-particle
picture, we are able to unveil an approximate equation for the
evolution of the occupation numbers for a three-electron sys-
tem.
IV. GENERALIZATION
To generalize our results let us consider translationally in-
variant systems on a one-band lattice with periodic boundary
conditions. Let us consider, for instance, the Hubbard model
with periodic boundary conditions. The magnetization m and
the total Bloch number T are good quantum numbers. The
Hamiltonian is block diagonal with respect to those symme-
tries (and other ones like the total spin or the parity). Clearly,
the representability conditions for each symmetry sector are
more restrictive than the generalized Pauli exclusion princi-
ple, but the computation of the former constraints is consid-
erably simpler than the calculation of the latter ones. This is
the symmetry-adapted generalized Pauli exclusion principle,
which we now exploit. To distinguish both types of general-
ized Pauli constraints, let us call dsj(n) the ones coming from
a symmetry-adapted sector s.
Due to translational and spin symmetries, any two Slater
determinants belonging to the same symmetry sector should
differ by at least two natural orbitals43. It is a consequence
of these symmetries that the corresponding one-body reduced
density matrix is diagonal. This kind of wave functions are
used in quantum-computing simulations of quantum chem-
istry models71. Another important example of these wave
functions is the seniority-zero sector of the Hilbert space for
even-number of electrons72. It has also been shown that writ-
ing the wavefunction in the basis of natural orbitals leads to a
sharp drop of the coefficients of Slater determinants contain-
ing just single or triple excitations73 which can also be argued
by using pinning arguments for general systems51.
The wave function reads exactly as (10) but α stands now
for a string of numbers indexing the natural orbitals in lexi-
cographic order (e.g, |ϕ123〉= |ϕ1ϕ2ϕ3〉). The amplitudes fα
can be related with the natural occupation numbers by a linear
transformation,M s(N,M)f =n. The crucial observation is that,
whenever there are as many Slater determinants as indepen-
dent occupation numbers, the matrix M s(N,M) is invertible
43.
Its inverse is a matrix of integers (up to a global normaliza-
tion constant) whose entries depend on (N,M) and the cor-
responding symmetry sector. To give an example, consider
the Hubbard model with three spin- 12 fermions on four lattice
sites. For such a system, there are 31 N-representability con-
ditions. Yet, after restricting to some symmetry sector, the
number of such constraints is much smaller. Consider in par-
ticular the sector (m,T ) = ( 12 ,1). This is a six dimensional
Hilbert space and, as shown in the Appendix C, there are six
symmetry-preserving constraints, which can be written as a
linear superposition of the independent occupation numbers:
dsj(n) =
1
4
2
∑
i=0
(
κ ji↑ni↑+κ
j
i↓ni↓
)
, (19)
where κ jiσ are integers. In addition, we have the simpler spin
constraints ∑3i=0 ni↑ = 2 and ∑
3
i=0 ni↓ = 1.
A more elementary example is the traslationally invariant
version of the Borland-Dennis setting (i.e., the Hilbert space
(N,M) = (3,6): H = span{|ϕ123〉, |ϕ145〉, |ϕ246〉, |ϕ356〉})
5whose symmetry-preserving constraints can be easily com-
puted. Indeed, f123 = 12 (n1+n2+n3−1), f145 = 12 (n1−n2+
1−n3), and f246 = 12 (1−n1+n2−n3). One can recognize in
f356 = 12 (1−n1−n2 +n3) = 12 (2−n1−n2−n4) the famous
Borland-Dennis representability condition for three-fermions
in a six dimensional one-particle Hilbert space, safe a normal-
ization constant. Therefore, in this case we can make use of
the generalized Pauli principle by writing f356 = 12D(n). This
is nothing more than the constraint that we have saturated (i.e.,
2− n1− n2− n4 = 0) in Sec. (III). The other fermionic con-
straints dsα(n) ≡ fα(n) are just sophisticated versions of the
(normal) Pauli exclusion principle 0≤ ni ≤ 1, plus the order-
ing ni ≥ ni+1. Notice in passing that in this example all the
constraints can be rewritten as
fi jk = 12 (ni+n j+nk−1), (20)
which shows that each one of these fermionic constraints mea-
sures the distance (normalized to 1) to the opposite facet
to the polytope’s vertex ni = n j = nk = 1, and nl = 0 if
l /∈ {i, j,k}. For example, f356 measures the distance to the
non-elementary facet 2 = n1 + n2 + n4. A similar reasoning
holds for the constraints of the former example of three 12 -
fermions in four lattice sides (3,4). We believe that this geo-
metrical picture of the time evolution of the occupation num-
bers and the fermionic constraints indicates a promising future
research path.
By means of the inversion ofn=M s(N,M)f , we can now as-
sign square amplitudes to constraints in a meaningful way (i.e,
fα = dsα(n)). This last relation is exact at t = 0. Since the nat-
ural orbitals retain their orthonormality through the whole sys-
tem’s time evolution, it is also exact instantaneously. There-
fore, by employing the results of the last section, in particular
Eq. (13), the time-evolution of the natural occupation numbers
is thus given by:
n˙=M s(N,M)f˙ , (21)
where
i f˙α = ∑
β 6=α
√
dsα(n)d
s
β (n)
[
〈ϕ˜β |Hˆ|ϕ˜α〉ei(ξ
dyn
β −ξ
dyn
α )− c.c.
]
.
(22)
The dynamical phase ξ dynα (t) is given by the Eq. (16), making
again the substitution fα = dsα(n):
ξ dynα (t) =
∫ t
0
∑
β
1
2
√
dsβ (n)
dsα(n)
[
〈ϕ˜α |Hˆ|ϕ˜β 〉ei(ξ
dyn
α −ξ dynβ )+ c.c.
]
dτ.
(23)
In the case of the Hubbard model with three spin- 12 fermions
on four lattice sites, the evolving occupation numbers nlσ (t)
lost the connection with the orbital ϕ˜lσ as soon as the pertur-
bation is switched on. Yet nlσ (t) is defined as the occupa-
tion number associated with the time evolving natural orbital
ϕ˜lσ (t), such that ϕ˜lσ (0+) = ϕ˜lσ and nlσ (0+) = nlσ .
These three last equations are the main results of this pa-
per. The time-evolution picture is then as follows. From the
BBGKY hierarchy one can obtain Eq. (4) for the time evo-
lution of the (phase-shifted) natural orbitals. From the time-
dependent quantum mechanical action we obtained the equa-
tion of motion of the square amplitudes (22) and the relative
phases (23). By exploiting generalized Pauli constraints (in a
given symmetry sector) we have found Eq. (21) and its cor-
responding inversion for the time evolution of the natural oc-
cupation numbers. All the equations are written in terms of
one-particle quantities (i.e., occupation numbers and natural
orbitals) plus a set of supplementary dynamical phases (as
many as independent occupation numbers), which retain the
memory effects of the system.
Four key observations are in order here. First, the phases
ξ are not attached to the natural orbitals in the sense of the
so-called phase-included natural orbital theory24, and there-
fore our expressions go well beyond the realm of two-electron
systems. Second, Eqs. (21) and (22) can be understood as
the time-evolution of the recently discovered density-matrix
functional for translationally invariant systems with periodic
boundary conditions43. The divergence (1/
√
Dα(n)) ob-
served in such a functional at the level of ground states is
also observed here at the level of the dynamical phase for
time evolving systems. Third, it is expected that Eqs. (21)
and (22) are a reasonable approximation for the time evolu-
tion of molecular systems, because the contribution of sin-
gle (and more generally odd) excitations in the configuration-
interaction expansion in the natural-orbital basis tends to be
negligible51,73. Finally, it is always possible that even after
recognizing of the symmetries satisfied by the ground (or ini-
tial) state the number of Slater determinants exceeds the num-
ber of natural orbitals. In that case one can always use the
structural simplification due to pinning to reduced the dimen-
sionality of the Hilbert space, or to resort to more involve “in-
version” techniques62.
V. CONCLUSIONS
Describing the dynamics of strongly driven electron dy-
namics is a challenging problem. Multiconfigurational wave
functions with enough terms to adequately describe correla-
tion have so far been limited to small systems or short simula-
tion times. In this paper we investigated the time evolution of
the one-body reduced density matrix, based on recent progress
on fermionic exchange symmetry for pure systems. In particu-
lar, we have employed the stability (under any small perturba-
tion of the Hamiltonian) of the structural simplification of the
wave function due to quasipinning or, more generally, symme-
tries. We presented two important results. First, we developed
a closed expression for the time evolution of fermionic natu-
ral occupation. This evolution depends on one-particle quan-
tities (the natural orbitals and the occupation numbers them-
selves) as well as to a set of dynamical phases. Second, we
have presented a formula for the evolution of such dynamical
phases. We believe that this last equation is the missing piece
for the successful application of reduced density-matrix func-
6tional theory to time-dependent problems. Since our approach
alleviates the computational burden of the many-body prob-
lem, we think that it can be an important tool to understand
time-evolving strongly-correlated fermionic systems, whose
physics is receiving increased attention74.
In this paper we have also given an estimate of the lin-
ear response of the distance to the boundaries of the poly-
tope. In first order of the perturbation, quasipinning scales as
the expected value 〈Dˆ2j〉, which is zero only for pinned sys-
tems. In addition, since the symmetry-adapted fermionic con-
straints measures the distance (normalized to 1) to the poly-
tope’s facets (20), our work results in a remarkable geomet-
rical picture for the time evolution of highly correlated pure
fermionic systems, where fractional occupation are crucial for
describing their dynamics. We think that this is a promising
future research avenue.
We also think that our results further underline the impor-
tant role played by symmetries in molecular theories of the
one-body reduced density matrix64,75–77. All our findings can
be rewritten in linear response theory, such that the computa-
tional burden can be further relieved. Work along these lines
is already in progress.
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Appendix A: Linear response of quasipinning
Let us consider a Hamiltonian Hˆ with non-degenerated
eigenstates |Ψn〉 and eigenenergies E0 < E1 ≤ ·· · . Let us
write the eigenstates in a complete basis of Slater determi-
nants of (non-degenerated) ground-state natural orbitals, such
that:
|Ψn〉=∑cnα|ϕα〉, (A1)
where α stands for a string of numbers indexing the (non-
degenerated) ground-state natural orbitals. Let us call n0 the
vector of natural occupation numbers of the ground state |Ψ0〉.
For a given generalized Pauli constraint D j(n0) there is the
operator
Dˆ j =D j(nˆϕ1 , . . . , nˆϕm), (A2)
where nˆϕm is the particle number operator for the ground-state
natural orbital |ϕ j〉. By construction, every Slater determinant
is an eigenvector of Dˆ j, namely,
Dˆ j|ϕα〉= κ jα |ϕα〉, (A3)
where κ jα is an integer.
In perturbation theory the ground state of the perturbed
Hamiltonian Hˆ(λ ) ≡ Hˆ + λVˆ reads as |Ψλ0 〉 = |Ψ0〉 −
λ ∑n>0 bn|Ψn〉+O(λ 2), with bn = 〈Ψn|Vˆ |Ψ0〉/(En−E0). We
have
Dˆ j|Ψλ0 〉= Dˆ j|Ψ0〉−λ ∑
n>0
bnDˆ j|Ψn〉+O(λ 2). (A4)
The evolution of the distance to the chosen polytope’s facet is
D j(nλ ) = 〈Ψλ0 |Dˆ j|Ψλ0 〉. Therefore
D j(nλ ) =D j(n0)−λ ∑
n>0
(
bn〈Ψ0|Dˆ j|Ψn〉+ c.c.
)
+O(λ 2).
(A5)
Making use of Eq. (A1) and (A3), and the orthonormality of
the Slater determinants, the second term in the r.h.s. of (A5)
can be written as
∑
n>0,α
bn〈Ψ0|Dˆ j|Ψn〉= ∑
n>0,α
bn(c0α)
∗cnακ
j
α . (A6)
Taking the square of the absolute value of the r.h.s. of (A6)∣∣∣∣∣ ∑n>0,α bn(c0α)∗cnακ jα
∣∣∣∣∣
2
≤
(
∑
α
|γα |2
)(
∑
α
|c0α |2(κ jα)2
)
,
(A7)
where γα = ∑n>0 bncnα is a relative strength. In the last in-
equality we have employed the Cauchy-Schwarz inequality
for the “vectors” [u]α ≡ κ jαc0α and [v]α ≡ ∑n>0 bncnα .
Finally, by noticing that |u|2 is the expectation value of the
square of Dˆ j, namely, ∑α |c0α |2(κ jα)2 = 〈Ψ0|Dˆ2j |Ψ0〉 ≡ 〈Dˆ2j〉
we have the estimate
D j(nλ )≤D j(n0)+2λγ
√
〈Dˆ2j〉+O(λ 2), (A8)
where γ =
√
∑α |γα |2. Remarkably, γ can also be estimated
as follows:
∑
α
|γα |2 =∑
α
(
∑
n>0
bncnα
)(
∑
n>0
bncnα
)∗
=∑
α
∑
n,m>0
bnb∗m〈Ψm|ϕα〉〈ϕα|Ψn〉= ∑
n>0
|bn|2.
In the last line we have used the resolution of the identity in
the basis of Slater determinants and the orthonormality of the
eigenstates |Ψm〉.
Finally, by noticing that
∑
n>0
|bn|2 = ∑
n>0
〈Ψ0|Vˆ |Ψn〉〈Ψn|Vˆ |Ψ0〉
(En−E0)2
≤ ∑
n>0
〈Ψ0|Vˆ |Ψn〉〈Ψn|Vˆ |Ψ0〉
(E1−E0)2
=
〈Ψ0|Vˆ (1−|Ψ0〉〈Ψ0|)Vˆ |Ψ0〉
(E1−E0)2
=
〈Ψ0|Vˆ 2|Ψ0〉−〈Ψ0|Vˆ |Ψ0〉2
(E1−E0)2 , (A9)
7we obtain
γ ≤
√
CovΨ0(Vˆ )
Egap
, (A10)
where the energy gap is defined as Egap = E1 − E0 and the
covariance CovΨ0(Vˆ ) = 〈Ψ0|Vˆ 2|Ψ0〉−〈Ψ0|Vˆ |Ψ0〉2.
Appendix B: Removing of the Slater-geometrical phase ξ geoα
Notice that one can expand the time-derivative of a natural
orbital with respect to the complete set of natural orbitals:
i
d
dt
|ϕk〉= ηkk(t)|ϕk〉+ ∑
m 6=k
ηmk(t)|ϕm〉. (B1)
Due to the orthonormality of the natural orbitals, ηmk(t) ≡
〈ϕm|i∂t |ϕk〉 is a Hermitian matrix. Extracting the phase factor
exp(−i∫ t0 ηkk(τ)dτ) from the natural orbital |ϕk〉 removes the
diagonal terms ηkk(t) such that now the time derivative of |ϕk〉
is completely determined by the non-diagonal elements of the
matrix ηmk(t). Indeed, by defining the phase-shifted natu-
ral orbitals |ϕ˜k〉 = exp(i
∫ t
0 ηkk(τ)dτ)|ϕk〉 (and consequently
η˜mk = 〈ϕ˜m|i∂t |ϕ˜k〉), one obtains 〈ϕ˜k|∂t |ϕ˜k〉 = 0. For Slater
determinants:
|ϕα〉 ≡ |ϕα1 . . .φαm〉
= e−∑ j i
∫ t
0 ηα jα j dτ |ϕ˜α1 . . . φ˜αm〉
= e−i
∫ t
0 〈ϕα |i∂τ |ϕα〉dτ |ϕ˜α〉
= eiξ
geo
α |ϕ˜α〉. (B2)
Finally, it is an elementary exercise to verify that, as a conse-
quence of the orthonormality of the natural orbitals, the phase-
shifted natural orbitals are also orthonormal along the whole
time evolution of the system
〈ϕ˜k(t)|ϕ˜ j(t)〉= δ jk . (B3)
Appendix C: Hubbard model (N = 3,L= 4)
Consider three spin- 12 fermions on four lattice sites. Con-
sider also the symmetry sector (m,T ) = ( 12 ,1). To deter-
mine all Slater determinants |κ1m1,κ2m2,κ3m3〉 with total
momentum K = 2pi4 ∑iκi(mod4) and total magnetization Mz =
∑nmn = 12 is straightforward. Using ↑,↓ for the spin coordi-
nates one obtains six states:
|ϕ001〉= |0 ↑ 0 ↓ 1 ↑〉,
|ϕ113〉= |1 ↑ 1 ↓ 3 ↑〉,
|ϕ221〉= |2 ↑ 2 ↓ 1 ↑〉,
|ϕ′023〉= |0 ↑ 2 ↓ 3 ↑〉
|ϕ′′023〉= |0 ↑ 2 ↑ 3 ↓〉,
|ϕ′′′023〉= |0 ↓ 2 ↑ 3 ↑〉.
Since occupation numbers satisfy two constraints, namely,
n0↑+n1↑+n2↑+n3↑ = 2 and n1↓+n2↓+n2↓+n3↓ = 1, there
are only six independent occupation numbers which can be
related with the corresponding square amplitudes:
n0↑
n0↓
n1↑
n1↓
n2↑
n2↓
=

1 0 0 1 1 0
1 0 0 0 0 1
1 1 1 0 0 0
0 1 0 0 0 0
0 0 1 0 1 1
0 0 1 1 0 0


f001
f113
f221
f ′023
f ′′023
f ′′′023
 .
By inverting the matrix one obtains six symmetry-preserving
generalized Pauli constraints, namely:
ds1(n) =
1
4 (n0↑+n0↓+2n1↑−2n1↓−n2↑−n2↓),
ds2(n) = n1↓,
ds3(n) =
1
4 (−n0↑−n0↓+2n1↑−2n1↓+n2↑+n2↓),
ds4(n) =
1
4 (n0↑+n0↓−2n1↑+2n1↓−n2↑+3n2↓),
ds5(n) =
1
4 (2n0↑−2n0↓+2n2↑−2n2↓),
ds6(n) =
1
4 (−n0↑+3n0↓−2n1↑+2n1↓+n2↑+n2↓).
Notice the normalization factor 14 appearing in front of the
constraints (hence, 0≤ dsj(n)≤ 1). Obviously, the square am-
plitudes and the symmetry-preserving constraints are related:
f001 = ds1(n), f113 = d
s
2(n), f221 = d
s
3(n)
and so on. Finally, to make things easier we are not imposing
additional symmetries, like the total spin operator.
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