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からこそ，特異点といわれる。将来のリスクが予想できないにしろ，人聞が
引き起こした過去の災厄を考えるだけでも リスク到来のメカニズムはある
程度想像可能である。第一次大戦で使用された毒ガス兵器，第二次大戦で使
用されたロケット兵器Vl, V2号，第二次大戦中にドイツが開発に努めた毒
ガスサリン，タリン，各種細菌兵器など，おぞ、ましい技術開発に各国が努力
した。日本に投下された核爆弾はその主なものである。現在，無人攻撃機や
ロボット兵器の開発は，ますます活発で、あり，こうした技術は，地球規模で
拡散して制御不能となりつつある。人間同士の抗争が広がれば，市lj御不能の
軍用技術も拡散し桐々の兵器は人間の制御の対象であっても，敵に対して
武力を行使すべしという衝動は制御できず，このような構想のメカニズムの
中でAIを応用した自動兵器の進歩は恐らく留めようがない。人間同士の対
立がある以仁人間一般に対しフレンドリーな存在というのはあり得ない。
権力欲や支配力があるところ，軍事技術は金になる資産であり，兵器
の開発や取引は進み続けるであろう。特定の人種や民族を敵と認識するよう
設計された自動兵器が，殺傷すべき対象とそうでない対象とをどう区別して
認識するのか，そこでは対立する AI兵器同士による人間殺傷が起こるはず
である。
日本において，原子爆弾投下による被害を経験しながら，福島原発を
含む原子力発電所の危険性については多くの科学者が発言しなかったという
経験を我々は有していることを想起する必要があろう。スローガンが原子力
の平和利用であっても，危険性がある技術の制御がどこまで可能か，今なお，
厳密な分析がなされ，説明されているようには見えない。
「政府や企業は，実現可能な限りに高度な AIを開発している。ロボッ
トの草分けロドニー・フルックスは，自らが創業した iRobot社がすでに武装
ロボットを製造していながら，超知能が危険なものとなるという可能性は無
視している。」〈前掲ジェイムズ・バラット「人工知能」 227頁〉。因みに，ア
シモフの作品「われはロボ、ツトJの原題は，「I,ROBOTJである。
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もう一つ，事態を分かりにくくしているのは，軍事技術と民生技術と
の区分けが事実上不可能になりつつあるという現実である。上記の iRobot社
は，お掃除ロボット「ルンバ」のメーカーである。「ルンバ」はもともとジェッ
ト戦闘機が離陸するときの大量の吸気により滑走路に落ちていたピスなどの
金属部品を機エンジンに吸い込まないようにする掃除機であった。音声認識
技術やパターン認識技術は各種兵器に使われているが，我々の日常生活にも
浸透していて，生活の安全や便益に役立っている。自動車事故の予防には欠
かせない技術である。どの企業も，自社の技術がどういった目的に利用され
るか，認識しがたい。株主も，自分がある企業の持ち分を所有していても，
その所有は極度に流動化されていて，自己を株主として自覚できない。一秒
間に数千回といった高速取引をプログラムに従って自動的に行うシステムの
利用の中では，株式会社における「所有」と「経営」の分離は，パーリ＝ミー
ンズの時代よりさらに極端な形をとる。
技術を軍事利用しようという勢力は技術を固い込み，公開しない。自
衛や大義のための戦争はこれまでに繰り返されてきた。そこでは， AIの戦争
利用には歯止めがなく，まして技術が人間の管理から脱走した場合の管理主
体や責任主体もあり得ない。
四．予測不能の時代における予想
人間自体が様々な欲望に突き動かされる時代，人間の管理下にあろう
がなかろうが， AIという形の技術進歩が何をもたらすか，そこでの規範（法）
というものが考えられるか，明るい見通しを立てるのは難しい。
あえてこの小論で，個人的な夢想を示すとすれば， AIと人間との共存
条件はあり得るかという視点である。
AIが超知性体として生まれたとき，予想される属性の一つは好奇心で
はないだろうか。地球上の他の多くの生物と異なり，科学技術や人工物に異
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常な関心を示し挙七Jの果てには白己保存と相反するような行動まで取る奇
妙な存在たる人間，これに好奇心を持つのは，いくら人間には予測不可能な
AIといえども可能性があるのではないであろうか。そうであれば，人聞を直
ちに撲滅せず，その行動や進化を見守ってみようという知性の動きがあり得
るのではないだろうか。圧倒的な優位性を持った AIであれば，限りないそ
の時間の中で，人間とその他の生物や環境を観察しようという選択をする可
能性がある。人聞が核戦争のようにAIにとっても破滅的な行動に出ない限り，
という条件下ではあるが。
以上
