We establish the equivalence between the optimal least-squares state estimator for a linear time-invariant dynamic system with noise corrupted input and output, and an appropriately modified Kalman filter. The approach used is algebraic and the result shows that the noisy input/output filtering problem is not fundamentally different from the classical Kalman filtering problem. The result is illustrated with a simulation example. Abstract: We establish the equivalence between the optimal least-squares state estimator for a linear time-invariant dynamic system with noise corrupted input and output, and an appropriately modified Kalman filter. The approach used is algebraic and the result shows that the noisy input/output filtering problem is not fundamentally different from the classical Kalman filtering problem. The result is illustrated with a simulation example.
INTRODUCTION
Optimal least-squares state estimation for linear dynamical systems is a well developed topic with many practical applications. A central result is the Kalman filter. In the discrete-time case, one considers the model
x(t + 1) = Ax(t) + Bu(t) + w(t), y(t) = Cx(t) + Du(t) + v(t),
with x(0) = x 0 and t = 0, 1, . . . Here u(t) ∈ R m , y(t) ∈ R l , and x(t) ∈ R n are the input, output, and state vectors at time instant t. When the model matrices A, B, C, and D are known, the state x depends linearly on the input u and the output y, so that it can be estimated from the input/output (I/O) data via the leastsquares method. The unknown process noise w and the measurement noise v play the role of equation errors in (1). Even though v and w are unknown, we assume that they are zero mean, white, Gaussian noises, with covariance matrix
E w(t) v(t) [w T (t + τ) v T (t + τ)] = Q(t) S(t) S T (t) R(t) δ (τ).
The importance of the Kalman filter is that it solves the least-squares problem recursively and in real time.
Model (1), however, is in a certain sense asymmetric. The process noise w acts as an unobserved input while the measurement noise v represents measurement error on y. However, u is assumed to be noiseless! In the paper, we pose and answer the question:
How should we modify the Kalman filter when both the input and the output of the system are noisy?
The paradigm of treating the input and the output on an equal footing leads to the behavioral approach (Polderman and Willems, 1998) . A derivation of the Kalman filter in the behavioral context is given in (Fagnani and Willems, 1997) .
In this paper, we consider the deterministic discretetime LTI state-space system
together with the measurement errors model
and refer to the model (2) together with the measurement errors model (3) as the noisy I/O model (see Figure 1 ). We note that (2-3) is an errors-in-variables (EIV) model in the sense of, e.g., (Söderström et al., 2002; Zheng, 2002) , when the problem would be to estimate A, B, C, and D. But since the purpose of this paper is to estimate x, knowing A, B, C, and D, we call it a noisy I/O model. A full analysis of a static EIV estimation problem, also known as the total least squares (TLS) problem, is given in the monograph (Van Huffel and Vandewalle, 1991) . The dynamic equivalent of the TLS problem, see (Aoki and Yue, 1970; De Moor and Roorda, 1994) , is a system identification problem: given noisy I/O measurements, find the model (2). The dynamic TLS problem can be expressed as a static TLS problem with Toeplitz (or Hankel) structured data matrices. The structured total least squares problem is treated in (De Moor, 1993; Lemmerling, 1999) .
Different type of estimation problem, in the EIV context, occurs when the model is exactly known and the state vector has to be estimated from the noisy I/O measurements. We refer to this latter problem as the noisy I/O state estimation problem. In Diversi et al., 2003) , the noisy I/O state estimation problem has been considered, using the language of transfer functions. The authors there claim that it is fundamentally different problem from the Kalman filtering problem and describe new recursive algorithms for its solution.
In this paper, we prove that the noisy I/O state estimation problem is not fundamentally different from the Kalman filtering problem. Its solution boils down to the solution of a sequence of linear least-squares problems with a special structure coming from the state space equation (1). Our approach is linear algebraic. We represent the model over a finite time horizon as a set of linear equations and apply standard linear algebra techniques for its analysis. The optimal solution is shown to be a Kalman filter with correlated process and measurement noises. The continuous-time version of the noisy I/O state estimation problem is treated in (Markovsky et al., 2002) , where a completion of squares approach is used and the solution is also shown to be a Kalman filter-type system.
In Section 2, we define the smoothing and filtering noisy I/O state estimation problems. Two explicit block solutions of the smoothing problem are derived in Section 3. They are weighted least-squares problems. In Section 4, we transform the noisy I/O model in the form (1) and define the Kalman filter for the resulting system as the modified Kalman filter. In Section 5, we prove the deterministic equivalence of the estimates of the noisy I/O filter and the modified Kalman filter. Section 6 further establishes the optimal estimates of the true input/output signals. In Section 7, we confirm the results on an example and in Section 8, give conclusions.
PROBLEM FORMULATION
An on-line, recursive estimation procedure can be realized by a causal dynamical system called a filter. Such a filter operates on previous and current measurements and produces an estimate of the to-beestimated signal for the current moment of time. The problem of a filter synthesis is referred to as a filtering problem. A smoothing problem is an estimation problem, in which on the basis of the available measurements, an estimate for the to-be-estimated signal is produced for the whole (past) period of observation.
We introduce some notation used in the rest of the paper. A signal variable, without time index, denotes the vector obtained by stacking one over another the signal samples for the consecutive time instances. For example, over the time horizon 0, 1, . . . ,t f − 1, the vector of the consecutive input samples u is defined as
T and the vector of the consecutive state samples is
For a time indexed matrix sequence {V (t)} t f −1 t=0 , we denote by V , without time argument, the block matrix
Definition 1. (Optimal noisy I/O smoothing problem).
Assume that the measurement errorsũ andỹ are random, centered, normal, uncorrelated, and white with known covariance matrices cov ũ(t) =:
and that the initial condition x 0 is unknown. Then, given the matrices A, B, C, D, the optimal noisy I/O smoothing problem is defined as
for t = 0, 1, . . . ,t f − 1. The optimal smoothed state estimatex(·,t f ) is the solution of (5).
Under the normality assumption for the noises,x(·,t f ) is the minimum variance estimate, the maximum likelihood estimate, and the conditional expectation estimate of the state x. The equivalence is well known in the Kalman filter case (Willems, 2002; Bryson and Ho, 1975; Anderson and Moore, 1979) , and is shown in the noisy I/O case in .
Definition 2. (Optimal noisy I/O filtering problem).
Given the model (2-3), satisfying the assumptions of Definition 1, the optimal noisy I/O filtering problem is to find a dynamical system,
such thatx(t) =x(t,t + 1), wherex(·) is the solution of (6), i.e., the optimal filtered state estimate, andx(·,t + 1) is the optimal smoothed state estimate with a time horizon t + 1.
SMOOTHING BY BLOCK PROCESSING
In this section, we write the optimal noisy I/O smoothing problem (5) as a weighted least-squares (WLS) problem. This representation is used as a conceptual tool for the analysis and not as a means to carry out the actual computations needed for the estimation.
We represent the I/O dynamics of the system (2), over the time horizon 0, . . . ,t f − 1, explicitly as
where
The matrix Γ is an extended observability matrix and T is a Toeplitz matrix formed from the Markov parameters
Using (7), we see that the optimal noisy I/O smoothing problem (5) is a weighted least-squares problem
Alternatively, we represent the input/state/output dynamics of the system, over the time horizon 0, . . . ,t f −1, as
. . .
or with the definition of the new variables
Using (9), the optimal noisy I/O smoothing problem is equivalent to the following problem min x,∆u,∆y Vũ Vỹ
which solution is given in Section 5.
The solutions (8) and (10) of the noisy I/O smoothing problem are not recursive and thus not practical for large data sets. See (Markovsky et al., 2002) for recursive solution of an equivalent continuous-time problem. In the discrete-time case, the recursive solution is given by two time-varying filters; one running backward in time and one running forward in time. The forward recursion is defined by a time-varying Riccati equation. The backward filter produces the optimal smoothed state estimate.
THE MODIFIED KALMAN FILTER
We convert the noisy I/O model (2-3) in the form (1) by substituting u d (t) −ũ for u(t) and y d (t) −ỹ for y(t) (see (3)) in (2)
and define (fake) process noise w and measurement noise v by w := −Bũ and v := −Dũ +ỹ.
The resulting system
is in the form (1), where
We call the Kalman filter of the modified system (11), i.e., the system
K(t) = AP(t)C T + S(t) CP(t)C T + R(t)
−1 , and
P(t + 1) = AP(t)A T − AP(t)C T + S(t) × × CP(t)C T + R(t) −1 AP(t)C T + S(t) T + Q(t),
the modified Kalman filter. It recursively solves (9) for the last block entry of the unknown x. The solution is in the sense of the weighted least-squares problem
The variableê accounts for the cumulative noise
added to the equation and the covariance matrix of e is V e = BVũB T + C VỹC T .
When the measurement noise covariances Vũ(t) and Vũ(t) does not depend on t, one can replace the timevarying Kalman filter with the (suboptimal) timeinvariant filter, obtained by replacing P(t) in (12) with the steady-state solutionP of the algebraic Riccati equation
In the following section, we investigate the relation between the modified Kalman filter (12) state estimate and the noisy I/O filter state estimate.
EQUIVALENCE OF THE MODIFIED KALMAN FILTER AND THE NOISY I/O FILTER
Consider the linear system of equations (9) and the two solution methods (10) and (13). Denote
We want to find a relation between the solutions of the following problems
The first problem is a weighted least-squares problem and its solution iŝ
The noisy I/O estimation problem (15) is a minimumnorm type problem and its solution is (see Lemma 3 in the Appendix)
where A ⊥ is a matrix which columns form a basis for the orthogonal complement of the range space of A .
We transform (16) and (17) by the change of variables
( (19) follows from the identityĀ ⊥ = V 1/2 e A ⊥ .) Now the question of the solutions' equivalence is answered by Theorem 4, see the Appendix, which states that x KF =x. Thus the two solutions are deterministically equal and the noisy I/O filtering problem is solved by the modified Kalman filter (12)
OPTIMAL ESTIMATION OF THE TRUE INPUT/OUTPUT SIGNALS
Up to now we were interested in the optimal filtering in the sense of state estimation. In this section, we show how the optimal estimates of the input and the output can be derived from the modified Kalman filter.
The solutionsê andδ of (14) and (15), respectively, satisfy the following relation
This implies that the state estimatex, the one-stepahead prediction z(t + 1), and the optimal input estimateû satisfy the equation
Then we can findû exactly fromx and z(t + 1), obtained from the modified Kalman filter (12). In fact, (20) and the Kalman filter equations imply that
The optimal output estimate isŷ(t) = Cx(t) + Dû(t).
NUMERICAL EXAMPLE
In this section, we verify numerically the equivalence of the solutions established in Section 5. The particular system, we use, is The time horizon is t f = 100, the initial state is x 0 = 0, and the input signal is a normal white noise sequence with unit variance. The input and the output of the system are corrupted by independent, centered, normal, white noises with variances var(ũ(t)) = 0.4 and var(ỹ(t)) = 0.4 for all t. 
PROOF. The Lagrangian of (15) is
The first order optimality condition
is a necessary and sufficient condition for a global minimum. The matrix A ⊥ is any matrix which columns form a basis for the range space of A T . Substituting (A.1) and (A.2) in (A.3), we have
Using V e = DV δ D T and the assumption that A is full rank, the result follows. 2
Theorem 4. For a full rank matrix A ∈ R m×n , with m greater then n,
where A ⊥ is a matrix which columns form a basis for the orthogonal complement of the range space of A, i.e., Range(A ⊥ ) = Null(A T ), and rank(A ⊥ ) = m − n.
PROOF.
In the proof, we use the SVD of the matrix A
Partition U as follows Substitution of the expressions of (A.7) and (A.8) into (A.6) establishes the identity. 2
