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Cette thèse porte sur les méthodes de Monte Carlo pour l’inférence statistique.
Nous nous sommes intéressés à divers aspects des méthodes de Monte Carlo. Dans
le premier essai, nous développons une méthode de réduction de variance par
variables de contrôle. Le cadre est celui des méthodes de Monte Carlo statiques.
La réduction de variance par variable de contrôle n’est pas une idée nouvelle.
Mais contrairement à l’approche classique, notre méthode fournit un estimateur
sans biais. En terme d’erreur quadratique moyenne, nous obtenons un estimateur
asymptotiquement équivalent à l’estfrnateur usuel. Nous appliquons notre idée à
l’algorithme de Rejet et à la méthode “Importance Sampling”.
Le second essai porte également sur la. réduction de variance. Mais le contexte
est celui de l’algorithme de Metropolis Indépendant. Nous montrons que l’utili
sation de variables de contrôle, très répandue en Monte Carlo statique, peut se
développer aussi pour l’algorithme de Metropolis Indépendant. En utilisant des
arguments de symétrie et la méthode de Rao-Blackwellisation, nous introduisons
également de nouveaux estimateurs statistiquement plus efficaces que l’estimateur
usuel.
Dans le troisième essai, nous nous sommes intéressés à l’ergodicité géomé
trique de l’algorithme de IVletropolis-Hastings général. Nous avons développé une
condition suffisante (connue par ailleurs comme étant nécessaire) d’ergodicité géo
métrique pour cet algorithme. Nous prouvons également que le spectre de l’opéra
teur engendré par l’algorithme de Metropolis Hastings Indépendant est à toute fin
pratique, l’ensemble des valeurs prises par la probabilité de rejet de la chaîne. Fi
nallement, nous proposons une version de l’algorithme de Metropolis Hastings qui
Va des propriétés de convergence équivalentes à celles d’un algorithme de Metro
polis Indépendant et qui explore l’espace des états de la chaîne de façon similaire
à l’algorithme de J\’Ietropolis Marche Aléatoire Symétriclue.
MOTS CLÉS
Statistique, Probabilité, Méthodes de Monte Carlo, Méthodes de Monte Carlo par
Chaînes de Markov, Algorithme de Rejet, Algorithme de Metropolis-Hastings,
Méthodes de Réduction de Variance, Rao-Blackwellisation, Ergodicité Géomé
trique, Trou Spectral d’Opérateurs Markoviens Auto-Adjoints.
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$UMMARY
This thesis is about Monte Carlo methods for statistical inference. It is built
on three independent essays. In the first essay, we propose a variance reduction
method based on control variates in the static Monte Carlo framework. The use
of control variates for variance reduction is not a new idea. But in this work, we
obtain an unbiaised estimator which does not require the estimation of the Fourier
coefficients. In terms of its mean quadratic error, our estimator is asyrnptotically
equivalent to the estimator obtained when the Fourier coefficients are known.
The idea is apply to the Rejection algorithm and to the Importance Sampling
methods.
In our second essay, we develop various variance reduction methods for in
tegrals computation when the algorithm used is the Indepenclent Metropolis
Hastings algorithm. Ve show that it is possible to use control variates in the
context of this algorithm. Moreover, our derived estimator is easy to compute.
In another direction and based on the lack of syrnmetry of the Independence
Sampler and the so-called Rao-Blackwellization technique, we introduce new es
timators which are more efficient than the usual estimator.
Our third essay is about the geometric ergodicity of the v1etropolis-Hastings
algorithm. We derive a sufficient condition (also known to be necessary) for the
geometric ergodicity of the general Metropohs-Hastmgs algorithm. Also, we show
that the spectrum of the operator of the Independence Sampler is the essential
range of the probability of rejection of the algorithm. Ibis resuit actually solves
a conjecture made by Jun S. Liu (1996). Finally. we propose a new Metropolis
Hastings move that combines the properties of the Independence Sampler and
the Random Walk v1etropolis moves.
vil
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Statistics, Probability, Monte Carlo Methods, Markov Chain Monte Carlo, Re
jection Algorithrn, Metropolis-Hastings Algorithm, Variance Reduction Methods,
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20.1. INTRODUCTION AUX MÉTHODES DE MONTE CARLO
Les méthodes de Monte Carlo sont une branche des mathématiques qui étu
die les expériences sur les nombres aléatoires. L’approche des méthodes de Monte
Carlo consiste à utiliser les lois de probabilité des nombres aléatoires avec des ex
périmentations rigoureuses sur ces nombres pour arriver à résoudre des problèmes
mathématiques (qui sont dans bien des cas difficiles à résoudre autrement). Il
existe deux contextes assez distincts d’utilisation des méthodes de Monte Carlo.
On peut utiliser les méthodes de Monte Carlo dans le cas où on a un système
stochastique dynamique trop complexe pour pouvoir faire l’objet d’une analyse
rigoureuse. Grâce aux méthodes de Monte Carlo, un tel système peut alors être
simulé sur un ordinateur, ce qui en facilite l’étude. C’est une approche très com
mune dans les sciences des ingénieurs. Dans un tout autre contexte, les méthodes
de Monte Carlo prennent la forme d’un outil de calcul numérique. Ici, on est
en présence d’un modèle mathématique dont la résolution conduit à des quan
tités mathématiques difficiles à évaluer telles que des intégrales, des solutions
de programmes d’optimisation, des équations linéaires et nonlinéaires en grandes
dimensions.
Dans cette thèse, notre contribution se situe principalement dans cette deuxième
optique où les méthodes de Monte Carlo sont vues comme un outil de calcul
numérique. En tant que telles, ces méthodes ont eu et continuent d’avoir d’im
portantes applications dans des domaines aussi variés que la biologie (Karplus
et Petsko (1990), Leach (1996)), la chimie (Alder et Wainwright (1959)), l’infor
matique (Kirkpatrick et al. (1983), Ullman (1984)) la physique (Metropolis et al.
(1953), Goodman et Sokal (1989)), la finance (Chib et al. (2002)) et bien sûr la
statistique et la liste n’est pas exhaustive. La raison principale est que l’analyse
numérique classique souffre de ce que certains ont appelé la malédiction de la
dimension. C’est-à-dire le fait que l’efficacité de ces méthodes décroit exponen
tiellement avec la dimension du problème à résoudre. Par contre, les méthodes de
I\’lonte Carlo ont cette propriété intéressante que leur performance ne dépend pas
de la dimension du problème (à tout le moins en théorie). Avec la complexification
croissante des modèles mathématiques utilisés dans les disciplines scientifiques,
3il est à prévoir que l’approche Monte Carlo prendra une place de plus en plus
importante comme méthode numérique.
A la base des méthodes de Monte Carlo se trouvent les générateurs de nombres
aléatoires uniformément distribués sur l’intervalle unité. C’est-à-dire des pro
grammes informatiques capables de générer des nombres aléatoires dans l’inter
valle (0, 1). Il est clair qu’un programme informatique ne peut pas générer des
nombres aléatoires. En fait, ce que ces programmes essaient de faire, c’est de géné
rer une séquence de nombres qui paraîtra imprédictible à quiconque ne disposant
pas du programme générateur. Il existe une vaste littérature sur l’élaboration de
tels générateurs. Nous n’en dirons pas plus sur les générateurs de nombres aléa
toires et nous référons le lecteur intéressé à ce que D. Knuth en dit dans son
impressionnante monographie Knuth (1997). Voir aussi L’Ecuyer (1994) et le site
internet du groupe PLab (http ://random.mat.sbg.ac.at). Dans toute la suite,
nous supposons avoir à notre disposition un générateur de nombres aléatoires
parfait.
A partir d’un générateur de nombres aléatoires, il est possible par transfor
mation d’uniformes de générer des variables aléatoires distribués suivant d’autres
distributions de probabilité. Nous présentons brièvement quelques méthodes uni
verselles de cette approche à la section 0.2. Nous parlerons de la méthode d’inver
sion, la méthode de rejet, la méthode “Importance Sampling”. La grande référence
sur le sujet est sans nul doute Devroye (1986) et nous prions le lecteur de bien
vouloir s’y référer pour plus de détails. A la section 0.3, nous présentons les idées
de base sur l’utilisation de nombres aléatoires pour faire du calcul d’intégrales. Et
nous discuterons aussi de la méthode de réduction de variance par variables de
contrôle. Ces discussions permettront d’apprécier les contributions que nous avons
faites dans notre premier essai “Monte Carlo Simulations via Control Variates”.
Mais lorsqu’on travaille sur des modèles complexes, il n’est pas rare qu’on
obtienne des distributions de probabilité dont il est impossible ou très couteux de
simuler directeiiient. IVietropolis et al. (1953) ont développé l’idée fondamentale
suivante. Supposons qu’on a une chaîne de Markov dont la distribution station
naire est la distribution d’intérêt. Si la chaîne est ergodique (nous préciserons
4le sens de ce terme plus tard), si on la laisse évoluer suffisamment longtemps,
ses réalisations pourront être assimilées à des réalisations de la distribution de
probabilité d’intérêt. C’est la génèse des méthodes de Monte Carlo par chaînes
de Markov. Par la suite, nous utiliserons l’acronyme MCMC (lui correspond à
Markov Chain Monte Carlo en anglais. Mais il faudra attendre les années 90 avec
l’article séminal de Gelfand et Smith (1990) pour que la communauté statistique
commence à s’intéresser à grande échelle aux méthodes MCMC. En statistique,
les méthodes MCMC se sont révélées un puissant outil de calcul numérique qui a
grandement contribué au développement fulgurant que l’analyse statistique bayé
sienne a connu au cours des années 90. Voir par exemple le livre Robert (2001)
pour une présentation de la statistique bayésienne contemporaine et l’article Ber
ger (2000) qui fait une revue de littérature sur l’utilisation de l’approche bayé
sienne dans les autres disciplines scientifiques. Aujourd’hui, la littérature sur les
méthodes MCMC est très vaste. Ceci d’autant plus que l’analyse des algorithmes
MCMC est directement connectée à l’étude générale des chaînes de Markov qui
est un domaine vaste en soit. Comme références introductives, nous pouvons citer
Tierney (1994), Gilks et al. (1996), Roberts et Rosenthal (1998),Casella et Robert
(1999), Liu (1999), Lin (2001). Dans la section 0.4, nous donnons une petite in
troduction aux méthodes JVICMC pour préparer le lecteur aux contenus des deux
derniers essais.
0.2. MÉTHODES DE SIMULATION DE VARIABLES ALÉATOIRES
A la base de toutes les méthodes de Monte Carlo se trouvent les générateurs
de la loi uniforme sur (0, 1). Un générateur d’uniformes est un algorithme déter
ministe qUi produit une suite (V,1) d’éléments sur (0. 1) telle que toute séquence
(V1 l7) extraite de (X’) peut être validée comme une suite de variables aléa
toires indépendantes et. identiquement distribuées (i.i.d.) uniformes sur (0, 1) à
travers une batterie quelconque de tests (Niederreiter (1992), L’Ecuyer (1994)).
Dans tout ce qui suit, nous supposerons avoir à notre disposition un générateur
d’uniformes parfait.
5Le lemme suivant est fondamental pour simuler des distributions sur R à partir
d’uniformes.
Lemme 0.2.1. Soit F une fonction de répartition SUT R. On définit
F’(x) : inf{t E R: F(t) x}
Si U « 7,1(0, 1), alors F(U) est distribué suivant F.
Exemple 0.2.1 (Comment simuler une loi de Cauchy C(0, 1)). Supposons que
X suzt une loi de cauchy C(0, 1). Alors ta fonction de répartition de X s’écrit
F(x) = + 1Arctan(x). Donc F’(t) = tan (7r(t
— )). D’o’ù l’algorithme pour
sîmuteT Une toi de Canchy
— Générer U ‘-‘-‘ U(0, 1).
Faire X = tan(n(U
—
Il y a au moins deux problèmes à l’utilisation de ce lemme. Il n’est pas toujours
posssible d’avoir une expression exacte de F’ (exemple de la loi normale) et
la méthode se généralise mal au cas multidimensionnel. Toutefois, il existe une
version multidimensionnelle de cet algorithme utilisant les copules (Nelsen (1999)
page 35, Devroye (1986)).
Une alternative très populaire qui fonctionne tout aussi bien dans le cas inul
tidimensionnel est l’algorithme de Rejet (von Neumann (1951)).
Supposons qu’on veut simuler des observations d’une mesure de probabilité
n sur un espace mesurable (X, F). Supposons qu’on dispose d’une autre mesure
de probabilité Q qui est plus facile à simuler que n. Supposons aussi que n est
,r(dx)
-absolument continue par rapport a Q et ecrivons w(x)
=
la densite de
Radon-Nikodm de n par rapport à Q. Supposons enfin que Q est assez proche
de n dans le sens que w(x) M pour tout r E X où M est une constante.
Algorithme 0.2.1 (Algorithme de Rejet). (1) Simuler Z suivant Q, simuler
U suivantU(0,1).
(2) Si U —n—, accepter Z.
Sinon retourner à l’étape 1.
6Soit Z;,.. . , Z,., les variables simulées suivant Q par l’algorithme pour pou
voir en accepter n. Notons X1, . , X,., les variables acceptées et Y1, . , les
variables rejetées.
Proposition 0.2.1. (1) Chaque X est distribué suivant n.
________
1(2) Chaque Y est distribution suivant 1 , avec p =
(3) n + t est distribué suivant une loi binomiale négative de paramètres n et
p.
Exemple 0.2.2 (Simuler une loi normale N(O, 1) à partir d’une cauchy C(O, 1)).
Prenons f(x) = exp(—x2) et g(x)
= ,r(;x2). Donc on peut prendre M =
supXE] (f) Vexp (—i). D’où l’algorithme suivant qui permet de simuler
une toi normale à partir d’une toi de Cauchy.
Algorithme 0.2.2. (1) Simuler V U(O, 1), simuler U ‘-‘ Z1(O, 1).
Faire Y = tan (ic(V
—
(2) Si U 2(1 + Y2) exp(—(Y2 + 1)), accepter Y.
Sinon retourner à l’étape 1.
Un point intéressant de l’algorithme de rejet est qu’il peut être utilisé même
si w est connu seulement à une constante de normalisation près. Mais si n est
compliquée, M peut être difficile à trouver. D’autre part, étant donné qu’il faut
générer en moyenne M observations Z pour en accepter une, plus M est grand,
plus l’algorithme sera inefficace dans le sens qu’il va ‘gaspffler” les Z.
0.3. MÉTHODES DE MONTE CARLO STATIQUE
0.3.1. Intégration par Monte Carlo
Considérons toujours notre espace de probabilité (X, .F, n). Supposons main
tenant qu’on voudrait évaluer une intégrale n(j) := j j(x)n(dx), où f est une
fonction intégrable f: X — R. Typiquement, X = Rd. Dans cette section, nous
introduisons les méthodes de Monte Carlo pour le calcul intégral basées sur des
observations indépendantes, que nous appellerons les méthodes de Monte Carlo
statiques. Ces méthodes se basent sur le théorème suivant.
n7
Théorème 0.3.1. Soit X1,. .. , X,, des variables aléatoires indépendantes et iden
tiquement distribuées suivant n. Nous avons
(1)
f(X) n(f).
(2 Si de ptus n(If2) <œ, alors( f(X) - n(f)) N(O, u2(f))
oùu2(f) = n(1f12) - (n(f))2.
Donc pour calculer n(f), on va simuler X1,. . . ,X,, i.i.d. n (par exemple en
utilisant l’algorithme Rejet) et utiliser
o(f) f(X). (0.3.1)
De plus, le point (2) du théorème 0.3.1 nous enseigne que la vitesse à laquelle
*o(f) converge vers n(f) est de l’ordre de , indépendamment de la dimension de
l’espace X. En pratique, on utilise le fait que /7 ( ‘Z1 f(X) — n(f)) converge
en loi vers une loi normale pour obtenir un intervalle de confiance pour n(f), ce
qui tient lieu d’estimateur de l’erreur commise en estimant n(f) par o(f). Cette
méthode d’estimation d’erreur explique pourquoi l’existence d’un théorème limite
central est si importa.nte pour l’utilisation des méthodes de Monte Carlo.
On peut ansi utiliser la méthode “Importance Sampling” de IVlarshall (1956). A
cette fin, on note que n(f)
= f f(x)w(x)Q(dx). Ainsi, on peut simuler Z1,. . ,Z,,
i.i.d. Q et utiliser
= f(Z)w(Z). (0.3.2)
Exemple 0.3.1 (Calcul de f x5f(x)dx où f est la densité d’une loi de student en
simulant d’une Cauchy). Soit f(x) = (i + r)’’)/2 la densité d’une
toi de student à y > 1 degré de liberté. Supposons qu’on veut estimer j x5f(x)dx.
On peut utiliser la méthode “Importance Sampling” en simulant des observations
de ta loi de Cauchy C(0, 1). Notons g(x)
= (1±2) la densité de la loi de Cauchy
C(0, 1). On obtient l’algorithme
8Algorithme 0.3.1. (1) Simuter U1 ... , U,, i.i.d. U(O, 1).
(2v) Pour i = 1 à n. faire Y tan (ir (U
— i)), faire X = Y si > 2 et
xi = o sinon.
(3,) Estimer I par:
Î=
En faisant une petite simutation, te lecteur peut facilement se convaincre que
Î est meilleur que l’estimateur qu’on obtiendrait en simulant directement de t(v),
l’écart s’accentuant à mesure que y devient grand.
Pour que le Théorème 0.3.1 (2) soit valide pour (f), il faut garantir que
f f2(x)w2(x)Q(dx) < no. Une condition suffisante pour cela est que ir(f2) < no
et que la densité w soit bornée. C’est-à-dire que Q ait des queues plus épaisses
que ir. Voir Geweke (1989) pour d’autres conditions. Lorsque w est bornée, on a
vu qu’on peut aussi utiliser l’algorithme de Rejet (Algorithme 0.2.1). La question
se pose donc de savoir laquelle des deux approches est la meilleure entre utiliser
(0.3.1) où X1,..., X,, sont les observations acceptées de l’algorithme de Rejet ou
utiliser (0.3.2) avec les n + t observations Z de l’algorithme de Rejet nécessaires
pour obtenir ces n observations Xj,. . . ,X,,. Il n’est pas facile de répondre à une
telle question. On peut trouver des éléments de réponse dans Casella and Robert
(1998).
Une autre question intéressante est celle de déterminer la meilleure mesure
de probabilité Q à prendre pour utiliser la méthode Importance Sampling. La
proposition suivante répond à la question et peut être trouvée dans Robert and
Casella (1999).
Proposition 0.3.1. La variance deûi(f) est minimisée pour Q(dx) If I(x)ir(dx).
0.3.2. Méthode de la variable de contrôle pour la réduction de va
riance
Il existe plusieurs méthodes de réduction de variance en simulation Monte
Carlo. Pour plus de détails on peut consulter Ripley (1987), fishman (1996).
9Nous présentons ici la méthode de réduction de variance par variable de contrôle
parce qu’on s’y est spécifiquement intéressé.
Le contexte est le même qu’à la section 0.2. Supposons qu’on voudrait évaluer
l’intégrale ir(f). Supposons qu’on connait une autre fonction C telle que 7r(C) O
et ir(C2) < oc. Soit X1,... , X i.i.d. 7t. L’estimateur par variable de contrôle est
*cv(f) f(X) -/3C(X) (0.3.3)
En choisissant 3 = on peut montrer que *cv(f) a une variance plus petite
ou égale à la variance de l’estimateur (0.3.1). C’est dans ce sens que l’utilisation
d’une variable de contrôle constitue une méthode de réduction de variance. C’est
une méthode très efficace particulièrement parce qu’elle fait intervenir très peu
de calculs supplémentaires par rapport à l’estimateur de base 0(f) comparé
à d’autres méthodes de réduction de variance. Mais en pratique, très souvent la
valeur optimale de /3 donnée par -jf n’est pas connue. Dans notre premier essai,
“Monte Carlo Simulation via Control Variates”, nous proposons un estimateur où
la connaissance de /3 n’est pas nécessaire, dans le sens que notre estimateur estime
/3. Nous montrons que notre estimateur est sans biais et est asymptotiquement
équivalent à ficv(f).
Une question naturelle est de savoir s’il est aussi possible d’utiliser Festimateur
frcv(f) lorsque les (Xi) forment une chaîne de Markov avec une expression simple
à estimer pour la valeur optimale de /3. Nous nous sommes intéressé à la question
et nous y donnons une réponse affirmative dans notre essai “Improving on the
Independence Metropolis-Hastings Algorithm”.
0.4. MÉTHODES DE MONTE CARLO PAR CHAÎNES DE MARKOV
Lorsque la dimension de l’espace devient très grande, et/où que la distribu
tion d’intérêt est compliquée, il est souvent difficile de simuler des observations
i.i.d. de cette distribution. Une solution possible est de simuler d’une autre dis
tribution plus simple et d’utiliser l’échantionneur pondéré comme on l’a vu à la
section 0.3.1. Une autre possibilité est de simuler des observations dépendantes
‘o
approximativement distribuées selon la distribution d’intérêt par les méthodes
MCMC.
0.4.1. Introduction aux Chaînes de Markov
Nous commençons par une introduction aux chaînes de Markov. Notre pré
sentation est basée sur lVIeyn et Tweedie (1993) et nous référons le lecteur à cet
ouvrage pour les preuves et des références supplémentaires. Le contexte est le
suivant. Soit (X, F, 7r) un espace de probabilité où n est la mesure de probabilité
d’intérêt.
Définition 0.4.1. Une chaîne de Markov (homogène) sur (X,F) est un processus
stochastique (X)>0 tel que
Pr(XEAjXo,...,X) = Pr(XEAIXi)
Pr(X1E AIX0).
Définissons P: X x F —* [0, 1] par P(a, A) := Pr (X1 E AIX0 = z). P s’ap
pelle le noyau de transition de la chaîne. Plus généralement, on appelle noyau de
transition toute fonction P t X x F — [0, 1] telle que P(x,.) est une mesure de
probabilité pour tout z E X et telle que P(., A) est une fonction mesurable pour
tout A E F. A partir d’un noyau de transition P, on peut définir ses itérés qui
sont aussi des noyaux de transition de la façon suivaite
P°(x, dy) := 6T(dy), où f, est la mesure de Dirac en x et
P(s,dy) := f P(x,dz)P(z,dy) pour n 1.
En fait, P’(x,.) est la distribution de X lorsque Xo = z, de façon que partant
d’une distribution initiale t (c’est-à-dire la distribution de X0) et de P, on peut
obtenir toute la loi du processus (X). Et réciproquement, parta.nt d’une distri
bution t et d’un noyau de transition P, on peut construire une chaîne de JVlarkov
qui admet i comme distribution initiale et P comme noyau de transition. Il s’agit
là d’un résultat non trivial qui fait appel à des théorèmes de construction de pro
cessus stochastiques tels que le théorème d’existence de Kolmogorov (Billingsley
(1993), section 36) ou le théorème de Ionescu-Tulcea (Neveu (1965), proposition
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V 1.1.). Voir Meyn et Tweedie (1993), chapitre 3 pour plus de détails et d’autres
références.
Définition 0.4.2. Une chaîne de Markov de noyau de transition P est dite
—zrrednctzbÏe s ‘il existe nue mesure de probabzlzté telle que
pour tout x e X, pour tout A e T tel que (A) > 0, il existe n0 tel que
pno(x,A) >0.
Définition 0.4.3. Une chaîne de Markov de noyau de transition P est dite apé
riodique s’it n’existe pas de partition S S U ... U S avec d 2 telle que
P(x,S+1) 1 pour tout x E S, i = 1,...,d —1 et P(x,Sy) = 1 pour tout
X E Sd
Définition 0.4.4. Une mesure de probabilité n est dite invariante pour le noyau
de transition P si:
n(A) = nP(A) := f n(dx)P(x, A), pour tout A e F.
Définition 0.4.5. Une chaîne de Marhov de noyau de transition P et de distri
bution invariante n est dite ergodique si
lP(x,)
- n(.)II 0,
où := sup {j(A)l, A e F} = SUPf<l If f(x)t(dx)l est la norme de ta
variation totale de i.
Un résultat important de la théorie des chaînes de Markov dans des espaces
généraux affirme qu’une chaîne de Markov —irreductib1e, apériodique et qui
admet une distribution invariante est ergodique.
Si une chaîne de Markov (X) de noyau de transition P est ergodique, alors
pour toute fonction f: X —* R telle que n(If I) <oc
f (Xk)
P1—presque surement pour n—presque tout, x, où lP est la loi du processus ob
tenue lorsque la loi initiale est la mesure de Dirac . Voir Athreya et al. (1996)
pour une démonstration complète et détaillée. Ce résultat, est souvent appelé
le théorème ergodique pour les chaîne de Markov. Il remplace la loi forte des
grands nombre sur laquelle se base les méthodes de lVlonte Carlo statiques (voir
le théorème 0.3.1). On voit donc comment procède les méthodes MCMC : simuler
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une chaîne de Markov ergodique de distribution invariante n et estimer ir(f) par
o(f) ‘Zf(Xk).
Contrairement aux méthodes de Monte Carlo statiques où la condition n(f2) <
oc suffit pour obtenir un théorème limite central pour 0(f), dans le cas des mé
thodes IVICMC, cette condition ne suffit plus. L’existence d’un théorème limite
central dépend fondamentalement de la vitesse à laquelle la chaîne converge vers
sa distribution invariante.
Définition 0.4.6. Une chaîne de Markov de noyau de transition P et de distri
bution invariante n est ergodique à ta vitesse r(n) (où (r(n)>o) est une suite de
nombres réets convergeant vers 0) s ‘il existe une fonction V X —÷ R telle que
IIPtx,.)
- n(.)II <V(x)r(n).
Lorsque r(n) = p’ pour un certain p < 1, on dira que P est géométriquement
ergodique (Nummelin et Tuominen (1982), Roberts et Rosenthat (1997)). Mais si
r(n) = n1 TOUT un certain q > 0, on dira que la convergence de P est polynômiate
(Nummetin et Tuomznen (1983), Tuominen et Tweedie (1994), Jarner et Roberts
(2002)).
Lorsque la vitesse de convergence d’une chaîne de lVlarkov est géométrique,
on obtient aisément un théoreme limite central pour o(f).
Théorème 0.4.1 (Chan & Geyer 94). Si P est géométriquement ergodique, alors
pour toute fonction f telle que n(Iff2) < oc, il existe u2(f) <oc telle que
(o(f) - n(f)) £ N(O, u2(f)). (0.4.1)
n—+œ
Définition 0.4.7. Une chaîne de Markov de noyau de transition P est dite réver
sible par rapport à la mesure de probabilité n (n—reversibÏe) si n(dx)P(x, dy) =
n(dy)P(y, dx) (en tant que mesures sur X x X).
En évaluant les deux membres de l’égalité de réversibilité n(dz)P(x, dy) =
n(dy)P(y,dx) sur A x X, on obtient n(A) = n(dy)P(y,A) pour tout A E X
qui dit que n est une distribution invariante pour P.
Théorème 0.4.2 (Roberts & Rosenthal 97). Si en plus d’être géométriquement
ergodique, P est n—reversibte alors (04.1) est vrai même si f vérifie seulement
n(f2) <oc.
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Le théorème 0.4.2 se base sur le théorème de Kipnis-Varadhan (Kipnis et
Varadhan (1986)) qui est à notre connaissance le résultat le plus général qui existe
sur les théorèmes limites centraux pour les chaînes réversibles. De façon générale,
lorsqu’on perd l’ergodicité géométrique, la classe des fonctions pour lesquelles un
théorème limite central est vérifié devient limitée. Par exemple, si la convergence
de la chaîne n’est que polynomiale, on peut obtenir un théorème limite central
pour les fonctions bornées (où plus généralement pour des fonctions dominées par
un certaine fonction V qui intervient dans la vitesse de convergence de la chaîne).
Voir Jarner et Roberts (2002) par exemple.
On va finir cette sous-section en faisant le lien entre les chaînes de Markov
et les opérateurs linéaires qu’elles induisent. Pour plus de détails, nous référons à
Krengel (1985), Baxter et Rosenthal (1995), Roberts et Rosenthal (1997). Notons
L2(7r) l’espace de Hilbert des fonctions f : X —* R telles que ir(If 2) < 00. Un
noyau de transition P de distribution invariant 7T induit un opérateur linéaire
qu’on va noter T sur L2(71) par TJ(x) := f P(x, dy)f(y). T est un opérateur
borné qui admet 1 comme valeur propre et qui est auto-adjoint lorsque P est
qr—réversible. Notons T0 la restriction de T sur L(ir) := {f e L2(ir) : 7c(f) = 0}.
Notons r(To) le rayon spectral de T0 défini par r(To) := limnœ IITII. Lorsque
P est 7f—réversible, un résultat bien connu (obtenu par Roberts et Rosenthal
(1997)) dit que l’ergodicité géométrique telle que définie à la définition 0.4.6 est
équivalente à r(To) < 1. Dans le cas des chaînes non-réversibles, on peut encore
se demander si l’ergodicité géométrique est aussi équivalente à r(To) < 1. A notre
connaissance, il s’agit d’un problème ouvert. Si la réponse est oui, alors même
sans l’hypothèse de réversibilité, on aurait un théorème limite central pour toutes
les fonctions de L2(7f), ce qui serait très intéressant en MCMC.
0.4.2. Algorithmes MCMC usuels
La question qui se pose maintenant est de savoir comment simuler en pratique
une chaîne de Markov qui admet n comme distribution invariante. Comme nous
l’avons vu, on peut se contenter de simuler des chaînes qui sont réversibles par
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rapport à îr ce qui est plus facile en général. L’algorithme pour ce faire est l’algo
rithme de IVletropolis-Hastings. Comme précédemment, soit (X, F, ir) un espace
de probabilité où ir est la mesure de probabilité d’intérêt. Soit Q un noyau de
transition sur (X, F) tel que Q(x,
.) est absolument continue par rapport à ir et
nous écrirons Q(x, dy) = w(x, y)7r(dy). Le noyau de transition Q s’appelle com
munément le noyau de transition instrumental et les observations générées de ce
noyau sont les observations proposées. Posons





Algorithme 0.4.1 (Algorithme de Metropolis-Hastings). Démarrons ta chaîne
en un point quelconque X0 x0 et supposons qu’à ta n—ième itération on a
X,, = x. Alors, nous attons
(1) Simuter Y r Q(x,.)
Simuler U U(O, 1).
(2) SiU<c(x,Y),faireX,,+i=Y.
Sinon faire X,, = x.
Le noyau de transition de la chaîne générée par cet algorithme peut s’écrire
P(x,dy) = c(x,y)w(x,y)ir(dy) +r(x)(dy) (0.4.2)
avec r(x) = 1
— f c(x, y)w(x, y)rr(dy), la probabilité de rejet de l’algorithme.
On voit donc que
n(dx)P(x, dy) = c(x. y)w(x, y)n(dx)n(dy) + r(x)ir(dx)(dy).
Etant donné que c(x, y)w(x, y) est une fonction symétrique en :1; et y, on a
f J (x,y)w(x,y)n(dx)n(dy) J f{xA) {yEB} {xEA} {yeB}
n
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pour tout A, B E F et
f f r(x)(dx)1(dy) f{xEA} {yeB} {xA}
= f r(y)(dy){yeÀ}
f f{yeA} {xB}
ce qui montre que 7r(dx)P(x, dy) = ir(dy)P(y, dx). Donc, l’algorithme de Metropolis
Hastings produit bien une chaîne de Markov qui admet ‘‘r comme distribution
invariante.
L’algorithme de Metropolis-Hastings est très général et contient plusieurs cas
particuliers très utilisés en pratique.
(1) Algorithme de Metropotis-Hastings Indépendant.
Dans ce cas. Q(x,.)
= Q(.). Cet algorithme a été abondamment étudié
(Lin (1996), Smith et Tierney (1996), Mergersen et Tweedie (1996)).
(2) Algorithme de Metropotis-Hastings Marche A téatoire
Dans ce cas, X = Rd et on suppose que Q(x,dy) = q(x,y)dy où dy
désigne la mesure de Lehesgue sur Rd. L’algorithme de Metropolis Marche
Aléatoire propose d’utiliser q telle que q(x, y) ne dépende que de y — x.
La version la plus populaire de cet algorithme est de prendre q telle que
q(x, y) ne dépende que de I — xi où est la distance euclidienne de
RI. On parle alors de Marche Aléatoire Symétrique. Voir Mergersen et
Tweedie (1996)), Jarner et Hansen (2000), Jarner et Tweedie (2001).
(3) Algorithme de Gibbs
C’est sans doute l’algorithme le plus utilisé en statistique appliquée et par
ticulièrement en statistique bayésienne (Gelfand and Sinith (1990). Robert
(2001)). Ici aussi, pour simplifier, on va supposer qtie X = R’ et que ir ad
met une densité par rapport à la mesure de Lebesgue que nous noterons
aussi ir(x). Supposons qu’on sait simuler des d distributions condition
nelles de (x ix())
=
Ici x(_) = (x1 ,...,zi’ x; xd).
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Avec ces hypothèses et notations, le noyau Q = Q de Cibbs a pour den
sité
qj(X, )
Concrètement, partant de x = (x;,. . , xj), cela revient à simuler Y
lrt.Ix(_i)) et à retourner Y (xi,... .
.
,x). Dans ce cas,
on a:
— M fQX,)
\ 7t(X X(_j) )n(x(_) ) îr(y I x(_1))
=1.
Donc, tous les Y proposés sont acceptés. Soit P
= Q le noyau de la
chaîne générée par l’algorithme que nous venons de décrire. Pour avoir de
bonnes propriétés de convergence, il est necéssaire de composer les P soit
de façon déterministe P P1 . .
.
P,, soit de façon aléatoire (uniforme)
P = (P + . . + P). L’algorithme de Gibbs a été étudié par exemple
dans Roberts et Poison (1994), Schervish et Carlin (1992).
Il y a principalement deux problèmes qui se posent dans l’utilisation des
méthodes MCMC. Etant donné que la chaîne (X) est généralement démarrée
en un point quelconque 10 e X, l’estimateur *o(f) est biaisé. Pour réduire ce
biais, la pratique courante est de supprimer une partie de la chaîne et utiliser
f(X) à la place de *(f). Ce problème est aussi connu sous le nom
de “burn-in” problème. L’idée étant de choisir t tel que X soit approximative
ment distribuée suivant ir. Ce problème a conduit aux méthodes de diagnostic de
convergence pour lesquelles nous référons le lecteur à Brooks et Roberts (199$),
Mengersen et al. (1999) pour une bonne revue de littérature. Une autre approche
de solution plus rigoureuse tnais plus ardue adoptée par Rosenthal (1995), Roberts
et Tweedie (1999). Douc et al. (2002) consiste à rechercher une borne supérieure
calculable pour IIP(x,-)
—
ir(.)II et utiliser cette borne pour déterminer t.
Le second problème important des méthodes MCMC est celui de la validité
d’un théorème limite central afin de permettre une estimation d’erreur de ]a mé
thode. Des problèmes reliés et tous aussi importants sont ceux de l’estimation
effective de cette erreur et la possibilité de dévélopper des estimateurs de plus
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petite erreur. L’approche de solution consiste dabord à développer des algo
rithmes (lui ont des vitesses de convergence les plus rapides possibles. C’est dans
cette direction que se situe nos contributions dans le troisième essai. Dans notre
deuxième essai nous proposons plusieurs méthodes de réduction de variance pour
l’algorithme de Metropolis Indépendant.
Avant une description plus détaillée du contenu des essais, nous commençons
par donner une revue générale des résultats de convergence connus pour les algo
rithmes MCMC présentés plus haut.
0.4.3. Propriétés de convergence des algorithmes MCMC
On va commencer par la proposition suivante qui montre qu’il n’est pa.s très
difficile de construire un algorithme de Metropolis-Hastings ergodique.
Proposition 0.4.1. Supposons que w(s, y) > 0 pour tout x, y E X et qu’il existe
un ensernbte A E F, ir(A) > 0 et e > O tels que
w(x, y) > e pour tout x, y E A. (0.4.3)
A lors Ï ‘algorithme de Metropotis-Hastings est ergodique.
Dans beaucoup de situations pratiques, X = Rd et n admet une densité n(x)
qui est partout positive et bornée sur des ensembles compacts. Dans une telle
situation, en prenant un noyau de transition instrumental Q(x, dy) = q(x, y)dy
avec q continue et partout positive, on peut prendre A comme n’importe quel sous
ensemble compact de Rd dans la proposition 3.2.1 et l’algorithme de Metropolis
Hastings résultant est ergodique.
En ce qui concerne la vitesse (le convergence des algorithmes MCMC, la si
tuation la plus simple est celle de l’algorithme de Metropolis Indépendant. On a
le résultat suivant dû à Mergersen et Tweedie (1996).
Théorème 0.4.3. Notons P le noyau de transition de l’algorithme de Metropotis
Indépendant de distribnt%on invariant n et de distribution instrumentale Q. Soit
w(x) = la densité de Q par rapport à n. Posons p = inf-ess w(x) (infimum
essentiel pris par rapport à n).
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(j): Si p > 0 alors pour tout n 1,
IIP(x,.) 7T()IIvr (1_ p)fl, (0.4.4)
pour tout x X.
(ii): Si p = 0, alors P ne peut pas converger à une vitesse géométrique.
La condition p > O est équivalente à dire que Q a des queues plus épaisses
que n. Mais lorsque p = 0, en fait il est possible que P converge à une vitesse
polynômiale. Voir par exemple Jarner et Roberts (2002). La situation est moins
simple pour l’algorithme de Metropolis-Hastings Marche Aléatoire Symétrique
(MHMAS). D’abord on a le résultat négatif clair suivant dû à Jarner et Hansen
(2000) et Jarner et Tweedie (2001).
Théorème 0.4.4. Supposons que pour tout s > 0, f e4’1n(x)dx oc. Alors
l’algorithme de MHMAS ne peut pas être géométriquement ergodique.
Ce résultat dit que lorsque la densité d’intérêt a des queues plus épaisses que
les fonctions exponentielles, aucun algorithme de 1\’Ietropolis-Hastings de type
Marche Aléatoire Symétrique ne peut converger à une vitesse géométrique. Mal
heureusement, même si la densité n a des queues qui décroissent suffisamment
rapidement, ce n’est pas automatique que l’algorithme MHMAS converge géomé
triquement. Certaines conditions de courbure des lignes de niveau de la densité
rentrent également en jeu. Voir Roberts et Tweedie (1996), Jarner et Hansen
(2000).
De façon plus générale, si r(x), la probabilité de rejet de l’algorithme de
Metropolis-Hastings est telle que sup-ess r(x) = 1, Roberts et Tweedie (1996)
ont montré qu’un tel algorithme ne peut pas converger à une vitesse géométrique.
Dans notre troisième essai, nous prouvons une réciproque de ce résultat. Nous
montrons que si sup-ess r(x) < 1 et si une condition supplémentaire de compa
cité est satisfaite, alors l’algorithme de l\’letropolis-Hastings est géométriquement
ergodique. A l’aide de ce résultat, nous avons proposé une version de 1’ algorithme
de Metropolis-Hastings appelé Metropolis Restreint avec comme objectif de com
biner les propriétés de l’agorithme de Metropolis Indépendant et de l’algorithme
de Metropolis Marche Aléatoire. Lorsque tous ses paramètres sont bien définis,
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notre algorithme explore X d’une manière très similaire à l’agorithme MHMAS
mais sa convergence géométrique (ou non) peut se vérifier en comparant tout
simplement les queues de îr et celles des densités instrumentales utilisées comme
dans l’algorithme de Metropolis Indépendant.
La convergence géométrique de l’algorithme de Gibbs est peut-être plus dif
ficile en général. On peut montrer que dans le cas de l’algorithme de Gibbs dé
terministe, le noyau de transition induit admet une densité par rapport à r
P(x, dy) k(x, y)ir(dy). Les résultats qui existent sur l’ergodicité géométrique
de cet algorithme supposent des conditions qui sont assez difficiles à vérifier en
pratique. Par exemple Roberts et Polson (1994) supposent l’équicontinuité de la
famille de fonctions {k(x, ), x e X} et Schervish et Carlin (1992) supposent que
l’opérateur intégral induit par P est de type Hilbert-Schmidt.
0.5. DESCRIPTION DTAILLE DES ESSAIS
0.5.1. Monte Carlo Simulations via Control Variates
Dans cet essai, nous proposons une méthode de réduction de variance qui
utilise des variables de contrôle. Supposons qu’on a une variable aléatoire X et
nous nous intéressons à i — E(X) avec u2 = var(X) < œ . Supposons qu’on
dispose d’un autre vecteur aléatoire Y telle que E(Y) O and cov(Y) = I. Notons
Var(Y,X) et supposons que y O. Basé sur un échantillon {(X7,Y)}1,
l’estimateur ordinaire de t est donné par o = X. IViais on peut utiliser
l’information disponible donnée par la propriété E(Y) O et proposer i =
1(X — 7tY). 6 est l’estimateur par variables de contrôle de i. C’est bien
connu que o et sont sans biais, var(o) u/n et var(6) (u
— 117112)/n.
Donc si ‘y est connu, 5 est meilleur que
.
Lorsque ‘y n’est pas connu, une
possibilité fréquemment utilisée consiste à estimer ‘y clans l’expression de 6. Une
telle approche induit un biais dans S et peut parfois contribuer à augmenter la
variance de . Notre contribution dans ce travail consiste à proposer un nouvel
estimateur 2 qui est sans biais, asymptotiquement équivalent à co et ne nécessite
pas le calcul de ‘y. Soitj Zu, Nous montrons que 2 donné
par 2 = 1(X — ‘yY) permet d atteindre ce but.
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Par la suite nous appliquons l’idée à l’algorithme de Rejet et à la méthode
Importance-Sampling. Dans le cas de l’algorithme Rejet, nous proposons aussi
une version Rao-Blackwellisée de l’estimateur ainsi développé.
0.5.2. Improving on the Independent Metropolis-Hastings algorithm
Dans ce travail, nous montrons comment obtenir de meilleurs estimateurs
d’intégrales de type ir(f) f f(x) 7r(dx) lorsque l’algorithme de Monte Carlo
utilisé est l’algorithme de JVletropolis-Hastings Indépendant (MHI). Rappelons
que dans l’algorithme MHI, lorsque le processus se trouve au point x au temps
n, donc pour X x, l’algorithme MHI procède en proposant une observa
tion Y distribuée selon Q et U uniformément distribué sur l’intervalle (0, 1).
Si U c(x,Y), X,1 = Y, sinon X,y x. Alors nU) est estimé en utilisant
*(f) f(X). Il arrive très souvent que des informations auxiliaires sont
disponibles sur la distribution instrumentale Q on connait une variable g telle
que f g dQ = O et f g2 dQ 1. Notre première amélioration utilise ces informa
tions sous forme de variables de contrôle évaluées sur les données générées par
la loi de probabilité instrumentale de l’algorithme pour proposer une nouvelle
classe d’estmateurs de 7r(f), 8(f) Z1(f(X) — /3g())/n. Nous obtenons
une forme explicite de la variance de notre estimateur pour une taille fixe et
montrons que pour des bien choisis, cette variance devient inférieure à celle
de l’estimateur usuel *(f) lorsque la taille de l’échantillon devient grande. La
seconde approche que nous avons proposée capitalise sur le manque de symé
trie de l’algorithme Mli. En effet, la chaîne (X1, . . . ,X,) de l’algorithme MHI
tel que décrite ci-dessus est formée en utilisant la séquence de variables aléatoires
((U1, Y1), (U9, Y2),.. . , (U,, Y)). Soit S l’ensemble des permutations de {1 n),
et soit s e S. Si on recommence l’algorithme de MHI mais en utilisant plutôt la
sequence ((U(l), Ysp), (U5(2), Y3(2)), . , (Usn, }‘s(n))), on obtient un estirnateur
tout aussi valide de n(f) que nous noterons *f(s). *(f) et lrf(s) sont différents en
général mais ont la même distribution. Alors v(s)frf(s) est un meilleur esti
mateur que ‘fr(f) où O est un sous-groupe de S et y une distribution de probabilité
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non dégénérée sur O. Nous donnons un exemple d’un tel sous-groupe et fournis
sons la forme explicite de l’estimateur qu’il induit. Comme troisième méthode de
réduction de variance, nous avons développé les versions Rao-Blackwellisées des
deux estimateurs présentés ci-dessus. La Rao-Blackwellisation permet en general
de faire des réductions de variance importantes mais au prix de calculs prohibitifs.
Nous parvenons aussi à déterminer une borne explicite sur la plus grande amé
lioration que nos méthodes peuvent produire en comparaison avec l’estimateur
usuel.
0.5.3. Geometric Ergodicity of the Restricted Metropolis Algorithm
Cet travail contient principalement deux résultats. Le premier concerne l’ergo
dicité géométrique de l’algorithme de Metropolis-Hastings (MH). Nous avons vu
à la section 3.2.1 que le noyau de transition de la chaîne de Markov engendrée par
l’algorithme JVIH peut s’écrire : P(x, dy) o(x, y)w(x, y)ir(dy) + r(x)6(dy) où
r(x) = 1
— f c(x, y)w(x, y) 7r(dy) et 6(dy) est la masse de Dirac en x. Ce noyau
de transition engendre un opérateur linéaire sur l’espace L2(r) des fonctions f
réelles (le carré ir—intégrable par Kf(x)
= f f(y)P(x, dy).
Dans le cas particulier de l’algorithme MH, K s’écrit t Kf(x) = Mj(x) +
Uf(x), où i”r est l’opérateur de multiplication par r la probabilité de rejet
Mrf(x) r(x)f(x), et U est l’opérateur intégrale Uf(x) f (x, y)w(x, y)f(y)ir(dy).
On définit le spectre de K par u(K) = {.) e R t K — non inversible} (où I est
l’opérateur identité) et le trou spectral de K par r(K) = 1—sup {j’I t e u(K) \ {1}}.
Lorsque r(K) > O, on dit que K admet un trou spectral. Si l’opérateur K de l’al
gorithme MH admet un trou spectral, il est bien connu que l’algorithme a une
convergence géométrique vers sa distribution stationnaire, c’est à dire qu’il existe
V une fonction et p < 1 tels que JP(x,)
— 7rI’ < p”V(x). En général, p et V
ne sont pas connus, autrement dit, cette borne n’est pas calculable. Mais l’exis
tence d’une convergence géométrique a des consequences pratiques importantes t
l’existence d’un théorème central limite pour certaines fonctions de la chaîne,
l’applicabilité de certaines méthodes de diagnostic de convergence de la chaîne.
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Dans ce travail, nous trouvons une condition suffisante sous laquelle l’opé
rateur K de l’algorithme de Metropolis-Hastings admet un trou spectral. Nous
avons montré que si P est ergodique, sup-ess r(x) < 1 et si U est compact alors
K admet un trou spectral. Dans le cas particulier de l’algorithme de Metropolis
Hastings Indépendant (MHI), le professeur Jun S. Liu a trouvé le spectre de
l’opérateur engendrée K dans le cas où l’espace des états est discret (K est donc
une matrice) et a conjecturé le résultat dans le cas où l’espace des états de la
chaîne est arbitraire. Nous avons montré que cette conjecture est vraie lorsque
l’espace des états est un espace euclidien (qui englobe la plupart des cas rencon
trés en pratique). Ce qui permet de retrouver des résultats (déja existants) sur les
conditions nécessaires et suffisantes d ‘ergodicité géométrique pour l’algorithme
MHI.
Le deuxième résultat important de ce travail est en fait un algorithme. L’idée
part d’un théorème de Jarner et Tweedie (2000) qui dit que si les queues de la
distribution d’intérêt ir sont trop épaisses (fat tail distribution), l’algorithme de
Metropolis-Hastings I\’larche Aléatoire Symétrique (MHMAS) ne peut pas être
géométriquement ergodique. Notons que l’algorithme MHMAS est une des ver
sions les plus utilisées en pratique de l’algorithme de Metropolis-Hastings. Nous
avons montré qu’en restreignant le comportement de type marche aléatoire de
la chaîne sur un ensemble convexe compact, et en choisissant bien les queues de
la distribution instrumentale, on arrive à fabriquer un algorithme qui est géo
métriquernent ergodique. En fait, notre algorithme empêche les éléments de la
famille de distributions instrumentales Q(x,.) de s’éloigner trop de ir. Il fournit
donc une alternative intéressante à l’algorithme MHMAS lorsque les queues de la
distribut.ion r sont trop épaisses.
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Chapitre 1




Thïs paper proposes methods to improve Monte Carlo estimates of a mean u
using a covariate. In the paper, we propose a new unbiased estimator when the
correlation with the covariate is unknown. We apply our resuits to the importance
sampling and the accept-reject aïgorithm. We also work on Rao-Blackwellizations.
Numerical resuits are given.
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This paper is about variance reduction. For an introduction to the subject
see Tierney (1994), Chen et al. (2000) and Evans and Swartz (2000). Consider
X a random variable and Y a random vector. Let i E(X), j2 = var(X) and
7 cov(Y X). Suppose that y O and assume that E(Y) O and cov(Y, Y) I.
Consider {(X, Y)}1 a sample of size n, n > 1. We want to estimate ji. The
standard estimator is given by
o=1xi
while, , the estimator which uses the covariate Y, is given by
It is well known that 6 and ; are unbiased, var(o) u2/n and var(Si)
(u2
— 117112)/n. If y is known then it is aiways better to use 6 than o• If is
unknowll then is not available. A naïve approach consists of replacing 7 by
an estimate in the expression for 6. In general, this approach will introduce bias





—f O as n —* œ.
In Section 2 ouï estimator 2 is introduced. In Section 3 we apply the resuits of
Section 2 on the importance sampling algorithm and the accept-reject algorithm.
In the case of the accept-reject algorithm, we also develop a Rao-Blackwellization.
This one is different from those introduced by Casella and Robert (1996), Casella
and Robert (1998) and it is doser to the one in Perron (1999). This last devel
opment is really a key element in this paper. Finally, we give numerical resuits.
1.2. BAsic RESULT
The main idea in this section is to develop n unbiased estimates of
.
These
estimates depend on i, they are called ‘‘j, and they are such that 5’j and Y, are
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independent for each value of i, i 1, 2,..., n. More precisely, we set
n—1 {j: ji}
—
Theorem 1.2.1. The estimator is nnbiased and
var(2) var(i) + 1 1)tr{covtXY) + cov(XY,Y)covt(XY,Y)}.






i=1 i=1 j=1 i=1 j=1
Zvar(Xi)
— n2(n— 1) cov(X,Xk)i=1 i=1 j=1 {k: kj}
1)2 { cov(Xk,XeY)})
i= {k: ki} {L i}
+ cov(XkY1,X4’7)}
{j: ii} {L £i}
= var[Xi
—
2(_ 1) cov(X, XkY)i=1 j=1 {k: kj}
+2( 1)2 var(Xk}Ç) +
=1 {k: ki} {j: ji}
- 2III2 + [II7II2 + 1 tr{cov(XY)}]
n n n n(n—1)
+
1
tr{cov(XY Y)covt (XY, Y)}
n(n
— 1)




Consider a target distribution P and a proposai Q where P is absoluteiy
continuous with respect to Q and w = cIP/UQ is the Radon-Nikodm derivative.
Let
—_fhdP.
We are interested in the estimation of j. Usually, Q is a well known distribution
and it is easy to find a function g0 which is a good approximation of h and
for which i90 = f go dQ and cr f(go — p’go)2 dQ are known. Therefore, the
function g which is given by g = (go—tg0)/ug0 cari be useful in the construction of
a covariate. The first application is based on the importance sampling algorithm
whuie the second application is based on the accept-reject algorithm.
In the importance sampling algorithm we start with Z1, Z2,. . . , Z,, an iid
sample from Q. We set
= w(Z)h(Z),
for i= 1, 2, .. . , n.
In the accept reject algorithm we assume that w is bounded from above and
we find a constant c where c is an ripper bound for w. The algorithm starts with
{ U,): i = 1,2, . . . ,n and j = 1,2 N}. Here, the random variables
form an iid sample from Q, the random variables form an iid sample from
the uniform distribution on (0, 1) and N is a stopping time counting the number
of trials necessary for the first occurence of the event w(Z,). In other
words, > w(Z,) for j = 1, 2,. . . , N — 1 while cU,N w(Z,N). In this
approach, the marginal distribution of Z.,1 is Q for all i while the conditional
distribution of given that j = N becomes the target distribution, that is to
say P, for all i as well. Therefore, we can set
= h(ZNj,
= g(Z,1),
for 1, 2, ... , n.
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Finally, this algorithm cari be improved via a Rao-Blackwellization. In Casella
and Robert (1996), Casella and Robert (1998) or Perron (1999), different Rao
Blackwellizations have been proposed. They cari be applied directly to our prob
lem. However, even if these approaches offer considerable improvement, they may
not be useful in practice because they are enormously time consuming, to say the
least. Here, we shah consider a Rao-Blackwellization such that the number of
operations in the evaluation of the estimator grows Iinearly with n. In fact, we
shah take conditional expectations given that the event T = {(Z,(J),N): i =
1,2,. . , n and j 1,2, . . . , N} is fixed where Z,(i), Z,(2),. . , Ziv represent
the order statistics based on Z,1, Z,2,.. . , Let
X—E(XlT), y* E(IT) =E(XIT), and7=
for i = 1, 2, . . . , n. The Rao-Blackwellized version of 6 becomes with
=
-
















Example L3J. Computation of the mean i of a Gamma Distribution.
This exampte cornes fTom Caseita and Robert (1996). The taTget is a Gamma
distribution with mean c and variance white the pToposat is Gamma distribution
with mean c and variance 2/2 In fact, the proposai is the distribution of the
sum of two independent random variables exponentiatiy distributed with the sarne
mean. We obtain that
w(x) ()2x_2 exp —{(a — 2)x/}, for x > O
and w is bounded from above by w(o) for c > 2. CiearÏy, if is close to 2 from
the right then we shah have very few rejections in the accept-reject atgorithrn. In
these situations, the methods using a covariate witÏ be very efficient for Teducing
the variance. However, if o is much targer than 2, then we shah have mang
repetitions in the accept-reject atgorithrn and the improvement provided by the
methods using a covariate may be very smatt. Let us examine numericat resutts.
We consider:
h(x)x g(x)=(x-)/
so E{g(Yo)} 0, var{g(Y0)} 1 and -y = The improvement of an esti
mator compared to the standard estirnator 6 is given by 1 — var(6)/Var(o).
Our anabysis is based on an estimations of these variances using 10000 rephica
tions. The pararneter c witÏ vary from 2.2 to 22.0 and the parameter n is fixed
at 1000. We consider the improvement provided by a covariate in the importance
sampling and in the accept-reject. We have atso considered the effect of combining
a covariate with a Rao-Btackwettization or simpby using a Rao-BtackweÏtization
on its own in the case of the accept-reject algorithm. The resutts are shown in
Graph 1. We are pteased with the improvernent provided by the combination of
a Rao-Btackwehtization and a covariate. The Rao-Btackwettization increases the











Graphi: improvements of the control variai e approach.
ISC: Case of the Importance Sampling method.
ARC: Case cf the Accept—Reject algorithm.
RB: Rao—Blackwellization of the AH algorithm.
R8C:Rao—Blackwellization and control variate cf the AH algo rithm.
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Chapitre 2




This paper proposes methods to improve Monte Carlo estimates when the Inde
pendent Metropolis-Hastings Algorithm (IMHA) is used. Our first approach uses
a control variate based on the sample generated by the proposai distribution. We
derive the variance of our estimator for fixed sample sizes n and show that, as
n tends to infinity, this variance is asymptotically smailer than the one obtained
with the IMHA. Our second approach is based on Jensen’s inequality. We use a
Rao-Blackwellization and exploit the lack of symmetry in the IMHA. An upper
bound on the improvements that we can obtain by these methods is derived.
AMS Classification: 65C40, 60J22, 60J10.




Let II be a target distribution on Ru equiped with its Bore! sets Bd. In MCMC,
we are interested in having a Markov chain (X) with stationary distribution fl.
There are several ways to achieve this goal. For an introduction to Markov Chain
Monte Carlo algorithms, we refer the reader to Robert and Casella (1999) or Liu
(2001). The Independent Metropolis-Hastings algorithm (IIvIHA) is among the
most popular algorithms. It is based on a proposai P wich dominates II. Let
w = dH/dP be the Radon Nikodm derivative. The performance of the IMHA
is related to w. Here we shah assume that w is essentially bounded, that is
P[w < M] = 1 for some M < no. This condition will imply that our chain
is geometrically ergodic. In the construction process, we sample independent
and identically distributed random couples (Ui, Y), i = 1, 2 The variables U
and Y are independent with U being uniformly distributed on (0, 1) and Y being
distributed according to P. The initial distribution of the process, namely the dis
tribution of Xo is not very important. Typically, Xo is taken to be some arbitrary
point of Ru. In the following steps, X = X_ + (Y — Xt_i)I{Uw(Xi) <
for i = 1, 2 For convenience, let the random variable Y0 have distribution P.
This paper is about variance reduction. For an introduction to the subject
see Tierney (1994), Chen et al. (2000) and Evans and Swartz (2000). We are
interested in the problem of estimating i where [L = f h dll. The basic IMHA
estimator is given by: to Z h(X)/n. The performance of / as an estimator
of i will depend on FI, w, h. In general, II and h are fixed by the problem at
hand. Finding the best possible choice for w is stiil a largely unsolved problem.
However for w fixed, it is possible to go beyond the IMHA and obtain an improved
estimator. Typically, P is a well-known distribution. This means that it is easy
to generate random variables from P but it is also easy to select a control variate.
Therefore, our first approach uses a control variate g. We propose and study
the family of estimators / = Z=1(h(X) — g())/n. Our main result says
that n{Var(o) — Var()} — — (/3 /3)2 with /3 = Cov(h(Xo),g(Xo)) as
n —* oc. Suprisingly, the expression for /3o is rather simple in comparison to
nVar(/io) and this is a key element in this paper. As a by-product, our
39
method of proof also provides a very simple way to derive Var(fto) for fixed n, not
oniy for our problem but for any stationary and reversible Markov chain when
there is a spectral gap.
Our second approach uses Rao-Blackwellizations and symmetry. Casella and
Robert (1996) have shown that one can reduce the variance by a Rao-Blackwellization.
Perron (1999) showed that the Rao-Blackwellization suggested by Casella and
Robert (1996) in the case of the Accept-Reject Algorithm can be improved. Here
we show that the Rao-Blackwellization cari be improved in the IMHA as well. We
also work on the symmetry of the problem. We cari rearrange the estimator by
introducing more symmetry and this wilI reduce its variance. The second major
resuit of this paper shows that if we combine the approach based on a covari
ate with a Rao-Blackwellization then the variance reduction obtained by the two
approaches will add when combined.
2.2. VARIANCE REDUCTION VIA A COVARIATE
Our method of proof is based on the theory of linear operators in L2(ll). Con
siderthefollowingoperators: Jf(x) = E[f(X0)] for ah x, Kf(x) = E[f(X1)IX0
and Qf(x) = E{f(X1)1Y1 = x]. iViore explicitely, if I represents the identity
operator and f e L2(ll) then, after some simplifications, we obtain for ail .x e
Jf(x) = E[f(X0)]
(I - K)f(x) = E[( A (X))U - f(X0))j
Qf(x) = (J + ùi(x)(I - K))f(x),
where a A b = Min(a, b).
Remark 2.2.1. The chain is reversibte because J(f1KJ2) J(f9Kf1) for alt
bounded Junctions fi, f2.
Consider now the operator K0 = K — J. Let À0 be the norm of K0. Since w
is essentialhy bounded the operator K has a spectral gap Ào < 1 and I — K0 is
invertible.
Remark 2.2.2. If f7 f2 E L2(ll) then Gov{Kfi(Xo), f2(X0)] = Cov[Kofi(Xo), f2(X0)].
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Let g be a covariate. Consider the family of estimators j given by
(h(X) -
with E[g(Yo)] = O and Var[g(Yo)] = 1 and let
= Cov[h(Xo),g(Xo)].
Theorem 2.2.1. Under the hypothesis above, and assuming that Xo II,
nVar[] = Cov{(I — K0)’(I + K0)h(X0), h(Xo)Ï — + (3 —
—(2/n){Cov[ho(Xo), h(X0)1 — /3Cov[(I — Ko)ho(Xo),g(Xo)]}
with h0 = (I — K0)—2(I — K’)K0h.
PROOF. Since (I — K0) is invertible, one can verify that




= Var[ h(X)] - 2/3Cov[ h(X), g())] + /32
The variance terrn is given by
Var{ h(X)] 2 Cov[h(X), h(X)] — Var[h(X)j
i=1 1<i<j<T1
= 2 (n
— )Cov[h(Xe+;), h(X,)] — nVar[h(Xo)]
= 2Cov[Z(n — £)Kh(X0), Ïi(Xo)] — nVar[h(Xo)]
nCov[(I — K0)1(I + K0)h(X0), h(X0)]
—2Cov[(I — K0)2(I — K)K0h(X0), h(X0)j.
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For O, taking the condit.ional expectation gives





Using this expression we obtain







— )Cov[(I — K0)Kh(X0) , g(X0)]
Cov[Z(n — — K0)Kh(X0) ,
— Covl(I — — I)Koh(Xo),g(Xo)]
E
In most pratical situations, the algorithm is not started under the distribution
II. In the next theorem, we show that Iimn_œ nVar[û] does not depend on the
initial distribution of the chain.
Theorem 2.2.2. The asymptotic variance nVar[/j given in Theorem 2.2.1 does
not deperid on the initial dstribntion of the chain (Xv).
PR00F. Note (Y) the sequence of independent and identically distributed ran
dom variables used in the IMH algorithm to obtain the IMH chain (X). Clearly,
(X,Y) is also a Markov chain.
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In vertue ofTheorem 1.4 of Chen (1999), it is sufficient to show that (X, Y) is
an Harris recurrent Markov chain. This resuit says that the asymptotic behaviour
of an Harris 1\’Iarkov chain is independent from its initiai distribution.
We begin by finding the transition kernel R of (X, Y) as foliow:
R((u,v),A x B) :rr Pr((Xi,Yi) eA x BIX0 =u,Yo=v)
f Pr(X eAIXo=u,Yov,Yi
f [(u, Y)AtY) + (1 Y))IIAtU)]
where c(x, y) = min (1, ) is the probabiiity of accepting a move to y being in
x, and w(x) is the Radon-Nikodym density of 11 with respect to Q that
we assume to be positive everywhere.
For B e Bd, note P,JHB to denote the Independent Metropolis-Hastings ker
nel obtained by using the proposai I1B(y)Q(dy)/Q(B) (if Q(B) = 0, take PMH,3
to be the nuli kernei). Then it is easily seen that:
R((n, y), A x B) = Q(B)PMH,B(u, A). (2.2.1)
It foliows that:
f 11(du)Q(dv)R((tt, y), A x B) = Q(B) f fl(dn)PMH,B(u, A)
= Q(B)11(A).
This shows that 11 x Q is the invariant distribution of R. Next we show that R
is 11 x Q—irreducible.
Fix(u,v) ER(xRdandAxB e BdxBwith11(A) > OandQ(B) >0. Since
11 is absoiutely continuous with respect to Q, 11(A) > O impiies that Q(A) >
0. We need to show that there exists an integer n0 such that Rfb((u,v),A x
B) > 0. This is easy, since from (2.2.1), we can write: R(Qu,v),A x B)
JAnB a(u, y)Q(dy) > O because Q(A fl B) > O and w(x) > 0. Since R is invariant
with respect to 11 x Q and is 11 x Q—irreducible, theorem 1 of Tierney (1994)
asserts that R is recurrent. From Proposition 3.13 of Nummehn (1984), we deduce
that every bounded harmonic function of R (a function h is called harmonic for R
if h(u, u) = Rh(u, u) j R((n, u), dxdy)h(x, y)) is constant (equals to H x Q(h))
n43
II x Q—almost everywhere. Assume that h is any such bounded harmonie function
of R. We shah show that h is actually constant everywhere and we conclude that
R is Harris recurrent using theorem 2 of Tierney (1994).
We have: R((u,v),Uxdy) cQit,y)(dx)Q(dy) + (1 — u,y))Q(dy)(dx)
where 6, is the Dirac mass on x. Therefore we have:
Rh(n,v) = f a(n,Y)h(y,Y)Q(dy) + f h(n,Y)(i — (y))Q(dy). (2.2.2)
fi x Q({(x,y): h(x,y) 4fl x Q(h)}) = O implies that for ail u e Rd,
Q({y: h(y,y)4flxQ(h)}) = O and Q({y: h(u,y)llxQ(h)}) = O. We
can then ignore these sets in the expression (2.2.2) and take h(u,v) = H x Q(h)
everywhere to get RhQu, u) = H x Q(h) and we are finished. L]
Remark 2.2.3. Because (X) is a H—reversible chain with a spectral gap, a
Central Lirait Theorem hoÏds foT 0(h) := h(X)/n for every h e L2(ll).
That is
- Jh)
where o < œ cari be shown to be equat to lirn nVar(/io(h)). For TflOTC de
tails see Chan and Geyer (1994), Roberts and Rosenthat (1997). In the proof of
Theorem 2.2.1, me obtained the foïtowing atternatve derivation of u:
nVarl/20(h)1 = Cov[(I — K0)’(I + K0)h(X0), h(x0)Ï
—Cov[(I — K0)2(I — K)K0h(X0),h(X0)j
Cov[(I — K0)’(I -1- K0)h(X0), h(X0)],
which is aÏso uatid for any fl—reuersible chain with a spectral gap, and for any
h e L2(ll).
Corollary 2.2.].. In generat, the choice /3
= /3 is asyrnptotically optimal. Let
= Eh(Yo)] and u2 = Var[h(Yo)1. If g(y) = (h(y) — 7])/cT and /3 E (O,2/3) then
there exists an n0 which depends on /3 and /30 such that Var[fLoj > Var[/1 for alt
n > no.
PRooF. From Theorem 2.2.1 we have
n{Var[/o]-Var[/j} = /3-(/3-/3o)2-(2/3/n)Cov[(I-Ko)1 (I-K)K0h(X0), g(Xo)1
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but since
Cov[(I — K0)1(I — K)K0h(X0) , g(Xo)j À0(i+0) Var[h(Xo)J
this implies that
n{Var1oÏ — Var[]} -÷
- ( — as n œ
and it shows that o is the optimal choice. finally, if g(y) = (h(y) — ?7)/o then
3o > O because 3o = Var[h(Xo)Ï/ and 1im n{Varj2o] — Var[/]} > O for any
/3(O,2/3). L]
Remark 2.2.4. In practice, /3 may be unknown. When this is the case /3o has





Corollary 2.2.2. The best possibte choice of g for reducing the asymptotic vari
ance of /i3o is given by
g(y) = w(y)(h(y) - ji)/Var[w(Yo)(h(Yo)
-
For this choice of g we obtain:
=
— (bis — t)
where ,ii
= f hdll and i2is is the importance sampling estimator, that is i2is =
PROOF. From Theorem 2.2.1 and the proof of Corollary 2.2.1 the asymptotic
variance will be mmimized if we can maximize We have
= Cov2[h(Xo),g(Xo)]




with equality if g(y) = w(y)(h(y) - ji)//V[w(Yo)(h(Yo) - /1)1. L]
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2.3. VARIANCE REDUCTION VIA RAO-BLACKWELLIZATIONS AND
SYMMETRY
Consider the setting of the (IMHA) given in the introduction. Let S be
the group of permutations on {1, 2, . . . , n}. For s e S, (s(1), s(2),. . . , s(n)) is
a permutation of (1, 2,.. . ,n). The Metropolis-Hasting estimator is based on
((U1,Y1),(U27Y2),...,(U,Y)). For any s eSwesaythat
bto(s) is equal to 2o evaluated at ((U8(i),}’(i)), (U8(2),Y8(2)),. . . , (U,Y3)).
Remark 2.3.1. The estimators {jo(s): s e S} are different from one another
but they share the sanie distribution. F0T example, Y1 may appears up to n times
in ï’o((l, 2, . . . , n)) but it can appear at most once in o((2, 3,. . . , 1)).
Let r be the distribution on S. Let
lrtïo ir(s)jo(s).
sES




1u and Var[lufIoj <Var[jo]
if n is not a Dirac distribution. A natural thing to do is to consider the uniform
distribution on S. However, if we cannot find any simplifications, the algorithm
will invoive n! evaluations and it will become untractable for large values of n.
The simplifications that we have found so far do not help that much. A second
approch would be to replace irïo by an approximation. For example, it could
be a Monte Carlo simulation of fixed size or a numerical approach such as quasi
Monte Carlo. A third approach consists in replacing the uniform distribution by
another distribution. Let
















s_i(i) + m([i + s_1(i)]) if j> 1




— (S(k)+1 (k) —n)h(Y[k+se(k)(k)})}




This is the symmetrized version of fto. Casella and Robert (1996) suggest
taking the conditional expectation of the Metropolis-Hastings estimator given
that Yy, Y2,. , Yn are fixed. Let us cali this estimator /4. It is easy to improve
/4 by simply considering the conditional expectation given that Y(1), Y(2),. . , Y(n)
are fixed, as Perron (1999) did for a different problem. However, in our context,
conditioning on the order statistics will involve too many calculations which is
unfeasable for large values of n. Here again, the evaluation of/4 on (Y1, Y,. . , Y,)
will be different than the evaluation of /4 on (Y2, Y3, . . . , Y1). Let us say that
/4 is equal to /4 evaluated at (Yk, Y[k+11 Y[k+fllj), for example, /i = /4.
(fl
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In general, if we set
p*(jj)
= 1 A w(Y)/w(Y) for i,j = 1,2,...
p*toi)




= q*(uj+jD with f*ti O) = 1
= flq*(O[k+j_1])




= {*(k L)h(X0) + [ZJ*([k+L]j)y*(kL)h(Y+])}
and if n is the uniform distribution on S then
=
Remark 2.3.2. As rnentioned in Casetia and Robert (1996) the evaïnations of
f* are very time consuming. For / f*(j L) has to be evalnated at j 1, 2,. .. , n,
L 1,2,. .. ,n—i. For n, f*(j, t?) has to be evatuated at i, L = 1,2, .. . , n. Thzts,
even if n is an average of n estirnators smztaT to it reqnires onty twice the
number of evat’aations of f* needed to compute /?i.
Now we shah see that the reduction in the variance produced by a Rao
Blackwellization is rather limited. In fact, Var[] is of the order of O(1/n).
Remark 2.3.3. If we take into account hom time consuming is the Rao-Btackwettisation
for large vatues of n, it is better to increase the sampte size than to perform a
Rao-Btackwettization when we warit to reduce the variance in the case where n
is large. A better strategy might be to mn severat parattet chains based on smatt
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sampte sizes with Rao-Btackwettizations instead of Tnnnzng one chain with a large
s ample size.
Lemma 2.3.1. Let Z be a statistic based on (U1, Y1), (U2, Y2),..
.,
(U,, Y) such
that the vectoT of the order statistics (Y(i), Y(2),.. , Y) is a function of Z and
assume that g is a covarzate. We obtain that





but g(}’j) is fixed when Z is fixed. E




PROOF. Assume that g(y) = w(y)(h(y) — ti) and let = g()/n. We
obtain:









tt)j as n — oc
where the last equality cornes from Lemma 2.3.1 and the limiting resuit is ex
plained in the proof of Theorem 2.2.1. E
Remark 2.3.4. Finalty, Lemma 2.3.1 tetls us that it is possible to combine the





Moreover, from Lemma 2.3.1 me see that the improvement 0f ir/2 oveT / is the
improvement due to the use of a covariate ptus the improvement due to the use
of symmetry combined with the Rao-Btackwellization.
Example 2.3.1. Computation of the mean ii of a Gamma Distribution.
This exampÏe cornes from Gasetta and Robert (1996). The target is a Gamma
distribution with mean û and variance û whiÏe the proposat is a Gamma distribu
tion mith mean û and variance û2/2. In fact, the proposai is the distribution of
the sum of two independent random uariab tes exponentiatiy distributed with the
same mean. We obtain that
w(x) = ()2x_2 exp {(û 2)x/û}, foT x > 0
and that w is bounded from above by w(û) for û 2. Ctearty, if û is close to
2 from the right than me shah have very few rejections in the IMHA. In these
situations, the method using a covariate miii be very efficient for reducing the
variance. However, if û is much targer than 2 then me shah have many repetitions
in the IMHA and the methods devetoped in section 3 miii take advantage of these
repetitions. Let us sec numericaÏÏy how it looks hike. We consider:
h(x)=x g(x)=(x-û)/û
50 E[g(Y0)j = 0, Var[g(Yo)] = 1 and = V. The improvement of the estimator
2 compared to the IMHA estimator f’o is given by 1— Var(f)/ Var(to). Our analy
sis miii be based on an estimations of these variances based on 10 000 reptications.
The parameter û miii vary from 2.2 to 22.0.
In Graph 1 me consider the case n = 100. This graph shows that the covariate
approach is very good mhen the proposai is close to the target and the method given
provides a smatb improvement even though there is a big dfference between the
porposal and the target. It is rather surprising to sec hom mcli the method morks
mhen the choice of the covariate is optimized. Maybe, me should work on having
a good approximation of the best possible covariate! Finally, the estimation of
the best possible choice for i3 works mcli. Initiatty, me had considered the case
n = 1000 but in this situation it mas too difficutt to sec graphicalty a dfference
between the case where /3 is flxed and the one where it is estimated.
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In Graph 2 vie study the different estimato’rs proposed in this paper foT the case
n = 25. The case n = 25 lias been chosen because the Rao-Btackwettization is too
time consumzng for large vaines of n. We see that the Rao-Btackwellizations hetp a
lot when there are many rejections in the IMHA and, to a lesser extent, this is atso
truc for the symmetric versions. We see also, graphically, that the improvement
given by the approach devetoped in Section 2 is added to the one given by an
approach deveÏoped in Section 3 when the two approaches are combined. It is
surprising that the use of a covariate is stiÏt good, considering that the choice
of the covariate lias been made on the basis of asymptotic considerations. If vie
take into account evaluation time and algorithm complexity perhaps the use of a
symmetric version with a covariate would be a nice approach.
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Graphi: Improvements of the control variate estimators over the classical estimator.
MHC: optimal f3.
MHCE: estimated f3.






















Graph2: Improvemenis of the new estimators over the classie al estimator.
MHC: control variate. MHS: symmetry. MHCS: control variate and symmetry.
RB: Rao—Blackwellization. RBC: Rao—Blackwellization and con trol variate.
RBSC: Rao—Blackwellization and symmetry and control variate.
RBS: Rao—Blackwellization and symmetry.
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For an ergodic Metropolis-Hastings algorithm satisfying some compact condition,
we show that the induced Markov chain has a spectral gap if and only the prob
ability of rejection is bounded away from unity. Using this resuit, we propose a
modification of the Metropolis algorithm (that we called the Restricted Metropo
lis algorithm) which is shown to be geometrically ergodic for any density (bounded
on compact sets) with tails lighter than the proposai distribution’s tails. A sim
ulation example is presented to illustrate. AMS Classification: 65C05, 65C40,
60J27, 60J35.




The Metropolis-Hastings (MH) algorithm initiated by Metropolis et al. (1953)
is a very flexible algorithm used to approximately sample from complicated dis
tributions in high dimension spaces.
If ir is the probability distribution of interest, such an algorithm generates a
Markov chain (Xv) which admits 7T as its stationary distribution. If the chain is
ergodic, then for n sufficiently large, X is taken as approximately distributed as
n. From a statistical point of view, geometric ergodicity is a desirable property
for such algorithms. Specifically, under geometric ergodicity, the Central Limit
Theorem for empirical sum of functions of X is (theoretically) easy to check as
in Roberts and Rosenthal (1997). Geometric ergodicity can also be used to design
convergence diagnostic techniques, a big issue in practical use of MCMC methods
(see Brooks and Roberts (1998)). There is an interesting discussion about the
usefulness of geometric ergodicity of MCMC algorithms in Roberts and Rosenthal
(1998).
In Section 1, we show that under a compact condition, an ergodic Metropolis
Hastings chain is geometrically ergodic if the rejection probability of the chain
is bounded away from unity. As we shah sec, this resuit can be useful to design
new algorithms which are geometrically ergodic. Actually, it is a partial converse
of Roberts and Tweedie (1996) who proved that if a Metropolis-Hastings chain
is geometrically ergodic, then the rejection probability of the chain is bounded
away from unity.
Our techniques of proof differ from those in Roberts and Tweedie (1996) as we
mainly use results from Hilbert spaces operators theory. We decompose K0, the
operator induced by the Metropolis-Hastings chain, as the sum of a multiplication
operator Mr (multiplication by the rejection probability or the chain denoted r)
and an integral operator U. Under a compact condition on U, the Weyl’s theorem
(Berberian (1970)) states that the “continuous” part of the spectrum of K0 is the
same as the one of Mr which is ess-ran(r), the essential range of r. Then the
reversibihity and the ergodicity of the chain is used to assure that the “discrete”
part of the spectrum of K0 remains bounded away from unity.
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In the particular case of the Independent Metropolis-Hastings algorithm (IMH),
the compact condition is aiways satisfied, but in this case more can be said. In
theorem 3.2.2, we show that the spectrum of the I1VIH chain is exactly the es
sential range of the rejection probability of the chain. Liu (1996) proved this
resuit when the state space of the chain is finite or discrete (with an additional
regularity condition on ir). He has also conjectured that the resuit holds in gen
eral spaces. $mith and Tierney (1996) have derived the transition kernel of the
successive iterates of the IMH chain in general space. But their resuits did flot
clearly solve this conjecture.
In general, it may be difficuit to choose a good proposai to use with the MH ai
gorithm. This is certainly one reason why the Metropolis algorithm is stili wideiy
used. But as shown by Jarner and Tweedie (2001), exponential or lighter tails
is necessary for the Metropoiis algorithm to be geometrically ergodic. For heavy
tailed distributions, polynomial rate of convergence is possible. In this direc
tion, Jarner and Roberts (2002) have shown that for a symmetric target density
with polynomial tails, and for any proposai density with tails that also recede
polynomially, the Metropolis aigorithm has a polynomial rate of convergence.
In Section 3, as another solution, we propose to modify the Metropolis algo
rithm by restricting the random walk behaviour on a compact set. This restric
tion yields a chain that is geometrically ergodic whenever the target density has a
lighter tails than the proposal’s tails. The idea is as follows. We fix a convex com
pact set A. Ideally, A contains ail the modes of ir. At any s E A, the proposai
move is made from a distribution centered at s as in the Metropolis algorithm.
But when the chain reaches s A, the proposai distribution is centered at p(x)
the projection of x on A. We show in Theorem 3.3.1 that this aigorithm is geo
metrically ergodic for any density (bounded on compact sets) with taiis decaying
faster than the proposal’s taiis.
The main points of the paper are as foliows. The geometric ergodicity of
the general Metropolis-Hastings algorithm is shown in Theorem 3.2.1 of section
2. The spectrum of the IMH chain is derived in Theorem 3.2.2. The geometric
ergodicity of the restricted 1\’Ietropolis algorithm is shown in Theorem 3.3.1 of
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Section 3. A simulation example is also presented to iliustrate the benefit of
restricting the Metropolis aigorithm.
3.2. GEOMETRIC ERGODICITY 0F THE METROPOLIS-HASTINGS
CHAIN
Throughout the section, we fix (S, F, n) a probability space, where n is our
target probabiiity measure. Let Q(x,.) be a transition kernel on S. We shail
assume that for ail x, Q(x,.) is absoiutely continuous with respect to n and we
write Q(x, dy) = w(x, y)n(dy).
Before going further, we recail the Metropoiis-Hastings algorithm for simulat
ing a Markov chain which admits ic as its invariant distribution.
Algorithm 3.2.1. The Metropotis-Hastings A igo rithm:






f y with pTobabitity (x, y)Xi+1
— s
x with probability 1 — o(x, y),
with
f Min (i, ifw(x, y) o
a(x,y)
1 ifw(x,y)=O.
The aigorithm leaves a lot of room in choosing Q. When Q(x,.) = Q() for ail
X E S, the aigorithm thus obtained is usuaily cailed the Independent Metropolis
Hastings algorithm (IIVIH). If S = Rd and Q(x,.) has a density with respect to




xDdy, we obtain the Random Waik
Metropohs aigorithm (RWMH), where xl denotes the norm of x E 8.
The algorithm (3.2.1) generates a Markov chain (X) with transition kernel
P(x, dy) = c(x, y)w(x, y)n(dy) + r(x)6(dy), (3.2.1)
where
r(x) = 1— f(x,y)w(xy)n(ciy) (3.2.2)
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is the probability of rejection ofthe chain and 6(A) 1 if x E A and O otherwise.
It is well known that P is reversible with respect to ir, that is:
7r(dx)P(x, dy) = ir(dy)P(y, dx), (3.2.3)
as measures on S x S. This implies that P admits ir as an invariant distribution,
irP = ir where
P(A) := f(dx)P(x,A). (3.2.4)
Beiow, we first review some basic concepts from IVlarkov chain theory. For
more details, we refer to i’vIeyn and Tweedie (1993). We say that a Markov chain
(X) with transition kernel P is —irreducibie if there exists a probability measure
such that
(A) > O imphes that Pr (X E A for some nIXo = x) > O (for ail x E S).
(3.2.5)
We say that a Markov chain is aperiodic if there does not exist a partition
S = 51U.
.
.LJSj with d 2 such that Pr(x, Sj) = 1 for aux E S, i 1,.... d—1
a.nd Pr(xS1) = 1 for ail x E Sd•




for r—aimost every x E S, where IItiIvaT := 5UP1f1<l fi(dy)J(y) is the total
variation norm of a signed measure i. It is well known that if a -irreducible
Markov chain admits an invariant distribution, and is aperiodic then it is ergodic.
Geometric ergodicity essentially says that the convergence in (3.2.6) takes
place at a geometric rate. More preciseiy, a Markov chain with transition kernel
P is geometrically ergodic if there is p < 1 and a function V : X [1, œ] finite
7r—almost everywhere sucli that:
IIPtx,)
— ()IIvar V(x)p (3.2.7)
for ir—almost every x E S.
The transition kernel P of the chain (X) induces a linear bounded operator
K on L2(ir) the space of real-valued square integrable functions defined on S
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which is given by:
Kf(x) := f f(y)P(x,dy). (3.2.8)
Instead of the operator K defined in (3.2.8), we shah mainiy work with Ko, the
restriction of K to L(7r)
= {f e L(rr) : ir(f) := f fUir 0}. It has been
shown that (see Roberts and Tweedie (2001) and Roberts and Rosenthal (1997))
for reversibie Markov chains, geometric ergodicity is equivalent to:
liKofli pIIfII, (3.2.9)
for some p < 1.
Define the spectrum of K0 by cr(Ko) := {). e R: K0 — ÀI is non invertible}
whereIistheidentityoperatorofL(7r), andwriter(Ko :) sup{I)I : ) e u(Ko)}
for the spectral radius of K0. Then it is wehl known that (3.2.9) is equivalent to
r(Ko) = IIK0II < 1, where IIKoII is the norm of the operator K0 defined by
IjKojI := SUP11f11<y jjK0f II. Whenever I1K0I1 < 1, we say that the chain has a
spectral gap.
In the study of the spectrum of K0, we make the distinction between ud(Ko),
the discret spectrum of K0 and ess(1o) = u(Ko) \ud(Ko) the essential spectrum
of K0. The discret spectrum Jd(Ko) is defined as those ) in (Ko) which are eigen
values of K0 and are isolated points of u(Ko) and such that dim ker (K0 — I) <
oc, where I is the identity operator on L(ir). We shail also denote by
ess-ran(r) := { e R : ir{x: Ir(x)— Àj <e} >0 for ail e> 0}
the essential range of r. If ess-inf(r) (respectively ess-sup(r)) is the essential (with
respect to n) infimum (respectivehy essential supremum) of the function r, it is
easily seen that, ess-ran(r) c [ess-inf(r), ess-sup(r)] and that both ess-inf(r) and
ess-sup(T) belong to ess-ran(r).
The following resuht from Chan and Geyer (1994) wihl be useful later.
Proposition 3.2.1. Suppose that P is an ergodic transition kernet on (S,F,ir)
wzth znvarzant dzstrzbutzon n. Then Kç as defined above has no eigenvalue with
absolute value 1.
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In the case of the Metropolis-Hastings aigorithm, the operator K0 acts on
f E L(ir) as:
Kof(x) = f f(y)P(x,dY) (3.2.10)
Mj(x) + Uf(x). (3.2.11)
With Mrf() = r(x)f(x) and Uf(x)
= f cv(x,y)w(x,y)f(y)ir(dy).
In other words, the 1\’Ietropoiis-Hastings operator is a multiplication operator
perturbed by an integral operator. The simplest way to study the spectrum of
such operator is to assume that U is a compact operator. This will be done
through the following condition:
Assumption 3.2.1. The opeTatoT U is a compact L(ir) operator.
The following lemma gives a sufficient condition on the proposai transition
kernei Q for this compact condition to hold.
Lemma 3.2.1. If
f Q(x,dy)Q(y,dx) <oc, (3.2.12)
then U is an HiÏbert-Schmidt operator, thus is compact.
PROOF. It is sufficient to check that if (3.2.12) holds then
f2(xY)w2(xY)n(dx)n(dY) <oc.
It follows from o(x,y)w(x,y) = Min(w(x,y),w(y,x)), that Œ2(x,y)w2(x,y) <
w(x, y)w(y, x).
Therefore:
c2(x, y)w2(x, y)ir(dx)ir(dy) <Q(x, dy)Q(y, dx).
D
The next theorem is the main resuit of this section. We have used the Weyl’s
perturbation theorem (Berberian (1970)) together with some basic Hilbert spaces
operators theory to show that K0 bas a spectral gap when ess-sup(r) < 1.
Theorem 3.2.1. Suppose that the compact condition on U hoÏds. Suppose also
that the Markov chain generated by the Metropotis-Hastings atgorithm (algorithm
3.2.1) wzth proposat kernel Q is ergodic. Then it is geometricaÏly ergodic if and
onÏy if ess-sup(r) < 1. The essentiat svpremum being taken mith respect to n.
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PROOF. Since U is a compact operator, by the Weyl’s theorem (Berberian (1970)),
u3(Ko) = ess(Mr). The spectrum of the multiplication operator is well known
(see Conway (1985) example 2.6 page 271). u(M) = ess-ran(r) and ) is an eigen
value for Mr if and only if ‘7r{y: r(y) À} > O and the indicator function of the
set {y : r(y) = )} is an associated eigenfunction. Thus
ess(Afr) C ess-ran(r),
C [ess-inf(r), ess-sup(r)].
Since K0 is self-adjoint, either 11Ko (Ko) or
— 11Ko j E u(Ko) (Halmos
(1957) Section 34, Theorem 2) and (Ko) is bounbed by IIK0II. Suppose that
ess-sup(r) < 1. Then if ess-sup(r) < IIK0II, IIK0II e Jd(KO) (or
— IIK0II e uu(Ko)).
But for an ergodic chain, we know from Proposition (3.2.1) that ±1 cannot be
eigenvalues for K0. Thus IIK0II < Ï.
The necessary part is Proposition 5.1 of Roberts and Tweedie (1996). E
As, we mentioned above, the necessary part of theorem 3.2.1 holds even without
the compact condition (3.2.1) (Roberts and Tweedie (1996)).
In practice, it is not very hard to construct an ergodic MH algorithm. The
following proposition is adapted from Tierney (1994) and Roberts and Tweedie
(1996) and gives simple conditions under which the MH kernel is ergodic. Weaker
conditions are possible.
Proposition 3.2.1. Suppose that there is a set A E S with ir(A) > O and E > O
such that:
w(x, y) > O for atÏ x, y E 5, (3.2.13)
and
w(x,y) > E for ail x,y E A. (3.2.14)
Then the MH kerneÏ is ergodic.
Condition (3.2.13) is not a restrictive requirement and will be satisfied in
many situations. If w(x,y) is continuous and satisfies (3.2.13), then (3.2.14) also
will be satisfied and we can take A to be any non empty compact subset of S.
In the case of the IMH algorithm, (3.2.12) of Lemma 3.2.1 is always satisfied.
Therefore we have the following well known result on the geometric ergodicity
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of the PdH algorithm (Tierney (1994), Liu (1996), Smith and Tierney (1996)
Mengersen and Tweedie (1996)).
Corollary 3.2.1. Let r be the probability of rejection of the IMH chairi as given by
Equation (3.2.2,). Then ess-inf(r) O and ess-sup(r) 1 — ess-inf(w). Therejore
the IMH algorithrn has a spectral gap if and onÏy if ess-inf(w) > O.
Note that by Proposition 3.2.1, ess-inf(w) > O implies that the IMH algorithm
is ergodic. In fact, more can be said about the spectrum of the IMH chain. We
shah prove the following:
Theorem 3.2.2. For the IMH aÏgorithm, u(Ko) C ess-ran(r). The equality holds
if for alt ù E ess-ran(r), ir{y : r(y)
=
= O.
PROOF. For the IMH algorithm, condition (3.2.12) of Lemma 3.2.1 is clea.rly
satisfied. Therefore the operator U in the decomposition (3.2.11) is compact
and we have, by the Weyl’s perturbation theorem, that o85(Ko) esstMr) C
ess-ran(r). Next, we show that for any eigenvalue À of K0, À E ess-ran(r) and
conctude that u(Ko) C ess-ran(r).
First note that for f L(7r),
Uf(x) = f û(x,y)w(y)f(y)n(dy)
= f (y)f(y)n(dy) + f w()f(y)ir(dy){y:w(x)>w(y)} {y:w(x)<(y)}
= f (w(y) - w(x)) f(y)(dy). (3.2.15){y: w(y)<w(x)}
Now, take À ess-ran(r) and suppose that there is a none zero fo e L(7r) such
that Kofo(x) = Àfo(x). We shah prove that this leads to a contradiction and the
resuit will be proved.
from (3.2.15) and (3.2.11), À being an eigenvalue of K0 with eigenfunction fo
is equivalent to:
f w(x)_w(Y)f(d = fo(’) (3.2.16){y;w(y)<w(x)} T () — À
Consider T the operator Tf(x) f{yw(y)<(x)} W)w(Y)f(y)n(dy)
Note w = ess-inf(w(x)) and t = ess-inf(Ir(x)
— ÀI). Since À g ess-ran(r),
K.> O. Because fo is n—integrable and is not identically nuhl, we can find u > w
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sufficiently large such that fo is not nuil on {x E S : w < w(x) < n}. for
any partition I. (no <u <
...
<un) of [w,u], with n0 = w and n = u, we
note DQu) := {x e S : u1 < w(x) < u} and L(n) := {h e : h(x) =
O for x D(u)}, i 1,... , n. L(ir) is an Hilbert space as a closed subspace
of L(ir). Let XD(u) be the indicator function of the set D(u) and let MD be
the multiplication operator defined by XD(u)• Note that MD]1VID For
h e LQir), we write hr for hxD(u) = MDh. Note that if T is an operator on
Lg(n), then MDTMD is an operator on L(ir). With these notations, by applying
MD1 on both skie of (3.2.16) we obtain that MD1TfO MD,fo. But:
MD,Tfo(x)
= f{y:w(y)<w(x)} T(X) —
= f{y:w(y)<w(x)} r(x) —
= M, TJVID fO,D1-
Therefore, (3.2.16) implies that MD1TMD1fO,D1 = fo,D,. In the same way, for
2 <j <n, (3.2.16) implies that MTf0 = Mf0, and as before, we have:
MDTfo(X)
= f w(x) _w(Y)f(d){y:w(y)<w(x)} r(x) —
=
w(x)
k=1 {y:yeD(u)} r(x) —
1 w(x) _wtY)f(d){y:uj_1<w(y)<w(x)} r(x) — À
= MDh(x) + f w(x) _w(Y)jif(d){y:w(y)<w(x)} r(x) — À
= MD h(x) + MDTMD,fo,D,
where h(x) = ZL ID(uk) w(xw(Y)Jo(y)n(dy)
n
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This development shows that (3.2.16) implies:
MD1TMD1fO,D1
= fo,D1
MD2TMD2f0,D, fo,D2 — MD,112 (3.2.17)
MD,TMDfo,D = fo,D,, — MDhT.
Now we shah prove that (3.2.17) impiies that r (MDTMDj > 1 for at least
one j E {1,. . . ,n}, where r (MDTMD) denotes the spectral radius of ]‘ID1TJviD.
To see why, assume that r(MDITMD,) < 1. Therefore MD1TMDYfO,Di
= fo,D,
impiies that fo,D1 O which in turn impiies that 112(x) 0. Note that from
the second equation of (3.2.17), 112 0 impiies that MD,TMD, Jo D = Jo,D2. If
in addition, r (MD2TMD2) < 1, then since we have MD2TMD2fO,D2 Jo,D2, we
can assert that fo,D2 O which together with fo,D1 O imphies that 113 0.
Continuing this way, we can sec that if r (MDTMD) < 1 for ail i = 1, . . . , n then
fo,D1 = ... = fO,Dr, O which contradicts the fact that fo is not the nui! function
on {x E S: w <w(x) <u} as chosen.
Until now, what we have proved is that if ) ess-ran(r) is an eigenvalue
of K0 with eigenfunction fo then for any u > taken sufficiently large such
that fo is not identicaliy zero on {x E S : w w(x) < u} and any partition
I
= (uo < u .. < u) of [w,u], with ur w and u7. = u, there is at least one
i E {1, . . ,n} such that T(MDTMD) > 1. To show the contradiction promised
at the begining, we shah simply show that by taking a partition with a sufficientiy
smaii increment, we can make ail the r (MDITMD) < 1.
For g E L(ir) with = 1, and using the Cauchy-Schwartz inequaiity, we
can write:
IIMD7TMD1gII2






and therefore IIMDTIviDJI < (u — lz.i)/k. from this, hy taking a partition




Next, take e ess-ran(r) such that ir{y : T(y) = O. Then ) E
Jess(MT) = u(Ko) C u(K0). This shows that if for ail E ess-ran(r), ir{y
r(y) = À} O then u(Ko) = ess-ran(T).
LI
Remark 3.2.1. (1) A typical case for Theorem 3.2.2 witt be that S = lRd and
n and Q are absolutely continuons with respect to the Lebesgue measure:
ir(dx) = ir(x)dx and Q(dx) = q(x)dx. If in addition, ir(x) and Q(x)
are positive and continuons, then r(x) is atso continuons and (Ko)
[0, 1
— ess-inf(w)j.
(2) One welÏ known consequence of Theorern 3.2.2 is that it is not possibte
to take advantage of the corretation of the Markov chain to decrease the
asymptotic variance of the Monte Garto estirnate. Suppose that (X) is a
geometricatty ergodic Markov chain with stationary distribution n, geneT
ated using the IMH atgorithm. For any f E Lg(n), writting cf to denote
the spectral measure of K0 on f, p := 1 — ess-inf(w) and assuming that
X0 n, we have:
lim 1E (Z f(Xk))2 = f e(d) 11f 112.
3.3. THE RESTRICTED METROPOLIS ALGORITHM.
In practice, the RWMH algorithm remains one of the rnost used IVIH algorithrn.
But for manv common distributions, the RWI\’IH algorithrn will fail to converge
at a geometric rate. In fact, as we mentioned in the introduction, exponentiai
or lighter tails is necessary for the RWMH aigorithm to be geometrically ergodic
(lamer and Hansen (2000), lamer and Tweedie (2001)). Here, we propose n MH
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algorithm that behaves as the RWMH on a compact set. We show in theorem
3.3.1 that the proposed aigorithm is geometricaiiy ergodic whenever the target
density’s tails decay at least a.s fast as the proposai density’s taiis. In this section,
we take S = Rd and assume that 7t is absoiutely continuous with respect to the
Lebesgue measure and we write: fr(dx) rr(x)dx. IVloreover, we also assume
that the function ir is positive and bounded on compact sets. Let Q(x, dy)
q(y — xi)dy be a proposai kernei. We assume that q is positive, continuous and
q(r) is nonincreasing for r > O sufficiently iarge. Let A be a compact, convex
and non empty subset of S. We define p: $ —* S by p(x) = argmin{iy
— xii
the projection on A. We propose the foilowing Metropoiis-Hastings move that
we cail restricted RWMH:
Algorithm 3.3.1. (1) Start the chain at any point x S: X0 = x.
(2) Conditionat on X, generate Y ‘- Q(p(X),.) and generate U ‘-S-’ M(O, 1).
(3,) IJ U < c(X, Y) then set Xj Y, otherwise set Xj1 X, where
c(x y) min ti 7t(y)q(Ix—p(y)I)r(x)q(Iy—p(x))
On A, this aigorithm behaves iike the RWMH algorithm with kernel Q(x,
.).
For x A, the proposai is taken from Q(p(x),•) where p(x) is the projection
of x on A. Typically, if x0 is any position parameter of ir, one can take A =
B(xo, R), the ciosed baii centered at x0 with radius R > O taken sufficiently
large for A to inciude ail the essentiai features of ir. In this case, p(x) x0 +
(min (1, R/ ix — xoD) (x — x0) is easy to compute.
Cleariy, the transition density becomes:





r(x) = 1— f c(x,y)q(Iy —p(x)i)dy. (3.3.1)
Theorem 3.3.1. Suppose that:
lim sup <œ. (3.3.2)
x- q(ixi)
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Then the Restricted RWMH atgorithm (3.3.1) is geornetricaÏÏy ergodic.
PROOF. From the conditions satisfied by ir and q, it follows that for any compact
set A e F, there is c > O such that w(x, y) = > r for ail x, y E A.
Therefore from Proposition 3.2.1 the restricted RWMH is ergodic.
To finish the proof, it remains to show that the compact condition in Assump
tion (3.2.1) is satisfied and next prove that r, the rejection probability as given
by (3.3.8) is bounded away from 1.
Showing the compact condition amounts to show that
I := f dxfq(Iy -p(x)Dq(Ix -p(y)Ddy <oc.
Take M> O such that q is nonincreasing on {r> M}, and write r := sup {IzI, z E A} <
oc. Then for Il > M+T and for x E S, y—p(x)I Iy—p(y)I —r> M.
This implies that for x E S, and for II > r+M, q(Iy—p(x)) q(jy—r).
By writing A := fIIT+M dx f{IY1<T+si} q(y — p(x)q(x — p(y)Ddy < oc, we
therefore have:
I
= f dxf q(jy-p(x)q(jx-p(y)dy{IxIT+M} {IyIr+M}
+f dxf{IxIr+M} {IyI>T+M}
+ f dxf q(y - p(x)Dq(Ix - p(y)dy{IxI>r+M} {IyIT+M}
+ f dxf q(jy - p(x)Dq(Ix - p(y)Ddy{Ix>T+M} {y>r+M}
< A
+ f q(Ix - rDdx (f q(x - p(y)Ddx+{IxI>T+M} ‘ {Ixir+M}
f (IY_P(x)DdY)+(f Ix_rDdx){IyIr+M} {IyI>T+M}
< oc.











( ir(y)q(x—p(y)Da(x,y) = iinn j 1,
\ irtx)q(Iy—p(x)I)
> min (i, q(Ix _P(Y)D/7T(x))
q(y —p(y)D/n(y)
for II > r + M. It follows that:
f a(x, y)q(y -p(x)dy > f q(y -1o {IyI>T+M}
({Iyj>r+M}).
‘1°
This implies that r(x) 1—ir ({II > r + M}) <1. And the theorem is proved.
Remark 3.3.1. With condition (3.3.2) of Theorem 3.3.1, the IMH atgorithm
with u propos ut distribution q is atso geometricatty ergodic. But depending on the
features of the density ‘n, the mixing Tate of the IMH chuin may be slow. The
restricted version of the RWMH algorzthm retains the geometric ergodicity of the
IMH but witÏ stitÏ exptore A typicatly tike the RWMH atgorithm. Actuatty, the
convergence rate oJ the Restricted RWMH is mnch more similar to that of the
IMH than what theorem (3.3.1) can reveut. In the next theorem, we show that the
restricted version of RWIfrIH atgorithm is uniJormty geometricatty ergodic.
q(jx—xoj)For x0 A, write as above w(x0, z)
=
and note:





9(xo) := inf qy — > 0. (3.3.4)
x.yE7 q(y — xoI)
—
p(x))
r(xo) := sup < , (3.3.5)q(y
— xoI)
and
:= sup &(zo) > 0.
x E
Note that on A, ail the (zo) are positive together or are aH equai to zero together.
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Theorem 3.3.2. (i): IJ5> 0, then
IP() — 7r()IITv < (1 — 6S)’, (3.3.6)
for every x e Rd.
(ii): Assume that = 0. Then P cannot converge at a geometric rate.
PROOF. (j): Because 6 > 0, 6(xo) > O for ail xo e A. Let xo e A be fixed.
The transition kernel of the RM algorithm is:





r(x) 1— f (x,y)q(Iy —p(x)Ddy. (3.3.8)
If c(x,y) = 1, P(x,dy) > r(dy) 6(xo)6(xo)n(dy). In the
same way, if c(x,y) = then P(x,dy)
O(xo)6(xr(dy).
In any case, we have P(x, dy) 9(xo)6(xo)7r(dy) for x e Rd, meaning that
the whole space is a smali set for P. Therefore following from IVIeyn and
Tweedie (1993) theorem 16.1., we have:
IIP)
- t)IITv (1- 9(xo)6(xo)),
for ail x e R’ which implies that:
IIP(x,)
- 7T()lITv ir (1-
(ro) >0
< ti—y.
(ii): Since 6 = 0, 6(xo) = O for ail zo e A. We sha.fl show that if for some
x0 e A, we have 6(x) = 0, then ess-sup r(x), the probahllity of rejection
of the chain is 1. Then proposition 5.1 of Roberts and Tweedie (1996)
helps us to conclude that P cannot be geometricaliy ergodic. We do this
very much hke Mengersen and Tweedie (1996), theorem 2.1.
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Wefixx0 e Asuchthat(xo) 0andwewriteD = {x e W1: ùi(xo,x) <}.
Since S(xo) = 0, ir(D) > O for ail n 1. For x e Rd, we note A1 ={ e
>
and i





- f (x, y)q(y - p(x)dy. (3.3.9)
Take y e A1 we have: 1 < (y)q(Ix—p(y)I) < (xo,x) Therefore for
— lr(x)q(Iy—p(I)J)
— w(xo,y) T(xo)
x e D7., and y e A1, w(x0, y) This imphes that
f(IY —p(x)Ddy <f r(xo)w(xo,y)n(dy) &(XO), (3.3.10)
for ail x e D. In the same way, for x e D7.. and y e R1, we have:
f a(x,y)q(y -p(x)Ddy f
< w(xo,x)r(x0)
< T(XO)—. (3.3.11)
fl Equations (3.3.10) and (3.3.11) in (3.3.9) gives:
1
r(x) 1- (&(xo) + T(XO))-,
for ail x e D, n > 1. Since ir(D) > O for ail n 1, it follows that
ess-sup r(x) (with respect to n) is equal to 1.
E
Example 3.3.1. In this simulation study, we iÏlustrate the benefits of restricting
the RWMH in terms of the existence of the Central Limit Theorem. We say that
the Centrat Limit Theorem hotds for a function h if there exists O < < œ such
that:
(S(h) - n(h)) N(0, u),
where S(h) = L1 h(X). It is wett krtown that for a reverszble geometricatty
ergodic Markov chain, the Central Limit Theorem holds for any h e L2(n), sec
Roberts and Rosenthat (1997) for example.
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Let t(v) be the student distribution on R with y degree of freedom. CÏearty,
from Theorem 2.2 of Jarner and Tweedie (2001), the RWMH with target density
t(v) is not geometrieatty ergodic. But using a proposai distributed as t(T) with
r < y, we know fTOm Theorem 3.3.1 that the restricted version of the RWMH
presented above is geometricaÏÏy ergodic. Thus the Central Limit Theorem hotds
fÛT any h with ir(h2) <œ.
We use h(x) = lxi, r 0.5 and y = 3,4. For each of these 4 combinaisons
(y = 3, 4 times ordinary and restricted RWMH), we ran N = 1, 000 independent
chains starting at 0 each with tength n = Ï, 000, 000. For the restricted versions,
we have used = B(0, R) where R is choosen such that Pr(Lt(v)i < R) 0.9. For
each of these 4 combinaisons, the i—th run is used to estimate ir(jxi) by $tIXi)
x . Figures 1 and 2 show the QQptot versus the normai distribution
and the histogram of the normatised empiricat sum $(iX)) — SXi).
For y = 3, as expected, the Centrai Limit Theorem seems to hotd for h(x) = 1x1
in the case of the restricted version of the RWMH aigorithm, whiie it cteariy faits
for the ordinary RWMH. For y = 4, the centrai timit theorem seems to hotd for
both versions. This agrees with Theorem 3.3.1 and theoretical resutts obtained by













figure 1: QQ-plots and histograms of 1,000 normalised ergodic averages of the
function h(x) = x. Target deusity t(3), proposai density t(0.5). The KS value







































Figure 2: QQ-plots and histograms of 1,000 normalised ergodic averages of the
function h(x) lxi. Target density t(4), proposai density t(0.5). The KS value
is the p-value of the Kolmogorov-Smirnov test of normality.
from a practical point of view, there are many problems remaining to be
solved with this restricted version of the RWMH algorithm. In our sense, the
most important is how to choose the set A. In many situations there may flot
be enough information availabie on 7T to make a good choice for A. Que natural
possibility is to use some adaptive schemes to update A during the simulation. $ee
for example Giiks et al. (1998), Haario et ai. (2000). The regenerative framework
for adaption proposed by Cilks et ai. (1998) seems particuiarly interesting in this
respect as we suspect the restricted RWMH aigorithm to have more frequent
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CONCLUSION
Dans cette thèse, nous avons tenté d’apporter des contributions aux méthodes
de réduction de variance des algorithmes de Monte Carlo et à la vitesse de conver
gence de l’algorithme de Metropolis-Hastings.
Dans le cadre des méthodes de Monte Carlo statiques, nous avons développé
un nouvel estimateur par variable de contrôle sans biais qui ne sacrifie pas à la
variance. Nous avons également donné un exemple d’utilisation de l’algorithme
dans le cas de l’algorithme de Rejet et la méthode “Importance-Sampling”.
Il existe peu de résultats rigoureux sur la réduction de variance pour les algo
rithmes 1VICMC, bien que plusieurs idées pratiques aient été avancées dans cette
direction. La difficulté à manipuler des observations dépendantes et les expres
sions mathématiques difficiles à utiliser auxquelles on aboutit expliquent princi
palement cette situation. Nous avons essayé de combler ce vide en proposant deux
nouvelles idées de réduction de variance pour l’algorithme de Metropolis-Hastings
Indépendant. Nous avons montré que la méthode de réduction de variance par
variable de contrôle peut également s’appliquer à cet algorithme tout en restant
simple à implémenter. Et nous avons développé un autre estimateur qui utilise le
manque de symétrie de l’algorithme par rapport aux observations proposées.
Nos contributions ont ensuite portées sur la vitesse de convergence de l’algo
rithme de lVletropolis-Hastings. Nous avons développé une condition nécessaire et
suffisante pour l’ergodicité géometrique de cet algorithme. Notre approche utilise
principalement l’analyse fonctionnelle et la théorie des opérateurs auto-adjoints
dans les espaces de Hilbert. Nous avons résolu la conjecture de Jun S. Liu sur le
spectre de l’operateur associé à l’algorithme de Metropolis-Hastings Indépendant
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en montrant que ledit spectre est l’image essentielle de la fonction de probabi
lité de rejet de la chaîne. Finalement, nous avons proposé un nouvel algorithme
de Metropolis que nous avons nommé algorithme de Metropolis Restreint. Nous
montrons que notre algorithme combine les aspects intéressants des algorithmes
de Metropolis Indépendant et de Metropolis Marche Aléatoire.
