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X
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The bounds depend only and explicitly on drift parameters, on
the V -norm of f , where V is the drift function and on precision
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1. Introduction
An essential part of many problems in statistical physics, combinatorial enumeration or Bayesian
inference is the computation of the integral
I(f ) =
∫
X
f (x)π(dx),
where f (x) is the target function of interest,X is often a region in high-dimensional space (discrete or
continuous) and the probability distribution π overX is usually known up to a normalizing constant
and direct simulation from π is not feasible (see e.g. [9,34]). A common approach to this problem is to
simulate an ergodic Markov chain (Xn)n≥0, using a transition kernel P with stationary distribution
π , which ensures that Xn → π in distribution. Thus, for a ‘‘large enough’’ n0, Xn for n ≥ n0 is
approximately distributed as π . Since a simple and powerful algorithm has been introduced in 1953
by Metropolis et al. in a very seminal paper [37], various sampling schemes and approximation
strategies have been developed and analyzed (see [34,9,41,36] and references therein) and themethod
is referred to as Markov Chain Monte Carlo (MCMC) and belongs to the class of adaptive randomized
methods in numerical analysis, c.f. [36,40].
The standard approach to approximate I(f ) is to use an average along a single trajectory of the
underlying Markov chain and discard the initial part to reduce bias. In this case the estimate is of the
form
Iˆt,n(f ) = 1n
t+n−1−
i=t
f (Xi) (1)
and t is called the burn-in time. Asymptotic validity of (1) is ensured by a law of large numbers
that holds in this setting under very mild assumptions [42]. Various results justify the choice of (1).
In particular, for reversible chains, Geyer in [18] shows that subsampling is ineffective (in terms of
asymptotic variance) and Chan and Yue in [10] consider asymptotic efficiency of (1) in a class of
linear estimators (in terms of mean square error). Asymptotic behaviour of Iˆt,n(f ) is usually examined
via a Central Limit Theorem (CLT) for Markov chains c.f. [18,26,42,6]. One constructs asymptotic
confidence intervals, based on the CLT and consistent estimators of the asymptotic variance under
appropriate regularity conditions, as described in [18,27,5,15,22,7]. Asymptotic behaviour of themean
square error of Iˆ0,n(f ) in the V -uniformly ergodic setting has been also studied by Mathé in [35] using
arguments from interpolation theory.
The goal of this paper is to derive explicit lower bounds for n and t in (1) that ensure the following
condition:
P

|Iˆt,n(f )− I(f )| ≤ ε

≥ 1− α, (2)
where ε is the precision of estimation and 1− α, the confidence level. We insist on obtaining bounds
which depend only on ε, α and computable characteristics of the transition kernel P and function f .
To decrease the total simulation cost, apart from Iˆt,n(f ), we also consider a nonlinear estimator based
on the median of multiple shorter runs.
Results of this or related type have been obtained for finite or compact state spaceX and bounded
target function f in [2,20,48]. Niemiro and Pokarowski in [39] give results for relative precision
estimation. For uniformly ergodic chains and bounded function f , Hoeffding type inequalities are
available in [21,32,33] and can easily lead to (2).
Tail inequalities for bounded functionals of Markov chains that are not uniformly ergodic were
considered in [11,1,13] using regeneration techniques. Computing explicit bounds from these results
may be possible with additional work, but we do not pursue it here.
If the target function f is not bounded and the Markov chain is not uniformly ergodic, rigorous
nonasymptotic results about finite sample behaviour of Iˆt,n(f ) are scarce. Tail inequalities valid in
this setup have been established by Bertail and Clémençon in [8] by regenerative approach and using
truncation arguments. However, they involve non-explicit constants and cannot be directly applied
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to derive lower bounds on t and n. In [30] a result analogous to (2) is established for a sequential-
regenerative estimator (instead of Iˆt,n(f )). The approach of [30] requires identification of regeneration
times. In many problems of practical interest, especially in high dimension, regeneration schemes are
difficult to implement [19,49].
Our approach is to assume a version of the well known drift condition towards a small set
(Assumption 2.1 in Section 2), which is the typical setting when dealing with integrals of unbounded
functions on noncompact sets. Under this assumption in Section 3 we bound the mean square error
of Iˆt,n(f ). Our main Theorem 3.1 exploits the result of Baxendale [3]. In Section 4 we study confidence
estimation (2) and obtain explicit lower bounds on n and t in terms of drift parameters defined in
Assumption 2.1, the V -norm of f , where V is the drift function (for definitions see Section 1.1) and
estimation parameters ε, α. Our bounds are designed to minimize the total simulation cost t + n. The
estimation scheme is then refined via an elementary exponential inequality for a nonlinear estimator,
a median of multiple shorter runs. In Section 5 we give an illustrative toy example.
The emphasis in our paper is on unbounded f , noncompactX and nonuniformly ergodic Markov
chains. This setting arises in many problems, in particular in Bayesian inference when computing
Bayesian estimators in many practically relevant models. Drift conditions required to apply our
approach have been established for large families of models, we discuss some of them in more detail
in Section 6.
1.1. Notation and basic definitions
Throughout this paper, π represents the probability measure of interest, defined on some
measurable state space (X,F ) and f : X → R, the target function. Let (Xn)n≥0 be a time
homogeneous Markov chain on (X,F ) with transition kernel P . By π0 denote its initial distribution
and by πt its distribution at time t . Let I(f ) =

X
f (x)π(dx) be the value of interest and Iˆt,n(f ) =
1
n
∑t+n−1
i=t f (Xi) its MCMC estimate along single trajectory.
For a probability measure µ and a transition kernel Q , by µQ we denote a probability measure
defined by µQ (·) := 
X
Q (x, ·)µ(dx). In this convention πt = π0P t . Furthermore if g is a real-valued
function onX, let Qg(x) := 
X
g(y)Q (x, dy) and µg := 
X
g(x)µ(dx). We will also use Eµg for µg . If
µ is the Dirac delta, i.e.µ = δx, wewrite Ex instead of Eµ. For transition kernels Q1 and Q2, Q1Q2 is also
a transition kernel defined by Q1Q2(x, ·) :=

X
Q2(y, ·)Q1(x, dy). As a consequence of this convention
we also have Qµ(x, ·) := 
X
µ(·)Q (x, dy) = µ(·) and µ1µ2(·) :=

X
µ2(·)µ1(dy) = µ2(·).
Let V : X → [1,∞) be a measurable function. For a measurable function g : X → R define its
V -norm as
|g|V := sup
x∈X
|g(x)|
V (x)
.
Define also a Banach space BV by
BV := {f : X→ R, |f |V <∞}.
To evaluate the distance between two probability measures µ1 and µ2 we use the V -norm distance,
defined as
‖µ1 − µ2‖V := sup
|g|≤V
|µ1g − µ2g| .
Note that for V ≡ 1 the V -norm distance ‖ · ‖V amounts to the well known total variation distance,
precisely ‖µ1 − µ2‖V = 2‖µ1 − µ2‖tv := 2 supA∈F |µ1(A)− µ2(A)|.
Finally for two transition kernels Q1 and Q2 the V -norm distance between Q1 and Q2 is defined by
|||Q1 − Q2|||V := |‖Q1(x, ·)− Q2(x, ·)‖V |V = sup
x∈X
‖Q1(x, ·)− Q2(x, ·)‖V
V (x)
.
For a probability distribution µ, define a transition kernel µ(x, ·) := µ(·), to allow for writing
|||Q − µ|||V and |||µ1 − µ2|||V .
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Now if |||Q1 − Q2|||V <∞, then Q1− Q2 is a bounded operator from BV to itself, and |||Q1 − Q2|||V is
its operator norm. See [38] for details.
In what follows we will work with geometrically ergodic Markov chains. A Markov chain is said to
be geometrically ergodic if
‖δxPn − π‖tv ≤ M(x)γ˜ n, for π − a.e. x, and for some γ˜ < 1.
In particular, if M(x) ≤ M then the chain is said to be uniformly ergodic. Geometric ergodicity is
equivalent to the existence of a drift function V towards a small set (see [42] and c.f. Assumption 2.1)
and consequently also to V -uniform ergodicitywhich is defined by the following condition.
‖δxPn − π‖V ≤ MV (x)γ n or equivalently |||Pn − π |||V ≤ Mγ n,
for someM <∞ and some γ < 1.
2. A drift condition and preliminary lemmas
We analyze MCMC estimation under the following assumption of a drift condition towards a small
set, c.f. [3].
Assumption 2.1. (A.1) Small set. There exist C ⊆ X, β˜ > 0 and a probability measure ν onX, such
that for all x ∈ C and A ⊆ X
P(x, A) ≥ β˜ν(A).
(A.2) Drift. There exist a function V : X→ [1,∞) and constants λ < 1 and K <∞ satisfying
PV (x) ≤

λV (x), if x ∉ C,
K , if x ∈ C .
(A.3) Strong aperiodicity. There exists β > 0 such that β˜ν(C) ≥ β.
In what follows we refer to β˜, V , λ, K , β as drift parameters.
This type of drift condition is often assumed and widely discussed in the Markov chain literature
since it implies geometric ergodicity and a CLT for a convenient class of target functions; see [38]
for details and definitions. Computable bounds for geometric ergodicity parameters under drift
conditions allow to control the burn-in time t and the bias of MCMC estimators in practically relevant
models. Substantial effort has been devoted to establishing such bounds, c.f. the survey paper by
Roberts and Rosenthal [42] and references therein. Particular references include e.g. [45] or Roberts
and Tweedie [44] for bounds on the total variation distance. Since we deal with unbounded functions,
in what followswemake use of the V -uniform ergodicity convergence bounds obtained by Baxendale
in [3] (c.f. [14,17]). In the drift condition setting and using explicit convergence bounds, our goal is to
control not only the burn-in time t , but also the length of simulation n.
Theorem 2.2 ([38,3]). Under Assumption 2.1 (Xn)n≥0 has a unique stationary distribution π and πV <
∞ [38]. Moreover (Theorem 1.1 of [3]), there exists ρ < 1 depending only and explicitly on β˜, β, λ and
K such that whenever ρ < γ < 1 there exists M <∞ depending only and explicitly on γ , β˜, β, λ and K
such that for all n ≥ 0
|||Pn − π |||V ≤ Mγ n. (3)
Formulas forρ = ρ(β˜, λ, K , β) andM = M(γ , β˜, λ, K , β) established in [3] are given in Appendix
and are used in Section 5. To our knowledge the above-mentioned theorem gives the best available
explicit constants. However this is a topic of ongoing research (c.f. [4]).We note that improving ergod-
icity constants in Theorem 2.2 will automatically result in tightening bounds established in our paper.
Corollary 2.3. Under Assumption 2.1
‖π0Pn − π‖V ≤ min{π0V , ‖π0 − π‖V }Mγ n,
where M and γ are such as in Theorem 2.2.
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Proof. From Theorem 2.2 we have ‖Pn(x, ·)− π(·)‖V ≤ Mγ nV (x), which yields
π0VMγ n ≥
∫
X
‖Pn(x, ·)− π(·)‖Vπ0(dx) ≥ sup
|g|≤V
∫
X
|Pn(x, ·)g − πg|π0(dx)
≥ sup
|g|≤V
|π0Png − πg| = ‖π0Pn − π‖V .
Now let bV = infx∈X V (x) and let µ1, µ2 be measures. Clearly ‖µ1(x, ·) − µ2(x, ·)‖V is constant in x
and therefore
|||µ1 − µ2|||V = sup
x
‖µ1(x, ·)− µ2(x, ·)‖V
V (x)
= ‖µ1 − µ2‖V
bV
.
Since ||| · |||V is an operator norm and π is invariant for P , we have
‖π0Pn − π‖V = bV |||π0Pn − π |||V = bV |||(π0 − π)(Pn − π)|||V
≤ bV |||π0 − π |||V |||Pn − π |||V = ‖π0 − π‖V |||Pn − π |||V
≤ ‖π0 − π‖VMγ n. 
Next we focus on the following simple but useful observation.
Lemma 2.4. If for a Markov chain (Xn)n≥0 on X with transition kernel P Assumption 2.1 holds with
parameters β˜, V , λ, K , β , it holds also with β˜r := β˜ , Vr := V 1/r , λr := λ1/r , Kr := K 1/r , βr := β
for every r ≥ 1.
Proof. It is enough to check (A.2). For x ∉ C by Jensen inequality we have
λV (x) ≥
∫
X
V (y)P(x, dy) ≥
∫
X
V (y)1/rP(x, dy)
r
and hence PVr(x) ≤ λ1/rVr(x), as claimed. Similarly for x ∈ C we obtain PVr(x) ≤ K 1/r .
Lemma 2.4 together with Theorem 2.2 yield the following corollary.
Corollary 2.5. Under Assumption 2.1 we have
|||Pn − π |||V1/r ≤ Mrγ nr ,
where Mr and γr are constants defined as in Theorem 2.2 resulting from drift parameters defined
in Lemma 2.4.
Integrating the drift condition with respect to π yields the following bound on πV .
Lemma 2.6. Under Assumption 2.1
πV ≤ π(C)K − λ
1− λ ≤
K − λ
1− λ .
Let fc = f −π f . The next lemma provides a bound on ||fc |p |V in terms of ||f |p |V without additional
effort.
Lemma 2.7. Under Assumption 2.1, for p ∈ [2,∞),
||fc |p |2/pV ≤ ||f |p |2/pV

1+ π(C)
b1/pV
Kp,λ
2
≤ ||f |p |2/pV

1+ Kp,λ
2
,
where bV = infx∈X V (x) and Kp,λ = K1/p−λ1/p1−λ1/p .
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Proof. Note that π |f | ≤ ||f |p |1/pV πV 1/p. Moreover by Lemma 2.6 πV 1/p ≤ π(C)Kp,λ ≤ Kp,λ. Now
proceed:
||fc |p |V = sup
x∈X
|f (x)− π f |p
V (x)
≤ sup
x∈X

||f |p |1/pV V 1/p(x)+ π |f |
p
V (x)
≤ sup
x∈X

||f |p |1/pV

V 1/p(x)+ π(C)Kp,λ
p
V (x)
≤ ||f |p |V

1+ π(C)Kp,λ
b1/pV
p
.  (4)
3. MSE bounds
By MSE(Iˆt,n(f ))we denote the mean square error of Iˆt,n(f ), i.e.
MSE(Iˆt,n(f )) = Eπ0 [Iˆt,n(f )− I(f )]2.
Nonasymptotic bounds on MSE(Iˆt,n(f )) are essential to establish confidence estimation (2) and are
also of independent interest. The main result of this section is the following.
Theorem 3.1 (MSE Bounds). If Assumption 2.1 is fulfilled and X0 ∼ π0. Then for every measurable
function f : X→ R, every p ≥ 2 and every r ∈ [ pp−1 , p]
MSE(Iˆ0,n(f )) ≤ ||fc |
p |2/pV
n

1+ 2Mrγr
1− γr

πV + M min{π0V , ‖π0 − π‖V }
n(1− γ )

, (5)
where fc = f − π f and constants M, γ ,Mr , γr depend only and explicitly on β˜, β, λ and K
from Assumption 2.1 as in Theorem 2.2, Lemma 2.4 and Corollary 2.5.
We emphasise the most important special case for p = r = 2 as a corollary.
Corollary 3.2. In the setting of Theorem 3.1, we have in particular
MSE(Iˆ0,n(f )) ≤ |f
2
c |V
n

1+ 2M2γ2
1− γ2

πV + M min{π0V , ‖π0 − π‖V }
n(1− γ )

. (6)
Remark 3.3. Let us consider the problemof computing the integral I(f ) for f belonging to the unit ball
in the Banach space BV1/p i.e. to the class {f : ||f |p |V ≤ 1}. Theorem 3.1 combined with Lemma 2.7
gives us an upper bound for the worst case error. Indeed we immediately obtain
sup
||f |p |V≤1
MSE(Iˆ0,n(f )) ≤ 1n

1+ π(C)
b1/pV
Kp,λ
2 
1+ 2Mrγr
1− γr

×

πV + M min{π0V , ‖π0 − π‖V }
n(1− γ )

, (7)
where bV and Kp,λ are defined in Lemma 2.7. Note that the RHS of (7) depends on the choice of a
transition kernel P which satisfies Assumption 2.1, where a ‘‘small set’’ C and constants β˜, β, λ and K
have to match V . Moreover,M depends on γ as in Theorem 2.2, r can be arbitrarily chosen in [ pp−1 , p]
andMr depends onγr . Thus theupper bound (7) hasmanyparameters left to be chosen. Optimizing the
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bound with respect to these parameters is a very difficult task and we will not attempt to do this in
our paper.
Remark 3.4. The formulation of the foregoing Theorem 3.1 is motivated by a trade-off between small
V and small λ in Assumption 2.1. It should be intuitively clear that establishing the drift condition
for a quickly increasing V should result in smaller λ at the cost of bigger πV . Reducing λ always
improves γ , γr ,M,Mr that appear in (5) so it may be reasonable to look for a valid drift condition
with V ≥ C0||fc |p | for some C0 > 0 and some p > 2 instead of the natural choice of p = 2. Lemma 2.4
should strengthen this intuition.
Remark 3.5. For evaluating min{π0V , ‖π0 − π‖V } one will often use the obvious bound
min{π0V , ‖π0 − π‖V } ≤ π0V , because π0V depends on π0 which is users choice, e.g. a deterministic
point. Also, in some cases a fairly small bound for πV should be possible to obtain by direct
calculations, e.g. if π has exponential tails and V is a polynomial of degree 2. However, in absence
of a better bound for πV , Lemma 2.6 is at hand.
Remark 3.6. Let σ 2as(f ) denote the asymptotic variance from the CLT for Markov chains (see
e.g. [42,6]). Theorems 17.5.4 and 17.5.4 of [38] combined with Lemma 2.4 with r = 2, yield that
in our setting, if π0 = π , then
nMSE(Iˆ0,n(f ))
σ 2as(f )
→ 1 as n →∞. (8)
Hence the bounds in Theorem 3.1 and Corollary 3.2 have the correct asymptotic dependence on
n and are easy to interpret. In particular πV |f 2c |V in Corollary 3.2 should be close to Varπ f for an
appropriate choice of V , the term 2M2γ2/(1 − γ2) corresponds to the autocorrelation of the chain
and M min{π0V , ‖π0 − π‖V }/n(1 − γ ) is the price for nonstationarity of the initial distribution. In
fact Theorem 3.1 with π0 = π yields the following bound on the asymptotic variance
σ 2as(f ) = limn→∞ nEπ [Iˆ0,n(f )− I(f )]
2 ≤ πV ||fc |p |2/pV

1+ 2Mrγr
1− γr

.
Proof of Theorem 3.1. Note that |f |rV1/r = ||f |r |V . Without loss of generality consider fc instead of f
and let
f˜c := fc||fc |p |1/pV
, then ||f˜c |p |V = 1,
and since fc = f˜c ||fc |p |1/pV , we have
MSE(Iˆ0,n(f )) = MSE(Iˆ0,n(fc)) = ||fc |p |2/pV MSE(Iˆ0,n(f˜c)). (9)
In this setting |f˜ 2c |V ≤ 1, Varπ f˜c = π f˜ 2c ≤ πV , MSE(Iˆ0,n) = Eπ0(Iˆ0,n)2, and also for every r ∈ [ pp−1 , p],
we have |f˜c | ≤ V 1/r and |f˜c | ≤ V 1−1/r . Obviously
nMSE(Iˆ0,n(f˜c)) = 1n
n−1
i=0
Eπ0 f˜c(Xi)
2 + 2
n
n−2
i=0
n−1
j=i+1
Eπ0 f˜c(Xi)f˜c(Xj). (10)
We start with a bound for the first term of the right-hand side of (10). Since f˜ 2c (x) ≤ V (x), we use
Corollary 2.3 for f˜ 2c . Let C0 = min{π0V , ‖π0 − π‖V } and proceed
1
n
n−1
i=0
Eπ0 f˜c(Xi)
2 = 1
n
n−1
i=0
π0P i f˜ 2c ≤ π f˜ 2c +
1
n
n−1
i=0
C0Mγ i
≤ πV + C0M
n(1− γ ) . (11)
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To bound the second term of the right-hand side of (10) recall that |f˜c | ≤ V 1/r and use Corollary 2.5.
2
n
n−2
i=0
n−1
j=i+1
Eπ0 f˜c(Xi)f˜c(Xj) =
2
n
n−2
i=0
n−1
j=i+1
π0

P i

f˜cP j−i f˜c

≤ 2
n
n−2
i=0
n−1
j=i+1
π0

P i

|f˜c ||P j−i f˜c |

≤ 2Mr
n
n−2
i=0
∞−
j=i+1
γ j−ir π0

P i

|f˜c |V 1/r

≤ 2Mrγr
n(1− γr)
n−2
i=0
π0

P i

|f˜c |V 1/r

= ♠.
Since |f˜c | ≤ V 1/r and |f˜c | ≤ V 1−1/r , also |f˜cV 1/r | ≤ V and we use Corollary 2.3 for |f˜c |V 1/r .
♠ ≤ 2Mrγr
n(1− γr)
n−2
i=0

π

|f˜c |V 1/r

+ C0Mγ i

≤ 2Mrγr
1− γr

πV + C0M
n(1− γ )

. (12)
Combine (9)–(12) to obtain
MSE(Iˆ0,n(f )) ≤ ||fc |
p |2/pV
n

1+ 2Mrγr
1− γr

πV + C0M
n(1− γ )

. 
Theorem 3.1 is explicitly stated for Iˆ0,n, but the structure of the bound is flexible enough to cover
most typical settings as indicated below.
Corollary 3.7. In the setting of Theorem 3.1, and with initial distribution π0 = π in (13) and π0 = δx
in (14) and (15), the following bounds on theMSE hold
MSE(Iˆ0,n(f )) ≤ πV ||fc |
p |2/pV
n

1+ 2Mrγr
1− γr

, (13)
MSE(Iˆ0,n(f )) ≤ ||fc |
p |2/pV
n

1+ 2Mrγr
1− γr

πV + MV (x)
n(1− γ )

, (14)
MSE(Iˆt,n(f )) ≤ ||fc |
p |2/pV
n

1+ 2Mrγr
1− γr

πV + M
2γ tV (x)
n(1− γ )

. (15)
Proof. Only (15) needs a proof. Note that Xt ∼ δxP t . Now use Theorem 2.2 to see that ‖δxP t − π‖V ≤
Mγ tV (x), and apply Theorem 3.1 with π0 = δxP t . 
Bound (13) corresponds to the situation when a perfect sampler is available and used instead of
burn-in. For deterministic start without burn-in and with burn-in, (14) and (15) should be applied
respectively. Comparison of (14) and (15) may suggest that burn-in might only be useful when it is
sufficiently large, precisely t ≥ − logγ M . This is due to dealingwith C0 in the proof of Theorem3.1 and
Corollary 3.7. It just influences the final formula in a non-smooth way, rather then reveals a statistical
phenomenon.
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4. Confidence estimation
Confidence estimation is an easy corollary of MSE bounds by the Chebyshev inequality.
Theorem 4.1 (Confidence Estimation). Under Assumption 2.1, take ε, α > 0 and let
b = πV ||fc |
p |2/pV
ε2α

1+ 2Mrγr
1− γr

, (16)
c = M min{π0V , ‖π0 − π‖V }||fc |
p |2/pV
ε2α(1− γ )

1+ 2Mrγr
1− γr

, (17)
c˜ = M
2V (x)||fc |p |2/pV
ε2α(1− γ )

1+ 2Mrγr
1− γr

, (18)
c(t) = c˜γ t , (19)
n(t) = b+

b2 + 4c(t)
2
. (20)
Then
P(|Iˆ0,n(f )− I(f )| ≤ ε) ≥ 1− α, if X0 ∼ π0, n ≥ b+
√
b2 + 4c
2
(21)
P(|Iˆt,n(f )− I(f )| ≤ ε) ≥ 1− α, if

X0 ∼ δx,
t ≥ max

0, logγ

2+

4+ b2 ln2 γ
c˜ ln2 γ

,
n ≥ n(t).
(22)
Remark 4.2 (Leading Term). By taking t as the max on the RHS of (22) and choosing n as n(t), one
obtains the minimal length of the trajectory (t + n) resulting from (15). This will be evident from the
proof. The leading term of the bound on n is
b = πV |f
2
c |V
ε2α

1+ 2M2γ2
1− γ2

(where we took p = r = 2 for simplicity). Quantity πV |f 2c |V should be of the same order as Varπ f ,
thus a term of this form is inevitable in any bound on n. Next, ε−2 which results from Chebyshev’s
inequality, is typical and inevitable, too. The factorα−1 will be reduced later in this section to log(α−1)
for small α by Lemma 4.4 and Algorithm 4.5. The term 1 + 2M2γ21−γ2 which roughly speaking bounds
the autocorrelation of the chain, is the bottleneck of the approach. Here good bounds on γ and the
somewhat disregarded in literature M = M(γ ) are equally important. Improvements in Baxendale-
type convergence bounds may lead to a dramatic improvement of the bounds on the total simulation
cost (e.g. by applying the preliminary results of [4]).
Remark 4.3. The formulation of Theorem 4.1 indicates how the issue of a sufficient burn-in should
be understood. The common approach is to describe t as time to stationarity and to require that
t∗ = t(x, ε˜) should be such that ρ(π, δxP t∗) ≤ ε˜ (where ρ(·, ·) is a distance function for probability
measures, e.g. total variation distance, or V -norm distance). This approach does not seem appropriate
for such a natural goal as fixed precision of estimation at fixed confidence level. The optimal burn-in
time, determined by Theorem 4.1, can bemuch smaller than t∗ and in particular cases it can be 0. Also
we would like to emphasise that in the typical drift condition setting, i.e. ifX is not compact and the
target function f is not bounded, ‖πt−π‖tv → 0 does not even implyπt f → π f . Therefore a V -norm
with |f |V <∞ should be used as a measure of convergence.
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Proof of Theorem 4.1. If MSE(Iˆt,n(f )) ≤ ε2α, from Chebyshev’s inequality we get
P(|Iˆt,n(f )− I(f )| ≤ ε) = 1− P(|Iˆt,n(f )− I(f )| ≥ ε)
≥ 1− MSE(Iˆt,n(f ))
ε2
≥ 1− α. (23)
To prove (21) set C = min{π0V , ‖π0 − π‖V }, and combine (23) with (5) to get
n2 − nπV ||fc |
p |2/pV
ε2α

1+ 2Mrγr
1− γr

− MC ||fc |
p |2/pV
ε2α(1− γ )

1+ 2Mrγr
1− γr

≥ 0,
and hence n ≥ b+
√
b2+4c
2 , where b and c are defined by (16) and (17) respectively. The only difference
in (22) is that now we have c(t) defined by (19) instead of c. To find the optimal trade-off between n
and t , note that increasing t to t + 1 reduces the total computation effort as long as it decreases n(t)
bymore than 1, therefore it is easy to check that the best bound on t and n (i.e. whichminimizes t+n)
is such that
n ≥ n(t) and t ≥ max 0,min{t ∈ N : n′(t) ≥ −1} ,
where n(t) is defined by (20) and n′(t) = ddt n(t). Standard calculations show that
min

t ∈ N : n′(t) ≥ −1 = min t ∈ N : (γ t)2c˜2 ln2 γ − γ t4c˜ − b2 ≤ 0 ,
where c˜ is defined by (18). Hence we obtain
t ≥ max

0, (ln γ )−1 ln

2+

4+ b2 ln2 γ
c˜ ln2 γ

and n ≥ n(t).
This completes the proof. 
Next we consider an alternative nonlinear estimation scheme, the so called ‘‘median trick’’
(introduced in [23] in the computational complexity context and further developed in [39]) that allows
for sharper bounds for the total simulation cost needed to obtain confidence estimation for small α.
The following simple lemma is taken from a more general setting of Section 2 in [39].
Lemma 4.4. Let m ∈ N be an odd number and let Iˆ1, . . . , Iˆm be independent random variables, such that
P(|Iˆk − I| ≤ ε) ≥ 1− a > 1/2, for k = 1, . . . ,m. Define Iˆ := med{Iˆ1, . . . , Iˆm}. Then
P(|Iˆ − I| ≤ ε) ≥ 1− α, if m ≥ 2 ln(2α)
ln[4a(1− a)] . (24)
Hence confidence estimationwith parameters ε, α can be obtained by the following Algorithm 4.5.
Algorithm 4.5 (MA: Median of Averages).
1. Simulatem independent runs of length t + n of the underlying Markov chain,
X (k)0 , . . . , X
(k)
t+n−1, k = 1, . . . ,m.
2. Calculatem estimates of I , each based on a single run,
Iˆk(f ) := Iˆ(k)t,n(f ) = 1n
t+n−1−
i=t
f (X (k)i ), k = 1, . . . ,m.
3. For the final estimate take
Iˆ(f ) := med{Iˆ1(f ), . . . , Iˆm(f )}.
Theorem 4.1 should be used to find t and n that guarantee confidence estimation with parameters
ε and a. Thenm is obtained from Lemma 4.4. The total cost of Algorithm 4.5 amounts tom(t + n) and
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depends on a (in addition to previous parameters). The optimal a can be found numerically, however
a = 0.11969 is an acceptable arbitrary choice (cf. [39]).
Remark 4.6. If we agree to measure efficiency of estimators by their variances, then asymptotically,
as the total simulation effort goes to∞, the median of averages is π/2 times less efficient than the
single trajectory estimator—a phenomenon that can be inferred from the standard asymptotic theory
by considering the asymptotic distribution of the samplemedian. For a finite sample analysis however,
the sample median appears more manageable.
5. A toy example—contracting normals
To illustrate the results of previous sections we analyze the contracting normals example studied
by Baxendale in [3] (see also [44,43,46]), where Markov chains with transition probabilities P(x, ·) =
N(θx, 1− θ2) for some parameter θ ∈ (−1, 1) are considered.
Similarly as in [3] we take a drift function V (x) = 1+ x2 and a small set C = [−d, d] with d > 1,
which allows for λ = θ2 + 2(1−θ2)
1+d2 < 1 and K = 2+ θ2(d2 − 1). We also use the same minorization
condition with ν concentrated on C , such that β˜ν(dy) = minx∈C (2π(1 − θ2))−1/2 exp(− (θx−y)22(1−θ2) )dy.
This yields β˜ = 2[Φ( (1+|θ |)d√
1−θ2
) − Φ( |θ |d√
1−θ2
)], where Φ denotes the standard normal cumulative
distribution function.
Baxendale in [3] indicated that the chain is reversible with respect to its invariant distribution
π = N(0, 1) for all θ ∈ (−1, 1) and it is reversible and positive for θ > 0 (see Appendix for
definitions). Moreover, in Lemma 5.1 we observe a relationship between marginal distributions of
the chain with positive and negative values of θ . Let L(Xn|X0, θ) denote the distribution of Xn given
the starting point X0 and the parameter value θ.
Lemma 5.1.
L(Xn|X0, θ) = L(Xn|(−1)nX0,−θ). (25)
Proof. Let Z1, Z2, . . . be an iid N(0, 1) sequence, then
L(Xn|X0, θ) = L

θnX0 +
n−
k=1
θn−k

1− θ2Zk

= L

(−θ)n(−1)nX0 +
n−
k=1
(−θ)n−k

1− θ2Zk

= L(Xn|(−1)nX0,−θ),
and we used the fact that Zk and−Zk have the same distribution. 
Therefore, if θ ≥ 0 then from Theorem 2.2 we have
‖L(Xn|X0, θ)− π‖V ≤ Mγ nV (X0) = Mγ n(1+ X20 ), (26)
with M and γ computed for reversible and positive Markov chains (see Appendix A.3 for formulas).
For θ < 0 we get the same bound (26) with exactly the same M, γ by Lemma 5.1 and the fact that
V (x) is symmetric.
The choice of V (x) = 1 + x2 allows for confidence estimation of I(f ) if |f 2|V < ∞ for the
possibly unbounded function f . In particular the MCMC works for all linear functions onX. We take
f (x) = x where |f 2|V = 1 as an example. We have to provide parameters and constants required for
Theorem 4.1. In this case the optimal starting point is X0 = 0 since it minimizes V (x). Although in
this example we can compute πV = 2 and |f 2c |V = 1, we also consider bounding πV and |f 2c |V using
Lemmas 2.6 and 2.7 respectively.
Examples of bounds for t and n for the single trajectory estimator, or t, n and m for the median
of averages (MA) estimator are given in Table 1. The bounds are computed for C = [−d, d] with
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Table 1
Bounds for the single trajectory algorithm (ST) and themedian of averages Algorithm 4.5 (MA) for θ = 0.5, precision parameter
ε = 0.1 and different values of the confidence parameter α. Baxendale’s V -uniform ergodicity parameters in this example are
ρ = 0.895, ρ2 = 0.899. Optimizing the total simulation cost results in γ = 0.915, γ2 = 0.971,M = 3.64e+04,M2 = 748.
Setting 1 uses Lemmas 2.6 and 2.7 to bound πV and |f 2c |V , whereas in setting 2, πV and |f 2c |V are computed directly. In the
setting of this example, with X0 = 0 and f (x) = x, the exact distribution of It,n(f ) can be derived analytically. Hence the bounds
are compared to reality, which in case of single trajectory is the exact number computed analytically, and in case of MA is an
approximate number obtained by computing n analytically andm from Lemma 4.4.
α Algorithm Setting 1 Setting 2 Reality
m t n Total
cost
m t n Total
cost
m t n Total cost
0.1 ST 1 218 6.46e+09 6.46e+09 1 229 1.01e+08 1.01e+08 1 0 811 811
MA – – – – – – – – – – – –
10−3 ST 1 218 6.46e+11 6.46e+11 1 229 1.01e+10 1.01e+10 1 0 3248 3248
MA 15 218 5.40e+09 8.10e+10 15 229 8.45e+07 1.27e+09 7 0 726 5082
10−5 ST 1 218 6.46e+13 6.46e+13 1 229 1.01e+12 1.01e+12 1 0 5853 5853
MA 27 218 5.40e+09 1.46e+11 27 229 8.45e+07 2.28e+09 13 0 726 9438
d = 1.6226 which minimizes ρ2 (rather than ρ) for θ = 0.5. Then a grid search is performed to find
optimal values of γ and γ2 that minimize the total simulation cost. Note that in Baxendale’s result, the
constantM depends on γ and goes relatively quickly to∞ as γ → ρ. This is the reason why optimal
γ and γ2 are far from ρ and ρ2 and turn out to be the bottleneck of Baxendale’s bounds in applications
(c.f. Remark 4.2). Also for small α = 10−5, the m = 27 shorter runs have a significantly lower bound
on the required total simulation effort than the single long run.
R functions for computing this example and also the general bounds resulting from Theorem 4.1
are available at http://www.warwick.ac.uk/go/klatuszynski.
6. Applicability of the results
Themainmessage of our paper is a very positive one: when estimating expectations of unbounded
functions, we are able to provide a rigorous, nonasymptotic, a priori analysis of the quality of
estimation. This is much more robust than using asymptotic confidence intervals, not to mention
the often used in practice visual assessment of convergence by looking at a graph, or some more
sophisticated a posteriori convergence heuristics.
The bounds derived in our paper are admittedly conservative, as observed in Section 5. We note
that this is the case also for explicit bounds on convergence in total variation norm established under
drift conditions, c.f. [28] or an illuminating discussion in [12]. Nevertheless drift conditions remain
the main and most universal tool in obtaining nonasymptotic results for general state space Markov
chains. Moreover, the estimates of ergodicity constants in Theorem 2.2 are subject to improvement
(c.f. [4]) which results in drastic reduction of lower bounds on the total simulation cost in Theorem4.1.
For regenerative algorithms, alternative bounds established in [30] are typically tighter than those
resulting from our Section 4. However, the algorithms proposed there aremore difficult to implement
in practically relevant examples.
To apply current results for computing estimates arising in Bayesian inference one needs drift
conditions with explicit constants. For technical reasons such drift conditions are very difficult to
establish. Nevertheless, they have been recently obtained for a wide range of complex statistical
models of practical interest. Particular examples include: Gibbs sampling for hierarchical random
effects models in [28]; van Dyk and Meng’s algorithm for multivariate Student’s t model [31]; Gibbs
sampling for a family of Bayesian hierarchical general linear models in [24] (c.f. also [25]); block
Gibbs sampling for Bayesian random effects models with improper priors [50]; Data Augmentation
algorithm for Bayesian multivariate regression models with Student’s t regression errors [47].
We note that when applying the bounds of this paper in the context of statistical modelling,
further issues may arise that require some additional work. In particular, one of a few equivalent
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drift conditionsmay be established for the specific model in question and obtaining explicit constants
for the drift in Assumption 2.1 may involve additional (standard but lengthy) calculations. Chapter 5
of [29] address this issue in the hierarchical random effects model of [28]. Moreover, since π is the
posterior distribution, the drift constants will necessarily depend on the specific data set and on the
choice of priors (hyperparameters); c.f. the Discussion section of [28].
In settings where the existence of drift conditions can be established, but explicit constants
cannot be computed (c.f. [16]), our results do not apply and one must validate MCMC by asymptotic
arguments. This is not surprising since qualitative existence results are not well suited for deriving
quantitative finite sample conclusions.
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Appendix. Formulas for ρ andM
For the convenience of the reader we repeat here the formulas from [3] that play a key role in our
considerations. There are different formulas for general Markov chains, reversible Markov chains and
positive reversible Markov chains.
A Markov chain is said to be reversible with respect to π if∫
X
Pf (x)g(x)π(dx) =
∫
X
f (x)Pg(x)π(dx) for all f , g ∈ L2(π).
If the Markov chain is reversible, then its transition kernel P is a self-adjoint operator on L2(π).
A Markov chain is said to be positive if∫
X
Pf (x)f (x)π(dx) ≥ 0 for every f ∈ L2(π).
In what follows the terms atomic case and nonatomic case refer to β˜ = 1 and β˜ < 1, respectively.
If β˜ < 1, define
α1 = 1+
log K−β˜1−β
log λ−1
, α2 =

1, if ν(C) = 1,
1+ log K˜
log λ−1
, if ν(C)+
∫
Cc
Vdν ≤ K˜ ,
1+

log
K
β˜

(log λ−1), otherwise.
Then let
R0 = min{λ−1, (1− β˜)−1/α1},
L(R) =

β˜Rα2
1− (1− β˜)Rα1 , if 1 < R < R0,
lim
R→R0
β˜Rα2
1− (1− β˜)Rα1 if R = R0.
A.1. Formulas for general Markov chains
For β > 0, R > 1 and L > 1, let R1 = R1(β, R, L) be the unique solution r ∈ (1, R) of the equation
r − 1
r(log(R/r))2
= e
2β(R− 1)
8(L− 1)
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and for 1 < r < R1, define
K1(r, β, R, L) = 2β + 2(logN)(log(R/r))
−1 − 8Ne−2(r − 1)r−1(log(R/r))−2
(r − 1)[β − 8Ne−2(r − 1)r−1(log(R/r))−2] ,
where N = (L− 1)/(R− 1).
For the atomic casewe have ρ = 1/R1(β, λ−1, λ−1K) and for ρ < γ < 1,
M = max(λ, K − λ/γ )
γ − λ +
K(K − λ/γ )
γ (γ − λ) K1(γ
−1, β, λ−1, λ−1K)
+ (K − λ/γ )max(λ, K − λ)
(γ − λ)(1− λ) +
λ(K − 1)
(γ − λ)(1− λ) . (27)
For the nonatomic case let R˜ = argmax1<R<R0 R1(β, R, L(R)). Then we have ρ = 1/R1(β, R˜, L(R˜)) and
for ρ < γ < 1,
M = γ
−α2−1(Kγ − λ)
(γ − λ)[1− (1− β˜)γ−α1 ]2 ×

β˜max(λ, K − λ)
1− λ +
(1− β˜)(γ−α1 − 1)
γ−1 − 1

+ max(λ, K − λ/γ )
γ − λ +
β˜γ−α2−2K(Kγ − λ)
(γ − λ)[1− (1− β˜)γ−α1 ]2 K1(γ
−1, β, R˜, L(R˜))
+ γ
−α2λ(K − 1)
(1− λ)(γ − λ)[1− (1− β˜)γ−α1 ] +
K [Kγ − λ− β˜(γ − λ)]
γ 2(γ − λ)[1− (1− β˜)γ−α1 ]
+ K − λ− β˜(1− λ)
(1− λ)(1− γ )

(γ−α2 − 1)+ (1− β˜)(γ−α1 − 1)/β˜

. (28)
A.2. Formulas for reversible Markov chains
For reversible Markov chains the following tighter bounds are available.
For the atomic case define
R2 =

sup

r < λ−1 : 1+ 2βr > r1+(log K)(log λ−1), if K > λ+ 2β,
λ−1, if K ≤ λ+ 2β.
Then ρ = R−12 and for ρ < γ < 1 take M as in (27) with K1(γ−1, β, λ−1, λ−1K) replaced by
K2 = 1+ 1/(γ − ρ).
For the nonatomic case let
R2 =

sup

r < R0 : 1+ 2βr > L(r)

, if L(R0) > 1+ 2βR0,
R0, if L(R0) ≤ 1+ 2βR0.
Then ρ = R−12 and for ρ < γ < 1 take M as in (28) with K1(γ−1, β, R˜, L(R˜)) replaced by
K2 = 1+

β˜/(γ − ρ).
A.3. Formulas for reversible and positive Markov chains
For reversible and positive Markov chains take M ’s as in Appendix A.2 with ρ = λ in the atomic
case and ρ = R−10 in the nonatomic case.
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