Background: A main goal of metagenomics is taxonomic characterization of microbial communities. Although sequence comparison has been the main method for the taxonomic classification, there is not a clear agreement on similarity calculation and similarity thresholds, especially at higher taxonomic levels such as phylum and class. Thus taxonomic classification of novel metagenomic sequences without close homologs in the biological databases poses a challenge. Methods: In this study, we propose to use the co-abundant associations between taxa/operational taxonomic units (OTU) across complex and diverse communities to assist taxonomic classification. We developed a Markov Random Field model to predict taxa of unknown microorganisms using co-abundant associations. Results: Although such associations are intrinsically functional associations, we demonstrate that they are strongly correlated with taxonomic associations and can be combined with sequence comparison methods to predict taxonomic origins of unknown microorganisms at phylum and class levels. Conclusions: With the ever-increasing accumulation of sequence data from microbial communities, we now take the first step to explore these associations for taxonomic identification beyond sequence similarity. Availability and Implementation: Source codes of TACO are freely available at the following URL: https://github.com/ baharvand/OTU-Taxonomy-Identification implemented in C++, supported on Linux and MS Windows.
INTRODUCTION
Microorganisms are present in almost every habitat on Earth, such as soil, sea water, fresh water, human body, and air [1] . They play fundamental roles in every aspect of life, functioning as an essential component in nutrient cycles, breaking down toxic wastes to safe materials, changing the climate, and affecting human health and disease [2] . In most natural environments, microorganisms form communities with complex interdependencies that have posed significant challenges for scientists investigating these organisms with traditional methods [3] . With the advent of new high-throughput DNA sequencing technologies, scientists were able to study the genetic material of these microorganisms [4] .
Metagenomics, known as the culture-independent sequencing approach, bypasses the difficulties in studying genetic diversity, population structure, and ecological roles of uncultivable microorganisms by directly sequencing genetic materials from the environment [5, 6] . This approach has been applied to the sequencing of selected marker genes, such as 16s rRNA genes, hypervariable regions within marker genes, and even the whole metagenome. In these sequencing projects, one of the main goals is to obtain the composition of the microbial community within a given environment [7] [8] [9] . 16s rRNA gene sequencing is the primary technique to taxonomic profiling. Computational methods have been developed to analyze sequencing data in order to obtain the taxonomic composition of microbial communities. There are two groups of approaches: comparison-based methods and composition-based methods [10] . In this study, we focus on the comparison-based methods, which are more widely used.
Comparison-based methods utilize homology information obtained by searching sequencing reads for microbial sequences having known taxonomic origins. About one million 16s rRNA gene sequences have been collected and organized as a tree into such databases as RDP [11] , Silva [12] , and Greengenes [13] . Using database search tools like BLAST [14] , taxonomic origins of 16s rRNA sequencing reads can be inferred based on statistically significant BLAST hits. This approach has been widely used in programs such as MG-RAST [15] , and MEGAN [16] . In detail, sequence comparison produces a similarity score, called sequence identity, between a read and one sequence in the database, by which we assign a certain taxonomic level to the read. This process requires (i) calculation of sequence identity [17] and (ii) a similarity threshold for each taxonomic level [18] .
Unfortunately, the calculation of sequence identity can vary significantly because of the choice of the following factors: the usage of global or local alignment, the scoring function used in the dynamic programming, counting the number of gaps by each gap individually, merging consecutive gaps into one gap, or ignoring gaps, the denominator used to calculate sequence identity, and regions of hypervariable regions of 16s rRNA genes. There is no agreement on the best choice. Thus there is variation among existing programs in computing sequence identity. As a result, different databases or programs may produce contradicting taxonomic assignments.
The similarity threshold for each taxonomic level varies significantly too. Yarza et al. (2014) observed that the median and minimum sequence identities are 96.4% and 94.8%, respectively, at the genus level; 92.25% and 87.65%, respectively, at the family level; 89.2% and 83.55%, respectively, at the order level, 86.3% and 80.38%, respectively at the class level, and 83.68% and 77.43% respectively at the phylum level. Therefore, given two sequences and their sequence identity ( < 85%), it may be difficult to determine at which taxonomic level they share a common origin, especially at the high taxonomic levels such as phylum and class.
In this study, we focus on taxonomic prediction of unknown sequences or OTUs, which are defined as those with borderline sequence identities with known sequences measured at either phylum or class levels. By "known" we mean sequences with known taxonomic origins, and by "unknown" we mean that database search fails to assign this sequence to a taxon. Our prediction is based on an important fact that microorganisms live in a complex community with highly interdependent relationships [19] [20] [21] [22] . Some of these relationships are reflected in associations between two microorganisms that are co-abundant across multiple environmental perturbations. Exploring these associations may help us to infer the taxonomic origins of unknown microorganisms. To the best of our knowledge, this is the first attempt to predict the taxonomic origins of unknown microorganisms that are dissimilar to any of those found on databases such as RDP, Silva, and Greengenes. Although co-abundant associations are intrinsically functional correlations, it should be noted that co-abundant clusters are more likely to be composed of microorganisms from the same phylum or class, suggesting that functional associations and taxonomic associations strongly overlap.
To further understand the relationship between these two kinds of associations, we construct a global coabundant OTU network using multiple samples [19] [20] [21] [22] [23] [24] , and we then apply a statistical graphical model, termed Markov Random Field (MRF) [25] , to characterize the taxonomic associations in this network. MRF has been applied to solve different problems, such as image noise restoration and protein function prediction [26] . We used this model in a Bayesian framework to calculate the most probable configuration of taxonomic profiling of a given network which gives us the most probable taxonomic profile labels for an unknown OTU.
RESULTS

Datasets
We applied our method, as detailed in the sections below, to three different datasets, including human intestine, human skin, and soil. The human intestine dataset includes 70 samples of intestinal microbiota in patients with inflammatory bowel disease (IBD) sequenced from the V4 region of 16s rRNA genes with average length of 90 bp for a total of 560,000 reads [27] . The human skin dataset consists of 86 samples, each with approximately 3,500 reads for a total of 300,350 reads sequenced from the V2 region of the 16S rRNA with an average length of 250 bp [28] . The soil dataset includes 49 samples with a total of 277,363 reads sequenced from the V4 regions of the 16s rRNA gene with average length of 150 bp [29] .
Data preprocessing and network construction
Data preprocessing
For each dataset, we trim reads, pool all the samples together, and cluster all reads into OTUs using CROP (Clustering 16S rRNA for OTU prediction) [30] with pairwise distance£3%. CROP is an unsupervised Bayesian clustering method based on the Gaussian Mixture Model. CROP reports each OTU with a center sequence, along with all other member sequences. We remove unreliable small OTUs with fewer than 5 reads to obtain a sample-OTU matrix in which each element represents the number of reads from a specific sample belonging to a particular OTU. We normalize the matrix by dividing the value of each element by the total number of reads in the corresponding sample.
Network construction
Using the sample-OTU matrix, we compute the Spearman's correlation coefficient between every pair of OTUs across all samples, and we retain those with correlation coefficient value > 0.5 and p-value < 0.05, using the permutation test. As a result, we obtain a co-abundance network with nodes as OTUs and edges connecting pairs of co-abundant OTUs.
Taxonomic labeling
We use the RDP classifier [31] to annotate each OTU using the center sequence reported by CROP. The output of the RDP classifier is the taxonomic annotation at different taxonomic levels within the taxonomic hierarchy, each with a confidence level. In this study, we investigate the taxonomic relationships between OTUs at the level of class. The distribution of the number of OTUs belonging to each class for each dataset is shown in Supplementary Figures S1, S2 and S3. For taxonomic prediction, we focus on classes with at least 1% of the total number of OTUs in the network. We applied our Bayesian method to predict the probability that an unknown OTU belongs to each taxonomic class. Combining the results from all classes, we chose the most probable class for each unknown OTU.
Characteristics of OTU co-abundance networks
Soil network
The number of OTUs in the soil dataset after clustering was 13,490, and after preprocessing, we obtained a network with 572 nodes and 4,996 edges. Using the RDP classifier, we labeled nodes with a RDP confidence level below 50% as unknown. As a result, we obtained a network with 403 known and 169 unknown nodes at the class level. This is consistent with our understanding that soil is a very heterogeneous environment with a large number of rare species. As shown in Table 1 , a set of measures, such as average number of neighbors, average clustering coefficient, and modularity [32] , have been calculated to describe the topology of the networks. In this calculation, we generated 1,000 random networks by permuting edges, while preserving the distribution of node degree [33] , and for each random network, we calculated average clustering coefficient, and modularity. The clustering coefficient and modularity of the soil network are 0.211 and 0.827, respectively, both of which are much higher than the average clustering coefficient (0.029) and modularity (0.29) of random networks. The pvalues for the clustering coefficient and modularity of the soil network are both < 0.001. This demonstrates the fact that the soil network is more organized than what would be expected by a random network.
Human skin network
The number of OTUs in the human skin dataset after clustering was 645, and after preprocessing, we obtained a network with 414 nodes and 3,982 edges. Using the RDP classifier, we labeled 360 OTUs as known and 54 as unknown. Table 1 shows that the clustering coefficient and modularity of the human skin network are 0.326 and 0.647, respectively, both of which are much higher than the average clustering coefficient (0.164) and modularity (0.192) of random networks. The p-values for the clustering coefficient and modularity of the human skin network are both < 0.001. This demonstrates the fact that the human skin network is more organized than what would be expected by a random network.
Human intestine network
The number of OTUs in the human intestine dataset after clustering was 4,422, and after preprocessing, we obtained a network with 4,000 edges and 541 nodes. Using the RDP classifier, we obtained 313 known OTUs and 228 unknown OTUs. Table 1 shows that the clustering coefficient and modularity of the human intestine network are 0.265 and 0.767, respectively, both of which are much higher than the average clustering coefficient (0.042) and modularity (0.256) of the random networks. The p-values for the clustering coefficient and modularity of the human intestine network are both < 0.001. This demonstrates the fact that the human intestine network is more organized than what would be expected by a random network.
Clustering coefficients for each taxonomic label
How well OTUs belonging to the same taxa are connected with each other in the network affects the accuracy of predicted taxonomic labels of unknown OTUs. Therefore, to precisely measure the degree to which OTUs from the same taxon cluster together, we defined a new measure called taxonomic clustering coefficient (TCC). Given a taxonomic label j, the taxonomic clustering coefficient of an OTU is defined as the proportion of the edges between the OTUs with the taxonomic label j within its immediate neighborhood divided by the total number of edges that could possibly exist between all those OTUs. The taxonomic clustering coefficient of the taxonomic label j is then defined as the average of the TCC values of all OTUs with label j.
The taxonomic clustering coefficients of all major taxa in our datasets are shown in Tables 2-4 . We used the same measure to compare each taxon in each network with the average clustering coefficient of the same taxon in 1,000 randomly generated networks. The results demonstrate strong intra-taxon associations within the classes in the tables. For example, Table 2 shows that Bacilli, Clostridia, Gammaproteobacteria, Alphaproteobacteria, and Deltaproteobacteria in soil tend to cluster together. Table 3 shows that Clostridia, Deinococci, Betaproteobacteria, Actinobacteria, Bacilli and Sphingobacteria in human skin cluster together, and Table 4 shows that Clostridia, Negativicutes, and Bacteroidia in human intestine cluster together.
Evaluating the accuracy of taxonomic predictions at the class level
Supplementary Figures S1-3 show the distribution of classes identified in the three datasets: 31 in the human skin dataset, 49 in the soil dataset and 19 in the human intestine dataset. In this study, we were specifically interested in dominant classes occupying at least 1% of the nodes in the co-abundance networks. By this definition, we found 15 dominant classes in the human skin network, 14 in the soil network, and 10 in the human intestine network. We then applied the MRF model to each class in these networks. (i) We first labeled each node (OTU) in the network as "1" if it belongs to this class, "0" if it belongs to other classes, and "unknown" if it is The column "Soil-CC" shows the taxa clustering coefficient of different classes in soil, and the column "Soil-RN-CC" shows the average taxa clustering coefficient of 1,000 randomly generated networks using the preserved degree distribution random network generator algorithm for soil data. Avg. stands for average, and Soil/Skin/Intestine-R represents the average value of the statistics of 1,000 randomly generated networks using the preserved degree distribution random network generator algorithm for each microbial dataset. The column "Skin-CC" shows the taxa clustering coefficient of major classes in skin data, and the column "Skin-RN-CC" shows the average taxa clustering coefficient for 1,000 randomly generated networks for skin data using the preserved degree distribution random network generator algorithm. The column "Intestine-CC" shows the taxa clustering coefficient of different classes in human intestine, and the column "Intestine-RN-CC" shows the average taxa clustering coefficient for 1,000 randomly generated networks for human intestine data using the preserved degree distribution random network generator algorithm.
unknown.
(ii) We trained MRF parameters for this class using the node labels and the edges in the network. (iii) We predicted the "0/1"-class membership with a probability for each unknown OTU using the Gibbs sampling algorithm. At the end, we combine predictions from all classes and label each unknown node to the class with the highest probability. To assess the accuracy of our taxonomic predictions, we used the Leave-One-Out strategy, using known OTUs in the network.
Estimated parameters in the MRF model MRF parameters are estimated using the quasi-likelihood approach, as explained in Methods. Table 5 shows the estimated parameters of the dominant classes in the skin dataset, and the parameters for the soil and human intestine datasets are shown in Supplementary Tables S1-2. Parameter α ¼ logð π 1 -π Þ should be negative, because parameter π which is the representative of the fraction of OTUs having the taxonomic label of interest is generally a small number. In addition, parameter β -1 which represents the contribution of an associated OTU not belonging to the given taxonomic label of interest should be negative and parameter γ -β should be positive, because it represent the contribution of an associated OTU belonging to the given taxonomic label of interest. Most taxonomic labels in the three datasets follow this pattern, except for Flavobacteria and Opitutae in the soil network, Deltaproteobacteria and Alphaproteobacteria in the skin network, and Bacilli in the human intestine network, resulting from the low abundance of these classes in their networks. Moreover, it is not expected that all taxa will have positive intradependency among themselves. For example, the class Flavobacteria in the soil dataset is abundant, but its OTUs do not tend to co-occur; therefore, its parameters do not follow the aforementioned pattern.
Prediction accuracy
To determine the accuracy of prediction by MRF for each class, we calculated the area under the curve (AUC) value, as well as the true positive rate (TPR) and false positive rate (FPR) defined as TPR= #predicitions matched with the label #predicitions FPR= #predicitions NOT matched with the label #predicitions Table 6 shows the AUC values for a number of classes in the soil, human skin and human intestine datasets. As expected, the AUC values show better results for classes which tend to cluster together (with high taxonomic clustering coefficients). For example, the class of Bacilli in the soil network has the highest AUC value of 0.76, and also the highest taxonomic clustering coefficient of 0.689. The class of Clostridia in the human skin network has the highest AUC value of 0.72, and also the highest taxonomic clustering coefficient of 0.648. The class of Clostridia in the human intestine network has the second highest AUC value of 0.62, and the highest taxonomic clustering coefficient of 0.444. Another interesting example is Negativicutes in the human intestine dataset. Compared to Clostridia and Bacteroidia, Negativicutes, a class of Firmicutes bacteria, has lower abundance, but shows stronger intra-class associations. The overall AUC varies by different environmental datasets. This happens because each microbial community has its distinct characteristics of interactions within and between classes. Consequently, better prediction accuracy is obtained for the soil and human skin datasets than that for the human intestine dataset. Supplementary Figure S3 shows the distribution of classes in human intestine. In this network, the Clostridia, a highly polyphyletic class of Firmicutes, dominate with lower intra-taxon relationship, which, in turn, affects the overall prediction accuracy. The parameter α=logðπ=1 -πÞ, where π represents the relative abundance of a class in the samples, should be negative because π is generally much smaller than 0.5. For a specific taxonomic class, β -1, which represents the contribution of an associated OTU not belonging to the given class, should be negative, while g -β, which represents the contribution of an associated OTU belonging to the given class, should be positive.
Combining taxonomic predictions with sequence comparisons
Our approach can be used under the following situation. Through database search, an OTU α is found to be distantly similar ( < 85%) to a known taxon β. Based on the sequence similarity alone, it would be difficult to know whether α and β belong to the same class or phylum or not. Then our network based approach, can be applied to compute the probability that α belongs to the same phylum/class as β. We show how this works in the following example.
In the soil samples, there is an OTU #3000 which is unclassified by RDP, as RDP did not find it similar to any sequence in the database with at least 50% confidence level at the rank class. Through the co-abundance network, TACO predicts that it belongs to Bacilli with probability 98%. We extracted a subnetwork around this node and show it in Figure 1 .
The clustering coefficient table in our paper shows that Bacilli is one of those classes of which OTUs tend to cooccur together in different environments and samples.
Based on the subnetwork around this node, it is highly probable that it belongs to class Bacilli.
To validate our prediction, we searched this sequence in Silva. The returning information about this sequence using the Silva database and Silva aligner shows that the LCA (lowest common ancestor) prediction for this sequence is Firmicutes (phylum) and Bacilli (class) with 67% similarity.
Validating the taxonomic predictions of unknown OTUs
To validate our taxonomic predictions of unknown OTUs, which are based on the RDP classification results, we searched them against the SILVA rRNA database [12] because SILVA uses different methods to annotate OTUs.
After this search, many unknown OTUs remained, including 20 OTUs in the human intestine dataset, 15 OTUs in the human skin dataset, and 20 OTUs in the soil dataset. These OTUs had no prediction at the class level from SILVA.
We investigated these OTUs in the human intestine dataset, and we show the result for OTU#9 in the human intestine network as an example. We can see the unique Table 6 . AUC values for major classes in soil, human skin, and human intestine datasets. advantage of our Bayesian method which takes into consideration the global connections of nodes in a network. Because in Figure 2 , node 9 is surrounded with many unknown nodes and also there are three Bacteroidia and three Negativicutes around it which makes it difficult to identify the taxonomic class which node 9 belong to it. We further examine the second level of association around node 9 in the Human Intestine Network and find that because of strong association between the yellow Negativicutes, it is most likely that node 9 belongs to a Negativicutes. Not all of the second level association has been shown in Figure 3 to be easier to see the strong associations between Negativicutes nodes.
DISCUSSION
We developed a statistical approach to predict taxonomic identities of unknown OTUs. We focus on a key property of microbial communities, i.e., their co-abundance associations, which are used to annotate the unknown taxa using those known taxa. Our method works well for annotations at the class and phylum levels, and depends upon and complements to the sequence comparison based methods which predicts known OTUs as input to our model. However, we have explained that our method would likely be the only choice when sequence comparison methods fail give a confident prediction. The result of taxonomic predictions proves that there is significant overlap between the co-abundance network and the taxonomic relationships, although the network intrinsically consists of functional associations. We believe that the degree of such overlap varies in different communities and thus has a significant impact on the prediction accuracy. Using the soil dataset as an example, each soil sample is a mixture of many small communities in different locations within a certain sampling distance, and thus its complexity is very high. As a result, the coabundance network may not reflect true functional associations, and thus has less overlap with the taxonomic relationships. This explains the lower taxonomic prediction accuracy of the soil dataset.
We also suspect that our model may not work well at the low level taxa such as the genus and species levels, at which the number of known OTUs may be too few for parameter estimation in our MRF model.
Overall, we provide a very useful MRF model for taxonomic prediction. The posterior probability computed by the model shows the confidence of the prediction. The underlying Bayesian approach is a global approach as it considers all the associations between nodes, among the same taxa, and between different taxa across the whole network.
METHODS
Assume that we are given multiple 16s rRNA sequencing datasets. We pool these datasets together and cluster the data into N OTUs. Then we construct an OTU coabundant network G=ðV , EÞ, where nodes represent OTUs and edges represent co-abundant associations between OTUs. Let ðV 1 ,V 2 ,:::,V k Þ be the unknown taxonomic origins and let ðV kþ1 ,V kþ2 ,:::,V kþm Þ be the OTUs of known taxonomic origins and N =k þ m. Consider a specific taxonomic level, such as class, which consists of M taxonomic labels ðTX 1 ,TX 2 ,:::, TX M Þ. Each known OTU in the network is assigned exactly one label among ðTX 1 ,TX 2 ,:::,TX M Þ.
Given a specific taxonomic label TX j , we want to assign it to unknown OTUs. To accomplish this, let ðX 1 ,:::, X N Þ be the taxonomic labels for all the OTUs, where ðX 1 , X 2 , :::, X k Þ are unknown and ðX kþ1 ,:::, X kþm Þ are known. Let X i =1 if the i th OTU belongs to taxonomic label TX j , and X i =0 otherwise. Let ðx 1 , x 2 ,:::, x N Þ be a realization of X . Our aim is to infer the posterior distribution of configuration of ðX 1 ,:::, X k Þ, PðX 1 , X 2 ,:::, X k jX kþ1 , X kþ2 , :::, X kþm Þ, given the known taxonomic labels ðX kþ1 , X kþ2 ,:::, X kþm Þ, using a Bayesian approach.
Without considering the network, the probability of a random OTU having label TX j is π=
Number of known OTUs with label TX j m :
Given a configuration of X, the probability of the OTUs is x,
Figure 3. The first and second level neighbors of node 9 in the human intestine network. There is a high connectivity among nodes with class label Negativicutes (yellow). The probability of node 9 belonging to class Negativicutes is the highest.
where In this network, we define
x i x j : the number of type I associations Therefore, the probability of the network conditional on the known OTUs is proportional to
Combining the probabilities of the configuration of X in Equation (2) and the network in Equation (3), we obtain the total probability of the taxonomic labeling of the network that is proportional to expð -UðxÞÞ where
with α=log π 1 -π :
Here, U ðX Þ is called the potential function. Define =ðα, β,gÞ. In the general theory of MRF, the potential function defines a Gibbs distribution of the entire network, as
where ZðÞ= X x∈X expð -U ðxÞÞ. The final goal is to calculate the joint probability distribution PðX 1 , X 2 , :::, X k jX kþ1 , X kþ2 , :::, X kþm Þ using the Bayesian rule and, consequently, the marginal probability distribution for each single random variable X i by summing over all configurations of the network. Because calculating the posterior probability for a large set of unknown OTUs is very difficult, we have to utilize the Gibbs sampler to approximate the posterior probability in this study.
Gibbs sampling
Let X [ -i] =ðX 1 , :::, X i -1 , X iþ1 , :::, X N Þ be the set of OTUs excluding X i , and let M ðiÞ 0 and M ðiÞ 1 be the numbers of 0-labeled and 1-labeled OTUs that are adjacent to X i in the network, respectively. We approximate PðX 1 , X 2 , :::, X k j X kþ1 , X kþ2 , :::, X kþm Þ by sampling from conditional probability PðX i jX [ -i] , Þ for all unknown OTUs fX i : 1£i£kg using Equation (6) . 
The first step in sampling is based on the prior probability that an unknown OTU belongs to the taxonomic label, and thus initial values of 0 or 1 are assigned to the unknown random variables using the Bernoulli distribution with probability π which has been defined in Equation (1) . The Gibbs sampler iterates through all of the random variables X i and computes their current value by drawing a sample from probability PðX i =1jX [ -i] , Þ using Equation (6).
Parameter estimation
All of these procedures are possible if we know the model parameter =ðα, β,gÞ. We can estimate the parameters of the MRF model by using the known part of the network. We have used the standard linear logistic regression model to estimate the parameters based on the assumption that the random variables are independent [26] . However, while it is clear that the random variables are not independent, the MRF model has shown that treating random variables independently does give a good approximation to the Maximum Likelihood Estimation model. From Equation (6), we have log
Summary of the MRF method
Following these steps will give the posterior probabilities
ð1 -x i Þx j þx i ð1 -x j Þ : the number of type II associations
ð1 -x i Þð1 -x j Þ : the number of type III associations for all nodes for each taxonomic label: 1. Compute π based on the known OTUs 2. Estimate parameters =ðα, β,gÞ using Equation (7) 3. Set the initial values of the unknown OTUs using Bernoulli(π) 4. Compute the posterior probability of each unknown OTU X i using Equation (6) iteratively 5. Repeat
Step 4 until all posterior probabilities are convergent.
We specify the burn-in period as 100 iterations which is the time we wait until the Markovian process is stabilized. We assign the value 10 to the lag-in period to eliminate the dependence of the Markovian process. As a result, we average the probability results in the steps of the lag-in period to approximate the final probability.
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