Abstract. Motivated by the study of the corner singularities in the so-called cavity flow, we establish in this article, the existence and uniqueness of solutions in L 2 (Ω) 2 for the Stokes problem in a domain Ω, when Ω is a smooth domain or a convex polygon. We establish also a trace theorem and show that the trace of u can be arbitrary in L 2 (∂Ω) 2 . The results are also extended to the linear evolution Stokes problem.
Introduction
We are interested in this article in the existence of very weak solutions for the (linear stationary) Stokes problem in a domain Ω of R 2 . The set Ω is assumed to be bounded, regular of class C 4 , or it could be a convex polygonal domain. More generally Ω can be what we will call a (convex) domain of polygonal type that is Ω a piecewise C 4 domain, for which the tangent to the boundary Γ has a finite number of discontinuity points S 1 , . . . , S N , with a well defined left and right tangent at these points, the angle between the tangents being 0 < α j < π; hence the domain Ω needs not be convex in this case, we only require the angles to be convex.
Motivated by the study of a flow in such a domain Ω we start with the (stationary linear) Stokes problem, which, in its most general form reads:
(1.1)
The emphasis in [Zha15] is on the so-called lid driven cavity problem. In this case Ω is the square (0, 1) × (0, 1), f = h = 0 and g = (0, 0) at x = 0, 1, and y = 0, and g = (1, 0), at y = 1; the discontinuities of g produce singularities and vortices at the corners (0, 1) and (1, 1). We describe this example in more detail in Section 4.
We know that if f ∈ L 2 (Ω) 2 , h = g = 0, then the existence and uniqueness of a solutionũ ∈ H 1 0 (Ω) 2 of (1.1) is derived from the projection theorem, andp ∈ L 2 (Ω) follows from the result of Deny-Lions [DL54] ; see also [Tem01] , [Wan93] . If f ∈ L 2 (Ω) 2 and h ∈ L 2 (Ω), with Ω hdxdy = 0, we have existence and uniqueness of U ∈ H 2 (Ω) 2 , P ∈ H 1 (Ω) satisfying (1.2)
In the case where Ω is smooth, this result is proved in [Cat61] ; see also [Ghi84] . When Ω is of polygonal type, this result is proven in [Gri92] ; see also [Gri85] . The difference u =ũ − U, p =p − P is solution of the following problem which concentrates the lack of regularity on the boundary value, like for the lid driven cavity problem:
(1.3)
In Section 2 we derive a trace theorem for functions u in
thus giving a meaning to (1.3) 3 . Then in Section 3 we establish the existence and uniqueness of a solution u ∈ L 2 (Ω) 2 of (1.3) provided Γ g · n dΓ = 0 see Theorem 3.1.
We discuss in more details an example of lid driven cavity flow in Section 4. Finally in Section 5 we extend the results to the linear evolution Stokes problem. Namely, we prove the necessary trace theorems, then, in Theorem 5.2, we show that if g is given in
2 ) satisfying Γ g · n dΓ = 0 for a.e. t then, there exists a unique solution
We conclude this introduction with an a priori estimate borrowed from [HS15] which we reproduce for the sake of completeness.
Lemma 1.1. Assume that u, p and g are sufficiently regular (e.g.
2 ) and satisfy (1.3). Then
where the constant c 1 depends only on Ω.
Proof The proof is based on a transposition argument used for general elliptic problems by Lions and Magenes [LM72] .
We consider v, q solution of the adjoint problem (1.6)
We know from the references quoted above that, at least, v ∈ H 2 (Ω) 2 , q ∈ H 1 (Ω) so that the following integrations by parts make sense. We have, n denoting the outside unit normal on Γ :
≤ (using the H 2 (Ω) regularity for (1.6))
The lemma is proven.
Remark 1.1. It follows from the proof of Lemma 1.1 that we can replace |g| L 2 (Γ) 2 by |g| H −1/2 (Γ) 2 in the left-hand side of (1.5). We will not use this improvement here because it is not easy to compute |g| H −1/2 (Γ) 2 .
Remark 1.2. In the above we have used the H 2 − H 1 regularity for the Stokes problem,
. This is classical when Ω is smooth, say
, and is proven in [Gri85] , [Gri92] for the type of polygonal domains we are considering.
A trace theorem
We want to define the trace on Γ of a function u ∈ L 2 (Ω) 2 which satisfies (1.3) 1,2
for some distribution p ∈ D ′ (Ω). We first recall (see e.g.
and div u ∈ L 2 (Ω), the trace of its normal component γ n (u) = u n | Γ is defined and belongs to H −1/2 (Γ). Hence we only need to define the trace of its tangential component
We will make use of the following result from Héron [Her81] .
where div Γ is the tangential divergence on Γ, (g 0 ) τ the tangential component of g 0 and K is the algebraic curvature of Γ.
When we restrict to g 0 = 0, we obtain the following Corollary.
Corollary 2.1. Let
or alternatively if and only if (2.4)
Furthermore γ 1 is surjective and continuous from X 2 (Ω) onto H Proof The condition (2.3) -(2.4) is just the restriction of (2.1) -(2.2) to the case g 0 = 0. Of course the trace operator is continuous and since it is surjective, it is also continuous and one to one from the orthogonal of its kernel in
2 . By the closed graph theorem it is bicontinuous from (Ker γ 1 )
τ (Γ) and its inverse R is a left inverse of γ 1 . The proof is complete.
We now want to define the tangential trace on Γ, γ τ (u), for a function u which satisfies
for some distribution p ∈ D ′ (Ω). Note that, by De Rham's theory (see e.g. Deny and
, and is hence a Hilbert space for the norm of
and by the results of Deny and Lions [DL54] and the analogue of Proposition
The construction of γ τ (u) will somehow mimic the construction of
Theorem 2.2. Assume that Γ is of class C 4 or is of polygonal type. Then there exists
The following generalized Stokes formula is valid for all u ∈ F (Ω) and
where v is any function of X 2 (Ω) such that γ 1 (v) = g 1 .
Proof For u ∈ F (Ω) and
where v is any function in X 2 (Ω) such that γ 1 (v) = g 1 . For the coherence of the definition we first need to show that the expression (2.8) is independent of the choice of v. If v 1 , v 2 are two such choices, and v = v 1 − v 2 , we must show that (2.9)
We prove below, in Lemma 2.1 that
is dense inX 2 (Ω). Then to prove (2.9) we observe that, for v ∈ V,
and this expression vanishes since v ∈ V. 1,2 , ROGER TEMAM 2 AND LE ZHANG 2 10/12/2015
In addition, if we write (2.8) with v = Rg 1 , R the left-inverse of γ 1 given by Corollary 2.1, we observe that the expression
2 as indeed
following integrations by parts are legitimate:
We are left with proving the following:
Proof It is clear that V ⊂X 2 (Ω). We will prove the lemma by showing that any linear continuous form ℓ onX 2 (Ω) which vanishes on V is equal to zero.
We observe thatX 2 (Ω) is a closed subspace of (
, we see that ℓ is necessarily of the form
We now write that ℓ vanishes on V:
But this classically implies that ∆φ = ∇π for some π ∈ D ′ (Ω) which actually belongs to H −2 (Ω) as observed above.
Now for any v ∈X 2 (Ω), ∇π = ∆φ ∈ H −2 and
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This expression vanishes because v ∈ H 2 0 (Ω) 2 . Indeed using the fact that ∇π ∈ H −2 (Ω), we see that
The main theorem (Time independent case)
Our aim is now to prove the existence and uniqueness of a solution u ∈ L 2 (Ω) 2 for
Theorem 3.1. We assume that Ω is of class C 4 or is of polygonal type, and that g is
Proof It is easy to construct a sequenceg j ∈ H 3/2 (Γ) 2 (or possibly more regular), which
we see that the g j belong (at least) to H 3/2 (Γ) 2 , satisfy (3.1) and converge to g in L 2 (Γ) 2 .
For each j, thanks to [Cat61] when Ω is of class C 4 , and to [Gri92] when Ω is of polygonal type, we infer the existence of (
with g replaced by g j . We see, thanks to Lemma 1.1, that the sequence u j is bounded in L 2 (Ω) 2 . More precisely, as observed before, the sequence u j is bounded in F (Ω). As j → ∞, we infer the existence of u ∈ F (Ω) and a subsequence still denoted j such that
that is weakly in L 2 (Ω) 2 , and u satisfies
In addition, the trace theorem from [Tem01] for γ n , and the trace Theorem 2.2 above for γ τ , tell us that γ 0 (u j ) = g j converges to γ 0 (u) = g in H −1/2 (Γ) 2 . Hence u satisfies (1.3).
It remains to show the uniqueness of solution of (1.3). If (u 1 , p 1 , ), (u 2 , p 2 ) are two solutions of (1.3) and if
We must show that u = p = 0. We consider (v, q) defined by (1.6) as in the proof of Lemma 1.1. Note that v ∈ X 2 (Ω), and q ∈ H 1 (Ω). We then write
According to the integration by parts formula I. (1.9) in [Tem01] , this last expression is equal to
and, it thus vanishes since γ n (u) = 0 by (3.3) 3 and div u = 0 by (3.3) 2 .
We conclude that u = 0, thus proving the uniqueness.
Remark 3.1. Another way to approach the problem (1.3) would be to introduce the stream function Ψ such that u = ∂Ψ/∂y, v = −∂Ψ/∂x and then (1.3) reduces to a biharmonic problem for Ψ (3.5)
We would then be looking for a solution Ψ ∈ H 1 (Ω) of problem(3.5) properly formulated.
When Ω is smooth such problems are treated in Lions and Magenes [LM72] , although the problem (3.5) is not explicitly mentioned in [LM72] . When Ω is a convex polygon or a domain of polygonal type, the methods of [Gri85] , [Gri92] might apply but this remains to be done. 
Example for a lid driven cavity flow
We are interested in the cavity flow where Ω = (0, 1) × (0, 1) and the velocity on Γ is (0, 0) at x = 0, 1, and y = 0 and, at y = 1, g = (1, 0). This is a classical model problem in computational fluid dynamics which has been the object of many studies see e.g. [Cuv86] , [Dav06] , [Dun85] . The singularities at the corners (0, 1), (1, 1) remain a substantial computational difficulty. In [Zha15] the author addresses this difficulty by replacing g by a continuous function g ε which converges to g in L 2 (Γ) 2 as ε → 0.
Such an approach has been successfully applied to the Korteweg de Vries and nonlinear
Schröedinger equations, to deal with incompatible data; see [FQT12] and [QT12] ; see also [CQT11a] , [CQT11b] and see [Tem01] regarding incompatible initial data.
We can approximate g by g ε which is identical to g except for the first component which is equal to
where σ is a smooth function
Both g and g ε satisfy the necessary conditions
It is clear that g ε converges to g in L 2 (Γ) 2 as ε → 0. In view of Theorem 3.1, there exists a unique solution (u, p) to the problem (1.3) with u ∈ L 2 (Ω) 2 , and a (unique) solution (u ε , p ε ) to the problem (1.3) with g replaced by g ε , and u ε ∈ L 2 (Ω) 2 ; as usual the uniqueness of p 1 , p ε is meant up to the addition of a constant. In addition, when ε → 0,
and consequently It is clear that the analogues of (4.2), (4.3), (4.4) are still valid in this case.
The Time dependant case
We now want to derive the analogue of Theorem 3.1 in the time dependant case. We consider T > 0 and set Q T = Ω × (0, T ), Γ T = Γx(0, T ), and we are interested in very weak solutions (in L 2 (Q T )) of the linearized evaluation Stokes problem
As in the stationary case, thanks to the result of [Sol64a] , [Sol64b] , we can introduce a lifting of f, h, and u 0 , by considering the solution U, P of
The results of [Sol64a] , [Sol64b] , guarantee enough regularity for f, h, u 0 1 , and then u =ũ − U, p =p − P are solutions of
For suitable g ′ s, we are interested in very weak solutions of (5.3) of the form u ∈ L 2 (Q T ).
Firstly we must show that (5.3) 4 makes sense when u ∈ L 2 (Q T ) satisfies (5.3) 1−3
with continuous injections and each space dense in the next one and, ∀v ∈ L 2 (0, T ; V),
and by continuity, (5.4) holds for every v ∈ L 2 (0, T ; V 2 ); and we conclude that
and u(0) makes sense, since u is a.e. equal to a continuous function from
A Priori estimate Our first result now will be an analogue of Lemma 2.1.
Lemma 5.1. Assume that u, p, g and u 0 are sufficiently regular (e.g.
2 )), and satisfy (5.3). Then
where the constant c 2 depends only on Ω and T.
Proof
The proof is based again on a transposition argument as in Lemma 1.1. We consider v, q solutions of the adjoint system (5.7)
and we write
According to the regularity results of [Sol64a] , [Sol64b] ,
for some constant c depending on Ω and T, and (5.6) follows.
Remark 5.1. In relation with Remark 1.2 : the result of regularity (5.8) is proved in [Sol64a] , [Sol64b] when Ω is smooth. Alternatively, and to cover the case Ω of polygonal type, we can write equation (5.7) (linear Stokes evolution problem with homogeneous boundary conditions), in the abstract form
where A is the abstract Stokes problem in the space
, by invoking the stationary regularity results recalled in Remark 1.2. A result similar to (5.6) is valid for the full system (5.1).
The trace issues
We next deal with the trace issues.
In relation with (5.3) we want to consider the set
Recall that we have shown in (5.3)-(5.6) that if u ∈ L 2 (Q T ) 2 satisfies (5.10) 1−2 then u is a.e. equal to a continuous function from [0, T ] into V ′ 2 . Hence (5.10) 3 makes sense and the definition of F (Q T ) is valid. Furthermore using the current theory [Rha84] as in the stationary case, we see that
2 , then ∇p n converges to Concerning the trace on Γ T of a function u in F (Q T ), we first observe that the normal component of u, γ n (u) = u · n| Γ T is defined and belongs to L 2 (0,
according to a standard trace result in the Navier-Stokes theory [Tem01] . So the issue is to define the tangential component of u on Γ T , γ τ (u). As in the stationary case, we will define γ τ (u) by its duality with the trace on Γ T of a suitable function v. More precisely consider
and the subspace
Using the lifting operator R from Corollary 2.1, we see that γ 1 is a surjective operator from
2 ). Also it is elementary to see that Y 2 (Q T ) is dense in
For u and v smooth we have by integration by parts, and using Green's formula,
Hence the expression (5.11) has the potential to define and characterize the tangential components of u in L 2 (0,
Our next task is to show that the expression L u (g 1 ) is independent of the choice of v ∈ Y 2 (Q T ) such that ∂v ∂n = g on Γ T . Consider two such functions v 1 , v 2 and their difference v = v 1 − v 2 . We must show that (5.12)
, the expression (5.12) vanishes because it is equal to
Since we showed in Lemma 2.1 that V is dense inX 2 (Ω), we infer that L 2 (0, T ; V) is dense in L 2 (0, T ;X 2 (Ω)) and (5.12) holds for any v in Y 2 (Q T ) satisfying ∂v/∂n = 0 on Γ T .
We then have the analogue of Theorem 2.2. 
(Γ)
2 )) such that
The following generalized Stokes formula is valid for all u ∈ F (Q T ) and g 1 ∈ γ 1 (Y 2 (Q T )) ⊂ L 2 (0, T ; H −1/2 τ (Γ) 2 )):
(5.13) < γ τ u, g 1 >=
where v is any function of Y 2 (Q T ) such that γ 1 (v) = g 1 . All statements have been proven or are proven as in Section 2.
The existence and uniqueness theorem Theorem 5.2. We assume that Ω is of class C 4 or is of polygonal type and that g is given in L 2 (0, T ; L 2 (Γ) 2 ) satisfying (3.1) for a.e. t ∈ [0, T ].
Then there exists a unique function u ∈ L 2 (Q T ) 2 satisfying (5.3) for some p ∈ D ′ (Q T ).
Proof
We approach g by a sequence g j ∈ L 2 (0, T ; H 3/2 (Γ) 2 ) as in (3.2), where g j converges to g in L 2 (0, T ; H −1/2 (Γ) 2 ) as j → ∞. For each j we find, by [Sol64a] , [Sol64b] ,
2 ) × L 2 (0, T ; H 1 (Ω)) satisfying (5.3). The estimates provided by Lemma 5.1 show that the sequence u j is bounded in L 2 (Q T ) 2 . Therefore u j contains a subsequence weakly convergent in L 2 (Q T ) 2 to some limit u, and u satisfies (5.3) for some p ∈ D ′ (Q T ), thanks to [Rha84] .
We are left with the uniqueness, that is proving that u = 0 when u ∈ F (Q T ) satisfies (5.3) with g = 0. We introduce the solution v of the adjoint system as in (5.7). Then v ∈ Y 2 (Q T ) and The theorem is proved.
