Minwise 1 hashing is the standard technique in the context of search and databases for efficiently estimating set (e.g., high-dimensional 0/1 vector) similarities. Recently, b-bit minwise hashing was proposed which significantly improves upon the original minwise hashing in practice by storing only the lowest b bits of each hashed value, as opposed to using 64 bits. b-bit hashing is particularly effective in applications which mainly concern sets of high similarities (e.g., the resemblance > 0.5). However, there are other important applications in which not just pairs of high similarities matter. For example, many learning algorithms require all pairwise similarities and it is expected that only a small fraction of the pairs are similar. Furthermore, many applications care more about containment (e.g., how much one object is contained by another object) than the resemblance. In this paper, we show that the estimators for minwise hashing and b-bit minwise hashing used in the current practice can be systematically improved and the improvements are most significant for set pairs of low resemblance and high containment.
Introduction
Computing the size of set intersections is a fundamental problem in information retrieval, databases, and machine learning. For example, binary document vectors represented using w-shingles can be viewed either as vectors of very high dimensionality or as sets. The seminal work of minwise hashing [2, 4] is a standard tool for efficiently computing resemblances (Jaccard similarity) among extremely high-dimensional (e.g., 2 64 ) binary vectors, which may be documents represented by w-shingles (w-grams, w contiguous words) with w = 5 or 7 [2, 4] . Minwise hashing has been successfully applied to a very wide range of real-world problems especially in the context of search; a partial list includes [2, 4, 1, 13, 7, 27, 5, 29, 17, 10, 8, 14, 19, 25] .
The resemblance, R, is a widely used measure of similarity between two sets. Consider two sets S 1 , S 2 ⊆ Ω = {0, 1, 2, ..., D − 1}, where D, the size of the dictionary, is often set to be D = 2 64 in industry practice. Denote a = |S 1 ∩ S 2 |. R is defined as
Minwise hashing applies a random permutation π : Ω → Ω on S 1 and S 2 . Based on an elementary probability result:
Pr (min(π(S 1 )) = min(π(S 2 ))) =
one can store the smallest elements under π, i.e., min(π(S 1 )) and min(π(S 2 )), and then repeat the permutation k times to estimate R. After k minwise independent permutations, π 1 , π 2 , ..., π k , one can estimate R without bias, as:
1{min(π j (S 1 )) = min(π j (S 2 ))},
The common practice is to store each hashed value, e.g., min(π(S 1 )) and min(π(S 2 )), using 64 bits [12] . The storage cost (and consequently the computational cost) will be prohibitive in large-scale applications [24] .
In this paper, we first observe the standard practice of minwise hashing, i.e., using (2) , can be substantially improved for important scenarios. In fact, we will show that (2) is optimal only when the sets are of the same size, i.e., f 1 = f 2 , which is not too common in practice. Figure 1 presents an example based on the webspam dataset (available from the LibSVM site), which contains 350000 documents represented using binary vectors of D = 16 million dimensions. Compared to the Web scale datasets with billions of documents in 2 64 dimensions, webspam is relatively small and only uses 3-grams. Nevertheless, this example demonstrates that the set sizes (numbers of non-zeros), f i = |S i |, distribute in a wide range. Therefore, when we compare two sets, say S 1 and S 2 , we expect the ratio f 1 /f 2 will often significantly deviate from 1. Indeed, we computed the ratios f 1 /f 2 for all pairs in webspam. Without loss of generality, we always assume f 1 ≥ f 2 . There are altogether 61 billion pairs with the mean f 1 /f 2 = 5.5 and the standard deviation (std) = 9.5. Thus, we expect that f 2 /f 1 = 0.2 ∼ 0.5 is common and f 2 /f 1 < 0.1 is also fairly frequent.
The 3-Cell Multinomial Problem
The standard estimator (2) is based on a binomial distribution. However, the problem really follows a 3-cell multinomial distribution. Define z 1 = min(π(S 1 )) and z 2 = min(π(S 2 )). The three probabilities are:
These probabilities are easy to understand. For example, for the event {z 1 < z 2 }, the size of sample space is |S 1 ∪ S 2 | = f 1 + f 2 − a and the size of event space is
We will show that the estimator solely based on P = (4) is optimal only when f 1 = f 2 . Assuming f 1 ≥ f 2 , then (5) should not be used for the estimation task.
The estimator based on P > (6) is superior to P = (6) when f 1 ≥ f 2 ≈ a. However, since we do not know a in advance, we must combine all three probabilities to ensure accurate estimates.
The Measure of Containment
The ratio T = a/f 2 (assuming f 1 ≥ f 2 ) is known as the containment. It is possible that the resemblance R is small but the containment T is large. Note that R = a f1+f2−a ≤ a/f 1 ≤ f 2 /f 1 . Thus, if, for example, f 2 /f 1 ≤ 0.2, then R has to be small, even when a ≈ f 2 (which corresponds to T ≈ 1).
While the literature on minwise hashing has mainly focused on the estimation of set resemblance, accurate estimation of set containment is also crucial to a number of different applications. For example, [9] uses both resemblance and containment estimates of the w-grams contained in text columns to characterize the similarity of database table contents in a tool that allows users to quickly understand database content. In a similar context, [31] tests the (estimated) level of containment between the distinct values contained in different (sets of) database columns to automatically detect foreign key constraints. [26] describes the use of (estimated) shingle containment in the context of cluster-based compression schemes. In the context of overlay networks, [6] uses the estimated containment (and resemblance) of the working sets of peers to coordinate between them, in turn reducing communication cost and complexity; because only small messages should be passed for coordination, this estimation has to be based on small synopses. The use of containment estimates in the context of peer-to-peer networking is discussed in [15] .
b-Bit Minwise Hashing
The recent development of b-bit minwise hashing [22, 23, 20, 21] provides a solution to the (storage and computational) problem of minwise hashing by storing only the lowest b bits (instead of 64 bits) of each hashed value for a small b. [22] proved that using only b = 1 bit per hashed value can achieve at least a 21.3-fold improvement (in terms of storage) compared to using b = 64 bits if the target resemblance R > 0.5. This is a very encouraging result which may lead to substantial improvement in applications like (near)duplicate detection of Web pages [2] .
On the other hand, when R is small, as shown in [22, 21] , one might have to increase b in order to achieve an adequate accuracy without substantially increasing k, the number of permutations.
In fact, machine learning algorithms like SVM require (essentially) all pairwise similarities and it is expected that most pairs are not too similar. Our concurrent work [21] attempts to combine linear SVM [18, 28, 11, 16, 30] with b-bit hashing; and our initial experiments suggest that b ≥ 4 (especially b = 8) is needed to achieve good performance.
In this paper, we will provide estimators for both the standard minwise hashing and b-bit minwise hashing.
Estimators for Minwise Hashing
Consider two sets S 1 , S 2 ∈ Ω = {0, 1, 2, ..., D − 1}.
We apply k random permutations π j : Ω → Ω, and record the minimums z 1,j = min(π j (S 1 ), z 2,j = min(π j (S 2 ), j = 1 to k. We will utilize the sizes of three disjoint sets:
Note that
k , and k> k are unbiased estimators of P = (4), P < (5), and P > (6), respectively. For the convenience of presentation, we estimate the intersection a = (
which are asymptotically (for large k) unbiased estimators of a. The variances are provided by Lemma 1.
Proof: The asymptotic variances can be computed by
a straightforward fashion. We skip the details.
The Maximum Likelihood Estimator
Lemma 1 suggests that the current standard estimator a = may be severely less optimal when f 2 /f 1 deviates from 1. In fact, if we know f 1 > f 2 ≈ a (i.e., when the resemblance is small but the containment is large), we will obtain good results by usingâ > . The problem is that we do not know a in advance and hence we should resort to the maximum likelihood estimator (MLE).
Lemma 2
The MLE, denoted byâ MLE , is the solution to the following equation:
which is asymptotically unbiased with the variance
Proof: The result follows from classical multinomial estimation theory. See Section 3.1. Figure 2 compares the ratios of the variances of estimators of a (only using the O 1 k term of the variance). The top-left panel illustrates that when f 2 /f 1 < 0.5 (which is common), the MLEâ MLE can reduce the variance of the standard estimatorâ = by a large factor. When the target containment T = a f2 approaches 1, the improvement can be as large as 100-fold.
Comparing MLE with Other Estimators
The top-right panel of Figure 2 suggests that, if f 2 ≤ f 1 , then we should not useâ < , because its variance can be magnitudes larger than the variance of the MLE. The bottom-left panel confirms that if we know the containment is very large (close to 1), then we will do well by usingâ > which is simpler than the MLE. The problem is of course that we do not know a in advance and hence we may still have to use the MLE. The bottom-right panel verifies thatâ > is significantly betterâ < .
Experiment
For the purpose of verifying the theoretical improvements, we use two pairs of sets corresponding to the occurrences of four common words ("A -TEST" and "THIS -PERSON") in a chunk of real world Web crawl data. Each (word) set is a set of document (Web page) IDs which contained that word at least once. For "A -THE", the resemblance = 0.0524 and containment = 0.9043. For 'THIS -PERSON", the resemblance = 0.0903 and containment = 0.8440. • For pairs of low resemblance and high containment, the MLEâ MLE provides significantly better (in these two cases, about an order of magnitude better) results than the standard estimator a = .
• The MLE is asymptotically unbiased. The small bias at small k (which is common for MLE in general) vanishes as k increases.
• The theoretical variances match the simulations. Figure 3: A simulation study using two pairs of realworld vectors (of low resemblance and high containment) to verify (i)â MLE is significantly better than a = ; and (ii) the theoretical variances match the simulations and the bias of the MLE vanishes as k increases.
3 b-Bit Minwise Hashing b-Bit minwise hashing [22] stores each hashed value, e.g., z 1 = min(π(S 1 )), z 2 = min(π(S 2 )), using the lowest b bits instead of 64 bits. In this section, we will show that because the original b-bit minwise hashing only used part of the available information, it can be substantially improved.
We first define: [22] derived the probability formula Pr (u 1,b = u 2,b ) by assuming D = |Ω| is large (which is virtually always satisfied in practice). We will also need to derive
We follow the convention in [22] by defining
Instead of estimating a, we equivalently estimate s in the context of b-bit hashing. Lemma 3 provides the probability formulas as the basic tool.
Lemma 3 Assume D is very large.
Proof: See Appendix A.
Therefore, we encounter a multinomial probability estimation problem with each cell probability being a function of s. Note that the total number of cells, i.e., 2 b × 2 b , is large especially when b is not small.
In addition to P b,(t,d) , we also define the following three probability summaries analogous to P = , P < , and P > .
Suppose we conduct k permutations. We define the observed counts, k b,(t,d) , k b,= , k b,< , and k b,> , which correspond to P b,(t,d) , P b,= , P b,< , and
[22] only used P b,= to estimate R (and hence also s). We expect to achieve substantial improvement if we can take advantage of the matrix of probabilities P b,(t,d) . Here, we first review some basic statistical procedure for multinomial estimation and the classical (asymptotic) variance analysis.
Review Classical Multinomial Estimation
Consider a table with m cells, each of which is associated with a probability q i (θ), i = 1, 2, ..., m. Here we assume the probability q i is parameterized by θ (for example, the s in our problem), and the task is to estimate θ. Suppose we draw k i.i.d. samples and the number of observations from the i-th cell is k i ,
The maximum likelihood estimator (MLE), which is optimal or asymptotically (for large k) optimal in terms of the variance, is the solutionθ MLE to the MLE equation l ′ (θ) = 0, i.e.,
solving which often requires a numerical procedure. For one-dimension problems as in our case, the numerical procedure is straightforward.
The estimation variance ofθ MLE is related to the Fisher Information I(θ) = −E(l ′′ (θ)):
For b-bit hashing, since we have 2 b × 2 b cells with probabilities P b,(t,d) , we can either use the full (entire) probably matrix or various reduced forms by grouping (collapsing) cells (e.g., P b,= , P b,< , and P b,> ) to ease the burden of numerically solving the MLE equation (23).
Five Levels of Estimators for s
We first introduce the notation for the following five estimators of s:
b − 1. This estimator will be most accurate and computationally most intensive.
2.ŝ b,do denotes the MLE solution by using m = 2 b + 2 cells which include the 2 b diagonal probabilities P b,(t,t) , t = 0, 1, ..., 2 b − 1 and two summaries of the off-diagonals: P b,< = t<d P b,(t,t) and P b,> = t>d P b,(t,t) . 3.ŝ b,d denotes the MLE solution by using m = 2 b +1 cells which include the 2 b diagonal probabilities P b,(t,t) , t = 0, 1, ..., 2 b − 1 and the sum of the rest, i.e., P b,< + P b,> .
4.ŝ b,3 denotes the MLE solution by using m = 3 cells which include the sum of the diagonals and two sums of the off-diagonals, i.e., P b,= = 2 b −1 t=0 P b,(t,t) , P b,< , and P b,> . 5.ŝ b,= denotes the MLE solution by using only m = 2 cells, i.e., P b,= and 1 − P b,= . This estimator requires no numerical solutions and is the one used in the original b-bit minwise hashing paper [22] .
We probabilities, can achieve substantial improvements (for example, 5-to 100-fold) compared to the standard practiceŝ b,= , especially for cases of low resemblance and high containment.
• Two other estimators,ŝ b,do andŝ b,3 usually perform very well compared to the full MLE.ŝ b,do uses 2 b + 2 cells andŝ b,3 uses merely 3 cells: the sum of the diagonals and the two sums of the offdiagonals. Therefore, we considerŝ b,3 is likely to be particularly useful in practice. Our analysis has demonstrated that the much simpler estimatorŝ b,3 , which only uses 3 cells, is often remarkably accurate. We expect it will be used in practice. s b,3 involves three summary probabilities: P b,= , P b,< , and P b,> . For efficient estimation, we will need to use more compact presentations instead of the double summation forms. Since we already know P b,= as derived in [22] , we only need to derive P b,< and then P b,> follows by symmetry. After some algebra, we obtain 
Conclusion
Computing set or vector similarity is a routine task in numerous applications in machine learning, information retrieval, and databases. In Web scale applications, the method of minwise hashing is a standard technique for efficiently estimating similarities, by hashing each set (or equivalently binary vector) in a dictionary of size |Ω| = 2 64 to about k hashed values (k = 200 to 500 is common). The standard industry practice is to store each hashed value using 64 bits. The recently developed b-bit minwise hashing stores only the lowest b bits with small b. b-Bit minwise hashing is successful in applications which care about pairs of high similarities (e.g., duplicate detection).
However, many applications involve computing all pairwise similarities (and most of the pairs are not similar). Furthermore, some applications really care about containment (e.g., the fraction that one object is contained by another) instead of resemblance. Interestingly, the current standard methods for minwise hashing and b-bit minwise hashing perform poorly for cases of low resemblance and high containment.
Our contributions in this paper include the statistically optimal estimator for standard minwise hashing and several new estimators for b-bit minwise hashing. For important scenarios (e.g., low resemblance and high containment), improvements of about an order of magnitude can be obtained. The full MLE solution for b-bit minwise hashing involves a contingency table of 2 b × 2 b cells, which can be prohibitive if b is large. Our analysis suggests that if we only use 3 cells, i.e., the sum of the diagonals and the two sums of the off-diagonals, we can still achieve significant improvements compared to the current practice.
A Proof of Lemma 3
Consider two sets S 1 , S 2 ∈ Ω = {0, 1, 2, ..., D − 1}. Apply a random permutation π : Ω → Ω on a S 1 , S 2 , and store the two minimums: z 1 = min(π(S 1 )), z 2 = min(π(S 2 )). Assuming D → ∞, [22] provided two basic probability formulas: 
We will also need to derive Pr (z 1 = i, z 2 = i). The exact expression is given by For convenience, we introduce the following notation:
Also, we assume D is large (which is virtually always satisfied in practice). We can obtain a reasonable approximation (analogous to the Possion approximation of binomial): 
