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はじめに
　本稿では2人協カゲームでのNash（1950）
の交渉モデルと基本的には同じゲームの情況で
はあるが、Nashによって提示されたものとは
異なるKa1ai－Smorodinskyモデルをとりあげ，
交渉解の比較を行㌔いづれのモデルともプレ
イヤー間で拘束力のある合意が必要とされる。
合意には公平さが必要とされるが，この公平さ
を表わすのにいくつかの公理が要請され糺
　両モデルとも解の導出にとってポイントとな
るのは威嚇点（threat　point）であるが，この
威嚇点ないしは基準点（referenCe　point）をど
のように決めるかが問題となる。Thomson
（1981）はNashの提示した公理に沿っていくつ
かの基準点を提示しているが，我々は
Thomsonが提示した以外の新しい基準点を求
め，それによる解はどのような性質をもってい
るかを検討する。
I　Edgewo巾の解
2人交渉解はEdgeworth（1881）によるボッ
クス・ダイヤグラムの解で知られる。今図1の
ようにボックスの左下端をプレイヤー1の原
点，右上端をプレイヤー2の原点とする。プレ
イヤー1の無差別曲線をI苛，I1…とし，プレイ
ヤー2のそれをI宴，I圭…とする。両者の米と肉
の初期保有量をα点とする。
図1　Edgewo耐hボックス・ダイヤグラム
　肉I；
　両者の交渉によってより満足度の高い財束を
達成することが可能となる。αから交渉を始め
てより満足度が高くなる領域は図1の影の部分
である。曲線AB上はコアとよぶ。取引をすれ
ば両者にとってより望ましいのはコア上であ
乱曲線1－2を利得可能フロンテイアとよび，
取引集合を表わす。このフロンティアはまたパ
レート最適とよぶ。初期保有量が図のα1のよ
うに一方のプレイヤーに片寄った場合も取引を
することでより望ましい点に到達することが可
能であるが，その場合，もてるもののエゴを発
揮するとC点になり，もてるものが寛容さを示
すとD点になる。交渉によって2人に有利な曲
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線CD上に解を得ることができる。
　Edgeworthの取引分析は協カゲームヘの重要
な橋頭優となった。Edgeworthのボックス・ダ
イヤグラムを図2のように横軸をプレイヤー1
の利得，縦軸をプレイヤー2の利得とする。S
は達成可能集合とよび，2人のプレイヤーが協
力すれば達成できる利得の組の集合を表わす。
利得の組のより望ましい領域は図2の影の部分
である（個人合理性）。AB曲線上はコアであり
（全体合理性，パレート最適性を満たす），αは
初期保有量を表わす。
図2　固定威舳ゲームでの違成可能利得
ブレイヤー2の
　利得　　　　X1
　　　　　X］ブレイヤー1の利得
　Edgeworthの解はコアの中にあり，パレート
最適性を要請することより全体合理性を満たし
ている。また初期保有量・から出発して取引を行
うことで，取引のない場合より望ましくない結
果には合意しないという意味で個人合理性を満
足している。
　このようにEdgeworthの解は取引問題に対し
て魅力ある解を提示したが，その解はコアで示
された。コアは一般に1点とは限らない。これ
に対してEdgeworthから発展するNash解はユ
意に決まる。次にNashの2人協カゲームにつ
いて検討する。
皿．Nashの解
2人協カゲームはNashによって定式化され
た1j．Nashは達成可能集合を上のようにS∈R2
で示し，利得点x＝（x、，x、）窪Sであれば2人のプ
レイヤーにとって達成不可能であり，x∈Sで
あれば協力して達成できるとした。各個人が協
力しなくても達成できる利得点を威嚇点とよび
α∈Sで表わす。
　まずNashによる2人協カゲームをFriedman
に従って形式的に記述する2〕。
　定議1．r＝（α，S）を2人固定威嚇交渉ゲ
　　　　　ームとする。S⊂R2はコンパクトで
　　　　　凸であり3〕，α∈Sである。Sはx≧
　　　　　αとなるxを少くとも1つ含む。
　定義2．2人固定威嚇交渉ゲームの集合をZ
　　　　　で表わす。
　交渉ゲームによって導出される特定の解概念
をゲームの関数として書く。
　定義3．F∈Zに対する解はF∈ZのSの1意
　　　　　の要素に関する関数f（α，S）である。
　　　　　式α，S）＝　　（fl（α，S），　f2（α，S））
　次にNash解を定義している公理ないしは関
数f（α，S）のもつべき性質を示す。
　公理ユ．個人合理性
　　　　　すべての（α，S）∈Zに対してiα，S）≧α．
　交渉は2人のプレイヤーにとって望ましいも
のでなければならない。そうでないと交渉は成
立しない。
　公理2．アフィン変換による不変性
　　　　　c、，c呈∈R＋＋，d1，d2∈R，かつ
　　　　　（α，S），（α1，S1）∈Z
　　　　　Ji＝ciαi＋di，　i＝1，　2
　　　　　S1＝lx∈R21xi＝ciYi＋di，i＝1，2，y∈S［
　　　　　このとき，f一（α’，S’）：cifi（α，S）十di
　　　　　　　　　　　　　　　　　i＝1，2
　正のアフィン変換によっても選択結果に影響
を与えないこと。すなわち，利得を測定する尺
度を変えても評価は変わらないことをいみす
る。
　公理3　対称性
　　　　　もし（α，S）∈Zがα。＝α。，かつ（x、，篶）
　　　　　∈Sであれば，（氾，x。）∈Sであるとき
　　　　　f1（α，S）：f×α，S）．
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　達成可能集合Sが原点からの45鉋線について
対称であり，αFα。であるなら，2人のプレ
イヤーの解は等しい。
　公理4．無関係な選択肢からの独立性
　　　　　（α，S），（α■，S’）∈Z，　α＝α’，S⊂S■
　　　　　でかつf（α1，S’）∈Sであれば
　　　　　f（α，S）＝式α’，S1），
　2つのゲームの威嚇点が同じで，より大きな
ゲームの解が小さなゲームの達成可能集合に含
まれておれば，より大きなゲームの解は小さな
ゲームの解にもなっている。
　公理51パレート最適性
　　　　　x〉且α，S）ならx崔S
　2人のプレイヤーにとってより望ましい点が
ある限り取引は続けられ，解はSの右上方境界
でなければならない。f（α，S）より多くを与える
ような点はSに存在しない4〕。
　以上公理1～5を満たすNash解を定理とし
て述べる。
　定理1．ゲーム（α，S）∈Zは公理1～5を満足
　　　　　する1意のNash解x申＝f（α，S）∈Sを
　　　　　もつ。解x‡が公理1～5を満足する
　　　　　ことと，すべてのx∈S，x≧αかつ
　　　　　X≠Xホに対して
（Xトα、）（姓一α、）＞（X、一α、）（X、一α、）であること
　　　　　は同値である5〕。
定理1の意味を図3で示す。
Sめ斜線部分は個人合理的であり，αを通る両
軸に漸近的である直角双曲線は積
　　　　　（X、一α、）（池一α呈）
が一定である曲線である。協力によって得られ
る利得が最大化されるSの点は，Sの右上方と
αを通る両軸に漸近的な直角双曲線との接点で
あり，αの右上方にあってSの部分であるNash
積（x、一α、）（x，一α、）は1意の最大値x‡をも
つ。
皿　Kalai－Smorodinskyモデルの定
　　式化引
次にNashに類似のモデルを検討する。以下
図3　Nash解
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のモデルはRaiffa7」によって提示され，Ka1ai－
Smorodinskyによって公理化された。
　Nashモデルと同様，ゲームは定義1，2の
（α，S）で特徴づけられる。解概念は図4を用い
て説明する。点Aはプレイヤー1がKlの利得を
得る点で，Klは個人合理的であるSの中でプレ
イヤー1の最大利得を表わす。Klが大きくなる
ほどプレイヤー1にとってより多くの利得を得
ることになる。点BとK・はプレーヤー2にとっ
て同様に定義する。
　点K＝（K1，K。）は一般に達成可能集合Sを超
えたところにあり，理想点（idea1point）とよ
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ぶ。αとKを結ぶ直線を考え，この直線が利得
可能フロンティアと交わる点μが解として得ら
れる。この解をKS解とよぶ。
　この解を定式化すれば次のようになる。
Nash解が満たす公理1～3と公理5を満足し，
さらに次のように定義する。
　K1（α，S）二max　lx、∈R　l（x、，沁）∈Sかつ犯≧α、l
　k2（α，S）＝max虹∈R　l（K1（α，S），x。）∈S1
　胞（α，S）＝max1篶∈R　l（x、，池）∈Sかつxl≧αユl
　kl（α，S）＝max　lx、∈R　l（K2（α，S），x、）∈S；
K1（α，S）はプレイヤー2が少なくともα呈を得
るもとでプレイヤー1がSで得る最大利得を表
わし，k2（α，S）はプレイヤー1がK1（α，S）を得る
とき，プレイヤー2が得る利得を表わす呂〕。
　定義4．K（α，S）＝（K1（α，S），K。（α，S））を理想
　　　　　点（idea1P0三nt）とよぶ。
　定義5．k（α，S）＝（k1（α，S），k。（α，S））は最小期
　　　　　待の点（thepointofminimal
　　　　　expectation）とよぶ。
　KS解は公理ユ～3と公理5，さらに公理4
　　　　　の代わりに公理6が要請される。
　公理6．単調性
　　　　　（α，S）と（α1，S’）という2つのゲームは
　　　　　（a）α＝α1
　　　　　（b）　K1（口、，S）＝Kl（α，，S1）
　　　　　（c）S⊂S’
　　　　　の条件を満たすとき
　　　　　　　f。（α，S）≦f2（α1，Sl）である。
　　　　　公理6を図5で示す。
　SはOKlμYで，S，はOKlμ，Y1であるとき，Sと
S’ともK1は同じであるが可能領域がプレイヤー
2に有利になれば交渉解もプレイヤー2が宥利
となることを示している9〕。
　ここでNash解が公理6を満たさない場合を
示す。図6により，SとS’に対して威嚇点をα
とする。
　S＝αQNR，S’＝αQN’Rとすれば，
K1（α，S）：Kl（α1，S1）かつS⊂S，である。曲線丁とT1
は（X・一α・）（X、一α、）が一定となる直角双曲線で
ある。（α，S）に対するNash解はNで（α1，S1）に対す
K’2
K2
Y■
図5　公理6
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図6　Nasy解は公理を満たさない
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るNash解はN1でプレイヤー2は（α，S）より（α1，S1）
の方がより少ない利得を得ることになり，公理
6に矛盾する。
さらにKS解は次の2つの条件を必要とする。
　（a）　f2（α，S）一α。　　　K2（α，S）一α、
　　　　　　　　　：　　　　　　　（1）　　　f1（α，S）一α、　　　K1（α，S）一α、
（b）　x。一α、　＝　K2（α，S）一α、
　　　　　　　　　　　　　　　　　（2）　　x、一α、　　　K1（α，S）一α、
　かつ，x＞f（α，S）であるなら，x崔Sである。
条件（a）は各プレイヤーの利得は理想点K＝
（K1，K2）での利得に比例して獲得できることを示
す。
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条件（b）は比例定数x、（i＝1，2）が実行可能集合内で
達成できる最大値であることを示す。
V　KS解の存在
　KS解は条件（a）と（b）を満たす関数f（α，S）が定
義されて，しかも，公理1～3と公理5～6を
満足する唯一の関数である。これは次の補題1，
2を用いて定理2で与えられる。
　補題1．αを通る非負の傾きをもつ半直線が
　　　　　Sのパレート最適点を通るためには
　　　　　次式が必要十分となる。すなわち，
　　　　　その半直線の勾配が（3）式の区問
　　　　　にあることである。
［旨浩㌻ξ1（烹デ1（・）
証明：Sは凸でコンパクトであるから図4の
　　　直線αBより急な勾配をもつ直線は
　　　x1≦k1（α，S）と施≦ん（α，S）のある点での
　　　　みSの右上方境界と交わる。したがっ
　　　　て，このようなX＝（X、，沁）はパレート最
　　　　適ではない。同様に直線αAより勾配
　　　　の小さい直線もパレート最適でない点
　　　　に対応する。
　補題2．（1）（2）式によって定義される関数
　　　　　f（α，S）は，あらゆる（α，S）に対して
　　　　　1意の値をもち，Sのパレート最適
　　　　　点に対応する。
　証明：f（α，S）は勾配［K2（α，S）一α。］／
　　　　［Kl（α，S）一α、］でαを通る直線上に
　　　　あるSの点である。この勾配は（3）
　　　　式の区問にある。したがって，この半
　　　　直線はSのパレート最適領域の1点を
　　　　通る。
　定理2　関数f（α，S）は公理1～3と公理5～
　　　　　6を満足する唯一の関数である。
　　　　　　　　　　　　　　　　　証明略mコ
　ここでKS解とNash解を比較してみる。まず
Nash解は公理4によって同じ威嚇点をもつ2
つのゲーム（α，S）と（α1，S’），α＝α1，S⊂S1は同
じ解をもつことが示された。これに対してKS
解は公理6によって，同じ威嚇点をもつ2つの
ゲーム（α，S），（α1，S，）とK1（α，S）＝K1（α1，S1）で
K。（α，S）が増加すると解はプレイヤー2に有利
になることが示された。Nash解はゲームの変
化は解に影響を与えないが，KS解は特定のプ
レイヤーの利得を増加させることが示された。
V　基準点に基づくゲームの解の存
　　在と1意性
　Nash解であれ，KS解であれ威嚇点に従属し
て解が導出された。Thomsonはこの威嚇点と
最小期待の点kの凸ユ次結合をつくる。すなわ
ち，
h（α，S）＝βα十（1一β）k（α，S）　　（4）
　このh（α，S）を基準点とする。基準点h（α，S）は
αについては次の条件1，2を満足することが
必要である。
　条件ユ．アフイン変換によって2つのゲーム
　　　　　（α，S）と（α1，S1）が関連づけられると
　　　　　き，その基準点も同じアフイン変換
　　　　　によって関連づけられる。
　　S’＝　　lx∈R21xi＝a，yi＋bi　i＝1，　2　y∈S；
　　　　　ai＞0i，　　bi∈R
　　　　　α，i＝aiα、十bi
　　　　　　このとき，hi（α1，S1）＝aih1（α，S）十bi
　　　　　　　　　　　　　　　　　i＝1，2
　条件2．ゲーム（α，S）はもしもとのゲーム
　　　　　（α，S）が完全に対称であるなら，ゲ
　　　　　ーム（α，S）は次のようにして対称ゲ
　　　　　ーム（α1，S，）に拡大されることができ
　　　　　る。すなわち同じ基準点（h（α，S）＝
　　　　　h（α1，S1））をもつ2つのゲームと（x1－
　　　　　h1（α，S））（x呈一h。（α，S））がSで最大化さ
　　　　　れるその同じ点x‡で（xユーh1（α1，S1））
　　　　　（池一hよα1，S1））がS，上で最大化される。
　条件ユ，2よりhは2つのゲーム（α，S）と（α
，，S1）に対して1次変換の条件と対称性をみた
す。この基準点hをもつゲームに対しては次の
定理が成立する。
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　定理3．条件1，2を満足する基準点関数に
　　　　　関するゲームを（α，S）とする。この
　　　　　とき（α，S）は1意の解x‡＝f（α，S）を
　　　　　もつ。すなわち，すべてのx∈S，
　　　　　x≧h（α，S），　x≠x‡に対して
　　　　　（xチーh1（α，S））（xチーh2（α，S））＞（x、一h1
　　　　　（α，S）X地一h2（α，S））である。
　　　　　　　　　　　　　　　　　証明略H〕
　以下　Thomsonによりいくつかの基準点を
示し，それに従属して解を求める12〕。
　Thomsonは条件1，2を満足する次の（a）（b）
（C）の基準点を提示する。
　　（a）最小期待の点k
　　　　　　　k二（kl，k2）
　　（b）最小妥結の点c
・一（K（α・S）廿（α・S）・脆（α・S）守（α・S））
（C）最小長方形の中心m
　　m＝（mユ，m、）
V［例題による解の比較
　以下ではThomsonによって提示された基準
点を（5）式の関数を用いて検討し解の導出を
試みる。
　　　　　　　　　　　　1　。　　　　　沁：12＋5x・一一x、　　（5）　　　　　　　　　　　2
（5）式のグラフ上かそれ以下の領域とx、軸で
囲まれた領域を達成可能領域Sとする。図7参
　　　　　　　図7　ゲーム1
　　　X，
24．5
12
　　　　　　　　　　イ　　　　　　　　　　■一 M 　　l　　　　　　　　■■　　　　　1　　　■　　1　　　　　　■　　S　　　　　■■　　E　l　　　　　　　■　　　　　1／■　　C　l　　　　m〒材　／　1
　　　　■　　　／　　　　・1　／　　　1
　　　■　■　ノ　　　　1　　■　■　　　■／　　　　1
■　　　　．ノ　　　　　1
■　　　　1／k
一2 5　　　　　　　　12　　　　xl
照
（5）式より篶＝Oのときx。：一2，12
　d沁　面＝5－xl＝0よりx・＝5のとき地＝24・5
これよりThomsonの基準点は次のようにな
る。
　最小期待の点k
k1（α，S）＝max　lx1∈R1Kぺα，S），xl）∈Sl＝5
k2（α，S）＝max1池∈R1K1（α，S），苅）∈Sl＝0
　より　k＝（k1，k。）＝（5，O）
　最小妥結点C
・一（K’まk1脆ま㎞）一（1苧・24；十0）一（・・1…）
最小長方形の中心m
・一（・1…）一←苧2睾4；十0）一（卿・）
　次に上の基準点に基づく解をそれぞれ導出す
る。ただし，Nash解を求める基準点とKS解を
求める基準点は原点とする。
　　Nash解
　　　　　　　　　1　　　　　　　　　1・…＝・1（12＋5・r万・1）＝12・ ＋5・1一が（6）
　　d（x，x、）　　　　　　　　　　3
　　d。、：12＋10・1一万丈1＝0
　　　　　xl＝7．70
　　　　　x呈＝20，855　　N＝（7．70，20，855）
　　KS解
（0，0）と（ユ2，24．5）を通る直線の方程式は
　　　　　245　　　　　　　　　（7）　　　X・二rrX・
　　KS解は（7）と（5）の交点で求められ
る。
　　xユニ8．68
　　地＝17．73　　　　　　　　KS＝（8．68，ユ7133）
最小期待k＝（5，O）を基準点とする解E
k一（・・一5）（・・一〇）一（凡一5X12＋5・・一古・1）（8）
　dk　　　　　　　3d。、＝■13＋ユ5・・■万・1：0　　（9）
　　　X、＝9
　　　x呈＝16．5　　　　　　E＝　（9，16．5）
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解C
最小妥結点c（8．5．1225）を基準点とする
・一（・1一＆lX・ダ1z1l）・（・1一＆lX11＋1・1＋1－11淑10）
　　dc　3丁＝万・1－18・5＋42・75＝0　　（11）
　　　　　xF9．25
　　　　　x。＝15．47　　　　C＝　（9．25，15．47）
　　最小長方形の中心m（5，12．25）を基準
点とする解M
・一（山一1X・1－1蝸一（・1－l／11＋1・1一ナ1蝸（12）
　dm　　3τ＝万・1’15・・十25・25＝0　　（13）
　　　　xヱ＝7．86
　　　　x。＝20．41　　M＝（7．86，20．41）
w　正領域中点基準点とそれに基づ
　　く解
　ところで（5）式では最小長方形の中心m
（m、，m。）はプレイヤー1のみがマイナスの領
域をもち，プレイヤー2の領域は非負である。
そこでゲームの交渉領域を正の領域として，正
領域での長方形の中心の基準点m，を考えると
次のようになる。
（d）正領域中点基準点mI＝（m，1，m，、）＝（阯，＆）
　　　　　　　　　　　　　　　　　2　　2（d）の基準点を求めると
　　　　　（虹，血H6．1225）
　　　　　2　　2
　これを基準点としてNash積の最大化を求め
る。
・■・（・r・，lX・r・，・）・（・i－6X12＋5・1一去・1－1Z25）（14）
　dm1　3τ㍉・1＋16・・■3025＝0　　（15）
　　　　x、＝8121
　　　　x。＝19．35　　M1＝（8．21，19．35）
　以上，　焔＝12＋5x、一去x。に対する基準点と
解を表1に表わす。
表1
基準点 解
　　プレイヤー解の名前
プレイヤー1 プレイヤー2 プレイヤー1 プレイヤー2
Nash．（N） O 0 7．70 20－855
KS 0 0 8－68 ユ7．73
最小期待（E） 5 0 9 16．5
最小妥結（C〕 8．5 12．25 9，25 15．47
最小長方形（M 5 12．25 786 2041
NKS（M’） 6 12．25 8．21 19．35
　ところで，KS解を求めた（5）式はプレイ
ヤー2の領域の最大値はx・＝24．5であり，プレ
イヤー1の領域の最大値はx、＝12である。すな
わち，原点とこの利得点K（12．24125）を緒ぶ直
線の傾きは24．5／12であり，一方正領域中点基
準点はm1＝（6，12．25）となる。このことは原
点を基準点としてKS解を求める直線上にmlが
必ず存在することである。このようにm’はKS
解を求める直線上にあり，このm1を基準点と
してNash積の最大化を解として求めることよ
り，この解をNKS解とよぶ。NKS解は表より
明らかなようにKS解よりもフロンテイア曲線
上の左上方に位置し，Nash解よりも右下方の
フロンティア上に位置する。したがって次の命
題が成立する。
命題・正領域中点基準点解（NKS解）は
　　　Nash解とKS解の問に存在する。
　この命題は次のように証明でき糺2人ゲー
ムで威嚇点を原点として図8のようにNash解
NがKS解よりフロンテイア上の左上方にくる
とする。このことはNash解はKS解よりプレイ
ヤー2にとっては大きく（プレイヤー1にとっ
てはノ」・さく）なることである。
　このことは直線O－KS上（KS点は除く）の任
意の点を基準点にとると，この基準点によるす
べてのNash積の最大化解はKSより左上方にく
ることをいみする。また直線ON上に基準点を
とると，すべてのNash積の最大化解はNと1
致する。したがって，正領域中点基準点は，威
嚇点を原点とした場合，直線O－KS上にその基
2人協力ゲームの解について
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図8　正領域中点基準点解
　　　　　　　　　　　　　　　　　　　　XlK1
準点がくるので，NKS解（図8ではM，）はNと
KSの間に位置することになる。KS点より右下
方のフロンテイア上にNがくる場合も同様にし
て，MlはKSとNの問に存在する。これより正
領域中点基準点解は常にNash解とKS解の問に
存在することが証明される。
　ところで（5）式の関数を用いてゲームをも
う1つ作る。もとのゲームをゲーム1とする。
　この曲線の勾配は
　　dx。　　丁＝5一・・　　　　　（16）
　x・＝6からx・＝10に（5）式を限定する。
x・＝6のときx・＝24。さらに（16）式より5－
xユ＝5－6＝一1となる
　これより　T（6，24）を通り傾き一1の直線
は
　　　　x。＝一xユ十30　　　　　　　　　　　　　　（17）
　縦軸と（17）の交点は30となる。公理2によ
って（5）式のゲームを上のようにして新しく
つくる。こうして作られたゲームをゲーム2と
する。このゲーム2とゲーム1を比較してみる。
ゲーム2は図9のようになる。
　プレイヤー2の利得の最大値は30となり，ゲ
ームの達成可能領域S，はABTFOで表わされる。
　ゲーム2の基準点は以下のようになる。
　　理想点K（！0，30）
　　最小期待の点k＝（0，12）
　　最小妥結の点c＝（5，21）
　　最小長方形の点m＝（5，15）
　　正領域中点m’二（5，15）
X1
ん KN
1
／
■ KS
■
■
■
■　　　　　　　一 ■
■
■
0 ， K1
図9　ゲーム2
30F
　　　　　　　　　　　　　　　■／
　　　　　　　　　　　　　　　■　　　　　　　　　　　　　　■　　　　　　　　　　　　　■　　　　　　　　　　　　■　　　　　　　　　TE・
　　　　　　　／／　　念S
　　　　　　／　　　　　　　M＝M’　　　　　／　　　　■　　　N　　　　／　　　　　■　　　　　C　　　■　S’　・　。／
　　■　　　　　■　　　／　12／　　　　■　／　　k　　。　／　　　　　　B／　　　ノ。／
　　　　■■　　　　■／
　　　■／　　■／　　／　　　　　　　　　　　　　Al　　　　　　　　　　　　　　　　　　　　X1　0　　　　　　　　　　　6　　　　　　　　10　　12
　上で求めた基準点に基づく解を求める。ゲー
ム1と同様威嚇点は原点とする。
Nash解
　　。、。、＝。、（12＋5．r⊥。1）
　　　　　　　　　　2
　　　d（x，x、）　　　　　　　＝0より　　　　dX，
　　　　　xl＝7．70
　　　　　x呈＝20，855　　N＝（7．70．201855）
KS解
原点と（10，30）を通る直線は
　　　x呈＝3x、　　　　　　　　　　　　　　　　　　　（18）
　　　KS解は（18）式と（5）式の交点で求
められるから
　　　x、＝7．29
　　　逓＝21．87　　　　　KS＝　（7．29，21．87）
　　最小妥結c＝（5，21）の解C
・一（・ユー・・）（r・1）一（・・一5）（12＋5・・一÷姑一21）
　　　dc　　3　　丁＝■万・子十15・1■16＝0
　　　　　x、＝8．79
　　　　　x。＝17．32　　　C＝　（8．79，17．32）
最小期待の点k（O，12）の解E
　k＝（・、一〇X・。一12）＝（・、一0×12＋5・、一⊥。1－12）
　　　　　　　　　　　　　　　　2
　　　dk　　　　　3　　丁＝10・・1万・1＝0
　　　　　x、＝6．67
　　　　　x。＝23．11　　　E＝　（6．67，23．11）
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最小長方形の中点m（5，15）の解M
　m＝（・、一5X・、一15）＝ほ、一ユ5Xユ2＋5。、」着一15）
　　　　　　　　　　　　　　　　　　2
　　　dm　　3　　てr＝一万・言十15・1■28＝0
　　　　　　x。＝7．51
　　　　　　x。＝21．35　　M＝（7．51，21．35）
　正領域中点m，（5，15）の解M，
S1が正領域のみであるからm1＝mとなり
解もM，＝M＝（7．51，21．35）となる。
ゲーム2の解を表2にまとめる。
　　　　　　　　　表2
基準点 解
　　プレイヤー解の名前
プレイヤー1 プレイヤー2 プレイヤー プレイヤー2
N O 0 7I70 20．855
KS O O 7．29 21．87
k（E） 0 12 6．67 23．71
c（C） 5 21 8．79 17，32
m（M） 5 15 7．5ユ 21．35
m’（M1） 5 15 7．51 21．35
　ゲーム1とゲーム2を比較すると，ゲーム1
はN点がフロンティア上の一番左上にくるが，
ゲーム2ではE点が一番左上にきている。KS解
に関しては，プレイヤー2の達成可能領域Sが
大きくなってS1となった結果，ゲームユに比べ
てプレイヤー2の解が大きくなっている。さら
にゲーム2でも，正領域中点基準点解はNash
解とKS解の問に位置することが確認される。
一”’肚｝』　」H　，　し
むすび
　2人協カゲームでのNash解とKS解を検討し
た。Nash解の特徴として公理4によるS⊂S1で
S1のゲームの解がSの中の点であれば，Sのゲー
ムの解にもなっていることが例題でも確認され
た。一方KS解は達成可能領域が大きくなると
解も大きくなる（公理6）ことが示された。さ
らに我々の求めた正領域中点基準点によれば，
パレート最適集合上のKS解とNash解の間につ
ねに存在するという興味ある結果が得られた。
一般に2人のプレイヤーの達成可能領域を考え
ヨ⊥
た場合は，一方のプレイヤーのみが負の達成可
能領域をもつのは現実的ではない。可能領域が
2人のプレイヤーとも負の領域を含んでいたと
してもゲームの交渉領域はプラスの領域である
と考えるのが望ましい。
　　　　　　　　　　注
1）Nash［4］
2）Friedman［ユ］
3）もしゲームの2つの結果がSにおいてxとyであれば
　これら2つの結果に対して共同混合戦略をとること
　はxとyのあらゆる凸1次結合の点を表わすことがで
　　きることである。
4）パレート最適性は公理1から公理4により導出され
　る。証明はRoth［5］　Friedman［1］
5）証明Friedman［1］p．215鈴木［7］pp．145一ユ50
6）Ka1ai－Smorodinsky［2］
7〕Raiffa［3］
8）もしK1（α，S）に対する利得が1意でないなら，この
　　とき以α，S）は対応する利得の最大値とする。
　Sが図のようであればKlに対するのは㎞である。
9）単調性とはゲームの達成可能領域が大きくなる方の
　　プレイヤーはそうでないプレイヤーに比べて交渉解
　　（KS解）も有利になることをいみする。
10）Ka1ai－Smorodinsky［2］p．516　Friedman［ユ］
　p．222．
11）Friedman［1］p．225．
12）基準点の導出にもいくつかの公理が要請される。特
　　にユ次変換（アフィン変換）による独立性の公理が
　　重要となる。Thoms㎝［6］
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