ABSTRACT Person re-identification aims to identify the same person across non-overlapping camera views. It remains very challenging due to large differences in pose, illumination, and viewpoint between images. To improve robustness to such variations, here we develop a joint asymmetric projection and dictionary-learning algorithm by adopting listwise similarity and identity consistency constraints. Benefiting from the listwise similarities, dictionary learning considers the similarity list between each pedestrian image, thus exploiting the large amount of discriminative information contained in the samples. This approach endows the dictionary with discriminative power. In addition, we impose an identity consistency constraint on the coding coefficients to further improve the discriminative ability of the dictionary. To overcome appearance variability across non-overlapping camera views, two asymmetric projection dictionaries are employed to map the pedestrian features into a unified subspace such that the correlation between data from the same people in different views is maximized. Finally, by integrating the coding coefficient and classification results, we develop a fusion strategy with a modified cosine similarity measure to match the pedestrians. Experiments on different challenging data sets demonstrate that our method is effective and outperforms some current state-of-the-art approaches.
I. INTRODUCTION
Video surveillance plays an important role in, for example, maintaining social stability, public security, and criminal investigations. Person re-identification, an important video surveillance topic, describes the process of matching a person in multiple, non-overlapping camera views distributed at different physical locations. This technique can be widely used to re-identify, track, or search for a person previously observed at some point in a video camera network. Although person re-identification has recently received significant research attention, the task remains challenging due to large variations in human appearance between images caused by variations in illumination, camera viewing angles, pose, and occlusions.
A variety of methods have been developed to address these challenges that can broadly be divided into two categories [1] :
feature-based methods and distance metric learning methods. The focus of the former is the design of pedestrian feature descriptors that are unaffected by environmental changes, while the latter focuses on the design of a distance metric learning algorithm to match pedestrians across nonoverlapping camera views. However, the discerning power of learned features is usually limited. To tackle this problem, the traditional method usually employ a linear discrimination technique to improve the discrimination of extracted features [2] . Moreover, for this problem in PRID, some model-based methods have been developed [3] - [9] . Among them, metric learning is commonly used. To force the probability that intra-class distances are smaller than inter-class distances, Zheng et al. [4] developed the probabilistic relative distance comparison for person re-identification, which successfully overcame the overfitting problem with sparse training data. According to the insight that visual metrics should be learned from specific candidate sets, Li et al. [5] presented a transfer learning framework in which a weighted maximum margin metric was learned and transferred from a generic metric to a candidate-specific metric. To handle discrepancies between the extracted features under different views, Chen et al. [6] developed an asymmetric distance model for learning camera-specific projections to transform the unmatched features into a common space. By using positive semi-definite constraints together with an asymmetric sample weighting strategy, Liao and Li [7] derived a logistic metric learning approach to solve the issue that the positive sample pairs were very limited.
Other effective methods have also been proposed. To overcome the limited representation power of the extracted features, Li et al. [8] developed a method to learn discriminative and robust representations via dictionary learning. To handle the misalignment problem in pedestrian images, Zhao et al. [9] developed a saliencematching strategy by exploiting the pairwise salience distribution relationship between pedestrian images. To bridge human appearance variations across cameras, Liu et al. [10] designed a semi-supervised coupled dictionary learning scheme for person re-identification, and, for super-resolution person re-identification, Jing et al. [11] proposed semicoupled low-rank discriminant dictionary learning. In this latter approach, low-resolution image features were converted into discriminating high-resolution features, after which high-and low-resolution dictionaries were learned. Karanam et al. [12] learned a dictionary to encode peopleąŕs features discriminatively and sparsely. To address the multi-view matching problem, canonical correlation analysis (CCA) was employed to learn a subspace in which correlations of the same people from different cameras were maximized [13] . To establish the correspondence among individuals observed across two disjoint camera views, a neuromorphic person re-identification (NPReId) framework is developed in [14] .
The above methods have been proved effective for person re-identification. However, the metric learning based methods are usually designed to find a subspace such that the inter-person divergence is maximized while the intra-person divergence is minimized. Different from metric learning, dictionary learning based methods are usually employed to construct robust feature presentation from the raw visual feature bases [15] . As we all know, robust feature representation and discriminant subspace are two key factors that affect the performance of person re-identification algorithms. However, most of the methods based on dictionary learning and metric learning do not take account of these two factors simultaneously.
To this end, we propose a novel asymmetric projection and dictionary-learning algorithm with listwise and identity consistency constraints. Our method is different from [15] , because we only introduce the idea of metric learning into the modeling of dictionary learning, and use an asymmetric projection to map the raw visual features of a pedestrian image from a specific camera view into a discriminative subspace so as to generate a robust feature with powerful discriminative capability. Specifically, the asymmetric projection dictionary pair is jointly learned with the discriminative dictionary. This effectively alleviates discrepancies between pedestrian appearances in non-overlapping views once the learned projection dictionary pair is used to map the features extracted from different views into a low-dimensional discriminative subspace. This ensures that the same person in different views shares the maximal feature appearance correlation.
To produce a dictionary with powerful discriminative capacity, we incorporate listwise similarity [3] and identity consistency constraints into our dictionary-learning model. In this way, the dictionary-learning algorithm can capture all pairwise similarities and allow the learned classifier to correctly identify the individual. During this process, we assume that each classifier is composed of low-rank and sparse components, where the low-rank component conveys the similarity shared by all pedestrians in different views, while the sparse component represents incoherence. The major contributions and advantages of our approach can be summarized as follows:
• We design a novel dictionary-learning model for person re-identification in which a discriminative dictionary and a pair of asymmetric projection dictionaries are jointly learned with the listwise similarity and identity consistency constraints. By mapping person features into a low-dimensional subspace, discrepancies between pedestrian appearances in non-overlapping views are effectively alleviated.
• To exploit the directional similarity between different pedestrian appearances, we develop listwise constraints for multi-view dictionary learning. Such a constraint term can capture all pairwise directional similarities, is complementary to the asymmetric Mahalanobis distance measure, and can improve the discriminative capability of the learned multi-view dictionary.
• To improve identification performance, we introduce an identity consistency constraint term into our dictionarylearning model to improve the discriminative capability of the learned dictionary. During this process, we assume that the classifier is composed of low-rank and sparse components, the former reflecting the similarity between pedestrians and the latter conveying the inconsistencies between pedestrians. The remainder of the paper is organized as follows. In Section II we provide a brief introduction to related work. Section III describes how to learn a discriminative dictionary, and the optimization algorithm of our learning model is presented in Section IV. The identification scheme is described in Section V Extensive experiments and their results are presented in Section VI. Finally, we draw conclusions in Section VII.
II. RELATED WORK A. LOW-RANK DECOMPOSITION IN PERSON RE-IDENTIFICATION
How to match pedestrians in non-overlapping camera network views is a key issue in person re-identification and crucial to overall performance. Currently, the most commonly used and successfully applied matching method is based on distance metric learning. However, due to variable viewing conditions, the representation power of the learned features may be limited and discrepant across different camera views, making it difficult to learn a robust metric for person re-identification. To address these challenges, representation learning-based methods have been developed and indeed show impressive performance. For example, classical low-rank decomposition can recover the underlying structures or features from noisy observations. Given a corrupted sample set X, low-rank learning can decompose X into DZ + E by solving the following minimization problem:
where D is a linear operator, Z is an unknown matrix to learn, Z * denotes the nuclear norm, λ > 0 presents a weighting parameter and · l represents a certain measurement. In robust principal component analysis (RPCA), l = 1, D is an identity operator [16] , [17] , while in low-rank representation, D is a given dictionary, and · l = · 2,1 [18] . Based on low-rank representation learning, Tsai et al. [19] presented a low-rank matrix recovery (LR)-based approach to address occluded or even missing pedestrian images. To match images of different resolution, Jing et al. [11] developed a semi-coupled low-rank discriminant dictionary learning approach. To address the challenges raised by background clutter and occlusion, Fu et al. [20] developed a novel and robust person re-identification approach by exploiting the low-rank structure of cross-view data via low-rank decomposition. In [21] , Su et al. developed a novel person re-identification framework by employing low-rank attribute embedding and multi-task learning, which exploited correlations between low-level features and attributes across cameras.
B. DICTIONARY LEARNING FOR PERSON RE-IDENTIFICATION
Sparse representation is another representation learning method that has shown excellent performance in person re-identification [10] , [12] , [13] , [22] , image classification [23] - [26] , object recognition [27] , [28] ,and image fusion [29] - [31] . Given a test sample X and a dictionary constructed by a set of basis vectors D, sparse representation aims to model X by linearly combining the atoms of dictionary D in the sparsest way. This is achieved by solving the following minimization problem:
where Z is a coding coefficient matrix, and β > 0 is a balance parameter.
In low-rank and sparse representations, the dictionary D plays an important role. Therefore, dictionary learning has always been a hot topic in signal processing and computer vision [2] , [32] - [34] , and significant methods such as the K-SVD algorithm [35] , discriminative K-SVD [36] , and label-consistent K-SVD [37] have been developed in recent years. For person re-identification, Li et al. [8] developed a cross-view projective dictionary learning approach to improve the representation power of features. To bridge extracted feature representations across cameras, [10] jointly learned two coupled dictionaries relating to the gallery and probe cameras. With the expectation that the learned dictionary can discriminate between people in different camera views, Karanam et al. [12] introduced a new approach to learn a dictionary by enforcing explicit constraints on the corresponding coding coefficients of the features. To improve the scalability of person re-identification, Peng et al. [38] developed an multi-task dictionary learning method which can transfer a view invariant feature from a labeled dataset to an unlabeled target dataset. For cross-view person re-identification, Kodirov et al. [39] proposed a novel unsupervised graph regularized dictionary learning algorithm. To conduct person re-identification between image and video clip, Zhu et al. [32] presented a joint feature projection matrix and dictionary learning approach. To measure the similarity between pedestrian images with different resolutions, Jing et al. [40] proposed a semi-coupled low-rank discriminant dictionary learning for super-resolution PRID task.
C. HAND-CRAFTED FEATURES IN PERSON RE-IDENTIFICATION
There has been progress in feature design and selection, and some effective pedestrian descriptors have been described. For instance, Bak et al. [41] exploited a representation for pedestrian-based Haar and DCD, but while these features were discerning they lacked robustness to variable pose, illumination and changes in backgrounds across camera views. Reference [42] exploited a boosting algorithm to learn an accurate pedestrian representation. Ma et al. [43] developed a novel image representation by combining biologicallyinspired features (BIF) and covariance descriptors, the latter used to compute the similarity of the BIF features at neighboring scales.
In [44] , color histograms, maximally-stable color regions, and recurrent highly-structured patches were weighted by exploiting pedestrian symmetry and asymmetry. Taking into account recurrent local patterns or accumulated local features, quantized local feature histograms and histogram plus epitome exhibited greater stability in the face of illumination and viewpoint changes [45] . In [46] , Liao et al. used the local maximal occurrence (LOMO) of a pedestrian image to describe a person and also used the Retinex transform and a scale-invariant texture operator to resist illumination variations. In [47] , Sun et al. described each pedestrian as 
D. DEEP LEARNING IN PERSON RE-IDENTIFICATION
Deep learning has received extensive attention from researchers due to its excellent performance in computer vision tasks such as image classification, recognition [48] and detection [49] - [51] . At the same time, such technique is also successfully applied in pedestrian re-identification. In [52] , a novel scheme of deep ranking is developed for person re-identification, in which the deep convolutional neural network (CNN) is utilized to establish the relation between a pair of pedestrian images and its similarity score. In [48] , Wu et al. developed a deep end-to-end neural network to simultaneously learn high-level features and a corresponding similarity metric for person re-identification. For feature representations, Xiao et al. [53] presented a pipeline for learning deep feature from multiple domains with Convolutional neural networks. Although deep learning can achieve great success in many research fields and real world applications, the impressive performance of deep learning is driven by the large-scale training data. In addition, there are still some problems such as difficulty in parameter adjustment, poor explanability and large demand for training samples in deep learning method.
III. DISCRIMINATIVE DICTIONARY LEARNING FOR PERSON RE-IDENTIFICATION
The schematic of the proposed is shown in Fig. 1 . As shown in the schematic, learning a discriminative dictionary plays a very important role in person re-identification. For the above-mentioned methods, the discriminative power of a dictionary is endowed by incorporating the similarity constraint of the same pedestrians into the objective function. To further improve re-identification performance, we propose a discriminative and robust representation approach by jointly learning a dictionary for feature representation and an ensemble classifier for discrimination.
should first have the capacity to well represent the features X. Usually, the dictionary D with reconstructive properties can be learned by solv-
Due to the ill-posed nature of such a minimization problem, the sparsity-based regularization technique is one of the most commonly used methods to refining the solution spaces. However, solving the sparse regularized min D,Z { X −DZ 2 F +λ Z 1 } is computationally expensive. To overcome this problem, we propose to use some new regularization terms, which can improve the discriminative capability of the learned dictionary, rather than the traditional sparse regularization term to regularize the solution spaces. With this in mind, we can learn the discriminative dictionary by solving the following minimization problem:
where a and b denote two different camera views, Z a and Z b are the coding coefficient matrices of X a and X b over dictionary D. In the above objective function, the regularization term
F is designed to promote the same people across different views having similar coding in Z a and Z b .
Nevertheless, there are still two problems not taken into account in the above approach. First, due to the various viewing conditions, there is a large discrepancy between the feature representations of the same pedestrian under different camera views. Secondly, the regularization term
is intrinsically an Euclidean distance, and it ignores the angle information between two feature vectors when measuring their similarities. Furthermore, such a similarity measure cannot convey the similarity information of any image pair in the training data. To address these problems, we introduce a pair of projection transformation and listwise constraints into the optimization model in (3) to obtain the following objective function:
where H is a predefined similarity matrix, λ 1 > 0 is the regularization parameter and H(i, j) denotes the similarity score between Z a (:, i) and Z a (:, j); W a ∈ R h×p and W b ∈ R h×p are two projection dictionaries used to tackle the viewpoint and associated appearance changes, X l ∈ R h×N denotes the features of pedestrians from the l-th view. Due to the introduction of Z T a Z b −H 2 F , the discriminative information between different pedestrians is exploited, consequently improving the discriminative ability of the learned dictionary D.
B. PROMOTING DISCRIMINATIVE CAPABILITY GUIDED BY IDENTITY
Pedestrian identity information is ignored in the dictionary learning discussed above. As a result, the coding coefficients do not always provide additional discriminative information when used for pedestrian re-identification. Thus, we propose an identity consistency constraint to improve the discriminative power of coding coefficients. Suppose that L ∈ R N ×N is the identity information of N pedestrians,and P is an operator used to identify pedestrians. By integrating the identity consistency constraint into (4), then we have
where λ 2 > 0 denotes the regularization parameter. Since different pedestrians in different camera views may share the same appearance, and the same person also has a specific feature representation due to the various viewing conditions, we can assume that P is composed of low-rank and sparse components, the former shared by all pedestrians and the latter denoting the incoherence introduced by the discrepancy between pedestrian appearances in different views. Considering this fact, we reformulate Eq. (5) as:
where T 1 > 0, T 2 > 0 are two trade-off parameters used to control the low rank and sparse degree of R and S. Obviously, solving Eq.(6) is an NP-hard problem due to the sparse and low-rank constraints. We therefore replace the l 0 norm with its closest convex relaxation l 1 norm and replace the trace norm with the nuclear norm. Therefore, the minimization problem (6) can be relaxed as
where · * denotes the nuclear norm and is known as the sum of the singular values of matrix ·.
IV. OPTIMIZATION AND ALGORITHM
Generally, the objective function in Eq. (7) is not jointly convex to variables D, Z, P, W a and W b . However, it is convex with respect to each of them when the others are treated as VOLUME 6, 2018 constants. Therefore, we can optimize them by alternating iterative processing.
A. UPDATES OF CODING COEFFICIENT MATRICES
We first optimize the coding coefficient matrices Z a and Z b . During this process, we assume that D, P, W a and W b are fixed. Thus, the objective function in (7) is reduced to
Based on the minimization problem (8), we update Z a and Z b alternately, and when computing Z i , (i = a, or b), Z j (j = a, or b, i = j) is fixed. Therefore, the objective function in Eq. (8) can be rewritten as
by deleting irrelevant items when updating Z a . Since H is a symmetric matrix, the objective function (9) can be converted into
where
, and I ∈ R p×m is an identity matrix. All terms in Eq.(10) are characterized by a Frobenius norm, thus Z a has a closed-form solution as follows:
Similarly, the closed-form solution of Z b can be expressed as:
B. DICTIONARY AND PROJECTION MATRIX UPDATES
After the coding coefficient matrices Z a and Z b are updated, we update dictionary D and projection matrices W a and W b by keeping Z a , Z b and P fixed. Then we havê
and
For optimization, we introduce a variable B = [b 1 , b 2 , · · · , b m ] and reformulate the objective function of Eq.(13) as:
We can obtain the optimal solution of Eq.(15) via the following ADMM algorithm:
= arg min (16) where T is the scaled dual variable, t denotes t-th iteration and the iteration stops when the energy of the difference between two adjacent iterations is less than 0.001. For W a and W b , the optimization model in Eq. (14) has the following closedform solutions:
C. AUTHENTICATION OPERATOR UPDATE
With the updated coding coefficients Z a , Z b , dictionary D and projection operators W a and W b , we update P by solving the following constrained optimization problem:
To facilitate the optimization, we relax the optimization problem (18) into:
where τ > 0, β 1 > 0 and β 2 > 0 are scalar constants. Fixing R and S, we can obtain the optimal P by solving the following minimization problem:
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and we have following closed-form solution:
where I 1 ∈ R m×m is an identity matrix. After updating P and fixing S, we can update R by solving the following optimization problem:
and it can be effectively using the singular value thresholding algorithm [30] . Once we obtain the optimal P and R, the optimal S can be acquired by solvinĝ
through the iterative shrinkage algorithm [31] .
Algorithm 1 Algorithm for Eq.(7)
Input: Initial the dictionary D, samples matrices X a , X b , sparse component S and low-rank component R. Initialize: B = 0, P = 0 while not converged do (a)Update Z a and Z b respectively by 
end while Output D, W a , W b , P, R and S.
D. ALGORITHM AND ANALYSIS
To facilitate our understanding and analysis of the above process, we summarize the details of solving of Eq. (7) in Algorithm 1. Since all terms in objective function (8) , (9), (13) and (16) are characterized by Frobenius norms, all of these objective functions with Eq. (14) are convex if optimized alternately. Therefore, we can obtain the closed-form solutions of W a , W b and P. For D, R and S, they can be optimized respectively by the ADMM algorithm, the singular value thresholding algorithm and the iterative shrinkage algorithm, respectively, and their convergence have previously been established in [54] and [55] . Thus the convergence property of Algorithm 1 can be guaranteed.
The computational cost of algorithms is usually a matter of concern. so the time complexity of the algorithm must be analyzed. The most time-consuming part of Algorithm 1 is low rank and sparse components acquisition of the identification operator P. To obtain R, we need to solve the optimization problem of Eq. (22) . This process needs O(n 3 ) operations, and for the objective function in Eq. (23) it also needs O(n 3 ) operations to obtain the optimal S, where n is the number of samples. Thus the cost of Algorithm 1 is O(Kn 3 ), where K denotes the iterations of the proposed algorithm.
V. IDENTIFICATION SCHEME
Using the learned dictionary D, we can obtain the coding z i of pedestrian image feature x i in view i. Matching between different pedestrians can be conducted based on the similarity of their coding coefficients. Since the modified cosine similarity measure can address the distance and angular measure simultaneously, the similarity between coding coefficients z a and z b can be measured, where ε > 0 is a small constant to avoid dividing by zero, and · p denotes the l p norm.
However, our proposed model in Eq. (7) can jointly learn the dictionary D and the identification operator P. To integrate the advantages originating from the coding and identification operator P, we propose to match the pedestrian using following similarity measure: (25) where τ 1 and τ 2 (τ 1 + τ 2 = 1, τ 1 > 0, τ 2 > 0) are parameters used to adjust the relative contributions between sim(z a , z b ) and sim(P T z a , P T z b ). Finally, the probe person's identity is obtained as the index of the maximum similarity scores (Simsco) in Simsco(z a , z b ).
VI. EXPERIMENTS A. DATASETS AND SETTINGS
We use four well-known and challenging datasets to test our algorithm: VIPeR [56] , QMUL underground re-identification (QMUL-GRID) [57] , PRID2011 [58] , and PRID450S [59] . Each of these datasets has their own characteristics, making them very useful for evaluating and comparing the effectiveness of our method. Furthermore, local maximal occurrence (LOMO) [7] , which is very effective for person representation and robust to illumination and viewpoint changes, is employed to represent each image as a high-dimensional feature.
To obtain a representation resistant to viewpoint changes and illumination variations, the LOMO feature first employs a multi-scale Retinex transform to reprocess images and obtain a consistent color representation. Then, to improve the robustness of feature representation to viewpoint changes, a set of sliding windows are utilized to describe the local details of the image, and the horizontal occurrences of local features are analyzed by computing the color and texture histograms. In this process, each histogram bin denotes the occurrence probability of one pattern in a sub-window. By maximizing the occurrence of each pattern, the LOMO feature can overcome the challenges arising from viewpoint changes, thus providing a stable representation for person characteristics. Benefitting from these properties, LOMO has been widely and effectively used in person re-identification.
We randomly split the image datasets into two equal parts for training and testing. Such protocol is widely used for evaluating the performance of PRID algorithm. The cumulative matching characteristic (CMC) curve and the CMC scores of different comparison methods are employed to quantitatively evaluate performance. CMC curves indicate the probability of the probe image correctly matching the gallery images, and the higher the CMC score at a certain rank, the better the matching performance. Furthermore, four parameters must be preset in our algorithm. From our experience and for convenience, the basic parameter settings of our model (7) are as follows: the regularization parameters are set to λ 1 = 1, λ 2 = 1, while for the constants τ , β 1 and β 2 in algorithm 1, we set τ = 0.00002, β 1 = 0.00001 and β 2 = 0.015. The effects of all parameters in our algorithm will be further discussed in the section of 'Influence of Parameters'.
B. EXPERIMENTS ON VIPeR
We first test the performance of our method on the VIPeR dataset, which is widely used for benchmark evaluation. VIPeR includes 632 pairs of person images captured from two different views in an outdoor environment. In this experiment, all images are scaled to 128×48 pixels, with some illustrative image pairs acquired at different views shown in Fig 2. Due to large changes in background, viewpoint, and illumination, matching the same person in VIPeR is very challenging. To demonstrate the effectiveness of our algorithm, we also compare our method with some state-of-the-art approaches: KISSME (2012) [60] , RS-KISS (2013) [61] , SalMatch (2013) [9] , PolyMap (2015) [62] , LOMO+XQDA (2015) [46] , RD (2016) [63] , SR (2016) [13] , least square semi-coupled dictionary learning (LSSCDL) (2016) [64] , DR-KISS (2016) [65] , multi-hypergraph fusion (MHF) (2017) [66] , and LOMO+DMLV (2017) [47] . The compared methods and results are listed in Table 1 , with the best results highlighted in bold. Note that the results of the different methods shown in Table 1 are from their respective papers. Our approach achieves the best recognition rate on VIPeR, although the identification rate is slightly inferior to that of DR-KISS at rank20. At ranks 1, 5, and 10, our method shows performance improvements of 1.64%, 3.13%, and 1.17%, respectively, over the second-best results. 
C. EXPERIMENTS ON PRID450S
We next perform experiments on PRID450S, a very challenging dataset due to large changes in viewpoint, occlusion, pose, illumination, and background interference. PRID450S contains 900 images of 450 pedestrians captured by a pair of cameras positioned in two different places. Fig. 3 illustrates the large variability in viewpoint, pose, and illumination in this dataset. We normalize all images to 128×64 and compare our method to KISSME (2012) [60] , EIML (2012) [67] , SCNCD (2014) [68] , CSL (2015) [69] , TSR (2015) [70] , LSSCDL (2016) [64] , DMLLV-LADF (2017) [47] , KISSME-MGT (2017) [71] , and kLFDA-MGT (2017) [71] .
The performance of these algorithms is compared in Table 2 . Our method achieves the best performance at rank 5, 10, and 20, while the matching rate of our method at rank 1 is slightly inferior to the rates of 60.49% and 47.80% produced by LSSCDL (2016) [64] and DMLLV-LADF (2017) [47] , respectively. Although the matching rate at rank 1 is not the best, the performance of our method is still generally acceptable and the identification rates at rank 5, 10, and 20 are improved by at least 0.56%.
D. EXPERIMENTS ON QMUL-GRID
The third experiment is performed on QMUL-GRID [57] , a dataset containing 250 pedestrian image pairs captured by multiple cameras from eight disjointed views in an underground station; each pair contains two images of the same individual seen from different camera views. This dataset is very challenging due to marked variations in pose, color, and illumination and the fact that the images are lowresolution (as shown in Fig. 4) . GRID contains 775 interference pedestrians in the gallery set that do not belong to any of the primary 250 pedestrians in the probe set; they are introduced to enlarge the gallery set and increase the difficulty of matching each probe image.
We compare our proposed method with PRDC (2011) [4] , LCRML (2014) [72] , MtMCML (2014) [73] , MLAPG (2015) [7] , PolyMap(2015) [62] , LOMO+XQDA(2015) [46] , LSSCDL (2016) [64] , DR-KISS (2016) [65] , MHF (2017) [66] , LOMO+DMLV (2017) [47] and CRAFT-MFA(2017) [74] . For evaluation, we resize each pedestrian image to 128 × 48 before feature extraction, after which 125 image pairs are randomly selected for training, the remaining 125 image pairs coupled with 775 irrelevant images for testing. The CMC scores of the different approaches at ranks 1, 5, 10, and 20 are reported in Table 3 . Our proposed method exhibits promising performance and outperforms the second best method at ranks 1, 5, 10, 20 by 4%, 2.9%, 6.2%, and 7.5%, respectively. 
E. EXPERIMENTS ON PRID2011 DATASET
Finally, we conduct a fourth set of experiments on PRID2011, which consists of pedestrian trajectories captured from two camera views. Camera a generates 385 pedestrians, while camera b generates 749 pedestrians. This dataset is very challenging since only 200 pedestrians appear in both camera views. We randomly select 100 image pairs for training and use all the remaining images for testing based on previous experience.
We compare out method with PPLM (2012) [75] , MetricEnsemble (2015) [76] , LOMO+XQDA(2016) [46] , LOMO+LDNS(2016) [77] , MMLV (2017) [47] , LADF(2017) [47] and LOMO+DMLV (2017) [47] . Table 4 shows the matching rates of these methods at ranks 1, 5, 10, and 20 on PRID2011. Our method performs favorably compared to the other methods on this challenging dataset and achieves new state-of-the-art performance at ranks 5, 10, and 20, outperforming the second-best LOMO+LDNS (2016) [77] with improvements of 1.1%, 1.0% and 5.5%, respectively. VOLUME 6, 2018 
F. ANALYSIS OF THE PROPOSED METHOD
In this subsection, we test the effectiveness of the listwise constraints, identity consistency constraints, and the asymmetric projections W a and W b on the PRID450S and QMUL-GRID datasets. For this, we randomly and evenly divide these datasets into two sets, one of which is used for training and the other for testing. For fair comparison, (4) , and model (7) without W a , W b are the same as those used in the proposed model (7).
To show the effectiveness of different components of our model, we plot the CMC curves in Fig. 5 . Model (4) obviously outperforms the initial model because all pairwise similarities are exploited in model (4) . Moreover, the developed model (7) delivers promising performance and is superior to model (4), as the identity consistency constraints are employed to improve the discriminative capability of the learned dictionary. In addition, our model developed in Eq. (7) can handle discrepancies between extracted features effectively due to the introduction of asymmetric projections W a and W b . Thus our algorithm can achieve impressive identification results.
G. INFLUENCE OF PARAMETERS
There are seven parameters, λ 1 , λ 2 , β 1 , β 2 , τ , the number p of rows of projection W l , (l = a, b) and the number m of atoms of dictionary D in our proposed method, and we tune these parameters by 7-fold cross validation. In this section, we first evaluate the effect of p with m, λ 1 , λ 2 , β 1 and β 2 fixed as 311, 1, 1, 0.00001, 0.015. Figures 6 (a) and (b) illustrate the recognition rates of our algorithm with different p on the VIPeR and the QMUL-GRID datasets. From these results we can see that the proposed method can achieve good recognition performance if we select p from [251, 351], and we also note that our method performs well when p = 301. Next, we evaluate the effect of the number m of atoms of D. Figures 6(c) and (d) show the recognition rates of our approach with different dictionary atoms under p = 301, λ 1 = 1, λ 2 = 1, β 1 = 0.00001 and β 2 = 0.015 on the VIPeR and the QMUL-GRID datasets. These results demonstrate that our algorithm can yield a better performance when we select m from [300, 320] and the highest recognition accuracies belong to the m = 311 on these testing datasets.
We also investigate the influence of parameters λ 1 , λ 2 , β 1 , β 2 and τ . For this task, we still perform performance testing on VIPeR and QMUL-GRID datasets. Figures 7(a) and (b) illustrate the performance of our method when λ 1 changes over the range in {0.6, 0.8, 1.0, 1.2, 1.4} under p = 301, m = 311, λ 2 = 1, β 1 = 0.00001 and β 2 = 0.015. We notice that our method achieves high recognition accuracies when λ 1 = 1, and for λ 2 we also get the same conclusion from Figures 7(c)-(d). Figures 8 (a) and (b) show the effects of parameters β 1 and β 2 . We observe that the accuracies of our approach are highest as β 1 = 0.00001, β 2 = 0.015. So we set β 1 and β 2 as 0.00001 and 0.015 throughout this paper. Moreover, from Figures 8(e) and (f) we can see that the proposed method can get the highest recognition performance when τ = 0.00002.
VII. CONCLUSION
Here we develop a novel discriminative dictionary-learning algorithm for person re-identification. To tackle viewpoint and associated appearance changes, a pair of asymmetric projections are introduced to project the input features into a common subspace. Moreover, to improve the discrimination of the learned dictionary, the listwise and identity consistency constraints are incorporated into the dictionary-learning model. By virtue of the introduction of listwise constraints, the developed dictionary model can exploit the pairwise similarities, thus exploiting and utilizing a large amount of discriminative information during dictionary learning. In addition, identity consistency constraints with an identity recognition operator consisting of low-rank and sparse components are employed to further improve the discriminative capability of the learned dictionary. Our experimental results on four publicly available datasets demonstrate that the proposed method outperforms many state-of-the art methods. 
