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ABSTRACT
Power and sample size calculations are an important part of the study design
process in biomedical research. Sample size must be large enough to answer the
scientic question of interest, while minimizing both the cost of research and the
risks to the study participants. We present three papers that extend the theory
and methods of power and sample size. In Chapter II, we describe a new method
to approximate power for the general linear multivariate model in the presence of
Gaussian covariates. Chapter III contains an approximation for the distribution of
a sum of inverse Wishart matrices. Chapter IV uses the inverse Wishart theory in
a power approximation for the mixed model Wald test with denominator degrees of
freedom as described by Kenward and Roger.
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Power and sample size calculations are an important part of the study design
process in biomedical research. Sample size must be large enough to answer the
scientic question of interest, while minimizing both the cost of research and the
risks to the study participants. In Chapters II to IV, we present three papers that
extend the theory and methods of power analysis.
In Chapter II, we describe an unconditional power approximation for tests of
xed hypotheses in general linear multivariate models with one or more Gaussian
covariates. The method uses a reduced covariance matrix, scaled hypothesis sum of
squares, and adjusted degrees of freedom as inputs for a noncentral F approximation
for power. We evaluate the accuracy of the new method in comparison to empirical
unconditional power results. We benchmark the performance of the new method
against three existing approaches, including 1) an asymptotic approximation using
the expected value of the design matrix, 2) a method which adjusts for only a single
covariate, and 3) an approach which bases power results only on xed predictors. The
new approximation was more accurate than previously described methods, even in
small samples and with increasing numbers of covariates. We demonstrate a power
calculation using the new method for a proposed clinical trial investigating oral cancer
biomarkers.
In Chapter III, we describe a moment approximation for the distribution of the
sum of independent, non-identically distributed inverse central Wishart matrices of
equal dimension. We approximate the distribution of the sum with a single inverse
central Wishart, matching the expectation of the sum and the variance of the trace of
the sum. We also describe an extension of the method for a class of quadratic forms
in inverse central Wishart matrices which arise in mixed models. We demonstrate the
accuracy of the approximations by using the multivariate energy distance described
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by Székely and Rizzo. We suggest potential applications to data, power, and sample
size analyses for linear models with missing data.
In Chapter IV, we derive a noncentral F power approximation for the Kenward
and Roger test. We use a method of moments approach to form an approximate
distribution for the Kenward and Roger scaled Wald statistic, under the alternative.
The result depends on the approximate moments of the unscaled Wald statistic.
Via Monte Carlo simulation, we demonstrate that the new power approximation is
accurate for cluster randomized trials and longitudinal study designs. The method
retains accuracy for small sample sizes, even in the presence of missing data. We
illustrate the method with a power calculation for an unbalanced group-randomized
trial in oral cancer prevention.
In Chapter V, we present a possible extension of the work for big data applications.
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CHAPTER II
CALCULATING POWER FOR THE GENERAL LINEAR
MULTIVARIATE MODEL WITH ONE OR MORE GAUSSIAN
COVARIATES1
II.1 Summary
Researchers often use covariates in medical and epidemiologic research. The goal is
to improve precision when testing xed eects, such as treatment eects in randomized
controlled clinical trials. We describe an unconditional power approximation for tests
of xed hypotheses in general linear multivariate models with one or more Gaussian
covariates. The method uses a reduced covariance matrix, scaled hypothesis sum of
squares, and adjusted degrees of freedom as inputs for a noncentral F approximation
for power. We evaluate the accuracy of the new method in comparison to empirical
unconditional power results. We benchmark the performance of the new method
against three existing approaches, including 1) an asymptotic approximation using
the expected value of the design matrix, 2) a method which adjusts for only a single
covariate, and 3) an approach which bases power results only on xed predictors. The
new approximation was more accurate than previously described methods, even in
small samples and with increasing numbers of covariates. We demonstrate a power
calculation using the new method for a proposed clinical trial investigating oral cancer
biomarkers.
II.2 Introduction
The general linear multivariate model allows for two types of predictors: xed
predictors, such as treatment group, that are set by design, and random covariates,
1This chapter has been submitted for publication to the Journal of the American
Statistical Association, Theory and Methods, by Sarah M. Kreidler, Keith E. Muller,
and Deborah H. Glueck.
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such as weight, that are only observed after drawing a sample. We describe a power
approximation for tests of xed hypotheses in the general linear multivariate model
with one or more random Gaussian covariates. Increasing the accuracy of power
calculations in the presence of covariates ensures that a study will answer the scientic
question of interest, while minimizing risks to participants and research costs.
Although the inclusion of Gaussian covariates does not alter data analytic meth-
ods, randomness in the predictors changes the distribution theory for power and
sample size analysis (Sampson, 1974; Glueck and Muller, 2003). Sampson (1974) de-
scribed power calculations that depend on the value of the covariates as conditional.
When random covariates appear in the design matrix, the power becomes a random
variable. Sampson dened the unconditional power as the expected value of the power
across all possible realizations of the design matrix.
Several authors have proposed methods for power analysis in designs with both
xed predictors and Gaussian predictors. Exact distribution theory was described
by Glueck and Muller (2003) for the special case of a single Gaussian covariate. For
multiple covariates, Shieh (2005) proposed an asymptotic method based on the ex-
pectation of the design matrix. For univariate models, Gatsonis and Sampson (1989)
described an adjustment to power based on the multiple correlation coecient of the
covariates and the outcome. Power and sample size theory is described thoroughly for
the general linear multivariate model with only xed predictors (Muller et al., 1992;
Muller and Peterson, 1984; Muller and Stewart, 2006; Muller and Barton, 1989).
We describe an unconditional power approximation for general linear multivariate
models with one or more Gaussian covariates, when the hypothesis involves only the
xed predictors. The method uses a reduced covariance matrix, scaled hypothesis
sum of squares, and adjusted degrees of freedom as inputs for a noncentral F approx-
imation for power. The method uses values which can be obtained from the medical
literature or from pilot data.
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The remainder of the manuscript is organized as follows. Section II.3 gives no-
tation for the general linear multivariate model, the general linear hypothesis, and
the Hotelling-Lawley Trace. Section II.4 describes the new unconditional power ap-
proximation for designs with one or more Gaussian covariates. Section II.5 compares
empirical results with the new method and existing approaches. Section II.6 details
the applied example in oral cancer. Section II.7 provides concluding remarks.
II.3 Notation, model and hypothesis testing
II.3.1 Notation
Throughout, we follow the notation of Muller and Stewart (2006). Dene a to
be an (n× 1) column vector. Let A = {aij} be an (n×m) matrix with transpose
A′ = {aji}. Dene A ⊗B to be the Kronecker product of A and B. Let Ip be a
(p× p) identity matrix. Dene 1n to be an (n× 1) vector with each element equal to
1. Let E (A) be the expectation of the matrix A. Write the covariance of the vector
a as V (a).
Let F (f ; νn, νd, ω) be the cumulative distribution function of a noncentral F dis-
tribution with νn numerator degrees of freedom, νd denominator degrees of freedom,
and noncentrality parameter ω. Dene F−1 such that for 0 ≤ p ≤ 1
F (f ; νn, νd, ω) = p ⇐⇒ F−1 (p; νn, νd, ω) = f. (II.1)
For µ an (p× 1) vector, Σ a (p× p) symmetric, positive denite matrix, and a a
(p× 1) random vector, let a ∼ Np (µ,Σ) indicate that a has a p-dimensional vector
Gaussian distribution with mean vector µ and covariance Σ (Arnold, 1981). For
M an (N × p) matrix, Ξ and Σ symmetric, positive denite matrices of dimension
(N ×N) and (p× p), respectively, and A an (N × p) random matrix, write A ∼
NN,p (M ,Ξ,Σ) to indicate that A has a matrix Gaussian distribution with mean
5






pρ+ Ip (1− ρ)
]
(II.2)
be a (p× p) compound symmetric correlation matrix. For 0 ≤ ρ < 1 and 0 ≤ δ,
dene
LEARp (ρ, δ) = ρ
dmin+δ[(djk−dmin)/(dmax−dmin)] (II.3)
to be a (p× p) LEAR correlation structure, with djk the distance between the jth and
kth measurement, dmin = minj<kdjk and dmax = maxj<kdjk (Simpson et al., 2010).
II.3.2 The general linear multivariate model with Gaussian covariates
LetX be the (N × q) matrix of predictor variables. Let Y be the (N × p) matrix
of outcomes, such that for all i ∈ {1, ..., N}, [rowi (Y )]′ ∼ Np (XB,ΣY ). Dene B
to be the (q × p) matrix of regression coecients. Let E be the (N × p) matrix of
errors such that for all i ∈ {1, ..., N}, [rowi (E)]′ ∼ Np (0,ΣE). The general linear
multivariate model (GLMM) is
Y =XB +E. (II.4)
For GLMM's with Gaussian predictors, partitionX and B into xed and random
submatrices. Dene F to be the (N × qF ) matrix of xed predictors. Let G be the
(N × qG) matrix of random predictors, such that for all i ∈ {1, ..., N}, [rowi (G)]′ ∼
NqG (0,ΣG). Then X = [F G]. Without loss of generality, assume that X is full
rank with r = rank (X) = (qF + qG).












Let BF be the (qF × p) matrix of regression coecients associated with xed pre-
dictors, and let BG be the (qG × p) matrix of regression coecients associated with




. The GLMM with Gaussian predictors
[GLMM(F, G)] is
Y = FBF +GBG +E. (II.6)
II.3.3 The general linear hypothesis
We dene the general linear hypothesis for the GLMM(F, G). Dene C to be
the (a× q) matrix of between participant contrasts. Let U be the (p× b) matrix of
within participant contrasts. Dene the (a× b) matrix Θ = CBU . The null and
alternative hypotheses can be stated as
H0 : Θ = Θ0 (II.7)
HA : Θ 6= Θ0. (II.8)
Partition C into submatrices corresponding to BF and BG. Dene CF to be the
(a× qF ) submatrix of contrast coecients associated with BF . Dene CG to be the
(a× qG) submatrix of contrast coecients associated withBG. ThenC = [CF CG].
For the purposes of this discussion, we assume that the hypothesis of interest deals
with xed eects, such that CG = 0.
Several univariate and multivariate test statistics have been described for the
general linear hypothesis (Muller and Stewart, 2006). We restrict our attention to
the Hotelling-Lawley Trace, given its correspondence to the Wald test in balanced
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II.4 Approximate unconditional power for the general linear multivariate
model with one or more Gaussian predictors
Our unconditional power approximation extends the noncentral F power approx-
imation described by Muller et al. (1992) for the Hotelling-Lawley Trace. Specify the
Type I error rate, α, and the design, including F ,BF ,CF ,U ,Θ0,ΣG,ΣY G and ΣY .
As in Sampson (1974), calculate the residual covariance




G ΣGY . (II.17)








A derivation of Equation II.18 appears in Appendix A.1. Dene
g (νe, a, b) =
[v2e − ve (2b+ 3) + b (b+ 3)] (ab+ 2)
ve (a+ b+ 1)− (a+ 2b+ b2 − 1)
+ 4. (II.19)
Calculate approximate unconditional power as follows.
1. Find the critical value under the null
Fcrit = F−1F [1− α; ab, g (νe, a, b) , 0] . (II.20)








3. Calculate power as
Power ≈ 1−FF [Fcrit; ab, g (νe, a, b) , ω] . (II.22)
II.5 Simulation experiment
II.5.1 Methods
We compared the new approximation described in Section II.4, several existing
approaches (Glueck and Muller, 2003; Shieh, 2005; Muller et al., 1992), and empirical
unconditional power.
Note that only the method of Shieh (2005) allows for multiple Gaussian predictors.
To implement the approach of Glueck and Muller (2003), we calculated power as if
the model had only contained a single covariate. From the full set of covariates,
we selected the single covariate which had the strongest correlation with any of the
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outcomes. For the approach described by Muller et al. (2007), we calculated power
as if the design had only contained xed predictors. We assumed that ΣE = ΣY ,
X = F , B = BF , and C = CF .
We calculated empirical power using a two-level Monte Carlo simulation. For each
study design, we dened α,F ,BF ,CF ,U ,Θ0,ΣG,ΣY G and ΣY . We calculated ΣE
as in Equation II.16. For the rst level, we generated 1, 000 realizations of G. In
the second level, for each realization of G, we formed X = [F G] and simulated
1, 000 replicates of E. For each E, we calculated Y from Equation II.6. Empirical
power was calculated as the proportion of replicates for which the null hypothesis was
rejected. The process produced a list of 1000 empirical power values, one for each
G. We estimated empirical unconditional power as the mean of the power values
obtained for each realization of G.
We used R version 3.0.2 (R Development Core Team, 2010) to calculate empir-
ical power and to compute power using the new approximation and the method of
Shieh. We used the JavaStatistics library from the GLIMMPSE software product
(Kreidler et al., 2013) to calculate power for xed designs (Muller et al., 1992) and
single covariate designs (Glueck and Muller, 2003). Source code and results for the
validation study and example in Section II.6 are available at http://github.com/
SampleSizeShop/rPowerlib.
II.5.1.1 Study designs
We validated the methods for several study designs and hypotheses, summarized
in Table II.1. For each design, we varied the following parameters: 1) the number of
covariates, qG ∈ {1, 3, 6}, 2) the per group sample size, Ngroup ∈ {10, 100}, and 3) a
scale factor applied to ΣY G, k ∈ {0.5, 1, 1.5, 2}. As k increases, the residual error is
more strongly reduced by the covariates. In all cases, BF was selected so that the
power calculated using the approximation described in Section II.4 was 0.9. Values
10
used for ΣG and ΣY G are shown in Appendix A.2.
II.5.1.2 Performance criteria
For each design and power method, we computed the deviation as approximate
power minus empirical power. We produced box plots summarizing the deviations
across all designs in the validation study and stratied by 1) sample size, 2) the
number of random covariates, and 3) k, the scale factor for ΣY G.
Positive deviations indicated that the approximate power values were larger than
the empirical power values. Negative deviations indicated that the approximate power
values were smaller than the empirical power values.
II.5.2 Results
In general, the new approximation provided the most accurate power values (Fig-
ure II.1). All four methods had average deviations close to zero. The method de-
scribed by Shieh (2005) occasionally overestimated power by up to 10 percentage
points. The methods which ignored covariates or retained only a single covariate
tended to produce power values which were too low. The maximum absolute devia-
tions observed were 0.02 for the new method, 0.10 for the method of Shieh, 0.46 for
the single covariate approach, and 0.59 for the xed only method.
The new method remained accurate regardless of the number of random covariates
(Figure II.2). The Shieh method lost accuracy as the number of covariates increased.
The single covariate and xed only methods showed the greatest degradation as the
number of covariates increased.
With increasing sample size (Figure II.3), the deviations from empirical power
improved for all methods, although the single covariate and xed only approaches
continued to have extreme deviations for some study designs. The Shieh method
improved with increasing sample size, a reasonable result given its dependence on
asymptotic assumptions.
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Table II.1: Study Designs
Design Hypothesis ΣY
Two treatment
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Figure II.3: Deviations from empirical power by per group sample size
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The new method remained accurate as the correlation between the covariates and
the outcomes increased (Figure II.4). The method of Shieh overestimated power,
but the overestimation remained constant as the correlation increased. Although the
average deviations for the single covariate and the xed methods remained close to
zero, extreme outliers indicated that the methods were less reliable as the covariates
became more important in the model.
II.6 Example power calculation for a hypothetical study of salivary biomark-
ers in oral cancer
We demonstrate a power calculation for a hypothetical experiment investigating
salivary biomarkers in oral cancer. Elasho et al. (2012) showed that IL-8 and other
mRNA markers were elevated in individuals with oral squamous cell carcinoma. A
natural extension to the Elasho et al. (2012) study would be a clinical trial to
determine if treatment reduces the expression of these salivary biomarkers.
We present a power analysis for this hypothetical study. We assume that partici-
pants are randomized to one of two treatments, and salivary biomarkers are measured
at baseline, six months, and 1 year. The Gaussian covariates are age and baseline
IL-8 level. The hypothesis of interest is the test of the time by treatment interaction.
We use the Hotelling-Lawley Trace at α = 0.05.
With 35 participants in each treatment group, the xed portion of the design
matrix is
F = 135 ⊗ I2. (II.23)
We obtained reasonable values for BF from Table 3 in Elasho et al. (2012). The
average dierence in IL-8 between cases and controls was 2.14. We assume that the
dierence will be near zero by the one year measurement for the treatment group,






































































































Figure II.4: Deviations from empirical power by ΣY G scale factor
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We dene the between-participant contrast as
CF = [1 −1] , (II.25)
and the within-participant contrast as
U = [1 −1]′ . (II.26)
We assume a null hypothesis of no interaction,
Θ0 = [0] . (II.27)
We obtained covariance values from Tables 1 and 3 in Elasho et al. (2012). Ignoring
covariates, we assumed that the standard deviation of IL-8 was 2.2 (variance 4.84). We
have no information regarding the correlation of IL-8 levels over time. We anticipated
that the correlation between the 6 month measurement and the 1 year measurement







For the covariates, we assumed that the standard deviation for age was 12.7 years
(variance 161.29 years), and 2.2 (variance 4.84) for IL-8. We assumed that age and








We assumed that correlation between the baseline IL-8 and the 6 month measure
was 0.4 and that the correlation between the baseline IL-8 measure and the 1-year
measure was 0.2. We assumed that the correlation between age and IL-8 was 0.1,


























Using the new power approximation, at an α level of 0.05, we showed that the power
was 0.956 for the Hotelling-Lawley Trace test of time by treatment interaction, with
an interaction magnitude of 2.14.
II.7 Discussion
We present a power approximation for the general linear multivariate model with
one or more Gaussian covariates. The method has excellent accuracy, even in small
samples. Overall, the method performed better than previous asymptotic results
described by Shieh. Both the new method and the method of Shieh were more
accurate than methods which failed to account for multiple covariates.
Researchers faced with the task of designing studies with multiple Gaussian co-
variates may nd the collection of the required inputs daunting. However, as shown
in Section II.6, it is possible to obtain reasonable values for mean dierences and vari-
ability fairly easily from the literature. Standard deviations are commonly reported
and can be used to calculate the required covariance matrices. Correlations can be
19
more dicult to nd, but can often be obtained from pilot data. When neither of
these options is available, clinical expertise can be used to ll in the gaps.
The power approximation has several limitations. The method may not be appli-
cable to designs in which treatment assignment depends on the values of covariates.
In addition, the power approximation was derived only for tests of xed predictors.
Lastly, the results assume complete and balanced data.
We speculate that the new method will retain accuracy for any non-Gaussian
random predictor which has nite second moments, since the central limit theorem
will apply. Future research is needed to extend the analytic results to hypotheses
involving both xed and random predictors.
Researchers must adjust for Gaussian covariates to ensure an accurate power anal-
ysis. Our approximation provides a convenient method to calculate power when co-
variates are included in the study design.
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CHAPTER III
AN APPROXIMATION TO THE DISTRIBUTION OF THE SUM OF
INVERSE WISHART MATRICES2
III.1 Summary
Sums of independent, but non-identically distributed inverse central Wishart ran-
dom matrices of equal dimension arise in linear models with missing data. The exact
distributions of such sums is unknown. We describe a moment approximation for the
sum of independent, non-identically distributed inverse central Wishart matrices of
equal dimension. We approximate the distribution of the sum with a single inverse
central Wishart, matching the expectation of the sum and the variance of the trace of
the sum. We also describe an extension of the method for a class of quadratic forms
in inverse central Wishart matrices which arise in mixed models. We demonstrate the
accuracy of the approximations by using the multivariate energy distance described
by Székely and Rizzo. We suggest potential applications to data, power, and sample
size analyses for linear models with missing data.
III.2 Introduction
Exact distribution theory is unavailable for sums of independent, but non-identically
distributed inverse central Wishart matrices. Such sums appear in the non-central
distribution theory for the Wald F in the linear mixed model.
We propose a new moment approximation for the distribution of a sum of inverse
central Wishart random matrices. The method matches the expectation of the sum
and the variance of the trace of the sum. In addition, we describe an extension of
the approximation to a class of quadratic forms in inverse central Wishart matrices
which arise in mixed models. We demonstrate the accuracy of the approximations
2This chapter has been submitted for publication to the Annals of Statistics, by
Sarah M. Kreidler, Keith E. Muller, and Deborah H. Glueck.
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by using the multivariate energy distance described by Szekely and Rizzo (2004). We
evaluate the approximations for three examples: 1) the sum of independent, non-
identically distributed inverse central χ2 random variables, 2) a sum of independent,
non-identically distributed inverse central Wishart random matrices, and 3) a sum of
quadratic forms in independent, non-identically distributed inverse central Wishart
matrices.
While method of moments approximations for a linear combination of Wishart ran-
dom matrices exist (Tan and Gupta, 1983; Chi and Muller, 2013), only Granstrom
and Orguner (2012) have described a moment approximation for the sum of in-
verse Wishart random matrices. Their method appeared within an approximation
for Gaussian inverse Wishart mixtures, which arise in the context of signal process-
ing. Granstrom and Orguner (2012) matched the expectation of the sum and the log
determinant of the sum. However, the Granstrom and Orguner (2012) approximation
requires the assumption that the determinant of the overall sum is equal to the sum
of the determinants. For our application, this assumption is overly restrictive.
The manuscript is organized as follows. In Section III.3, we introduce notation. In
Section III.4, we describe the two new approximations. In Section III.5, we summarize
the simulation studies. In Section III.6, we describe potential applications of the
results and provide concluding remarks.
III.3 Notation
Let A = {aij} be an (m× n) matrix. Let E (A) be the expectation of A. Dene
V (aij) to be the variance of aij. Let Cov (aij, akl) be the covariance of aij and akl. For
a (p× p) matrix, B, let tr (B) =
∑p
i=1 bii denote the trace of B. Let Ip be a (p× p)
identity matrix. Dene R ⊆ {1, 2, ..., p}. Let Ip (R) be a submatrix of Ip formed by
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Dene Σ to be a (p× p) square, symmetric, and positive denite matrix. As in
Gupta and Nagar (2000, p. 111, Theorem 3.4.1), use W ∼ Wp (N − p− 1,Σ) to
indicate that W has a central Wishart distribution of dimensionality p, degrees of
freedom N − p− 1, on covariance Σ. For consideration of general Wishart matrices,
substitute ν for N − p− 1. Let Ψ = Σ−1. Then W−1 has a central inverse Wishart
distribution (Gupta and Nagar, 2000) of dimensionality p, degrees of freedom N , and
precision matrix Ψ, written W−1 ∼ IWp (N,Ψ). To ensure nite second moments,
assume N > (p+ 3).








N − p− 1
Ψ, (III.1)
V (wij) =
(N − p+ 1)ψ2ij + (N − p− 1)ψiiψjj
(N − p) (N − p− 1)2 (N − p− 3)
, (III.2)
and
Cov (wij, wkl) =
2ψijψkl + (N − p− 1) (ψikψjl + ψilψkj)
(N − p) (N − p− 1)2 (N − p− 3)
. (III.3)
Note that for all i ∈ {1, ..., p}
V (wii) =
2ψ2ii




III.4.1 A two-moment approximation to the distribution of the sum of
inverse Wishart matrices
We approximate the distribution of a sum of independent, non-identically dis-
tributed inverse central Wishart matrices with a single inverse central Wishart ma-
trix.
For m ∈ {1, ..., k}, suppose Nm > (p+ 3) and let Ψm = {ψmij} be a (p× p)
symmetric, positive denite matrix. Dene a set of k ≥ 2, independent, non-
identically distributed inverse Wishart random matrices, such that for m ∈ {1, ..., k},








To nd N∗ and Ψ∗, match the expectation of the sum, and the variance of the



























































ψiiψjj + (N − p− 1)ψ2ij
(N − p) (N − p− 1)2 (N − p− 3)
,
where the last equality follows from Theorem B.1.1 in Appendix B.1.
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Then the approximate parameters for W−1∗ ∼ IWp (N∗,Ψ∗) are





























































ψmiiψmjj + (N − p− 1)ψ2mij
(Nm − p) (Nm − p− 1)2 (Nm − p− 3)
, (III.13)
b = 2g1 + 4g3 + 2g4p+ 3g4, (III.14)
and
c = 2g1p− 4g2 + 4g3p+ 4g3 + g4p2 + 3g4p. (III.15)
III.4.2 An extension to a positive denite sum of potentially singular
quadratic forms in inverse central Wishart matrices
We approximate the distribution of a positive denite sum of potentially singular
quadratic forms in independent inverse central Wishart matrices by a single inverse
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central Wishart.
For m ∈ {1, ..., k}, let pm ∈ {1, 2, ..., p}, Nm > (pm + 3) and dene Ψm = {ψmij}
to be a (pm × pm) symmetric, positive denite matrix. Dene a set of k ≥ 2, indepen-
dent, non-identically distributed inverse central Wishart random matrices, such that
for m ∈ {1, ..., k}, S−1m ∼ IWpm (Nm,Ψm). For i ∈ {1, ..., q} and Rm ⊂ {1, 2, ..., p} of
cardinality pm, dene Xm to be a (pm × qp) matrix of rank pm < qp with the form
Xm = Iq ({i})⊗ Ip (Rm) . (III.16)









Theorem B.1.2 in Appendix B.1 demonstrates that Q−1 is positive denite under
these restrictions.
We now approximate the distribution of Q−1 by S−1∗ ∼ IWqp (N∗,Ψ∗). As in



































































Then the approximate parameters for S−1∗ ∼ IWq (N∗,Ψ∗) are



































































ψmiiψmjj + (Nm − pm − 1)ψ2mij
(Nm − pm) (Nm − pm − 1)2 (Nm − pm − 3)
, (III.27)










We compared the distribution of the approximating Wishart with the empirical
distribution of the sum of inverse Wishart matrices for three examples: 1) a sum of
inverse χ2 variables (Johnson et al., 1995, vol 2, p. 400), 2) a sum of inverse Wishart
matrices, and 3) a sum of quadratic forms in independent inverse central Wishart
matrices following the restrictions of Section III.4.2.
For case 1, dene Z1 ∼ Inv-χ2 (8ν), Z2 ∼ Inv-χ2 (10ν), and Z3 ∼ Inv-χ2 (11ν),
with ν ∈ {1, 2, 4, 8, 16, 32}. We approximate the distribution of the sum
Z1 + Z2 + Z3. (III.30)







































































ν ∈ {1, 2, 4, 8, 16, 32}. Dene X1 = I2 ({1}) ⊗ I3 ({1, 3}), X2 = I2 ({1}) ⊗ I3, and












For each test case, we compared the empirical and approximating distributions
via two criteria: 1) visual inspection, and 2) the estimated energy distance (Szekely
and Rizzo, 2004). Larger values for energy distance indicate greater disparity between
the distributions being compared. For the visual comparison within each test case,
we plotted side-by-side the univariate density for each corresponding element of the
empirical and the approximating distributions. To examine the t of the covariances,
we plotted the bivariate density of a11 and a12 for test case 2, and b11 and b12 for test
case 3.
For each test case, we simulated 1, 000 replicates of the sum. Each inverse Wishart
observation was obtained by forming the corresponding Wishart, obtaining a sample
using the rWishart function (R Development Core Team, 2010), and inverting the
result. We obtained 1000 replicates of the approximating distributions in a similar
manner. All simulations were performed using R version 3.0.2 (R Development Core
Team, 2010). Source code and verication data sets are available at http://github.
com/SampleSizeShop/invWishartSum.
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Figure III.1: Energy distance between the approximate and the empirical distribu-
tions by degrees of freedom scale factor
III.5.2 Results
Figure III.1 shows the energy distance between the empirical and approximating
distributions. As ν increases, the approximating distribution converges to the empir-
ical distribution most quickly for cases 1 and 2. Convergence is slightly slower for
case 3.
Figures III.2 through III.4 show the empirical density of the sum and the density of
the approximating Wishart, with ν = 4. The densities are grossly similar. However,
the approximate densities tends to be less peaked than the empirical, suggesting slight
overestimation of the variance. Note that for the 9 upper right and 9 bottom left cells
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Figure III.2: Empirical (blue) and approximate (black) densities for the sum of inverse
χ2 variables
in Figure III.4, the empirical density is a point mass at zero and is not shown.
Figure III.5 and III.6 show the empirical and approximating bivariate densities
of a11 and a12, and b11 and b12, respectively. For a11 and a12, the densities are
similar, suggesting a good approximation to the true covariance. For b11 and b12, the
approximate density has greater spread than the empirical density. This is partially
due to the fact that the replicates from the empirical sum will always be 0 in cells
outside of the block diagonal, leading to reduced variance.
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Figure III.3: Empirical (blue) and approximate (black) densities for the sum of inverse
Wishart matrices
32
Figure III.4: Empirical (blue) and approximate (black) densities for the positive

































Figure III.5: Empirical (blue) and approximate (black) bivariate densities for element































Figure III.6: Empirical (blue) and approximate (black) bivariate densities for element
(1, 1) and (1, 2) in the positive denite sum of potentially singular quadratic forms in
independent inverse central Wishart matrices
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III.6 Conclusions
We describe inverse central Wishart approximations for the distribution of the sum
of inverse central Wishart matrices and the sum of potentially singular quadratic
forms in independent inverse central Wishart matrices. The methods have good
performance in small samples, and better performance with increasing sample size.
The methods have the following limitations. The assumption of N > p+ 3 is not
appropriate for problems of high dimension and low sample size. In addition, the
accuracy of the approximation may be insucient for distributions with low degrees
of freedom, which may occur in smaller biomedical studies.
The approximation described in Section III.4.2 is applicable to theWald statistic in
the mixed model (Helms, 1992; Laird and Ware, 1982). The central term of the Wald
statistic includes a sum of potentially singular quadratic forms. The assumptions
of Section III.4.2 correspond to having at least one independent sampling unit with
complete data in each between-participant group and a design matrix which ts the
full factorial time-by-treatment interaction.
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CHAPTER IV
A POWER APPROXIMATION FOR THE KENWARD AND ROGER
WALD TEST IN THE LINEAR MIXED MODEL3
IV.1 Summary
We derive a noncentral F power approximation for the Kenward and Roger test.
We use a method of moments approach to form an approximate distribution for
the Kenward and Roger scaled Wald statistic, under the alternative. The result
depends on the approximate moments of the unscaled Wald statistic. Via Monte
Carlo simulation, we demonstrate that the new power approximation is accurate
for cluster randomized trials and longitudinal study designs. The method retains
accuracy for small sample sizes, even in the presence of missing data. We illustrate
the method with a power calculation for an unbalanced group-randomized trial in
oral cancer prevention.
IV.2 Introduction
Linear mixed models are widely used in biomedical research for inference in the
presence of missing data. Kenward and Roger (1997) described a scaled Wald statis-
tic and null case reference distribution for tests of xed eects in the linear mixed
model. Despite the widespread use of the Kenward and Roger (1997) method for
data analysis, no general methods are available to calculate power for the Kenward
and Roger (1997) test.
Several authors have described power approximations for related tests and models.
Helms (1992) described a noncentral F power approximation for a Wald test. Helms
used a dierent null case reference distribution than the one derived by Kenward and
Roger. Stroup (1999) suggested an exemplary data approach for calculating power
3This chapter has been submitted for publication to Biometrics, by Sarah M.
Kreidler, Keith E. Muller, and Deborah H. Glueck.
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for mixed models with missing data. Tu et al. (2004; 2007) developed an asymptotic
power approximation based on generalized estimating equations. Muller et al. (2007)
demonstrated that power methods for the general linear multivariate model may be
used in complete, balanced, homoscedastic mixed models.
We derive a noncentral F power approximation for the Kenward and Roger (1997)
test for a broad range of models. We use a method of moments approach (Kim et al.,
2006) to form an approximate distribution of the Kenward and Roger (1997) scaled
Wald statistic, FR, under the alternative. The reference distribution of FR under the
alternative depends on the approximate moments of the unscaled Wald statistic.
The remainder of the chapter is organized as follows. In Section IV.3, we intro-
duce notation for the general linear mixed model and briey review the methods of
Kenward and Roger (1997). In Section IV.4, we describe a noncentral F power ap-
proximation for the Kenward and Roger (1997) test. In Section IV.5, we summarize
the Monte Carlo simulation study used to evaluate the power approximation. In Sec-
tion IV.6, we demonstrate a power calculation for a group-randomized trial in oral
cancer prevention. In Section IV.7, we provide concluding remarks.
IV.3 Notation, models, and hypothesis testing
IV.3.1 Notation
For i ∈ {1, . . . , n}, let a = {ai} denote an n × 1 column vector. Furthermore,
for i ∈ {1, . . . , n} and j ∈ {1, . . . ,m}, let A = {aij} indicate an n × m matrix
with transpose A′ = {aji}. Let Id be a (d× d) identity matrix. For a matrix A =
[a1 a2 . . . an], let vec(A) = [a′1 a
′




. Dene the Kronecker product of
two matrices A and B as A⊗B = {aijB} (Muller and Stewart, 2006, Section 1.3).
Extend the direct sum operator (Muller and Stewart, 2006, Section 1.3) to sets
of arbitrarily sized matrices as follows. Let {A1, ...,AJ} be a set of matrices such
that Aj has dimension (rj × cj). Let 0ri,cj be an (ri × cj) matrix of zeros. Dene the
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. . . 0rJ−1,cJ
0rJ ,c1 · · · 0rJ ,cJ−1 AJ
 . (IV.1)
For δ ∈ {1, ..., (2p − 1)} and d ∈ {1, ..., δ} , dene the set Rd where Rd ⊆ {1, ..., p}
of cardinality 1 ≤ pd ≤ p. For every Rd, let Dp,d, a deletion matrix, be the (pd × p)
submatrix of Ip formed by keeping each row i of Ip such that i ∈ Rd. For example,
















Let E0 (u) and EA (u) be the expectations of the random variable u under the null
and alternative hypotheses, respectively. Similarly, let V0 (u) and VA (u) indicate the
variance under the null and alternative hypotheses. For random matrix variates, de-
note the covariance under the null and alternative hypotheses as V0 (A) and VA (A),
respectively.
Let F ∼ F (νn, νd, ω) indicate that the random variable F follows a noncentral F
distribution (Johnson et al., 1995, Chapter 30) with numerator degrees of freedom νn,
denominator degrees of freedom νd, and noncentrality parameter ω. For ω = 0, F is
said to follow a central F distribution, written F ∼ F (νn, νd). Dene F−1 (b; νn, νd, ω)
such that for 0 ≤ b ≤ 1
F (f ; νn, νd, ω) = b ⇐⇒ F−1 (b; νn, νd, ω) = f. (IV.4)
Use Y ∼ NN,p (M ,Ξ,Σ) to indicate that the (N × p) matrix Y follows a ma-
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trix Gaussian distribution, with M an (N × p) matrix of means, Ξ an (N ×N)
symmetric, positive denite column covariance matrix, and Σ a (p× p) symmetric,
positive denite row covariance matrix (Muller and Stewart, 2006, Chapter 8). Write
W ∼ Wp (N,Σ) to indicate that the (p× p) matrix W follows a central Wishart
distribution of dimension p, degrees of freedom N , on covariance Σ. For Ψ = Σ−1,
write W−1 ∼ IWp {(N + p+ 1) ,Ψ} to indicate that W−1 follows a central inverse
Wishart distribution of dimension p, degrees of freedom N + p + 1, and precision
matrix Ψ (Gupta and Nagar, 2000, p. 111, Theorem 3.4.1).
IV.3.2 The general linear mixed model
We describe the general linear mixed model for Gaussian outcomes using the
notation of Muller and Stewart (2006, Chapter 5). Let i ∈ {1, ..., N} indicate the ith
independent sampling unit (Muller and Stewart, 2006, Chapter 6). Observations from
two dierent independent sampling units are statistically independent. Observations
within an independent sampling unit may be correlated. An independent sampling
unit may be a single participant, as in a clinical trial, or a group of participants, as
in a cluster-randomized study.
Let pi be the number of observations for the ith independent sampling unit, with
p = maxi (pi). For the ith independent sampling unit, let yi be the (pi × 1) vector of
observed outcomes, X i be the (pi × r) xed eects design matrix of rank r, and ei
be the (pi × 1) vector of random errors. Assume that for i 6= j, ei ⊥ ej and yi ⊥ yj.
Let Σi be a (pi × pi) symmetric, positive denite matrix, with
ei ∼ Npi (0,Σi) . (IV.5)
Let β be the (r × 1) vector of regression parameters. The linear mixed model for the
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ith independent sampling unit is
yi =X iβ + ei. (IV.6)
Let n =
∑N

























Throughout, we assume that predictor values are not allowed to change within an
independent sampling unit. This is equivalent to assuming no repeated covariates.
In addition, we assume that all predictor values are xed as part of the study design.
The population-averaged form of the linear mixed model is






The distribution of ys is
ys ∼ Nn (Xsβ,Σs) . (IV.10)
IV.3.3 Tests for xed eects in mixed models
Let α be the Type I error rate. Let C be the (a× r) matrix of xed eects
contrasts. Dene the (a× 1) matrix θ = Cβ, and let θ0 be the (a× 1) matrix of null
values. The general linear hypothesis may be stated as
H0 : θ = θ0. (IV.11)
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In order to conduct power analysis for the general linear hypothesis in the mixed
model, we must consider the target estimation method. Several estimation methods
have been described for mixed models (Verbeke and Molenberghs, 2009, Chapter 5).
Common estimation methods include restricted maximum likelihood and maximum
likelihood.
Let m indicate the estimation method. Let Σ̂s,m and β̂m be the estimates of Σs



















The distribution of the Wald statistic is not known exactly for any m. Various
reference distributions have been suggested for each estimation methodm. In general,
the distributions share a common form, with
wm ∼̇ F (νn,m, νd,m, ωm) . (IV.13)
Under the null hypothesis, ωm = 0 and wm ∼̇ F (νn,m, νd,m).
IV.3.4 The Kenward-Roger test for xed eects
Kenward and Roger (1997) suggested using restricted maximum likelihood esti-



















Kenward and Roger (1997) used Taylor expansion to estimate E0 (wR) and V0 (wR)
from observed data. Kenward and Roger (1997) substituted E0 (wR) and V0 (wR) into
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method of moments approximations for λ and the reference distribution of FR under












(ν − 2)E0 (wR)
. (IV.17)
IV.4 Power approximation for the Kenward-Roger test in the linear mixed
model
We derive a noncentral F power approximation for the Kenward and Roger (1997)
test. We use a method of moments approach (Kim et al., 2006) to form an approxi-
mate distribution of the Kenward and Roger (1997) scaled Wald statistic, FR, under
the alternative. The reference distribution of FR under the alternative depends on
the approximate moments of the unscaled Wald statistic.
IV.4.1 The approximate moments of the Wald statistic
We demonstrate that the Wald statistic has an approximately noncentral F refer-
ence distribution under the alternative and a central F reference distribution under












C ′. Because distributional results are, in general, not available
for restricted maximum likelihood estimation, we instead use distributional results
based on other techniques. We write m = W to indicate weighted least squares, and



































C ′ is approximately
Wishart. Under the assumption of independence, we combine the terms to obtain an
approximate F distribution.


















































with a single central Wishart. To obtain the result, we combine multivariate theory
with the methods of Kreidler et al. (2014, Section 3.2). Kreidler et al. (2014, Section
3.2) provided an approximate distribution for a positive denite sum of potentially
singular quadratic forms in independent inverse central Wishart matrices.
The accuracy of the Kreidler approximation depends on the degrees of freedom
of the component quadratic forms. To ensure sucient degrees of freedom, we make
the following homoscedasticity assumptions. Recall p = maxi (pi). With Σmax a
symmetric, positive denite matrix, assume Σi ≡ Σmax for all i ∈ {1, ..., N} such that
pi = p. Let Nd indicate the number of independent sampling units with observation
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pattern Rd. Note N =
∑δ




















The following thought experiment gives reasonable approximations for the distri-
bution of each Σ̂d. All independent sampling units with observed data pattern Rd
have pd observations. For each Rd, suppose we form a complete, balanced mixed
model containing only the independent sampling units with observed data pattern
Rd. Suppose we recast each mixed model as an equivalent general linear multivariate
model. For longitudinal mixed models, we assume that Xs includes the full time
by treatment interaction. We then recast the mixed model as a multivariate model
using the methods described by Muller and Stewart (2006, Chapter 14). For cluster
randomized designs, we assume that the mixed model is recast as a two-stage model
of cluster means (Murray, 1998, Chapter 4), a special case of the multivariate model.
For the dth multivariate model, let q be the rank of the multivariate design matrix
and Êd be the (Nd × pd) matrix of residuals. Assume Nd > (q + pd + 1). Then an




dÊd/ (Nd − q) , (IV.24)
with distribution
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Σ̂d,M ∼ Wpd {Nd − q,Σd/ (Nd − q)} . (IV.25)













Using Equation IV.25 and applying the methods of Kreidler et al. (2014, Section 3.2),



















































C ′ as described in Sections































C ′ is approximately Wishart.
For conciseness of notation, write µ = θ − θ0, with estimate µ̂ = θ̂W − θ0.


























µ. Assume that θ̂W ⊥ Σ̂s,M .
The assumption rests on the following logic. If we had estimated both Σs and β
using multivariate techniques, independence would follow. Applying Theorem C.1.1
in Appendix C.1,
w ∼̇ {a (N∗ − r + a− 2)}−1 tr (Q)F {nu, (N∗ − r + a− 2) , δu} , (IV.30)
where
δu =
htr (Q) + 2h2












−1tr (Q) . (IV.32)
From Equation IV.30, we calculate E0 (w), EA (w), and VA (w), using standard
results for central and noncentral F distributions (Johnson et al., 1995, Chapter 30).
IV.4.2 A three-moment approximation for the distribution of the Kenward
and Roger scaled Wald statistic under the alternative hypothesis
We use a method of moments approach (Kim et al., 2006) to form the approxi-
mate distribution of the Kenward and Roger (1997) scaled Wald statistic, FR, under
the alternative. The parameters of the distribution depend on the approximate Wald
moments derived in Section IV.4.1. We approximate the distribution of the Ken-
ward and Roger (1997) statistic, FR = λwR, by the distribution of F = λw, where
F ∼̇ F (a, ν, ω). Thus
FR ∼̇ F (a, ν, ω) . (IV.33)
To obtain values for λ, ν, and ω under the alternative, we match three moments,
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setting
EA (F ) = EA (λw) , (IV.34)
VA (F ) = VA (λw) , (IV.35)
and









(ν − 2)E0 (w)
, (IV.38)
ν = 4 +
2 (a+ 2ω) + (a+ ω)2










When ω = 0, Equation IV.39 reduces to




which shares the same form as the result obtained by Kenward and Roger (Equation
IV.16). The exact values of ρ, and hence ν, will dier due to the disparate techniques
used to obtain moments for the Wald statistics, w and wR.
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IV.4.3 Power calculation for the Kenward and Roger test
We calculate power for the Kenward and Roger test as follows.
1. Dene α, Σmax, β, C and θ0. For i ∈ {1, ..., N}, specify X i and Rd.
2. Calculate a, ν, and ω as described in Section IV.4.2. Form the reference distri-
bution of FR ∼̇ F (a, ν, ω).
3. Using the approximate reference distribution of FR under the null, FR ∼̇ F (a, ν, 0),
nd the critical value
fcrit ≈ F−1 (1− α; a, ν, 0) . (IV.42)
4. Using the approximate reference distribution of FR under the alternative,
FR ∼̇ F (a, ν, ω), calculate power as
Power ≈ 1−F (fcrit; a, ν, ω) . (IV.43)
IV.5 Simulation study
IV.5.1 Methods
We compared approximate power values, calculated as in Section IV.4.3, with
empirical power. For each study design, we calculated empirical power by Monte
Carlo simulation. We dened α, Σmax, β, C and θ0. For i ∈ {1, ..., N}, we specied
X i and Rd. We generated 10, 000 replicates of es and computed ys as in Equation
IV.8. For each replicate, we tested the linear contrast C using SAS PROC MIXED
(SAS Institute Inc., 2013, version 9.4) with the DDFM=KenwardRoger ag to re-
quest Kenward and Roger (1997) denominator degrees of freedom. For all cluster
randomized designs, we included a random intercept for cluster. For all longitu-
dinal designs, we used a rst-order auto-regressive covariance (Verbeke and Molen-
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berghs, 2009) to account for correlation among repeated measures. Empirical power
was estimated as the proportion of replicates for which the null hypothesis was re-
jected. Approximate power was calculated using our mixedPower package for R
version 3.0.2 (R Development Core Team, 2010). Full source code is available at
http://github.com/SampleSizeShop/mixedPower.
IV.5.1.1 Study designs
We evaluated the performance of the power approximation for two types of study
designs: 1) unbalanced, cluster randomized trials, and 2) longitudinal studies with
known dropout patterns.
We calculated approximate and empirical power for 36 cluster randomized trial
designs. We assumed that each design had a single Gaussian outcome. Half of
the clusters were assumed to have complete data, with the remaining clusters as-
sumed to have missing data. We varied the following parameters: 1) the number of
treatment groups, t ∈ {2, 4}, 2) the number of clusters randomized to each treat-
ment, Ntreatment ∈ {10, 40}, 3) the total number of participants in a complete cluster,
p ∈ {5, 50}, and 4) the ratio of the incomplete cluster size to the complete clus-
ter size s ∈ {1, 0.8, 0.6}. We only included designs which met the assumption that
Nd > (q + pd + 1) for all Rd.





pρ+ Ip (1− ρ)
}
. (IV.44)
The β matrix had the form
β = b× [1 0]′ (IV.45)
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for designs with 2 treatments and
β = b× [1 0 0 0]′ (IV.46)
for designs with 4 treatments. The scale factor b was selected so that the approximate
power was roughly 0.2, 0.5 or 0.8. In each scenario, we calculated power for the null
hypothesis of no dierence among treatment groups at α = 0.05. We used the Wald
test with denominator degrees of freedom as described by Kenward and Roger (1997).
We calculated approximate and empirical power for 36 longitudinal study de-
signs. We assumed that each design had 5 repeated measures and 50 participants
per treatment group. We varied the following parameters: 1) the number of treat-
ment groups, t ∈ {2, 4}, 2) the pattern of missing data, either monotone (missing the
4th and 5th observations), or non-monotone (missing the 2nd and 4th observations),
and 3) the number of participants in each treatment group with some missing data
Nincomplete ∈ {0, 10, 20}. For observations within a given participant, we assumed a
rst-order auto-regressive correlation structure (Verbeke and Molenberghs, 2009, p.
99), with ρ = 0.4. The β matrix had the form
β = b× [1 0′9]
′
(IV.47)
for designs with 2 treatments and
β = b× [1 0′19]
′
(IV.48)
for designs with 4 treatments. The scale factor b was selected so that approximate
power was roughly 0.2, 0.5 or 0.8. In each scenario, we calculated power for the null
hypothesis of no time by treatment interaction at α = 0.05. We used the Wald test
with denominator degrees of freedom as described by Kenward and Roger (1997).
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IV.5.1.2 Performance criteria
For each design, we computed the deviation as approximate power minus empirical
power. We produced box plots summarizing the deviations overall, within all cluster
randomized trials, and within all longitudinal designs. For the cluster randomized
trials, we produced box plots stratied by 1) the number of treatment groups, 2) the
cluster size, and 3) the ratio of the incomplete cluster size to the complete cluster size.
For the longitudinal designs, we produced box plots summarizing the deviations strat-
ied by 1) the number of treatment groups, 2), the pattern of missing observations,
and 3) the number of incomplete independent sampling units per treatment.
Positive deviations indicated that the approximate power values were larger than
the empirical power values. Negative deviations indicated that the approximate power
values were smaller than the empirical power values.
IV.5.2 Results
Figure IV.1 summarizes the deviations between the approximate and the empirical
power values. The three box plots show results for all designs, for cluster random-
ized trials, and for longitudinal studies. Overall, the median deviation between the
approximate and the empirical power values was 0.010 (min: −0.056, 1st quartile:
0.003, 3rd quartile: 0.025, max: 0.063). For cluster randomized trials, the median
deviation was 0.009, (min: −0.056, 1st quartile: −0.008, 3rd quartile: 0.022, max:
0.063). For longitudinal designs, the median deviation was 0.004, (min: −0.004, 1st
quartile: 0.002, 3rd quartile: 0.006, max: 0.011).
Further details for cluster-randomized designs are shown in Figure IV.2. The
accuracy of the power approximation improved with larger cluster sizes. The approx-
imation retained accuracy irregardless of the ratio of incomplete to complete cluster
sizes.
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Figure IV.2: Power deviations for cluster randomized designs.
tion was highly accurate for all longitudinal designs tested.
IV.6 Applied example
We demonstrate a power calculation for an unbalanced cluster-randomized trial of
an intervention to reduce oral cancer risk behaviors. The example is based on a study
by Hennrikus et al. (2002) that examined the eect of workplace smoking cessation
programs on tobacco use.
For our demonstration, we assume that 80 worksites will be randomized to 2
smoking cessation programs, with 40 sites per treatment condition. Of the 40 sites
randomized to each smoking cessation program, 25 worksites will have 30 participants,
and the remaining 15 will have 20 participants. The outcome for the analysis will be
urinary cotinine. We wish to detect a dierence of 25 ng/ml. We assume a standard
deviation of 125 ng/ml, and an intraclass correlation of 0.04. We will calculate power
for the Kenward and Roger (1997) test of the smoking cessation program eect. We
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Figure IV.3: Power deviations in longitudinal designs.
Table IV.1: Design matrices and patterns of observations for proposed study of smok-
ing cessation programs
pi = 30 pi = 20
Program 1 X i = 130 ⊗ [1 0] X i = 120 ⊗ [1 0]
Rd = {1, ..., 30} Rd = {1, ..., 20}
Program 2 X i = 130 ⊗ [0 1] X i = 120 ⊗ [0 1]
Rd = {1, ..., 30} Rd = {1, ..., 20}
To begin the calculation, we rst identify the patterns of observations in the study,
including 1) complete clusters with 30 participants, and 2) incomplete clusters with 20
participants. Table IV.1 summarizes the design matrices and patterns of observations
by cluster size and treatment assignment.
In addition, we dene
Σmax = 125
2 × {1301′30 × 0.04 + I30 (1− 0.04)} , (IV.49)
C = [1 −1] , (IV.50)
θ0 = [0] (IV.51)
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and
β = [25 0]′ . (IV.52)
At an α level of 0.05, the approximate power to detect a treatment dierence of
25 ng/ml was 0.887 for the Wald test with Kenward and Roger (1997) denominator
degrees of freedom.
IV.7 Discussion
We describe a power approximation for the Kenward and Roger (1997) test of xed
eects in the linear mixed model. The method was accurate to within about ±0.06
for all designs, with the best accuracy observed for longitudinal designs. We note
that Kenward and Roger (2009) have since described a renement which improves
estimation of the non-linear covariance structures in small samples. We have restricted
our discussion to the Kenward and Roger (1997) approach, since it is most commonly
used in statistical practice.
The method has several limitations. The assumption of Nd > (q + pd + 1) may be
too restrictive for multilevel designs with large cluster sizes. In addition, we assume
that the pattern of missing data is known. Lastly, the method has not been evaluated
for binary or Poisson data.
The analytic results from this manuscript suggest several future extensions. We
may be able to calculate power for linear mixed models with random missing data
patterns by invoking conditional distribution theory and calculating expected power
across patterns of missingness. In addition, the approach used to form the distribu-
tion of Σ̂s,M provides the rst step towards a non-iterative alternative to restricted
maximum likelihood estimation for some mixed models. For big data applications,
such a non-iterative approach may facilitate highly parallel computation of parameter
estimates in mixed models.
Our power approximation provides a general, exible, accurate and rapid method
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to calculate power for the Kenward and Roger (1997) test. For studies in which
the Kenward and Roger (1997) test is the planned method of data analysis, our
power approximation should be used. By aligning power analysis with the planned
data analysis, researchers can more accurately assess power for biomedical studies.




In the previous chapters, we described new power methods for the general linear
multivariate model and the general linear mixed model. Given the widespread use of
mixed models for data analysis, we believe our power methods will be immediately
useful to biomedicial researchers planning multilevel and longitudinal studies. In
addition, the methods of Chapter IV suggest a possible new approach for mixed
model parameter estimation. We outline the specic aims for a potential grant on
mixed model estimation with big data.
Extremely large data sets are encountered in a variety of elds, from genomics
to astrophysics. Consequently, there is a growing need for statistical methods which
scale to terabytes and petabytes of data. We propose an unbiased, consistent method
of mixed model parameter estimation for big data applications. The method is non-
iterative, can be run in parallel, and allows for incremental updates.
In addition to statistical methodology, signicant computing challenges exist with
big data. Therefore, we will develop a computing infrastructure based on Apache
Hadoop (Apache Software Foundation, 2014) to manage data sets, and provide fast
computation. We will tailor the industry-proven Lambda Architecture (Hausenblas
and Bijnens, 2014) for statistical computing. We will implement map-reduce jobs for
tting incremental mixed models.
Our aims address statistical methods, computing infrastructure, and training for
biomedical researchers.
1. Derive a new estimation approach for mixed models which is unbiased, consis-
tent, non-iterative and allows for parallel processing and incremental updates.
2. Develop a Hadoop-based infrastructure to store, analyze, and perform mixed
model analysis on data sets greater than 1 petabyte in size.
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3. Train researchers in the set up of big data computing infrastructures, and im-
plementation of the mixed model methods for large data sets.
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MISCELLANEA FOR CHAPTER II
A.1 Scale factor for the hypothesis sum of squares
We use a rst order Taylor series approximation to obtain the scale factor for
the hypothesis sum of squares. Under the assumptions of Section II.3, and with




M = CF [F
′ (IN −HG)F ]−1C ′F . (A.1)
From Gupta and Nagar (2000, p. 168, Theorem 5.2.4), HG is distributed
BIN {(qG/2) , [(N − qG) /2]}, with BIN the matrix-variate beta distribution of type I.











C ′F . (A.3)
Then the result follows by substitution into Equation II.14.
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A.2 Values for ΣY G and ΣG in the validation study
We describe the inputs for the validation experiment in Section II.5. Values for
ΣG are shown in Table A.1. We summarize the values of ΣY G in Table A.2, with
a = [1 0.75 0.5]′ ,
b = [1 0.9 0.8 0.7 0.6 0.5]′ ,
c = [0.542 0.477 0.420 0.369 0.325]′
and
d = [0.36 0.30 0.36 0.30 0.36 0.30]′ .
Table A.1: Values for ΣG by number of covariates
Number of Covariates ΣG









0.91 0.01 0.01 0.01 0.01 0.01
0.01 1.21 0.01 0.01 0.01 0.01
0.01 0.01 1.51 0.01 0.01 0.01
0.01 0.01 0.01 1.81 0.01 0.01
0.01 0.01 0.01 0.01 2.11 0.01
0.01 0.01 0.01 0.01 0.01 2.41

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Table A.2: Values for ΣY G for a given ΣY and number of covariates
ΣY ΣY G
1 covariate 3 covariates 6 covariates
σ2Y = 5 σ
2
Y = 0.6 0.6⊗ a′ 0.6⊗ b
′
5× CS5 (0.04) 0.2⊗ 15 0.2⊗ 15 ⊗ a′ 0.2⊗ 15 ⊗ b′
5× LEAR5 (0.4, 1) c c⊗ a′ c⊗ b′
5× [CS3 (0.1)⊗ CS2 (0.2)] d d⊗ a′ d⊗ b′
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APPENDIX B
MISCELLANEA FOR CHAPTER III
B.1 Theorems
Theorem B.1.1.

















ψiiψjj + (N − p− 1)ψ2ij
(N − p) (N − p− 1)2 (N − p− 3)
.
Proof
Using the denition of the trace of a matrix and the linear properties of covari-
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For m ∈ {1, ..., k}, let pm ∈ {1, 2, ..., p}, Nm > (pm + 3) and dene Ψm = {ψmij}
to be a (pm × pm) symmetric, positive denite matrix. Dene a set of k ≥ 2, indepen-
dent, non-identically distributed inverse central Wishart random matrices, such that
for m ∈ {1, ..., k}, S−1m ∼ IWpm (Nm,Ψm). For i ∈ {1, ..., q} and Rm ⊂ {1, 2, ..., p} of
cardinality pm, dene Xm to be a (pm × qp) matrix of rank pm < qp with the form
Xm = Iq ({i})⊗ Ip (Rm) . (B.6)














































Iq ({i})′ ⊗ Ip (Rm)′ S−1m
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Note that for i ∈ {1, 2, .., q}, Iq ({i})′ Iq ({i}) is a (q × q) matrix for which the ith
diagonal element is 1 and all remaining elements are 0. Therefore, Equation B.8 can












′ S−1m Ip (Rm)
]}
. (B.9)
From Mathai and Provost (1992, p.18, Theorem 2.2b.1), it follows that each
Ip (Rm)
′ S−1m Ip (Rm) is positive semi-denite. By assumption, for each Qi, there





















′ S−1m Ip (Rm)
] . (B.10)
Because S−1ci is positive denite and the remaining Ip (Rm)
′ S−1m Ip (Rm) are positive























are the eigenvalues of all of the blocks. Since each block (Equation B.11) is positive







also be positive denite.
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Theorem B.1.3.
For m ∈ {1, ..., k}, i ∈ {1, ..., q}, Rm ⊂ {1, 2, ..., p} of cardinality pm, Xm =
Iq ({i}) ⊗ Ip (Rm) a (pm × qp) matrix of rank pm < qp, Nm > (pm + 3), Ψm a













Let Dg(x) indicate a square matrix with the elements of the vector x on the
diagonal.
Since S−1m is positive denite and has full rank, then by Lemma 1.24 (a) of Muller
and Stewart (2006), it has the spectral decomposition
S−1m = V Dg (λ)V
′, (B.13)
where λ is the (pm × 1) vector of eigenvalues and V is the (pm × pm) orthogonal







Since Xm has decient rank pm < qp, then by Lemma 1.25 of Muller and Stewart
(2006) it must have qp− pm zero eigenvalues. Let λ0 be the [(qp− pm)× 1] vector of









= X ′mV Dg (λ)V
′Xm + V 0Dg (λ0)V
′
0









Selecting V 0 such that V
′
0V 0 = Iqp−pm , V 0V
′
0 = I −X ′mXm and XmV 0 = 0,
ensures that [X ′mV V 0] is orthogonal. Then Equation B.15 is the spectral decom-
position of X ′mS
−1





























MISCELLANEA FOR CHAPTER IV
C.1 Theorems
Theorem C.1.1.
Let n and p be positive integers, µ be a (p× 1) vector of means, and Σx 6=
ΣW be symmetric and positive denite (p× p) matrices. Suppose x ∼ Np (µ,Σx)
independently of W ∼ Wp (n,ΣW ). Then
x′W−1x ∼̇ λunu
(n+ p− 1)










































Dene V = x′Σ−1W x/x
′W−1x. Dene U = x′Σ−1W x. Using Lemma 17.10 in
Arnold (1981, p. 319), it follows that V |x ∼ χ2n+p−1. Hence, V ⊥ x, which implies
V ⊥ U .
The expression U is a weighted sum of noncentral χ2 random variables (Muller and
Stewart, 2006, Theorem 9.5, p. 176). Approximate the distribution of U with a single
noncentral χ2, so that U ∼̇λuχ2nu (δu). Using the approach described by Kim et al.
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= VA (U) . (C.7)
The moments of U are (Muller and Stewart, 2006, Corollary 9.6.3, p. 179),









+ µ′Σ−1W µ, (C.9)
and





















































Since (U/λu) ∼̇χ2nu (δu), V ∼ χ
2
n+p−1, andV ⊥ U ,
U/ (λunu)
V/ (n+ p− 1)
∼̇ F {nu, (n+ p− 1) , δu} . (C.14)




) (n+ p− 1)
λunu
∼̇ F {nu, (n+ p− 1) , δu} , (C.15)
and the result follows.
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