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INFINITY-OPERADS AND DAY CONVOLUTION IN GOODWILLIE
CALCULUS
MICHAEL CHING
Abstract. We prove two theorems about Goodwillie calculus and use those theo-
rems to describe new models for Goodwillie derivatives of functors between pointed
compactly-generated ∞-categories. The first theorem say that the construction of
higher derivatives for spectrum-valued functors is a Day convolution of copies of the
first derivative construction. The second theorem says that the derivatives of any
functor can be realized as natural transformation objects for derivatives of spectrum-
valued functors.
Together these results allow us to construct an ∞-operad that models the deriva-
tives of the identity functor on any pointed compactly-generated ∞-category. The
derivatives of a functor between such ∞-categories then form a bimodule over the
relevant ∞-operads.
The fundamental construction of Goodwillie calculus is, for a functor F : C → D, a
tower of approximations to F that mimics the Taylor series in ordinary calculus. One
of the basic principles of this theory is that the fibres of the maps in this tower can
be described relatively simply in terms of stable homotopy theory. Indeed, Goodwillie
showed that when C and D are either the categories of pointed spaces or spectra, the
nth homogeneous piece of a functor F : C → D is determined by a single spectrum ∂nF
together with an action of the nth symmetric group Σn.
A central question in calculus then is how to reconstruct the Taylor tower of the functor
F (and hence, in cases where the tower converges, the functor F itself) from these
homogeneous pieces, i.e. from the symmetric sequence ∂∗F = (∂nF )n≥1. In the cases
of pointed spaces and spectra, this was answered in a pair of papers by Greg Arone
and the author [1, 2]. We first showed that, for F : C → D, the symmetric sequence
∂∗F has the structure of a bimodule over the two operads ∂∗IC and ∂∗ID formed by the
derivatives of the identity functor on the categories C and D. We then showed that the
resulting adjunction, between the categories of (n-excisive) functors F : C → D and
(n-truncated) bimodules, is comonadic, so that an n-excisive functor can be recovered
from the action of a certain comonad on the bimodule ∂∗F .
In this paper, we extend the first part of this previous work to a wide class of (∞, 1)-
categories. In particular, we show that the derivatives of the identity functor on any
pointed compactly-generated∞-category form a stable∞-operad in a natural way, and
that the derivatives of any functor form a bimodule over the appropriate ∞-operads.
We will review basic facts about ∞-operads in Section 4, and none of the technical
details of the theory of ∞-categories is needed before then.
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Note that the approach taken in this paper is significantly different from that of [1]
and even in the cases of pointed spaces and spectra it gives a new perspective on how
the operad structure arises.
One of the differences we encounter in the general case is that the nth layer of the
Taylor tower is no longer determined by a single spectrum. This is a consequence of
the fact that an arbitrary stable ∞-category, unlike the category of spectra, does not
have a single compact generator. Our definition of the derivatives of a functor (given
in Section 1) is therefore necessarily more involved.
For us the nth derivative of a functor F : C → D is a diagram of spectra of the form
∂nF : Sp(C)
n × Sp(D)op → Sp
that is symmetric in the n copies of Sp(C), and is linear in each variable. Here Sp(C)
denotes the stabilization of the ∞-category C as described by Lurie in [13, 1.4].
When, in addition, C and D are each the ∞-category of pointed spaces or spectra, the
stabilizations are just Sp, the ∞-category of spectra. If F preserves filtered colimits,
the resulting symmetric multilinear functor Spn×Spop → Sp is determined by its value
on the sphere spectrum in each variable. This value recovers the spectrum with Σn-
action that is usually referred to as the nth derivative of the functor F in this case.
To simplify this introduction we suppress the dependence of the derivative on other
variables in what follows. More explicit statements in the case of general C and D can
be found in the main body of the paper.
Our philosophy is to start by focusing on functors F : C → Sp. Let FC denote the
∞-category of those functors of this type that are reduced (i.e. F (∗) ≃ ∗) and preserve
filtered colimits. The construction of the nth derivative can then itself be viewed as a
functor
∂n : FC → Sp.
Now the ∞-category FC has a symmetric monoidal product given by the objectwise
smash product of functors, and therefore the category Fun(FC, Sp) of functors FC → Sp
has a symmetric monoidal product ⊗ given by the Day convolution of the objectwise
smash product on FC and the ordinary smash product on ∧.
Our first main theorem (proved in Section 2) gives a relationship between the functors
∂n via Day convolution.
Theorem 0.1. Let C be a pointed compactly-generated ∞-category. Then there is a
Σn-equivariant equivalence, in the ∞-category Fun(FC, Sp), of the form
∂n ≃ ∂
⊗n
1 .
Next we turn to functors F : C → D between two arbitrary pointed compactly-
generated ∞-categories. Our second main theorem (proved in Section 3) allows us
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to identify the derivatives of such a functor F in terms of the derivatives of spectrum-
valued functors on C and D.
Theorem 0.2. Let F : C → D be a reduced functor that preserves filtered colimits.
Then there is a natural equivalence
∂nF ≃ Nat(∂1(−), ∂n(− ◦ F ))
where the right-hand side is the spectrum of natural transformations between two
functors of type FD → Sp.
Combining Theorems 0.1 and 0.2, we get new models for ∂nF that can be defined
entirely in terms of the first derivative construction for spectrum-valued functors, and
Day convolution:
(0.3) ∂nF ≃ Nat(∂1(−), ∂
⊗n
1 (− ◦ F )).
One unanswered question of [1] was whether such models can admit (unital and asso-
ciative) composition maps of the form
(0.4) ∂∗(G) ◦ ∂∗(F )→ ∂∗(GF )
when F and G are composable, which, in particular, provide the derivatives of the
identity functor (or, indeed, any monad) with an operad structure. In the cases of
pointed spaces and spectra such a construction has recently been made by Yeakel [15].
The models given in (0.3) permit the construction of composition maps of the form (0.4)
and allow us to extend Yeakel’s result to a much wider range of ∞-categories (though
with this generalization comes constructions that are less explicit at the point-set level).
In particular, when F is the identity functor IC on a pointed compactly-generated ∞-
category C, we get
∂nIC ≃ Nat(∂1, ∂
⊗n
1 ).
The symmetric sequence ∂∗IC therefore has an operad structure given by composition
of natural transformations, a so-called ‘coendomorphism operad’ for the functor ∂1
with respect to Day convolution. In a similar way, for F : C → D, the derivatives of F
form a bimodule over the operads ∂∗IC and ∂∗ID.
To be more precise, what we get are ∞-operads (in the sense of Lurie [13, 2.1]) and
bimodules over those ∞-operads. We give explicit constructions of these objects in
Sections 4 and 5. Here we rely on work of Glasman [8] (on Day convolution for
∞-categories) and of Barwick-Glasman-Nardin [4] (on opposite symmetric monoidal
structures for ∞-categories).
We combine these constructions to get a symmetric monoidal ∞-category
Fun(FC, Sp)
op,⊗
whose underlying ∞-category is the opposite of the ∞-category of functors FC → Sp.
(In fact, we have to take care over size issues at this point, and replace FC with a small
symmetric monoidal subcategory.)
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Taking the full suboperad of Fun(FC, Sp)
op,⊗ generated by ∂1 then produces an ∞-
operad I⊗
C
that encodes the coendomorphism operad structure on ∂∗IC described above.
By a bimodule over two ∞-operads, we mean a ∆1-family of ∞-operads (in the sense
of Lurie [13, 2.3.2.10] that restricts to the given ∞-operads over the endpoints of ∆1.
Given F : C → D, we construct in Section 5 such a bimodule over the ∞-operads I⊗
C
and I⊗
D
that represents the derivatives of F .
Finally, in an Appendix, we prove a generalized version of the chain rule for spectrum-
valued functors of [6] that is needed in the proof of Theorem 0.2.
Technical background. We use ∞-categories, also known as quasicategories, as our
basic model for (∞, 1)-categories, yet very little technical knowledge of this theory is
required in sections 1-3 of the paper. Our two main results about Goodwillie calculus
depend only on basic homotopy theory such as, for example, properties of homotopy
limits and colimits. These results could be stated, and proved, in more-or-less exactly
the same way in the context of simplicial model categories instead.
In sections 4 and 5, the theory of ∞-categories developed by Lurie plays a much more
concerted role. We rely heavily on [12] and [13] as references, though we do recall the
basic principles of the theory of ∞-operads of [13], as we need them.
For the initial development of Goodwillie calculus in the context of ∞-categories, we
rely on [13, Ch. 6], though the reader will not need any of the technical details of that
work.
We do have to take some care with set-theoretic issues. As in [12], we assume the
inaccessible cardinal axiom in addition to ZFC. We fix a strongly inaccessible cardinal
κ0 and refer to sets of cardinality less than κ0 as ‘small’. All limits and colimits in this
paper are understood to be indexed by small categories.
Notation. We use letters such as C,D to stand for pointed compactly-generated ∞-
categories. In particular, we have Top the ∞-category of (small) Kan complexes, Top∗
the ∞-category of pointed objects in Top, and Sp the ∞-category of spectra from [13,
1.4.3]. We also make use of the standard adjunction
Σ∞ : Top∗ ⇄ Sp : Ω
∞.
For a pointed ∞-category C, we write HomC(−,−) for (some model of) the pointed
simplicial set of maps between two objects of C. If C is stable, it admits mapping
spectra which we denote MapC(−,−), so that HomC(−,−) ≃ Ω
∞MapC(−,−).
We will often consider the ∞-category of functors between two other ∞-categories,
which we denote in the form Fun(C,D). When D = Sp, the ∞-category Fun(C,D) is
stable in which case we will write
NatC(−,−) := MapFun(C,Sp)(−,−).
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This plays the role of a spectrum of natural transformations between two such functors.
We usually omit notation for the nerve of a category: for example, Fin∗ denotes the
∞-category given by the nerve of the category of finite pointed sets and pointed maps.
When we say limit or colimit, we almost always mean homotopy limit or colimit (and
we do denote these as holim or hocolim). The exception is when constructing an ∞-
category, for example as a pullback of other ∞-categories in which case we use a strict
pullback in the category of simplicial sets.
Acknowledgements. None of the work in this paper would exist without the con-
siderable support of, and helpful conversations with, Greg Arone. I would also like
to thank Jacob Lurie for useful comments on the definition of stable ∞-operads, and
Haynes Miller for the opportunity to present this work at MIT. The research in this
paper is supported by the National Science Foundation through grant 1709032.
1. Goodwillie derivatives in infinity-categories
Let F : C → D be a reduced functor between pointed compactly-generated ∞-
categories. Such F has a Taylor tower constructed in this generality by Lurie [13,
6.1] following Goodwillie’s original approach [10]. This is a sequence of functors of the
form
F → · · · → PnF → Pn−1F → · · · → P1F → P0F = ∗
where F → PnF is initial (up to homotopy) among natural transformations from F to
an n-excisive functor. The nth layer in the Taylor tower is the fibre
DnF := hofib(PnF → Pn−1F )
and DnF : C→ D is an n-homogenous functor.
One of Goodwillie’s main results provides a classification of homogeneous functors,
which shows that the nth layer DnF can be recovered from a symmetric multilinear
functor ∆nF : C
n → D (the cross-effect of DnF , see [13, 6.1.4.14]) by the formula
DnF (X) ≃ ∆nF (X, . . . , X)hΣn.
The symmetric multilinear functor ∆nF factors as
C
n //
Σ∞
C
n
Sp(C)n //
∆nF
Sp(D) //
Ω∞
D
D
where ∆nF is another symmetric multilinear functor, and
Σ∞
C
: C⇄ Sp(C) : Ω∞
C
is the stabilization adjunction for C, see [13, 6.2.3.22].
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Definition 1.1. Let F : C → D be a reduced functor between pointed compactly-
generated ∞-categories, and let ∆nF : Sp(C)
n → Sp(D) be as described above. The
nth derivative of F is the functor
∂nF : Sp(C)
n × Sp(D)op → Sp
defined by
∂nF (X1, . . . , Xn; Y ) := MapSp(D)(Y,∆nF (X1, . . . , Xn))
where MapSp(D)(−,−) denotes a mapping spectrum construction for the stable ∞-
category Sp(D). In other words, we can think of ∂nF as the composite of ∆nF with
the stable Yoneda embedding for the stable ∞-category Sp(D).
Note that ∂nF is symmetric multilinear in the Sp(C) variables, and preserves all limits
in Sp(D)op (that is, takes colimits in Sp(D) to limits in Sp).
Example 1.2. When C and D are both either Top∗ or Sp, and F preserves filtered
colimits, the functor ∂nF of Definition 1.1 is determined by the single spectrum (with
Σn-action)
∂nF (S
0, . . . , S0;S0)
where S0 is the sphere spectrum. We write ∂nF also for this individual spectrum –
this is the object typically referred to as the nth derivative of F in this case.
Example 1.3. When D is Top∗ or Sp, there is an equivalence
∂nF (X1, . . . , Xn;S
0) ≃∆nF (X1, . . . , Xn).
We will also write this as ∂nF (X1, . . . , Xn). More generally, whenever either C or D is
Top∗ or Sp, we may omit arguments of the functor ∂nF , in which case those arguments
are assumed to be S0.
2. Derivatives of spectrum-valued functors
We now turn to our first main result, which concerns the derivatives of spectrum-valued
functors.
Definition 2.1. Fix a pointed compactly-generated ∞-category C and consider the
∞-category
FC := Fun
ω
∗ (C, Sp)
of reduced functors C → Sp that preserve filtered colimits. For objects X1, . . . , Xn ∈
Sp(C), Example 1.3 says that we have a functor
∂n(−)(X1, . . . , Xn) : FC → Sp.
The goal of this section is to understand how these functors are related to one another
for varying n.
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The relationship we are looking for is via a version of Day convolution (see [7]) for such
functors FC → Sp with respect to the following symmetric monoidal structures: on
FC the objectwise smash product of functors; and on Sp the ordinary smash product.
Later in the paper, we will work with a symmetric monoidal structure that represents
this Day convolution, but for now it is sufficient to describe convolution by its universal
property.
Definition 2.2. The Day convolution of A,B : FC → Sp, if it exists, consists of a
functor
A⊗ B : FC → Sp
and a natural transformation of functors FC × FC → Sp of the form
α : A(−) ∧ B(−)→ (A⊗ B)(− ∧−)
that induces equivalences of mapping spaces
HomFun(FC,Sp)(A⊗ B,C) −˜→ HomFun(FC×FC,Sp)(A(−) ∧ B(−),C(− ∧ −))
for an arbitrary functor C : FC → Sp. Note that we use ∧ to denote both the smash
product of spectra and the objectwise smash product on FC, as appropriate. We define
convolution of more than two functors in a similar way.
Remark 2.3. Definition 2.2 says that Day convolution is a left Kan extension, and it
follows that the convolution is unique up to equivalence. In the cases we care about, we
will prove existence directly, primarily via Lemma 2.13 below. In Section 4, we will use
work of Glasman [8] to construct a symmetric monoidal ∞-category whose monoidal
structure represents the Day convolution, at least for functors on a small symmetric
monoidal subcategory of FC.
The main result of this section is the following relationship between the nth and 1st
derivative constructions for functors from C to Sp.
Theorem 2.4. Let C be a pointed compactly-generated ∞-category, and consider ob-
jects X1, . . . , Xn ∈ Sp(C). Then there is a natural equivalence
∂n(−)(X1, . . . , Xn) ≃ ∂1(−)(X1)⊗ · · · ⊗ ∂1(−)(Xn)
where ∂n denotes the n
th derivative construction for functors C → Sp.
Corollary 2.5. When C = Top∗ or Sp, taking X1 = · · · = Xn = S
0 in Theorem 2.4
gives the formula
∂n ≃ ∂
⊗n
1 .
Remark 2.6. The Day convolution cannot be calculated objectwise. In particular,
this theorem does not imply that the nth derivative of a particular functor F : C → Sp
can be calculated from the first derivative of F (which would clearly be false). Rather
it says that ∂nF can be calculated as a colimit of the form
∂nF ≃ colim
G1∧...∧Gn→F
∂1G1 ∧ . . . ∧ ∂1Gn
calculated over the ∞-category of n-tuples of functors G1, . . . , Gn together with a map
G1 ∧ . . . ∧Gn → F .
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Remark 2.7. aSince Day convolution is, in fact, a symmetric monoidal structure,
Theorem 2.4 allows us to see that the collection of functors (∂n)n≥1 possesses additional
structure. Suppose we define a coloured operad IC, enriched in Sp, with colours given
by the objects of Sp(C) and terms
(2.8) IC(X1, . . . , Xn; Y ) = NatFC(∂1(−)(Y ), ∂1(−)(X1)⊗ · · · ⊗ ∂1(−)(Xn)).
where NatFC(−,−) denotes a mapping spectrum construction for the stable∞-category
Fun(FC, Sp). The operad structure is given by composition of natural transformations.
It is then an easy consequence of Theorem 2.4 that the derivatives of any functor
C → Sp form a right module over the operad IC. As stated, these operad and module
structures are only associative up to homotopy; a more precise definition of IC as an
∞-operad will be given in Section 4.
The remainder of this section consists of the proof of Theorem 2.4. This proof relies
largely on Goodwillie’s identification of the derivative as a multilinearized cross-effect.
That is, we have, for x1, . . . , xn ∈ C and F : C→ Sp:
(2.9) ∆nF (x1, . . . , xn) ≃ hocolim
L→∞
Σ−nL crn F (Σ
Lx1, . . . ,Σ
Lxn).
where ∆nF is the symmetric multilinear functor that classifies the homogeneous functor
DnF . (An ∞-categorical version of this result follows from [13, 6.1.3.23 and 6.1.1.28].)
We also use the fact, extending [3, 3.13], that cross-effects of spectrum-valued functors
can be represented as natural transformation objects. To see this, we first need a
version of the Yoneda Lemma in this context.
Lemma 2.10. Let C be a pointed ∞-category, x an object of C, and F : C → Sp a
reduced functor. Then there is a natural equivalence of spectra
NatC(Σ
∞HomC(x,−), F (−)) ≃ F (x)
where recall that the left-hand side denotes a mapping spectrum for the stable ∞-
category Fun(C, Sp).
Proof. Any functor F : C→ Sp admits a natural map
HomC(x,−)→ HomSp(F (x), F (−)) ≃ Ω
∞MapSp(F (x), F (−))
which is basepoint-preserving when F is reduced. This map therefore corresponds via
adjunctions to the desired map
F (x)→ NatC(Σ
∞HomC(x,−), F (−)).
To prove this map is an equivalence of spectra, it is sufficient to show that each induced
map
Ω∞Σ−kF (x)→ Ω∞Σ−k NatC(Σ
∞HomC(x,−), F (−))
is an equivalence of simplicial sets. We can identify the right-hand side with
HomFun(C,Sp)(HomC(x,−),Ω
∞Σ−kF (−))
and the claim follows from the ordinary Yoneda Lemma. 
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We then have the following description of the cross-effects of a reduced functor F :
C → Sp.
Lemma 2.11. Let C be a pointed ∞-category. For reduced F : C → Sp and objects
x1, . . . , xn ∈ C, we have a natural equivalence
crn F (x1, . . . , xn) ≃ NatC(Σ
∞HomC(x1,−) ∧ . . . ∧ Σ
∞HomC(xn,−), F (−)).
Here NatC(−,−) denotes a mapping spectrum for the stable ∞-category Fun(C, Sp).
Proof. The case n = 1 is Lemma 2.10 since cr1 F ≃ F when F is reduced. We describe
the case n = 2. The general case is virtually identical.
Recall that the nth cross-effect is defined as the total fibre of an n-cube (see [9]): for
n = 2, this cube takes the form
cr2 F (x1, x2) ≃ thofib


F (x1 ∨ x2) F (x1)
F (x2) F (∗)
//
 
//

 .
Using Lemma 2.10 we can write the square on the right-hand side here as
NatC(Σ
∞HomC (x1 ∨ x2,−) , F (−)) NatC(Σ
∞HomC (x1,−) , F (−))
NatC(Σ
∞HomC (x2,−) , F (−)) NatC(Σ
∞HomC (∗,−) , F (−)).
//

✤
✤
✤
✤
✤
✤

✤
✤
✤
✤
✤
✤
//
Since NatC(Σ
∞−, F ) takes colimits (of Top∗-valued functors on C) to limits (of spectra),
the total fibre of the above square is equivalent to
(*) NatC (Σ
∞A(−), F (−))
where A(−) is the total cofibre of the 2-cube of spaces of the form
HomC(∗,−) HomC(x1,−)
HomC(x2,−) HomC(x1 ∨ x2,−)
//

✤
✤
✤
✤
✤
✤
✤

✤
✤
✤
✤
✤
✤
✤
//
which can be written in the form
∗ HomC(x1,−)
HomC(x2,−) HomC(x1,−)×HomC(x2,−).
//
 
//
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But then the total cofibre A(−) is equivalent to the smash product
HomC(x1,−) ∧HomC(x2,−)
which, together with (*), provides the desired equivalence. For the case of general n,
the key observation then is that the total cofibre of an n-cube of pointed spaces of the
form {∏
i∈S
Ai
}
S⊆{1,...,n}
is equivalent to the smash product A1 ∧ . . . ∧ An. 
It follows from Lemma 2.11 that the terms appearing in the homotopy colimit of (2.9)
can also be expressed in terms of natural transformation objects: we have equivalences
Σ−nL crn(F )(Σ
Lx1, . . . ,Σ
Lxn) ≃ Σ
−nLNatC
(
n∧
i=1
Σ∞HomC(Σ
Lxi,−), F (−)
)
≃ NatC
(
n∧
i=1
Σ∞ΣLΩLHomC(xi,−), F (−)
)
.
Moreover, these objects are connected by maps induced by the counit ǫ : ΣΩ → I of
the suspension/loop-space adjunction for pointed simplicial sets. We then have the
following result.
Proposition 2.12. For reduced F : C → Sp and compact objects x1, . . . , xn ∈ C, there
is an equivalence
∂nF (Σ
∞
C
x1, . . . ,Σ
∞
C
xn) ≃ hocolim
L→∞
NatC
(
n∧
i=1
Σ∞ΣLΩLHomC(xi,−), F (−)
)
where the maps in the homotopy colimit are induced by the counit map ǫ : ΣΩ→ I.
Proof. Given the comments above, the key to this is the claim that the stabilization
maps that appear in the colimit (2.9) are precisely those induced by ǫ. This follows
from [3, Lemma 1.9]. 
We also require the following result about Day convolution of representable functors.
Lemma 2.13. For F1, . . . , Fn ∈ FC, we have an equivalence:
NatC(F1 ∧ . . . ∧ Fn,−) ≃ NatC(F1,−)⊗ · · · ⊗ NatC(Fn,−).
Proof. We describe the case n = 2. The general case is virtually identical. According
to Definition 2.2, we first have to produce a natural transformation
α : NatC(F1,−) ∧ NatC(F2,−)→ NatC(F1 ∧ F2,− ∧−)
which we do by taking the smash product of natural transformations.
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We then have to show that α induces equivalences
(*)
HomFun(FC,Sp)(NatC(F1 ∧ F2,−),A)
HomFun(FC×FC,Sp)(NatC(F1,−) ∧NatC(F2,−),A(− ∧−))

for arbitrary A : FC → Sp.
First note that since NatC(F1 ∧ F2,−) and NatC(F1,−) ∧ NatC(F2,−) are reduced, it
is sufficient to prove (*) is an equivalence when A is reduced. (This is because any
natural transformation out of a reduced functor between pointed ∞-categories factors,
up to equivalence, via the universal reduction of its target.)
Now notice that a functor of the form NatC(G,−) is linear and hence is equivalent to
the linearization of
Σ∞Ω∞NatC(G,−) ≃ Σ
∞HomFC(G,−).
We therefore have an equivalence
NatC(G,−) ≃ hocolim
k→∞
Σ−kΣ∞HomFC(G,Σ
k(−))
≃ hocolim
k→∞
Σ−kΣ∞HomFC(Σ
−kG,−).
Similarly, the natural transformation α can be identified with the map
hocolim
k→∞
Σ−kΣ∞HomFC(Σ
−kF1 ∧ F2,− ∧ −)
hocolim
k1,k2→∞
Σ−k1−k2Σ∞HomFC(Σ
−k1F1,−) ∧ HomFC(Σ
−k2F2,−)
OO
given by inclusion into the term with k = k1+k2, and therefore, by the Yoneda Lemma
(2.10), the map (*) is equivalent to
holim
k→∞
ΣkA(Σ−kF1 ∧ F2)
holim
k1,k2→∞
Σk1+k2A(Σ−k1F1 ∧ Σ
−k2F2)

induced by projecting onto the term k = k1+ k2. This map is an equivalence since the
diagonal map N → N× N is final. 
Corollary 2.14. For x1, . . . , xn ∈ C, and L ≥ 0, there is a natural equivalence in
Fun(FC, Sp) of the form
Σ−nL crn(−)(Σ
Lx1, . . . ,Σ
Lxn) ≃ Σ
−L cr1(−)(Σ
Lx1)⊗ · · · ⊗ Σ
−L cr1(−)(Σ
Lxn).
Proof. First suppose that x1, . . . , xn are compact objects in C. Then we can apply
Lemma 2.13 with the functors Fi = Σ
∞ΣLΩLHomC(xi,−) (which thus preserve filtered
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colimits and hence are in FC). In this case, the desired equivalence then follows from
Lemma 2.11.
Since C is compactly-generated, any object in C is a filtered colimit of compact ob-
jects. Each side of the required equivalence preserves filtered colimits in the variables
x1, . . . , xn, from which the result follows in general. 
Proof of Theorem 2.4. We have to prove that for X1, . . . , Xn ∈ Sp(C), the functor
∂n(−)(X1, . . . , Xn) is a Day convolution of the form
∂1(−)(X1)⊗ · · · ⊗ ∂1(−)(Xn).
First suppose that Xi = Σ
∞
C
xi for x1, . . . , xn ∈ C. In this case, the claim follows from
Corollary 2.14 by taking the colimit as L→∞, as in Proposition 2.12.
Now the identity functor on Sp(C) is equivalent to the linearization of Σ∞
C
Ω∞
C
, so an
arbitrary object X ∈ Sp(C) can be written as
X ≃ P1(Σ
∞
C Ω
∞
C )(X) ≃ hocolim
k→∞
ΩkΣ∞C Ω
∞
C Σ
kX.
In other words, an arbitrary object of Sp(C) can be built from suspension spectrum
objects by desuspension and filtered colimits.
The desired natural transformation
α : ∂1(−)(X1) ∧ . . . ∧ ∂1(−)(Xn)→ ∂n(− ∧ . . . ∧ −)(X1, . . . , Xn)
can then be constructed from the corresponding transformations in the case of suspen-
sion spectrum objects by applying those desuspensions and filtered colimits. The fact
that α induces the desired equivalences of mapping spaces follows in a similar way. 
3. Derivatives of arbitrary functors
In this section we describe models for the derivatives of an arbitrary (reduced) functor
F : C → D between pointed compactly-generated ∞-categories. In particular, we
deduce that the terms in the coloured operad IC described in Remark 2.7 are given by
the derivatives of the identity functor on C.
Theorem 3.1. For reduced F : C → D, X1, . . . , Xn ∈ Sp(C) and Y ∈ Sp(D), we have
∂nF (X1, . . . , Xn; Y ) ≃ NatFD(∂1(−)(Y ), ∂n(− ◦ F )(X1, . . . , Xn)).
Proof. First note that each side of the desired equivalence commutes with desuspension
and filtered colimits in the variable Y . The argument in the proof of 2.4 then implies it
is sufficient to consider the case Y = Σ∞
D
y for some compact object y in the compactly-
generated ∞-category D.
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Using Proposition 2.12, the right-hand side of the desired equivalence can then be
written in the form
holim
L→∞
NatFD(NatD(Σ
∞ΣLΩLHomD(y, •),−), ∂n(− ◦ F )(X1, . . . , Xn))
which, by a stable version of the Yoneda Lemma [14, 6.4], is equivalent to
holim
L→∞
∂n(Σ
∞ΣLΩLHomD(y, F ))(X1, . . . , Xn).
On the other hand, for the left-hand side of the desired result, we have an equivalence
∂nF (X1, . . . , Xn; Σ
∞
D
y) ≃ ∂n(HomD(y, F ))(X1, . . . , Xn)
which follows from the fact that
HomD(y,∆nF ) ≃ ∆n(HomD(y, F ))
for a compact object y ∈ D.
It is now sufficient to show that, for reduced G : C → Top∗, there is a natural equiva-
lence
(3.2) α : ∂nG −˜→ holim
L→∞
∂n(Σ
∞ΣLΩLG).
This claim contains the real substance of the result we are trying to prove, and it
occupies the majority of our effort here.
We start by constructing maps
αL : ∂nG→ ∂n(Σ
LΩLG)
which underlie the required equivalence (3.2). We start with the map
ΣLΩLPn(G)→ Pn(Σ
LΩLPn(G)) ≃ Pn(Σ
LΩLG)
which induces maps on cross-effects of the form:
ΣLΩL crn(PnG)→ crn Pn(Σ
LΩLG).
We now multilinearize, and note that the map ΣLΩLH → H induces an equivalence
on linearization for any reduced Top∗-valued functor H . Therefore, we obtain a map
∆n(G)→ ∆n(Σ
LΩLG)
and hence the required map
αL : ∂nG→ ∂n(Σ
LΩLG).
Composing with the unit for the adjunction (Σ∞,Ω∞), we get maps
∂nG→ ∂n(Ω
∞Σ∞ΣLΩLG).
These are compatible with the counit map ΣΩ→ I as L varies, so we have an induced
map
α : ∂nG→ holim
L→∞
∂n(Ω
∞Σ∞ΣLΩLG) ≃ holim
L→∞
∂n(Σ
∞ΣLΩLG)
as required.
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We next show that α is an equivalence when G = Ω∞G for some G : C→ Sp (in which
case note that ∂nG ≃ ∂nG). Then there is a map
β : holim
L→∞
∂n(Σ
∞ΣLΩLΩ∞G)→ ∂nG
given by projection onto the L = 0 term followed by the counit of the adjunction
(Σ∞,Ω∞). It is easy to check from the definitions that βα is equivalent to the identity.
It is therefore sufficient to show that β is an equivalence.
For this, we need to use an instance of the chain rule for spectrum-valued functors
which tells us that there is an equivalence
∂n(Σ
∞ΣLΩLΩ∞G) ≃
∏
P(n)
∂k(Σ
∞ΣLΩLΩ∞) ∧ ∂n1G ∧ . . . ∧ ∂nkG
where P(n) is the set of unordered partitions of the set {1, . . . , n}, where n1, . . . , nk
denote the sizes of the pieces of a partition, and we have suppressed the dependence
on X1, . . . , Xn for the sake of readability. This result is a generalization of the main
theorem of [6] with a similar proof. Details are provided in Theorem A.1.
The source of the map β thus splits as
(*)
∏
P(n)
holim
L→∞
[∂k(Σ
∞ΣLΩLΩ∞) ∧ ∂n1G ∧ . . . ∧ ∂nkG]
and β is given by projection onto the term corresponding to the indiscrete partition,
i.e. with k = 1. (Notice that in this term all the maps in the inverse system are
equivalences and the homotopy limit is just ∂nG.)
A standard calculation shows that ∂k(Σ
∞ΣLΩLΩ∞) ≃ S−L(k−1). The maps in the
inverse systems in (*) are induced by the counit ΣΩ→ I via maps
∂k(Σ
∞ΣL+1ΩL+1Ω∞)→ ∂k(Σ
∞ΣLΩLΩ∞)
and hence are trivial when k > 1 for dimension reasons. It follows that the homotopy
limits appearing in (*) are trivial when k > 1, and hence that the projection map β
is an equivalence. This completes the proof that the map α is an equivalence when
G = Ω∞G.
Now consider arbitrary reduced G : C → Top∗. There is a commutative diagram
∂nG Tot ∂n(Ω
∞(Σ∞Ω∞)•Σ∞G)
holim
L→∞
∂n(Σ
∞ΣLΩLG) Tot holim
L→∞
∂n(Σ
∞ΣLΩLΩ∞(Σ∞Ω∞)•Σ∞G)
//

α

Totα
//
where Tot denotes the totalization of cosimplicial spectra which are built from the
(Σ∞,Ω∞) adjunction. The horizontal maps are equivalences by induction on the Tay-
lor tower of G (by the argument of [1, 4.1.1] and using the fact that Tot commutes
with holim), and the right-hand vertical map is an equivalence by the case already
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considered. Therefore the map α is an equivalence for arbitrary G. This completes the
proof of Theorem 3.1. 
Corollary 3.3. For any pointed compactly-generated ∞-category C, we have
∂nIC(X1, . . . , Xn; Y ) ≃ NatFC(∂1(−)(Y ), ∂n(−)(X1, . . . , Xn)).
In particular, this identifies the terms of the coloured operad IC described in Remark 2.7.
Example 3.4. When C = D = Top∗, we have
∂nF ≃ Nat(∂1, ∂n(− ◦ F ))
and, in particular,
∂nIC ≃ Nat(∂1, ∂n) ≃ Nat(∂1, ∂
⊗n
1 ).
In other words, the derivatives of the identity functor on Top∗ form the coendomorphism
operad of the functor ∂1 : Fun(Top∗, Sp)→ Sp with respect to Day convolution. In [5]
an operad structure on these derivatives was constructed by taking the Koszul dual of
the commutative operad in spectra. It is not obvious that these two operad structures
on ∂∗ITop∗ are equivalent, though both depend on the cosimplicial resolution of the
identity functor via the adjunction (Σ∞,Ω∞), which makes a connection between them
plausible.
Remark 3.5. The key part of the proof of Theorem 3.1 was the construction of the
equivalence
α : ∂nG //
∼
holim
L→∞
∂n(Σ
∞ΣLΩLG)
for a functor G : C → Top∗. In particular, when G = ITop∗ , we get
∂∗ITop∗ ≃ holim
L→∞
∂∗(Σ
∞ΣLΩL).
The terms in the homotopy limit on the right-hand side turn out to be equivalent to
the operads K(EL) given by the Koszul duals of the stable little L-discs operad, and
this formula expresses ∂∗ITop∗ as the inverse limit of a ‘pro-operad’. Similarly, we have
an equivalence
∂∗ISp ≃ ∂∗Ω
∞ ≃ holim
L→∞
∂∗(Σ
∞ΣLΩLΩ∞)
which expresses ∂∗ISp as the inverse limit of a pro-operad whose components are desus-
pensions of the sphere operad.
In [3], Arone and the author showed that these two pro-operads classify the Taylor
towers of functors Top∗ → Sp and Sp → Sp respectively. In a sequel to the current
work we will show that an analogous pro-operad can be constructed for any pointed,
compactly-generated ∞-category C. The inverse limit of this pro-operad is equivalent
to the operad ∂∗IC and modules over the pro-operad classify the Taylor towers of
functors C → Sp.
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Remark 3.6. Theorem 3.1 provides models of the derivatives of a functor F : C → D
that admit natural composition maps in the following sense. Define a collection DF of
spectra by
DF (X1, . . . , Xn; Y ) := NatFD(∂1(−)(Y ), (∂1(−)(X1)⊗ · · · ⊗ ∂1(−)(Xn))(− ◦ F ))
for X1, . . . , Xn ∈ C and Y ∈ D. Notice that DIC is the same collection of spectra as
the coloured operad IC.
Now suppose we have reduced functors F : C → D and G : D → E that preserve
filtered colimits. Then we can build maps of the form
DG(Y1, . . . , Yk;Z) ∧ DF (X1; Y1) ∧ . . . ∧ DF (Xk; Yk)
DGF (X1, . . . , Xk;Z)

✤
✤
✤
✤
✤
✤
where Z ∈ E, Y1, . . . , Yk ∈ D and each X i is a sequence of objects in C. In particular,
the derivatives DF form a bimodule over the operads IC and ID described in Remark 2.7,
at least up to homotopy.
These composition maps can be described easily via composition of natural transfor-
mations, though one step depends on the existence of maps of the form
∂n1(− ◦ F )⊗ · · · ⊗ ∂nk(− ◦ F )→ ∂n1+···+nk(− ◦ F ).
This amounts to saying that precomposition with F determines a lax monoidal functor
from Fun(FD, Sp) to Fun(FC, Sp) with respect to Day convolution. The ∞-categorical
version of this claim will appear in Lemma 5.9 where we give a more precise version of
the bimodule structure appearing in the context of ∞-categories.
4. Stable infinity-operads and derivatives of the identity
In this section we provide a more formal definition of the operad IC of Remark 2.7 in the
context of Lurie’s theory of ∞-operads. Here is an outline of our main construction.
We start by describing a symmetric monoidal ∞-category that represents the object-
wise smash product of functors C → Sp, and hence the desired monoidal product on
FC. Then we turn to the Day convolution, using the work of Glasman [8] to describe a
symmetric monoidal ∞-category that represents the convolution of functors FC → Sp.
Some care is needed here because the ∞-category FC is not small. However, it is
generated under filtered colimits by a small symmetric monoidal subcategory Fˆκ
C
. We
construct a symmetric monoidal ∞-category Fun(Fˆκ
C
, Sp)⊗ that represents the Day
convolution of functors Fˆκ
C
→ Sp, and note that the proof of Theorem 2.4 carries over
to this context.
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As Remark 2.7 shows, we are interested in morphisms into the Day convolution rather
than out of it, so we next apply work of Barwick, Glasman and Nardin [4] to con-
struct a symmetric monoidal ∞-category Fun(Fˆκ
C
, Sp)op,⊗ that represents the opposite
symmetric monoidal structure to that of Day convolution. (This can be thought of
as a version of Day convolution based on right Kan extensions instead of left. See
Knudsen [11, 5.1].)
Finally, in Definition 4.18, we restrict to the full subcategory of Fun(Fˆκ
C
, Sp)op,⊗ gen-
erated by those objects of the form ∂1(−)(X) for X ∈ Sp(C). The resulting ∞-operad
I
⊗
C
is then a precise version of the operad described informally in Remark 2.7.
We start our description of these constructions by recalling the basic theory of ∞-
operads from [13].
Definition 4.1. Let Fin∗ denote the category of pointed finite sets and pointed func-
tions, and write 〈n〉 := {∗, 1, . . . , n}. We say that a morphism in Fin∗ is inert if the
inverse image of every non-basepoint contains exactly one element. For example, let
ρi : 〈n〉 → 〈1〉 denote the inert morphism with ρi(i) = 1 and ρi(j) = ∗ for j 6= i.
An ∞-operad is a map of ∞-categories of the form
p : O⊗ → Fin∗
that satisfies the following conditions:
(1) for every object X ∈ O⊗, every inert morphism α in Fin∗ with source p(X) has
a p-cocartesian lift α¯ in O⊗ with source X ;
(2) for every n ≥ 0, the p-cocartesian lifts ρ¯i determine an equivalence of ∞-
categories
ρ¯ : O⊗〈n〉 ≃ (O
⊗
〈1〉)
n
where O⊗〈n〉 denotes the fibre p
−1(〈n〉);
(3) for every pair of objects X, Y ∈ O⊗ with p(Y ) = 〈n〉, the p-cocartesian lifts
ρ¯i : Y → Yi determine an equivalence
HomO⊗(X, Y )→
n∏
i=1
HomO⊗(X, Yi).
We commonly leave the map p implied and refer to the ∞-operad O⊗. We write
O = O⊗〈1〉 and refer to this as the underlying ∞-category for the ∞-operad O
⊗.
Remark 4.2. An object X ∈ O⊗ with p(X) = S can be identified with a collection of
objects of O indexed by S: a bijection α : S ∼= 〈n〉 induces a sequence of equivalences
O
⊗
S
//
α¯
≃
O
⊗
〈n〉 ≃ O
n ≃
∏
S
O.
Based on this observation, we will typically use a finite sequence of objects in O as a
representative for an arbitrary object of O⊗. For example, in (3) above, we can identify
the object Y with the sequence (Y1, . . . , Yn).
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Remark 4.3. An ∞-operad O⊗ is an ∞-categorical version of a simplicial coloured
operad whose colours are the objects of the underlying ∞-category O. Given objects
X1, . . . , Xn, Y ∈ O, we write
HomO⊗(X1, . . . , Xn; Y ) := HomO⊗((X1, . . . , Xn), Y )f :〈n〉→〈1〉
for the fibre of the morphism space in O⊗ over the unique active morphism f : 〈n〉 → 〈1〉
in Fin∗. We call these the multi-morphism spaces of the ∞-operad O
⊗. These spaces
admit composition maps that are associative up to homotopy and through which we
can view O⊗ as a version of a coloured operad of simplicial sets. The definition of ∞-
operad ensures that all mapping spaces of O⊗ are determined by the multi-morphism
spaces described here.
Definition 4.4. Given ∞-operads p1 : O
⊗
1 → Fin∗ and p2 : O
⊗
2 → Fin∗, a map of ∞-
operads g : O⊗1 → O
⊗
2 is a functor g such that p2 ◦g = p1, and that sends p1-cocartesian
lifts in O⊗1 of inert maps in Fin∗ to p2-cocartesian lifts in O
⊗
2 . An equivalence of ∞-
operads is a map of ∞-operads that is an equivalence on the underlying ∞-categories.
Definition 4.5. Let p : O⊗ → Fin∗ be an ∞-operad, and let O
′ be a full subcategory
of the underlying ∞-category O. Then we let O′⊗ be the full subcategory of O⊗
whose objects are those equivalent (via the identifications of Remark 4.2) to sequences
(X1, . . . , Xn) where X1, . . . , Xn ∈ O
′. Then the restriction of p to O′⊗ is also an ∞-
operad, and the inclusion O′⊗ → O⊗ is a map of ∞-operads. We refer to O′⊗ as the
∞-suboperad of O⊗ generated by O′.
Definition 4.6. A symmetric monoidal ∞-category is an ∞-operad p : C⊗ → Fin∗
such that p is a cocartesian fibration of ∞-operads. This condition implies that for
X1, . . . , Xn, Y ∈ C, we have
HomC⊗(X1, . . . , Xn; Y ) ≃ HomC(X1 ⊗ · · · ⊗Xn, Y )
for some object X1 ⊗ · · · ⊗Xn that depends functorially on X1, . . . , Xn, and such that
the operation ⊗ is associative and commutative up to higher coherent homotopies.
This definition mimics the way in which a symmetric monoidal category can be viewed
as a special kind of coloured operad.
A map of ∞-operads g : C⊗1 → C
⊗
2 between symmetric monoidal ∞-categories is
symmetric monoidal if it takes cocartesian morphisms in C⊗1 to cocartesian morphisms
in C⊗1 .
The ∞-operads we study in this paper are stable in the following sense.
Definition 4.7. An ∞-operad O⊗ is stable if the underlying ∞-category O is stable
and, for each n ≥ 1, the functor
(Oop)n × O→ Top; (X1, . . . , Xn, Y ) 7→ HomO⊗(X1, . . . , Xn; Y )
preserves finite limits in each variable. In that case, those functors are linear in each
variable and so factor via corresponding spectrum-valued functors which we denote
MapO⊗(X1, . . . , Xn; Y ).
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We refer to these as the multi-morphism spectra of the stable ∞-operad O⊗.
Example 4.8. A symmetric monoidal∞-category C⊗ is stable if and only if C is stable
and the monoidal product ⊗ is exact in each variable. In that case we have
MapC⊗(X1, . . . , Xn, Y ) ≃ MapC(X1 ⊗ · · · ⊗Xn, Y ).
Example 4.9. There is a symmetric monoidal ∞-category Sp∧ → Fin∗ whose under-
lying ∞-category is Sp and whose monoidal structure represents the ordinary smash
product of spectra. See [13, 4.8.2].
Example 4.10. Let O⊗ be a stable ∞-operad with O equivalent to the ∞-category
of finite spectra. Then the multi-morphism spectra for O⊗ are determined by their
values on the sphere spectrum. In particular, the data of O⊗ are determined by the
symmetric sequence of spectra
O(n) := MapO⊗(S
0, . . . , S0︸ ︷︷ ︸
n
;S0)
together with appropriate composition maps (that are associative up to higher coherent
homotopies). In this way, O⊗ can be viewed as the∞-categorical version of an ordinary
monochromatic operad of spectra.
We now turn to the main subject of this section, and we start with the construction
of a symmetric monoidal ∞-category that represents the objectwise smash product of
functors in FC.
Definition 4.11. Consider the pullback of simplicial sets of the form
Fun(C, Sp)∧ Fun(C, Sp∧)
Fin∗ Fun(C,Fin∗)
//

pC

//
where the right-hand map is induced by the cocartesian fibration Sp∧ → Fin∗ and the
bottom map sends a finite pointed set to the constant functor with that value. The
induced map pC is then also a cocartesian fibration of ∞-operads, with fibres
Fun(C, Sp)∧〈n〉 ≃ Fun(C, Sp
∧
〈n〉).
Thus pC is a symmetric monoidal ∞-category with underlying ∞-category Fun(C, Sp)
and monoidal product given by the objectwise smash product of functors. (See [13,
Remark 2.1.3.4].)
Definition 4.12. Let F∧
C
→ Fin∗ denote the restriction of the symmetric monoidal
∞-category pC of Definition 4.11 to the full subcategory generated by those functors
C → Sp that are reduced and preserve filtered colimits. Since this collection of functors
is closed under the objectwise smash product, F∧
C
is also a symmetric monoidal ∞-
category.
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Our next goal is to describe a symmetric monoidal ∞-category that represents Day
convolution. For this, we use the following construction of Glasman [8].
Construction 4.13. Let C⊗ and D⊗ be symmetric monoidal ∞-categories such that
C is small, D admits all small colimits, and the monoidal structure on D preserves
colimits in each variable. Then there is a symmetric monoidal ∞-category Fun(C,D)⊗
that represents the Day convolution of functors C → D.
We would like to apply 4.13 to functors FC → Sp, but since FC is not small, we cannot
do this directly. However, FC is an accessible ∞-category by [12, 5.4.4.3], and so in
particular it is generated under filtered colimits by a small subcategory.
Definition 4.14. Let κ be a regular cardinal such that FC is κ-accessible. Then FC
is generated under κ-filtered colimits by the (essentially) small full subcategory Fκ
C
of
κ-compact objects in FC.
Now let Fˆκ
C
be the closure of Fκ
C
under the objectwise smash product, and let
(Fˆκ
C
)∧ → Fin∗
be the suboperad of the symmetric monoidal∞-category pC of Definition 4.12 generated
by the objects in Fˆκ
C
. By [13, 2.2.1.1], this suboperad is an essentially small stable
symmetric monoidal ∞-category.
Definition 4.15. Applying Construction 4.13 to the symmetric monoidal ∞-category
of the previous paragraph, we get a new stable symmetric monoidal ∞-category
qC : Fun(Fˆ
κ
C
, Sp)⊗ → Fin∗.
To proceed to the definition of the∞-operad I⊗
C
, we need one more general construction.
Construction 4.16. Let E⊗ be a symmetric monoidal ∞-category. Then Barwick,
Glasman and Nardin [4] define another symmetric monoidal ∞-category Eop,⊗ that
represents the induced symmetric monoidal structure on the opposite ∞-category of
E. This construction is functorial with respect to symmetric monoidal functors. Note
also that when E⊗ is stable, so is Eop,⊗.
Definition 4.17. Applying 4.16 to the symmetric monoidal ∞-category qC of Defini-
tion 4.15, there is a stable symmetric monoidal ∞-category
q
op
C
: Fun(FˆκC, Sp)
op,⊗ → Fin∗
that represents the monoidal structure corresponding to Day convolution on the oppo-
site ∞-category of the category of functors Fˆκ
C
→ Sp. Note that the multi-morphism
spectra in Fun(Fˆκ
C
, Sp)op,⊗ are given by the mapping spectra
Nat
Fˆκ
C
(A,B1 ⊗ · · · ⊗ Bn)
and, comparing with Remark 2.7, this motivates the following definition.
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Definition 4.18. Let I⊗
C
be the sub-∞-operad of Fun(Fˆκ
C
, Sp)op,⊗ generated by those
objects essentially of the form
∂1(−)(X)
for X ∈ Sp(C). In other words, I⊗
C
is the full subcategory of Fun(Fˆκ
C
, Sp)op,⊗ whose
objects are those equivalent to a sequence of the form
(∂1(−)(X1), . . . , ∂1(−)(Xn)) ∈ Fun(Fˆ
κ
C
, Sp)op,⊗〈n〉
for n ≥ 0 and X1, . . . , Xn ∈ Sp(C).
Ostensibly, this definition of I⊗
C
depends on a choice of regular cardinal κ that we made
in Definition 4.14. The following lemma proves that this is not the case.
Lemma 4.19. Let κ < κ′ be regular cardinals such that FC is generated under filtered
colimits by its κ-compact objects (and hence also by its κ′-compact objects). Then the
inclusion Fˆκ
C
→ Fˆκ
′
C
induces a map of ∞-operads
Fun(Fˆκ
′
C , Sp)
op,⊗′ → Fun(FˆκC, Sp)
op,⊗
that restricts to an equivalence between the suboperads generated by functors of the form
∂1(−)(X) for X ∈ Sp(C).
Proof. It is clearly sufficient to show that the induced map is fully faithful, i.e. that
we have induced equivalences of mapping spectra
Nat
Fˆκ
′
C
(B,A1 ⊗
′ · · · ⊗′ An)→ NatFˆκ
C
(B,A1 ⊗ · · · ⊗ An)
where ⊗′ denotes Day convolution of functors Fˆκ
′
C
→ Sp, and A1, . . . ,An,B are of the
form ∂1(−)(X) for X ∈ Sp(C).
We know from Theorem 2.4 that if Ai = ∂1(−)(Xi), then
A1 ⊗ · · · ⊗ An ≃ ∂n(−)(X1, . . . , Xn)
though we should check that the proof of 2.4 applies to Day convolution of functors
Fˆ
κ
C
→ Sp in the same way that it does to functors FC → Sp. The key step here is
to note that the functor Fi = Σ
∞ΣLΩLHomC(xi,−) of Corollary 2.14 is in Fˆ
κ
C
. This
follows easily from the Yoneda Lemma (2.10).
It is now sufficient to show that restriction determines an equivalence of mapping
spectra
Nat
Fˆκ
′
C
(∂1(−)(Y ), ∂n(−)(X1, . . . , Xn))→ NatFˆκ
C
(∂1(−)(Y ), ∂n(−)(X1, . . . , Xn)).
For this it is sufficient to show that restriction determines an equivalence
NatFC(∂1(−)(Y ), ∂n(−)(X1, . . . , Xn))→ NatFˆκ
C
(∂1(−)(Y ), ∂n(−)(X1, . . . , Xn)).
Since Fˆκ
C
generates FC under filtered colimits, and ∂1(−)(Y ) preserves filtered colimits,
this follows from [12, 5.3.5.8(2)]. 
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Remark 4.20. The proof of Lemma 4.19 shows that the multi-morphism spectra of
the ∞-operad I⊗
C
are the mapping spectra
NatFC(∂1(−)(Y ), ∂n(−)(X1, . . . , Xn))
which, by Theorem 3.1, are equivalent to the derivatives of IC. Thus we view I
⊗
C
as an ∞-operadic version of the coloured operad of spectra described informally in
Remark 2.7.
Lemma 4.21. The ∞-operad I⊗
C
is stable and has underlying ∞-category equivalent
to Sp(C)op.
Proof. Since I⊗
C
is a full subcategory of a stable symmetric monoidal ∞-category, we
only need to show that its underlying ∞-category is stable. For this we prove the
second part which amounts to showing that, for X, Y ∈ Sp(C):
∂1(IC)(X ; Y ) ≃ MapSp(C)(Y,X).
But this follows from the fact that
∆1(IC) ≃ D1(IC) ≃ Ω
∞
C Σ
∞
C
so that ∆1(IC) ≃ ISp(C). 
Notation 4.22. Lemma 4.21 justifies referring to an object ∂1(−)(X) in the stable∞-
operad I⊗
C
simply by an object X ∈ Sp(C). Thus we may describe the multi-morphism
spectra by
Map
I
⊗
C
(X1, . . . , Xn; Y ) ≃ ∂nI(X1, . . . , Xn; Y ).
5. Bimodules over infinity-operads
Now consider a functor F : C → D between pointed compactly-generated∞-categories.
We wish to show that the derivatives of F have the structure of a bimodule over the
∞-operads I⊗
C
and I⊗
D
. Bimodules are studied by Lurie in [13, 3.1.2.1] under the guise of
correspondences, or ∆1-families, of ∞-operads. Let us outline our construction before
getting into the details.
We first note that precomposition with F : C → D determines a symmetric monoidal
functor
FD → FC
which preserves all colimits. In particular, by the argument of [12, 5.4.2.15], there is a
regular cardinal κ such that precomposition with F preserves κ-compact objects, and
hence induces a symmetric monoidal functor
Fˆ
κ
D → Fˆ
κ
C.
This in turn induces a lax symmetric monoidal functor
F∗ : Fun(Fˆ
κ
C
, Sp)⊗ → Fun(Fˆκ
D
, Sp)⊗
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with respect to the Day convolution monoidal structure. The functor F∗ has a left
adjoint
F ∗ : Fun(Fˆκ
D
, Sp)⊗ → Fun(Fˆκ
C
, Sp)⊗
which is (strong) symmetric monoidal. Taking opposites, we get a symmetric monoidal
functor
(F ∗)op : Fun(Fˆκ
D
, Sp)op,⊗ → Fun(Fˆκ
C
, Sp)op,⊗.
We then use the fact that any map of ∞-operads determines a bimodule over those
∞-operads, in the same way that for a map f : P→ P′ of ordinary operads, there is a
(P,P′)-bimodule given by pulling back the left action of P′ on itself along f . Applying
this construction to (F ∗)op gives us a (Fun(Fˆκ
D
, Sp)op,⊗,Fun(Fˆκ
C
, Sp)op,⊗)-bimodule.
Finally, in Definition 5.11, we restrict that bimodule to the ∞-operads I⊗
D
and I⊗
C
respectively to get a bimodule D⊗F which, by construction, has exactly the derivatives
of F as its multi-morphism spectra.
We now turn to the details of this argument, starting with the definition of a bimodule
over ∞-operads.
Definition 5.1. A ∆1-family of ∞-operads consists of a categorical fibration
p : M⊗ → ∆1 × Fin∗
of ∞-categories with the following properties:
(1) the restriction pi : M
⊗
i → Fin∗ of p to each vertex i ∈ ∆
1 is an ∞-operad;
(2) for each sequence of objects X1, . . . , Xm ∈ M0, each inert morphism α : 〈m〉 →
〈n〉 in Fin∗ has a lift
α¯ : (X1, . . . , Xm)→ (X
′
1, . . . , X
′
n)
in M⊗0 such that α is p-cocartesian (and not merely p0-cocartesian);
(3) for each sequence of objects X1, . . . , Xm ∈ M0, and Y1, . . . , Yn ∈ M1, the inert
maps (Y1, . . . , Yn)→ (Yi) in M
⊗
1 induce equivalences
HomM⊗((X1, . . . , Xm), (Y1, . . . , Yn)) ≃
n∏
i=1
HomM⊗((X1, . . . , Xm), (Yi)).
Remark 5.2. Definition 5.1 is equivalent to [13, 2.3.2.10] with C = ∆1. Note that
M⊗ has two kinds of objects: those in M⊗0 and those in M
⊗
1 . As in Remark 4.2, we
will denote these by finite sequences (X1, . . . , Xm) of objects in M0, or (Y1, . . . , Yn) of
objects in M1.
There are three kinds of morphisms in M⊗: those within the ∞-operad M⊗0 ; those
within the ∞-operad M⊗1 ; and those that go from an object (X1, . . . , Xm) of M
⊗
0 to
an object (Y1, . . . , Yn) of M
⊗
1 . It is the morphisms of this last kind, and the ways that
they compose with the other two kinds, that encode the bimodule structure that M⊗
represents.
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Definition 5.3. Given objects X1, . . . , Xn ∈ M0 and Y ∈ M1, we define multi-
morphism spaces HomM⊗(X1, . . . , Xn; Y ) in the same manner as in Remark 4.3. We
say that a ∆1-family of ∞-operads M⊗ is stable if the ∞-operads M⊗0 and M
⊗
1 are
stable and, for each n, the functor
HomM⊗(−, . . . ,−;−) : (M
op
0 )
n ×M1 → Top
preserves finite limits in each variable. In this case, as in Definition 4.7, we have
corresponding multi-morphism spectra MapM⊗(X1, . . . , Xn; Y ).
Definition 5.4. Let L⊗ and R⊗ be stable ∞-operads. An (L⊗,R⊗)-bimodule is a
stable ∆1-family of ∞-operads p : M⊗ → ∆1 × Fin∗ whose restrictions to the vertices
0 and 1 in ∆1 are equivalent, as ∞-operads, to R⊗ and L⊗ respectively.
Remark 5.5. Let M⊗ be an (L⊗,R⊗)-bimodule. Then, for X1, . . . , Xn ∈ R and
Y ∈ L, the multi-morphism spectra
MapM⊗(X1, . . . , Xn; Y )
can be interpreted as a bimodule (in the classical sense) over the coloured operads
corresponding to L⊗ and R⊗.
Example 5.6. Let O⊗ be a stable ∞-operad. Then the constant ∆1-family of operads
∆1×O⊗ is an (O⊗,O⊗)-bimodule with multi-morphism spectra related to those of O⊗
by
Map∆1×O⊗((0, X1), . . . , (0, Xn); (1, Y )) ≃ MapO⊗(X1, . . . , Xn; Y ).
This is the ∞-categorical version of the fact that any operad is a bimodule over itself
with both left and right module structures given by the operad composition map.
Definition 5.7. Let g : L⊗ → R⊗ be a map of stable ∞-operads such that the
underlying functor g : L → R is exact. We define an (L⊗,R⊗)-bimodule M⊗g →
∆1 × Fin∗ that corresponds to pulling back via g the left action of R
⊗, while keeping
the right action intact.
First note that, taking the opposite of the map g and the ∞-operad structure maps,
we get a diagram of ∞-categories of the form
(L⊗)op (R⊗)op
Finop∗ .
//
gop
$$❏
❏❏
❏❏
❏
zztt
tt
tt
This corresponds, via the relative nerve construction of [12, 3.2.5], to a map of ∞-
categories
(M⊗g )
op
∆1 × Finop∗ .

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To be explicit, we take (M⊗g )
op to be the simplicial set Ng¯([1]) where g¯ : [1] → sSet is
the map of simplicial sets that corresponds to the map gop. Since gop lives over Finop∗ ,
the ∞-category (M⊗g )
op also comes with a projection to Finop∗ .
Taking opposites again, and using the canonical isomorphism (∆1)op ∼= ∆1, we get a
map
M
⊗
g
∆1 × Fin∗.

pg
It follows from this definition that restricting pg over 0 ∈ ∆
1 yields exactly the ∞-
operad R⊗ → Fin∗, and similarly, restricting over 1 yields L
⊗ → Fin∗. Our goal now
is to show that, moreover, pg describes a bimodule over these ∞-operads.
Lemma 5.8. Let g : L⊗ → R⊗ be an exact map of stable ∞-operads. Then the
map pg : M
⊗
g → ∆
1 × Fin∗ described in Definition 5.7 is an (L
⊗,R⊗)-bimodule with
multi-morphism spectra given by
Map
M
⊗
g
(X1, . . . , Xn; Y ) ≃ MapR⊗(X1, . . . , Xn; g(Y ))
for X1, . . . , Xn ∈ R and Y ∈ L.
Proof. As noted above, the fibres of pg over vertices 0, 1 ∈ ∆
1 are precisely the ∞-
operads R⊗ → Fin∗ and L
⊗ → Fin∗ respectively. Since each of these is a categorical
fibration, the map pg is also a categorical fibration by [12, 3.2.5.11(3)].
To show that pg is a ∆
1-family of ∞-operads, it remains to check conditions (2)-(3) of
Definition 5.1.
For condition (2), take X1, . . . , Xm ∈ R and inert α : 〈m〉 → 〈n〉. Since R
⊗ → Fin∗
is an ∞-operad, there is a pR⊗-cocartesian lift α¯ : (X1, . . . , Xm) → (X
′
1, . . . , X
′
n) in
R⊗ = (M⊗g )0. We claim that α¯ is also pg-cocartesian. For this, we apply the dual
version of [12, 2.4.1.4]: suppose given a diagram
∆{0,1}
Λn0 M
⊗
g R
⊗
∆n ∆1 × Fin∗ Fin∗
$$❏
❏❏
❏❏
❏❏
❏❏
α¯

//
β
 
pg
//

p
R⊗
::
//
γ
//
where the map M⊗g → R
⊗ is given by applying the map g : L⊗ → R⊗ to any simplices
in M⊗g that (in the definition of the relative nerve) arise from simplices in L
⊗.
We now have to construct a lift ∆n →M⊗g that commutes with the other maps in this
diagram.
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Firstly, since α¯ is pR⊗-cocartesian, this diagram admits a lift γ¯ : ∆
n → R⊗. According
to the definition of the relative nerve, we can lift this to M⊗g by specifying a compatible
collection of simplices in L⊗ (for those faces σ of ∆n for which γ(σ) covers the vertex 1
of ∆1) and R⊗ (for all other faces of ∆n). But all the former faces are in Λn0 (and hence
already have lifts to M⊗g ) and all the latter faces determine the required simplices by
the restriction of γ¯. Hence α¯ is pg-cocartesian.
For condition (3), and the rest of the lemma, we use the following calculation.
Consider X1, . . . , Xm ∈ R and Y1, . . . , Yn ∈ L. The mapping space
Hom
M
⊗
g
((X1, . . . , Xm), (Y1, . . . , Yn)) = Hom(M⊗g )op((Y1, . . . , Yn), (X1, . . . , Xm))
can be calculated via the space of right morphisms of [12, 1.2.2]. It follows from the
definition of relative nerve in [12, 3.2.5.2] that there is a natural isomorphism
HomR
(M⊗g )op
((Y1, . . . , Yn), (X1, . . . , Xm)) ∼= Hom
R
(R⊗)op(g(Y1, . . . , Yn), (X1, . . . , Xm))
and therefore, since g(Y1, . . . , Yn) is equivalent in R
⊗ to (g(Y1), . . . , g(Yn)), that we
have equivalences
(*) Hom
M
⊗
g
((X1, . . . , Xm), (Y1, . . . , Yn)) ≃ HomR⊗((X1, . . . , Xm), (g(Y1), . . . , g(Yn)))
which are compatible with the projections to HomFin∗(〈m〉, 〈n〉).
Condition (3) for pg now follows from the corresponding property for the ∞-operad
R⊗. This completes the proof that pg is a ∆
1-family of ∞-operads.
Now notice that it follows from (*) that the multi-morphism spaces for M⊗g are given
by
Hom
M
⊗
g
(X1, . . . , Xn; Y ) ≃ HomR⊗(X1, . . . , Xn; g(Y ))
for X1, . . . , Xn ∈ R and Y ∈ L. Since R
⊗ and L⊗ are stable, and g is exact, this
preserves finite limits, and so M⊗g is stable, i.e. is a (L
⊗,R⊗)-bimodule, and we get the
desired equivalences of multi-morphism spectra. 
We now turn to the example we really care about: the construction of a bimodule
consisting of the derivatives of a functor F : C → D.
Lemma 5.9. Let F : C → D be a reduced functor between pointed compactly-generated
∞-categories and suppose F preserves filtered colimits. Then there is a regular cardinal
κ and an exact map of stable ∞-operads
F∗ : Fun(Fˆ
κ
C, Sp)
⊗ → Fun(FˆκD, Sp)
⊗
given on underlying ∞-categories by
A 7→ A(− ◦ F ).
Moreover, F∗ has a left adjoint
F ∗ : Fun(Fˆκ
D
, Sp)⊗ → Fun(Fˆκ
C
, Sp)⊗
which is an exact symmetric monoidal functor.
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Proof. Precomposition with any functor F : C → D determines a map between the
symmetric monoidal ∞-categories
(− ◦ F ) : Fun(D, Sp)∧ → Fun(C, Sp)∧
described in Definition 4.11.
We now claim that (− ◦ F ) is a symmetric monoidal map, i.e. that it takes pD-
cocartesian edges to pC-cocartesian edges. So let e be a pD-cocartesian edge in the
∞-category Fun(D, Sp)∧. Using Remark 4.2, we can assume that e is of the form
(G1, . . . , Gm)→ (H1, . . . , Hn)
for G1, . . . , Gm, H1, . . . , Hn ∈ Fun(D, Sp), in which case it can be represented by a
collection of morphisms in Fun(D, Sp) of the form
ej :
∧
pD(e)(i)=j
Gi → Hj
for j = 1, . . . , m. The claim that e is cocartesian is equivalent to saying that each ej is
an equivalence.
The edge (−◦F )(e) in Fun(C, Sp)∧ then corresponds in the same way to the collection
of morphisms
(− ◦ F )(ej) :
∧
pD(e)=j
Gi ◦ F → Hj ◦ F
which are also equivalences since equivalences in Fun(C, Sp) are detected objectwise.
Thus (− ◦ F )(ej) is pC-cocartesian, and so (− ◦ F ) is symmetric monoidal as claimed.
Now notice that when F is reduced and preserves filtered colimits, (−◦F ) restricts to
a symmetric monoidal map
F
∧
D
→ F∧
C
.
Moreover, since this functor preserves colimits, the argument of [12, 5.4.2.15] shows
that there is a regular cardinal κ such that (− ◦ F ) restricts to a symmetric monoidal
map
(Fˆκ
D
)∧ → (Fˆκ
C
)∧.
The existence of F∗ and F
∗ now follows from [14, 3.8], and, being adjoints, these are
clearly exact functors. 
Definition 5.10. For a reduced filtered-colimit-preserving functor F : C → D be-
tween pointed compactly-generated ∞-categories, we apply Construction 4.16 to the
symmetric monoidal functor F ∗ of Lemma 5.9. This provides a symmetric monoidal
functor
(F ∗)op : Fun(FˆκD, Sp)
op,⊗ → Fun(FˆκC, Sp)
op,⊗
and we let
p(F ∗)op : M
⊗
(F ∗)op → ∆
1 × Fin∗
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be the corresponding ∆1-family of operads of Definition 5.7. By Lemma 5.9, p(F ∗)op is
a (Fun(Fˆκ
D
, Sp)op,⊗,Fun(Fˆκ
C
, Sp)op,⊗)-bimodule with multi-mapping spectra of the form
Map
M
⊗
(F∗)op
(A1, . . . ,An;B) ≃ NatFˆκ
C
(F ∗(B),A1 ⊗ · · · ⊗ An)
≃ Nat
Fˆκ
D
(B, F∗(A1 ⊗ · · · ⊗ An))
≃ Nat
Fˆκ
D
(B, (A1 ⊗ · · · ⊗ An)(− ◦ F ))
for objects A1, . . . ,An ∈ Fun(Fˆ
κ
C
, Sp) and B ∈ Fun(Fˆκ
D
, Sp).
Definition 5.11. Let D⊗F denote the full subcategory ofM
⊗
(F ∗)op spanned by the objects
of I⊗
C
and I⊗
D
(which, recall, we are labelling by finite sequences of objects in Sp(C) and
Sp(D) respectively).
Then D⊗F is a (I
⊗
D
, I⊗
C
)-bimodule. The argument of Lemma 4.19 implies that, up to
equivalence, the definition of D⊗F does not depend on the choice of cardinal κ, and that
we have
Map
D
⊗
F
(X1, . . . , Xn; Y ) ≃ NatFD(∂1(−)(Y ), ∂n(− ◦ F )(X1, . . . , Xn))
≃ ∂nF (X1, . . . , Xn; Y )
by Theorems 2.4 and 3.1. In other words D⊗F encodes the desired bimodule structure
on the derivatives of F , over the ∞-operads formed by the derivatives of IC and ID.
Example 5.12. Let IC : C → C be the identity functor on a pointed compactly-
generated ∞-category C. Then D⊗IC is equivalent to the (I
⊗
C
, I⊗
C
)-bimodule ∆1 × I⊗
C
described in Example 5.6.
Remark 5.13. For fixed C and D, we can use Definition 5.11 as the basis for a functor
D
⊗
• : Fun
ω
∗ (C,D)→ Bimod(I
⊗
D
, I⊗
C
)
where the left-hand side is the ∞-category of reduced functors C → D that preserve
filtered colimits, and the right-hand side denotes the ∞-category of bimodules over
the given stable ∞-operads (which itself can be described in terms of the ∞-category
Opgn∞ ×Cat∞{∆
1} of ∆1-families of ∞-operads described in [13, 2.3.2.13]).
The next step in this work is to consider the 2-categorical nature of the functors D⊗• .
This amounts to proving a Chain Rule that generalizes that of [1] to a broader collection
of ∞-categories. We will return to that topic in a future version of this paper.
Appendix A. The chain rule for spectrum-valued functors
In the proof of Theorem 3.1 we needed a chain rule for composites of functors G : C→
Sp and F : Sp → Sp. The purpose of this section is to state and prove the needed
result, which is a generalization of [6, 1.15].
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Theorem A.1. Let C be a pointed compactly-generated ∞-category and let G : C → Sp
and F : Sp → Sp be reduced functors. Assume that F preserves filtered homotopy
colimits. Then for X1, . . . , Xn ∈ Sp(C) we have
∂n(FG)(X1, . . . , Xn)
∏
µ∈P(n)
∂k(F ) ∧ ∂n1(G)({Xi}i∈µ1) ∧ . . . ∧ ∂nk(G)({Xi}i∈µk)

∼
where the product is over the set P(n) of unordered partitions µ of {1, . . . , n} into k
pieces µ1, . . . , µk, with nj = |µj|.
Proof. We follow the approach of [6] very closely. Indeed, many of the results proved
there carry over to this more general situation with no change. Specifically, we can
construct, as in [6, 2.5], a map
∆ : FG→
∏
λ
[Pk1, . . . , Pkr ] crr(F )(Pl1G, . . . , PlrG)
where λ varies over expressions of the form
n = k1l1 + · · ·+ krlr.
with ki and li positive integers such that l1 < · · · < lr. We can also prove, as in [6,
4.2], that ∆ induces an equivalence on Dn, and hence on n
th derivatives. Moreover, we
can show, as in the proof of [6, 2.6], that the nth derivative of the functor
[Pk1 , . . . , Pkr ] crr(F )(Pl1G, . . . , PlrG)
is equivalent to the nth derivative of the n-homogeneous functor
(*) (∂kF ∧ (Dl1G)
∧k1 ∧ . . . ∧ (DlrG)
∧kr)hΣk1×···×Σkr
where k = k1 + · · ·+ kr. It now remains to calculate this n
th derivative at an n-tuple
(X1, . . . , Xn) in Sp(C).
Since all the functors involved here are homogeneous, and thus factor via Σ∞
C
: C →
Sp(C), we can assume without loss of generality that C is stable. Using the equivalence
DlG(X) ≃ ∂lG(X, . . . , X)hΣl
we can write the functor (*) as mapping X to
(∂kF ∧ ∂l1G(X, . . . , X)
∧k1 ∧ . . . ∧ ∂lrG(X, . . . , X)
∧kr)hH(λ)
where H(λ) denotes the subgroup (Σl1 ≀Σk1)×· · ·×(Σlr ≀Σkr) of Σn formed from wreath
products. It’s convenient to rewrite this as
(∂kF ∧ ∂n1G(X, . . . , X) ∧ . . . ∧ ∂nkG(X, . . . , X))hH(λ)
where n1, . . . , nk are the numbers l1, . . . , lr with li repeated ki times.
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Now when E : Cn → Sp is a multilinear functor, the nth derivative of the functor
X 7→ E(X, . . . , X) at (X1, . . . , Xn) can be written as∏
σ∈Σn
E(Xσ(1), . . . , Xσ(n))
It follows from all of this that ∂n(FG)(X1, . . . , Xn) can be expressed as∏
λ
(∏
σ∈Σn
∂kF ∧ ∂n1G(Xσ(1), . . . , Xσ(n1)) ∧ . . . ∧ ∂nkG(Xσ(n−nk+1), . . . , Xσ(n))
)
hH(λ)
.
It remains to identify this with the formula stated in the Theorem. We do this by
showing that a choice of expression λ, together with a coset [σ] of H(λ) in Σn, uniquely
corresponds to an unordered partition of {1, . . . , n}.
In one direction, we map the pair (λ, [σ]) to the partition whose pieces are the sets
(σ(1), . . . , σ(n1)), . . . , (σ(n−nk+1), . . . , σ(n)). On the other hand, given an unordered
partition µ, let kj be the number of pieces of size lj (determining λ). If we put the
pieces of µ in ascending size order, and concatenate them, we get an element σ ∈ Σn
which determines a coset of H(λ). This is well-defined because changing the order
of elements within each piece, or the order of pieces of the same size, only changes σ
by an element of H(λ). It is a simple check that these two constructions are inverse,
setting up the desired correspondence. Via this bijection, the expression given above
for ∂n(FG)(X1, . . . , Xn) corresponds with the desired formula. 
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