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6 Mathematical Aspects of
Mirror Symmetry
David R. Morrison
Introduction
Mirror symmetry is the remarkable discovery in string theory that certain “mirror
pairs” of Calabi–Yau manifolds apparently produce isomorphic physical theories—
related by an isomorphism which reverses the sign of a certain quantum number—
when used as backgrounds for string propagation. The sign reversal in the isomor-
phism has profound effects on the geometric interpretation of the pair of physical
theories. It leads to startling predictions that certain geometric invariants of one
Calabi–Yau manifold (essentially the numbers of rational curves of various degrees)
should be related to a completely different set of geometric invariants of the mirror
partner (period integrals of holomorphic forms). The period integrals are much
easier to calculate than the numbers of rational curves, so this idea has been used
to make very specific predictions about numbers of curves on certain Calabi–Yau
manifolds; hundreds of these predictions have now been explicitly verified. Why
either the pair of manifolds, or these different invariants, should have anything to
do with each other is a great mathematical mystery.
The focus in these lectures will be on giving a precise mathematical description
of two string-theoretic quantities which play a primary roˆle in mirror symmetry:
the so-called A-model and B-model correlation functions on a Calabi–Yau mani-
fold. The first of these is related to the problem of counting rational curves while
the second is related to period integrals and variations of Hodge structure. A natu-
ral mathematical consequence of mirror symmetry is the assertion that Calabi–Yau
manifolds often come in pairs with the property that the A-model correlation func-
tion of the first manifold coincides with the B-model correlation function of the
second, and vice versa. Our goal will be to formulate this statement as a precise
mathematical conjecture. There are other recent mathematical expositions of mir-
ror symmetry, by Voisin [15] and by Cox and Katz [3], which concentrate on other
aspects of the subject; the reader may wish to consult those as well in order to
obtain a complete picture.
I have only briefly touched on the physics which inspired mirror symmetry (in
lectures one and eight), since there are a number of good places to read about some
of the physics background: I recommend Witten’s address at the International
Congress in Berkeley [100], a book on “Differential Topology and Quantum Field
Theory” by Nash [14], and the first chapter of Hu¨bsch’s “Calabi–Yau Manifolds:
A Bestiary for Physicists” [10]. There are, in addition, three collections of papers
1
2 D. R. Morrison, Mathematical Aspects of Mirror Symmetry
related to string theory and mirror symmetry which contain some very accessi-
ble expository material: “Mathematical Aspects of String Theory” (from a 1986
conference at U.C. San Diego) [16], “Essays on Mirror Manifolds” (from a 1991
conference at MSRI) [17], and its successor volume “Mirror Symmetry II” [7]. I
particularly recommend the paper by Greene and Plesser “An introduction to mir-
ror manifolds” [136] and the paper by Witten “Mirror manifolds and topological
field theory” [152], both in the MSRI volume.
This is a revised version of the lecture notes which I prepared in conjunction
with my July, 1993 Park City lectures, and which I supplemented when delivering a
similar lecture series in Trento during June, 1994. The field of mirror symmetry is a
rapidly developing one, and in finalizing these notes for publication I have elected to
let them remain as a “snapshot” of the field as it was in 1993 or 1994, making only
minor modifications to the main text to accommodate subsequent developments. I
have, however, added a postscript that sketches the progress which has been made
in a number of different directions since then.
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LECTURE 1
Some Ideas From String Theory
1.1. String theory and quantum field theory
The origins of the startling calculations which have led to tremendous interest
among mathematicians in the phenomenon of “mirror symmetry” lie in string the-
ory. String theory is a proposed model of the physical world which idealizes its fun-
damental constituent particles as one-dimensional mathematical objects (“strings”)
rather than zero-dimensional objects (“points”). In theories such as general rela-
tivity, one has traditionally imagined a point as tracing out what is known as a
“worldline” in spacetime; the corresponding notion in string theory is of a “world-
sheet” which will describe the trace of a string in spacetime. We will consider here
only “closed string theory” in which the string is a closed loop; the worldsheets are
then (locally) closed surfaces: if we look at a portion of a worldsheet which repre-
sents the history of several interacting particles over a finite time interval, we will
see a closed surface which has a boundary consisting of a finite number of closed
loops.
An early version of string theory was proposed as a model for nuclear processes
in the 1960’s. Those early investigations revealed a somewhat disturbing property:
in order to get a sensible physical theory, the spacetime M in which the string
is propagating must have dimension twenty-six. Obviously, when we look around
us, we do not see twenty-six dimensions. A later variant which incorporates su-
persymmetry1 is sensible exactly when the spacetime has dimension ten—again a
bit larger than the four-dimensional spacetime which we observe. Partly for this
reason, but primarily because a better model for nuclear processes was found, the
original research activity in string theory largely died out in the early 1970’s.
String theory was subsequently revived in the 1980’s when it was shown [131]
that if the ten-dimensional string theory were used to model things at much smaller
distance scales, an apparently consistent quantum theory of gravity could be pro-
duced. (In fact, gravity is predicted as an essential ingredient of this theory.) This
“anomaly cancellation” result explained how certain potential inconsistencies in the
quantum theory are avoided through an interaction between gravity and the other
1I shall not attempt to explain supersymmetry in these lectures.
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forces present. Tremendous optimism and excitement pervaded this period, par-
ticularly since the new model contains a rich spectrum of elementary particles at
low energies and exhibits many features one would expect of a “grand unified field
theory” which could describe in a single theory all of the forces observed in nature.
The “problem” of ten dimensions in this context can be resolved by assuming that
the ten-dimensional spacetime is locally a product M = M1,3 ×M6 of a macro-
scopic four-dimensional spacetime and a compact six-dimensional space whose size
is on the order of the Planck length (10−33 cm). Because this is so small compared
to macroscopic lengths, one wouldn’t expect to observe the compact space directly,
but its effect on four-dimensional physics could be detectable in various indirect
ways.
The next step was even more remarkable for mathematicians—a group of string
theorists [122] calculated that the compact six-dimensional space must have a Ricci-
flat metric on it. (The physically relevant metric is actually a perturbation of this
Ricci-flat one.) This is a very restrictive property—it implies, for example, that the
six-manifold is a complex Ka¨hler manifold of complex dimension three which has
trivial canonical bundle; conversely, such Ka¨hler manifolds always admit Ricci-flat
metrics. (This had been conjectured by Calabi [33] in the late 1950’s and proved
by Yau [103] in the mid 1970’s.) These manifolds have since been named “Calabi–
Yau manifolds;” finding and studying them become problems in algebraic geometry,
thanks to Yau’s theorem.
The model being described here of a string propagating in a spacetime (with a
specified metric) is generally regarded as a woefully inadequate description of the
“true” string theory, a good formulation of which is as yet unknown. Indeed, if
string theory is truly a theory of gravity as we observe it, then the theory should
approximate general relativity when the distance scale approaches macroscopic lev-
els. Since the metric on spacetime is part of general relativity, it should be a part
of that “approximation” which is somehow to be deduced from a solution to the
ultimate “string equations,” rather than being something which is put in by hand
in advance. Even the topology of spacetime should be dictated by the string theory.
However, neither these “string equations” nor their exact solutions are known at
present.
The Calabi–Yau manifolds and their connections with string theory have been
studied intensively for more than a decade. In the earliest period, these manifolds
were analyzed using standard mathematical techniques, and the results were applied
in a string-theoretic context. However, at the same time, other advances were being
made in string theory which suggested other ways of looking at certain aspects
of the theory of Calabi–Yau manifolds. This eventually led to the discovery of a
surprising new phenomenon known as “mirror symmetry,” in which it was observed
that different Calabi–Yau manifolds could lead to identical physical theories in a
way that implied surprising connections between certain geometric features of the
manifolds.
To explain this mirror symmetry observation in more detail, we must first de-
scribe a few aspects of quantum field theory and its relationship to string theory.
In classical mechanics, the worldline representing a particle is required to minimize
the “action” (which is the energy integrated with respect to time), or more pre-
cisely, to be a stationary path for the action functional. Due to this “stationary
action principle,” the location of the path in spacetime is completely determined
by a knowledge of boundary conditions. Other physically measurable quantities
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associated to the particle (which are often represented as some kind of “internal
variables”) will also evolve from their boundary states in a completely predictable
manner, again minimizing the action.
In quantum field theory, however, this changes. Only the probability of various
possible outcomes can be predicted with certainty, and all trajectories—not just
the action-minimizing ones—contribute to the measurement of this probability. The
probability is calculated from an integral over the space of all possible paths with
these initial and final states,2 and the classical trajectory is recovered as the leading
term in a stationary phase approximation to the path integral.
Relativistic quantum field theories are frequently studied by treating the theory
as a small perturbation of a simple type of theory—called a free field theory—whose
functional integrals are well-understood. For example, the path integral describing
the interaction of two charged particles can be expanded in a perturbative series
whose terms are described by “Feynman diagrams.” The zeroth order term is the
diagram
which represents two particles which do not interact at all, the leading perturbative
correction is described by the diagram
which represents a transfer of momentum from one particle to the other via the
emission and absorption of a third particle carrying the force, and higher order cor-
rections involve diagrams with more complicated topologies—loops are allowed, for
example. Such diagrams can be cut into simpler pieces, at the expense of perform-
ing an integral over all possible intermediate states. For example, the interacting
Feynman diagram illustrated above can be decomposed into two more primitive
pieces,
+
each of which represents a fundamental “interaction” vertex.
In string theory, the paths are replaced by surfaces: the interacting diagram
might be represented as a sphere with four disks removed (or perhaps as something
2There are enormous mathematical difficulties in dealing with these “path integrals” or “func-
tional integrals,” and they do not in general have a rigorous mathematical formulation. Neverthe-
less, in the hands of skilled practitioners they can be used to make predictions which agree with
laboratory experiments to a remarkable degree of precision.
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with more complicated topology),
and this could also be decomposed into more primitive pieces
+
(called “pair of pants” surfaces). One of the advantages of string theory is that this
fundamental piece, the “pair of pants” surface, is a smooth surface, in contrast to
the interaction vertex which introduced a singularity into the worldline.
The methods of quantum field theory are applied to string theory in a rather
interesting way. If we fix the spacetime and consider a string propagating through
it, the location of the worldsheet can be viewed as a map from the worldsheet to the
spacetime, and we can regard the coordinate functions on the spacetime as functions
on the worldsheet. These spacetime coordinate functions are then treated as the
“internal variables” of a two-dimensional quantum field theory—formulated on the
worldsheet itself—which captures many of the important physical features of the
string theory. (The functional integral in this theory involves an integration over all
possible metrics on the worldsheet as well as all possible maps from the worldsheet
to the spacetime.) The two-dimensional quantum field theories arising from string
theory are of a particular type known as a conformal field theory; this means that
a conformal change of metric on the worldsheet will act as an automorphism of
the theory (typically acting linearly on various spaces of “internal fields” of the
theory). The formulation in terms of conformal field theory has turned out to be a
very fruitful viewpoint for the study of string theory.
1.2. Correlation functions and pseudo-holomorphic curves
The basic quantities which one needs to evaluate in any quantum field theory are
the correlation functions which determine the probabilities for a specified final
state, given an initial state. Specifying the initial and final states means not only
specifying positions, but also the values of any “internal variables” which form a
part of the theory. The possible initial or final states in a conformal field theory can
be represented as operators OP on some fixed Hilbert space H, often referred to as
“vertex operators.”3 (The label P indicates the position; we should in principle be
specifying initial conditions on an entire boundary circle, but in fact it suffices to
consider a limit—within the conformal class of the given metric—in which the circles
have been shrunk to zero size and the vertex operators are located at points.) The
conjugate transpose of an initial state is a final state, so we often don’t distinguish
3Generally, in quantum field theories states are represented as elements of a Hilbert space H
but in conformal field theories there is also an operator interpretation.
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between those in our notation; with these conventions, the correlation function of
a number of vertex operators is denoted by
〈OP1OP2 . . .OPk〉.
(Note that the correlation functions are complex-valued and do not directly calcu-
late probabilities, but also include the phase of the quantum-mechanical wavefunc-
tion.)
If we fix the topology of the worldsheet we must in general integrate over
the choice of metric on that worldsheet. A conformal change of metric leaves
the correlation functions invariant, so we only need to integrate over the set of
conformal classes of metrics, i.e., over the (finite-dimensional) moduli space Mg,k
of k-punctured Riemann surfaces of genus g.
The two-dimensional quantum field theories which are related to mirror sym-
metry have a subset of their correlation functions whose values do not depend on
the position of the points Pj on the worldsheet; these are called topological corre-
lation functions. (We don’t need to consider an integral over Mg,k in this case.)
They will be the primary objects of interest for us. In fact, due to the possibility of
decomposing the worldsheet into more primitive pieces, the main case to consider
is the case of three vertex operators on surfaces of genus zero, i.e., we take Σ to be
the “pair of pants” surface CP1 − {P1, P2, P3}. To evaluate a correlation function
〈OP1 OP2 OP3〉,
however, we must still integrate over the infinite-dimensional space Maps(Σ,M) of
maps from Σ to the spacetime M .
To proceed further, we need to introduce the “action” functional on the space
of maps. We fix Riemannian metrics4 on both the worldsheet Σ and the spacetime
M and define for any sufficiently smooth ϕ ∈ Maps(Σ,M)
S[ϕ] =
∫
Σ
‖dϕ‖2 dµ
using the metrics to define the norm. (In practice, we take M to be the com-
pact six-dimensional manifold rather than the entire space.) The properties of the
action functional are easier to analyze if we assume that M has some additional
structure—the minimal structure needed is a symplectic form ω and an almost-
complex structure J which is ω-tamed. (We will review the definitions of these in
lecture three.) When these have been chosen, there is a “d-bar” operator ∂J on
maps, and an alternate formula for the action
S[ϕ] =
∫
Σ
‖∂Jϕ‖
2 dµ+
∫
Σ
ϕ∗(ω).
A lower bound for S[ϕ] in any homotopy class of maps is thus given by
∫
Σ
ϕ∗(ω);
this bound will be achieved by the so-called pseudo-holomorphic maps—the ones
for which ∂Jϕ ≡ 0. These have been extensively studied by Gromov [51] and others
as a natural generalization of complex curves on Ka¨hler manifolds.
This action functional now appears in an integrand which is supposed to be
integrated over the infinite-dimensional space of all maps. We will outline the
standard manipulations which are made with these functional integrals in physics
4This is a “Euclidean” version of the theory, whose correlation functions are related by
analytic continuation to those of the “Lorentzian” version in which the worldsheet metric has
signature (1, 1).
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in order to express the correlation function as an infinite sum of finite-dimensional
integrals. We will subsequently use the outcome of those manipulations to make
mathematical definitions of the corresponding quantities in the form of a formal
sum of these finite-dimensional integrals.
The topological correlation functions we are studying are to be evaluated by a
functional integral of the form
〈OP1 . . .OPk〉 =
∫
DϕOP1 . . .OPk e
−2πS[ϕ]
= e−2π
∫
Σ
ϕ∗(ω)
∫
DϕOP1 . . .OPk e
−2π
∫
Σ
‖∂Jϕ‖
2 dµ.
(1.1)
(We are suppressing the “fermionic” part of this functional integral, which is ac-
tually very important, but explaining it would take us too far afield.) The “topo-
logical” property of these correlation functions turns out to imply [150, 152] that
if we introduce a parameter t into the exponent of the last functional integral in
eq. (1.1) to produce ∫
DϕOP1 . . .OPk e
−2πt
∫
Σ
‖∂Jϕ‖
2 dµ,
then the resulting expression is independent of t and can be evaluated in a limit
in which t → ∞. In such a limit, the only contributions to the functional integral
are the maps ϕ for which ∂Jϕ ≡ 0, i.e., the pseudo-holomorphic maps. (This trick
for reducing to a finite-dimensional integral is known as the “method of stationary
phase.”) The space of pseudo-holomorphic maps in a given homotopy class is finite-
dimensional, so we have reduced the evaluation of our correlation function to an
infinite sum of finite-dimensional integrals, of the form
〈OP1 . . .OPk〉 =
∑
homotopy classes
e−2π
∫
Σ
ϕ∗(ω)
∫
M
DϕOP1 . . .OPk ,(1.2)
where M denotes the moduli space of pseudo-holomorphic maps in a fixed homo-
topy class. It is these finite-dimensional integrals on which we shall eventually base
our definitions. The convergence of the infinite sum will remain an issue in our
approach, and will lead us to (in some cases) assign a provisional interpretation
to this formula as being a formal power series only. From the physics one expects
convergence whenever the volume of the corresponding metric is sufficiently large.
1.3. A glimpse of mirror symmetry
If the target space M for our maps is a Calabi–Yau manifold (equipped with a
Ricci-flat metric), all of the vertex operators which participate in a given topologi-
cal correlation functions must be of one of two distinct types. Correlation functions
involving vertex operators of the first type are called A-model correlation functions
while those involving vertex operators of the second type are known as B-model
correlation functions [152]. (These are actually the correlation functions in two
“topological field theories” [150] which are closely related to the original quantum
field theories.) For each type, the vertex operators OP in the quantum field the-
ory or topological field theory have a geometric interpretation; we will treat the
correlation functions as functions of these geometric objects.
The A-model correlation functions can be defined in a much broader context
than Calabi–Yau manifolds: they can be defined for any semipositive symplectic
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manifold M (where semipositive roughly means that −c1(M) is nonnegative—we
will give the precise definition in lecture three). The vertex operators OPj in the
topological field theory correspond to harmonic differential forms αj onM , and the
correlation functions 〈α1 α2 α3〉 take the form of an infinite series whose constant
term—corresponding to homotopically trivial maps from Σ to M—is the familiar
trilinear function
∫
M
α1 ∧ α2 ∧ α3.
To evaluate the non-constant terms we need an integral over the moduli space
of pseudo-holomorphic two-spheres. In the Calabi–Yau case, those two-spheres are
expected to be discrete (based on a formal dimension count), so there should be
invariants which count the number of rational curves in a given homology class.
(There are certain technical difficulties with this, as we shall see in lecture two.)
More generally, the non-constant terms in the A-model correlation functions will
be related to certain kinds of counting problems for pseudo-holomorphic curves on
a semipositive symplectic manifold.
The B-model correlation functions, on the other hand, require a choice of non-
vanishing holomorphic n-form Ω on M for their definition, so they are restricted to
the Calabi–Yau case. The vertex operators in the topological correlation functions
correspond to elements in the space Hq(ΛpT
(1,0)
M ), where we use T
(1,0) to denote the
holomorphic tangent bundle of an almost-complex manifold. (More precisely, we
should use Dolbeault cohomology to describe Hq(ΛpT
(1,0)
M ), and take harmonic rep-
resentatives to get the vertex operators in the topological field theory.) The “first
term” in the correlation function is then defined as a composition of the standard
map on cohomology groups
Hq1(Λp1T
(1,0)
M )×H
q2(Λp2T
(1,0)
M )×H
q3(Λp3T
(1,0)
M )→ H
n(ΛnT
(1,0)
M )
(for p1 + p2 + p3 = q1 + q2 + q3 = n) with some isomorphisms depending on the
choice of Ω⊗2
Hn(Λn(T
(1,0)
M ))
Ω
−→ Hn(OM ) ∼=
(
H0(KM )
)∗ ⊗Ω
−→ C,
where the middle isomorphism is Serre duality. (This can be written as an integral
over M , and so can be thought of as coming from integrating over the moduli
space of homotopically trivial maps from Σ to M—this is why we identify it with
the first term in an expansion like eq. (1.2).) Remarkably, all of the other terms
in the expansion (1.2) of a B-model correlation function are known to vanish on
physical grounds [127, 152], so we can calculate these correlation functions exactly
using geometry, and even use the geometric version of the correlation function as a
mathematical definition.
In brief, the idea of mirror symmetry is this. There could be pairs of com-
plex manifolds M , W (each with trivial canonical bundle) which produce identical
physics when used for string compactification, except that the roˆles of the A-model
and B-model correlation functions are reversed. In particular, this would imply the
existence of isomorphisms
Hq(Λp(T
(1,0)
M )
∗) ∼= Hq(Λp(T
(1,0)
W ))
(and vice versa), as well as formulas relating the A-model correlation functions on
M (which count the number of rational curves) to the B-model correlation functions
on W (which are related to period integrals of Ω).
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LECTURE 2
Counting Rational Curves
In this lecture we begin the discussion of the problem of counting rational curves
on a complex threefold with trivial canonical bundle (a “Calabi–Yau threefold”).
These curve-counting invariants will eventually be used to formulate a mathematical
version of the A-model correlation functions. In the present lecture, we focus on
the problems one encounters in formulating these invariants purely algebraically;
we give a number of examples.
Consider the deformation theory of holomorphic maps from CP1 →M , where
M is a complex projective variety. If we are given such a map ϕ : CP1 →M , then
a first order variation of that map can be described by specifying in which direction
(and at what rate) each point of the image moves. That is, we need to specify a
holomorphic tangent vector ofM for every point on CP1, or in other words, a section
of H0(CP1, ϕ∗(T
(1,0)
M )). As might be expected from other deformation problems,
the obstruction group for these deformations is H1(CP1, ϕ∗(T
(1,0)
M )). The moduli
problem for such maps will be best-behaved if the obstruction group vanishes, that
is, if h1(CP1, ϕ∗(T
(1,0)
M )) = 0. When that is true, the moduli space will be a smooth
complex manifold of complex dimension h0(CP1, ϕ∗(T
(1,0)
M )). More generally, the
Euler–Poincare´ characteristic
χ(ϕ∗(T
(1,0)
M )) = h
0(CP1, ϕ∗(T
(1,0)
M ))− h
1(CP1, ϕ∗(T
(1,0)
M ))
can be regarded as the “expected complex dimension” of the moduli space.
Although the Euler–Poincare´ characteristic can be easily computed from the
Riemann–Roch theorem for vector bundles, we shall make a more elementary cal-
culation, based on a structure theorem for bundles on CP1.
Theorem 2.1 (Grothendieck). Every vector bundle E on CP1 can be written as a
direct sum of line bundles:
E ∼= O(a1)⊕ · · · ⊕ O(an).
Using a Grothendieck decomposition for ϕ∗(T
(1,0)
M ), we can calculate the coho-
mology directly. For if
ϕ∗(T
(1,0)
M )
∼= O(a1)⊕ · · · ⊕ O(an)
13
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then using the fact the h0(O(a)) = 1 + a we find
h0(ϕ∗(T
(1,0)
M )) =
∑
j
{
1 + aj if aj ≥ −1
0 if aj < −1
while since H1(O(a1)⊕ · · · ⊕ O(am)) ∼= H0(O(−2 − a1) ⊕ · · · ⊕ O(−2 − am))∗ we
have
h1(ϕ∗(T
(1,0)
M )) =
∑
j
{
−(1 + aj) if − 2− aj ≥ 0
0 if − 2− aj < 0
since 1 + (−2− aj) = −(1 + aj).
Taking the difference, we find
χ(ϕ∗(T
(1,0)
M )) =
∑
j
(1 + aj) = n+
∑
j
aj = dimC M + degϕ
∗(−KM ).
Thus, the “expected dimension” is independent of the decomposition. The same
result can be obtained from Riemann–Roch.
But our calculation shows more—to ensure vanishing of the obstruction group,
we must have aj ≥ −1 for all j. In addition to this condition on the aj’s, they must
also satisfy max{aj−2} ≥ 0, which is seen as follows. From the exact sequence
0→ T
(1,0)
CP1
→ ϕ∗(T
(1,0)
M )→ Nϕ → 0
(where Nϕ denotes the normal bundle) and the fact that T
(1,0)
CP1
∼= O(2), we see that
there must be a nontrivial homomorphism
O(2)→ O(a1)⊕ · · · ⊕ O(am),
which implies that max{aj−2} ≥ 0 as claimed. Without loss of generality, we may
therefore assume that a1 ≥ 2.
In the case relevant to string theory (KM = 0, dimC M = 3) we then find that
in order to have vanishing obstruction group we need
0 = a1 + a2 + a3 ≥ 2− 1− 1 = 0
and so a1 = 2, a2 = a3 = −1. In this case, the moduli space of holomorphic
maps will be smooth of dimension three; if we mod out by the automorphism group
PGL(2,C), the moduli space of unparameterized maps will be smooth of dimension
0. The points in that space are what we would like to “count.” We discuss some
examples, drawn largely from [59], to which we refer the reader for more details.
Example 2.2. Lines on the Fermat quintic threefold. All of the lines on the Fermat
quintic threefold
{x50 + x
5
1 + x
5
2 + x
5
3 + x
5
4 = 0} ⊂ CP
4
can be described as follows.1
First type (375 lines): The line described by x0+x1 = x2+x3 = x4 = 0, and others
whose equations are obtained from these by permutations and multiplication by
fifth roots of unity.
1We use the Fermat quintic because it is an easily-described nonsingular hypersurface, and
because it will be related to a mirror symmetry construction later on, not because Wiles announced
a proof of Fermat’s Last Theorem while the 1993 Park City Institute was underway!
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Second type (50 one-parameter families of lines): The lines described parametrically
by
(u, v) 7→ (u,−u, av, bv, cv)
for fixed constants a, b, c satisfying a5 + b5 + c5 = 0, and others whose parameter-
izations are obtained from these by permutations and multiplication by fifth roots
of unity.
So we see that the lines are not always finite in number, even for smooth hypersur-
faces. (One might have suspected such a “universal finiteness for smooth hypersur-
faces” based on experience with cubic surfaces—every smooth cubic surface in CP3
has precisely twenty-seven lines.)
Example 2.3. Lines on the general quintic threefold. However, if we deform from
the Fermat quintic threefold to a general one, it is possible to show that the number
of lines is finite. The generic number of lines can then be computed as follows.
Start from the Grassmannian Gr(CP1,CP4) of lines in CP4. Consider the universal
bundle U whose fiber at a line L is the two-dimensional subspace UL ⊂ C
5 such
that P(UL) = L. We define a bundle B = Sym
5(U∗) whose fibers describe the
quintic forms on the lines L. Then every quintic threefold M determines a section
sM ∈ Γ(B): the equation of M is restricted to L to give a homogeneous quintic
there. Clearly, the lines contained in M are precisely those whose corresponding
points in the Grassmannian are zeros of the section sM .
The Grassmannian Gr(CP1,CP4) has complex dimension six, and the bundle B
has rank six; when things are generic, the section sM will have finitely many zeros,
which can be counted by calculating
#{L | sM (L) = 0} = c6(B) = 2875.
Example 2.2 (bis). Katz [59] has found a way to assign multiplicities to each
of the isolated lines, and one-parameter families of lines, on the Fermat quintic
threefold. His multiplicity assignment for each of the 375 isolated lines is “5,” and
that for each of the 50 one-parameter families is “20.” Thus, the total count is
5 · 375 + 20 · 50 = 2875.
Katz’s methods of assigning multiplicities are not yet completely general,2 but they
do hold out the hope that a “count” of rational curves might be made even in cases
when the actual number of curves is not finite.
Example 2.4. Conics on the general quintic threefold. We can make a similar
calculation for conics on the general quintic threefold. The key observation is
that every conic spans a CP2, so the starting point for describing them is the
Grassmannian Gr(CP2,CP4). We need the bundle over the Grassmannian whose
fiber is the set of conics in the CP2 in question: this is described by P(Sym2(U∗)),
where U is the universal subbundle as before.
The space P(Sym2(U∗)) contains degenerate conics (pairs of lines, and double
lines) as well as smooth conics. However, ifM is sufficiently general, then the actual
locus of conics which lie in M will be finite in number, and contain only smooth
conics.
2See the “Postscript: Recent Developments” section for the current status.
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The vector bundle which will get a section sM for every quinticM is the bundle
B := Sym5(U∗)/(Sym3(U∗) ⊕OP(−1)). This describes the effect of restricting the
quintic equation to the conic: one gets a quintic equation on the CP2, but must
mod out by those quintics which can be written as the product of a cubic (the
Sym3(U∗) factor) and the given conic.
We have dimC P(Sym
2(U∗)) = rankB = 11, so the computation is made by
calculating:
#{C | sM (C) = 0} = c11(B) = 609250.
Example 2.5. Twisted cubics on the general quintic threefold. The problem gets
more difficult for twisted cubics. Again, we can look at the linear span (a CP3) and
begin by considering a Grassmannian Gr(CP3,CP4). But this time we must use a
bundle H → Gr(CP3,CP4) whose fibers are isomorphic to the Hilbert scheme of
twisted cubics in CP3. That scheme contains limits which are quite complicated.
(For example, there is a limit which is a nodal plane curve with an embedded point
at the node which points out of the plane:
see Hartshorne [9], pp. 259–260.) Although the bundle B and the section sM
can be defined and understood at points representing smooth twisted cubics, their
extension to the locus of degenerate cubics is by no means easy.
Ellingsrud and Strømme [40] have, however, carried this out, and they find
that the number of twisted cubics on the general quintic threefold is 317206375.
Clemens [37] has conjectured that the general quintic threefold will have only
a finite number of rational curves of each degree, and that all of them will satisfy
ϕ∗(T
(1,0)
M ) = O(2) ⊕ O(−1) ⊕ O(−1). This has been verified up through degree
nine by Katz [58], Johnsen–Kleiman [56] and Nijsse [80], and the prospects are
good for degrees as high as twenty-four [57]. However, as we have seen, making
the calculation of the number becomes very difficult past degree two. In fact, for
degree greater than three, effective techniques for calculating this number are not
presently known.
We now turn to another example which demonstrates that we cannot always
expect finiteness, even for the generic deformation of a given threefold with trivial
canonical bundle.
Example 2.6. Rational curves on double solids. We let M be the double cover of
CP3, branched along a general surface S of degree eight in CP3; the double cover
map is denoted by π : M → CP3. We let π∗(H) be the pullback of a hyperplane H
from CP3; the degree of a rational curve C will mean π∗(H) · C.
To find “lines” on M , that is, curves L with π∗(H) · L = 1 we consider their
images π(L). Since π∗(H) meets L in a single point P , H meets π(L) in the
single point π(P ). Thus, π(L) must itself be a line. But its inverse image on M
will necessarily have two components: π−1(π(L)) = L + L′. In order to have this
splitting into two components, the line π(L) must be tangent to S at every point of
intersection with S, i.e., it must be four-times tangent to S. Now the Grassmannian
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Gr(CP1,CP3) has dimension four, and it is one condition to be tangent to a surface,
so the dimension of the set of four-tangent lines is nonnegative, and can be expected
to be equal to zero. (In fact, it turns out to equal zero as expected, when S is
general.) The number of such lines in the Grassmannian can be calculated with
the Schubert calculus; it turns out to be 14752. The corresponding count of lines
on M is 29504.
Finding “conics” on M is a different story, as has been observed by Katz and
by Kolla´r. Given a curve C with π∗(H) · L = 2, there are two possibilities for
π(C): it could be a line, or it could be a conic. In the latter case, the conic
π(C) must be eight-times tangent to S. But in the former case, in order to have
an irreducible double cover with a rational normalization, the line π(C) must be
three-times tangent to S. By our previous dimension count, there is at least a
one-parameter family of such lines for any choice of S.
So we won’t always have a finite number of things to “count,” even if we perturb
to a general member of a particular family. And there is an additional difficulty if
we wish to count maps from CP1 to M when multiple covers are allowed, as the
next example shows.
Example 2.7. Multiple covers. Suppose that ϕ : CP1 → M is generically one-to-
one, but that we consider a map ϕ′ := u ◦ ϕ, where u : CP1 → CP1 is a covering of
degree µ. Even if ϕ∗(T
(1,0)
M ) = O(2) ⊕O(−1)⊕O(−1), we will get a bad splitting
of the pullback via the new map:
ϕ′∗(T
(1,0)
M ) = O(2µ)⊕O(−µ)⊕O(−µ).
Furthermore, the dimension of the moduli space can be calculated: the moduli
space of maps u : CP1 → CP1 of degree µ has dimension 2µ+1. So we see that the
dimension of the space of maps will go up and up.
To handle cases such as multiple covers, “virtual” numbers of curves must be
introduced; Katz’s approach to this is to use excess intersection theory [6]. However,
this introduction of “virtual” numbers leads to another complication, as our final
example shows.
Example 2.8. Negative numbers of curves (see [120], section 8). There are cases
in which the “virtual” number of curves is negative. In general, when the parameter
space B for a family of curves is smooth of dimension b, the virtual number of curves
should be the top Chern class of the holomorphic cotangent bundle cb((T
(1,0)
B )
∗). If
M is a complex threefold withKM = 0 which contains CP
2 as a submanifold (which
can arise from resolving a Z/3Z-quotient singularity, for example), then the lines on
CP2 are parameterized by CP2 and have virtual number c2((T
(1,0)
CP2
)∗) = 3, but the
conics on CP2, being parameterized by CP5, have virtual number c5((T
(1,0)
CP5
)∗) =
−6. This negative value actually agrees with the predictions of mirror symmetry
as shown in [120].
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LECTURE 3
Gromov–Witten Invariants
3.1. Counting curves via symplectic geometry
The difficulties we encountered in trying to count rational curves on a Calabi–
Yau threefold can be avoided by enlarging the category we are considering, and
using Gromov’s theory of pseudo-holomorphic spheres in symplectic manifolds [51].
This approach has the advantage that the almost-complex structure can be slightly
perturbed to make the number of such spheres finite, and the finite number so
obtained is independent of the choice of small perturbation.
Let (M,ω) be a compact symplectic manifold of dimension 2n. This means
that M is a compact oriented differentiable manifold of (real) dimension 2n and
ω is a closed real two-form on M which is nondegenerate in the sense that its nth
exterior power ω∧n is nonzero at every point.
An almost complex structure on a manifold M is a map J : TM → TM whose
square is −1. If we complexify the tangent spaces, we get TM,p⊗C = T
(1,0)
M,p ⊕T
(0,1)
M,p ,
the decomposition into +i and −i eigenspaces for J . If these subspaces are closed
under Lie bracket, we say that the almost-complex structure is integrable; in this
case, these subspaces give M the structure of a complex manifold.
If (M,ω) is a symplectic manifold, an almost-complex structure J on M is
said to be ω-tamed if ω(ξ, Jξ) > 0 for all nonzero ξ ∈ TpM . If we have fixed an
(ω-tamed) almost-complex structure J on M , and ϕ is a differentiable map from
S2 to M , we define
∂Jϕ =
1
2
(dϕ+ J dϕJ0),
where J0 is the standard almost-complex structure on S
2.
The main example we have in mind is this: M is a compact Ka¨hler manifold,
ω is the Ka¨hler form, and J is an ω-tamed perturbation of the original complex
structure on M .
Definition 3.1 (McDuff [71]). (M,ω) is semipositive if there is no map ϕ : S2 →
M satisfying ∫
S2
ϕ∗(ω) > 0, and 3− n ≤
∫
S2
ϕ∗(−KM ) < 0,
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where we are writing −KM as in algebraic geometry to indicate the first Chern
class c1(M), which may be represented as a two-form.
Examples. Here are three ways of producing semipositive symplectic manifolds.
1. If KM = 0 (the Calabi–Yau case) then (M,ω) is semipositive for any ω.
2. IfM is a complex projective manifold with |−KM | ample (a “Fano variety”),
then we can take ω = −KM to produce a semipositive (M,ω).
3. If n ≤ 3 then M is automatically semipositive.
Because it is sometimes difficult to check whether a homology class η is rep-
resented as the image of a map ϕ : S2 → M we also introduce a variant of this
property.
Definition 3.2. (M,ω) is strongly semipositive if there is no class η ∈ H2(M,Z)
satisfying
ω · η > 0, and 3− n ≤ (−KM ) · η < 0.
All three of our examples satisfy this stronger property as well.
Fix a homology class η ∈ H2(M,Z). As we saw in example 2.7, there are
technical problems caused by “multiple-covered” maps—maps whose degree onto
the image is greater than one. Let us call a map simple if its degree onto its image is
one. We let Maps∗η(S
2,M) ⊂ Mapsη(S
2,M) denote the subset of simple maps with
fundamental class η. We also let Maps∗η(S
2,M)(p) be the set of simple differentiable
maps S2 → M with fundamental class η whose derivative lies in Lp. Using an
appropriate Sobolev norm, Maps∗η(S
2,M)(p) can be given the structure of a Banach
manifold. We can then regard ∂J as a section of the bundleW → Maps
∗
η(S
2,M)(p)
whose fibers are
Wϕ := H
0
(p)(S
2,A
(0,1)
S2 ⊗ ϕ
∗(T
(1,0)
M )),
where the subscript (p) denotes Lp-cohomology, and A
(0,1)
S2 denotes the sheaf of
(0, 1)-forms on S2 (with respect to the complex structure J0).
The key technical properties we need are summarized in the following two
theorems.
Theorem 3.3 (McDuff [70]). If J is generic, then
M˜∗(η,J) := {ϕ ∈Maps
∗
η(S
2,M)(p) | ∂Jϕ = 0}
is a smooth manifold of dimension
dimR M˜
∗
(η,J) = 2χ(ϕ
∗(T
(1,0)
M )).
(The dimension is calculated using the Atiyah–Singer index theorem, which yields
the same result as the Riemann–Roch theorem did in algebraic geometry.)
(This theorem would have failed if we had allowed multiple-covered maps to be
included.)
The next theorem is due to Gromov [51], based on some techniques of Sacks–
Uhlenbeck [88] and with further improvements by several authors [84, 102, 104].
(We refer the reader to those papers for a more precise statement.)
Theorem 3.4. M˜∗(η,J) can be compactified by using limits of graphs of maps; this
compactification has good properties.
Lecture 3. Gromov–Witten Invariants 21
In the case relevant to string theory in which M is a projective manifold with
KM = 0 of complex dimension three, we find that for generic J , the (real) dimension
of M˜∗(η,J) is six, and the dimension of
M∗(η,J) := M˜
∗
(η,J)/PGL(2,C)
is zero. The spaceM∗(η,J) itself is already compact in this case; the number of points
in that space is our desired invariant. (These points may need to be counted with
multiplicity, or with signs.) This invariant counts the number of rational curves (of
fixed topological type) on M with respect to its original complex structure, if that
number is finite; it can be used as a substitute for that count in the general case.1
To describe the invariants in situations more general than complex three-
folds with trivial canonical bundle, we must introduce the oriented bordism group
Ω∗(M). The elements of Ωk(M) are equivalence classes of pairs (B
k, F ) consisting
of a compact oriented differentiable manifold B of dimension k (but not neces-
sarily connected), together with a differentiable map F : Bk → M . We say that
(Bk, F ) ∼ 0 if there exists an oriented bordism (Ck+1, H): i.e., a differentiable
manifold C of dimension k+1 and a differentiable map H : Ck+1 → M with
∂Ck+1 = Bk and H |Bk = F . We add elements of Ωk(M) by means of disjoint
union: (Bk1 , F1) + (B
k
2 , F2) = (B
k
1 ∪ B
k
2 , F1 ∪ F2); the additive inverse is given by
reversing orientation.
The oriented bordism group Ω∗(M) is a module over the Thom bordism ring Ω
(consisting of oriented manifolds modulo oriented bordisms, with no maps to target
spaces) via
N j · (Bk, F ) = (N j ×Bk, G)
where G(x, y) = F (y).
Theorem 3.5 (Thom [92], Conner–Floyd [2]).
1. Ω∗(M)⊗Q ∼= H∗(M,Q)⊗ Ω.
2. If H∗(M,Z) is torsion-free, then Ω∗(M) ∼= H∗(M,Z)⊗ Ω.
To describe our basic invariants, we choose three classes α1, α2, α3 in Ω∗(M)
represented by elements (Bk11 , F1), (B
k2
2 , F2), (B
k3
3 , F3), and let Zj = Image(Fj).
We call the invariants defined below the Gromov–Witten invariants, since it was
Witten [150] who pointed out how Gromov’s study of M˜∗(η,J) could be used in
principle to describe invariants relevant in topological quantum field theory. The
detailed construction of these invariants was recently carried out by Ruan [86].
There are two cases to consider, with one being more technically challenging than
the other.2
1It has not yet been verified that Katz’s method of assigning multiplicities to positive-
dimensional components in the algebro-geometric context produces the same results as this method
from symplectic geometry. Because of the need to include signs in certain circumstances, this in-
variant can even accommodate the “negative virtual numbers” which occurred in example 2.8.
2To simplify the exposition, we have altered Ruan’s description of the second case, ignored
the necessity of passing to the inhomogeneous ∂ equation (introduced already by Gromov [51]),
and built into our definition the so-called “multiple cover formula” expected from the physics
[118, 110]. (This latter step is now justified thanks to a theorem of Voisin [98]; there is also a
related result of Manin [69].) We are also abusing notation somewhat by using Φη in both cases,
since the second case is actually related to Ruan’s Φ˜η invariant.
22 D. R. Morrison, Mathematical Aspects of Mirror Symmetry
Construction (Ruan). Let η ∈ H2(M,Z), let αj = (Bkj , Fj) be a bordism class,
and let Zj = Image(Fj), for j = 1, 2, 3. Suppose that
∑3
j=1(2n−kj) = 2n−2KM ·η,
where η is the class of the image of ϕ, and suppose that the almost-complex structure
J is generic.
(a) If −KM · η > 0, then
{ϕ ∈ M˜∗(η,J) | ϕ(0) ∈ Z1, ϕ(1) ∈ Z2, ϕ(∞) ∈ Z3}
is a finite set. Let Φη(α1, α2, α3) denote the signed number of points in this
set, with signs assigned according to orientations at the specified points of
intersection.
(b) If −KM ·η = 0, then there exists an integer Φη(α1, α2, α3) which agrees with
#{generically injective ϕ ∈ M˜∗(η,J) | ϕ(0) ∈ Z1, ϕ(1) ∈ Z2, ϕ(∞) ∈ Z3}
(counted with signs) whenever the latter makes sense. (The signs are all
positive if the almost-complex structure is integrable.)
These invariants Φη(α1, α2, α3) depend only on the bordism classes α1, α2, α3, and
do not change under small variation of J .
3.2. Simple properties of Gromov–Witten invariants
In spite of the fact that we needed to pass to bordism to ensure that the Gromov–
Witten invariants are well-defined, their dependence on bordism-related phenomena
is minimal. In fact, Ruan checks that the invariants are trivial with respect to the
Ω-module structure on Ω∗(M), and so it follows from the theorem of Thom and
Conner–Floyd that we get a well-defined Q-valued invariant on rational homology
H∗(M,Q). IfM has no torsion in homology, we even get an integer-valued invariant
on integral homology.
The Gromov–Witten invariants Φη(α1, α2, α3) will vanish if α1 corresponds to
a class of real codimension zero or one. This is easy to see—if there are any elements
in the set
{ϕ ∈ M˜∗(η,J) | ϕ(0) ∈ Z1, ϕ(1) ∈ Z2, ϕ(∞) ∈ Z3}
then the intersection of the image of ϕ with the image Z1 of F1 has real dimension
two or one. By varying the location of ϕ(0), we will produce a two- or one-parameter
family of maps. This contradicts the set being finite; thus, the set must be empty
and the invariant vanishes.
Note what happens to the Gromov–Witten invariants in the case of interest
to string theory (dimC M = 3, KM = 0): the only relevant invariants are those
with k1 = k2 = k3 = 4. (This is because kj ≤ 4 to get a nonzero invariant, so
that 6 =
∑
(6 − kj) ≥
∑3
j=1 2 = 6, which implies that each kj is 4.) The possible
location of 0 under a generically injective map is easy to spot: the image curve
ϕ(S2) is some rational curve on M , and meets the four-manifold Z1 in precisely
#(Z1 ∩ η) = α1 · η points; we can choose any of these for the image of 0. Similar
remarks about the images of 1 and ∞ lead to the calculation:
Φη(Z1, Z2, Z3) = (α1 · η)(α1 · η)(α1 · η)#(M
∗
(η,J)).
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3.3. The A-model correlation functions
Although we have defined the Gromov–Witten invariants for oriented bordism
classes, we will now use them in cohomology instead. As previously remarked,
thanks to the triviality of the invariants under the Ω-module structure, if we tensor
with Q we can move the invariants to homology (and then by Poincare´ duality,
to cohomology). This is at the expense of possibly allowing them to become Q-
valued on integral classes. One hopes that they will remain integer valued on integer
classes, but this has not yet been established. Therefore, we will give a presentation
using Q-coefficients, but the reader should bear in mind that most of the formulas
are expected to be valid with integer coefficients if one uses integer cohomology
classes.
In brief, the bordism class of α = (Bk, F ) gives rise to a homology class [Z] ∈
Hk(M,Z) (using the image Z of F to represent the class), and by duality to a
cohomology class ζ = [Z]∨ ∈ H2n−k(M,Q). (Our retreat to Q-coefficients will
be in part because we do not know that every integer cohomology class can be so
represented.) We extend the definition of Gromov–Witten invariants to cohomology
by defining
Φη(ζ1, ζ2, ζ3) := Φη(α1, α2, α3)
when αj = (B
kj
j , Fj) and ζj = [Image(Fj)]
∨; then extend by linearity to all of
H∗(M,Q).
Our “A-model correlation functions” are then built from the Gromov–Witten
invariants, following a calculation from the physics literature [145, 126, 118,
110]. There is a certain danger in using the outcome of a physics calculation
as a definition—later, the physicists may become interested in a slightly different
problem, whose outcome is radically different from the original one, and we math-
ematicians will find that our definitions are inadequate.
Nevertheless, we will go ahead and define the A-model correlation functions.
These are trilinear functions on the cohomology H∗(M,Q) defined by:
〈ζ1 ζ2 ζ3〉 := (ζ1 ∪ ζ2 ∪ ζ3)|[M ] +
∑
η∈H2(M,Z),
−KM ·η>0
Φη(ζ1, ζ2, ζ3) q
η
+
∑
06=η∈H2(M,Z),
−KM ·η=0
Φη(ζ1, ζ2, ζ3)
∞∑
m=1
qmη
(3.6)
It is sometimes convenient to formally sum the geometric series in the final term,
and write qη/(1− qη) in place of
∑∞
m=1 q
mη, in which case eq. (3.6) becomes
〈ζ1 ζ2 ζ3〉 := (ζ1 ∪ ζ2 ∪ ζ3)|[M ] +
∑
η∈H2(M,Z),
−KM ·η>0
Φη(ζ1, ζ2, ζ3) q
η
+
∑
06=η∈H2(M,Z),
−KM ·η=0
Φη(ζ1, ζ2, ζ3)
qη
1− qη
(3.7)
The terms with KM ·η = 0 have been separated out because they are where the
multiple-covered maps cause the greatest difficulty. Heuristically, the coefficients in
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these functions (as we have defined them) are expected to count the simple maps
only.
The symbol qη which appears in these formulas has not yet been defined. In
fact, there are two natural interpretations of eq. (3.6), one algebraic and one geo-
metric, and we consider them in turn in the next two lectures.
LECTURE 4
The Quantum Cohomology Ring
4.1. Coefficient rings
There are several possible ways to interpret the “A-model correlation functions”
defined by eq. (3.6). In this lecture, we will focus on the algebraic interpretation,
in which the symbol qη can be regarded as an element of a group ring or semigroup
ring.1 Recall that for any commutative semigroup S and any commutative ring R,
the semigroup ring of S with coefficients in R is the ring
R[q;S] :=
∑
η∈S
aηq
η | aη ∈ R and {η | aη 6= 0} is finite
 .
The symbol q serves as a placeholder, translating the semigroup operation (usually
written additively) into a multiplicative structure on a set of monomials. If S is a
group, this coincides with the usual “group ring” construction.
In the case of a Fano variety, the sum in eq. (3.6) defining the A-model cor-
relation function is finite, and we can regard it as taking values in the rational
group ring2 Q[q;H2(M,Z)]. To be more concrete, if we assume for simplicity that
H2(M,Z) has no torsion, and choose a basis e1, . . . ,er of H2(M,Z), then writing
η =
∑
ajej we may associate to η the rational monomial q
η ∈ Q(q1, . . . , qr) defined
by
log qη =
∑
aj log qj .
(One can also write this multiplicatively:
qη =
∏
(qj)
(aj)
but then great care is required in distinguishing exponents from superscripts.)
If we choose our basis so that the coefficients aj are nonnegative for all classes
η which have nonvanishing Gromov–Witten invariants Φη(ζ1, ζ2, ζ3) for some ζ1, ζ2,
1I am grateful to A. Givental for pointing out the relevance of group rings.
2If we knew that the Gromov–Witten invariants were integers, we could use the integral
group ring Z[q;H2(M,Z)]. But when we passed from bordism to cohomology we lost control of
the integer structure.
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ζ3, then each q
η occurring in eq. (3.6) is a regular monomial, i.e., qη belongs to the
polynomial ring Q[q1, . . . , qr], and we can calculate eq. (3.6) in that ring.
In the Calabi–Yau case in which KM = 0, the sum in eq. (3.6) is not finite
and we must work harder. The simplest interpretation would be to simply allow
infinite sums
∑
aηq
η as formal expressions. However, in order to construct quantum
cohomology (which we shall do in the next section) we need the values of the
correlation function to lie in a ring. In the definition of semigroup rings one restricts
to finite sums in order to ensure that the partial sums which occur in the expansion
of a product will be finite. That finiteness can still be guaranteed for products of
infinite sums if the semigroup satisfies a special property, given below.
We say that a semigroup S has the finite partition property if for every η ∈ S
there are only finitely many pairs (η1, η2) ∈ S × S such that η = η1 + η2. For such
semigroups, any expression of the form∑
(η1,η2) s.t.
η1+η2=η
aη1aη2
(for fixed η) will be finite. Thus, infinite sums can be multiplied. So if S is a
semigroup with the finite partition property, we define the formal semigroup ring
of S with coefficients in R to be
R[[q;S]] := {
∑
η∈S
aηq
η},
with the product defined by
(
∑
η1∈S
aη1q
η1) · (
∑
η2∈S
aη2q
η2) =
∑
η∈S
(
∑
(η1,η2) s.t.
η1+η2=η
aη1aη2)q
η.
The semigroup H2(M,Z) of interest to us is actually a group with a nontrivial
free abelian part, and so does not satisfy the finite partition property. However,
in eq. (3.6) we are only required to sum over classes which can be realized by
pseudo-holomorphic curves—these generate a smaller semigroup. If we are using
an integrable almost-complex structure J on M for which M is a Ka¨hler manifold,
this smaller semigroup is the integral Mori semigroup defined (in the case h2,0 = 0,
for simplicity) as
NE(M,Z) := {η ∈ H2(M,Z) | (ω, η) ≥ 0 ∀ ω ∈ KJ},
whereKJ is the Ka¨hler cone andKJ is its closure. The Mori semigroup has the finite
partition property (the free part lies in a strongly convex cone, and the torsion part
is finite), so we can form the formal semigroup ring R[[q; NE(M,Z)]]. Presumably,
by using the symplectic version of the Ka¨hler cone, we would find a similar property
for the analogous semigroup in the almost-complex case and could form a similar
ring in that case.
There is an important variant which we will have occasion to consider. Let
AutJ (M) be the image in AutH2(M,Z) of the group of diffeomorphisms of M
compatible with the almost-complex structure J . This group acts on the pseudo-
holomorphic curves and so permutes the Gromov–Witten invariants. The values
of the A-model correlation function are preserved by the group action, and can be
regarded as lying in the ring of invariants
R[[q; NE(M,Z)]]AutJ (M).
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As in the Fano variety case, if we choose an appropriate basis (and assume
H2(M,Z) is torsion-free) then we can regard the correlation function defined in
eq. (3.6) as taking values in a formal power series ringQ[[q1, . . . , qr]]. Note that if we
set all qj ’s to 0, we simply recover the topological trilinear function (ζ1∪ζ2∪ζ3)|[M ].
But although the formal series in eq. (3.6) is expected by the physicists to converge
near qj = 0, no convergence properties of the series (as we have defined it) are
known at present.
There is an alternative to using the semigroup rings: we could instead use the
Novikov rings [82] which have played a roˆle elsewhere in symplectic geometry [55].
For each Ka¨hler class ω, the Novikov ring Λω consists of all formal power series∑
η∈H2(M,Z)
aηq
η
such that the set
{η | aη 6= 0 and (ω, η) < c}
is finite for all c ∈ R. (If it is necessary to specify the ring R in which the coefficients
aη take their values, the notation Λ(ω,R) is used.) The product of two elements of
Λω is well-defined, and also belongs to Λω. In the case H2(M,Z) = Z
r, Λω is the
ring of generalized Laurent series
{
∑
a~kq
~k | there are only finitely many terms with ω · ~k < c for any c ∈ R}.
4.2. A new algebra structure
The correlation functions defined in the previous lecture can be used to describe a
new algebra structure on the cohomology of M , in the following way. Let R be an
integral domain (usually we use R = Z or R = Q), and choose a coefficient ring R
from among
1. the group ring R[q;H2(M,Z)] (in the case of a Fano variety),
2. the formal semigroup ring with coefficients in R for the Mori semigroup
R[[q; NE(M,Z)]] (when this is well-defined, such as in the case of a Ka¨hler
manifold),
3. the subring R[[q; NE(M,Z)]]AutJ (M) of AutJ(M)-invariants, or
4. one of the Novikov rings Λ(ω,R).
We introduce a binary operation ζ1 ⋆ ζ2 on H
∗(M,R) defined by the requirement
((ζ1 ⋆ ζ2) ∪ ζ3)|[M ] = 〈ζ1 ζ2 ζ3〉.
(This is well-defined since the cup product is a perfect pairing.) The class 1l :=
[M ]∨ ∈ H0(M) which is dual to the fundamental class [M ] ∈ H2n(M) has the
property that the Gromov–Witten invariants Φη(1l, ζ2, ζ3) all vanish, hence
〈1l ζ1 ζ2〉 = (ζ2 ∪ ζ3)|[M ];
it follows that 1l serves as the identity element for the binary operation ⋆.
This interpretation of the correlation function as a binary operation also comes
from physics [141, 151]. Let us return to the picture we had of the “pair of pants”
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surface
*
ζ
ζ
1
ζ
1
ζ
2
2
as describing a possible evolution between an initial state with two “incoming”
vertex operators ζ1, ζ2 on the left and a final state with one “outgoing” vertex
operator ζ1 ⋆ ζ2 on the right.
This point of view leads to the remarkable expectation that the binary operation
should be associative! A heuristic argument for this runs as follows: the product
(ζ1 ⋆ ζ2) ⋆ ζ3 is evaluated by means of the surface
* *( )ζ
ζ
1
ζ
*ζ1 ζ
ζ
1
ζ ζ
2
3
2
2 3
(with an outgoing vertex operator of one piece attached to an incoming vertex
operator of the other) while the product ζ1 ⋆ (ζ2 ⋆ ζ3) is evaluated by means of the
surface
*
ζ
1
ζ
ζ *ζ ζ
ζ
1 *
( )ζ ζ
2
3 2 3
2 3
which is a deformation of the first one. So long as the values of the resulting
quadrilinear function do not depend on the location of the four points in CP1
used in defining it, these two products will agree. In fact, as we pointed out in
the introduction, the correlation functions we are studying are expected from the
physics to be precisely of this “topological” nature which makes them independent
of the location of the points [150].
This associativity property of the binary operation ⋆ can be rewritten as a set of
relations which must be satisfied among the Gromov–Witten invariants themselves.
This turns out to be a very deep property, which had not been proved at the time
these lectures were delivered (although proofs were given not too long thereafter
[87, 67, 12]). We have formulated the Gromov–Witten invariants and the binary
operation at this level of generality primarily because this associativity property
is such an interesting one. However, as we will see in more detail below, for the
case of primary interest in mirror symmetry—that of Calabi–Yau threefolds—the
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associativity is automatic, and there is nothing to prove. (Associativity does say
something interesting for Calabi–Yau manifolds of higher dimension.)
The R-module H∗(M,R) equipped with the binary operation ⋆ is called the
quantum cohomology ring of M , or the quantum cohomology algebra when we wish
to emphasize the R-module structure.
We can give a more geometric description of the new binary operation, by
turning each Gromov–Witten invariant itself into a kind of binary operation. Here
is a heuristic description of what this construction should look like.
We want a cohomology class Qη(ζ1, ζ2) with the property that
(Qη(ζ1, ζ2) ∪ ζ3)|[M ] = Φη(ζ1, ζ2, ζ3).
Consider the set of pseudo-holomorphic curves which satisfy the conditions imposed
by ζ1 and ζ2 only:
Mη(ζ1, ζ2) := {ϕ ∈ M˜
∗
(η,J) | ϕ(0) ∈ Z1, ϕ(1) ∈ Z2},
where ζj = [Zj ]
∨. To count the maps contributing to Φη(ζ1, ζ2, ζ3), we must look
for all maps in Mη(ζ1, ζ2) which also send ∞ into Z3. What subset of M has
the property that its intersection with Z3 is in one-to-one correspondence with
such maps? It is the subset consisting of all possible points ϕ(∞) which might be
mapping to Z3. In other words, we can write Qη(ζ1, ζ2) = [Tη(Z1, Z2)]
∨, where
Tη(Z1, Z2) is the cycle defined by
Tη(Z1, Z2) := {P ∈M | P = ϕ(∞) for some ϕ ∈ Mη(ζ1, ζ2)}
=
⋃
ϕ∈Mη(ζ1,ζ2)
Image(ϕ).
Then Tη(Z1, Z2) ∩Z3 will correspond to the maps counted by Φη(ζ1, ζ2, ζ3), where
ζ3 = [Z3]
∨. Note that for this heuristic description to work, we need the set
Tη(Z1, Z2) to be of the expected dimension. A better formal definition of Qη(ζ1, ζ2)
would be the pushforward under evaluation at ∞ of the pullback of Mη(ζ1, ζ2) to
the universal family of maps.
Expressed in these terms, then, the binary operation can be written:
ζ1 ⋆ ζ2 := ζ1 ∪ ζ2 +
∑
η∈H2(M,Z),
−KM ·η>0
qη Qη(ζ1, ζ2)
+
∑
06=η∈H2(M,Z),
−KM ·η=0
qη
1− qη
Qη(ζ1, ζ2)
(4.1)
Recall that the Gromov–Witten invariant Φη(ζ1, ζ2, ζ3) with ζj ∈ Hℓj (M,Q) is
zero unless
ℓ1 + ℓ2 + ℓ3 = 2n+ 2(−KM · η), and ℓj ≥ 2.
It follows that if the cycle Qη(ζ1, ζ2) is nonzero, we have
Qη(ζ1, ζ2) ∈ H
2n−ℓ3(M,Q) = Hℓ1+ℓ2−2(−KM ·η)(M,Q).
Thus, if KM = 0, then the binary operation ⋆ preserves the grading on cohomology,
while if −KM · η > 0 the grading is shifted down by 2(−KM · η). But note that in
any case, the Z/2Z-grading on cohomology is preserved.
Note also that ℓj ≤ 2n implies ℓ1 + ℓ2 + ℓ3 ≤ 6n and hence −KM · η ≤ 2n.
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Exercise. Show that the semipositivity condition 3 − n < −KM · η implies that
the grading cannot shift up, it can only shift down.
Example 4.2. (cf. [138, 149]) We now compute an example of the quantum coho-
mology ring. Let M = CPn (with ω induced from the Fubini–Study metric, which
will ensure semipositivity). The formal semigroup ring in this case can be written
as R = Q[[q]] (or we could use R = Q[q] since we know the sums are finite, this
being a Fano variety).
If C is any complex curve on M , then −KM · C = d(n + 1), where d is the
degree of the curve. Since −KM · C ≤ 2n, we must have d = 1. So only lines (and
constant maps) will contribute to our correlation function.
Now the predicted real dimension of the space of maps CP1 →M whose image
L has degree one is
2n+ 2(−KM · L) = 2n+ 2(n+ 1) = 4n+ 2
while the actual dimension is
dimR PGL(2,C) + dimR Gr(CP
1,CPn) = 6 + 2 · 2(n− 1) = 4n+ 2
so we should be able to use the given complex structure to compute the invariants.
The Gromov–Witten invariants are evaluated as follows. A basis for H∗(M,Q)
is given by the classes ζk ∈ H2k(M,Q) where ζ is the class of a hyperplane. We
choose k1, k2, k3, satisfying
2k1 + 2k2 + 2k3 = 4n+ 2
and find that there is a unique line in CPm meeting three fixed linear spaces of
codimensions k1, k2 and k3. And there is a unique map sending 0, 1, ∞ to the
intersection points with the three linear spaces. Thus,
ΦL(ζ
k1 , ζk2 , ζk3 ) = 1.
Expressed in terms of the binary operation, we find that
ζk1 ⋆ ζk2 =
{
ζk1+k2 if k1 + k2 ≤ n
ζk1+k2−n−1 q if k1 + k2 ≥ n+ 1
.
It follows that the quantum cohomology ring can be described as:
R[ζ]/(ζ⋆(n+1) − q).
Example 4.3. If we consider the case relevant to string theory (dimC(M) = 3,
KM = 0), we find that the only products which differ from the cup product are
products ζ1 ⋆ ζ2, with ζ1, ζ2 ∈ H2(M), and these are given by
ζ1 ⋆ ζ2 := ζ1 ∪ ζ2 +
∑
06=η∈H2(M,Z)
(
ζ1(η) · ζ2(η) ·#(M
∗
(η,J))
) qη
1− qη
η
Here, #(M∗(η,J)) denotes the number of curves in class η (counted with appropriate
multiplicity).
Remark. Note that the associativity of the binary operation ⋆ is automatically
satisfied by threefolds with trivial canonical bundle, since only one of the products
being associated can be different from the cup product.
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Example 4.4. Let λ ∈ H2(M) be represented by L, a submanifold of real codi-
mension two. If we define
Mη(ζ) := {ϕ ∈ M˜
∗
(η,J) | ϕ(1) ∈ ζ},
and
Γη(ζ) := [{P ∈M | P = ϕ(∞) for some ϕ ∈Mη(ζ)}]
∨,
then we can expect that
Qη(λ, ζ) = λ(η) · Γη(ζ).
This is because the image of each ϕ should meet L in precisely λ(η) points, any of
which may be chosen as ϕ(0).
The binary operation can then be written:
λ ⋆ ζ := λ ∪ ζ +
∑
η∈H2(M,Z),
−KM ·η>0
λ(η) qη Γη(ζ)
+
∑
06=η∈H2(M,Z),
−KM ·η=0
λ(η)
qη
1− qη
Γη(ζ)
We regard Γη as a map on cohomology, and call it the Gromov–Witten map.
4.3. Algebraic properties of the correlation functions
Let K be the field of fractions of our coefficient ring R; tensoring the quantum
cohomology ring with K makes it into a K-algebra. This quantum cohomology
algebra carries some additional structure which makes it into what is known as
a Frobenius algebra.3 By definition this is a K-algebra A with a multiplicative
identity element 1l, such that there exists a linear functional ε : A → K for which
the induced bilinear pairing (x, y) 7→ ε(x ⋆ y) is nondegenerate. There does not
seem to be a standard name for such a functional; we call it an expectation function
(cf. [143]). If an expectation function exists at all, then most linear functionals on
A can serve as expectation functions. If A is Z-graded, we call ε a graded expectation
function when ker(ε) is a graded subalgebra of A (and we call A a graded Frobenius
algebra when such a function exists). There is much less freedom to choose graded
expectation functions.
The cohomology of a compact manifoldM has the structure of a graded Frobe-
nius algebra, with multiplication given by cup product, 1l given by the standard
generator of H0(M), and a graded expectation function given by “evaluation on
the fundamental class.” The quantum cohomology algebra is a deformation of this
algebra, with the expectation function given by
ε(ζ) = 〈ζ 1l 1l〉,
which again can be interpreted as evaluation on the fundamental class. The induced
bilinear pairing
(ζ1, ζ1) 7→ ε(ζ1 ⋆ ζ2) = 〈ζ1 ζ2 1l〉
3We follow standard mathematical usage [4, 11] and do not require a Frobenius algebra to
be commutative; our definition therefore differs slightly from that in [129]. However, we will
primarily be interested in the even part Hev(M) of the cohomology of M , on which the quantum
product will in fact be commutative.
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coincides with the usual cup product pairing. Note that the correlation function is
also determined by ε and ⋆, via
〈ζ1 ζ2 ζ3〉 = ε(ζ1 ⋆ ζ2 ⋆ ζ3).
That is, rather than specifying the correlation function first and using it to deter-
mine the quantum product, we can simply work with the quantum product and the
expectation function.
For most symplectic manifolds, the Frobenius algebra structure on quantum
cohomology is not graded; however, in the Calabi–Yau case we get the structure of
a graded Frobenius algebra.
Generally, given any associative K-algebra A with multiplicative identity, and
any linear functional ϕ on A, the kernel of the bilinear form (x, y) 7→ ϕ(x ∗ y) is
an ideal Jϕ, and the quotient ring A/Jϕ is a Frobenius algebra with expectation
function induced by ϕ. If A is itself a Frobenius algebra with an expectation
function ε, then by a theorem of Nakayama [79] (see [11] for a modern discussion),
ϕ takes the form ϕ(x) = ε(α ∗ x) for some fixed element α ∈ A, and Jϕ coincides
with the annihilator of α.
Although the correlation functions determine the ring structure, the opposite
does not hold in general—there can be many expectation functions on a given
algebra. However, if A is a graded Frobenius algebra of finite length as a K-
module and all elements of A have nonnegative degree, then the graded expectation
functions on A are in one-to-one correspondence with degree 0 elements of A which
are not zero-divisors. (This is because they must all be of the form ϕ(x) = ε(α ∗ x)
for some α which is not a zero-divisor, but every element of degree > 0 must
be a zero-divisor.) In particular, in the case of the quantum cohomology algebra
of a Calabi–Yau manifold M (equipped with a symplectic structure), we have a
graded Frobenius algebra of finite length in which the degree 0 elements are just
the one-dimensional vector space H0(M). This means that the graded expectation
function is unique up to multiplication by an element of K, and that the ring
structure determines the correlation functions up to this overall factor. (It is not
hard to see in the Calabi–Yau case that the graded expectation function is nonzero
precisely on the top degree piece H2n(M), where n = dimC M , and that H
2n(M)
must also be one-dimensional.) We will see this structure again when we study the
B-model correlation functions in lecture six.
LECTURE 5
Moduli Spaces of σ-Models
5.1. Calabi–Yau manifolds and nonlinear σ-models
In this lecture, we wish to give a more geometric interpretation to the A-model cor-
relation functions as defined by eq. (3.6). This geometric interpretation is motivated
in part by a study of the moduli spaces of the conformal field theories associated
to Calabi–Yau manifolds, so we begin with a description of those moduli spaces.
Let M be a Ka¨hler manifold with KM = 0. Underlying M is a differentiable
manifold X of real dimension 2n. We can regard M as consisting of X together
with a chosen integrable almost-complex structure J and a Ka¨hler metric gij , such
that KM = 0. (The complex manifold specified by J will then be denoted XJ .) If ω
denotes the Ka¨hler form of the metric, then by a theorem of Calabi [33] there is at
most one Ricci-flat metric whose Ka¨hler form is cohomologous to ω; by a theorem
of Yau [103] such a Ricci-flat metric always exists. The global holonomy of such a
metric is necessarily contained in SU(n). (The metric being Ka¨hler implies that its
holonomy is contained in U(n) ⊂ SO(2n); the Ricci-flatness further restricts the
holonomy to SU(n), and also implies that the canonical bundle is trivial. See [25]
for an account of these holonomy conditions.)
We use the term Calabi–Yau manifold to mean a compact connected orientable
manifold X of dimension 2n which admits Riemannian metrics whose (global) ho-
lonomy is contained in SU(n). You should be aware that there are some places in
the literature (including papers of mine [73]) where “Calabi–Yau manifold” is used
in the more restrictive sense of a Riemannian manifold with holonomy precisely
SU(n). These alternate definitions will often also insist that a complex structure
has been chosen on X .
Given a Calabi–Yau manifold X (in our sense) and a metric on it whose ho-
lonomy lies in SU(n), there always exist complex structures on X for which the
given metric is Ka¨hler. If h2,0 = 0, then there are only a finite number of such
complex structures. (If the universal cover is a written as a product of indecom-
posable pieces, one may apply conjugation on the various factors to obtain other
complex structures.) When h2,0 > 0, however, the complex structures depend on
parameters. There are some very interesting cases with h2,0 > 0, including the
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famous K3 surfaces, but lack of time in these lectures forces us to assume—with
regret—that h2,0 = 0 henceforth.
The physical model discussed in lecture one which considers maps from surfaces
to a six-dimensional target space is a special case of a class of physical theories called
“nonlinear σ-models.” One regards these as quantum field theories on the surfaces
themselves, with various vertex operators and correlation functions derived from
the space of maps from the surface to the target. The target should be a fixed
Riemannian manifold, usually assumed to be compact.
When the Riemannian metric on the target is (a particular perturbation of)
one which has holonomy in SU(n), the resulting “nonlinear σ-model” is believed
to be invariant under conformal transformations of the surface. It thus is a type
of “conformal field theory”—an even broader class of physical models which have
a rich literature devoted to their study (see [130] for an introduction and further
references). Conformal field theories typically depend on finitely many parameters,
and in the case of a nonlinear σ-model those parameters have a direct geometric
interpretation. In the Lagrangian formulation of the theory, one must specify the
metric gij on the target X together with an auxiliary harmonic two-form B on X
called the “B-field.” (To simplify matters, we take our metrics to have holonomy
in SU(n), even though the true metrics of interest in physics will be perturbations
of those; we also assume that H2(X,Z) has no torsion.
1) The data consisting of the
pair (gij , B) accounts for all local parameters in the conformal field theory moduli
space, so we get at least a good local description of moduli if we specify such a pair.
More details about these moduli spaces can be found in [75].
Two pairs (gij , B) and (g
′
ij , B
′) will determine isomorphic conformal field the-
ories if there is a diffeomorphism ϕ : X → X such that ϕ∗(g′ij) = gij , and
ϕ∗(B′) − B ∈ H2DR(X,Z). (We use the notation H
k
DR(X,Z) to denote the im-
age of integral cohomology in de Rham cohomology.) This second condition arises
because the appearance of B in the Lagrangian is always in the form
∫
Σ
B, and the
Lagrangian is exponentiated (with an appropriate factor of 2πi) in every physically
observable quantity.
We call the set of all isomorphism classes of such pairs the semiclassical non-
linear σ-model moduli space, or simply the σ-model moduli space (for short). This
may differ from the actual conformal field theory moduli space for three reasons.
1. It may happen that the physical theory does not exist for all values of gij
and B. Most of the study of these theories uses perturbative methods, valid
near a limit of “large volume” of the metric, but it may be that the theory
breaks down when the volume (either of X , or of images of holomorphic
maps into X) becomes too small.
2. On the other hand, there may be a sort of analytic continuation of the theory
beyond the region where the σ-model description is valid. (This was shown
to occur in [106, 153].) It was only claimed above that the specification of
(gij , B) gave good local parameters for the moduli.
3. Furthermore, there could be subtle isomorphisms between conformal field
theories which do not show up in the σ-model interpretation. This is known
to happen in the K3 surface case [113], for example (which we have no time
1The correct description of the moduli space will be slightly different if torsion is included—
see section 5.3 below.
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to discuss here)—mirror symmetry provides a new identification of conformal
field theories.
We will ignore these phenomena for the present, and concentrate on the “σ-model
moduli space” which parameterizes pairs (gij , B) modulo equivalence.
To study this moduli space using the tools of algebraic geometry, we must
choose a complex structure on X . In fact, if we consider the set of triples (gij , B, J)
modulo equivalence, with J being an integrable almost-complex structure for which
the metric gij is a Ricci-flat Ka¨hler metric, then the map from the set of equivalence
classes of triples to that of pairs is a finite map. (It is a map of degree two if the
holonomy is precisely SU(n).)
On the other hand, we can map the set of triples (gij , B, J) to the moduli space
Mcx of complex structures on X . That moduli space is quite well-behaved, both
locally and globally. The local structure is given by the theorem of Bogomolov–
Tian–Todorov [29, 93, 95], which says that all first-order deformations are unob-
structed. (I recommend Bob Friedman’s paper [43] for a very readable account
of this theorem.) Thus, the moduli space Mcx will be smooth, and the tangent
space at [J ] can be canonically identified with H1(T
(1,0)
XJ
). Globally, Mcx is known
to be a quasi-projective variety (if one specifies a “polarization”) by a theorem of
Viehweg [96]. We will study the moduli spaceMcx in more detail (using variations
of Hodge structure) in the next section.
The fibers of the map
{(gij , B, J)}/∼ → Mcx(5.1)
(from the set of equivalence classes of triples to the moduli space) are spaces of the
form D/Γ, with
D = H2(X,R) + iKJ
Γ = H2DR(X,Z)⋊AutJ (X).
One hopes that the map (5.1) is some kind of fiber bundle (at least generically); this
would require that both the family of Ka¨hler cones and the family of automorphism
groups are generically locally constant. This has been shown for the Ka¨hler cones
in the case of complex dimension three by Wilson [99].
The tangent spaces to the fibers of the map (5.1) can be canonically identified
with H1((T
(1,0)
XJ
)∗). Mirror symmetry predicts that X should have a mirror partner
Y , such that the moduli spaces of conformal field theories on X and Y should be
isomorphic, but with a reversal of roˆles of H1(T
(1,0)
XJ
) and H1((T
(1,0)
XJ
)∗). That is,
under the isomorphism between the conformal field theory moduli spaces, the part
of the tangent space corresponding to H1((T
(1,0)
XJ
)∗) on X should map to the part
corresponding to H1(T
(1,0)
YJ′
) on Y , and vice versa.
In particular, the roˆles of base and fiber in (5.1) should be reversed. This is
at first sight a rather peculiar statement, since the base and the fiber do not look
much alike: the baseMcx is a quasi-projective variety, whereas the fiber D/Γ looks
much more like a Zariski open subset of a bounded domain—a typical model for
the space is (∆∗)r, where ∆∗ is the punctured disk.
This is in fact one of the indicators that the conformal field theory moduli space
must be analytically continued beyond the realm of σ-models, as suggested in point
2 above. We will see further evidence of this at the end of lecture seven.
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5.2. Geometric interpretation of the A-model correlation functions
We turn now to a geometric interpretation of the A-model correlation functions,
which in the case of Calabi–Yau manifolds will turn out to be closely related to the
spaces D/Γ described above.
In the previous lecture, the symbols qη were treated purely formally, which
allowed us to discuss some algebraic aspects of quantum cohomology. Now, however,
we would like to make the new product more geometric by giving specific values
to the qη’s, thereby making the quantum cohomology ring into a deformation of
the usual cohomology ring. Turning algebraic parameters into geometric data is a
familiar task for algebraic geometers; however here, we only have formal parameters.
We will describe a natural parameter space as a formal completion of a certain
geometric space—if some day someone proves that the series (3.6) and (4.1) are
convergent power series, then the true parameter space will be a neighborhood (in
the classical topology) of the completion point within the geometric space which
we will construct.
Let R = Q[[q; NE(XJ ,Z)]] be the formal semigroup ring of the integral Mori
semigroup. If NE(XJ ,Z) is finitely generated, then we can take as the geometric
space SpecC[q; NE(XJ ,Z)] (the spectrum of the semigroup ring), and as its com-
pletion the formal scheme SpfRC, where RC denotes R⊗QC and Spf is the formal
spectrum. More generally, if the ring of AutJ(X)-invariants RAutJ (X) is the formal
completion of a ring of finite type over Q, we take our completed parameter space
to be Spf(R
AutJ (X)
C ).
In the finitely generated case, this geometric space SpecC[q; NE(XJ ,Z)] is in a
natural way an affine toric variety, and as such admits a rather concrete description:
the geometric points are in one-to-one correspondence with the set of semigroup
homomorphisms Homsg(NE(XJ ,Z),C), where C is given the structure of a mul-
tiplicative semigroup. Any geometric point ξ in the parameter space—regarded
as a semigroup homomorphism—specifies compatible values ξ(qη) for the symbols
qη. An important open problem is to decide for which ξ the series expressions
(3.6) for the correlation functions converge. If convergent, the correlation functions
would become actual C-valued functions on a parameter space (as expected by the
physicists), which would be an open subset of SpecC[q; NE(XJ ,Z)] in the classical
topology.
To make this even more concrete, consider the case in which the Mori semigroup
is freely generated by elements e1, . . . , er which also serve as a basis of the lattice
H2(X,Z). In this case, we can define qj := q
ej , and write the ring R as a formal
power series ring R = Q[[q1, . . . , qr]]. The geometric space SpecC[q1, . . . , qr] can
then be identified as Cr with coordinates q1, . . . qr. One natural candidate for the
open set on which the correlation functions might converge is
{(q1, . . . , qr) ∈ C
r | 0 ≤ |qj | < 1}.
More generally, still assuming that H2(X,Z) is torsion-free, suppose we choose
a basis e1, . . . , er whose span as a semigroup contains NE(XJ ,Z). Then the
corresponding formal power series ring Q[[q1, . . . , qr]] contains our coefficient ring
R. If we let σ denote the open real cone generated by the dual basis e1, . . . , er,
then that formal power series ring can be more canonically described as the formal
semigroup ring Rσ := Q[[q; σˇ ∩H2(X,Z)]]. The same cone σ can be used to give a
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canonical description of the open set specified by 0 < |qj | < 1 in the form
(H2(X,R) + iσ)/H2(X,Z).
(To see this, write a general element of H2(X,C) modulo H2(X,Z) in the form
1
2πi
∑
(log qj)e
j ,
and note that the condition 0 < |qj | < 1 is equivalent to Im(
1
2πi log qj) > 0.) The
Mori semigroup NE(XJ ,Z) will be contained in the semigroup spanned by {ej}
precisely when the cone σ is contained in the Ka¨hler cone of XJ .
We will treat such a choice of cone σ as specifying a coordinate chart on the
geometric space we are trying to construct. For any such cone, we define
Dσ = H
2(X,R) + i σ ⊂ H2(X,C)
In terms of local coordinates, as pointed out above we have
Dσ/H
2(X,Z) = {(q1, . . . , qr) | 0 < |qj | < 1}.
The open subset of our desired geometric space will be a partial compactification
of this, defined by
(Dσ/H
2(X,Z))− = {(q1, . . . , qr) | 0 ≤ |qj | < 1}.
We call the origin 0 ∈ (Dσ/H
2(X,Z))− the distinguished limit point in this space.
It is hoped that the expressions for the A-model correlation functions, or for the
binary operation ζ1 ⋆ ζ2, will converge in a neighborhood of the distinguished limit
point 0 in (Dσ/H2(X,Z))−. The different possible choices of σ will correspond to
operations—such as blowing up the boundary—which change the compactification
without changing the underlying space.
Intrinsically, we can describe Rσ ⊗C as the formal completion of the local ring
of (Dσ/H2(X,Z))− at its distinguished limit point 0.
The geometric space which is emerging from this discussion is very closely
related to the space D/Γ which formed part of the nonlinear σ-model moduli space
in the case of a Calabi–Yau manifold with h2,0 = 0. In fact, if KJ is the Ka¨hler cone
of such a Calabi–Yau manifold which can be partitioned into cones σα which are
spanned by various bases ofH2(X,Z), then D/H2(X,Z) is the interior of the closure
of the union of the sets Dσα/H
2(X,Z). Ideally, one could make such a partition in
an AutJ(X)-equivariant way. This would be guaranteed by the following conjecture.
The Cone Conjecture. Let X be a Calabi–Yau manifold on which a complex
structure J has been chosen, and suppose that h2,0(X) = 0. Let KJ be the Ka¨hler
cone of X, let (KJ )+ be the convex hull of KJ ∩H2(X,Q), and let AutJ (X) be the
group of holomorphic automorphisms of X. Then there exists a rational polyhedral
cone Π ⊂ (KJ)+ such that AutJ(X).Π = (KJ )+.
A nontrivial case of this conjecture—Calabi–Yau threefolds which are fiber
products of generic rational elliptic surfaces with section (as studied by Schoen
[90])—has been checked by Grassi and the author [49]. There are some other
pieces of supporting evidence in examples worked out by Borcea [30] and Oguiso
[83].
When this conjecture holds, there is a partial compactification of D/Γ con-
structed in [74] by gluing together the spaces (Dσα/H
2(X,Z))− for an AutJ (X)-
equivariant partitioning of KJ , and modding out by AutJ (X). This produces a
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“semi-toric” partial compactification of the type introduced by Looijenga [68].
Because it is covered by explicit coordinate charts, this is a convenient type of
compactification for making comparisons of correlation functions.
There is also a “minimal” semi-tori compactification determined from the same
data, which partially compactifies D/Γ more directly, adding several new strata but
only a single stratum of maximal codimension (the analogue of the “distinguished
limit points”). When the cone conjecture holds, the ring of invariants RAutJ (X) is
the formal completion of a ring of finite type over Q, and the completion of the
local ring of the minimal semi-toric compactification at its distinguished point P
coincides with Spf(R
AutJ (X)
C ). On such a compactification, we will expect
lim
Q→P
〈ζ1 ζ2 ζ3〉Q = (ζ1 ∪ ζ2 ∪ ζ3)|[X](5.2)
(the “qj = 0 values” in coordinate charts). Such a point is called a “semiclassical
limit” in the physics literature [109].
5.3. The roˆle of torsion in the moduli space
Up to this point, we have not considered the effects of possible torsion in H2(X,Z)
and in fact we have explicitly assumed at several points that there was no torsion.
If torsion is present, we can define the formal semigroup ring R = Q[[q; NE(XJ ,Z)]]
as before, and it will have a torsion part Rtorsion whose spectrum is a finite set of
geometric points. This can be identified with the set of connected components of
our parameter space. It can also be seen in the following description of the σ-model
moduli space.
The complete description of the σ-model moduli space (with the torsion in-
cluded) considers the quantity e2πi(B+iω) to lie in Hom(H2(X,Z),C
∗). This can be
thought of concretely as having a torsion part, together with a free part which lies
in the space
Hom(H2(X,Z)/torsion,C
∗) ∼= H2(X,C∗) ∼= H2(X,C)/H2DR(X,Z)
where (as in section 5.1) H2DR(X,Z) is the image of H
2(X,Z) in de Rham coho-
mology, isomorphic to H2(X,Z)/torsion. A representative of the free part can be
written as Bfree + iω ∈ H2(X,C), where ω is the Ka¨hler form and Bfree is the
real two-form which appeared in section 5.1. The torsion part of e2πi(B+iω) ∈
Hom(H2(X,Z),C
∗) can be identified with the torsion part of our coefficient ring
Rtorsion from the algebraic interpretation. One way to interpret this “B-field with
torsion included” is to regard it as an element of H2(X,R/Z).
LECTURE 6
Variations of Hodge Structure
6.1. The B-model correlation functions
Our goal in this lecture is to describe the B-model correlation functions and how
they are related to variations of Hodge structure. We work with Calabi–Yau man-
ifolds on which complex structures have been chosen. That is, we let W be a
complex manifold with KW = 0. The assumption of trivial canonical bundle is
needed in order to define the B-model correlation functions.
Let us define
H−p,q(W ) := Hq(Λp(T
(1,0)
W )),
and consider all of these groups together:
H−∗(W ) :=
⊕
p,q
H−p,q(W ).
There is a natural ring structure on H−∗(W ) which can be thought of as a sheaf
cohomology version of the cup product pairing:
Hq(Λp(T
(1,0)
W ))⊗H
q′(Λp
′
(T
(1,0)
W ))→ H
q+q′ (Λp+p
′
(T
(1,0)
W )).
Note that since these are sheaf cohomology groups, this ring structure is not “topo-
logical” in nature; in fact, it depends heavily on the choice of complex structure on
W .
Recall that in the case of the A-model correlation functions on a symplec-
tic manifold M , the expectation function which determined the Frobenius algebra
structure was a very familiar object, given by evaluating a cohomology class on
the fundamental class of M (which determines a canonical map Hn,n(M) → C).
By contrast, the ring structure on quantum cohomology was unusual. In this new
“B-model” case, however, the ring structure is straightforward but the expectation
function is more elusive. To define it, we must choose a nonvanishing global section
Ω⊗2 of (KW )
⊗2. This is then used in two steps to specify the expectation function:
H−n,n(W ) = Hn(Λn(T
(1,0)
W ))
Ω
−→ Hn(OW ) ∼=
(
H0(KW )
)∗ ⊗Ω
−→ C,
where the middle isomorphism is Serre duality.
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Using this expectation function and the “sheaf cup product” binary opera-
tion, we define the B-model correlation functions (in the standard way from the
Frobenius algebra structure):
〈β1 β2 β3〉 = ((β1 ∪ β2 ∪ β3) Ω)⊗ Ω.
(Once again we have a definition which is inspired by the outcome of a calculation
in the physics literature [147].) This gives a map
H−p,q(W )×H−p
′,q′(W )×H−(n−p−p
′),n−q−q′(W )→ C.
Note that as in the A-model case, we actually have a graded Frobenius algebra of
finite length, so the expectation function is uniquely defined up to a scalar multiple
(which can be absorbed in the choice of Ω⊗2.)
In order to relate this correlation function to a more familiar mathematical
object, we can proceed as follows: first use the two Ω’s to transform two of the
arguments, and then use the cup product:
〈β1 β2 β3〉 = ((β1 Ω) ∪ β2 ∪ (β3 Ω)).
This variant of the correlation function can be regarded as a map
Hn−p,q(W )×H−p
′,q′(W )×Hp+p
′,n−q−q′(W )→ C,
or, if we treat it as a modified “binary operation,” as a map
Hn−p,q(W )×H−p
′,q′(W )→ Hn−p−p
′,q+q′(W ).
This version of the “binary operation” expresses the cohomology H∗(W ) as a mod-
ule over the ring H−∗(W ). As we shall see, this variant has the pleasant property
that it can be directly interpreted in terms of variations of Hodge structure and
the differential of the period map. Of course, the original version of the correlation
function can be recovered from this, once we have specified Ω⊗2.
6.2. Variations of Hodge structure
We now briefly review the theory of variations of Hodge structure, in order to
explain the mathematical origin of the B-model correlation functions. Variations of
Hodge structure were introduced as a tool for measuring how the complex structure
on a differentiable manifold can vary. Good general references for this are Griffiths
et al. [8], and Schmid [89].
There are two primary ways one can view deformations of complex structure.
In the first viewpoint, we fix a compact differentiable manifold Y , and consider
various integrable almost-complex structures J on Y . Then the set of such, modulo
diffeomorphism, is known to be a finite-dimensional space.
In the second viewpoint, we consider proper holomorphic maps π : W → S
with Ws = π
−1(s) diffeomorphic to Y . Each fiber Ws has an induced structure
of a complex manifold. If S is contractable, then π can be trivialized in the C∞
category, and we can regard π as specifying a family of complex structures. One
wants to represent the functor
S 7→ {π :W → S}/(isomorphism),
by maps to a moduli space which has a “universal family.” This is generally too
much to hope for, but there are often “coarse moduli spaces” whose points are in
one-to-one correspondence with the possible complex structures. (The appendices
in [13] provide good background for moduli problems in general.)
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We will study complex structures on Y by studying the Hodge decomposition
induced on cohomology by each choice of complex structure. In general, if Ws is a
Ka¨hler manifold there is a Hodge decomposition of the cohomology:
Hk(Ws,C) ∼=
⊕
p+q=k
Hp,q(Ws).(6.1)
Now in a family over a contractable base, the bundle of Hk(Ws,C)’s may be canon-
ically trivialized. Over more general bases S (assumed to be connected), it is con-
venient to consider Rkπ∗CW , which is simply the sheaf whose local sections are
topologically constant families of cohomology classes. This sheaf has the structure
of a local system: it can be characterized by its fiber Hk(Ws,C) at a particular
point s ∈ S together with a representation of the fundamental group
ρ : π1(S, s)→ Aut(H
k(Ws,C))
which specifies what happens when the locally constant sections are followed around
loops. There is useful dictionary [5] between local systems and pairs (H,∇) con-
sisting of a holomorphic vector bundle H on S and a flat holomorphic connection
∇ : H → (T
(1,0)
S )
∗ ⊗H.
The way the dictionary works is this: given a local system H, define H = OS ⊗H,
and ∇(
∑
ϕjh
j) =
∑
dϕj ⊗ h
j for {hj} a local basis of sections of H. Conversely,
given (H,∇), define Γ(U,H) = {h ∈ Γ(U,H) | ∇(h) = 0} for every open set U .
In the case of the cohomology local system Rkπ∗CW , the associated connection
∇ on Hk is called the Gauss–Manin connection. An explicit version of this Gauss–
Manin connection goes like this: if we choose a local basis α1, . . . , αr for the space of
sections Γ(U,Rkπ∗CW), then any β(s) ∈ Γ(U,Hk) can be written β(s) =
∑
fj(s)α
j
for some coefficient functions fj ∈ Γ(U,OS). Then
∇(β) =
∑
dfj ⊗ α
j ∈ Γ(U, (T
(1,0)
S )
∗ ⊗Hk).
This can be given an interpretation in terms of classical “period integrals” as follows.
The basis α1, . . . , αr is dual to some basis γ1, . . . , γr ∈ Hk(Ws0 ,C). Then the
coefficient functions are the period integrals fj(s) =
∫
γj
β(s). (We use integration
to denote the pairing between homology and cohomology.)
The great advantage of expressing everything in terms of the Gauss–Manin
connection is that the Gauss–Manin connection can be computed algebraically,
without knowing the topological cycles in advance.
Although the sheaf Rkπ∗CW of cohomology groups can be locally trivialized
over the base S, the Hodge decomposition (6.1) will vary as we vary the complex
structure. The properties of this variation are more conveniently expressed using
the Hodge filtration:
F p(Ws) :=
⊕
p′≥p
Hp
′,k−p′(Ws) ⊂ H
k(W,C)
rather than the Hodge groups Hp,q(Ws) directly. The spaces F
p(Ws) in the Hodge
filtration vary holomorphically with parameters, fitting together to form a holo-
morphic subbundle Fp ⊂ Hk. One might also try to construct a bundle of Hp,q’s
by the simple procedure
Hp,qC∞ :=
⋃
s∈S
Hp,q(Ws) ⊂ H
k.
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As the notation indicates, this defines a C∞ bundle, but it is not in general holo-
morphic. There is a holomorphic bundle Hp,k−p defined by the exact sequence
0→ Fp+1 → Fp → Hp,k−p → 0,(6.2)
but this exact sequence has no canonical splitting, and Hk cannot in general be
written as a direct sum of these holomorphic Hp,k−p bundles.
The key property satisfied by the Hodge bundles is known as Griffiths transver-
sality: when we differentiate with respect to parameters by using the Gauss–Manin
connection, the Hodge filtration only shifts by one, i.e.,
∇(Fp) ⊂ (T
(1,0)
W )
∗ ⊗Fp−1.
To study the totality of complex structures on W , we can map the moduli
space, or any parameter space S for a family, to the classifying space for Hodge
structures. Each Hodge structure on a fixed vector space Hk determines a point in
a flag variety
Flags(fj) := {{0} ⊂ F
k ⊂ · · · ⊂ F 0 = Hk | dimF j = fj},
with the fj ’s specifying the dimensions of the spaces making up the filtration.
The group GL(f0,C) acts transitively on such flags, and if we fix a reference flag
F •0 , then the flag variety can be described as GL(f0,C)/ Stab(F
•
0 ). (The stabilizer
Stab(F •0 ) is the group of block lower triangular matrices.) There are some additional
conditions which should be imposed to get a good Hodge structure (cf. [8, 89]);
these restrict us to an open subset U of a subvariety1 of the flag variety on which
a discrete group Γ acts, and the desired classifying space for Hodge structures is
U/Γ. The classifying map S → U/Γ for a family is often referred to as the period
map.
The tangent space to the flag variety can be described as⊕
j
Hom(F j/F j+1, Hk/F j).
So another way of stating Griffiths transversality is to say that the differential of
the period map S → U/Γ sends T
(1,0)
S to the subspace⊕
j
Hom(F j/F j+1, F j−1/F j) =
⊕
j
Hom(Hj,k−j(Ws), H
j−1,k+1(Ws))
of the tangent space.
The differential of the map S → Flags(fj) factors through a map T
(1,0)
S →
H1(T
(1,0)
W ) which describes the first-order deformations represented by S at [W ].
The map which then induces the differential is the map
H1(T
(1,0)
W )→
⊕
j
Hom(Hj,k−j(W ), Hj−1,k+1(W ))(6.3)
given by sheaf cup product.
The success of this approach to studying the moduli of complex structures
derives from the local Torelli theorem for Calabi–Yau manifolds, which states that
the map (6.3) is injective. This means that at least locally, the moduli space can be
accurately described by using variations of Hodge structure. However, that same
1We must pass to a subvariety to restrict to the so-called polarized Hodge structures—see [8]
or [38] for an explanation of this.
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map can now be given a new interpretation, as a B-model correlation function.
That is, the B-model correlation function
H1(T
(1,0)
W )×H
j,k−j(W )→ Hj−1,k+1(W )
coincides with the differential of the period map!
We now restrict our attention to the middle-dimensional cohomologyHn(W,C).
Stated in terms of the Gauss–Manin connection, we find the following “bundle
version” of our correlation function [73]: given a vector field θ on the moduli space
and sections α ∈ F j , β ∈ F j−1, the correlation function is
〈θ αβ〉 =
∫
W
∇θ(α) ∧ β
(where ∇θ = θ ∇ denotes the directional derivative in direction θ).
However, as used in physics the correlation function is a specific function rather
than a map between bundles. To find this interpretation, we will need to choose
specific sections of these bundles on which to evaluate the map. It is this issue to
which we now turn.
6.3. Splitting the Hodge filtration
Our method for specifying sections of the Hodge bundles will be given in terms of
a choice of splitting for the Hodge filtration on the middle-dimensional cohomology
Hn(W,C), i.e., a set of splittings of the exact sequences (6.2) (but defined only
locally in the parameter space). We determine such a splitting by means of a
filtration on homology, which we think of as specifying “which periods to calculate.”
Let S
•
be a filtration of the homology local system Hom(Rnπ∗CW ,CS) by sub-
local systems, and let
Sℓ := Ann(Sℓ−1) := {α ∈ H
n |
∫
γ
α = 0 ∀ γ ∈ Sℓ−1}.
be the associated filtration of annihilators of S
•
in cohomology. We say that S
•
is
a splitting filtration for F• if (Hn)s ∼= (Fp)s ⊕ (Sn−p+1)s for every s ∈ S and for
every 0 ≤ p ≤ n. (In this case, S• and F• are called opposite filtrations of weight n
[38].)
One way of producing examples of splitting filtrations is as follows: fix a point
s ∈ S, and consider the conjugate of the Hodge filtration at s0, namely, F qs0 . The
“opposite” property for these filtrations is easy to check: by definition
(Fp)s = H
n,0(Ws)⊕ · · · ⊕H
p,n−p(Ws)
and so
(Fn−p+1)s = Hn,0(Ws)⊕ · · · ⊕Hn−p+1,p−1(Ws)
= H0,n(Ws)⊕ · · · ⊕H
p−1,n−p+1(Ws),
where we have used the fact that Hp,q(Ws) = H
q,p(Ws). The Gauss–Manin con-
nection can be used to extend this from a filtration at one point to a filtration of
the local system. Although this filtration only coincides with the conjugate of the
Hodge filtration at one point in the parameter space, it remains opposite to the
Hodge filtration at all points nearby.
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Given a splitting filtration S
•
, we define
Hp,qS := F
p ∩Ann(Sq−1),
on any open set on which S
•
is single-valued. Then
H =
n⊕
p=0
Hp,qS and F
p =
⊕
p′≥p
Hp
′,n−p′
S .
(This is the promised splitting of the Hodge filtration.) More concretely, this space
can be described in terms of conditions on the periods as follows. The sections of
Hp,qS over U are
Γ(U,Hp,qS ) := {β ∈ Γ(U,F
p) |
∫
γ
β = 0 ∀ γ ∈ Sq−1}.
We also define a space of distinguished sections of Hp,qS by
Γ(U,Hp,qS )dist := {β ∈ Γ(U,H
p,q
S ) | d
(∫
γ
β
)
= 0 ∀ γ ∈ Sq}.
(That is, the period integrals
∫
γ β are constant for all γ ∈ Sq, and vanish for all
γ ∈ Sq−1.)
For each S
•
, then, we can define specific B-model correlation functions, using
the Ω coming from the distinguished section of Hn,0S (which is well defined up to
a complex scalar multiple). This has the advantage that the correlation functions
have been turned into actual functions on a parameter space (in accord with the
physicists’ interpretation) rather than sections of a bundle. The disadvantage is
that further parameters—in the form of a choice of splitting—have been introduced.
However, the necessity of considering further parameters such as these, on which the
correlation functions will depend anti-holomorphically rather than holomorphically,
was recently realized in the physics literature [124].
In addition to the distinguished n-form Ω, our choice of splitting determines a
family of distinguished vector fields which when contracted with Ω yield the dis-
tinguished sections of Hn−1,1S . These vector fields can be integrated into canonical
coordinates, well-defined up to a GL(r,C) transformation. (The flexibility of that
final GL(r,C) choice comes from the constants of integration, which must also be
specified in order to completely determine a set of canonical coordinates.)
A bit more explicitly, if γ0 spans S0 and γ0, γ1, . . . , γr span S1, then the distin-
guished Ω satisfies
∫
γ0
Ω = constant, and the coordinates are given by∫
γ1
Ω, . . . ,
∫
γr
Ω.
If we start with an arbitrary n-form Ω˜, we can write the distinguished n-form as
Ω :=
Ω˜∫
γ0
Ω˜
and the canonical coordinates as∫
γ1
Ω˜∫
γ0
Ω˜
, . . . ,
∫
γr
Ω˜∫
γ0
Ω˜
.
Lecture 6. Variations of Hodge Structure 45
This is the most general possible form for canonical coordinates (and a distinguished
n-form) needed for the physical theory, according to recent work in physics [115].
Let us fix a splitting filtration S
•
. Consider a basis {βi} of Hn consisting of
distinguished sections of the bundles Hp,qS (ordered so that the basis is also adapted
to the Hodge filtration F•), and a multi-valued basis {γj} of the homology local
system Hom(Rnπ∗CW ,CS), adapted to the splitting filtration S•. Then the period
matrix (
∫
γj
βi) (which has multi-valued entries) will take a block upper triangular
form with constant diagonal blocks. And if we calculate the connection matrix in
the basis {βi}, it takes the special form
0 A10 0 · · · 0
0 A11 0 · · · 0
. . .
. . .
...
...
... 0 A1n−1
0 0 · · · 0

in which the only nonzero entries are in the first block superdiagonal of the matrix.
The entries A1j precisely contain the data for the B-model correlation functions,
calculated in our distinguished basis.
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LECTURE 7
The A-Variation of Hodge Structure
7.1. Variations of Hodge structure near the boundary of moduli
In this lecture, we begin by reviewing the asymptotic behavior of a variation of
Hodge structure near the boundary of moduli space, and the behavior of the B-
model correlation functions there. Comparing to the A-model correlation functions
will reveal some similarities—this is one of the hints of mirror symmetry. We make
the similarities even more apparent by using the A-model correlation functions to
construct a new variation of Hodge structure, which we call the A-variation of
Hodge structure.
Let S = (∆∗)r ⊂ S = ∆r, and suppose we are given a family π : W → S
of complex manifolds. We will assume that there is a way to complete this to a
family π¯ : W → S in which π¯ is still proper (but no longer smooth). Thus, 0 ∈ S
is a boundary point in the parameter space. Pick a basepoint s ∈ S; then the
fundamental group π1(S, s) is generated by loops γ
(1), . . . ,γ(r) with γ(j) homotopic
to the standard generator of π1(∆
∗
j ), where ∆
∗
j is the j
th factor in (∆∗)r.
The Monodromy Theorem (Landman [65]). The action of each generator γ(j)
gives a quasi-unipotent automorphism T (j) of Hk(Ws,Q), i.e., (((T
(j))bj−I)rj = 0.
(This is called unipotent if bj = 1.)
We will restrict attention to the unipotent case. This is partially for technical
convenience, but in fact, in the examples which have been calculated for mirror
symmetry purposes, only unipotent monodromy transformations have played a roˆle.
When T (j) is unipotent, its logarithm can be defined by the following sum
(which is finite).
N (j) := logT (j) := (T (j) − I)−
1
2
(T (j) − I)2 + · · · .
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(Note that the T (j)’s and N (j)’s all commute.) Let z1, . . . , zr be coordinates on S,
with zj a coordinate on the j
th disk. Consider the operator
N := exp
(
−
1
2πi
∑
log zj N
(j)
)
=
I +
(
−
1
2πi
∑
log zj N
(j)
)
+
1
2!
(
−
1
2πi
∑
log zj N
(j)
)2
+ · · ·
(also a finite sum). For any section e of the local system Rkπ∗(CW ), a simple
calculation shows that
∇(N (e)) = −
1
2πi
∑ dzj
zj
N (j)(e).(7.1)
The key facts about the asymptotic behavior are as follows.
The Nilpotent Orbit Theorem (Schmid [89]). Assume that each monodromy
transformation T (j) is unipotent. Let e1(s), . . . , er(s) be a multi-valued basis of
Rkπ∗(CW), and let ηℓ := N (eℓ). Then each ηℓ is a single-valued section of H
k
on S, and together they can be used to generate an extension H
k
of Hk to S.
By eq. (7.1), the Gauss–Manin connection extends to a connection on H
k
(again
denoted by ∇) with regular singular points, i.e., the extended connection is a map
∇ : H
k
→ (T
(1,0)
S
)∗(logB)⊗H
k
where (T
(1,0)
S
)∗(logB) is the free OS-module generated by
dzj
zj
, j = 1, . . . , r. More-
over, the Hodge bundles Fp have locally free extensions to subbundles F
p
⊂ H
k
such that
∇(F
p
) ⊂ (T
(1,0)
S
)∗(logB)⊗F
p−1
.
The asymptotic behavior as zj → 0 of the B-model correlation functions
〈θ αβ〉 =
∫
W
∇θ(α) ∧ β
can be deduced from this theorem. If we let θj = 2πi zj
d
dzj
(chosen to remove poles
in the asymptotic expression for the correlation function) then the leading term in
〈θj ηℓ β〉 is given by the monodromy:
lim
zj→0
〈θj ηℓ β〉 = −
∫
W
N (j)(eℓ) ∧ β.(7.2)
The essential properties of the monodromy are captured by the monodromy
weight filtration W
•
on the cohomology, which has the properties that N (j)Wℓ ⊂
Wℓ−2, and that for any positive real numbers a1, . . . , ar, the operator N :=∑
ajN
(j) induces isomorphisms N ℓ : GrWn+ℓ → Gr
W
n−ℓ. Any splitting filtration
which we use to make calculations of B-model correlation functions must be some-
how compatible with this monodromy weight filtration, if those calculations are to
make sense near the boundary.
If mirror symmetry is going to hold, there must be a correspondence between
the limiting behaviors described in eqs. (5.2) and (7.2). In fact, the first thing to
notice is that the natural flat coordinates on the A-model moduli space are multiple-
valued, with the ambiguity precisely specified by H2DR(M,Z). So there must be
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some part of the monodromy weight filtration which matches that behavior. This
motivated the following definition, first given in [73, 74] (cf. also [38]).
We say that a boundary point is maximally unipotent if
Hs = (F
n)s ⊕ (W2n−2)s
and
Hs = (F
n−1)s ⊕ (W2n−4)s
for all s near the point. With this definition, the distinguished holomorphic n-form
and the canonical coordinates can be defined as in lecture six.
There is an alternate version of this “maximally unipotent monodromy” con-
dition, which agrees with the original one for Calabi–Yau threefolds, but is more
restrictive in higher dimension. We say that a boundary point is strongly max-
imally unipotent if the weight filtration W
•
has nontrivial graded pieces in even
degree only, and if the induced filtration on homology defined by
Sℓ := Ann(W2n−2ℓ+2)
is a splitting filtration. (Note that the corresponding filtration on cohomology is
then
Sℓ := Ann(Sℓ−1) =W2n−2ℓ;
this is the filtration which should be opposite to the Hodge filtration.) In this
case, we will be able to use distinguished sections to calculate B-model correlation
functions, as explained earlier.
At the moment, only the original version of the definition has been justified
to the satisfaction of physicists as an appropriate characterization of points which
should be useful for mirror symmetry. To completely carry out a mirror symmetry
type calculation, though, the second version would seem to be necessary. And as
we shall see, that version has been extremely successful in examples.
Actually, even just at the level of the monodromy action, the parallels between
the structure of the Lefschetz operators on the cohomology and the action of mon-
odromy are rather striking, as was first observed by Cattani, Kaplan and Schmid
[35]. The operators ad(ej) describe Lefschetz decompositions of the cohomology of
M , which have many structural parallels to the monodromy weight filtration at a
maximally unipotent point.
7.2. Reinterpreting the A-model correlation functions
Let M be a Calabi–Yau manifold on which a complex structure and Ka¨hler metric
have been fixed. Inspired by some of the similarities between the two different types
of correlation functions, we wish to improve the analogy by translating the A-model
correlation functions into data describing a variation of Hodge structure. Consider
the moduli space D/Γ for A-model correlation functions, and a coordinate chart
specified by a cone σ:
D/Γ ← Dσ/H2(M,Z) ∼= (∆∗)r
∩| ∩|
(Dσ/H2(M,Z))− ∼= ∆r
We assume that the cone σ (which we call a framing) is generated by a basis e1,
. . . , er of H2(M,Z). Let t1, . . . , tr be coordinates on H
2(M,C) dual to this
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basis (so that elements of H2(M,C) take the form
∑
tje
j). The natural vector
fields for making calculations of correlation functions which involve a term from
the tangent space H2(M,C) are the vector fields ∂/∂tj. These are the analogues
of the distinguished vector fields which we had on the B-model side.
On the other hand, natural coordinates on Dσ/H2(M,Z) are furnished by
qj = exp(2πi tj). Then
∂
∂tj
= 2πi qj
∂
∂qj
,
from which we conclude that those correlation functions should naturally be evalu-
ated on the basis 2πi qj ∂/∂qj of the sheaf of logarithmic vector fields on the space
(Dσ/H2(M,Z))−.
We identify ∂/∂tj with the operation of taking the quantum product with the
basis element ej ∈ H2(M,Q). The resulting map is determined by the correlation
functions of the form 〈ej αβ〉. We had a particularly simple form for these corre-
lation functions, given in example 4.4, in terms of the Gromov–Witten maps Γη.
We now wish to reinterpret that formula in the following way. We will describe
a holomorphic bundle1 E :=
(⊕
Hℓ,ℓ(M)
)
⊗ O(Dσ/H2(M,Z))− with a connection
2
(with regular singular points)
∇ :=
1
2πi
∑ d log qj ⊗ ad(ej) + ∑
06=η∈H2(M,Z)
d log
(
1
1− qη
)
⊗ Γη

which was derived from the formulas for ej⋆, where ad(ej) : Hk(M) → Hk+2(M)
is defined by ad(ej)(A) = ej ∪A. We also define a “Hodge filtration”
Ep :=
 ⊕
0≤ℓ≤m−p
Hℓ,ℓ(M)
⊗O(Dσ/H2(M,Z))− .
This describes a structure we call the framed A-variation of Hodge structure with
framing σ. To be a bit more precise, we should study “formally degenerating
variations of Hodge structure,” since the series used to define ∇ is only formal.
(We won’t formulate that theory in detail here.)
The connection ∇ which we defined from the Gromov–Witten invariants is in
fact a flat holomorphic connection [151]. The flatness follows from the associa-
tivity (and commutativity) of the binary operation. In fact, since the directional
derivatives with respect to ∇ corresponded to binary products ej ⋆ ζ (where ej
describes the direction of the derivative), iterated directional derivatives have the
form ek ⋆ (ej ⋆ ζ). We would simply need to know that reversing the order of j
and k produces the same result, and this is guaranteed by the commutativity and
associativity.
In particular, the flatness is automatic when dimC M = 3, a case in which there
is no issue of associativity. The recent proofs of associativity of quantum cohomol-
ogy [87, 67, 12] guarantee that this connection is flat in arbitrary dimension.
1There are a few variants to this construction, in which one uses slightly different bundles.
Essentially, one can restrict to any subbundle of
⊕
Hℓ,ℓ(M) which is preserved by cup products
with the part of H1,1(M) which it contains.
2I am indebted to P. Deligne for advice which led to this form of the formula (cf. [38]).
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Figure 1. Adjacent Ka¨hler cones
As in the geometric case, there is an additional structure associated to this
variation of Hodge structure: a local system. The local system on homology takes
the simple form
Sℓ := H0,0 ⊕H1,1 ⊕ · · · ⊕Hℓ,ℓ,
and the corresponding local system on cohomology then becomes
Sℓ = Hℓ,ℓ ⊕Hℓ+1,ℓ+1 ⊕ · · · ⊕Hn,n.
The logarithms of the monodromy actions which define these local systems are
specified by the topological pairings, and coincide with the cup-product maps
H2(M,Z)⊗ Sℓ → Sℓ+1.
In the next lecture, we will formulate a precise conjecture which equates this
A-variation of Hodge structure with the geometric variation of Hodge structure on
a mirror partner.
7.3. Beyond the Ka¨hler cone
We indicated in lecture five that the conformal field theory moduli space is actually
larger than the nonlinear σ-model moduli space. We can now explain how this
comes about—it is due to an analysis of the effect of flops on the conformal field
theory.
Flops are birational transformations among Calabi–Yau threefolds which have
been studied extensively as part of the minimal model program (see for example
[1]). The effect of flops on the Ka¨hler cone of a Calabi–Yau threefold is as follows.
Given a Calabi–Yau threefoldX with a complex structure J , and a linear system |L|
inducing a flopping contraction from XJ to X̂Ĵ , the Ka¨hler cones KJ and K̂Ĵ share
a common wall, which contains the class of |L|, as depicted in figure 1. The Ka¨hler
cone has already occurred in our discussion of the moduli spaces of σ-models. The
natural question arises: suppose we attempt to “attach” the moduli spaces D/Γ and
D̂/Γ̂ along (the images of) their common wall? In fact, it now appears likely that
the conformal field theory moduli spaces of X and X̂ are analytic continuations
of each other, and that this “attached space” is a part of the full conformal field
theory moduli space [106, 153]. (This at least seems to happen in examples—
the arguments for this rely on mirror symmetry, and involve finding regions in the
mirror’s moduli space which correspond to the XJ and X̂Ĵ theories, respectively.)
One of the consequences of this would be an analytic continuation of correlation
functions from D/Γ to D̂/Γ̂.
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Here is a formal calculation from [153, 108] which supports this analytic con-
tinuation idea (see also [76] for a more mathematical treatment). The union of
all of the Ka¨hler cones of birational models of XJ is known as the movable cone
MovXJ [61]. We compute in the formal semigroup ring Q[q;Mov(XJ)
∨] (which we
identify canonically with the same ring for X̂Ĵ), and so the computation is purely
formal.
Consider the simplest flop: the flop based on a collection of disjoint holomorphic
rational curves Γi ⊂ XJ (in a common homology class [Γ]) such that the normal
bundle is NΓi/XJ = O(−1)⊕O(−1). (These curves must be flopped simultaneously
in order to ensure that the flopped variety is Ka¨hler.) A reasonable genericity
assumption about the other rational curves on XJ is this: all (pseudo-)holomorphic
curves in classes η 6∈ R>0[Γ] are disjoint from the Γi’s. Since there is a proper
transform map on divisors, the Gromov–Witten invariants (which in this case are
determined entirely by intersection properties of η and the number of elements in
M∗(η,J)) do not change when passing from XJ to X̂Ĵ , except for the invariants Φ[Γ]
themselves. The cup product can also change.
The A-model correlation functions on XJ can be written in the form
〈ABC〉 = A · B · C +
q[Γ]
1− q[Γ]
(A · Γ)(B · Γ)(C · Γ)nΓ
+
∑
η∈H2(X,Z)
η 6=λΓ
qη
1− qη
Φη(A,B,C).
Only the first terms change when passing to X̂Ĵ and in fact we claim that
A ·B · C +
q[Γ]
1− q[Γ]
(A · Γ)(B · Γ)(C · Γ)nΓ
=Â · B̂ · Ĉ +
q[Γ̂]
1− q[Γ̂]
(Â · Γ̂)(B̂ · Γ̂)(Ĉ · Γ̂)nΓ̂,
where Â, B̂, and Ĉ are the proper transforms of A, B, and C. (In other words, the
change in the topological term is precisely compensated for by the change in the
q[Γ] term.)
We will check this formula in the case in which A and B meet one of the curves
Γ transversally at a and b points, respectively, and Ĉ meets Γ̂ transversally at c
points. (The general case can be deduced from this one.) Then C must contain
Γ with multiplicity c, and the configuration of divisors is as in figure 2 (which
illustrates the case a = b = c = 1 for simplicity). A and B have no intersection
points along Γ, but both Â and B̂ contain Γ̂, and they meet Ĉ. The total number
of intersection points of Â, B̂ and Ĉ (counted with multiplicity) which lie in Γ̂ is
thus abc.
Since a similar thing happens for each curve Γi in the numerical equivalence
class, we see that
Â · B̂ · Ĉ −A ·B · C = abc nΓ = −(A · Γ)(B · Γ)(C · Γ)nΓ(7.3)
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Figure 2a. Before the flop. Figure 2b. After the flop.
(using A · Γ = a, B · Γ = b, C · Γ = −c). On the other hand, since [Γ̂] = −[Γ] and
nΓ̂ = nΓ, we can compute:
q[Γ]
1− q[Γ]
(A · Γ)(B · Γ)(C · Γ)nΓ −
q[Γ̂]
1− q[Γ̂]
(Â · Γ̂)(B̂ · Γ̂)(Ĉ · Γ̂)nΓ̂
=
q[Γ]
1− q[Γ]
(A · Γ)(B · Γ)(C · Γ)nΓ +
q−[Γ]
1− q−[Γ]
(A · Γ)(B · Γ)(C · Γ)nΓ
=
(
q[Γ]
1− q[Γ]
+
1
q[Γ] − 1
)
(A · Γ)(B · Γ)(C · Γ)nΓ
=− (A · Γ)(B · Γ)(C · Γ)nΓ.
(7.4)
Adding eqs. (7.3) and (7.4) proves the desired formula.
The conclusion from all of this should be that the mirror symmetry phenom-
enon is really about birational equivalence classes. For if there is any analytic
continuation of the correlation function from the region associated to KJ out into
the next cone K̂Ĵ , the calculation above shows that this analytic continuation must
in fact reproduce the correlation function of the flopped model X̂Ĵ .
It is tempting to think that if we combined the σ-model moduli spaces for all
birational models of X we would fill out the entire conformal field theory moduli
space. However, some examples that have been worked out by Witten [153] and
by Aspinwall, Greene and the author [107] show that this is not the case. In those
examples, there are other regions in the moduli space which correspond to rather
different kinds of physical model, including some called Landau–Ginzburg theories
which will play a roˆle again in the next lecture.
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LECTURE 8
Mirror Symmetry
8.1. Mirror manifold constructions
The original speculations about mirror symmetry were based on the appearance
of arbitrariness of a choice that was made in identifying certain constituents of
the conformal field theory associated to a Calabi–Yau manifold with geometric
objects on the manifold. The distinction between vertex operators which appear
in the A-model and B-model correlation functions is simply a difference in sign of
a certain quantum number; if that sign is changed, the geometric interpretation
is altered dramatically. This led Dixon [128] and Lerche–Vafa–Warner [140] to
propose that there might be a second Calabi–Yau manifold producing essentially
the same physical theory as the first, but implementing this change of sign.
Some time later,1 an explicit construction was made by Greene and Plesser
[135] which showed that this phenomenon does indeed occur in physics. The con-
struction rests on a chain of equivalences which are believed to hold among different
physical models, as follows.
1. Certain σ-models on Calabi–Yau manifolds are believed to correspond to
so-called Landau–Ginzburg theories [137]. (It has recently been recognized
[153] that this correspondence is not direct, but involves analytic contin-
uation on the moduli space.) Roughly speaking, the class of Calabi–Yau
manifolds for which this correspondence can be made is the class of ample
anti-canonical hypersurfaces in toric varieties. Such a hypersurface will have
an equation of the form Φ(x1, . . . , xn+1) = 0 (in some appropriate coordi-
nates on the torus), and this same polynomial is used as a “superpotential”
in constructing the Landau–Ginzburg theory.
2. Certain Landau–Ginzburg theories—quotients of the ones for which the su-
perpotential is of “Fermat type”
Φ(x1, . . . , xn+1) = x
d1
1 + · · ·+ x
dn+1
n+1
1At about the same time, another important piece of evidence for mirror symmetry was given
by Candelas, Lynker, and Schimmrigk [123], who found an almost perfect symmetry under the
exchange h1,1 ↔ h2,1 on the set of Hodge numbers coming from Calabi–Yau threefolds which can
be realized as weighted projective hypersurfaces.
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by certain finite groups Γ—are believed to correspond to yet another type
of conformal field theory. This other theory is described in terms of discrete
series representations V (k) of the “N=2 superconformal algebra,” and it
takes the form ⊗
j
V (dj+2)
 /G
where G is a slight enlargement of the group Γ. (Note that the case of Γ
being trivial is allowed, but then G is not trivial.)
The representation theory of the N=2 superconformal algebra is related
to these things by analyzing the conformal field theory on an infinite cylinder.
(The superconformal algebra can be described in terms of automorphisms
of the cylinder.)
3. By studying the representation theory, Greene and Plesser find a kind of
duality among the finite groups G: there is a dual group Ĝ and an isomor-
phism ⊗
j
V (dj+2)
 /G ∼=
⊗
j
V (dj+2)
 /Ĝ
which has the “sign-reversing property” of mirror symmetry.
4. The duality can be extended to the groups Γ, and the mirror Landau–
Ginzburg theory of Φ/Γ is Φ/Γ̂. This looks a bit asymmetric, since for
example the case Γ trivial leads to a rather large group Γ̂. But the group Γ
continues to act as a group of “quantum symmetries” on the quotient theory,
in a way that restores symmetry to this construction.
5. Finally, the Calabi–Yau which is the quotient of the Fermat hypersurface by
Γ should have as its mirror the one which is the quotient by Γ̂.
This is called the Greene–Plesser orbifolding construction.
There is a conjectural generalization of this construction, which as of yet has
no basis in conformal field theory—it is simply a mathematician’s guess. This
generalization would work for an arbitrary family of Calabi–Yau hypersurfaces in
toric varieties. The construction is due to V. Batyrev [21].2
Take an ample anticanonical hypersurfaceM in a toric variety V , and let {Mt}
be the family of such. This family is determined by the Newton polygon of the
corresponding equations—that is a polygon P ⊂ LR := L ⊗ R, where L is the
monomial lattice of the torus T (of which V is a compactification).
Batyrev shows that the Calabi–Yau condition admits a particularly simple char-
acterization in terms of P : the polyhedron P is reflexive, which means that each
hyperplane H which supports a face of codimension one of P can be written in the
form
H = {y ∈ LR | (ℓ, y) = −1}
for some appropriate vector v ∈ Hom(L,Z). (The key property here is the integrality
of the vector v—there would always be some v ∈ Hom(L,R) to define H .)
2We restrict ourselves to the hypersurface case here; further generalizations—to complete
intersections—were subsequently given by Borisov and Batyrev–Borisov [32, 22].
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Lemma 8.1 (Batyrev). If P is reflexive, then the polar polyhedron
P o := {x ∈ Hom(L,R) | (x, y) ≥ −1 for all y ∈ P}
is also reflexive.
The conjectured generalization is that the mirror of the family {Mt} of hy-
persurfaces determined by P should be the family {Ws} of hypersurfaces (in a
compactification of the dual torus of T ) determined by the polar polyhedron P o.
One of the pieces of evidence for this conjecture is
Theorem 8.2 (Batyrev).
dimH±1,1(M̂) = dimH∓1,1(Ŵ ),
where M̂ and Ŵ are Q-factorial terminalizations of M and W respectively.
Batyrev and collaborators have also explored the Hodge structures of these hyper-
surfaces in considerable detail [19, 24, 23].
A refinement of Batyrev’s theorem called the monomial-divisor mirror map
was introduced in [18]. This map gives an explicit combinatorial correspondence
between (appropriate subspaces of) H±1,1(M̂) and H∓1,1(Ŵ ), and is expected to
correctly determine the derivative of the mirror map near the large radius limit
point. That derivative data is precisely what one needs in order to evaluate the
“constants of integration” in finding the canonical coordinates qj .
There is another mirror manifold construction for a class of threefolds which
has been proposed by Voisin [97] and Borcea [31]. Let S be a K3 surface with an
involution ι such that ι∗(Ω) = −Ω for any holomorphic two-form Ω on S, and let E
be an elliptic curve. The quotient M = (S × E)/(ι × (−1)) has singularities along
the fixed curves of the involution ι × (−1), but they can be resolved by a simple
blowing up to produce a Calabi–Yau threefold M .
Involutions of this type on K3 surfaces have been classified by Nikulin [81], who
found that they fall into a pattern with a remarkable symmetry; when the Hodge
numbers of the associated Calabi–Yau threefold are calculated, this symmetry be-
comes the expected mirror relation among Hodge numbers. The detailed knowledge
which is available concerning the variations of Hodge structure on K3 surfaces can
be used to study the correlation functions in detail for these models [97], which
provides further evidence that mirror partners have been correctly identified. In
fact, there is also a physics argument explaining why these pairs of conformal field
theories are actually mirror to each other [113], based on the physics of mirror
symmetry for K3 surfaces.
8.2. Hodge-theoretic mirror conjectures
We can now formulate the main conjecture in the mathematical study of mirror
symmetry.
The Hodge-Theoretic Mirror Symmetry Conjecture. Given a boundary
point P ∈ MW with maximally unipotent monodromy (or perhaps with strongly
maximally unipotent monodromy), there should exist a mirror partner M of W , a
framing σ of M , a neighborhood U of P in MW , and a “mirror map”
µ : U → (Dσ/L)
−
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which is determined up to constants of integration by the property that
µ∗(d log qj) = d
(∫
γj
Ω∫
γ0
Ω
)
,
such that µ induces an isomorphism between appropriate sub-variations of Hodge
structure of
1. the formal completion of the geometric variation of Hodge structure at P ,
and
2. the framed A-variation of Hodge structure with framing σ.
(The sub-variations of Hodge structure should contain the entire first two terms of
the Hodge filtration on both sides.)
There are additional conjectures one wants to make about the relationship
between M and W : there should also be isomorphisms
Hp,q(W ) ∼= H−p,q(M) p ≥ 0,
and these should preserve all correlation functions. (In particular, the “reverse”
mirror isomorphism should hold, and there should also be isomorphisms between
correlation functions which do not come from variations of Hodge structure.) Of
course, such isomorphisms only make sense if we have specified the constants of
integration. In fact, one wants to conjecture that the entire conformal field theory
moduli spaces are isomorphic, but this is a difficult conjecture to make precisely at
present since we do not have a complete mathematical understanding of conformal
field theory moduli spaces.
If we start with the A-variation of Hodge structure, there is another conjecture
we can make.
Converse Conjecture. Conversely, given (M,σ), the corresponding A-variation
of Hodge structure comes from geometry, in the sense that there is a family Z → S
of varieties degenerating at 0 ∈ S such that the framed A-variation of Hodge struc-
ture is isomorphic to the formal completion at 0 of a (Tate-twisted) sub-variation
of Hodge structures of the variation of Hodge structures on some cohomology of Zs.
Due to the phenomenon of rigid Calabi–Yau manifolds, we can’t assume any
stronger properties about Zs: Calabi–Yau threefolds with h
2,1 = 0 cannot have
mirror partners in the usual sense, since such a mirror partner would satisfy h1,1 =
0, which is absurd. However, there is an example in the physics literature of a
rigid Calabi–Yau manifold, known as the “Z-orbifold,” which has a mirror physical
theory that was worked out recently by Candelas, Derrick and Parkes [119] (see
also [105]). In this example, the variation of Hodge structure associated to the
mirror theory can be described by the family of cubic sevenfolds in P8 (with a
suitable Tate twist).
8.3. Some computations
We explain some of the evidence in favor of the mirror symmetry conjectures
which has been accumulated through specific computations.3 We will compute
3The computations presented here are taken from the original paper of Candelas, de la Ossa,
Green and Parkes [118] on the quintic threefold, and a paper of Greene, Plesser and the present
author [133] on higher dimensional mirror manifolds. A survey of other calculations of this type
(and the methods for making them) can be found in [77].
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with Calabi–Yau hypersurfaces of dimension n ≥ 3 in ordinary projective space
CPn+1; the degree of the hypersurface must be n + 2. The family of such hyper-
surface includes a Fermat hypersurface, which is part of the “Dwork pencil” with
defining equation:
xn+20 + · · ·+ x
n+2
n+1 − (n+ 2)ψ x0· · ·xn+1 = 0,
where ψ is a parameter. The group
Γ := {(α0, . . . , αn+1) | αj ∈ lµn+2,
∏
αj = 1}/{(α, . . . , α)}
acts on the fibers of this family by componentwise multiplication on the coordinates.
Using either the Greene–Plesser orbifolding construction, or Batyrev’s polar
polyhedron construction, one sees that the family {M} of hypersurfaces of degree
n+2 in CPn+1 has as its predicted mirror the family {W} described as the Dwork
pencil modulo Γ (living in the quotient spaceCPn+1/Γ). In fact, we can describe the
moduli space of this mirrored family in terms of the parameter ψn+2—the reason
for passing to a power is the existence of an additional automorphism, acting on
the family as a whole, generated by componentwise multiplication in the x’s by
(α, 1, . . . , 1) while simultaneously multiplying ψ by α−1.
It is not difficult to compute where this family becomes singular. The partial
derivatives of the defining equation are all of the form
(n+ 2)
(
xn+1j − x
−1
j ψ x0· · ·xn+1
)
and for these to vanish simultaneously we must have ψn+2 = 1. Moreover, the ad-
ditional automorphism of the family fixed the fiber ψ = 0, and so causes additional
singularities there. Thus, we can describe the moduli space as CP1 − {0, 1,∞},
with its natural compactification being CP1.
What is the monodromy behavior at the boundary points? (We label the
monodromy transformations according to the point.) At ψn+2 = 0, we find that
the monodromy has finite order, at ψn+2 = 1 it is unipotent but (T1 − I)
2 = 0 so
the order is not maximal (since n 6= 1), and at ψn+2 = ∞ we find maximal order
of unipotency (T∞ − I)n 6= 0. In fact, this point is maximally unipotent, and even
strongly maximally unipotent, in the terminology established earlier.
To compute canonical coordinates and correlation functions near ψn+2 = ∞
we need to know the period functions there. These can be found by studying the
differential equations which they satisfy. In this case of toric hypersurfaces, we have
a special method available—the representation of cohomology by means of residues
of differential forms on the ambient space with poles along the hypersurface. A
basis for the primitive cohomology can be written (in the affine chart x0 = 1, say)
as
βj := Res
(
ψj+1 (x1· · ·xn+1)j dx1 ∧ · · · ∧ dxn+1(
1 + xn+21 + · · ·+ x
n+2
n+1 − (n+ 2)ψ x1· · ·xn+1
)j+1
)
The connection matrix in this basis can then be found using Griffiths’ “reduction
of pole order” lemma [50] to calculate coefficients θij such that
∇(βi) =
∑
θijβj .
To find the period matrix from the connection matrix, one must solve some differen-
tial equations. For if {ek} is a basis for the local system and we write ek =
∑
ηkiβi
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n n-point function
3 5 + 2875 q+ 4876875 q2+ 8564575000 q3+ 15517926796875 q4
+ 28663236110956000 q5+ 53621944306062201000 q6
+ 101216230345800061125625 q7+ 192323666400003538944396875 q8
+ 367299732093982242625847031250 q9
+ 704288164978454714776724365580000 q10
+ 1354842473951260627644461070753075500 q11
+ 2613295702542192770504516764304958585000 q12
+ 5051976384195377826370376750184667397150000 q13
+ 9784992122065556293839548184561593434114765625 q14
+ 18983216783256131050355758292004110332155634496875 q15
+ 36880398908911843175757970052077286676680907186572875 q16
+ 71739993072775923425756947313710004388338109828244718125 q17
+ 139702324572802672116486725324237666156179096139345867681250 q18
+ . . .
4 6 + 120960 q+4136832000 q2+148146924602880 q3+ 5420219848911544320 q4
+ 200623934537137119778560 q5+ 7478994517395643259712737280 q6
+ 280135301818357004749298146851840 q7
+ 10528167289356385699173014219946393600 q8
+ 396658819202496234945300681212382224722560 q9
+ 14972930462574202465673643937107499992165427200 q10
+ 566037069767251121484562070892662863943365345190400 q11
+ 21424151141341932048068067497996096856724987411324108800 q12+. . .
5 7 + 3727381 q+ 2637885990187 q2+ 1927092954108108787 q3
+ 1425153551321014327663291 q4+ 1060347883438857662557634869906 q5
+ 791661306374088776109692880989252173 q6
+ 592348256908461616176898022359492565546566 q7
+ 443865568545713063761643598030194801299861575595 q8
+ 332947403131697202086626568381790256001850741509664373 q9+ . . .
6 8 + 106975232 q+ 1672023727001600 q2+ 26611692333081695092736 q3
+ 426129121674687823674948571136 q4
+ 6842148599241293047857339542861643776 q5
+ 110018992594692024449889564415904439556898816 q6
+ 1770551943055574073245974844490813198478975912902656 q7
+ 28508925683951911989843155602330000507452539542539447947264 q8
+ · · ·
Table 1. n-point functions in dimension n
then
0 = ∇(ek) =
∑
dηki βi +
∑
ηkiθijβj
gives differential equations for the unknown coefficient functions ηki:
dηki = −
∑
ηkℓθℓi.
The flatness of ∇ is equivalent to the integrability of these equations, which can
therefore be solved.
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Y 11 = 5 + 2875
13q
1−q + 609250
23q2
1−q2 + 317206375
33q3
1−q3 + 242467530000
43q4
1−q4
+ 229305888887625 5
3q5
1−q5 + 248249742118022000
63q6
1−q6
+ 295091050570845659250 7
3q7
1−q7 + 375632160937476603550000
83q8
1−q8
+ 503840510416985243645106250 9
3q9
1−q9
+ 704288164978454686113488249750 10
3q10
1−q10
+ 1017913203569692432490203659468875 11
3q11
1−q11
+ 1512323901934139334751675234074638000 12
3q12
1−q12
+ 2299488568136266648325160104772265542625 13
3q13
1−q13
+ 3565959228158001564810294084668822024070250 14
3q14
1−q14
+ 5624656824668483274179483938371579753751395250 15
3q15
1−q15
+ 9004003639871055462831535610291411200360685606000 16
3q16
1−q16 + . . .
Table 2. Three-point function in dimension three
Y 11 = 6 + 60480
12q
1−q + 440884080
22q2
1−q2 + 6255156277440
32q3
1−q3
+ 117715791990353760 4
2q4
1−q4 + 2591176156368821985600 · 5
2 5
2q5
1−q5 + . . .
Table 3. Three-point function in dimension four
If we work in a local coordinate z = ψ−n−2 near ψn+2 =∞, we find that a basis
e0(z), . . . , en+1(z) of local solutions can be found such that e0(z) is single-valued
near z = 0, and
ej+1(z) = (log z) ej(z) + single-valued function.
(This is a consequence of the maximally unipotent monodromy.) The vectors ej(z)
form the columns of the period matrix.
One can then use row operations to put the period matrix in upper triangular
form, with constant diagonal elements. (Let us choose the diagonal elements to
all be n + 2.) This implements the change of basis to a basis consisting of distin-
guished sections of Hp,qS . The nonzero entries A
1
j in the connection matrix are then
calculated by differentiating rows of the period matrix, and writing the result as a
multiple of a subsequent row. Each such entry takes the form
A1j = Y
1
j
dq
q
,
and the functions Y 1j represent correlation functions 〈(∂/∂t)βj βn−j−1〉.
This can all be done very explicitly, using power series expansions of the un-
known single-valued functions, in these examples. (I advise using maple or math-
ematica if you would like to try it for yourself.) We show two kinds of calculations
in the tables. For the first, only the “maximally unipotent” assumption is required,
since the calculation requires only the distinguished n-form and the canonical co-
ordinates. What is computed in table 1 is the “n-point function,” which iterates
the differential of the period map n times. (This was introduced some years ago in
the variation of Hodge structures context by Carlson, Green, Griffiths and Harris
[34].)
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Y 11 = 7 + 1009792
12q
1−q + 122239786088
22q2
1−q2 + 30528671745480104
32q3
1−q3
+ 10378199509395886153216 4
2q4
1−q4 + . . .
Y 12 = 7 + 1707797
1·q1
1−q1 + 510787745643
2·q2
1−q2 + 222548537108926490
3·q3
1−q3
+ 113635631482486991647224 4·q
4
1−q4 + . . .
Table 4. Three-point functions in dimension five
Y 11 = 8 + 15984640
12q
1−q + 33397159706624
22q2
1−q2 + 154090254047541417984
32q3
1−q3
+ 1000674891265872131899670528 4
2q4
1−q4 + . . .
Y 12 = 8 +37502976
1·q1
1−q1+224340704157696
2·q2
1−q2+2000750410187341381632
3·q3
1−q3
+ 21122119007324663457380794368 4·q
4
1−q4 + . . .
Y 22 = 8 +59021312
q
1−q +821654025830400
q2
1−q2+12197109744970010814464
q3
1−q3
+ 186083410628492378226388631552 q
4
1−q4 + . . .
Table 5. Three-point functions in dimension six
The other computations, displayed in tables 2–5, are of three-point functions
Y ab , read off of the connection matrix in a distinguished basis. (There is a symmetry
Y ab = Y
a
n−a−b = Y
b
n−a−b so we only show some of these.) The coefficients in the
series expansions are the predicted values of the Gromov–Witten invariants. The
three-point function Y 10 has the value n + 2 (a constant, due to the definition
of canonical coordinates) and is not shown in the tables. The other functions
Y 1j come directly from the connection matrix. In dimension six, there is also a
“secondary” function, which (by the B-model version of the associativity, which is
simply the associativity of the “sheaf cup product” pairing) can be calculated as
Y 22 = (Y
1
2 )
2/Y 11 .
There is a relation between the computations in table 1, and those in tables
2–5, which can be explicitly verified from these tables: it is
n-point function =
Y 10 · Y
1
1 · · · · · Y
1
n−1
(n+ 2)n
.
The functions Y ab are predicted to agree with quantum products on the mirror
manifolds
ζa ⋆ ζb ⋆ ζn−a−b,
where ζj is the class of a linear space (in CPn+1) of complex codimension j. In fact,
we have displayed things in tables 2–5 with this in mind, writing series in terms of
qk/(1− qk).
Also in tables 2–5, we have pulled out some factors of the degree of the rational
curve. If there are ℓ occurrences of “1” among {a, b, n− a− b}, then there will be ℓ
of the linear spaces of codimension one, and each meets a given rational curve Γ in
deg(Γ) points, giving rise to a factor of (deg(Γ))ℓ in the Gromov–Witten invariants.
Pulling out those factors makes the comparison with “counting” problems more
transparent.
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All of the predicted Gromov–Witten invariants in degrees one and two in these
tables have been verified by Katz [60]; most of the invariants in degree three have
been verified by Ellingsrud and Strømme [40, 41].
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POSTSCRIPT:
Recent Developments
As mentioned in the introduction, the subject of mirror symmetry is a rapidly
developing one, and much has happened since the lectures on which these notes
are based were delivered. We will briefly sketch some of these developments in this
postscript.
The Gromov–Witten invariants and their generalizations have been studied
particularly intensively. The definition of Ruan [86] which we presented in the
lectures has been supplanted by other definitions drawn from symplectic geometry
(cf. [12, 87]) which work directly in cohomology (avoiding the bordism technicali-
ties) and are also more general. In full generality these extended Gromov–Witten
invariants are not only associated to curves of genus zero with three vertex opera-
tors, but also to curves of arbitrary genus g with k vertex operators (provided that
2g−2+k > 0) and even to some non-topological correlation functions.4 There are at
least three proofs of the associativity relations for these symplectic Gromov–Witten
invariants [87, 67, 12], including proofs of a stronger form of associativity known as
the Witten–Dijkgraaf–Verlinde–Verlinde (WDVV) equations [151, 125, 101, 129]
which are relevant in the case of higher genus. As in the genus zero case, these
higher genus invariants can be used to encode a kind of quantum cohomology ring
(somewhat larger than the one we studied here); it is also possible to interpret the
WDVV associativity relation as the flatness of a certain connection [129]. A very
accessible exposition of this circle of ideas has been written by McDuff and Salamon
[12].
Parallel to this development, Gromov–Witten invariants have also been defined
purely within algebraic geometry. The methods of Katz described in the lectures
were developed further (see [139] and the appendix to [114]), and similar methods
based on the construction of a “virtual moduli cycle” were developed independently
by Li and Tian [66]. The foundations for an algebraic theory of Gromov–Witten in-
variants were carefully laid by Kontsevich and Manin [64] (again, the higher genus
4There have also been investigations into the physical interpretation of these higher genus
invariants, and how they should transform under mirror symmetry (in the case of Calabi–Yau
threefolds) [114, 115]. At one time, it had been expected that for Calabi–Yau threefolds the genus
zero topological correlation functions would completely determine the conformal field theory, but
now it is known that higher genus invariants are needed as well [111].
65
66 D. R. Morrison, Mathematical Aspects of Mirror Symmetry
invariants and the WDVV equations play an important roˆle), and the program
they initiated was ultimately carried out [28, 27, 26], producing a definition of
Gromov–Witten invariants based on stable maps. (The work of Li–Tian mentioned
above [66] is also closely related to this program.) Even before this program was
complete, Kontsevich had applied it to obtain some spectacular results in enumer-
ative geometry, including a verification of the predicted number 242467530000 of
rational quartics on the general quintic threefold [62]. The stable map theory is
nicely explained, with further references, in [45].
Kontsevich has also formulated a “homological” version of the mirror conjec-
ture [63] involving what are known as A∞-categories (cf. [91]), which is related
to the “extended moduli space” introduced by Witten [152]. By a construction
of Fukaya [44], to every compact symplectic manifold (Y, ω) with vanishing first
Chern class, one can associate an A∞-category whose objects are essentially the
Lagrangian submanifolds of Y , and whose morphisms are determined by the in-
tersections of pairs of submanifolds. Kontsevich’s conjecture relates the bounded
derived category of the Fukaya category of Y (playing the roˆle of the B-model)
to the bounded derived category of the category of coherent sheaves on a mirror
partner X (playing the roˆle of the A-model). I must refer the reader to [63] for
further details concerning this fascinating conjecture.
The art of making predictions about enumerative geometry from calculations
with the variation of Hodge structure on a candidate mirror partner has been
considerably refined: see [77] for a survey and references to the literature. The
era of numerical experiments in mirror symmetry seems to be largely over, and
has been supplanted by a more analytical period. Witten’s analysis of the physics
related to Calabi–Yau manifolds which are hypersurfaces in toric varieties [153]
was further developed in [143], where techniques were found—somewhat related
to methods introduced by Batyrev [20] for the study of quantum cohomology of
toric varieties—for precisely calculating a variant of the quantum cohomology ring
of the Calabi–Yau manifold. (The variant is derived from enumerative problems
on the ambient space rather than directly on the Calabi–Yau manifold.) There
is a physics argument, but not a complete mathematics argument, which explains
why this variant should coincide with the usual quantum cohomology ring after a
change of coordinates in the coefficient ring. This variant can be rigorously shown
to agree with the correlation functions of the mirror Calabi–Yau manifold, again
calculated in the “wrong” coordinates. In this way, the results of [143] provided
the first analytical proof that some kind of enumerative problem on one side of the
mirror could be related to a variation of Hodge structure calculation on the other
side. Further development of these ideas in [144] led to a preliminary argument
to the effect that the physical theories associated to a Batyrev–Borisov pair should
actually be mirror to each other.
In a striking recent development, Givental has proved [46, 47, 48] that for
Calabi–Yau complete intersections in projective spaces, the “predicted” enumera-
tive formulas which one calculates by using a Batyrev–Borisov candidate mirror
partner are in fact correct evaluations of the Gromov–Witten invariants. This es-
tablishes, for example, the accuracy of all of the predictions about the general
quintic threefold made by Candelas et al. [118] (and which we listed in table 2).
Givental’s remarkable proof actually has very little to do with mirror symmetry
per se: in studying an equivariant version of quantum cohomology, he finds enough
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structure to enable a calculation which is formally similar to (and certainly inspired
by) the variation of Hodge structure calculations on the candidate mirror partner.
The last several years have also been a period of dramatic developments in
string theory. There are new techniques which go by the names of “duality” and
“nonperturbative methods,” and a number of the recent results have been closely
related to Calabi–Yau manifolds and mirror symmetry. One of the earliest nonper-
turbative results [146, 134] was the discovery5 that the string theory moduli spaces
associated to Calabi–Yau manifolds should be attached along loci corresponding to
“conifold transitions”—a process in which a collection of rational curves is con-
tracted to ordinary double points and the resulting space is then smoothed to pro-
duce another Calabi–Yau manifold. This new attaching procedure supplements, but
is rather different from, the gluing of Ka¨hler cones which we discussed in section
7.3. In the new procedure, a moduli space of a different dimension (corresponding
to a Calabi–Yau manifold with different Hodge numbers than the original) is ce-
mented on at the same point where the two like-dimensional pieces (Ka¨hler cones
differing by a flop) have been glued together. The “cement” which holds these two
spaces together (i.e., the physical process responsible) is a phase transition between
charged black holes on one component of the moduli space and elementary particles
on the other.
The string theory moduli spaces mentioned above are actually somewhat larger
than the conformal field theory moduli spaces which were one of the primary sub-
jects of these lectures. There are two variants of string theory which are relevant,
called type IIA and type IIB string theories, and the additional parameters which
must be added to the conformal field theory moduli space differs between the two.
In the case of type IIA, the extra parameters are a choice of holomorphic 3-form and
the choice of an element in the intermediate Jacobian of the Calabi–Yau threefold.
(Some of the mathematical structure of these spaces related to the intermediate
Jacobians was anticipated in work of Donagi and Markman [39].) In the case of
type IIB, the new parameters are similar, but related to the even cohomology of the
manifold. These two types of parameters should be mapped to each other under
mirror symmetry [112, 142]. In fact, a large number of other related structures
called “D-brane moduli spaces” should also correspond under mirror symmetry—
the precise implications of this correspondence (which appears to be connected to
Kontsevich’s homological mirror symmetry conjecture) are still being worked out.
Finally, in a very exciting recent development, a completely new geometric as-
pect of mirror symmetry has been discovered by Strominger, Yau and Zaslow [148].
A Calabi–Yau manifold X of real dimension 2n on which a complex structure J and
Ka¨hler form ω have been fixed has a natural class of n-dimensional submanifoldsM
defined by the property that ω|M ≡ 0 and Im(Ω)|M ≡ 0 for some choice of holomor-
phic n-form Ω. These special Lagrangian submanifolds were introduced by Harvey
and Lawson [53] as a natural class of volume-minimizing submanifolds; they have
many other interesting properties, including an exceptionally well-behaved defor-
mation theory [72]. Strominger, Yau and Zaslow argue on physical grounds (using
the correspondence of D-brane moduli spaces mentioned above) that whenever X
has a mirror partner, then X must admit a map ρ : X2n → Bn whose generic fiber
5This had been anticipated some time earlier in the physics literature [116, 132, 121, 117]
based on the discovery of and speculations about conifold transitions in the mathematics literature
[36, 42, 54, 94, 85, 43], but an understanding of the physical mechanism behind the attachment
of the moduli spaces was lacking.
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is a special Lagrangian n-torus, and which has a section σ : B → X whose image is
itself a special Lagrangian submanifold. Given this structure, the mirror partner of
X is then predicted to be a compactification of the family of dual tori of the fibers
of ρ. (The section specifies a point pb := σ(b) on each torus Tb := ρ
−1(b); the dual
torus is then Hom(π1(Tb, pb),U(1)).) There is also an argument—quite similar in
nature to [144]—that such a structure should suffice for producing a mirror iso-
morphism between the corresponding physical theories. A mathematical account of
this construction can be found in [78], which attempts to make the mathematical
implications of this story precise: given a “special Lagrangian m-torus fibration,”
all of the structure we have seen relating the quantum cohomology and the variation
of Hodge structure should (conjecturally) follow as a consequence. For the Voisin–
Borcea threefolds, the structure of these special Lagrangian torus fibrations (using
a mildly degenerate metric) has been worked out in complete detail by Gross and
Wilson [52], who find compatibility with the previously observed mirror phenomena
in a beautiful geometric form.
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