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Abstract
The complex Monge-Ampe`re equation (CMA) in a two-component
form is treated as a bi-Hamiltonian system. We present explicitly
the first nonlocal symmetry flow in the hierarchy of this system. An
invariant solution of CMA with respect to this nonlocal symmetry is
constructed which, being a noninvariant solution in the usual sense,
does not undergo symmetry reduction in the number of independent
variables. We also construct the corresponding 4-dimensional anti-
self-dual (ASD) gravitational metric with either Euclidean or neutral
signature. It admits no Killing vectors which is one of characteristic
features of the famous gravitational instanton K3.
MSC : 35Q75, 83C15, 37K05, 37K10.
1 Introduction
In his pioneer paper [1], Pleban˜ski demonstrated that anti-self-dual (ASD)
Ricci-flat metrics on four-dimensional complex manifolds are completely
determined by a single scalar potential which satisfies his first or second
heavenly equation. Such metrics are solutions to complex vacuum Einstein
equations. Real four-dimensional hyper-Ka¨hler ASD metrics
ds2 = u11¯dz
1dz¯1 + u12¯dz
1dz¯2 + u21¯dz
2dz¯1 + u22¯dz
2dz¯2 (1.1)
that solve the vacuum Einstein equations with either Euclidean or ultra-
hyperbolic signature are governed by a scalar real-valued potential u =
u(z1, z2, z¯1, z¯2) which satisfies elliptic or hyperbolic complex Monge-Ampe`re
equation (CMA)
u11¯u22¯ − u12¯u21¯ = ε (1.2)
1
with ε = ±1 respectively. Here u is a real-valued function of the two complex
variables z1, z2 and their conjugates z¯1, z¯2, the subscripts denoting partial
derivatives with respect to these variables, e.g. u11¯ = ∂
2u/∂z1∂z¯1 and
suchlike. A modern proof of this result one can find in the books by Mason
and Woodhouse [2] and Dunajski [3].
To illustrate this property, we introduce the coframe of one-forms
ω1 =
1√
u11¯
(u11¯dz1 + u21¯dz2), ω¯1 =
1√
u11¯
(u11¯dz¯1 + u12¯dz¯2)
ω2 =
1√
u11¯
dz2, ω¯2 =
1√
u11¯
dz¯2. (1.3)
The metric (1.1) takes the canonical form
ds2 = ω1 ⊗ ω¯1 + εω2 ⊗ ω¯2 (1.4)
where complex Monge-Ampe`re equation (1.2) has been used. Equation (1.4)
makes obvious the claim about the signature of the metric.
We are mostly interested in ASD Ricci-flat metrics that describe gravi-
tational instantons which asymptotically look like a flat space, so that their
curvature is concentrated in a finite region of a Riemannian space-time
(see [3] and references therein). The most important gravitational instanton
is K3 which geometrically is Kummer surface [4], for which an explicit form
of the metric is still unknown while many its properties and existence had
been discovered and analyzed [5, 6]. A characteristic feature of the K3 in-
stanton is that it does not admit any Killing vectors, that is, no continuous
symmetries which implies that the metric potential should be a noninvariant
solution of CMA equation. As opposed to the case of invariant solutions, for
noninvariant solutions of CMA there should be no symmetry reduction [7]
in the number of independent variables. In this paper we achieve this goal
by utilizing the invariance under an nonlocal symmetry.
The paper is organized as follows. In Section 2, we convert CMA equa-
tion into real variables and two-component form. In Section 3, we exhibit
two alternative bi-Hamiltonian representations of CMA which we discov-
ered earlier [8]. In Section 4, we explicitly construct first nonlocal flows
in the hierarchy of CMA system related to each of the two bi-Hamiltonian
structures. In Section 5, we formulate the invariance conditions with respect
to both nonlocal symmetries appearing in each of the two alternative hierar-
chies. In this way, we keep in the invariance conditions the obvious discreet
symmetry relating the two bi-Hamiltonian structures. Here for simplicity
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we restrict ourselves to the special first nonlocal symmetry setting Φ = 0
and χ = 0.
In Section 6, we show in detail how the careful analysis of integrability
conditions specifies various functional parameters in the invariance equations
with no additional assumptions made. In Section 7, we integrate completely
all the obtained equations and end up with a noninvariant solution of CMA
which is a general form of the solution invariant under the first nonlocal sym-
metry in the hierarchy. In Section 8, we use this solution for constructing the
corresponding (anti-)self-dual gravitational metrics with either Euclidean or
neutral signature.
2 Real variables and 2-component form of CMA
In our earlier paper [8] we presented bi-Hamiltonian structure of the two-
component version of (1.2), which by Magri’s theorem [9] proves that it is
a completely integrable system in four dimensions.
We impose additional reality condition for all the objects in the theory.
The transformation from complex to real variables has the form
t = z1 + z¯1, x = i(z¯1 − z1), y = z2 + z¯2, z = i(z¯2 − z2). (2.1)
Introduce the notation
a = ∆(u) = uyy + uzz, b = uxy − vz, c = vy + uxz, Q = b
2 + c2 + ε
a
(2.2)
where v = ut is the second component of the unknown and ∆ = D
2
y + D
2
z
is the two-dimensional Laplace operator. The definitions (2.2) imply the
relations
ax = by + cz , cy − bz = ∆(v). (2.3)
The CMA equation (1.2) in the real variables becomes
(utt + uxx)∆(u)− b2 − c2 − ε = 0
or in the two-component form(
ut
vt
)
=
(
v
Q− uxx
)
(2.4)
which we will call CMA system.
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The metric (1.1) in real variables reads
ds2 = (vt + uxx)(dt
2 + dx2) + ∆(u)(dy2 + dz2)
− 2b(dt dz − dxdy) + 2c(dt dy + dxdz). (2.5)
The coframe of one-forms becomes
Ω1 =
1
2
√
vt + uxx
[(c+ ib)(dy + idz) + (vt + uxx)(dt+ idx)]
Ω2 = Ω¯1, Ω3 =
dy + idz
2
√
vt + uxx
, Ω4 = Ω¯3 (2.6)
with the metric
ds2 = Ω1 ⊗ Ω¯1 + εΩ2 ⊗ Ω¯2. (2.7)
3 Bi-Hamiltonian representations of CMA system
The CMA system (2.4) can be put in the Hamiltonian form(
ut
vt
)
= J0
(
δuH1
δvH1
)
(3.1)
where δu and δv are Euler-Lagrange operators [7] with respect to u and v.
Here J0 is the Hamiltonian operator
J0 =

 0 1a
−1a 1a(cDy +Dyc− bDz −Dzb)1a

 (3.2)
determining the structure of Poisson bracket and H1 is the corresponding
Hamiltonian density
H1 =
1
2
[v2∆(u)− uxx(u2y + u2z)]− εu. (3.3)
The first real recursion operator has the form
R1 =
(
0 0
QDz − cDx b
)
+ (3.4)
∆−1

 Dy
(
−aDx + bDy + cDz
)
+Dz
(
cDy − bDz
)
−Dza
Dx
[
Dy
(
cDy − bDz
)
+Dz
(
aDx − bDy − cDz
)]
−DxDya


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where ∆−1 means operator multiplication, and the second recursion operator
reads
R2 =
(
0 0
bDx −QDy c
)
+ (3.5)
∆−1
(
Dy(bDz − cDy) +Dz(−aDx + bDy + cDz) Dya
Dx
[
Dy(−aDx + bDy + cDz) +Dz(cDy − bDz)
]
−DxDza
)
.
The two recursion operators R1 and R2 generate two alternative second
Hamiltonian operators J1 = R1J0 and J
1 = R2J0
J1 = R1J0 = ∆
−1
(
Dz −DxDy
DxDy D
2
xDz
)
+ (3.6)

 0 ba
− ba ca2
(
bDy − aDx
)
+
(
Dyb−Dxa
)
c
a2
+
Q−
2a Dz +Dz
Q−
2a


where Q− = (c
2 − b2 + ε)/a, and
J1 = R2J0 = ∆
−1
(
Dy DxDz
−DxDz D2xDy
)
+ (3.7)

 0 − ca
c
a
b
a2
(
cDz − aDx
)
+
(
Dzc−Dxa
)
b
a2
+
Q−
2a Dy +Dy
Q−
2a


where Q− = (b2 − c2 + ε)/a.
The flow (3.1) can be generated by the Hamiltonian operator J1 from
the Hamiltonian density
H0 = zv∆(u) + uxuy (3.8)
so that CMA in the two-component form (3.1) is a bi-Hamiltonian system [9](
ut
vt
)
= J0
(
δuH1
δvH1
)
= J1
(
δuH0
δvH0
)
. (3.9)
The same flow (3.1) can also be generated by the Hamiltonian operator
J1 from the Hamiltonian density
H0 = yv∆(u)− uxuz (3.10)
which yields another bi-Hamiltonian representation of the CMA system
(3.1) (
ut
vt
)
= J0
(
δuH1
δvH1
)
= J1
(
δuH
0
δvH
0
)
. (3.11)
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4 Nonlocal flows
The first nonlocal flows of the hierarchy of CMA system are generated by
J1 and J
1 acting on the vector of variational derivatives of H1(
uτ2
vτ2
)
= J1
(
δuH1
δvH1
)
(4.1)
(
uτ
2 ′
vτ
2 ′
)
= J1
(
δuH1
δvH1
)
(4.2)
where τ2, τ2′ are time variables of the flows (4.1), (4.2), respectively. Using
the expressions (3.6), (3.7) and (3.3) for J1, J
1 and H1 we obtain explicit
expressions for the flows (4.1) and (4.2)
uτ2 = ∆
−1
{
Dz(auxx − u2xy − u2xz − ε)−DxDy(av)
}
+ uxyv
uτ
2 ′
= ∆−1
{
Dy(auxx − u2xy − u2xz − ε) +DxDz(av)
} − uxzv. (4.3)
Second components of these flows are time derivatives of (4.3), vτ2 = Dt[uτ2 ],
vτ
2 ′
= Dt[uτ
2 ′
], so that the flows (4.1) and (4.2) commute with the flow
(2.4) of CMA system and hence they are nonlocal symmetries of the CMA
system.
5 Invariance conditions with respect to nonlocal
symmetries
Solutions invariant with respect to nonlocal symmetries are determined by
the conditions uτ2 = 0 and uτ2 ′ = 0 which due to (4.3) take the explicit
form
Dz
[
∆[u]uxx − u2xy − u2xz
]−DxDy [v∆[u]] + ∆ [vuxy] = 0
Dy
[
∆[u]uxx − u2xy − u2xz
]
+DxDz [v∆[u]]−∆ [vuxz] = 0. (5.1)
Here we impose both invariance conditions (5.1) on solutions of the CMA
system in order to keep the discreet symmetry z 7→ y, y 7→ −z between the
two bi-Hamiltonian structures. Differentiating the first and second equations
(5.1) with respect to y and z, respectively, and taking the difference of the
results yields the integrability condition
∆ {Dy[vuxy] +Dz[vuxz]−Dx[v∆[u]]} = 0
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or, equivalently
Dy[vuxy] +Dz[vuxz]−Dx[v∆[u]] = Φ(x, y, z, t)
⇐⇒ vyuxy + vzuxz − vx∆[u] = Φ, where ∆[Φ] = 0.
(5.2)
On account of the relation (5.2) each of the relations (5.1) becomes
vyuxz − vzuxy = ∆[u]uxx − u2xy − u2xz + χ(x, y, z, t) (5.3)
where Φy = χz and Φz = −χy and hence ∆[Φ] = ∆[χ] = 0. Thus, we end up
with the system of two equations (5.2) and (5.3) linear in derivatives of v.
Solving this system algebraically for vy and vz and denoting δ = u
2
xy + u
2
xz,
we obtain
vy =
1
δ
{∆[u](vxuxy + uxxuxz)− δuxz +Φuxy + χuxz}
vz =
1
δ
{∆[u](vxuxz − uxxuxy) + δuxy +Φuxz − χuxy} . (5.4)
In the following for simplicity we set Φ = 0, χ = 0 and refer to this case as
special first nonlocal symmetry. In the following it is convenient to introduce
the quantity
w =
δ
∆[u]
− uxx. (5.5)
Equations (5.4) become
vy =
uxyvx − uxzw
w + uxx
, vz =
uxzvx + uxyw
w + uxx
(5.6)
with the immediate consequences
vx =
1
∆[u]
(uxyvy + uxzvz), w =
1
∆[u]
(uxyvz − uxzvy). (5.7)
On account of the equations (5.5) and (5.6), the real two-component
form (2.4) of CMA becomes
vt =
v2x − uxxw
w + uxx
+
ε
∆[u]
. (5.8)
Integrability condition (vy)z − (vz)y = 0 of equations (5.6) yields
(uxzwy − uxywz)vx = uxx(uxywy + uxzwz)−∆[u](w + uxx)wx. (5.9)
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6 Further integrability conditions
It is convenient to take equation (5.9) in the form
(uxzvx − uxxuxy)wy = (uxyvx + uxxuxz)wz −∆[u](w + uxx)wx. (6.1)
The integrability conditions (vt)y = (vy)t and (vt)z = (vz)t with the use of
(6.1) simplify to
∆[uy] =
uxy
w + uxx
∆[ux], ∆[uz] =
uxz
w + uxx
∆[ux] (6.2)
with the integrability condition (∆[uy])z − (∆[uz])y = 0 resulting in
uxzwy − uxywz = 0. (6.3)
On account of (6.3) equation (5.9) becomes
uxx(uxywy + uxzwz)−∆[u](w + uxx)wx = 0. (6.4)
Equations (6.3) and (6.4) can be put in the form
wy =
uxy
uxx
wx, wz =
uxz
uxx
wx (6.5)
with the integrability condition (wy)z = (wz)y identically satisfied. Differ-
entiating the definition (5.5) of w with respect to t we obtain
wt =
vx
uxx
wx. (6.6)
The integrability conditions (wt)y = (wy)t and (wt)z = (wz)t of equations
(6.5) and (6.6) are identically satisfied.
Equations (6.5) are integrated by the method of characteristics with the
result w = w(ux, t) whereas (6.6) further implies w = w(ux). The remaining
equations (6.2) take the form of two first-order PDEs for ∆[u]
(uxx + w(ux))(∆[u])y − uxy(∆[u])x = 0
(uxx + w(ux))(∆[u])z − uxz(∆[u])x = 0. (6.7)
We start with the combination of these equations
uxz(∆[u])y − uxy(∆[u])z = 0 (6.8)
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which is integrated by the method of characteristics to give
∆[u] = f(ux, x, t). Then equations (6.7) are satisfied by the solution
∆[u] = f(ζ, t), where ζ = ω(ux) + x and ω(ux) =
∫
dux
w(ux)
. (6.9)
Equation (5.5) becomes
u2xy + u
2
xz = A
2, where A =
√
f
(
uxx +
1
ω′
)
. (6.10)
We rewrite (6.10) in the form
uxy = A sin θ, uxz = A cos θ (6.11)
where we have introduced the new unknown θ = θ(x, y, z, t). The definition
of A in (6.10) implies
Ay = a sin θ +
f
2
cos θ · θx, Az = a cos θ − f
2
sin θ · θx
Ax =
fζA
3
2f2
ω′ − A
2
ω′′
ω′2
+
f
2A
(
ω′′
ω′3
+ uxxx
)
(6.12)
where
a =
3
4
(
fζ
f
A2ω′ − f ω
′′
ω′2
)
+
f2
4A2
(
ω′′
ω′3
+ uxxx
)
. (6.13)
The integrability condition (uxy)z − (uxz)y = 0 of the system (6.11) has the
form
sin θ · θy + cos θ · θz = f
2A
θx. (6.14)
The first equation ∆[u] = f(ζ, t) in (6.9) implies
∆[ux] = (uxy)y + (uxz)z = (A sin θ)y + (A cos θ)z = fζ(ω
′uxx + 1) (6.15)
which finally results in the equation
cos θ · θy − sin θ · θz = fζA
f
ω′ − a
A
. (6.16)
We solve algebraically the system of equations (6.14) and (6.16) to obtain
θy =
f
2A
sin θ · θx + b cos θ, θz = f
2A
cos θ · θx − b sin θ (6.17)
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where
b =
fζ
f
Aω′ − a
A
. (6.18)
Integrability condition for the system (6.17) reads
(θy)z − (θz)y = bz cos θ + by sin θ − f
2A
bx + b
2 +
f2
4A2
θ2x = 0 (6.19)
or in the explicit form
(
f2
2A3
uxxx − fζ
2f
Aω′ +
f2
2A3
ω′′
ω′3
− 3f
2A
ω′′
ω′2
)2
+
f2
A2
θ2x = 0. (6.20)
Reality condition for (6.20) implies that both quadratic terms vanish sepa-
rately
uxxx =
fζ
f3
A4ω′ − ω
′′
ω′3
+
3A2
f
ω′′
ω′2
(6.21)
and θx = 0 ⇐⇒ θ = θ(y, z, t). Using (6.21) in (6.13) for a and then in
(6.18) for b we obtain
b = 0, a =
fζ
f
A2ω′ (6.22)
and (6.17) with θx = 0 implies θy = θz = 0, so that θ = θ(t). Equations
(6.12) become
Ay = a sin θ, Az = a cos θ, Ax =
fζ
f2
A3ω′ +A
ω′′
ω′2
. (6.23)
From the definition (6.10) of A it follows
uxx =
A2
f
− 1
ω′
(6.24)
Since f = f(ζ, t) where ζ = ω(ux) + x, we have
fx =
fζ
f
A2ω′, fy = fζω
′A sin θ fz = fζω
′A cos θ (6.25)
and hence Ay/A = fy/f , Az/A = fz/f , so that A = α(x, t)f . Then the last
equation in (6.23) implies
Ax
A
=
fx
f
+
ω′′
ω′2
=
fx
f
+
αx(x, t)
α
=⇒
(
ω′′
ω′2
)
y
= 0,
(
ω′′
ω′2
)
z
= 0 (6.26)
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and hence(
ω′′
ω′2
)
′
= 0 =⇒ 1
ω′
= c1ux + c2 ⇐⇒ ω′ = 1
c1ux + c2
. (6.27)
From (6.26) and (6.27) it follows that
α(x, t) = c3(t)e
−c1(t)x, A = c3(t)e
−c1xf(ζ, t) (6.28)
while (6.24) and (6.11) imply
uxx = c
2
3(t)e
−2c1xf − (c1ux + c2)
uxy = c3e
−c1xf sin θ, uxz = c3e
−c1xf cos θ (6.29)
while (6.21) takes the form
uxxx = c
4
3(t)
e−4c1xffζ
c1ux + c2
− 3c23(t)c1e−2c1xf + c1(c1ux + c2). (6.30)
It is easy to check that the integrability condition (uxx)x = uxxx of equations
(6.29) and (6.30) is identically satisfied.
Expressions (5.6) and (5.8) for derivatives of v take the form
vy =
ec1x
c3(t)
[vx sin θ − (c1ux + c2) cos θ]
vz =
ec1x
c3(t)
[vx cos θ + (c1ux + c2) sin θ]
vt =
e2c1x
c23(t)f
[v2x + (c1ux + c2)
2]− (c1ux + c2) + ε
f
. (6.31)
Integrability condition (vt)x = (vx)t where vx is determined by (5.7) in the
form
vx = c3(t)e
−c1x(vy sin θ + vz cos θ)
yields the relation
(c1 + θ
′(t))(c1ux + c2)− c
′
3(t)
c3(t)
vx = 0. (6.32)
If c′3(t) 6= 0, (6.32) can be solved for vx and the integrability conditions
(vy)x = (vx)y, (vz)x = (vx)z imply c1c3 = 0 and, since c1 6= 0 (otherwise
(6.32) leads to a reduction), we have c3 = 0 which contradicts to our as-
sumption c′3(t) 6= 0.
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Thus, we proceed to the opposite case of constant c3 in (6.32) which
implies θ(t) = −c1t + θ0 with vx remaining undetermined. Then we check
that all the integrability conditions (vy)t = (vt)y, (vz)t = (vt)z and (vy)z =
(vz)y are identically satisfied.
Differentiating first two equations (6.31) with respect to x we obtain
vxy =
ec1x
c3
(vxx + c1vx) sin θ − c1c3e−c1xf cos θ
vxz =
ec1x
c3
(vxx + c1vx) cos θ + c1c3e
−c1xf sin θ. (6.33)
Another type of integrability conditions arises from the utilization of the
relation ut = v. We differentiate with respect to t equations (6.29). The
first equation in (6.29) yields
vxx = −c1vx + c23e−2c1x
(
fζvx
c1ux + c2
+ ft
)
(6.34)
while the two last equations give the same results as (6.33). The same
result (6.34) we obtain by differentiating with respect to t the equation
∆[u] = f(ζ, t). By using the result (6.34) in (6.33) we obtain
vxy = c3e
−c1x
[(
fζvx
c1ux + c2
+ ft
)
sin θ − c1f cos θ
]
vxz = c3e
−c1x
[(
fζvx
c1ux + c2
+ ft
)
cos θ + c1f sin θ
]
. (6.35)
The two-component real form (5.8) of CMA equation becomes
vt =
e2c1x
c23f
[v2x + (c1ux + c2)
2] +
ε
f
− (c1ux + c2) (6.36)
together with its derivative with respect to x
vtx =
fζ
f
[
v2x
c1ux + c2
− (c1ux + c2)− εc
2
3e
−2c1x
c1ux + c2
]
+ 2
ft
f
vx + 3c1(c1ux + c2)− c1c23e−2c1xf. (6.37)
Differentiating (6.37) with respect to x we discover the integrability condi-
tion (vt)xx − (vxx)t = 0 of (6.36) and (6.34) in the form
fttf − 2f2t − 4c21f2 + fζζf − 2f2ζ + 4c1fζf
+
εc23e
−2c1x
(c1ux + c2)2
(fζζf − 2f2ζ − c1fζf) = 0. (6.38)
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Since ux and x in equations for f are allowed only in the combination ζ =
ln(c1ux + c2)/c1 + x + ζ0, which is the independent variable in f(ζ, t), the
equation (6.38) splits into two equations
fζζf − 2f2ζ − c1fζf = 0 (6.39)
fttf − 2f2t − 4c21f2 + fζζf − 2f2ζ + 4c1fζf (6.40)
Using (6.39) in the equation (6.40) we simplify the latter equation to the
form
fttf − 2f2t − 4c21f2 + 5c1fζf = 0. (6.41)
Equation (6.39) by the substitution g = fζ/f is reduced to the first-order
separable equation gζ−g(g+c1) = 0 with the solution g = c1/(γ0(t)e−c1ζ−1).
The corresponding general solution for f is given by the quadrature
ln f = ln f0(t) + c1
∫
dζ
γ0(t)e−c1ζ − 1
or in the explicit form
f =
f0(t)
γ0(t)− ec1ζ . (6.42)
In the original variables this becomes
f =
f0(t)
γ0(t)− c0ec1x(c1ux + c2) . (6.43)
Next we input the expression (6.42) for f in the equation (6.41) and after
cancelation of the common factor γ0 − ec1ζ we obtain the result
(f ′′0 f0 − 2f ′02 − 4c21f20 )(γ0 − ec1ζ)
+ 2f0f
′
0γ
′
0 − f20γ′′0 + 5c21f20 ec1ζ = 0 (6.44)
where primes denote derivatives of functions depending on t only. Terms
with the first and zeroth powers of ec1ζ should vanish separately. The terms
with ec1ζ yield the equation
f ′′0 f0 − 2f ′02 − 9c21f20 = 0 (6.45)
with the general solution
f0 =
1
µ(t)
, where µ′′ = −9c21µ (6.46)
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or, explicitly,
µ(t) = µ1 cos(3c1t) + µ2 sin(3c1t)
with arbitrary constants µ1 and µ2. The remaining equation consists of the
terms in (6.44) without ec1ζ which with the use of (6.46) becomes
γ′′0 + 2
µ′
µ
γ′0 − 5c21γ0 = 0. (6.47)
For the integration of (6.47) we use its two commuting Lie point symmetries
X1 = γ0∂γ0 , X2 = −∂t +
µ′
µ
γ0∂γ0 . (6.48)
Using the appropriate algorithm for the case G2Ia from H. Stephani’s book
[10] we easily obtain the general solution
γ0(t) =
ν(t)
µ(t)
, where ν ′′ = −4c21ν (6.49)
or, explicitly
ν(t) = ν1 cos(2c1t) + ν2 sin(2c1t)
whereas µ is defined in (6.46) and ν1, ν2 are arbitrary real constants.
Using our results in (6.42) we obtain the final result for f
f(ζ, t) =
1
ν(t)− µ(t)ec1ζ (6.50)
or, alternatively, by using ec1ζ0 = c0 in the definition ζ = ln(c1ux + c2)/c1 +
x+ ζ0 coming from (6.9) and (6.27)
f =
1
ν(t)− µ(t)ec1xc0(c1ux + c2) (6.51)
where µ(t) is defined by (6.46) and ν(t) defined in (6.49). It turns out
that the integrability conditions (vxt)y = (vxy)t and (vxt)z = (vxz)t of the
equations (6.35) and (6.37) with f defined by (6.51) are identically satisfied
without further constraints on the unknowns vx, ux, µ and ν.
7 Integration of equations
After making sure that the integrability conditions of our equations are
satisfied we may proceed to the integration of these equations. We start
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with the integration of the first equation in (6.29) with respect to x with
the result
1
2
c0µe
2c1x(c1ux + c2)
2 − νec1x(c1ux + c2) = c23e−c1x − σ(y, z, t)
which can be rewritten as
c1ux + c2 =
1
c0µ
e−c1x
(
ν ± Λ1/2
)
(7.1)
where
Λ = 2c0µ
(
c23e
−c1x − σ(y, z, t)) + ν2 (7.2)
with σ(y, z, t) playing the role of the constant of integration with respect
to x. Henceforth we are free to use either upper or lower sign in all the
formulas. Using (7.1) together with the notation (7.2) in the formula (6.51)
for f we finally obtain
f = ∓Λ−1/2. (7.3)
Next we utilize the results (7.1) and (7.3) in the second and third equa-
tions in (6.29), using Λy = −2c0µσy and Λz = −2c0νσz to obtain σy =
c1c3 sin θ and σz = c1c3 cos θ and hence
σ = c1c3(y sin θ + z cos θ) + σ0(t) (7.4)
which implies σt = c
2
1c3(z sin θ − y cos θ) + σ′0(t). The result (7.4) should be
used in the definition (7.2) of Λ.
Total derivative of (7.1) with respect to t yields
vx =
e−c1x
c1c0µ
[
−µ
′
µ
(
ν ± Λ1/2
)
+ ν ′ ± 1
2
Λ−1/2Λt
]
(7.5)
where
Λt = 2c0µ
′(c23e
−c1x − σ)− 2c0µσt + 2νν ′.
Integrating (7.1) with respect to x we obtain
u = − ν
c21c0µ
e−c1x ∓ 1
3c21c
2
0c
2
3µ
2
Λ3/2 − c2
c1
x+ ρ(y, z, t) (7.6)
with the “constant of integration” ρ(y, z, t). Differentiation of (7.6) with
respect to t yields the result
v = ut = − 1
c21c0
(
ν
µ
)
′
e−c1x ± 1
c21c
2
0c
2
3µ
2
(
2µ′
3µ
Λ3/2 − 1
2
Λ1/2Λt
)
+ ρt. (7.7)
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Now we use the expression (7.7) to compute vy and vz in the first two
equations (6.31) which imply the following equations
ρty(y, z, t) =
1
c3c1c0
(
ν
µ
sin θ
)
′
t
, ρtz(y, z, t) =
1
c3c1c0
(
ν
µ
cos θ
)
′
t
with the final result
ρ(y, z, t) =
ν
c3c1c0µ
(y sin θ + z cos θ) + ρ0(t) + r(y, z) (7.8)
with arbitrary ρ0(t) and r(y, z). Equation ∆[u] = f implies ∆[r(y, z)] = 0.
We differentiate v in (7.7) with respect to t and use vt in the third
equation of (6.31) which is our basic complex Monge-Ampe`re equation in
the two-component form. This equation becomes
vt ≡ − 1
c21c0
(
ν
µ
)
′′
e−c1x ± 2
3c21c
2
0c
2
3
(
µ′
µ3
)
′
Λ3/2 ± 2µ
′
c21c
2
0c
2
3µ
3
Λ1/2Λt
∓ 1
2c21c
2
0c
2
3µ
2
(
1
2
Λ−1/2Λ2t + Λ
1/2Λtt
)
+ ρtt (7.9)
= ∓ 1
c21c
2
0c
2
3µ
2
Λ1/2
[
µ′2
µ2
Λ− µ
′
µ
Λt +
1
4
Λ−1Λ2t ∓ 2
µ′
µ
(
ν ′ − µ
′ν
µ
)
Λ1/2
±
(
ν ′ − µ
′ν
µ
)
Λ−1/2Λt +
(
ν ′ − µ
′ν
µ
)2]
∓ 1
c20c
2
3µ
2
Λ1/2(±Λ1/2 + ν)2
∓ 1
c0µ
e−c1xΛ1/2 − ν
c0µ
e−c1x ∓ εΛ1/2.
Here we have not done an obvious cancelation of a couple of terms on both
sides of the equation in order to keep the expression for vt which we will
need for the metric. A lengthy but straightforward check shows that the
equation (7.9) is identically satisfied provided that arbitrary functions ρ0(t)
and σ0(t) satisfy the equations
ρ′′0(t) = −
2
c21c
2
0c
2
3
{
ν
(
γ′0
2
+ c21γ
2
0
)
+ γ′0
(
µ′
µ
σ0 − σ′0
)
− 2c21γ0σ0
}
(7.10)
where γ0(t) = ν/µ, as defined in (6.49), which determines ρ0(t) by taking
two quadratures and
σ′′0 (t) + c
2
1σ0(t) = −εc21c0c23µ. (7.11)
16
The solution to (7.11) is determined by the elementary quadratures
σ0(t) = −εc1c0c23
[
sin c1t
∫
cos c1tµdt− cos c1t
∫
sin c1tµdt
]
+A cos c1t+B sin c1t (7.12)
where µ = µ1 cos 3c1t+ µ2 sin 3c1t.
8 The metric
All our equations being completely solved, we can explicitly construct the
corresponding metric (2.5)
ds2 = (vt + uxx)(dt
2 + dx2)∓ Λ−1/2(dy2 + dz2)
− 2b(dt dz − dxdy) + 2c(dt dy + dxdz). (8.1)
The metric coefficients are defined as follows
uxx = − 1
c0µ
e−c1x
(
±Λ1/2 + ν
)
∓ e−2c1xΛ−1/2 (8.2)
−b = vz − uxy = 1
c0c1c3µ
[
−µ
′
µ
(
ν ± Λ1/2
)
+ ν ′ ± 1
2
Λ−1/2Λt
]
cos θ
+
[
1
c0c3µ
(
±Λ1/2 + ν
)
± c3e−c1xΛ−1/2
]
sin θ (8.3)
c = vy + uxz =
1
c0c1c3µ
[
−µ
′
µ
(
ν ± Λ1/2
)
+ ν ′ ± 1
2
Λ−1/2Λt
]
sin θ
−
[
1
c0c3µ
(
±Λ1/2 + ν
)
± c3e−c1xΛ−1/2
]
cos θ (8.4)
while for vt we can use the r.h.s. of equation (7.9). Here Λ is defined in
(7.2) whence it follows
Λt = 2c0µ
′
(
c23e
−c1x − σ)− 2c0µσt + 2νν ′
where σ is defined in (7.4), θ = −c1t+ θ0 and the expression for σt is given
right after the equation (7.4).
Since σ(t) and σ′(t) involve two different combinations of y and z and
there is obviously no reduction in either x or t, there is no symmetry reduc-
tion of the metric (8.1) in the number of independent variables and hence
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this metric does not admit any Killing vectors. Thus, we have obtained
the Ricci-flat (anti-)self-dual metric without Killing vectors. It is gener-
ated by a non-invariant solution of the complex Monge-Ampe`re equation
determined solely by its invariance with respect to the special first nonlocal
symmetry of CMA without any additional assumptions. We see that such
an invariance does not lead to a reduction in the number of independent
variables in the solution, on the contrary to the invariance under Lie point
symmetries. This explains our special interest to nonlocal symmetry flows
in the hierarchies of bi-Hamiltonian systems of Monge-Ampe`re type which
we constructed recently [11].
9 Conclusion
Our search for non-invariant solutions to the elliptic complex Monge-Ampe`re
equation has been motivated by the fundamental problem of obtaining ex-
plicitly the metric of the gravitational instanton K3, since it will not admit
any Killing vectors (continuous symmetries). Recently, we produced an ex-
ample of such a metric, though not an instanton one, by combining our
previous approaches to the problem and choosing at random a very partic-
ular solution to resulting equations [12].
Here we have demonstrated that a general requirement of invariance un-
der nonlocal symmetries of CMA yields solutions which are not invariant
with respect to any local symmetries and therefore no symmetry reduction
results in the number of independent variables. We have explicitly con-
structed such a solution by a meticulous analysis of all integrability condi-
tions of the invariance equations which made it possible a complete integra-
tion of these equations with no additional assumptions made. Thus, we have
obtained the most general form of the solution of CMA which is invariant
under the special first nonlocal symmetry in the hierarchy of CMA, not just
a solution taken out by chance. We have also presented the corresponding
ASD Ricci-flat metric without Killing vectors. It has rather a complicated
form and further analysis is needed to study its properties.
This method seems to be a direct approach for obtaining noninvariant
solutions of CMA from the invariance under other nonlocal flows in the
hierarchy. We also point out that all our constructions and results have
been obtained simultaneously for elliptic and hyperbolic CMA and so the
corresponding metrics have either Euclidean or neutral (ultra-hyperbolic)
signature, respectively.
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