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Abstract—Wireless powered sensor networks (WPSNs) have
emerged as a key development towards the future self-sustainable
Internet of Things (IoT) networks. To achieve a good balance
between self-sustainability and reliability, partially WPSNs with
a mixed power solution are desirable for practical applications.
Specifically, most of the sensor nodes are wireless powered but
the key sensor node adopts traditional wire/battery power for
reliability. As a result, this paper mainly investigates optimal
design for the partially WPSNs in which simultaneous wireless
information and power transfer (SWIPT) is adopted in the
downlink. Two scenarios with space division multiple access
(SDMA) and time division multiple access (TDMA) in the uplink
are considered. For both the SDMA-enabled and TDMA-enabled
partially WPSNs, joint design of downlink beamforming, uplink
beamforming and time allocation is investigated to maximize the
uplink sum rate while guaranteeing the quality-of-service (i.e.,
satisfying the downlink rate constraint) at the key sensor node.
After analyzing the feasibility of uplink sum rate maximization
problems and the influence of the downlink rate constraint,
semi-closed-form optimal solutions for both SDMA-enabled and
TDMA-enabled WPSNs are proposed with guaranteed global
optimality. Complexity analysis is also provided to justify the
advantage of the proposed solutions in low complexity. The
effectiveness and optimality of the proposed optimal solutions
are finally demonstrated by simulations.
Index Terms—WPSN, SWIPT, SDMA-enabled, TDMA-
enabled, uplink sum rate.
I. INTRODUCTION
As a new paradigm in communications, internet of things
(IoT) can provide intelligent control and smart solutions for
various tasks in our lives by connecting a large variety of
devices [1]–[3]. It has been gradually applied in various
applications from smart homes, healthcare to structural and
environmental monitoring, and disaster warning and so on [4]–
[8]. Usually IoT networks involve a large number of sensor
nodes to collect and exchange information with data center and
can also be regarded as wireless sensor networks (WSNs). The
success of IoT networks heavily relies on the reliability and
sustainability of the sensor nodes. When a large number of sen-
sors are deployed, power supply for the sensor nodes becomes
a challenging issue to be solved. Currently, there are several
available solutions to power up the sensors. The first one is
to wire the sensor to a fixed power supply through cables.
The installation is time consuming and location dependent,
and the wire connection also limits the mobility of sensors.
The second one is to power sensors by batteries. However,
batteries usually have short lifetime and their maintenance and
replacement are costly and difficult, especially when sensors
are deployed in harsh environment or remote locations. It is
even impossible when the sensors are deployed inside the
building structures or human bodies [4], [5]. The third one
is to self-harvest energy from natural energy sources, such
as solar and wind. But the amount of harvested energy is
unstable and affected by uncontrollable nature factors. Lately,
a new solution “wireless power transfer (WPT)” was proposed
[6]–[8]. It leverages the fact that energy could be transferred
wirelessly through radio frequency (RF) signals. Compared
to other natural based energy harvesting, the RF oriented
energy harvesting is generally ubiquitous, predictable and
steady with low cost [9], [10]. As reported in [9], the energy
harvesters operating at 915MHz and using Dipole antennas
can collect about 3.7mW and 1uW of wireless power from RF
signals at distances of 0.6m and 6m, respectively. Meanwhile,
advanced antenna and transceiver designs for realizing high
RF energy harvesting efficiency have also been reported [10].
With high feasibility and a wide range of applications in IoT,
wireless powered sensor networks (WPSNs) have thus gained
considerable research interest recently.
Generally in WPSNs, wireless powered sensors firstly har-
vest energy from the downlink RF signal transmitted by a
power source or a hybrid access point (H-AP) which serves
dually as a power source and a data center, and then uti-
lize the harvested energy for uplink information transmission
[13]–[15]. With multiple sensors, the uplink transmission
can be supported following spatial division multiple access
(SDMA) or time division multiple access (TDMA) schemes.
To achieve various objectives, optimal designs for SDMA-
enabled and TDMA-enabled WPSNs are necessary and have
been investigated in the literature [15]–[21]. Specifically, for
SDMA-enabled WPSNs, the optimal H-AP beamforming was
proposed for maximizing the uplink sum rate and maximizing
the minimum uplink rate among multiple wireless powered
sensors, respectively in [15] and [16]. In [17], uplink sum
throughput maximization under various cooperation protocols
in SDMA-enabled cognitive WPSNs was studied. Moreover,
fairness-based uplink throughput maximization was discussed
for multiple-input-multiple-output (MIMO) WPSNs in [18].
With respect to the TDMA-enabled WPSNs, [19], [20] studied
the optimal time allocation for multiple energy harvesters to
maximize uplink sum throughput for single-input-single-ouput
(SISO) WPSNs. When multiple-input-single-output (MISO)
TDMA-enabled WPSNs were considered, joint beamform-
ing design and time allocation for uplink sum throughput
maximization were investigated in [21]. It was found that
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2the downlink energy beamforming design for the H-AP was
similar to that in the SDMA-enabled WPSNs. For TDMA-
enabled WPSNs with separate multiple-antenna power source
and single-antenna data center, sum throughput maximization
through optimal beamforming and time allocation was investi-
gated in [7]. Optimal solutions were proposed for two different
scenarios, i.e., the power source and the sensor nodes belong
to the same or different service operator(s).
All the aforementioned optimal designs consider fully
wireless powered sensor networks, in which all the sensor
nodes are wireless powered and the downlink is dedicated
for wireless power transfer only1. However in practice, mixed
power solution may be adopted to achieve enhanced relia-
bility in WSNs. Particularly, most of the sensor nodes are
wireless powered, but the key sensor node is powered up
by traditional battery/wire power for reliable communications.
This network can be regarded as a partially wireless powered
sensor network. In this partially WPSN, dual functions of
RF signals in wireless information and power transfer can be
exploited simultaneously in the downlink to further improve
the spectral efficiency. In other words, the downlink RF signals
can carry not only energy to wireless powered sensors but
also information to the key sensor node with traditional power
supply, which results in simultaneous wireless information
and power transfer (SWIPT) in the downlink [11], [12]. This
partially WPSN with downlink SWIPT can achieve efficient
communications with a simple mixed power supply solution
and thus is attractive for practical applications [23]. Neverthe-
less, optimal design for such WPSNs with downlink SWIPT
is rarely investigated due to the difficulty in coupled downlink
and uplink design as well as mixed power and information
transfer. As far as we know, there is only one available
optimal design for WPSNs with downlink SWIPT reported
in [23]. It considered a SDMA-enabled WPSN with multiple
users. Multiple downlink SWIPT phases were introduced to
sequentially transmit information to one sensor while power
up the others and equal time duration was assumed for all
the downlink and uplink phases. Joint design of downlink
beamforming and uplink power allocation were investigated
to maximize the minimum downlink and uplink signal-to-
interference-and-noise ratios (SINRs).
Here we take a step forward to investigate joint design of
beamforming and time allocation for partially WPSNs with
downlink SWIPT. To guarantee quality of service (QoS) at
the key sensor node with traditional power supply, downlink
rate constraint is taken into account and uplink sum rate
maximization under such downlink rate constraint is mainly
concerned. The implementation of the downlink SWIPT as
well as the consideration of downlink rate constraint makes the
optimal design challenging and also differentiates our design
from the prior ones [15]–[21], [23]. Both SDMA and TDMA
schemes are considered for the uplink transmission. Notice that
extra time allocation in the uplink is involved in the TDMA-
enabled WPSNs with downlink SWIPT and its optimal design
hasn’t been discussed before. The formulated uplink sum rate
1If the H-AP has information to be transmitted to the sensor nodes, the
information can be transmitted in another dedicated downlink phase.
maximization problems for both SDMA-enabled and TDMA-
enabled partially WPSNs are originally non-convex with cou-
pled optimization variables. But they can be reformulated
as concave problems through certain transformation. After
analyzing the feasibility of uplink sum rate maximization prob-
lems and the influence of the downlink rate constraint, semi-
closed-form optimal solutions for both SDMA-enabled and
TDMA-enabled WPSNs are proposed with guaranteed global
optimality. Complexity analysis is also provided to justify the
advantage of our proposed solutions in low complexity. The
effectiveness and optimality of our proposed optimal solutions
are finally demonstrated by simulations.
The rest of the paper is organized as follows. The partially
WPSNs are introduced and the optimal design problems are
formulated in Section II. Feasibility analysis and problem re-
formulation are given in Section III. Semi-closed-form optimal
solutions for SDMA-enabled and TDMA-enabled WPSNs are
derived and meaningful insights in the optimal solutions are
pointed out in Section IV. Simulation results are presented in
Section V and finally conclusions are drawn in Section VI.
Notation: Throughout this paper, bold-faced lowercase and
uppercase letters stand for vectors and matrices, respectively.
The symbols AT , A∗, AH , A−1 and Tr(A) denote trans-
pose, conjugate, Hermitian, inverse and trace of matrix A,
respectively. In addition, vec(·) denotes the vector formed by
stacking the columns of a matrix, while diag[·] represents
a diagonal matrix constructed from a vector. Id denotes a
d-dimensional identity matrix. All eigenvalues and singular
values in our work are arranged in a decreasing order. Finally,
a→ b indicates a approaches b and (a)+ = max(a, 0).
II. SYSTEM MODEL AND PROBLEM FORMULATION
As shown in Fig. 1, we consider a partially WPSN with K
wireless powered sensor nodes, also called energy harvesters
(ERs), Ek,∀k∈K,K={1, · · · ,K}, one battery/wire powered
sensor node, also called information receiver (IR), and one
hybrid access point (H-AP). The H-AP serves as not only
power source to power up the sensor nodes ERs but also the
data center to communicate with all sensor nodes. The H-AP
and ERs are equipped with NB and NU antennas for effective
wireless power transfer and harvesting, respectively, while the
single-antenna IR is considered. This mixedly powered sensor
network leverages wireless power transfer technique to solve
for the challenging power supply problem for the majority of
the sensor nodes, while adopts traditional battery/wire power
only at the key sensor node to guarantee its communications.
It can achieve efficient communications with simple power
supply solution and has a wide range of practical applications.
In the partially WPSNs, two different phases are involved
for power transfer and communications. In the first downlink
phase, the H-AP transfers power to the ERs and sends in-
formation to the IR simultaneously. In other words, SWIPT
is conducted in the downlink. Then in the second uplink
phase, all the sensor nodes transmit sensing data to the H-
AP. Since the ERs do not have a fixed power supply, their
data transmissions are only powered by the harvested energy
in the first downlink phase.
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Fig. 1. SDMA-enabled and TDMA-enabled MIMO WPSNs.
Defining the total time duration for the two phases as a
unit, we assume the first τ0 (0 ≤ τ0 ≤ 1) slot is utilized
for downlink transmission and the remaining (1 − τ0) slot is
allocated for uplink transmission. In the uplink transmission,
two multiple access schemes, i.e., SDMA and TDMA, are
considered. Specifically, for the SDMA-enabled WPSN, the IR
and all ERs simultaneously transmit information to the H-AP
in the (1−τ0) slot, while for the TDMA-enabled WPSN, each
ER and the IR sequentially transmit information to the H-AP in
the τEk ,∀k∈K and τIR slots, respectively, with
K∑
k=1
τEk+τIR =
1− τ0. In general, SDMA outperforms TDMA in terms of
uplink sum rate. However, TDMA is easy to implement with
low signal detection complexity at the receiver. Both of them
are widely adopted in wireless communication systems [21],
[23].
A. SDMA-enabled WPSN
In the first downlink phase, the H-AP adopts the SWIPT
technique to transmit energy and information to K ERs
and the IR simultaneously. The energy-carrying information
signal is denoted as sB ∈ CNB with covariance matrix
WB = E[sBsHB ] ∈ CNB×NB . The transmission power can
be written as tr(WB) and should usually satisfy the power
constraint tr(WB) ≤ PB , where PB is the maximum al-
lowable transmission power. Denoting the downlink channels
from the H-AP to the IR and ER Ek as hIR ∈ CNB and
HEk ∈ CNU×NB ,∀k∈K, respectively, the received signals at
K ERs and IR can be respectively written as
yEk = HEksB + nEk ,∀k∈K (1)
yIR = h
H
IRsB + nIR (2)
where nEk ∼ CN (0, σ2nINU ) and nIR ∼ CN (0, σ2n) are the
additive white Gaussian noises (AWGNs) at the ER Ek,∀k∈K
and IR, respectively. According to (1), the harvested energy at
ER Ek in this τ0 slot can be expressed as
QEk = τ0εktr(HEkWBH
H
Ek
), ∀k∈K (3)
where 0 ≤ εk ≤ 1 denotes the energy harvesting efficiency
of ER Ek, ∀k∈K. Meanwhile, based on (2), the achievable
downlink rate of the IR is expressed as
RDIR =τ0 log(1+σ
−2
n h
H
IRWBhIR). (4)
In the second uplink stage, the IR and ER Ek simultane-
ously transmit the information signals sR with E[|sR|2] = 1
and xEk ∈CNU with covariance matrix PEk =E[xEkxHEk ]∈
CNU×NU to the H-AP, respectively. The transmission power
at the IR is fixed as PI . Since the energy at the ER Ek is only
coming from energy harvesting in the first phase, the transmis-
sion energy at the ER Ek should not exceed the harvested en-
ergy QEk , i.e., (1−τ0)tr(PEk)≤τ0εktr(HEkWBHHEk), ∀k∈K. By denoting gIR ∈ CNB and GEk ∈ CNB×NU as the
uplink channels from the IR and ER Ek,∀k∈K to the H-AP,
respectively, we have the received signal at the H-AP as
yB =
K∑
k=1
GEkxEk + gIR
√
PIsR + nB , (5)
where nB ∼ CN (0, σ2nINB ) denotes the received AWGN
noise at the H-AP. Similarly to [24], we assume that successive
interference cancellation technique is adopted at the H-AP, and
thus the achievable uplink sum rate of the SDMA-enabled
WPSN can be formulated as
RUS =(1−τ0) log det
(
I˜R+σ
−2
n
K∑
k=1
GEkPEkG
H
Ek
)
(6)
where I˜R = INB +σ
−2
n PIgIRg
H
IR
. In this paper, we aim at
maximizing the uplink sum rate RUS in (6) while guaranteeing
the downlink communication quality-of-service (QoS), i.e., the
downlink information rate RDIR in (4), by jointly optimizing the
time splitting ratio τ0, downlink energy beamforming WB and
uplink information beamforming PEk ,∀k∈K. Mathematically,
the uplink sum rate maximization problem in the SDMA-
enabled WPSN is formulated as
max
τ0,WB0,
PEk0,∀k
(1−τ0) log det
(
I˜R+σ
−2
n
K∑
k=1
GEkPEkG
H
Ek
)
s.t. CR1: tr(WB) ≤ PB , 0 ≤ τ0 ≤ 1,
CR2: τ0 log(1+σ−2n h
H
IRWBhIR) ≥ RI ,
CR3: (1−τ0)tr(PEk)≤τ0εktr(HEkWBHHEk),∀k. (7)
Here, the constraint CR1 corresponds to the maximum trans-
mission power constraint at the H-AP, CR2 models the
downlink QoS constraint at the IR node where RI denotes
the required minimum downlink rate, and CR3 considers
the uplink transmission energy constraints at the ERs since
their uplink energies are only coming from the harvested
energies QEk (3) in the downlink. Notice that our uplink sum
rate maximization is different from those for fully WPSNs
in [15]–[21], since both energy and information transfers
are conducted simultaneously in the downlink and additional
downlink rate constraint CR2 is considered to guarantee the
QoS for the information transfer to the IR. Moreover, our
rate maximization problem also differs from that in [23]
with additional uplink energy constraints CR3. Clearly, the
downlink rate constraint and the uplink energy constraints are
practical and necessary to be considered in partially WPSNs.
However, their consideration complicates the optimization
problem with highly coupled variables {τ0,WB ,PEk ,∀k∈K},
and the problem becomes non-convex and difficult to solve.
4B. TDMA-enabled WPSN
For the TDMA-enabled WPSN, the received signals at the
ER Ek and the IR in the downlink phase are the same as that
in (1) and (2), respectively. However, in the uplink phase, the
IR and each ER Ek sequentially transmit signals to the H-AP
within the slots of τIR and τEk , respectively. Therefore, the
achievable uplink sum rate is given by
RUT =
K∑
k=1
τEk log det(INB + σ
−2
n GEkPEkG
H
Ek
)
+ τIR log(1 + σ
−2
n PIgIRg
H
IR) (8)
Accordingly, the uplink sum rate maximization problem in the
TDMA-enabled WPSN is formulated as
max
τ ,WB0,PEk0
K∑
k=1
τEk log det(INB + σ
−2
n GEkPEkG
H
Ek
)
+ τIR log det(1 + σ
−2
n PIgIRg
H
IR)
s.t. CR1: tr(WB) ≤ PB , 0 ≤ τ0 ≤ 1,
CR2: τ0 log(1+σ−2n h
H
IRWBhIR) ≥ RI ,
CR4: τEk tr(PEk)≤τ0εktr(HEkWBHHEk),∀k,
CR5: τIR +
K∑
k=1
τEk = 1− τ0 (9)
where τ = [τ0, τE1 , · · · , τEK , τIR ]. Similarly to CR3 in (7),
the constraint CR4 models the uplink transmission energy
constraints but with the uplink slot for the ER Ek adjusted as
τEk . Additionally, the constraint CR5 is introduced due to the
implementation of TDMA protocol. Clearly, the problem (9)
is also nonconvex and is more challenging than the problem
(7) since more time slots are involved in the vector τ for
optimization. Obviously, the key challenge in the problems
(7) and (9) comes from the downlink rate constraint CR2, its
feasibility will be discussed first before we proceed to solve
for the optimization problems.
III. FEASIBILITY ANALYSIS
A. Feasibility of downlink rate constraint
Different from most of the prior designs for WPSNs, down-
link rate constraint CR2 is considered here due to the adoption
of simultaneous wireless power and information transfer in the
downlink. Clearly from (7) and (9), the feasible downlink rate
threshold RI is limited by the achievable downlink rate RDIR in
(4) which depends on the downlink beamforming WB , while
WB is also constrained by the maximum downlink transmis-
sion power in CR1. The feasible downlink rate threshold is
thus upper bounded by
max
τ0,WB0
RI
s.t. CR1: tr(WB) ≤ PB , 0 ≤ τ0 ≤ 1,
CR2: τ0 log(1+σ−2n h
H
IRWBhIR) ≥ RI . (10)
It is easily observed that the optimal τ0 for the problem (10)
is τ0 = 1, and then the problem (10) reduces to a conven-
tional rate maximization problem for a MISO system and has
been solved in [25]. More specifically, the optimal solution
of WB for the problem (10) is W
up
B =
PB
‖hIR‖2
hIRh
H
IR
,
which means that the downlink beamforming is aligned for
information transmission only. The upper bound of feasible
downlink rate threshold is correspondingly given as RupI =
log(1+σ−2n PB‖hIR‖2) [25]. Since both SDMA-enabled and
TDMA-enabled WPSNs have the same downlink process, this
upper bound RupI is applicable for both problems (7) and (9).
In other words, we can conclude that when RI ∈ [0, RupI ], the
problems (7) and (9) are feasible.
B. Tightness of downlink rate constraint
In the feasible region RI ∈ [0, RupI ], the tightness of
downlink rate constraint CR2 depends on the actual rate
threshold RI and will heavily affect the optimal solutions
for the problems (7) and (9). Now we take the problem (7)
for tightness investigation first. Specifically, if neglecting the
downlink rate constraint CR2, the problem (7) reduces to the
sum rate maximization problem for fully WPSNs in [17], and
the corresponding optimal downlink beamforming is given as
WmiB =PBu
mi
B (u
mi
B )
H , where umiB ∈CNB is the dominated
eigenvector of a certain linear combination of the covariance
matrices for all ERs’ downlink channels, i.e.,HEkH
H
Ek
,∀k∈K
[17]. This solution means that the downlink beamforming is
aligned for energy transfer only.
Given this downlink beamforming, the achievable downlink
rate can be expressed as RmiI =log(1+σ
−2
n h
H
IR
WmiB hIR), and
the corresponding optimal achievable uplink sum rate is in fact
an upper bound of that of the problem (7) with the constraint
CR2. If the downlink rate threshold RI is less than the rate
RmiI , i.e., RI < R
mi
I , the downlink rate constraint CR2 can
be automatically satisfied with the inequality strictly holding,
i.e., τ0 log(1+σ−2n h
H
IR
WBhIR) > RI . In other words, when
RI ∈ [0, RmiI ), the constraint CR2 is inactive and can be
ignored in the problem (7). However, when RmiI ≤ RI ≤ RupI ,
the downlink rate constraint cannot be ignored and we have
the following result.
Lemma 1. When RmiI ≤ RI ≤ RupI , the downlink rate con-
straint in the problem (7) is tight, i.e., the optimal solution will
exist at the boundary with τ0 log(1+σ−2n h
H
IR
WBhIR) = RI
satisfied.
Proof. Please see Appendix A.
With respect to the problem (9), by neglecting the con-
straint CR2, although the corresponding optimal downlink
beamforming and the achievable downlink rate (WmiB and
RmiI ) cannot be directly obtained based on the results in [17]
due to the extra time allocations τIR and τEk , they can be
derived using the joint concavity of the problem (9) proved
in Section III. C. Then the above tightness result also holds
for the problem (9) in the TDMA-enabled WPSNs. Since the
tightness proof is similar to that in Appendix A, it is omitted
here for conciseness.
C. Problem reformulation
In order to solve the uplink sum rate maximization problem
(7) for the SDMA-enabled WPSNs effectively, we define two
5new variables W˜B = τ0WB and P˜Ek = (1−τ0)PEk ,∀k∈K.
Then the problem (7) can be reformulated as
max
τ0,{W˜B ,P˜Ek}0
(1−τ0) log det
(
I˜R+
σ−2n
1−τ0
K∑
k=1
GEkP˜EkG
H
Ek
)
s.t. C˜R1 : tr(W˜B)≤PBτ0, 0≤τ0≤1,
C˜R2 : τ0 log(1+
σ−2n
τ0
hHIRW˜BhIR) ≥ RI
C˜R3 : tr(P˜Ek) ≤ εktr(HEkW˜BHHEk), ∀k. (11)
Clearly, the objective function of the problem (11) is the
perspective of the concave function f(P˜Ek) = log det
(
I˜R+
σ−2n
K∑
k=1
GEkP˜EkG
H
Ek
)
)
. According to [26, p. 39], the con-
cavity is preserved by the perspective operation. Therefore, the
objective function is strictly and jointly concave with respect
to (w.r.t.) {τ0, P˜Ek ,∀k ∈ K}. In addition, all constraints in
(11) are convex. We then can conclude that the problem (11)
is jointly concave w.r.t. {τ0, W˜B , P˜Ek ,∀k ∈ K}. Similarly,
by redefining P˜Ek = τEkPEk ,∀k ∈ K, the uplink sum rate
maximization problem (9) for TDMA-enabled WPSNs can
also be reformulated as
max
τ ,W˜B0,P˜Ek0
K∑
k=1
τEk log det(INB +
σ−2n
τEk
GEkP˜EkG
H
Ek
)
+ τIR log det(INB + σ
−2
n PIgIRg
H
IR)
s.t. C˜R1, C˜R2, C˜R3, CR5. (12)
Following a similar logic of proving the concavity of the
problem (11), the problem (12) is also jointly concave w.r.t.
{τ , W˜B , P˜Ek ,∀k ∈K}. Both problems (11) and (12) can be
numerically solved by standard convex optimization technique
[26], and the globally optimal beamforming WB and PEk
and the time slots can then be obtained with simple variable
substitution. However, the numerical solution not only has
high computational complexity but also provides little insight.
In the following, we will propose insightful semi-closed-form
optimal solutions for the jointly concave problems with low
complexity.
IV. SEMI-CLOSED-FORM OPTIMAL SOLUTIONS FOR
SDMA-ENABLED AND TDMA-ENABLED WPSNS
It is noticed that when the time splitting ratio τ0 is given,
the problems (11) and (12) are still jointly concave w.r.t. the
other design variables {W˜B , P˜Ek ,∀k∈K}. It inspires us to
solve for the optimal solution for the other design variables
by fixing τ0, and then find the optimal τ0 afterwards.
A. SDMA-enabled uplink sum rate maximization
When τ0 is given, the SDMA-enabled uplink sum rate
maximization problem (11) can be rewritten as
fS(τ0)= max
W˜B0,
P˜Ek0,∀k
(1−τ0) logdet
(
I˜R+
σ−2n
(1−τ0)
K∑
k=1
GEkP˜EkG
H
Ek
)
s.t. C˜R1, C˜R2, C˜R3, (13)
and its corresponding Lagrangian function is given by
LS(AS)=(1−τ0) log det(M−1K\k+
σ−2n
(1−τ0)GEkP˜EkG
H
Ek
)
+tr
(
(H˜+Z0)W˜B
)
−
K∑
k=1
tr((µkINU−Zk)P˜Ek)+S , (14)
where AS={W˜B , P˜Ek ,Z0, λ, β,Zk, µk,∀k} and
MK\k=M
1
2
K\kM
1
2
K\k=(I˜R+
σ−2n
(1−τ0)
∑
i6=k
GEiP˜EiG
H
Ei)
−1,∀k,
H˜=H−λINB , H=
K∑
k=1
µkεkH
H
Ek
HEk+βhIRh
H
IR ,
S=λτ0PB + βσ
2
nτ0(1− 2RI/τ0). (15)
Here, {λ, β, µk,∀k} are the non-negative lagrangian multi-
pliers corresponding to constraints C˜R1,C˜R2 and C˜R3 in the
problem (13), respectively. While Z0  0 an Zk  0,∀k
are the lagrangian multipliers corresponding to W˜B  0
and P˜Ek  0,∀k, respectively. M
1
2
K\k denotes the Hermi-
tian square root of the positive definite matrix MK\k,∀k.
Since the problem (13) is concave, its Karush-Kuhn-Tucker
(KKT) conditions are necessary and sufficient for the optimal
solution. Based on the KKT conditions and the definitions
W˜B = τ0WB and P˜Ek = (1−τ0)PEk ,∀k ∈K, the optimal
beamforming and lagrangian multipliers should follow the
structure shown in the following theorem.
Theorem 1. For any given time splitting ratio τ0, the opti-
mal lagrangian multipliers λ?, β?, µ?k,∀k, the optimal down-
link beamforming W ?B and the optimal uplink beamforming
P ?Ek ,∀k to the problem (13) are expressed as
(W ?B , λ
?)=
{
(PBuHu
H
H , λ
max
H ) 0≤RI<RupI
( PB‖hIR‖2hIRh
H
IR, 0) RI=R
up
I
, (16a)
P ?Ek=V
?
MK\kΛPEkV
?H
MK\k , (16b)
ΛPEk=diag[ΛPEk ,1, · · · ,ΛPEk ,NU ] (16c)
ΛPEk ,i=
[
1
ln 2µ?k
− σ
2
n
Λ2M?K\k,i
]+
, ∀ i, ∀ k, (16d)
µ?k=
NU (1−τ0)
ln 2
(
τ0εktr(HEkW
?
BH
H
Ek
)+
NU∑
i=1
(1−τ0)σ2n
Λ2
M?K\k,i
) , (16e)
β?=
0 0≤RI≤R
mi
I
arg {fR (W ?B)=RI} RmiI <RI<RupI
+∞ RI=RupI
, (16f)
where λmaxH and uH are the maximum eigenvalue and the cor-
responding dominated eigenvector of H?=
K∑
k=1
µ?kεkH
H
Ek
HEk
+β?hIRh
H
IR
, respectively, V ?MK\k is defined as the NU -
dimensional right singular matrix of M?
1
2
K\kGEk based
on the singular value decomposition (SVD) M?
1
2
K\kGEk =
U?MK\kΛ
?
MK\kV
?H
MK\k ,∀k, and the diagonal matrix Λ?MK\k =
diag[ΛM?K\k,1, · · · ,ΛM?K\k,NU ] consists of NU singular values
6of M?
1
2
K\kGEk . In addition, fR (W
?
B) denotes the achiev-
able downlink rate function as fR (W ?B) = τ0 log(1 +
σ−2n h
H
IR
W ?BhIR).
Proof. Please see Appendix B.
Theorem 1 provides the semi-closed-form optimal solu-
tions for the problem (13). By iteratively solving from the
lagrangian multipliers as well as the downlink and uplink
beamforming based on (16a)-(16f), the optimal solution can be
obtained. The convergence of the iterative calculation and the
global optimality of the obtained solution are also guaranteed
since the problem (13) is jointly concave. Moreover, from
Theorem 1, we have the following insightful observations.
1) The optimal downlink beamforming W ?B is a rank-
1 matrix, whose eigenspace is uniquely determined by the
dominant eigenvector in the joint eigenspace spanned by
K ERs’ downlink channels HEk ,∀k ∈ K and the IR’s
downlink channel hIR . Since SWIPT is conducted in the
downlink, the downlink beamforming should provide a good
balance between energy transfer and information transmission.
Whether the optimal downlink beamforming aligns toward the
space of the ERs’ channels for energy transfer or that of the
IR’s channel for information transmission is controlled by
the lagrangian multipliers {µ?k,∀k ∈ K, β?} and depends on
the downlink rate constraint. Specifically, when the downlink
rate constraint is not high, i.e., 0 ≤ RI ≤ RmiI , β? = 0
holds and the optimal downlink beamforming is fully aligned
with the eigenspace of the ERs’ channels. In other words,
the optimal downlink beamforming is designed only aiming
at energy transfer while ignoring the need of information
transmission since the required information transmission can
be automatically satisfied.
However, when the downlink rate constraint is high, i.e.,
RmiI <RI<R
up
I , we have β
? = arg {fR (W ?B)=RI}, the need
for information transmission cannot be ignored and the optimal
downlink beamforming shifts from the space of the ERs’ chan-
nels toward that of the IR’s channel. When the downlink rate
constraint is as high as the maximum rate RI=R
up
I , β
? = +∞
and the downlink beamforming should be fully aligned with
the IR’s channel to meet the strict information transmission
requirement. To some extent, the optimal lagrangian multiplier
β? therefore can be regarded as an indicator of the relativity
between the downlink beamforming and the IR’s downlink
channel. High β? means high relativity between the optimal
downlink beamforming and the IR’s downlink channel.
2) It is seen from (16b)∼(16e) that the optimal uplink
beamforming P ?Ek depends on the downlink beamforming
W ?B through the lagrangian multiplier µ
?
k. This is due to
the fact that the uplink transmission energy in each ER is
constrained by its energy harvested in the downlink, i.e., the
constraint C˜R3. Moreover, the optimal uplink beamforming
P ?Ek for the kth ER Ek is related to other ERs’ uplink
beamforming, i.e., {P ?Ei ,∀i 6= k}, through the matrix M?K\k.
To solve for the coupled uplink beamforming {P ?Ek ,∀k} in
(16b), the iterative water-filling procedure [27] can be applied.
With the concavity of the problem (13), the iterative water-
filling procedure is guaranteed to converge to the globally
optimal {P ?Ek ,∀k}. Interested readers can refer to [27] for
the detailed iterative process.
3) When RmiI <RI<R
up
I , the optimal lagrangian multiplier
β? is determined by the nonlinear function fR (W ?B). After
analysis, we find the function fR (WB) has the monotonically
increasing property as follows.
Lemma 2. Given the downlink beamforming structure WB =
PBuHu
H
H in (16a), the function fR(WB) is monotonically
increasing w.r.t. β ∈ (0,+∞) and converges to RupI when
β → +∞.
Proof. Please see Appendix C.
Based on Lemma 2, the optimal β? satisfying fR(W ?B) =
RI can be uniquely determined by the bisection search.
Now with the semi-closed-form optimal solution in Theo-
rem 1 for the problem (13), our remaining task is to find
the optimal time splitting ratio τ0 to achieve the maximum
uplink sum rate. Mathematically, it is to solve the problem
τ?0=arg max
0≤τ0≤1
fS(τ0). Since the objective function fS(τ0) is
concave w.r.t. τ0, the Golden section search can be utilized to
find the globally optimal τ0 [29].
B. TDMA-enabled uplink sum rate maximization
Due to the involvement of additional uplink time allocation
vector, the TDMA-enabled uplink sum rate maximization in
(12) is more challenging than the problem (11). As far as we
know, the joint design of beamforming and time allocation
vector for TDMA-enabled WPSNs is rarely discussed in the
literature. Here we will follow a similar approach as that for
SDMA-enabled WPSNs to solve this challenging problem. To
be specific, by fixing the time splitting ratio τ0, the problem
(12) can be rewritten as
fT (τ0)= max
τup,W˜B0,
P˜Ek0,∀k
K∑
k=1
τEk log det(INB+
σ−2n
τEk
GEkP˜EkG
H
Ek
)
+ τIR log det(INB + σ
−2
n PIgIRg
H
IR)
s.t. C˜R1, C˜R2, C˜R3, CR5. (17)
where τup = [τE1 , · · · , τEK , τIR ] denotes the uplink time
allocation. Clearly, the problem (17) is jointly concave w.r.t.
{τup, W˜B , P˜Ek ,∀k}, and the corresponding Lagrangian func-
tion is expressed as
LT (AT )=
K∑
k=1
τEk(log det(INB+
σ−2n
τEk
GEkP˜EkG
H
Ek
)−γ)
+tr
(
(H˜+Z0)W˜B
)
−
K∑
k=1
tr((µkINU−Zk)P˜Ek)
+τIR(CR−γ)+T . (18)
where AT = {τup, W˜B , P˜Ek , λ, β, γ,Z0,Zk, µk,∀k}, CR =
log det(INB +σ
−2
n PIgIRg
H
IR
) is a constant denoting the spec-
tral efficiency of the IR’s uplink channel, and T = S−γ(τ0−
1). Here, {λ, β, µk,∀k,γ} denote the non-negative lagrangian
multipliers corresponding to the constraints C˜R1, C˜R2, C˜R3
and CR5 in the problem (17), respectively. Z0  0 an Zk 
70,∀k are still the lagrangian multipliers corresponding to
W˜B  0 and P˜Ek  0,∀k, respectively. With the concavity of
the problem (17) and based on its KKT conditions, the optimal
structures for the variables {τup,WB ,PEk , λ, β, γ, µk,∀k}
can be derived in the following theorem.
Theorem 2. For any given time splitting ratio τ0, the optimal
{W ?B , λ?, β?} to the problem (17) are identical to that in
Theorem 1, while the optimal τ ?up and P
?
Ek
,∀k to the problem
(17) as well as the optimal lagrangian multipliers µ?k,∀k, γ?,
are given by
P ?Ek=VGEkΛPEkV
H
GEk
/τ?Ek , (19a)
ΛPEk=diag[ΛPEk,1,· · ·,ΛPEk,NU] (19b)
ΛPEk ,i=
[
τ?Ek
ln 2µ?k
−σ
2
nτ
?
Ek
Λ2GEk ,i
]+
, i = 1, · · · , NU (19c)
µ?k=
NUτ
?
Ek
ln 2
(
τ0εktr(HEkW
?
BH
H
Ek
)+
NU∑
i=1
σ2nτ
?
Ek
Λ2GEk,i
) ,∀k, (19d)
τ ?up=

arg
[(τEk )
+,∀k,0]

gT (τEk) = γ
?
K∑
k=1
(τEk)
+=1−τ0
τIR = 0
 γ?>CR
arg
[(τEk)
+,∀k,τIR ]

gT (τEk) = CR
K∑
k=1
(τEk)
++τIR =1−τ0
τIR > 0
 γ?=CR
(19e)
where VGEk ∈CNU×NU ,∀k is the right singular matrix of
GEk by performing the SVD GEk = UGEkΛGEkV
H
GEk
,
the diagonal matrix ΛGEk = diag[ΛGEk ,1, · · · ,ΛGEk ,NU ]
consists of NU singular values of GEk ,∀k, and the function
gT (τEk) =
NU∑
i=1
(
log
(
1+
σ−2n ΛGEk ,i
τEk
)
− σ
−2
n ΛGEk ,i
ln 2(τEk+σ
−2
n ΛGEk ,i
)
)
is
defined with ΛGEk ,i=Λ
2
GEk ,i
ΛPEk ,i,∀i=1, · · · , NU .
Proof. Please see Appendix D.
From Theorem 2, we also have the following insightful
observations.
1) Since both SDMA-enabled WPSNs and TDMA-enabled
WPSNs have the same downlink transmission stage, the op-
timal downlink beamforming W ?B for TDMA-enabled uplink
sum rate maximization has the same form as that for SDMA-
enabled uplink sum rate maximization. Thus the insightful
results on {W ?B , β?} for SDMA-enabled WPSNs is also
applicable for TDMA-enabled WPSNs.
2) From (19a)∼(19d), we can see that the optimal uplink
beamforming P ?Ek at the kth ER depends on the downlink
beamforming W ?B , but is independent to the uplink beam-
forming of other ERs, i.e., {P ?Ei ,∀i 6= k}. This is due to the
fact that dedicated time slot is allocated to each ER for uplink
transmission in TDMA-enabled WPSNs and thus the uplink
beamforming design for each ER can be decoupled.
3) Additional uplink time allocation is required in TDMA-
enabled WPSNs. As shown in (19e), to maximize the uplink
sum rate, there are two possible uplink time allocations
depending on the channel conditions of all sensor nodes.
Particularly, the function gT (τEk) can also be roughly regarded
as the uplink spectral efficiency of the kth ER. Since the uplink
spectral efficiency of IR is a constant as CR = log det(INB
+σ−2n PIgIRg
H
IR
), the optimization of the uplink time slot τIR
for IR is actually a linearly constrained linear programming
problem. Specifically, when the spectral efficiencies of all ERs
gT (τ
?
Ek
) are higher than that of the IR CR, it is naturally
to allocate the total uplink time resource (i.e., 1 − τ0) only
to the ERs, which are presented in the case of γ?>CR
in (19e), while no time slot is allocated to the IR, namely
τ?IR = 0. Otherwise, in order to guarantee the nonzero
uplink time allocation τ?IR for the IR, there is at least a
ER achieving the same spectral efficiency as that of the IR,
namely, gT (τ?Ek) = CR. Thus the total uplink time resource
(i.e., 1 − τ0) is optimally allocated as that in the case of
γ?=CR of (19e). Overall, for both two cases, the uplink time
allocation is somehow similar to the water-filling procedure
and the spectral efficiency can be regarded as water level to
be optimized higher than or equal to CR. To find the optimal
uplink time allocation, the nonlinear equation gT (τEk) = γ
?
needs to be solved. Fortunately, the function gT (τEk) has the
following property which can facilitate the derivation of the
optimal time slot τEk .
Lemma 3. The function gT (τEk) is monotonically decreasing
w.r.t. τEk > 0,∀k.
Proof. Taking the first order derivation of gT (τEk) on τEk , we
have ∇τEk gT (τEk)=
NU∑
i=1
−(σ−2n ΛGEk ,i)
2
ln 2(τEk+σ
−2
n ΛGEk ,i
)2τEk
. It is readily
observed that for τEk>0, we have∇τEk gT (τEk)<0,∀k. There-
fore, the function gT (τEk),∀k is monotonically decreasing
w.r.t. τEk>0.
With the monotonicity of gT (τEk), the solution of
gT (τEk) = γ
? can be uniquely determined. Moreover, since
lT (τEk ,∀k) =
K∑
k=1
τEk is also monotonically increasing w.r.t.
τEk ,∀k, the optimal solution τ ?up and the optimal γ? in (19e)
can be efficiently obtained by the iterative bisection search
(IBS) [28].
Similarly to the problem (13), Theorem 2 also provides
a semi-closed-form optimal solution for the problem (17)
with a given τ0. Since the objective function fT (τ0) is also
concave w.r.t. τ0, the Golden section search can still be
applied to find the optimal time splitting ratio τ?0 satisfying
τ?0 =arg max
0≤τ0≤1
fT (τ0).
C. Summary and discussion
For clarification, the implementation of the proposed semi-
closed-form optimal solutions for both SDMA-enabled and
TDMA-enabled uplink sum rate maximization is summarized
as Algorithm 1 & 2. Specifically, the Golden section search
for the optimal time splitting ratio τ?0 is shown in Algorithm 1,
while the semi-closed-form solutions for the SDMA-enabled
problem (13) and the TDMA-enabled problem (17) are illus-
trated in Algorithm 2.
8Algorithm 1 Optimization of the time splitting ratio τ0
1: Initialize: τmin = 0, τmax = 1 and step φ = (
√
5− 1)/2
2: repeat
3: Calculate τ1 = τmax−(τmax−τmin)φ and τ2 = τmin+
(τmax−τmin)φ.
4: Obtain fS/T (τ1) and fS/T (τ2) from Algorithm 2.
5: if fS/T (τ1)>fS/T (τ2), set τmax=τ2.
6: else set τmin=τ1.
7: until |τmax−τmin|≤κ, where κ>0 is sufficiently small.
8: return the optimal τ?0 = (τmax+τmin)/2
Algorithm 2 Semi-closed-form solutions in Theorem 1 and
Theorem 2
1: Input: τ0 = τ1/τ2; initial µ
(0)
k , P
(0)
Ek
= 0,∀k and τ (0)up ;
iteration index i=0.
2: repeat
3: Given µ(i)k ,∀k, apply the bisection search to (16f) to
find β(i), then W (i)B is obtained from (16a).
4: if (SDMA-enabled WPSN is considered)
5: Given W (i)B , apply the iterative water-filling procedure
to obtain P (i)Ek and µ
(i+1)
k ,∀k from (16b)∼(16e).
6: elseif (TDMA-enabled WPSN is considered)
7: Given W (i)B , τ
(i)
up , obtain P
(i)
Ek
and µ(i+1)k ,∀k from
(19b)∼(19d).
8: Given P (i)Ek ,∀k, obtain τ
(i)
up from (19e).
9: end
10: Calculate f (i)S/T (τ0) and update i=i+1;
11: until f (i)S/T (τ0) converges.
12: return OptimalW (i)B , τ
(i)
up,P
(i)
Ek
,∀k, f (i)S/T (τ0).
Since the problems (7) and (9) are jointly concave on
{τ0,WB ,PEk ,∀k} and {τ ,WB ,PEk ,∀k}, respectively, their
KKT conditions are sufficient and necessary for the globally
optimal solutions no matter whether τ0 is given. Therefore the
semi-closed-form solutions derived based on KKT conditions
in Theorem 1 and 2 are globally optimal. In other words,
Algorithm 2 is guaranteed to converge to the global optimal so-
lutions for both SDMA-enabled problem (13) and the TDMA-
enabled problem (17). Meanwhile, with the concavity of the
objective functions fS/T (τ0) w.r.t. τ0, the global optimality
of the obtained τ?0 from Algorithm 1 is also assured. As a
result, our proposed algorithm is guaranteed to converge to
the globally optimal solutions for both SDMA-enabled and
TDMA-enabled uplink sum rate maximizations.
Although iterative calculations are required in our proposed
algorithm, the complexity of our proposed algorithm with
semi-closed-form solutions is still lower than that of the
traditional numerical algorithms for standard convex problems,
such as, the interior point method. Here, we take the SDMA-
enabled WPSN as an example for complexity analysis. As
shown in Algorithm 1&2, Golden section search, bisection
search, iterative water-filling procedure and SVD/EVD opera-
tions are clearly involved. By denoting the converged numbers
of iterations for the first three processes as IG, IB and IW ,
respectively, the complexity of our proposed algorithm can be
expressed as IGIsemi(IWO(KN3U )+IB+O(N3B)), where Isemi
denotes the number of iterations in Algorithm 2 and O(n3)
denotes the complexity of SVD/EVD operations. It is well-
known that Golden section search and the bisection search
are efficient with small numbers of iterations. Mathematically,
we have IG=log2(
1
 ) and IB=log2(
βmax
 ), where  denotes
the search accuracy [29]. In addition, the iterative water-
filling procedure usually converges fast with small IW [27]
and the number of iterations Isemi of Algorithm 2 is also
small as shown in the simulations. Nevertheless, by referring
to [30] and recalling the original jointly concave problem (11),
which is like a SDP problem due to the positive semidefinite
optimization variables, the corresponding complexity of the
numerical interior point method is O(K(KNU + NB)3.5 +
K2(KNU + NB)
2.5 + K3(KNU + NB)
0.5) log(1/) [30].
Clearly, our proposed algorithm has much lower complexity
than the numerical convex algorithm, not to mention the mean-
ingful insights found from our semi-closed-form solutions.
Last but not least, due to the additional practical consid-
eration of the downlink rate constraint in partially WPSNs,
our joint downlink and uplink beamforming designs as well as
time splitting are remarkably different from that in most of the
existing works. Particularly, our SDMA-enabled design in fact
reduces to that in [17] when the downlink rate constraint is not
tight. While for the TDMA-enabled WPSNs, due to another
additional involvement of uplink time allocation, the joint
beamforming design and time splitting is more challenging
and rarely discussed in the literature. However, our proposed
semi-closed-form design provides the optimal solutions with
low complexity for this challenging problem.
V. SIMULATION RESULTS AND DISCUSSIONS
In this section, simulation results are provided to demon-
strate the effectiveness of the proposed uplink sum rate maxi-
mizations for the SDMA-enabled and TDMA-enabled MIMO
WPSNs, respectively. Unless otherwise stated, we consider one
H-AP with NB = 6 antennas, K = 3 ERs each with NU = 3
antennas and one IR with single antenna. Besides, the H-AP
is assumed to locate at the origin (0, 0)m, while the three
ERs and one IR are randomly located within a circle with
radius 10m. All wireless channels are generated according to
Rayleigh distribution CN (0, 10−3d−αI), where d denotes the
actual distance between the H-AP and ERs/IR, and α = 3 is
the pathloss exponent. In addition, the received Gaussian noise
variance is set to be σ2n = −100dBm. The maximum downlink
and uplink transmit powers of H-AP and IR are defined as
PB = 20dBm and PI = 5dBm, respectively. Here we adopt
two benchmark designs for comparisons. One is the maximum
downlink rate (MDR) based beamforming scheme where the
downlink beamforming is fixed as W upB =
PB
‖hIR‖2
hIRh
H
IR
,
while the other is the proposed uplink sum rate optimization
with fixed time allocation τ0 = 0.5, which indicates equal time
splitting for downlink and uplink transmissions.
The optimal time splitting τ0 and the optimal downlink
and uplink beamformings are obtained through Golden section
search and iterative optimization procedure, respectively, as
shown in Algorithms 1 & 2. We first investigate the con-
vergence of the proposed iterative optimization procedure in
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Algorithm 2, where τ0 = 0.5 and RI = R0I satisfying
Rmi < R0I ≤ Rup are defined. In particular, two initial values
of WB are adopted as follows:
W 1B=
PB
NB
INB ; W
2
B=aa
H ,
|hHIRa|2=σ2n(2
R0I
τ0−1), ‖a‖2 = PB . (20)
The results are shown in Fig. 2. It is clear that using both initial
WB in (20), the proposed iterative optimization procedure
converges to the maximum uplink sum rate within 8 iterations
for both SDMA-enabled and TDMA-enabled WPSNs with
fixed time splitting τ0 = 0.5. Then Fig. 3 shows the con-
vergence of Golden section search in Algorithm 1 for finding
the optimal τ0. It is also clearly seen that for both WPSNs,
the achievable maximum uplink sum rate converges within 5
iterations.
In Fig. 4, the achievable uplink sum rate versus the H-AP
transmit power PB is studied for all three considered schemes
in both SDMA-enabled and TDMA-enabled WPSNs. Here,
RI =
Rmi
2 is assumed, which means that the downlink rate
constraint is inactive for both SDMA-enabled and TDMA-
enabled uplink sum rate maximization. Under this setting,
the proposed SDMA-enabled uplink sum rate maximization
is actually reduced to the sum throughput maximization for
fully WPSNs in [17]. It is observed from Fig. 4 that the
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achievable uplink sum rate increases with the H-AP transmit
power PB for all considered schemes. Besides, it is clear
that the SDMA based scheme generally achieves higher up-
link sum rate than the corresponding TDMA based scheme
due to the simultaneous uplink transmission from all the
ERs and IR. By comparing the proposed SDMA/TDMA
scheme with the corresponding counterpart with fixed τ0 =
0.5, we also find that the time splitting optimization plays
an important role in improving uplink sum rate for both
SDMA-enabled and TDMA-enabled WPSNs. Additionally, the
MDR SDMA/TDMA scheme performs worst among three
SDMA/TDMA schemes due to the fact that most H-AP trans-
mit power is utilized for downlink information transmission,
which thus results in limited harvested energy at ERs for
uplink transmission.
We then extend this simulation to the case with the downlink
threshold RI = R1I where R
mi < R1I ≤ 0.5Rup is defined
to guarantee the feasibility of the proposed SDMA/TDMA
scheme with fixed τ0 = 0.5 and the results are shown in Fig. 5.
Notice that under Rmi < R1I ≤ 0.5Rup, the downlink rate
constraint is tight and will affect the achievable sum rate and
the optimal solutions. Similar results to that in Fig. 4 can also
be observed from Fig. 5. Moreover, we also find that for all
considered schemes, the achievable uplink sum rate in Fig. 5 is
naturally lower than that in Fig. 4 under a given PB , since the
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uplink sum rate maximization for both WPSNs is constrained
by a higher downlink rate threshold RI = R1I in Fig. 5.
In Fig. 6, we illustrate the achievable uplink sum rate as a
function of the downlink rate threshold RI for both SDMA-
enabled and TDMA-enabled WPSNs. It is firstly seen that
when 0 ≤ RI ≤ RmiI , the achievable uplink sum rate is
flat, which indicates that the downlink rate constraint actually
has no influence on the achievable uplink sum rate. Then
when RmiI < RI ≤ RupI , the achievable uplink sum rate
decreases with the increase of RI implying the downlink
rate constraint becomes tight. Moreover, we also find that
for all three considered schemes, the SDMA-enabled WPSN
has a larger uplink-downlink rate region compared to the
TDMA-enabled WPSN. Taking the SDMA-enabled WPSN
as an example, it is readily found that the proposed SDMA
scheme with the optimized τ0 still performs best, whereas
the MDR SDMA scheme firstly realizes the lowest uplink
sum rate and then approaches to the proposed SDMA scheme
with the rise of RI , since when RI → RupI , the optimal
downlink beamforming W ?B of the proposed SDMA scheme
also tends to be W upB =
PB
‖hIR‖2
hIRh
H
IR
. As for the proposed
SDMA scheme with fixed τ0 = 0.5, the achievable maximum
downlink rate is easily found to be 0.5RupI . The above results
also hold for the TDMA-enabled WPSN.
Fig. 7 finally depicts the achievable uplink sum rate as a
function of the downlink time duration τ0 for both SDMA-
enabled and TDMA-enabled WPSNs. Two downlink rate
thresholds RI = 0 and RI =R0I satisfying R
mi < R0I ≤ Rup
are considered, respectively. It is clear from Fig. 7 that for
both WPSNs, the achievable uplink sum rate fS(τ0)/fT (τ0) is
indeed concave w.r.t. τ0 under both thresholds RI . Particularly,
when RI =0, both WPSNs achieve the same uplink sum rate at
the point τ0 =0 since only transmission from the energy-stable
IR happens in the uplink. However, in the case of RI = R0I ,
the minimum downlink time duration τmin0 is required to
satisfy the downlink rate constraints of both WPSNs.
VI. CONCLUSION
In this paper, we investigated the uplink sum rate maximiza-
tion for both SDMA-enabled and TDMA-enabled partially
WPSNs. Different from most existing WPSNs related works,
the downlink simultaneous wireless information and power
transfer was considered and downlink rate constraint was
taken into account in our optimal design. After analyzing
the downlink rate constraint and converting the original non-
convex uplink sum rate maximization problems into con-
cave ones, semi-closed-form optimal solutions for downlink
beamforming, uplink beamforming and time allocation were
proposed. Global optimality was proved and low complexity of
the proposed optimal solutions were justified. Moreover, from
the analysis we found that downlink rate constraint played
a significant role and required special care in the optimal
design. Finally, numerical simulations verified the excellent
performance of the proposed uplink sum rate optimization
schemes for both WPSNs.
APPENDIX A
We can prove Lemma 1 by contradiction as follows. Firstly,
given a downlink rate threshold R1I satisfying R
mi
I < R
1
I ≤
RupI , we denote the corresponding maximum objective value
of the problem (7) as f?
obj,R1I
(τ?0,1,P
?
Ek,1
,W ?B,1,∀k), where
τ?0,1, W
?
B,1 and P
?
Ek,1
,∀k are the optimal solutions to the
problem (7) with the downlink rate threshold RI = R1I .
Meanwhile, we assume τ0 log(1+σ−2n h
H
IR
W ?B,1hIR) > R
1
I .
Based on this assumption, it is readily concluded that when
another downlink threshold R2I satisfying R
2
I = τ0 log(1 +
σ−2n h
H
IR
W ?B,1hIR) > R
1
I is applied to the problem (7),
the previous obtained solution Q1 ={τ?0,1,W ?B,1,P ?Ek,1,∀k}
actually becomes a feasible solution for the problem (7) with
RI = R
2
I , since all the constraints are satisfied. So we have
f?obj,R1I
(Q1)≤f?obj,R2I (Q2) (21)
where Q2 = {τ?0,2,W ?B,2 P ?Ek,2,∀k} is the corresponding
optimal solution to the problem (7) with RI = R2I . On the
other hand, since R2I > R
1
I , the set of feasible solutions of the
problem (7) with RI = R2I becomes smaller than that with
RI = R
1
I , thus we have
f?obj,R1I
(Q1)≥f?obj,R2I (Q2). (22)
By combining (21) and (22), it is readily concluded that
f?obj,R1I
(Q1) = f?obj,R2I (Q2). (23)
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Similarly, for an arbitrary threshold RI ∈ [R1I , R2I ], the
same maximum objective value of the problem (7) can also
be obtained, which implies that the downlink rate constraint
actually does not affect the problem (7) and thus can be
ignored. As discussed in Section III. B, this happens only when
R2I ≤ RmiI , which contradicts with the original assumption of
RmiI < R
1
I < R
2
I ≤ RupI . Therefore, the initial assumption
is invalid, we must have the optimal downlink beamforming
located at the boundary, i.e., τ0 log(1+σ−2n h
H
IR
W ?BhIR) = RI
for the problem (7) when RmiI < RI ≤ RupI . Secondly, since
RmiI can be considered to be a critical point at which the down-
link rate constraint becomes tight, we finally conclude that the
downlink rate constraint is tight when RmiI ≤ RI ≤ RupI . This
completes the proof.
APPENDIX B
Firstly, we consider the special case of RI = R
up
I for
the problem (13), in which both the constraints C˜R1 and
C˜R2 are not strictly feasible (must be tight) by recalling
the problem (10). In this case, only one feasible solution of
W upB =
PB
‖hIR‖2hIRh
H
IR exists for the problem (13), so it
is also globally optimal. Meanwhile, the non-negative dual
variables λ? and β? corresponding to constraints C˜R1 and
C˜R2 can be set randomly since they are irrelevant to W upB .
For the following analysis, we adopt λ? = 0 and β? = +∞
when RI =R
up
I . In the sequel, we mainly consider the case
of 0 ≤ RI < RupI in which the problem (13) is strictly
feasible and semi-closed optimal solutions of {W ?B ,P ?Ek ,∀k}
can be found. Based on the definitions W˜ ?B=τ0W
?
B , P˜
?
Ek
=
(1−τ0)P ?Ek ,∀k∈K and the Lagrangian function in (14), the
Karush-Kuhn-Tucker (KKT) conditions of the problem (13)
w.r.t. W ?B and P
?
Ek
can be written as
H˜? +Z?0 = 0NB ,Z
?
0W
?
B = 0, Z
?
0  0, (24a)
GHEkM
? 12
K\k(INB+σ
−2
n M
? 12
K\kGEkP
?
Ek
GHEkM
? 12
K\k)
−1
×M? 12K\kGEk =σ2nln 2(µ?kINU−Z?k), (24b)
ZkP
?
Ek
= 0, Z?k  0,∀k (24c)
λ?(tr(W ?B)− PB) = 0, (24d)
β?(tr(hHIRW
?
BhIR)− σ2n(2
RI
τ0 − 1)) = 0, (24e)
µ?k((1−τ0)tr(P ?Ek)− τ0εktr(HEkW ?BHHEk)) = 0,∀k, (24f)
The optimal solutions of {W ?B , λ?, β?} and {P ?Ek ,∀k, µ?k} can
then be derived individually based on above KKT conditions
as follows.
A. The optimal W ?B , λ
? and β?
Recalling that H˜?=H?−λ?INB in (15), we firstly define the
eigenvalue decomposition (EVD)H?=UHΛHUHH , where the
maximum eigenvalue λH,max in the diagonal matrix ΛH satis-
fies λH,max>0 sinceH?0 according to its definition in (15).
Then H˜? can be rewritten as H˜?=UH(ΛH−λ?INB )UHH .
Further based on the KKT condition (24a), we simultaneously
have H˜? = −Z?0  0 and H˜?W ?B = 0. Therefore, H˜? must
be singular and thus the optimal λ? satisfies λ?=λH,max>0.
Moreover, we have W ?B = cuHu
H
H , where uH is the unit-
norm eigenvector of H? corresponding to λH,max. and c is a
constant. Meanwhile, according to the KKT condition (24d),
we have tr(W ?B) = PB due to λ
?>0, so the constant c=PB
is derived. As a result, the optimal W ?B and λ
? are finally
given as (16a) in Theorem 1, i.e.,
(W ?B , λ
?)=
{
(PBuHu
H
H , λ
max
H ) 0≤RI<RupI
( PB‖hIR‖2hIRh
H
IR, 0) RI=R
up
I
. (25)
As for the optimal β?, we firstly observe that when
0 ≤ RI < RmiI , as discussed in Section III. B, the down-
link rate constraint is inactive, i.e., fR (W ?B) = τ0 log(1 +
σ−2n h
H
IR
W ?BhIR) > RI . It is equivalent to tr(h
H
IR
W ?BhIR) >
σ2n(2
RI
τ0 − 1). Based on the KKT condition (24e), it directly
yields that β? = 0 when 0 ≤ RI < RmiI . On the other
hand, when RmiI < RI < R
up
I , recalling Lemma 1, the
downlink rate constraint is tight, i.e., fR (W ?B) = τ0 log(1+
σ−2n h
H
IR
W ?BhIR) = RI . Thus the optimal β
? which affects
the optimal W ?B implicitly through H
? should satisfy the
nonlinear equation fR (W ?B) = RI . As shown in Appendix
A, RmiI is a critical point at which the inactive downlink rate
constraint becomes tight, so we can still adopt β? = 0 for
RI = R
mi
I . Now combining the above results with that for
the special case of RI = R
up
I discussed in the beginning, we
can summarize the optimal β? as
β?=
0 0≤RI≤R
mi
I
arg {fR (W ?B)=RI} RmiI <RI<RupI
+∞ RI=RupI
, (26)
as shown in (16f).
B. The optimal P ?Ek and µ
?
k,∀k
To derive the optimal P ?Ek ,∀k, all related KKT conditions
(24b), (24c) and (24f) should be jointly considered. It is noted
that these KKT conditions are with the same structure as
that of the conventional MIMO rate maximization problem
subject to the total transmit power constraint, as shown in
[25]. Therefore, the optimal structure of P ?Ek ,∀k derived in
[25] is also applicable to our problem. Specifically, based on
the SVD M?
1
2
K\kGEk=U
?
MK\kΛ
?
MK\kV
?H
MK\k ,∀k, the optimal
P ?Ek is given by P
?
Ek
= V ?MK\kΛPEkV
?H
MK\k ,∀k, where the
diagonal matrix ΛPEk = diag[ΛPEk ,1, · · · ,ΛPEk ,NU ] needs to
be optimized. Further based on (24b) and (24c), we have(
σ2nln 2µ
?
kINU−GHEkM
? 12
K\k
(
INB+σ
−2
n M
? 12
K\kGEkP
?
Ek
×GHEkM
? 12
K\k
)−1
M
? 12
K\kGEk
)
P ?Ek =0 (27)
Then by substituting the analytical structure of P ?Ek into (27),
the optimal ΛPEk ,i can be derived as (16d), i.e.,
ΛPEk ,i=
[
1
ln 2µ?k
− σ
2
n
Λ2M?K\k,i
]+
, ∀i,∀k. (28)
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Next, to obtain the optimal µ?k,∀k, we firstly prove µ?k >
0,∀k for the problem (13). Specifically, based on (24b) and
(24c), we have
σ2nln 2Z
?
k = σ
2
nln 2µ
?
kINU −GHEkM
? 12
K\k
(
INB
+σ−2n M
? 12
K\kGEkP
?
Ek
GHEkM
? 12
K\k
)−1
M
? 12
K\kGEk
 σ2nln 2µ?kINU (29)
It is clear that µ?k > 0,∀k must hold since Z?k  0 .
Then based on the KKT condition (24f), we have (1−
τ0)tr(P ?Ek) = (1 − τ0)tr(ΛPEk ) = τ0εktr(HEkW ?BHHEk).
By substituting (28) into this equation, the optimal µ?k =
NU (1−τ0)
ln 2
(
τ0εktr(HEkW
?
BH
H
Ek
)+
NU∑
i=1
(1−τ0)σ2n
Λ2
MK\k,i
) ,∀k, is obtained as (16e),
which finally completes the proof.
APPENDIX C
Based on the analysis in Section III. A, it is easy to
obtain that the achievable downlink rate function fR (WB) is
bounded as 0 ≤ fR (WB) ≤ RupI . Now given a downlink rate
threshold RI with RmiI <RI <R
up
I , we firstly consider β=0
and prove fR (WB) |β=0<RI by contradiction as follows. If
fR (WB) |β=0≥RI holds, we readily observe that the optimal
W ?B is only determined by the ERs downlink channels in the
form of (16a), and actually not influenced by the downlink rate
constraint. However, as analyzed in Section III. B, this case
only happens when the downlink threshold RI is no more
than RmiI , i.e., RI ≤ RmiI , which clearly contradicts with the
original assumption of RmiI <RI <R
up
I . Thus it proves that
fR (WB) |β=0 < RI . On the other hand, when β→+∞, we
have H
?
β →σ−2n hIRhIRH and uH→
hIR
‖hIR‖
from Theorem 1.
Together with the bounded property of fR (WB), it follows
that fR(WB)|β=+∞=RupI . Then we can naturally conclude
that 0 ≤ fR (WB) |β=0< RI <fR (WB) |β=+∞=RupI .
Next, given RmiI <RI <R
up
I , we prove that there exists a
unique β?∈ (0,∞) satisfying fR (W ?B)=RI by contradiction
as follows. Since the problem (13) is strictly concave, there
exists one unique and globally optimal W ?B . Assuming that
there are two β1 and β2 (β1 < β2) simultaneously realizing
the optimal W ?B , and denoting the corresponding composite
matrices H?  0 in Theorem 1 as H?1  0 and H?2  0,
respectively, then we readily have
H?1 =H
?
2 +HIR , HIR =(β2−β1)hIRhHIR . (30)
Recalling (16a), it is clear that for obtaining the unique
W ?B = PBuHu
H
H , the dominant eigenspaces of H
?
1 and
H?2 should be identical. Therefore, we can define the
EVDs H?i = UHiΛHiU
H
Hi
, where the unitary matrix is
UHi = [uH , U˜Hi ] and the diagonal matrix is ΛHi =
diag[λHi,max, λHi,2, · · · , λHi,NB ]  0. Based on uHHU˜H1 =0
and uHHU˜H2 = 0, we have U˜H1 = U˜H2Q, where Q ∈
C(NB−1)×(NB−1) is an arbitrary unitary matrix. Further by
defining Λ˜Hi = diag[λHi,2, · · · , λHi,NB ], i = 1, 2, the
equation (30) can be rewritten as
HIR = H
?
1 −H?2 (31)
=(λH1,max−λH2,max)︸ ︷︷ ︸
4λ
uHu
H
H+U˜H2 (QΛ˜H1Q
H−Λ˜H2)︸ ︷︷ ︸
Q˜H
U˜HH2
Since uHHU˜H2 =0 denoting the orthogonal space, to guarantee
the rank-1 positive semidefinite HIR , only the following two
cases are possible:
1) case1: 4λ 6=0 and U˜H2Q˜
1
2
H=0: In this case, we readily
have HIR = 4λuHuHH from (31) and thus the optimal down-
link beamforming W ?B =PBuHu
H
H =PBhIRhIR/‖hIR‖2 is
derived, which implies that fR (W ?B)=R
up
I >RI .
2) case2: 4λ = 0 and rank(U˜H2Q˜
1
2
H) = 1: In this case,
HIR =U˜H2(QΛ˜H1Q
H−Λ˜H2)U˜HH2 is observed from (31) and
thus we have uHHHIRuH = 0, which implies that fR (W
?
B)=
0<RI .
It is obvious that both the two cases contradict with the
original equation of fR (W ?B) = RI . As a result, we con-
clude that there is only one optimal β? ∈ (0,∞) satisfying
fR (W
?
B) =RI . Meanwhile, fR(WB) is also continuous due
to the EVD operation on positive semidefinite matrices and log
function. Overall, when RmiI <RI<R
up
I , with the boundness,
uniqueness and continuity of fR(WB), we easily conclude
that fR (WB) is monotonic w.r.t. β∈(0,∞). Moreover, since
fR (WB) |β=0<fR (WB) |β=+∞, we can infer that fR (WB)
is monotonically increasing w.r.t. β∈(0,∞) and converges to
RupI . This completes the proof.
APPENDIX D
For the problem (17), the KKT conditions are given by
(24a), (24d), (24e) (32a)
σ−2n
ln2
GHEk(INB+
σ−2n
τEK
GEkP˜
?
Ek
GHEk)
−1GEk=µ
?
kINU−Z?k , (32b)
Z?kP˜
?
Ek
= 0, Z?k  0,∀k (32c)
µ?k(tr(P˜
?
Ek
)−τ0εktr(HEkW ?BHHEk))=0,∀k (32d)
log det(INB+
σ−2n
τ?Ek
GEkP˜
?
Ek
GHEk)−
σ−2n
ln 2τ?Ek
tr((INB
+
σ−2n
τ?Ek
GEkP˜
?
Ek
GHEk)
−1GEkP˜
?
Ek
GHEk) = 0 (32e)
τ?IR(CR−γ?)=0, ∀k, τ?IR+
K∑
k=1
τ?Ek =1− τ0. (32f)
A. The optimal W ?B , λ
? and β?
Since the TDMA-enabled WPSNs have the same downlink
transmission as the SDMA-enabled WPCNs, it is clear that the
{W ?B , λ?, β?}-related KKT conditions of the problem (17) are
exactly the same as that for the problem (13), i.e., (24a), (24d),
and (24e). So following the same approach in Appendix B. A,
we can derive the same optimal W ?B and λ
?, β? as in (25)
and (26), respectively, to the problem (17).
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B. The optimal P ?Ek and µ
?
k,∀k
The {P ?Ek , µ?k}-related KKT conditions ((32b),(32c)),(32d))
are similar to that of the MIMO capacity maximization
in [25]. Therefore, the optimal P˜ ?Ek ,∀k can be derived as
P˜ ?Ek = VGEkΛPEkV
H
GEk
,∀k, where VGEk comes from the
SVD GEk = UGEkΛGEkV
H
GEk
and the positive diagonal
ΛPEk =diag[ΛPEk ,1, · · · ,ΛPEk ,NU ] needs to be determined.
Similarly to that in Appendix B. B, we can obtain ΛPEk ,i =
[
τ?Ek
ln 2µ?k
− σ
2
nτ
?
Ek
Λ2GEk ,i
]+, ∀i, by substituting the analytical structure
of P˜ ?Ek ,∀k into the KKT conditions (32b) and (32c). Further
based on P˜ ?Ek=τ
?
Ek
P ?Ek ,∀k, we readily have the optimal P ?Ek=
VGEkΛPEkV
H
GEk
/τ?Ek as (19a) in Theorem 2. Moreover, we
also have µ?k>0,∀k for the problem (17) by jointly consider-
ing (32b), Z?k  0 and GHEk(INB+
σ−2n
τEK
GEkP˜
?
Ek
GHEk)
−1GEk 
0. Then based on the KKT condition (32d), tr(P˜ ?Ek) =
tr(ΛPEk ) = τ0εktr(HEkW
?
BH
H
Ek
) holds. Hence, the optimal
µ?k =
NUτ
?
Ek
ln 2
(
τ0εktr(HEkW
?
BH
H
Ek
)+
NU∑
i=1
σ2nτ
?
Ek
Λ2
GEk
,i
) ,∀k, is derived as
(19d).
C. The optimal τ ?up and γ
?
By substituting the above analytical structure of P˜ ?Ek into
the {τ?Ek ,∀k}-related KKT condition (32e), we have
gT (τ
?
Ek
)=
NU∑
i=1
(
log
(
1+
σ−2n ΛGEk ,i
τ?Ek
)
− σ
−2
n ΛGEk ,i
ln 2(τ?Ek+σ
−2
n ΛGEk ,i)
)
=γ?, ∀k (33)
where ΛGEk ,i = Λ
2
GEk ,i
ΛPEk ,i,∀i. Since the problem
(17) is strictly concave, the Lagrangian function in (18)
should be upper bounded for the optimization variables
{τup, W˜B , P˜Ek ,∀k} in AT . Now with respect to the non-
negative variable τIR , the corresponding term in (18) should be
upper bounded, which implies that CR−γ?≤0. Then together
with (33) and the KKT condition (32f), only the following two
cases are possible for deriving the optimal τ ?up and γ
?.
1) case1: CR−γ?<0: It directly follows from the KKT
condition (32f) that τ?IR = 0 and
K∑
k=1
τ?Ek = 1− τ0. Then the
optimal τ?Ek = (τEk)
+,∀k and γ? can be jointly derived from
the equations gT (τEk) =γ
?,∀k and
K∑
k=1
(τEk)
+ = 1− τ0, as
shown in (19e) for the case of γ? > CR.
2) case2: CR−γ? = 0: In this case, we have γ? = CR.
Then referring to (33), the optimal τ?Ek = (τEk)
+,∀k can
be obtained from gT (τEk) =CR,∀k. Moreover, the optimal
timing allocation for the IR is determined as τ?IR =(τIR)
+ and
τIR =1−τ0−
K∑
k=1
(τEk)
+, which finally completes the proof.
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