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The brain uses a strategy of labor division, which may allow it to accomplish more elaborate and 
complicated tasks, but in turn, imposes a requirement for central control to integrate information 
among different brain areas. Anatomically, the divergence of long-range neuromodulator 
projections appears well-suited to coordinate communication between brain areas. Oscillatory 
brain activity is a prominent feature of neural transmission. Thus, the ability of neuromodulators 
to modulate signal transmission in a frequency-dependent manner adds an additional level of 
regulation. Here, we review the significance of frequency-dependent signal modulation in brain 
function and how a neuronal network can possess such properties. We also describe how a 
neuromodulator, dopamine, changes frequency-dependent signal transmission, controlling 
information flow from the entorhinal cortex to the hippocampus.
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Neuromodulators coNtrol regioNal 
iNteractioNs iN the braiN
A  number  of  studies  suggest  that  the  brain 
exhibits functional localization, i.e. each brain 
region has a somewhat specialized role (Boling 
et al., 2002; Passingham et al., 2002). Most ani-
mal behaviors require the coordinated activity 
of sensory, integrative and motor brain areas. 
As the sensory landscape undergoes change, the 
interaction  among  brain  areas  should  also  be 
dynamic and change depending on the situa-
tion. For example, when you meet a new person, 
initially you may try to memorize his or her face 
(encoding information), but the next time you 
see this person, you will recognize his or her face 
and may remember several events associated with 
this person (retrieving information). Given that 
the synaptic transmission between neurons is a 
basic unit of information processing, it is cru-
cial to understand how synaptic modulation can 
change interactions among brain areas.
Neurotransmitters, such as dopamine, nore-
pinephrine, serotonin, or acetylcholine, play an 
important role in state-dependent modulation of 
the brain (Kodama et al., 2002; Robbins, 2005; 
Takakusaki et al., 2006). These neurotransmitters, 
often called neuromodulators, are synthesized 
and released from a relatively small number of 
specialized neurons, which are primarily located in 
several distinct nuclei in the basal forebrain, mid-
brain or brainstem (Siegel et al., 1999). Through 
long-range connections these neuromodulator-
releasing neurons make synaptic contacts with 
many  different  brain  areas.  Neuromodulators 
released from synaptic   terminals are also capable 
of diffusing over substantial distances (>10 μm) 
and can act on receptors remote from release 
sites (volume transmission; Venton et al., 2003; 
Zoli et al., 1998). Thus, at the apparent cost of 
spatial selectivity, the information from neuro-
modulator-releasing neurons can be broadcast to 
a large area of the brain. As such, activity changes 
in a small number of neurons can exert a broad-
cast influence on many brain areas, coordinat-
ing a functional change across areas (Hasselmo, 
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Memory encoding
A process whereby external information 
(e.g. object shape/color, spatial 
locations, smells, sounds etc.) is 
converted to a representation of 
multiple neuronal activities. This is the 
first step for the memory formation. 
The remaining two steps are memory 
storage and retrieval.
Neuromodulator
A class of neurotransmitters that can 
diffuse over long distances and 
influence multiple neurons and 
synapses. Most neuromodulators 
activate G-protein coupled receptor  
and alter excitatory and/or inhibitory 
synaptic transmission or ionic 
conductances. Examples of 
neuromodulators include dopamine, 
norepinephrine, acetylcholine, 
serotonin or histamine.
Oscillatory activities
Repetitive temporal variation of voltage 
signals observed at different frequencies 
in electroencephalography, extracellular 
or intracellular recordings in the brain. 
Multiple oscillatory frequencies can be 
recorded ranging from 0.05 to 500 Hz, 
each of which appears to be 
independently controlled. For example, 
the rat hippocampus generates theta 
(4–12 Hz), gamma (40–100 Hz)  
and fast oscillations (140–200 Hz) 
independently.
Nonlinear signal transduction
A process whereby a change in input 
signal does not result in a 
correspondingly similar degree of 
change in output signals. Or, a process 
where an output signal generated by 
multiple inputs is not a simple sum  
of the inputs.
FrequeNcy-depeNdeNt sigNal 
modulatioN aNd oscillatory activities
In electroencephalograms or local field poten-
tial recordings, the brain activities are observed 
as multiple oscillators at different frequencies. 
A number  of  studies  have  described  apparent 
links between specific oscillatory activities and 
particular brain functions (Buzsaki and Draguhn, 
2004; Osipova et al., 2006; Palva and Palva, 2007). 
These oscillatory activities are not just epiphe-
nomena, but the brain appears to utilize them 
for  information  coding,  for  example,  to  bind 
  distributed information in the cortex (Engel et al., 
2001; Varela et al., 2001) or to select phase-locked 
activities (Laurent, 2002). These results imply that 
oscillatory activities may play an important role 
in regulating information flow in the brain. Thus, 
it is worthwhile to assess how a neuronal network 
will respond to different frequency stimulation.
In monosynaptic transmission, the magnitude 
of the postsynaptic response evoked by presynaptic 
stimulation is intrinsically dependent on stimula-
tion frequency (Markram et al., 1998). For exam-
ple, during the delivery of multiple stimuli at close 
time intervals, the size of postsynaptic potentials 
can become larger or smaller, phenomena known 
as paired-pulse facilitation or depression, respec-
tively (Zucker and Regehr, 2002) (Figure 1). Both 
presynaptic and postsynaptic mechanisms have 
been implicated in these processes. For example, 
changes in neurotransmitter release probability, 
availability of readily releasable pool of synaptic 
vesicles (Dobrunz and Stevens, 1997), postsyn-
aptic receptor desensitization (Koike-Tani et al., 
2008) or surface mobility of postsynaptic recep-
tors (Heine et al., 2008) have all been proposed to 
play an important role in frequency-dependent 
modulation of synaptic transmission.
Differences  in  neuronal  morphology  and 
molecular composition will further extend possi-
ble patterns of frequency dependency modulation 
in signal transmission. The brain is composed 
of hundreds of types of neurons and each has 
distinct  morphology,  channel/receptor  density 
and distribution, which determines differences 
in threshold for action potentials, firing patterns 
or  synaptic  plasticity  (Mainen  and  Sejnowski, 
1996; Shepherd, 2004). Therefore, the same input 
stimuli applied to different types of neurons can 
expose one type of neuron that is sensitive to low 
frequency stimulation and another that is sensi-
tive to high   frequency stimulation (Buzsaki and 
Draguhn,  2004;  Hutcheon  and  Yarom,  2000). 
Frequency-dependent  signal  transmission  by 
distinct  neuronal  types  has  been  observed  in 
the hippocampus (Mori et al., 2004; Pouille and 
Scanziani, 2004).
Signal gating based on input stimulation pat-
terns can also be generated based on differences 
between monosynaptic and disynaptic transmis-
sion. Disynaptic transmission differs from monos-
ynaptic transmission in two ways: (1) the temporal 
delay imposed by the additional synapse, and (2) the 
nonlinear signal transduction with respect to the 
strength of input stimulation, due to requirement 
for action potential generation. These differences 
will play an important role in temporally selec-
tive filtering of input signals because the influence 
of disynaptic inputs are evident when inputs are 
delivered close in time (Ito and Schuman, 2007) 
(Figure 1). Thus, a neuronal network does not pass 
all signals equally, but rather, has a bias for a certain 
signal pattern. As such, changing oscillatory activi-
ties observed in the brain may lead to dynamic 
modulation of regional interactions.
One effect of neuromodulator receptor activity 
is the modulation of ion channels and receptors 
via intracellular signaling, which influences neuro-
nal activity or synaptic transmission (Siegel et al., 
1999). An  explored  area,  however,  concerns  the 
influence of neuromodulators at a network level. 
Ito and Schuman (2007) recently examined how 
the neurotransmitter dopamine can change a fre-
quency-dependent profile of signal transmission at 
temporoammonic-CA1 synapses in the hippocam-
pus. The primary effect of dopamine at these syn-
apses is presynaptic depression due to a decrease in 
release probability of synaptic vesicles. Surprisingly, 
however, this simple form of modulation has a large 
impact on the neuronal circuit as a whole that is, 
dopamine depresses low frequency input signals but 
enhances high frequency signals (Figure 2A). Thus, 
dopamine imposes a high pass filter on this pathway 
exerting a preference for certain frequency inputs. 
This is a good example of how a simple synaptic 
modulatory action can have a large impact at a net-
work level. In fact, the differences between mono-
synaptic and disynaptic transmission, as described 
in the last paragraph, plays an important role in 
generating this effect (Figure 2B).
FrequeNcy-depeNdeNt modulatioN  
by dopamiNe at the temporoammoNic 
pathway iN the hippocampus
Dopamine is a neuromodulator, that plays crucial 
roles in motor control, learning and memory, or 
addictive  behavior  formation  (Hikosaka,  2007; 
Wise,  2004).  Most  dopaminergic  neurons  are 
located in two nuclei, the ventral tegmental area 
and  substantia  nigra  compacta  (Bjorklund  and 
Dunnett, 2007). Activation of these neurons dur-
ing animal learning has been well characterized 
in monkey. Schultz and colleagues examined the 
in vivo activities of dopaminergic neurons during Frontiers in Neuroscience  www.frontiersin.org  December 2008  |  Volume 2  |  Issue 2  |  140
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Figure 1 | Examples of differential signal transmission between low and 
high frequency inputs. In monosynaptic transmission, low frequency inputs 
elicit constant postsynaptic responses, however, high frequency inputs induce 
facilitation or depression in signal transmission. A simple network composed of 
monosynaptic excitation and disynaptic inhibition exhibits more diverse patterns 
of signal modulations. The influence of disynaptic transmission on 
monosynaptic transmission is not evident during low frequency inputs, due to 
the temporal delay imposed by the additional synapse. During high frequency 
stimulation, however, disynaptic inhibition effectively influences monosynaptic 
excitation. Because each neuron shows distinct response to high frequency 
stimuli, disynaptic inhibitory connection shows facilitation, depression, or some 
characteristic response, which will, together with modulation in monosynaptic 
excitation, expand differential patterns of signal transmission between low and 
high frequency stimulation.
Grace, 2005). Thus, the interaction between the 
dopamine  system  and  the  hippocampus  may 
be a key to understand the neural circuits that 
subserve learning. Indeed, several studies suggest 
the involvement of dopamine in the hippocampal 
dependent learning. For example, dopamine D1 
receptor knockout mice exhibit a learning deficit 
in the Morris water maze task, which requires hip-
pocampal function (El-Ghundi et al., 1999). In 
addition, when 6-hydroxy dopamine was injected 
to selectively disrupt dopaminergic axons to the 
hippocampus, these animals also showed a deficit 
in the Morris water maze task (Gasbarri et al., 
1996). These data indicate that it is important to 
assess how dopamine will influence information 
flow in the hippocampal circuit.
As described by Andersen et al. (1969), the 
hippocampal network is a feedforward circuit 
composed of three primary synaptic   connections. 
Compared with other cortical circuits, the hip-
pocampal circuit is unique in that these con-
nections are largely unidirectional (Witter and 
Amaral, 2004). Area CA1 in the hippocampus 
receives  excitatory  inputs  from  area  CA3,  via 
a conditioning task. In this study, the activity of 
dopaminergic neurons appears to reflect differ-
ences between internal expectations and actual out-
comes, i.e. expectation errors (Schultz, 1998). Thus, 
one function of the dopamine system is to provide 
information about the salience of environmental 
stimuli for learning (McClure et al., 2003).
Dopaminergic neurons extend their axons to 
the hippocampus, predominantly to distal part 
of area CA1 and the subiculum (Gasbarri et al., 
1997). A number of clinical and experimental 
studies suggest the involvement of the hippoc-
ampus in declarative memory formation (Squire 
et al., 2004). Similar to dopaminergic neurons, 
the hippocampus also exhibits differential acti-
vation during presentation of novel or familiar 
stimuli (Knight, 1996; Rutishauser et al., 2006). A 
desirable feature of a learning system is the ability 
to differentiate novel and familiar information, 
because it enables the system to “know” how syn-
aptic connections should be modified based on 
input signals (Blumenfeld et al., 2006). In turn, 
the hippocampus influences the dopamine   system 
as well, forming a functional loop (Lisman and Frontiers in Neuroscience  www.frontiersin.org  December 2008  |  Volume 2  |  Issue 2  |  141
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Figure 2 | Frequency dependent modulation of dopamine at 
temporoammonic-CA1 synapses. (A) Area CA1 in the hippocampus receives 
two distinct excitatory inputs, one is from area CA3 (the Schaffer-collateral 
pathway) and another is from the entorhinal cortex (the temporoammonic 
pathway). Dopamine selectively depresses baseline field EPSP at 
temporoammonic-CA1 synapses, and has no significant effect on Schaffer-
collateral-CA1 synapses. Under the delivery of different frequency stimuli, 
dopamine exerts a frequency-dependent modulation at temporoammonic-CA1 
synapses, depressing low-frequency signals but enhancing high-frequency 
signals. (B) Primary effect of dopamine is a depression of excitatory synapses  
onto both pyramidal neurons and interneurons. The influence of disynaptic 
inhibition on monosynaptic excitation is not evident during low frequency inputs, 
thus dopamine simply depresses total excitation to pyramidal neurons. In contrast, 
during high frequency stimulation, disynaptic inhibition becomes influential  
and intrinsically strong inhibitory connections at temporoammonic-CA1 synapses 
suppress monosynaptic excitation effectively. Dopamine-induced excitatory 
depression weakens both monosynaptic excitation and disynaptic inhibition, 
however, the influence on disynaptic connection is larger than monosynaptic 
connection, due to nonlinear property in action potential generation. Thus, total 
excitation during high frequency inputs become larger under dopamine application.Frontiers in Neuroscience  www.frontiersin.org  December 2008  |  Volume 2  |  Issue 2  |  142
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the Schaffer-collateral pathway, and in addition 
receives another excitatory connection directly 
projecting  from  the  entorhinal  cortex,  which 
is called the temporoammonic pathway (Cajal, 
1911) (Figure 2A). Thus, area CA1 integrates two 
distinct kinds of information, one from the tri-
synaptic circuit carrying processed information 
of the entorhinal cortex via dentate gyrus and 
area CA3, and the other from the temporoam-
monic pathway that carries direct information 
from the entorhinal cortex. In contrast to the 
trisynaptic circuit whose origin is neurons in 
layer II of the entorhinal cortex, the temporo-
ammonic pathway is a projection from neurons 
in layer III of the entorhinal cortex (Witter and 
Amaral, 2004). Recent in vivo recording study 
indicates significant differences in spatial infor-
mation coding between neurons in layer II and III 
(Hafting et al., 2008). Thus, these two pathways, 
the Schaffer-collateral and the temporoammonic 
pathways, appear to carry distinct information 
to area CA1.
Several  studies,  indeed,  support  distinct 
behavioral  roles  of  each  pathway  in  animal 
learning. When the temporoammonic pathway 
is lesioned, precise spatial firing in area CA1 
(Brun et al., 2008) and memory consolidation 
(Remondes and Schuman, 2004) are impaired. 
On  the  other  hand,  when  Schaffer-collateral 
inputs to area CA1 are disrupted, although ani-
mals maintain place recognition memory, they 
show deficits in recall of remote spatial loca-
tions (Brun et al., 2002) and one-trial contextual 
learning (Nakashiba et al., 2008). Taken together, 
area CA1 serves a critical integrational role for 
hippocampal  function,  determining  how  the 
information from the entorhinal cortex should 
be selected and processed before output from 
the hippocampus.
In  CA1  pyramidal  neurons,  the  Schaffer-
collateral  pathway  makes  synaptic  contacts  at 
proximal regions of the apical dendrites, but in 
contrast, the temporoammonic pathway makes 
synapses at the distal most region. Each pathway 
has distinct synaptic properties (Golding et al., 
2002; Remondes and Schuman, 2003), and mod-
ulates the other pathway via nonlinear dendritic 
integration in pyramidal neurons or indirectly 
via interneurons (Ang et al., 2005; Dudman et al., 
2007; Levy et al., 1998; Remondes and Schuman, 
2002).
Then, how will dopamine modulate infor  mation 
integration of these two pathways? When dopamine 
is applied to hippocampal slices, dopamine selec-
tively depresses   temporoammonic-CA1 synapses 
(Otmakhova  and  Lisman,  1999),  and  further-
more,  changes  a  frequency-  dependent  profile 
of signal transmissions in this pathway (Ito and 
Schuman, 2007) (Figure 2A). The significance 
of  this  frequency-dependent  signal  transmis-
sion  is  suggested  in  the  temporoammonic 
pathway, because the entorhinal cortex, which 
is the origin of this pathway, shows both theta   
(4–12 Hz) and gamma (40–100 Hz) oscillatory 
activities in behaving animals (Chrobak et al., 
2000). As such, the presence of dopamine will 
impose a selection bias for the receipt of infor-
mation, encoded differentially with oscillatory 
activities in the entorhinal cortex. Thus, dopamine-
induced change in frequency-  dependent signal 
transmission is likely to have a significant impact 
on functional coupling between the entorhinal 
cortex and the hippocampus.
Future perspective
We focused in this review on the significance 
of  neuromodulator’s  function  on  changing  a 
  frequency-dependent profile of signal transmis-
sion. Frequency-dependent signal transmission is 
an intrinsic propery of neural circuits and further 
investigation of this property will be essential to 
understand the brain. However, as far as we know, 
relatively few studies have examined frequency-
dependent modulation in signal transmission. 
Studies using brain slices are likely to be appro-
priate for examining this property because of the 
relative ease in measuring the input–output rela-
tion by applying artificially controlled stimuli. We 
think that further understanding of frequency-
dependent signal gating will open up a new view 
of neuronal network architecture and will serve 
as an important link between slice studies and 
in vivo brain function.
Experiments based on conventional electrical 
stimulation, however, should be carefully inter-
preted when attempting to explain in vivo brain 
networks. For example, in typical in vitro physiol-
ogy experiments, stimulation is applied to same 
axons repeatedly to mimic oscillatory activities. 
In vivo, however, neurons participating in oscil-
latory activities do not necessarily emit spikes at 
the same rate of the oscillatory frequency, but 
rather generate spikes that are phase-locked to 
some aspects of the oscillation (Laurent, 2002). 
These differences may change the impact of fre-
quency-dependent  transmission.  For  example, 
the spatial influence of signal modulation due to 
convergence and divergence of axonal inputs gen-
erating phase-locked activities will be different in 
vitro and in vivo. An improved means of network 
manipulation, which allows differential activation 
of individual neurons, will elucidate more precise 
control of frequency-dependent signal transmis-
sion in neuronal circuits.
Frequency-dependent signal gating
A process in which the input 
stimulation frequency determines  
the amount or direction of modulation 
in information transmission through 
neural circuits.Frontiers in Neuroscience  www.frontiersin.org  December 2008  |  Volume 2  |  Issue 2  |  143
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Although  we  specifically  focused  here  on 
neuromodulator-mediated gating of oscillatory 
activities, the influence of neuromodulators on 
the regional interactions of the brain is not lim-
ited this process. For example, individual neu-
rons differ in preferred oscillatory frequencies 
of membrane potentials owing to the type and 
distribution of ion channels in the membrane. 
(i.e. resonance property; Buzsaki and Draguhn, 
2004; Giocomo et al., 2007; Hutcheon and Yarom, 
2000). These resonant properties may differen-
tially  be  controlled  by  neuromodulators  via 
changing kinetics of voltage-sensitive channels. 
Such modulations are likely to influence the gen-
eration and receipt of oscillatory activities in each 
brain area. Thus, neuromodulators have many 
effects and can influence each step of frequency-
dependent  information  transfer  among  brain 
areas including the generation, transmission and 
receipt of oscillatory activities.
In spite of many observed correlations between 
oscillatory frequency and specific brain function 
in vivo ( Buzsaki  and  Draguhn,  2004;  Osipova 
et al., 2006; Palva and Palva, 2007), it is still an 
open question whether information can be differ-
entially encoded or decoded in neuronal circuits 
based on each oscillatory frequency. An integra-
tive approach, recording/imaging from both brain 
slices and behaving animals together with circuit 
manipulations, will be necessary to pursue this 
question.
Our exploration of dopamine-induced changes 
in  the  frequency-dependent  profile  of  signal 
transmission at the temporoammonic pathway 
has  provided  insight  into  a  neuromodulator’s 
function in a neuronal network. This approach 
can be applied to other areas of the brain for 
studying neuromodulation.
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