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Plant-wide control (PWC) methodologies have gained significant importance 
given the increasing degree of integration in chemical processes due to material 
recycle, energy integration and stringent product quality control, all of which, though 
economically favorable, pose tough challenges to smooth plant operation. These 
factors make it extremely difficult to design PWC systems with good dynamic 
performance. A number of studies have been published on various PWC 
methodologies in recent years. However, there are still many questions that remain 
unanswered and offer scope for improvement. The broad aim of the present study is to 
address crucial issues in PWC, namely, control degrees of freedom (CDOF), 
methodologies, test-beds, performance assessment and reactor-separator-recycle 
(RSR) networks. 
First, a critical review of various PWC methodologies is provided, together 
with their approach and structure-based classification. PWC applications including 
RSR are also reviewed. This is followed by further assessment of the recently 
developed restraining number procedure for computing CDOF, and improvements 
and modifications to it are proposed.  
Thirdly, the styrene monomer process is simulated in Aspen HYSYS with the 
aim of developing a new PWC test-bed. Three PWC methodologies, namely, nine-
step heuristics procedure, the integrated framework of heuristics and simulation, and 
self-optimizing control are then applied to develop alternative PWC structures. Their 
performances are assessed, and compared using the recently proposed dynamic 
disturbance sensitivity (DDS) measure. The results indicate that the integrated 
 viii 
framework and self-optimizing control procedures yield control structures with 
improved performance compared to the heuristics procedure. 
Next, as there is still scope for an improved performance measure that 
accounts for the more important economic aspect, a new economic measure based on 
plant production rate is proposed. Several other dynamic performance measures are 
also proposed and discussed. These measures are then applied to alternative control 
structures of the styrene plant to analyze their effectiveness and reliability. 
Though considerable research has been done in RSR area, not much has been 
extracted from these studies towards developing efficient PWC systems, which was 
the main reason for studying RSR. There have also been several limitations in RSR 
studies. Hence, results from selected RSR studies are applied to several complete gas-
phase processes in order to study their usefulness to PWC of such plants. Important 
guidelines are subsequently developed.  
Finally, having applied different PWC methodologies, there is still scope for 
an improved procedure with right balance of heuristics and optimization/mathematical 
tools. Hence, an improved integrated framework of simulation, heuristics and 
optimization is proposed. This framework incorporates optimization analysis for the 
common throughput changes in order to identify economic PWC objectives, and 
dynamic performance metrics to aid in analyzing the effects of integration. The 
proposed procedure is then successfully applied to the styrene plant and is found to 
yield a control structure with significantly better economic performance. 
To sum up, the above-mentioned works should enable the design of better 
PWC systems for complex chemical plants, allow the performance assessment of such 
systems, and provide sound basis for academia and industry to make further 
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1.1 Plant-Wide Control (PWC) 
In recent years, increased competitiveness in the chemical industry has led 
companies to find ways of improving their profit margins and reducing production 
times. This has led to increased complexity of chemical processes due to the use of 
material recycles to recover un-reacted material and to improve yields, and also due to 
increased energy integration of plants to minimize energy consumption. These factors, 
though favourable for sustainability, have led to increased interaction among the 
various unit operations, and hence pose tough challenges to smooth plant operation. 
The presence of recycle alters the process dynamics by introducing an integrating 
effect. It also leads to the “snowball effect” (Luyben, 1994), which refers to the high 
sensitivity of recycle to small disturbances. In other words, a small change in 
throughput or feed composition results in a large change in the recycle stream flow 
rates. In a similar way, energy integration too introduces a feedback of energy among 
upstream and downstream units. The increased interaction due to recycle and energy 
integration results in the back-propagation of disturbances, which otherwise would 
have exited the plant. This causes the process to become highly non-linear and even 
introduces stability concerns (Kumar and Daoutidis, 2002). 
The effects of material recycle and energy integration, together with the need 
to account for chemical component inventories, makes it extremely important to 
design a process/plant with good dynamic performance. Plant-wide control (PWC) 
refers to systems and strategies required to control an entire chemical plant consisting 
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of many interconnected unit operations. To be more precise, PWC is the development 
of the control loops needed for smooth operation of an entire process, and not just the 
individual unit operations. A typical industrial process comprises a complex flowsheet 
that includes recycle streams, energy integration and a mixture of multiple, complex 
unit operations. These factors combined with the chemical component inventories 
lead to more interactions, and hence the need for a perspective beyond the individual 
units.  
The PWC problem is thus very complex, and it has a large combinatorial 
number of alternative choices and strategies. This complexity is best described by 
Stephanopoulos (1982) as follows: “Which variables should be measured in order to 
monitor completely the operation of a plant? Which inputs should be manipulated for 
effective control? How should measurements be paired with the manipulations to 
form the control structure, and finally, what the control laws are?”  
Over the last two decades, process control researchers have developed many 
systematic PWC methodologies and applied them to established chemical processes. 
These methodologies can be classified based on the approach used to develop the 
PWC structure as heuristics-based, mathematically-based and optimization-based 
approaches. So far, there has been no consensus on using a particular approach for 
PWC. Therefore, it is not surprising that there are several PWC methodologies that 
use a combined/mixed approach.  
 
1.2 Motivation and Scope of Work 
From the discussion in the previous section, it is evident that PWC is an 
important and active area of research. Hence, this thesis focuses on vital issues related 
to PWC of industrial processes. The first part considers a crucial issue, namely, the 
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computation of the control degrees of freedom (CDOF). Next, the application of three 
selected PWC methodologies to a new test-bed, namely, the styrene monomer process 
and the comparison of the resulting control structures using a recently developed 
performance measure is considered. The other important issues considered are 
performance assessment of PWC systems and applicability of the results from reactor-
separator-recycle (RSR) studies to PWC of real plants. Finally, a new improved PWC 
methodology is also proposed as part of this thesis. The motivation for studying these 
issues, together with the relevant background information, is briefly discussed in this 
section. The scope of the present work is then outlined. 
 
1.2.1 Control Degrees of Freedom (CDOF) 
One of the foremost steps in PWC system design is the determination of 
CDOF, which is the number of manipulated variables (MVs) that are available to 
control the process by regulating the important process variables (PVs) at their 
respective set points. Konda et al. (2006a) have recently proposed the restraining 
number procedure for the computation of CDOF, which overcomes the shortcomings 
of the traditional methods of determining the same. Restraining number of any unit 
refers to the number of process streams that cannot be manipulated. It is a unit 
characteristic, and CDOF of a plant can be determined by subtracting the sum of the 
restraining numbers of all units in the plant from the total number of material and 
energy streams in the plant. Clearly, this method offers many advantages as it is 
simpler and just requires fundamental understanding of the individual units. However, 
certain aspects of the procedure need to be improved and clarified further. This 
provides the motivation to review the restraining number procedure for CDOF and 
propose improvements and clarifications. In addition, the restraining number list for 
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the process units is made more comprehensive. The concept of restraining number is 
further applied to membrane separators, variable-speed pumps, three-phase distillation 
and four complex industrial process flowsheets to confirm its applicability.  
 
1.2.2 Dynamic Simulation and PWC of Styrene Monomer Plant 
As part of the continuing search for more effective PWC system design 
methods, an integrated framework of heuristics and simulation was proposed by 
Konda et al. (2005). The basic idea behind this development is to make effective use 
of rigorous steady-state and dynamic process simulation models to aid in decision-
making during the development of the heuristics-based PWC structure. The procedure 
generates a decentralized multi-loop control system, based on PID controllers. Konda 
et al. (2005) have successfully applied the procedure to the toluene hydrodealkylation 
(HDA) process, and proven that their framework builds synergies between the powers 
of both heuristics and simulations, thus leading to a viable control structure. Though 
the integrated framework is promising, there is still a need to test its applicability to 
other complex industrial processes. There is also scope for further improving upon the 
framework by the introduction of mathematical and optimization tools. 
With the above-mentioned motivation, the need arises to choose a suitable 
process that is complex enough and highly integrated to make it a suitable test bed for 
the application of the integrated framework.  Further, the process should be relatively 
new to PWC area - i.e. it has not been studied by PWC researchers, unlike the 
commonly considered Tennessee Eastman (TE) plant and the HDA process. The 
styrene monomer manufacturing process by ethyl benzene (EB) dehydrogenation is 
one of the industrially important plants, and has not been widely considered before in 
PWC studies. So far, only Turkay et al. (1993) and Zhu and Henson (2002) have 
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considered this process in their PWC studies. However, both these studies have not 
developed a complete PWC structure for the process. The presence of heat-integrated 
adiabatic plug-flow reactors (PFRs) with highly endothermic vapor-phase reactions, 
vacuum distillation column with difficult separation and a material recycle stream 
makes the styrene process an ideal, challenging process for PWC study. Operational 
experience indicate that the EB dehydrogenation reactors, the high-purity vacuum 
column accomplishing the very difficult separation of EB and styrene, and the high-
purity EB recycle column introduce significant non-linearity to the process (Hummel 
et al., 1991; Sundaram et al., 1991).  
With the above motivation, a steady-state simulation model of the styrene 
plant is first developed in the simulator Aspen HYSYS. The integrated framework of 
heuristics and simulation is then applied to this flowsheet, using both the steady-state 
and dynamic simulation models, to develop a suitable control structure. In addition, 
two other PWC methodologies, namely, the heuristics procedure of Luyben et al. 
(1998) and the self-optimizing control procedure of Skogestad (2004) are also applied 
to the same flowsheet. The dynamic performance of the resulting control structures is 
then evaluated and compared. It is to be highlighted that the present study is the first 
to develop a dynamic simulation model and propose a complete PWC structure for the 
styrene monomer plant. 
 
1.2.3 Performance Assessment of PWC systems 
Keeping in mind the limitation of dynamic performance measures to assess 
PWC system performance in the literature, a new measure was recently proposed by 
Konda and Rangaiah (2007). This measure, named as dynamic disturbance sensitivity 
(DDS), is basically the sum of the cumulative absolute accumulation of all the 
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components in the process, and characterizes the impact of concerned disturbance(s) 
on the process. The use of DDS as a performance measure for comparing different 
control structures is highly advantageous as the computation process is relatively 
simple and can be easily automated. DDS also guarantees stability and is more 
realistic as it is a dynamic measure. These advantages provide the motivation to apply 
DDS to study the performance of the control structures developed in Chapter 4 for the 
styrene plant. 
However, one major drawback of DDS is that it does not include the economic 
quantification of the dynamic performance, which is more important. Thus, a new 
economic measure based on deviation from the production target (DPT) of the main 
product during the transient period is proposed in this work. In addition, five more 
performance measures are discussed. These are the process settling time evaluated 
using different PVs, the unit-wise DDS, the total variation in the plant MVs, the net 
variation in the plant operating profit and the absolute integral error in product purity. 
The basic idea behind these measures and their development are discussed, together 
with the procedure for their computation. These measures are then applied to four 
different control structures of the styrene monomer plant in order to assess their 
applicability and usefulness. 
 
1.2.4 Reactor-Separator-Recycle (RSR) Network 
One of the important test-beds used in PWC studies is the simple RSR process 
consisting of a reactor and a separator/distillation column with material recycle 
between them. The most commonly studied RSR process consists of a liquid-phase 
continuous stirred tank reactor (CSTR) followed by a distillation column, with the 
distillate stream recycled back to the CSTR. RSR processes with gas-phase PFRs 
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have been considered in relatively fewer studies. Some of the notable works are those 
of Luyben (1994), Wu and Yu (1996), Larsson et al. (2003) and Govatsmark and 
Skogestad (2005). However, appropriate guidelines on which control structure to 
choose under which conditions are lacking, and there has been no consensus on the 
best control system. 
Furthermore, some important aspects have not been fully explored in RSR 
studies. Firstly, most of the studies on RSR processes considered only hypothetical 
components. This is a major limitation as they do not consider factors like side 
reactions, conversion/selectivity problems and non-ideal behavior that are typical of 
real-life situations. Hence, there is a need to study real industrial RSR processes. 
Secondly, though non-linear simulations are used to validate the control structure in 
some studies, no reported study employs commercial process simulators which are 
more robust and rigorous, as part of the control structure development. Another 
important and interesting aspect that has not been considered so far is the application 
of the findings from RSR studies to real complicated plants. The main aim of any 
RSR study should be to gain some insight that can be used for control structure 
synthesis for complete plants with additional units such as heat exchangers and 
compressors. However, in most RSR studies, the focus was on developing and/or 
comparing control structures for the simple RSR process.  
The above discussion provides the motivation to study the applicability of the 
proposed RSR methodologies/results to designing PWC structures for complete real 
plants with heat integration. The processes considered in this work are the HDA, 
styrene and ammonia plants. The results inferred from the studies of Luyben (2000), 
Reyes and Luyben (2001b), Baldea and Daoutidis (2007), and Baldea et al. (2008) are 
applied to the relevant sections of these plants. The control loops for the remaining 
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sections are designed using the integrated framework of simulation and heuristics. 
The performance of the resulting alternative control structures is then analyzed and 
some guidelines for PWC are subsequently developed, which would be of use for 
future researchers. 
 
1.2.5 Integrated Framework of Simulation, Heuristics and Optimization 
Though the integrated framework of Konda et al. (2005) and the self-
optimizing control procedure of Skogestad (2004) have been found to be promising 
and applied successfully to the HDA, styrene and ammonia plants, our detailed 
comparative study on performance assessment of different control structures for the 
styrene plant indicates that there is still scope for a more effective procedure that 
includes suitable mathematical/optimization tools together with heuristics and 
simulation. The basic idea is that this procedure should not just rely too much on 
heuristics, and at the same time, should not involve extensive time-consuming 
mathematical computation.  
With this motivation, an improved PWC methodology integrating simulation, 
heuristics and optimization is proposed in the last part of this thesis. The 
mathematical/optimization tools included in the procedure are steady-state 
optimization, disturbance analysis and re-optimization of set points for throughput 
changes. The main aim of integrating optimization concepts in the procedure is to 
ensure optimal operation of the plant in the presence of known disturbances such as 
throughput changes thus improving profitability. In addition, dynamic performance 
tools such as DDS, DPT and unit-wise DDS are used to analyze the effect of recycle 
on the control system, and to help decide if further modifications are needed to 
improve the control system performance. The proposed methodology is then applied 
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to the styrene plant case study presented in Chapter 4 to illustrate its effectiveness in 
developing a viable and stable control structure with good dynamic and economic 
performance in the face of disturbances. 
 
1.3 Organization of the Thesis 
This thesis comprises eight chapters. The next chapter presents a detailed 
review of the various PWC methodologies together with their approach-based 
classification, the various processes considered in PWC studies and the control 
methodologies/results for RSR processes. A critical review of the restraining number 
procedure for the computation of CDOF, and the proposed improvements and further 
evaluation are presented in Chapter 3. Chapter 4 describes the application of three 
PWC methodologies, namely, the integrated framework of heuristics and simulation, 
Luyben’s heuristic procedure and the self-optimizing control procedure of Skogestad 
to the styrene plant. The performance of the alternate PWC systems developed is then 
assessed using the DDS performance measure. Chapter 5 presents various dynamic 
performance measures for effectively and efficiently comparing PWC systems. The 
subsequent chapter details the investigation of the applicability of RSR studies to real 
complicated plant-wide processes. Next, an improved simulation-based methodology 
is proposed and evaluated in Chapter 7. The conclusions and recommendations for 
future works are finally outlined in Chapter 8. Note that Chapters 2 to 7 are based on 
published journal papers or submitted manuscripts; however, care was taken to 
minimize the repetition. However, some material in these chapters was repeated with 
the sole intention of making the concerned chapter easier to follow.  





Though many methodologies have been developed for PWC of chemical 
processes, not much attention has been paid to their systematic classification. Such a 
classification is essential in order to better understand and improvise these 
methodologies. Thus, the PWC methodologies developed to-date are first 
systematically classified and briefly discussed in this chapter. Secondly, the industrial 
processes considered in the reported PWC studies are discussed. Finally, considering 
the importance of and the attention received by the RSR process in the PWC 
literature, RSR control methodologies and studies are reviewed. The classification and 
reviews presented in this chapter will be of interest to those working on and/or 
applying PWC methodologies.   
 
2.1 Classification of PWC Methodologies 
Buckley presented the first study on PWC in 1964. However, PWC has been 
actively studied mainly in the past 15 years. Since early 1990’s, several PWC 
methods have been proposed. These methods can be systematically classified based 
on either the main approach in the method (approach-based classification) or the 
controller structure employed (structure-based classification). Approach and structure 
form good bases for classification as they are important characteristics of and 
applicable for all PWC methodologies. Approach-based classification divides the 
PWC methodologies into four groups, namely heuristics (process oriented), 
                                                 
*This chapter is based on the paper – Vasudevan, S.; Konda, N.V.S.N.M.; Rangaiah, G.P. Plant-Wide 
Control: Methodologies and Applications. Rev. Chem. Eng., 25 (5-6), pp.297-337. 2009. 
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optimization (algorithmic), mathematical (model oriented) and mixed approaches. 
Mixed methodologies can be further divided into two sub-classes. PWC methods can 
also be classified based on their structure into three groups, namely, decentralized, 
centralized and mixed strategies. Larsson and Skogestad (2000) had previously 
attempted approach-based classification of PWC methodologies, but they considered 
only two broad groups – mathematical (which included optimization-based 
approaches too) and process-oriented (that is, heuristics-based approaches). 
In this section, the PWC methodologies proposed are briefly discussed 
chronologically, grouping them based on the approach used. The methods in each 
group are briefly described. Note that there is some subjectivity in placing a certain 
method in a particular group. For example, the integrated framework of Konda et al. 
(2005) has been classified as a heuristics-based method even though they employ 
relative gain array (RGA) to aid in some of the control decisions; the reason for this is 
that their method is mainly based on the use of heuristics in conjunction with 
simulation. The structure-based classification of PWC methodologies is also 
presented in this section. 
PWC Methods based on Heuristics: In these methods, some guidelines 
based on experience are given as part of the PWC methodology that helps the 
designer to make control decisions at each stage of the control system development. 
These methods are generally easier to understand and implement. They require the 
basic understanding of the process together with some experience and engineering 
judgment. A brief discussion of the various heuristics-based PWC methods is now 
presented. 
Govind and Powers (1982) proposed a systematic, non-numerical procedure 
based on simple input-output models with dynamics to generate alternative control 
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structures. The final control system can then be evolved from this set of control 
schemes. As part of the procedure, heuristics are employed in selecting MVs.  
Price and Georgakis (1993) presented a five-stage tiered framework, where the 
control decisions are ranked based on decreasing order of importance resulting in a 
control structure that minimizes disturbance propagation. One advantage is that the 
quantitative model of the process is not required. The procedure was justified and 
supported by an extensive set of dynamic simulations using FORTRAN. Later, Price 
et al. (1994) suggested guidelines for proper selection of production rate manipulator 
for a process/plant. The selected candidates for the TE plant were tested using 
simulation. 
Ricker (1996) recommended heuristics-based decentralized control, which 
shows improved performance and does a better job of handling constraints [compared 
to the control structure developed using a non-linear model predictive control 
(NMPC) algorithm in Ricker and Lee (1995)]. FORTRAN-based simulation for the 
TE plant was employed for validation. 
A well known heuristics-based method is that proposed by Luyben et al. (1997 
and 1998). This is the first complete procedure that generates an effective PWC 
structure for an entire complex process flowsheet and not just for individual units. The 
comprehensive nine-step heuristics procedure ranks control and operational objectives 
based on their importance. The procedure generates a workable PWC strategy, which 
is not necessarily the best solution. It does not produce a unique solution, as the 
design problem is open-ended. Luyben et al. (1997 and 1998) employed their 
proposed procedure for the TE, HDA and vinyl acetate monomer (VAM) plants.  
More recently, Konda et al. (2005) proposed an integrated framework of 
simulation and heuristics in which both steady-state and dynamic simulations of the 
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plant are used to help take decisions or support the decisions taken by the heuristics. 
The procedure consists of eight levels with specific and useful guidelines for each 
level. The use of rigorous simulation at each level helps in weighing and screening the 
heuristics thus producing a more efficient control structure. In addition, this procedure 
is unique in its detailed analysis of the effects of recycle on control system 
performance. Of all the heuristics-based methods, this is the only procedure that 
employs simulation to aid in assessing the decisions suggested by heuristics in order 
to make the right decision. 
PWC Methods based on Optimization Techniques: These methods 
integrate optimization with control implementation and use numerical techniques like 
mixed integer linear (MILP) and non-linear (MILNP) programming to select 
economically optimal control structures for the chemical plant. A brief discussion of 
the various optimization-based PWC methods is presented next.  
Morari et al. (1980) were the first to formulate the concept of self-optimizing 
control. In their words: “…. we want to find a function c of the PVs which when held 
constant, leads automatically to the optimal adjustments of the MVs, and with it, the 
optimal operating conditions.” This means that the process will be operating at the 
optimal steady state when the function c(m,d) is kept at the set point cs through the use 
of the MVs m, for various disturbances d. Morari et al. (1980) presented a framework 
of hierarchical control and multi-level optimization theory together with some 
mathematical measures in order to decompose control tasks (regulation and 
optimization) and to partition the process. Both steady-state and dynamic process 
models are used in the optimization. 
Narraway and Perkins (1993) presented a systematic methodology to select the 
economically optimal regulatory feedback control structures for processes whose 
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operation is dominated by steady-state aspects, through the use of MILP techniques. 
Subsequently, Narraway and Perkins (1994) presented a MINLP based control 
problem to select an economically optimal multi-loop proportional-integral control 
structure. 
Ricker and Lee (1995) developed a plant-wide, NMPC algorithm for the TE 
process, which is shown to be superior to a typical single-input single-output (SISO) 
multi-loop strategy. However, it is inferior to the control structure developed using the 
heuristics-based decentralized approach (Ricker, 1996). 
A systematic steady-state analysis procedure called “Snowball Effect 
Analysis” was presented by Semino and Giuliani (1997) to analyze all possible 
control configurations and rank them according to their disturbance rejection abilities 
without MV saturation. 
Zheng et al. (1999) proposed a hierarchical procedure to develop an optimal 
PWC system. The best control configuration is chosen based on steady-state and 
dynamic economic analysis, and dynamic simulation. A cost index associated with 
dynamic controllability is used to compute the profit due to dynamic variations. Zhu 
et al. (2000) presented a hybrid PWC strategy integrating linear MPC (LMPC) and 
NMPC. The plant is decomposed into approximately linear subsystems and highly 
non-linear subsystems that interact through mass and energy flows. Linear/non-linear 
MPC is then applied to these subsystems. However, the applicability of the methods 
of Zheng et al. (1999) and Zhu et al. (2000) to develop PWC structures for large-scale 
chemical plants is debatable due to the inherent complexities involved. 
PWC Methods based on Mathematical Tools: In this approach, steady-state 
and/or dynamic process models are used together with controllability tools such as 
RGA, condition number (CN), singular value decomposition (SVD), Niederlinski 
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index (NI), relative disturbance gain (RDG), Hankel singular value (HSV), etc. to aid 
in the screening and selection of the PWC structure. The various mathematical-based 
PWC methodologies are reviewed below.  
McAvoy and Ye (1994) presented a systematic approach that decomposes the 
PWC problem into four broad stages based upon decreasing loop speed (first flow, 
then level, temperature, pressure and finally composition loops). Their method, which 
was evaluated on the TE plant, employs a combination of steady-state screening tools 
(RGA, NI, linear valve saturation analysis and disturbance analysis) and dynamic 
simulation of the most promising candidates. 
Banerjee and Arkun (1995) suggested the design of a decentralized PWC 
structure using a systematic mathematical approach called Control Configuration 
Design (CCD). A two-tiered procedure based on time-scales is proposed: (1) pressure, 
level and temperature control loops (loops with faster dynamics), and (2) feed and 
product composition loops (loops with slower dynamics). FORTRAN-based 
simulations were done to evaluate the control structure for the TE plant. 
Cao et al. (1997) presented mathematical tools to determine the best choice of 
MVs that give a control structure with the best disturbance rejection capacity. Two 
new input screening techniques for effective disturbance rejection in the presence of 
MV constraints were presented: (1) Worst Case Input-Disturbance Gain, and (2) 
Input-Disturbance Gain Deviation. Following this, Cao and Rossiter (1997) presented 
a pre-screening technique called Single-Input Effectiveness to select the MVs with the 
largest effect on the controlled variables (CVs). The predicted control structure for the 
HDA plant is verified and supported using closed-loop simulation results. Later, Cao 
and Rossiter (1998) developed a new measure called input disturbance alignment to 
identify the set of MVs that can effectively reject localized disturbances. The 
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predicted control structure for the HDA plant is verified and supported using closed-
loop simulation results. 
Groenendijk et al. (2000) and Dimian et al. (2001) proposed a methodology 
based on a combination of steady-state controllability analysis (SVD, RGA and NI) 
and dynamic simulation with controllability analysis [RGA, closed-loop disturbance 
gain (CLDG), performance RGA (PRGA) and RDG] for evaluating the dynamic 
inventory of impurities. This approach coupled with simulations using steady-state 
(Aspen Plus) and dynamic (SpeedUp) models was used to both select and assess the 
best design alternative for the vinyl chloride monomer (VCM) plant. Of all the 
mathematical methods, this procedure is unique in the sense that it is simulation-
based. However, the dynamic model of the plant is linearized and simplified, which 
results in some approximation in the analysis.  
More recently, Cao and Saha (2005) developed an improved and more 
efficient algorithm of “Branch and Bound (BAB)” method for control structure 
screening. The method uses HSV to globally rank all possible input and output 
combinations, and thus screen control structure for stabilization. 
PWC Methods based on Mixed Approaches (i.e., based on Mathematical 
and Optimization Tools): Methodologies that employ a combination of 
mathematical tools together with optimization to develop the PWC structure are 
summarized next.  
Turkay et al. (1993) presented a procedure using integer linear programming 
(ILP) techniques. Performance criteria such as RGA, NI, SVD, internal model control 
interaction measure and RDG were used to screen the alternative feasible control 
configurations for the styrene monomer plant. 
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Cao et al. (1996) suggested mathematical tools to help in the initial screening 
and selection of PWC structure. Two open-loop analysis techniques were developed 
to assess input-output controllability in the presence of control constraints: (1) a 
modified singular value analysis and (2) a new optimization-based approach. The 
results were verified with closed-loop simulations in SIMULINK. 
Ng and Stephanopoulos (1996) developed a hierarchical framework based on 
vertical decomposition of the plant. A multi-horizon control system based on time-
scales is presented: (1) long-horizon analysis and (2) short-horizon analysis. In each 
phase, control objectives are prioritized and a control strategy is developed to achieve 
them. The hierarchy of control strategies for different time-scales can then be 
integrated to form a multi-horizon control system. This method was applied to the 
HDA plant. 
In Jorgensen and Jorgensen (2000), the control structure selection problem is 
formulated as a MILP employing cost coefficients. This approach enables the 
selection and tuning of large-scale plant-wide, decentralized controllers through 
efficient combination of model formulation and mathematical programming. 
Robinson et al. (2001) proposed the design of a decentralized PWC system 
using an optimal control-based approach, in which the optimal controller gain matrix 
resulting from solving an output-optimal control problem is split into diagonal 
feedback and off-diagonal feed-forward components. These are then used to design 
and evaluate decentralized control systems. 
Skogestad (2000a, 2000b and 2004) presented a systematic procedure for 
PWC where the goal is to find a set of CVs which, when kept at constant set points, 
lead to near-optimal operation with acceptable loss (i.e., self-optimizing control). The 
control system is divided into three layers based on time scale: local optimization 
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(hours), supervisory control (minutes) and regulatory control (seconds). The layers are 
linked by the CVs, whereby the set points are computed by the upper layer and 
implemented by the lower layer. The self-optimizing PWC design procedure has two 
main parts: (1) top-down analysis to identify the degrees of freedom and primary 
controlled (self-optimizing) variables, and (2) bottom-up design to determine 
secondary CVs and control system structure. Non-linear dynamic simulation is done 
to validate the control structure developed. A major advantage of this procedure is the 
systematic selection of some CVs based on steady-state optimization to identify the 
active constraints followed by singular value analysis to identify the remaining CVs. 
The concept of self-optimizing control has been developed/used in several studies, 
especially in the area of RSR processes [e.g., Ward et al. (2006), Seki and Naka 
(2008) and Baldea et al. (2008)]. In addition, this procedure has also been applied to 
the HDA (Araujo et al., 2007a and 2007b) and ammonia (Araujo and Skogestad, 
2008) plants. 
PWC Methods based on Mixed Approaches (i.e., based on Heuristics, 
Mathematical and Optimization Tools): A discussion of the remaining mixed PWC 
methodologies that are based on a combination of heuristics, mathematical tools and 
optimization techniques is now provided.  
The first PWC procedure developed by Buckley (1964) falls in this category. 
This two-stage PWC procedure is based on disturbance frequency: stage 1 – 
determine the material balance control system to handle vessel inventories for low-
frequency disturbances, and stage 2 – establish product quality (that is, composition) 
control system to regulate high-frequency disturbances. It was a milestone in this field 
and has been widely utilized in the past; but it does not provide much guidance 
regarding material recycle, energy integration and component inventories.  
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Next, Fisher et al. (1985) presented a hierarchical approach to control system 
synthesis with two main objectives: (1) minimize loss of reactants and products by 
having tight control of exit stream compositions, and (2) maximize flow rates through 
gas recycle systems in order to improve yields. 
Fonyo (1994) proposed a self-regulating structure based on: (1) decomposition 
of the PWC problem, (2) plant-wide component inventories and (3) rationalization of 
the unit control strategy. An eight-step procedure for control system design (which 
includes steady-state and dynamic simulation) is provided that gives guidelines on the 
different aspects of operability to be considered in various phases of the design 
process. This procedure was applied to the HDA process. 
McAvoy (1999) presented systematic synthesis of a PWC system for the TE 
plant from steady-state process models using optimization (MILP) with the aim of 
minimizing valve movements when compensating for a disturbance. Later, Wang and 
McAvoy (2001) suggested three stages in the control system synthesis: (1) control of 
safety variables, (2) control of production variables and (3) control of remaining PVs. 
In each stage, the MVs are selected by formulating a MILP. Dynamic models for the 
TE plant were included in the analysis to extend the earlier approach of McAvoy 
(1999). After this, Chen and McAvoy (2003) presented a four-stage hierarchical PWC 
method based on linear dynamic process models and optimal static output feedback 
controllers. This method was evaluated on the VAM plant. Subsequently, Chen et al. 
(2004) extended this method to processes with multiple steady states. 
Kookos and Perkins (2001) proposed an optimization-based method to select 
MVs for regulatory control. The objective of this MINLP problem is to minimize 
overall interaction and sensitivity of the closed-loop system to disturbances. The case 
studies presented were the TE and HDA plants. 
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Vasbinder and Hoo (2003) proposed a decision-based approach, where the 
plant is decomposed into smaller modules using a modified analytical hierarchical 
process. Luyben’s nine-step heuristic procedure is then applied to each module to 
develop a PWC system. Dynamic simulation for the dimethyl ether (DME) plant was 
done using Aspen HYSYS to study the control system performance. However, the 
control structure developed using this method for the HDA process by Vasbinder et 
al. (2004) shows poor dynamic performance compared to the other control structures 
studied for this process (Konda and Rangaiah, 2007). So, there is scope to improve 
the approach of Vasbinder and Hoo (2003). 
Most recently, Dorneanu et al. (2009) presented a model-reduction technique 
based on decomposing the plant into controlled group units (CGU’s) and applying 
model reduction to each CGU which are then coupled together. Aspen Plus and Aspen 
Dynamics simulations for the iso-butane-butene alkylation process were used 
throughout the procedure. 
Structure-Based Classification: Table 2.1 presents the structure-based 
classification of PWC methodologies. Decentralized strategies involve the 
implementation of multi-loop SISO controllers, whereas centralized strategies involve 
multivariable multiple-input multiple-output (MIMO) controllers. The decentralized 
strategies can be further divided into three sub-classes based on the decomposition of 
the control problem – horizontal (i.e., based on process units), vertical (i.e., based on 
hierarchy) and miscellaneous. As can be seen in Table 2.1, most of the PWC methods 
are decentralized strategies. Among the decentralized methods, the majority employ 
vertical decomposition based on hierarchy. Within this category, the most common 
basis for decomposition is the plant control objectives. Several works have also been 
placed under the miscellaneous category, which means they employ a combination of 
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two or more of the bases for decomposition (either horizontal and vertical, or a 
combination of the sub-categories under vertical decomposition). An example is the 
self-optimizing control procedure of Skogestad (2004) which is vertically 
decomposed based on both control objectives and time-scales. 
Critical Analysis of Various Methods: Even though most of the 
methodologies discussed in this section offer several advantages, they do have their 
limitations. One disadvantage of the heuristics-based methods is the over-reliance on 
process experience. New engineers may not have the necessary process design and 
control experience needed to implement these approaches (Vasbinder and Hoo, 2003). 
On the other hand, the mathematical and optimization-based methodologies, though 
rigorous, are not easy to formulate and require intensive computations. In addition, 
the solution might be affected by the model assumptions and details (Vasbinder and 
Hoo, 2003). One other problem with the mathematical methods is that the use of 
controllability analysis tools to determine the CVs might result in those that are easier 
to control, rather than those that are important to control. 
Most of the proposed methodologies generally do not involve the extensive 
usage of rigorous process simulation. Even in the few studies that have used process 
simulation, it is mostly to evaluate the control systems that have been developed. In 
this aspect, the integrated framework of simulation and heuristics proposed by Konda 
et al. (2005) makes effective use of extensive steady-state and dynamic simulation, in 
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Table 2.1: Structure-Based Classification of PWC Methodologies 
 










Morari et al. (1980), Ng and 
Stephanopoulos (1996), Vasbinder 





Price and Georgakis (1993), Price et 
al. (1994), Ricker (1996), Luyben et 
al. (1997 & 1998), McAvoy (1999), 
Wang and McAvoy (2001), Chen and 
McAvoy (2003), Chen et al. (2004), 






based on time 
scales 
Buckley (1964), Fonyo (1994), 
McAvoy and Ye (1994), Banerjee 






Govind and Powers (1982), Douglas (1988), Narraway 
and Perkins (1993 & 1994), Semino and Giuliani (1997), 
Cao et al. (1996 & 1997), Cao and Rossiter (1997 and 
1998), Zheng et al. (1999), Jorgensen and Jorgensen 
(2000), Groenendijk et al. (2000), Skogestad (2000a, 
2000b and 2004), Dimian et al. (2001), Kookos and 





Zhu et al. (2000) 
Mixed 
Strategies Ricker and Lee (1995), Robinson et al. (2001)
 
 
In short, the approach and structure-based classification presented in this 
section will enable researchers to identify the two main features of any PWC 
methodology at a glance. An analysis of these classifications leads to two main 
conclusions. First, in the more recent PWC methodologies (especially after 2000), the 
focus is shifting towards the use of mixed approaches. The main idea is to develop a 
 22 
                                                                                                                        Chapter 2 Literature Review 
 
hybrid methodology that employs the best of heuristics, optimization and 
mathematical tools to develop more efficient control structures, as each approach 
individually has its own pros and cons (Chen and McAvoy, 2003). Secondly, most of 
the PWC methodologies developed so far are decentralized strategies, with only a 
couple of studies advocating the use of centralized or mixed strategies. It is 
anticipated that more attention will be paid to the development of centralized PWC 
methodologies in the future. 
As mentioned before, despite widespread attention to the PWC methods and 
applications, relatively less consideration has been given to the comparative analysis 
of these methods. Such studies would be useful not only to establish the relative 
merits of these methods but also to synthesize better methods leading to unified 
frameworks/methods. One comparative study is that by Konda and Rangaiah (2007). 
In this work, the performance of three alternative PWC structures for the HDA plant 
was evaluated using the DDS performance measure. The plant with the alternative 
PWC designs is subjected to various expected disturbances, and the corresponding 
DDS values are computed and compared to analyze the relative performance of the 
alternative control structures.  
In general, the self-optimizing control procedure of Skogestad (2004) and the 
integrated framework of Konda et al. (2005) are more reliable as these have been 
successfully applied to several processes and proven to yield workable and stable 
PWC structures. In addition, the heuristics procedure of Luyben et al. (1997 and 
1998) is suitable for experienced researchers and practitioners. 
Another observation is that most PWC methodologies have been tested on 
only one real plant/process or none. Only a few of the proposed methods have been 
tried and tested on more than one process. Such methodologies are the heuristics 
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procedure of Luyben et al. (1998), the self-optimizing control procedure of Skogestad 
(2004), and the integrated framework of Konda et al. (2005) (refer Section 2.2). Thus, 
the general applicability and reliability of most of the proposed methodologies has not 
been proven.  
 
2.2 Processes Studied in PWC Applications 
In addition to the RSR processes discussed in Section 2.3, several industrial 
processes have been considered as test-beds for PWC studies in the literature. The TE 
plant has been studied by Downs and Vogel (1993), McAvoy and Ye (1994), Price et 
al. (1994), Lyman and Georgakis (1995), Ye et al. (1995), Ricker and Lee (1995), 
Banerjee and Arkun (1995), McAvoy et al. (1996), Ricker (1996), Luyben et al. (1997 
and 1998), McAvoy (1999), Kookos and Perkins (2001), Wang and McAvoy (2001), 
Chen et al. (2004), and Tian and Hoo (2005).  
The HDA plant has been considered by Stephanopoulos (1984), Ponton and 
Laing (1993), Fonyo (1994), Ng and Stephanopoulos (1996), Cao and Rossiter (1997 
and 1998), Luyben et al. (1997 and 1998), Kookos and Perkins (2001), Luyben 
(2002), Herrmann et al. (2003), Qiu et al. (2003), Bildea and Dimian (2003), 
Vasbinder et al. (2004), Konda et al. (2005 and 2006b), Araujo et al. (2007a and 
2007b), and Bouton and Luyben (2008).  
Luyben et al. (1997 and 1998), Chen and McAvoy (2003) and Olsen et al. 
(2005) have studied the VAM plant. As mentioned in the previous section, 
Groenendijk et al. (2000) and Dimian et al. (2001) have worked on the VCM plant. 
The styrene monomer plant has been considered by Turkay et al. (1993) and Zhu and 
Henson (2002). The DME, tert-amyl methyl ether (TAME), ammonia synthesis and 
iso-butane-butene alkylation plants have been considered by Vasbinder and Hoo 
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(2003), Al-Arfaj and Luyben (2004), Araủjo and Skogestad (2008), and Dorneanu et 
al. (2009) respectively. More recently, Luyben (2009a, 2009b, 2010a, 2010b, 2010c, 
2010d and 2010e) has presented PWC case studies on the monoisopropylamine, 
autorefrigerated alkylation, cumene, methanol, methoxy-methyl-heptane, butyl acetate 
and acetone processes. 
As can be seen above, two of the most widely studied processes are TE and 
HDA; a brief review of PWC applications on these as well as other processes is given 
below. A major limitation with the TE process is that it does not feature energy 
integration, which is one of the important features in modern industrial processes. 
Moreover, simulation of the separation system is not realistic as certain assumptions 
(e.g., constant relative volatilities) are made. This makes TE process a less than ideal 
test-bed for PWC studies.  
PWC Studies on TE Process: McAvoy and co-workers have done extensive 
work on PWC of the TE plant. McAvoy and Ye (1994) first employed their control 
design approach based on a combination of steady-state screening and dynamic 
simulation to develop a basic PID control system that satisfies the design 
requirements. Then, Ye et al. (1995) employed optimal averaging level control, and 
McAvoy et al. (1996) employed non-linear inferential parallel cascade control to the 
structure of McAvoy and Ye (1994) for improved control system performance. 
Subsequently, McAvoy (1999) employed a decentralized approach based on steady-
state models and optimization (i.e., MILP with the aim of minimizing valve 
movement to compensate for a disturbance) which was later extended to include 
dynamic models by Wang and McAvoy (2001).  
Besides McAvoy’s group, there are other researchers who have developed 
PWC structures for the TE plant. Ricker (1996) applied a decentralized control system 
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procedure to develop a control structure which is shown to be better in handling 
constraints than that developed using the NMPC algorithm (Ricker and Lee, 1995). 
Price et al. (1994), and Lyman and Georgakis (1995) demonstrated the strength of the 
tiered framework by developing four alternative PWC structures for the TE plant; all 
of them are able to effectively handle disturbances and set-point changes. Luyben et 
al. (1997 and 1998) have also applied their heuristics PWC procedure to develop 
workable control systems for the TE plant. 
PWC Studies on HDA Process: Stephanopoulos (1984) used Buckley’s 
procedure (1964) based on material balance and product quality control to develop a 
workable PWC structure. Ng and Stephanopoulos (1996) employed their hierarchical 
framework based on heuristics. Luyben et al. (1997 and 1998) and Luyben (2002) 
developed workable control structures using their heuristics PWC methodology. 
Bildea and Dimian (2003) used the HDA plant to demonstrate that fixing recycle flow 
(Luyben et al., 1997 and 1998) can be advantageous if a particular location for fixing 
the recycle flow – reactor inlet – is used. This yields a stable PWC structure that is 
able to overcome the snowball effect. Qiu et al. (2003) employed the systematic CCD 
method of Banerjee and Arkun (1995) to develop effective and stable base level PWC 
structures.  
Konda et al. (2005) developed a viable PWC structure for the HDA plant 
using their integrated framework of heuristics and simulation. Later, Konda and 
Rangaiah (2007) demonstrated that this control structure shows superior performance 
compared to the structures of Luyben et al. (1998) and Vasbinder et al. (2004). Araujo 
et al. (2007a and 2007b) used their self-optimizing control approach to systematically 
select CVs for the HDA process. The resulting PWC structure is shown to have 
comparable performance to that of Luyben (2002). Recently, Bouton and Luyben 
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(2008) considered the control of the modified HDA plant design of Konda et al. 
(2006b) that incorporated a membrane separation unit to the purge stream of the 
existing process for improved economics. The resulting PWC structure is shown to 
exhibit similar capabilities in rejecting disturbances as the original plant.  
PWC Studies on Other Processes: The remaining processes listed in this 
section were considered in a few studies only. Luyben et al. (1997 and 1998) were the 
first to apply their heuristics procedure to the VAM plant. Later, Chen and McAvoy 
(2003) applied their four-stage hierarchical procedure, followed by Olsen et al. (2005) 
who made incremental changes to the basic PWC structure proposed by Luyben et al. 
(1998) with the aim of improving the dynamic performance. Groenendijk et al. (2000) 
and Dimian et al. (2001) applied their mathematical procedure based on steady-state 
and dynamic controllability analysis to develop control structures for the VCM plant. 
Turkay et al. (1993) generated a regulatory control structure for the styrene monomer 
plant using MILP techniques. Later, Zhu and Henson (2002) applied their PWC 
strategy based on integration of linear and non-linear MPC to the styrene process 
flowsheet. Vasbinder and Hoo (2003) applied their decision-based approach to 
develop a PWC structure for the DME plant. Another new application is the ammonia 
synthesis plant used by Araujo and Skogestad (2008) for the application of the self-
optimizing control procedure. Finally, the PWC structures for the recent processes 
reported by Luyben (2009a, 2009b, 2010a, 2010b, 2010c, 2010d and 2010e) have 
been presented without mention of the use of any particular methodology; however, it 
appears that the control structure development has been done using his heuristics 
procedure. 
Comments on PWC Applications: As the development of PWC design 
methodologies is relatively recent, it is important to apply and evaluate them for 
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realistic, non-linear processes with recycle streams, component inventories and/or 
energy integration. In addition, as the advanced software required for plant-wide 
dynamic simulation (e.g., Aspen HYSYS and Aspen Dynamics) is available now, it 
becomes imperative to study PWC case studies based on rigorous non-linear dynamic 
models (Luyben, 2002; Luyben, 2006). Hence, there is still a necessity to further 
study other highly integrated and complex processes in order to better understand the 
PWC problems and evaluate the PWC methodologies.  
 
2.3 Review of Control Methodologies based on RSR Processes 
One of the important test-beds used in PWC studies is the simple RSR process 
consisting of a reactor and a separator/distillation column with material recycle 
between them. Considerable amount of work has been done on the RSR process. One 
of the earliest works in this area is that of Gilliland et al. (1964), who examined the 
effects of recycle on dynamics and formulated some basic concepts for recycle 
systems. RSR has been more actively studied during the past 15 years. In this section, 
the studies related to the control of RSR processes are reviewed (but publications 
related to the design, stability analysis and other aspects of RSR are not included), and 
the resulting control system in each case is briefly presented. 
The most commonly studied RSR process consists of a liquid-phase CSTR 
followed by a distillation column, with the distillate stream being recycled back to the 
CSTR. This typical configuration is shown in Figure 2.1. Several alternative control 
structures have been proposed for this plant. The conventional control structure for 
this system employs the following important loops: fresh feed is flow-controlled, 
reactor hold-up is controlled using reactor effluent flow rate, and classical LV dual 
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composition control is employed for the column. RSR processes with gas-phase 
reactors have been considered in relatively fewer studies. 
 
Figure 2.1: Typical configuration of a simple RSR process 
 
The studies on RSR process with liquid-phase CSTR and with the liquid 
distillate being recycled are reviewed first. Next, the studies on gas-phase PFR with 
column distillate being recycled are reviewed. Any modifications in the process from 
these are highlighted (e.g., recycle of column bottoms and not distillate). Some of 
these studies proposed design methodologies to develop the control structures for 
RSR process; such studies are listed in Table 2.2.  
Control Studies on RSR with Liquid-Phase CSTR. Luyben (1994) 
recommended varying the reactor hold-up and fixing the recycle flow, as opposed to 
the conventional structure where the reactor hold-up is fixed. For processes with one 
recycle, the reactor effluent flow rate can be fixed; for processes with two or more 
recycle streams, the flow rate of each recycle stream can be fixed. However, varying 
reactor hold-up can affect conversion and hence process profitability. Also, the rule of 
fixing recycle flow does not completely eliminate snowball effect, but just transfers it 
to another location. 
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Table 2.2: Control Structure Design Methodologies Proposed in RSR Studies 
 
Reference(s) Design Methodology 
Zheng et al. (1999) Hierarchical procedure based on the cost associated with dynamic 
controllability 
Zhu et al. (2000) Control strategy based on integrating linear and non-linear MPC for 
the entire process 
Kumar and Daoutidis 
(2002) 
Asymptotic analysis, followed by non-linear model reduction and 
controller design framework based on time-scales 
Seki and Naka (2006) Hierarchical control structure comprising regulatory and co-
ordination control layers 
Ward et al. (2006)  Control structure design based on heuristics for economically 
optimal steady-state operation 
Baldea and Daoutidis 
(2007) Hierarchical controller design framework based on time-scales 
Baldea et al. (2008) Self-optimizing control to identify the CVs, and singular 
perturbation-based framework to identify the CV-MV pairings  
 
Wu and Yu (1996) proposed two alternative balanced control structures with 
varying reactor hold-up. The first structure involves the control of the reactor 
composition and the reactor outflow-to-inflow ratio, while the second structure 
features the control of the recycle composition and the reactor outflow-to-inflow ratio. 
The balanced control configuration alleviates the snowball effect by evenly 
distributing the work among process units as the production rate changes. While 
fixing of recycle flow is not recommended as this does not totally eliminate snowball 
effect, the reactor hold-up is allowed to vary and thus not operated at maximum hold-
up which would be desirable in terms of economics.  
Later, Wu et al. (2002) recommended two alternative control structures: the 
first one with the control of the reflux-to-distillate and reactor effluent-to-inlet flow 
ratios, and the second one with the control of reflux-to-distillate flow ratio and reactor 
hold-up-to-effluent ratio via P-control. A modification to the second control structure 
was proposed by Cheng and Yu (2003), where the reactor temperature is used to 
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accommodate production rate variation (the reactor temperature is adjusted according 
to the fresh feed). This ‘ideal’ control structure was claimed to be able to achieve 
dynamic responsiveness while maintaining steady-state operability. Rigorous non-
linear simulations were done as part of validation in these three studies. In spite of the 
improvement in performance claimed in all these papers, it is not clear whether the 
proposed balanced structures in Wu and Yu (1996), Wu et al. (2002) and Cheng and 
Yu (2003) are optimal from an economic point of view. 
Zheng et al. (1999) developed four alternative control structures and 
concluded that the structure with the control of reactor temperature and column reflux 
ratio is optimal. This structure does not employ dual composition control for the 
column. The final verification of the control system was done using dynamic 
simulations for the worst-case disturbance. The major problem with the method is the 
considerable effort required to compute the dynamic controllability index. 
Zhu et al. (2000) presented a method, whereby the solution of the LMPC 
problem is first computed using a linear model. This solution is then used to compute 
the NMPC solution for the non-linear sub-system. The main advantages of this hybrid 
strategy over the conventional NMPC are the requirement of the non-linear model for 
the non-linear sub-system only as it is difficult to develop a non-linear model for the 
entire process, and the increased speed of on-line computation. The closed-loop 
performance and on-line computation were assessed using MATLAB simulations. 
Kumar and Daoutidis (2002) considered the case with large recycle compared 
to the throughput. They proposed a control structure based on time-scales, with a 
distributed control layer to achieve individual process unit objectives (i.e., 
stabilization of individual unit hold-ups) in the fast time-scale, and a supervisory 
control layer to achieve overall control objectives (i.e., regulation of product purity 
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and total hold-up) in the slow time-scale. Closed-loop responses of the resulting 
control system were presented. 
Sagale and Pushpavanam (2002) considered three different modes of operation 
of the RSR system (with the column bottoms being recycled). They concluded that the 
preferred control strategy is that in which the fresh feed and reactor effluent flow rates 
are flow-controlled with the reactor hold-up allowed to vary. As discussed earlier, this 
control structure is not preferred from the economic point of view as the reactor hold-
up is not constant. 
Larsson et al. (2003) considered the case with a given fresh feed rate and a 
controlled product composition. They compared the performance of the control 
structures proposed by Luyben (1994) and Wu and Yu (1996), with their own 
structure that advocated the control of reactor hold-up at its maximum and of column 
reflux ratio in order to optimize the economic performance and minimize loss 
respectively. The latter structure was found to be better by means of closed-loop 
simulations. Larsson et al. concluded that Luyben’s (1994) rule of fixing recycle to 
avoid snowball effect has limited basis as it transfers the snowball effect to another 
section of the plant and does not eliminate it.  
Later, Govatsmark and Skogestad (2005) compared the above structures with 
their own structures by evaluating the loss, and concluded that their structures with 
the control of either column distillate composition or reflux-to-feed ratio show the 
best self-optimizing control properties. They found that the control structures that 
employ Luyben’s (1994) rule of fixing recycle require robust set points and give 
larger losses, and that the control structures with variable reactor hold-up (Luyben, 
1994; Wu and Yu, 1996) require flexible set points (i.e. set points adjusted online) 
and give significantly larger losses. In both Larsson et al. (2003) and Govatsmark and 
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Skogestad (2005), the CVs were selected in a systematic way by evaluating the loss 
with constant nominal set points. This instills confidence in the final results presented. 
Bildea and Dimian (2003) considered different case studies: isothermal CSTR 
with both first and second order reactions, and non-isothermal PFR. They 
recommended Luyben’s (1994) rule of fixing the recycle flow, with a particular 
location for fixing the recycle, i.e., reactor inlet flow. This ensures stable behavior and 
eliminates snowball effect. They evaluated the control system for state multiplicity 
and instability. 
Loperena et al. (2004) advocated the simultaneous manipulation of the column 
reboiler duty and the reactor temperature set point in order to regulate the product 
composition. The basic idea is that the latter can be changed to induce significant 
composition changes with relatively small steady-state control effort. Non-linear 
simulations were done to validate this structure. 
Ward et al. (2006) considered two case studies with real components. The first 
is the benzene chlorination process consisting of a CSTR with two distillation 
columns and a liquid (distillate) recycle stream. A real-time optimizer alone was 
recommended for this process; it accepts the fresh feed flow as the input and 
determines the optimal values of the reactor level and temperature. The second 
process is the etherification process consisting of a CSTR with four distillation 
columns and a liquid recycle stream. The conventional control structure with constant 
reactor hold-up was found to work best for this process. The control systems were 
validated using Aspen HYSYS simulations. The novelty in the work of Ward et al. 
(2006) is that their methods were tested on real RSR processes, unlike most of the 
other studies that focus only on hypothetical components. In addition, they advocate 
the operation policy of Larsson et al. (2003) of keeping the reactor hold-up at the 
 33
                                                                                                                        Chapter 2 Literature Review 
 
maximum to minimize the separator load. However, one drawback in the work of 
Ward et al. (2006) is that they did not specify the nature of the separation system 
when deriving the heuristics for the operation policy. 
Seki and Naka (2006) used the CGU approach (with 2 CGU’s, one each for 
the reactor and the separator) to design the regulatory control layer, with the recycle 
flow or the reactor effluent being kept constant (based on Luyben’s rule of fixing 
recycle flow). The co-ordination layer controller then slowly manipulates the recycle 
flow based on the column load. In other words, the recycle flow is ratioed to the 
column vapor boil-up rate. Simulations show that this control structure results in a 
wider operation range and smaller dynamic interactions. Seki and Naka (2008) later 
considered the benzene chlorination process studied in Ward et al. (2006). The control 
system developed consisted of PI controllers in the regulatory layer while LMPC 
(with fresh feed flow, column bottoms product composition and column vapor boil-up 
rate as the CVs) was employed for the supervisory layer.  The dynamic response of 
the resulting control system was studied using simulations. 
 Control Studies on RSR with Gas-Phase PFR. Luyben (2000) considered a 
process with an adiabatic PFR, a separator and a gas recycle stream. He developed 
alternative control structures for two configurations – without and with inerts. For the 
case without inerts, three alternative stable and workable control structures were 
proposed: (1) recycle stream pressure controlled by fresh feed and fixed recycle, (2) 
recycle stream pressure controlled by recycle and fixed fresh feed, and (3) recycle 
stream pressure controlled by fresh feed, fixed recycle and throughput set by the 
reactor inlet temperature. For the case with inerts, the inerts composition is controlled 
by the purge gas flow rate, recycle stream pressure is controlled by fresh feed, and the 
recycle is fixed. Dynamic simulations were carried out for validation.  
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Reyes and Luyben (2001a) modified the process considered by Luyben (2000) 
to include a distillation column with liquid recycle, instead of a separator with gas 
recycle. They found that the liquid recycle process is more difficult to control 
compared to the gas recycle process. Alternative control structures were proposed for 
the case with irreversible and reversible reactions. Later, Reyes and Luyben (2001b) 
further modified the process to include a separator with gas recycle and a distillation 
column with liquid recycle. They proposed alternative control structures for the case 
with irreversible and reversible reactions. In both these studies, FORTRAN 
simulations were done for validation. 
Baldea and Daoutidis (2007) considered a RSR system with a large gas 
recycle stream and in which the impurities present are removed by a small purge 
stream. The proposed control structure was based on three time-scales: reactor and 
condenser pressures were controlled using the reactor effluent and recycle flow rates 
respectively in the fast time-scale, the total material hold-up and the product purity 
were controlled using the liquid product flow rate and the reactor hold-up set point 
respectively in the intermediate time-scale, and the inert levels in the reactor were 
controlled using the purge flow rate in the slow time-scale.  
Recently, Baldea et al. (2008) considered a RSR system with a large gas 
recycle flow rate compared to throughput and the inert impurities removed by 
purging. Again, the control system was divided into three time-scales: the reactor and 
separator pressures were controlled using the reactor effluent flow rate and 
compressor duty respectively in the fast time-scale, the separator liquid level was 
controlled using the effluent flow rate and the separator bottoms product composition 
(i.e., product purity) was controlled using the separator pressure set point in the 
intermediate time-scale, and the recycle flow rate was controlled by manipulating the 
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purge rate in the slow time-scale. The major positive aspect of this study is the use of 
the self-optimizing control procedure to determine the set of CVs in a systematic way, 
as opposed to all the earlier studies. Closed-loop responses from dynamic simulations 
were included in both the studies. 
Some Critical Comments on RSR Studies. To summarize this section, the 
methodologies used to design control structures for RSR processes range from simple 
mathematical analysis based on RGA to complicated MPC procedures. Consequently, 
there have been several applications. However, some important aspects have not been 
fully explored. Firstly, most of the studies listed here consider only hypothetical 
components, with the two exceptions being Ward et al. (2006) and Seki and Naka 
(2008). This is a major limitation in many RSR studies as they do not consider factors 
like side reactions, conversion and selectivity problems that are typical of real-life 
situations. Hence, there is a need to study real industrial RSR processes like the 
ethylene glycol and/or propylene glycol processes. Secondly, though rigorous 
simulations are used to validate the control structure in some studies, no reported 
study employs commercial process simulators as part of the control structure 
development. In addition, there has been no consensus on the best control structure 
for RSR processes with either liquid or gas-phase reactors. There are also no clear 
guidelines on which structure to choose under which conditions. Hence, it is 
anticipated that the control of RSR processes will remain an active research area in 
the near future.  
Another interesting aspect that has not been considered so far is the 
application of the results from RSR studies to real complicated plants. The main aim 
of any RSR study should be to gain some insight that can be put to use in PWC 
studies. However, in many of the studies discussed in this section, the focus was on 
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developing and/or comparing control structures for the simple RSR process. Hence, it 
is important to investigate the applicability and usefulness of results in RSR studies, 
for PWC structure design. 
 
2.4 Summary 
This chapter has provided an overview of the literature in the field of PWC 
system design methodologies and applications. Though various PWC methodologies 
have been developed, the increased availability of rigorous process simulators means 
that it is possible to develop more efficient PWC methodologies based on the use of 
steady-state and dynamic simulations during the development of the control structure. 
The integrated framework of Konda et al. (2005) is a case in point. More PWC 
applications, including RSR processes with real components [similar to the examples 
considered in Ward et al. (2006)], need to be considered in order to further analyze 
the various PWC methodologies. Finally, application of PWC methodologies to actual 
industrial cases is required to establish better control achievable using the new 
methodologies. 
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Chapter 3 
Control Degrees of Freedom Using the Restraining Number: 
Further Evaluation* 
 
A simple and effective procedure for the computation of CDOF using the 
concept of restraining number has been recently proposed by Konda et al. (2006a). 
The goal of the present chapter is to further evaluate and enhance this procedure. The 
restraining number is applied to a few more important units. In particular, a detailed 
analysis has been done for determining the restraining number of membrane 
separators, given their increasing importance in the industry today. The restraining 
number procedure is then successfully applied to compute the CDOF of several 
industrial-scale processes with distinctly unique characteristics. The simplicity, 
reliability, general applicability and effectiveness of the procedure are thus further 
demonstrated. To sum up, this chapter improves upon and details the CDOF 
procedure clearly, and discusses further issues like the restraining number for 
variable-speed pumps and membrane separators, redundancies for absorbers and 
strippers, and finally the applicability of this procedure to three-phase distillation 
columns and complex industrial processes. 
 
3.1 Introduction 
Chemical processes are becoming increasingly complex due to the ever 
growing importance of the material/energy recycles and advanced unit operations 
                                                 
* This chapter is based on the paper - Vasudevan, S.; Konda, N.V.S.N.M.; Rangaiah, G.P. Control 
Degrees of Freedom Using the Restraining Number: Further Evaluation. Asia-Pac. J. Chem. Eng., 3, 
pp.638-647. 2008. 
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(such as reactive-separators) in order to improve the process efficiency and, thereby, 
economic benefits. Consequently, of late, designing efficient PWC systems is not only 
of greater significance but also more challenging than ever. One of the most important 
steps in the design of PWC structures is the determination of the CDOF. Though 
some ways of determining CDOF has been advocated in the past (Ponton, 1994; 
Luyben et al., 1998; Seborg et al., 2004; Seider et al., 2004), there was still a lack of a 
simple procedure to determine the same. Ponton (1994) had proposed to count the 
number of streams and subtract the number of extra phases to compute the CDOF. 
However, this method fails in some cases as in the case of a heater/cooler, where the 
CDOF remains the same regardless the number of phases present in the unit. Luyben 
et al. (1998) had proposed to compute CDOF by counting the number of valves. 
Lastly, the traditional method of calculating CDOF by subtracting the sum of the 
number of equations and externally defined variables from the number of variables 
(Seborg et al., 2004; Seider et al., 2004) is error-prone and impractical for highly 
complex and integrated plants. To overcome these problems, an elegant method of 
determining the CDOF of a process, based on the process flowsheet, was recently 
developed by Konda et al. (2006a). The concept of restraining number of any unit, 
which is the number of streams that cannot be manipulated, was introduced. This 
number remains the same for a unit irrespective of the surrounding environment. It 
was hence concluded that the restraining number is a characteristic of the unit; and it 
can be determined for every unit from the basic understanding of the unit. The CDOF 
of a complete process can then be simply determined by subtracting the sum of the 
restraining numbers of all the units from the total number of streams in the process. 
The procedure of Konda et al. (2006a) is definitely simpler and less complex 
than the conventional approach of determining the CDOF (Seborg et al., 2004; Seider 
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et al., 2004). It just requires a fundamental understanding of simple units even for 
highly integrated processes. In addition, it automatically accounts for any changes in 
the number of streams with process structure. Although the procedure for determining 
CDOF of a process using the restraining number method was laid out by Konda et al. 
(2006a), certain aspects of the procedure need to be further refined and clarified. Also, 
the list of restraining numbers for the various units needs to be expanded to include 
units like variable-speed pumps, three-phase separator, reflux drum and membrane 
separators. The concept of redundancies was mentioned only for distillation columns. 
Redundancies need to be considered for absorbers and strippers too. The present study 
addresses these important issues, and also applies the procedure to determine the 
CDOF of four highly integrated industrial processes. It is shown that this method can 
be applied successfully to such processes. 
The remaining chapter is organized as follows; the next section gives a brief 
summary of the procedure for the CDOF of complex processes. Sections 3.3 to 3.6 
present the proposed improvements and clarifications with respect to this procedure, 
list the restraining numbers for a few more unit operations, and present the successful 
application of this procedure to three-phase distillation columns and four highly 
complex industrial processes respectively. Finally, chapter summary is given in 
Section 3.7. 
 
3.2 Summary of the Procedure 
Restraining number for units without inventory is equal to the total number of 
independent and overall material balances. As for units with inventory, it is equal to 
the total number of independent and overall material balances with no associated 
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inventory. This definition takes care of the number of phases too implicitly. CDOF of 
a process can be obtained by the following formula: 
CDOF for a process = Total number of (material and energy) streams in the 
process – [Sum of restraining numbers for all the units in the process + Number 
of redundant PVs for distillation columns, absorbers and strippers (if present)].
                                    (3.1) 
The original paper on CDOF (Konda et al., 2006a) states that each and every 
material, energy and utility stream must be numbered in the process flow diagram. 
The restraining number of each unit can be placed inside/near the respective unit in 
the flowsheet. This procedure is appropriately named as ‘Flowsheet Representation of 
CDOF’. Finally, note that CDOF gives the maximum number of flows that can be 
manipulated simultaneously; but not all of them are commonly used for control. The 
actual number of MVs lies between the minimum number determined by process 
characteristics and stability considerations, and the CDOF. 
 
3.3 Clarifications and Improvements 
First and foremost, a major point that needs to be emphasized is with regards 
to the drawing of the flowsheet. The flowsheet representation of CDOF must include 
all the streams in the process and must include sub-units such as condensers, reflux 
drums and reboilers too. This has not been stated explicitly in the original paper 
(Konda et al., 2006a). Also, any pumps and compressors that are present in the 
original flow diagram can be included, whereas any valves present can be ignored in 
the flowsheet representation for simplicity since adding a valve does not change the 
CDOF of the process as shown in Table 3.1. Note that the stream with a valve has 2 
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streams and the valve has a restraining number of 1 (shown inside a rectangle near the 
valve in Table 3.1). Hence its CDOF is also 1. 
 
Table 3.1: Comparison of CDOF for the Cases with and without a Valve 
 
Case Representation CDOF 
Material stream without a valve  1 
Stream with a valve 
 
2 – 1 = 1 
1 
 
It is extremely important that the flowsheet is drawn strictly following the 
same representation (i.e., same number of attached material and energy streams) given 
in the list of units with restraining numbers. For example, the representation for 
pumps does not include an energy stream. Drawing and counting energy stream for a 
pump will increase the computed CDOF by 1. In fact, the case for a pump with a 
variable-speed drive has not been considered in the original paper. This issue is 
handled in the following section. In addition, when two streams are mixed or a stream 
is split into two, it needs to be appropriately represented by a mixer or a splitter 
respectively. 
Secondly, there is a need to clearly justify the use of restraining number to 
calculate CDOF.  CDOF is governed by the inherent behavior of the unit/process. 
However, since the process/unit behavior for a vast range of equipment cannot be 
generalized, it appears that the only way to compute the CDOF is by counting the 
number of equations and variables thus requiring the entire mathematical description 
of the unit/process. After having carried out extensive CDOF analysis for many 
complex and highly-integrated flowsheets, it is felt that there can be at least one more, 
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insight of unit/process function instead of resorting to complex mathematical 
description/model. CDOF is then defined using two components, namely the number 
of streams and the restraining number. Furthermore, based on the physical insight of 
the function of the equipment, the restraining number is observed to be generically 
definable. This makes the restraining number the characteristic feature of the unit. Its 
usage not only greatly reduces the effort and time required to compute CDOF, but it is 
also equally applicable/extendable to highly integrated processes and sub-sections of 
the processes. 
Thirdly, the possibility of simplifying the calculation of CDOF for distillation 
columns is considered. The issue looked into is the determination of an overall 
restraining number for the distillation column including condenser, reflux drum and 
reboiler. This means the related streams would just be the overall inlet and outlet 
streams and not “internal” streams such as reflux, vapor stream from reboiler to 
column, etc. However, this procedure would lead to complications when different 
types of distillation such as three-phase distillation are considered. On the other hand, 
by drawing and considering the column and the sub-units separately, the procedure 
can automatically take into account multiple feeds, side draws, three-phase 
distillation, reactive distillation etc. The same holds true for absorber with 
reflux/reboiler. In the case of three-phase distillation, the additional streams present in 
the top section will automatically be accounted by the detailed representation of the 
sub-units. In conclusion, distillation columns should be drawn showing their sub-units 
and internal streams to account for various column types explicitly.  
Finally, Konda et al. (2006a) discussed redundancies in pressure-related PVs 
in the distillation column overhead section, and in level and pressure-related PVs in 
the distillation column. However, redundancies need to be considered in the case of 
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absorbers and strippers too. The number of redundancies for absorber or stripper with 
reboiler would be 2, which are basically the redundancies in the level and pressure-
related PVs in the reboiler section. The number of redundancies for absorber with 
reflux would be 1, which is the redundancy associated with the pressure-related 
variables in the condenser. Similarly, a column without both reboiler and condenser 
has zero redundancies. Note that the number of redundancies for a particular 
configuration of a distillation column, absorber or stripper is constant. 
 
3.4 Restraining Number of Additional Units 
In this section, the concept of restraining number is applied to a few more 
standard units that were not considered earlier in Konda et al. (2006a). This list of 
additional units with the corresponding restraining numbers is given in Table 3.2.† 
The reflux drum shown in the table is for two-phase distillation, whereas the reflux 
drum for a three-phase distillation column will include more streams than the ones 
shown in the table; the CDOF will correspondingly be greater than 4. As for unit 
operations like liquid-liquid extractor, the simplest configuration is shown in Table 
3.2. The calculated CDOF will largely depend on the actual configuration, but the 
restraining number is zero because of the absence of overall material balances with no 
associated inventory. For example, the presence of a recycled solvent stream will 
automatically increase the calculated CDOF by 1. The same holds true for a three-
phase distillation column and a reactive distillation column. In these cases too, the 
restraining number for the column alone is 0, but CDOF will vary depending on the 
number of attached streams. A few examples of the calculation of CDOF for different 
configurations of three-phase distillation columns are presented in the following 
                                                 
† In all the tables and figures in this chapter, thin and thick lines represent material and energy streams, 
respectively. 
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section. The restraining number for centrifugal pumps/compressors with variable-
speed drives and membrane separators are also presented in Table 3.2. These are 
further discussed in the following sub-sections. 
 
Table 3.2: Restraining Number and CDOF for a Few Additional Units 
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Restraining Number for Variable-Speed Pumps and Compressors. In the 
case of centrifugal pumps/compressors with variable-speed drive, the presence of the 
extra energy stream increases the number of streams associated with them to 3. 
However, the corresponding restraining number is still 1. Consequently, two 
manipulators are now available for control design, namely, the rotation speed of the 
motor and the flow rate of the exit stream 2. In fact, an analysis of the working of the 
centrifugal pump (Fernandez et al., 2002) also reveals the same. A look at the pump 
characteristic curve (pump head versus flow rate at various speeds) indicates that the 
head (which is the pressure differential) could be varied either by varying the flow 
rate of the exit stream or by varying the speed of rotation. Thus the CDOF for the 
variable-speed-driven pump is 2. In practice, however, either there is no control at all 
or only one of the two manipulators is used to achieve pump control (Driedger, 1995). 
Note that energy stream for a pump/compressor is often not shown in many process 
flowsheets; it is optional in the flowsheet representation in the Aspen Plus simulator. 
Considering these, pumps/compressors in the processes considered in the rest of this 
chapter are shown without energy stream, which results in only one manipulator for 
each of them. 
Restraining Number for Membrane Separators. In the case of a membrane 
separator for gas permeation, the total number of associated streams is 3, i.e., the feed, 
permeate and retentate streams (Table 3.2). The corresponding restraining number is 
0. This means the CDOF for this unit operation is 3. The main PVs affecting 
separation in a membrane permeator are feed flow rate and feed composition. The 
important operating variables are membrane temperature, feed pressure and permeate 
pressure (Noble and Stern, 1995). Henson and Koros (1994) considered a hollow fiber 
membrane module and advocated the control of feed pressure, permeate pressure and 
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membrane temperature using total feed flow rate, permeate flow rate and heating tape 
input as the manipulators respectively. Thus, as has been mentioned earlier, it can be 
concluded that while the CDOF for the membrane separator (together with the energy 
stream) is 4, it is not necessary in practice to manipulate all the four variables.   
In the case of membrane separator for liquid permeation, the number of 
associated streams is still 3; however, the restraining number for this unit operation is 
1 (because of one overall material balance with no associated inventory), which 
results in a CDOF of 2 (Table 3.2). Thus, 2 of the available process streams can be 
used as manipulators. However, it is not necessary to use both these manipulators as 
can be seen from the series of papers (Sliger and Quinn, 1977; Mindler and Epstein, 
1986; Alatiqi et al., 1989; Robertson et al., 1996; Assef et al., 1997; Alatiqi et al., 
1999; Abbas, 2006), which considered different types of control systems for reverse 
osmosis desalination unit. All of them advocated the use of two control loops to 
regulate permeate flow rate and conductivity (which is a measure of salt concentration 
in permeate) using feed pressure and pH (by manipulating an acid stream that is added 
to adjust the feed stream pH) as manipulators. Here, only one of the available CDOF 
associated with the membrane separator (feed pressure) has been used in the control 
system design.  
As an example, the flowsheet representation of the reverse osmosis 
desalination process taken from Alatiqi et al. (1989) is shown in Figure 3.1. An acid 
stream (no. 2 in the figure) is added to the feed stream (1) entering the reverse 
osmosis unit for regulating the pH. The restraining number method is used to 
determine the CDOF of this flowsheet. All the streams are numbered in the process 
flow diagram in Figure 3.1. The restraining number of each sub-unit is placed in a box 
inside or near each sub-unit. The CDOF for this process is calculated using Equation 
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3.1 as: CDOF = 6 – 3 = 3. Thus, 3 degrees of freedom are theoretically available for 
control system design. And, only two of these are considered in the control system 
















Figure 3.1: Flowsheet representation for a reverse osmosis desalination unit 
 
3.5 Application to Three-Phase Distillation 
Block and Hegner (1976) gave examples of three cases where the two liquid-
phase product and hence the two liquid-phase separator is located in the top product 
stream, bottom product stream or the side-draw. This gives rise to completely 
different configurations for each case. In this section, the CDOF procedure is applied 
to different three-phase distillation configurations to further verify that the procedure 
automatically accounts for changes in the process configurations.   
 Three-Phase Column with Two Liquid Phases in the Top Section. Two 
general configurations of a distillation column with two liquid phases in the top 
section are shown in Figure 3.2; note the decanter below the cooler has two liquid 
phases and no vapor outlet stream. The three-phase column (Block and Hegner, 1976) 
in Figure 3.2(a) is used to separate a mixture of butyl alcohol, butyl acetate and water, 
while the azeotropic column (Ulrich and Morari, 2002) in Figure 3.2(b) separates a 
mixture of methyl isobutinol and water with methyl tert-butyl ether added as the light 
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entrainer (stream no. 8)  The CDOF for the distillation column together with the sub-
units is then calculated as: CDOF for column in Figure 3.2(a) = 13 – [3 + 3] = 7, and 
CDOF for column in Figure 3.2(b) = 15 – [4 + 3] = 8. Here, the number of 
redundancies associated with each of the distillation columns is 3. 
Attention is drawn to the CDOF computed for the column in Figure 3.2(a). A 
CDOF of 7 is obtained, whereas it is normally stated to be 6 for a column 
configuration of this type (Luyben et al., 1998). The main reason for this difference is 
the thermosyphon reboiler. A vertical thermosyphon reboiler with steam on the shell 
side is assumed. In this configuration, steam usually gets condensed as it progresses 
from top to bottom. Hence, condensate is present in the bottom of the shell as opposed 
to steam in the top. Thus, the heat transfer coefficient for the top and the bottom 
sections are different, and the overall heat transfer can be controlled by regulating the 
condensate level in the bottom of the shell which in turn determines the surface area 
available for heat transfer between the process fluid and the steam or condensate. The 
level of the condensate in the bottom of the shell can be controlled by manipulating 
the condensate flow. In conclusion, the CDOF is greater by 1 as it is possible to 
manipulate the condensate flow also in this case. As for the case in Figure 3.2(b), the 
presence of an entrainer feed further increases the CDOF by 1. 
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Figure 3.2: Distillation column with (a) top product phase separator and (b) 
entrainer feed to separate an azeotrope. Note that the decanter below the 
condenser has two liquid phases and no vapor outlet stream 
 
Three-Phase Column with Two Liquid Phases at Different Locations. The 
flowsheet representation for the three examples given by Block and Hegner (1976) 
with the two-phase product and hence the phase separator located in the top product 
stream, bottom product stream or the side-draw is shown in Figures 3.2(a) and 3.3. 
Figures 3.3(a) and 3.3(b) show the flowsheet representation of a three-phase 
distillation to separate a mixture of butyl alcohol, water and butyl acetate. While the 
two liquid-phase separator is located in the side stream in the former case, it is located 
in the bottom product stream in the latter for separating the same mixture. 
The CDOF for column in Figure 3.3(a) = 16 – [3 + 3] = 10, and CDOF for 
column in Figure 3.3(b) = 15 – [3 + 3] = 9. Here, the number of redundancies 
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2 2 
Figure 3.3: Three-phase distillation column with (a) side stream phase separator 
and (b) bottom product phase separator 
 
3.6 Application to Four Complex Industrial Processes 
In this section, the application of the restraining number method to four 
industrially important and complex processes is considered to further illustrate the 
ease and reliability of calculating CDOF. 
CDOF for a Styrene Plant. Styrene is one of the top ten bulk petrochemicals 
in the world (Meili, 1998). More than 85% of styrene is produced by direct 
dehydrogenation of EB (Denis and Castor, 1992). The endothermic, vapor-phase 
reactions take place in two consecutive PFRs under adiabatic conditions. Other units 
include the main distillation column where styrene is separated as the bottom product 
and another distillation column with the top product of the first column as the feed 
stream to separate the un-reacted EB from the byproducts – toluene and benzene. The 
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 The restraining number method is used to determine the CDOF of this process. 
All the streams (including energy and utility streams) are numbered in the process 
flow diagram as shown in Figure 3.4. The restraining number of each unit is placed in 
a box inside or near each unit. The CDOF of the process = 48 – [20 + 6] = 22. Here, 
the number of redundancies associated with the two distillation columns is 6 (i.e., 3 
for each column). Thus, the maximum number of flows that can be manipulated 
simultaneously, i.e., the maximum number of valves that can be placed is 22.  
 
 
Figure 3.4: Flowsheet representation of a styrene plant 
 
CDOF for a VAM Plant. Vinyl acetate finds its main use as a monomer to 
make polyvinyl acetate and other copolymers. In the vinyl acetate process, ethylene, 
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reactor with tubes packed with a precious metal catalyst, a separator to separate the 
reactor effluent into vapor and liquid streams, an absorber to recover the remaining 
vinyl acetate from the vapor stream, an azeotropic distillation column to separate the 
vinyl acetate and water from the unconverted acetic acid and a carbon dioxide 
removal section which is modeled as a component splitter (Luyben et al., 1998). The 
CDOF for this process has been stated to be 26 by Luyben. Chen et al. (2003) 
developed a non-linear dynamic model of the VAM plant and stated that the number 
of MVs is 26. 
The flowsheet is redrawn using the procedure of flowsheet representation as 
shown in Figure 3.5. As has been mentioned earlier, mixers and splitters are shown in 
this flowsheet representation as opposed to the flowsheet given by Luyben et al. 
(1998). The CDOF for this process, considering the number of redundancies (3 for the 
distillation column and 2 for the absorber with reboiler) is: 60 – [28 + 5] = 27, which 
is 1 more than that stated earlier (Luyben et al., 1998; Chen et al., 2003). The reason 
for this difference is the presence of the thermosyphon reboiler, which as discussed 
earlier increases the computed CDOF by 1 as opposed to Luyben et al. (1998). CDOF 
would be exactly 26 if the reboiler considered is kettle type. 
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CDOF for Production of DME from Methanol. DME is mainly used as a 
propellant. DME is produced by the catalytic dehydration of methanol over an acid 
zeolite catalyst in an adiabatic fixed-bed reactor. The other major units include a 
distillation column where DME product is the top product stream and a second 
column where water is separated from the unused methanol; the recovered methanol 
is then recycled back. A preliminary process flow diagram for this process is given in 
Turton et al. (2003). The flowsheet given in Vasbinder and Hoo (2003) is redrawn in 
Figure 3.6 using the method of flowsheet representation for CDOF calculation. The 
CDOF of this process is then 40 – [16 + 6] = 18 where 6 is the number of 
redundancies associated with the two distillation columns (i.e., 3 for each column). 
The CDOF computed is the same as that stated in Vasbinder and Hoo (2003).  
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CDOF for a TAME Plant. TAME is an oxygenate used in gasoline blending 
instead of lead. It is produced by the etherification process and the flowsheet 
comprises of a liquid-phase PFR, a reactive distillation column and two conventional 
distillation columns for the recovery of excess methanol and inert C5s. All the three 
columns are marked by the presence of azeotropes in the distillate section. Figure 3.7 
shows the flowsheet representation for the TAME process flow diagram taken from 
Al-Arfaj and Luyben (2004). 
 
Figure 3.7: Flowsheet representation of a TAME plant 
 
The CDOF for this process, considering the number of redundancies 
associated with the three distillation columns (3 each) is 48 – [20 + 9] = 19. Note that 
the restraining number for the PFR in this process is 2 due to the presence of the co-
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control structure proposed by Al-Arfaj and Luyben (2004) consists of 19 MVs, which 
exactly matches the above computation. Hence, the restraining number method for 
CDOF is extendable to reactive distillation columns and processes involving them as 
well without any additional considerations. 
 
3.7 Summary 
In this chapter, the simple and effective procedure for calculating the CDOF of 
a process using the concept of restraining number has been reviewed and certain 
ambiguities have been clarified. In addition, the restraining number for a few more 
units, both simple and complex, has been computed and presented. The restraining 
number procedure has then been used to compute the CDOF of three-phase 
distillation columns, a membrane separation process and four complex industrial 
processes successfully, which further confirms its accuracy and reliability. Note that 
the CDOF is the maximum number of flows that can be manipulated simultaneously; 
the actual number of flows to be manipulated is determined by the control engineer 
based on process characteristics, stability requirements and cost considerations. 
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Chapter 4 
A Comparative Study on Plant-Wide Control of a Styrene 
Plant* 
 
As part of the continuing search for more effective PWC system design 
methods, an integrated framework of heuristics and simulation has been proposed 
(Konda et al., 2005). The basic idea behind this development is to make effective use 
of rigorous process simulators to aid in decision-making during the development of 
the heuristics-based PWC structure. Konda et al. (2005) have successfully applied the 
procedure to the HDA process. Though the integrated framework (IF) is promising, 
there is still a need to test its applicability to other complex industrial processes. This 
chapter considers the development of a PWC structure for the styrene monomer plant 
using IF. In addition, in order to gauge its effectiveness in comparison to the other 
PWC methods, two more methods are considered in this study. Firstly, the heuristics 
procedure of Luyben et al. (1998), which is a popular heuristics-based methodology, 
is also applied to the same flowsheet, and is considered as the base case for 
performance assessment. Secondly, the self-optimizing control (SOC) procedure of 
Skogestad (2004) is also used in order to have a more comprehensive analysis of the 
effectiveness of IF. An analysis of the results indicates that while all the procedures 
give stable control structures, IF and SOC control procedures give more robust 
control structures than the heuristics procedure. This is the first study to develop 
simulation models and complete PWC structures for the styrene plant, together with a 
                                                 
* This chapter is based on the paper - Vasudevan, S.; Rangaiah, G.P.; Konda, N.V.S.N.M.; Tay, W.H. 
Application and Evaluation of Three Methodologies for Plant-Wide Control of the Styrene Monomer 
Plant. Ind. Eng. Chem. Res., 48, pp.10941-10961. 2009. 
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detailed analysis of the relative performance of the resulting structures in order to 
evaluate the different PWC methodologies. 
 
4.1 Introduction 
During the period from the early 1990’s, process control researchers have 
developed many systematic PWC methodologies and applied them to typical chemical 
processes. These methodologies can be classified based on the approach used to 
develop the PWC structure as heuristics-based, mathematically-based, optimization-
based and mixed approaches (Chapter 2). The PWC methodologies proposed since the 
year 2000, their approach-based classification and main features are summarized in 
Table 4.1.  
The complete, realistic processes that have been considered in various PWC 
studies are listed in Table 4.2 together with the relevant references. It can be seen that 
the various PWC design methodologies developed have been mainly evaluated on the 
TE process presented by Downs and Vogel (1993) and the HDA plant, besides the 
RSR process. Only a few studies have considered other processes like the VAM plant. 
Hence, there is still a necessity to further study other highly integrated and complex 
processes in order to better understand the PWC problems and evaluate the PWC 
methodologies. 
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Table 4.1: Approach-Based Classification and Features of PWC System 
Methodologies Proposed Since the Year 2000 in Chronological Sequence 
 
Reference(s) Classification Main Features 
Skogestad (2000a, 
2000b, 2004) 
Mixed In this self-optimizing control methodology, control system 
design is divided into three layers based on time scale: local 
optimization, supervisory control and regulatory control.  
Jorgensen and 
Jorgensen (2000) 
Mixed The control structure selection problem is formulated as an 
MILP problem employing cost coefficients. 
Zhu et al. (2000) Optimization Hybrid strategy integrating linear and non-linear MPC. 
Groenendijk et al. 
(2000) and Dimian et 
al. (2001) 
Mathematical Combination of steady-state and dynamic controllability 
analysis for evaluating the dynamic inventory of impurities. 
Robinson et al. 
(2001) 
Mixed Design of a decentralized PWC system using an optimal 
control-based approach. 
Kookos and Perkins 
(2001) 
Mixed MINLP problem to minimize overall interaction and 
sensitivity of the closed-loop system to disturbances. 
Wang and McAvoy 
(2001) 
Mixed MILP problem in each of the three stages of the control 
system synthesis: control of safety, production and 
remaining PVs. 
Chen and McAvoy 
(2003) and Chen et 
al. (2004) 
Mixed Hierarchical method based on linear dynamic process 
models and optimal static output feedback controllers. 
Later, Chen et al. (2004) extended it to processes with 
multiple steady states. 
Vasbinder and Hoo 
(2003) 
Mixed Decision-based approach, where the plant is decomposed 
into smaller modules using a modified analytical 
hierarchical process.  
Cao and Saha (2005) 
and Cao and 
Kariwala (2008) 
Mathematical Improved and more efficient algorithm of BAB method for 
control structure screening. Later, Cao and Kariwala (2008) 
presented a bidirectional BAB algorithm for efficient 
handling of large-scale processes. 
Konda et al. (2005) Heuristics Integrated framework of simulation and heuristics which 
uses steady-state and dynamic simulation to take or support 
the decisions taken by heuristics. 
Baldea et al. (2008) Mixed Controller design procedure integrating self-optimizing 
control with singular perturbation analysis. 
 
One important process listed in Table 4.2 that has not been studied much in the 
previous PWC works is the styrene monomer plant. So far, Turkay et al. (1993) have 
considered generation of a regulatory control structure for the styrene monomer plant 
using MILP techniques. However, they only utilized steady-state model and 
simulation of the plant to obtain the gain information and study the performance of 
the corresponding control loops. They stated that the dynamic performance of the 
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selected control structure configurations for each individual unit needs to be checked 
before actual implementation. Zhu and Henson (2002) have applied their PWC 
strategy based on integration of linear and non-linear MPC to the styrene process 
flowsheet. The plant is decomposed according to the non-linearity of the individual 
unit operations and sequential MPC algorithms are applied to the individual linear and 
non-linear subsystems. However, they only presented the MPC solution to be applied 
to the decomposed styrene plant, and not the actual application to the styrene plant. 
Tarafder et al. (2005) have considered the multi-objective optimization of the styrene 
process.  
 
Table 4.2: Processes Studied by Researchers in PWC 
 
Process Reference(s) 
TE Plant Downs and Vogel (1993), McAvoy and Ye (1994), Price et al. 
(1994), Lyman and Georgakis (1995), Ye et al. (1995), Ricker and 
Lee (1995), Banerjee and Arkun (1995), McAvoy et al. (1996), 
Ricker (1996), Luyben et al. (1997, 1998), McAvoy (1999), 
Kookos and Perkins (2001), Wang and McAvoy (2001), Chen et 
al. (2004), Tian and Hoo (2005) 
HDA Plant Stephanopoulos (1984), Ponton and Laing (1993), Fonyo (1994), 
Ng and Stephanopoulos (1996), Cao and Rossiter (1997), Luyben 
et al. (1997, 1998), Kookos and Perkins (2001), Luyben (2002), 
Herrmann et al. (2003), Qiu et al. (2003), Bildea and Dimian 
(2003), Vasbinder et al. (2004), Konda et al. (2005, 2006b), 
Araujo et al. (2007a, 2007b), Bouton and Luyben (2008) 
VAM Plant Luyben et al. (1997, 1998), Chen and McAvoy (2003), Olsen et al. 
(2005) 
VCM Plant Groenendijk et al. (2000), Dimian et al. (2001) 
Styrene Monomer 
Plant 
Turkay et al. (1993), Zhu and Henson (2002) 
DME Plant Vasbinder and Hoo (2003)  
TAME Process Al-Arfaj and Luyben (2004) 
 
Though every methodology proposed has its own advantages, it has some 
limitations. The mathematical and optimization-based methodologies, though 
rigorous, are not easy to formulate and require extensive computations especially for 
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complex chemical processes. In addition, the solution might be affected by the model 
assumptions and details. Hence, heuristics-based methodologies are found to be 
attractive as they are easier to understand and implement. One of the most popular 
heuristics-based methods to date is that of Luyben et al. (1998). They proposed a 
comprehensive nine-step procedure that ranks control and operational objectives 
based on their importance. However, one major disadvantage of the heuristics-based 
methods is the over-reliance on experience. Hence, to overcome this disadvantage of 
heuristics-based methods, Konda et al. (2005) proposed IF procedure that makes 
effective use of steady-state and dynamic simulation to improve the accuracy of the 
control decisions taken at each step. They have successfully applied the procedure to 
the HDA process. Subsequently, Konda and Rangaiah (2007) have proven that their 
framework leads to a viable control structure that is more robust than some of the 
previously developed control structures for the HDA plant. Another recent and 
promising method is the SOC procedure of Skogestad (2004). So far, this method has 
been successfully applied to the HDA plant (Araujo et al., 2007a and 2007b) and the 
ammonia synthesis process (Araujo and Skogestad, 2008). 
Though the procedure of Konda et al. (2005) has been shown to be promising, 
there is still a need to test its applicability to other complex industrial processes. So 
far, it has only been tested on the HDA process as opposed to Luyben’s procedure, for 
example, which has been used to develop viable control structures for the HDA, TE, 
VAM, TAME and a few other processes (Luyben et al., 1998; Luyben, 2002; Al-Arfaj 
and Luyben, 2004; Bouton and Luyben, 2008). With this motivation, the need arises 
to choose a suitable process that is complex enough and highly integrated to make it a 
suitable test-bed for the application of IF. Styrene is one of the top ten bulk 
petrochemicals in the world (Meili, 1998). More than 85% of styrene is produced by 
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the direct dehydrogenation of EB (Denis and Castor, 1992). The presence of heat-
integrated adiabatic PFRs with highly endothermic vapor-phase reactions, a tall 
vacuum distillation column performing the very difficult separation of styrene and 
EB, and a material recycle stream makes the styrene process an ideal, challenging 
process for PWC study. Operational experience indicates that the EB dehydrogenation 
reactors, the high-purity vacuum column, and the high-purity EB recycle column 
introduce significant non-linearity to the process (Zhu and Henson, 2002). Hence, the 
styrene monomer plant is chosen for the current study in order to test the applicability 
of IF. In fact, this is the first study to simulate and develop a complete PWC structure 
for the styrene plant. Just developing the PWC structure for the styrene plant using IF 
is of little use, unless the resulting structure is compared with other control structures. 
Due to the lack of the complete control structures for the styrene plant in the 
literature, we chose to apply the procedure of Luyben et al. (1998) to the styrene 
plant, to develop the base case control structure for comparison. The SOC procedure 
of Skogestad (2004) is also applied to the same flowsheet for a comprehensive and 
detailed comparison of different methodologies to identify their relative merits. 
The rest of the chapter is organized as follows: the next section gives a 
description of the styrene monomer process together with details of the development 
of the simulation model in Aspen HYSYS. Sections 4.3, 4.4 and 4.5 discuss the 
application of the heuristics procedure, IF and SOC respectively to the styrene plant. 
The three procedures are briefly reviewed in the respective sections. Section 4.6 
presents the results of the performance analysis of the resulting control structures. 
Finally, chapter summary is presented in Section 4.7. 
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4.2 Overview and Simulation of the Styrene Process 
Styrene Process. Styrene is usually produced by the vapor-phase adiabatic 
dehydrogenation of EB in two consecutive PFRs using potassium-promoted iron 
oxide catalyst (Woodle, 2006). The overall reaction is endothermic, and requires high 
temperature and low pressure. Steam is added to the reactor for better temperature 
control, to lower the partial pressure of EB (and thus shift equilibrium) and to prevent 
coking of catalyst. Temperature control is very crucial due to many side reactions in 
the reactor; the typical operating range is 600 to 655°C (Woodle, 2006). The reactor 
pressure is between 1.4 and 2.4 atm. The molar ratio of steam to EB in the feed 
entering the reactor should be between 12 and 17 (Sheel and Crowe, 1969). 
In the styrene process, fresh EB and a part of the low-pressure steam (LPS) are 
initially mixed and then pre-heated in a feed-effluent heat exchanger (FEHE) using 
the reactant effluent stream. The remaining LPS is superheated in a furnace to a 
higher temperature between 700 and 850°C (Woodle, 2006), and then mixed with the 
pre-heated mixture to attain a temperature of around 650°C. It is then fed to the two 
adiabatic PFRs, in series with a heater in between, for the production of styrene. The 
six main reactions that occur in the reactors are as follows: 
22563256 HCHCHHCCHCHHC                  (4.1) 
42663256 HCHCCHCHHC                 (4.2) 
435623256 CHCHHCHCHCHHC                (4.3) 
2422 422 HCOHCOH                 (4.4) 
242 3HCOCHOH                  (4.5) 
222 HCOCOOH                  (4.6) 
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The reactor effluent is cooled in the FEHE and further cooled in a cooler 
before being sent to the three-phase separator (V-1 in Figure 4.1), where the light 
gases are removed as the light products and water is removed as the heavy product. 
The intermediate organic layer is sent to a set of distillation columns for styrene 
separation from the other components. In the present study, Monsanto approach is 
used for this separation, whereby styrene is separated first (Denis and Castor, 1992). 
In the first column (i.e., product column T-1), operating under vacuum to prevent 
styrene polymerization, styrene is removed as the bottom product, and the top product 
is sent to a second column (i.e., recycle column T-2) to separate the un-reacted EB 
from the two by-products, toluene and benzene. The un-reacted EB is then recycled 
back. As the boiling points of styrene and EB are very close, the first column requires 
a very large number of stages for effective separation, typically 70 to 100 (Denis and 
Castor, 1992). Separation of distillate stream from T-2 into toluene and benzene is not 
considered in this study as its effect on the PWC design is expected to be minimal. 
Steady-State and Dynamic Simulation. It is highly important to select the 
most suitable fluid package for realistic simulation. Peng-Robinson equation of state 
is chosen, as it is very reliable for predicting the properties of hydrocarbon 
components over a wide range of conditions and appropriate for the components in 
the styrene production process. The steady-state model of the styrene process is 
developed in Aspen HYSYS and the flowsheet is optimized. The optimal conversion 
is 66.61%. The distillation columns are modeled by rigorous tray-by-tray calculations. 
Preliminary estimates of the number of trays and feed tray location for each column in 
the process are obtained by using the shortcut column in Aspen HYSYS, and then 
refined using the rigorous calculations. The final steady-state flowsheet developed is 
given in Figure 4.1. 
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Figure 4.1: Steady-state flowsheet of the styrene monomer process 
 
A proper control system needs to be placed before the dynamic simulation. 
This is important because inventories (levels and pressures) may go to unstable levels 
if left uncontrolled. This is where PWC procedures are put to use to develop the 
control structure. Before switching to the dynamic mode, a systematic procedure 
involving plumbing and equipment sizing needs to be followed (Luyben, 2002). 
Plumbing involves installing pumps, compressors and control valves at the correct 
locations in the flowsheet. Sizing information for all equipments must be provided 
because the dynamic response of process units depends on the size of the equipments. 
The final dynamic simulation model of the styrene plant consists of 1292 non-linear, 
highly-coupled algebraic and differential equations. 
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Anticipated Disturbances. It is important to consider a varied range of 
anticipated disturbances in order to assess the performance of the control structures 
developed. This is because every disturbance has a unique impact on the process, and 
it is not necessary that a control structure works well in handling all the disturbances. 
In this study, 6 important disturbances have been studied together with 2 dual 
disturbances (i.e., a combination of feed rate and feed composition disturbances). 
These are listed in Table 4.3, together with their respective magnitudes. Reactor 
catalyst deactivation has been simulated as disturbances d5 and d6. In addition, a set-
point tracking study has been conducted for V-1 liquid level (d7). This is because the 
set-point change of the organic phase level controller in V-1 is an important plant-
wide disturbance that impacts on the separation section, which in turn affects the 
reaction section through the plant recycle.  
 
Table 4.3: Anticipated Disturbances in the Styrene Process 
 






d4 Feed composition -2% 
d5 -5% (PFR-1) 
d6 
Catalyst deactivation 
(Pre-exponential factor of main reaction) -5% (PFR-2) 
d7 Phase separator liquid percent level +5% 
d8 d1 & d4 
d9 Dual disturbances d2 & d4 
 
4.3 Application of Luyben’s Heuristics Procedure 
Luyben et al. (1997, 1998) proposed a heuristics procedure which decomposes 
the PWC design problem into various levels. The basic idea is to develop the simplest 
control system that achieves the desired objectives. This procedure is applied to the 
styrene process of Figure 4.1 to develop the decentralized control structure. There is a 
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certain degree of subjectivity on the part of the authors when applying this procedure 
as it is purely heuristics-based. Luyben et al. (1998) recommend the use of 
quantitative measures from linear control theory (e.g., steady-state process gains), as 
and when required to assess relationships between the controlled and MVs. This work 
uses the aid of the steady-state simulation model to calculate these measures. The 
step-by-step application of this procedure is discussed in this section; each step is 
briefly described prior to its application. 
Level 1: Establish Control Objectives. The steady-state design of the 
process is assessed and the dynamic control objectives are formulated. The objectives 
typically include reaction and separation yields, product quality specifications, 
environmental restrictions and safety concerns. The PWC objectives for the styrene 
plant are as follows: 
(1) Production capacity: at least 100,000 tonnes/year (more than 110 kmol/h of 
styrene). 
(2) Product quality: circa 99.7%, which is the industry requirement (Tarafder et al., 
2005). 
(3) Process constraints:  
a) The split ratio of the fresh steam is 0.18. This means 18% of the fresh 
steam is mixed with the total EB (feed plus recycle), while the rest is sent 
to the furnace for super-heating. 
b) Ratio of steam to EB molar flow rates at the entrance of PFR-1 is set at 15. 
c) Temperature at both the reactor inlets should be 650°C to minimize the 
side reactions. 
d) The temperature of V-1 should be at or below 40°C in order to maximize 
organic product recovery.  
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e) The first distillation column should operate under vacuum due to the risk 
of styrene polymerization in the column bottom section. Hence, column 
operating pressure is set at 0.1 bars (Lee and Hubbell, 1982). 
Level 2: Determine Control Degrees of Freedom. The CDOF for the styrene 
plant is determined using the restraining number procedure to be 22 (Chapter 3). 
Level 3: Establish Energy Management System. Energy disturbances 
should not be allowed to propagate throughout the process. This can be done by 
transferring them to the plant utility system. The control system must ensure that 
exothermic heats of reaction are removed from the process. In the current application, 
the main reversible EB dehydrogenation (reaction 4.1) is highly endothermic, and is 
favored at high temperatures. The dealkylation reaction producing toluene (reaction 
4.3) is slightly exothermic, but it occurs to a considerably lower extent. Hence, there 
is no serious issue of removing exothermic heat of reactions. The inlet temperature of 
both the reactors needs to be controlled at the desired values. While the most direct 
manipulator for PFR-2 inlet temperature is the intermediate heater duty, two options 
are available for PFR-1 inlet temperature, namely, steam split ratio and furnace duty. 
The latter is chosen based on steady-state gain analysis. 
Level 4: Set Production Rate. The PVs that dominate the reactor productivity 
are typically reactor conditions such as temperature, pressure, reactant concentrations 
and hold-ups. The most dominant variable should be used to set throughput. The most 
suitable manipulator to control the selected variable is then identified. For the styrene 
plant, there is no constraint to set production via either supply or demand. From the 
dehydrogenation reaction kinetics, reaction temperature, pressure and EB 
concentration seem to be the dominant variables determining the reactor productivity. 
Of these, the most direct handles for changing production rate are temperature and EB 
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concentration. However, temperature cannot be selected as the reactor is operating 
close to the upper limit of 655°C. And, the reactor inlet composition is fixed due to 
the constraint on the steam-to-EB ratio. Hence, the total flow (fresh feed plus recycle) 
of EB is used for setting the production rate. The most suitable manipulator to control 
total EB flow is the fresh feed flow of EB.  
Level 5: Product Quality, Safety, Operational and Environmental 
Constraints. The best manipulators should be selected to achieve tight control of the 
product quality, safety and environmentally-important variables. The selection should 
be made such that the dynamic relationships feature small time constants and large 
steady-state gains between the CVs and MVs. The main product in this case is styrene 
coming from the bottoms stream of T-1. To achieve the product quality control, EB 
impurity composition of the bottoms stream from T-1 is controlled using the reboiler 
duty.  
The important operational constraints on the two reactor inlet temperatures 
have already been handled in Level 3. A ratio controller is installed to maintain the 
ratio of steam to total EB of PFR-1 inlet stream at the desired optimum value by 
adjusting the flow rate of fresh steam. The operating pressure of the vacuum column 
T-1 has to be controlled. Condenser duty is chosen as the manipulator over the vent 
stream flow rate and overhead compressor duty due to the larger steady-state gain. 
The temperature of V-1 is controlled using the cooling water flow of the cooler 
preceding the separator. Finally, the split ratio of the fresh steam is maintained by 
controlling the split steam flow. 
Level 6: Fix Flow in Recycle Loop and Select the Best Manipulated 
Variables for Inventory Control. Flow in every recycle loop is to be fixed. Then, 
the best available MVs are chosen to control the liquid and gas inventories based on 
 70 
                                               Chapter 4 A Comparative Study on Plant-Wide Control of a Styrene Plant 
 
Richardson’s rule, which states that an inventory variable should be controlled with 
the MV that exerts the largest effect on it within that unit. Firstly, the recycle flow of 
EB has to be fixed. This has already been settled in Level 4 when the total EB flow 
was controlled to set the production rate. Three pressures must be controlled, of which 
T-1 pressure has been settled in the previous level. V-1 and T-2 operating pressures 
are controlled using the respective most direct manipulators (i.e., lights flow and 
condenser duty respectively).  
Six levels must be now controlled. The level control scheme for V-1 is quite 
straightforward; the levels of the aqueous and organic phases are controlled using the 
respective outflows. The condenser and reboiler levels of T-1 are controlled using 
distillate flow and bottoms flow as the manipulators respectively. The condenser and 
reboiler levels of T-2 are controlled by manipulating reflux flow and bottoms flow 
respectively.  
Level 7: Check Component Balances. It is important to analyze how each 
component enters, leaves and is produced/consumed in the process in order to ensure 
that the overall material balance for each and every component is satisfied at steady 
state. The analysis can be done by preparing a “Downs Drill” table that lists each 
chemical component, its input, output, consumption and generation. Accordingly, 
Table 4.4 is prepared to check whether all the component balances have been 
satisfied. While all the control loops listed have already been developed in the 
previous levels, the composition control for the distillate stream of T-2 is configured 
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Table 4.4: Downs Drill Table Indicating Component Material Balance 
 









feed 0 0 
(4.1), (4.2), 
(4.3) 
Total EB flow 
control 
Steam Fresh 





Styrene 0 (4.1) SM 0 T-1 composition control 
Benzene Fresh 
feed (4.2) Tol/Ben 0 
Toluene 0 (4.3) Tol/Ben 0 
T-2 composition 
control 
Hydrogen 0 (4.1), (4.4), (4.5), (4.6) Lights (4.3) 
Ethylene 0 (4.2) Lights (4.4) 
Methane 0 (4.3) Lights (4.5) 
Carbon 
dioxide 0 (4.6) Lights 0 
Carbon 
monoxide 0 (4.4), (4.5) Lights (4.6) 
V-1 pressure control 
 
1. The numbers in brackets refer to the reactions listed in Section 4.2. 
2. Refer to Figure 4.1 for the stream names in the ‘Output’ column. 
 
Level 8: Control of Individual Unit Operations. The control loops 
necessary to operate each of the individual unit operations are established. The reflux 
in T-1 is flow-controlled. The vapor flow rate through T-1 overhead compressor is 
controlled using compressor duty. The bottoms composition of T-2 is controlled by 
manipulating reboiler duty.  
Level 9: Optimize Economics or Improve Dynamic Controllability. The 
remaining CDOFs should be used in the best possible manner either to optimize 
steady-state economics or to improve dynamic performance. The set points of some 
controllers can also be adjusted. The basic regulatory control structure for the styrene 
plant comprising 20 control loops has been established, and is named HS. The 
remaining 2 CDOFs are still unused. However, there is no particular necessity to 
establish any additional control loops. Economics and plant performance can be 
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further optimized by adjusting the set points of some controllers. As the total EB flow 
is used to set production, the set point of both the reactor temperature controllers can 
be selected to optimize styrene yield. T-1 reflux flow is set based on steady-state 
optimization with the aim of minimizing column energy consumption and loss of 
component recovery. The set points for the steam-to-EB ratio controller, split steam 
flow and T-1 vent flow are also set at their optimal values.  
The final regulatory control structure HS is summarized in Table 4.5. The 
flowsheet with the controllers installed is given in Figure 4.2. The CVs and MVs, and 
the tuning parameters for all the controllers are given in Table 4.5. The control valves 
are all designed for 50% valve opening under initial steady-state conditions. All the 
flow and pressure loops are tuned based on Luyben’s (2002) tuning rules. T-2 
condenser pressure loop is further fine-tuned. Most of the level loops are P-only as 
recommended by Luyben (2002). The exceptions are the level loops in V-1, which are 
implemented as PI controllers and tightly tuned. The reason for this is that the levels 
in V-1 are important variables that greatly affect PVs in the separation section, which 
in turn affects the PVs in the reaction section. The composition, temperature and ratio 
control loops are tuned as PI controllers using the auto-tuner in Aspen HYSYS. Some 
of these controllers are further fine-tuned to reduce undesirable oscillations. The 
entire plant with the controllers installed is simulated for 100 minutes without any 
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Table 4.5: Controllers with their Parameters for HS Control Structure for the 
Styrene Plant 
 
CV  MV  Controller Parameters [Kc(%/%), Ti(min)] 
Reaction Section 
Total EB flow  EB feed flow (TPM)  0.5, 0.3 
Steam/EB ratio at PFR-1 
inlet  LPS feed flow  0.36, 0.035 
Split steam flow  Split steam flow  0.5, 0.3 
PFR-1 inlet T  Furnace duty  0.11, 0.088 
PFR-2 inlet T  Intermediate heater duty  0.54, 0.087 
V-1 T  Cooling water flow  0.13, 0.14 
V-1 P  Lights flow  2, 10 
V-1 liquid % level  Organic flow  18.8, 0.45 
V-1 aqueous % level  Water flow  1.31, 0.12 
Product Column T-1 
Condenser P  Condenser duty  2, 10 
Condenser level  Distillate flow  0.8 
Reboiler level  Bottoms flow 0.5 
Reflux flow  Flow specification 
Bottoms EB composition  Reboiler duty  0.12, 108 
Vent flow  Compressor duty  0.5, 0.3 
Recycle Column T-2 
Condenser P  Condenser duty  1.5, 30 
Condenser level  Reflux flow  1.2 
Reboiler level  Bottoms flow  2 
Top EB composition  Distillate flow  0.43, 73.5 
Bottoms toluene composition  Reboiler duty  6.54, 1.05 
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Figure 4.2: Flowsheet with controllers for HS control structure 
 
An alternative heuristics control structure was proposed by Prof. W.L. Luyben 
during the course of review of the manuscript based on this chapter; we provided him 
details of the styrene process model for this purpose. This control structure, 
summarized in Appendix A, is named as LS and is also included in the performance 
assessment in Section 4.6. The main difference between HS and LS is the 
implementation of several feed-forward elements in the latter, such as the control of 
reflux-to-feed ratio in T-1 as opposed to the control of reflux flow alone in HS. Also, 
application of the heuristics procedure by different people leads to different control 
structures as heuristics are not always definitive, and are hence subject to the user’s 
choice. In particular, the column composition control schemes are significantly 
different in LS. In T-1, the EB impurity on stage 59 is controlled instead of bottoms 
EB impurity as direct control of a high purity product is quite difficult due to high 
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non-linearity. Temperature cannot be used to infer composition as the boiling points 
of EB and styrene are very close. Next, the reflux-to-feed ratio is controlled as this 
scheme is found to handle changes in feed composition better than a constant reflux 
ratio scheme. As for T-2, the toluene impurity on stage 29 is controlled instead of 
bottoms toluene impurity following the same reasoning given for T-1. Temperature 
cannot be used in this case as the temperature profile in the stripping section is very 
flat. Next, a second composition controller is required in this column as both the 
reflux-to-feed and reflux ratios must change in order to maintain the product purity in 
the presence of feed composition disturbances. Hence, the distillate-to-reflux ratio is 
controlled, which in turn is manipulated by the stage 9 temperature controller. 
Inferential composition control can be used in the rectifying section of T-2 as there 
are significant changes in temperature from stage to stage. 
 
4.4 Application of the Integrated Framework 
A simulation-based heuristics methodology (IF) to develop a PWC structure 
has been recently proposed by Konda et al. (2005). The main advantage of IF is that 
the use of non-linear simulation tools such as Aspen HYSYS makes it easier to apply 
the more difficult heuristics, which need experience and process understanding for 
their effective usage. In each level of the eight-level improved heuristics 
methodology, non-linear steady-state and dynamic simulation models of the plant are 
used to take the decision or support the decision suggested by heuristics. This 
procedure is applied to the styrene process (Figure 4.1) in order to develop a 
decentralized control structure. As was done in the previous section, each step is 
briefly described prior to its application. 
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Level 1.1: Define PWC Objectives. PWC objectives should be formulated 
from the operational requirements of the plant. Typically, the control objectives 
comprise product quality and production rate, plant stability requirements, process 
and equipment constraints, safety requirements and environmental regulations. 
Steady-state simulation models can be used to check whether the process is operating 
at stable steady state or not. For the styrene plant, the PWC objectives are the same as 
those listed in Level 1 of Luyben’s procedure in Section 4.3. 
Level 1.2: Determine CDOF. The CDOF of the process flowsheet is 
determined using the restraining number method. For the styrene plant, the CDOF = 
22 (Chapter 3).  
Level 2.1: Identify and Analyze Plant-Wide Disturbances. Plant 
disturbances have considerable effect on the control structure selection and controller 
tuning. Hence, steady-state simulation models can be used to try expected 
disturbances and observe how their effect is propagated throughout the plant. The 
important plant-wide disturbances in the styrene process are ±5% and -20% variation 
in the fresh EB feed rate, ±10% variation in LPS feed rate and -2% variation in EB 
feed composition. Using the steady-state simulation model, it is observed that ±5% (-
20%) variation in the EB feed flow causes a ±5% (-20%) variation in the separation 
section flows. The -2% variation in the EB feed composition leads to -2% variation in 
the styrene flow rate. The steam flow rate variation has very little effect on the 
separation section flow rates (< 1%). Thus, both the upstream (reaction) and 
separation sections of the styrene plant are observed to be equally sensitive for 
majority of the disturbances. 
Level 2.2: Set Performance and Tuning Criteria. At this preliminary stage, 
settling time is chosen as the performance criterion. While preliminary tuning of flow, 
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level and pressure controllers can be done based on guidelines available in Luyben 
(2002), the built-in auto-tuning tools in dynamic simulators can be used to obtain 
good initial controller settings for composition and temperature loops. From the 
disturbance analysis in the previous level, it is concluded that any change in the EB 
feed flow produces the same amount of change in the separation section flow rates. 
Hence, no additional concerns regarding the tuning criteria arise. 
Level 3.1: Production Rate Manipulator Selection. This step involves the 
identification of the primary process path from the main raw material to the main 
product. Implicit variables (e.g., reactor operating conditions), on this path are 
preferred over explicit variables (fixed-feed followed by on-demand options) as the 
throughput manipulator (TPM). The steady-state simulation model comes in handy to 
make the choice on the primary process path as well as the TPM. The PV with the 
maximum steady-state gain will be the primary choice for TPM. From the steady-state 
simulation, the steady-state gain of EB to styrene is observed to be greater than that of 
steam to styrene. Hence, the primary process path is chosen as EB to styrene. As 
reactor conversion is an optimization decision and hence cannot be used for 
production rate manipulation, the next best alternative for TPM is the fresh feed flow 
of EB.  
Level 3.2: Product Quality Manipulator Selection. This step involves the 
selection of the MV for product quality. The unit producing the product stream can be 
simulated separately (steady state and, if required, dynamic) for making this selection. 
Based on the RGA results for T-1, reboiler duty is chosen as the product quality 
manipulator. 
Level 4.1: Selection of Manipulators for More Severe Controlled 
Variables. This step deals with process constraints such as equipment and operating 
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constraints, safety concerns and process stability issues. The best manipulators for 
meeting severe process constraints can be selected with the use of dynamic 
simulation. As stated in Section 4.3, the process constraints in the styrene plant are the 
steam split ratio, steam-to-EB ratio at PFR-1 inlet, stream temperatures at both the 
reactor inlets, the temperature of V-1 and operating pressure of T-1. First, the split 
ratio of the fresh steam is maintained by flow control of the split steam. Secondly, 
ratio control is employed to maintain the steam-to-EB ratio at PFR-1 inlet by 
manipulating the fresh LPS flow rate. Thirdly, there are two possible manipulators for 
controlling PFR-1 inlet temperature, namely, steam split ratio or the duty of the 
furnace used for steam superheating. The reaction section is separately simulated in 
steady state to study the percentage changes in the MV required to maintain PFR-1 
inlet temperature at its set point for both the possible manipulators. It is observed that 
only a small change in the furnace duty is required to maintain the inlet temperature at 
the set point. Hence, the furnace duty is chosen as the manipulator. As for PFR-2 inlet 
temperature, the duty of the intermediate heater preceding it is the best manipulator. 
Next, V-1 temperature is controlled using the cooling water flow of the cooler 
preceding V-1. Finally, the manipulator for T-1 condenser pressure is condenser duty 
due to the larger steady-state gain.  
Level 4.2: Selection of Manipulators for Less Severe Controlled 
Variables. This step deals with the level and pressure control loops. Levels along the 
primary process path should be self-consistent. Dynamic simulation can be used to aid 
in taking the decisions based on heuristics. In case of any conflict, decisions 
supported by simulation must be chosen as heuristics may not always be valid. For the 
current case, as the reflux and boil up ratios for both the columns are considerably less 
than 10, there are no severe restrictions on the choice of the level control variables 
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(Fruehauf and Mahoney, 1993). The levels in the primary process path should be 
controlled in the direction of flow in order to have a self-consistent structure for the 
selected TPM (namely, fresh EB feed flow rate). Based on this heuristic, the reboiler 
level for T-1 is controlled by the bottoms flow. The other levels, namely the liquid 
and the aqueous levels in V-1 are also controlled in the direction of flow. 
The levels in side paths should be controlled such that the disturbances are 
directed away from the primary process path. Based on this heuristic, the condenser 
level in T-1 should be controlled by the distillate flow, and the condenser and reboiler 
levels in T-2 should be controlled by the distillate flow and reboiler duty respectively. 
The reboiler level in T-2 should not be controlled by bottoms flow as it back-
propagates the disturbances to the primary process path. However, this heuristic could 
not be followed for T-2 for the following reason. From the RGA results of T-2, the 
manipulators for the condenser and reboiler levels are the reflux and bottom flows 
respectively. To summarize the results for the two columns, the CV-MV pairings 
decided in this step are condenser level-distillate flow and reboiler level-bottoms flow 
for T-1, and condenser level-reflux flow and reboiler level-bottoms flow for T-2. 
Finally, the operating pressures of T-2 and V-1 are appropriately controlled by 
manipulating condenser duty and lights flow respectively. 
Level 5: Control of Unit Operations. This step should be considered before 
checking component material balances as some component inventory loops can be 
implicitly taken care of at this stage, which will make the analysis in the next level 
easier. The individual unit operations can be simulated to decide on the composition 
and temperature loops, and also for controller tuning. The composition and 
temperature loops are set up and tuned using the auto-tuner in Aspen HYSYS. Based 
on the results obtained in the earlier levels, LV and DV configurations are employed 
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for T-1 and T-2 respectively. In addition, the vapor flow rate through T-1 overhead 
compressor is controlled using the compressor duty. 
Level 6: Check Component Material Balances. It must be ensured that the 
accumulation of each component in the overall process is zero. Accumulation tables 
can be prepared in the simulation models to check that the accumulation of all the 
components is zero while the plant without the recycle loops is in operation. For the 
current case, the dynamic simulation for the whole plant without the recycle loop 
closed, is run with the accumulation tables of all the components and units prepared 
using the spreadsheet in Aspen HYSYS. These results reveal that accumulation is 
negligible, and thus the component inventory is regulated well. 
Level 7: Effects due to Integration. Unlike Luyben’s heuristic procedure, 
this analysis is done only after all the above levels have been handled. The severity of 
the recycle dynamics can be studied by simulating the process for anticipated 
disturbances, both with and without the recycle stream. The recycle dynamics can be 
taken to be severe if the process with recycle shows considerably slower or even 
unstable dynamics. In that case, the control structure developed has to be modified 
using heuristics to aid in making the decision. 
So far, dynamic simulation has been run with the recycle stream unconnected. 
In this step, the closed-loop dynamic simulation is run, both with and without recycle, 
and analyzed for the important plant-wide disturbances, namely d1, d2, d3 and d4. 
The performance indicators considered are the process settling time and the recently 
developed DDS measure of Konda and Rangaiah (2007). The resulting settling times, 
change in the overall EB conversion and the DDS values are presented in Table 4.6 
for both with and without the recycle stream connected. It can be observed that the 
presence of (connected) recycle increases the settling time to nearly twice/thrice that 
 81
                                               Chapter 4 A Comparative Study on Plant-Wide Control of a Styrene Plant 
 
of the case without recycle. The EB inventory profiles shown in Figure 4.3 clearly 
illustrate that, while the general trends are similar, the structure with recycle exhibits 
slower response. Next, compared to the plant without recycle, the change in 
conversion is twice as much in the presence of recycle for all the four disturbances 
(Table 4.6). DDS values are also significantly larger, indicating poorer performance.  
 
Table 4.6: Settling Time, Change in Per-Pass EB Conversion and DDS for 






(Final – Initial, %)
DDS  
(kmol) No. Disturbance Magnitude 
IF(o) IF(r) IF(o) IF(r) IF(o) IF(r) 
d1 -5% 110 340 +0.38 +0.69 14 23 




-20% 300 505 +1.66 +3.10 58 87 
d4 Feed composition -2% 0 155 +0.19 +0.32 11 14 
Note:  In this table, IF(o) refers to control structure IF without the recycle and IF(r) refers to control 


























Figure 4.3: EB accumulation profile in the presence of disturbance d1 for control 
structure IF without and with recycle 
 
Due to the aforesaid effects of the liquid recycle, the control system needs to 
be improved further. From the above analysis, it is suspected that the larger change in 
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conversion in the presence of disturbances is the root cause of the poorer 
performance. This is because the deviation of conversion from the optimum value has 
a profound effect on the separation section and recycle flows, and the system takes a 
longer time to settle down to the new steady state. Hence, it is advisable to control the 
conversion at the optimum value. The three potential manipulators for controlling the 
EB conversion are the temperature, pressure and composition at PFR-1 inlet. The 
additional constraint of maintaining the steam-to-EB ratio at the reactor inlet and the 
relatively lesser impact of pressure on the reactions taking place leaves reactor inlet 
temperature as the most promising manipulator for conversion. It is in turn maintained 
by the furnace duty (cascade loop). 
The conversion controller is installed and the simulation is run for the same 
plant-wide disturbances. From the results in Table 4.7, it can be seen that controlling 
the conversion overcomes all the mentioned problems. The process settles faster, 
conversion is maintained at its set point and DDS values are also lower for all 
disturbances (Table 4.7). Thus, the inclusion of the conversion controller results in a 
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Table 4.7: Settling Time, Change in Per-Pass EB Conversion and DDS for 






(Final – Initial, %)
DDS  
(kmol) No. Disturbance Magnitude 
IF(a) IF(b) IF(a) IF(b) IF(a) IF(b) 
d1 -5% 340 290 +0.69 0 23 19 




-20% 505 440 +3.10 0 87 74 
d4 Feed composition -2% 155 110 +0.32 0 14 13 
Note: In this table, IF(a) refers to control structure IF without conversion controller and IF(b) refers to 
control structure IF with the conversion controller implemented. 
 
Level 8: Enhance Control System Performance, if Possible. Further 
modifications, if needed, can be made to enhance the control system performance. 
Two more CDOFs are still left, but the control structure developed is adequate. 
Hence, further modifications are not required. 
The final decentralized control structure IF is summarized in Table 4.8. The 
flowsheet with the controllers installed is given in Figure 4.4. The CVs and MVs 
along with the parameter values for all the controllers are given in Table 4.8. The 
control structure comprises 21 control loops, which includes a ratio controller and a 
cascade controller. The control valves are all designed for 50% valve opening under 
steady-state conditions. The controller tuning procedure is similar to that of HS in 
Section 4.3. The tuning parameters for the reaction section are the same as that of HS 
(Table 4.5) whereas they are slightly different for some loops in the separation 
section. The entire plant with the controllers installed is simulated for 100 minutes 
without any disturbance. This base case is then used for the performance assessment 
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Table 4.8: Controllers with their Parameters for IF Control Structure for the 
Styrene Plant 
 
CV  MV  Controller Parameters  [Kc (%/%), Ti (min)] 
Reaction Section 
Styrene production rate  EB feed flow (TPM) 0.5, 0.3 
Steam/EB ratio at PFR-1 inlet  LPS feed flow  0.36, 0.035 
Split steam flow Split steam flow  0.5, 0.3 
EB conversion  PFR-1 inlet T SP  0.1, 0.5 
PFR-1 inlet T (cascade) Furnace duty  0.11, 0.088 
PFR-2 inlet T  Intermediate heater duty 0.54, 0.087 
V-1 T  Cooling water flow 0.13, 0.14 
V-1 P  Lights flow 2, 10 
V-1 liquid % level  Organic flow  18.8, 0.45 
V-1 aqueous % level  Water flow  1.31, 0.12 
Product Column T-1 
Condenser P  Condenser duty  2, 10 
Condenser level  Distillate flow  2 
Reboiler level  Bottoms flow  1.5 
Top Styrene composition Reflux flow 0.5, 27.3 
Bottoms EB composition  Reboiler duty  0.23, 54 
Vent flow Compressor duty  0.5, 0.3 
Recycle Column T-2 
Condenser P  Condenser duty  2, 20 
Condenser level  Reflux flow  2 
Reboiler level  Bottoms flow  2 
Top EB composition  Distillate flow  0.43, 73.5 
Bottoms toluene composition Reboiler duty 6.54, 1.05 
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Figure 4.4: Flowsheet with controllers for IF control structure 
 
4.5 Application of Self-Optimizing Control Procedure 
Skogestad (2004) presented a systematic approach based on self-optimizing 
control for PWC of chemical plants. In this procedure, the control system is divided 
into three layers based on time scale: local optimization (hours), supervisory control 
(minutes) and regulatory control (seconds). The layers are linked by the CVs, 
whereby the set points computed by the upper layer are implemented by the lower 
layer. The implementation of this procedure is divided into two main parts: top-down 
analysis (levels 1 to 4 below) to identify degrees of freedom (DOF) and primary CVs 
(self-optimizing variables) and bottom-up design (levels 5 to 8) to determine 
secondary CVs and control system structure. This procedure is applied to the styrene 
process (Figure 4.1) in order to develop the PWC structure. As was done in the 
previous sections, each step is briefly described prior to its application. 
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Level 1: Definition of Operational Objectives. This step deals with 
identifying the operational constraints and also a scalar cost function J to be 








    (4.7)  
subject to the constraints: 
1. EB feed rate = 151.3 kmol/h 
2. feed steam split ratio for mixing with the total EB stream: 0.1 ≤ split ratio ≤ 
1.0  
3. furnace exit temperature ≤ 855 °C  
4. PFR-1 inlet steam-to-oil ratio: 7 ≤ SOR ≤ 20  
5. PFR-1 temperature: 600 °C ≤ PFR-1 T ≤ 655 °C  
6. PFR-2 temperature: 600 °C ≤ PFR-2 T ≤ 655 °C 
7. cooler outlet temperature = 40 °C  
8. T-1 operating pressure = 0.1 bar  
9. minimum production rate ≥ 110 kmol/h of styrene monomer 
10.  styrene product purity ≥ 0.997 
In equation 4.7, pSM, pben/tol, pfuel, pEB, pLPS, psteam, pcw and ppow refer to the prices of 
styrene monomer product, benzene/toluene product, fuel (includes both fuel to the 
furnace and heater as well as the lights stream from V-1), EB feed, LPS feed, steam to 
the reboilers, cooling water to the cooler and condensers, and power to the pumps and 
compressor respectively. It is assumed that the lights stream from V-1 is sold as fuel. 
Refer to Table 4.9 for the unit price of raw materials and utilities. FSM, Fben/tol, Qfuel, 
FEB, FLPS, Qheaters, Qsteam, Qcw and Wpow refer to the flows of styrene product, 
benzene/toluene product, fuel value of the lights stream from V-1, EB feed, LPS feed, 
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fuel to the furnace and heaters, steam to the reboilers, cooling water to the cooler and 
condensers, and power to the pumps and compressor respectively. 
 
Table 4.9: Unit Prices of Raw Materials, Products and Utilities 
 
Chemical/Fuel/Utility Price Unit Remarks 
EB 0.4 US$/kg 
Styrene monomer 0.8 US$/kg 
LPS  0.013 US$/kg 
Benzene 0.349 US$/kg 
Toluene 0.322 US$/kg 
Chemical Market Reporter  
(April 2001) 
Benzene/Toluene 0.325 US$/kg Based on stream composition, and pure chemical and separation costs 
Electricity 1.68E-05 US$/kJ 
Cooling water 3.54E-07 US$/kJ 
Fuel 6.00E-06 US$/kJ 
Steam utility  7.78E-06 US$/kJ 
Turton et al. (2003) 
(based on 2001 rates) 
 
Level 2: Manipulated Variables and Degrees of Freedom. The steady-state 
and dynamic DOFs need to be identified. For the styrene plant, as mentioned earlier, 
the CDOF is determined to be 22 using the restraining number procedure (Chapter 3). 
Out of these, there are 11 steady-state DOFs for the styrene plant (Table 4.10). Tables 
4.11 and 4.12 list the steady-state and dynamic DOFs, and the selected CVs for the 
styrene process respectively. MVs U1 to U6 in Table 4.11 are the steady-state DOFs 
for the reaction section and U7 to U11 for the separation section. The CVs in Table 
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Table 4.10: Steady-State Degrees of Freedom for the Styrene Plant 
 
Process Unit Steady-State DOF 
External feed streams (EB and LPS) 1 × 2 = 2 
LPS splitter 1 × 1 = 1 
Heat exchangers (2 heaters and 1 cooler) 1 × 3 = 3 
Heat exchangers in the two columns 2 × 2 = 4 
T-1 overhead compressor 1 × 1 = 1 
Total Steady-State DOF 11 
 
Table 4.11: Manipulated Variables Considered in this Work for the Styrene 
Plant 
 
MVs with Steady-State Effect Only MVs with Dynamic Effect only 
U1 EB feed flow U12 V-1 vapor flow (pressure control) 
U2 LPS feed flow  U13 V-1 organic flow (level control) 
U3 Feed LPS Split Ratio U14 V-1 aqueous flow (level control) 
U4 Furnace heat duty U15 T-1 condenser duty (pressure control) 
U5 Intermediate heater duty U16 T-1 distillate flow (level control) 
U6 Cooler cooling water flow U17 T-1 bottoms flow (level control) 
U7 T-1 overhead compressor duty U18 T-2 condenser duty (pressure control) 
U8 T-1 reflux flow U19 T-2 distillate flow (level control) 
U9 T-1 reboiler duty U20 T-2 bottoms flow (level control) 
U10 T-2 reflux flow U21 PFR-1 exit flow (pressure control) 
U11 T-2 reboiler duty U22 PFR-2 exit flow (pressure control) 
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Table 4.12: Candidate Controlled Variables Selected in this Work for the 
Styrene Plant 
 
No. Candidate CV No. Candidate CV 
Y1 Furnace inlet T Y30 T-2 distillate compositions 
Y2 Furnace outlet T Y31 T-2 bottoms compositions 
Y3 FEHE tube-side inlet T Y32 PFR-1 inlet compositions 
Y4 FEHE tube-side outlet T Y33 Furnace inlet P 
Y5 FEHE shell-side inlet/PFR-2 outlet T Y34 Furnace outlet P 
Y6 FEHE shell-side outlet/cooler inlet T Y35 FEHE tube-side inlet P 
Y7 PFR-1 inlet T Y36 FEHE tube-side outlet P 
Y8 PFR-1 outlet T Y37 FEHE shell-side inlet/PFR-2 outlet P 
Y9 PFR-2 inlet T Y38 FEHE shell-side outlet/cooler inlet P 
Y10 Cooler outlet/V-1 T Y39 PFR-1 inlet P 
Y11 T-1 intermediate stage T Y40 PFR-1 outlet P 
Y12 T-2 intermediate stage T Y41 PFR-2 inlet P 
Y13 EB feed flow Y42 V-1 P 
Y14 LPS feed flow Y43 T-1 overhead vapor flow 
Y15 Total EB flow Y44 T-1 P 
Y16 Mixer outlet (stream 2) flow Y45 T-2 P 
Y17 Steam flow to furnace Y46 Furnace heat duty 
Y18 PFR-2 exit flow Y47 Intermediate heater duty 
Y19 V-1 vapor flow Y48 Cooler heat duty 
Y20 V-1 aqueous flow Y49 Steam-to-oil ratio (SOR) at PFR-1 inlet 
Y21 V-1 organic/feed to T-1 flow Y50 Overall EB conversion across both reactors 
Y22 T-2 bottoms/recycle flow Y51 Selectivity to styrene across both reactors 
Y23 Styrene monomer/T-1 bottoms flow Y52 V-1 liquid level 
Y24 V-1 vapor compositions Y53 V-1 aqueous level 
Y25 V-1 aqueous compositions Y54 T-1 condenser level 
Y26 V-1 organic/feed to T-1 compositions Y55 T-1 reboiler level 
Y27 T-1 vent compositions Y56 T-2 condenser level 
Y28 T-1 distillate compositions Y57 T-2 reboiler level 
Y29 T-1 bottoms compositions   
Note: Stream compositions are numbered singularly for conciseness. Individual components are 
numbered by adding a suffix to the stream composition number (eg: Y26a for feed to T-1 EB 
composition). 
 
Level 3: Primary Controlled Variables. The implementation of the 
procedure at this level is divided into three steps. First, an optimization of the 
flowsheet needs to be carried out with respect to steady-state DOFs for various 
disturbances, in order to identify active constraints in the plant. Next, a local linear 
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analysis is carried out to identify the remaining CVs. This is followed by evaluation 
of the loss for the promising sets of CVs, by adopting constant set-point policy in the 
presence of disturbances and/or implementation errors.  
Level 3.1: Optimization. Optimization of the Distillation Columns: As 
listed in Table 4.11, there are 5 steady-state DOFs for the distillation train. In order to 
avoid product give-away, it is always optimal to have the most valuable product as an 
active constraint. For the styrene plant, the main product is styrene and hence its 
purity requirement of 99.7% is an active constraint. For the other distillation products, 
the optimal operating point is determined by a trade-off between maximizing the 
recovery of the valuable components and minimizing the energy consumption in the 
columns. The relation between reboiler duty and the respective mole fraction of the 
valuable component in each column is plotted (not shown for the sake of brevity). 
Note that one of the DOFs in T-1 (overhead vapor flow) is utilized to reduce energy 
consumption in T-2. As mentioned in Araujo et al. (2007a), when the mole fraction of 
an impurity component is sufficiently small, the amount of energy required to reduce 
the impurity rises exponentially. Hence, a good trade-off is achieved at the edge of the 
“flat” region in the graph. Accordingly, the optimum values for the remaining 4 
steady-state DOFs (i.e., product compositions) are determined and are listed in Table 
4.13 together with the already identified active constraint. 
 
Table 4.13: Self-Optimizing Specifications for the Distillation Columns 
 
Column Specification Value 
Product column (T-1) Mole fraction of styrene in distillate stream 0.01 
 Mole fraction of EB in bottoms stream 0.003 
 Overhead vapor flow rate 1.5 kmol/h
Recycle column (T-2) Mole fraction of EB in distillate stream 0.01 
 Mole fraction of toluene in bottoms stream 0.01 
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Optimization of the Entire Process (Reactors and Recycle): Optimization 
with respect to the remaining 6 steady-state DOFs needs to be carried out. However, 
in order to have a fair comparison with the two control structures developed earlier in 
the previous sections, the original operating point is still used to carry out the 
subsequent steps in the development of the SOC structure. Based on the chosen 
operating point, three more active constraints in the reaction section are now 
identified in addition to the active constraints listed in Table 4.13. These are: (1) flow 
rate of EB feed stream = 151.3 kmol/h, (2) PFR-1 inlet temperature = 650 °C (chosen 
due to its importance to the reactions in this process) and (3) V-1/cooler outlet 
temperature = 40 °C. The remaining number of unconstrained DOFs is now 6 – 3 = 3. 
In the next step, a local linear analysis is carried out to identify the promising sets of 
three CVs. 
Level 3.2: Local Linear Analysis. With the identification of eight active 
constraints, three unconstrained DOFs in the form of LPS feed rate, reactor 
intermediate heater duty and LPS split ratio are still left. Subtracting the 8 CVs 
consumed by the active constraints from the 57 candidate CVs listed in Table 4.12, 
the number of possible sets of CVs is still very large (49C3 = 18424). Hence, similar to 
the analysis in Araujo et al. (2007a), a two-stage selection procedure is employed to 
identify the remaining CVs. The first step involves a local linear analysis to shortlist 
the sets of candidate CVs. Here, the BAB algorithm procedure laid out in Araujo et al. 
(2007a) for maximizing the minimum singular value of S1G(Juu)-1/2 is used to identify 
the most promising sets of CVs. Refer to Araujo et al. (2007a) for details on the 
calculation of S1 (diagonal matrix of inverse of total spans), G (steady-state gain 
matrix from the unconstrained DOFs to the CVs) and Juu (Hessian of the cost function 
with respect to the unconstrained DOFs). 
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The list of anticipated disturbances considered in the analysis is given in Table 
4.14. This list is slightly different from that given in Table 4.3 earlier, as it has been 
prepared to conform to the disturbances considered in Araujo et al. (2007a), who 
considered set-point changes also as disturbances. The effect of these disturbances on 
23 selected PVs is illustrated in Table 4.15. These PVs are selected as they are 
expected to lead to small losses. In this table, “optimal variation” refers to the largest 
deviation of the concerned PV at the final steady state from the nominal value in the 
presence of disturbances. The implementation error is assumed to be 5% of the 
nominal value except for the compositions, for which it is fixed at 0.0001. “Total 
span” is the sum of the optimal variation and implementation error. 
 
 
Table 4.14: List of Anticipated Disturbances for Self-Optimizing Control 
 
Disturbances/Set-Point Changes Nominal Value 
New 
Value Change
D1 EB feed flow (High) 151.3 158.87 +5% 
D2 EB feed flow (Low) 151.3 143.74 -5% 
D3 Benzene impurity in EB feed (High) 0.003 0.008 +0.005 
D4 Pre-exponential factor for main reaction in PFR-1 (Low)*  4427 4206 -5% 
D5 Pre-exponential factor for main reaction in both PFRs (Low)*  4427 4206 -5% 
D6 PFR-1 inlet pressure (High) 2.40 bars 2.52 bars +5% 
D7 PFR-2 inlet pressure (High) 1.80 bars 1.89 bars +5% 
D8 PFR-1 inlet temperature (High) 650.0°C 655.0°C +5°C 
D9 PFR-2 inlet temperature (High) 650.0°C 655.0°C +5°C 
D10 Styrene product purity requirement (High) 0.997 0.999 +0.002 
D11 T-1 distillate styrene impurity (High) 0.015 0.035 +0.02 
D12 T-2 distillate EB impurity (High) 0.01 0.03 +0.02 
D13 T-2 bottoms toluene impurity (High) 0.01 0.03 +0.02 
D14 D4 + D8 650.0°C 655.0°C +5°C 
D15 D5 + D8 + D9 650.0°C 655.0°C +5°C 
*These disturbances simulate deactivation of catalyst. 
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Next, values of S1, G and Juu are obtained using the Aspen HYSYS steady-
state model. SVD is then performed using MATLAB, and the maximum values of 
σ(S1G(Juu)-1/2) obtained is listed in Table 4.16 for the top 10 candidate sets of CVs. 
Note that the top 10 sets include the furnace outlet temperature as one of the CVs. 
Hence, it is selected as a primary CV and the next step considers the selection of the 
remaining two CVs. 
Level 3.3: Non-Linear Analysis (Evaluation of the Loss). Next, the loss for 
the top 10 promising sets of CVs from Table 4.16 is evaluated by keeping constant 
set-point policy in the presence of disturbances and implementation errors. This is 
done using the Aspen HYSYS steady-state model with the aid of the “Adjust” 
module. The results are summarized in Table 4.17. The three individual losses listed 
in this table are the average for 6 disturbances, 7 set-point changes and 2 
implementation errors respectively, and the overall loss is the average for all these 
individual losses. Though the actual order of ranking of the top 10 sets from the local 
linear analysis and from the evaluation of the loss slightly differs, the topmost set is 
found to be the same in both cases. In addition, it is observed that one of the selected 
CVs is the inlet composition to PFR-1 and the other is the product composition from 
the reaction section (Table 4.17). Logically, these are the rightful candidates that 
would lead to optimal control of the reaction section. This re-enforced the confidence 
in both the local analysis and the loss evaluation. To summarize the findings in this 
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Table 4.15: Candidate Controlled Variables with Small Losses in the Local 
Linear Analysis 
 







Furnace outlet T Y2 801.84 15.22 40.09 55.31 
PFR-1 inlet T Y7 650 5 32.5 37.5 
PFR-1 outlet T Y8 588.65 4.29 29.43 33.72 
PFR-2 inlet T Y9 650 5 32.5 37.5 
PFR-2 outlet T Y5 617.87 4.56 30.9 35.45 
Cooler outlet/V-1 T Y10 40 0 2 2 
EB feed flow Y13 151.3 7.57 7.57 15.14 
LPS feed flow Y14 3371.13 0 168.56 168.56 
V-1 vapor flow Y19 264.5 12.78 13.23 26.01 
Feed to T-1 (EB) composition Y26a 0.34 0.02 0.0001 0.02 
Feed to T-1 (SM) composition Y26b 0.56 0.013 0.0001 0.014 
T-1 vent (SM) flow Y27 0.0034 0.0068 0.0001 0.0069 
T-1 distillate (SM) composition Y28b 0.01 0.02 0.0001 0.02 
T-1 bottoms (EB) composition Y29a 0.003 0.002 0.0001 0.0021 
T-2 distillate (EB) composition Y30a 0.01 0.02 0.0001 0.02 
T-2 bottoms (Toluene) 
composition Y31d 0.01 0.02 0.0001 0.02 
PFR-1 inlet (EB) composition Y32a 0.063 0.0042 0.0001 0.0043 
PFR-1 inlet (Steam) composition Y32b 0.94 0.0043 0.0001 0.0044 
PFR-1 inlet P Y39 240 12 12 24 
PFR-2 inlet P Y41 180 9 9 18 
Steam-to-oil ratio at PFR-1 inlet Y49 15 1.14 1.5 2.64 
Overall EB conversion  Y50 65.64 2.03 1 3.03 
Overall styrene selectivity  Y51 84.21 1.45 1 2.45 
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Table 4.16: Minimum Singular Values for the Top 10 Candidate Sets of 
Unconstrained Controlled Variables 
 
Rank CV 1 CV 2 CV 3 σ(S1G(Juu)-1/2) 
1 Furnace outlet T (Y2) 
Feed to T-1 SM 
composition (Y26b) 
PFR-1 inlet EB 
composition (Y32a) 0.0985 
2 
Furnace outlet T 
(Y2) 
Feed to T-1 SM 
composition (Y26b) 
PFR-1 inlet steam 
composition (Y32b) 0.0979 
3 
Furnace outlet T 
(Y2) LPS feed flow (Y14) 
Feed to T-1 SM 
composition (Y26b) 0.0914 
4 
Furnace outlet T 
(Y2) 
Feed to T-1 EB 
composition (Y26a) 
PFR-1 inlet EB 
composition (Y32a) 0.0854 
5 
Furnace outlet T 
(Y2) 
Feed to T-1 EB 
composition (Y26a) 
PFR-1 inlet steam 
composition (Y32b) 0.0848 
6 
Furnace outlet T 
(Y2) LPS feed flow (Y14) 
Feed to T-1 EB 
composition (Y26a) 0.0769 
7 
Furnace outlet T 
(Y2) 
PFR-1 inlet EB 
composition (Y32a) 
Overall EB 
conversion (Y50) 0.0627 
8 
Furnace outlet T 
(Y2) 
PFR-1 inlet steam 
composition (Y32b) 
Overall EB 
conversion (Y50) 0.0624 
9 
Furnace outlet T 
(Y2) 
Feed to T-1 SM 
composition (Y26b) 
SOR at PFR-1 inlet 
(Y49) 0.0614 
10 
Furnace outlet T 
(Y2) LPS feed flow (Y14) 
Overall EB 
conversion (Y50) 0.0531 
 
Level 4: Production Rate Manipulator. The location of the TPM needs to be 
identified next. The optimal location follows from the steady-state optimization in the 
previous level. The choice of the TPM affects the way inventory is controlled as it is 
desired to have a self-consistent control structure. There are two modes of operation: 
Mode I (Fixed throughput) and Mode II (Maximum throughput). While the former 
occurs when the feed or product rate is given or limited, the latter occurs when the 
market conditions are such that it is optimal to maximize the throughput. For the 
styrene plant, the analysis in the previous three levels has been done by assuming a 
fixed feed rate (i.e., Mode I of operation). In order to identify the TPM for Mode II, 
the bottleneck in the process needs to be determined by identifying the maximum 
achievable feed rate in the presence of disturbances (Skogestad, 2004). The TPM 
needs to be placed at the bottleneck in order to maximize the flow through it.  
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Table 4.17: Average Losses for the Top 10 Candidate Sets from the Local Linear 
Analysis 
 
Average Loss (US$/h) for 








1 Feed to T-1 SM composition (Y26b) 
PFR-1 inlet EB 
composition (Y32a) 33.01 8.22 -0.89 16.92 
2 Feed to T-1 SM composition (Y26b) 
PFR-1 Inlet steam 
composition (Y32b) 33.55 11.94 0.34 19.04 
3 LPS feed flow (Y14) 
Feed to T-1 SM 
composition (26b) 38.73 10.66 22.46 23.46 
4 Feed to T-1 EB composition (Y26a) 
PFR-1 inlet EB 
composition (Y32a) 34.20 9.20 -1.05 17.83 
5 Feed to T-1 EB composition (Y26a) 
PFR-1 inlet steam 
composition (Y32b) 34.64 11.17 0.19 19.09 
6 LPS feed flow (Y14) 
Feed to T-1 EB 
composition (Y26a) 35.22 8.94 23.26 21.36 
7 PFR-1 inlet EB composition (Y32a) 
Overall EB 
conversion (Y50) 34.05 8.92 -3.38 17.33 
8 PFR-1 inlet steam composition (Y32b) 
Overall EB 
conversion (Y50) 34.66 10.83 -1.38 18.73 
9 Feed to T-1 SM composition (Y26b) 
SOR at PFR-1 inlet 
(Y49) 33.54 9.10 31.94 21.92 
10 LPS feed flow (Y14) 
Overall EB 
conversion (Y50) 35.45 9.52 28.04 22.36 
 
Table 4.18: The Selected Primary Controlled Variables 
 
No. PV 
1 EB feed flow Y13 
2 Furnace outlet T Y2 
3 PFR-1 inlet T Y7 
4 PFR-1 inlet EB composition Y32a
5 V-1 T Y10 
6 Feed to T-1 SM composition Y26b
7 T-1 distillate SM composition Y28b
8 T-1 bottoms EB composition Y29b
9 T-1 overhead vent flow Y43 
10 T-2 distillate EB composition Y30a
11 T-2 bottoms toluene composition Y31d
 
The Aspen HYSYS steady-state model is utilized to locate the bottleneck by 
increasing the external stream (EB feed) flow rate, and determining the location in the 
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plant that first reaches its maximum capacity. The maximum capacity considered for 
each equipment is listed in Table 4.19. Figure 4.5 clearly illustrates that as the fresh 
EB flow rate is increased, the operating profit of the plant increases almost linearly. 
The linear baseline in the figure is the projection of the profit if the plant operated at 
the same profit-to-feed ratio as the original point. As the EB flow rate is increased, the 
operation reaches its ceiling at the EB feed flow rate of 182.4 kmol/h when the reactor 
intermediate heater duty (E-3) reaches its maximum duty. This location is thus 
identified as the bottleneck in the plant. 
 
Table 4.19: Equipment Capacity Limits for the Styrene Plant 
 
Equipment Variable Nominal Duty (kJ/h) Maximum (kJ/h) 
Furnace (E-1) Q1 6.509 × 107 9.764 × 107 (+50%) 
Heater (E-3)  Q3 1.245 × 107 1.867 × 107 (+50%) 
Cooler (E-4) Q4 2.320 × 108 3.481 × 108 (+50%) 
Compressor (K-1) Q5 1.588 × 104 1.905 × 104 (+20%) 
T-1 condenser QC1 2.464 × 107 3.696 × 107 (+50%) 
T-1 reboiler QR1 2.625 × 107 3.938 × 107 (+50%) 
T-2  condenser QC2 2.648 × 106 3.972 × 106 (+50%) 








150 155 160 165 170 175 180







Figure 4.5: Variation of the plant operating profit with EB feed flow 
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With the identification of the bottleneck, the next question is the location of 
the TPM. The reactor intermediate heater duty is unfortunately an important MV for 
stabilizing the process, due to its usage for the control of PFR-2 temperature. Using 
any other manipulator may lead to significant deviations in the EB conversion and 
styrene selectivity from the optimal point. Hence, intermediate heater duty cannot be 
used as the TPM in this process. Also, the additional concern of allowing for inter-
changeability between Modes I and II leads to the selection of the EB feed flow as the 
TPM for both the modes. Anyway, in order to maximize the throughput in Mode II, a 
cascade control scheme is implemented with the intermediate heater duty 
manipulating the set point of the EB feed flow controller. This duty controller keeps 
the heater duty at a certain value (back-off) below the maximum value in order to 
avoid saturation of the duty in the presence of disturbances. Using the steady-state 
Aspen HYSYS model this value is determined to be 1.75×107 kJ/h (a 6.37% back-off) 
and the corresponding EB feed rate is 176.8 kmol/h. 
Level 5.1: Regulatory Control Layer. The purpose of this control layer is to 
stabilize the plant using low-complexity controllers such that the plant does not drift 
too far away from the optimal operating point and the supervisory layer can then 
handle the effect of disturbances on the primary outputs. The main structural issue is 
the selection of the secondary CVs in the regulatory layer and their pairing with 
suitable MVs that do not saturate. While the primary CVs are selected based on 
economic concerns, the secondary CVs are selected with stable and smooth plant 
operation in mind. The guidelines given by Skogestad (2004) are employed to select 
the appropriate secondary CVs and the corresponding manipulators for the styrene 
process. 
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Stabilization of Unstable Modes (Including Liquid Levels): In the reaction 
section, the two reactor temperatures need to be controlled to stabilize the reactor 
operations. While the control of PFR-2 inlet temperature is straightforward (by 
manipulating the intermediate heater duty), the control of PFR-1 inlet temperature 
needs RGA analysis, as a manipulator needs to be selected later for the furnace outlet 
temperature too in order to avoid temperature drift. The two concerned manipulators 
available are the steam split ratio and furnace duty. RGA analysis indicates that the 
control of PFR-1 inlet temperature should be by manipulating the furnace duty. 
Next, levels in both the reaction and separation sections need to be stabilized. 
In the reaction section, the aqueous and organic levels in V-1 need to be controlled. 
The manipulators for these are straightforward, i.e., the respective phase outflows. In 
the separation section, the condenser and reboiler levels in both the columns need to 
be controlled. For both the columns, the regular LV configuration (i.e., condenser 
level is controlled by distillate flow, and reboiler level is controlled by bottoms flow) 
is employed. 
Avoiding Drift - Pressure Control: In most processes, pressure dynamics are 
relatively fast. Hence, pressure drift can be avoided by control of pressure at 
appropriate locations in the plant. First, pressure needs to be controlled somewhere in 
the reaction section. Dehydrogenation of EB (reaction 4.1) is favored at low 
pressures. This leads to the plant design containing minimal amount of valves in the 
reaction section in order to avoid excessive pressure drops that would inevitably lead 
to build-up of pressure upstream. As a result, only one pressure control loop can be 
employed in the reaction section (for V-1). The two other CDOFs related to the 
manipulation of the effluent streams from the reactors are not exercised. V-1 pressure 
is controlled by manipulating the lights flow from the vessel. As for the distillation 
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section, the operating pressures of both the columns are controlled by manipulating 
the respective condenser duties. 
Avoiding Drift - Temperature Control: Temperature measurements are 
again usually fast and reliable, and hence can be controlled in the regulatory layer to 
avoid drift. For the reaction section, temperature control loops are placed at two more 
locations. They are the furnace outlet temperature and V-1 temperature (both of which 
are primary CVs). Control of V-1 temperature is straightforward, and can be achieved 
by manipulating the cooling water flow to the cooler. As for the furnace outlet 
temperature, as mentioned earlier RGA analysis indicates that the steam split ratio is 
the better manipulator. 
As for the employment of inferential composition control for the distillation 
columns, the main aim of this study is to evaluate the three different methodologies 
mainly based on the performance of the resulting control systems. It is believed that 
the use of inferential composition control would not make a big impact on the 
performance of the PWC system. Nevertheless, separation of the control structure in 
SOC procedure into a fast (regulatory) and slow (supervisory) layer, with the set 
points of the regulatory layer given by the supervisory layer, leads us to consider the 
possibility of using temperature control in the columns for controlling compositions. 
However, based on Riggs (1998), inferential composition control would not be 
effective in T-1 due to the very close boiling points of EB and styrene, which leads to 
a relative volatility of less than 2. For T-2, the procedure presented in Araujo et al. 
(2007b) is used to identify the appropriate stage for temperature control. They 
suggested the control of the stage temperature where the temperature is most sensitive 
to the reboiler duty and the temperature gradient is significant. Accordingly, stage 6 is 
selected for implementing the inferential composition control. 
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Avoiding Drift - Flow Control: Flow control is employed to regulate both the 
reactants in the process. As the recycle EB flow rate is comparable with the EB feed 
flow rate, the total EB flow is controlled by manipulating the EB feed flow, which is 
the TPM. The LPS feed flow is controlled by manipulating the valve in the feed line 
(V-2 in Figure 4.1). 
Level 5.2: Possible Intermediate Regulatory Control Layer. Some of the 
self-optimizing CVs selected in Level 3 are compositions whose dynamics are slow 
and unreliable. Therefore, the purpose of the intermediate control layer is to achieve 
indirect control of the primary CVs, and thus ensure near optimal plant operation in 
case any of the primary control loops fails. The focus at this level is on the reaction 
section; for the styrene plant, two of the primary CVs are compositions. Hence, a 
possible intermediate layer could be implemented to achieve an acceptable control of 
the plant at the intermediate time scale. All the available CDOFs have been employed 
in the regulatory control layer except the two reactor exit flow rates, the reason for 
which has already been given in Level 5.1. Therefore, any controller employed in the 
intermediate layer will be manipulating the set points of existing controllers in the 
regulatory layer. As some of the primary CVs are already controlled in the regulatory 
control layer, CDOFs associated with these variables are discounted from the analysis 
for the intermediate regulatory layer. This leaves 2 CDOFs in the reaction section, 
namely, set points for the LPS feed flow control and PFR-2 inlet temperature control. 
This is the same number as the number of composition variables that are primary 
CVs. A local linear analysis similar to that described in Level 3 is then performed for 
the potential candidate sets. The results for the top 6 candidate sets are given in Table 
4.20. As the top-ranked candidate set comprises the secondary CVs that have been 
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already handled by the regulatory layer, it is concluded that there is no additional 
economic benefit of introducing the intermediate regulatory control layer. 
 
Table 4.20: Top Six Candidate Control Sets from the Local Analysis for the 
Intermediate Regulatory Layer 
 
Rank CV 1 CV 2 σ(S1G(Juu)-1/2) 
1 PFR-2 inlet T (Y9) LPS feed flow (Y14) 0.0338 
2 LPS feed flow (Y14) V-1 vapor flow (Y19) 0.0330 
3 PFR-2 outlet T (Y5) LPS feed flow (Y14) 0.0256 
4 PFR-2 outlet T (Y5) V-1 vapor flow (Y19) 0.0199 
5 PFR-2 inlet T (Y9) PFR-2 outlet T (Y5) 0.0128 
6 PFR-2 inlet T (Y9) V-1 vapor flow (Y19) 0.0115 
 
Level 6: Supervisory Control Layer. The purpose of this layer is to keep the 
primary CVs at optimal set points by using as manipulators the set points of the 
controllers in the regulatory control layer and any unused CDOFs. The structural issue 
here is the selection of the CV-MV pairing. For the styrene plant, the TPM has been 
chosen as the feed flow of EB in both the modes. While it is fixed at 151.3 kmol/h in 
Mode I, it is adjusted in order to utilize the maximum capacity of the plant bottleneck 
(with some back-off) in Mode II. With the development of the regulatory control 
layer, six primary CVs, which are basically compositions, are still left to be 
controlled. Four of the compositions are active constraints, while the remaining two 
are the unconstrained (self-optimizing) CVs identified from the local linear analysis 
and the evaluation of the loss. In addition, for Mode II, there is an additional CV in 
the form of the intermediate heater duty as mentioned in Level 4. 
The control loops in the reaction section are first settled. The two 
unconstrained variables selected in Level 3 are PFR-1 inlet EB composition and T-1 
feed styrene composition.  The manipulators available are the LPS feed flow and the 
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set point of PFR-2 inlet temperature controller, as these are the CDOFs in the reaction 
section that have not been involved in the control of a primary CV. RGA analysis 
suggests the following intuitive pairing: PFR-1 inlet EB composition with LPS feed 
flow and T-1 feed styrene composition with the set point of PFR-2 inlet temperature 
controller. In addition, for Mode II, it has already been decided in Level 4 to control 
the duty of the intermediate heater duty by manipulating the set point of the total EB 
flow controller.  
The control loops in the separation section are next finalized. This involves the 
control of four exit stream compositions in the two columns, which have been 
identified as active constraints in Level 3. As already discussed in Level 5.1, LV 
configuration is employed in both T-1 and T-2. This means that in T-1, the distillate 
styrene composition is controlled by the reflux flow and the bottoms EB composition 
is controlled by the reboiler duty. As for T-2, the distillate EB composition is 
controlled by manipulating the set point of the stage 6 temperature controller and the 
bottoms toluene composition is controlled by the reboiler duty. In addition to these 
loops, T-1 overhead vent flow is controlled using the compressor duty. 
Level 7: Possible Optimization Layer. The main issue here is whether real-
time optimization is required. For the styrene plant, as the current SOC design already 
addresses the disturbances with acceptable loss, it is decided that on-line optimization 
is not required. 
Level 8: Validation. This last step involves running the non-linear dynamic 
simulation of the plant with the developed control structure. This is discussed in the 
next section when doing the performance analysis. 
Both the regulatory and the supervisory control layers have now been 
developed. The final control structure summarized in Table 4.21 comprises 17 control 
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loops in the regulatory control layer, together with 6 (7 for Mode II) control loops in 
the supervisory control layer. The flowsheet with the controllers installed is given in 
Figure 4.6. This control structure utilizes 20 CDOFs; the reason for the non-utilization 
of the remaining 2 CDOFs has already been given in Level 5. The CVs and MVs 
along with the parameter values for all the controllers are given in Table 4.21. The 
control valves are all designed for 50% valve opening under steady-state conditions. 
The controller tuning procedure is similar to that discussed in Section 4.3 for HS. The 
entire plant with the controllers installed is simulated for 100 minutes without any 
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Table 4.21: Controllers with their Parameters for SOC Structure for the Styrene 
Plant 
 
CV  MV  Controller Parameters [Kc (%/%), Ti (min)] 
Regulatory Layer 
Reaction Section  
Total EB flow  EB feed flow (TPM)  0.5, 0.3 
LPS feed flow (cascade)  LPS feed flow  0.5, 0.3 
Furnace outlet T  Split steam flow   0.57, 0.12 
PFR-1 inlet T  Furnace duty  0.11, 0.089 
PFR-2 inlet T (cascade)  Intermediate heater duty  0.55, 0.087 
Intermediate heater duty (only 
in Mode II)  Total EB flow SP 0.35, 0.6 
V-1 T  Cooling water flow 0.13, 0.14 
V-1 P  Lights flow 2, 10 
V-1 liquid % level  Organic flow  18.8, 0.45 
V-1 aqueous % level  Water flow 1.31, 0.12 
Product Column T-1  
Condenser P  Condenser duty 2, 10 
Condenser level  Distillate flow  2 
Reboiler level  Bottoms flow  2.2 
Vent fow  Compressor duty  0.5, 0.3 
Recycle Column T-2  
Condenser P  Condenser duty  2, 10 
Condenser level  Distillate flow  2 
Reboiler level Bottoms flow 2 
Stage 6 T (cascade)  Reflux flow  0.45, 4.47 
Supervisory Layer 
Reaction Section  
PFR-1 inlet EB composition  LPS feed flow SP 0.24, 0.02 
T-1 feed styrene composition PFR-2 inlet T SP 0.28, 20.3 
Product Column T-1  
Top styrene composition Reflux flow  0.5, 27.3 
Bottoms EB composition Reboiler duty 0.23, 54 
Recycle Column T-2  
Top EB composition  T-2 stage 6 T SP  0.033, 73.5 
Bottoms toluene composition  Reboiler duty  6.54, 1.05 
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Figure 4.6: Flowsheet with controllers for SOC control structure 
 
4.6 Evaluation of the Control Systems 
Three different PWC methodologies have been applied to develop control 
structures for the styrene monomer process in the previous sections. HS is the base-
case control structure developed by applying the nine-step heuristics procedure of 
Luyben et al. (1998), IF is the control structure developed using the integrated 
framework of heuristics and simulation of Konda et al. (2005), and SOC is the control 
structure developed using the self-optimizing control procedure of Skogestad (2004). 
A summary of the control structure decisions at each level of the respective procedure 
for HS, IF and SOC control systems is given in Appendix B. There are four main 
differences among these control structures. Firstly, throughput manipulation is 
achieved by changing EB feed flow in IF, while it is achieved by changing total EB 
flow (feed plus recycle) in HS and SOC. Secondly, the recycle flow is explicitly fixed 
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in HS; this is achieved by controlling the total feed flow. Thirdly, the furnace outlet 
temperature, PFR-1 inlet composition and T-1 feed compositions are controlled only 
in SOC as they are the unconstrained CVs in this procedure. Finally, IF utilizes the 
conversion controller as a result of the detailed analysis of the effects of recycle. In 
addition to these differences, the SOC control structure is divided into two layers 
(supervisory and regulatory layers) based on time-scale with some controllers in the 
supervisory layer providing the set points for the related controllers in the regulatory 
layer. The performance of all these control structures together with the LS control 
structure proposed by Luyben (Appendix A) is evaluated using the DDS performance 
measure. Besides DDS, the process settling time and profiles of styrene production 
rate are also used to evaluate the performance. 
All the control structures are subjected to the 9 chosen disturbances listed in 
Table 4.3, and the resulting performance is quantified in terms of settling time and 
DDS. The criterion used for computing the settling time is that the plant production 
rate must be within ±1% of the final steady-state value after the settling time. Thus, 
even though settling time is 0 for some cases, other PVs particularly compositions 
might still not be within ±1% of their final values. The results are presented in Table 
4.22. Some of the disturbances (d5 and d6) have relatively lesser impact on the 
process, which is evident from the very low values of DDS. The performance of the 
control structures also differs significantly. All the four PWC structures provide stable 
control of the plant for all the disturbances. There are no control valve saturation 
problems encountered.  
From Table 4.22, it can be seen that both LS and SOC generally settle faster 
than the other structures for most disturbances. The only instance where IF settles 
faster is for d9. On the other hand, a look at the DDS values in Table 4.22 leads to the 
 108 
                                               Chapter 4 A Comparative Study on Plant-Wide Control of a Styrene Plant 
 
conclusion that the performance of IF and SOC is generally superior to that of LS and 
HS for most disturbances. Between LS and HS, the former performs better in terms of 
DDS. The smaller values of DDS for IF and SOC illustrate that the plant with either 
of these structures is relatively less sensitive to disturbances, which means that they 
can handle disturbances well.  
 






(kmol) No. Disturbance Magnitude 
HS LS IF SOC HS LS IF SOC
d1 -5% 480 175 290 175 46 38 19 20 
d2 +5% 300 185 250 205 51 38 23 20 
d3 
Production rate 
-20% 830 190 440 290 179 174 74 75 
d4 Feed composition -2% 0 0 110 0 27 13 13 14 
d5 -5% (PFR-1) 155 45 0 0 14 6 8 6 
d6 
Catalyst 
deactivation  -5% (PFR-2) 0 0 0 0 18 5 4 5 
d7 V-1 liquid % level +5% 155 85 140 75 10 15 11 10 
d8 d1 & d4 475 185 300 195 59 61 30 30 
d9 
Dual disturbances 
d2 & d4 245 170 155 185 52 39 15 24 
Note: In this table, the lowest value in each case is shown with grey background. 
 
The reason for the differences in performance of the four control structures is 
investigated by analyzing the process response to disturbances in some important 
sections of the plant. Table 4.23 shows the percentage change in the separation 
section feed flow, recycle flow, reboiler duties and vapor boil up rates in the presence 
of feed flow disturbances. While T-1 feed flow responds similarly for all disturbances, 
the remaining variables (especially the ones shown with grey background) respond 
significantly different from the expected. In general, SOC shows the most balanced 
response throughout the plant, whereas HS responds unevenly in different sections of 
the plant. T-1 is comparatively less affected compared to T-2 in the case of HS. As for 
LS, the recycle flow changes more than expected for all the disturbances. In the case 
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of IF, the PVs in the two columns (reboiler duty and boil-up rates) show a slightly 
unbalanced response.  
 
Table 4.23: Percentage Change in Important Variables in the Distillation Section 
for Control Structures: HS, LS, IF and SOC in the Presence of Feed Rate 
Disturbances 
 
Percentage Change [(Final – Initial)100/Initial] 
d1 d2 d3 Quantity 
HS LS IF SOC HS LS IF SOC HS LS IF SOC 
Feed to T-1  -5.1 -5.1 -5.0 -4.9 5.1 5.0 4.9 4.9 -20 -20 -20 -20 
Recycle flow -7.3 -6.8 -5.2 -4.3 9.5 6.9 5.0 4.3 -27 -27 -20 -18 
T-1 -1.5 -5.4 -5.7 -5.0 1.8 5.4 5.2 5.4 -5.8 -21 -21 -21 Reboiler 
duty T-2 -6.9 -6.4 -6.6 -5.5 8.1 6.7 6.4 5.8 -26 -25 -25 -22 
T-1 -1.6 -5.6 -6.0 -5.2 1.9 5.6 5.4 5.7 -6.0 -22 -21 -21 Vapor 
boil-up T-2 -6.9 -6.6 -6.7 -5.7 7.8 6.7 6.6 6.0 -26 -25 -25 -23 
Note: In this table, the variables that respond significantly different than expected are shown with grey 
background. 
 
Thus, the snowball effect is more profound in HS and LS, as indicated by the 
relatively larger percentage change in the recycle. This in turn can be attributed to the 
fixing of the flow in the recycle loop to avoid the snowball effect. This does not 
totally eliminate the snowball effect, but just transfers it from one part of the plant to 
another (in the case of styrene plant, to T-2). Larsson et al. (2003) also make similar 
observations in the case of a simple RSR process. They show that the structure with 
the recycle flow fixed results in instability even for a small increase in the feed rate, 
as the snowball effect is transferred to the distillation column. They conclude that the 
rule of fixing the flow in the recycle loop has a limited basis. Similar observations are 
also made by Konda and Rangaiah (2007) in the case of the HDA process. On the 
other hand, control of reactor and T-1 inlet compositions in SOC and the presence of 
conversion controller in IF are the main reasons for the more balanced nature of these 
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structures. In other words, the impact of disturbances amongst different sections is 
more equally distributed in SOC and IF. 
As mentioned earlier, the results in Table 4.22 present a conflicting picture in 
the case of LS. While the settling times are generally the smallest with LS, the DDS 
values indicate relatively poorer performance. This can be attributed to the greater 
amplitude of response during the initial transient state in the case of LS compared to 
IF and SOC. The overall absolute accumulation profiles shown in Figure 4.7 for 
control structures IF and LS in the presence of disturbance d3 clearly illustrate this 
point. As has been discussed by Konda and Rangaiah (2007), DDS is again proven to 
be a better indicator of control system performance compared to settling time as it 





























Figure 4.7: Overall absolute accumulation transient for control structures: IF 
and LS in the presence of disturbance d3 
 
Another aspect of the results presented is the relatively superior performance 
of LS compared to HS. This can be attributed to the difference in the response of the 
PVs in different sections of the plant (Table 4.23). HS shows an unbalanced response 
and greater snowball effect. While HS has been developed based on the PWC 
 111
                                               Chapter 4 A Comparative Study on Plant-Wide Control of a Styrene Plant 
 
methodology and case studies presented in Luyben et al. (1998) and Luyben (2002), 
LS has been proposed by Luyben during the course of review of the manuscript based 
on this chapter as mentioned earlier. One possible reason for this difference in 
performance could be the use of feed-forward control effects in LS. 
One final interesting result is the slower settling time of IF in response to d4, 
whereas the settling time is 0 for all the other structures. This is probably due to 
definition of settling time based on production rate and fixing the EB feed flow in IF, 
whereas it is allowed to vary in the other structures. For d4, this results in a 2% 
decrease in EB feed flow in IF as opposed to 0.75%, 0.14% and 1% decrease in the 
case of HS, SOC and LS respectively. The greater decrease in EB feed flow causes 
slower process response in the case of IF. 
Figure 4.8 shows the styrene production rate transients due to disturbances d2 
and d3 for all the four control structures. While the production rate stabilizes at about 
the same time for d2 in both IF and SOC, the transients for IF are smoother. LS shows 
the fastest settling time for both d2 and d3, but the production rate shows larger 
variations during the transient state compared to IF and SOC. This again explains the 
reason for the larger values of DDS for LS in spite of faster settling time. Thus, DDS 
is a better measure than process settling time as it also considers the behavior of the 
PVs during the transient state. In general, SOC shows the best performance in terms 
of both the speed of response and the magnitude of variations in the PVs. This is 
manifested in the relatively faster settling times (compared to IF) and the low values 
of DDS for most disturbances. 
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Figure 4.8: Styrene production rate transients for control structures: HS, IF, 
SOC and LS in the presence of disturbances: d2 (upper plot) and d3 (lower plot) 
 
Taking all the afore-mentioned results into consideration, it can be concluded 
that, while all the PWC systems are generally robust and stable in the presence of 
disturbances, the best control structure developed in this study for the styrene plant is 
IF as its performance is slightly better (as indicated by the DDS values) for most 
disturbances, and SOC is the second best. In fact, the two are comparable (the total 
DDS is 197 for IF compared to 204 for SOC). Note that the focus of the performance 
assessment in this work has been on dynamic performance. The operating profit 
(equation 4.7), which depends mostly on the steady-state operation, was not 
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considered. SOC is expected to perform best economically due to the selection of self-
optimizing CVs that achieve small steady-state economic losses for the expected 
disturbances. This however does not rule out the possibility of the other control 
structures performing equally well economically. 
In terms of the application of the three methods, our experience shows that IF 
procedure is relatively simple and straightforward to apply, as heuristics/guidelines 
and simulation tools are used together at each level to aid in the analysis. The only 
difficulty seems to be in the analysis of the effects of recycle in Step 7. It is believed 
that this step can be simplified by the introduction of some clear-cut guidelines and/or 
mathematical tools. On the other hand, application of Luyben’s heuristics procedure 
poses a few difficulties. Firstly, the selection of MVs for the distillation columns 
requires considerable effort and engineering judgment as RGA analysis is not used in 
the selection. Secondly and more importantly, selecting the inventory control 
configuration for T-2 is a difficult task. It is not clear when to use the manipulation of 
fresh makeup feed to control the column level. Luyben (2002) suggests this 
alternative when the recycle flow is large compared to the feed flow; but the question 
is how large. In the current case, the recycle flow is around 48% of the fresh feed and 
around 33% of the total feed (i.e., fresh feed plus recycle). As for SOC procedure, 
though its application is straightforward, many more steps and extensive 
computations, especially in the steps that deal with the local linear analysis and the 










In this study, steady-state and dynamic Aspen HYSYS simulation models 
have been developed for the styrene monomer plant. Three PWC methodologies, 
namely, heuristics procedure, integrated framework of heuristics and simulation, and 
self-optimizing control procedure, are then applied to develop three alternative control 
structures for this plant. The control structures developed together with the one 
proposed by Luyben are then analyzed for their performance in the presence of 
expected disturbances. It is found that all the PWC methodologies give viable control 
structures that stabilize the styrene plant for all the disturbances tested. In particular, 
the integrated framework and self-optimizing control structures perform better, and 
are more or less equally robust. The control structure proposed by Luyben is also 
viable, though it performs poorer for the more important feed rate disturbances.  
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Chapter 5 
Criteria for Performance Assessment of Plant-Wide Control 
Systems* 
 
Performance analysis of PWC systems, which is one of the important areas of 
PWC of industrial processes, has not received much attention in the past. In this 
chapter, many measures based on plant dynamics are described and discussed for 
evaluating the performance of different control structures in the presence of 
disturbances. These include overall process settling time, DDS, the total variation 
(TV) in the plant MVs, net variation from the nominal profit, deviation from the 
production rate target and the integral absolute error (IAE) in product purity. These 
measures are developed and then applied to four alternative control structures of an 
important industrial process, namely, styrene monomer plant, in order to test their 
applicability. The results indicate that some of the presented measures are indeed 
effective in evaluating and comparing different PWC structures. The most important 
contribution of this chapter is the presentation of some clear and easily computable 
criteria for the performance assessment of PWC systems.  
 
5.1 Introduction 
PWC design is essential because of complex, integrated nature of many 
chemical plants. The development of a PWC system does not stop with the generation 
of the control structures. The dynamic performance of the alternative control 
structures generated must be evaluated in order to make the final control system 
                                                 
* This chapter is based on the paper - Vasudevan, S. and Rangaiah, G.P. Criteria for Performance 
Assessment of Plant-Wide Control Systems. Ind. Eng. Chem. Res., 49, pp.9209-9221. 2010.  
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selection. In fact, plant dynamics need to be analyzed during the conceptual design 
stage in order to choose better process/flowsheet alternatives from the controllability 
point of view (e.g., Konda et al., 2006b). Hence, performance assessment of PWC 
systems is important but has not received much attention in the past, especially in the 
context of dynamic simulations. 
The presence of numerous combinations of CVs and MVs in a process leads to 
a number of alternative control structures. In the preliminary steps of the control 
system development, steady-state and dynamic controllability measures such as RGA, 
CN, NI, SVD, etc. can be used for initial control structure screening. However, 
several alternative control structures may still remain in the end, and more rigorous 
analysis is needed for the final selection to be made. Also, there is a possibility that 
measures like RGA and NI may fail, and result in poor closed-loop performance, as 
has been proven in several case studies presented by He and Cai (2004), Xiong et al. 
(2005) and others. In addition, Papadourakis et al. (1987) have concluded that the 
RGA calculated for an individual unit can differ significantly from the actual RGA 
when the unit exists as part of a complete plant due to recycle effects. Another 
commonly used performance measure is the process settling time, which is the time 
taken for the PVs to reach final steady state after the occurrence of a disturbance. 
However, this measure cannot be solely relied upon to judge the performance, as it 
does not take into account how the PVs behave during the transient state. These issues 
have led to the proposition of other performance measures that give more consistent 
results even for highly complex processes. 
Yi and Luyben (1995) proposed a measure named steady-state disturbance 
sensitivity to screen alternative control structures. The procedure is to compute the 
change in the MV in the presence of disturbances for all the control structures. 
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Control structures that require a large change in MVs to handle the disturbances are 
not recommended, as they are more prone to hit constraints and valve saturation 
limits. This measure can give us desirable results under normal circumstances, but in 
cases where the MV changes more for some disturbances and less for some other 
disturbances in one control structure as opposed to the other control structures, the 
decision would be difficult to make. Also, the steady-state disturbance sensitivity does 
not consider the changes during the transient phase. 
Elliott and Luyben (1995, 1996) and Elliott et al. (1997) devised a generic 
methodology called the capacity-based economic approach to compare and screen 
preliminary plant designs by quantifying both steady-state economics and dynamic 
controllability. They basically proposed a measure based on product quality 
regulation to measure the dynamic performance of alternative control structures. More 
specifically, they calculate the loss in plant capacity due to off-spec production. As 
with the previous measure, this approach is useful under some situations. However, it 
cannot be always applied as the off-spec product is assumed to be disposed, whereas 
the normal practice in industry is to recycle the off-spec product in order to prevent 
yield losses and additional cost of disposal. Also, product quality though important 
cannot be the only measure used to evaluate the control system performance. The 
dynamic performance of all the control loops throughout the whole plant has to be 
considered too. 
A few more plant operability analysis methods have been proposed by Zheng 
and Mahajanam (1999), Groenendijk et al. (2000), Seferlis and Grievink (2001) and 
Subramanian and Georgakis (2005). Zheng and Mahajanam (1999) proposed a 
controllability index that quantifies the cost associated with dynamic controllability to 
compare process design and control system alternatives. However, this measure is 
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difficult to compute for large PWC systems. Groenendijk et al. (2000) proposed a 
simulation-based methodology incorporating controllability analysis tools for 
evaluating the strong dynamic effect of recycle loops and finding the best flowsheet 
and control structure from a controllability point of view. In this work, the steady-
state analysis is based on RGA and SVD to evaluate the PWC structure alternatives 
while controllability performance in the dynamic mode is evaluated using RDG, 
PRGA and CLDG. One major drawback of this approach is the simplified and 
linearized dynamic models that are used for the dynamic analysis. Seferlis and 
Grievink (2001) presented an optimization-based approach to rank competing plant 
designs. Their performance index is an integral of weighted input (MVs) and output 
(CVs) functions. Subramanian and Georgakis (2005) introduced a steady-state 
operability space called achievable production output space, which is the feasible 
operating space in the production-related variables achievable with the available input 
space. However, the latter two performance indices are steady-state measures and 
hence do not consider dynamic effects. 
Though the performance assessment of control systems has received some 
attention from researchers since mid 1990’s, there are still some limitations in the 
measures that have been proposed to carry out the analysis from a plant-wide 
perspective. Keeping these limitations in mind, a new dynamic performance index 
called DDS has been recently developed by Konda and Rangaiah (2007). DDS is 
equal to the sum of absolute accumulation of all the components in the process since 
the occurrence of the disturbance(s). Konda and Rangaiah (2007) have applied DDS 
to three different PWC structures of the HDA process and proven its effectiveness for 
PWC performance assessment and comparison. DDS measure offers several 
advantages over the other methods discussed above. It is more realistic as it is a 
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dynamic measure, uses non-linear process models, and includes level and pressure 
effects as opposed to other steady-state measures. DDS computation is relatively 
simple and remains the same for a process flowsheet even when the control structure 
changes, and thus facilitates easy automation. It makes the best use of the power of 
rigorous process simulators to quantify control system performance.  
However, one major drawback of DDS and many other measures is that they 
do not include the economic quantification of the dynamic performance. Thus, a new 
economic measure based on deviation from the production target (DPT) of the main 
product during the transient period is proposed in this study. The production rate and 
product quality are the most important PVs in the plant directly related to plant profit. 
Of the two, product quality control has effect mainly within the concerned unit, and 
does not have much significance in a plant-wide context. As for production rate, it is 
crucial to ensure that it does not deviate much from the desired value in the presence 
of plant upsets. Besides having all the advantages of DDS mentioned earlier, DPT 
accounts for the plant economic performance and hence it is a more complete 
performance measure. In addition, five more performance measures are discussed. 
These are the process settling time evaluated using different criteria, the unit-wise 
DDS, the TV in the plant MVs, the net variation in the plant operating profit and IAE 
in product purity. The basic idea behind these measures and their development are 
discussed, together with the procedure for their computation. These measures are then 
applied to four different control structures of the styrene monomer plant in order to 
test their applicability and usefulness. Note that the performance measures developed 
and discussed in this study are applicable only for PWC system assessment of 
continuous processes with smooth steady-state operation. Most of these measures are 
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not applicable for batch processes or for continuous processes having units with 
intentional dynamic modes of operation (e.g., reverse flow reactors). 
The rest of the chapter is organized as follows: the next section discusses the 
various performance measures, namely, the process settling time, DDS, unit-wise 
DDS, the total MV variation, the net variation in the plant operating profit, DPT and 
IAE in product purity. Section 5.3 discusses the application of these measures to the 
styrene plant together with an analysis of the results. Chapter summary is finally 
presented in Section 5.4. 
 
5.2 Performance Measures for PWC Systems 
A number of performance measures based on plant dynamics are presented in 
this section. Not much has been discussed on what constitutes a good performance 
measure. Hence, considerable thought is given and the major characteristics of a good 
performance measure are first discussed. A good measure should meet most or all of 
the below-mentioned features. 
1. Accuracy and reliability: It should be based on information/data obtainable 
from rigorous process simulators as this will eliminate any approximation in 
the form of linearization of the non-linear process models. In the context of 
PWC studies, where it is very hard to obtain real plant data, rigorous 
simulation is an effective way of simulating the actual plant conditions in 
order to obtain data for many disturbances for performance assessment. 
2. Simple definition and computation: It should be relatively easy to compute 
the measure. Also, the measure should facilitate easy automation of the 
computation procedure that can be implemented in the rigorous simulation 
models. This will be especially useful for large complex plants with several 
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alternative control structures featuring numerous control loops. Most 
importantly, the computation and resulting analysis for control system 
performance should be accomplished in reasonable time. 
3. Ability to capture transients and steady-state effects: It should include the 
process response during the transient state, and not just the difference between 
the initial and final steady states. In other words, it should give an indication 
of the overall dynamics of the process as simple steady-state measures do not 
take into account level and pressure effects on the process. With the increased 
use of rigorous dynamic simulators for PWC system modelling, a measure 
based on the dynamics of the process is favourable and more reliable.  
4. Ability to differentiate control structures: It should be able to clearly 
distinguish a good control structure from an inferior one.  
5. Consistency and robustness: It should be robust and less sensitive to 
controller fine-tuning.  
6. Economics and control effort: With the increasing importance being given to 
maximize profits, it is desirable for the measure to give an indication of the 
economics/profitability of the control system. It should also indicate the 
control effort required by the PWC system. 
 
5.2.1 Overall Process Settling Time 
Settling time is defined as the time required for the process output to reach and 
remain within ±5% of the step change in the PV (Seborg et al., 2004). While this 
definition pertains to a single control loop, the question in a plant-wide context is how 
to define the settling time of a highly integrated chemical process plant with many 
controllers. One logical conclusion would be to base the settling time on the 
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production rate or quality of the main product. This is because, in the face of 
disturbances, the main aim is to bring back the production rate/quality within the 
desired range as soon as possible. Another possibility would be to calculate the 
settling time of the slowest responding loop, which is normally one of the 
composition loops. Yet another option is to calculate settling time based on absolute 
accumulation of all components in the plant, which is defined as follows: 
  n nConsumptioGenerationOutflowInflowonaccumulatiAbsolute
1
     (5.1) 
where n is the total number of components in the system. The inflow and outflow 
refers to the component flows in the input and output streams of the plant. The settling 
time thus calculated indicates the time taken by the PWC system to bring the overall 
process to the steady state after the occurrence of the disturbance(s). In this work, the 
settling times for the case study considered in Section 5.3 are calculated based on the 
above four criteria (i.e., production rate, production quality, slowest/composition loop 
and overall absolute component accumulation), and their pros and cons are discussed. 
While the settling time based on production rate, production quality and slowest 
control loop can be calculated based on the definition of settling time stated earlier, 
the settling time based on overall absolute component accumulation can be calculated 
based on a chosen cut-off point (e.g., 1% of the production rate) as demonstrated later 
in Section 5.3.2. 
 
5.2.2 Dynamic Disturbance Sensitivity 
DDS is a new dynamic performance index recently developed by Konda and 
Rangaiah (2007). The basic idea is to make effective use of rigorous process 
simulators in the performance assessment of PWC systems. DDS makes use of the 
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strong correlation between the overall control system performance and the sum of the 
individual component accumulations. When a process is affected by a disturbance, all 
the PVs go through different transients and ultimately reach steady state only when 
the absolute accumulation of all the components becomes negligible. The time 
integral of sum of the absolute accumulation of all the components in the plant is a 
measure of PWC system performance. So, DDS is defined as 











    (5.2) 
where ts is the time taken for the process to reach steady state. Obviously, a smaller 
value of DDS indicates better control. 
 
5.2.3 Unit-Wise Dynamic Disturbance Sensitivity 
DDS gives an indication of the dynamic performance of the entire plant, but 
gives no information on the performance of the individual sections/unit operations. 
Thus, a modified version of DDS is also considered in this work, namely, unit-wise 
DDS. The computation is exactly the same as above, except that we now consider the 
accumulation of all the components in a single unit rather than the whole plant. This 
enables us to analyze the effect of disturbances on the various sections/units of the 
plant for the different control structures. Within the same PWC system, this measure 
indicates the relative effects of disturbances on the various process units. Thus, in 
addition to comparing the relative performances of different PWC systems, this 
measure can also be used to track the problematic sections of the plant when 
troubleshooting a poorly performing control structure. Note that the sum of the unit-
wise DDS for all the units in the plant would be slightly different from that of DDS, 
as the latter accounts for the overall component inventory (i.e., only the external 
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streams are considered). On the other hand, unit-wise DDS considers the internal 
streams, i.e., the input and output streams for the particular unit. 
 
5.2.4 Total Variation in the Manipulated Variables 
In order to evaluate the overall closed-loop performance in the presence of 
disturbance/set-point changes, we consider the TV of all the MVs. TV of a 
manipulated input u(t) gives an indication of control effort for this loop, and is 
defined as the sum of all the up and down control moves (Skogestad, 2003). 
uu i
0i
)1i(TV                                                       (5.3) 
TV is a good measure of the smoothness of the manipulated input signal. A small 
value of TV indicates that the required control effort is minimal. Here, for a PWC 
system, we define the overall TV as the sum of all the control moves for all the 
controllers. There is no problem with computing the overall TV by just summing TVs 
of individual controllers as all the manipulated inputs are in the form of percentage. 
 
5.2.5 Net Variation in the Plant Operating Profit 
As mentioned earlier, almost all the performance measures that have been 
proposed by various authors do not give any indication of the economics of the 
process, the only exception being the controllability index of Zheng and Mahajanam 
(1999). However, computation of this controllability index requires process transfer 
functions which would be tedious to obtain for large-scale, non-linear processes. 
Hence, a new profit-based performance measure is proposed in this study.  
A profit function (J) has been used in PWC methodologies for steady-state 
optimization. An example is the SOC procedure of Skogestad (2004). We propose to 
compute the operating profit during the transient state in the presence of disturbances. 
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As it is possible that the operating profit may settle at a different value due to changes 
in the production rate, we propose using profit per unit mass production rate of the 
main product. This goes back to almost the same value at the final steady-state 
conditions (see Figure 5.1). The net area gives an indication of the net variation in the 
plant operating profit. A positive number indicates an overall increase in the plant 
operating profit whereas a negative number indicates otherwise. A control system can 
be taken to be performing well if the computed area is either positive or equal to zero, 
















Figure 5.1: Transient profile of profit per unit mass of product due to a 
disturbance 
 
5.2.6 Deviation from the Production Target  
Net variation in the plant operating profit presented above may not represent 
control performance correctly. It is possible to obtain a higher (positive) value of the 
computed area, indicating a greater increase in operating profit, for an inferior control 
structure primarily due to the large magnitude of the initial production rate transient. 
This issue is discussed in detail later in Section 5.3.2 with examples. Hence, to 
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overcome this shortcoming, we propose an indirect economic measure based on the 
production rate. The idea is to compute the DPT (of the main product) during the 





















Figure 5.2: Production rate transient in the presence of disturbance(s) 
 
When the plant management wants to increase or decrease the production rate, 
the new production target should be achieved at the earliest and any deviation from it 
is undesirable. So, total deviation from the production rate during the transient can be 
used as a performance measure of the control system. This can be calculated by the 
area under the transient in Figure 5.2 for production rate change. On the other hand, 
when the plant is subjected to other unexpected disturbances, the computation of area 
is done based on the original production rate. The effectiveness of this measure in 
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5.2.7 Integral Absolute Error in Product Purity 
The final product purity is undisputedly the most important PV in the entire 
plant, and it is desirable to maintain it within a manageable range. In the chemical 
industry, off-spec production is quite common especially in the face of plant upsets. 
Off-spec production is normally remedied by blending the off-spec product with the 
normal product stock since the normal product is usually produced with some product 
give-away for one reason or other. Taking this into consideration, we propose a 
performance measure that indicates the ability of the control structure to maintain the 
product quality within a manageable range during the transient state in the presence of 
disturbances. Suppose the product purity transient follows the trend shown in Figure 
5.3. The idea is to compute the absolute sum of areas A (negative) and B (positive), 
which represents the production period when the product drifts away from the 
required purity. This is actually IAE in the product purity and is represented by the 
below equation: 






     (5.5) 
We desire a smaller magnitude of IAE; ideally it should be zero. 
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Figure 5.3: Product purity transient in the presence of disturbance(s) 
 
5.3 Application to the Styrene Monomer Plant 
 The dynamic performance measures described in Section 5.2 are applied to the 
four alternative control structures of the styrene monomer plant developed in Chapter 
4 to study their effectiveness in comparing the performance of different PWC 
systems. 
 
5.3.1 Dynamic Simulation of the Selected Control Structures 
Four different control structures have been developed for the styrene monomer 
plant (Chapter 4). These control structures are summarized in Table 5.1. HS and LS 
are the two alternative control structures developed using the heuristics procedure. 
One of the characteristic features of this procedure is to control a flow somewhere in 
the recycle loop supposedly to overcome the snowball effect. As this procedure is 
purely heuristics-based, there is no one solution and hence two alternative control 
structures have been developed. IF is the control structure developed using the 
integrated framework of simulation and heuristics. One of the main features of this 
procedure is the detailed analysis of the effects of recycle in order to overcome its 
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negative impact on control system performance. SOC is the control structure 
developed using the self-optimizing control procedure, where the goal is to find a set 
of CVs which, when kept at constant set points, lead to near-optimal operation with 
acceptable loss (i.e., self-optimizing control). In general, CVs are selected in a 
systematic way in the SOC procedure.  
There are several main differences between the four control structures in Table 
5.1. Firstly, throughput manipulation is achieved by changing EB feed flow in IF, 
while it is achieved by changing total EB flow (feed plus recycle) in HS, LS and SOC. 
Secondly, the recycle flow is explicitly fixed in HS and LS; this is achieved by 
controlling the total EB flow. Thirdly, the furnace outlet temperature, PFR-1 inlet 
composition and product column feed compositions are controlled in SOC only. The 
implementation of the latter two controllers is an indirect way of controlling 
conversion. Next, IF utilizes the conversion controller as a result of the detailed 
analysis of the effects of recycle. Finally, the number of control loops is different: HS 
has 20 feedback control loops; LS has 24 control loops, 8 of which are the controllers 
in 4 cascade loops; IF has 21 control loops, 2 of which form a cascade loop; and SOC 
has 23 control loops, 6 of which are part of 3 cascade loops.  
All the four control structures are implemented in Aspen HYSYS dynamic 
mode; the controller tuning parameters (Chapter 4) are also given in Table 5.1. All the 
control loops have been set-up and tuned as either P-only or PI controllers (Chapter 
4). The entire plant with the controllers installed is simulated for 100 minutes without 
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Table 5.1a: Control Structure Configuration for the Four Control Structures: 
Reaction Section 
 
MV with Controller Parameters:  
Kc (%/%), Ti (min) in Brackets 
CV 
(see Figure 4.1 for 
abbreviations) HS LS IF SOC 
Total EB Flow  EB Feed Flow (0.5, 0.3) 
EB Feed Flow 
(0.5, 0.3) - 
EB Feed Flow 
(0.5, 0.3) 
EB Feed Flow - - EB Feed Flow (0.5, 0.3) - 
LPS Feed Flow - - - LPS Feed Flow (0.5, 0.3) 
PFR-1 Inlet 
Steam/EB Ratio  
LPS Feed Flow 
(0.36, 0.035) - 










Furnace Outlet T - - - 
LP1 Flow 
(0.57, 0.12) 








EB Conversion - - PFR-1 Inlet T SP (0.1, 0.5) - 
PFR-1 Inlet T Furnace Duty (0.11, 0.088) 
Q1/Total EB 





Q1/Total EB  - Furnace Duty (0.1, 5) - - 









PFR-1 Inlet EB Comp - - - LPS Feed Flow SP (0.24, 0.02) 
V-1 T Cooling Water Flow (0.13, 0.14) 
V-1 P  Lights Flow (2, 10) 
V-1 Liq % Level Organic Flow (18.8, 0.45) 
V-1 Aq % Level Water Flow (1.31, 0.12) 
T-1 Feed Styrene 
Comp - - - 
PFR-2 Inlet T 
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Table 5.1b: Control Structure Configuration for the Four Control Structures: 
Separation Section 
 
MV with Controller Parameters:  
Kc (%/%), Ti (min) in Brackets 
CV 
(see Figure 4.1 for 
abbreviations) HS LS IF SOC 
Product Column   
Condenser P Condenser Duty (2, 10) 



















Reflux Flow SP 
(1, 5) - - 











Stage 59 EB Comp - Reboiler Duty (0.23, 54) - - 
Vent/Feed Flow 
Ratio - 
Vent Flow SP 
(0.47, 0.025) - - 
Vent Flow  Compressor Duty (0.5, 0.3) 
Recycle Column  




Duty (2, 20) 
Condenser Duty 
(2, 10) 







Reboiler Level Bottoms Flow (2) 
Top EB Comp Distillate Flow (0.43, 73.5) - 
Distillate Flow 
(0.43, 73.5) 
Stage 6 T SP 
(0.033, 73.5) 
Stage 9 T - 
Distillate/Reflux 
Flow Ratio SP 
(6.7, 41) 
- - 
Stage 6 T - - - Reflux Flow (0.45, 4.47) 
Distillate/Reflux 
Flow Ratio - 
Distillate Flow 
(0.42, 0.026) - - 





Stage 29 Tol Comp - Reboiler Duty (0.13, 36) - - 
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5.3.2 Results and Discussion  
All the four control systems are analyzed for their relative performance in the 
presence of the selected disturbances listed in Table 5.2. The dynamic performance 
measures discussed in Section 5.2 are employed to analyze their performance. Note 
that the production rate disturbances (d1, d2 and d3) considered in this study are 
slightly different from those considered in Chapter 4. There, we considered a change 
in the set point of the PV setting the throughput, i.e., either fresh EB feed or total 
(fresh plus recycle) EB feed flow. Here, we consider the change in the actual 
production rate. For example, d1 refers to a -5% change in EB feed rate in Chapter 4, 
whereas it refers to a -5% change in the styrene production rate in this work. In order 
to achieve -5% change in styrene production rate, we need to change the set point of 
the fresh (or total) EB feed flow controller by varying amounts in each control 
structure (-6.7% total EB in HS, -6.3% total EB in LS, -5.7% fresh EB in IF and -5% 
total EB in SOC). This will enable a fairer comparison in the performance of the 
various control structures.  
 
Table 5.2: Anticipated Disturbances in the Styrene Process  
 




Production rate  
-20% 
d4 Feed composition -2% 
d5 -5% (PFR-1) 
d6 
Catalyst deactivation 
(Pre-exponential factor of main reaction) -5% (PFR-2) 
d7 V-1 organic liquid percent level +5% 
 
Overall Process Settling Time. Settling times based on (i) styrene production 
rate, (ii) styrene product quality, (iii) slowest control loop (either T-1 distillate EB or 
T-2 distillate EB composition controllers in the styrene plant), and (iv) overall 
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component accumulation are computed for each of the four control systems. Note that 
the slowest control loop need not necessarily be the same for all control structures and 
for all disturbances. The settling time results are presented in Table 5.3. As the 
computed settling time based on styrene product quality is zero for all the control 
systems, they are not presented in this table. Note that the criterion for computing the 
settling time based on styrene production rate and the slowest control loop is that they 
are within ±5% of the step change and within ±1% of the final steady-state value, 
respectively. The latter criterion is chosen as the slowest control loop is one of the 
composition loops in the system, where a set point is maintained, and hence settling 
time cannot be defined based on step change. As for the settling time based on overall 
component accumulation, a cut-off point of 1.22 kmol/h (1% of 122 kmol/h of styrene 
production rate at steady state) is used. 
The results in Table 5.3 show that LS control structure has the best 
performance in terms of the settling times based on styrene production rate and 
slowest control loop. This means that this structure is able to attenuate the effect of 
disturbances quickly with smaller settling time for most disturbances. On the other 
hand, SOC shows faster settling times for the overall absolute component 
accumulation for a number of disturbances; the performance of IF is more or less on 
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Table 5.3: Process Settling Times for the Four Control Structures based on 
Styrene Production Rate, Slowest Control Loop and Overall Component 
Accumulation 
 
Settling Time (minutes) 
for Styrene Production 
Rate 
Settling Time (minutes) 
for Slowest Control 
Loop 
Settling Time 




HS LS IF SOC HS LS IF SOC HS LS IF SOC
d1 925 210 410 265 1755 520 520 290 625 395 310 260 
d2 890 230 500 255 1695 290 590 400 755 345 335 235 
d3 730 190 420 285 1580 960 740 660 840 745 455 350 
d4 460 305 515 575 1475 420 450 805 560 190 220 195 
d5 670 265 465 375 1090 320 375 565 210 150 105 160 
d6 1255 225 440 415 >2000 240 245 505 215 130 75 130 
d7 410 640 1100 535 865 410 555 305 285 265 215 195 
Note: In this table, the lowest value of the settling time for each disturbance is shown with grey 
background. 
 
As can be seen, a clear picture of which control structure is the best does not 
emerge from the different settling time calculations. Firstly, the multitude of 
computation criteria for settling time makes the decision difficult. Though production 
rate and slowest settling loop are indicative of a control system’s performance, the 
best indicator is the overall component accumulation since the accumulation takes 
into account the entire plant performance during the transient state and not just 
individual PVs or control loops. Secondly, some of the computation criteria involve 
some bias. A case in point is the computation of settling time based on styrene 
production rate, which may be subject to bias due to different amount of step change 
in the different control structures for the same disturbance. To be more precise, 
different control structures can yield different final steady-state values of the 
production rate for the same disturbance; a smaller step change in the production rate 
will mean that the criterion for settling time is stricter for that particular control 
structure. The styrene production rate profiles shown in Figure 5.4 validate this point. 
An analysis of the profiles reveals that the settling time for LS is slightly longer than 
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that for SOC, but the results in Table 5.3 indicate otherwise. This is due to the 
definition of settling time based on percentage step change; a smaller change in 

































Figure 5.4: Styrene production rate transients for the four control structures due 
to feed composition (d4) disturbance at 100 minutes 
 
Dynamic Disturbance Sensitivity. Since the computation of DDS is also 
based on overall component accumulation as discussed in Section 5.2, it is imperative 
that the results based on both DDS and settling time based on accumulation be 
compared. DDS values are computed based on two cut-off points: 0.5 kmol/h [used in 
Chapter 4] and 1.22 kmol/h (used for computing settling time based on overall 
component accumulation in Table 5.3 above). These are presented in Table 5.4. In 
general, the DDS results are quite similar for both the cut-off points, except for a few 
cases. One example would be the results for HS and IF in the case of disturbances d5 
and d6; the DDS values for the 1.22 kmol/h cut-off point are nearly half that for the 
0.5 kmol/h cut-off point. In general, we do not recommend a very tight criterion as 
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this would increase the sensitivity of the results to factors like the controller tuning 
parameters, which is not our main scope for comparison. Hence, we only consider the 
DDS results based on 1.22 kmol/h cut-off point for the following analysis. 
While both HS and LS show relatively poor performance in terms of both 
settling time and DDS, a closer look at the results yields some discrepancy. For 
example, the settling times for LS are only slightly longer than that of IF for 
disturbances d1 and d2, but the DDS results are more than double that of IF. The 
overall component accumulation profiles given in Figure 5.5 clearly illustrate this 
discrepancy. The significantly larger initial transient in the case of LS leads to a much 
larger area under the curve (i.e., DDS) even though both the control systems settle at 
around the same time. As has been mentioned earlier, this again proves the inability of 
settling time to track the transient behavior of the PVs. On the other hand, DDS takes 
into account what is happening during the transient state, and hence it is a 
comprehensive measure compared to settling time. 
 
Table 5.4: DDS Values for the Four Control Structures 
 
DDS (kmol) based on 0.5 
kmol/h cut-off point 
DDS (kmol) based on 
1.22 kmol/h cut-off point No. 
HS LS IF SOC HS LS IF SOC 
d1 63 49 23 20 57 48 21 19 
d2 79 49 24 20 75 48 22 19 
d3 219 200 83 75 216 198 82 74 
d4 27 13 13 14 21 11 11 13 
d5 14 6 8 6 9 5 4 5 
d6 18 5 4 5 8 4 2 3 
d7 10 15 11 10 8 14 7 9 
Note: In this table, the lowest value of DDS for each disturbance is shown with grey background. 
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Figure 5.5: Transient profile of absolute accumulation of all components for IF 
and LS control structures due to production rate (d2) disturbance at 100 minutes 
 
Unit-Wise Dynamic Disturbance Sensitivity. The DDS values for the major 
unit operations in the styrene plant are given in Table 5.5 for all the four control 
structures. The DDS values for the two PFRs are negligible and hence not presented 
in this table. As expected, the results in Table 5.5 indicate that the main section of the 
plant that contributes to the component accumulation during the transient state is T-1. 
Among the alternative control structures, IF shows better performance in terms of the 
lower values of the unit-wise DDS. The DDS values for SOC are on par with IF for 
most disturbances. 
Further, the unit-wise DDS values enable us to compare the difference in the 
behavior of different sections of the plant for the four control structures. For example, 
results in Table 5.5 indicate that the recycle column in IF is almost unaffected by 
disturbances compared to that in the other control structures. In particular, the recycle 
column in both HS and LS are significantly affected by most disturbances compared 
to IF and SOC. This result confirms the observation made in Chapter 4 of the 
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snowball effect being transferred to another section of the plant in control structures 
where the recycle flow is fixed. 
 
Table 5.5: Unit-Wise DDS Values for the Four Control Structures 
 
DDS (kmol) for Three-
Phase Separator (V-1) 
DDS (kmol) for Styrene 
Column (T-1) 
DDS (kmol) for Recycle 
Column (T-2) No. 
HS LS IF SOC HS LS IF SOC HS LS IF SOC
d1 2.4 15.7 1.5 2.1 50.7 27.7 16.7 14.9 12 13.1 0 1.7 
d2 2.9 16.1 1.5 2 59.4 30.6 16.5 15.1 9 8.8 0 2.2 
d3 17 61 7.2 12.7 193.5 96.3 66.7 56.5 58.3 75.7 10.5 10.5 
d4 1.8 1.7 1.8 2.6 8.4 4.5 5.4 6.3 9.3 1.3 0 1.7 
d5 0.78 0.70 0.77 1 7 2.6 1.4 2.8 0 0 0 0 
d6 0.61 0.61 0.67 0.51 6.1 1.8 0 0.5 0 0 0 0 
d7 13.5 13.5 13.5 13.5 22.1 20.8 18.7 20.5 7.6 9.6 1.8 1.6 
Note: In this table, the lowest value of DDS for each disturbance is shown with grey background. 
 
Total Variation in the Manipulated Variables. The control effort required 
for disturbance rejection in all the four PWC systems is given in Table 5.6. Note that 
the dynamic simulation has been run for the same time period (2000 minutes) for all 
the control structures and for all disturbances to ensure a fair comparison. In general, 
there is no control structure that has a clear edge in terms of the control effort 
required. In any case, TV in the MVs gives a good indication of a control system’s 
ability to handle disturbances as it indirectly accounts for the total number of control 
loops too. In other words, a control system with lesser number of loops can still yield 
a higher value of the total variation. For example, the total variation for SOC is lower 
than HS for disturbances d1 to d3 even though the former has three more control 
loops than the latter. This indicates the poorer performance of HS compared to SOC 
for these important disturbances. Overall, SOC has the lowest TV for disturbance d1, 
IF has the lowest TV for disturbances d2 and d3, LS has the lowest TV for 
disturbances d4 to d6 and HS requires the least control effort for d7 disturbance. 
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Table 5.6: Total Variation in the Manipulated Variables for the Four Control 
Structures 
 
Total Variation (%) 
No. 
HS LS IF SOC
d1 282 345 198 196 
d2 1011 304 201 208 
d3 677 1415 493 494 
d4 146 110 144 163 
d5 103 37 130 121 
d6 108 32 125 119 
d7 335 1053 417 412 
Note: In this table, the lowest value of the control effort required for each disturbance is shown with 
grey background. 
 
Net Variation in the Plant Operating Profit. The data for the normalized 
profit function is collected and the net area indicated in Figure 5.1 is computed for 
each of the four control structures. This area that gives an indication of the net 
variation in the plant operating profit is given in Table 5.7 for all disturbances. For 
easier understanding, the net variation in the profit per tonne of styrene is computed 
for the duration for which the simulation is run in all cases (i.e., 2000 minutes or 












varvar             (5.6) 
These values are also given in Table 5.7. A positive value indicates profit increase and 
vice-versa. As shown in Table 5.7, HS gives the largest increase in profit for d1 and 
d3, even though the other performance measures applied so far indicate inferior 
performance of HS. This can be attributed to the greater production of styrene during 
the transient state (as a result of larger fluctuations in the PVs) which is manifested in 
the higher profit. Actually, when the objective of the plant manager is to decrease 
styrene production in the case of d1 and d3, a higher amount of styrene produced 
during the transient state is undesirable since any excess amount produced cannot be 
 140 
                                       Chapter 5 Criteria for Performance Assessment of Plant-Wide Control Systems 
 
sold easily given the lower demand. Thus, there is a major drawback with this 
economic measure as it does not take into account the over (under) produced amount 
of product during the transient state. Hence, as discussed in Section 5.2.6, an 
alternative economic measure is evaluated next.  
 
Table 5.7: Net Variation in the Plant Operating Profit with Units of (a) $/(kg of 
Styrene/hr) and (b) $/tonne of Styrene, for the Four Control Structures 
 
Net Variation ($/(kg/hr)) Net Variation ($/tonne) 
No.
HS LS IF SOC HS LS IF SOC 
d1 0.26 0.16 0.15 0.087 7.9 4.8 4.6 2.6 
d2 -0.35 -0.17 -0.15 -0.092 -10.5 -5.1 -4.5 -2.8 
d3 0.83 0.61 0.56 0.36 24.9 18.3 16.8 10.8 
d4 -0.013 -0.072 0.00 -0.016 -0.38 -2.2 0.07 -0.47 
d5 -0.048 -0.072 -0.052 -0.047 -1.5 -2.2 -1.6 -1.4 
d6 -0.036 -0.056 -0.040 -0.035 -1.1 -1.7 -1.2 -1.1 
d7 -0.038 -0.036 -0.045 -0.039 -1.2 -1.1 -1.4 -1.2 
Note: In this table, the largest value of the net variation for each disturbance is shown with grey 
background. 
 
Deviation from the Production Target. The DPT of styrene over the 
duration of the total simulation time (2000 min) is computed (Table 5.8). This time is 
sufficient for reaching the final steady state in all cases of control structures and 
disturbances. For d1 to d3, the target production rate in equation 5.4 is the final 
production rate at the new steady state. For d4 to d7, the target production rate in 
equation 5.4 is the original production rate. A positive value of DPT indicates over-
production, while a negative value indicates under-production. A lower magnitude of 
deviation from the desired production rate target indicates better performance. In 
general, SOC shows the best or second-best performance for all disturbances. This 
means that a smaller amount of styrene over (under) production is achieved with this 
control system, which translates into a lower loss.  
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Table 5.8: DPT for the Four Control Structures 
 
DPT (kg of styrene) 
No. 
HS LS IF SOC 
d1 +3502 +1051 +1708 +878 
d2 -3534 -1361 -1727 -929 
d3 +9977 +2323 +6263 +3334
d4 -2558 -3470 -5947 -1521 
d5 -3942 -4830 -3639 -1207 
d6 -2998 -3809 -2600 -846 
d7 -1090 -613 -958 -704 
Note: In this table, the smallest (absolute) DPT of styrene for each disturbance is shown with grey 
background. 
 
For disturbances d4 to d6, a considerable difference is seen in the DPT 
between SOC and the other control structures. The styrene production rate profiles in 
Figure 5.4 show the reason for this big difference. The production rate deviation from 
the original target is the lowest for SOC and the largest for IF. This is due to the 
difference in the way the EB feed rate is controlled in SOC and IF. While the total EB 
(fresh feed plus recycle) flow rate is controlled in SOC, only the fresh feed is 
controlled in EB. This, as has been discussed in Chapter 4, leads to a larger variation 
in fresh EB flow in IF compared to the other structures and hence the correspondingly 
larger (absolute) DPT as the styrene production rate is directly proportional to the 
fresh EB flow rate. Between SOC and HS/LS, the reason for the larger (absolute) 
DPT in the two latter control structures is the absence of any strategy to control EB 
conversion. The reactor inlet EB composition and the reactor outlet styrene 
composition are controlled in SOC, thus indirectly leading to control of conversion. 
This leads to smaller (absolute) DPT of styrene.  
Thus, DPT is able to track the various aspects of control system performance, 
gives an overall idea of their economics, and is recommended for economic 
performance measure instead of net variation in operating profit. 
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Integral Absolute Error in Product Purity. The last performance measure 
tested is based on IAE in the styrene product purity. This gives an indication of the 
ability of the plant to minimize off-spec production. The IAE results are presented in 
Table 5.9. For many disturbances, IAE is zero, indicating minimal off-spec styrene 
production during the transient state. This gives an indication that all the four control 
structures are generally efficient in terms of maintaining styrene purity in the face of 
disturbances. In particular, SOC shows the best performance in this aspect. 
 




HS LS IF SOC 
d1 0.0069 0.0031 0.0025 0.0023
d2 0.0054 0.0042 0.0030 0.0028
d3 0.0159 0.0092 0.0084 0.0078
d4 0 0 0 0 
d5 0 0.0012 0 0 
d6 0.0011 0 0 0 
d7 0.0033 0.0031 0.0021 0.0017
Note: In this table, the lowest value of IAE for each disturbance is shown with grey background 
. 
5.3.3 General Assessment of the Performance Measures  
The performance measures presented in Section 5.2 have been evaluated on 
four different control structures for the styrene plant in Section 5.3.2. For easier 
understanding, the computation procedure for all the performance measures is 
illustrated for the control structure IF for the case of disturbance d3, in Appendix C. 
Note that the four control structures considered in this work have been tuned 
to give stable and good performance in the face of disturbances. It might be possible 
to improve the performance of each of them by further fine-tuning some controllers. 
However, this might be more specific to a particular criterion and/or disturbance. For 
example, the DPT values for SOC and LS are generally comparable for disturbance 
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d7 (see Table 5.8) with the latter slightly better. It is possible to improve the 
performance of SOC to the level of or even slightly better than LS for this disturbance 
(and measure) by further fine-tuning, but the modified parameters may give poorer 
performance for other disturbances or criteria relative to the current results presented. 
On the other hand, control structure HS performs significantly poorer compared to LS 
for the same disturbance and criterion (see Table 5.8). Hence, fine-tuning is unlikely 
to improve the performance of HS to the level of LS. In any case, the various criteria 
presented here can be used either in isolation or together to fine-tune control 
structures based on the specific needs and requirements. 
Desirable characteristics of the presented performance measures are compared 
in Table 5.10. The effect of noise on the calculated values of most of the performance 
metrics is expected to be minimal. The reason is that most of the proposed/discussed 
metrics are based on calculation of the transient area. In doing so, the contribution of 
the upward spikes of noise would be more or less balanced by the downward spikes 
when computing area. Therefore, the effect of noise on measures like DDS and DPT 
would be minimal. The only measure where noise might exert some effect is TV as it 
is the sum of all the upward and downward control moves.  
We believe that all the measures presented here are generally useful in 
evaluating PWC control systems as each of them covers a particular aspect for 
measuring the control system performance. Besides these measures, the process 
operational and equipment constraints are considered in the CV and MV limits of the 
regulatory control layer in the form of feedback loops. But we did not explicitly 
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Settling time based on production rate Y Y N N N N 
Settling time based on production quality Y Y N N N N 
Settling time based on slowest loop Y Y N N N N 
Settling time based on absolute 
accumulation 
Y Y N N Y N 
Dynamic disturbance sensitivity (DDS) Y Y Y Y Y N 
Unit-wise DDS Y Y Y Y Y N 
Total variation in MVs (TV) Y Y Y Y Y Y 
Net variation in operating profit Y Y Y N Y Y 
Deviation from the production target (DPT) Y Y Y Y Y Y 
Integral absolute error in product purity Y Y Y N Y Y 
 
Of all the measures presented, we recommend the following three measures: 
DDS (as it gives an indication of the dynamic performance of the control system), 
DPT (as it gives an indication of the economic performance of the control system) and 
the TV in the MV (as it gives an indication of the efficiency of the control system in 
handling disturbances with minimal control effort). It is better to use all three 
measures for comprehensive and consistent evaluation of PWC control structures. In 
addition, unit-wise DDS can be used to compare the dynamic response of the different 
sections of the plant to disturbances, for the various control structures.  
One possible limitation with the evaluation of the time integral of the sum of 
the absolute accumulation of all the components in the plant for computing DDS 
(equation 5.2) is that this might suppress the effect of any trace components present in 
the system which might be crucial to the PWC system performance. This is highly 
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likely when for instance a large amount of a particular solvent is present in the system 
relative to the other components present in smaller amounts. To overcome this 
limitation, we propose to calculate the component-wise DDS for such systems. The 
basic idea and computation procedure is similar to the unit-wise DDS presented in 
Section 5.2.3. The effect of trace components can then be analyzed from the DDS 
values for that particular component. 
A typical plant with a control system has many PVs and MVs that have to be 
monitored, and it can be time-consuming and difficult to analyze and compare the 
numerous profiles of the alternative control systems. Besides, such qualitative 
analysis is subjective. Hence, quantitative measures based on process dynamics such 
as presented here enable effective and easy analysis with minimal computational 
effort. All the calculations presented can be easily automated and done using a 
spreadsheet such as Microsoft Excel and/or MATLAB. 
Another advantage of calculating various measures is that they can be used to 
trace the problematic parts in the control system that needs further attention. This can 
be put to use in trouble-shooting and improving control structures. An example of this 
is the analysis of recycle in step 7 of IF procedure, where DDS has been used to 
identify the effect of recycle on the developed control structure, and to decide if any 
further control loops need to be placed to improve control system performance 
(Chapter 4). The other measures proposed/discussed in this chapter, in particular, unit-
wise DDS, will further improve the effectiveness of the analysis in this step.  
Note that the performance measures discussed in this chapter indicate relative 
performance only. It is very difficult to define any measure that can indicate the 
current performance compared to what is achievable. In any case, a measure of 
relatively good performance is adequate at any stage, as one can always compare the 
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performance of the current PWC system with what was existent beforehand. For 
example, even in the IF procedure discussed in Chapter 4, the performance of the 
control system developed is analyzed both with and without the recycle loop 
connected in order to decide on any possible PWC system 
improvements/modifications. In a similar way, in an existing plant with a control 
system, the possibility of any improvement can be analyzed by trying out the 
modifications and comparing the existing performance with the new performance 
using the metrics presented in this chapter. 
Normalized Values of the Performance Measures. We have proposed and 
evaluated several measures in this chapter. It might be difficult to reach a concrete 
decision for some control structures which give mixed results, i.e., they perform better 
for some measures or disturbances but worse for others. There are also numerous 
values to compare. To overcome these difficulties, we propose to normalize the 
performance measures by the following procedure. First, the absolute values obtained 
for all the disturbances can be summed up to obtain the total value for each 
performance measure and control structure. Next, this total value can be normalized 
with respect to the largest value obtained among different control structures for each 
performance measure to obtain a score in the range of 0 to 1. This implies that the 
control structure with a score of 1 for a particular measure is the poorest performing 
among all the control structures considered, with respect to that performance measure. 
Finally, summing up the individual scores for different measures will give the overall 
score for the particular control structure. The individual score for each measure and 
the overall score for each control structure can then be compared across different 
control structures to get a better idea of the relative performance. Note that this 
normalization method is a general and unbiased way to choose the best control 
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structure. However, in real application the normalization procedure may depend on 
individual judgment. In other words, the control engineer may choose to give more 
weightage to the important disturbances (e.g., d1, d2, d3 and d4 for the styrene plant) 
when summing up the values for the different disturbances. Similarly, he may choose 
to give more weightage for the more important performance measures (e.g., DPT) 
when summing up the normalized scores of the different measures. 
As an example, the normalization of the three recommended measures, 
namely, DDS, DPT and TV, is illustrated in Table 5.11. Consider the case of the DDS 
values. The DDS for all the seven disturbances are summed up to obtain the total 
DDS for each control structure. The total values obtained for all the four control 
structures are then normalized with respect to the total DDS value for HS, as it is the 
highest of the four, to get a score out of 1. This means that the control structure with 
the lowest DDS score (i.e., SOC) shows the best performance in terms of DDS. It is 
clear from the individual scores in Table 5.11 that both SOC (closely followed by IF) 
perform best in terms of DDS, SOC performs best in terms of DPT, and both IF and 
SOC perform equally well in terms of TV. Adding up the individual scores for DDS, 
DPT and TV gives the overall score for each control structure. The overall 
performance score out of 3 is thus calculated to be 2.81, 2.46, 1.73 and 1.22 for 
control structures HS, LS, IF and SOC respectively. 
Note that the proposed normalized scores might seem to be artificial in that a 
score of 1 does not mean any absolute or theoretical benchmark. However, as 
mentioned earlier, the normalization has been proposed only for those situations when 
it is difficult to decide (i.e., when different control structures show contradicting 
performance for different disturbances and performance metrics). In general, 
summing up the metrics for all disturbances (with more weightage given to the 
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important disturbances) should suffice for comparing the performance of different 
control structures. 
 
Table 5.11: Normalization of Total DDS, DPT and TV for the Four Control 
Structures 
 
DDS (kmol) based on 
1.22 kmol/h cut-off 
point 
Absolute DPT 
(kg of styrene) 
Total Variation (%) 
No. 
HS LS IF SOC HS LS IF SOC HS LS IF SOC
d1 57 48 21 19 3502 1051 1708 878 282 345 198 196 
d2 75 48 22 19 3534 1361 1727 929 1011 304 201 208 
d3 216 198 82 74 9977 2323 6263 3334 677 1415 493 494 
d4 21 11 11 13 2558 3470 5947 1521 146 110 144 163 
d5 9 5 4 5 3942 4830 3639 1207 103 37 130 121 
d6 8 4 2 3 2998 3809 2600 846 108 32 125 119 
d7 8 14 7 9 1090 613 958 704 335 1053 417 412 




1 0.83 0.38 0.36 1 0.63 0.83 0.34 0.81 1 0.52 0.52 
 
5.4 Summary 
Many performance measures based on plant dynamics for assessing PWC 
systems have been presented in this chapter. The main aim of doing so is to develop 
easier and reliable quantitative tools for assessing different PWC structures. The 
feasibility of using these measures for performance assessment of PWC systems has 
been illustrated on alternative control structures for the styrene monomer plant. In 
particular, DDS, DPT and total control effort required (TV) are recommended for 
assessing PWC system performance in various aspects. 
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Chapter 6 
Guidelines from Reactor-Separator-Recycle Studies for 
Plant-Wide Control* 
 
The RSR process, consisting of a reactor and a separator/distillation column 
with material recycle between them, simplifies and idealizes real chemical plants. It is 
an important test-bed used in PWC studies. Though it has been actively studied in the 
past 15 years, appropriate guidelines on control structure selection are lacking, and 
there has been no consensus on the best control system. Also, there is still a need to 
study RSR processes with real components in practical context (i.e., with more 
complete flowsheets) using rigorous process simulators. Another important aspect that 
has not been considered is the significance and usefulness of the results from RSR 
studies for real complicated plants. The main aim of this chapter is to study the 
applicability of the RSR results to designing a PWC structure for a complete plant 
with heat integration besides a recycle. Findings of gas-phase RSR studies are applied 
to the HDA, ammonia and styrene processes. The performance of the alternative 
control structures is analyzed for each process. Based on a comprehensive analysis of 
the results, useful guidelines for PWC design for gas-phase processes are developed. 
 
6.1 Introduction 
One of the important test-beds used in PWC studies is the simple RSR process 
consisting of a reactor and a separator/distillation column with material recycle 
                                                            
* This chapter is based on the paper – Vasudevan, S. and Rangaiah, G.P. Development of Guidelines 
for Plant-Wide Control of Gas-Phase Industrial Processes, from Reactor-Separator-Recycle Results. 
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between them. The most commonly studied RSR process consists of a liquid-phase 
CSTR followed by a distillation column, with the distillate stream recycled back to 
the CSTR (Chapter 2). Several alternative control structures have been proposed for 
this process. RSR processes with gas-phase PFRs have been considered in relatively 
fewer studies. The methodologies used to design these control structures range from 
simple mathematical analysis based on RGA to MPC procedures. Some of the 
important works are those of Luyben (1994), Wu and Yu (1996), Larsson et al. (2003) 
and Govatsmark and Skogestad (2005). However, appropriate guidelines on which 
control structure to choose under which conditions are lacking in these RSR studies, 
and there has been no consensus on the best control system. 
Furthermore, some important aspects have not been fully explored in RSR 
studies. Firstly, most of the studies on RSR processes considered only hypothetical 
components, with the two exceptions being Ward et al. (2006) and Seki and Naka 
(2008). This is a major limitation in many RSR studies as they do not consider factors 
like side reactions, conversion/selectivity problems and non-ideal behavior that are 
typical of real-life situations. Hence, there is a need to study real industrial RSR 
processes. Secondly, though non-linear simulations are used to validate the control 
structure in some studies, no reported study employs commercial process simulators 
which are more detailed and rigorous, as part of the control structure development. On 
the other hand, rigorous simulation has been used in PWC studies on complete plants 
though (such as in Konda et al., 2005; Araujo et al., 2007a; Araujo et al., 2007b; 
Araujo and Skogestad, 2008; Vasudevan et al., 2009). 
Another important and interesting aspect that has not been considered so far is 
the application of the findings from RSR studies to real complicated plants. By 
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and heat integration, interaction among units, multiple components and reactions, 
conversion/selectivity problems and difficult separations. The main aim of any RSR 
study should be to gain some insight that can be used for control structure synthesis 
for complete plants with additional units such as heat exchangers and compressors. 
However, in most RSR studies, the focus was on developing and/or comparing control 
structures for the simple RSR process only. Hence, the main aim of this chapter is to 
study the applicability of RSR results to designing a control structure for complete 
real plants with heat integration besides a recycle. We choose to examine the gas-
phase RSR results as the majority of the processes considered in PWC literature 
feature gas-phase reactions and/or gas recycle. Examples are the HDA (Luyben et al., 
1998; Konda et al., 2005; Araujo et al., 2007a; Araujo et al., 2007b), VAM (Luyben et 
al., 1998; Olsen et al., 2005; Seki et al., 2010), styrene (Chapter 4), ammonia (Araujo 
and Skogestad, 2008; Zhang et al., 2010a), monoisopropylamine (Luyben, 2009a), 
cumene (Luyben, 2010a) and acetone (Luyben, 2010e) processes.  
The processes considered for investigation in this study are the HDA, 
ammonia and styrene plants. The HDA plant features a gas-phase PFR, and both 
liquid and gas recycle streams. The ammonia plant features gas recycle and a high-
pressure reactor configuration of the quench-converter type, i.e., three gas-phase PFRs 
in series with intermediate cold feed injection. The styrene plant features two gas-
phase PFRs in series and a liquid recycle stream. All the three processes feature heat 
integration. The main results inferred from the studies of Luyben (2000), Reyes and 
Luyben (2001b), Baldea and Daoutidis (2007), and Baldea et al. (2008) are applied to 
the relevant sections of the three plants. The control loops for the remaining sections 




                            Chapter 6 Guidelines from Reactor-Separator-Recycle Studies for Plant-Wide Control 
 
resulting alternative control structures for each plant is analyzed and some guidelines 
for PWC are subsequently developed. 
The rest of the chapter is organized as follows. The next section provides a 
review of the literature in the area of gas-phase RSR. This is followed by a brief 
discussion of the main aim of this study. Sections 6.3, 6.4 and 6.5 discuss the 
application of the selected RSR findings to the HDA, ammonia and styrene processes 
together with an analysis of the results respectively. Section 6.6 presents the overall 
discussion of the results and some guidelines for PWC of complete gas-phase plants. 
Chapter summary is given in the last section. 
 
6.2 Gas-Phase RSR 
One of the earliest works in the area of RSR is that of Gilliland and co-
workers in 1964, who considered a liquid-phase process example. They examined the 
effects of recycle on dynamics and formulated some basic concepts for recycle 
systems. RSR has been more actively studied during the past 15 years. A typical gas-
phase RSR process consists of a PFR followed by a separator, with the vapor stream 
being recycled back to the PFR. This typical configuration is shown in Figure 6.1. 
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Luyben (2000) considered a process with an adiabatic PFR with reversible 
exothermic reactions and a separator with a gas recycle stream. He developed 
alternative control structures for two cases: without and with inerts. For the case 
without inerts, three alternative stable and workable control structures were proposed: 
(1) recycle stream pressure controlled by fresh feed flow rate, fixed recycle and 
throughput set by compressor speed (has advantages of compressor speed being held 
constant which is often desirable; maximum capacity can be achieved by maximizing 
recycle flow rate), (2) recycle stream pressure controlled by recycle compressor duty 
and fixed fresh feed (has the disadvantage of manipulation of compressor duty for 
recycle pressure control), and (3) recycle stream pressure controlled by fresh feed 
flow rate, fixed recycle and throughput set by the reactor inlet temperature (has the 
disadvantage of wasted compression energy at less than maximum load). Of the three, 
the first control structure was recommended due to the advantages mentioned earlier. 
For the case with inerts, inerts composition in the flash outlet is controlled by the 
purge gas flow rate, recycle stream pressure is controlled by fresh feed flow rate, and 
the recycle flow is fixed.  
Later, Reyes and Luyben (2001b) modified the process without inerts to 
include heat integration, a separator with gas recycle and a distillation column with 
liquid recycle. They proposed alternative control structures for the case with 
irreversible and reversible reactions. In general, they advocated control of gas recycle 
flow using compressor speed, control of system pressure at the feed vaporizer using 
the heat duty and control of reflux drum hold-up using the fresh liquid reactant feed. 
Baldea and Daoutidis (2007) considered a RSR system consisting of a PFR 
and separator with a large gas recycle stream, and in which the impurities present are 
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time-scales: reactor and separator pressures were controlled using the reactor effluent 
and recycle flow rates respectively in the fast time-scale, the total material hold-up 
and the product purity were controlled using the liquid product flow rate and the 
reactor hold-up set point respectively in the intermediate time-scale, and the inert 
composition in the reactor were controlled using the purge flow rate in the slow time-
scale.  
Recently, Baldea et al. (2008) considered a RSR system consisting of a PFR 
and separator with a large gas recycle flow rate compared to throughput and the inert 
impurities removed by purging. Again, the control system was divided into three 
time-scales: the reactor and separator pressures were controlled using the reactor 
effluent flow rate and compressor duty respectively in the fast time-scale, the 
separator liquid level was controlled using the effluent flow rate and the separator 
bottoms product composition was controlled using the separator pressure set point in 
the intermediate time-scale, and the recycle flow rate was controlled by manipulating 
the purge rate in the slow time-scale. In this study, the CVs were selected using the 
SOC procedure of Skogestad (2004). 
An analysis of the results in the above studies indicates that there are no clear 
guidelines on control structure implementation for gas-phase RSR processes. Also, all 
the works considered simple RSR flowsheets with hypothetical components. With the 
exception of Reyes and Luyben (2001b), all the works did not consider heat 
integration. Also, rigorous dynamic simulators were not utilized in any of the above 
works on RSR processes. In general, three main issues/decisions of importance in any 
gas-phase RSR process are (1) the control of inert composition (for processes with 
inerts), (2) control of pressure somewhere in the process line and (3) location of 




                            Chapter 6 Guidelines from Reactor-Separator-Recycle Studies for Plant-Wide Control 
 
next three sections by considering the HDA, ammonia and styrene processes as the 
case studies. Note that the impact of heat integration on control structure selection and 
the selection of the MV for controlling product purity have not been considered in this 
study as these have been already discussed in other works (Luyben et al., 1998; 
Konda et al., 2005). 
 
6.3 Case Study 1: HDA Process 
The HDA process is one of the most widely studied test-bed in the PWC 
literature. It incorporates all the essential features of an ideal complex candidate for 
PWC, namely, many units, component inventory, heat integration, and both gas and 
liquid recycles. In this work, the HDA process presented in Konda et al. (2005) is 
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Figure 6.2: Flowsheet of the HDA process 
 
The basic regulatory control structure (which will be called HDA-IF in this 
chapter) developed using the eight-step IF procedure is implemented in Aspen 
HYSYS version 7.1. This control structure is summarized in Table 6.1, and the 
control loop decisions investigated in the current study are highlighted in grey 
background. The performance of the resulting control system in the presence of 
expected disturbances is validated against the DDS results presented in Konda and 
Rangaiah (2007). This is necessitated due to different versions of Aspen HYSYS used 
earlier and in the present study. Table 6.2 compares the DDS results. Note that DDS is 
equal to the sum of absolute accumulation of all the components in the entire process 
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Table 6.1: Summary of HDA-IF Control Structure 
 
CV MV 
Benzene production rate  Toluene feed flow (TPM) 
Hydrogen-to-aromatics ratio Hydrogen feed flow 
Cooler outlet T Cooling water flow 
PFR outlet T Quench flow 
Toluene conversion  PFR inlet T SP  Cascade 
loop PFR inlet T  Furnace duty  
Flash level Stabilizer feed flow 
Flash P Flash vapor flow 
Purge methane composition Compressor duty  
Stabilizer Column 
Condenser P Distillate flow 
Condenser level Condenser duty 
Reboiler level Bottoms flow 
Top methane composition Reflux flow 
Tray 7 T Reboiler duty 
Product (Benzene) Column 
Condenser P Condenser duty 
Condenser level Distillate flow  
Reboiler level Bottoms flow 
Top benzene composition Reflux flow 
Tray 40 T Reboiler duty 
Recycle (Toluene) Column 
Condenser P Condenser duty 
Condenser level Distillate flow 
Reboiler level Reboiler duty 
Top toluene composition Reflux flow 
Bottoms diphenyl composition Bottoms flow  
 
Table 6.2: Validation of Performance Results of HDA-IF Control Structure 
 
DDS (kmol) No. Disturbance Konda and Rangaiah (2007) Current Results 
d1 -5% production rate 8.7 7.4 
d2 +5% production rate 8.7 7.3 
d3 -25% production rate 47.9 43.5 
d4 -2.5% feed composition 1.9 2.8 
d5 +2.5% feed composition 1.8 2 
d6 -5% reaction kinetics 17.3 22.3 
d7 +5% hydrogen feed pressure 2.6 2.2 
d8 -5% hydrogen feed pressure 5.8 14.6 
 
In general, the current results are comparable to those of Konda and Rangaiah 
(2007) except for d8 (Table 6.2). Konda and Rangaiah (2007) had reported that one of 
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characteristics (i.e., head as pump dynamic specification in Aspen HYSYS) for the 
recycle and fresh toluene feed pumps. If not, with rising-head characteristics (i.e., 
duty as specification) very large pressure drops are required for the valves in the 
recycle loop to handle disturbances. On the other hand, HDA-IF gave good 
performance with rising-head characteristics in the older version of Aspen HYSYS. In 
the current version of Aspen HYSYS, HDA-IF control structure requires flat-head 
characteristics in order to achieve large changes in throughput. This could be a 
possible reason for the difference in system response to d8. In this study, the current 
DDS results in Table 6.2 will be used for the subsequent performance analysis. 
 
6.3.1 Control of Inert Composition 
In the original control structure, i.e., HDA-IF, the inert (i.e., methane) 
composition in the purge stream is controlled using compressor duty, which affects 
the recycle flow rate and so purge flow rate. While HDA-IF control structure is 
reported to show good performance in the study of Konda and Rangaiah (2007), 
compressor duty is usually avoided as a MV to control composition as the compressor 
is an expensive and delicate piece of equipment. The use of compressor duty as a MV 
to control inert composition has also been avoided in some of the RSR studies 
(Luyben, 2000; Baldea and Daoutidis, 2007) discussed in Section 6.2. Therefore, in 
this study, the feasibility of using the purge flow as a manipulator for inert 
composition control is studied. Three different locations for methane composition 
control are investigated, namely, the reactor inlet, flash outlet and purge streams. 
These locations have been selected based on the control structures presented in the 
RSR studies as well as an analysis of the process topology. In IF procedure, the 
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loops remain the same. The results are presented in Table 6.3. The alternative control 
structures in this and the following tables in this work have been named in the CV-
MV format (e.g., ‘purge-purge flow’ implies the inert composition in the purge stream 
is controlled by manipulating purge flow rate). Besides DDS, DPT values are also 
presented in this table. DPT (Chapter 5) basically accounts for how much the 
production rate deviates from the desired rate in the face of disturbances during the 
transient state, thus quantifying the plant economics. The normalized DDS and DPT 
scores (Chapter 5) are also given in Table 6.3. In general, a smaller value of DDS and 
(absolute) DPT is preferred. In addition, on a scale of 0 to 1, a lower normalized DDS 
and DPT score is preferred. 
Note that in this and all the subsequent sections, the same controller tuning 
parameters as the base case control structure have been used for each plant for all the 
control loops except for those that are being investigated and hence modified in the 
respective sections (e.g., inert composition control loop in this section). Such control 
loops have been further fine-tuned, if necessary, in order to eliminate undesirable 
oscillations. The current tuning parameters used in this study for all the configurations 
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Table 6.3: DDS and DPT Results for Different Control Schemes for Control of 



















d1 -5% production rate 7.4 7.4 7.5 8.9 
d2 +5% production rate 7.3 7.3 7.7 7.6 
d3 -25% production rate 43.5 41.1 43.6 42.5 
d4 -2.5% feed composition 2.8 0.52 2.3 2.5 
d5 +2.5% feed composition 2 0.57 3.5 4.9 
d6 -5% reaction kinetics 22.3 21.1 21.5 20.1 
d7 +5% hydrogen feed pressure 2.2 3.1 2.1 2.2 
d8 -5% hydrogen feed pressure 14.6 7.1 6.9 6.5 
Total DDS 102.1 88.2 95.1 95.2 
Normalized Score 1 0.86 0.93 0.93 
 

















d1 -5% production rate 598 601 598 601 
d2 +5% production rate -642 -607 -603 -591 
d3 -25% production rate 3033 3036 3022 2931 
d4 -2.5% feed composition -37 -42 -38 -36 
d5 +2.5% feed composition 36 35 38 46 
d6 -5% reaction kinetics -105 -83 -110 -109 
d7 +5% hydrogen feed pressure 2.3 -1.1 2.4 0.6 
d8 -5% hydrogen feed pressure -193 -208 -183 -195 
Total Absolute DPT 4646 4613 4594 4510 
Normalized Score 1 0.99 0.99 0.97 
 
As expected, purge flow is a better manipulator than compressor duty for inert 
composition control (Table 6.3). This is indicated by the particularly lower values of 
DDS for some disturbances, e.g., d8. The DDS values are comparable for other 
disturbances. The (absolute) DPT values are also generally lower or on par with those 
for HDA-IF. From a plant-wide view, it would be intuitive to control inert 
composition somewhere earlier in the process line so that appropriate control action is 
taken before the effect of the disturbances is propagated throughout the plant. This 
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composition at the reactor inlet (Table 6.3), in particular for disturbances d4 and d5, 
and smaller (absolute) DPT value for d6. In addition, the normalized DDS score is the 
lowest for this case; the normalized DPT scores are generally about the same for all 
cases. The inert composition transients for the various alternative locations (in Figure 
6.3) illustrate that faster and better control is achieved when inert composition is 
controlled at the reactor inlet. Thus, it can be concluded that the best location for 
control of inert composition for most cases would be at the reactor inlet. Baldea and 
Daoutidis (2007) had also implemented this control loop in their study as reported in 
Section 6.2. Araujo et al. (2007a) had arrived at the same conclusion via detailed 
























Flash Outlet-Purge Flow Purge-Purge Flow
Reactor Inlet-Purge Flow
 
Figure 6.3: PV (i.e., inert composition) transients in the presence of disturbance 
d4 (i.e., -2.5% feed composition) for different control structures with three 
alternative locations for control of inert composition 
 
6.3.2 Control of System Pressure 
In gas-phase processes like the HDA plant, pressure has to be appropriately 
controlled somewhere in the gas line in order to avoid pressure drifts. This is in 
addition to the control of operating pressure in the distillation columns. In the HDA-
IF control structure, the flash pressure is controlled by manipulating the vapor 
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the gas recycle stream as implemented in the RSR control structure of Luyben (2000). 
The corresponding manipulator is the fresh hydrogen feed flow. Luyben et al. (1998) 
had implemented a similar loop in their case study of the HDA process. In IF 
procedure, this decision is made in Level 4.2 when considering the manipulators for 
the less severe CVs. The rest of the control structure remains the same; however, in 
line with Luyben et al. (1998) there is no ratio control of hydrogen feed flow.  
Based on the RSR results of Baldea et al. (2008), the use of compressor duty 
for controlling flash pressure is also investigated. In this case, the reactor inlet inert 
composition is controlled using purge flow rate as the manipulator. The DDS and 
DPT results for HDA-IF and both the above cases is given in Table 6.4. On first look, 
the latter case (i.e., control of flash pressure using compressor duty) seems to perform 
significantly better in terms of DDS compared to HDA-IF for disturbances d4, d5 and 
d8 even though it shows poorer response to d3. The DPT values are generally on par. 
However, this improvement in performance can be traced to the control of inert 
composition at the reactor inlet in this case as can be inferred from the almost 
identical results for the case with control of reactor inlet inert composition in Table 
6.3 in which flash pressure is controlled using vapor flow. This implies that for the 
HDA plant, both flash vapor outflow and compressor duty perform equally well as 
manipulators for flash pressure. On the other hand, the case where recycle pressure is 
controlled surely presents some problems, especially with the control system’s 
response to d7 as indicated by the unusually high DDS and (absolute) DPT values for 
this disturbance. One possible reason for this could be the excessive movement of the 
control valve in the feed line which upsets the plant significantly as it directly affects 
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Though the use of compressor duty to control flash pressure performs as well 
as flash vapor outflow, in general we would not recommend the manipulation of 
compressor duty especially in the fast time scale (pressure dynamics are usually fast) 
for the reasons mentioned earlier in Section 6.3.1. Therefore, the original case where 
flash pressure is controlled using vapor outflow is still recommended for the HDA 
plant.  
 
Table 6.4: DDS and DPT Results for Different Control Schemes for Control of 
System Pressure for the HDA Process 
 
DDS (kmol) 







d1 -5% production rate 7.4 7.4 7.2 
d2 +5% production rate 7.3 8.1 7.2 
d3 -25% production rate 43.5 48 42.3 
d4 -2.5% feed composition 2.8 0.53 2.5 
d5 +2.5% feed composition 2 0.56 4.1 
d6 -5% reaction kinetics 22.3 21.1 26.9 
d7 +5% hydrogen feed pressure 2.2 3.1 235.2 
d8 -5% hydrogen feed pressure 14.6 7 10.4 
Total DDS 102.1 95.8 335.8 
Normalized Score 0.30 0.29 1 
 
DPT (kg of Benzene) 







d1 -5% production rate 598 605 599 
d2 +5% production rate -642 -606 -615 
d3 -25% production rate 3033 3005 3099 
d4 -2.5% feed composition -37 -40 -42 
d5 +2.5% feed composition 36 37 35 
d6 -5% reaction kinetics -105 -81 -80 
d7 +5% hydrogen feed pressure 2.3 1.1 -6177 
d8 -5% hydrogen feed pressure -193 -199 -29 
Total Absolute DPT 4646 4574 10676 
Normalized Score 0.44 0.43 1 
 
In general, if there is no process constraint to control plant pressure at a 
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in major sections of the plant in the presence of disturbances in order to determine 
where it is important to control system pressure. This can be easily done in Aspen 
HYSYS Dynamics mode or any other dynamic simulator. For the present case, 
different control schemes for controlling system pressure were implemented for the 
HDA process, and the corresponding pressure profiles in different sections of the 
plant were plotted to analyze if pressure control at that particular location maintains 
the pressure within the desired range throughout the plant in the presence of 
disturbances. It was noticed that control of flash pressure using vapor outflow is the 
best candidate for maintaining the system pressure. 
 
6.3.3 Fresh Feed vs Total Feed 
For PWC structures irrespective of whether the TPM is fresh feed flow rate or 
any other internal (implicit) variable like reaction temperature, it is possible to control 
either the fresh feed flow (i.e., fixed-feed strategy) or total feed flow (i.e., fresh feed 
plus recycle) by manipulating fresh feed flow. This aspect has not been investigated in 
any of the RSR or PWC studies so far, the only exception being Bildea and Dimian 
(2003). They studied liquid-phase RSR examples and had recommended fixing of 
recycle flow at the reactor inlet (i.e., total feed, in other words). Hence, we desire to 
explore this crucial decision in this study. Note that we propose to investigate the 
choice of CV for feed flow control. This decision is to be made irrespective of 
whether the TPM is located at the feed or any other point based on bottleneck 
location, except for on-demand control where product, and not feed, flow is 
controlled. The implications of bottleneck location and inventory control on TPM 
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For the HDA process, it is possible to control either fresh toluene feed flow or 
total toluene feed flow by manipulating fresh toluene feed flow. This decision is made 
in Level 3.1 of IF. The rest of the control structure remains the same as the base case. 
Note that we consider the case with inert composition control at the reactor inlet as 
the base case for the investigation in this section as it has been found to perform better 
than the original HDA-IF structure (see Section 6.3.1). The DDS and DPT results for 
both cases are shown in Table 6.5. 
From Table 6.5, the DDS values for the case with total toluene feed controlled 
are generally on par with the fresh feed control case except for d2. This indicates no 
particular advantage with this strategy; this is particularly true for d2 where the DDS 
value is nearly two times larger compared to the fresh feed control strategy. However, 
the DPT values indicate otherwise; they are generally on par for most disturbances, 
but much better for the feed rate disturbances d1, d2 and d3, when total feed is 
controlled. This indicates that the target production rate is achieved at a faster rate for 
the feed rate disturbances when total feed is controlled. The overall normalized score 
considering the DDS and DPT measures together is 1.7 for the total feed control case 
as opposed to 1.88 for the fresh feed control case. In addition, considering the fact that 
DPT is an economic performance measure, it should be given more importance, and 
hence the lower normalized DPT score for the case with total feed control indicates 
that this strategy is the better of the two. Hence, for the HDA process, where the 
recycle toluene flow rate is roughly 40% of the fresh toluene feed flow rate, a slight 
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Table 6.5: DDS and DPT Results for Two Different Control Schemes for Feed 
Flow Control for the HDA Process 
 


















d1 -5% production rate 7.4 8.7 601 402 
d2 +5% production rate 7.3 13.6 -607 -386 
d3 -25% production rate 41.1 44.1 3036 2005 
d4 -2.5% feed composition 0.52 0.54 -42 -38 
d5 +2.5% feed composition 0.57 0.57 35 35 
d6 -5% reaction kinetics 21.1 21.2 -83 117 
d7 +5% hydrogen feed pressure 3.1 4.5 -1.1 4 
d8 -5% hydrogen feed pressure 7.1 7.1 -208 -229 
Total 88.2 100.3 4613 3216 
Normalized Score 0.88 1.00 1.00 0.70 
 
6.4 Case Study 2: Ammonia Process 
Araujo and Skogestad (2008) recently presented a flowsheet design for the 
ammonia process and developed a PWC structure using their SOC methodology 
(Skogestad, 2004). This process flowsheet is shown in Figure 6.4. Recently, our group 
applied IF procedure to the same flowsheet (Zhang et al., 2010a). The ammonia 
process flowsheet incorporates the essential features of a complex test-bed for PWC, 
namely, many units, component inventory, heat integration and gas recycle. In 
addition, the flowsheet is unique in that the fresh feed is mixed with the product 
stream from the reaction section instead of the recycle flow as is generally the case 
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Figure 6.4: Flowsheet of the ammonia process 
 
In this chapter, the ammonia process is also used to analyze the applicability 
of RSR results. The regulatory control structure proposed by Zhang et al. (2010a) 
(which will be called Amm-IF in this chapter) is considered as the base case. This 
control structure is summarized in Table 6.6, and the control loop decisions 
investigated in the current study are highlighted in grey. The first two issues 
investigated for the HDA process are considered again. The third issue concerning the 
control of fresh feed or total feed for fresh feed flow manipulation is not considered as 
it cannot be applied to this process due to the unique topology of the flowsheet 
mentioned earlier. The fresh gas feed stream is mixed with the product stream from 
the reaction section, and then fed to the adiabatic flash where the ammonia product is 
removed from the liquid stream. However, a major amount of the ammonia produced 
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Controlling this recycle flow, which is the feed to the reaction section, does not 
exactly represent the total feed control case as there is considerable amount of 
ammonia product present in this stream.  
 
Table 6.6: Summary of Amm-IF Control Structure 
 
CV* MV 
Ammonia production rate  Gas feed flow (TPM) 
Flash P Flash vapor outflow 
Flash liquid level Flash liquid outflow 
Purge-to-recycle flow ratio Purge flow 
Recycle P Recycle compressor duty 
Reactor inlet T  Opening of valve V6 (see Figure 6.4) 
Reactor bed P PFR3 outlet flow 
Split ratio to BED2 Opening of valve V7 (see Figure 6.4) 
Split ratio to BED3 Opening of valve V8 (see Figure 6.4) 
* Maximum cooling is always assumed in HX4, hence cooling water is not manipulated. 
 
6.4.1 Control of Inert Composition 
In the original control structure, i.e., in Amm-IF control structure, inert (i.e., 
methane) composition control is achieved by controlling the purge-to-recycle flow 
ratio to manipulate the purge flow. In this study, the feasibility of using the purge 
flow as a manipulator for direct control of the inert composition is studied. Three 
different locations for methane composition control are investigated, namely, the 
reactor inlet, flash outlet and purge streams. As was done for the HDA process, these 
locations have been selected based on the control structures presented in the RSR 
studies discussed in Section 6.2 as well as an analysis of the process topology. The 
use of compressor duty for control of inert composition is not considered due to the 
reasons already mentioned in Section 6.3.1. In IF procedure, the control of inert 
composition for the ammonia process is handled in Level 6. The remaining control 
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presented in Table 6.7. The disturbances considered are the same as those in Zhang et 
al. (2010a). 
 
Table 6.7: DDS and DPT Results for Different Control Schemes for Control of 



















d1 +5% production rate 148 150 150 150 
d2 -5% production rate 269 285 284 284 
d3 -10% production rate 500 524 524 524 
d4 +0.001 feed methane composition 80 107 107 105 
Total DDS 997 1066 1065 1063 
Normalized Score 0.94 1 1 1 
 

















d1 +5% production rate +855 +976 +967 +963 
d2 -5% production rate +1475 +1332 +1329 +1335 
d3 -10% production rate +2725 +2613 +2606 +2611 
d4 +0.001 feed methane composition +1683 +1343 +1343 +1342 
Total Absolute DPT 6738 6264 6245 6251 
Normalized Score 1 0.93 0.93 0.93 
 
The DDS results in Table 6.7 indicate that the original strategy of controlling 
the purge-to-recycle ratio performs slightly better than direct control of the methane 
composition. On the other hand, the DPT results generally indicate otherwise. 
However, the overall normalized score considering DDS and DPT together is about 
the same (1.93-1.94) for all cases. The location for inert composition control is not a 
decisive factor in control performance for the ammonia process as indicated by the 
similar values of DDS and DPT for all the three new cases considered. As mentioned 
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composition somewhere earlier in the process line so that appropriate control action is 
taken before the effect of the disturbances is propagated throughout the plant. Thus, it 
would be appropriate to conclude that the best location for control of inert 
composition for the ammonia plant would be at the purge stream, as it is located right 
after the fresh feed is injected (this peculiarity in topology has been highlighted 
earlier). As for the choice between the control of purge composition and purge-to-
recycle ratio, the differences in the DDS and DPT results are very marginal 
considering the very large ammonia product flow rate at steady state, which is 4183 
kmol/h (i.e., 70950 kg/h). Hence, either strategy is recommended for the ammonia 
plant. However, purge-to-recycle ratio control has the advantage of avoiding the use 
of a composition controller, which is often desired. 
 
6.4.2 Control of System Pressure 
For high-pressure gas-phase processes like the ammonia synthesis, it is very 
important that pressure is appropriately controlled somewhere in the gas line in order 
to avoid pressure drifts. In the Amm-IF control structure, pressure is controlled at 
three locations – PFR3 outlet pressure is controlled by manipulating the reactor outlet 
flow, flash pressure is controlled by manipulating the vapor outflow and recycle (i.e., 
reactor section inlet) pressure is controlled using recycle compressor duty. While flash 
pressure is controlled to maintain the product purity in Level 3.2 of IF, the reactor 
inlet and outlet pressures are controlled in Level 4.2 as it was observed that the 
reaction section pressures, if left uncontrolled, gradually decrease over time (Zhang et 
al., 2010a).  
In this work, two aspects of pressure control are investigated. First, it is 
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flash separator (which is needed for maintaining product purity). As recommended in 
Section 6.3.2, different control schemes for controlling system pressure are 
implemented for the ammonia process and the pressure profiles in major sections of 
the plant are plotted in the presence of disturbances in order to determine whether it is 
important to control system pressure at more than one location. The transient pressure 
profiles shown for disturbance d3 in Figure 6.5 clearly illustrate that without any 
pressure control, pressure drifts away in every section of the plant (i.e., at reaction 
section outlet, flash and recycle). This has repercussions on plant production rate and 
hence profit. On the other hand, it is noticed that control of flash pressure is sufficient 
to maintain pressure throughout the plant. Secondly, the choice of the manipulator for 
flash pressure control is investigated. The original control structure (Amm-IF) 
features flash pressure control using vapor outflow. In this work, another manipulator 
for control is considered, namely, recycle compressor duty. The control scheme for 
the RSR process considered in Baldea et al. (2008) featured this loop. The rest of the 
control structure remains the same as Amm-IF; however, the reactor inlet and outlet 
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Figure 6.5: Transient profiles of pressure in different sections of the ammonia 
plant without and with control of system pressure in the presence of disturbance 
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The DDS and DPT results for all the three cases (including the case where 
flash pressure is controlled using vapor outflow, but reactor inlet and outlet pressures 
are not controlled) are given in Table 6.8. Clearly, the case with control of flash 
pressure using recycle compressor duty performs significantly better in terms of DDS 
compared to the other two cases for all disturbances except d1. The DPT values 
present a mixed picture - the case with control of flash pressure using recycle 
compressor duty performs better for d4 and on par or slightly better for d2 and d3. 
However, the improvement in the DDS values is significant compared to the 
difference in the DPT values. The overall normalized score is also the lowest (1.4) for 
the case with pressure control using recycle compressor duty. The transient profiles of 
flash pressure, purge flow rate, purge inert (methane) composition and recycle flow 
rate shown in Figure 6.6 for disturbance d3, indicate that when the feed rate 
decreases, the flash pressure initially drops and is subsequently brought back to its set 
point as less gas is circulated around the recycle loop, which decreases reaction rates 
thereby increasing the system pressure (as the reaction of nitrogen with hydrogen to 
form ammonia consumes moles, hence decreasing pressure). This control action is 
faster for the case with recycle compressor duty as the manipulator. Hence, it can be 
concluded that the control structure with the use of recycle compressor duty to control 
flash pressure performs better for most disturbances and is recommended over the 
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Table 6.8: DDS and DPT Results for Different Control Schemes for Control of 















Duty, No Other 
Pressure Control 
d1 +5% production rate 148 158 225 
d2 -5% production rate 269 332 171 
d3 -10% production rate 500 615 360 
d4 +0.001 feed methane composition 80 106 20 
Total DDS 997 1211 776 
Normalized Score 0.82 1 0.64 
 













Duty, No Other 
Pressure Control 
d1 +5% production rate +855 +1281 -1116 
d2 -5% production rate +1475 +1240 +1349 
d3 -10% production rate +2725 +2519 +2665 
d4 +0.001 feed methane composition +1683 +2110 -289 
Total Absolute DPT 6738 7150 5419 




























































0 100 200 300 400 500
Time (minutes)










































Flash Pressure-Recycle Compressor Duty
Flash Pressure-Vapor Flow
 
Figure 6.6: Flash pressure, purge flow rate, purge inert composition and recycle 
flow rate transients in the presence of disturbance d3 (i.e., -10% production rate) 
for control structures with different manipulators for flash pressure control in 
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6.5 Case Study 3: Styrene Process 
Vasudevan et al. (2009) recently presented a flowsheet design and alternative 
control structures using three different methodologies for a new PWC test-bed, 
namely, the styrene process (Chapter 4). The styrene process is a challenging process 
for PWC application due to the presence of many units, heat-integrated PFRs in 
series, a tall vacuum column performing the very difficult separation of styrene and 
EB, and liquid material recycle. The process flowsheet taken from Vasudevan et al. 
(2009) is shown in Figure 6.7. In the present work, this flowsheet is used to analyze 
the choice of CV for feed flow control. The other two aspects considered in Sections 
6.3 and 6.4, namely, the control of inert composition and system pressure do not apply 
to the styrene process as it does not feature a purge stream with gas recycle 
compressor and there is no serious issue of pressure drift as the reaction section 




























Figure 6.7: Flowsheet of the styrene process 
 
The basic regulatory control structure developed using IF is named as SM-IF, 
and is used as the base case in this chapter. This control structure is summarized in 
Table 6.9, and the control decision investigated in the current study is highlighted in 
grey. In SM-IF, throughput manipulation is achieved by implementing the fixed-feed 
strategy in Level 3.1 of IF (Chapter 4). In the current study, the possibility of 
controlling the total EB feed (i.e., fresh feed plus recycle) to manipulate the fresh feed 
flow rate is investigated. The rest of the control structure remains the same. The 
control performance results for both the cases are presented in Table 6.10. Note that 
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Table 6.9: Summary of SM-IF Control Structure 
 
CV  MV  
Reaction Section 
Styrene production rate  EB feed flow (TPM) 
Steam-to-EB Ratio at PFR1 Inlet Steam feed flow  
Split steam flow Split steam flow  
EB conversion  PFR1 inlet T SP  Cascade loop PFR1 inlet T Furnace duty  
PFR2 inlet T Intermediate heater duty 
Phase sep T Cooling water flow 
Phase sep P Lights flow 
Phase sep liquid % level  Organic flow  
Phase sep aqueous % level  Water flow  
Product (Styrene) Column 
Condenser P Condenser duty  
Condenser level  Distillate flow  
Reboiler level  Bottoms flow  
Top styrene composition Reflux flow 
Bottoms EB composition  Reboiler duty  
Vent flow Compressor duty  
Recycle (Ethyl Benzene) Column 
Condenser P Condenser duty  
Condenser level  Reflux flow  
Reboiler level  Bottoms flow  
Top EB composition  Distillate flow  
Bottoms toluene composition Reboiler duty 
 
From the results in Table 6.10, it is evident that the DDS values for the case 
with total EB feed controlled are generally on par with SM-IF for most disturbances 
except for d3. On the other hand, the (absolute) DPT values are much lower for most 
disturbances indicating better management of production rate with total EB feed 
controlled. The overall normalized score is also significantly lower for this case (1.75 
as against 1.9 for the base case with fresh feed controlled). In the styrene process, the 
recycle EB flow rate is significant (nearly 50% of the fresh feed flow rate). Hence, it 
is advantageous to control total feed flow rather than just fresh feed flow as this helps 
to mitigate the effect of recycle through out the plant, thus affecting the key PVs like 
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Table 6.10: DDS and DPT Results for Two Different Control Schemes for Feed 
Flow Control for the Styrene Process 
 
DDS (kmol) DPT (kg of Styrene) 









d1 -5% production rate 21 22 +1708 +1083 
d2 +5% production rate 22 24 -1727 -1200 
d3 -20% production rate 82 95 +6263 +4410 
d4 -2% feed composition 11 9 -5947 -4028 
d5 -5% PFR1 catalyst deactivation 4 4 -3639 -3223 
d6 -5% PFR2 catalyst deactivation 2 2 -2600 -2321 
d7 +5% 3-phase separator liquid percent level 7 9 -958 -955 
Total 149 165 22842 17220 
Normalized Score 0.90 1 1 0.75 
 
6.6 Discussion and Proposed Guidelines 
First, the results of the three case studies considered in this chapter are 
summarized as follows. (1) For both the HDA and ammonia plants, the strategy with 
control of inert composition at an earlier point in the primary process path (i.e., from 
the main reactant to the main product) shows better response in the presence of 
disturbances. This earlier location is the reactor inlet stream in the case of the HDA 
plant and the purge stream for the ammonia plant. In general, purge flow as the 
manipulator is found to perform better than recycle compressor duty. Baldea and 
Daoutidis (2007) had also controlled inert composition at the reactor inlet using purge 
flow in their RSR study. Luyben (2000) had controlled flash outlet inert composition 
using purge flow. (2) For both the HDA and ammonia plants, control of flash pressure 
is sufficient to maintain the system pressure throughout the plant. While the vapor 
outflow is the chosen manipulator for the HDA plant where purge flow is significant 
in comparison to the recycle flow, recycle compressor duty is found to be the better 
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recycle flow. Baldea et al. (2008) had also decided to use recycle compressor duty to 
control separator pressure in their RSR case study in which purge flow is negligible 
compared to recycle flow. (3) For both the HDA and styrene plants, control of total 
toluene and total EB feeds (i.e., fresh feed plus recycle) is respectively found to yield 
better response of key PVs like production rate.  
For the first result above, taking the case of the HDA plant, the PV and MV 
transients (see Figure 6.8) for the inert composition controller at alternative locations 
in the plant, namely, reactor inlet and purge streams, indicate better control when 
reactor inlet inert composition is controlled. Also, the MV transients clearly illustrate 
that purge flow is a better manipulator than compressor duty for control of inert 
composition due to smaller variation in the controller output, which indicates larger 
process gain between inert composition and purge flow. In a similar way, control of 
inert composition at an earlier location along the primary process path (i.e., purge 
stream) using purge flow results in good performance for the ammonia plant. 
For the second result above, taking the case of the ammonia plant, the PV and 
MV transients (see Figure 6.9) for control of flash pressure using either recycle 
compressor duty or flash flow indicates faster control action with recycle compressor 


























































Figure 6.8: PV and MV transients in the presence of disturbance d4 (i.e., -2.5% 
feed composition) for different control schemes for control of inert composition 
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Figure 6.9: PV and MV transients in the presence of disturbance d3 (i.e., -
10% production rate) for different control schemes for control of system 
pressure for the ammonia plant 
 
For the third result above, taking the case of the styrene plant, the reason for 
this phenomenon can be inferred from the fresh EB, total EB (i.e., fresh plus recycle 
EB) and recycle EB flow transients shown for two disturbances (d2 and d4) in Figures 
6.10 and 6.11. For the original SM-IF control structure with control of fresh EB flow, 
when the production rate is increased by 5% by increasing the set point of the fresh 
EB flow controller, the fresh EB flow immediately reaches the new set point and the 
total EB flow gradually changes over a period of time based on the recycle effect 
(Figure 6.10). On the other hand, for the modified control structure with control of 
total EB flow, when the production rate is increased by 5% by increasing the set point 
of the total EB flow controller by 5%, the total EB flow immediately reaches the new 
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EB flow then slowly decreases over a period of time to adapt to the recycle effect 
(Figure 6.10). Hence, faster action is taken and the styrene production reaches the 
target rate more quickly for the modified control structure thus giving better DPT 
values than the original SM-IF control structure. Similarly, for SM-IF control 
structure, when the feed composition changes, the fresh EB flow is immediately 
brought back to its set point after an initial spike, whereas the total EB flow gradually 
changes to a new value over a period of time based on the recycle effect (Figure 6.11). 
On the other hand, for the modified control structure, the total EB flow is immediately 
brought back to its set point after an initial spike, and the recycle effect changes the 
fresh EB flow over a period of time (Figure 6.11). The maintenance of the total EB 
flow at its set point again results in better management of the production rate, and 
hence better DPT. In a similar way, the control of total toluene flow results in better 













































Total feed flow control






























Total feed flow control




























Total feed flow control
Fresh feed flow control
 
Figure 6.10: EB fresh feed, total feed and recycle flow transients in the presence 
of disturbance d2 (i.e., +5% production rate) for control structures SM-IF (fresh 
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Figure 6.11: EB fresh feed, total feed and recycle flow transients in the presence 
of disturbance d4 (i.e., -2% feed composition) for control structures SM-IF (fresh 
feed flow control) and modified SM-IF (total feed flow control) 
 
We propose to formulate some guidelines for PWC of complete plants based 
on the above results. All the three processes present complexities in terms of the 
component inventories, gas and liquid recycles, reaction and separation systems, and 
heat integration in order for us to generalize some rules for PWC. These guidelines 
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(1)  When there is a need to design a control loop for regulating the inert 
component inventory in a chemical process, it should be located at an earlier 
point in the primary process path (which would be near the reactor inlet for 
most processes). This would enable corrective action to be taken much earlier 
in case of any plant upsets. In general, direct manipulation of the plant purge 
flow results in good control. In any case, compressor duty is to be avoided as 
it normally does not effectively control the inert composition and also because 
the compressor is an expensive and delicate equipment which should not be 
preferred (Araujo et al., 2007b). To summarize, the guideline is ‘Control inert 
composition at an earlier point in the primary process path, with the 
manipulator preferably purge flow’.  
(2)  In gas-phase, medium to high-pressure processes, effective pressure control is 
vital to avoid serious pressure drifts in the face of plant upsets. This is because 
when pressure drifts, it upsets the plant production and hence economics. 
Moreoover, pressure control results in better regulation of inventory and 
allows the plant to return to the nominal operating conditions quickly in the 
presence of disturbances. Hence, the dynamic response (particularly, the 
transient profile of pressure at key locations) of the plant in the presence of 
disturbances has to be carefully studied for assessing the need and location for 
pressure control. We can appropriately control the pressure at those locations 
where pressure control is needed. Note that this is in addition to the distillation 
column pressure control loops. In general, it is observed that pressure control 
at the flash separator immediately before the recycle, is sufficient to maintain 
system pressure throughout the recycle loop for processes with topology 
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specific judgment which has to be made with care. In addition, pressure has to 
be controlled at those locations where it is an active constraint. As for control 
of flash pressure, the manipulation of recycle compressor duty should 
generally be avoided as the compressor is an expensive and delicate 
equipment (Araujo et al., 2007b). However, it is possible that in some cases 
like the ammonia plant, where purge flow is negligible compared to recycle 
flow, manipulation of recycle compressor duty to control flash pressure might 
give better control. To summarize, the guideline for pressure control in gas-
phase processes is ‘Besides distillation column pressure control, if pressure at 
any location in the plant is not an active constraint, control pressure at one or 
more crucial locations based on analysis of the plant pressure profiles in the 
presence of important disturbances in order to avoid drifts from the operating 
point. Though flash vapor outflow is the preferred manipulator for flash 
pressure control, consider the possibility that recycle compressor duty might 
be a better manipulator in some cases’. It is very important to note that 
installation of control valves on the recycle line is generally not recommended 
in processes with gas recycle as such valves increase pressure drop and 
consequently increase recycle compressor power. Hence, it is crucial to 
evaluate the trade-off between control performance and energy cost due to 
pressure control. 
(3)  For feed flow control, the choice of the appropriate flow to be controlled is a 
key decision which greatly affects plant performance and output. In general, it 
is advisable to control the total feed flow (i.e., fresh feed plus recycle) by 
manipulating the fresh feed flow unless recycle flow rate is highly 









better control of the key plant variables like production rate in the presence of 
disturbances. To summarize, the guideline for feed flow control is ‘Unless 
recycle is much smaller compared to fresh feed, control the total feed by 
manipulating the valve in the fresh feed line’. 
 
6.7 Summary 
The applicability of gas-phase RSR results to complete chemical plants has 
been investigated in this chapter. In the past, there have been very few studies on this, 
and no concrete guidelines have been provided in the RSR studies for use in PWC of 
real/large-scale processes. In this work, three significant control decisions have been 
studied in the context of HDA, ammonia and styrene processes. Based on the results, 
we have proposed three key guidelines for PWC system synthesis for gas-phase 
industrial processes. We recommend: (1) to control inert composition at an earlier 
point in the plant (e.g., at reactor inlet) for better disturbance rejection capabilities, (2) 
to control pressure at an appropriate location decided by dynamic simulation, and (3) 
to control total feed (fresh feed plus recycle) for feed flow control.  
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Chapter 7 
Integrated Framework of Simulation, Heuristics and 
Optimization*  
 
Numerous methodologies have been developed for PWC of industrial 
processes. These methodologies can be classified into heuristics, optimization, 
mathematical and mixed approaches. However, most of these methodologies do not 
involve the extensive usage of rigorous process simulators as part of control system 
development. Also, in recent years the focus is shifting towards the use of mixed 
approaches that builds synergies between different techniques. As part of the 
continuing search for more effective PWC system design methods, an integrated 
simulation-based methodology is proposed in this chapter. This eight-level framework 
incorporates heuristics and optimization together with the use of simulation 
throughout the procedure. The main intuitive feature of this framework is the 
identification of the key CVs for optimal operation; this is achieved by detailed 
analysis of disturbances, computation of the new optimal set points by re-optimization 
and cost breakdown analysis for throughput changes. Another important feature is the 
use of dynamic performance measures to aid in analyzing the effects of integration. 
This framework is then applied to the styrene monomer plant case study presented 
earlier in Chapter 4 to develop a viable control structure. The performance of the 
resulting control system is compared with the control system developed using the 
integrated framework of simulation and heuristics. While both the control structures 
                                                 
* This chapter is based on the manuscript – Vasudevan, S. and Rangaiah, G.P. Integrated Framework 
Incorporating Optimization for Plant-Wide Control of Industrial Processes. Ind. Eng. Chem. Res. 2011, 
under revision. 
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are found to be stable and robust in the face of disturbances, the control structure 
developed in this chapter performs significantly better in terms of steady-state profit 
and dynamic economic index based on deviation from the production target. 
 
7.1 Introduction 
The various PWC methodologies can be classified based on the approach used 
as heuristics, mathematical, optimization-based and mixed approaches (Chapter 2). 
One of the popular heuristic methods to date is the nine-step procedure of Luyben et 
al. (1998). However, one general disadvantage of the heuristics methods is the over-
reliance on experience. Hence, to overcome this, Konda et al. (2005) proposed IF 
procedure that makes effective use of steady-state and dynamic simulations to 
improve the accuracy of the decisions taken at every step. This method has been 
successfully applied to the HDA (Konda et al., 2005), styrene (Chapter 4) and 
ammonia (Zhang et al., 2010b) plants. Another recent and promising PWC method is 
the SOC procedure of Skogestad (2004), a systematic procedure which has been 
successfully applied to the HDA (Araujo et al., 2007a and 2007b), ammonia synthesis 
(Araujo and Skogestad, 2008) and styrene (Chapter 4) plants. 
The IF methodology uses simulations to gain insights into the process and thus 
easily develop a suitable control structure; however, the reliance on heuristics is still 
considerable. In addition, the control decisions in some of the levels (e.g., Level 7 
where recycle effect is analyzed and the control structure is appropriately modified) 
lack systematic guidelines. The application of performance criteria to control 
structures developed from IF and SOC for the styrene plant (Chapter 5) reveals that 
while both IF and SOC perform equally well in terms of DDS, the performance of IF 
with respect to DPT is poor. As for the SOC procedure, though it is systematic and 
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rigorous, it involves extensive computational effort as part of the local linear analysis 
and evaluation of the loss. Another problem with over-reliance on mathematical tools 
(e.g., singular value analysis) is that the use of such controllability analysis tools to 
determine the CVs might result in ones that are easier to control, rather than those that 
are important to control.  
Thus, though both IF and SOC have been shown to be promising, there is still 
scope for a more effective procedure that includes suitable mathematical/optimization 
tools together with heuristics and simulation. This procedure should not rely too much 
on heuristics, and also should not involve extensive time-consuming computations. 
Furthermore, the procedure should be relatively easy to apply. In this respect, 
heuristics-based procedures along with some mathematical/optimization tools are 
attractive. Keeping these aspects in mind, a new integrated framework based on 
simulation, heuristics and optimization is proposed in this chapter. The 
optimization/mathematical tools included in this procedure are steady-state 
optimization, systematic disturbance analysis and re-optimization of the plant for 
throughput changes. In addition, dynamic performance tools such as DDS, DPT and 
unit-wise DDS (Chapter 5) are used to analyze the effects of recycle on the control 
system, and to help decide if further modifications need to be made to improve the 
control system performance by utilizing the remaining CDOFs. The proposed 
procedure is then applied to the styrene plant case study presented in Chapter 4 to 
demonstrate its effectiveness for developing a viable and stable control structure with 
good performance in the face of disturbances. The performance of this control 
structure is then compared with that developed by IF using the performance metrics, 
namely, DDS, DPT and steady-state profit. 
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The rest of the chapter is organized as follows: the next section describes the 
proposed integrated PWC methodology. Section 7.3 discusses the application of this 
procedure to the styrene monomer plant. Section 7.4 compares the performance of the 
resulting control structure with that developed using IF. Chapter summary is finally 
given in the last section. 
 
7.2 Proposed Integrated PWC Methodology 
The proposed mixed methodology is a decentralized PWC strategy, where the 
control problem is vertically decomposed based on the hierarchy of control objectives. 
This procedure is henceforth named Integrated Framework of Simulation, Heuristics 
and Optimization (IFSHO), and consists of eight steps. In each step, heuristics and/or 
mathematical/optimization tools are used together with the aid of simulation to 
develop the PWC structure incrementally. The role of the steady-state and/or dynamic 
simulation models is mentioned in each step described below. 
Level 1: Determine CDOF and Steady-State DOF. One of the most 
important and foremost steps in the development of a PWC structure is the 
computation of CDOF. The CDOF of the process can be determined using the 
restraining number method of Konda et al. (2006a) which has been further refined in 
Chapter 3, and the MVs can be listed. The steady-state DOF can then be determined 
by subtracting the number of MVs with dynamic effect only (mainly those related to 
level and pressure control).  
Level 2.1: Identify PWC Objectives, Perform Steady-State Optimization 
and Identify the Active Constraints. The PWC objectives can be listed based on the 
operational requirements of the plant, namely, production rate, product quality, plant 
stability, process and equipment constraints, safety requirements and environmental 
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regulations. Energy management system is considered as part of the PWC objectives 
when considering the process constraints and safety requirements that need to be 
handled by the control system. 
It is desirable to ensure optimal operation of the plant prior to developing the 
PWC structure. Hence, the process flowsheet should be optimized with respect to 
steady-state DOFs. This involves defining the objective function, selection of the 
decision (i.e., independent) variables and identification of the process constraints. In 
general, the objective function for optimal operation of most chemical plants is the 
operating profit which has to be maximized or operating cost which has to be 
minimized. The process constraints have already been identified earlier in this level. 
The objective function can now be evaluated by varying the decision variables until 
we reach the optimum. This step involves the use of steady-state simulation models 
together with the built-in optimizer in process simulators like Aspen HYSYS and 
Aspen Plus. The use of optimizers in complex plants is found to be very difficult and 
non-robust, partly because local optimizers are likely to fail for optimization problems 
with multiple optima. Our experience suggests that the built-in optimizer should not 
be totally relied upon to optimize complex processes involved in PWC studies. It may 
be possible to improve upon the results obtained from the built-in optimizer by 
manually varying some decision variables and evaluating the objective function.  
Once an optimal operating point is obtained, the active constraints, i.e., the 
PVs that are at their constrained levels can be consequently identified.  
Level 2.2: Identify and Analyze Plant-Wide Disturbances. Plant 
disturbances have a considerable effect on the control structure selection and 
controller tuning. Hence, the expected plant-wide disturbances should be identified 
and analyzed for their effect on the entire plant. Typical disturbances are variation in 
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feed rate, feed composition and other feed conditions (such as temperature or 
pressure). These are the most important possible plant upsets that can significantly 
impact the objective function and plant operation. However, if one desires, other 
disturbances (e.g., load disturbances, catalyst deactivation, etc.) can also be 
considered in the analysis. The effect of these disturbances can be studied on the 
objective function and important process operation variables. Steady-state simulation 
can be used to test the expected disturbances and study how they propagate 
throughout the plant. Performance and tuning criteria can then be set based on the 
results of the disturbances analysis. The controllers in those sections of the plant 
which are more sensitive to disturbances should be tuned more conservatively (i.e., 
less tightly) so that all sections of the plant are equally robust. 
Level 3.1: Select Production Rate Manipulator. This step involves 
identifying the primary process path, i.e., from the main raw material to the main 
product (Price et al., 1994). The steady-state simulation model comes in handy to 
make the choice on the primary process path as well as the TPM. The PV with the 
maximum steady-state gain will be the primary choice for the TPM. In general, 
internal/implicit variables on the primary process path (i.e., the reactor operating 
conditions like pressure and temperature) are preferred over external/explicit variables 
(i.e., fixed-feed followed by on-demand options) as the TPM (Price et al., 1994). 
However, sometimes the reactor operating conditions may be set by optimization. In 
those cases, the next common choice is to utilize the external variables to set 
throughput. Note that, in some cases, one can also use an appropriate flow rate at any 
internal location in the flowsheet to set throughput (e.g., the feed to a distillation 
column). When the fresh feed flow is the only available option as TPM, the resulting 
control scheme can be implemented in two ways: control of fresh feed or total feed 
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(i.e., fresh feed plus recycle) by manipulating fresh feed control valve in either case. 
Based on the guidelines developed in Chapter 6, we recommend the latter strategy for 
gas-phase processes. 
Note that the TPM selection has to be completed before identifying the 
economic PWC objectives in Level 4. This is because the detailed disturbance and 
cost analysis presented in Level 4 is for throughput changes, and, in order to 
implement throughput changes in the steady-state simulation, the control loop (both 
CV and MV) for setting and changing production has to be identified first. 
Level 3.2: Select Product Quality Manipulator. The CV for maintaining the 
product purity can be appropriately selected. In most cases, this involves control of 
the product (or impurity) composition in the unit producing the main product. The 
unit (usually, distillation column) producing the main product can be simulated 
separately to select the appropriate manipulator by performing RGA analysis. Note 
that, though RGA is widely used to address the pairing problem, the results cannot 
always be relied upon as there are some cases where RGA fails. In case of any 
conflict (e.g., when two different composition control combinations such as LV and 
LB are feasible based on RGA results), alternative control strategies can be 
dynamically simulated on the unit producing the main product, to make the final 
selection. This ensures that we do not just rely on RGA, but also use dynamic 
simulations of the alternative control structures to decide on the final control pairings. 
Level 4: Optimize the Plant for Throughput Changes and Determine 
Additional Economic PWC Objectives. In addition to the PWC objectives stated in 
Level 2.1, we propose to identify additional economic control objectives (i.e., 
additional CVs that impact the objective/profit function and hence optimal operation) 
and assess the need to reset their set points for throughput disturbances (i.e., changes 
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in throughput implemented by plant personnel) by re-optimizing the plant at the new 
operating point. The main aim of doing so is to minimize the loss in operating profit 
in the presence of throughput changes. In addition, set points of key variables are 
often changed whenever there is a change in plant throughput. Besides, such analysis 
would enable us to assess the capability of the PWC system for servo control (i.e., 
when we want to change simultaneously the set points of several controllers in the 
plant control system).  
We propose the following procedure for identifying the additional economic 
PWC objectives (i.e., additional CVs for optimal operation). First, throughput 
disturbances can be introduced, one at a time, in steady-state simulation, and the PVs 
that change significantly in response to changes in throughput can be identified. These 
variables can then be kept in view as crucial variables that need to be considered for 
control. Next, the plant at the new steady state (after introducing each of the 
throughput disturbances) can be re-optimized using the same objective function, 
decision variables and process constraints listed in Level 2.1 to determine the optimal 
operating variables at the new throughput; these will be the PVs whose change in set 
points contribute significantly to the improvement in the objective/profit function at 
the new throughput after re-optimization.  The detailed breakdown of the objective 
function value both prior to and after re-optimization can be analyzed in order to help 
decide the additional PVs to be controlled for optimal operation at the new 
throughput. The additional economic PWC objectives can thus be identified. This 
procedure is illustrated in detail in the application presented in Section 7.3. 
Note that the proposed approach shares some similarity with real-time 
optimization. However, while real-time optimization involves continual evaluation 
and alteration of the plant operating conditions during the production period, 
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economic optimization proposed here is done in order to determine the additional 
control objectives during the design stage. Further, real-time optimization is 
performed on top of the regulatory control structure (i.e., in the next time-scale); 
whereas the optimization proposed here is for developing the regulatory control 
structure. 
Level 5.1: List and Select the Controlled Variables. In the IF procedure 
(Konda et al., 2005), selection of the CVs and the related MVs is done simultaneously 
in each step. This way, a MV which is selected in an earlier level will not be available 
for consideration later. For example, in the styrene plant case study considered in the 
next section, the PFR-1 (see Figure 7.1) inlet temperature has two possible 
manipulators, namely, steam split ratio and furnace duty. However, steam split ratio is 
identified as a candidate CV to satisfy the economic PWC objectives, and hence we 
would prefer not to manipulate it. Hence, it is advisable to list all the CVs first before 
deciding on the control loop pairings. If all the CVs are listed first, the selection of the 
manipulators can be considered together (e.g., for RGA) for interacting cases where a 
MV affects more than one CV simultaneously.  
After listing, we propose to first select all the CVs in this step in the following 
order of priority, before selecting the corresponding MVs – the process constraints 
listed in Level 2.1, additional PWC objectives identified in Level 4, inventory 
regulation (i.e., level and pressure loops) and, finally, individual unit operations. 
Process Constraints Listed in Level 2.1. Select appropriate CVs for handling 
the process constraints (both active and any other crucial constraints) listed in Level 
2.1. An exception is the constraints related to composition control (e.g., distillation 
columns) which can be handled after considering inventory regulation due to the 
reason discussed in the “inventory regulation” step below. In addition, any constraints 
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related to dynamic DOFs can be considered for control at this level (such as control of 
vacuum column operating pressure). 
Additional PWC Objectives Identified in Level 4. Select PVs to be controlled 
for satisfying the economic PWC objectives identified in Level 4. When selecting the 
CVs, if there is a need to change the set point of a particular PV (for throughput 
changes), sufficient flexibility must be incorporated in the control structure (e.g., that 
PV cannot be a CV of an inner cascade loop). If needed, a few combinations can be 
listed and assessed for their performance from dynamic simulation runs in the 
presence of disturbances (later in Level 8). 
Inventory Regulation. Levels (which are mostly integrating) and pressures 
(which are often self-regulating in nature) need to be taken care of before considering 
the composition loops in order to stabilize the plant first. Appropriate locations can be 
selected for pressure control by simulation and careful analysis of the process 
flowsheet. The guidelines proposed in Chapter 6 for pressure control in gas-phase 
processes can be used to arrive at the final selection. 
Individual Unit Operations. The CVs to keep the individual unit operations 
(e.g., distillation columns) under control are finally selected. This step mostly 
involves the setting up of temperature and composition loops.  
Level 5.2: Select the Corresponding Manipulated Variables. In this step, 
the MVs for regulating the CVs selected in Level 5.1 are chosen based on heuristics 
and/or mathematical tools such as RGA together with the aid of steady-state and/or 
dynamic simulations.  As mentioned at the beginning of Level 5.1, some CVs can be 
systematically considered together via RGA analysis. However, in case of any 
conflict in the final selection, priority should be given to the CVs in the upper levels. 
As mentioned earlier in Level 3.2, in order to overcome possible limitations of RGA, 
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the most probable configurations can be shortlisted based on analysis of the relevant 
units/sections (and not just RGA). The different probable combinations can then be 
simulated in dynamic mode in order to determine which combination performs the 
best. 
Process Constraints Listed in Level 2.1. Steady-state and/or dynamic 
simulation coupled with mathematical analysis tools such as steady-state gain analysis 
and/or RGA can be used to select the appropriate manipulators.  
Additional PWC Objectives Identified in Level 4. Similar to above, steady-
state and/or dynamic simulation coupled with mathematical analysis tools such as 
steady-state gain analysis and/or RGA can be used to select the appropriate 
manipulators. 
Inventory Regulation. The manipulators for level control should be selected 
such that levels are self-consistent (Price et al., 1994) for the selected TPM. This 
means that levels along the primary process path should be controlled in the direction 
of flow if feed flow is chosen as the TPM and in the direction opposite to flow if 
product flow is chosen as the TPM. If an internal variable like reaction temperature is 
chosen as the TPM, levels between the feed and TPM are controlled in the direction 
opposite to flow and levels between the TPM and main product are controlled in the 
direction of flow. For all cases, levels in the side paths should be controlled such that 
the effect of disturbances is directed away from the primary process path. Dynamic 
simulations can be used to aid in making the decisions based on these heuristics. In 
case of any conflict, the decision supported by simulation should be used, as 
heuristics cannot always be relied upon. As for pressure control, the most direct 
manipulator or the manipulator with the largest steady-state gain can be selected for 
control. 
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Individual Unit Operations. The individual unit operations can be simulated 
separately in steady state and/or dynamics to select the appropriate manipulators. This 
step normally deals with the composition and/or temperature loops in the individual 
units as inventory loops have already been considered. Decisions can be made based 
on RGA and/or steady-state gain analysis.  
Level 6: Check Component Material Balances. First, it is important to 
ensure that the overall material balance for each chemical species has been accounted 
for by the inventory and composition control loops in the control system developed so 
far. This can be done by analyzing how each component enters, leaves and is 
produced or consumed in the process in order to ensure that the overall material 
balance for each and every component is satisfied at steady state. A “Downs Drill” 
table (Luyben et al., 1998) listing each chemical component, its input, output, 
consumption and generation can be prepared. Additional control loops need to be 
implemented if the material balance of any component has not been accounted for. 
For example, for processes with inert components, the inerts composition should be 
appropriately controlled. The preferred location for control is at an earlier point in the 
process path so that control action is taken before the effect of disturbances is 
propagated throughout the plant (Chapter 6). And, the preferred manipulator is the 
purge flow where the inert component is drawn off and its composition is large. This 
recommendation has been carefully formulated based on the results of the detailed 
simulation studies on the toluene HDA and ammonia plants in Chapter 6. 
Once component material balances have been checked, it is important to 
ensure that accumulation of each component in the overall process is zero. Dynamic 
simulation for the whole plant (with the control loops designed so far but without 
closing the recycle loops) should be run with the accumulation tables of all 
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components and units prepared using the spreadsheet available in the process 
simulators. Negligible accumulation means the component inventory is regulated 
well. If not, the process flowsheet must be analyzed carefully to check if any 
inventory loop has been left out. We do not anticipate any problems with checking 
component accumulation using the proposed method as we prepare accumulation 
tables not just on a plant-wide level, but also for the individual units. And, when the 
recycle(s) are connected, any changes that result from possible inaccuracies can be 
traced by analyzing the unit-level accumulation tables. 
In general, we underscore the importance of preparing component 
accumulation tables. These can be used to verify whether the dynamic simulation of 
the control system has ‘really’ settled to a stable steady state. As we have experienced 
in some cases, it is possible that the individual control loops have stabilized, but there 
is still build-up of component accumulation due to other inaccuracies (e.g., small 
errors in flash calculations in heater/cooler). These would have been unidentified 
without accumulation profiles, thus leading to inaccurate results from the dynamic 
simulations. 
Level 7: Analyze Effects due to Integration. Note that in all the previous 
levels, recycle loops have been closed only for analysis in steady state (and not in 
dynamic simulations) so that the recycle effect is taken into consideration when 
applying the mathematical tools and optimization. In this step, recycle loops can now 
be closed in dynamic simulation, to analyze the difference in plant dynamic 
performance with and without recycles in the presence of expected disturbances. If 
the process response is similar in both cases, no further modifications are needed. If 
the plant with recycle (which results in slower dynamics) is found to respond 
significantly slower/poorer, it means that the recycle dynamics are severe and the 
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control structure should be modified to overcome this problem. Quantitative 
performance analysis tools such as process settling time, DDS, unit-wise DDS and 
DPT (Chapter 5) can be used to aid the analysis in this stage. It is not possible to give 
generic guidelines at this stage as the changes to be made are process specific. 
Nevertheless, IFSHO provides a platform to investigate in detail the impact of the 
recycle dynamics on the rest of the process and search for an effective solution to 
overcome it. For example, the impact of recycle dynamics on the key PVs can be 
analyzed using the dynamic simulation. Based on this analysis, the control structure 
developed so far may need to be modified or additional control loops may need to be 
included as appropriate, to alleviate the impact of recycle dynamics. Some changes 
that one could try at this stage are control of composition at a strategic location in the 
recycle loop in order to have a balanced control structure, and implementation of 
additional control loops (e.g., control of conversion) on top of the regulatory control 
layer developed so far. The unit-wise DDS in particular would help to identify the 
problematic sections of the plant (if any) that merit further control action. 
The simulation and consideration of individual units in isolation has been 
recommended in Level 3.2 and 5.2 primarily for deciding the composition control 
configurations in the distillation columns. It should be ensured that the selected 
configurations work well when the entire plant with recycle is simulated in dynamic 
mode in this level.  The analysis in this stage gives the opportunity to revisit the 
earlier decisions to check if they are still applicable in the plant-wide context with 
recycle. 
Level 8: Any Other Considerations. Once the regulatory control structure 
has been designed, it is possible that a few CDOFs might still be remaining. These 
CDOFs may be utilized meaningfully to control any additional CVs on top of those 
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already selected. The regulatory control system developed can be analyzed to see if 
any further modifications need to be done to improve control system performance. 
The performance analysis tools considered in the previous level can be used for this 
and for making the following decisions. 
As mentioned in Level 5.1, a few different combinations of CVs might be 
possible in order to satisfy the economic PWC objectives identified in Level 4. In that 
case, each of these combinations can be implemented and the performance of the 
corresponding PWC structures can be analyzed in the presence of disturbances in 
order to select the most optimal combination. Besides this, one can also analyze and 
decide in Level 8 if advanced control strategies like MPC need to be implemented on 
top of the regulatory control structure developed so far, to improve the plant 
performance. For example, benefits of MPC for highly interacting control loops (e.g., 
dual composition control in distillation columns) can at least be assessed.  
Controller Tuning. From our experience, the controller tuning parameters 
recommended by Luyben (2002) for flow (Kc = 0.5, Ti = 0.3 min), level (Kc = 2) and 
pressure (Kc = 2, Ti = 10 min) loops are found to work reasonably well and can be 
used as the initial estimates. These loops can be further fine-tuned if needed. As for 
composition and temperature loops, the auto-tuner tool available in the process 
simulators can be used to obtain the preliminary parameter values. These can be 
further fine-tuned, if needed. Note that Aspen HYSYS auto-tuner tends to give 
slightly aggressive tuning parameters and utmost care has to be taken to tune down 
the relevant control loops in order to avoid undesirable oscillations and/or instability. 
Another alternative is to use the conservative Tyreus-Luyben tuning rules (Luyben et 
al., 1998) if one desires to avoid de-tuning. 
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Discussion. The procedure presented above is based on a vertical hierarchy of 
control objectives. The first level is straightforward in that it deals with determining 
CDOF. In Level 2.1, the PWC objectives are identified first followed by steady-state 
optimization to ensure optimal operation of the plant before developing the PWC 
structure. The active constraints can then be determined from the results of the 
optimization. Since the performance of alternate PWC systems varies in the presence 
of different types of disturbances, key disturbances are identified in Level 2.2 and 
their impact on different sections of the plant is analyzed. This analysis is helpful in 
understanding the process behavior better (e.g., if there are any sensitive sections for 
certain disturbances) thus leading to better knowledge of process-specific control 
requirements in terms of structural and parametric decisions. Due to the importance of 
economic profitability in the industry, control related to the product specifications is 
handled first in Level 3. Then, the plant is re-optimized for throughput changes, in 
Level 4, in order to identify the additional economic PWC objectives on top of the 
PWC objectives identified in Level 2.1.  
The structural decisions to satisfy all the PWC objectives are taken in Level 5 
(i.e., listing/selection of the CVs and then selection of the appropriate MVs to satisfy 
each of these objectives). Since not all objectives are equally important, these 
objectives are prioritized according to their importance from a plant-wide perspective; 
subsequently, more important objectives are dealt with in the higher levels before 
dealing with the rest of the objectives, again in the order of priority, in the lower 
levels. The control decisions dealt with in Level 5 are: crucial stability issues and 
process constraints, the additional economic objectives, inventory (pressure and level) 
control (with which all the plant-wide issues have been settled), and unit-level control. 
With this, the base case control structure is now developed. The next, logical step is to 
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check whether the component material balances have been satisfied, which is done in 
Level 6. Level 7 then deals with the detailed analysis of the effects of recycle(s) and, 
if needed, the modification of the control system suitably. The last level deals with 
possible improvements to the control system. 
 
7.3 Application of IFSHO to Styrene Plant 
In this section, the proposed simulation-based mixed methodology is applied 
to the styrene monomer process presented in Chapter 4 in order to develop a 
decentralized control structure. In the styrene process, fresh EB is mixed with 
recycled EB (Figure 7.1), and then the total EB and a part of the LPS are mixed and 
pre-heated in a FEHE using the reactor effluent stream. The remaining LPS is 
superheated in a furnace to a higher temperature between 700 and 850°C, and then 
mixed with the pre-heated mixture to attain a temperature of around 650°C. It is then 
fed to two adiabatic PFRs, in series with a heater in between, for the production of 
styrene. The six main reactions that occur in the reactors are as follows: 
22563256 HCHCHHCCHCHHC                          (7.1) 
42663256 HCHCCHCHHC                 (7.2) 
435623256 CHCHHCHCHCHHC                (7.3) 
2422 422 HCOHCOH                 (7.4) 
242 3HCOCHOH                  (7.5) 
222 HCOCOOH                  (7.6) 
The reactor effluent is cooled in the FEHE and then in a cooler before sending 
to the three-phase separator V-1, where light gases and water (heavy liquid) are 
removed. The intermediate organic layer is sent to a set of distillation columns for 
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styrene separation from the other components (Figure 7.1). In the first column (i.e., 
product column, T-1), operating under vacuum to prevent styrene polymerization, 
styrene is removed as the bottom product, and the top product is sent to a second 
column (i.e., recycle column, T-2) to separate the un-reacted EB from the by-
products, toluene and benzene. The un-reacted EB is then recycled back. Steady-state 
and dynamic simulations for this study are done using Aspen HYSYS. Note that the 
operating conditions given in Figure 7.1 are for the optimal point derived later in 
Level 2.1. 
Figure 7.1: Optimized flowsheet of the styrene plant  
 
Level 1: Determine CDOF and Steady-State DOF. The CDOF for the 
styrene process is determined to be 22 (Chapter 3). Out of these, there are 11 steady-
state DOFs. These are EB fresh feed flow, LPS fresh feed flow, feed LPS split ratio, 
furnace heat duty, intermediate heater duty, cooling water flow, T-1 compressor duty 
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and two DOFs each in columns T-1 and T-2 (i.e., the MVs for maintaining distillate 
and bottoms compositions which are decided later by RGA). 
Level 2.1: Identify PWC Objectives, Perform Steady-State Optimization 
and Identify the Active Constraints. For the styrene monomer plant, the following 
profit function is to be maximized: 











     (7.7)     
subject to the following PWC objectives: 
1. EB fresh feed rate = 151.3 kmol/h (i.e., 135 ktons/annum) 
2. LPS feed split ratio: 0.1 ≤ split ratio ≤ 1.0  
3. furnace exit temperature ≤ 855 °C  
4. PFR-1 inlet steam-to-oil ratio: 7 ≤ SOR ≤ 20  
5. PFR-1 inlet temperature: 600 ≤ PFR-1 T ≤ 655 °C  
6. PFR-2 inlet temperature: 600 ≤ PFR-2 T ≤ 655 °C 
7. cooler outlet temperature = 40 °C  
8. product column operating pressure = 0.1 bar  
9. minimum production rate ≥ 110 kmol/h of styrene (i.e., 100 ktons/annum) 
10. styrene product purity ≥ 0.997 
In equation 7.7, pSM, pben/tol, pfuel, pEB, pLPS, psteam, pcw and ppow refer to the prices of 
styrene monomer, benzene/toluene, fuel to the furnace and heater, ethyl benzene, low-
pressure steam, steam to the reboilers, cooling water to the cooler and condensers, and 
power to the pumps and compressor respectively. In addition, it is assumed that the 
lights stream from V-1 is sold as fuel. The unit price of raw materials and utilities is 
taken from Vasudevan et al. (2009). FSM, Fben/tol, Qfuel, FEB, FLPS, Qheaters, Qsteam, Qcw 
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and Wpow refer to the respective flows. Note that Wpow includes power for 
compressor/vacuum pump and pumps. 
From Level 1, there are 11 steady-state DOFs of which 5 steady-state DOFs 
are related to distillation columns in the separation section. For a plant of the scale of 
styrene process, steady-state optimization of the entire plant including columns is not 
easy, particularly using the built-in optimizer. For example, the built-in optimizer 
does not allow integer decision variables such as number of stages and feed stage. 
Hence, the optimal conditions for the distillation columns can only be determined by 
manually varying the column specifications and analyzing the results (e.g., plotting 
reboiler duty versus composition). On the other hand, continuous variables of 
importance (e.g., reaction temperature) can be optimized using the built-in optimizer 
which can vary them automatically. Hence, optimization in this level is divided into 
two steps. First, optimization is performed for the separation section alone to 
determine the optimal operating conditions for the stream compositions with respect 
to the 5 steady-state DOFs. Next, the entire plant with recycle is optimized with 
respect to the remaining steady-state DOFs in the reaction section. Any changes in the 
reaction section conditions leading to changes in the separation section feed are 
unlikely to affect the optimization results for the separation section.  
Optimization of the Distillation Columns. For the styrene plant, the main 
product is styrene and hence the EB impurity requirement of 0.3 mol% is an active 
constraint. For the other 3 distillation products, the optimal operating point is 
determined by trade-off between maximizing recovery of valuable components and 
minimizing energy consumption (i.e., reboiler duty) in the columns. Finally, one DOF 
in the product column (related to control of overhead vapor flow) is utilized to reduce 
energy consumption (i.e., reboiler duty) in the recycle column. The optimization at 
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this stage is done manually using Aspen HYSYS to obtain the data for plotting energy 
consumption (i.e., column reboiler duty) versus composition for further analysis. 
Optimization of the Entire Plant. Next, optimization with respect to the 
remaining 6 steady-state DOFs in the reaction section is carried out. The built-in 
optimizer in Aspen HYSYS is used to carry out the optimization of the entire plant. 
The resulting optimum is found to be better than the operating point considered in 
Chapter 4, thus illustrating the importance of this step (see Table 7.1). Based on the 
optimization results, the following seven active constraints are identified: PFR-1 inlet 
temperature = 600 °C, V-1 temperature = 40 °C, T-1 bottoms EB impurity = 0.0027 
(with give-away), T-1 distillate styrene mole fraction = 0.01, vent rate = 1.5 kmol/h, 
T-2 distillate EB mole fraction = 0.01, T-2 bottoms toluene mole fraction = 0.01.  
 
Table 7.1: Two Different Operating Points for the Styrene Plant 
 
 
Operating Point in 
Chapter 4 
Optimum in  
this Chapter 
Operating profit $3301.31/h $3742.50/h 
Fresh LPS feedrate 3371 kmol/h 2243 kmol/h 
Fresh LPS split ratio 0.18 0.167 
PFR-1 inlet T 650°C 600°C 
PFR-2 inlet T 650°C 629.2°C 
Steam-to-oil ratio at PFR-1 inlet 15.00 8.18 
EB conversion 65.64% 53.63% 
Selectivity to styrene 84.21% 85.73% 
V-1 T 40°C 40°C 
T-1 distillate styrene mole fraction 0.01 0.01 
T-1 bottoms EB mole fraction 0.003 0.003 
T-2 distillate EB mole fraction 0.01 0.01 
T-2 bottoms toluene mole fraction 0.01 0.01 
 
Level 2.2: Identify and Analyze Plant-Wide Disturbances. The important 
plant-wide disturbances in the styrene plant are -5%, +5% and -20% changes in fresh 
EB feed rate and -2% change in fresh EB feed composition. Using the steady-state 
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simulation model, both the reaction and separation sections of the plant are observed 
to be equally sensitive to these disturbances. In other words, ±5% (-20%) variation in 
the EB fresh feed flow causes ±5% (-20%) variation in the separation section flows; 
and -2% variation in the EB feed composition leads to -2% variation in the styrene 
product flow rate. Hence, there are no additional concerns regarding the tuning 
criteria. 
Level 3.1: Select Production Rate Manipulator. From Aspen HYSYS 
simulation, the primary process path is chosen as EB to styrene due to the larger 
steady-state gain with respect to production flow. The internal variables on this path, 
in this case PFR-1 inlet temperature, cannot be chosen to set throughput as it is set by 
steady-state optimization. Hence, the next best alternative for TPM is fresh EB feed 
flow. A decision has to be made on whether fresh EB or total EB (i.e., fresh plus 
recycle) flow should be controlled to set the production rate. Based on the guidelines 
proposed in Chapter 6 for feed flow control of gas-phase processes, total EB flow is 
chosen as recycle makes up nearly 50% of the total EB flow. This means that total EB 
feed flow is controlled using fresh EB feed flow as the MV in order to set throughput. 
The selection of total EB feed flow as the TPM satisfies Luyben’s rule (Luyben et al., 
1998) of fixing flow (i.e., placing a flow controller with fixed set point) at some place 
in the liquid recycle loops; note however that this cannot always be taken as fixing the 
recycle flow because the set point of this controller changes for throughout changes, 
and hence the flow in the recycle loop (i.e., total EB feed) is not constant in these 
cases. 
Level 3.2: Select Product Quality Manipulator. In order to maintain product 
quality, T-1 column bottoms impurity (i.e., EB) composition has to be controlled. T-1 
column is simulated separately in steady state and calculations are performed to 
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compute RGA for this column. The results indicate two possible configurations for 
composition control in this column, namely, LV and LB. The final selection is made 
by simulating T-1 column in Aspen HYSYS Dynamics together with the control loops 
implemented. Based on the dynamic simulation results, LV configuration is found to 
give stable control, and the corresponding manipulator for bottoms composition 
control is hence reboiler duty. 
Level 4: Optimize the Plant for Throughput Changes and Determine 
Additional Economic PWC Objectives. Values of profit and key PVs for a 
throughput change without changing any other set points are shown in Table 7.2. 
These PVs are selected from physical insight based on analysis of the process 
flowsheet. Note that based on the decision in Level 3.1, throughput change is 
achieved by changing the total EB feed flow rate (i.e., fresh plus recycle). The 
detailed analysis indicates that the following PVs (shown in grey background in Table 
7.2) change significantly compared to the others – furnace outlet temperature, PFR-1 
inlet EB composition, steam-to-EB ratio at PFR-1 inlet, PFR-2 exit EB composition, 
PFR-2 exit styrene composition and overall EB conversion. These variables are kept 
under consideration as important candidates for control. 
Next, for the three throughput changes, the plant at the new steady state is 
optimized again using the same objective function, decision variables and constraints 
considered in Level 2.1. The optimized values of profit and the key PVs are also 
shown in Table 7.2. The PVs whose values change significantly due to optimization 
compared to the original/non-optimized values at the new throughput are shown in 
grey background. The amount of change that is significant is based more on a 
qualitative analysis of the results rather than following strict numbers, and it also 
depends on the different quantities (i.e., temperature, composition, etc). The 
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breakdown of the key quantities in the objective function is summarized in Table 7.3 
for the case of -20% change in throughput. The values of costs markedly improved by 
optimization are shown in grey background in the table. The results in Table 7.3 
indicate that the main factors contributing to improved profit are lower fresh LPS feed 
rate, higher production of by-product toluene, slightly higher production of lights 
from V-1, and lower furnace/heater and cooler costs. This translates to lower steam-
to-EB ratio, slightly lower EB conversion and higher steam split ratio at the re-
optimized point. These should be taken into account when choosing the economic 
PWC objectives.  
Overall analysis of the results in this level indicates that the furnace outlet 
temperature, fresh LPS feed flow rate, steam split ratio, steam-to-EB ratio at PFR-1 
inlet, PFR-2 inlet temperature, overall EB conversion and inlet/exit compositions of 
the reaction section are crucial candidate CVs for optimal operation in the presence of 
throughput changes. Of these, PFR-2 inlet temperature, overall EB conversion and 
inlet/exit compositions of the reaction section are related in that controlling PFR-2 
inlet temperature or one of the exit compositions accounts for control of EB 
conversion. Similarly, fresh LPS feed flow rate, steam-to-EB ratio at PFR-1 inlet and 
PFR-1 inlet EB composition are related; controlling either one of them sets the steam-
to-EB ratio at PFR-1 inlet. Yet another set of related PVs is steam split ratio and 
furnace outlet temperature where the value of the steam split ratio directly affects the 
latter. The economic PWC objectives are subsequently selected by considering each 
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Table 7.2: Values of Profit and Key PVs for a Throughput Change (without 
Changing any Other Set Points) and Optimized Values in the Presence of a 
Throughput Change 
 
Value for a Throughput 
Change (without Changing 
any Other Set Points)  
Optimized Value in the 
Presence of a 
Throughput Change 




Value -5%  +5% -20% -5%  +5% -20% 
Operating profit ($/h) 3742 3579 3905 3027 3595 3905 3120 
Normalized profit ($/kg of 
product)  0.2881 0.2868 0.2895 0.2804 0.2888 0.2896 0.2896 
1 Fresh LPS flow (kmol/h) 2243 2243 2243 2243 2132 2225 1793 
2 Steam split ratio 0.167 0.167 0.167 0.167 0.202 0.175 0.231 
3 Furnace outlet T (°C) 826.9 809.9 844.3 758 845.5 854.6 848.1 
4 PFR-1 inlet T (°C) 600 600 600 600 600 600.1 600 
5 PFR-1 inlet EB mole fraction 0.1088 0.1037 0.1139 0.087 0.1095 0.1155 0.1107 
6 PFR-1 inlet steam mole fraction 0.8899 0.8951 0.8848 0.9121 0.8892 0.8831 0.8881 
7 Steam-to-EB ratio at PFR-1 inlet 8.2 8.6 7.8 10.49 8.1 7.6 8.0 
8 PFR-1 outlet T (°C) 541.2 541.9 540.5 544.7 539.9 540.2 536.3 
9 PFR-2 inlet T (°C) 629.2 629.2 629.2 629.2 627.3 627.6 625.8 
10 PFR-2 outlet T (°C) 583.6 584.3 582.9 587.1 582 581.8 579.6 
11 Overall EB conversion (%) 53.63 54.23 53.06 56.45 53.92 52.67 55.78 
12 Selectivity to styrene (%) 85.73 86 85.46 86.93 85.45 85.42 84.03 
13 PFR-2 exit EB mole fraction 0.0474 0.0446 0.0501 0.0359 0.0473 0.0512 0.0457 
14 PFR-2 exit SM mole fraction 0.0475 0.046 0.049 0.0408 0.0478 0.0492 0.049 
15 S-1 vapor flow (kmol/h) 220.6 212.1 229 184.1 213.7 228.4 195.2 
16 Feed to T-1 EB mole fraction 0.4585 0.4526 0.4641 0.4309 0.4557 0.4679 0.4376 
17 Feed to T-1 SM mole fraction 0.463 0.4696 0.4566 0.494 0.4639 0.4531 0.4724 
18 T-1 vent SM flow (kmol/h) 0.0043 0.0044 0.0041 0.0048 0.0044 0.0041 0.0046 
Note: The PVs which change significantly compared to the others at the new throughput (without re-
optimization) and those which change significantly due to optimization compared to the original/non-
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Table 7.3: Key Quantities in the Profit Function for the Original (i.e., without 
any Change in Other Set Points) and Re-Optimized Conditions in the Case of -
20% Change in Throughput 
 
 Original Point Re-Optimized Point 
Component Total Value ($/h) Total Value ($/h) 
EB 5271.10 5445.03 
LP steam 525.35 419.99 
Styrene monomer 8636.47 8617.94 
Toluene/Benzene 400.30 517.37 
Lights from V-1 420.81 450.85 
Profit from chemicals 3661.13 3721.14 
Utility Cost ($/h) Cost ($/h) 
Furnace and heater  320.69 284.55 
Cooler  55.61 45.74 
Column reboilers 246.75 260.08 
Column condensers 9.95 10.50 
Pumps and compressor 0.68 0.71 
Total utility cost  633.69 601.57 
Net Profit ($/h) 3027.44 3119.57 
Note: The values of costs markedly improved by optimization are shown in bold. 
 
First, steam split ratio is chosen over furnace outlet temperature as controlling 
the former indirectly provides a handle over the furnace outlet temperature. Next, the 
best way to control steam-to-EB ratio at PFR-1 inlet is by directly controlling it rather 
than controlling one of the PFR-1 inlet compositions. This would also avoid the 
installation of an expensive composition analyzer.  
Finally, for controlling overall EB conversion in the process, one of the PFR-2 
exit compositions is chosen for control as this avoids the expensive conversion 
controller (which requires measuring two compositions at both reactor inlet and 
outlet) and also because our experience suggests that controlling one of the reaction 
section exit compositions or separation section inlet compositions results in better 
management of the production rate. This has in fact been confirmed by dynamic 
simulations. Another possible candidate for maintaining EB conversion is the control 
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of PFR-2 inlet temperature. However, for disturbances other than throughput (e.g., 
feed composition or catalyst deactivation), direct control of conversion or exit 
composition is better than controlling the reactor inlet temperature. In any case, if 
there is a need, a few combinations of CVs can be shortlisted and assessed for their 
performance from dynamic simulations in the presence of disturbances (in Level 8) to 
make the final selection. For example, in the current case study, two different 
combinations of CVs that can be possibly evaluated and compared later in Level 8 are 
steam split ratio/steam-to-EB ratio at PFR-1 inlet/overall EB conversion and steam 
split ratio/steam-to-EB ratio at PFR-1 inlet/PFR-2 exit styrene composition. However, 
we have selected the latter based on experience. 
To summarize, the economic PWC objectives systematically identified in this 
level are the control of steam split ratio, steam-to-EB ratio at PFR-1 inlet and PFR-2 
exit styrene composition. 
Level 5.1: List/Select the Controlled Variables. Process Constraints Listed 
in Level 2.1.  The appropriate CVs for handling the active constraints listed in Level 
2.1 are PFR-1 inlet temperature and V-1 temperature.  In addition, PFR-2 inlet 
temperature, which is a non-active constraint, should also be controlled in order to 
prevent energy disturbances from propagating downstream. Finally, T-1 column 
operating pressure (related to dynamic DOF) has to be controlled as it is an active 
constraint related to dynamic DOF. 
Additional PWC Objectives Identified in Level 4. Based on the results of re-
optimization and cost breakdown analyses for throughput changes in Level 4, the 
following CVs are identified to satisfy the economic PWC objectives: steam split 
ratio, steam-to-EB ratio at PFR-1 inlet and PFR-2 exit styrene composition.  
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Inventory Regulation. The following levels and pressures need to be 
controlled in order to stabilize the plant: V-1 liquid percent level, V-1 aqueous percent 
level, T-1 and T-2 condenser and reboiler levels, V-1 pressure and T-2 pressure. 
Based on the guidelines proposed in Chapter 6 for pressure control in gas-phase 
processes, dynamic simulations confirm that, in addition to control of the column 
operating pressures, pressure control at V-1 is sufficient to avoid pressure drifts 
throughout the plant. 
Individual Unit Operations. The following PVs need to be controlled for 
satisfying the unit-level control requirements: T-1 distillate styrene composition, T-2 
distillate EB and bottoms toluene compositions, and T-1 column overhead vent rate. 
Note that we have decided to use dual composition control for both the columns as the 
additional composition controllers, though expensive and so rarely used in practice, 
are expected to result in better performance. 
Level 5.2: Select the Corresponding Manipulated Variables. Process 
Constraints Listed in Level 2.1.  The best manipulators for controlling the process 
constraints are selected with the aid of steady-state and/or dynamic simulation. There 
are two possible manipulators for PFR-1 inlet temperature, namely, furnace duty and 
fresh steam split ratio. Of these, steam split ratio has been chosen to be controlled 
later in this level. In any case, the reaction section is simulated separately in steady-
state and gain analysis is performed. The results indicate a larger steady-state gain 
between PFR-1 inlet temperature and furnace duty. Hence, furnace duty is set as the 
manipulator for PFR-1 inlet temperature control. Next, V-1 temperature is controlled 
using the most direct manipulator, which is cooling water flow. PFR-2 inlet 
temperature is also controlled using the most direct manipulator, namely, intermediate 
heater duty. Finally, there are two possible manipulators for T-1 operating pressure, 
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namely, condenser duty and overhead compressor duty. Another related candidate for 
control later in this level is the overhead vent rate. Hence, steady-state gain analysis is 
performed for both the CVs with respect to the possible manipulators. T-1 pressure is 
controlled using condenser duty due to the larger steady-state gain compared to the 
overhead compressor duty. Note that when assigning the MV, priority is given to the 
CVs in the higher levels.  
Additional PWC Objectives Identified in Level 4. First, steam split ratio is 
controlled by manipulating the most direct manipulator, namely, split steam flow, LP1 
(see Figure 7.1). Next, steam-to-EB ratio at the PFR-1 inlet is controlled using fresh 
LPS feed flow, which is again the most direct manipulator. Finally, PFR-2 exit 
styrene composition is controlled by adjusting the set point of the PFR-2 inlet 
temperature controller as no other steady-state DOF is available in the reaction 
section. Note that PFR-1 inlet temperature has not been chosen as the manipulator 
here as it is an active constraint.  
Inventory Regulation. The levels in the primary process path are controlled in 
the direction of flow in order to have a self-consistent structure for the selected TPM 
(namely, fresh EB feed flow rate). On the basis of this heuristic and the RGA results 
obtained in Level 3.2, the T-1 reboiler level is controlled using bottoms flow. The 
liquid and aqueous levels in V-1 are also controlled in the direction of flow by 
manipulating the organic and aqueous outflows respectively. Next, the levels in side 
paths should be controlled such that the disturbances are directed away from the 
primary process path. This implies that T-1 condenser level should be controlled 
using distillate flow, and T-2 condenser and reboiler levels should be controlled using 
distillate flow and reboiler duty, respectively. While this heuristic could be followed 
for T-1 by virtue of the RGA results in Level 3.2, the same could not be followed for 
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T-2 as RGA points to the DV configuration for composition control in T-2. This 
means that the manipulators for T-2 condenser and reboiler levels are reflux and 
bottoms flows respectively. Thus, the results indicated by simulation have been given 
preference in cases where there are conflicts with heuristics. Finally, the operating 
pressures of T-2 and V-1 are controlled using the most direct manipulators, namely, 
condenser duty and vapor outflow respectively. 
Individual Unit Operations. Based on the earlier RGA results, LV and DV 
configurations are employed for composition control in the product and recycle 
columns respectively. The control of T-1 bottoms EB composition has already been 
handled in Level 3.2. The other compositions, namely, T-1 distillate styrene, T-2 
distillate EB and T-2 bottoms toluene are controlled using T-1 reflux flow, T-2 
distillate flow and T-2 reboiler duty respectively. In addition, the vapor flow rate 
through the product column overhead compressor is controlled using the compressor 
duty, which is the only available manipulator. 
Level 6: Check Component Material Balances. First, the control structure 
developed so far is checked to see if the material balances of all the chemical species 
in the process has been accounted for. “Downs Drill” table is accordingly prepared 
(Table 7.4). It is noticed that all the components have been accounted for by the 
control system, and no further additions need to be made. Next, dynamic simulation 
for the whole plant with the recycle loop not yet connected, is run with the 
accumulation tables of all components and units prepared using the spreadsheet in 
Aspen HYSYS. These results reveal that accumulation is negligible, and thus the 
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Table 7.4: Downs Drill Table Indicating Component Material Balances 
 








EB Fresh feed 0 0 
(7.1), (7.2), 
(7.3) 
Total EB feed flow 
control 





Styrene 0 (7.1) SM 0 T-1 column composition control 
Benzene Fresh feed (7.2) Tol/Ben 0 
Toluene 0 (7.3) Tol/Ben 0 
T-2 column 
composition control 
Hydrogen 0 (7.1), (7.4), (7.5), (7.6) Lights (7.3) 
Ethylene 0 (7.2) Lights (7.4) 
Methane 0 (7.3) Lights (7.5) 
Carbon 
dioxide 0 (7.6) Lights 0 
Carbon 
monoxide 0 (7.4), (7.5) Lights (7.6) 
V-1 pressure control 
 
*The numbers in brackets refer to the reactions listed in the beginning of Section 7.3. 
 
Level 7: Analyze Effects due to Integration. The closed-loop dynamic 
simulation is run, both with and without recycle, and analyzed for the important plant-
wide disturbances, namely, -5%, +5% and -20% change in throughput (d1, d2, d3) 
and -2% change in EB feed composition (d4). Note that the set points of the 
controllers satisfying the economic PWC objectives, i.e., steam split ratio, steam-to-
EB ratio at PFR-1 inlet and PFR-2 exit styrene composition are changed for 
disturbances d1 and d3 based on the re-optimization results in Table 7.2. The 
performance results quantified in terms of overall process settling time, DDS, DPT 
and unit-wise DDS are presented in Table 7.5. The overall process settling time is 
calculated based on the absolute accumulation profile of all the components as 
recommended in Chapter 5. The cut-off point used for computing settling time, DDS 
and unit-wise DDS is that the overall absolute accumulation should be less than 1% of 
the plant production rate (i.e., less than 1.24 kmol/h).  
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Table 7.5: Overall Process Settling Time, DDS, DPT and Unit-Wise DDS for the 







(kg of styrene) No. Disturbance 
without with without with without with 
d1 -5% throughput 270 265 32 32 1120 1021 
d2 +5% throughput 370 385 28 28 -1173 -1168 
d3 -20% throughput 465 410 117 116 3986 3798 
d4 -2% feed comp 175 175 10 10 -3627 -3655 
V-1 DDS  
(kmol) 
T-1 DDS  
(kmol) 
T-2 DDS  
(kmol) No. Disturbance 
without with without with without with 
d1 -5% throughput 0.9 0.89 25.4 25.4 6.4 6.5 
d2 +5% throughput 0.95 0.94 23 23.2 3.9 4.2 
d3 -20% throughput 3.4 3.4 92 91.7 30 29.8 
d4 -2% feed comp 0.54 0.53 4.4 4.4 3.3 3.3 
 
Based on the results presented in Table 7.5, the performance with the recycle 
connected is observed to be comparable with that without the recycle connected. The 
systematic consideration of the economic objectives in Level 4 has in fact already 
accounted for the effects of recycle, and hence no further modifications need to be 
made in this level. Note that even though it is not very evident in the current 
application, the unit-wise DDS values would be very useful in tracing the sections of 
the plant giving poorer performance with recycle, for example, when the unit-wise 
DDS for a particular unit is significantly higher with recycle. Appropriate control 
action can then be taken in the area within or surrounding that particular unit in order 
to overcome the negative impact of recycle. By appropriate action, we mean 
implementing additional control loops or modifying the current control loops (e.g., 
tuning parameters, control loop pairing, etc.). 
Level 8: Any Other Considerations. The control structure developed for the 
styrene plant using IFSHO consists of 21 control loops involving 20 CDOFs. The two 
remaining CDOFs are the exit flows of PFR-1 and PFR-2, which should be rightfully 
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used for pressure control in both the reactors. However, dehydrogenation of EB 
(reaction 7.1) is favored at low pressures. Hence, the plant design incorporates 
minimal number of valves in the reaction section in order to avoid excessive pressure 
drops that would inevitably lead to build-up of pressure upstream. This means that 
only one pressure control loop can be employed in the reaction section (for V-1). So, 
the two other CDOFs related to the manipulation of the effluent streams from the 
reactors are not exercised. To summarize, there are no further considerations at this 
level. The control structure developed is adequate and gives good performance. 
The final control structure developed, which is named IFSHO, consists of 21 
controllers, two of which form part of a cascade loop (see Table 7.6). The CVs and 
MVs, and the tuning parameters for all controllers are given in Table 7.6. The control 
valves are all designed for 50% valve opening at initial steady-state conditions. All 
the flow and pressure control loops have been tuned based on the recommendations 
given in Section 7.2. As recommended in Section 7.2, most of the level loops are P-
only. The exceptions are the level loops in V-1, which are implemented as PI 
controllers and tightly tuned. The reason for this is that the levels in V-1 are important 
variables that greatly affect PVs in the separation section, which in turn affects the 
PVs in the reaction section. We had actually tried using P control for the levels in V-
1, but this resulted in oscillatory response in some of the control loops in the 
separation section eventually leading to plant instability. This was encountered even 
with very conservative controller settings. The composition, temperature and ratio 
control loops are tuned as PI controllers using the auto-tuner in Aspen HYSYS. As 
mentioned in Section 7.2, some of these controllers are further fine-tuned to reduce 
undesirable oscillations. The entire plant with the controllers installed is simulated for 
100 min without any disturbance, and the process is found to be stable.  
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Table 7.6: Control Structure IFSHO with Tuning Parameters for the Styrene 
Plant 
 
CV MV Controller Parameters[Kc (%/%), Ti (min)] 
Reaction Section 
Total EB flow EB feed flow (TPM) 0.5, 0.3 
Steam/EB ratio (PFR-1 Inlet) LPS feed flow 0.36, 0.035 
Steam Split ratio (LP1/LPS) LP1 flow 0.2, 0.01 
PFR-1 inlet T Furnace duty 0.11, 0.089 
PFR-2 inlet T Intermediate heater duty 0.55, 0.087 
PFR-2 exit styrene comp PFR-2 inlet T SP 0.28, 20.3 
V-1 T Cooling water flow 0.13, 0.14 
V-1 P Lights flow 2, 10 
V-1 liquid % level Organic flow 18.8, 0.45 
V-1 aqueous % level Water flow 1.31, 0.12 
Product Column (T-1) 
Condenser P Condenser duty 2, 10 
Condenser level Distillate flow 2 
Reboiler level Bottoms flow 2.2 
Top styrene comp Reflux flow 0.5, 27.3 
Bottoms EB comp Reboiler duty 0.23, 54 
Vent flow Compressor duty 0.5, 0.3 
Recycle Column (T-2) 
Condenser P Condenser duty 2, 10 
Condenser level Reflux flow 2 
Reboiler level Bottoms flow 2 
Top EB comp Distillate flow 0.43, 73.5 
Bottoms toluene comp Reboiler duty 6.54, 1.05 
 
7.4 Evaluation of the Control System 
In order to evaluate the performance of the developed control structure, a base 
case is needed. This base case is developed for the new optimal operating point found 
in this study using IF procedure. As was done in Chapter 4, the procedure is applied 
step-by-step in order to develop the regulatory control structure for the new optimal 
operating point. As IF is a predominantly heuristics-based procedure incorporating the 
use of simulation, the final control structure developed is largely unaffected by the 
change in the operating point. The only difference is that PFR-2 inlet temperature 
controller set point is adjusted to control EB conversion as PFR-1 inlet temperature is 
now an active constraint at the new optimum and hence cannot be manipulated. The 
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final control structure, which is named IF, is summarized in Table 7.7. In order to 
clearly illustrate the differences between IF and IFSHO procedures, a brief step-by-
step summary of both the procedures is presented in Table 7.8. 
The main differences between IF and IFSHO control structures are 
summarized as follows. Firstly, total EB feed is controlled to set throughput in IFSHO 
using fresh EB feed flow as the manipulator, whereas fixed fresh feed strategy is 
employed in IF. Secondly, steam split ratio is controlled in IFSHO as a result of the 
detailed re-optimization analysis, whereas the split steam is simply set on flow control 
in IF. This control decision is more ad hoc in IF. Finally, PFR-2 exit styrene mole 
fraction is controlled in IFSHO based on re-optimization analysis, whereas EB 
conversion is controlled in IF based on the analysis of the effects of integration in 
Level 7 of IF procedure.  
 
Table 7.7: Control Structure IF with Tuning Parameters for the Styrene Plant 
 
CV MV Controller Parameters [Kc (%/%), Ti (min)] 
Reaction Section 
EB feed flow EB feed flow (TPM) 0.5, 0.3 
Steam/EB ratio (PFR-1 inlet) LPS feed flow 0.36, 0.035 
LP1 flow LP1 flow 0.5, 0.3 
PFR-1 inlet T Furnace duty 0.11, 0.089 
EB conversion PFR-2 inlet T SP 0.1, 0.5 
PFR-2 inlet T Intermediate heater duty 0.55, 0.087 
V-1 T Cooling water flow 0.13, 0.14 
V-1 P Lights flow 2, 10 
V-1 liquid % Level Organic flow 18.8, 0.45 
V-1 aqueous % Level Water flow 1.31, 0.12 
Product Column (T-1) and Recycle Column (T-2) 
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Table 7.8: Step-By-Step Comparison of IF and IFSHO Procedures 
 
Level IF IFSHO 
1.1: Define PWC objectives 
1 
1.2: Determine CDOF 
Determine CDOF and steady-state DOF 
2.1: Identify and analyze plant-wide 
disturbances 
2.1: Identify PWC objectives, perform 
steady-state optimization and identify the 
active constraints 2 
2.2: Set performance and tuning criteria 2.2: Identify and analyze plant-wide disturbances 
3.1: Select production rate manipulator 
3 
3.2: Select product quality manipulator 
4.1: Manipulators for more severe CVs 
4 
4.2: Manipulators for less severe CVs 
Optimize the plant for throughput 
changes and determine additional 
economic PWC objectives 
5.1: List and select the CVs 
 Process constraints listed in Level 2.1 
 Additional PWC objectives identified 
in Level 4 
 Inventory regulation 
 Individual unit operations 
5 Control of unit operations 
5.2: Select the Corresponding MVs 
 Process constraints listed in Level 2.1 
 Additional PWC objectives identified 
in Level 4 
 Inventory regulation 
 Individual unit operations 
6 Check component material balances 
7 Analyze effects due to integration 
8 Any other considerations 
Note: Steps 3, 6, 7 and 8 are identical in both IF and IFSHO procedures. 
 
Both IF and IFSHO control structures are subject to the expected disturbances. 
These are -5%, +5% and -20% change in throughput (d1, d2, d3), -2% change in fresh 
EB feed composition (d4), -5% change in pre-exponential factor of reaction 7.1, i.e., 
catalyst deactivation (d5 for PFR-1 and d6 for PFR-2) and +5% change in V-1 liquid 
percent level (d7). Note that as previously done in Level 7, the set points of the 
controllers in IFSHO control structure that satisfy the economic PWC objectives, i.e., 
steam split ratio, steam-to-EB ratio at PFR-1 inlet and PFR-2 exit styrene composition 
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are changed for disturbances d1 and d3 based on the re-optimization results in Table 
7.2. In addition to IF and IFSHO control structures, based on the guideline developed 
in Chapter 6 for control of feed flow in gas-phase processes, a modified IF control 
structure is also considered for evaluation where total EB feed is controlled using 
fresh EB feed flow instead of fixed-feed strategy. The performance results for all the 
three alternative control structures are quantified in terms of DDS and DPT (Chapter 
5) in Table 7.9. The total DDS and DPT values for all disturbances and the 
normalized scores (Chapter 5) are also presented in Table 7.9. DDS is a dynamic 
performance indicator while DPT is an indicator of economic performance in the 
transient state. Better performance is indicated by lower values of DDS and (absolute) 
DPT (Chapter 5); these have been shaded in grey in Table 7.9. Note that we did not 
follow the numbers strictly when highlighting the lowest values for each disturbance. 
Taking the example of DPT values for disturbance d1 in Table 7.9, values for both 
IFSHO and modified IF are close to each other when compared to IF, and hence both 
are shaded in grey. This signifies that both IFSHO and modified IF can be taken to 
perform on par in terms of DPT for this disturbance. 
Both DDS and DPT are measures based on the transient state. Besides these, a 
steady-state economic measure, namely, normalized profit at the final steady state is 
presented in Table 7.10 for each of the seven disturbances. The normalized profit is 
calculated by dividing the final steady-state operating profit with the final steady-state 
mass production of styrene; this is to account for any minor differences in styrene 
produced. It is then multiplied by the annual plant production in order to determine 
the annual profit. Note that for d4 to d7, a typical annual production of 100,000 tonnes 
per year has been used, whereas for d1, d2 and d3 the annual production has been 
correspondingly changed by -5%, +5% and -20% respectively. The improvement in 
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profit obtained for the plant with IFSHO control structure compared to IF and 
modified IF control structures is also shown in Table 7.10.  
 
Table 7.9: DDS and DPT values for Control Structures IFSHO, IF and Modified 





(kg of styrene) No. Disturbance 
IFSHO IF Modified IF IFSHO IF 
Modified 
IF 
d1 -5% throughput 32 21 26 1021 1990 1009 
d2 +5% throughput 28 21 25 -1168 -1879 -919 
d3 -20% throughput 116 86 105 3798 7404 3757 
d4 -2% EB feed composition 10 13 10 -3655 -6789 -3743 
d5 -5% catalyst deactivation (PFR-1) 2.5 0.7 0.7 470 -1247 -991 
d6 -5% catalyst deactivation (PFR-2) 4.4 1.4 1.4 488 -1747 -1385 
d7 +5% S-1 liquid percent level 12 12 13 -330 -868 -334 
Total (Absolute) Value 205 155 181 10930 21924 12138 
Normalized Score 1 0.76 0.88 0.50 1 0.55 
Note: In this table, the lowest (absolute) value in each case is shown in grey background. 
 
Table 7.10: Normalized and Annual Profit for Control Structures IFSHO, IF 
and Modified IF at the Final Steady State in the Presence of Disturbances 
 
Normalized Profit  
($/kg) 
Annual Profit  
(k$/year) 
Difference Between IFSHO and
($/year) No. 





d1 0.290 0.289 27,550 27,455 95,000 
d2 0.288 0.287 30,240 30,135 105,000 
d3 0.294 0.291 23,520 23,280 240,000 
d4 0.287 0.287 28,700 28,700 0 
d5 0.288 0.287 28,800 28,700 100,000 
d6 0.288 0.287 28,800 28,700 100,000 
d7 0.288 0.288 28,800 28,800 0 
 
The results in Table 7.9 indicate that the DDS values are generally higher for 
IFSHO for most disturbances. On the other hand, the (absolute) DPT values for 
 227
                                           Chapter 7 Integrated Framework of Simulation, Heuristics and Optimization  
 
IFSHO are generally at least half or less than half of that for IF for all disturbances. 
This indicates better management of the styrene production rate in the plant with 
IFSHO control structure. The reason for higher DDS values for IFSHO for d1 and d3 
can be traced to the implementation of a couple of simultaneous set-point changes in 
the dynamic simulation based on the re-optimization of the plant at the new 
throughput. Besides the change in the set point of the total EB flow controller in order 
to achieve throughput change, the set points for the steam split ratio, steam-to-EB 
ratio and PFR-2 exit styrene composition controllers are changed to the optimal 
values at the new throughput. This translates to a greater effect on the plant dynamics 
during the initial transient state as indicated by the absolute accumulation profiles 
shown in Figure 7.2, and hence larger DDS values. However, the production rate 
target is achieved at a faster rate in IFSHO (see Figure 7.3) as indicated by the 
significantly lower (absolute) values of DPT for d1 to d3 (Table 7.9). This can be 
traced to the control of total EB in IFSHO as opposed to fresh EB in IF (see Chapter 
6) and the introduction of optimal set points for some key controllers as mentioned 
above. 
The total DDS and (absolute) DPT and the normalized DDS and DPT values 
(Table 7.9) indicate that the overall performance of the IFSHO control structure 
developed in this work is better with an overall score of 1.5 out of 2, as opposed to 
1.75 for IF (lower normalized score is an indicator of better overall performance). 
Note that while performing the normalization, equal weightage has been given to both 
the measures as well as for all disturbances. As has been discussed in Chapter 5, a 
control engineer may probably give more weightage to certain disturbances that are 
more likely to occur. At the same time, the manager may give more weightage to DPT 
as it is an economic performance indicator. In that case, the overall performance of 
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IFSHO with respect to DDS and DPT may show an even greater improvement 






























Figure 7.2: Absolute accumulation transient for all components in the presence 































Figure 7.3: Styrene production rate transients in the presence of -20% change in 
throughput for control structures IF and IFSHO 
 
Next, the normalized profit values at the final steady state for IFSHO are 
higher than that for IF for most disturbances (Table 7.10). In particular, additional 
annual profit is observed for the plant with IFSHO control structure for throughput 
changes (d1, d2 and d3). This is mainly due to the systematic identification of the 
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additional economic objectives in for control Level 4 of the procedure and the 
corresponding implementation of re-optimized set points for key controllers for 
throughput changes. 
As for the performance of the modified IF control structure, the DDS values 
(Table 7.9) fall in between that of IF and IFSHO for most disturbances, in particular 
for throughput changes. On the other hand, the DPT values present a mixed picture; 
with the modified IF control structure performing on par or slightly better than IFSHO 
for disturbances d1, d2, d3 and d7, and in between IFSHO and IF for other 
disturbances. However, the modified IF control structure still performs poorly with 
respect to the steady-state profit (Table 7.10). The improvement in DPT values 
compared to IF control structure can be attributed to the implementation of total EB 
feed control in the modified IF control structure as opposed to fixed feed strategy in 
IF. And, the improvement in the performance of IFSHO control structure compared to 
IF and modified IF with respect to the steady-state profit can be attributed to the 
selection of economic PWC objectives and the implementation of set-point changes 
for throughput changes. This illustrates the importance of the optimization analysis 
performed in this work as part of the IFSHO procedure in Levels 2.1 and 4. 
To summarize the findings of the performance assessment, control structure 
IFSHO developed in this work performs significantly better in terms of the more 
important transient economic performance indicator (i.e., DPT). It also performs 
better in terms of change in profit (i.e., final steady state minus initial steady state). 
This can be mainly attributed to the systematic selection of some CVs to satisfy 
economic PWC objectives as well as the implementation of the guideline proposed in 
Chapter 6 on control strategy for EB feed control. 
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A new and improved hybrid PWC methodology incorporating heuristics and 
optimization together with simulation, has been proposed in this chapter. The main 
aim of integrating optimization with heuristics is to determine economic PWC 
objectives and to implement set-point changes for crucial controllers in order to 
maintain optimal operation at different throughputs. The proposed procedure has been 
described step-by-step and then applied to the styrene plant case study. It has been 
proven to yield a stable and robust control structure that performs significantly better 
in terms of the more important economic performance metrics. The main additional 
features in the proposed procedure compared to IF are the selection of economic PWC 
objectives, implementation of set-point changes for throughput changes to ensure 
optimal operation, and the use of dynamic performance measures to aid in analyzing 
the effects of integration and making appropriate control decisions in Level 7.  
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Chapter 8 
Conclusions and Recommendations 
 
8.1 Conclusions of the Present Study 
PWC system design and related issues such as CDOF, performance 
assessment and RSR have been studied in this thesis. The major contributions and 
conclusions of this study are as follows. 
 
1. A critical review of the various PWC methodologies together with their 
approach and structure-based classification has been presented. The processes 
considered in PWC applications including RSR have also been reviewed. The 
classification and reviews presented will be valuable to PWC researchers. 
 
2. The restraining number procedure for determining CDOF of process 
flowsheets has been critically reviewed and improvements have been 
proposed. Restraining number concept has been extended to novel applications 
like membrane separators. Subsequently, the improved procedure has been 
successfully applied to varied process units and complex process flowsheets. 
 
3. Steady-state and dynamic simulation model of a new PWC test-bed, namely, 
styrene monomer plant has been developed in Aspen HYSYS. Subsequently, 
three PWC methodologies (one heuristics-based, one integrating simulation 
with heuristics and one mathematical/optimization-based) have been applied 
to this plant to develop alternate, decentralized control structures. Then, the 
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dynamic performance of these control structures have been evaluated and 
compared using the DDS performance measure. The integrated framework of 
simulation and heuristics, and self-optimizing control, are found to yield 
superior PWC structures which are robust and stable. This study on styrene 
plant (reported in Chapter 4) is expected to lead to more such comparative 
studies so as to better understand the pros and cons of different PWC 
methodologies, thus paving the way for further improvements. For example, 
our research group has initiated such a study on process design and control of 
an ethyl benzene plant (Ee et al., 2010).  
 
4. PWC performance measures have been reviewed and subsequently, a new 
dynamic economic measure based on deviation from the production target has 
been proposed for quantification of PWC system performance. This together 
with other proposed measures is then evaluated on four different control 
structures for the styrene plant, and discussed in the context of desirable 
features of a performance measure. The development of this measure based on 
production target has fulfilled a much needed requirement for economic 
quantification of PWC system performance. 
 
5. The applicability of the results of gas-phase RSR studies to complete chemical 
plants has been investigated by considering three different plant examples: 
hydrodealkylation of toluene, styrene and ammonia synthesis processes. 
Important guidelines have been developed for PWC of gas-phase processes 
from the analysis of the performance results. This is the first study to 
investigate the applicability of RSR findings for PWC of complete plants. 
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6. Keeping in mind the need to develop a hybrid simulation-based procedure that 
does not rely too much on heuristics or optimization/mathematical tools, and 
at the same time gives improved performance, an integrated framework of 
simulation, heuristics and optimization has been proposed and evaluated on 
the styrene plant. One intuitive feature of this procedure is the integration of 
optimization concepts to determine economic PWC objectives for ensuring 
optimal operation of the plant in the presence of known disturbances such as 
throughput changes, thus improving profitability. Results indicate that the 
procedure indeed yields a stable and robust PWC structure that gives better 
economic performance.  
 
8.2 Recommendations for Future Work 
PWC is an active research area and there is still scope for many studies. Some 
of the possible works for future study have been identified below.  
 
Development of New and Novel PWC Applications. In order to better 
understand the PWC problems and evaluate the PWC methodologies, there is still a 
necessity to further develop and study highly integrated and complex processes. 
Besides the styrene plant case study developed in this thesis (Chapter 4), there have 
been a number of recent works in this direction. Araujo and Skogestad (2008) 
developed Aspen Plus and Aspen Dynamics simulation models of the ammonia 
process and successfully applied their self-optimizing control procedure. 
Subsequently, Zhang et al. (2010b) simulated the same process in Aspen HYSYS and 
successfully applied the integrated framework of simulation and heuristics. Luyben 
(2009a, 2009b, 2010a, 2010b, 2010c, 2010d and 2010e) has recently developed 
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steady-state and dynamic simulation models in Aspen Plus and Aspen Dynamics, and 
proposed workable and stable control structures for the monoisopropylamine, 
autorefrigerated alkylation, cumene, methanol, methoxy-methyl-heptane, butyl acetate 
and acetone processes. Ee et al. (2010) have presented the design, optimization and 
PWC of the ethyl benzene process.  
In developing new applications, the major points to be considered are whether 
the process presents interesting complexities to PWC, the importance of the process in 
the regional context and for the current needs of the society, and whether the process 
offers scope for including novel unit operations like reactive distillation, dividing-wall 
distillation and/or membrane separation. For example, a majority of the PWC test-
beds developed so far feature gas-phase reactions in PFRs. One alternative would 
hence be to design and develop simulation models for plants featuring liquid-phase 
reactions in CSTRs. Some recent PWC applications featuring liquid-phase 
CSTRs/PFRs are the autorefrigerated alkylation (Luyben, 2009b), methoxy-methyl-
heptane (Luyben, 2010c), butyl acetate (Luyben, 2010d) and ethyl benzene processes 
(Ee et al., 2010).  
With the need to evolve and develop to meet modern standards and market 
needs, traditional batch pharmaceutical processes may be converted into continuous 
operation. Besides cost savings, the other key benefits of doing so are improvements 
in quality, sustainability and containment. With growing emphasis being given to the 
design of continuous pharmaceutical processes, it would be desirable to develop 
steady-state and dynamic simulation models of important drug manufacturing 
processes and design effective PWC strategies for the same. Another novelty with this 
study would be the development of simulation models involving solid operations like 
solid-liquid separators, crystallization, etc.  
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Yet another novel application would be the design, optimization and PWC of 
important biofuel manufacturing processes. Biofuels are gaining increased importance 
in recent years due to various factors such as high oil prices, need for greater energy 
security and prevention of greenhouse gas emissions from fossil fuels like crude 
petroleum. Some biofuels of importance are bioethanol, biodiesel and syngas.  
Once the design, simulation and optimization of a new application have been 
accomplished, the next logical step would be to apply a selected PWC methodology to 
develop a workable and efficient PWC structure for the plant. In this context, the 
improved integrated framework proposed in this thesis can be applied in order to 
further gauge its effectiveness. 
 
Application of Advanced Control Techniques in PWC Studies. The main 
focus in this thesis has been the generation of conventional decentralized (SISO) 
control structures that give the best performance in terms of different performance 
criteria. Not much attention has been paid in literature to the application of advanced 
control techniques in a plant-wide context. In recent years, there have been some 
applications of MPC in PWC literature such as in the studies of Zhu et al. (2000) on 
RSR process, Assali and McAvoy (2010) on TE plant and Seki and Naka (2008) on 
benzene chlorination process. While the first study was on the implementation of 
MPC for the simple hypothetical RSR process, the latter two studies considered MPC 
only on top of the regulatory control structures. Also, the TE plant is a hypothetical 
process with non-realistic separation system and absence of heat integration, and the 
benzene chlorination process is almost similar to a simple RSR process except that it 
considers real components and there are two distillation columns in the separation 
section.  
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As Luyben (2002) notes ‘many of the MPC proponents now take the position 
that MPC should be applied on top of a basic regulatory PI control structure. What 
MPC offers is on-line economic optimization and constraint control’. Shen et al. 
(2010) state that the computational complexity of MPC makes it more suitable for 
consideration at a higher level in the control structure; PI and PID control schemes are 
still widely used in the industry at the lower regulatory control layer. Hence, the main 
goal is always to develop an effective base-level PI regulatory control structure. Any 
MPC can then be applied on top of this control structure. For example, in the case of 
the styrene plant case study considered in this thesis, the feasibility of implementing 
MPC can be investigated for the two interacting temperature control loops in the 
reaction section for control of first reactor inlet temperature and furnace outlet 
temperature. The novelties of this study would be the implementation of MPC for a 
realistic plant and rigorous simulation studies on the resulting control structure with 
MPC on top of the decentralised regulatory control layer. 
 
Applicability of RSR Studies for PWC of Liquid-Phase Processes: The 
applicability of RSR studies for PWC of gas-phase industrial processes has been 
studied in this thesis. The reason for considering this first is that the majority of the 
processes considered in PWC literature feature gas-phase reactions and/or recycle. 
Important guidelines have been proposed for PWC of gas-phase processes based on 
the detailed analysis of the results. The next step would be to consider liquid-phase 
RSR processes. Considerable amount of work has been done on the liquid-phase RSR 
systems. The most commonly studied RSR process consists of a liquid-phase CSTR 
followed by a distillation column, with the distillate stream being recycled back to the 
CSTR. Several alternative control structures have been proposed for this plant for the 
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case with a given feed rate and controlled column bottom product composition. Some 
of the proposed control structures are by Luyben (1994), Wu and Yu (1996) and 
Larsson et al. (2003). Luyben (1994) proposed a control structure with varying reactor 
holdup, control of column feed flow rate and distillate composition. Wu and Yu 
(1996) proposed a balanced structure where the reactor and distillate compositions are 
controlled. Larsson et al. (2003) proposed the control of reactor holdup and column 
reflux ratio. However, as in gas-phase RSR, all these papers consider only 
hypothetical components, and none of them perform rigorous steady-state and 
dynamic simulations as part of the control structure development. More importantly, 
there has been no consensus on the best control structure, and there are no clear 
guidelines on which structure to choose under which conditions. Hence, the 
applicability of the numerous RSR works involving liquid-phase CSTRs to the PWC 
of real, complete plants with heat integration need to be studied. As has already been 
done for the case studies involving gas-phase PFRs, this study would involve the 
application of the results from selected RSR studies to PWC case studies with liquid-
phase CSTRs, a separation section and heat integration, such as autorefrigerated 
alkylation (Luyben, 2009b), methoxy-methyl-heptane (Luyben, 2010c) and butyl 
acetate processes (Luyben, 2010d). Vital guidelines for PWC of liquid-phase 
processes can subsequently be proposed from the findings of this study. 
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Appendix A 
Summary of LS Control Structure for the Styrene Plant 
 
During the course of review of the publication Vasudevan et al. (2009) that 
has been detailed in Chapter 4, an alternative control structure was proposed by Prof. 
W.L. Luyben (Lehigh University) for the styrene plant. This control structure is 
summarized in Table A.1 together with the tuning parameters. The tuning parameters 
for all the major loops like temperature and composition are the same as those given 

































Table A.1: Controllers with their Parameters for LS Control Structure for 
the Styrene Plant 
 
CV  MV  
Controller Parameters  
[Kc (%/%), Ti (min)] 
Reaction Section 
Total EB flow  EB feed flow (TPM)  0.5, 0.3 
Total EB/LP2 ratio  LP2 flow  0.36, 0.035 
Total EB/LP1 ratio  LP1 flow  0.1, 0.018 
PFR-1 inlet T  Q1/Total EB ratio SP 0.21, 22 
Q1/total EB ratio (cascade) Furnace duty 0.1, 5 
PFR-2 inlet T  Intermediate heater duty  0.96, 24 
V-1 T  Cooling water flow  0.13, 0.14 
V-1 P  Lights flow  2, 10 
V-1 liquid % level  Organic flow  18.8, 0.45 
V-1 aqueous % level  Water flow  1.31, 0.12 
Product Column (T-1) 
Condenser P  Condenser duty  2, 10 
Condenser level  Distillate flow  1.2 
Reboiler level  Bottoms flow  2.2 
Reflux/feed flow ratio Reflux flow SP 1, 5 
Reflux flow (cascade) Reflux flow 0.5, 0.3 
Stage 59 EB composition Reboiler duty  0.23, 54 
Vent/feed flow ratio Vent flow SP 0.47, 0.025 
Vent flow (cascade) Compressor duty 0.5, 0.3 
Recycle Column (T-2) 
Condenser P  Condenser duty  1.8, 30 
Condenser level  Reflux flow  1.2 
Reboiler level  Bottoms flow  2 
Stage 9 T  Distillate/reflux ratio SP 6.7, 41 
Distillate/reflux flow ratio 
(cascade) Distillate flow 
0.42, 0.026 









Summary of Control Structure Decisions for HS, IF and 
SOC Control Structures for the Styrene Plant 
 
Table B.1: Control Structure Decisions for HS Control Structure at each Level 
 
Level Selected CVs Selected MVs Reason for Selection 
PFR-1 T Furnace duty Steady-state gain analysis 
3 
PFR-2 T Intermediate heater duty Most direct manipulator 
4 Total EB feed flow Fresh EB feed flow Most direct manipulator 
T-1 bottoms EB composition Reboiler duty 
Steam/EB ratio at PFR-1 
inlet Steam feed flow 
T-1 P Condenser duty 
V-1 T Cooling water flow 
5 
Split steam flow Split steam flow 
Best manipulator based 
on heuristics 
V-1 P Lights flow 
T-2 P Condenser duty 
V-1 liquid level Organic flow 
V-1 aqueous level Water flow 
T-1 condenser level Distillate flow 
T-1 reboiler level Bottoms flow 
T-2 condenser level Reflux flow 
6 
T-2 reboiler level Bottoms flow 
Richardson’s Rule 
7 T-2 distillate EB composition Distillate flow 
Follows from selection 
made for T-2 condenser 
level in Level 6 
T-1 reflux T-1 reflux Heuristics 
Overhead vent flow Compressor duty Most direct manipulator 
8 
T-2 bottoms toluene 
composition Reboiler duty 
Follows from selection 
made for T-2 reboiler 







Table B.2: Control Structure Decisions for IF Control Structure at each Level 
 
Level Selected CVs Selected MVs Reason for Selection 
3.1 EB fresh feed flow EB fresh feed flow Heuristics 
3.2 T-1 bottoms EB composition Reboiler duty RGA analysis 
Split steam flow Split steam flow 
Steam/Total EB ratio at PFR-1 
inlet Steam feed flow 
PFR-1 T Furnace duty 
PFR-2 T Intermediate heater duty 
V-1 T Cooling water flow 
4.1 
T-1 P Condenser duty 
Best manipulator 
based on simulation 
V-1 P Lights flow 
T-2 P Condenser duty 
V-1 liquid level Organic flow 
V-1 aqueous level Water flow 
Most direct 
manipulator 
T-1 condenser level Distillate flow 
T-1 reboiler level Bottoms flow 
T-2 condenser level Reflux flow 
4.2 
T-2 reboiler level Bottoms flow 
Heuristics with 
simulation 
T-1 distillate styrene 
composition Reflux flow 
T-2 distillate EB composition Distillate flow 
T-2 bottoms toluene composition Reboiler duty 
Follows from 
selections made in 
Level 4.2 5 
Vent flow Compressor duty Simulation 

















Table B.3: Control Structure Decisions for SOC Control Structure at each Level 
 
Level Selected CVs Selected MVs Reason for Selection 
PFR-1 T Furnace duty RGA analysis 
PFR-2 T Intermediate heater duty Most direct manipulator 
V-1 liquid level Organic flow Most direct manipulator 
V-1 aqueous level Water flow Most direct manipulator 
T-1 condenser level Distillate flow RGA analysis 
T-1 reboiler level Bottoms flow RGA analysis 
T-2 condenser level Distillate flow RGA analysis 
T-2 reboiler level Bottoms flow RGA analysis 
V-1 P Lights flow Most direct manipulator 
T-1 P Condenser duty Most direct manipulator 
T-2 P Condenser duty Most direct manipulator 
Furnace outlet T Steam split ratio SP RGA analysis 
V-1 T Cooling water flow Most direct manipulator 
T-2 stage 6 T Reflux flow RGA analysis 
Total EB feed flow EB fresh feed flow Heuristics 
5.1 
Steam feed flow Steam feed flow Most direct manipulator 
PFR-1 inlet EB composition Steam feed flow SP RGA analysis 
T-1 feed styrene composition PFR-2 T set-point RGA analysis 
T-1 distillate styrene 
composition Reflux flow RGA analysis 
T-1 bottoms EB composition Reboiler duty RGA analysis 
T-2 distillate EB composition T-2 stage 6 T SP RGA analysis 
T-2 bottoms toluene 
composition Reboiler duty RGA analysis 
6 












Sample Computations for the Various Performance 
Measures 
 
The computation of the various measures presented in Chapter 5 is illustrated 
for disturbance d3 for control structure IF. Note that the data for the plots presented 
can be extracted from the Aspen HYSYS ‘Databook’ feature, which can be used to 
compile the data of the selected variables at specified regular intervals (e.g., 20 
seconds) during the dynamic simulation of the process with the control structure. 
Overall Process Settling Time. The settling time based on styrene production 
rate is calculated as follows. 
Initial production rate = 120.7 kmol/h 
Final steady state production rate = 96.5 kmol/h 
Effective step-change in production rate = 120.7 – 96.5 = 24.2 kmol/h 
Cut-off point for settling time = ±5% of 24.2 kmol/h = ±1.21 kmol/h (i.e., 
between 95.3 and 97.7 kmol/h) 
From the production rate transient shown in Figure C.1, the point where the 
production rate falls between the above range is at 520 minutes. Hence, settling time 
based on styrene production rate = 520 – 100 = 420 minutes since the disturbance is 
introduced at 100 minutes. 
In a similar way, settling times based on styrene product quality and slowest 
control loop are calculated. As for styrene product quality, the settling time based on a 
range of ±1% of the set point of 0.997 is 0. The control loop with the slowest response 
for disturbance d3 is the recycle column EB distillate composition controller, and the 
 258 
corresponding settling time based on a range of ±1% (i.e., between 0.0099 and 
0.0101) of the set point (i.e., 0.01) is 740 minutes. As for the settling time based on 
overall component accumulation, the settling time is the point where accumulation 
drops below 1.22 kmol/h (i.e., 1% of the steady-state styrene production rate). From 




































Figure C.1: Styrene production rate transient for control structure IF in the 





































Figure C.2: Transient profile of absolute accumulation of all components for 
control structure IF in the presence of disturbance d3 
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Dynamic Disturbance Sensitivity. Based on the cut-off point of 1.22 kmol/h, 
the DDS for disturbance d3 is the area between the absolute accumulation curve and 
x-axis from 100 (i.e., when the disturbance sets in) to 555 minutes (see Figure C.2). 
This area (i.e., DDS), which can be easily computed using MATLAB, is 82. 
Unit-Wise Dynamic Disturbance Sensitivity. The unit-wise DDS values are 
calculated in a similar way to the DDS values, except that the absolute accumulation 
profile now considered is for the individual units and not the entire plant. The unit-
wise DDS values accordingly calculated are 7.2, 66.7 and 10.5 for the three-phase 
separator, styrene column and recycle column respectively. Note that, as already 
explained in Section 5.2.3, the sum of unit-wise DDS (equal to 84.4) is slightly 
different from the overall plant DDS (equal to 82). 
Total Variation in the Manipulated Variables. The MVs are all expressed 
in the form of percentage. The values of the controller output are compiled at a 
regular time interval of 20 seconds over the simulation run of 2000 minutes. The TV 
for each MV is then computed based on the following formula: 
uu i
i




                            (C.1) 
The TV for the entire plant is then computed by summing up the TV for all the 21 
control loops, and this is equal to 493%. 
Net Variation in the Plant Operating Profit. The net variation in the 
operating profit is equal to the net area indicated in Figure C.3 and is found to be 
+0.56 US$/(kg/hr) (note that the time units have been changed from minutes to hour). 
In this case, there is no negative area and hence the net area is just equal to the 
positive area. The net variation in the profit per tonne of styrene is computed from 



















Figure C.3: Transient profile of profit per unit mass of product for control 
structure IF in the presence of disturbance d3 
  
 Deviation from the Production Target. The DPT is equal to the area 
between the production rate curve and the target production rate line (which in this 
case is the final production rate) as shown in Figure C.4. This area is equal to +60.13 






























Figure C.4: Styrene production rate transient for control structure IF in the 




Integral Absolute Error in Product Purity. The IAE in the product purity is 
calculated by summing up the absolute values of the areas A, B and C in Figure C.5. 
























Figure C.5: Styrene product purity transient for control structure IF in the 
presence of disturbance d3 
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