In this paper we construct quasiconformal embeddings from Y-pieces that contain a short boundary geodesic into degenerate ones. These results are used in a companion paper to study the Jacobian tori of Riemann surfaces that contain small simple closed geodesics.
Introduction
To study the behavior of geometric quantities in degenerating families of compact hyperbolic Riemann surfaces various types of standardized mappings have been devised in the literature that allow one to compare them with the corresponding quantities on the limiting surface. ColboisCourtois [CC] for instance, use suitably stretching maps of Y-pieces (see a few lines below) to prove convergence of the so-called small eigenvalues of the Laplacian, while Ji [Ji] investigates the large eigenfunctions with the help of the infinite energy harmonic maps from [Wo] . More recently, for the purpose of constructing quasiconformal deformations of Fuchsian groups with particular limit sets, Bishop [Bi1, Bi2] makes use of quasiconformal mappings of Y-pieces with exponential behavior in the thin ends that found further applications to quasiconformal mapping class groups, the augmented Teichmüller space and Riemann surfaces of infinite type, [FM] , [Mo] , [AS1, AS2] . A Y-piece (or pair of pants) is a hyperbolic Riemann surface Y of signature (0, 3) whose boundary consists of closed geodesics and punctures. If the latter occur Y is called degenerate. Y-pieces serve as building blocks: all finite area hyperbolic Riemann surfaces but also many others can be decomposed into or built from them. (See e.g. to [Bu] , Chapter 3.) In the present paper we construct quasiconformal embeddings of Y-pieces into degenerate and nearly degenerate ones, together with rather sharp dilatation estimates (Theorem 2.1, Theorem 5.1). The mappings can be extended in several ways to the Riemann surfaces in which the Y-pieces occur and will be used in [BS] to study Jacobians of Riemann surfaces that lie close to the boundary of moduli space. By resorting to embeddings rather than surjections we are in a position to get particularly small dilatations. This may perhaps be useful also for other investigations. From the point of view of quasiconformal mapping theory, as e.g. in Gehring's handbook article [Ge] , we are in the sector 'triply connected plane domains'. However, the class of mappings studied here is more restrictive in that they are subject to imposed boundary conditions (see Theorem 2.1) that make them applicable to pasting constructions.
Notation and results
We denote by Y = Y l 1 ,l 2 ,l 3 the Y-piece with boundary geodesics γ 1 , γ 2 , γ 3 of lengths ℓ(γ i ) = l i , for i ∈ {1, 2, 3}. The geodesics are parametrized with constant speed γ i : [0, 1] → ∂Y , with positive boundary orientation and such that γ i (0) coincides with the endpoint of the common perpendicular that runs from γ i−1 to γ i (indices mod 3). We call this the standard parametrization. By the Collar lemma (see [Bu] , p. 106) the sets 
This too is called a standard parametrization and we call the γ ρ i equidistant curves. We extend this to degenerate Y-pieces with cusps writing symbolically 'ℓ(γ i ) = 0', if the i-th end is a puncture. In this case the equidistant curves are horocycles and the collar C i is isometric to the surface
where H is the hyperbolic plane with the metric
and [z → z + 1] denotes the cyclic group generated by the mapping m(z) = z + 1.
We also consider restricted Y-pieces, where parts of the collars have been cut off: Take Y l 1 ,l 2 ,l 3 , select in each C i an equidistant curve (respectively, horocycle) β i of length λ i , possibly β i = γ i , and cut away the outer part of the collar along this curve. This restricted Y-piece Y
of, possibly restricted, Y-pieces is called boundary coherent if for corresponding boundary curves
Theorem 2.1. Let 0 ≤ l 1 , l 2 , 0 < ǫ ≤ 1 2 , and set ǫ * = 2 π ǫ. Then there exists a boundary coherent quasiconformal homeomorphism φ :
Figure 1: Y l 1 ,l 2 ,ǫ is quasiconformally embedded into the Y-piece Y l 1 ,l 2 ,0 with a cusp. The boundary geodesic γ 3 is sent to the horocycle h ǫ * of length ǫ * .
This theorem is illustrated in Figure 1 . Note that the bound is independent of l 1 and l 2 .
Since the Y-pieces in Theorem 2.1 are allowed to be degenerate we may apply the theorem twice, so as to get the following.
Corollary 2.2. Let l 1 ≥ 0 and 0 < ǫ 2 , ǫ 3 ≤ 1 2 , and set
Then there exists a boundary coherent quasiconformal homeomorphism
). An enhanced version of Theorem 2.1, the proof of Corollary 2.2 and some further corollaries will be discussed in Section 5.
The construction of φ is carried out in Section 3, some technical computations are postponed to Section 4. Throughout the paper we use elementary inequalities for functions in one variable without giving proofs, as e.g. in (5). They may be checked by plotting the functions out and proved using Taylor polynomials.
Proof of Theorem 2.1
For ease of exposition we restrict ourselves to the case l 1 , l 2 > 0. The modifications for the remaining cases are straightforward.
The common perpendiculars d 1 and d 2 from γ 3 to γ 1 and γ 2 , respectively, together with the common perpendicular c from γ 1 to γ 2 decompose Y l 1 ,l 2 ,ǫ into two isometric right-angled geodesic hexagons H andH. Similarly Y l 1 ,l 2 ,0 is decomposed into two degenerate hexagons H ′ andH ′ . We shall construct φ : H → H ′ . Extending it symmetrically toH we then get 
Figure 2: The geodesic hexagons H and H ′ in Fermi coordinates. H ′ is degenerate.
axis of the coordinate system. The sides of H are in this order α 1 , c, α 2 , d 2 , α 3 , d 1 . With these symbols we denote also the lengths of these curves and we have α i = 1 2 ℓ(γ i ), i ∈ {1, 2, 3}. The vertices are labelled as in Figure 2 such that
The points B i are the endpoints of a (non geodesic) arc β that is equidistant to α 3 at some distance w that will be introduced in (6). The points H i are the endpoints on c of the perpendiculars from B i to c. Finally, λ = E 0 D 0 is the common perpendicular of the sides α 3 and c. It splits H into two right-angled geodesic pentagons P i , i ∈ {1, 2}, with sides
The vertical, dotted line with endpoint D i on c, i ∈ {1, 2}, is the vertical geodesic that meets the geodesic line through A i and E i at infinity, thus defining a degenerate geodesic pentagon Q i with vertices ∞, A i , C i , D i and the two sides of finite length
For the pentagons the following formulas hold (see [Bu] , p. 454).
The last identity is the same as
The hexagon H ′ on the right-hand side of Figure 2 has vertices ∞,
Hence, Q i and Q ′ i are isometric. In Fermi coordinates horizontal translations are isometries. Hence, Q ′ i is obtained by translating Q i horizontally. The displacement length along the horizontal axis for this, in absolute values, is
The δ i are much smaller than the ǫ i : using that
we get, using (3) and (4),
The idea is therefore to map P i to Q ′ i by 'compressing it horizontally'. However, such a mapping has a small dilatation only up to a certain height. Therefore, we separate H into two parts H β and H β along the arc β from B 1 to B 2 that is equidistant to α 3 (see Figure 2 ) at distance w, where the following value has proven to be practical:
Since
the line β lies in the collar C 3 of γ 3 . Hence, the endpoints of β lie on the sides d 1 and d 2 . Therefore β does not intersect side c, as drawn in Figure 2 (i.e. the figure is 'correct'). H β is the part of H below β, H β the part above. We describe the 'compression' of H β . First we set
This η i will play an important role in our construction. Let now p be any point in H β with Fermi coordinates (t, r), where t is the unit speed parameter of c and r is the distance from p to c. The horizontal positions of H and
We define a mapping
On the quadrilaterals B i A i C i H i (shaded areas in Figure 2 ) F β acts isometrically. From the expression of the hyperbolic metric in Fermi coordinates
it follows that F β is quasiconformal with dilatation
In fact, F β also has length distortion ≤ q F β (see the introduction to Lemma 4.1 for the type of length distortion addressed in this paper). In (40) we shall see that
On H β we shall define a mapping F β that maps equidistant curves of α 3 to horocycles. To this end we have to add a modification to F β so that β is mapped to a horocycle. Both constructions will be carried out in the upper half plane model of the hyperbolic plane
with the metric (2), which represents the horocycles nicely.
A useful tool for working in H are the isometries up(s, ·) and rgh(s, ·) ('move up' and 'move to the right'), defined as Moebius transformations: for z ∈ H, s ∈ R,
These are hyperbolic isometries with displacement length |s|. The axis of up(s, ·) is the positive imaginary axis, the axis of rgh(s, ·) is the geodesic Γ, passing through i with endpoints at infinity −1 and 1. Its unit speed parametrization is
The Fermi coordinates (t, r) based on Γ of a point z = x + iy ∈ H are computed as (t, r) = (τ (z), ρ(z)) with the functions
Conversely we have
−1
Figure 3: The geodesic hexagons H and H ′ in the upper half plane H. The coordinates of A ′ 1 and A ′ 2 satisfy Equation (15) .
Proof. Equation (14) is obtained by observing that if z has Fermi coordinates (t, r) then z = rgh(t, up(r, i)). For (13) we plug (14) into the right hand side. (3) 
A parametrization of β may be obtained as follows: The isometry m(s,
, s ∈ R has oriented displacement length s and its axis runs through α 3 . Hence, the function s → m(s, ie λ−w ) is a parametrization of the equidistant curve β with speed cosh(w). Setting
we get the unit speed parametrization β(s) = m(κs, ie λ−w ) i.e.
which we may also write in the form
It follows from the definition of w in (6) that
Note that the right hand side in (19) is equal to the length of β, given that β is equidistant to α 3 at distance w.
For the following calculations we abbreviate
The curveβ = F β • β = (β 1 ,β 2 ) with endpoints B ′ 1 and B ′ 2 (see Figure 3 ) is not a horocycle, but almost: in Section 4 we shall show Lemma 3.1.β is the graph of a function f : [a 1 , a 2 ] → R with the following properties:
Hereβ ′ 1 (s) is the derivative ofβ 1 with respect to s and f ′ (x) is the derivative of f with respect to x.
We now adjust the mapping F β so that the image of H β becomes H ′ 2a , where
To this end we define G β : F β (H β ) → H ′ 2a as follows, using real notation
We remark that by (20) the points A ′ 1 , i, A ′ 2 and hence, the sides α 1 , c ′ , α 2 of H ′ in H lie below the horizontal line y = a. These sides are therefore not affected by G β . For the points (x, y) with y ≥ a the Jacobian matrix of G β is of the form
With Lemma 3.1 a direct calculation yields the bounds |ρ| ≤ . By (10) the corrected
is a quasiconformal homeomorphism with dilatation
The image of β under this mapping is now the horizontal straight line at height 2a (the top side of H ′ 2a , Figure 3 ) but it does not have constant speed. We therefore need a second adjustment
, where H ′ a,2a is the rectangle
(see (20) and the remark after (21)). In order to describe this mapping more conveniently we apply an affine parameter change to β and its image curves by replacing the interval [−ǫ 1 cosh(w), ǫ 2 cosh(w)] (see (17)) by [a 1 , a 2 ]. This allows us to write
where b 1 (a 1 ) = a 1 and b 1 (a 2 ) = a 2 and by Lemma 3.1(iii)
with ǫ cosh(w) = 1 + 1 4 ǫ 2 (see (19)). It is also more convenient to begin with the inverse mapping
which we define as follows
, where
Using (24) we see that L β is a diffeomorphism. The Jacobian matrix of L β is of the form
Using (24) we obtain, after a straightforward calculation, |σ| ≤ β is a quasi-conformal homeomorphism of H ′ a,2a onto itself with the same dilatation that brings the image of β to constant speed (with respect to either, the euclidean and the hyperbolic metric). We extend H β to all of H ′ 2a by letting it be the identity below H ′ a,2a . The mapping
is now boundary coherent along β, and together with (23) it follows that it is a quasiconformal homeomorphism with dilatation
Let us now turn to the part above β. Here we want to use a conformal mapping F β that maps equidistant curves of side α 3 to horocycles.
We construct F β as follows. First, we use the Möbius transformation z → n(z) = e ǫ 1 z + e λ −z + e λ , z ∈ H sending H β to the domain Ω shown in Figure 4 . This mapping is actually a hyperbolic isometry.
Figure 4: The domain Ω in the upper half plane H.
Side α 3 is sent to the imaginary axis with endpoints E 1 and E 2 going to i and ie ǫ 2 , respectively. The image n(β) with endpointsB 1 andB 2 lies on the straight line through the origin that forms an angle W with the imaginary axis.B 1 lies on the geodesic Γ at distance w from i = n(E 1 ). By (12) we have sin(W ) = tanh(w) and cos(W ) = 1 cosh(w)
.
The function ζ → log(−iζ), ζ ∈ Ω, maps Ω conformally to the rectangle
We thus define, for z ∈ H β
F β sends H β to the rectanglê
, is
whose top side has hyperbolic length 1 2 ǫ * with ǫ * = 2 π ǫ, see Theorem 2.1. We apply therefore a 'vertical correction'
Here the expression on the right hand side follows from (19) and (28). Setting
we now have φ β (H β ) = H ′2a as required. Furthermore, since F β is conformal φ β and G β have the same dilatation k ǫ . An elementary consideration shows that
One easily checks that φ β • α 3 and φ β • β have constant Euclidean and hyperbolic speeds. In particular φ β is boundary coherent along α 3 . Moreover, it matches with φ β along the common side φ β (β) = φ β (β). We thus set φ = φ β on H β and φ = φ β on H β and extend it symmetrically to the back sideH of Y l 1 ,l 2 ,ǫ . The mapping φ thus defined is boundary coherent and by (27), (30) and (31) has dilatation ≤ 1 + 2ǫ 2 . This completes the proof of Theorem 2.1 modulo the estimates of the next section.
Estimates
In this section we provide the missing proofs of inequality (10) and Lemma 3.1. As the trigonometric functions involved in the construction of φ lead to unmanageable expressions our approach is through inequalities that include small numerical constants. The first such inequality is the following, where λ is the height of the hexagon H (see Figure 2 ).
Proof. We recall that by hypothesis 0 ≤ ǫ ≤ 1 2 and ǫ 1 + ǫ 2 = 1 2 ǫ. Let ǫ k be the smaller of ǫ 1 and ǫ 2 . Then with (3)
from which the estimate in (32) follows .
Another such inequality is
For the altitude e λ−w of the point β(0) on the upper half plane (see Figure 3 and (17)) and the altitude 2a of φ β (β) we have
Proof. This follows by combining (32) and (33) and using that sinh(λ)(sinh(ǫ 1 ) + sinh(ǫ 2 )) = cosh(α 1 ) + cosh(α 2 ) = a (see (3), (6) and (20)).
For the endpoints of β (again parametrized as in (17), (18))
we have
and
Proof. This follows from the parametrization in (18) plus (6), (19) and (32) and elementary simplifications.
We are now ready to prove the inequality (10) for q F β . First we show that η i = H i D 0 , (see (7) and Figures 2,3 ) has a lower bound independent of ǫ:
Proof. By (13) we have that η i > tanh(η i ) =
. By (35) and (36) using that σ 2
Together with the lower bound in (35) this proves (37).
In (5) . Hence,
Together with (37) and (33) this yields
This completes the proof of inequality (10).
Later we shall also need the following upper bound
The bound is obtained via (35), (36) using that a ≥ 1 + |a i |.
We turn to the proof of Lemma 3.1 using the notation
To avoid distinctions of cases with different signs we restrict ourselves without loss of generality to s ≥ 0. Thus, s ∈ [0, ǫ 2 cosh(w)].
As β is a half-circle we have by (36) for the lower bound and by (17), (34) for the upper
For the tangent vectors β ′ (s) the Euclidean norm is denoted by |β ′ (s)| and the hyperbolic norm by
Proof. Since β ′ (s) = 1 (see below (16)) we have the equation in the middle. By (18) and using that κ = 1 cosh(w) (16) and e −w = ǫ 2 (6) we have
The inequalities then follow from a straightforward elementary calculation via (19) using for the first inequality that cosh(κs) ≤ cosh(ǫ 2 ) ≤ cosh( ǫ 2 ) and sinh(κs) ≤ sinh( ǫ 2 ) for the second.
Since β ′ (s) = 1 and hence
. From this we get, by (43) again, and after elementary simplification
To prove similar estimates forβ we look at the action of F β in H.
To this end we fix s ∈ [0, ǫ 2 cosh(w)] and consider the hyperbolic isometry g with axis Γ that moves the point β(s) to the point F β (β(s)). By (8) g has oriented displacement length
where by (13)
In complex notation g is given as g(z) = rgh(δ, z), z ∈ H (see (11)). For any tangent vector v = (v 1 , v 2 ) = v 1 + iv 2 at z the tangent map dg acts by multiplication:
where g ′ is the complex derivative
(48) Let now z be the point ζ = β(s). Both F β and g send ζ to the point
Since g shifts ζ towards the imaginary axis along the equidistant line of Γ i.e. the half circle in H through −1, 1 and ζ we have using (42)
For an upper bound ofβ 2 (s) we use that
where |δ| ≤ δ 2 (see (45)). By (35) and (39) we have, recalling that Re(ζ) = β 1 (s),
Using that Im(ζ) = β 2 (s) andβ 2 (s) = Im(g(ζ)) we get
Together with (49) this proves item (i) of Lemma 3.1.
For the slope ofβ we estimate the angle between the tangent vectors β ′ (s) andβ ′ (s). From the definition of F β in (8) it follows that the tangent map dF β is a product
where A is a linear map in the tangent space of H at ζ = β(s) that, with respect to a suitable orthonormal basis, has the matrix
This fact is seen in the Fermi coordinates used in (8) for which the metric tensor (9) is independent of t; the underlying basis vectors for A are tangent to the coordinate lines. It is an elementary exercise to show that for such a mapping the angle ϑ A = ∡(β ′ (s), Aβ ′ (s)) between β ′ (s) (or any other tangent vector) and its image satisfies
A glance at Figure 2 shows that for s ≥ 0 (to which case we have restricted ourselves) the angle ϑ A between β ′ (s) and Aβ ′ (s) is ≥ 0. Furthermore, by (40),
with j = 1.05. Note that ϑ A is also the Euclidean angle between the vectors because the model H of the hyperbolic plane is conformal.
For the Euclidean angle ϑ g := ∡(Aβ ′ (s), dg(Aβ ′ (s))) we have by (47) and (48) 
where δ(s) is given by (45). By (46), the monotonicity of the function τ → τ tanh(τ ) and using (41) we get
with j 2 = 4 sinh( 1 4 ) < 1.02, and from this
2 ) we conclude using (46) and then (40)
By (39) j 3 < 1.001. The second summand in the argument as of (53) is a real number > 1. Recalling that for s ≥ 0 we have δ(s) ≤ 0 and hence, ϑ g ≥ 0, we obtain therefore the following
where j includes all the preceding correcting factors and has value j ≤ 1.05.
By (51), (52) and (54) the tangent map dF β rotates the tangent vector β ′ (s) by an angle ϑ A +ϑ g ≥ 0, where ϑ A and ϑ g have the upper bounds (52) and (54), while the tangent vector β ′ (s) satisfies (43). Bringing this together we obtain the following upper bound for the oriented angle ϑ(s) betweenβ ′ (s) and the horizontal line throughβ(s)
The right hand side is a monotonically increasing function of s and 0
Since dF β rotates β ′ (s) counterclockwise we haveβ
. Hence, together with (44) we have proved item (ii) of Lemma 3.1.
As for item (iii), by (51) the tangent vectorβ ′ (s) = dF β (β ′ (s)) has hyperbolic length
owing to the fact that β ′ (s) = 1. Since by Lemma 3.1(ii)β ′ (s) satisfies
15 ǫ 2 and as |β ′ (s)| =β 2 (s) β ′ (s) item (iii) now follows from (40), (42), (50) by elementary simplifications.
We finish this section with two known estimates for linear maps which we prove for convenience. For the purpose of this paper a piecewise smooth mapping F : M → N from a Riemannian manifold M into a Riemannian manifold N is said to have length distortion ≤ k if for any
where . M and . N are the respective Riemannian norms. In the following lemma the Riemannian metric in question is the standard Euclidean metric of R 2 .
Lemma 4.1. Consider the linear mapping ψ : R 2 → R 2 defined by the matrix
Then ψ is quasiconformal with dilatation q = In our case µ becomes µ = −σ+iρ 2+σ−iρ and the dilatation is q = 1+|µ| 1−|µ| . For given value d of ρ 2 + σ 2 the value of |µ| is maximal when ρ = 0 and σ = −d, and the first statement follows. For the second statement we identify M with dψ and decompose M into a product
For the operator norms we get max{|M σ |, |M −1
2 ρ 2 and the bound follows by elementary simplification.
Concluding remarks
We finish with a refinement of Theorem 2.1 and some further corollaries. Let again Y = Y l 1 ,l 2 ,l 3 be as in Section 2. For i = 1, 2, 3 we have the collars C i as in (1). In addition to this we define the reduced collarŝ
(assuming l i > 0), where we recall that l i = ℓ(γ i ). If l i ≥ 2 thenĈ i is simply the empty set. For 0 < l i < 2 the width w i is smaller than the width ω i of C i . In fact, by (1) we even have
Hence,Ĉ i is a proper subset of C i . When ℓ(γ i ) < 2 the boundary component ofĈ i that lies in the interior of Y is an equidistant curve of γ i of lengtĥ
We extend this by settingl
In the degenerate case where l i = 0 and γ i is a puncture the reduced collarĈ i is defined as the set of all points that lie outside the horocycle of length 1 around the puncture. In this case the boundary components ofĈ i and C i in the interior of Y are equidistant curves with distance log(2). CuttingĈ 1 ,Ĉ 2 ,Ĉ 3 away we obtain the reduced Y-piece (or 'kernel')
(see the notation introduced below (2)). We now have Theorem 5.1. The mapping φ :
constructed in Section 3 has the following properties.
(i) φ is boundary coherent and quasiconformal with dilatation q φ ≤ 1 + 2ǫ 2 .
(iii) The restriction of φ toŶ l 1 ,l 2 ,ǫ is boundary coherent and has length distortion ≤ 1 + 5 2 ǫ 2 .
(iv) The restriction of φ toĈ i is an isometry for i ∈ {1, 2}.
Proof. (i) is the restatement of Theorem 2.1. We proceed with (iv) and assume that 0 < l i < 2 (for l i ≥ 2 there is nothing to prove and for l i = 0 we may argue by continuity).The task is to show that the mapping F β (8) acts isometrically on the set {p ∈ H | dist(p, α i ) ≤ w i } and that its image under F β is untouched by the adjusting mappings G β and H β (26). As F β acts isometrically on the shaded area B i A i C i A i (Figure 3 ) and G β and H β act isometrically below the line y = a it suffices to show that dist(C i , H i ) > w i and the (hyperbolic) distance from A ′ i to the line y = a is > w i . Now, by (56) and (3) dist(C i , D 0 ) > w i + log(2), while by (41) dist(H i , D 0 ) = η i < log(2) which implies the first inequality. As for the second, by (15) A ′ i has imaginary part sinh(α i ) and so the distance from A ′ i to the line y = a = cosh(α 1 ) + cosh(α 2 ) is log(a) − log(sinh(α i )) ≥ log(1 + cosh(α i )) − log(sinh(α i )) = arcsinh 1 sinh(α i ) = ω i > w i .
Statement (ii) and the boundary coherence in (iii) are immediate consequences of (iv), (26) and the remark following (26). It remains to estimate the length distortion of φ β = H β • G β • F β . By (10) and the remark preceding it F β has length distortion ≤ (1 − 1 3 ǫ 2 ) −1 . By Lemma 4.1 and the estimates below (25) L β and its inverse H β have length distortion ≤ 1 + 3 4 ǫ 2 with respect to the Euclidean metric. Since Im(H β (z)) = Im(z) for all z in the domain of H β the same bound holds for the hyperbolic metric (2). By (22) and the estimates thereafter G β has Euclidean distortion ≤ 1 + 2 ).
As the above mappings of the reduced Y-pieces are boundary coherent we may extend them straightforwardly to the adjacent reduced collars in various ways. As an example we have the following which we state without proof. with dilatation q φ ≤ (1 + 2ǫ 2 )(1 + 2ǭ 2 ) that, moreover, acts isometrically on the reduced collarŝ C 1 ,Ĉ 2 and is conformal on the reduced collarĈ 3 of Y l 1 ,l 2 ,ǫ . The constant δ has the estimates
where s(t) = π 2 t sin( π 2 t) , t ∈ [0, 1].
Finally, we remark that for Y-pieces with large ℓ(γ 1 ), ℓ(γ 2 ), heuristic arguments indicate that the optimal constant for Theorem 2.1 should satisfy q φ ≥ 1 + Kǫ 2 , where K is independent of ǫ, ℓ(γ 1 ), ℓ(γ 2 ). However, we do not have a rigorous proof at this moment and it is also not clear whether it is true in general.
