We prove existence and uniqueness of solutions of reflected backward stochastic differential equations in time-dependent adapted and càdlàg convex regions D = {D t ; t ∈ [0, T ]}. We also show that the solution may be approximated by solutions of backward equations with reflection in appropriately defined discretizations of D and by a modified penalization method. The approximation results are new even in the one-dimensional case.
Introduction
In the present paper we investigate the problems of existence, uniqueness and approximation of solutions to multidimensional backward stochastic differential equations (BSDEs for short) with reflection in time-dependent random convex regions.
In the one-dimensional case these problems are quite well investigated. In the pioneering paper [4] reflected BSDEs (RBSDEs) with one continuous barrier and Lipschitz continuous coefficient are thoroughly investigated. Subsequently the results of [4] were generalized to equations with possibly discontinuous barrier or coefficient satisfying less restrictive regularity or growth conditions (see, e.g., [7, 19] and the references therein). One-dimensional RBSDEs with two continuous reflecting barriers were first studied in [2] . Recent results for equations with two possibly discontinuous barriers are to be found in [5, 9, 16] .
Existence, uniqueness and approximation by the penalization method of multidimensional RBSDEs were for the first time studied in [3] in the case of fixed convex domain. In [1, 15] the existence and uniqueness results of [3] were generalized to equations involving subdifferential of a fixed proper convex lower-semicontinuous function. Our main goal is to generalize the results of [3] to the case of time-dependent random regions and at the same time generalize to the multidimensional case some onedimensional results proved in [2, 4, 7, 9, 19, 16] for continuous barriers or discontinuous barries satisfying the so-called Mokobodzki condition.
We now describe more precisely the content of the paper. Let W be a standard d-dimensional Wiener process and let (F t ) denote the standard augmentation of the natural filtration generated by W . Suppose we are given a family D = {D t ; t ∈ [0, T ]} of time-dependent random closed convex subsets of R m with nonempty interiors, an By a solution to (1.1) we understand a triple (Y, Z, K) of (F t )-adapted processes such that Y t ∈ D t for t ∈ [0, T ], K is a process of locally bounded variation |K| increasing only when Y t ∈ ∂D t and (1.1) is satisfied.
In [3] it is proved that if ξ ∈ L 2 , T 0 |f (s, 0, 0)| 2 ds ∈ L 1 , f is Lipschitz continuous in both variables y, z and D t = G, t ∈ [0, T ], where G is a nonrandom convex set with nonempty interior then there exists a unique solution (Y, Z, K) of (1.1) such that Y, K are continuous, Y * T , K * T ∈ L 2 and Z ∈ P 2 , i.e. Z is progressively measurable and (
Here and in the sequel we use the notation X * t = sup s≤t |X| s , t ∈ [0, T ]). In the present paper we make the same assumptions on the terminal value ξ and coefficient f . Our main assumption on D says that the process t → D t is (F t )-adapted and càdlàg with respect to the Hausdorff metric, and one can find a semimartingale A of the class H 2 (see Section 2 for the definition) such that A t ∈ IntD t for t ∈ [0, T ] and inf t≤T dist(A t , ∂D t ) > 0. The last condition is an analogue of the so-called Mokobodzki condition considered up to now only in the one-dimensional case (see [9, 16] and the references therein). In our main theorem we prove that under the above assumptions on ξ, f, D there exists a unique solution (Y, Z, K) of (1.1) such that Y, K are càdlàg and Y, Z, K have the same integrability properties as in [3] , i.e. Y * T , K * T ∈ L 2 , Z ∈ P 2 . If, in addition, t → D t is continuous, then Y, K are continuous. Therefore our theorem generalizes the results of [3] to time-dependent regions and the same time generalizes one-dimensional results with time-dependent barriers to the multidimensional case. But let us note that in the one-dimensional case one can also prove existence and uniqueness of solutions of RBSDEs with two reflecting barriers L, U such that D = {(L t , U t ), t ∈ [0, T ]} does not satisfy the Mokobodzki condition (see [9] ) and with less restrictive assumptions on ξ, f (see [5, 9] ). In general, these solutions have weaker integrability properties.
The uniqueness of solutions of (1.1) can be proved by some modification of known methods. The idea behind our proof of existence is as follows. We consider piecewise constant time-dependent processes D j such that D j → D in the Hausdorff metric uniformy in probability. Then we prove that on each random interval on which D j is a constant random set there exists a unique solution of some local RBSDE. Piecing the local solutions together we obtain a solution (Y j , Z j , K j ) of (1.1) in D j . Finally, we show that the sequence {(Y j , Z j , K j )} converges as j → ∞ and its limit is a solution of (1.1) in D. The method described above is new even in the one-dimensional case. To our knowledge the results on existence and uniqueness of local solutions in random convex sets are also new.
We also consider approximation of solutions of (1.1) by the penalization method. This method proved to be useful in the case of one-dimensional RBSDEs with regular and irregular barriers (see, e.g., [4, 6, 7, 9, 11, 19] ). In [11] it is observed that in the last case, i.e. if the barriers are discontinuous, the usual method provides only pointwise approximation of the first component Y and weak approximation of K and the martingale part of the solution. To generalize the penalization method to the irregular multidimesional case and at the same time to get uniform approximation of Y and strong approximation of K and the martingale part we consider a modified scheme. It has the form
where
. . , k n , where k n is chosen so that P (σ n,kn < T ) → 0 as n → ∞ (Here B(0, n) = {x ∈ R d ; |x| ≤ n}, n ∈ N). Note that K n is a càdlàg process of locally bounded variation such that
In fact, on any interval [σ n,i−1 , σ n,i ), i = 1, . . . , k n + 1, where σ n,kn+1 = T , the pair (Y n , Z n ) is a solution of the classical BSDEs with Lipschitz coefficients of the form
Notice that as compared with the usual penalization method, in the penalization term K n the discontinuous part K n,d appears. If the mapping t → D t is continuous then K n = K n,c , so (1.2), (1.3) reduces to the usual penalization scheme. We show that under the above-mentioned assumptions under which there exists a unique solution (Y, Z, K) of (1.1), it is a limit in probability of {(Y n , Z n , K n )} in the space S × P × S (see Section 2 for its definition). This result is new even for one-dimensional RBSDEs with one discontinuous barrier. It is known that one can use RBSDE to investigate viscosity solutions (see [4, 12, 15] ) or weak solutions (see [6, 8, 10, 18] ) of variational inequalities. In fact, this work was intended as the first step to investigate by probabilistic methods this sort of problems for systems with time-dependent constraints. These problems, however, will be studied elsewhere.
Notation and preliminary estimates
For x ∈ R m , z ∈ R m×d we set |x| 2 = m i=1 |x i | 2 , z 2 = trace(z * z). ·, · denotes the usual scalar product in R m .
Let (Ω, F, P ) be a complete probability space. By W we denote a standard ddimensional Wiener process on (Ω, F, P ) and by (F t ) the standard augmentation of the natural filtration generated by W . L p , p ≥ 1, is the space of random vectors X such that X p = E(|X| p ) 1/p < ∞. S p is the space of càdlàg adapted (with respect to (F t )) processes X such that X S p = X * T p < ∞ and P p is the space of progressively measurable m×d-dimensional processes
S is the space of càdlàg adapted processes equipped with the metric δ(X, X ′ ) = E((X − X ′ ) * ∧ 1) and P is the space of progressively measurable m × d-dimensional processes Z such that
. It is well known that S p , P p are Banach spaces for p ≥ 1 and that S, P are complete metric spaces. By H 2 we denote the space of m-dimensional special semimartingales equipped with the norm
Given a process Y and an (F t )-stoping time τ we denote by Y τ the stopped process
By Conv we denote the space of all bounded closed convex subsets of R m with nonempty interiors endowed with the Hausdorff metric ρ, i.e. any G,
where dist(x, G) = inf y∈G |x − y|).
Remark 2.1 (see Protter [17] ). (a) For a special semimartingale X,
Moreover, for any predictable and locally bounded H,
Remark 2.2 (Menaldi [13] ). (a) Let G be a closed convex domain with nonempty interior and let N y denote the set of inward normal unit vectors at y ∈ ∂G. It is well known that n ∈ N y iff y − x, n ≤ 0. for every x ∈ G (Here ·, · stands for the usual inner product in R d ). (b) If moreover a ∈ IntG then for every n ∈ N y , y − a, n ≤ −dist(a, ∂G).
(c) If dist(x, G) > 0 then there exists a unique y = Π G (x) ∈ ∂G such that |y − x| = dist(x, G). One can observe that (y − x)/|y − x| ∈ N y . Moreover, for every a ∈ IntG,
In the paper we will assume that we are given an F T -measurable m-dimensional random vector ξ, a generator f : [0, T ]×Ω×R m ×R m×d → R m , which is measurable with respect to P rog ⊗ B(R m ) ⊗ B(R m×d ), where P rog denotes the σ-field of all progressive subsets of [0, T ] × Ω and a family D = {D t ; t ∈ [0, T ]} of random closed convex sets in R m with nonempty interiors such that the process [0, T ] ∋ t → D t ∈ Conv is (F t )-adapted. Moreover, we will assume that
In (H1), (H3), (H4) and in the sequel we understand that the equalities and inequalities hold true P -a.s.
Definition. We say that a triple (Y, Z, K) of (F t )-progressively measurable processes is a solution of the RBSDE (1.1) if
(b) K is a càdlàg process of locally bounded variation such that K 0 = 0 and for every (F t ) adapted càdlàg process X such that
is a solution of (1.1) such that Y ∈ S 2 then there exists C > 0 depending only on µ, λ, T such that
Proof. We first show that
By Remark 2.2(b), the integration by parts formula and the fact that
whereas by (H3),
for some C 1 > 0. Putting together the above inequalities and using the fact that
Therefore there is C 2 > 0 such that
Y s , Z s dW s is a uniformly integrable martingale, from (2.3) it follows that there is C 3 > 0 such that
Combining (2.4) with (2.5), using the fact that
and then letting n → ∞ we obtain (2.1).
In the second part of the proof we will estimate E(Y * T ) 2 . Using Itô's formula gives
From this we deduce that there is C 4 > 0 such that
Note that from (H1), (H2) and earlier considerations it follows that X is integrable. Since
Consequently,
Therefore the are C 5 , C 6 > 0 such that
Hence, by Gronwall's lemma, E(Y * T ) 2 ≤ C 5 EXe C 6 T . Since by the integration by part formula and the previously used arguments there is C 7 > 0 such that
which completes the proof.
} be another family of random closed sets satisfying (H4) with some semimartingale A ′ and let ξ ′ be an F T -measurable random variable such that ξ ′ ∈ D ′ T and ξ ′ ∈ L 2 . In the following proposition together with (1.1) we consider RBSDE with terminal condition ξ ′ , coefficient f and family D ′ , i.e. equation of the form
In its proof we will use the following notation
be solutions of (1.1) and (2.9), respectively, and
then for every p ∈ (1, 2] there exists C > 0 depending only on µ, λ, T such that for any stopping time σ such that 0 ≤ σ ≤ T we have
Proof. By Itô's formula for the convex function x → |x| p (see Klimsiak [9] ), for any t < σ we have
,Z s dW s is a uniformly integrable martingale it follows from (2.10) and (2.11) that 12) where X = |Ȳ σ− | p + X 1 . Arguing as in the proof of (2.8) we deduce from the above that there exist constants C 5 , C 6 > 0 such that
Putting t = 0 in (2.12) completes the proof. 
Remark 2.6. Since ∆Ȳ = −∆K, in the case p = 2 we have
Existence and uniqueness of solutions of RBSDEs
Our main goal is to prove that under (H1)-(H4) there exists a unique solution (Y, Z, K) of (1.1) such that Y, K ∈ S 2 and Z ∈ P 2 . The uniqueness follows easily from Corollary 2.5. In the proof of the existence we will use the method of approximation of D by discrete time-dependent process described in the following proposition. 
Then (Y, Z, K) is a unique solution of (1.1) with terminal value ξ and
we only have to check condition (b) of the definition of a solution of (1.1). Let X be an (F t )-adapted càdlàg process such that
On the other hand,
Since
Now we are going to study the problem of existence of solutions of (3.1). To this end, we first consider local RBSDEs on closed random intervals.
Let τ, σ be stopping times such that 0 ≤ τ ≤ σ ≤ T , D be an F τ -measurable random convex set with nonempty interior and let ζ ∈ L 2 be an F σ -measurable random variable. We consider equations of the form We will assume that
Proof. It is sufficient to apply arguments from the proof of Proposition 2.3 and use the fact that dist(A, ∂D) is a strictly positive F τ -measurable random variable.
Let D ′ be an F τ -measurable random convex set with nonempty interior, ζ ′ ∈ L 2 be an F σ -measurable random variable such that ζ ′ ∈ D ′ P -a.s. and there is an
be solutions of (3.2) and (3.3), respectively. If f satisfies (H3 * ) and sup τ ≤t≤σ |Y t |, sup τ ≤t≤σ |Y ′ t | ∈ L 2 then there exists C > 0 depending only on µ, λ, T such that
Proof. We apply the arguments from the proof of Proposition 2.4 with p = 2.
We will need the following assumption: there exists N ∈ N such that
Proposition 3.4. Assume (H1 * )-(H4 * ) and (3.4). Then there exists a unique solution (Y, Z, K) of the local RBSDE (3.2) such that
Proof. The uniqueness follows from Proposition 3.3. To prove the existence we first assume that D is nonrandom, i.e. D = G, where G is some fixed convex set with nonempty interior. Set g(s, 
is a solution of the local RBSDE in D j and terminal value ζ j . Set
and observe that |ζ j | ≤ N and |A j | ≤ N , j ∈ N. Therefore, by Proposition 3.2, for any j ∈ N,
By Proposition 3.3, for any j, k ∈ N we have
By the construction, |ζ j − ζ j+k | ≤ 2/j and ρ(D j , D j+k ) ≤ 2/j for k ∈ N . Therefore from (3.7) and (3.8) it follows that {(Y j , Z j , K j )} is a Cauchy sequence on [τ, σ] in the space S × P × S. By using standard methods we show that its limit (Y, Z, K) is a solution of the local RBSDE (3.2).
Let us remark that in fact assumption (3.4) in Proposition 3.4 is superfluous (see Remark 3.8).
Lemma 3.5. Let {G t ; t ∈ [0, T ]} be a family of bounded closed subsets of R m such that t → G t is càdlàg with respect to the Hausdorff metric ρ and
Proof. Suppose the assertion of the lemma is false. Then there exists t ∈ [0, T ] and a sequence {t j } such that t j → t and
Observe that for each j ∈ N, G
which contradicts (3.9). If ρ(G t− , G t ) > 0 then t ∈ {t j i ; i ∈ N∪{0}} for sufficiently large j (such that ρ(G t− , G t ) > 1/j). Set J + = {j; t j ≥ t}, J − = {j; t j < t} and assume that both sets are infinite. If t ≤ t j then for sufficiently large j, t = max{t
which also contradicts (3.9).
We are now ready to prove our main theorem of this section. Proof. Step 1. We begin by proving the theorem under the additional assumption that there exists N ∈ N such that
(3.10)
For j ∈ N set σ j 0 = 0 and
Since t → D t is càdlàg, for every j ∈ N there is k j such that P (σ
as j → ∞. Indeed, by Lemma 3.5, sup t≤σ
By the above and (H4) one can find a sufficiently slowly decreasing sequence δ j ↓ 0 such that the sequence {γ j } defined as
has the property that P (γ j < T ) → 0. By Propositions 3.1 and 3.4 for each j ∈ N there exists a solution (Y j , Z j , K j ) of RBSDE in the stopped time-dependent region
Since for any predictable locally bounded process H,
it follows from Remark 2.1 that there is c > 0 such that A j H 2 ≤ c A H 2 , j ∈ N. Hence, by Proposition 2.3, there exists C > 0 such that for every j ∈ N,
For every ε > 0 there is M > 0, a stopping time σ j ≤ T and j 0 ∈ N such that for every
Indeed, by (H4) there is δ > 0 such that P (inf t≤T dist(A t , ∂D t ) ≤ δ) ≤ ε/4. On the other hand, by (3.11) , there is j 0 such that for j ≥ j 0 , P (sup t≤T ρ(D j t , D t ) > δ) ≤ ε/4. Therefore for every j ≥ j 0 ,
By Proposition 2.3 and Tchebyshev's inequality,
If we set σ = σ j ∧ σ j+k ∧ γ j then by Proposition 2.4,
Since lim j→∞ sup k E|ξ j − ξ j+k | 2 = 0 and by (3.11),
it follows that {(Y j , Z j , K j )} is a Cauchy sequence in S × P × S. Its limit (X, Z, K) is a solution of RBSDE (1.1).
Step 2. We will show how to dispense with assumption (3.10). Set γ j = inf{t ≥ 0 :
where N j ↑ ∞ and
Since by Remark 2.1 there is c > 0 such that A j H 2 ≤ c A H 2 for j ∈ N, using Proposition 2.3 we obtain
Set τ j,k = inf{t; sup s≤t |Y j+k s | > 2N j }∧T for j, k ∈ N and observe that by Tschebyshev's inequality,
| p = 0 for p < 2 from which we deduce that {(Y j , Z j , K j )} j∈N is a Cauchy sequence in S × P × S. Using standard arguments one can show that its limit (X, Z, K) is a solution of (1.1). 
where a j i is an arbitrary constant such that 1/j ≤ a j i ≤ 2/j. This follows from the fact that if we use the modified stopping times σ j i to define the process D j then (3.11) still holds true. We will use this simple observation in the next section.
Approximation of solutions of RBSDEs by the modified penalization method
We start with a priori estimates for solutions of the penalized BSDEs and their local versions.
is a solution of (1.2) such that Y n ∈ S 2 then there exists C > 0 depending only on µ, λ, T such that
Proof. The proof is similar to that of Proposition 2.3. To get the desired estimate it suffices to repeat step by step arguments from the proof of Proposition 2.3, the only difference being in the fact that to obtain an analogue of (2.2) we have to prove that
To prove (4.1) let us define K n,d , K n,c by (1.3). Observe that by Remark 2.2(c),
Putting together the above two estimates we get (4.1).
Let ξ ′ ∈ L 2 and let D ′ = {D ′ t , t ∈ [0, T ]} be a family satisfying (H4) with some semimartingale A ′ . In the next proposition we consider RBSDE in D ′ of the form
If f satisfies (H3) then for every p ∈ (1, 2] there exists C > 0 depending only on µ, λ, T such that for every stopping time σ such that 0 ≤ σ ≤ T ,
The proof is similar to that of Proposition 2.4. We first apply Itô's formula to the function x → |x| p and the semimartingale Y n to get an analogue of (2.10). Then we estimate the terms of the right-hand side of the equality thus obtained in much the same way as in the proof of Proposition 2.4, except for an analogue of (2.11). Now
and instead of (2.11) we have to show that
To see this, we first observe that
On the other hand, by Remark 2.2(a), for i = 1, 2, . . . , k n we have
which implies that
Combining (4.4) with (4.5) yields (4.3). We leave the details of the rest of the proof to the reader.
Corollary 4.3. Under the assumptions of Proposition 4.2, if moreover
Proof. Follows immediately from Proposition 4.2.
Note that in Propositions 4.1, 4.2 and Corollary 4.3 we do not assume that ξ ∈ D T , ξ ′ ∈ D ′ T . We now turn to the approximation of local RBSDEs. Let τ, σ be stopping times such that 0 ≤ τ ≤ σ ≤ T , Let D, D ′ be F τ -measurable random convex sets with nonempty interiors and let ζ, ζ ′ ∈ L 2 be F σ -measurable random variables (we do not assume neither that ζ ∈ D P -a.s. nor that ζ ′ ∈ D ′ P -a.s.). We consider approximations of the form
and
Then there exists C > 0 depending only on µ, λ, T such that for any n ∈ N E sup τ ≤t≤σ
Proof. Follows from the proof of Proposition 4.1.
be solutions of (4.6) and (4.7), respectively, such that sup τ ≤t≤σ |Y n t |, sup τ ≤t≤σ |Y ′n t | ∈ L 2 . If f satisfies (H2) then there exists C > 0 depending only on µ, λ, T such that for any n ∈ N,
Proof. Follows from the proof of Proposition 4.2. 
where (Y, Z, K) is a unique solution of the local RBSDE (3.2).
Proof. First set D = G for some fixed convex set with nonempty interior. Consider approximations of the form
is a solution of RBSDEs of the form (3.6) in G. Since Y n t = Y t = ζ, Z n t = Z t = 0 and K n T = K n t for t ≥ σ, it is clear that for any τ ≤ σ, (Y n , Z n , K n ) converges in S 2 × P 2 × S 2 to the solution of our local RBSDE on [τ, σ] . Now let us define D j , ζ j , A j , j ∈ N as in the proof of Proposition 3.4 (observe that |ζ j | ≤ N and |A j | ≤ N , j ∈ N) and by (Y j,n , Z j,n , K j,n ) denote a solution of the local BSDE
Using the first part of the proof and arguments from the proof of Proposition 3.4 one can show that for every j ∈ N,
where (Y (j) , Z (j) , K (j) ) is a solution of the local RBSDE in D j with terminal value ζ j . Since |ζ j − ζ| ≤ 2/j and ρ(D j , D) ≤ 2/j, from Corollary 4.5 it follows that
By Corollary 4.3,
Using once again Corollary 4.3 and the fact that on the set {dist(A, ∂D) > 1/j} we have dist(A j , ∂D j ) > dist(A, ∂D) − 1/j, we conclude that Combining (4.9) with (4.11) and the fact that {(Y (j) , Z (j) , K (j) )} converges in S ×P ×S to the solution (Y, Z, K) of the local RBSDE in D we get the desired convergence results.
Remark 4.7. Proposition 4.6 may be slightly generalized to encompass different terminal values in the approximation sequence. More precisely, let ζ n ∈ L 2 be a sequence of F σ -measurable random variables such that ζ n → ζ in L 2 , where ζ ∈ D P -a.s. Let us define (Ỹ n ,Z n ,K n ) by (4.7), (4.8) but with ζ ′ replaced by ζ n . Then Proposition 4.6 holds true with (Y n , Z n , K n ) replaced by (Ỹ n ,Z n ,K n ). To see this it suffices to observe in Corollary 4.5 we do not assume that ζ ∈ D, ζ ′ ∈ D ′ . Therefore for any n ∈ N, Theorem 4.9. Assume (H1)-(H4). Let ({Y n , Z n , K n )} be a sequence of solutions of (1.2). Then
where (Y, Z, K) is a unique solution of (1.1).
Proof.
Step 1. As in the proof of Theorem 3.6 we first assume additionally that (3.10) is satisfied. For j ∈ N set σ j,0 = 0 and 
