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Abstract 
To each ZE(O, 11” there is a corresponding bin-packing problem and a corresponding 
threshold graph G(z). Under the assumption that the components of z are independent and 
uniformly distributed on (0, l] the graphs G(z) are also uniformly distributed. A bin-packing 
solution found by some well known version 2FFD of the heuristic First Fit Decreasing applied 
to z defines a maximum matching in G(z). This fact is used to derive an explicit expression for 
the excepted waste of 2FFD as a function of n. In the limit, the expected waste is found to be 
(&C-l 4. 
1. Introduction 
Every vector z = (zl, . . , z,) E (0, 11” represents an instance of a one-dimensional 
bin-packing problem. Given z, the problem is to find a partition B = (B,, ,.. , BP) of 
N = {1,2,..., n> of minimum cardinality p, under the constraint that 
c(Bi) = C Zj < 1, 1 < i < p. 
jeBi 
Usually, each iE N is considered to represent an item having weight zi. A block Bj is 
also called a bin. 
For ZE(O, 11” let L,(z) be the number of bins in an optimal solution to the 
bin-packing problem z. For an approximation algorithm A let .4(z) be the number of 
bins used by the algorithm. The problem instance z may be considered as a realisation 
of a random vector Z the components Zi of which are independent and uniformly 
distributed on (0, 11. This is the most frequently used probabilistic model for analysing 
bin-packing problems and bin-packing algorithms. In [4] it was shown that the 
expectation of L,(Z) is 
WV&)) =; + i&h). 
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In [S] a folding algorithm F which packs at most two items into each bin was 
analysed, and it was shown that 
( 1 F(z)-; p+1 
where + means stochastic convergence. From this result one may find also that 
E~PMZ)) = ; + O(G) 
A detailed discussion of these facts is found in [2]. 
In this paper we anlyse the expected number of bins used by some version of the 
well known First Fit Decreasing heuristic FFD. We are able to present this number 
explicitly as a function of n. The analysis is supported by the use of threshold graphs 
which serve as rough models for the structure of bin-packing instances. The main 
result is that 
Exp(&,(Z)) = m + (2m - I) 
Exp(-&,+i(Z)) = m - 3 + (2m + 1) 
From this we find immediately 
The constant &Cl is a uniform upper bound for Exp(L,(Z))& 1 - [i]. 
The subsequent sections are devoted to the proof of these results. 
2 Threshold graphs 
Let zE(0, 11. Let 7cz = (z,i, . . . , z,,) be a permutation of z with z,~ 3 ... > z,,. We 
rename the variables z,i, i.e. we write rcz = (Y, x), such that 
Yl 2 Y2 2 ... by,>+>x,+, 2X,+2> ... ax,. 
A graph G is associated with (x, y) in the following way. We assign a labelled vertex to 
each Yi, 1 < i < s, and to each xj, s + 1 d j < n. These vertices will be arranged on 
two levels S and K, as shown in Fig. 1, preserving the ordering of the variables. The 
edge set of G is 
E = ((Xi, xk) 1 s + 1 < i, k < n, i # k} 
U{(Xi, Yj) 11 <j Q S, S + 1 < i < n, Xi + Yj < l}. 
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z=(0.9.0.7.0.55,0.5.0.4.0.4.0.2.0.2) 
Fig. 1. 
G is the threshold graph defined by the vector z. Obviously, K induces a clique, 
whereas S is a stable set in G. Moreover, any edge (xi, yj) implies the existence of all 
the edges (xk, yj), i < k < n, and (xi, yk), j < k d S. 
Threshold graphs were introduced by Chvatal and Hammer [l] and have been 
extensively studied since then. For more of their characteristic properties see [3]. 
A threshold graph may be split up into a clique and a stable set in different ways, in 
general. Here we assume that this splitting is fixed, and therefore, we will use the term 
threshold Jigure. A threshold figure is a threshold graph for which the partition into 
a clique K and a stable set S is fixed. The threshold figure corresponding to the 
bin-packing instance z is denoted by T(z). 
We shall use the notation s = 1 S 1 and k = 1 K 1 where n = s + k. Evidently, a thres- 
hold figure is completely defined by the parameters n and k and by the vector 
6 = (6 1, . ,6,) where 6i is the number of neighbours of x,+ i which belong to S. The 
resulting figure is said to be of type (n, k, 6). 
Let n be fixed. The number of threshold figures of size n is 2”. There are (;) figures 
having a clique K with 1 K 1 = k. There are (n-i- ‘) such figures for which d1 = a. 
3. The heuristic FFD and maximum matchings in threshold figures 
Consider a bin-packing instance z and the corresponding threshold figure T(z). The 
First Fit Decreasing heuristic applied to z works in two steps. 
Algorithm FFD(z); 
1. Compute the rearrangement xz of z; 
(z Irl 3 z,2 2 ... a-z,,); 
282 
2. 
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Open bin Bi and pack item ~1 into it; 
for 2 < i < n do 
begin 
if item xi does not fit into an open bin then 
open a new bin and pack xi into it else find the first 
open bin Bj into which ri can be packed; 
pack xi into Bj; 
end 
There is a version 2FFD of FFD which works anloguously, with the only difference 
that a bin Bj is closed as soon as a second item has been packed into it. Such a bin 
must not be reopened. Hence, 2FFD fills a bin with at most two items. 
It can be seen immediately that the packing produced by Algorithm 2FFD deter- 
mines a maximum matching M in T(z). M is made up by the edges (u, u) connecting 
items which share a common bin. Indeed, there is always a maximum matching in 
T(z) which contains the “lexicographically largest” edge in G (which is of the form 
(yj, xk) for some pair j and k, if T(z) contains edges between K and S, and is 
(x,+1, x,+z ) otherwise). From this, the opimality of M follows by induction on n. 
Let us use the probabilistic model mentioned in Section 1. In Section 4 we will show 
that, for fixed size n, the random variable T(Z) is uniformly distributed on the set T,, of 
all threshold figures of this size, which means that 
prob(T(Z) = T) = 2-” 
for any threshold figure T. Let m(T) be the cardinality of a maximum matching in 
T and let u(T) be the number of unsaturated vertices in any such matching. We have 
for TE I’-, 
2FFD(z) = u(T(z) + m(T(z)), z~(0, l]“, 
n=u(T)+2m(T). 
From this we find 
Exp(2FFD(Z)) = n - 1 m(T)prob(T) = n - 2-” 1 m(T). 
TEY" Tel;, 
We see that Exp(2FFD) is expressible in terms of 
M” = c m(T), 
TETn 
which is the sum of all maximum matching cardinalities of threshold figures T in Y,. 
This sum is investigated in Section 6. 
4. The distribution of T(Z) on Y, 
A threshold figure T is also completely determined by the parameters n and k 
and the degree vector d(y) = (d(yr), d(yz), . . . , d(y,)) of the vertices in S. Let 
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dl < d2 < ... < d, be the different degree values occurring in d(y), and let 
vi, v2, . . , v, be their multiplicities, i.e. we assume that ai vertices in S have degree di, 
1 < i Q t. The figure T corresponds to the event 
WWW, Y), 
where 
B(X) = (0 < X, < 0.5)n(X, G X,_1 < 0.5)n 
and 
C(X, Y) = h 
i=l 
Ui=Ul + V2 
Therefore, we get 
+ “’ + Ui_1, bi = Ui + Vi, 
. . . 
nl ro.5 yo.5 yo.5 fO.5 
n(Xs+2 < xs+i < 0.5) 
ve = 0. 
v-NT) = ul! v2’;’ , j :**v*. 0 jxm jxn_, ...j_ Wdxs+, dx,+z ... dx,, 
where 
F(x)= CL& - ~,-dI+ll"1C~,--d2 -x,-d2+11"2 .'. CLd, -X,-dt+llUt. 
In order to make this expression valid in all cases we have to put x0 = 0.5 and 
X - 0. The integrand F(x) depends on x,+ i in four possible ways. n+1- 
Case 1: x,+~ and x,+~ both have no neighbour in S. This means that F(x) is 
independent of x, + i . 
Case 2: x,+1 has no neighbour in S, but x,+ 2 has. Here F(x) = [x,+ 1 - x,+ 2] “c 
x Fl (XI. 
Case 3: x,+~ and x,+~ have equally many neighbours in S. Here 
F(x) = cxo - x,+ llVf F,(x). 
Case 4: x,+~ and x,+~ have unequally many neighbours in S. In this case 
F(x) = cxo - X,+ll”fC~,+l - X,+2l"'-'F3(4. 
The functions Fj(x), j = 1,2,3, are independent of xl. 
Now, let us perform the “innermost” integration in the expression for prob(T), 
i.e. the integration with respect o x,+ i. In all four cases, this operation will transform 
prob(T) into a term prob(T’) where we get the threshold figure T’ from T by shifting 
the “upper leftmost” vertex x,+ 1 from the clique K to the stable set S. In the case when 
x,+~ is connected to vertices in S we have first to delete the connecting edges. For 
example, in Case 4 we get 
0.5 
x[2P5 - x,+II"~CX,+I -~,+21"~-~dx,+1 
s 
v,! V,_l! 
= (v, + u,- l + l)! [Oe5 - xs+21 
o,+v,_,+l 
This shows prob(T) = prob(T’) where T’ is constructed from T as indicated above. 
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In this way, we may convince ourselves that the operation of integration with 
respect to the variable x,+ 1 reflects the transformation of T into T’. Therefore, if all 
figures T with n vertices and lK(1 = k - 1 have equal probability w, then also all 
figures with ( K 1 = k have probability w. The unique figure T, with K = C$ has 
probability 2-“. This proves the following proposition. 
Proposition 1. In the propabilistic model above the random variable T(Z) is uniformly 
distributed on Y,,. For TE Y, we have prob(T) = 2-“. 
5. An auxiliary counting problem and its solution 
In order to prove the results in Section 6 the solution of an auxiliary counting 
problem is needed. 
Every threshold figure is composed of a bipartite part B the edge set of which 
contains the edges between K and S only and of the clique K. Let T be given and let 
MB be a maximum matching of its bipartite part B. Let KB be the set of vertices in 
K which are saturated by MB. We call T an even threshold figure if ( K - KB ) is an 
even number, otherwise T is called odd. 
The following lemma is obvious. 
Lemma 1. Every maximum matching M of an even threshold figure T is the union of 
a maximum matching MB of the bipartite part B of T and a maximum matching in the 
remaining clique K - KB induced by the vertices of K which are left unsaturated by MB. 
Thus, every maximum matching M of T saturates all vertices in K. 
A maximum matching M of an odd threshold figure is either of the type found in the 
even case (where exactly one vertex u in K is left unsaturated) or it is derivable from such 
a matching by removing an edge (x, y) and adding the edge (u, x). 
Now, let AFXk be the number of even threshold figures of type (n, k, 6) with 6r = t. 
Moreover, define 
n-k 
Angk = c AfVk, 1 < k, 
t=o 
A n,O = 1. 
For these numbers we find 
n-k-l 
ArVk= c A:-2’k-1, l<k, l<t<n-k, 
s=t-1 
- An-l,k-l, 1 < k, 
(1) 
(2) 
(3) 
?I0 A< =l, A:-‘=Ofort>O. 
G. Tinhofer / Discrete Applied Mathematics 62 (1995) 279-289 285 
If t > 0 then the lexicographically first edge (x, y) in T leads from K to S. We have 
already mentioned above that T has a maximum matching which contains (x, y). 
Deletion of the vertices x and y reduces T to a figure T’ which is even iff T is even. 
This proves Eq. (1). 
If k > 0 then K # 0, and we may reduce T by deleting the vertex x,+ 1 together with 
the edges incident to it. If T is even, then the reduced figure is odd. This proves Eq. (2). 
If k = 0 then K = 0. In this case, T consists of n isolated vertices forming the stable 
set S. We consider this as an even figure. This justifies (3). 
Define 
n-t 
A:= C Afsk, 06 t <n- 1, 
k=l 
n-l 
A” = 1 A: + A”dO. 
t=o 
From (l)-(3) it follows 
n-3 
A:= 1 Azm2, l<t<n-2, 
s=t-1 
,4”, = ‘7-l _A”-‘. 
Proposition 2. The numbers A”, A”,, A”,, 
expressions: 
A2” = 22W1 + 
A 2m+1_ - 22m, 
A2” = 22W2 
0 
A2” 2m-1= 1, 
‘.. > 
(4) 
(5) 
(6) 
(7) 
Ai_, are represented by the following 
(8) 
(9) 
UW 
A2m 2t-1 = 
A2m = 22m-2f-2 + 
2t 
A0 
2m+1 = 22m-1 _ 
A2m+ 1 = 22m-2t- 1 
2t , l<t<m-1, 
(lob) 
(104 
(lla) 
(lib) 
A2”+1 = 22W2t-2 
2t+ 1 (114 
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Proof. For n = 2, 3,4, 5 the validity of the formulas (8)-(11) follows by inspection of 
all threshold figures of size n. 
For n > 2 we have obviously A:_ 1 = 1. Assume now that all formulas are valid for 
vertex numbers less or equal to n - 1. Let n = 2m + 1. 
From (7) it follows by the induction hypothesis 
,42m+1 = 22m-1 _ 
0 
hence (1 la). 
From (6) we get Afrn+l = A’*-l. By the induction hypothesis, from (9) we get 
A2”+1 = 22?7-2 
1 . This is (1 lc) for t = 0. For t 2 2 we have, again from (6), 
Now, (1 lb) and (1 lc) follow by induction on t and using the equation 
In the case n = 2m we may proceed analoguously in order to prove (lOa)-(10c). 
Finally, (8) and (9) follow by summation according to (5). Note that 
n-l 
w t=1 
t 2m~~2~1)+~2~~“;l)]=(2mm_l’)-1, 
s=l 
which may be proved by applying the well known formula (g) = (“a ‘) + (iI i) iter- 
atively to the right hand side of the equation. 0 
6. The sum of maximum matching cardinalities of all threshold figures 
Now we want to find a formula for the quantity 
M” = 1 m(T). 
TEI"" 
For this aim, consider first the sum of all maximum matching cardinalities taken over 
all threshold figures of type (n, k, 6) where d1 = t. Denote this sum by V:*k. We have 
n-3 
v:,k = 
s~1V~~2’k~1+ , ldtdn-k, l<k<n-1, (12) 
n-l 
V;f3k = c FJ’,!‘*~-~, 1 < k < n, (13) 
t=1 
v:, O = 0 for arbitrary t. (14) 
As with (l), the validity of (12) follows from the fact that in all the figures under 
consideration there is a maximum matching which saturates the vertex x,+ 1. To see 
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the validity of (13) note that in a figure with 6, = 0 the vertex x,+ 1 can be shifted from 
K to S without changing the cardinality of a maximum matching. In this way a figure 
of type (n, k, 6) is changed into a figure of type (n, k - 1,6’) (with appropriate 6’ 
depending on 6). Finally, for k = 0 there is only the empty matching possible. This 
justifies (14). 
Let us define 
M: = i VP,“, O<t<n-1. 
k=O 
With this notation we get from (12)-(14) 
n-1 
M; = c M:, 
t=1 
n-3 
(15) 
M: = c M,:-’ +2”-fp1, 1 <t <n- 1. (16) 
s=t-1 
In order to find a solution satisfying these recursion equations we introduce two more 
notations 
g(n,t)=M:-M::/, l<t<n-1 
and 
m-1 
h(m) = C g(2m - i, m - i) 
i=O 
and we shall prove the following proposition. 
Proposition 2. Thefunctions g(x, y) and h(z) satisfy 
g(2m, 1) = 22mP3 + 
2m - 3 ( > m _ 2 ) g(2m - 1, 1) = 22m-4, m 9 2, (17) 
g(2m, t) = g(2m + 1, t) = 0 for t > m. (18) 
For 2 d t d m: 
g(2m - 1, t) = 9(2m, t), 
g(2m, t) = g(2m - 2, t - 1) + g(2m - 1, t), 
m-l 
g&c t) = C d2m - &s), (19c) 
s=1-1 
m-l 
g(2m + 1, t) = C g(2m - 1, s), (19d) 
s=t- 1 
h(2m) = 2h(2m - l), h(2m + 1) = 2h(2m) + 
2m - 1 
( > 
m _ 1 . (20) 
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Proof. A threshold figure of type (n, 6) with 
k + 1,s’) with b’(xS+ 1) = S’(x,+J = 0 without changing 
the matching cardinality. Therefore, we have 
g(n, 1) = /I”-$ 
and (17) follows from (8) and (9). 
Eqs. (18) are proved by induction on ~1. Assume their validity for all vertex numbers 
less than 7t, and let m = Ln/2J. If t > m then t - 1 > L(n - 2)/2]. Hence, we find 
n-3 (n-1)-3 
M: = c M,“:; + 2”-f-1 = c M;-I)-2 + 2@-1)-@-1)-l = M;:;, 
s=t- 1 s=t-2 
The remaining Eqs. (19) and (20) are of recursive nature. They are proved easily by 
induction on m. 0 
The following simple derivation of an expression for M” demonstrates the practical- 
ity of Proposition 2. From (15) 
M”=2M,“. 
On the other hand 
M,” = Mim - h(m). 
The numbers Mi”’ can be found explicitely from 
2m-3 m-1 
442” _ 
m - 
c Mf”‘-2 + 2m-’ = c M2&2S+2m-l, 
s=m- 1 s=l 
a recursion relation which is solved by M$’ = (m + 1)2”-2. 
Now we get 
M; = (m + l)2m-2 - h(m), 
and with the aid of (20) 
M2’= 2442’-1 
0 0 
+ 22r-2 
9 MO 
2r+1 = 2M,2’ + 22r-1 _ . 
The solutions of the latter equations are 
j#’ = r22r-1 _ 22r-2 _ 22r-3 
2r+l 
MO = r22r _ 22r- 2 
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From this the expected number of edges in a maximum matching of a threshold figure 
of size n can be derived. Denote this number by E,. We have, depending on the parity 
of n, 
1 1’-2 2s+l 
E2’=y-; c 
( ) 
2-2s, E 
S-O s 
Not that 
a&y; 1) 2-2s = (2r + 1) (;)2-2r-l -;. 
Hence, the results for Ezl and E2r+ 1 can be modified according to what was said in 
Section 3 in order to give the explicit expressions for the expected number of bins used 
by heuristic 2FFD which are presented at the end of Section 1. 
This completes the proof of the assertions made in Section 1. 
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