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a b s t r a c t
This paper discusses some asymptotic properties of the delay difference equation
∆y(n) = a(n)y(n)+
k
i=1
bi(n)|y(τi(n))|risgn y(τi(n)), 0 < ri ≤ 1.
First,we brieflymention someknownqualitative properties of this equation. Further, as the
main result, we present an asymptotic estimate of its solutions which is derived in the case
not considered by the other authors. Applications of this result to particular cases conclude
the paper.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
We consider the delay difference equation
1y(n) = a(n)y(n)+
k
i=1
bi(n)|y(τi(n))|risgn y(τi(n)), n ∈ N(n0), (1)
where n0 ∈ N,N(n0) = {n0, n0 + 1, n0 + 2, . . .}, 0 < ri ≤ 1 are real scalars, a(n), bi(n) are sequences of reals and τi(n) are
nondecreasing unbounded sequences of integers such that τi(n) < n for all n ∈ N(n0) (i = 1, . . . , k).
The form (1) involves both the linear case (ri = 1 for all i = 1, . . . , k) and the sublinear case (0 < ri < 1 for some i).
Probably the simplest (nontrivial) particular case of (1) is provided by the choice ri = 1, a(n) ≡ a, b0 = 1 + a, bi(n) ≡ bi
and τi(n) = n− i (i = 1, . . . , k), when (1) becomes
y(n+ 1) =
k
i=0
biy(n− i), n ∈ N(n0). (2)
The problem of necessary and sufficient conditions for the asymptotic stability of (2) has attracted the attention of many
mathematicians. From a theoretical viewpoint, this problem is solved by the Schur–Cohn criterion (see [1]), but explicit
conditions of asymptotic stability of (2) are known only in special cases (see [2]). We recall that the basic sufficient (in some
particular cases also necessary) condition guaranteeing asymptotic stability of (2) for any k ∈ N is
k
i=0
|bi| < 1. (3)
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This condition can be extended to more general linear difference equations (see e.g. [3]). We note that a stability condition
for nonautonomous Eq. (2) analogous to the condition (3) will appear as a special consequence of our more general result
proved by the use of a different technique.
The asymptotic investigation of sublinear difference equations is less developed. Some related results can be found in
[4,5], where properties of the equation
1y(n) = f (y(n−m)), n ∈ N(n0),m ∈ N
have been reported. The description of asymptotics of (1) was performed in [6], where the author established a condition
under which the behavior at infinity of solutions of (1) can be related to the behavior of a solution of the difference equation
1y(n) = a(n)y(n), n ∈ N(n0). (4)
We recall here this result because of its relevance to our investigations.
Theorem 1 ([6, Theorem 2]). Assume that 1+ a(n) ≠ 0, n ∈ N, and
∞
n=n0
1
n
j=0
|1+ a(j)|
k
i=1
|bi(n)|
τi(n)−1
j=0
|1+ a(j)|ri <∞. (5)
Then for any solution y(n) of (1) there exists a solution y¯(n) of (4) such that y(n) is either asymptotically equivalent to y¯(n), or
y(n) is of asymptotic order less than y¯(n). Conversely, for any solution y¯(n) of (4) there exists a solution y(n) of (1) asymptotically
equivalent to y¯(n).
Note that the condition (5) is ‘‘natural’’ especially for Eq. (1) with |1 + a(n)| > 1, n ∈ N(n0). If |1 + a(n)| < 1, then (5)
can result in a considerable restriction on coefficients bi(n)whichmust be very small (in modulus). For other related results
we refer also to [7–10].
The main goal of this note is to formulate a general asymptotic bound for all solutions of (1) provided |1+ a(n)| < 1 for
all n ∈ N(n0). Using this estimate we present some effective asymptotic criterions for solutions y(n) of (1) in the linear and
sublinear case.
2. The main result
Throughout this paper we assume that τi(n) (i = 1, . . . , k) satisfy conditions introduced in the previous section. Let
n−1 = min{τi(n0) : i = 1, . . . , k}. By a solution of (1) wemean a sequence y(n) of real numbers which is defined for n ≥ n−1
and satisfies (1) for n ≥ n0. It is easy to see that for any given n0 ∈ N and initial conditions y(n) = y∗(n), n−1 ≤ n ≤ n0,
Eq. (1) has a unique solution satisfying these initial conditions.
In the sequel, we formulate an upper bound for solutions y(n) of (1). Before doing this, we introduce some necessary
notations and auxiliary relations. Put σ−1 = n−1, σ0 = n0, σm+1 = max{n ∈ N(n0) : τi(n) ≤ σm for all i = 1, . . . , k},m =
0, 1, 2, . . . and consider two difference inequalities
ϕ(σm+1) ≥ ϕ(σm)+ 1, m = 0, 1, 2, . . . (6)
and
k
i=1
|bi(n)|(ϱ(τi(n)))ri ≤ (1− |1+ a(n)|)ϱ(n), n ∈ N(n0). (7)
Further, form = 0, 1, 2, . . .we denote
u(m) = min

1ϱ(s)
1− |1+ a(s)| : σm ≤ s ≤ σm+1

. (8)
Theorem 2. Consider Eq. (1), where 0 < |1+ a(n)| < 1 for all n ∈ N(n0). Further, let ϱ(n) be a positive monotonous sequence
satisfying (7), let ϕ(n) be a positive increasing sequence satisfying (6) and let u(m) be given by (8). If ϱ(n) is nondecreasing, then
there exists a constant L > 0 such that
|y(n)| ≤ Lϱ(n) (9)
for any solution y(n) of (1) and all n ∈ N(n0).
If ϱ(n) is decreasing, then there exists a constant L > 0 such that
|y(n)| ≤ Lϱ(n)
⌊ϕ(n)⌋
q=0

1− u(q)
ϱ(σq+1)

(10)
(the symbol ⌊ ⌋means an integer part) for any solution y(n) of (1) and all n ∈ N(n0).
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Proof. Let n ∈ N(n0) and let m ∈ N be such that σm < n ≤ σm+1. Using the transformation z(n) = y(n)/ϱ(n) we convert
(1) into
ϱ(n+ 1)z(n+ 1) = (1+ a(n))ϱ(n)z(n)+
k
i=1
bi(n)(ϱ(τi(n)))ri |z(τi(n))|risgn z(τi(n)).
Wemultiply this relation by 1/
n
ℓ=σm(1+ a(ℓ)) to get
∆

ϱ(n)z(n)
n−1
ℓ=σm
(1+ a(ℓ))

=
k
i=1
bi(n)(ϱ(τi(n)))ri |z(τi(n))|risgn z(τi(n))
n
ℓ=σm
(1+ a(ℓ))
.
Applying the discrete Newton–Leibniz formula we have
ϱ(n)z(n)
n−1
ℓ=σm
(1+ a(ℓ))
− ϱ(σm)z(σm) =
n−1
j=σm
k
i=1
bi(j)(ϱ(τi(j)))ri |z(τi(j))|risgn z(τi(j))
j
ℓ=σm
(1+ a(ℓ))
,
i.e.
z(n) = ϱ(σm)
ϱ(n)
z(σm)
n−1
ℓ=σm
(1+ a(ℓ))+ 1
ϱ(n)
n−1
j=σm
k
i=1
bi(j)(ϱ(τi(j)))ri |z(τi(j))|risgn z(τi(j))
n−1
ℓ=j+1
(1+ a(ℓ)).
If we denotew(p) = max{|z(v)| : v ∈ Z, σ−1 ≤ v ≤ σp} and w˜(p) = max{w(p), 1}, p = 0, 1, 2, . . . , then (7) implies
|z(n)| ≤ w˜(m)ϱ(σm)
ϱ(n)
n−1
ℓ=σm
|1+ a(ℓ)| + 1
ϱ(n)
n−1
j=σm
w˜(m)(1− |1+ a(j)|)ϱ(j)
n−1
ℓ=j+1
|1+ a(ℓ)|
= w˜(m)ϱ(σm)
ϱ(n)
n−1
ℓ=σm
|1+ a(ℓ)| + 1
ϱ(n)
n−1
j=σm
w˜(m)ϱ(j)∆
n−1
ℓ=j
|1+ a(ℓ)|,
where the difference operator∆ is considered with respect to variable j. Applying the summation by parts one arrives at
|z(n)| ≤ w˜(m)

1− 1
ϱ(n)
n−1
j=σm
1ϱ(j)
n−1
ℓ=j+1
|1+ a(ℓ)|

. (11)
If ϱ(n) is nondecreasing, then (11) can be reduced to |z(n)| ≤ w˜(m). Obviously w˜(m+ 1) ≤ w˜(m), hence |z(n)| ≤ w˜(0),
which yields (9).
If ϱ(n) is decreasing, then (11) becomes
|z(n)| ≤ w˜(m)

1− 1
ϱ(n)
n−1
j=σm
1ϱ(j)
1− |1+ a(j)|∆
n−1
ℓ=j
|1+ a(ℓ)|

≤ w˜(m)

1− u(m)
ϱ(n)

by the use of (8). Repeated application of this estimate yields
w˜(m) ≤ w˜(0)
m−1
q=0

1− u(q)
ϱ(σq+1)

. (12)
To estimatem in terms of nwe recall that σm < n ≤ σm+1. Since ϕ(σm) ≥ ϕ(σ0)+m, we get
m ≤ ϕ(σm)− ϕ(σ0) ≤ ⌊ϕ(n)⌋.
Now the backward substitution y(n) = ϱ(n)z(n) along with (12) imply the estimate (10). 
Remark 1. The assertion of Theorem 2 remains valid also if 1+ a(n) = 0 for all (or some) n ∈ N(n0). The proof of this claim
is a simplified modification of the proof performed above. We note that the utilized proof technique can be applied also to
some generalizations of (1).
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Remark 2. If the product in (10) converges as n →∞, it is useless to solve the auxiliary relation (6) and the estimate (10)
becomes (9) (see also Corollary 4).
Remark 3. The asymptotics of solutions of (1), described by estimates (9) and (10) under the assumption |1+ a(n)| < 1, is
quite different from that presented in Theorem 1. In particular, contrary to Theorem 1, we are able to formulate conditions
for boundedness of solutions y(n) of (1), or discuss their convergency to zero including the rate of this convergency.
3. Some consequences
In this section, we apply our general asymptotic result to some important particular cases to demonstrate, how it can be
turned out into effective asymptotic criterions.
Corollary 3. Let r = max{r1, . . . , rk}. Then any solution y(n) of (1) is bounded if either
r = 1 and |1+ a(n)| +
k
i=1
|bi(n)| ≤ 1, n ∈ N(n0) (13)
or
0 < r < 1 and 0 <
k
i=1
|bi(n)|
1− |1+ a(n)| < K , n ∈ N(n0), K being a suitable scalar. (14)
Proof. If (13) holds, then for any constant ϱ ≥ 1 the sequence ϱ(n) ≡ ϱ is a positive constant solution of (7). Let (14) hold
and let K ≥ 1. Then
k
i=1
|bi(n)|K ri/(1−r) ≤ (1− |1+ a(n)|)K 1/(1−r), n ∈ N(n0),
hence ϱ(n) ≡ K 1/(1−r) is also a positive constant solution of (7). The statement now follows immediately from (9). 
Remark 4. The condition (13) corresponds to the known stability results for linear difference equations with a constant
delay (in particular, (13)2 is consistent with (3)). However, considering the sublinear case, a region of coefficients
guaranteeing boundedness of all solutions of (1) is much larger. The following example illustrates it.
Example 1. The linear difference equation
y(n+ 1) = b0y(n)+
k
i=1
biy(τi(n)), n ∈ N(n0)
has all its solutions bounded if
k
i=0 |bi| ≤ 1. The sublinear difference equation
y(n+ 1) = b0y(n)+
k
i=1
bi|y(τi(n))|risgn y(τi(n)), 0 < ri < 1, n ∈ N(n0)
has all its solutions bounded if |b0| < 1 (the values of b1, . . . , bk may be arbitrary).
As another consequence, we discuss the three-term sublinear difference equation
1y(n) = a(n)y(n)+ b(n)|y(⌊λn⌋)|rsgn y(⌊λn⌋), n ∈ N(n0), 0 < λ, r < 1 (15)
originating from the numerical discretization of the sublinear pantograph equation. We present conditions under which all
its solutions tend to zero and derive also the rate of this convergency.
Corollary 4. Let y(n) be a solution of (15), where |1 + a(n)| ≤ δ < 1 for all n ∈ N(n0) and |b(n)| = O(nα) as n → ∞ for a
real scalar α. Then
|y(n)| = O(nβ) as n →∞, β = α
1− r . (16)
Proof. Let M1 be the upper bound of the sequence |b(n)|n−α and let α ≥ 0. We verify that ϱ(n) = M2nβ , where
M2 = (M1λβr/(1− δ))1/(1−r) is a solution of (7). Indeed, substituting this form into (7) we get
|b(n)|Mr2⌊λn⌋βr ≤ M1Mr2λβrnα+βr = (1− δ)M2nβ ≤ (1− |1+ a(n)|)M2nβ .
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Consequently, if α ≥ 0, then (16) follows from (9). If α < 0, we have to discuss the estimate (10). Here, similarly,
ϱ(n) = M3nβ is a solution of (7) for a suitableM3 > 0. Furthermore, using the mean value theorem and the relation
⌊λ−1σq⌋ ≤ σq+1 ≤ ⌊λ−1(σq + 1)⌋ + 1
we obtain
|u(q)| = max
 −1ϱ(s)
1− |1+ a(s)| : σq ≤ s ≤ σq+1

≤ M3 |β|(σq)
β−1
1− δ
and ϱ(σq+1) = M3(σq+1)β ≥ M4(σq)β for a suitableM4 > 0. From here we get
|u(q)|
ϱ(σq+1)
= O(λq) as q →∞.
Consequently, the product in (10) converges as n →∞ and the estimate (10) becomes (16). 
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