Диференціальні та лінійні властивості Фейстель-подібних безключових перетворень by Євсюкова, Яна Володимирівна
 НАЦІОНАЛЬНИЙ ТЕХНІЧНИЙ УНІВЕРСИТЕТ УКРАЇНИ 
«КИЇВСЬКИЙ ПОЛІТЕХНІЧНИЙ ІНСТИТУТ 
імені ІГОРЯ СІКОРСЬКОГО» 
ФІЗИКО-ТЕХНІЧНИЙ ІНСТИТУТ 
КАФЕДРА МАТЕМАТИЧНИХ МЕТОДІВ ЗАХИСТУ ІНФОРМАЦІЇ 
 
 
«На правах рукопису» 
УДК ______________ 
«До захисту допущено» 
В.о. завідувача кафедрою 
__________  М.М.Савчук 
(підпис)  
“___” ________           2019 р. 
 
 
Магістерська дисертація 
на здобуття ступеня магістра 
 
зі спеціальності: 113 «Прикладна математика»  
на тему: «Диференціальні та лінійні властивості Фейстель-подібних 
безключових перетворень»  
 
Виконала: студентка 6 курсу, групи ФІ-73мн 
                  Євсюкова Яна Володимирівна  
(підпис)  
Керівник:  к. т. н. Яковлєв С.В.  
(підпис)  
Рецензент:  
(підпис)  
 
 
 
 
Засвідчую, що у цій магістерській 
дисертації немає запозичень з праць 
інших авторів без відповідних 
посилань. 
Студент _____________ 
(підпис) 
 
Київ – 2019 року 
 
 Національний технічний університет України 
«Київський політехнічний інститут 
імені Ігоря Сікорського» 
          Фізико-технічний інститут 
           Кафедра математичних методів захисту інформації 
 
Рівень вищої освіти: другий (магістерський) за освітньо–професійною       
програмою 
Спеціальність: 113 «Прикладна математика» 
 
 
ЗАТВЕРДЖУЮ 
В.о. завідувача кафедрою 
__________  М.М.Савчук 
(підпис) 
«___»_____________ 2019 р. 
 
 
ЗАВДАННЯ 
на магістерську дисертацію студентки 
 
                                    Євсюкової Яни Володимирівни  
1. Тема дисертації: «Диференціальні та лінійні властивості       
Фейстель-подібних безключових перетворень», науковий керівник     
дисертації: ​к. т. н. Яковлєв С.В​., 
затверджені наказом по університету від      ___________ р. № __________ 
2. Термін подання студентом дисертації         __________ 
3. Об’єкт дослідження: інформаційні процеси в системах криптографічного        
захисту.  
 
4. Предмет дослідження: моделі та методи диференціального та лінійного         
криптоаналізу ітеративних безключових симетричних схем блокових      
перетворень.  
 
 5. Перелік завдань, які потрібно розробити: 
- для трираундової безключової схеми CLEFIA із певними       
додатковими умовами одержати аналітичні оцінки     
диференціальної рівномірності через відповідні параметри її      
раундових функцій; 
- для трираундової безключової схеми CLEFIA із певними       
додатковими умовами одержати аналітичні оцінки лінійних      
потенціалів через відповідні параметри її раундових функцій; 
- порівняти криптографічні властивості трираундової безключової     
схеми CLEFIA та інших схем ітеративних блокових перетворень;
 
6. Орієнтовний перелік ілюстративного матеріалу: 
 
- ілюстрації до структур і процесів в технологіях, розглянутих в даній          
роботі; 
- перелік формул, що характеризують диференціальну рівномірність та       
лінійні потенціали; 
 
7. Орієнтовний перелік публікацій відсутній.  
8. Консультанти розділів дисертації 
 
Розділ Прізвище, ініціали та посада  консультанта 
Підпис, дата 
завдання  
видав 
завдання 
прийняв 
    
9. Дата видачі завдання  
Календарний план 
№ 
з/п 
Назва етапів виконання  
магістерської дисертації 
Термін виконання етапів 
магістерської дисертації Примітка 
1 Ознайомлення з літературою на визначену 
область легкої криптографії, що буде 
розглянута в дослідницькій роботі  
листопад 2017 р. Виконаний 
2 Конкретизація проблемних аспектів 
обраної області легкої криптографії 
січень 2018 р. Виконаний 
 
  Визначення, яка саме схема буде 
досліджуватися, та підготовка звіту на цю 
тему 
квітень 2018 р. Виконаний 
3 Формулювання теми магістерської 
дисертації 
вересень 2018 р. Виконаний 
4 Постановка задач дослідницької роботи та 
переліку потенційних методів для їх 
виконання 
листопад 2018 р. Виконаний 
5 Аналіз та опис поняття легковагова 
криптографія, визначення основних 
принципи використання даного напряму 
криптографії. Формування відповідних 
звітностей 
січень 2019 р. Виконаний 
6 Побудова аналітичних оцінок 
диференціальної рівномірності та лінійних 
потенціалів для схеми CLEFIA через 
відповідні параметри її раундових 
функцій.  
березень 2019 р. Виконаний 
7 Порівняльний аналіз диференціальної 
рівномірності та лінійних потенціалів для 
схеми CLEFIA  та інших схем ітеративних 
блокових перетворень.  
квітень 2019 р. Виконаний 
 
 
Студент ____________ Євсюкова​ Я. В. 
 (підпис)  
Науковий керівник дисертації ____________ Яковлєв С. В​. 
 (підпис)  
 
РЕФЕРАТ
Квалiфiкацiйна робота мiстить: 84 стор., 3 рисунки, 36 джерел.
У сучасному свiтi виникла проблема забезпечення захисту
криптографiчними методами приладiв, обладнаних дуже обмеженою
потужнiстю i пам’яттю. Рiшенням даної проблеми стало виникнення
нового напряму – легковагова криптографiя.
Одним iз методiв створення легкого шифру є використання великих
S-блокiв, створенних з бiльш малих. Схема CLEFIA блокового
перетворення є одним з аналогiв популярної схеми Фейстеля, що можна
використовувати для побудови S-блокiв. У данiй роботi одержано
аналiтичнi оцiнки для диференцiальної рiвномiрностi та лiнiйних
потенцiалiв трираундової безключової схеми CLEFIA через вiдповiднi
параметри її раундових функцiй. Також проведено порiвняльний аналiз
криптографiчних властиво стей схеми CLEFIA з iншими схемами
криптографiчних безключових перетворень.
БЛОКОВI ШИФРИ, CLEFIA, ЛЕГКА КРИПТОГРАФIЯ, S-БЛОКИ
ABSTRACT
Qualifying work includes: 84 p., 3 pictures, 36 sources.
In today’s world there is a problem of cryptographic protection of device
equipped with very limited power and memory. The solution was the emergence
of a new trend - lightweight cryptography.
One method of creating a light cipher is to use large S-Boxes which were
made from small S-Boxes. Block encryption scheme CLEFIA is one of the analog
of wide known Feistel scheme. This scheme we can use for creating a new S-Box.
We present analytic bounds for differential probabilities and linear potentials of
three-round keyless scheme CLEFIA, expressed with corresponding parameters
of its round mappings. Also, we compare cryptographic properties of scheme
CLEFIA with other schemes of cryptographic transformations.
BLOCK CIPHERS, CLEFIA, LIGHTWEIGHT CRYPTOGRAPHY, S-
BOXES
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ВСТУП
Актуальнiсть дослiдження. У наш час вiдбувається глобальна
трансформацiя iндустрiального суспiльства в постiндустрiальне або
iнформацiйне. Це стало можливим завдяки швидкому розвитку та
впровадженню сучасних iнформацiйно-комунiкацiйних технологiй.
Масове використання комп’ютерних мереж та електронних комунiкацiй
значно розширює можливостi для обмiну iнформацiєю мiж
користувачами. У свiтовому iнформацiйному просторi та iнформацiйних
просторах держав вирiшуються складнi завдання переходу до
використання систем електронних документiв та електронного
документообiгу, електронної торгiвлi, електронних банкiвських систем,
електронних баз тощо. Електронi системи знаходять широке
впровадження в науцi, освiтi, управлiннi державою тощо. Використання
Iнтернету для електронного ведення бiзнесу значно збiльшує риск
несанкцiонованих впливiв на фiнансовi документи та iншу важливу
iнформацiю. Технологiчний прогрес не стоїть на мiсцi. Вже створено
новий напрямок на пiдвищення ефективностi економiки за рахунок
автоматизацiї процесiв у рiзних сферах дiяльностi i виключення з них
людини. Даний напрямок має назву Iнтернет речей. Iнтернет речей є
ключовим словом у сучасному свiтi. Пристрої, якi беруть участь в даному
напрямку, обладнанi дуже обмеженою потужнiстю i пам’яттю. Через це
виникає проблема використання класичної криптографiї на даних
пристроях. Таким чином, щоб задовольнити вимоги безпеки Iнтернету
речей, виникла так звана легка криптографiя. Тому у наш час стає дуже
важливим завданням вивчення даного напряму криптографiї та
виявлення певних властивостей та закономiрностей елементiв
криптографiчних систем задля покращення вже iснуючих легких шифрiв
або створення нових.
Ще одним важливим напрямком криптографiї є вивчення та
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дослiдження схем безключового перетворення. Дана тема сьогоднi також
є досить актуальною, оскiльки вiдомо, що зi схем такого типу
створюються складовi частини шифрiв а також геш-функцiї, котрi
являють собою невiд’ємну частину криптографiї.
Диференцiальний [3] та лiнiйний [4] криптоаналiз є двома потужними
методами аналiзу симетричних блокових шифрiв. Стiйкiсть до даних
методiв є обов’язковою вимогою для усiх сучасних алгоритмiв
шифрування. Природний спосiб оцiнювання стiйкостi шифрiв до
диференцiального та лiнiйного криптоаналiзу полягає у дослiдженнi
максимальних ймовiрностей диференцiалiв (потенцiалiв лiнiйних
наближень) шифруючих перетворень, усереднених по усiх можливих
ключах. Однак цей пiдхiд не застосовний для випадку iтеративних
безключових перетворень, якi останнiм часом широко використовуються
у легкiй криптографiї для побудови надiйних та ефективно обчислюваних
нелiнiйних вiдображень (наприклад, S-блокiв). У цьому випадку для
забезпечення стiйкостi необхiдно гарантувати невеликi значення
диференцiальних iмовiрностей та лiнiйних потенцiалiв перетворення в
цiлому. Встановлювати цi параметри шляхом безпосередньої перевiрки
можна лише для перетворень iз невеликим розмiром блоку. Тому дуже
слушними стають аналiтичнi методи оцiнювання криптографiчних
параметрiв iтеративних безключових перетворень через вiдповiднi
параметри їх складових елементiв.
Метою дослiдження є аналiз нових пiдходiв до оцiнювання
теоретичної (доказової) стiйкостi схем iтеративних блокових перетворень
до диференцiального та лiнiйного криптоаналiзу та застосування їх до
оцiнювання стiйкостi схем блокового шифрування, що дозволить значно
розширити клас надiйних шифрiв та сприятиме пiдвищенню рiвня та
якостi iнформацiйної безпеки.
Задачею дослiдження є оцiнювання криптографiчних властивостей
схеми CLEFIA.
Досягнення поставленої мети передбачає наступнi завдання
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дослiдження, якi були виконанi в роботi:
1) вивчити поняття легковагова криптографiя, визначити основнi
принципи використання даного напряму криптографiї;
2) вивчити основнi принципи переходу вiд ключових схем
криптографiчних перетворень до безключових.
3) для трираундової безключової схеми CLEFIA iз певними
додатковими умовами одержати аналiтичнi оцiнки диференцiальної
рiвномiрностi через вiдповiднi параметри її раундових функцiй;
4) для трираундової безключової схеми CLEFIA iз певними
додатковими умовами одержати аналiтичнi оцiнки лiнiйних потенцiалiв
через вiдповiднi параметри її раундових функцiй;
5) порiвняти криптографiчнi властивостi трираундової безключової
схеми CLEFIA та iнших схем iтеративних блокових перетворень;
Об’єктом дослiдження є iнформацiйнi процеси в системах
криптографiчного захисту.
Предметом дослiдження є моделi та методи диференцiального та
лiнiйного криптоаналiзу iтеративних безключових симетричних схем
блокових перетворень.
При розв’язаннi поставлених завдань використовувались такi методи
дослiдження: методи лiнiйної та абстрактної алгебри, математичної
статистики, комбiнаторного аналiзу, теорiї кодування, теорiї складностi
алгоритмiв.
Наукова новизна. В роботi отриманi наступнi науковi результати.
1) одержано аналiтичнi оцiнки диференцiальної рiвнмiрностi для
iтеративних криптографiчних блокових перетворень: трираундової
безключової схеми CLEFIA;
2) одержано аналiтичнi оцiнки лiнiйних потенцiалiв для iтеративних
криптографiчних блокових перетворень: трираундової безключової схеми
CLEFIA.
Практичне значення. У результатi виконання дипломної роботи
одержанi аналiтичнi оцiнки диференцiальної рiвномiрностi та лiнiйних
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потенцiалiв для трираундової безключової схеми CLEFIA. Результати
даної роботи позволяють пiдвищити ефективнiсть методiв аналiзу та
синтезу алгоритмiв легкої криптографiї.
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1 ЛЕГКОВАГОВА КРИПТОГРАФIЯ ТА IТЕРАТИВНI
БЛОКОВI ПЕРЕТВОРЕННЯ
В даному роздiлi йдеться мова про основнi поняття легковагової
криптографiї. Також розглядаються основнi термiни та позначення для
диференцiального та лiнiйного криптоаналiзу iтеративних схем блокових
перетворень.
1.1 Легка криптографiя в Iнтернетi речей
Iнтернет речей (Internet of Things, або IoT) виявився новим
обговоренням у сферi дослiджень i практичної реалiзацiї в останнi роки.
IoT – це модель, яка включає звичайнi об’єкти з можливiстю вiдчувати та
зв’язуватися з iншими пристроями, використовуючи Iнтернет. Оскiльки
широкосмуговий Iнтернет зараз загалом доступний i його вартiсть
пiдключення також зменшується, до нього пiдключаються бiльше
гаджетiв i датчикiв. Такi умови забезпечують вiдповiдну основу для
зростання IoT. Iснує багато складнощiв навколо IoT, оскiльки ми хочемо
мати доступ до кожного об’єкту з будь-якої точки свiту. Витонченi фiшки
та сенсори вбудованi у фiзичнi речi, якi оточують нас, кожна з яких
передає цiннi данi. Процес обмiну такою великою кiлькiстю даних
починається з самих пристроїв, якi повиннi надiйно спiлкуватися з
платформою IoT. Ця платформа об’єднує данi з багатьох пристроїв i
застосовує аналiтику для обмiну найбiльш цiнними даними з додатками.
IoT переводить звичайний iнтернет, сенсорну мережу та мобiльну мережу
на iнший рiвень, оскiльки кожна рiч буде пiдключена до Iнтернету.
Питання, яке має бути розглянуто, – це питання, що стосуються
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конфiденцiйностi, цiлiсностi та автентичностi даних, якi виникатимуть
через безпеку та конфiденцiйнiсть.
З плином часу все бiльше i бiльше пристроїв пiдключаються до
Iнтернету. Будинки незабаром будуть оснащенi смарт-замками,
персональний комп’ютер, ноутбуки, планшети, смартфони,
смарт-телевiзори, вiдеоiгри, навiть холодильники i кондицiонери мають
можливiсть комунiкувати через Iнтернет. Ця тенденцiя поширюється
назовнi, i, за пiдрахунками, до 2020 року буде бiльше 50 мiльярдiв
об’єктiв, пiдключених до Iнтернету. Це оцiнює, що для кожної людини на
Землi буде 6,6 об’єктiв онлайн. Земля буде покрита мiльйонами датчикiв,
якi збирають iнформацiю з фiзичних об’єктiв i завантажуватимуть її в
Iнтернет. Зростаючий iнтерес до використання IoT проглядається в
системi автоматизацiї будiвель, в галузях охорони здоров’я,
гiрничодобувному виробництвi та iнших сферах життя.
Передбачається, що застосування IoT ще на раннiй стадiї, але
починає швидко розвиватися. Маючи багато додаткiв, щоб адаптувати
технологiю з намiрами зробити внесок у зростання економiки, медичної
установи, транспорту та покращити спосiб життя для громадськостi, IoT
повинна надавати належну безпеку своїм даним, щоб заохотити процес
адаптацiї.
1.1.1 Загрози безпецi в Iнтернетi речей
З точки зору високого рiвня, IoT складається з трьох компонентiв, а
саме: Hardware, Middleware i Presentation. Hardware засоби складаються з
датчикiв i приводiв, Middleware забезпечує зберiгання i обчислювальнi
засоби, а Presentation надає засоби iнтерпретацiї, доступнi на рiзних
платформах. Неможливо обробляти данi, зiбранi з мiльярдiв датчикiв,
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тому пропонуються рiшення, якi мають на увазi контекстне програмне
забезпечення, щоб допомогти датчику визначити найбiльш важливi данi
для обробки. По сутi, архiтектура IoT не пропонує достатньої маржi для
виконання необхiдних дiй, пов’язаних з процесом аутентифiкацiї та
цiлiсностi даних. Пристрої в IoT, такi як RFID, є сумнiвними для
досягнення фундаментальних вимог процесу аутентифiкацiї, що включає
постiйне спiлкування з серверами i обмiн повiдомленнями з вузлами.
IoT є надзвичайно вiдкритим для атак , тому що iснує шанс фiзичної
атаки на його компоненти, оскiльки вони залишаються без нагляду
протягом тривалого часу. Завдяки бездротовому засобу зв’язку,
прослуховування є надзвичайно простим. Нарештi, складовi IoT мають
низьку компетентнiсть щодо енергiї, з якою вони експлуатуються, а
також з точки зору обчислювальних можливостей. Впровадження
звичайних обчислювально дорогих алгоритмiв безпеки призведе до
перешкод на продуктивностi пристроїв, обмежених енергiєю. [26]
Найбiльша загроза безпеки IoT-систем вiд традицiйних IТ-систем
полягає в тому, що навiть використання пристроїв для збору даних з
реального свiту може стати об’єктом кiбератак. Наприклад, метою
застосування IoT до заводу є значне пiдвищення продуктивностi та
ремонтопридатностi шляхом збору даних з великої кiлькостi датчикiв,
встановлених у виробничому обладнаннi, шляхом аналiзу його та
здiйснення автономного управлiння в реальному часi. Якщо данi датчикiв
повиннi бути фальсифiкованi пiд час цього процесу, будуть викликанi
неправильнi результати аналiзу i виникне помилковий контроль через
такий випадок, що призведе до великого пошкодження. Бiльше того,
оскiльки данi вимiрювань та команди керування є комерцiйною
таємницею, пов’язаною з ноу-хау виробництва та управлiння, запобiгання
витокiв також важливо з точки зору конкурентоспроможностi. Навiть
якщо в даний час не iснує жодних проблем, необхiдно розглянути вплив
загроз, якi можуть стати очевидними в майбутньому.
Було запропоновано багато рiшень для бездротових сенсорних
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мереж, якi розглядають датчик як частину iнтернету, з’єднаного через
вузли. Проте в IoT самi вузли датчикiв розглядаються як iнтернет-вузли,
що робить процес аутентифiкацiї ще бiльш значним. Цiлiснiсть даних
також стає життєво важливою i вимагає особливої уваги до збереження її
надiйностi. [27]
1.2 Необхiднiсть розвитку легкої криптографiї
Нещодавно дослiдження HP показує, що 70% пристроїв в IoT є
вразливими до атак. Атака може бути виконана шляхом вiдчуття зв’язку
мiж двома вузлами, яка вiдома як атака «людина в серединi». Жодного
надiйного рiшення не було запропоновано для задоволення таких нападiв.
Однак шифрування може призвести до мiнiмiзацiї кiлькостi завданої
шкоди цiлiсностi даних. Щоб забезпечити унiфiкацiю даних, поки вони
зберiгаються на середньому пристрої, а також пiд час передачi, необхiдно
мати механiзм безпеки. Були розробленi рiзнi криптографiчнi алгоритми,
якi стосуються цього питання, але їх використання в IoT викликає
сумнiви, оскiльки апаратнi засоби, якi ми маємо в IoT, не пiдходять для
реалiзацiї дорогих алгоритмiв шифрування. А реалiзацiя вiдомих
сучасних криптографiчних алгоритмiв є дуже грошозатратним заходом
[26]. В даний час в сучаснiй криптографiї iснують такi проблеми:
1) Обмеженiсть числа робочих схем. На вiдмiну вiд алгоритмiв
класичної криптографiї, якi можуть бути створенi в необмеженiй
кiлькостi шляхом комбiнування рiзних елементарних перетворень, кожна
«сучасна» схема базується на певнiй «нездiйсненним» завданню. Як
наслiдок, кiлькiсть робочих схем криптографiї з вiдкритим ключем
досить невелика;
2) Постiйна «iнфляцiя» розмiру блокiв даних i ключiв, обумовлена
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прогресом математики та обчислювальної технiки. Так, якщо в момент
створення криптосистеми RSA вважався достатнiм розмiр чисел в 512 бiт,
то зараз рекомендується не менше 4 Кбiт. Iншими словами, «безпечний»
розмiр чисел в RSA вирiс практично на порядок; схожа картина
спостерiгається i для iнших схем, тодi як в традицiйнiй криптографiї цей
розмiр збiльшився всього вдвiчi;
3) Потенцiйна ненадiйнiсть базису. В даний час теорiєю
обчислювальної складностi дослiджується питання про можливiсть
вирiшення завдань даного типу за полiномiальний час (гiпотеза Р = NP).
В рамках теорiї вже доведено зв’язок бiльшостi використовуваних
обчислювально складних задач з iншими аналогiчними завданнями. Це
означає, що, якщо буде зламана хоча б одна сучасна криптосистема,
багато iнших також не встоять;
4) Вiдсутнiсть далекої перспективи. З розвитком технологiй i
збiльшенням обчислювальних потужностей, подальше збiльшення
розмiру блокiв даних i довжини ключа, призведе до того, що
шифрування втратить своєї легкостi використання i можливо сучасна
криптографiя просто прийде в непридатнiсть через те, що рiшення
«неможливих» завдань стане можливим. Прикладом цього можна
привести квантовий комп’ютер [28].
Тому виникло питання у необхiдностi зробити компромiс для
виконання вимог безпеки з низькими обчислювальними витратами. [26]
Це стало причиною виникнення нового напряму iнформацiйного
захисту – легка криптографiя. Легка криптографiя може бути
реалiзована за нижчих витрат i з меншим енергоспоживанням у
порiвняннi зi звичайною криптографiєю.
Потреба в легкiй криптографiї широко обговорюється, а також
висвiтлюються недолiки IoT з точки зору обмежених пристроїв.
Насправдi iснують деякi легкi алгоритми криптографiї, якi не завжди
використовують компромiси ефективностi безпеки. Серед блокових
шифрiв, потокових шифрiв i геш-функцiй, шифри блокiв показали значно
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кращi показники. [26]
Кожен дизайнер легкої криптографiї повинен впоратися з
компромiсом мiж безпекою, витратами та продуктивнiстю. Для блочних
шифрiв довжина ключа забезпечує компромiс у вартостi безпеки, тодi як
кiлькiсть раундiв забезпечує компромiс мiж продуктивнiстю безпеки та
апаратною архiтектурою спiввiдношення витрат та продуктивностi (див.
Малюнок 2.1). Як правило, будь-якi двi з трьох цiлей проектування –
безпека i низькi витрати, безпека i продуктивнiсть, або низькi витрати i
продуктивнiсть – можуть бути легко оптимiзованi, тодi як дуже важко
оптимiзувати всi три цiлi проектування одночасно. Наприклад, безпечна i
високопродуктивна апаратна реалiзацiя може бути досягнута за
допомогою конвеєрної архiтектури, яка також включає багато
контрзаходiв проти атак з боку каналу. Отримана конструкцiя мала б
високi вимоги до областi, що корелює з високими витратами. З iншого
боку, можна розробити безпечну i дешеву апаратну реалiзацiю з
недолiком обмеженої продуктивностi [29].
Для легких криптографiчних технологiй запропоновано рiзнi методи.
Деякi шукають легку вагу з точки зору розмiру апаратної реалiзацiї та
енергоспоживання, в той час як iншi шукають її з точки зору необхiдного
розмiру пам’ятi вбудованого програмного забезпечення. Кожен метод
оптимiзований вiдповiдно до рiзних показникiв продуктивностi [30].
Взагалi кажучи, iснують три пiдходи для забезпечення
криптографiчних примiтивiв для надзвичайно легких додаткiв:
1) Оптимiзованi недорогi реалiзацiї для стандартизованих i надiйних
алгоритмiв.
2) Трохи змiнений добре вивчений i надiйний шифр.
3) Розробити новi шифри з метою зниження витрат на реалiзацiю
обладнання.
Для легкої криптографiї необхiднi наступнi чинники.
– Розмiр (розмiр схеми, розмiри ROM/RAM);
– Потужнiсть;
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Рисунок 1.1 – Розробка компромiсу для легкої криптографiї [29]
.
– Споживання енергiї;
– Швидкiсть обробки (пропускна здатнiсть, затримка).
Першим фактором, що визначає можливiсть реалiзацiї в пристрої, є
розмiр. Потужнiсть особливо важлива для RFID та енергозберiгаючих
пристроїв, а споживання енергiї є важливим з акумуляторними
пристроями. Висока пропускна здатнiсть необхiдна для пристроїв з
великими передачами даних, таких як камера або датчик вiбрацiї, а
низька затримка важлива для обробки в режимi реального часу системою
управлiння автомобiлем тощо.
Оскiльки потужнiсть значно залежить вiд апаратних засобiв, таких
як розмiр схеми або використовуваний процесор, розмiр стає опорною
точкою для легкостi методу шифрування, а також для живлення.
Споживання енергiї залежить вiд швидкостi обробки через час
виконання, тому кiлькiсть обчислень, що визначають швидкiсть обробки,
стає iндексом легкостi. Пропускна здатнiсть значно залежить вiд
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можливостi паралельної обробки.
Що стосується безпеки, оскiльки шифрування є технологiчною
точкою походження загальної безпеки системи, то легка криптографiя
повинна прийняти метод, який оцiнюється як такий, що має достатнiй
рiвень безпеки сучасної криптографiї. Навiть коли довжина блоку та/або
довжина секретного ключа встановлюються коротше, нiж для
стандартної криптографiї, шляхом визначення прiоритету простоти
реалiзацiї (наприклад, через 64-розрядний блок i 80-бiтний секретний
ключ), вона все ще потрiбна для правильного застосовують перевiрений
метод [27].
Легковагова криптографiя заснована як на симетричнiй
криптографiї, так i на асиметричнiй. Однак зазвичай використовують
принципи симетричної криптографiї, оскiльки в областi криптографiї з
вiдкритим ключем питання пошуку оптимального легковагового
алгоритму, порiвняного по надiйностi з RSA або з алгоритмом,
заснованим на елiптичних кривих, залишається вiдкритим, так як
асиметричнi системи бiльш вимогливi до часових ресурсiв, нiж
симетричнi. Однак деякi досягнення в данiй сферi iснують.
Що стосується симетричної криптографiї, то легка криптографiя
використовує як блоковi, так i потоковi алгоритми. Класичними
потоковими алгоритмами є: алгоритм потокового шифрування MICKEY
[16], симетричний алгоритм синхронного потокового шифрування Trivium
[17], алгоритм потокового шифрування GRAIN [15] та iншi. Найчастiше
потоковi шифри дуже незручнi для легковагової реалiзацiї призначеної
для обробки дуже невеликих масивiв iнформацiї, тому що мають, як
правило, порiвняно великий час iнiцiалiзацiї. Крiм того бiльшiсть
поточних шифрiв вимагають великої кiлькостi пам’ятi для запису свого
внутрiшнього стану. Отже, цi шифри не можуть забезпечити ефективне
шифрування невеликих обсягiв даних, що найбiльш характерно для
вбудованих систем.
В областi блокового шифрування найбiльш популярними
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легковаговими алгоритмами вважаються CLEFIA [13] та PRESENT [7].
Обидва алгоритми вiдомi ще з 2007 року. У 2012 роцi органiзацiї ISO та
IEC включили алгоритми CLEFIA [13] та PRESENT [7] до мiжнародного
стандарту легковагового шифрування ISO/IEC 29192-2:2012. У лютому
2014 року стало вiдомо про розробку нового легковагового блокового
шифру Halka. Його головна вiдмiннiсть – використання восьмибiтних
S-блокiв, у той час як бiльшiсть iнших блокових алгоритмiв з
легковаговими властивостями використовують чотирьохбiтнi S-блоки.
Використання восьмибiтних S-блокiв гарантує бiльш високу
криптостiйкiсть. Iншими вiдомими легковаговими блоковими шифрами є
HIGHT [8], LBlock [9], TWINE [10], SIMON та сiмейство SPECK [11], TEA
та DESL [12]. Також iснують досить молодi алгоритми KATAN та
KTANTAN [14], а також MIBS або mCrypton, якi ще не достатньо добре
дослiдженi.
Що стосується легковагової геш-функцiї, то на сьогоднiшнiй день
вiдомi такi механiзми легковагової геш-функцiї, як S-Quark та D-Quark,
PHOTON та SPONGENT. Усi цi алгоритми заснованi на принципу
криптографiчної губки, що позволяє оперувати з даними довiльної
довжини як на входi, так i на виходi алгоритму.
Однак деякi з алгоритмiв в силу iндивiдуальних особливостей не
можуть застосовуватися повсюдно. Наприклад алгоритм Trivium [17]
потребує для своєї реалiзацiї на кристалi площу, яка в пiвтора рази
перевищує усi допустимi межi, алгоритм GRAIN [15] в легковаговiй версiї
успiшно пiддається атацi на зв’язаних ключах, а алгоритм MICKEY [16]
достатньо стiйкий не до всiх видiв атак, i багато спецiалiстiв недостатньо
впевненi в його надiйностi.
Серед блокових шифрiв ситуацiя трохи краща. Шифр DESL [12],
розроблений на основi вiдомого алгоритму DES, є вдалим рiшенням у
малоресурснiй криптографiї завдяки тому, що останнiй уже
розроблювався з врахуванням апаратної реалiзацiї. Авторами DESL [12]
доведено, що змiни, внесенi в алгоритм при його адаптацiї не впливають
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на його стiйкiсть до атак в рамках диференцiального та лiнiйного
криптоаналiзу. Єдиним серйозним недолiком є ключ довжиною всього у
56 бiт – такий ключ розкривається на потужнiй багатопроцесорнiй
системi повним перебором упродовж декiлькох дiб.
1.2.1 Використання S-блокiв у легковаговiй криптографiї
Шеннон був першим, хто формалiзував iдеї перемiшування та
розсiювання у виглядi двох властивостей при проектуваннi захищеного
шифру. На практицi майже всi блоковi шифри заснованi на наступних
операцiях перемiшування та розсiювання. У блокових шифрiв,
перемiшування часто ототожнюється з рiвнем замiни, тодi як розсiювання
зазвичай ототожнюється з перестановкою або з рiвнем «змiшування».
Насправдi не завжди легко вiдокремити i iдентифiкувати компоненти, якi
сприяють до перемiшування або розсiювання.
Деякi шифри використовують арифметичнi операцiї для
забезпечення перемiшування та розсiювання, але це може значно
збiльшити площу i споживання енергiї. Найбiльш поширений метод
досягнення перемiшування заснований на S-блоках. Невелика змiна на
входi в S-блоцi призводить до складної змiни в вихiдному сигналi. Для
того, щоб швидко поширити цi вихiднi змiни по всiм станам, повинен бути
застосований рiвень розсiювання. Класичний спосiб зробити це полягає у
використаннi бiтової перестановки. В апаратних засобах, бiтовi
перестановки можуть бути реалiзованi з допомогою проводiв а також без
участi транзисторiв. Тому бiтовi перестановки є дуже ефективним
компонентом. Слiд зазначити, що також можливi бiльш складнi методи
розсiювання, такi як рiвень перемiшування стовпцiв, який
використовують в AES [18]. Незважаючи на те, що вони мають
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криптографiчнi переваги, вони потребують бiльш високу вартiсть
обладнання.
Захищенiсть шифру сильно залежить вiд криптографiчних
властивостей S-блокiв. Наприклад, шифр AES [18] використовує 8-бiтовi
S-блоки, що базуються на знаходженнi оберненого (iнверсiї) в кiнцевому
полi з 28 елементiв. Цей S-блок має найменшу вiдому диференцiальну
ймовiрнiсть та лiнiйну кореляцiю, що позволяє AES бути захищеним з
невеликою кiлькiстю циклiв, та досягати високої продуктивностi. Тим не
менш, це не завжди найкращий варiант для обмежених умов.
Багато блокових шифрiв, та деякi потоковi шифри, використовують
S-блоки, щоб ввести нелiнiйнiсть. У програмному забезпеченнi S-блоки
часто реалiзуються як «look-up» таблицi (LUT). В апаратних засобах цi
таблицi можуть мати бiльшу площу, або вони можуть створювати
технологiчнi проблеми, так як поєднання комбiнаторної логiки i
захищених сегментiв не завжди може легко досягатися за допомогою
стандартного потоку конструкцiї апаратних засобiв. Тому чисто
комбiнаторна реалiзацiя часто є бiльш ефективною.
Якщо комбiнаторнi реалiзацiї не використовують будь-якої
внутрiшньої структури в S-блоках, то вимоги до площi будуть швидко
рости з числом вхiдних i вихiдних бiтiв. Чим бiльше вихiдних бiтiв S-блок
має, тим бiльше необхiдно булевих рiвнянь. I чим бiльше вхiдних бiтiв має
S-блок, тим складнiшi цi рiвняння будуть. Можна спостерiгати цiкаву
взаємодiю мiж криптографiєю i апаратною реалiзацiєю: для того, щоб
витримувати диференцiальний [3] та лiнiйний [4] криптоаналiз, висока
нелiнiйнiсть S-блокiв не потрiбна. В свою чергу вона безпосередньо
впливає на високу кiлькiсть гейтiв.
Галузь легковагової криптографiї створює багато альтернатив з
меншою площею. Зокрема, багато легковагових шифрiв використовують
S-блоки, що працюють на чотирьохбiтних словах, або навiть на меншому
алфавiтi. Однак, скорочення числа змiнних збiльшує значення
оптимальної диференцiальної ймовiрностi та лiнiйної кореляцiї. Таким
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чином, збiльшення циклiв потрiбнi для того, щоб досягти стiйкiсть до
диференцiальних та лiнiйних атак.
Альтернативний пiдхiд при побудовi легковагового шифру полягає у
використаннi великих S-блокiв, зазвичай працюючих на восьми бiтах, так
само як AES [18], але з бiльш низькою вартiстю реалiзацiї. Тодi, необхiдно
знайти S-блоки з кращою реалiзацiєю нiж S-блоки у AES, за рахунок
неоптимальних криптографiчних властивостей. Знаходження
восьмибiтних S-блокiв, якi пропонують такий цiкавий компромiс, це дуже
важка проблема: вони не можуть бути класифiкованi як у випадку
чотирьохбiтних, i випадково обранi S-блоки мають високу вартiсть
реалiзацiї. Тому необхiдно орiєнтуватися на конструкцiї, що основанi на
менших S-блоках та лiнiйних операцiях. Цей пiдхiд вже був використаний
в декiлькох конструкцiях, а саме: Crypton v0.5 [19], Crypton v1.0 [20],
Whirlpool [21], Khazad [22], Iceberg [23], Zorro [24] та LS-Designs [25]. Вже
визначено, що трираундова схема Фейстеля або трираундова схема
MISTY мають такi криптографiчнi властивостi, тому що вони
використовують лише три невеликих S-блока, але можуть забезпечувати
хорошi великi S-блоки.
Схеми Фейстеля та MISTY iнтенсивно вивчалися в контекстi
проектування блокових шифрiв, тому вiдомi оцiнки для максимальної
середньої ймовiрностi диференцiалу та максимального середнього
лiнiйного потенцiалу (MEDP, MELP). Однак цi результати не мають
значення для побудови S-блокiв, тому що вони враховують лише середнє
значення по всiх ключах, тодi як S-блоки – безключовi. Таким чином,
диференцiальнi та лiнiйнi властивостi схеми Фейстеля та MISTY були
проаналiзованi у безключовому випадку.
Таке дослiдження було розпочато нещодавно Лi та Вангом у випадку
трьох циклiв схеми Фейстеля. У роботi [1] Лi та Ванг одержали
аналiтичнi оцiнки для диференцiальних iмовiрностей та лiнiйних
потенцiалiв для трираундової безключової схеми Фейстеля; цi оцiнки
побудованi на основi значень диференцiальних iмовiрностей та лiнiйних
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потенцiалiв раундових перетворень (S-блокiв) схеми Фейстеля. А.Канто
та iн. [2] покращили цi оцiнки та поширили їх на трираундову схему
MISTY. У бакалаврськiй дипломнiй роботi було одержано аналiтичнi
оцiнки для диференцiальних iмовiрностей та лiнiйних потенцiалiв для
трираундової безключової R-схеми. [31]
1.2.2 Побудова S-блокiв з блокiв меншого розмiру
Якщо в цiй роботi ми зосередимося на побудовi S-Box,
використовуючи кiлька менших S-Box. Дiйсно, маленькi S-Box є набагато
дешевше для реалiзацiї великих S-Box:
– для реалiзацiї програм на основi таблицi, розмiр таблицi меньший;
– для апаратних реалiзацiй кiлькiсть графiв менше;
– для реалiзацiї програмного забезпечення з розрiзом бiтiв, кiлькiсть
команд нижче;
– для векторної реалiзацiї малi S-блоки можуть використовувати
векторнi перестановки.
У багатьох випадках реалiзацiя декiлькох невеликих S-блокiв потребує
менших ресурсiв, нiж реалiзацiя великих S-блокiв. Таким чином, побудова
S-блоку з менших може зменшити вартiсть впровадження.
Схема Фейстеля є вiдомою для побудови 2n-бiтової перестановки з
менших n-бiтних функцiй, введених у 1971 роцi для проектування
Люцифера (який пiзнiше став DES ). Це хороший кандидат для побудови
великих S-блокiв з менших за розумною цiною впровадження. Зокрема,
ця конструкцiя використана для S-блокiв Crypton v0.5, ZUC (для S0),
Robin та iScream. Конструкцiя MISTY, введена Мацуї, використовує iншу
структуру, але пропонує схожий рiвень безпеки. Головною перевагою
мережi MISTY є те, що вiн може запропонувати зменшену затримку,
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оскiльки першi два S-блоки можуть бути оцiненi паралельно. Тому вона є
природною альтернативою схемам Фейстеля для побудови легких
S-блокiв, i вона була використана при проектуваннi Fantomas i Scream.
Для того, щоб зменшити кiлькiсть ворiт, що використовуються для
реалiзацiї конструкцiї, ми зосередимося на збалансованих схемах
CLEFIA. [2]
1.3 Необхiднi термiни та позначення
1.3.1 Узагальнена схема Фейстеля
Схема Фейстеля є однiєю з найбiльш часто використовуваних структур
в iтерацiйних блокових шифрах. [32]
Фундаментальним будiвельним блоком схеми Фейстеля є F-функцiя:
ключове залежне вiдображення вхiдного рядка на вихiдний рядок.
F-функцiя завжди нелiнiйна i майже завжди незворотна.
Визначення 1.1. F-функцiя збалансованної схеми Фейстеля може
бути виражена як:
𝐹 : {0, 1}𝑛/2 × {0,1}𝑘 → {0,1}𝑛/2.
У цьому визначеннi 𝑛 є розмiр блоку, 𝑛 - парне. F є функцiєю, яка
приймає 𝑛/2 бiтiв i 𝑘 бiтiв ключа в якостi вхiдного сигналу, i виробляє
вихiд довжиною 𝑛/2 бiтiв.
Визначення 1.2. Одним раундом збалансованної мережi Фейстеля є:
𝑋𝑖+1 = (𝐹𝑘𝑖(𝑚𝑠𝑏𝑛/2(𝑋𝑖))⊕ 𝑙𝑠𝑏𝑛/2(𝑋𝑖))||𝑚𝑠𝑏𝑛/2(𝑋𝑖)
Тут 𝑋𝑖 є входом до раунду, 𝑋𝑖+1 є виходом раунду, 𝑘𝑖 є ключем, 𝑛 -
довжиною блоку, 𝑙𝑠𝑏𝑢(𝑥) i 𝑚𝑠𝑏𝑢(𝑥) вибирають найменш значущi i
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найбiльш значущi бiти x вiдповiдно, 𝑚𝑜𝑑 вказує додавання по модулю 2, i
|| вказує конкатенацiю. У кожному раундi дiє 𝑚𝑠𝑏𝑛/2(𝑋𝑖) за допомогою
ключової залежної нелiнiйної F-функцiї на 𝑙𝑠𝑏𝑛/2(𝑋𝑖). Це часто називають
«лiвою половиною», що дiє на «правiй половинi».
Визначення 1.3. Збалансована схема Фейстеля складається з 𝑗
раундiв, де:
𝑋𝑖+1 = (𝐹𝑘𝑖(𝑚𝑠𝑏𝑛/2(𝑋𝑖))⊕ 𝑙𝑠𝑏𝑛/2(𝑋𝑖))||𝑚𝑠𝑏𝑛/2(𝑋𝑖)
Ключi 𝑘𝑖 є раундовими ключами, якi зазвичай виводяться з алгоритму
розкладу ключа на вхiд ключа 𝐾. [33]
Структура Фейстеля забезпечує оберненi перетворення незалежно вiд
того, чи раундова функцiя F обратна або нi, i може бути використана для
генерацiї випадкових перестановок вiд випадкових функцiй.
Однiєю з корисних функцiй класичної схеми Фейстеля є те, що вона
забезпечує розсiювання вхiдних блокiв. Пiсля двох раундiв мережi
розсiювання завершено, тобто обидва вихiдних блоку залежать вiд обох
вхiдних блокiв. Однак для сильного шифру цього недостатньо. Крiм того,
необхiдно вимагати, щоб раундова функцiя мала гарнi властивостi
розсiювання та перемiшування. Схема Фейстеля використовується для
поширення цих властивостей по всьому блоку шифру. Можуть бути
iдентифiкованi три пiдходи до проектування раундової функцiї.
Перший пiдхiд, який використовується в DES, полягає в тому, щоб
побудувати раундову функцiю з набору паралельних перетворень замiни,
S-блокiв, i «склеювати» S-блоки разом, розширюючи вхiднi данi так, щоб
два сусiднi S-блоки дiлилися деяким входом, а також шляхом
перестановки вихiдних бiтiв набору S-блокiв. Ця перестановка має
суттєвий вплив на криптографiчнi властивостi схеми i являє собою
складний проектний виклик у вiдсутностi теоретичної пiдтримки.
Другий пiдхiд полягає у використаннi тiльки одного великого
захищеного S-блоку. Така мережа Фейстеля є безумовно стiйкою до
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певних диференцiйних i лiнiйних криптоаналiтичних атак. У теоретичних
прикладах таких схем раундовi функцiї були простими алгебраїчними
функцiями, якi можуть викликати iншi слабкостi. Нещодавно М. Мацуї
запропонував нову структуру шифру схеми Фейстеля, де раундова
функцiя сама по собi є схемою Фейстеля. Ця схема виявилася захищеною
вiд диференцiйного та лiнiйного криптоаналiзу, що може бути показано
шляхом повторення iснуючих результатiв безпеки для структур Фейстеля.
Таким чином, починаючи з малих S-блокiв, можна на кожнiй iтерацiї
подвоїти розмiр S-блоку, щоб отримати достатньо великi i мiцнi S-блоки.
По-третє, було запропоновано використовувати саму схему для
отримання достатнього розсiювання. Цей пiдхiд був використаний при
проектуваннi геш-функцiй MD4, MD5 i HAVAL, якi є прикладами того,
що називаються загалом незбалансованими мережами Фейстеля. У
бiльшостi випадкiв блоки введення даних 𝑋1 i 𝑋2 мають рiзнi розмiри i,
отже, входи i виходи раундової функцiї мають рiзну довжину.
Мета цього внеску полягає в тому, щоб показати, що перевiрена
безпека вiд диференцiалу та лiнiйного криптоаналiзу може бути
досягнута за допомогою мережi малих S-блокiв. Основними перевагами
невеликих S-блокiв є те, що вони можуть бути реалiзованi у виглядi
таблиць, i якщо вони генеруються випадковим чином, вони можуть бути
ефективно перевiренi на необхiднi властивостi.
Рисунок 1.2 – Типи узагальненої схеми Фейстеля [32].
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В даннiй роботi використовується другий пiдхiд i дослiджується
iтерацiйна структура, яка називається узагальненою схемою Фейстеля.
Раундова функцiя цiєї мережi слабка в порiвняннi з iншими. Вона
складається тiльки з набору паралельних S-блокiв з однаковими вхiдними
та вихiдними розмiрами. Схема збалансована, тобто вхiднi блоки 𝑋1 i 𝑋2
мають однакову довжину, але замiсть замiни двох вихiдних блокiв ми
роздiляємо вихiднi блоки на пiдблоки, якi потiм переставляються. Таким
чином,S-блок поступово поширюється за допомогою схеми, без
допомiжних перестановок в раундовiй функцiї. [32]
1.3.2 Диференцiальний криптоаналiз
Як вiдомо, диференцiйний криптоаналiз є атакою обраного тексту, в
якiй статистична ключова iнформацiя виводиться з блокiв зашифрованого
тексту, отриманих шляхом шифрування пар блокiв вiдкритого тексту з
певною побiтовою рiзницею пiд цiльовим ключем. Дослiджено поширення
вхiдних рiзниць до рiзниць у вихiдних перетвореннях.
Нехай 𝑓 : 𝐺𝐹 (2)𝑚 ↦−→ 𝐺𝐹 (2)𝑚 - булеве вiдображення, що
складається з декiлькох раундiв. Була введена концепцiя характеристик:
послiдовнiсть рiзницевих моделей така, що вихiдна рiзниця вiд одного
раунду вiдповiдає вхiднiй рiзницi в наступному раундi. З iншого боку
була представлена концепцiя диференцiала, позначена 𝛼 𝑓→ 𝛽, де XOR в
входах i виходах промiжних раундiв не фiксованi. Позначимо
𝐷𝑃 (𝛼
𝑓→ 𝛽) = 𝑃𝑟(𝑓(𝑥) + 𝑓(𝑥 + 𝛼) = 𝛽), де 𝛼, 𝛽 є фiксованими вхiдними
та вихiдними рiзницями.
Диференцiальний криптоаналiз використовує диференцiальнi
характеристики з високою ймовiрнiстю. Однак, навiть якщо максимальна
диференцiйна характеристична ймовiрнiсть низька, не можна зробити
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висновок, що шифр захищений вiд диференцiального нападу. Натомiсть
треба показати, що максимальна диференцiйна ймовiрнiсть всiх
диференцiалiв є досить низькою. Ця властивiсть забезпечує доказову
захищенiсть вiд диференцiального криптоаналiзу, на вiдмiну вiд
практичної безпеки, яка просто враховує ймовiрнiсть максимальної
диференцiальної характеристики.
Теорема 1.1. Блоковий шифр з довжиною блоку 𝑚 стiйкий проти
звичайних диференцiйних нападiв при незалежному ключовому
припущенi, якщо не iснує будь-якого диференцiального 𝛼 → 𝛽, 𝛼 ̸= 0, що
варiюється на всi, крiм кiлькох раундiв, таке що 𝐷𝑃 (𝛼 → 𝛽) >> 2−𝑚
[34].
У роботi розглядаються S-блоки, що мають однакову кiлькiсть
вхiдних та вихiдних бiтiв. Стiйкiсть до диференцiального та лiнiйного
криптоаналiзу визначається максимальним значенням у таблицi
розподiлiв диференцiалiв (таблицi лiнiйних апроксимацiй вiдповiдно) [5].
Визначимо цi параметри формально.
Нехай 𝑉𝑛 – множина всiх n-бiтових векторiв i 𝐹 – це вiдображення з
𝑉𝑛 на 𝑉𝑛. Для будь-якої пари рiзниць (𝑎,𝑏) з 𝑉 2𝑛 визначимо множину
𝐷𝐹 (𝑎→ 𝑏) = {𝑥 ∈ 𝐹 2𝑛 | 𝐹 (𝑥⊕ 𝑎)⊕ 𝐹 (𝑥) = 𝑏}.
Комiрка з iндексом (𝑎,𝑏) в таблицi розподiлiв диференцiалiв 𝐹 тодi
вiдповiдає потужностi множини 𝐷𝐹 (𝑎→ 𝑏); позначимо її як 𝛿𝐹 (𝑎,𝑏).
Диференцiальна рiвномiрнiсть 𝐹 – це величина
𝛿(𝐹 ) = max
?̸?=0,𝑏
𝛿𝐹 (𝑎,𝑏)
Максимальна iмовiрнiсть диференцiалу 𝑀𝐷𝑃 пов’язана iз
диференцiальною рiвномiрнiстю очевидним чином: 𝑀𝐷𝑃 (𝐹 ) = 𝛿(𝐹 )/2𝑛.
Для будь-яких перетворень 𝐹 справедлива оцiнка 𝛿(𝐹 ) ≥ 2. Функцiї 𝐹 ,
для яких виконується рiвнiсть, називаються майже досконалими
нелiнiйними функцiями (almost perfect nonlinear mappings, APN).[6]
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1.3.3 Лiнiйний криптоаналiз
Лiнiйний криптоаналiз – це атака з вiдомим вiдкритим текстом, який
намагається використати випадки лiнiйних виразiв з високою ймовiрнiстю,
що включають бiти вiдкритого тексту, бiти шифрувального тексту та бiти
раундових ключiв.
Як i в випадку з диференцiалами ми також повиннi розрiзняти
лiнiйну характеристику i лiнiйну оболонку. Лiнiйна характеристика над f
складається з послiдовностi значень маски, так що значення вихiдної
маски вiд одного раунду вiдповiдає значенням вхiдної маски для
наступного раунду. З iншого боку, лiнiйна оболонка, позначена 𝑢 𝑓← 𝑤, є
сукупнiстю всiх лiнiйних характеристик з однаковими початковими та
кiнцевими значеннями маски. Позначимо
𝐿𝑃 (𝑢
𝑓← 𝑤) = [2 · 𝑃𝑟(𝑢 · 𝑓(𝑥) = 𝑤 · 𝑥) − 1]2, де 𝑤, 𝑢 є фiксованими
значеннями вхiдних i вихiдних масок.
Лiнiйний криптоаналiз використовує переваги лiнiйних
характеристик з високою ймовiрнiстю кореляцiї для вiдновлення бiтiв
ключа. Проте, при оцiнцi мiцностi блокового шифру проти лiнiйного
криптоаналiзу, слiд розглянути лiнiйнi оболонки. Маючи низьку лiнiйну
ймовiрнiсть оболонки для всiх лiнiйних оболонок, це гарантує доказову
безпеку вiд лiнiйних атак.
Теорема 1.2. Блоковий шифр з довжиною блоку 𝑚 стiйкий проти
звичайного лiнiйного криптоаналiзу при незалежному ключовому
припущенi, якщо не iснує лiнiйна оболонка 𝑢← 𝑤, 𝑢 ̸= 0, що варiюється
за всiма, крiм декiлькох раундiв, таке, що 𝐿𝑃 (𝑢← 𝑤) >> 2𝑚 [34].
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Перетворення Уолша вiдображення 𝐹 – це функцiя
𝜆 : 𝑉 2𝑛 × 𝑉 2𝑛 → 𝑍
(𝑎,𝑏) ↦−→ 𝜆𝐹 (𝑎,𝑏) =
∑︁
𝑥∈𝑉
(−1)𝑏·𝐹 (𝑥)⊕𝑎·𝑥
де крапкою позначено скалярний добуток бiтових векторiв.
Нелiнiйнiсть 𝐹 – це величина
ℒ(𝐹 ) = max
𝑎,𝑏∈𝑉 2𝑛 ,?̸?=0
|𝜆𝐹 (𝑎,𝑏)|
Дiйсно, з точнiстю до множника 2𝑛 нелiнiйнiсть вiдповiдає iмовiрностi
неспiвпадiння значення функцiї 𝐹 та її найкращої лiнiйної апроксимацiї:
𝑃𝑟𝑋 [𝑏 · 𝐹 (𝑥) + 𝑎 ·𝑋 = 1] = 1
2𝑛
(2𝑛−1 − 1
2
∑︁
𝑥∈𝐹 2𝑛
(−1)𝑏·𝐹 (𝑥)⊕𝑎·𝑥) = 1
2
(1− 𝜆𝐹 (𝑎,𝑏)
2𝑛
)
Варто зауважити, що для будь-якої фiксованої вихiдної маски 𝑏 ∈ 𝑉𝑛
функцiя 𝑎 ↦−→ 𝜆𝐹 (𝑎,𝑏) вiдповiдає перетворенню Уолша 𝑛-змiнної булевої
функцiї 𝑏 · 𝐹 (𝑥), що є лiнiйною комбiнацiєю координатних функцiй 𝐹 .
1.3.4 CLEFIA
CLEFIA являє собою 128-бiтовий блоковий шифр з довжиною ключiв
128, 192 i 256 бiт, що сумiсно з iнтерфейсом AES. Алгоритм CLEFIA був
опублiкований в 2007 роцi, i його безпека була ретельно дослiджена в
громадськiй спiльнотi. CLEFIA є одним з нових поколiнь легких блокових
алгоритмiв, розроблених пiсля AES. Серед них, CLEFIA пропонує високу
продуктивнiсть програмного та апаратного забезпечення, а також легку
реалiзацiю апаратних засобiв. CLEFIA буде корисний для Iнтернету, який
буде пiдключений до бiльш розподiлених i обмежених пристроїв.
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CLEFIA – це 2n-бiтовою блоковою схемою з узагальненою
структурою Фейстеля. Специфiкацiя блокового шифру CLEFIA визначає
три довжини ключа: 128, 192 i 256 бiт. Схема CLEFIA наведена на
рисунку 3. Вхiд має 16 байтiв P0 - P15, згрупованих у чотири 4 байтовi
слова. Є 18 раундiв i в кожному раундi перше i третє слова подаються в
нелiнiйнi функцiї F0 i F1 вiдповiдно. Вихiднi данi F0 i F1, загальновiдомi
як функцiї F, виходять з другого i четвертого слiв. Крiм того, друге i
четверте слово також вiдбiлюються на початку i в кiнцi шифрування.
Нелiнiйнiсть у F-функцiях створюється двома S-блоками 𝑆0 та 𝑆1. Цi
S-блоки мають вигляд таблиць з 256 байт, i викликаються двiчi в кожнiй
функцiї F, що робить загалом вiсiм табличних переглядiв на раунд i 144
(= 8 * 18) переглядiв на кодування. Рiвняння для функцiй 𝐹0 i 𝐹1
показанi далi:
𝐹0 : (𝑦0,𝑦1,𝑦2,𝑦3) = (𝑧0,𝑧1,𝑧2,𝑧3)·𝑀0;
𝐹1 : (𝑦0,𝑦1,𝑦2,𝑦3) = (𝑧
′
0,𝑧
′
1,𝑧
′
2,𝑧
′
3)·𝑀1.
де
𝑧0 = 𝑆0[𝑥0 ⊕ 𝑘0] 𝑧1 = 𝑆1[𝑥1 ⊕ 𝑘1]
𝑧2 = 𝑆0[𝑥2 ⊕ 𝑘2] 𝑧3 = 𝑆1[𝑥2 ⊕ 𝑘2]
та
𝑧′0 = 𝑆1[𝑥0 ⊕ 𝑘0] 𝑧′1 = 𝑆0[𝑥1 ⊕ 𝑘1]
𝑧′2 = 𝑆1[𝑥2 ⊕ 𝑘2] 𝑧′3 = 𝑆0[𝑥2 ⊕ 𝑘2]
Функцiї F приймають 4 вхiдних байти, 𝑥0, 𝑥1, 𝑥2, 𝑥3 i 4 раундовi ключi,
𝑘0, 𝑘1, 𝑘2 i 𝑘3. Пiсля look-ups S-блока, байти перемiшуються, помноживши
їх на (4× 4) матрицi𝑀0 i𝑀1 вiдповiдно. Матрицi𝑀0 i𝑀1 визначаються
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наступним чином [35]:
𝑀0 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 2 4 6
2 1 6 4
4 6 1 2
6 4 2 1
¯
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
𝑀1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 8 2 𝐴
8 1 𝐴 2
2 𝐴 1 8
𝐴 2 8 1
¯
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Рисунок 1.3 – Один раунд схеми CLEFIA
Алгоритм шифрування. Позначимо через 𝑃 = 𝑃0|𝑃1|𝑃2|𝑃3 128-бiтний
вiдкритий текст, де кожен 𝑃𝑖, 𝑖 = 0, 1, 2, 3, є 32-розрядним вектором.
Позначимо через C вiдповiдний зашифрований текст. CLEFIA пiдтримує
ключi розмiром 128, 192 або 256 бiт, а загальна кiлькiсть iтерацiй, нехай
буде R, залежить вiд розмiру ключа. Точнiше, 𝑅 = 18 для 128-бiтової
версiї, тодi як 𝑅 = 22 i 𝑅 = 26 для двох наступних варiантiв. Алгоритм
генерацiї ключiв, опис якого опускається, оскiльки надалi
розглядатиметься безключова версiя схеми CLEFIA, використовується
для генерацiї 2𝑅 раундових ключiв 𝑅𝐾0,. . . , 𝑅𝐾2𝑅−1 та 4 ключi
вiдбiлювання 𝑊𝐾0,...,𝑊𝐾3.
Шифрування виконується наступним чином:
– 𝑃 00 |𝑃 01 |𝑃 02 |𝑃 03 = 𝑃0|𝑃1 ⊕𝑊𝐾0|𝑃2|𝑃3 ⊕𝑊𝐾1
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– Для 𝑖 = 1, 2, ..., 𝑅 виконати:
– 𝑃 𝑖0 = 𝐹0(𝑃
𝑖−1
0 ,𝑅𝐾2𝑖−2)⊕ 𝑃 𝑖−11
– 𝑃 𝑖1 = 𝑃
𝑖−1
2
– 𝑃 𝑖2 = 𝐹1(𝑃
𝑖−1
2 ,𝑅𝐾2𝑖−1)⊕ 𝑃 𝑖−13
– 𝑃 𝑖3 = 𝑃
𝑖−1
0
– 𝐶 = 𝑃𝑅0 |𝑃𝑅1 ⊕𝑊𝐾2|𝑃𝑅2 |𝑃𝑅3 ⊕𝑊𝐾3.
Раундовi функцiї 𝐹0, 𝐹1. Кожен раунд CLEFIA складається з двох
32-бiтних круглих функцiй 𝐹0 i 𝐹1 (див. Малюнок 3), якi мають однакову
структуру. Першим кроком у функцiї 𝐹0 (вiдповiдно 𝐹1) є XOR мiж
32-бiтним пiдключем 𝑅𝐾2𝑖−2 (вiдповiдно, 𝑅𝐾2𝑖−1) i 𝑃 𝑖−10 (вiдповiдно
𝑃 𝑖−12 ). Потiм два 8 × 8-бiтовi S-блоки 𝑆0 i 𝑆1 складають рiвень, який
застосовується до результату. Нарештi, чотири отриманих байта
змiшуються 4 × 4-байтовою матрицею, 𝑀0 (вiдповiдно 𝑀1), що має
максимальний номер вiдгалуження, тобто 5. Детальний опис S-блокiв 𝑆0,
𝑆1, а також матриць 𝑀0, 𝑀1 можна знайти в [36].
1.3.5 Аналiз структур криптографiчних блокових
перетворень за допомогою фiксованого ключа
Для вивчення властивостей схем iтеративного криптографiчних
блокових перетворень для побудови легковагових S-блокiв, необхiдно
вивчити цi структури з фiксованим ключем. Аналогiчно, можна
розглянути структури без будь-якого ключа, так як структура з
фiксованим ключем еквiвалентна безключевiй з рiзними S-блоками.
Дiйсно, використання S-блокiв 𝑆𝑖 з раундовим ключем 𝑘𝑖 еквiвалентно
використанню 𝑆 ′𝑖 : 𝑥 → 𝑆𝑖(𝑥 + 𝑘𝑖) як S-блоку без ключа. Надалi завжди
розглядається варiант з вiдсутнiм ключем.
У аналiзi структур Фейстеля з фiксованим ключем, Лi i Ванг [1]
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витягти найкращу диференцiальну однорiднiсть i лiнiйнiсть, якi можуть
бути досягнутi за допомогою трьохраундового перетворення Фейстеля з
фiксованим ключем, i навели приклади досягнення цiєї межi. Їх основнi
результати виглядають наступним чином:
Теорема 1.3. Нехай 𝑆1, 𝑆2 та 𝑆3 – це три n-бiтнi S-блоки та 𝐹 –
це 2n-бiтна функцiя, визначена вiдповiдною трьохраундовою схемою
Фейстеля. Тодi 𝛿(𝐹 ) > 2𝛿(𝑆2). Бiльш того, якщо 𝑆2 не є перестановкою,
тодi 𝛿(𝐹 ) > 2(𝑛+1).
Якщо 𝑛 = 4, 𝐹 задовольняє 𝛿(𝐹 ) > 8. Якщо має мiсце рiвнiсть, то
ℒ(𝐹 ) > 64.
Висновки до роздiлу 1
В даному роздiлi проаналiзовано поняття легковагова криптографiя
та схеми безключового перетворення. Також отримано новi знання для
подальшого дослiдження даного напряму криптографiї та виникли
питання щодо стiйкостi даних систем проти диференцiального та
лiнiйного криптоаналiзу. Iншими словами, виникла необхiднiсть у
виявленнi диференцiальних та лiнiйних властивостей схем безключових
перетворень. Тобто необхiдно оцiнити сильно структурованi шифри через
оцiнки внутрiшнiх вузлiв, з яких вони складаються.
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2 ДИФЕРЕНЦIАЛЬНА РIВНОМIРНIСТЬ ТА
НЕЛIНIЙНIСТЬ ДЛЯ CLEFIA
У даному роздiлi одержанi оцiнки диференцiальної рiвномiрностi та
лiнiйного потенцiалу для блокового безключового перетворення CLEFIA.
2.1 Диференцiальна рiвномiрнiсть для трираундової CLEFIA
Одержанi оцiнки диференцiальної рiвномiрностi для трираундової
CLEFIA базуються на розгляданнi окремих рiзниць, для яких вхiдна
рiзниця одного з раундових S-блокiв дорiвнює нулю.
Теорема 2.1. Нехай 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5, та 𝑆6 – це 𝑛-бiтнi 𝑆-блоки (не
обов’язково рiзнi), 𝐹 – це 4𝑛-бiтова функцiя, побудована за структурою
трираундової CLEFIA iз вiдображеннями 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5, та 𝑆6 в якостi
раундових перетворень. Тодi для будь-яких 𝑎, 𝑏, 𝑐, 𝑑, 𝑝, 𝑘 та 𝑚 з 𝐹 𝑛2 маємо:
1) Якщо 𝑆2 – бiєктивний, то
𝛿𝐹 (0 ‖ 0 ‖ 0 ‖ 𝑎, 𝑎 ‖ 𝑏 ‖ 𝑐 ‖ 0) = 𝛿𝑆4(𝑎, 𝑏)× 𝛿𝑆6(𝑏, 𝑐);
2) Якщо 𝑆4 – бiєктивний, то
𝛿𝐹 (0 ‖ 0 ‖ 𝑎 ‖ 0, 𝑑 ‖ 𝑏 ‖ 𝑐 ‖ 𝑎) = 𝛿𝑆2(𝑎, 𝑧)× 𝛿𝑆4(𝑧, 𝑏)× 𝛿𝑆6(𝑏, 𝑐)× 𝛿𝑆5(𝑎, 𝑑⊕ 𝑧);
3)
𝛿𝐹 (0 ‖ 𝑎 ‖ 0 ‖ 0, 𝑐 ‖ 0 ‖ 𝑎 ‖ 𝑏) = 𝛿𝑆3(𝑎, 𝑏)× 𝛿𝑆5(𝑏, 𝑐).
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4) Якщо 𝑆1 – бiєктивний, то
𝛿𝐹 (𝑎 ‖ 0 ‖ 0 ‖ 0, 𝑐 ‖ 𝑎 ‖ 𝑑 ‖ 𝑏) = 𝛿𝑆1(𝑎, 𝑧)× 𝛿𝑆3(𝑧, 𝑏)× 𝛿𝑆5(𝑏, 𝑐)× 𝛿𝑆6(𝑎, 𝑑⊕ 𝑧);
5) Якщо 𝑆3 – бiєктивний, то
𝛿𝐹 (0 ‖ 𝑎 ‖ 𝑏 ‖ 𝑐, 𝑑 ‖ 𝑘 ‖ 𝑚 ‖ 0) = 𝛿𝑆2(𝑏, 𝑐⊕ 𝑑)× 𝛿𝑆4(𝑑, 𝑘)× 𝛿𝑆6(𝑘,𝑚⊕ 𝑎)×
×𝛿𝑆3(𝑘,𝑚⊕ 𝑎);
6)
𝛿𝐹 (𝑐 ‖ 𝑎 ‖ 0 ‖ 𝑏, 𝑘 ‖ 0 ‖ 𝑚 ‖ 𝑝) = 𝛿𝑆1(𝑐,𝑚⊕ 𝑎)× 𝛿𝑆3(𝑚, 𝑝)× 𝛿𝑆5(𝑘, 𝑘 ⊕𝑚)×
×𝛿𝑆4(𝑏, 𝑐);
7) Якщо 𝑆2 – бiєктивний, то
𝛿𝐹 (𝑐 ‖ 𝑎 ‖ 𝑏 ‖ 𝑑,𝑚 ‖ 0 ‖ 𝑞 ‖ 𝑝) = 𝛿𝑆1(𝑐, 𝑞 ⊕ 𝑎)× 𝛿𝑆2(𝑏, 𝑧 ⊕ 𝑑)× 𝛿𝑆3(𝑞, 𝑏⊕ 𝑝)×
×𝛿𝑆5(𝑝, 𝑧 ⊕𝑚)× 𝛿𝑆4(𝑧, 𝑐);
8)
𝛿𝐹 (0 ‖ 𝑎 ‖ 0 ‖ 𝑏,𝑚 ‖ 𝑐 ‖ 𝑘 ‖ 𝑑) = 𝛿𝑆3(𝑎,𝑑)× 𝛿𝑆4(𝑏, 𝑐)× 𝛿𝑆5(𝑑, 𝑏⊕𝑚)×
×𝛿𝑆6(𝑐, 𝑘 ⊕ 𝑎);
9) Якщо 𝑆1 – бiєктивний, то
𝛿𝐹 (𝑎 ‖ 𝑏 ‖ 0 ‖ 0,𝑚 ‖ 𝑎 ‖ 𝑐 ‖ 𝑑) = 𝛿𝑆1(𝑎,𝑧)× 𝛿𝑆3(𝑧, 𝑑)× 𝛿𝑆5(𝑑,𝑚)× 𝛿𝑆6(𝑎,𝑧 ⊕ 𝑐);
10) Якщо 𝑆2 – бiєктивний, то
𝛿𝐹 (0 ‖ 0 ‖ 𝑎 ‖ 𝑏,𝑚 ‖ 𝑑 ‖ 𝑐 ‖ 𝑎) = 𝛿𝑆2(𝑎,𝑧)× 𝛿𝑆4(𝑧, 𝑑)× 𝛿𝑆6(𝑑,𝑐)× 𝛿𝑆5(𝑎,𝑧 ⊕𝑚).
Доведення.
Розглянемо випадки, для яких вхiдна рiзниця одного з раундових
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S-блокiв дорiвнює нулю:
Для 𝑆1:
– 𝑥⊕ (0||𝑎||𝑏||𝑐)
– 𝑥⊕ (0||𝑎||0||𝑏)
– 𝑥⊕ (0||0||𝑎||𝑏)
– 𝑥⊕ (0||𝑎||0||0)
– 𝑥⊕ (0||0||𝑎||0)
Для 𝑆2:
– 𝑥⊕ (𝑎||𝑏||0||𝑐)
– 𝑥⊕ (𝑎||𝑏||0||0)
– 𝑥⊕ (0||𝑎||0||𝑏)
– 𝑥⊕ (0||0||0||𝑎)
– 𝑥⊕ (0||𝑎||0||0)
Для 𝑆3:
– 𝑥⊕ (0||0||𝑎||𝑏)
– 𝑥⊕ (0||0||𝑎||0)
– 𝑥⊕ (0||0||0||𝑎)
– 𝑥⊕ (𝑎||𝑏||𝑐||𝑑), при
– 𝑆1(𝑥1)⊕𝑆1(𝑥1⊕𝑎) = 𝑏
Для 𝑆4:
– 𝑥⊕ (𝑎||𝑏||0||0)
– 𝑥⊕ (𝑎||0||0||0)
– 𝑥⊕ (0||𝑎||0||0)
– 𝑥⊕ (𝑐||𝑑||𝑎||𝑏), при
– 𝑆2(𝑥3)⊕𝑆2(𝑥3⊕𝑎) = 𝑏
Для 𝑆5:
– 𝑥⊕ (0||0||0||𝑎), 𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑎) = 𝑏
– 𝑥⊕ (𝑎||𝑏||0||𝑐), 𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑎) = 𝑏
– 𝑥⊕ (𝑎||𝑏||0||0), 𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑎) = 𝑏
– 𝑥⊕ (𝑐||𝑑||𝑎||𝑏), 𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑎) = 𝑏 i 𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑐) = 𝑑
Для 𝑆6:
– 𝑥⊕ (0||𝑎||0||0)
– 𝑥⊕ (𝑐||𝑑||𝑎||𝑏) , 𝑆2(𝑥3)⊕ 𝑆2(𝑥3 ⊕ 𝑎) = 𝑏
Якщо узагальнити усi випадки, отримаємо:
Випадок 1.
Для вектору 𝑥 ∈ 𝑉 2𝑛 позначимо через 𝑥1, 𝑥2, 𝑥3 та 𝑥4 його чотири рiвнi
частини. Розглянемо проходження рiзницi входiв 𝑥 та 𝑥⊕ (0||0||0||𝑎) через
функцiю 𝐹 таким чином, щоб одержати на виходi рiзницю (𝑎||𝑏||𝑐||0).
Перший раунд:
(𝑥2 ⊕ 𝑆1(𝑥1),𝑥3,𝑥4 ⊕ 𝑆2(𝑥3),𝑥1)⊕ (𝑥2 ⊕ 𝑆1(𝑥1),𝑥3,𝑥4 ⊕ 𝑎⊕ 𝑆2(𝑥3),𝑥1) = [0,0,𝑎,0].
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Другий раунд:
(𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑥3, 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1, 𝑆1(𝑥1)⊕ 𝑥2)⊕
⊕(𝑆3(𝑥2⊕𝑆1(𝑥1))⊕𝑥3, 𝑆2(𝑥3)⊕𝑥4⊕𝑎, 𝑆4(𝑆2(𝑥3)⊕𝑥4⊕𝑎)⊕𝑥1, 𝑆1(𝑥1)⊕𝑥2) =
= [0,𝑎, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑎,0].
Третiй раунд:
(𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕ 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1,
𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1)⊕ 𝑆1(𝑥1)⊕ 𝑥2, 𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕
⊕ (𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕ 𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑎, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑎)⊕ 𝑥1,
𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4⊕𝑎)⊕𝑥1)⊕𝑆1(𝑥1)⊕𝑥2, 𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3) = [𝑎, 𝑏,𝑐, 0].
Таким чином, вектор 𝑥 = (𝑥1, 𝑥2, 𝑥3, 𝑥4) задовольняє
𝐹 (𝑥1 ‖ 𝑥2 ‖ 𝑥3 ‖ 𝑥4)⊕ 𝐹 (𝑥1 ‖ 𝑥2 ‖ 𝑥3 ‖ (𝑥4 ⊕ 𝑎)) = 𝑎 ‖ 𝑏 ‖ 𝑐 ‖ 0
тодi i тiльки тодi, коли:
𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1)⊕ 𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑎)⊕ 𝑥1) = 𝑐
𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑎) = 𝑏
що рiвносильно
𝑥4 ⊕ 𝑆2(𝑥3) ∈ 𝐷𝑆4(𝑎→ 𝑏)
𝑥1 ⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4) ∈ 𝐷𝑆6(𝑏→ 𝑐),
якщо 𝑆2 – бiєктвний.
Таким чином доведено, що iснує 𝛿𝑆4(𝑎,𝑏) значень 𝑥4 та для кожного з
них 𝛿𝑆6(𝑏,𝑐) значень 𝑥1, таких що 𝑥 досягає рiзницi.
Випадок 2.
Розглянемо проходження рiзницi входiв 𝑥 та 𝑥 ⊕ (0||0||𝑎||0) через
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функцiю 𝐹 таким чином, щоб одержати на виходi рiзницю (𝑑||𝑏||𝑐||𝑎).
Перший раунд:
(𝑥2 ⊕ 𝑆1(𝑥1),𝑥3,𝑥4 ⊕ 𝑆2(𝑥3),𝑥1)⊕ (𝑥2 ⊕ 𝑆1(𝑥1),𝑥3 ⊕ 𝑎,𝑥4 ⊕ 𝑆2(𝑥3 ⊕ 𝑎),𝑥1) =
= [0,𝑎,𝑆2(𝑥3)⊕ 𝑆2(𝑥3 ⊕ 𝑎),0].
Другий раунд:
(𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑥3, 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1, 𝑆1(𝑥1)⊕ 𝑥2)⊕
⊕(𝑆3(𝑥2⊕𝑆1(𝑥1))⊕𝑥3⊕𝑎, 𝑆2(𝑥3⊕𝑎)⊕𝑥4, 𝑆4(𝑆2(𝑥3⊕𝑎)⊕𝑥4)⊕𝑥1, 𝑆1(𝑥1)⊕𝑥2) =
= [𝑎, 𝑧, 𝑐, 0].
Третiй раунд:
(𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕ 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1,
𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1)⊕ 𝑆1(𝑥1)⊕ 𝑥2, 𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕
⊕ (𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3 ⊕ 𝑎)⊕ 𝑆2(𝑥3 ⊕ 𝑎)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3 ⊕ 𝑎)⊕ 𝑥4)⊕ 𝑥1,
𝑆6(𝑆4(𝑆2(𝑥3 ⊕ 𝑎)⊕ 𝑥4)⊕ 𝑥1)⊕ 𝑆1(𝑥1)⊕ 𝑥2, 𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3 ⊕ 𝑎) =
= [𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕ 𝑆2(𝑥3)⊕ 𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕
⊕ 𝑥3 ⊕ 𝑎)⊕ 𝑆2(𝑥3 ⊕ 𝑎), 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑆4(𝑆2(𝑥3 ⊕ 𝑎)⊕ 𝑥4),
𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1)⊕ 𝑆6(𝑆4(𝑆2(𝑥3 ⊕ 𝑎)⊕ 𝑥4)⊕ 𝑥1), 𝑎].
Таким чином, вектор 𝑥 = (𝑥1, 𝑥2, 𝑥3, 𝑥4) задовольняє
𝐹 (𝑥1 ‖ 𝑥2 ‖ 𝑥3 ‖ 𝑥4)⊕ 𝐹 (𝑥1 ‖ 𝑥2 ‖ (𝑥3 ⊕ 𝑎) ‖ 𝑥4) = 𝑑 ‖ 𝑏 ‖ 𝑐 ‖ 𝑎
тодi i тiльки тодi, коли:
𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1)⊕ 𝑆6(𝑆4(𝑆2(𝑥3 ⊕ 𝑎)⊕ 𝑥4)⊕ 𝑥1) = 𝑐
𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑆4(𝑆2(𝑥3 ⊕ 𝑎)⊕ 𝑥4) = 𝑏
𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3⊕𝑎)⊕𝑆2(𝑥3⊕𝑎) = 𝑑
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𝑆2(𝑥3)⊕ 𝑆2(𝑥3 ⊕ 𝑎) = 𝑧
що рiвносильно
𝑥3 ⊕ 𝑆3(𝑆1(𝑥1)⊕ 𝑥2) ∈ 𝐷𝑆5(𝑎→ 𝑑⊕ 𝑧),
𝑥1 ⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4) ∈ 𝐷𝑆6(𝑏→ 𝑐),
𝑥3 ∈ 𝐷𝑆2(𝑎→ 𝑧)
𝑥4 ⊕ 𝑆2(𝑥3) ∈ 𝐷𝑆4(𝑏→ 𝑐)
якщо 𝑆4 – бiєктвний.
Таким чином доведено, що для будь-якого фiксованого 𝑧 ∈ 𝐹 𝑛2 таке,
що iснує 𝛿𝑆5(𝑎→ 𝑑⊕𝑧) значень 𝑥3, для кожного з яких iснує 𝛿𝑆4(𝑏,𝑐) значень
𝑥4 та для кожного з них 𝛿𝑆6(𝑏,𝑐) значень 𝑥1, таких що 𝑥 досягає рiзницi.
Випадок 3.
Розглянемо проходження рiзницi входiв 𝑥 та 𝑥 ⊕ (0||𝑎||0||0) через
функцiю 𝐹 таким чином, щоб одержати на виходi рiзницю (𝑐||0||𝑎||𝑏).
Перший раунд:
(𝑥2 ⊕ 𝑆1(𝑥1),𝑥3,𝑥4 ⊕ 𝑆2(𝑥3),𝑥1)⊕ (𝑥2 ⊕ 𝑎⊕ 𝑆1(𝑥1),𝑥3,𝑥4 ⊕ 𝑆2(𝑥3),𝑥1) =
= [𝑎,0,0,0].
Другий раунд:
(𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑥3, 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1, 𝑆1(𝑥1)⊕ 𝑥2)⊕
⊕(𝑆3(𝑥2⊕𝑎⊕𝑆1(𝑥1))⊕𝑥3, 𝑆2(𝑥3)⊕𝑥4, 𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1, 𝑆1(𝑥1)⊕𝑥2⊕𝑎) =
= [𝑏, 0, 0, 𝑎].
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Третiй раунд:
(𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕ 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1,
𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1)⊕ 𝑆1(𝑥1)⊕ 𝑥2, 𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕
⊕ (𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2 ⊕ 𝑎)⊕ 𝑥3)⊕ 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1,
𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1)⊕ 𝑆1(𝑥1)⊕ 𝑥2 ⊕ 𝑎, 𝑆3(𝑆1(𝑥1)⊕ 𝑥2 ⊕ 𝑎)⊕ 𝑥3) =
= [𝑐,0,𝑎,𝑏].
Таким чином, вектор 𝑥 = (𝑥1, 𝑥2, 𝑥3, 𝑥4) задовольняє
𝐹 (𝑥1 ‖ 𝑥2 ‖ 𝑥3 ‖ 𝑥4)⊕ 𝐹 (𝑥1 ‖ (𝑥2 ⊕ 𝑎) ‖ 𝑥3 ‖ 𝑥4) = 𝑐 ‖ 0 ‖ 𝑎 ‖ 𝑏
тодi i тiльки тодi, коли:
𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕ 𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2 ⊕ 𝑎)⊕ 𝑥3) = 𝑐
𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑆3(𝑆1(𝑥1)⊕ 𝑥2 ⊕ 𝑎) = 𝑏
що рiвносильно
𝑥3 ⊕ 𝑆3(𝑆1(𝑥1)⊕ 𝑥2) ∈ 𝐷𝑆5(𝑏→ 𝑐),
𝑥2 ⊕ 𝑆1(𝑥1) ∈ 𝐷𝑆3(𝑎→ 𝑏)
Таким чином доведено, що iснує 𝛿𝑆3(𝑎,𝑏) значень 𝑥2 та для кожного з
них 𝛿𝑆5(𝑏,𝑐) значень 𝑥1, таких що 𝑥 досягає рiзницi.
Випадок 4.
Розглянемо проходження рiзницi входiв 𝑥 та 𝑥 ⊕ (𝑎||0||0||0) через
функцiю 𝐹 таким чином, щоб одержати на виходi рiзницю (𝑐||𝑎||𝑑||𝑏).
Перший раунд:
(𝑥2 ⊕ 𝑆1(𝑥1),𝑥3,𝑥4 ⊕ 𝑆2(𝑥3),𝑥1)⊕ (𝑥2 ⊕ 𝑆1(𝑥1 ⊕ 𝑎),𝑥3,𝑥4 ⊕ 𝑆2(𝑥3),𝑥1 ⊕ 𝑎) =
= [𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑎),0,0,𝑎].
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Другий раунд:
(𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑥3, 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1, 𝑆1(𝑥1)⊕ 𝑥2)⊕
⊕(𝑆3(𝑥2⊕𝑆1(𝑥1⊕𝑎))⊕𝑥3, 𝑆2(𝑥3)⊕𝑥4, 𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1⊕𝑎, 𝑆1(𝑥1⊕𝑎)⊕𝑥2) =
= [𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑆3(𝑥2 ⊕ 𝑆1(𝑥1 ⊕ 𝑎)), 0, 𝑎, 𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑎)].
Третiй раунд:
(𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕ 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1,
𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1)⊕ 𝑆1(𝑥1)⊕ 𝑥2, 𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕
⊕ (𝑆5(𝑆3(𝑆1(𝑥1 ⊕ 𝑎)⊕ 𝑥2)⊕ 𝑥3)⊕ 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1 ⊕ 𝑎,
𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1 ⊕ 𝑎)⊕ 𝑆1(𝑥1 ⊕ 𝑎)⊕ 𝑥2, 𝑆3(𝑆1(𝑥1 ⊕ 𝑎)⊕ 𝑥2)⊕ 𝑥3) =
= [𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕ 𝑆5(𝑆3(𝑆1(𝑥1 ⊕ 𝑎)⊕ 𝑥2)⊕ 𝑥3),𝑎,
𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1)⊕𝑆1(𝑥1)⊕𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1⊕ 𝑎)⊕𝑆1(𝑥1⊕ 𝑎),
𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑆3(𝑥2 ⊕ 𝑆1(𝑥1 ⊕ 𝑎))].
Таким чином, вектор 𝑥 = (𝑥1, 𝑥2, 𝑥3, 𝑥4) задовольняє
𝐹 (𝑥1 ‖ 𝑥2 ‖ 𝑥3 ‖ 𝑥4)⊕ 𝐹 ((𝑥1 ⊕ 𝑎) ‖ 𝑥2 ‖ 𝑥3 ‖ 𝑥4) = 𝑐 ‖ 𝑎 ‖ 𝑑 ‖ 𝑏
тодi i тiльки тодi, коли:
𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕ 𝑆5(𝑆3(𝑆1(𝑥1 ⊕ 𝑎)⊕ 𝑥2)⊕ 𝑥3) = 𝑐
𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑆3(𝑥2 ⊕ 𝑆1(𝑥1 ⊕ 𝑎)) = 𝑏
𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑎) = 𝑧
𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1)⊕𝑆1(𝑥1)⊕𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1⊕𝑎)⊕𝑆1(𝑥1⊕𝑎) = 𝑑
що рiвносильно
𝑥3 ⊕ 𝑆3(𝑆1(𝑥1)⊕ 𝑥2) ∈ 𝐷𝑆5(𝑏→ 𝑐),
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𝑥2 ⊕ 𝑆1(𝑥1) ∈ 𝐷𝑆3(𝑧 → 𝑏)
𝑥1 ∈ 𝐷𝑆1(𝑎→ 𝑧)
𝑥1 ⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4) ∈ 𝐷𝑆6(𝑎→ 𝑑⊕ 𝑧)
якщо 𝑆1 – бiєктвний.
Таким чином доведено, що для будь-якого фiксованого 𝑧 ∈ 𝐹 𝑛2 таке,
що iснує 𝛿𝑆3(𝑧, 𝑏) значень 𝑥2, для кожного з яких iснує 𝛿𝑆6(𝑎, 𝑑⊕ 𝑧) значень
𝑥1 та для кожного з них 𝛿𝑆5(𝑏,𝑐) значень 𝑥3, таких що 𝑥 досягає рiзницi.
Випадок 5.
Розглянемо проходження рiзницi входiв 𝑥 та 𝑥 ⊕ (0||𝑎||𝑏||𝑐) через
функцiю 𝐹 таким чином, щоб одержати на виходi рiзницю (𝑑||𝑘||𝑚||0).
Перший раунд:
(𝑥2 ⊕ 𝑆1(𝑥1),𝑥3,𝑥4 ⊕ 𝑆2(𝑥3),𝑥1)⊕ (𝑥2 ⊕ 𝑎⊕ 𝑆1(𝑥1),𝑥3 ⊕ 𝑏,𝑥4 ⊕ 𝑐⊕ 𝑆2(𝑥3 ⊕ 𝑏),
𝑥1) = [𝑎,𝑏,𝑆2(𝑥3)⊕ 𝑆2(𝑥3 ⊕ 𝑏)⊕ 𝑐,0].
Другий раунд:
(𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑥3, 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1, 𝑆1(𝑥1)⊕ 𝑥2)⊕
⊕ (𝑆3(𝑥2 ⊕ 𝑎⊕ 𝑆1(𝑥1))⊕ 𝑥3 ⊕ 𝑏, 𝑆2(𝑥3 ⊕ 𝑏)⊕ 𝑥4 ⊕ 𝑐, 𝑆4(𝑆2(𝑥3 ⊕ 𝑏)⊕
⊕ 𝑥4 ⊕ 𝑐)⊕ 𝑥1, 𝑆1(𝑥1)⊕ 𝑥2 ⊕ 𝑎) = [𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑆3(𝑥2 ⊕ 𝑎⊕
⊕𝑆1(𝑥1))⊕𝑏, 𝑆2(𝑥3)⊕𝑆2(𝑥3⊕𝑏)⊕𝑐, 𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑆4(𝑆2(𝑥3⊕𝑏)⊕𝑥4⊕𝑐), 𝑎].
Третiй раунд:
(𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕ 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1,
𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1)⊕ 𝑆1(𝑥1)⊕ 𝑥2, 𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕
⊕(𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2⊕𝑎)⊕𝑥3⊕𝑏)⊕𝑆2(𝑥3⊕𝑏)⊕𝑥4⊕𝑐, 𝑆4(𝑆2(𝑥3⊕𝑏)⊕𝑥4⊕𝑐)⊕𝑥1,
𝑆6(𝑆4(𝑆2(𝑥3⊕𝑏)⊕𝑥4⊕𝑐)⊕𝑥1)⊕𝑆1(𝑥1)⊕𝑥2⊕𝑎, 𝑆3(𝑆1(𝑥1)⊕𝑥2⊕𝑎)⊕𝑥3⊕𝑏) =
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= [𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2⊕𝑎)⊕𝑥3⊕𝑏)⊕𝑆2(𝑥3⊕𝑏)⊕𝑐,
𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑆4(𝑆2(𝑥3 ⊕ 𝑏)⊕ 𝑥4 ⊕ 𝑐),𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1)⊕
⊕𝑆6(𝑆4(𝑆2(𝑥3⊕𝑏)⊕𝑥4⊕𝑐)⊕𝑥1)⊕𝑎,𝑆3(𝑥2⊕𝑆1(𝑥1))⊕𝑆3(𝑥2⊕𝑎⊕𝑆1(𝑥1))⊕𝑏].
Таким чином, вектор 𝑥 = (𝑥1, 𝑥2, 𝑥3, 𝑥4) задовольняє
𝐹 (𝑥1 ‖ 𝑥2 ‖ 𝑥3 ‖ 𝑥4)⊕ 𝐹 (𝑥1 ‖ (𝑥2 ⊕ 𝑎) ‖ (𝑥3 ⊕ 𝑏) ‖ (𝑥4 ⊕ 𝑐)) = 𝑑 ‖ 𝑘 ‖ 𝑚 ‖ 0
тодi i тiльки тодi, коли:
𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2⊕𝑎)⊕𝑥3⊕𝑏)⊕𝑆2(𝑥3⊕𝑏)⊕𝑐 = 𝑑
𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑆4(𝑆2(𝑥3 ⊕ 𝑏)⊕ 𝑥4 ⊕ 𝑐) = 𝑘
𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1)⊕ 𝑆6(𝑆4(𝑆2(𝑥3 ⊕ 𝑏)⊕ 𝑥4 ⊕ 𝑐)⊕ 𝑥1)⊕ 𝑎 = 𝑚
𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑆3(𝑥2 ⊕ 𝑎⊕ 𝑆1(𝑥1))⊕ 𝑏 = 0
що рiвносильно
𝑥2 ⊕ 𝑆1(𝑥1) ∈ 𝐷𝑆3(𝑎→ 𝑏)
𝑥3 ∈ 𝐷𝑆2(𝑏→ 𝑐⊕ 𝑑)
𝑥4 ⊕ 𝑆2(𝑥3) ∈ 𝐷𝑆4(𝑑→ 𝑘)
𝑥1 ⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4) ∈ 𝐷𝑆6(𝑘 → 𝑚⊕ 𝑎)
якщо 𝑆3 – бiєктвний.
Таким чином доведено, що iснує 𝛿𝑆2(𝑏, 𝑐⊕ 𝑑) значень 𝑥3, для кожного
з яких iснує 𝛿𝑆4(𝑑, 𝑘) значень 𝑥4 та для кожного з них 𝛿𝑆6(𝑘,𝑚⊕𝑎) значень
𝑥1 та для кожного з них 𝛿𝑆3(𝑎, 𝑏) значень 𝑥2, таких що 𝑥 досягає рiзницi.
Випадок 6.
Розглянемо проходження рiзницi входiв 𝑥 та 𝑥 ⊕ (𝑐||𝑎||0||𝑏) через
функцiю 𝐹 таким чином, щоб одержати на виходi рiзницю (𝑘||0||𝑚||𝑝).
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Перший раунд:
(𝑥2 ⊕ 𝑆1(𝑥1),𝑥3,𝑥4 ⊕ 𝑆2(𝑥3),𝑥1)⊕ (𝑥2 ⊕ 𝑎⊕ 𝑆1(𝑥1 ⊕ 𝑐),𝑥3,𝑥4 ⊕ 𝑐⊕ 𝑆2(𝑥3),
𝑥1 ⊕ 𝑐) = [𝑎⊕ 𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑐),𝑏,𝑆2(𝑥3)⊕ 𝑆2(𝑥3)⊕ 𝑐,𝑐].
Другий раунд:
(𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑥3, 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1, 𝑆1(𝑥1)⊕ 𝑥2)⊕
⊕ (𝑆3(𝑥2⊕ 𝑎⊕ 𝑆1(𝑥1⊕ 𝑐))⊕ 𝑥3, 𝑆2(𝑥3)⊕ 𝑥4⊕ 𝑐, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4⊕ 𝑐)⊕ 𝑥1⊕ 𝑐,
𝑆1(𝑥1⊕𝑐)⊕𝑥2⊕𝑎) = [𝑆3(𝑥2⊕𝑆1(𝑥1))⊕𝑆3(𝑥2⊕𝑎⊕𝑆1(𝑥1⊕𝑐))⊕𝑏, 𝑆2(𝑥3)⊕𝑆2⊕𝑐,
𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑐)⊕ 𝑐, 𝑎⊕ 𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑐)].
Третiй раунд:
(𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑥4, 𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1,𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕
⊕𝑥1)⊕𝑆1(𝑥1)⊕𝑥2, 𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕ (𝑆5(𝑆3(𝑆1(𝑥1⊕ 𝑐)⊕𝑥2⊕𝑎)⊕𝑥3)⊕
⊕ 𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑐, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑐)⊕ 𝑥1 ⊕ 𝑐,𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑐)⊕
⊕𝑥1⊕𝑐)⊕𝑆1(𝑥1⊕𝑐)⊕𝑥2⊕𝑎, 𝑆3(𝑆1(𝑥1⊕𝑐)⊕𝑥2⊕𝑎)⊕𝑥3) = [𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕
⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑆5(𝑆3(𝑆1(𝑥1⊕𝑐)⊕𝑥2⊕𝑎)⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑐, 𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕
⊕𝑆4(𝑆2(𝑥3)⊕ 𝑥4⊕ 𝑐)⊕ 𝑐,𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1)⊕𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4⊕ 𝑐)⊕
⊕𝑥1⊕𝑐)⊕𝑆1(𝑥1)⊕𝑆1(𝑥1⊕𝑐)⊕𝑎,𝑆3(𝑥2⊕𝑆1(𝑥1))⊕𝑆3(𝑥2⊕𝑎⊕𝑆1(𝑥1⊕𝑐))⊕𝑏].
Таким чином, вектор 𝑥 = (𝑥1, 𝑥2, 𝑥3, 𝑥4) задовольняє
𝐹 (𝑥1 ‖ 𝑥2 ‖ 𝑥3 ‖ 𝑥4)⊕ 𝐹 ((𝑥1 ⊕ 𝑐) ‖ (𝑥2 ⊕ 𝑎) ‖ 𝑥3 ‖ (𝑥4 ⊕ 𝑏)) = 𝑘 ‖ 0 ‖ 𝑚 ‖ 𝑝
тодi i тiльки тодi, коли:
𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑆5(𝑆3(𝑆1(𝑥1⊕𝑐)⊕𝑥2⊕𝑎)⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑐 = 𝑘
𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑐)⊕ 𝑐 = 0
𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1)⊕𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4⊕𝑐)⊕𝑥1⊕𝑐)⊕𝑆1(𝑥1)⊕𝑆1(𝑥1⊕𝑐)⊕𝑎 = 𝑚
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𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑆3(𝑥2 ⊕ 𝑎⊕ 𝑆1(𝑥1 ⊕ 𝑐))⊕ 𝑏 = 𝑝
що рiвносильно
𝑥2 ⊕ 𝑆1(𝑥1) ∈ 𝐷𝑆3(𝑚→ 𝑝)
𝑥4 ⊕ 𝑆2(𝑥3) ∈ 𝐷𝑆4(𝑏→ 𝑐)
𝑥3 ⊕ 𝑆3(𝑆1(𝑥1)⊕ 𝑥2) ∈ 𝐷𝑆5(𝑝→ 𝑘 ⊕ 𝑏)
𝑥1 ∈ 𝐷𝑆1(𝑐→ 𝑚⊕ 𝑎)
Таким чином доведено, що iснує 𝑆1(𝑐,𝑚⊕ 𝑎) значень 𝑥1, для кожного
з яких iснує 𝛿𝑆3(𝑚, 𝑝) значень 𝑥2 та для кожного з них 𝛿𝑆5(𝑝, 𝑘⊕ 𝑏) значень
𝑥3 та для кожного з них 𝛿𝑆4(𝑏, 𝑐) значень 𝑥4, таких що 𝑥 досягає рiзницi.
Випадок 7.
Розглянемо проходження рiзницi входiв 𝑥 та 𝑥 ⊕ (𝑐||𝑎||𝑏||𝑑) через
функцiю 𝐹 таким чином, щоб одержати на виходi рiзницю (𝑚||0||𝑞||𝑝).
Перший раунд:
(𝑥2 ⊕ 𝑆1(𝑥1),𝑥3,𝑥4 ⊕ 𝑑⊕ 𝑆2(𝑥3),𝑥1)⊕ (𝑥2 ⊕ 𝑎⊕ 𝑆1(𝑥1 ⊕ 𝑐),𝑥3 ⊕ 𝑏,𝑥4 ⊕ 𝑑⊕
⊕𝑆2(𝑥3 ⊕ 𝑏), 𝑥1 ⊕ 𝑐) = [𝑎⊕ 𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑐),𝑏,𝑆2(𝑥3)⊕ 𝑆2(𝑥3 ⊕ 𝑏),𝑐].
Другий раунд:
(𝑆3(𝑥2⊕𝑆1(𝑥1))⊕𝑥3, 𝑆2(𝑥3)⊕𝑥4⊕𝑑, 𝑆4(𝑆2(𝑥3)⊕𝑥4⊕𝑑)⊕𝑥1, 𝑆1(𝑥1)⊕𝑥2)⊕
⊕(𝑆3(𝑥2⊕𝑎⊕𝑆1(𝑥1⊕𝑐))⊕𝑥3⊕𝑏, 𝑆2(𝑥3⊕𝑏)⊕𝑥4⊕𝑑, 𝑆4(𝑆2(𝑥3⊕𝑏)⊕𝑥4⊕𝑑)⊕𝑥1⊕𝑐,
𝑆1(𝑥1⊕𝑐)⊕𝑥2⊕𝑎) = [𝑆3(𝑥2⊕𝑆1(𝑥1))⊕𝑆3(𝑥2⊕𝑎⊕𝑆1(𝑥1⊕𝑐))⊕𝑏, 𝑆2(𝑥3)⊕𝑆2(𝑥3⊕𝑏),
𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑑)⊕ 𝑆4(𝑆2(𝑥3 ⊕ 𝑏)⊕ 𝑥4 ⊕ 𝑑)⊕ 𝑐, 𝑎⊕ 𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑐)].
Третiй раунд:
(𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕ 𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑑, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑑)⊕ 𝑥1,
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𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑑)⊕ 𝑥1)⊕ 𝑆1(𝑥1)⊕ 𝑥2, 𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕
⊕(𝑆5(𝑆3(𝑆1(𝑥1⊕𝑐)⊕𝑥2⊕𝑎)⊕𝑥3⊕𝑏)⊕𝑆2(𝑥3⊕𝑏)⊕𝑥4⊕𝑑, 𝑆4(𝑆2(𝑥3⊕𝑏)⊕𝑥4⊕𝑑)⊕𝑥1⊕
⊕𝑐, 𝑆6(𝑆4(𝑆2(𝑥3⊕𝑏)⊕𝑥4⊕𝑑)⊕𝑥1⊕𝑐)⊕𝑆1(𝑥1⊕𝑐)⊕𝑥2⊕𝑎, 𝑆3(𝑆1(𝑥1⊕𝑐)⊕𝑥2⊕𝑎)⊕
⊕𝑥3⊕𝑏) = [𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑆5(𝑆3(𝑆1(𝑥1⊕𝑐)⊕𝑥2⊕𝑎)⊕𝑥3⊕𝑏)⊕
⊕𝑆2(𝑥3⊕𝑏), 𝑆4(𝑆2(𝑥3)⊕𝑥4⊕𝑑)⊕𝑆4(𝑆2(𝑥3⊕𝑏)⊕𝑥4⊕𝑑)⊕𝑐,𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4⊕𝑑)⊕
⊕𝑥1)⊕𝑆6(𝑆4(𝑆2(𝑥3⊕𝑏)⊕𝑥4⊕𝑑)⊕𝑥1⊕𝑐)⊕𝑆1(𝑥1)⊕𝑆1(𝑥1⊕𝑐)⊕𝑎,𝑆3(𝑥2⊕𝑆1(𝑥1))⊕
⊕ 𝑆3(𝑥2 ⊕ 𝑎⊕ 𝑆1(𝑥1 ⊕ 𝑐))⊕ 𝑏].
Таким чином, вектор 𝑥 = (𝑥1, 𝑥2, 𝑥3, 𝑥4) задовольняє
𝐹 (𝑥1 ‖ 𝑥2 ‖ 𝑥3 ‖ 𝑥4)⊕ 𝐹 ((𝑥1 ⊕ 𝑐) ‖ (𝑥2 ⊕ 𝑎) ‖ (𝑥3 ⊕ 𝑏) ‖ (𝑥4 ⊕ 𝑑)) =
= 𝑚 ‖ 0 ‖ 𝑞 ‖ 𝑝
тодi i тiльки тодi, коли:
𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑆5(𝑆3(𝑆1(𝑥1⊕𝑐)⊕𝑥2⊕𝑎)⊕𝑥3⊕𝑏)⊕𝑆2(𝑥3⊕𝑏 = 𝑚
𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑑)⊕ 𝑆4(𝑆2(𝑥3 ⊕ 𝑏)⊕ 𝑥4 ⊕ 𝑑)⊕ 𝑐 = 0
𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑑)⊕ 𝑥1)⊕ 𝑆6(𝑆4(𝑆2(𝑥3 ⊕ 𝑏)⊕ 𝑥4 ⊕ 𝑑)⊕ 𝑥1 ⊕ 𝑐)⊕
⊕𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑐)⊕ 𝑎 = 𝑞
𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑆3(𝑥2 ⊕ 𝑎⊕ 𝑆1(𝑥1 ⊕ 𝑐))⊕ 𝑏 = 𝑝
що рiвносильно
𝑥2 ⊕ 𝑆1(𝑥1) ∈ 𝐷𝑆3(𝑞 → 𝑏⊕ 𝑝)
𝑥3 ∈ 𝐷𝑆2(𝑏→ 𝑧 ⊕ 𝑑)
𝑥4 ⊕ 𝑑⊕ 𝑆2(𝑥3) ∈ 𝐷𝑆4(𝑧 → 𝑐)
𝑥3 ⊕ 𝑆3(𝑆1(𝑥1)⊕ 𝑥2) ∈ 𝐷𝑆5(𝑝→ 𝑧 ⊕𝑚)
𝑥1 ∈ 𝐷𝑆1(𝑐→ 𝑞 ⊕ 𝑎)
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якщо 𝑆2 – бiєктвний.
Таким чином доведено, що для будь-якого фiксованого 𝑧 ∈ 𝐹 𝑛2 таке,
що iснує 𝛿𝑆2(𝑏, 𝑧⊕ 𝑑) значень 𝑥3, для кожного з яких iснує 𝛿𝑆4(𝑧, 𝑐) значень
𝑥4 та для кожного з них 𝛿𝑆1(𝑐, 𝑞 ⊕ 𝑎) значень 𝑥1 та для кожного з них
𝛿𝑆3(𝑞, 𝑏⊕ 𝑝) значень 𝑥2, таких що 𝑥 досягає рiзницi.
Випадок 8.
Розглянемо проходження рiзницi входiв 𝑥 та 𝑥 ⊕ (0||𝑎||0||𝑏) через
функцiю 𝐹 таким чином, щоб одержати на виходi рiзницю (𝑚||𝑐||𝑘||𝑑).
Перший раунд:
(𝑥2 ⊕ 𝑆1(𝑥1),𝑥3,𝑥4 ⊕ 𝑏⊕ 𝑆2(𝑥3),𝑥1)⊕ (𝑥2 ⊕ 𝑎⊕ 𝑆1(𝑥1),𝑥3,𝑥4 ⊕ 𝑏⊕ 𝑆2(𝑥3),
𝑥1) = [𝑎⊕ 𝑆1(𝑥1)⊕ 𝑆1(𝑥1),𝑏,𝑆2(𝑥3)⊕ 𝑆2(𝑥3),𝑐].
Другий раунд:
(𝑆3(𝑥2⊕𝑆1(𝑥1))⊕𝑥3, 𝑆2(𝑥3)⊕𝑥4⊕ 𝑏, 𝑆4(𝑆2(𝑥3)⊕𝑥4⊕ 𝑏)⊕𝑥1, 𝑆1(𝑥1)⊕𝑥2)⊕
⊕ (𝑆3(𝑥2 ⊕ 𝑎⊕ 𝑆1(𝑥1))⊕ 𝑥3, 𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑏, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑏)⊕ 𝑥1,
𝑆1(𝑥1)⊕ 𝑥2 ⊕ 𝑎) = [𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑆3(𝑥2 ⊕ 𝑎⊕ 𝑆1(𝑥1)), 𝑆2(𝑥3)⊕ 𝑆2(𝑥3),
𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑏)⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑏), 𝑎⊕ 𝑆1(𝑥1)⊕ 𝑆1(𝑥1)].
Третiй раунд:
(𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕ 𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑏, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑏)⊕ 𝑥1,
𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑏)⊕ 𝑥1)⊕ 𝑆1(𝑥1)⊕ 𝑥2, 𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕
⊕ (𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2 ⊕ 𝑎)⊕ 𝑥3)⊕ 𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑏, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑏)⊕ 𝑥1,
𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑏)⊕ 𝑥1)⊕ 𝑆1(𝑥1)⊕ 𝑥2 ⊕ 𝑎, 𝑆3(𝑆1(𝑥1)⊕ 𝑥2 ⊕ 𝑎)⊕ 𝑥3) =
= [𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2⊕ 𝑎)⊕𝑥3)⊕𝑆2(𝑥3),
𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑏)⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑏),𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑏)⊕ 𝑥1)⊕
⊕𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4⊕𝑏)⊕𝑥1)⊕𝑆1(𝑥1)⊕𝑆1(𝑥1)⊕𝑎,𝑆3(𝑥2⊕𝑆1(𝑥1))⊕𝑆3(𝑥2⊕𝑎⊕
⊕ 𝑆1(𝑥1))].
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Таким чином, вектор 𝑥 = (𝑥1, 𝑥2, 𝑥3, 𝑥4) задовольняє
𝐹 (𝑥1 ‖ 𝑥2 ‖ 𝑥3 ‖ 𝑥4)⊕ 𝐹 (𝑥1 ‖ (𝑥2 ⊕ 𝑎) ‖ 𝑥3 ‖ (𝑥4 ⊕ 𝑏)) = 𝑚 ‖ 𝑐 ‖ 𝑘 ‖ 𝑑
тодi i тiльки тодi, коли:
𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2⊕𝑎)⊕𝑥3)⊕𝑆2(𝑥3) = 𝑚
𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑏)⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑏) = 𝑐
𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4⊕𝑏)⊕𝑥1)⊕𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4⊕𝑏)⊕𝑥1)⊕𝑆1(𝑥1)⊕𝑆1(𝑥1)⊕𝑎 = 𝑘
𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑆3(𝑥2 ⊕ 𝑎⊕ 𝑆1(𝑥1)) = 𝑑
що рiвносильно
𝑥2 ⊕ 𝑆1(𝑥1) ∈ 𝐷𝑆3(𝑎→ 𝑑)
𝑥4 ⊕ 𝑆2(𝑥3) ∈ 𝐷𝑆4(𝑏→ 𝑐)
𝑥3 ⊕ 𝑆3(𝑆1(𝑥1)⊕ 𝑥2) ∈ 𝐷𝑆5(𝑑→ 𝑏⊕𝑚)
𝑥1 ⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4 ⊕ 𝑏) ∈ 𝐷𝑆6(𝑐→ 𝑘 ⊕ 𝑎)
Таким чином доведено, що iснує 𝛿𝑆5(𝑑, 𝑏⊕𝑚) значень 𝑥3, для кожного
з яких iснує 𝛿𝑆4(𝑏, 𝑐) значень 𝑥4 та для кожного з них 𝛿𝑆6(𝑐, 𝑘 ⊕ 𝑎) значень
𝑥1 та для кожного з них 𝛿𝑆3(𝑎, 𝑑) значень 𝑥2, таких що 𝑥 досягає рiзницi.
Випадок 9.
Розглянемо проходження рiзницi входiв 𝑥 та 𝑥 ⊕ (𝑎||𝑏||0||0) через
функцiю 𝐹 таким чином, щоб одержати на виходi рiзницю (𝑚||𝑎||𝑐||𝑑).
Перший раунд:
(𝑥2 ⊕ 𝑆1(𝑥1),𝑥3,𝑥4 ⊕ 𝑆2(𝑥3),𝑥1)⊕ (𝑥2 ⊕ 𝑆1(𝑥1 ⊕ 𝑎),𝑥3,𝑥4 ⊕ 𝑆2(𝑥3),
𝑥1 ⊕ 𝑎) = [𝑎⊕ 𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑎),𝑏, ⊕ 𝑆2(𝑥3)⊕ 𝑆2(𝑥3),𝑐].
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Другий раунд:
(𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑥3, 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1, 𝑆1(𝑥1)⊕ 𝑥2)⊕
⊕ (𝑆3(𝑥2 ⊕ 𝑆1(𝑥1 ⊕ 𝑎))⊕ 𝑥3, 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1 ⊕ 𝑎,
𝑆1(𝑥1 ⊕ 𝑎)⊕ 𝑥2) = [𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑆3(𝑥2 ⊕ 𝑆1(𝑥1 ⊕ 𝑎)), 𝑆2(𝑥3)⊕ 𝑆2(𝑥3),
𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑎, 𝑎⊕ 𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑎)].
Третiй раунд:
(𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑥4, 𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1,𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕
⊕ 𝑥1)⊕ 𝑆1(𝑥1)⊕ 𝑥2, 𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕ (𝑆5(𝑆3(𝑆1(𝑥1 ⊕ 𝑎)⊕ 𝑥2)⊕ 𝑥3)⊕
⊕ 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1 ⊕ 𝑎,𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕
⊕𝑥1⊕ 𝑎)⊕𝑆1(𝑥1⊕ 𝑎)⊕𝑥2, 𝑆3(𝑆1(𝑥1⊕ 𝑎)⊕𝑥2)⊕𝑥3) = [𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕
⊕ 𝑥3)⊕ 𝑆2(𝑥3)⊕ 𝑆5(𝑆3(𝑆1(𝑥1 ⊕ 𝑎)⊕ 𝑥2)⊕ 𝑥3)⊕ 𝑆2(𝑥3), 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕
⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑎,𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1)⊕ 𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕
⊕ 𝑥1 ⊕ 𝑎)⊕ 𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑎),𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑆3(𝑥2 ⊕ 𝑆1(𝑥1 ⊕ 𝑎))].
Таким чином, вектор 𝑥 = (𝑥1, 𝑥2, 𝑥3, 𝑥4) задовольняє
𝐹 (𝑥1 ‖ 𝑥2 ‖ 𝑥3 ‖ 𝑥4)⊕ 𝐹 ((𝑥1 ⊕ 𝑎) ‖ (𝑥2 ⊕ 𝑏) ‖ 𝑥3 ‖ 𝑥4) = 𝑚 ‖ 𝑎 ‖ 𝑘 ‖ 𝑑
тодi i тiльки тодi, коли:
𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑆5(𝑆3(𝑆1(𝑥1⊕𝑎)⊕𝑥2)⊕𝑥3)⊕𝑆2(𝑥3) = 𝑚
𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑎 = 𝑎
𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1 ⊕ 𝑎)⊕ 𝑆1(𝑥1)⊕ 𝑆1(𝑥1 ⊕ 𝑎) = 𝑐
𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑆3(𝑥2 ⊕ 𝑆1(𝑥1 ⊕ 𝑎)) = 𝑑
що рiвносильно
𝑥2 ⊕ 𝑆1(𝑥1) ∈ 𝐷𝑆3(𝑧 → 𝑑)
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𝑥1 ⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4) ∈ 𝐷𝑆6(𝑎→ 𝑧 ⊕ 𝑐)
𝑥1 ∈ 𝐷𝑆1(𝑎→ 𝑧)
𝑥3 ⊕ 𝑆3(𝑆1(𝑥1)⊕ 𝑥2) ∈ 𝐷𝑆5(𝑑→ 𝑚)
якщо 𝑆1 – бiєктвний.
Таким чином доведено, що для будь-якого фiксованого 𝑧 ∈ 𝐹 𝑛2 таке,
що iснує 𝛿𝑆1(𝑎, 𝑧) значень 𝑥1, для кожного з яких iснує 𝛿𝑆3(𝑧, 𝑑) значень 𝑥2
та для кожного з них 𝛿𝑆5(𝑑,𝑚) значень 𝑥3, таких що 𝑥 досягає рiзницi.
Випадок 10.
Розглянемо проходження рiзницi входiв 𝑥 та 𝑥 ⊕ (0||0||𝑎||𝑏) через
функцiю 𝐹 таким чином, щоб одержати на виходi рiзницю (𝑚||𝑑||𝑐||𝑎).
Перший раунд:
(𝑥2 ⊕ 𝑆1(𝑥1),𝑥3,𝑥4 ⊕ 𝑆2(𝑥3),𝑥1)⊕ (𝑥2 ⊕ 𝑆1(𝑥1),𝑥3 ⊕ 𝑎,𝑥4 ⊕ 𝑏⊕ 𝑆2(𝑥3 ⊕ 𝑎),
𝑥1) = [𝑎⊕ 𝑆1(𝑥1)⊕ 𝑆1(𝑥1),𝑏, ⊕ 𝑆2(𝑥3)⊕ 𝑆2(𝑥3 ⊕ 𝑎),𝑐].
Другий раунд:
(𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑥3, 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1, 𝑆1(𝑥1)⊕ 𝑥2)⊕
⊕ (𝑆3(𝑥2⊕𝑆1(𝑥1))⊕ 𝑥3⊕ 𝑎, 𝑆2(𝑥3⊕ 𝑎)⊕ 𝑥4⊕ 𝑏, 𝑆4(𝑆2(𝑥3⊕ 𝑎)⊕ 𝑥4⊕ 𝑏)⊕ 𝑥1,
𝑆1(𝑥1)⊕𝑥2) = [𝑆3(𝑥2⊕𝑆1(𝑥1))⊕𝑆3(𝑥2⊕𝑆1(𝑥1))⊕ 𝑎, 𝑆2(𝑥3)⊕𝑆2(𝑥3⊕ 𝑎)⊕ 𝑏,
𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑆4(𝑆2(𝑥3 ⊕ 𝑎)⊕ 𝑥4 ⊕ 𝑏), 𝑎⊕ 𝑆1(𝑥1)⊕ 𝑆1(𝑥1)].
Третiй раунд:
(𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑥4, 𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1,𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕
⊕ 𝑥1)⊕ 𝑆1(𝑥1)⊕ 𝑥2, 𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕ (𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3 ⊕ 𝑎)⊕
⊕𝑆2(𝑥3⊕𝑎)⊕𝑥4⊕ 𝑏, 𝑆4(𝑆2(𝑥3⊕𝑎)⊕𝑥4⊕ 𝑏)⊕𝑥1,𝑆6(𝑆4(𝑆2(𝑥3⊕𝑎)⊕𝑥4⊕ 𝑏)⊕
⊕ 𝑥1)⊕ 𝑆1(𝑥1)⊕ 𝑥2, 𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3 ⊕ 𝑎) = [𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕
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⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3⊕𝑎)⊕𝑆2(𝑥3⊕𝑎)⊕𝑏, 𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕
⊕𝑆4(𝑆2(𝑥3⊕𝑎)⊕𝑥4⊕𝑏),𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1)⊕𝑆6(𝑆4(𝑆2(𝑥3⊕𝑎)⊕𝑥4⊕𝑏)⊕
⊕ 𝑥1)⊕ 𝑆1(𝑥1)⊕ 𝑆1(𝑥1),𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑎].
Таким чином, вектор 𝑥 = (𝑥1, 𝑥2, 𝑥3, 𝑥4) задовольняє
𝐹 (𝑥1 ‖ 𝑥2 ‖ 𝑥3 ‖ 𝑥4)⊕ 𝐹 (𝑥1 ‖ 𝑥2 ‖ (𝑥3 ⊕ 𝑎) ‖ (𝑥4 ⊕ 𝑏)) = 𝑚 ‖ 𝑑 ‖ 𝑐 ‖ 𝑎
тодi i тiльки тодi, коли:
𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑆2(𝑥3)⊕𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3⊕𝑎)⊕𝑆2(𝑥3⊕𝑎)⊕𝑏 = 𝑚
𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑆4(𝑆2(𝑥3 ⊕ 𝑎)⊕ 𝑥4 ⊕ 𝑏) = 𝑑
𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1)⊕𝑆6(𝑆4(𝑆2(𝑥3⊕𝑎)⊕𝑥4⊕𝑏)⊕𝑥1)⊕𝑆1(𝑥1)⊕𝑆1(𝑥1) = 𝑐
𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑆3(𝑥2 ⊕ 𝑆1(𝑥1))⊕ 𝑎 = 𝑎
що рiвносильно
𝑥3 ∈ 𝐷𝑆2(𝑎→ 𝑧)
𝑥4 ⊕ 𝑆2(𝑥3) ∈ 𝐷𝑆4(𝑧 → 𝑑)
𝑥1 ⊕ 𝑆4(𝑆2(𝑥3)⊕ 𝑥4) ∈ 𝐷𝑆6(𝑑→ 𝑐)
𝑥3 ⊕ 𝑆3(𝑆1(𝑥1)⊕ 𝑥2) ∈ 𝐷𝑆5(𝑎→ 𝑚⊕ 𝑧)
якщо 𝑆2 – бiєктвний.
Таким чином доведено, що для будь-якого фiксованого 𝑧 ∈ 𝐹 𝑛2 таке,
що iснує 𝛿𝑆2(𝑎, 𝑧) значень 𝑥3, для кожного з яких iснує 𝛿𝑆4(𝑧, 𝑑) значень 𝑥4
та для кожного з них 𝛿𝑆6(𝑑, 𝑐) значень 𝑥1 та для кожного з них 𝛿𝑆5(𝑎,𝑚⊕𝑧)
значень 𝑥2, таких що 𝑥 досягає рiзницi.
Основний результат щодо оцiнки диференцiальної рiвномiрностi без
ключової схеми CLEFIA подамо у виглядi такої теореми.
Теорема 2.2. Нехай 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5 та 𝑆6 – це 𝑛-бiтнi 𝑆-блоки (не
обов’язково рiзнi), 𝐹 – це 4𝑛-бiтова функцiя, побудована за структурою
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трираундової схеми CLEFIA iз вiдображеннями 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5 та 𝑆6
в якостi раундових перетворень. Тодi,
𝛿(𝐹 ) ≥ max(𝛿(𝑆6)𝛿min(𝑆4), 𝛿(𝑆5)𝛿min(𝑆3)),
де 𝛿min(𝑆) = 𝑚𝑖𝑛?̸?=0𝑚𝑎𝑥𝑏𝛿𝑆(𝑎, 𝑏).
Зокрема, якщо 𝑆6 є перестановкою:
𝛿(𝐹 ) ≥ max
𝑖 ̸=6,𝑗 ̸=6,𝑖
max(𝛿(𝑆𝑖)𝛿𝑚𝑖𝑛(𝑆𝑗),𝛿(𝑆𝑖+1)𝛿𝑚𝑖𝑛(𝑆
−1
6 )),
якщо 𝑆4 не є перестановкою:
𝛿(𝐹 ) ≥ 2𝑛+1.
Доведення. Даний результат є прямим наслiдком Теореми 2.1.
Оскiльки необхiдно оцiнювати кращi випадки, оберемо лише найменшi
значення диференцiальної рiвномiрностi та оцiнемо їх. Доведемо наведену
границю для першого випадку Теореми 2.1; iншi випадки доводяться
аналогiчно.
Розглянемо диференцiал (𝛼,𝛽), на якому 𝑆4 досягає диференцiальної
рiвномiрностi: 𝛿(𝑆4) = 𝛿𝑆4(𝛼,𝛽). Оберемо 𝑎 = 𝛼 та якщо 𝑏 = 𝛽; тодi для
будь-яких 𝑐 ∈ 𝑉𝑛
𝛿𝐹 (0 ‖ 0 ‖ 0 ‖ 𝛼, 𝛼 ‖ 𝛽 ‖ 𝑐 ‖ 0) = 𝛿(𝑆4)× 𝛿𝑆6(𝛽,𝑐)
Тодi можемо вибрати для 𝑐 значення, яке максимiзує 𝛿𝑆6(𝛽,𝑐). Це
значення завжди бiльше або дорiвнює 𝛿𝑚𝑖𝑛(𝑆−16 ), якщо 𝑆6 - бiєктивний.
Так само розглянемо диференцiал (𝛼,𝛽), на якому 𝑆6 досягає
диференцiальної рiвномiрностi: 𝛿(𝑆6) = 𝛿𝑆6(𝛼,𝛽) . Оберемо 𝑏 = 𝛼 та 𝑐 = 𝛽;
тодi для довiльного 𝑎 ∈ 𝑉𝑛:
𝛿𝐹 (0 ‖ 0 ‖ 0 ‖ 𝑎, 𝑎 ‖ 𝛼 ‖ 𝛽 ‖ 0) = 𝛿(𝑆6)× 𝛿𝑆4(𝑎,𝛼).
Можемо вибрати для 𝑎 значення, яке максимiзує 𝛿𝑆4(𝑎,𝛼). Це значення
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завжди бiльше або дорiвнює 𝛿𝑚𝑖𝑛(𝑆4).
Припустимо тепер, що 𝑆4 не бiєктивний. Це означає, що iснує деякий
ненульовий 𝑎 ∈ 𝑉𝑛: такий, що 𝛿𝑆4(𝑎,0) ≥ 0. Тодi з першого пункту Теореми
2.1 випливає, що при 𝑏 = 𝑐 = 0 спiввiдношення
𝐹 (𝑥1 ‖ 𝑥2 ‖ 𝑥3 ‖ 𝑥4)⊕ 𝐹 (𝑥1 ‖ 𝑥2 ‖ 𝑥3 ‖ (𝑥4 ⊕ 𝑎)) = (𝑎,0,0,0)
має 𝛿𝑆4(𝑎,0)× 𝛿𝑆6(0,0) ≥ 2× 2𝑛 = 2𝑛+1 розв’язкiв у 𝑉 2𝑛 .
2.2 Лiнiйнi потенцiали для трираундової схеми CLEFIA
Результати, аналогiчнi твердженням Теорем 2.1, також одержуються
для лiнiйних потенцiалiв безключової трираундової схеми CLEFIA, що
дозволяє виводити безпосереднi оцiнки стiйкостi до лiнiйного
криптоаналiзу.
Одержанi оцiнки нелiнiйностi для трираундової схеми CLEFIA
базуються на розгляданнi окремих рiзниць, для яких вхiдна рiзниця
одного з раундових 𝑆-блокiв дорiвнює нулю.
Теорема 2.3. Нехай 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5 та 𝑆6 – це 𝑛-бiтнi 𝑆-блоки (не
обов’язково рiзнi), 𝐹 – це 4𝑛-бiтова функцiя, побудована за структурою
трираундової схеми CLEFIA iз вiдображеннями 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5 та 𝑆6
в якостi раундових перетворень. Тодi для будь-яких 𝑎, 𝑏,𝑐,𝑑,𝑒,𝑚, 𝑝 та 𝑘 з
𝐹 𝑛2 маємо:
1) Якщо 𝑆4 та 𝑆5 – бiєктивнi, то
𝜆𝐹 (0||0||0||𝑎,𝑏||𝑎||𝑎||𝑐) = 𝜆𝑆4(𝑎,𝑏)× 𝜆𝑆5(𝑎,𝑏⊕ 𝑐)
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2) Якщо 𝑆2 та 𝑆5 – бiєктивнi, то
𝜆𝐹 (0||0||𝑎||0,0||𝑏||𝑏||𝑐) = 𝜆𝑆2(𝑎,𝑏)× 𝜆𝑆5(𝑏,𝑐)
3) Якщо 𝑆3 – бiєктивний, то
𝜆𝐹 (0||𝑎||0||0,𝑎||𝑐||𝑏||𝑎) = 𝜆𝑆3(𝑎,𝑏)× 𝜆𝑆6(𝑎,𝑏⊕ 𝑐)
4) Якщо 𝑆1 та 𝑆6 – бiєктивнi, то
𝜆𝐹 (𝑎||0||0||0,𝑏||𝑐||0||𝑏) = 𝜆𝑆1(𝑎,𝑏)× 𝜆𝑆6(𝑏,𝑐)
5) Якщо 𝑆2 – бiєктивний, то
𝜆𝐹 (0||𝑎||𝑏||𝑐,𝑘||𝑚||𝑒||𝑝) = 𝜆𝑆2(𝑏,𝑑)× 𝜆𝑆3(𝑎,𝑐⊕ 𝑑⊕ 𝑒)× 𝜆𝑆4(𝑐,𝑘 ⊕ 𝑎)×
×𝜆𝑆5(𝑑⊕ 𝑐, 𝑝⊕ 𝑘)× 𝜆𝑆6(𝑎,𝑚⊕ 𝑒)
6) Якщо 𝑆1 – бiєктивний, то
𝜆𝐹 (𝑐||𝑎||0||𝑏,𝑒||𝑝||𝑘||𝑚) = 𝜆𝑆1(𝑐,𝑑)× 𝜆𝑆3(𝑎,𝑘 ⊕ 𝑏)× 𝜆𝑆4(𝑏,𝑒⊕ 𝑎⊕ 𝑑)×
×𝜆𝑆5(𝑏,𝑚⊕ 𝑒)× 𝜆𝑆6(𝑑⊕ 𝑎, 𝑝⊕ 𝑘)
7) Якщо 𝑆3 та 𝑆4 – бiєктивнi, то
𝜆𝐹 (𝑝||𝑚||𝑘||𝑎,𝑏||𝑐||𝑑||𝑒) = 𝜆𝑆3(𝑚,𝑑⊕ 𝑟)× 𝜆𝑆4(𝑎,𝑏⊕ 𝑞)×
×𝜆𝑆5(𝑟, 𝑏⊕ 𝑒)× 𝜆𝑆6(𝑞, 𝑑⊕ 𝑒)
8) Якщо 𝑆4 – бiєктивний, то
𝜆𝐹 (0||𝑎||0||𝑏,𝑑||𝑒||𝑐||𝑚) = 𝜆𝑆3(𝑎,𝑏⊕ 𝑐)× 𝜆𝑆4(𝑏,𝑑⊕ 𝑎)×
×𝜆𝑆5(𝑏,𝑚⊕ 𝑑)× 𝜆𝑆6(𝑎, 𝑒⊕ 𝑐)
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9) Якщо 𝑆1 – бiєктивний, то
𝜆𝐹 (𝑎||𝑏||0||0,𝑑||𝑚||𝑘||𝑑) = 𝜆𝑆1(𝑎,𝑞 ⊕ 𝑏)× 𝜆𝑆3(𝑏,𝑘)× 𝜆𝑆6(𝑞, 𝑘 ⊕𝑚)
10) Якщо 𝑆2 – бiєктивний, то
𝜆𝐹 (0||0||𝑎||𝑏,𝑘||𝑒||𝑒||𝑝) = 𝜆𝑆2(𝑎,𝑞)× 𝜆𝑆4(𝑏,𝑘)× 𝜆𝑆5(𝑞, 𝑝⊕ 𝑘)
11) Якщо 𝑆1 та 𝑆2 – бiєктивнi, то
𝜆𝐹 (𝑎||0||𝑏||0,𝑐||𝑘||𝑑||𝑒) = 𝜆𝑆1(𝑎,𝑐)× 𝜆𝑆2(𝑏,𝑑)× 𝜆𝑆5(𝑑, 𝑒⊕ 𝑐)× 𝜆𝑆6(𝑐, 𝑑⊕ 𝑘)
12) Якщо 𝑆4 – бiєктивний, то
𝜆𝐹 (𝑎||0||𝑏||𝑐,𝑘||𝑝||𝑒||𝑚) = 𝜆𝑆1(𝑎,𝑑)× 𝜆𝑆2(𝑏,𝑒⊕ 𝑐)× 𝜆𝑆4(𝑐,𝑘 ⊕ 𝑑)×
×𝜆𝑆5(𝑒,𝑚⊕ 𝑘)× 𝜆𝑆6(𝑑, 𝑝⊕ 𝑒)
13) Якщо 𝑆3 – бiєктивний, то
𝜆𝐹 (𝑎||𝑏||𝑐||0,𝑑||𝑚||𝑘||𝑝) = 𝜆𝑆1(𝑎,𝑑⊕ 𝑏)× 𝜆𝑆2(𝑐,𝑒)× 𝜆𝑆3(𝑏,𝑘 ⊕ 𝑒)×
×𝜆𝑆5(𝑒, 𝑝⊕ 𝑑)× 𝜆𝑆6(𝑑, 𝑘 ⊕𝑚)
Доведення.
𝐹 = [𝑆5(𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3)⊕ 𝑆2(𝑥3)⊕ 𝑥4, 𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1,
𝑆6(𝑆4(𝑆2(𝑥3)⊕ 𝑥4)⊕ 𝑥1)⊕ 𝑆1(𝑥1)⊕ 𝑥2, 𝑆3(𝑆1(𝑥1)⊕ 𝑥2)⊕ 𝑥3]
Випадок 1.
Для вектору 𝑥 ∈ 𝑉 2𝑛 позначимо через 𝑥1, 𝑥2, 𝑥3 та 𝑥4 його частини
вiдповiдно. Розглянемо проходження пари входiв 𝑥 та 𝑥⊕ (0||0||0||𝑎) через
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функцiю 𝐹 таким чином, щоб одержати на виходi пару (𝑏||𝑎||𝑎||𝑐).
𝜆𝐹 (0||0||0||𝑎,𝑏||𝑎||𝑎||𝑐) =∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑏·𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑏·𝑆2(𝑥3)⊕𝑏·𝑥4⊕𝑎·𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑎·𝑥1·
· (−1)𝑎·𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1)⊕𝑎·𝑆1(𝑥1)⊕𝑎·𝑥2⊕𝑎·𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑎·𝑥3·𝑥1·𝑥2·𝑥3⊕𝑎·𝑥4 =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)(0⊕𝑎)·(𝑥1⊕𝑎)·𝑆1(𝑥1)⊕(𝑎)·𝑥2⊕𝑎·𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕(𝑐)·𝑥3⊕𝑏·𝑆2(𝑥3)⊕·
· (−1)𝑏·𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕(𝑎⊕𝑏)·𝑥4⊕𝑎·𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑎·𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1) =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑏·0⊕𝑎·𝑆4(0)⊕(0⊕𝑎)·(𝑥1⊕𝑎)·𝑆6(𝑆4(0)⊕𝑥1)⊕𝑎·0⊕𝑎·𝑆3(0)⊕(𝑐)·𝑥3⊕·
· (−1)𝑏·𝑆5(𝑆3(0)⊕𝑥3)⊕𝑎·0⊕𝑎·𝑆2(𝑥3)·0·𝑆1(𝑥1) = 𝜆𝑆4(𝑎,𝑏)× 𝜆𝑆5(𝑎,𝑏⊕ 𝑐)
Випадок 2.
Для вектору 𝑥 ∈ 𝑉 2𝑛 позначимо через 𝑥1, 𝑥2, 𝑥3 та 𝑥4 його частини
вiдповiдно. Розглянемо проходження пари входiв 𝑥 та 𝑥⊕ (0||0||𝑎||0) через
функцiю 𝐹 таким чином, щоб одержати на виходi пару (0||𝑏||𝑏||𝑐).
Якщо 𝑆2 – бiєктивний, тодi 𝑦 приймає усi можливi позитивнi значення
з 𝐹 𝑛2 , та 𝑥3 = 𝑆
−1
3 (𝑥2 ⊕ 𝑦) , тодi
𝜆𝐹 (0||0||𝑎||0,0||𝑏||𝑏||𝑐) =∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)0·𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕0·𝑆2(𝑥3)⊕0·𝑥4⊕𝑏·𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑏·𝑥1·
· (−1)𝑏·𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1)⊕𝑏·𝑆1(𝑥1)⊕𝑏·𝑥2⊕𝑏·𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑏·𝑥3·𝑥1·𝑥2⊕𝑎·𝑥3·𝑥4 =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)(0⊕𝑏)·𝑥1⊕𝑏·𝑆1(𝑥1)⊕(𝑏)·𝑥2⊕𝑐·𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕(𝑐⊕𝑎)·𝑥3⊕0·𝑆2(𝑥3)⊕·
· (−1)0·𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕(0⊕0)·𝑥4⊕𝑏·𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑏·𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1) =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)0·𝑦⊕𝑏·𝑆4(𝑦)⊕(0⊕𝑏)·𝑥1⊕𝑏·𝑆6(𝑆4(𝑦)⊕𝑥1)⊕𝑏·0⊕𝑐·𝑆3(0)⊕(𝑐⊕𝑎)·𝑥3⊕·
· (−1)0·𝑆5(𝑆3(0)⊕𝑥3)·𝑦·𝑆2(𝑥3)·0·𝑆1(𝑥1) = 𝜆𝑆2(𝑎,𝑏)× 𝜆𝑆5(𝑏,𝑐)
Випадок 3.
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Для вектору 𝑥 ∈ 𝑉 2𝑛 позначимо через 𝑥1, 𝑥2, 𝑥3 та 𝑥4 його частини
вiдповiдно. Розглянемо проходження пари входiв 𝑥 та 𝑥⊕ (0||𝑎||0||0) через
функцiю 𝐹 таким чином, щоб одержати на виходi пару (𝑎||𝑐||𝑏||𝑎).
𝜆𝐹 (0||𝑎||0||0,𝑎||𝑐||𝑏||𝑎) =∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑎·𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑎·𝑆2(𝑥3)⊕𝑎·𝑥4⊕𝑐·𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑐·𝑥1·
· (−1)𝑏·𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1)⊕𝑏·𝑆1(𝑥1)⊕𝑏·𝑥2⊕𝑏·𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑏·𝑥3⊕0·𝑥1⊕𝑎·𝑥2⊕0·𝑥3⊕0·𝑥4 =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)(0⊕𝑐)·𝑥1⊕𝑏·𝑆1(𝑥1)⊕(𝑏⊕𝑎)·𝑥2⊕𝑎·𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕(𝑎⊕0)·𝑥3⊕𝑎·𝑆2(𝑥3)⊕·
· (−1)𝑎·𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕(0⊕𝑎)·𝑥4⊕𝑐·𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑏·𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1) =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑎·𝑦⊕𝑐·𝑆4(𝑦)⊕(0⊕𝑐)·𝑥1⊕𝑏·𝑆6(𝑆4(𝑦)⊕𝑥1)⊕𝑏·0⊕𝑎·𝑆3(0)⊕(𝑎⊕0)·𝑥3⊕·
· (−1)𝑎·𝑆5(𝑆3(0)⊕𝑥3)⊕0·𝑦⊕0·𝑆2(𝑥3)⊕𝑎·0⊕𝑎·𝑆1(𝑥1) = 𝜆𝑆3(𝑎,𝑏)× 𝜆𝑆6(𝑎,𝑏⊕ 𝑐)
Випадок 4.
Для вектору 𝑥 ∈ 𝑉 2𝑛 позначимо через 𝑥1, 𝑥2, 𝑥3 та 𝑥4 його частини
вiдповiдно. Розглянемо проходження пари входiв 𝑥 та 𝑥⊕ (𝑎||0||0||0) через
функцiю 𝐹 таким чином, щоб одержати на виходi пару (𝑏||𝑐||0||𝑏).
Якщо 𝑆1 – бiєктивний, тодi 𝑎 приймає усi можливi позитивнi значення
з 𝐹 𝑛2 , та 𝑆1(𝑥1)⊕ 𝑥2 = 𝑧, тодi
𝜆𝐹 (𝑎||0||0||0,𝑏||𝑐||0||𝑏) =∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑏·𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑏·𝑆2(𝑥3)⊕𝑏·𝑥4⊕𝑐·𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑐·𝑥1·
· (−1)0·𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1)⊕0·𝑆1(𝑥1)⊕0·𝑥2⊕0·𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕0·𝑥3⊕𝑎·𝑥1⊕0·𝑥2⊕0·𝑥3⊕0·𝑥4 =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)(𝑎⊕𝑐)·𝑥1⊕0·𝑆1(𝑥1)⊕(0⊕0)·𝑥2⊕𝑏·𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕(𝑏⊕0)·𝑥3⊕𝑏·𝑆2(𝑥3)⊕·
· (−1)𝑏·𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕(0⊕𝑏)·𝑥4⊕𝑐·𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕0·𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1) =
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=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑏·0⊕𝑐·𝑆4(0)⊕(𝑎⊕𝑐)·𝑥1⊕0·𝑆6(𝑆4(0)⊕𝑥1)⊕0·𝑧⊕𝑏·𝑆3(𝑧)⊕(𝑏⊕0)·𝑥3⊕·
· (−1)𝑏·𝑆5(𝑆3(𝑧)⊕𝑥3)⊕0·0⊕0·𝑆2(𝑥3)⊕0·𝑧⊕0·𝑆1(𝑥1) = 𝜆𝑆1(𝑎,𝑏)× 𝜆𝑆6(𝑏,𝑐)
Випадок 5.
Для вектору 𝑥 ∈ 𝑉 2𝑛 позначимо через 𝑥1, 𝑥2, 𝑥3 та 𝑥4 його частини
вiдповiдно. Розглянемо проходження пари входiв 𝑥 та 𝑥⊕ (0||𝑎||𝑏||𝑐) через
функцiю 𝐹 таким чином, щоб одержати на виходi пару (𝑘||𝑚||𝑒||𝑝).
Якщо 𝑆2 – бiєктивний, тодi 𝑦 приймає усi можливi позитивнi значення
з 𝐹 𝑛2 , та 𝑆2(𝑥3)⊕ 𝑥4 = 𝑦, тодi
𝜆𝐹 (0||𝑎||𝑏||𝑐,𝑘||𝑚||𝑒||𝑝) =∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑘·𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑘·𝑆2(𝑥3)⊕𝑘·𝑥4⊕𝑚·𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑚·𝑥1·
· (−1)𝑒·𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1)⊕𝑒·𝑆1(𝑥1)⊕𝑒·𝑥2⊕𝑒·𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑒·𝑥3⊕0·𝑥1⊕𝑎·𝑥2⊕𝑏·𝑥3⊕𝑐·𝑥4 =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)(0⊕𝑚)·𝑥1⊕𝑒·𝑆1(𝑥1)⊕(𝑒⊕𝑎)·𝑥2⊕𝑝·𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕(𝑝⊕𝑏)·𝑥3⊕𝑘·𝑆2(𝑥3)⊕·
· (−1)𝑘·𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕(𝑐⊕𝑘)·𝑥4⊕𝑚·𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑒·𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1) =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑘·𝑦⊕𝑚·𝑆4(𝑦)⊕(0⊕𝑚)·𝑥1⊕𝑒·𝑆6(𝑆4(𝑦)⊕𝑥1)⊕𝑒·0⊕𝑝·𝑆3(0)⊕(𝑝⊕𝑏)·𝑥3⊕·
·(−1)𝑘·𝑆5(𝑆3(0)⊕𝑥3)⊕𝑐·𝑦⊕𝑐·𝑆2(𝑥3)⊕𝑎·0⊕𝑎·𝑆1(𝑥1) = 𝜆𝑆2(𝑏,𝑑)×𝜆𝑆3(𝑎,𝑐⊕𝑑⊕𝑒)×𝜆𝑆4(𝑐,𝑘⊕𝑎)×
× 𝜆𝑆5(𝑑⊕ 𝑐, 𝑝⊕ 𝑘)× 𝜆𝑆6(𝑎,𝑚⊕ 𝑒)
Випадок 6.
Для вектору 𝑥 ∈ 𝑉 2𝑛 позначимо через 𝑥1, 𝑥2, 𝑥3 та 𝑥4 його частини
вiдповiдно. Розглянемо проходження пари входiв 𝑥 та 𝑥⊕ (𝑐||𝑎||0||𝑏) через
функцiю 𝐹 таким чином, щоб одержати на виходi пару (𝑒||𝑝||𝑘||𝑚).
Якщо 𝑆1 – бiєктивний, тодi 𝑧 приймає усi можливi позитивнi значення
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з 𝐹 𝑛2 , та 𝑆1(𝑥1)⊕ 𝑥2 = 𝑧, тодi
𝜆𝐹 (𝑐||𝑎||0||𝑏,𝑒||𝑝||𝑘||𝑚) =∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑒·𝑆5(𝑆3(𝑆1(𝑒1)⊕𝑒2)⊕𝑒3)⊕𝑒·𝑆2(𝑒3)⊕𝑒·𝑒4⊕𝑝·𝑆4(𝑆2(𝑒3)⊕𝑒4)⊕𝑝·𝑒1·
· (−1)𝑘·𝑆6(𝑆4(𝑆2(𝑒3)⊕𝑒4)⊕𝑒1)⊕𝑘·𝑆1(𝑒1)⊕𝑘·𝑒2⊕𝑘·𝑆3(𝑆1(𝑒1)⊕𝑒2)⊕𝑘·𝑒3⊕𝑐·𝑒1⊕𝑎·𝑒2⊕0·𝑒3⊕𝑏·𝑒4 =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)(𝑐⊕𝑝)·𝑒1⊕𝑘·𝑆1(𝑒1)⊕(𝑘⊕𝑎)·𝑒2⊕𝑚·𝑆3(𝑆1(𝑒1)⊕𝑒2)⊕(𝑚⊕0)·𝑒3⊕𝑒·𝑆2(𝑒3)⊕·
· (−1)𝑒·𝑆5(𝑆3(𝑆1(𝑒1)⊕𝑒2)⊕𝑒3)⊕(𝑏⊕𝑒)·𝑒4⊕𝑝·𝑆4(𝑆2(𝑒3)⊕𝑒4)⊕𝑘·𝑆6(𝑆4(𝑆2(𝑒3)⊕𝑒4)⊕𝑒1) =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑒·0⊕𝑝·𝑆4(0)⊕(𝑐⊕𝑝)·𝑒1⊕𝑘·𝑆6(𝑆4(0)⊕𝑒1)⊕𝑘·𝑧⊕𝑚·𝑆3(𝑧)⊕(𝑚⊕0)·𝑒3⊕·
·(−1)𝑒·𝑆5(𝑆3(𝑧)⊕𝑒3)⊕𝑏·0⊕𝑏·𝑆2(𝑒3)⊕𝑎·𝑧⊕𝑎·𝑆1(𝑒1) = 𝜆𝑆1(𝑐,𝑑)×𝜆𝑆3(𝑎,𝑘⊕𝑏)×𝜆𝑆4(𝑏,𝑒⊕𝑎⊕𝑑)×
× 𝜆𝑆5(𝑏,𝑚⊕ 𝑒)× 𝜆𝑆6(𝑑⊕ 𝑎, 𝑝⊕ 𝑘)
Випадок 7.
Для вектору 𝑥 ∈ 𝑉 2𝑛 позначимо через 𝑥1, 𝑥2, 𝑥3 та 𝑥4 його частини
вiдповiдно. Розглянемо проходження пари входiв 𝑥 та 𝑥⊕(𝑝||𝑚||𝑘||𝑎) через
функцiю 𝐹 таким чином, щоб одержати на виходi пару (𝑏||𝑐||𝑑||𝑒).
Якщо 𝑆1 – бiєктивний, тодi 𝑧 приймає усi можливi позитивнi значення
з 𝐹 𝑛2 , та 𝑆1(𝑥1)⊕ 𝑥2 = 𝑧, тодi
𝜆𝐹 (𝑝||𝑚||𝑘||𝑎,𝑏||𝑐||𝑑||𝑒) =∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑏·𝑆5(𝑆3(𝑆1(𝑏1)⊕𝑏2)⊕𝑏3)⊕𝑏·𝑆2(𝑏3)⊕𝑏·𝑏4⊕𝑐·𝑆4(𝑆2(𝑏3)⊕𝑏4)⊕𝑐·𝑏1·
· (−1)𝑑·𝑆6(𝑆4(𝑆2(𝑏3)⊕𝑏4)⊕𝑏1)⊕𝑑·𝑆1(𝑏1)⊕𝑑·𝑏2⊕𝑑·𝑆3(𝑆1(𝑏1)⊕𝑏2)⊕𝑑·𝑏3⊕𝑝·𝑏1⊕𝑚·𝑏2⊕𝑘·𝑏3⊕𝑎·𝑏4 =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)(𝑝⊕𝑐)·𝑏1⊕𝑑·𝑆1(𝑏1)⊕(𝑑⊕𝑚)·𝑏2⊕𝑒·𝑆3(𝑆1(𝑏1)⊕𝑏2)⊕(𝑒⊕𝑘)·𝑏3⊕𝑏·𝑆2(𝑏3)⊕·
· (−1)𝑏·𝑆5(𝑆3(𝑆1(𝑏1)⊕𝑏2)⊕𝑏3)⊕(𝑎⊕𝑏)·𝑏4⊕𝑐·𝑆4(𝑆2(𝑏3)⊕𝑏4)⊕𝑑·𝑆6(𝑆4(𝑆2(𝑏3)⊕𝑏4)⊕𝑏1) =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑏·𝑦⊕𝑐·𝑆4(𝑦)⊕(𝑝⊕𝑐)·𝑏1⊕𝑑·𝑆6(𝑆4(𝑦)⊕𝑏1)⊕𝑑·𝑧⊕𝑒·𝑆3(𝑧)⊕(𝑒⊕𝑘)·𝑏3⊕·
· (−1)𝑏·𝑆5(𝑆3(𝑧)⊕𝑏3)⊕𝑎·𝑦⊕𝑎·𝑆2(𝑏3)⊕𝑚·𝑧⊕𝑚·𝑆1(𝑏1)
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Якщо 𝑆2 – бiєктивний, тодi 𝑦 приймає усi можливi позитивнi значення з
𝐹 𝑛2 , та 𝑆2(𝑥3)⊕ 𝑥4 = 𝑦, тодi∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑏·𝑦⊕𝑐·𝑆4(𝑦)⊕(𝑝⊕𝑐)·𝑏1⊕𝑑·𝑆6(𝑆4(𝑦)⊕𝑏1)⊕𝑑·𝑧⊕𝑒·𝑆3(𝑧)⊕(𝑒⊕𝑘)·𝑏3⊕·
· (−1)𝑏·𝑆5(𝑆3(𝑧)⊕𝑏3)⊕𝑎·𝑦⊕𝑎·𝑆2(𝑏3)⊕𝑚·𝑧⊕𝑚·𝑆1(𝑏1) =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)(𝑏⊕𝑎)·𝑦⊕𝑐·𝑆4(𝑦)·
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)(𝑝⊕𝑐)·𝑥1⊕𝑚·𝑆1(𝑥1)⊕𝑑·𝑆6(𝑆4(𝑦)⊕𝑥1)·
·
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)(𝑑⊕𝑚)·𝑧⊕𝑒·𝑆3(𝑧)·
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )2
(−1)(𝑒⊕𝑘)·𝑥3⊕𝑎·𝑆2(𝑥3)⊕𝑏·𝑆5(𝑆3(𝑧)⊕𝑥3) =
= 𝜆𝑆3(𝑚,𝑑⊕ 𝑟)× 𝜆𝑆4(𝑎,𝑏⊕ 𝑞)× 𝜆𝑆5(𝑟, 𝑏⊕ 𝑒)× 𝜆𝑆6(𝑞, 𝑑⊕ 𝑒)
Випадок 8.
Для вектору 𝑥 ∈ 𝑉 2𝑛 позначимо через 𝑥1, 𝑥2, 𝑥3 та 𝑥4 його частини
вiдповiдно. Розглянемо проходження пари входiв 𝑥 та 𝑥⊕ (0||𝑎||0||𝑏) через
функцiю 𝐹 таким чином, щоб одержати на виходi пару (𝑑||𝑒||𝑐||𝑚).
𝜆𝐹 (0||𝑎||0||𝑏,𝑑||𝑒||𝑐||𝑚) =∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑑·𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑑·𝑆2(𝑥3)⊕𝑑·𝑥4⊕𝑒·𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑒·𝑥1·
· (−1)𝑐·𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1)⊕𝑐·𝑆1(𝑥1)⊕𝑐·𝑥2⊕𝑐·𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑐·𝑥3⊕0·𝑥1⊕𝑎·𝑥2⊕0·𝑥3⊕𝑏·𝑥4 =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)(0⊕𝑒)·𝑥1⊕𝑐·𝑆1(𝑥1)⊕(𝑐⊕𝑎)·𝑥2⊕𝑚·𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕(𝑚⊕0)·𝑥3⊕𝑑·𝑆2(𝑥3)⊕·
· (−1)𝑑·𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕(𝑏⊕𝑑)·𝑥4⊕𝑒·𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑐·𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1) =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑑·𝑦⊕𝑒·𝑆4(𝑦)⊕(0⊕𝑒)·𝑥1⊕𝑐·𝑆6(𝑆4(𝑦)⊕𝑥1)⊕𝑐·0⊕𝑚·𝑆3(0)⊕(𝑚⊕0)·𝑥3⊕·
· (−1)𝑑·𝑆5(𝑆3(0)⊕𝑥3)⊕𝑏·𝑦⊕𝑏·𝑆2(𝑥3)⊕𝑎·0⊕𝑎·𝑆1(𝑥1) = 𝜆𝑆3(𝑎,𝑏⊕ 𝑐)× 𝜆𝑆4(𝑏,𝑑⊕ 𝑎)×
× 𝜆𝑆5(𝑏,𝑚⊕ 𝑑)× 𝜆𝑆6(𝑎, 𝑒⊕ 𝑐)
Випадок 9.
Для вектору 𝑥 ∈ 𝑉 2𝑛 позначимо через 𝑥1, 𝑥2, 𝑥3 та 𝑥4 його частини
вiдповiдно. Розглянемо проходження пари входiв 𝑥 та 𝑥⊕ (𝑎||𝑏||0||0) через
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функцiю 𝐹 таким чином, щоб одержати на виходi пару (𝑑||𝑚||𝑘||𝑑).
Якщо 𝑆1 – бiєктивний, тодi 𝑧 приймає усi можливi позитивнi значення
з 𝐹 𝑛2 , та 𝑆1(𝑥1)⊕ 𝑥2 = 𝑧 , тодi
𝜆𝐹 (𝑎||𝑏||0||0,𝑑||𝑚||𝑘||𝑑) =∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑑·𝑆5(𝑆3(𝑆1(𝑑1)⊕𝑑2)⊕𝑑3)⊕𝑑·𝑆2(𝑑3)⊕𝑑·𝑑4⊕𝑚·𝑆4(𝑆2(𝑑3)⊕𝑑4)⊕𝑚·𝑑1·
· (−1)𝑘·𝑆6(𝑆4(𝑆2(𝑑3)⊕𝑑4)⊕𝑑1)⊕𝑘·𝑆1(𝑑1)⊕𝑘·𝑑2⊕𝑘·𝑆3(𝑆1(𝑑1)⊕𝑑2)⊕𝑘·𝑑3⊕𝑎·𝑑1⊕𝑏·𝑑2⊕0·𝑑3⊕0·𝑑4 =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)(𝑎⊕𝑚)·𝑑1⊕𝑘·𝑆1(𝑑1)⊕(𝑘⊕𝑏)·𝑑2⊕𝑑·𝑆3(𝑆1(𝑑1)⊕𝑑2)⊕(𝑑⊕0)·𝑑3⊕𝑑·𝑆2(𝑑3)⊕·
· (−1)𝑑·𝑆5(𝑆3(𝑆1(𝑑1)⊕𝑑2)⊕𝑑3)⊕(0⊕𝑑)·𝑑4⊕𝑚·𝑆4(𝑆2(𝑑3)⊕𝑑4)⊕𝑘·𝑆6(𝑆4(𝑆2(𝑑3)⊕𝑑4)⊕𝑑1) =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑑·𝑦⊕𝑚·𝑆4(𝑦)⊕(𝑎⊕𝑚)·𝑑1⊕𝑘·𝑆6(𝑆4(𝑦)⊕𝑑1)⊕𝑘·𝑧⊕𝑑·𝑆3(𝑧)⊕(𝑑⊕0)·𝑑3⊕·
· (−1)𝑑·𝑆5(𝑆3(𝑧)⊕𝑑3)⊕0·𝑦⊕0·𝑆2(𝑑3)⊕𝑏·𝑧⊕𝑏·𝑆1(𝑑1) =
= 𝜆𝑆1(𝑎,𝑞 ⊕ 𝑏)× 𝜆𝑆3(𝑏,𝑘)× 𝜆𝑆6(𝑞, 𝑘 ⊕𝑚)
Випадок 10.
Для вектору 𝑥 ∈ 𝑉 2𝑛 позначимо через 𝑥1, 𝑥2, 𝑥3 та 𝑥4 його частини
вiдповiдно. Розглянемо проходження пари входiв 𝑥 та 𝑥⊕ (0||0||𝑎||𝑏) через
функцiю 𝐹 таким чином, щоб одержати на виходi пару (𝑘||𝑒||𝑒||𝑝).
Якщо 𝑆2 – бiєктивний, тодi 𝑦 приймає усi можливi позитивнi значення
з 𝐹 𝑛2 , та 𝑆2(𝑥3)⊕ 𝑥4 = 𝑦, тодi
𝜆𝐹 (0||0||𝑎||𝑏,𝑘||𝑒||𝑒||𝑝) =
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4(−1)
𝑘·𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕𝑘·𝑆2(𝑥3)⊕𝑘·𝑥4⊕𝑒·𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑒·𝑥1·
· (−1)𝑒·𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1)⊕𝑒·𝑆1(𝑥1)⊕𝑒·𝑥2⊕𝑒·𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑒·𝑥3⊕0·𝑥1⊕0·𝑥2⊕𝑎·𝑥3⊕𝑏·𝑥4 =
=(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4 (−1)
(0⊕𝑒)·𝑥1⊕𝑒·𝑆1(𝑥1)⊕(𝑒⊕0)·𝑥2⊕𝑝·𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕(𝑝⊕𝑎)·𝑥3⊕𝑘·𝑆2(𝑥3)⊕·
· (−1)𝑘·𝑆5(𝑆3(𝑆1(𝑥1)⊕𝑥2)⊕𝑥3)⊕(𝑏⊕𝑘)·𝑥4⊕𝑒·𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑒·𝑆6(𝑆4(𝑆2(𝑥3)⊕𝑥4)⊕𝑥1) =
=(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4 (−1)
𝑘·𝑦⊕𝑒·𝑆4(𝑦)⊕(0⊕𝑒)·𝑥1⊕𝑒·𝑆6(𝑆4(𝑦)⊕𝑥1)⊕𝑒·0⊕𝑝·𝑆3(0)⊕(𝑝⊕𝑎)·𝑥3⊕·
· (−1)𝑘·𝑆5(𝑆3(0)⊕𝑥3)⊕𝑏·𝑦⊕𝑏·𝑆2(𝑥3)⊕0·0⊕0·𝑆1(𝑥1) = 𝜆𝑆2(𝑎,𝑞)× 𝜆𝑆4(𝑏,𝑘)× 𝜆𝑆5(𝑞, 𝑝⊕ 𝑘)
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Випадок 11.
Для вектору 𝑥 ∈ 𝑉 2𝑛 позначимо через 𝑥1, 𝑥2, 𝑥3 та 𝑥4 його частини
вiдповiдно. Розглянемо проходження пари входiв 𝑥 та 𝑥⊕ (𝑎||0||𝑏||0) через
функцiю 𝐹 таким чином, щоб одержати на виходi пару (𝑑||𝑚||𝑘||𝑝).
Якщо 𝑆1 – бiєктивний, тодi 𝑧 приймає усi можливi позитивнi значення
з 𝐹 𝑛2 , та 𝑆1(𝑥1)⊕𝑥2 = 𝑧 та якщо 𝑆2 – бiєктивний, тодi 𝑦 приймає усi можливi
позитивнi значення з 𝐹 𝑛2 , та 𝑆2(𝑥3)⊕ 𝑥4 = 𝑦, тодi
𝜆𝐹 (𝑎||0||𝑏||0,𝑐||𝑘||𝑑||𝑒) =∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑐·𝑆5(𝑆3(𝑆1(𝑐1)⊕𝑐2)⊕𝑐3)⊕𝑐·𝑆2(𝑐3)⊕𝑐·𝑐4⊕𝑘·𝑆4(𝑆2(𝑐3)⊕𝑐4)⊕𝑘·𝑐1·
· (−1)𝑑·𝑆6(𝑆4(𝑆2(𝑐3)⊕𝑐4)⊕𝑐1)⊕𝑑·𝑆1(𝑐1)⊕𝑑·𝑐2⊕𝑑·𝑆3(𝑆1(𝑐1)⊕𝑐2)⊕𝑑·𝑐3⊕𝑎·𝑐1⊕0·𝑐2⊕𝑏·𝑐3⊕0·𝑐4 =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)(𝑎⊕𝑘)·𝑐1⊕𝑑·𝑆1(𝑐1)⊕(𝑑⊕0)·𝑐2⊕𝑒·𝑆3(𝑆1(𝑐1)⊕𝑐2)⊕(𝑒⊕𝑏)·𝑐3⊕𝑐·𝑆2(𝑐3)⊕·
· (−1)𝑐·𝑆5(𝑆3(𝑆1(𝑐1)⊕𝑐2)⊕𝑐3)⊕(0⊕𝑐)·𝑐4⊕𝑘·𝑆4(𝑆2(𝑐3)⊕𝑐4)⊕𝑑·𝑆6(𝑆4(𝑆2(𝑐3)⊕𝑐4)⊕𝑐1) =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑐·𝑦⊕𝑘·𝑆4(𝑦)⊕(𝑎⊕𝑘)·𝑐1⊕𝑑·𝑆6(𝑆4(𝑦)⊕𝑐1)⊕𝑑·𝑧⊕𝑒·𝑆3(𝑧)⊕(𝑒⊕𝑏)·𝑐3⊕·
· (−1)𝑐·𝑆5(𝑆3(𝑧)⊕𝑐3)⊕0·𝑦⊕0·𝑆2(𝑐3)⊕0·𝑧⊕0·𝑆1(𝑐1) =
= 𝜆𝑆1(𝑎,𝑐)× 𝜆𝑆2(𝑏,𝑑)× 𝜆𝑆5(𝑑, 𝑒⊕ 𝑐)× 𝜆𝑆6(𝑐, 𝑑⊕ 𝑘)
Випадок 12.
Для вектору 𝑥 ∈ 𝑉 2𝑛 позначимо через 𝑥1, 𝑥2, 𝑥3 та 𝑥4 його частини
вiдповiдно. Розглянемо проходження пари входiв 𝑥 та 𝑥⊕ (𝑎||0||𝑏||𝑐) через
функцiю 𝐹 таким чином, щоб одержати на виходi пару (𝑘||𝑝||𝑒||𝑚).
Якщо 𝑆1 – бiєктивний, тодi 𝑧 приймає усi можливi позитивнi значення
з 𝐹 𝑛2 , та 𝑆1(𝑥1)⊕𝑥2 = 𝑧 та якщо 𝑆2 – бiєктивний, тодi 𝑦 приймає усi можливi
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позитивнi значення з 𝐹 𝑛2 , та 𝑆2(𝑥3)⊕ 𝑥4 = 𝑦, тодi
𝜆𝐹 (𝑎||0||𝑏||𝑐,𝑘||𝑝||𝑒||𝑚) =∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑘·𝑆5(𝑆3(𝑆1(𝑘1)⊕𝑘2)⊕𝑘3)⊕𝑘·𝑆2(𝑘3)⊕𝑘·𝑘4⊕𝑝·𝑆4(𝑆2(𝑘3)⊕𝑘4)⊕𝑝·𝑘1·
· (−1)𝑒·𝑆6(𝑆4(𝑆2(𝑘3)⊕𝑘4)⊕𝑘1)⊕𝑒·𝑆1(𝑘1)⊕𝑒·𝑘2⊕𝑒·𝑆3(𝑆1(𝑘1)⊕𝑘2)⊕𝑒·𝑘3⊕𝑎·𝑘1⊕0·𝑘2⊕𝑏·𝑘3⊕𝑐·𝑘4 =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)(𝑎⊕𝑝)·𝑘1⊕𝑒·𝑆1(𝑘1)⊕(𝑒⊕0)·𝑘2⊕𝑚·𝑆3(𝑆1(𝑘1)⊕𝑘2)⊕(𝑚⊕𝑏)·𝑘3⊕𝑘·𝑆2(𝑘3)⊕·
· (−1)𝑘·𝑆5(𝑆3(𝑆1(𝑘1)⊕𝑘2)⊕𝑘3)⊕(𝑐⊕𝑘)·𝑘4⊕𝑝·𝑆4(𝑆2(𝑘3)⊕𝑘4)⊕𝑒·𝑆6(𝑆4(𝑆2(𝑘3)⊕𝑘4)⊕𝑘1) =
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑘·𝑦⊕𝑝·𝑆4(𝑦)⊕(𝑎⊕𝑝)·𝑘1⊕𝑒·𝑆6(𝑆4(𝑦)⊕𝑘1)⊕𝑒·𝑧⊕𝑚·𝑆3(𝑧)⊕(𝑚⊕𝑏)·𝑘3⊕·
· (−1)𝑘·𝑆5(𝑆3(𝑧)⊕𝑘3)⊕𝑐·𝑦⊕𝑐·𝑆2(𝑘3)⊕0·𝑧⊕0·𝑆1(𝑘1) =
= 𝜆𝑆1(𝑎,𝑑)× 𝜆𝑆2(𝑏,𝑒⊕ 𝑐)× 𝜆𝑆4(𝑐,𝑘 ⊕ 𝑑)× 𝜆𝑆5(𝑒,𝑚⊕ 𝑘)× 𝜆𝑆6(𝑑, 𝑝⊕ 𝑒)
Випадок 13.
Для вектору 𝑥 ∈ 𝑉 2𝑛 позначимо через 𝑥1, 𝑥2, 𝑥3 та 𝑥4 його частини
вiдповiдно. Розглянемо проходження пари входiв 𝑥 та 𝑥⊕ (𝑎||𝑏||𝑐||0) через
функцiю 𝐹 таким чином, щоб одержати на виходi пару (𝑑||𝑚||𝑘||𝑝).
Якщо 𝑆1 – бiєктивний, тодi 𝑧 приймає усi можливi позитивнi значення
з 𝐹 𝑛2 , та 𝑆1(𝑥1)⊕𝑥2 = 𝑧 та якщо 𝑆2 – бiєктивний, тодi 𝑦 приймає усi можливi
позитивнi значення з 𝐹 𝑛2 , та 𝑆2(𝑥3)⊕ 𝑥4 = 𝑦, тодi
𝜆𝐹 (𝑎||𝑏||𝑐||0,𝑑||𝑚||𝑘||𝑝) =∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑑·𝑆5(𝑆3(𝑆1(𝑑1)⊕𝑑2)⊕𝑑3)⊕𝑑·𝑆2(𝑑3)⊕𝑑·𝑑4⊕𝑚·𝑆4(𝑆2(𝑑3)⊕𝑑4)⊕𝑚·𝑑1·
· (−1)𝑘·𝑆6(𝑆4(𝑆2(𝑑3)⊕𝑑4)⊕𝑑1)⊕𝑘·𝑆1(𝑑1)⊕𝑘·𝑑2⊕𝑘·𝑆3(𝑆1(𝑑1)⊕𝑑2)⊕𝑘·𝑑3⊕𝑎·𝑑1⊕𝑏·𝑑2⊕𝑐·𝑑3⊕0·𝑑4 =
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=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)(𝑎⊕𝑚)·𝑑1⊕𝑘·𝑆1(𝑑1)⊕(𝑘⊕𝑏)·𝑑2⊕𝑝·𝑆3(𝑆1(𝑑1)⊕𝑑2)⊕(𝑝⊕𝑐)·𝑑3⊕𝑑·𝑆2(𝑑3)⊕·
· (−1)𝑑·𝑆5(𝑆3(𝑆1(𝑑1)⊕𝑑2)⊕𝑑3)⊕(0⊕𝑑)·𝑑4⊕𝑚·𝑆4(𝑆2(𝑑3)⊕𝑑4)⊕𝑘·𝑆6(𝑆4(𝑆2(𝑑3)⊕𝑑4)⊕𝑑1) =
=
∑︁
(𝑥1,𝑥2,𝑥3,𝑥4)∈(𝐹𝑛2 )4
(−1)𝑑·𝑦⊕𝑚·𝑆4(𝑦)⊕(𝑎⊕𝑚)·𝑑1⊕𝑘·𝑆6(𝑆4(𝑦)⊕𝑑1)⊕𝑘·𝑧⊕𝑝·𝑆3(𝑧)⊕(𝑝⊕𝑐)·𝑑3⊕·
· (−1)𝑑·𝑆5(𝑆3(𝑧)⊕𝑑3)⊕0·𝑦⊕0·𝑆2(𝑑3)⊕𝑏·𝑧⊕𝑏·𝑆1(𝑑1) =
= 𝜆𝑆1(𝑎,𝑑⊕ 𝑏)× 𝜆𝑆2(𝑐,𝑒)× 𝜆𝑆3(𝑏,𝑘 ⊕ 𝑒)× 𝜆𝑆5(𝑒, 𝑝⊕ 𝑑)× 𝜆𝑆6(𝑑, 𝑘 ⊕𝑚)
Основний результат щодо оцiнки лiнiйних потенцiалiв безключової
схеми CLEFIA подамо у виглядi такої теореми.
Теорема 2.4. Нехай 𝑆1 , 𝑆2, 𝑆3, 𝑆4, 𝑆5, та 𝑆6 – це 𝑛-бiтнi 𝑆-блоки (не
обов’язково рiзнi), 𝐹 – це 4𝑛-бiтова функцiя, побудована за структурою
трираундової схеми CLEFIA iз вiдображеннями 𝑆1 , 𝑆2, 𝑆3, 𝑆4, 𝑆5, та 𝑆6
в якостi раундових перетворень. Тодi:
ℒ(𝐹 ) ≥ max(ℒ(𝑆4)ℒ𝑚𝑖𝑛(𝑆5),ℒ(𝑆2)ℒ𝑚𝑖𝑛(𝑆5),ℒ(𝑆3)ℒ𝑚𝑖𝑛(𝑆6),ℒ(𝑆1)ℒ𝑚𝑖𝑛(𝑆6)),
де ℒ𝑚𝑖𝑛(𝐹 ) = min𝑏∈𝐹𝑛2 ,?̸?=0 𝑚𝑎𝑥𝑎∈𝐹𝑛2 |𝜆𝐹 (𝑎,𝑏)|
Бiльш того,
1) Якщо 𝑆4 та 𝑆5 – бiєктивнi, то
ℒ(𝐹 ) ≥ ℒ(𝑆4)ℒ𝑚𝑖𝑛(𝑆−15 )
2) Якщо 𝑆2 та 𝑆5 – бiєктивнi, то
ℒ(𝐹 ) ≥ ℒ(𝑆2)ℒ𝑚𝑖𝑛(𝑆−15 )
3) Якщо 𝑆3 – бiєктивний, то
ℒ(𝐹 ) ≥ ℒ(𝑆3)ℒ𝑚𝑖𝑛(𝑆−16 )
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4) Якщо 𝑆1 та 𝑆6 – бiєктивнi, то
ℒ(𝐹 ) ≥ ℒ(𝑆1)ℒ𝑚𝑖𝑛(𝑆−16 )
Доведення. Даний результат є прямим наслiдком Теореми 2.3. Так
само, як в Теоремi 2.2 обираємо найкращi лiнiйнi потенцiали та оцiнюємо
їх. Розглянемо пару масок (𝛼,𝛽), на якiй деяке 𝑆𝑖 досягає нелiнiйностi:
ℒ(𝑆𝑖). Для 𝑖 = 4 або 𝑖 = 5 з першого випадку Теореми 2.3 отримаємо для
будь-якого 𝛾:
|𝜆𝐹 (0||0||0||𝛼,𝛽||𝛼||𝛼||𝛾)| = ℒ(𝑆4)× |𝜆𝑆5(𝛼,𝛽 ⊕ 𝛾)|
|𝜆𝐹 (0||0||0||𝛼,𝛽 ⊕ 𝛾||𝛼||𝛼||𝛾)| = ℒ(𝑆5)× |𝜆𝑆4(𝛼,𝛽 ⊕ 𝛾)|
Тодi, для зазначених вище випадкiв обираємо ненульве значення 𝛾 та
𝜃, що максимiзує перетворення Уолша для правої компоненти рiвняння. За
визначенняи, ℒ𝑚𝑖𝑛(𝑆𝑗) тодi є нижньою оцiнкою для перетворення Уолша,
що знаходиться з правої частини рiвняння.
Останнiй пункт теореми доводиться з використанням другої та третьої
частини Теореми 2.3. Для будь-якого 𝛾 отримаємо
|𝜆𝐹 (0 ‖ 𝛼 ‖ 0 ‖ 0, 𝛼 ‖ 𝛾 ‖ 𝛽 ‖ 𝛼)| = ℒ(𝑆3)× |𝜆𝑆6(𝛼, 𝛽 ⊕ 𝛾)|
|𝜆𝐹 (𝛼 ‖ 0 ‖ 0 ‖ 0, 𝛽 ‖ 𝛾 ‖ 0 ‖ 𝛽)| = ℒ(𝑆1)× |𝜆𝑆6(𝛽,𝛾)|
Тодi, якщо 𝑆6 є перестановкою , для будь-якого фiксованого 𝛼 ̸= 0
max
𝛾∈𝐹𝑛2
|𝜆𝑆6(𝛼,𝛾)| ≥ ℒ𝑚𝑖𝑛(𝑆−16 ).
Аналагiчно отримано, якщо 𝑆5 є перестановкою , для будь-якого
фiксованого 𝛼 ̸= 0 :
max
𝛾∈𝐹𝑛2
|𝜆𝑆5(𝛼,𝛾)| ≥ ℒ𝑚𝑖𝑛(𝑆−15 ).
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2.3 Порiвняння криптографiчних властивостей схеми
CLEFIA з iншими схемами безключових перетворень
У своїй роботi [1] Лi та Ванг одержали аналiтичнi оцiнки для
диференцiальної рiвномiрностi та лiнiйних потенцiалiв для трираундової
безключової схеми Фейстеля. А.Канто та iн. [2] покращили цi оцiнки та
поширили їх на трираундову схему MISTY. Пiсля цього у бакалаврськiй
роботi було отримано оцiнки на трираундову R-схему.
У даному роздiлi проводиться порiвняльний аналiз отриманих оцiнок
для трираундової безключової схеми CLEFIA з оцiнками для
трираундової безключової схеми MISTY, отриманими у роботi А.Канто та
iн. [2], та покращеними ними оцiнками для трираундової безключової
схеми Фейстеля,отриманих у роботi Лi та Ванга [1], та отриманими
ранiше у бакалаврськiй дипломнiй роботi оцiнками для трираундової
безключової R-схеми.
Спочатку наведемо загальнi оцiнки для диференцiальної
однорiдностi та лiнiйних потенцiалiв трираундової безключової схеми
Фейстеля, трираундової безключової схеми MISTY, трираундової
безключової R-схеми, та трираундової безключової схеми CLEFIA.
Трираундова схема Фейстеля
Диференцiальна однорiднiсть
𝛿(𝐹 ) ≥ 𝛿(𝑆2)max(𝛿𝑚𝑖𝑛(𝑆1),𝛿𝑚𝑖𝑛(𝑆3))
1) Якщо 𝑆2 – не є перестановкою, то
𝛿(𝐹 ) ≥ 2𝑛+1
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2) Якщо 𝑆2 – перестановка, то
𝛿(𝐹 ) ≥ max
?̸?=2,𝑗 ̸=2,𝑖
max(𝛿(𝑆𝑖)𝛿𝑚𝑖𝑛(𝑆𝑗),𝛿(𝑆𝑖)𝛿𝑚𝑖𝑛(𝑆
−1
2 )))
Лiнiйнi потенцiали
ℒ(𝐹 ) ≥ ℒ(𝑆2)max(ℒ𝑚𝑖𝑛(𝑆1),ℒ𝑚𝑖𝑛(𝑆3))
1) Якщо 𝑆2 – перестановка, то
ℒ(𝐹 ) ≥ max
?̸?=2,𝑗 ̸=2,𝑖
max(ℒ(𝑆𝑖)ℒ𝑚𝑖𝑛(𝑆𝑗),ℒ(𝑆𝑖)ℒ𝑚𝑖𝑛(𝑆−12 )))
Трираундова схема MISTY
Диференцiальна однорiднiсть
𝛿(𝐹 ) ≥ 𝛿(𝑆1)max(𝛿𝑚𝑖𝑛(𝑆2),𝛿𝑚𝑖𝑛(𝑆3))
1) Якщо 𝑆1 – не є перестановкою, то
𝛿(𝐹 ) ≥ 2𝑛+1
2) Якщо 𝑆1 – перестановка, то
𝛿(𝐹 ) ≥ max
?̸?=1,𝑗 ̸=1,𝑖
max(𝛿(𝑆𝑖)𝛿𝑚𝑖𝑛(𝑆𝑗),𝛿(𝑆𝑖)𝛿𝑚𝑖𝑛(𝑆
−1
1 )))
Лiнiйнi потенцiали
ℒ(𝐹 ) ≥ max(ℒ(𝑆1)ℒ𝑚𝑖𝑛(𝑆2),ℒ(𝑆2)ℒ𝑚𝑖𝑛(𝑆1),ℒ(𝑆3)ℒ𝑚𝑖𝑛(𝑆1))
1) Якщо 𝑆3 – перестановка, то
ℒ(𝐹 ) ≥ ℒ(𝑆1)ℒ𝑚𝑖𝑛(𝑆−13 )
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2) Якщо 𝑆1 – перестановка, то
ℒ(𝐹 ) ≥ ℒ(𝑆3)ℒ𝑚𝑖𝑛(𝑆2)
3) Якщо 𝑆1 та 𝑆3 – перестановки, то
ℒ(𝐹 ) ≥ ℒ(𝑆2)ℒ𝑚𝑖𝑛(𝑆−13 )
Трираундова R-схема
Диференцiальна однорiднiсть
𝛿(𝐹 ) ≥ 𝛿(𝑆1)max(𝛿min(𝑆3), 𝛿min(𝑆2)),
1) якщо 𝑆1 є перестановкою:
𝛿(𝐹 ) ≥ max
𝑖 ̸=1,𝑗 ̸=1,𝑖
max(𝛿(𝑆𝑖)𝛿𝑚𝑖𝑛(𝑆𝑗),𝛿(𝑆𝑖)𝛿𝑚𝑖𝑛(𝑆
−1
1 )),
2) якщо 𝑆1 не є перестановкою:
𝛿(𝐹 ) ≥ 2𝑛+1.
Лiнiйнi потенцiали
ℒ(𝐹 ) ≥ max(ℒ(𝑆1)ℒ𝑚𝑖𝑛(𝑆2),ℒ(𝑆2)ℒ𝑚𝑖𝑛(𝑆1),ℒ(𝑆3)ℒ𝑚𝑖𝑛(𝑆1)),
1) Якщо 𝑆1 та 𝑆2 – перестановки, то
ℒ(𝐹 ) ≥ ℒ(𝑆2)ℒ𝑚𝑖𝑛(𝑆3)
2) Якщо 𝑆1 та 𝑆2 – перестановки, то
ℒ(𝐹 ) ≥ ℒ(𝑆3)ℒ𝑚𝑖𝑛(𝑆−11 )
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3) Якщо 𝑆1 – перестановка, то
ℒ(𝐹 ) ≥ ℒ(𝑆2)ℒ𝑚𝑖𝑛(𝑆−11 )
Трираундова схема CLEFIA
Диференцiальна однорiднiсть
𝛿(𝐹 ) ≥ max(𝛿(𝑆6)𝛿min(𝑆4), 𝛿(𝑆5)𝛿min(𝑆3)),
1) Зокрема, якщо 𝑆6 є перестановкою:
𝛿(𝐹 ) ≥ max
𝑖 ̸=6,𝑗 ̸=6,𝑖
max(𝛿(𝑆𝑖)𝛿𝑚𝑖𝑛(𝑆𝑗),𝛿(𝑆𝑖+1)𝛿𝑚𝑖𝑛(𝑆
−1
6 )),
2) якщо 𝑆4 не є перестановкою:
𝛿(𝐹 ) ≥ 2𝑛+1.
Лiнiйнi потенцiали
ℒ(𝐹 ) ≥ max(ℒ(𝑆4)ℒ𝑚𝑖𝑛(𝑆5),ℒ(𝑆2)ℒ𝑚𝑖𝑛(𝑆5),ℒ(𝑆3)ℒ𝑚𝑖𝑛(𝑆6),
ℒ(𝑆1)ℒ𝑚𝑖𝑛(𝑆6)),
1) Якщо 𝑆4 та 𝑆5 – бiєктивнi, то
ℒ(𝐹 ) ≥ ℒ(𝑆4)ℒ𝑚𝑖𝑛(𝑆−15 )
2) Якщо 𝑆2 та 𝑆5 – бiєктивнi, то
ℒ(𝐹 ) ≥ ℒ(𝑆2)ℒ𝑚𝑖𝑛(𝑆−15 )
3) Якщо 𝑆3 – бiєктивний, то
ℒ(𝐹 ) ≥ ℒ(𝑆3)ℒ𝑚𝑖𝑛(𝑆−16 )
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4) Якщо 𝑆1 та 𝑆6 – бiєктивнi, то
ℒ(𝐹 ) ≥ ℒ(𝑆1)ℒ𝑚𝑖𝑛(𝑆−16 )
У роботi [2] проаналiзовано криптографiчнi властивостi 8-бiтових
S-блокiв, побудованих за трираундовою безключовою схемою Фейстеля,
та S-блокiв, побудованих за трираундовою безключовою схемою MISTY.
У бакалаврськiй дипломнiй роботi проаналiзовано криптографiчнi
властивостi 8-бiтових S-блокiв, побудованих за трираундовою
безключовою R-схемою.
Проаналiзуємо криптографiчнi властивостi 16-бiтових S-блокiв
побудованих за трираундовою безключовою схемою CLEFIA з 4-бiтними
внутрiшнiми S-блоками, з особливим акцентом на тому випадку, коли три
внутрiшнiх S-блоки є бiєкцiями, так як це вiдповiдає випадку, коли
отримана функцiя є перестановкою.
Зокрема, для будь-якого 4-бiтної функцiї 𝑆, 𝛿𝑚𝑖𝑛(𝑆) ≥ 2 i
ℒ𝑚𝑖𝑛(𝑆) ≥ 4. Бiльш того, якщо 𝑆 – це 4-бiтова перестановка, то
𝛿𝑚𝑖𝑛(𝑆) ≥ 4 i ℒ𝑚𝑖𝑛(𝑆) ≥ 8.
Наступна оцiнка для диференцiальної рiвномiрностi трираундової
схеми CLEFIA над 𝐹 162 є прямим наслiдком Теореми 2.2.
Лема 2.1. Будь-яка 16-бiтна функцiя 𝐹 , побудована за структурою
трираундової схеми CLEFIA iз вiдображеннями 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5, та 𝑆6
в якостi раундових перетворень, досягає 𝛿(𝐹 ) ≥ 8.
Доведення. Оцiнка явно має мiсце коли 𝑆4 не є бiєкцiєю, так як
вiдомо з Теореми 2.2, що в цьому випадку 𝛿(𝐹 ) ≥ 25 = 32. Якщо 𝑆4 –
бiєкцiя, то 𝛿(𝑆4) ≥ 4, так як APN перестановки над 𝐹 42 не iснують.
Очевидно, що будь-який 4-бiтний S-блок 𝑆 задовольняє 𝛿𝑚𝑖𝑛(𝑆) ≥ 2, це
означає, що
𝛿(𝐹 ) ≥ 𝛿(𝑆4)𝛿𝑚𝑖𝑛(𝑆6) ≥ 8
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Крiм цього загального результату, можна забезпечити деякi необхiднi
умови на S-блок для досягнення попередньої нижньої оцiнки. Цей результат
заснований на наступнiй лемi.
Лема 2.2. Нехай 𝑆4 є 4-бiтовою пересановкою з 𝛿(𝑆4) = 4 i 𝑆1, 𝑆2,
𝑆3, 𝑆5 та 𝑆6 є 4-бiтовими функцiями. Нехай 𝐹 – це 16-бiтова функцiя,
побудована за структурою трираундової схеми CLEFIA iз
вiдображеннями 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5, та 𝑆6 в якостi раундових
перетворень. Якщо 𝛿(𝑆5) ≥ 4 або 𝛿(𝑆6) ≥ 4 або 𝛿(𝑆3) ≥ 4, тодi 𝛿(𝐹 ) ≥ 16
Доведення. Нехай позначимо через 𝒞(𝑆) безлiч стовпцiв в таблицi
розподiлiв диференцiалiв S-блоку, який складається тiльки з 0𝑠 i 2𝑠.
Пiсля чого, з першої частини Теореми 2.1 слiдує, що 𝛿(𝐹 ) ≥ 16, хоча
𝒞(𝑆4) мiстить всi рядки з таблицi розподiлiв диференцiалiв 𝑆6 зi
значенням бiльшим чи рiвним 4. Крiм того, з другої частини Теореми 2.1
слiдує, що 𝛿(𝐹 ) ≥ 16, хоча 𝒞(𝑆3) мiстить всi рядки в таблицi рiзницi 𝑆5 з
4. Така ситуацiя неможлива.
Таким чином, отримано наступну умову для побудови трираундової
схеми CLEFIA над 𝐹 162 з диференцiальною рiвномiрнiстю рiвною 8.
Теорема 2.5. Нехай 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5 та 𝑆6 є трьома 4-бiтними
S-блоками та нехай 𝐹 – це 16-бiтова функцiя, побудована за
структурою трираундової схеми CLEFIA iз вiдображеннями 𝑆1, 𝑆2, 𝑆3,
𝑆4, 𝑆5 та 𝑆6 в якостi раундових перетворень. Тодi 𝛿(𝐹 ) = 8 означає, що
𝑆4 є перестановкою з 𝛿(𝑆4) = 4 та 𝑆3, 𝑆4 i 𝑆6 є APN функцiями. В
iншому випадку 𝛿(𝐹 ) ≥ 12
Доведення. Так як 𝛿(𝐹 ) ≥ 32 виконується, коли 𝑆4 не є бiєкцiєю,
необхiдно зосередитися на тому випадку, коли 𝑆4 є перестановкою.
Якщо який-небудь iз складових S-блоку 𝑆𝑖 має диференцiальну
рiвномiрнiсть строго бiльше нiж 4, тобто, 𝛿(𝑆𝑖) ≥ 6, з Теореми 2.2
випливає, що 𝛿(𝐹 ) ≥ 𝛿(𝑆𝑖)𝛿𝑚𝑖𝑛(𝑆𝑗) ≥ 12. Таким чином, 𝛿(𝐹 ) = 8 може
бути досягнута тiльки тодi, коли 𝛿(𝑆4) = 4, 𝛿(𝑆3) ≤ 4, 𝛿(𝑆5) ≤ 4 i
𝛿(𝑆6) ≤ 4. Той факт, що 𝛿(𝐹 ) ≥ 16, коли хоча б один з S-блокiв 𝑆3, 𝑆5 або
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𝑆6 має диференцiальну рiвномiрнiсть 4, доведено в Лемi 2.2.
Теорема 2.6. Нехай 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5 та 𝑆6 є трьома 4-бiтними S-
блоками та нехай 𝐹 – це 16-бiтова функцiя, побудована за структурою
трираундової схеми CLEFIA iз вiдображеннями 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5 та 𝑆6
в якостi раундових перетворень. Тодi 𝛿(𝐹 ) ≥ 16.
Доведення. Результат є прямим наслiдком Теореми 2.1. Дiйсно,
гарантовано iснують такi 𝑎, 𝑏 i 𝑐, що щонайменше одна з наступних трьох
властивостей виконується:
1) 𝛿𝑆4(𝑎, 𝑏) ≥ 4 та 𝛿𝑆6(𝑏, 𝑐) ≥ 4.
2) 𝛿𝑆3(𝑎, 𝑏) ≥ 4 та 𝛿𝑆5(𝑏, 𝑐) ≥ 4.
У кожному з цих випадкiв, Теорема 2.1 має диференцiал (𝛼, 𝛽) для 𝐹
з 𝛿𝐹 (𝛼, 𝛽) = 16
Використовуючи факт, що будь-яка 4-бiтова перестановка 𝑆
задовольняє умовi ℒ(𝑆) ≥ 8 i ℒ𝑚𝑖𝑛 ≥ 8, виводимо безпосередньо з Теореми
2.4 наступнi оцiнки.
Теорема 2.7. Нехай 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5 та 𝑆6 є трьома 4-бiтними S-
блоками та нехай 𝐹 – це 16-бiтова функцiя, побудована за структурою
трираундової схеми CLEFIA iз вiдображеннями 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5 та 𝑆6
в якостi раундових перетворень. Якщо який-небудь з шести внутрiшнiх
S-блокiв є перестановкою, то
ℒ(𝐹 ) ≥ 64
Бiльш того, якщо ℒ(𝐹 ) < 64 то 𝛿(𝐹 ) ≥ 32
Навiть якщо трираундова схема CLEFIA має ℒ(𝐹 ) < 64, можна
показати, що її лiнiйнiсть складає щонайменше 48.
Теорема 2.8. Нехай 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5 та 𝑆6 є трьома 4-бiтними S-
блоками та нехай 𝐹 – це 16-бiтова функцiя, побудована за структурою
трираундової схеми CLEFIA iз вiдображеннями 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5 та 𝑆6
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в якостi раундових перетворень. Тодi
ℒ(𝐹 ) ≥ 48
Доведення. Теорема 2.4 показує, що результат має мiсце, якщо 𝑆6 є
перестановкою. Припустимо, що 𝑆6 не є перестановкою, тобто iснує деяка
ненульова вихiдна маска 𝑐, така що 𝜆𝑆6(,0) > 0. Використовуючи четвертий
пункт Теореми 2.3, отримуємо, що
𝜆𝐹 (𝑎 ‖ 0 ‖ 0 ‖ 0, 0 ‖ 𝑐 ‖ 0 ‖ 0) = 𝜆𝑆1(𝑎,0)× 𝜆𝑆6(0,0) = 16𝜆𝑆3(𝑎,𝑐)
Отриманий результат має мiсце, якщо iснує деяка ненульова 𝑎, така
що 𝜆𝑆1(𝑎,0) ≥ 4. В iншому випадку випливає, що
ℒ(𝐹 ) ≥ 48
Найкращi результати, що можна досягти для 8-бiтного оборотного S-
блоку, є:
1) для трираундової схеми Фейстеля: 𝛿(𝐹 ) = 8 i ℒ(𝐹 ) = 64.
2) для трираундової схеми MISTY: 𝛿(𝐹 ) = 16 i ℒ(𝐹 ) = 64.
3) для трираундової R-схеми: 𝛿(𝐹 ) = 16 i ℒ(𝐹 ) = 64.
4) для трираундової схеми CLEFIA: 𝛿(𝐹 ) = 16 i ℒ(𝐹 ) = 64.
Якщо 𝑛 = 4, для чотирьох конструкцiй виконується:
𝛿(𝐹 ) ≥ 8,
ℒ(𝐹 ) ≥ 48.
Крiм того, ℒ(𝐹 ) ≥ 64, якщо 𝛿(𝐹 ) ≥ 32.
Для побудови схем R-схеми та схеми CLEFIA з 𝑛 = 4, якщо 𝐹 є
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перестановкою, отримано бiльш жорсткi оцiнки:
𝛿(𝐹 ) ≥ 16,
ℒ(𝐹 ) ≥ 64.
Варто зауважити, що цi результати пояснюють порiвнюванi
властивостi S-блокiв, отриманих за допомогою моделювання,
запропонованого в роботi [25]. Отриманi результати усiх структур дуже
схожi, але для безключової схеми CLEFIA та безключової R-схеми
оптимальнi результати досягаються тiльки при необоротних внутрiшнiх
функцiях та накладаннi умов на блоки. Це означає, що схема Фейстеля є
бiльш придатною для побудови 8-бiтових або 16-бiтових перестановок.
Таким чином, дана робота показує, що трираундова безключова
схема Фейстеля дозволяє отримати кращi результати, нiж трираундова
безключова схема MISTY, трираундова безключова R-схема та
трираундова безключова схема CLEFIA для проектування оборотних
8-бiтових або 16-бiтових S-блокiв.
Однак, в деяких iнших контекстах трираундова безключова схема
CLEFIA та трираундова безключова R-схема мають ряд переваг, оскiльки
вони забезпечують бiльш високу продуктивнiсть з точки зору пропускної
здатностi i час очiкування через першi два S-блокiв для R-схеми та
чотири S-блоки для схеми CLEFIA може бути оцiнений паралельно.
Висновки до роздiлу 2
У даному роздiлi одержано аналiтичнi оцiнки для диференцiальної
рiвномiрностi та лiнiйних потенцiалiв безключової схеми CLEFIA,
вираженi через вiдповiднi параметри її раундових перетворень (S-блокiв).
Отриманi оцiнки криптографiчних властивостей схем безключового
78
перетворення можуть використовуватись на практицi для створення
нових шифрiв пiдвищеної надiйностi.
На основi проведених дослiджень зроблено порiвняльний аналiз
криптографiчних схем безключових перетворень. Зокрема, доведено, що
схема Фейстеля переважає схему CLEFIA у випадку побудови 8-бiтових
або 16-бiтових перестановок.
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ВИСНОВКИ
Дана робота становить собою закiнчене наукове дослiдження,
присвячене вирiшенню актуальної наукової задачi теоретичного
оцiнювання стiйкостi безключових схем блокових перетворень до
диференцiального та лiнiйного криптоаналiзу. Проведенi дослiдження
дозволили отримати новi науковi результати, перелiченi нижче.
1) На основi проведеного аналiзу встановлено, що сучаснi
криптографiчнi методи захисту iнформацiї в приладах з обмеженою
обчислювальною потужнiстю, малим об’ємом пам’ятi та малим
енергоспоживання вимагають знаходження нових та переробки вже
iснуючих схем криптографiчних перетворень.
2) На основi проведеного аналiзу встановлено, що для вивчення
криптографiчних властивостей схем iтеративних безключових
перетворень для побудови легких S-блокiв, необхiдно вивчити цi схеми з
фiксованим ключем, так як схема з фiксованим ключем еквiвалентна
схемi криптографiчних перетворень без ключа з рiзними S-блоками.
3) Одержано аналiтичнi оцiнки диференцiальної рiвномiрностi для
трираундової безключової схеми CLEFIA через вiдповiднi параметри її
раундових функцiй. Отриманi результати позволяють пiдвищити
ефективнiсть методiв аналiзу та синтезу алгоритмiв легкої криптографiї.
4) Одержано аналiтичнi оцiнки лiнiйних потенцiалiв для
трираундової безключової схеми CLEFIA через вiдповiднi параметри її
раундових функцiй. За результатами проведеного аналiзу рекомендовано
використовувати схему CLEFIA блокового перетворення для синтезу
блокових шифрiв легкої криптографiї як внутрiшню нелiнiйну функцiю.
5) На основi проведених дослiджень зроблено порiвняльний аналiз
криптографiчних схем безключових перетворень. Цiкаво вiдзначити, що
трираундова безключова схема CLEFIA не може запропонувати такий же
рiвень безпеки, як схема Фейстеля для побудови оборотних 8-бiтних
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S-блокiв. Сфера застосування отриманих результатiв включає як аналiз
вже iснуючих шифрiв та проектiв шифрiв легкої криптографiї (у тому
числi таких, що використовуються в дiючих системах криптографiчного
захисту iнформацiї), так i створення нових, доказово захищених
алгоритмiв шифрування легкої криптографiї. Таким чином, дана робота
сприяє пiдвищенню рiвня та якостi сучасної iнформацiйної безпеки.
6) На основi отриманих оцiнок криптографiчних властивостей схем
безключового перетворення у подальшому будуть проведенi розробки
конкретного 16-бiтного оборотного S-блоку, оптимiзованого для
легквагової реалiзацiї.
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