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Abstract
In 1948, Feynman showed Dyson how the Lorentz force law and homogeneous
Maxwell equations could be derived from commutation relations among Euclidean co-
ordinates and velocities, without reference to an action or variational principle. When
Dyson published the work in 1990, several authors noted that the derived equations
have only Galilean symmetry and so are not actually the Maxwell theory. In particular,
Hojman and Shepley proved that the existence of commutation relations is a strong
assumption, sufficient to determine the corresponding action, which for Feynman’s
derivation is of Newtonian form. In a recent paper, Tanimura generalized Feynman’s
derivation to a Lorentz covariant form with scalar evolution parameter, and obtained
an expression for the Lorentz force which appears to be consistent with relativistic
kinematics and relates the force to the Maxwell field in the usual manner. However,
Tanimura’s derivation does not lead to the usual Maxwell theory either, because the
force equation depends on a fifth (scalar) electromagnetic potential, and the invariant
evolution parameter cannot be consistently identified with the proper time of the par-
ticle motion. Moreover, the derivation cannot be made reparameterization invariant;
the scalar potential causes violations of the mass-shell constraint which this invariance
should guarantee.
In this paper, we examine Tanimura’s derivation in the framework of the proper time
method in relativistic mechanics, and use the technique of Hojman and Shepley to
study the unconstrained commutation relations. We show that Tanimura’s result then
corresponds to the five-dimensional electromagnetic theory previously derived from a
1
Stueckelberg-type quantum theory in which one gauges the invariant parameter in the
proper time method. This theory provides the final step in Feynman’s program of de-
riving the Maxwell theory from commutation relations; the Maxwell theory emerges as
the “correlation limit” of a more general gauge theory, in which it is properly contained.
1 Introduction
In 1990, Dyson [1] published a derivation, originally due to Feynman, of the Lorentz force
law in the form
m
d2xi
dt2
= Ei(t, x) + ǫijk
dxj
dt
Hk(t, x), (1.1)
and of the homogeneous Maxwell equations
∇ ·H = 0 ∇× E+
∂
∂t
H = 0, (1.2)
which assumes only the canonical commutation relations among Euclidean position and
velocity,
[ xi, xj ] = 0, (1.3)
m [ xi, x˙j ] = ih¯ δij, (1.4)
and Newton’s second law
m x¨i = F i(t, x, x˙), (1.5)
where x˙i = dxi/dt and i, j = 1, 2, 3. Feynman’s program of deriving the Maxwell theory
without reference to either canonical momenta or a Lagrangian was based on the hypothesis
that commutation relations between x and x˙ form a fundamental basis for mechanics, but
constitute a weaker set of initial assumptions, and might therefore lead to a more general
theory. Dyson explained that Feynman had shown him this derivation in October 1948 but
never published it because, “He was exploring possible alternatives to the standard theory,”
which this proof, by producing the usual equations, failed to provide.
Dyson’s publication of Feynman’s derivation provoked a debate in the literature [2, 3, 4,
5], with several papers challenging the identification of the derived equations as Maxwell’s
theory. These authors argue that although the Lorentz covariance of (1.2) may be assumed
a posteriori, Lorentz covariance of the inhomogeneous Maxwell equations conflicts with the
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Euclidean assumptions of the “proof.” In fact, as pointed out by [3] the homogeneous
equations may be regarded as Galilean or Lorentz covariant; however, the inhomogeneous
Maxwell equations are not Galilean covariant and the Lorentz force equations are not Lorentz
covariant.
This conflict of symmetries was demonstrated in a stronger fashion by Hojman and Shepley
[4] and by Hughes [5] who place Feynman’s program in the context of the inverse problem
of the calculus of variations and demonstrate that conditions (1.3) and (1.4) are sufficient
to establish the self-adjointness of the differential equations (1.5). Given self-adjointness,
it is well known [6] that the right hand side of (1.1) is the most general admissible form
for F i(t, x, x˙), and that this system of differential equations is equivalent to the Lagrangian
formulation
L =
1
2
mδij x˙
ix˙j + δij x˙
iAj(t, x) + A0(t, x) (1.6)
where
H = ∇×A E = −
(
∂
∂t
A+∇A0
)
. (1.7)
The potentials A0 and A must exist by virtue of (1.2). Hence, a Lagrangian and well-defined
canonical momenta exist, and these are of Galilean form. Furthermore, the inhomogeneous
equations of Maxwell form, which can be obtained by adding kinetic terms for the fields,
would not be Lorentz covariant since the source current is not Lorentz covariant. There-
fore, Feynman’s argument essentially re-derives the conditions on velocity dependent forces
in nonrelativistic mechanics. These conditions are essential to the self-adjointness of the
differential equations (a consequence of the commutation relations), but do not reveal the
full dynamical structure implied by the commutation relations.
In an attempt to achieve a properly relativistic version of Feynman’s derivation, Tanimura
[7] has presented a modified argument which maintains manifest Lorentz covariance (in
d-dimensional spacetime) throughout. Employing the approach which is the basis of the
“proper time formalism” [8, 9, 10, 11, 12], Tanimura assumes the commutation relations
[ xµ, xν ] = 0, (1.8)
m [ xµ, x˙ν ] = −ih¯ gµν(x), (1.9)
and the force law
m x¨µ = F µ(x, x˙), (1.10)
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where µ, ν = 0, · · · , d− 1, and x˙ = dx
dτ
, where τ is a Lorentz invariant parameter. In analogy
to Feynman’s derivation, he obtains expressions which are formally similar to the usual
covariant form of the Lorentz force in curved space
mx¨µ = F µ(x, x˙) = Gµ(x) + F µν(x) x˙
ν −mΓµνρ x˙
ν x˙ρ, (1.11)
where Γµνρ is the Levi-Civita connection
Γµνρ =
1
2
(∂ρgµν + ∂νgµρ − ∂µgνρ) (1.12)
(so that the terms proportional to m are the covariant derivative of the velocity), and the
homogeneous Maxwell equations,
∂µFνρ + ∂νFρµ + ∂ρFµν = 0. (1.13)
The vector field Gµ(x) satisfies
∂µGν − ∂νGµ = 0. (1.14)
From (1.13) and (1.14) one sees that Fµν and Gµ may be derived from a d-vector and a scalar
potential, respectively.
However, the expressions which Tanimura derives are not the Maxwell theory, either. In ad-
dition to the usual antisymmetric second rank tensor F µν , the electromagnetic field includes
the “new” d-vector field Gµ, and both of these fields contribute to the Lorentz force. But, F
µν
and Gµ are completely decoupled in the field equations, so that while G
µ(x) could act non-
trivially on particle motions, no interaction with the usual electromagnetic field is available
to control the scalar potential. Moreover, Tanimura finds that the variable τ introduced to
parameterize the world lines cannot be taken to be the proper time of the motion (the proper
time constraint x˙µx˙µ = 1 and (1.9) imply x˙
µ = 0) and must be treated as a “new” Lorentz
scalar, independent of the phase space coordinates. Similarly, the derivation is not invariant
under general reparameterization — only affine transformations of τ preserve the structure
of the equations. Since these differences from standard Maxwell electrodynamics originate
in the framework of the proper time method, they merit further study and explanation.
In this paper, we shall show that the appearance of a “new” scalar potential and a “new”
scalar time are necessary and related consequences of the unconstrained commutation rela-
tions assumed in the formulation of the problem. By assuming, in (1.8) and (1.9), that the
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2d components of position and velocity are independent, Tanimura defines an unconstrained
canonical problem in d + 1-dimensions with an implicit symplectic structure analogous to
that of the Newtonian problem posed by Feynman. Applying the technique of Hojman and
Shepley to the relativistic case, we shall construct the equivalent Lagrangian and Hamil-
tonian formulations of this canonical problem, which turn out to be naturally Lorentz and
gauge invariant. Since the form of the Lagrangian is determined by the commutation re-
lations, any constraints imposed on the system subsequently must be consistent with (1.8)
and (1.9). Thus, if we require that the parameter τ be a priori proportional to the proper
time, then the relation
x˙µx˙µ = (ds/dτ)
2 = constant (1.15)
would be constitute a constraint on the velocities, contradicting the assumptions of the
problem. Similarly, the validity of operations of the form
d
dτ
[xµ(τ), x˙µ(τ)] = [x˙µ(τ), x˙µ(τ)] + [xµ(τ), x¨µ(τ)] (1.16)
(a central step in the Feynman and Tanimura derivations) becomes questionable when τ
is not completely independent of the coordinates and velocities. For the same reasons,
general reparameterization invariance is inconsistent with equations (1.8) and (1.9), because
such invariance corresponds to a constraint on the phase space [13]. Following Hojman and
Shepley, we shall be led to an action in which reparameterization invariance is clearly absent.
We will further demonstrate that the “new” gauge degree of freedom, which appears through
the field Gµ, acts as a compensation field for the dependence of local gauge transformations
on the parameter τ , the “new” dimension independent of the spacetime variables. So, just as
in the Newtonian problem, it is the dimension of the dynamical problem which determines
the number of gauge degrees of freedom. Loosely speaking, one may think of the proper
time constraint in the conventional Maxwell theory as removing the additional gauge degree
of freedom (we will sharpen this point below).
The problem of implementing the canonical commutation relations
[xµ, pν] = −ih¯ δ
µ
ν (1.17)
on the 8 dimensional phase space coordinates is an old one, whose principal difficulties are
clearly seen in the course of Tanimura’s derivation. Since the observed time is a coordinate
in Minkowski space, it may not be used as a parameter of system evolution (in light of the
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Feynman-Stueckelberg [14] interpretation of negative energy states as propagating backward
in time, the motion need not even be monotonic in t). But if one parameterizes the coor-
dinates with a Lorentz invariant time (which by the arguments of the previous paragraph,
may not be identified with the proper time of the phase space) and maintains the notion of a
definite particle mass, then one must adequately handle the proper time (or mass-shell) con-
straint. In the original formulation of the so-called proper time method [9, 10, 11, 12, 15, 16],
the constraint was applied a posteriori to the solutions of the unconstrained problem, which
is permissible as long as the interactions preserve the mass-shell dynamically (we shall ex-
amine this point below). In more recent formulations [13, 17, 18, 19], the constrained theory
is rewritten in a form in which a Lagrange multiplier enforces the constraint dynamically.
In both of these methods, one associates with the system a manifestly covariant canonical
mechanics with invariant evolution parameter, permitting the application of techniques from
nonrelativistic mechanics. In addition, as pointed out by Schwinger [12], since the physical
interactions are independent of the evolution parameter, the proper time method preserves
the symmetries of the system.
In a different approach to the proper time formalism, introduced by Horwitz and Piron
[20], the invariant evolution parameter τ is regarded as a true physical time, playing the
role of the Newtonian time in nonrelativistic mechanics. One is then led to a symplectic
mechanics in which manifest Poincare´ covariance plays the role of Galilean covariance in
Newtonian mechanics (see also [21]). In this theory, the proper time relation (1.15) is not
a constraint at all. The value of x˙µx˙µ is a dynamical quantity; it may be constant only for
appropriate (for example, electromagnetic [10]) interactions. The relaxation of the constraint
permits the consideration of interactions of a more general type, and in particular allows
the construction of consistent relativistic potential models. The Hamiltonian form of this
mechanics leads naturally to a Schro¨dinger type equation, which has been solved for the
relativistic bound state [22] and scattering problems [23]. Arguing that local gauge invariance
of the Schro¨dinger equation should include gauge transformations dependent on the evolution
parameter, Sa’ad, Horwitz, and Arshansky [24] introduced a compensation field associated
with the invariant time τ . This new potential leads to an off-shell electromagnetic theory (so
called because the interactions explicitly take the electromagnetic fields off mass shell), which
nevertheless has the Maxwell theory as its (τ -static) equilibrium limit [25]. The quantum
field theory of off-shell electromagnetism has been developed and provides a basis for the
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empirical evaluation of this structure [25, 26, 27].
We examine here Tanimura’s work in the context of the proper time method. We will
show that the force and field equations obtained by Tanimura are just those of the off-
shell theory. By adapting the techniques of Hojman and Shepley, we will demonstrate that
Tanimura’s assumptions lead to the Lagrangian of off-shell electromagnetism. Thus, while
Tanimura’s derivation does not lead directly to the Maxwell theory, it does lead to a proper
generalization of Maxwell’s electromagnetism, which goes over to the Maxwell theory in a
systematic manner, and therefore fulfills Feynman’s program of providing a path from the
canonical commutation relations to Maxwell’s theory, as well as a more general theory.
That Tanimura’s derivation leads to a set of equations associated with an off-shell dynamical
theory leads to an interesting connection between commutation relations and gauge degrees
of freedom. This connection is of particular importance as the proper time method is in-
creasingly used with interactions depending explicitly on the proper time parameter [28]. As
we shall demonstrate below, such interactions require that the “new” gauge field associated
with the proper time dimension, possess a non-trivial relationship to the usual gauge fields
and are inconsistent with the requirements of on-shell dynamics.
In Section 2, we review Tanimura’s covariant derivation in curved spacetime, and obtain
equations (1.11), (1.13) and (1.14) from equations (1.8) and (1.9). In Section 3, we provide
a brief review of the inverse problem in the calculus of variations and the work of Hojman
and Shepley. We use these results to obtain Tanimura’s equations from self-adjointness. In
Section 4, we present the theory of off-shell electromagnetism as the local gauge theory of
covariant quantum mechanics with invariant evolution parameter, and shall show that it is
precisely the theory derived in Sections 2 and 3. We then show how the theory differs from
Maxwell electrodynamics as a dynamic theory, but reduces to it in the τ -static limit. In
the context of the off-shell theory, we will discuss the related issues of constraints and gauge
freedom. In Section 5, the presentation of Section 3 is generalized to the case of non-Abelian
gauge fields, and the results are compared with the equations obtained by Tanimura.
7
2 The Lorentz Force in Curved Spacetime
We now review the derivation given by Tanimura [7] in a pseudo-Riemannian manifold. In
this theory, we treat the event as a point in the d-dimensional curved spacetime whose co-
ordinates xµ(τ), (µ = 0, 1, · · · , d − 1) evolve according to the invariant parameter τ . This
approach has the advantage that the conjugate velocities are derivatives of the event coor-
dinates with respect to τ , a well defined procedure even in curved spacetime [29].
We consider the metric gµν(x) (which becomes ηµν = diag(+1,−1, · · · ,−1) in flat space), so
that the coordinates and velocities x˙µ(τ) are assumed to satisfy the commutation relations
[xµ, xν ] = 0 (2.1)
m[xµ, x˙ν ] = −ih¯gµν(x) (2.2)
and the equations of motion are
mx¨µ = F µ(τ, x, x˙). (2.3)
We regard xµ(τ), its τ -derivatives and functions of these quantities as quantum operators in
a Heisenberg picture. The field equations and the Lorentz force may then be interpreted, in
the Ehrenfest sense, as relations among the expectation values which correspond to relations
among classical quantities. Generalizing Tanimura, we allow the force F µ(τ, x, x˙) to be a
function of τ . Equation (2.2) implies that for any function q(x)
[x˙µ, q(x)] =
ih¯
m
∂q
∂xµ
. (2.4)
We differentiate (2.2) with respect to τ
m[x˙µ, x˙ν ] +m[xµ, x¨ν ] = −ih¯∂ρg
µν(x)x˙ρ (2.5)
and define W µν = −W νµ by
W µν = −
m2
ih¯
[x˙µ, x˙ν ]. (2.6)
From the Jacobi identity,
[ xλ, [ x˙µ, x˙ν ] ] + [ x˙µ, [ x˙ν , xλ ] ] + [ x˙ν , [ xλ, x˙ν ] ] = 0 (2.7)
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and (2.2), we show that
[ xλ,W µν ] = −
m2
ih¯
[ xλ, [ x˙µ, x˙ν ] ]
= −
m2
ih¯
(
[ [ xλ, x˙µ ], x˙ν ] + [ x˙µ, [ xλ, x˙ν ] ]
)
= m
(
[ gλµ, x˙ν ] + [ x˙µ, gλν ]
)
= −ih¯(∂νgλµ − ∂µgλν). (2.8)
So, defining F µν = −F νµ by
F µν =W µν −m〈(∂νgλµ − ∂µgλν)x˙λ〉 (2.9)
where the brackets 〈...〉 represent Weyl ordering of the non-commuting operators, we find
from (2.8) and (2.9)
[xσ, F µν ] = 0, (2.10)
which shows that F µν is independent of x˙. When lowering indices, we define
x˙µ = 〈gµν(x)x˙
ν〉 . (2.11)
With the identity
−
m2
ih¯
[x˙µ, x˙ν ] = −
m2
ih¯
[〈gµαx˙
α〉, 〈gνβx˙
β〉] = 〈gµαgνβW
αβ〉 −m(∂µ〈gναx˙
α〉 − ∂ν〈gµβx˙
β〉) (2.12)
one sees that
Fµν = gµαgνβF
αβ = −
m2
ih¯
[x˙µ, x˙ν ] (2.13)
and the Jacobi identity then gives
∂µFνρ + ∂νFρµ + ∂ρFµν = 0. (2.14)
Rearranging equation (2.5) and using (2.6),
we see that
m[xµ, x¨ν ] =
ih¯
m
F µν + 2ih¯〈Γνλµx˙λ〉 (2.15)
where
Γνλµ = −
1
2
(∂µgλν + ∂λgµν − ∂νgλµ) (2.16)
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is the Levi-Civita connection. Let us define Gµ through the equation
F µ = mx¨µ = Gµ(x, x˙, τ) + 〈F µν x˙ν〉 −m〈Γ
µλν x˙λx˙ν〉 . (2.17)
Then,
[ xλ, Gµ ] = [ xλ, F µ ]− F µν [ xλ, x˙ν ]
+mΓµνρ [ xλ, x˙ν ] x˙ρ + Γ
µνρ x˙ν [ x
λ, x˙ρ ]
=
ih¯
m
F λµ + 2 ih¯ 〈Γµρλx˙ρ〉+
ih¯
m
F µν δλν
− ih¯ 〈
(
Γµνρ δλν x˙ρ + Γ
µνρ x˙ν δ
λ
ρ
)
〉
= 0, (2.18)
so that Gµ is independent of x˙. We may then define the force as
Gµ + 〈F µν x˙ν〉 = m[x¨
µ + 〈Γµλν x˙λx˙ν〉] = m
Dx˙µ
Dτ
. (2.19)
Since
mx¨µ = m
d
dτ
〈gµν x˙ν〉, (2.20)
when we lower the index of Gµ (by (2.19), a tensor) we find that
Gν = gνα F
α − 〈gνα F
αβ x˙β〉+m〈gνα Γ
αβγ x˙β x˙γ〉 . (2.21)
We write the first term on the right hand side of (2.21) in the form
gνα F
α = m 〈gνα x¨
α〉
= mgνα
d
dτ
〈gαβx˙β〉
= m 〈gνα g
αβ x¨β + gνα ∂
γgαβ x˙β x˙γ〉
= mx¨ν +m 〈gνα ∂
γgαβ x˙βx˙γ〉 . (2.22)
Since the indices β and γ of ∂γgαβ occur in (2.22) in symmetric combination, we may write
1
2
(∂γgαβ + ∂βgαγ) = −Γαβγ +
1
2
∂αgβγ. (2.23)
Equations (2.21), (2.22), and (2.23) imply
Gν = mx¨ν +
1
2
m 〈gνα ∂
αgβγ x˙β x˙γ〉 − 〈gνα F
αβ x˙β〉
= mx¨ν +
1
2
m 〈∂νg
αβ x˙αx˙β〉 − 〈Fνα g
αβ x˙β〉 . (2.24)
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Using Equations (2.4), (2.13), and (2.24) we obtain
[ x˙µ, Gν ] = m [ x˙µ, x¨ν ] + 〈
1
2
ih¯∂µ∂νg
αβ x˙αx˙β −
ih¯
2m
∂νg
αβ(Fµαx˙β + x˙αFµβ)
−
ih¯
m
∂µ(Fνα g
αβ) x˙β +
ih¯
m2
Fνα g
αβ Fµβ〉
= m [ x˙µ, x¨ν ] + 〈
1
2
ih¯∂µ∂νg
αβ x˙αx˙β −
ih¯
m
(∂νg
αβ)Fµα x˙β
−
ih¯
m
(∂µg
αβ)Fνα x˙β −
ih¯
m
∂µFναg
αβ x˙β
+
ih¯
m2
Fνα g
αβ Fµβ〉 . (2.25)
Finally antisymmetrization with respect to the indices µ and ν gives
[ x˙µ, Gν ]− [ x˙ν , Gµ ] = m [ x˙µ, x¨ν ]− [ x˙ν , x¨µ ]−
ih¯
m
〈(∂µFνα − ∂νFµα)g
αβ x˙β〉
= m
d
dτ
[ x˙µ, x˙ν ]−
ih¯
m
〈(∂µFνα + ∂νFαµ)x˙
α〉
= −
ih¯
m
d
dτ
Fµν −
ih¯
m
〈(∂µFνρ + ∂νFρµ)x˙
ρ〉
= −
ih¯
m
[〈(∂ρFµν + ∂µFνρ + ∂νFρµ)x˙
ρ〉+ ∂τFµν ] . (2.26)
Therefore, using (2.14),
∂µGν − ∂νGµ +
∂Fµν
∂τ
= 0. (2.27)
Regarding equations (2.19), (2.14), and (2.27) in the Ehrenfest sense, we may summarize
the classical theory as
m
Dx˙µ
Dτ
= m[x¨µ + Γµλν x˙λx˙ν ] = G
µ + F µν x˙ν (2.28)
∂µFνρ + ∂νFρµ + ∂ρFµν = 0 (2.29)
∂µGν − ∂νGµ +
∂Fµν
∂τ
= 0 (2.30)
We see that the expressions for the Lorentz force and the conditions on the fields reduce
to equations (1.11), (1.14), and (1.13) when the metric and the fields are taken to be τ -
independent.
Let us introduce the definitions
xd = τ ∂τ = ∂d Fµd = −Fdµ = Gµ. (2.31)
We may then combine (2.14) and (2.27) as
∂αFβγ + ∂βFγα + ∂γFαβ = 0 (2.32)
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(for α, β, γ = 0, · · · , d), which shows that the two form F is closed on the (d+1)-dimensional
manifold (τ, x). Hence, if for example, this manifold is contractable, then F is an exact
form which can be obtained as the derivative of some potential with the form F = dA. The
Lorentz force equation becomes
m
Dx˙µ
Dτ
= = F µν(τ, x)x˙ν +G
µ(τ, x)
= F µν (τ, x)x˙
ν + F µ d(τ, x)x˙
d
= F µ β(τ, x)x˙
β . (2.33)
Following Dyson and Feynman, we may observe that given equation (2.32), the two-form
F αβ is determined if we know functions ρ and jµ such that
Dα F
µα = jµ (2.34)
Dα F
dα = ρ. (2.35)
where Dα is the covariant derivative.
Unlike the Newtonian case, the Lorentz covariance of these expressions is manifest, and we
expect that jµ transforms as a d-vector and ρ transforms as a scalar. By denoting ρ = jd,
equations (2.34) and (2.35) can be written compactly as
Dα F
βα = jβ (2.36)
where, due to the antisymmetry of F βα, jβ is conserved
Dαj
α = 0. (2.37)
Notice that (2.37) admits a formal d + 1-dimensional symmetry (as does the homogeneous
field equation (2.32)), owing to the sum on α = 0, · · · , d. However, the physical Lorentz
covariance of the matter currents breaks this formal symmetry.
In Section 4, we will return to the equations derived here formally, and examine their meaning
as a covariant canonical mechanics.
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3 Aspects of the Inverse Problem in the
Calculus of Variations
In [4], Hojman and Shepley set out to prove that Feynman’s program of finding the Maxwell
theory from equations (1.3) — (1.5) without a Lagrangian, was in principle impossible,
because these equations are sufficient to establish the existence of a unique Lagrangian of
electromagnetic form. To accomplish this goal, they demonstrate a new connection between
the commutation relations and well-established results from the inverse problem in the calcu-
lus of variations, a theory which concerns the conditions under which a system of differential
equations may be derived from a variational principle. We briefly review elements of this
theory and use these results to derive Tanimura’s equations from self-adjointness.
For the situation relevant to Lagrangian mechanics, we consider a set of ordinary second
order differential equations of the form
Fk(τ, q, q˙, q¨) = 0 q˙
j =
dqj
dτ
q¨j =
d2qj
dτ 2
j, k = 1, · · · , n . (3.1)
Under variations of the path
q(τ) −→ q(τ) + dq(τ)
q˙(τ) −→ q˙(τ) + dq˙(τ) = q˙(τ) +
d
dτ
dq(τ)
q¨(τ) −→ q¨(τ) + dq¨(τ) = q¨(τ) +
d2
dτ 2
dq(τ) , (3.2)
the function Fk(τ, q, q˙, q¨) admits the variational one-form defined by
dFk =
∂Fk
∂qj
dqj +
∂Fk
∂q˙j
dq˙j +
∂Fk
∂q¨j
dq¨j , (3.3)
and the variational two-form,
dqkdFk =
∂Fk
∂qj
dqk ∧ dqj +
∂Fk
∂q˙j
dqk ∧ dq˙j +
∂Fk
∂q¨j
dqk ∧ dq¨j (3.4)
where the 3n path variations (dqk, dq˙k, dq¨k) for k = 1, · · · , n are understood to be linearly
independent. The system of differential equations Fk(τ, q, q˙, q¨) is called self-adjoint if there
exists a two-form Ω2(dq, dq˙) such that for all admissible variations of the path,
dqkdFk(dq) =
d
dτ
Ω2(dq, dq˙) . (3.5)
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Through integration by parts, one may show [6] that such a two-form exists and is unique
up to an additive constant, if and only if
∂Fi
∂q¨k
=
∂Fk
∂q¨i
(3.6)
∂Fi
∂q˙k
+
∂Fk
∂q˙i
=
d
dτ
[
∂Fi
∂q¨k
+
∂Fk
∂q¨i
]
(3.7)
∂Fi
∂qk
−
∂Fk
∂qi
=
1
2
d
dτ
[
∂Fi
∂q˙k
−
∂Fk
∂q˙i
]
. (3.8)
Equations (3.6) – (3.8) are known as the Helmholtz conditions [31, 32]. Introducing the
notation
δ = dqkβ
∂
∂qkβ
qkβ =
(
d
dτ
)β
qk β = 0, 1, 2 , (3.9)
it follows that
δ2 = dqkβ ∧ dq
l
α
∂2
∂qkβ∂q
l
α
= 0 , (3.10)
which permits the equivalence of a set of self-adjointness differential equations to a La-
grangian formulation to be easily demonstrated [33]. Given the Lagrangian L,
δL =
∂L
∂qk
dqk +
∂L
∂q˙k
dq˙k =
[
−
d
dτ
∂L
∂q˙k
+
∂L
∂qk
]
dqk +
d
dτ
(
∂L
∂q˙k
dqk
)
= Fkdq
k +
d
dτ
Ω1 (3.11)
Therefore,
δ2 = 0 =⇒ −dqkδFk +
d
dτ
δΩ1 = −dq
kδFk +
d
dτ
Ω2 = 0 (3.12)
which demonstrates self-adjointness. Conversely, if Fk is self-adjoint, then dq
kδFk−
d
dτ
Ω2 = 0
and since δ2 = 0,
d
dτ
Ω2 = δ
d
dτ
Ω1 . (3.13)
Therefore,
0 = dqkδFk −
d
dτ
Ω2 = δ(dq
kFk −
d
dτ
Ω1) = δL (3.14)
and one obtains the differential equations Fk = 0 by variation of L under τ -integration.
For the second order equations considered here, it also follows [6] from self-adjointness that
the most general form of Fk is
Fk(τ, q, q˙, q¨) = Akj(τ, q, q˙)q¨
j +Bk(τ, q, q˙). (3.15)
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To see this, notice that Fk is independent of d
3qi/dt3, so that the right hand side of (3.7) must
be independent of q¨i. Inserting (3.15) into (3.6) – (3.8), one finds the Helmholtz conditions
on Akj and Bk
Aij = Aji
∂Aij
∂q˙k
=
∂Akj
∂q˙i
(3.16)
∂Bi
∂q˙j
+
∂Bj
∂q˙i
= 2
[
∂
∂τ
+ q˙k
∂
∂qk
]
Aij (3.17)
∂Bi
∂qj
−
∂Bj
∂qi
=
1
2
[
∂
∂τ
+ q˙k
∂
∂qk
](
∂Bi
∂q˙j
−
∂Bj
∂q˙i
)
(3.18)
along with the useful identity
∂Aij
∂qk
−
∂Akj
∂qi
=
1
2
∂
∂q˙j
(
∂Bi
∂q˙k
−
∂Bk
∂q˙i
)
. (3.19)
In the domain of invertibilty of the Ajk, one can write (3.15) as
Fk(τ, q, q˙, q¨) = Akj(τ, q, q˙)[q¨
j − f j], (3.20)
where
f j(τ, q, q˙) = −(A−1)jkBk. (3.21)
Inserting Bk = −Akjf
j into (3.17) and (3.18), the Helmholtz conditions for the form (3.20)
become
Aij = Aji
∂Aij
∂q˙k
=
∂Akj
∂q˙i
(3.22)
D
Dτ
Aij = −
1
2
[
Aik
∂fk
∂q˙j
+ Ajk
∂fk
∂q˙i
]
(3.23)
1
2
D
Dτ
[
Aik
∂fk
∂q˙j
− Ajk
∂fk
∂q˙i
]
= Aik
∂fk
∂qj
− Ajk
∂fk
∂qi
(3.24)
where
D
Dτ
=
∂
∂τ
+ q˙k
∂
∂qk
+ fk
∂
∂q˙k
(3.25)
is the total time derivative subject to the constraint
q¨k − fk(τ, q, q˙) = 0. (3.26)
The identity (3.19) becomes
∂Aij
∂qk
−
∂Akj
∂qi
= −
1
2
∂
∂q˙j
[
∂
∂q˙k
(Ainf
n)−
∂
∂q˙i
(Aknf
n)
]
. (3.27)
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Within the domain of applicability of the inverse function theorem, (3.26) is equivalent to
(3.15), and the Helmholtz conditions become the necessary and sufficient conditions for the
existence of an integrating factor Ajk such that
Fk = Akj(τ, q, q˙)[q¨
j − f j] =
d
dτ
(
∂L
∂q˙k
)
−
∂L
∂qk
. (3.28)
The Helmholtz conditions for this form have been rederived in an elegant way in terms of
the Lie derivative along fk [34].
In [4], Hojman and Shepley prove that given the quantum mechanical commutation relations
[X i(τ), X˙j(τ)] = ih¯Gij , (3.29)
the classical function
gij = lim
h¯→0
Gij (3.30)
has an inverse
ωij = (g
−1)ij (3.31)
which satisfies the Helmholtz conditions (3.22) – (3.24). Therefore, the assumption of com-
mutation relations, (1.3) and (1.4) [or (1.8) and (1.9)], is sufficiently strong to establish the
existence of an equivalent Lagrangian for the classical problem associated with the quantum
commutators. For the Newtonian case, in which gij = δij and τ → t, it is shown in [4, 5]
that the Helmholtz conditions lead to the Lagrangian (1.6), with field equations (1.7). In
[6], Santilli discusses the classical case, applying (3.6) – (3.8) to (3.20) for the case Aij = δij ,
and arrives at (1.1) and (1.2) without explicitly writing the Lagrangian.
We now adapt Santilli’s argument to the type of curved space discussed in Section 2. Starting
with the Helmholtz conditions and the metric gµν(x), we will be led to the equations derived
by Tanimura. We take the function Aµν = gµν(x) in equation (3.30) to be a Riemannian
metric independent of x˙, so that equations (3.22) are satisfied automatically. Since gµν does
not depend on x˙µ, equation (3.23) becomes
D
Dτ
gµν = x˙
σ ∂
∂xσ
gµν = −
1
2
[
∂fµ
∂x˙ν
−
∂fν
∂x˙µ
]
(3.32)
and equation (3.27) becomes
−
1
2
∂
∂x˙ν
[
∂fµ
∂x˙σ
−
∂fσ
∂x˙µ
]
=
∂gµν
∂xσ
−
∂gσν
∂xµ
. (3.33)
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Acting on (3.32) with ∂/∂x˙σ and exchanging (ν ↔ σ), we obtain
gµσ,ν = −
1
2
[
∂2fµ
∂x˙σ∂x˙ν
+
∂2fσ
∂x˙µ∂x˙ν
]
(3.34)
where gµσ,ν = ∂gµσ/∂x
ν . Combining (3.33) and (3.34), we find
1
2
∂2fµ
∂x˙σ∂x˙ν
= −
1
2
(gµν,σ + gµσ,ν − gσν,µ) = −Γµσν (3.35)
where Γµσν is defined as in (2.16). From (3.35) we see that the most general expression for
fµ(τ, x, x˙) is
fµ = −Γµνσx˙
ν x˙σ − ρµν(τ, x)x˙
ν − σµ(τ, x). (3.36)
Now from (3.32) we find
x˙σ
∂gµν
∂xσ
=
1
2
[2Γµνσx˙
σ + 2Γνµσx˙
σ + ρµν + ρνµ] . (3.37)
Using
(Γµνσ + Γνµσ)x˙
σ = gµν,σx˙
σ (3.38)
we find that all terms except for those in ρµν cancel, so that
0 = ρµν + ρνµ. (3.39)
We now apply equation (3.24) which becomes
1
2
D
Dτ
[
gµσ
∂fσ
∂x˙ν
− gνσ
∂fσ
∂x˙µ
]
= gµσ
∂fσ
∂xν
− gνσ
∂fσ
∂xµ
1
2
D
Dτ
[
∂fµ
∂x˙ν
−
∂fν
∂x˙µ
]
= fµ,ν − fν,µ − gµσ,νf
σ + gνσ,µf
σ. (3.40)
Using (3.36) to expand the left hand side,
1
2
D
Dτ
[
∂fµ
∂x˙ν
−
∂fν
∂x˙µ
]
= −
1
2
D
Dτ
[
∂
∂x˙ν
(
Γµλσx˙
λx˙σ + ρµλ(τ, x)x˙
λ
+ σµ(τ, x)
)
− (µ↔ ν)
]
= −
1
2
D
Dτ
[
2(Γµνλ − Γνµλ)x˙
λ + ρµν − ρνµ
]
= −
(
∂
∂τ
+ x˙σ
∂
∂xσ
+ fσ
∂
∂x˙σ
) [
(gµλ,ν − gνλ,µ)x˙
λ + ρµν
]
= −(gµσ,ν − gνσ,µ)f
σ − ρµν,τ
− x˙λx˙σ(gµλ,νσ − gνλ,µσ) + x˙
λρµν,λ (3.41)
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where ρµν,τ = ∂ρµν/∂τ , and we have used
2(Γµνλ − Γνµλ)x˙
λ = x˙λ(−gνλ,µ + gµλ,ν + gνµ,λ + gµλ,ν − gνλ,µ − gµν,λ)
= 2x˙λ(gµλ,ν − gνλ,µ). (3.42)
From (3.36), we have
fµ,ν = −
[
Γµλσx˙
λx˙σ + ρµλ(τ, x)x˙
λ + σµ(τ, x)
]
,ν
= −
[
Γµλσ,ν x˙
λx˙σ + ρµλ,ν x˙
λ + σµ,ν
]
(3.43)
so that the right hand side of (3.40) is
fµ,ν − fν,µ − gµσ,νf
σ + gνσ,µf
σ =
= −
[
(Γµλσ,ν − Γνλσ,µ)x˙
λx˙σ + (ρµλ,ν − ρνλ,µ)x˙
λ + σµ,ν − σν,µ
]
− (gµσ,ν − gνσ,µ)f
σ. (3.44)
Now, equating (3.41) and (3.44) and canceling common terms, we are left with
∂ρµν
∂τ
+ x˙λρµν,λ = x˙
λ(ρµλ,ν − ρνλ,µ) + σµ,ν − σν,µ. (3.45)
Since the x˙λ are arbitrary, we have the two expressions
∂ρµν
∂τ
=
∂σµ
∂xν
−
∂σν
∂xµ
(3.46)
∂λρµν + ∂µρνλ + ∂νρλµ = 0 (3.47)
Comparing (3.47) with (2.14), (3.46) with (2.27), and (3.36) with (2.17), we see that we may
identify
Fµν = −ρµν and Gµ = −σµ . (3.48)
This identification demonstrates explicitly that Tanimura’s equations (generalized to permit
explicit τ dependence of the fields and metric) are simply the conditions on the most general
velocity dependent forces which may be obtained from a variational principle.
To make the connection with the off-shell electromagnetic theory, we now derive the La-
grangian in flat Minkowski space. For this case, where
Aµν = gµν −→ ηµν = diag(1,−1, · · · ,−1) (3.49)
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Tanimura’s equations reduce to
∂µFνρ + ∂νFρµ + ∂ρFµν = 0
∂µGν − ∂νGµ +
∂Fµν
∂τ
= 0
mx¨µ = Gµ(τ, x) + F µν(τ, x)x˙ν (3.50)
Following [6], we observe that (3.28) implies
ηµν [m x¨
ν − f ν ] =
d
dτ
(
∂L
∂x˙µ
)
−
∂L
∂xµ
=
∂2L
∂x˙µ∂x˙ν
x¨ν +
∂2L
∂x˙µ∂xν
x˙ν +
∂2L
∂x˙µ∂τ
−
∂L
∂xµ
(3.51)
so that
m ηµν =
∂2L
∂x˙µ∂x˙ν
(3.52)
−ηµνf
ν =
∂2L
∂x˙µ∂xν
x˙ν +
∂2L
∂x˙µ∂τ
−
∂L
∂xµ
(3.53)
The solution to the equation ∂2Lkinetic/∂x˙
µ∂x˙ν = mηµν is unique up to terms of the type
which may be absorbed in (3.53). Therefore, we see that L may consist of the quadratic
term integrated from (3.52), plus terms at most linear in x˙µ. So we may write
L =
1
2
m x˙µx˙µ + Aµ(τ, x)x˙
µ + φ(τ, x) . (3.54)
Applying (3.53) to L yields the Lorentz force if we identify the fields Aµ and φ as the
potentials for the field strengths
Fµν = ∂µAν − ∂νAµ (3.55)
Gµ = ∂µφ− ∂τAµ . (3.56)
We may recover the inhomogeneous field equations (2.34) and (2.35) by introducing to the
action the kinetic terms ∫
d4xdτ
[
1
4
FµνF
µν ±
1
2
GµG
µ
]
. (3.57)
Applying the Euler-Lagrange equations to the action which includes these terms leads to the
source equations, with the identification of the classical currents as
jµ(τ, y) = x˙µ(τ)δ4
(
y − x(τ)
)
(3.58)
ρ(τ, y) = δ4
(
y − x(τ)
)
. (3.59)
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If the fields are considered τ -independent a priori, as by Tanimura, the currents are
jµ(y) =
∫
dτ x˙µ(τ) δ4
(
y − x(τ)
)
(3.60)
ρ(y) =
∫
dτ δ4
(
y − x(τ)
)
. (3.61)
Equations (2.35) and (3.61) indicate that the τ -independent Gµ field in Tanimura’s formula-
tion must have a non-trivial form related to the path of the particle event, and also, influence
the particle motions through the Lorentz force, with no coupling to F µν which could control
the interaction. In the next section, we arrive at (3.54) by a different argument and examine
the dynamical system which it describes.
4 Implications for Gauge Theory in
Covariant Quantum Mechanics
In this section, we show the consequences of the analysis discussed above for a Lorentz and
gauge covariant quantum mechanics. We first review the structure of such a theory.
In 1951, Schwinger [12] represented the Green’s functions of the Dirac field as a parametric
integral and formally transformed the Dirac problem into a dynamical one, in which the
integration parameter acts as a proper time according to which a “Hamiltonian” operator
generates the evolution of the system through spacetime. Applying Schwinger’s method to
the Klein-Gordon equation, one obtains an equation for the Green’s function (we take h¯ = 1
in the following)
G =
1
(p− eA)2 +m2
(4.1)
given by
G(x, x′) = 〈x|G|x′〉 = i
∫ ∞
0
dse−im
2s〈x|e−i(p−eA)
2s|x′〉. (4.2)
The function
G(x, x′; s) = 〈x(s)|x′(0)〉 = 〈x|e−i(p−eA)
2s|x′〉 (4.3)
satisfies
i
∂
∂s
〈x(s)|x′(0)〉 = (p− eA)2〈x(s)|x′(0)〉 = K〈x(s)|x′(0)〉 (4.4)
with the boundary condition
lim
s→0
〈x(s)|x′(0)〉 = δ4(x− x′). (4.5)
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DeWitt [35] regarded (4.4) as defining the Green’s function for the Schro¨dinger equation
i
∂
∂s
ψs(x) = Kψs(x) = (p− eA)
2ψs(x) , (4.6)
an equation which Stueckelberg [10] had also written as the basis for a covariant quantum
mechanical formalism which includes the description of pair annihilation. Feynman [11]
wrote equation (4.6) in order to obtain the path integral for the Klein-Gordon equation and
regarded the integration of the Green’s function with the weight e−im
2s, as the requirement
that asymptotic solutions be on mass-shell. The usual Feynman propagator ∆F (x − x
′)
emerges naturally from the assumption that G(x, x′; s) = 0 whenever s < 0. Thus ∆F
corresponds to aG(x, x′; s) which is causal in the classical sense of no response before stimulus
(before, in the sense of s). Schwinger employed the proper time method as a way to exploit
the techniques of nonrelativistic mechanics in relativistic quantum theory, and found that it
provided a natural approach to perturbation theory and regularization.
In 1973, Horwitz and Piron [20] constructed a canonical formalism for the relativistic classical
and quantum mechanics of many particles. In order to formulate a generalized Hamilton’s
principle, they introduce a Lorentz invariant evolution parameter τ , which they call the
historical time and regard as corresponding to the ordering relation of successive events in
spacetime. For a one-particle system, the equations of motion are
dxµ
dτ
=
∂K
∂pµ
dpµ
dτ
= −
∂K
∂xµ
(4.7)
where µ, ν = 0, 1, 2, 3 and K(xµ, pµ) a Lorentz scalar. Taking K = p2/2M leads to the usual
description of the relativistic motion of a free particle:
x˙0 =
p0
M
x˙i =
pi
M
pµ = constant (4.8)
and so
dxi
dt
=
pi
p0
x˙2 = −
m2
M2
= constant (4.9)
with m/M scaling τ to the proper time. This formalism leads naturally to a Schro¨dinger
equation for the quantum theory, which is identical to the Stueckelberg equation (4.6) for
the Klein-Gordon problem (for 2M = 1).
Saad, Horwitz, and Arshansky later argued [24] that the local gauge covariance of the
Schro¨dinger equation should include transformations which depend on τ , as well as on the
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spacetime coordinates. This requirement of full gauge covariance leads to a theory of five
gauge compensation fields, since gauge transformations are functions on the five dimensional
space (τ, x). Under local gauge transformations of the form
ψ(x, τ)→ eie0Λ(x,τ)ψ(x, τ) (4.10)
the equation
− (i∂τ − e0a4)ψ(x, τ) =
1
2M
(pµ − e0a
µ)(pµ − e0aµ)ψ(x, τ) (4.11)
is covariant, when the compensation fields transform as
aµ(x, τ)→ aµ(x, τ) + ∂µΛ(x, τ) a4(x, τ)→ a4(x, τ) + ∂τΛ(x, τ). (4.12)
This Schro¨dinger equation (4.11) leads to the five dimensional conserved current [compare
with equation (2.37)]
∂µj
µ + ∂τ j
4 = 0 (4.13)
where
j4 = |ψ(x, τ)|2 jµ =
−i
2M
(ψ∗(∂µ − ie0a
µ)ψ − ψ(∂µ − ie0a
µ)ψ∗). (4.14)
In analogy to nonrelativistic quantum mechanics the squared amplitude of the wave function
may be interpreted as the probability of finding an event at (τ, x). Equation (4.13) may be
written as ∂αj
α = 0, with α = 0, 1, 2, 3, 4.
From (4.11) we can write the classical Hamiltonian as
K =
1
2M
(pµ − e0a
µ)(pµ − e0aµ)− e0a4 (4.15)
and using (4.7) we find
M x˙µ = (pµ − e0a
µ) (4.16)
which enables us to write the classical Lagrangian,
L = x˙µpµ −K
=
1
2
Mx˙µx˙µ + e0x˙
µaµ + e0a4. (4.17)
Comparing (4.17) with (3.54), we see that identifying the scalar potential φ(τ, x) with e0a4
and the vector potential Aµ(τ, x) with e0aµ, this Lagrangian describes the same theory which
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we derived from the Helmholtz conditions and from Tanimura’s commutation relations (1.8)
and (1.9). We may find the Lorentz force [36] by applying the Euler-Lagrange equations to
(4.17), which in the notation of (2.33), i.e., α, β = 0, 1, 2, 3, 4, is
M x¨µ = fµν x˙
ν + fµ4 = f
µ
α(x, τ) x˙
α. (4.18)
where
fµν = ∂µaν − ∂νaµ fµ4 = ∂
µa4 − ∂τa
µ (4.19)
Since fµν and fµ4 are defined in terms of potentials, the field equations, (2.14) and (2.27)
[or (3.47) and (3.46)] follow by definition.
Comparing (4.18) with (1.11) and (3.36), we identify fµ4 with the “new” field Gµ found
by Tanimura (and the field σµ which emerges from the derivation based on the Helmholtz
conditions). This justifies our claim in Section 1 that the appearance of the “new” scalar
degree of gauge freedom in Tanimura’s derivation corresponds to invariance of the theory
under gauge transformations which depend upon the evolution parameter τ .
We observe that the four equations (4.18) imply [36] that
d
dτ
(
1
2
Mx˙2) = Mx˙µx¨µ = x˙
µ(fµ4 + fµν x˙
ν) = x˙µfµ4 (4.20)
By replacing fµ4 with −f4µ and using f44 ≡ 0, we can write equation (4.20) as
d
dτ
(−
1
2
Mx˙2) = f4αx˙
α (4.21)
which formally becomes the “fifth” component of the Lorentz force law. If we define the
4⊕ 1 vector
Uα = (−
1
2
x˙2, x˙µ) (4.22)
then (4.20) and (4.21) can be written as
M
d
dτ
Uα = fαβ x˙
β . (4.23)
We are now in a position to address the mass-shell condition x˙2 = constant discussed in
Section 1. Since the right hand side of (4.18) is the most general expression which may
appear as a Lorentz force, we may conclude from (4.21) that the conditions for the dynamical
(as opposed to asymptotic) conservation of x˙2 = constant, are
Gµ = f4µ = 0 and ∂τf
µν = 0 (4.24)
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The second condition follows from (2.27) for Gµ = 0; that is fµν must be a τ -static field.
Thus, we see that the most general interaction which preserves the proper time constraint is
of conventional Maxwell type, as employed by Schwinger [12] in his original use of the proper
time method. In this way, we may make precise the claim that the proper time constraint
suppresses the “new” gauge degree of freedom. Notice that the fields in these expressions
are explicitly τ -dependent.
The action, given by
S =
∫
dτ
1
2
Mx˙µx˙µ + e0 x˙
µ aµ(τ, x) + e0 a4(τ, x) (4.25)
is clearly not reparameterization invariant, corresponding to the absence of the mass-shell
constraint. But, under the conditions (4.24), the Lagrangian has no explicit τ -dependence
(see (4.19)), and so the Hamiltonian is conserved. From (4.15) and (4.16), we see that under
those circumstances, K → Mx˙2/2. For those interactions which respect the proper time
relation and keep particles on mass-shell dynamically, the τ -derivative of the proper time
is essentially the constant of motion conserved by Noether’s theorem for the τ -translation
symmetry. Thus, the mass-shell relation has the status, classically, of a conservation law
rather than a constraint.
When we add as the dynamical term for the gauge field, (λ/4)fαβf
αβ where λ is a dimensional
constant, the equations for the field are found to be
∂βf
αβ =
e0
λ
jα = ejα (4.26)
ǫαβγδǫ∂αfβγ = 0 (4.27)
where fαβ = ∂αaβ − ∂βaα, and
jµ(τ, y) = x˙µ(τ)δ4
(
y − x(τ)
)
(4.28)
j4(τ, y) = ρ(τ, y) = δ4
(
y − x(τ)
)
. (4.29)
We identify e0/λ as the dimensionless Maxwell charge (it follows from (4.32) below that e0
has dimension of length). The currents (4.28) and (4.29) have the form of (3.58) and (3.59),
so that (4.26) is the flat space equivalent of (2.36). Similarly, (4.27) is the homogeneous
equation (2.32) and (3.46–3.47).
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The Lagrangian for the free electromagnetic field has a formal five dimensional symmetry.
Analysis of the resulting wave equation [24] for the sourceless case shows that the symmetry
group of the equations can be either O(3,2) or O(4,1), depending on the signature of the
τ index. Since Uα (see (4.22)) transforms as a Lorentz scalar plus Lorentz 4-vector, rather
than as a vector of O(3,2) or O(4,1), the presence of sources breaks this formal symmetry
to O(3,1). This situation is analogous to the nonrelativistic case discussed in Section 1, in
which the homogeneous field equations (1.2) may be regarded as O(3,1) covariant, while the
source dynamics (1.4), may be seen as having a Galilean symmetry; in a consistent theory
of sources and fields, only the common O(3) symmetry survives.
Since the 4-vector part of the current in (4.14) is not conserved by itself, it may not be
the source for the Maxwell field. However, integration of (4.14) over τ , with appropriate
boundary conditions, leads to ∂µJ
µ = 0, where
Jµ(x) =
∫ ∞
−∞
dτjµ(x, τ) (4.30)
so that we may identify Jµ as the source of the Maxwell field. Under appropriate boundary
conditions, integration of (4.26) over τ implies
∂νF
µν = eJµ (4.31)
ǫµνρλ∂µFνρ = 0
where
F µν(x) =
∫ ∞
−∞
dτfµν(x, τ) (4.32)
Aµ(x) =
∫ ∞
−∞
dτaµ(x, τ)
so that aα(x, τ) has been called the pre-Maxwell field.
In the pre-Maxwell theory, interactions take place between events in spacetime rather than
between worldlines. Each event, occurring at τ , induces a current density in spacetime which
disperses for large τ , and the continuity equation (4.13) states that these current densities
evolve as the event density j4 progresses through spacetime as a function of τ . As noted
above, if j4 → 0 as |τ | → ∞ (pointwise in spacetime), then the integral of jµ over τ may be
identified with the Maxwell current. This integration has been called concatenation [38] and
provides the link between the event along a worldline and the notion of a particle, whose sup-
port is the entire worldline. Concatenation is evidently related to the integration performed
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in the Stueckelberg theory, and following Feynman’s interpretation, places the electromag-
netic field on the zero mass-shell. The Maxwell theory has the character of an equilibrium
limit of the microscopic pre-Maxwell theory. For further discussion and applications see
[22, 25, 26, 27, 39, 40, 41] and references contained therein.
5 Non-Abelian Gauge Theory
It was shown in Section 4 that while the mass-shell condition may not be maintained as
a constraint on the phase space, the quantity x˙µx˙µ is a constant of the motion when the
“new” gauge field Gµ = F4µ vanishes and F
µν is τ -independent. Under these conditions, the
Lagrangian has no explicit τ -dependence and the conserved Hamiltonian is precisely x˙µx˙µ.
We remark briefly on the case of a non-Abelian gauge field, in which a τ -dependent quantity
appears in the Lagrangian, without changing these conditions on the fields.
In [42], C. R. Lee employed Feynman’s method to derive equations of motion for a particle
interacting with a classical non-Abelian gauge field, in the form originally given by Wong
[43]. By studying the Heisenberg equations of motion for the Hamiltonian of the Dirac
equation in the presence of an SU(2) gauge field, Wong formulated the following structure:
mξ¨µ = gfµν · I(τ) ξ˙
ν (5.1)
I˙ = −gbµ × I ξ˙
µ (5.2)
fµν = ∂µbν − ∂νbµ + gbµ × bν (5.3)
∂µfµν + gb
µ × fµν = −jν (5.4)
bµ = baµI
a fµν = faµνI
a [Ia, Ib] = ih¯εabcIc. (5.5)
where ξµ(τ) is the particle world line operator as parameterized by the Lorentz invariant
scalar τ and where the Ia(τ) are an operator representation of the generators of a non-
Abelian gauge group. By virtue of (5.3), one has the inhomogeneous equation
Dµfνρ +Dνfρµ +Dρfµν = 0, (5.6)
where the covariant derivative is
(Dµfµν)a = ∂µfaµν − ε
bc
a bbµfcµν . (5.7)
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Lee [42] followed Feynman’s method, supplementing assumptions (1.3) — (1.5) with the
relations (5.5) and
[xi, I
a(t)] = 0 I˙+ gbi × I x˙
i = 0 (5.8)
for i = 1, 2, 3, and in analogy to Feynman’s derivation, arrived at the Newtonian equivalent
of Wong’s equations.
Tanimura [7] generalized Lee’s derivation to d-dimensional flat Minkowski space and a general
gauge group by supplementing equations (2.1) and (2.2) with
[ Ia, Ib ] = ih¯ f abc I
c (5.9)
[ xµ, Ia ] = 0 (5.10)
m x¨µ = F µ(x, x˙, I) = F µa (x, x˙) I
a (5.11)
and
I˙a = f abc Abµ(x) x˙
µIc (5.12)
The results of his derivation are
m x¨µ = Gµa(x) I
a + F µa ν(x) I
ax˙ν (5.13)
where the fields satisfy
(DµGν −DνGµ)a = 0 (5.14)
(DµFνρ +DνFρµ +DρFµν)a = 0, (5.15)
and where the form of the covariant derivative is
(DµFνρ)a = ∂µFaνρ − f
bc
a AbµFc νρ. (5.16)
The field strength Fνρ is related to Abµ through
f abc
(
Faµν − (∂µAaν − ∂νAaµ − f
de
a AdµAeν)
)
= 0 . (5.17)
The non-Abelian theory may be examined from the point of view of Section 3, by generaliz-
ing the Helmholtz conditions to take account of classical non-Abelian gauge fields according
to Wong’s formulation. To achieve this, we associate with variations dq of the path q(τ), a
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variation dIa of the generators Ia, which may be understood as the variation of the orien-
tation of the tangent space under q(τ) → q(τ) + dq(τ). The explicit form of this variation
follows from (5.12): for small dτ ,
dIa = f abc [Abµ(τ, x) dx
µ + φb(τ, x)dτ ]I
c (5.18)
where we have allowed an explicit τ -dependence for the gauge field, and have included a
Lorentz scalar gauge field φa, in analogy with the Abelian case. Now, the quantityM = MaI
a
undergoes the variation of the path
(τ, x) −→ (τ + dτ, x+ dx) (5.19)
according to
dM = (dMa)I
a +Ma(dI
a)
=
(
∂Ma
∂τ
dτ +
∂Ma
∂xµ
dxµ +
∂Ma
∂x˙µ
dx˙µ +
∂Ma
∂x¨µ
dx¨µ
)
Ia +Ma[f
ab
c Abµ dx
µ + φbdτ ]I
c
=
[
∂Ma
∂τ
− f bca φbMc
]
Iadτ +
[
∂Ma
∂xµ
− f bca AbµMc
]
Iadxµ +
∂Ma
∂x˙µ
Iadx˙µ +
∂Ma
∂x¨µ
Iadx¨µ
= DτMdτ +DµMdx
µ +
∂M
∂x˙µ
dx˙µ +
∂M
∂x¨µ
dx¨µ (5.20)
in which the spacetime part of the covariant derivative Dµ has the form of (5.16), and a
similar covariant derivative for the τ component appears which contains φa. Now, the entire
structure presented in Section 3 follows with the replacements
∂
∂xµ
−→ Dµ
∂
∂τ
−→ Dτ , (5.21)
so that the Helmholtz conditions become
Aµν = Aνµ
∂Aµν
∂x˙σ
=
∂Aσν
∂x˙µ
(5.22)
D
Dτ
Aµν = −
1
2
[
Aµσ
∂fσ
∂x˙ν
+ Aνσ
∂fσ
∂x˙µ
]
(5.23)
1
2
D
Dτ
[
Aµσ
∂fσ
∂x˙ν
−Aνσ
∂fσ
∂x˙µ
]
= AµσDνf
σ − AνσDµf
σ (5.24)
where
D
Dτ
= Dτ + x˙
σDσ + f
σ ∂
∂x˙σ
(5.25)
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is the total τ derivative subject to
x¨µ − faµ(τ, x, x˙)I
a = 0 . (5.26)
Since Hojman and Shepley’s argument [4] relates only to the commutation relations among
the coordinates, not to the structure of the forces, their result carries over unchanged.
We now apply equations (5.22) — (5.26) to the case of flat spacetime. Since Aµν = gµν = ηµν
is constant, (5.22) is trivially satisfied and (5.23) becomes
∂fµ
∂x˙ν
+
∂fν
∂x˙µ
= 0 =⇒
∂2fµ
∂x˙ν∂x˙λ
+
∂2fν
∂x˙µ∂x˙λ
= 0 . (5.27)
Recalling the identity (3.27), we may also write (since the metric carries no group indices)
∂2fµ
∂x˙ν∂x˙λ
−
∂2fν
∂x˙µ∂x˙λ
= 0 , (5.28)
so that
∂2fµ
∂x˙ν∂x˙λ
= 0 . (5.29)
Therefore, the most general form of fµ is
fµ = fµν(τ, x)x˙
ν + gµ(τ, x) , (5.30)
where (5.27) requires that fµν + fνµ = 0. Finally, applying (5.24) we find
1
2
D
Dτ
[
∂fµ
∂x˙ν
−
∂fν
∂x˙µ
]
= Dνfµ −Dµfν
1
2
D
Dτ
[fµν − fνµ] = Dνfµλx˙
λ +Dνgµ −Dµfνλx˙
λ +Dµgν
(Dτ + x˙
λDλ)fµν = x˙
λ(Dνfµλ −Dµfνλ) +Dνgµ −Dµgν . (5.31)
Since x˙µ is arbitrary, we find that
Dλfµν +Dµfνλ +Dνfλµ = 0 (5.32)
Dτfµν +Dµgν −Dνgµ = 0 . (5.33)
Now, in analogy to the Abelian case, we may write
L =
1
2
m x˙µx˙µ + Aaµ(τ, x)I
a(τ)x˙µ + φa(τ, x)I
a(τ) . (5.34)
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Applying the Euler-Lagrange equations to (5.34), we obtain
d
dτ
[mx˙µ + AaµI
a] =
∂
∂xµ
[AaνI
ax˙ν + φaI
a]
mx¨µ +
∂Aaµ
∂τ
Ia +
∂Aaµ
∂xν
x˙νIa + AaµI˙
a =
∂Aaν
∂xµ
x˙νIa +
∂φa
∂xµ
Ia (5.35)
Rearranging terms and using (5.18) to express I˙a, we find
mx¨µ =
[(
∂Aaν
∂xµ
x˙ν −
∂Aaµ
∂xν
x˙ν
)
Ia − AaµI˙
a
]
+
∂φa
∂xµ
Ia −
∂Aaµ
∂τ
Ia
=
[(
∂Aaν
∂xµ
x˙ν −
∂Aaµ
∂xν
x˙ν
)
Ia − Aaµf
ab
c (Abν x˙
ν + φb)I
c
]
+
∂φa
∂xµ
Ia −
∂Aaµ
∂τ
Ia
=
[
∂Aaν
∂xµ
−
∂Aaµ
∂xν
+ f bca AaµAbν
]
x˙νIa +
[
∂φa
∂xµ
−
∂Aaµ
∂τ
+ f bca Aaµφb
]
Ia . (5.36)
Comparing (5.36) with (5.30), we may express the field strengths in terms of the potentials
as
fµν =
[
∂Aaν
∂xµ
−
∂Aaµ
∂xν
+ f bca AaµAbν
]
x˙νIa
gµ =
[
∂φa
∂xµ
−
∂Aaµ
∂τ
+ f bca Aaµφb
]
Ia , (5.37)
from which it follows that (5.32) and (5.33) are satisfied. We remark that since Tanimura
did not include a Lorentz scalar potential and his fields were assumed to be τ -independent,
there is no potential in his formulation from which the field Gµ in (5.13) and (5.14) could be
derived. On the other hand, by the argument of Hojman and Shepley, equations (5.13) are
equivalent to the Lagrangian given in (5.34), so that the scalar potential must be present
to obtain a non-zero Gµ. Unlike the Abelian case, the potentials appear in the covariant
derivative, and so the “new” gauge potential will mix with all quantities whose covariant
derivatives are calculated.
As in (2.31), we may introduce the definitions
xd = τ ∂τ = ∂d fµd = −fdµ = gµ. (5.38)
We may then combine (5.32) and (5.33) as
∂αfβγ + ∂βfγα + ∂γfαβ = 0 (5.39)
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(for α, β, γ = 0, · · · , d). The Lorentz force equation becomes
mx¨µ = = fµνa x˙νI
a + gµaI
a
= fµνa I
ax˙ν + f
µ
a dI
ax˙d
= fµaβ x˙
β. (5.40)
where
fαβ =
[
∂Aaβ
∂xα
−
∂Aaα
∂xβ
+ f bca AaαAbβ
]
Ia (5.41)
recovers the usual relationship of the field strength tensor to the non-Abelian potential.
We finally examine the conservation of x˙µx˙µ. In the non-Abelian case, the mass-shell condi-
tion becomes (compare with (4.20))
d
dτ
(
1
2
mx˙2) = mx˙µx¨µ = x˙
µIa(gaµ + faµν x˙
ν) = x˙µgaµI
a = 0 (5.42)
which implies
gaµ = 0 and ∂τf
aµν = 0 (5.43)
where the second expression follows from (5.33). Notice that Ia(τ) introduces a τ -dependence
which is present in the Lagrangian even when the fields are τ -independent. But one may
easily compute the Hamiltonian from (5.34) as
K = x˙µ
∂L
∂xµ
− L =
1
2
mx˙µx˙µ − φaI
a (5.44)
so that (5.42) tells us that the Hamiltonian is conserved under the conditions (5.43), in
apparent contradiction to the explicit τ -dependence of the Lagrangian. We may check,
however, by explicit calculation that
∂L
∂τ
= Aaµx˙
µI˙a + φaI˙
a = fabcAaµAbν x˙
µx˙νIc + φaI˙
a = φaI˙
a. (5.45)
Thus, despite the explicit appearance of τ in the Lagrangian, the structure of the non-Abelian
field guarantees that ∂L/∂τ = 0 in the absence of the “new” gauge potential φa, leading to
the preservation of the mass-shell as conservation of the Hamiltonian, as in the Abelian case.
6 Conclusion
In Feynman’s 1948 derivation and in the powerful technique of Hojman and Shepley, one
sees that the form of the commutation relations between position and velocity (defined as
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a derivative with respect to an independent time parameter) determines the most general
form of the forces which may act on those phase space variables, and that these forces are
of a gauge type. Since the commutation relations determine the form of the Lagrangian to
be a scalar with respect to the group which preserves the metric, and since the evolution
parameter τ is an independent variable, the Hamiltonian will also be a scalar and will
generate translations of this parameter. The gauge group may include τ -dependent gauge
transformations, requiring a conjugate compensation field. The source-free equations for the
gauge fields then admit a formal spacetime symmetry which is larger than the symmetry
group of original phase space, in which the parameter τ plays the role of a coordinate. In the
case of Feynman’s assumption of Newtonian mechanics, the appearance of the fourth gauge
field A0 compensates for t-dependent gauge transformations, and the homogeneous field
equations are formally consistent with a 4-dimensional symmetry, which could be O(3,1).
Similarly, in the case of Tanimura’s assumption of 2d independent phase space variables with
an O(d-1,1) symmetry, the appearance of the d+1st gauge field compensates for τ -dependent
gauge transformations, and the homogeneous field equations are formally consistent with a
d+1-dimensional symmetry, possibly O(d,1) or O(d-1,2). From the Lorentz force law for the
O(d-1,1) theory, one may find the d+1st expression which explicitly relates the “new” field
with the exchange of mass between the field and the sources. Similarly, in the O(3) case
derived by Feynman, one may derive, from the three independent components of the Lorentz
force law, a fourth expression which relates the t-dependent E-field to the exchange of scalar
energy between the field and the sources.
For the case of the O(3,1) theory, one has a means of arriving at the Maxwell theory of
electrodynamics from commutation relations. Deriving the Maxwell theory in this manner
provides a clear picture of the way in which the usual on-shell dynamics is a proper restriction
of the general off-shell theory.
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