In this paper, we study an infrastructure-less public safety network (IPSN) where energy efficiency and reliability are critical requirements in the absence of cellular infrastructure, i.e., base stations and wired backbone lines. We formulate the IPSN group formation as a clustering problem. A subset of user equipments (UEs), called group owners (GOs), are chosen to serve as virtual base stations, and each non-GO UE, referred to as group member, is associated with a GO as its member. We propose a novel clustering algorithm in the framework of affinity propagation, which is a state-of-the-art message-passing technique with a graphical model approach developed in the machine learning field. Unlike conventional clustering approaches, the proposed clustering algorithm minimizes the total energy consumption while guaranteeing link reliability by adjusting the number of GOs. Simulation results verify that the IPSN optimized by the proposed clustering algorithm reduces the total energy consumption of the network by up to 31 % compared to the conventional clustering approaches.
Introduction
A public safety network (PSN) has been developed as a special class of wireless communication network that aims to save lives and prevent property damage. PSNs have evolved separately from commercial wireless networks satisfying various requirements and regulatory issues associated with them [1, 2] . With growing needs for the transmission of multimedia data, existing voicecentric PSN technologies are facing hurdles in fulfilling the demand for high capacity and different types of services. Mission-critical requirements for PSNs include the guaranteed dissemination of emergency information such as alarm texts, images, and videos of disasters even in the absence (or destruction) of cellular infrastructure [3] .
Many research projects have been launched to meet the mission-critical requirement of PSN, e.g., Aerial Base Station with Opportunistic Links for Unexpected & TEmporary events (ABSOLUTE), Alert for All (Alert4All), Mobile Alert InformAtion system using satellites (MAIA) [4] . The research projects include the emergency communications using satellite communications, aerial eNodeBs, and terrestrial radio access technologies. The approaches take advantages of inherent broadcasting and resilience with respect to Earth damages for disseminations of alert messages. In this paper, we limit our interests to terrestrial radio access technologies, e.g., Long-Term Evolution (LTE), TErrestrial Trunked RAdio (TETRA), TETRAPOL, and Digital Mobile Radio (DMR), because PSNs should be operational even in the low-class user equipments (UEs) that are lacking in satellite communication functionalities.
The current technology standards for PSNs, such as TETRA, Tetrapol, and DMR, which provide terrestrial radio access technologies using direct communications between devices when base stations and wired backbone lines are not operational in emergency situations as shown in Fig. 1 [3, 5, 6] . To utilize unprecedentedly rapid advances in commercial wireless networks, the 3rd Generation Partnership Project Long-Term Evolution (3GPP LTE) has recently been adopted as a baseline platform for the next-generation PSNs in the USA, the UK, and South Korea. 3GPP standardization body has been evolving LTE specifications to support direct communication between UEs in out of coverage [7] [8] [9] . To this end, recent evolution of 3GPP LTE has introduced group owner mode to enable public safety networks [10] . The group owner mode is a key feature for direct communications between UEs especially in infrastructure-less PSN (IPSN) where data transfer via infrastructure is unavailable. Some UEs are designated as group owners (GOs) in the group owner mode and are responsible for group formation, communication with their group members (GMs), and inter-group routing as a wireless backbone. Each non-GO UE becomes a GM of its proximate group by performing authentication with the GO of the group. The benefits from the group-based hierarchy in IPSN include better scalability, bandwidth reuse, and simple routing [11] . However, efficient group formation methods have not been fully studied.
In this paper, we focus on two critical goals to organize groups for PSNs: energy efficiency and reliability. IPSNs should minimize energy consumption of UEs to maximize the survival time of the networks. In addition, IPSNs should guarantee reliable communications. In order to guarantee reliable communications, any pair of UEs should be connected through qualified links only considering wireless coverage. These goals are extremely important in IPSNs, as failing to meet the goals could directly lead to losses of lives or property. To resolve the challenges, we formulate a constrained clustering problem for group formation of IPSNs considering both energy efficiency and reliability. Our formulation becomes a mixed-integer programming which requires a combinatorial optimization. We propose a low-complexity clustering algorithm to solve this problem. As will be discussed in detail in the next section, existing techniques are not efficient enough to provide a satisfactory solution to the problem, thus motivating us to introduce affinity propagation (AP) [12] , a state-of-the-art message-passing technique. AP has been proven to be a very efficient tool for various types of optimization problems in communication networks [13] [14] [15] . The proposed clustering algorithm based on the AP framework efficiently minimizes the total energy consumption of IPSNs while guaranteeing reliable communications.
Our main contributions are summarized as follows:
• IPSN organization: We formulate the IPSN group formation as a constrained clustering problem. Unlike the conventional clustering problems studied in the literature, our clustering formulation minimizes energy consumption while guaranteeing reliable communications. This requires a computationally demanding optimization.
• Low-complexity algorithm: We propose a lowcomplexity clustering algorithm for the constrained clustering problem in the AP framework. The proposed clustering algorithm iteratively performs AP to determine the number of clusters adaptively. In addition, we present how to determine the initial parameters to reduce the number of required iterations and improve the convergence speed.
• Energy-saving performance: Our simulation results verify that the proposed clustering algorithm reduces the total energy consumption in the network by up to 31 % compared to the conventional clustering algorithms. Note that such energy saving is achieved while guaranteeing reliable communication in the network.
The remainder of the paper is organized as follows. Section 2 describes the related work in comparison with our work. The system model and the problem formulation are described in Section 3. In Section 4, we propose a novel clustering algorithm in the AP framework. In Section 5, how to determine the initial parameter p (1) is presented to reduce the number of iterations required by the proposed clustering algorithm. We show the simulation results of the proposed clustering algorithm in Section 6. Finally, Section 7 concludes the paper.
Notations: max (x, y) denotes the maximum of x and y. x is used to refer to the smallest integer not less than x. |x| is the absolute value of a real number x. |A| denotes the cardinality of a set A. The same notation is used to refer to the absolute value and the cardinality, and the meaning depends on the input of the operator. E[·] denotes the expected value of a random variable. A summary of the notations frequently used in the paper is listed in Table 1 .
Related work

Energy-minimizing network formation
The previous studies have investigated minimizing the total energy of the network in wireless sensor networks (WSNs) [16] [17] [18] [19] [20] [21] . In WSNs, low-energy adaptive clustering hierarchy-centralized (LEACH-C) [18] proposed a 
Similarity of UE i to UE j pioneering idea, which minimizes the total energy consumption of the network using a clustered hierarchy.
In LEACH-C, simulated annealing-based optimization algorithm [22] is adopted for cluster formation. Several improvements have been proposed to enhance LEACH-C by considering residual energy [19] , a re-clustering frequency [20] , and solar cells [21] . In [23] [24] [25] , LEACH-C has been improved by replacing simulated annealing with K-means clustering [26] , which has been proved to be efficient for most clustering tasks in machine learning fields. Recent studies have developed network formation techniques based on the game theory [27] [28] [29] [30] [31] [32] . Among various studies exploiting coalition game for communications networks, the study in [27] proposed a hybrid homogeneous LEACH protocol (HHO-LEACH) to minimize energy consumption of the network. As described in its name, HHO-LEACH is based on LEACH in minimizing energy consumption. However, the connectivity constraints are not considered in [27] like other studies that have enhanced LEACH.
Reliable network formation using CDS
Network formation under connectivity constraint has been focusing on connected dominating set (CDS) [33] [34] [35] [36] . In graph theory, CDS is defined as a connected subgraph of a graph to which every vertex not belonging to the CDS is adjacent. For the last two decades, various algorithms such as Guha and Khuller's algorithm and Ruan's algorithm have been developed for various types of CDS constructions [37, 38] . In ad hoc networks, a CDS is used to select a wireless backbone network guaranteeing reliable connection for routing and control [33] [34] [35] [36] . Vertices and edges in a graph represent the set of nodes and the set of links in ad hoc network, respectively. Whether any pair of nodes are adjacent to each other or not (that is, whether two vertices are connected by an edge in a graph) depends on the distance between them.
Limitations of previous approaches
The aforementioned studies cannot be directly applied to IPSNs because they focus on either minimizing the total energy consumption or guaranteeing reliable connection. Clustering algorithms that minimize total energy consumption do not consider connectivity constraints for reliable communication between UEs. On the other hand, minimization of total energy consumption of a network is not considered in the CDS-based network formation techniques. Thus, we propose a new network formation scheme for IPSN considering both minimizing total energy consumption and guaranteeing reliable communications.
System model and problem formulation
Channel model and network structure
An IPSN composed of N UEs is considered. We consider a hierarchical network topology in IPSN composed of GOs and GMs as shown in Fig. 2 . Black circles, white circles, solid lines, and dashed lines are GOs, GMs, intra-group links between GO and GM, and inter-group links between neighbor GOs, respectively. GOs serve as virtual base stations. GOs coordinate their GMs for synchronizations, resource allocations, and initial attachments. They also relay data to support inter-group communications. Each GM is associated with the nearest GO. A set of GOs is denoted as V, and a set of GMs associated with GO j (∈ V) is denoted as N j .
We consider path loss channel model defined in 3GPP specification for direct communication between UEs [9, 39] . The received signal power at UE j from UE i is given by
where
and L 0 denote the transmit power of UE i, the distance between UE i and UE j, path loss exponent, the reference distance, and the transmission loss at the reference, respectively. Then, the signal-tonoise ratio (SNR) at UE j from UE i is SNR ij = P rx ij /σ 2 , where σ 2 represents the noise power. A link from UE i to UE j is regarded as a reliable link when SNR ij is larger than the SNR threshold γ , i.e., SNR ij ≥ γ . The value of γ depends on modulation, code rate, and acceptable bit error rate. The maximum range of a reliable link with transmit power P and SNR threshold γ can be determined as
To organize a reliable clustered hierarchy for an IPSN, two different transmission ranges for reliable links are considered depending on the link types. The transmission range for intra-group links is r 1 = f (P 1 , γ 1 ), where P 1 and γ 1 are maximum transmit power for inter-group links and SNR threshold for intra-group links, respectively. The transmission range for inter-group links is r 2 = f (P 2 , γ 2 ), where P 2 and γ 2 are the maximum transmit power for inter-group links and SNR threshold for inter-group links, respectively. Normally, higher transmit power, lower-order modulation, and lower-code rate are required for inter-group links of a wireless backbone, implying that r 1 ≤ r 2 [11] .
Problem formulation
We focus on minimizing total energy consumption in IPSN. Two types of energy consumption are considered, i.e., the energy consumption for transmissions between GO-GM pairs and the energy consumption for the management of groups. The energy consumption for the transmissions between GO j and GM i can be expressed using Group owner Group member Intra-group link Inter-group link the SNR threshold γ 1 . The minimum power consumption for transmission between GO j and GM i to be successfully detected at distance d ij is given as
where σ 2 , d 0 , and L 0 are noise power, reference distance, and transmission loss at the reference, respectively. The power consumption for the management of each group is a system design parameter related to synchronization, resource allocation, inter-group transmissions, and other system factors. The constant power consumption per cluster is denoted asw 1 and the power consumption affected by the number of the group members is assumed asw 2 per intra-cluster link. The power consumption for the management of GO j's cluster can be calculated as w 1 + i∈N jw 2 . The total power consumption for the management of all clusters in an IPSN can be derived as
where N is the number of UEs in the IPSN. The constant term Nw 2 does not affect the optimization decision of clustering, and j∈V (w 1 −w 2 ) can be converted into j∈Vw , wherew =w 1 −w 2 . Then, the minimization of the total power is formulated as
In a group-based hierarchy in IPSN, reliable communication between any pair of UEs can be guaranteed by two connectivity conditions, namely, intra-group connectivity and inter-group connectivity. Intra-group connectivity condition implies that each GO should be in the communication range of all GMs associated with it. This condition can be represented as d ij ≤ r 1 , ∀j ∈ V, ∀i ∈ N j . Inter-group connectivity condition implies that any GO should not be isolated from the network of GOs. For the mathematical representation of inter-group connectivity, we define the inter-group adjacency matrix C and the inter-group connectivity matrix A. Matrix C is an L × L matrix whose (l, l ) entry is one when the distance between the lth GO and the l th GO is less than r 2 , and is zero otherwise, where
entry of C k is greater than zero if the lth GO and the l th GO are connected via k reliable inter-group links, and is zero otherwise. Thus, a ll > 0 means that the lth GO and the l th GO are connected via one or multiple inter-group reliable links, where a ll is the (l, l ) entry of A. Then, inter-group connectivity condition can be represented as
An optimization problem for energy efficiency and reliability in an IPSN is formulated as minimize j∈V i∈Nj
where (5a) represents the minimization of the total energy consumption through the determination of V, and N j 's, (5b) denotes the connectivity constraints C 1 for intragroup connectivity, and (5c) denotes the connectivity constraints C 2 for inter-group connectivity. Note that the clustering problem for minimizing the sum of the energy consumption without any constraints is known to be an NP-hard problem [40] . In addition to this problem, our formulation includes complicated integer constraints to guarantee reliability. This is very challenging, and none of the previous study investigates an efficient solution. To this end, we develop a novel low-complexity algorithm by introducing AP framework.
Constrained clustering algorithm for IPSN
First, we present some background with regard to the AP framework. Secondly, we embed the optimization problem (5) into the AP framework through similarity modeling. Finally, we develop a low-complexity clustering algorithm for IPSNs.
Preliminaries: affinity propagation
AP is a state-of-the-art clustering algorithm developed in computer science based on a message-passing algorithm [12, 41] . It was originally proposed to find a set of representative data points (or exemplars) to partition a set of data points into subsets of data points. AP has various advantages. First, it outperforms existing clustering algorithms, i.e., K-means clustering and simulated annealing. Secondly, AP provides a deterministic result, unlike other clustering algorithms whose performance depends on the choice of the initial point. Thirdly, AP can be adapted to various complicated problems owing to its flexibility. The inputs of AP are the real-valued similarities, and the objective of AP is to select GOs which maximize the sum of similarities as formally described by
where s(i, j) denotes the similarity of UE i to UE j. The similarity s(i, j) of UE i indicates the suitability of UE j to be the GO of UE i. The preference (or self-similarity) s(j, j) of UE j indicates the suitability of UE j to be a GO. AP considers all UEs as potential GOs and selects GOs by passing messages iteratively between the UEs. Two types of messages are defined in earlier work [12] as responsibility and availability. After each iteration of passing messages, the messages are updated by the update rule derived in [12, 41] based on the max-sum algorithm in a factor graph. The message of responsibility r(i, j) from UE i to potential GO j reflects the accumulated evidence about the suitability of UE j serving as the GO for UE i, considering other potential GOs for UE i. The initial value of responsibility is set to r(i, j) = s(i, j) − max j s.t.j =j s(i, j ). The update rule of the responsibility r(i, j) from UE i to potential GO j is
The availability a(i, j) from the potential GO j to UE i reflects the accumulated evidence about the suitability choosing UE j as the GO of UE i, considering the support from other UEs that UE j should be a GO. The initial value of availability is set to a(i, j) = 0. The update rule of the availability a(i, j) from potential GO j to UE i is
The self-availability of UE j reflects the accumulated evidence about UE j being a GO, considering the positive responsibilities sent to candidate GO j from other UEs. The initial value of availability is also set to a(j, j) = 0. The self-availability of UE j is updated differently with the availability a(i, j) as
Messages are exchanged iteratively until the fixed number of iterations is reached or the decision of the GOs remains unchanged for the fixed number of iterations. After termination of message exchanges, the GO j of UE i is determined as
The overall computational complexity of affinity propagation increases as O(NNt max ), whereN denotes the average number of UEs adjacent to a UE and t max denotes the maximum number of iterations. Decades of iterations are enough to converge in AP [15, 42] and the convergence properties and proofs are discussed in depth in [15, 42] . Another advantage of this approach is that the computational load of affinity propagation can be implemented in a distributed fashion using multi-core processors [43] . Although the renewal periods of clusters depend on the mobility patterns of UEs, clusters organized by the proposed algorithm are expected to be maintained for a few minutes without a renewal of the clusters. Considering that the proposed clustering algorithm is performed on a long-term time scale, the computation cost for the proposed clustering algorithm is manageable.
Similarity modeling
We embed the optimization problem (5) into the AP framework with the following similarity modeling. We define the similarity of UE i to UE j as
Then, minimizing the total energy consumption in IPSNs is rendered into maximizing the sum of similarities in AP. Our similarity modeling prevents cases in which the distance between a GM and its GO exceeds r 1 . In such cases, the sum of the similarities goes to −∞. Therefore, the intra-group connectivity condition is always satisfied. In addition, we define the preference (or self-similarity) of UE j as
where p takes a value that is less than zero. If UE j is not eligible to become a potential GO due to its high mobility, low residual energy, or UE type, it is precluded by setting s(j, j) to −∞.
Proposed clustering algorithm
When an UE detects the disruption of infrastructure, the UE tries to find new clusters of an IPSN to join. If the UE fails to find any available cluster, the UE initiates the procedures to form a clustered hierarchy for an IPSN. To notify the initiation of forming clusters, a flooding-based route discovery can be used, which is well known in distributed network management such as the generation and maintenance of a routing table in ad hoc network [44] [45] [46] . The flooding-based route discovery is useful in the disruption scenarios because it is assuming an ad hoc network without infrastructure. A UE initiates the procedures to form a clustered hierarchy by broadcasting an information request (IREQ) packet. Some of UEs receiving the IREQ packet become relay nodes and rebroadcast the IREQ packet. The IREQ packet is rebroadcast for a fixed number of hops. The UEs that received IREQ send an information response (IREP) packet to the source UE of the IREQ packet along the reverse path of the IREQ packet. The IREP contains the identification and location information. The source UE performs the proposed clustering algorithm with the collected UE information. If multiple UEs initiate clustering procedures simultaneously, the UE responsible for performing computation can be decided by the pre-determined priority, e.g., the ordering of user identification number. In case of the periodic renewals of clusters, GOs collect UE information of associated GMs and one of GOs collects all the information from GOs to perform the proposed clustering algorithm. After performing the proposed clustering algorithm, the result is delivered to each UE by relaying the result through the selected GOs. According to [44] [45] [46] , it is known that the signaling overhead of the flooding-based signaling is manageable if it is performed on a long-term time scale as in the proposed clustering algorithm. The outputs resulting from AP are a set of GOs, V, and sets of GMs associated with each GO, N j 's. The intra-group connectivity is always satisfied for all outputs resulting from AP by our similarity modeling.
If the inter-group constraint is satisfied, the total power consumption E(p) can be calculated using the power consumption model described in Section 3.2 as
o t h e r w i s e ,
where V and N j denote the set of GOs, and the sets of GMs associated with GO j, resulting from AP with preference p. If the result of AP does not satisfy the inter-group connectivity constraint, the outputs of AP with p are not valid. In such a case, we consider E(p) as ∞. The proposed clustering algorithm finds the value of p minimizing E(p) as described below. Therefore, the final outputs of the proposed clustering algorithm always satisfy the inter-cluster constraint.
The number of clusters is the key parameter for both total energy consumption and connectivity constraints. As the number of clusters increases, the first term of E(p) decreases and the second term of E(p) increases. If there are too few clusters, the connectivity constraints cannot be satisfied. The proposed clustering algorithm finds the proper number of clusters for the problem (5) by controlling the value of p considering total energy consumption and the connectivity constraints. Finding the optimal value of p is a complicated problem, and we propose an efficient method to find the optimal value of p based on what is known as golden section search [47] . Before beginning the golden section search, the value of preference changes with the moving rate of ρ to obtain the initial search interval of preference value to find the optimal value of p. The search interval of preference value is represented by the preference triplet (φ min , φ c , φ max ). The preference triplet (φ min , φ c , φ max ) consists of the minimum of the search interval φ min , the maximum of the search interval φ max , and the internal point of the search interval φ c . The triplet should satisfy φ min < φ c < φ max , E(φ min ) > E(φ c ), and E(φ max ) > E(φ c ). After finding the initial preference triplet, the preference triplet is iteratively updated based on the golden section search to narrow the search interval of preference value by evaluating the total power consumption at a new value in the search interval, namely φ. The overall procedure of the proposed clustering algorithm is shown in Algorithm 1, where AP(p) represents the optimization via AP with the preference p, and GSS(φ min , φ c , φ, φ max ) denotes the updates of the preference triplet and φ based on the golden section search. (2) 
Algorithm 1 Proposed clustering algorithm
Phase II. Golden section search 9: repeat 10:
To find the initial triplet of the preferences, we consider the initial value of p, denoted by p (1) , and the moving rate of p, denoted as ρ. Initially, AP is performed with the preference of p (1) and p (2) , where p (2) = p (1) ρ > p (1) . If E(p (1) ) > E(p (2) ) or E(p (1) ) = E(p (2) ) = ∞, AP is iteratively performed by increasing p (m) = p (1) (1) ) < E(p (2) ), AP is iteratively performed by decreasing p (m) = p (1) 
The initial triplet of the preferences in this case is
After determining the initial triplet of preferences, the preference value is updated based on the golden section search to find the final preference value. The golden section search narrows successively the search interval of preference value by updating the triplet of preferences. Using (φ min , φ c , φ max ), a new preference of φ is calculated as
Among φ min , φ c , φ max , and φ, the golden section search determines a new triplet of preferences based on the results of AP with the preference of φ min , φ c , φ, and φ max as
The update of the preference triplets terminates if φ max − φ min < |φ c + φ|, where denotes the termination threshold. The final preference value is p r = φ c if E(φ) > E(φ c ), and the final preference value is p r = φ if E(φ) < E(φ c ). The final clustering outputs are the V and N j s resulting from AP with the preference p r .
Determination of the initial point
The proposed clustering algorithm is based on iterative updates of the AP solution that requires long processing time and high computational complexity. The required number of iterations of the proposed clustering algorithm depends on the choice of the initial value of preference p (1) . If the iteration begins with an arbitrary value of p (1) , the proposed clustering algorithm finds inefficiently the final value of p. To reduce the number of iterations of the proposed clustering algorithm, we determine the p (1) by estimating the minimum number of clusters, denoted by κ, that satisfies the connectivity constraints.
The estimated minimum number of clusters, κ, depends on r 1 , r 2 , and S because the entire area of S should be covered by the clusters, and r 1 and r 2 limit the maximum radii of clusters. When r 1 < r 2 /2, intra-group connectivity is a major factor that limits the maximum radii of clusters and determines κ. When r 1 > r 2 /2, inter-group connectivity is a major factor that limits the maximum radii of clusters and determines κ. Therefore, we conclude that κ can be calculated as
Then, we determine p (1) which corresponds to κ via their mathematical relation. We determine the relation between the number of clusters and the value of p in AP by averaging the distribution of the UEs.
Lemma 1 Let N and S be the number of UEs and the area, respectively. Then, the relation between the number of clusters, K, and the value of preference p in AP is
Proof See Appendix.
Using Lemma 1, p (1) can be set to
The derived relation between the number of clusters and the value of p in AP is evaluated in Fig. 3 with N = 400 and 1000, and the other parameters are same with the parameters described in Table 4 . Figure 3 shows that the relation is well estimated such that it can be utilized in the determination of p (1) .
Simulation results
We present the simulation results of the proposed clustering algorithm. The simulation parameters used in this paper is listed in Table 2 . A rectangular area of 2×2 km is considered. A WINNER+ B1 path loss model with α = 4.37, d 0 = 1 m, and L 0 = 0.068 is set with a height of 1.5 m and a frequency of 700 MHz, which is the most widely used bandwidth [9, 39] . For intra-group links, SNR threshold γ 1 is set to 9 dB with 16 QAM, a 616/1024 code rate, and 1 % bit error rate based on the performance evaluation in an LTE system [48] . Similarly, γ 2 is set to 3 dB with QPSK, a 602/1024 code rate, and 1 % bit error rate for inter-group links. Maximum transmit powers of P 1 = 23 dBm and P 2 = 30 dBm are considered for intra-group link and inter-group link, respectively. A single set of affinity propagation terminates when the number of iterations is 1000 or the decisions of the GOs are identical for 10 iterations. A moving rate of preference is set to ρ = 0.3. A termination threshold of = 0.01 is considered in the golden section search. The proposed clustering algorithm is compared with K-means clustering [23] , LEACH-C [19] , and CDS-based formation [36] . The performances are averaged over 100 independent realizations of user distributions. Figure 4 shows the average number of clusters that minimizes the total energy consumption as a function ofw for different numbers of UEs, N. The proposed clustering algorithm autonomously finds the number of clusters which minimizes the total energy consumption while satisfying the connectivity constraints. In K-means clustering and LEACH-C, the average number of clusters that minimizes the total energy consumption is attained by performing the algorithms for 1 ≤ K ≤ N clusters. The value of K that satisfies connectivity constraints in less than 90 % of the realizations is excluded from the results for a fair comparison. As the value ofw increases, the number of clusters decreases in the loww region of w ≤ 25 dBm because the total energy consumption can Simulation result (N=400) Analysis (N=400) Simulation result (N=1000) Analysis (N=1000) Fig. 3 Relation between the preference and the average number of clusters be minimized with less number of clusters. In this region, total energy consumption determines the resulting number of clusters because the connectivity constraints are always satisfied given this number of clusters. On the other hand, the numbers of clusters are nearly identical in the highw region ofw > 25 dBm. Despite the fact that fewer clusters is preferred in the perspective of total energy consumption, the number of clusters cannot be less than the minimum number of clusters in the region to satisfy connectivity constraints. The proposed clustering algorithm can satisfy the connectivity constraints with fewer clusters because the proposed clustering algorithm is designed considering the connectivity constraint by the similarity modeling. CDS-based formation gives the same results regardless ofw because CDSbased formation does not consider power consumption. CDS-based formation does not differentiate the maximum ranges according to the link type (intra-group link or inter-group link) [36] . We consider the maximum range for intra-group r 1 as a maximum range in CDS-based formation to guarantee that the connectivity constraints are satisfied. Figure 5 shows how the average total energy consumption in the proposed clustering algorithm varies withw when the number of UEs is N = 400. The proposed clustering algorithm is compared with K-means clustering with K = 35, 55, and 74 clusters and LEACH-C with K = 41, 61, and 80 clusters. The selected values of K are the value of K minimizing the total power consumption atw = 35 dBm in Fig. 4 , the value of K minimizing the total power consumption atw = 15 dBm in Fig. 4 , and the mean of these two values. CDS-based formation creates the same number of clusters regardless ofw as shown in Fig. 4 . The proposed clustering algorithm shows the lowest energy consumption compared to K-means clustering, LEACH-C, and CDS-based formation, irrespective of the value ofw. Specifically, the proposed clustering algorithm provides less energy consumption than K-means clustering, LEACH-C, and CDS-based formation by up to 31 % in the highw region ofw > 25 dBm where connectivity constraints dominate the resulting number of clusters. The performance gain of the proposed clustering algorithm in the highw region comes from the relatively small number of clusters satisfying the connectivity constraints in the proposed clustering algorithm. In the region ofw < 25 dBm, the proposed clustering algorithm 26 % when N = 200 and by 12 % when N = 600. As noted above, the performance gain of the proposed clustering algorithm comes from the relatively small number of clusters in the highw region. As the number of UEs increases, the performance difference decreases because the portion of j∈Vw out of the total power consumption decreases. Similarly, Fig. 7 compares the average total energy consumption in the proposed clustering algorithm with that of K-means clustering and LEACH-C as a function of the number of UEs whenw = 20 dBm in the loww region. K = 41, 53, and 65 are selected for K-means clustering and K = 45, 65, and 84 are selected for LEACH-C. The selected values of K are the value of K minimizing the total power consumption at N = 200, the value of K minimizing the total power consumption at N = 800, and the mean of these two values. As the number of UEs in IPSN increases, more number of clusters are created to minimize the total power consumption. The proposed clustering algorithm reduces the total power consumption by about 12 % compared to K-means clustering and by about 30 % compared to LEACH-C. The performance gain which comes from the outstanding clustering performance of the AP framework remains steady regardless of the number of UEs. Table 3 shows how the average total power consumption varies with the number of iterations, denoted by t max , in the proposed clustering algorithm. Case A considers N = 400 andw = 20 dB, case B considers N = 400 andw = 30 dB, and case C considers N = 800 and w = 20 dB. In general, larger number of iterations improves the performance of the proposed algorithm. However, the algorithm complexity can be considerably reduced by sacrificing the performance slightly. Note that the proposed clustering algorithm with t max = 70 still notably outperforms the conventional clustering algorithm. Considering that the proposed clustering algorithm is performed on a long-term time scale as described in Fig. 10 , the computation cost for the proposed clustering algorithm is manageable. Figure 8 shows the empirical cumulative distribution function (CDF) of the number of hops between UEs, where N = 400. The average latency in packet delivery between the UEs is proportional to the number of hops between them. More than 90 % UE pairs can deliver packets to each other within four hops when the simulation area is 2×2 km. The structures of clustered hierarchies are different atw = 20 and 30 dB due to the different number of clusters. However, the average number of hops between any two pairs is similar.
To provide the simulation results in more practical scenarios, option 1, which defines the layout for the simulation of IPSNs in 3GPP LTE [9] , is used in Figs. 9 and 10. The parameters defined in option 1 are described in Table 4 . eNodeBs are used only for describing the UE distributions, and it is assumed that no eNodeB is enabled for IPSNs as defined in [9] . Shadowing is assumed to follow log-normal distribution, and the shadowing 200 300 400 500 600 700 800
Number of PSN nodes standard deviation, denoted by σ sh , is varied from σ sh = 0 to 10 dB. In the practical model, the connectivity constraints cannot be always guaranteed in the proposed clustering algorithm due to the channel fluctuation. We define the outage probability as the probability that the received SNR at a UE from its GO is less than the required threshold γ 1 . The outage probability shows how reliable the links between GMs and GOs are in a fading model and a mobility model. Figure 9 shows the average outage probability in the proposed clustering algorithm as a function of the shadowing standard deviation. The proposed clustering algorithm always satisfies the connectivity constraints, and the outage probability equals zero when shadow fading is not considered. As the shadowing standard deviation increases, the outage probability increases. The proposed clustering algorithm can reduce the outage probability by conservative setting in the connectivity constraints. In other words, the outage probability can be reduced if r 1 and r 2 are set to smaller values. The conservative setting for reliability results in higher power consumption in the proposed clustering algorithm. The tradeoff between the reliability and the power consumption should be considered in the practical implementations. Figure 10 shows the average outage probability in the proposed clustering algorithm as a function of time and UE speed, denoted by v. A random walk mobility model [49] , which is one of the most employed models used for ad hoc network [50] and sensor network [51] , is used in the mobility pattern of UEs. To focus on the impact of mobility in the proposed clustering algorithm, the impact of shadow fading is excluded here. With no mobility of UEs, the outage probability equals zero by the clustering result ensuring the connectivity constraints from the clustering algorithm. As UEs move faster, the outage probability increases fast and the renewal of clusters should be performed more frequently to maintain a reliable hierarchy. However, the renewal of clusters every 10 min is enough to maintain a reliable hierarchy even when v = 9 km/h. The outage probability can be reduced by setting r 1 and r 2 to smaller values, and the similar tradeoff between the reliability and the power consumption with the fading model exists in the mobility model.
Conclusions
A novel clustering algorithm based on affinity propagation is proposed to provision both energy efficiency and reliability in IPSNs. As a key novelty, we embed the optimization problem of IPSNs into the AP framework by means of similarity modeling and proposing an efficient method to find the number of GOs based on the golden section search. The proposed clustering algorithm adaptively determines the number of clusters that minimizes the total energy consumption while satisfying the connectivity constraints. The simulation results have shown that the proposed clustering algorithm considerably outperforms K-means clustering, LEACH-C, and CDS-based formation in various environments. Future research directions include studies of the impact of UE mobility, heterogeneous traffic patterns, and different device types. 
where V K and N j denote the set of K GOs and the set of GMs associated with GO j resulting from AP, respectively. The similarity function is assumed as follows:
We assume that GMs are uniformly distributed around the GOs within a circle with a radius of √ S/πK. Then, the 
As the number of clusters increases, the sum of similarities decreases while the sum of preferences increases proportionally to the number of clusters. AP autonomously finds the number of clusters that maximizes the sum of similarities with the given value of p aŝ
Unfortunately, K is restricted to being an integer. Therefore,K can be determined by calculatingR(p, K) for all K such that 1 ≤ K ≤ N which is computationally difficult in the case of a large N. Thus, we propose a suboptimal approach with a relaxation technique. That is, K is relaxed as a positive real number of K ∈ [ 1, N] . This allows us to
