In this paper 1 we propose a framework for Statistical Static Timing Analysis (SSTA) considering intra-die process variations. Given a cell library, we propose an accurate method to characterize the gate and interconnect delay as well as slew as a function of underlying parameter variations. Using these accurate delay models, we propose a method to perform SSTA based on a quadratic delay and slew model. The method is based on efficient dimensionality reduction technique used for accurate computation of the max of two delay expansions. Our results indicate less than 4% error in the variance of the delay models compared to SPICE Monte Carlo and less than 1% error in the variance of the circuit delay compared to Monte Carlo simulations.
INTRODUCTION
With the CMOS technology reaching 45nm node, the parametric yield loss due to large variations in delay and leakage has become the dominant contributing factor to the total yield loss. This has resulted in a significant amount of work in the area of statistical methods for parametric yield analysis and optimization of digital circuits in recent years. A number of techniques for statistical static timing analysis (SSTA) [5, 14, 2] and statistical leakage analysis [10] have been proposed. Previously proposed SSTA approaches can be classified into either path-based [8] or block-based [5, 12, 16, 14] .
Initial block based SSTA methods [5, 12] were based on modeling the delay as a linear canonical function of Gaussian random variables and then approximating the max operation using Clarke's approximation. The intra-die correlations were captured by de-correlating the random variables modeling device parameters using Principal Component Analysis. However, the approximation of max of two delays as a linear function can result in significant errors. To solve this problem methods to propagate quadratic delay models were proposed [16, 14] . The authors in [16] use a conditional linear max operator to propagate the delay functions. [14] proposed an efficient moment matching based technique for propagat-ing quadratic delay functions. The authors in [11] described a method to propagate linear delay models of non-Gaussian and Gaussian sources of variations. The max of two delays is also modeled as a linear function of non-Gaussian and Gaussian random variables.
To develop accurate models for gate and interconnect delays, we propose a novel technique based on Polynomial Chaos. In order to reduce the number of random variables in the analysis used for modeling the correlations due to intra-die variations, we use Karhunen-Loéve expansion (KLE) expansion. KLE provides a much more compact representation of the process variations and can provide the same degree of accuracy as the grid based approach with up to 4-5 times less number of random variables [4] .
Once we have obtained accurate delay and slew models, we propose an approach to propagate delay and slew functions across the circuit graph to perform SSTA. Our method is based on an efficient dimensionality reduction technique for obtaining the coefficients of the max of two delays. The representation of the delay models using orthogonal polynomials allows us to independently compute the coefficients of the max of two delay expansions instead of solving a system of equations obtained using moment matching [14] . We also demonstrate how to account for non-Gaussian sources of variations in our proposed SSTA algorithm.
The outline of the rest of the paper is as follows: Section 2 provides the background material on Polynomial Chaos. Given a cell library, the library characterization for obtaining accurate delay and slew models is described in Section 3. Section 4 describes the process of de-correlating the random variables using KLE. Our method for performing SSTA is outlined in Section 5 and results are given in Section 7.
BACKGROUND
Let H be a complete metric space with an inner product ·, · defined. The norm f of any function f in H is defined as f = p f, f . Using the results of polynomial chaos [6] , a second-order stochastic process (a process whose second moment is finite) can be represented as
(
The equality in (1) is such that the series on the right converges to f in the norm. The functions, ψi's are orthonormal basis functions, that is
where E[·] is the expectation over the concerned probability space. In our problem, the basis functions, ψi's are functions of the random variables (RVs) modeling the underlying process variations. For example, if the process variations are modeled using normal RVs ξ = (ξ1, ξ2, . . . , ξr), the resulting basis functions are known as Hermite polynomials. The first few uni-variate Hermite polynomials are given by
The multi-variate Hermite polynomials are simply products of lower order uni-variate Hermite polynomials. Previously, [13] used the PCE in Hermite polynomials to model the voltage response of an interconnect.
Obtaining the PCE for a System Response
The expansion in (1) is an infinite series and in practice has to be truncated to a finite number of terms, say n. As shown in (1) the i-th coefficient ai in the PCE of a random function f is simply the inner product of f with the i-th basis function ψi. Thus representation of f in the form of (1) requires an accurate computation of this inner product. In the case where we have some implicit functional relation between the system response f and the excitation (as in the case of [13] ), it is possible to obtain the coefficients of the truncated expansion f by minimizing the norm of the error between f andf [13] (also known as the Galerkin method).
But what happens when we do not have any functional relation describing f ? In such a case, we have to resort to numerical techniques for computation of the inner products f, ψi . The inner product is defined as
where w(ξ) is the weight function (probability density function) corresponding to the distribution of ξ. For any general distribution of ξ and any arbitrary f , the integral in (4) can be estimated using a number of numerical techniques such as Monte Carlo or generalized quadrature methods. These techniques approximate the integral in (4) using a sum as
where ξ k = (ξ 1k , ξ 2k , . . . , ξ rk ) is a point in the r-dimensional parameter space and w k is the weight of the k-th point. However, for these approaches the number of samples m at which the integrand needs to be evaluated for high accuracy can be prohibitively large. Instead, for some specific distributions such as Gaussian, Uniform etc., and smooth functions f , the integral can be evaluated with a very high accuracy using N +1 order Gaussian quadrature in each dimension, where N is the order of the polynomial that can accurately approximate f . For our library characterization problem, we observed that the delay and slew can be modeled accurately using a secondorder expansion. Thus we use a third-order Gaussian quadrature to estimate the inner products and thus the coefficients of the expansion. In practice, the number of parameters used for modeling gate and interconnect delay and slew is typically not more than 6-7 (Vtn, Vtp, L, tox etc.) which results in 3 7 or ∼2000 evaluations. Since, the characterization has to be done only once for a given library, this is a one time cost. Moreover we show in section 3 that a method known as Smolyak quadrature can be used to reduce the number of points to ∼100.
DELAY AND SLEW MODELING
The delay and slew of the logic gates of a CMOS library vary with both the process variations (e.g., Vtn, Vtp, Tox, L) that are typically modeled as Gaussian in nature and also deterministic parameters like load capacitance C eff and power supply V dd . The deterministic variations are typically handled through the use of look up tables. The process variations are random (with/with-out correlations) in nature and are generally handled as perturbations in a ±3σ region around the nominal values of the parameters.
In this work, we develop a model for delay & output slew as a function of all these variables and input slew Sin. We first model the delay as a multi-variate function of all these variables, treating all these variables as deterministic quantities, through orthogonal polynomial interpolation (SPICE runs) on a Smolyak grid of quadrature nodes [3, 7] . We model the delay over the natural range of variations in C eff , Sin that is typically encountered in analysis and the variables Vtn, Vtp, Tox and L in their ±4σ range. We then project this deterministic model on to a second order Hermite polynomial basis in the process variables and input slew. The coefficients of the second order Hermite polynomial expansion, which are now functions of the variable C eff , can be readily obtained for various values of C eff .
Smolyak Grid Interpolation
A widely used method in functional approximation is orthogonal polynomial based interpolation that ensures meansquare optimality in convergence w.r.t. the order of expansion. The response of interest is expressed as an N th order series in orthogonal polynomial basis (e.g., Cheybshev, Legendre, Laguerre etc.,) and is then interpolated on the zeros of the (N + 1) th order polynomials. These are called the quadrature nodes and are the exact same nodes that are also used in integration using the Gaussian quadrature method. However, for multi-variate interpolation or integration in r variables, the number of quadrature nodes increases as ∝ (N + 1) r , which is well known as the curse-of-dimensionality.
To address this issue, we use an efficient approach based on interpolation (SPICE runs) on a Smolyak grid [3, 7] . This approach ensures some optimality in convergence while reducing the number of interpolation points for a given r as compared to full quadrature integration. Let's suppose that the variables under consideration are Z = (Z1, ..., Zr) deterministic variables that are normalized to the range (−1, 1) and that the response of interest is a (p) th order polynomial and (p + 1) th order interpolation is being used.
• The Smolyak grid is defined as
where i = (i1 + ... + ir) is the order of Smolyak interpolation and W i 1 j indicates a set of zeros of orthogonal polynomials of order i1 in the dimension of variable j, j = 1, .., r. In this work, we use the zeros of the Chebyshev polynomials. If ij = 1, then Wj is taken as a set with only one point {0}. This significantly reduces the total number of interpolation points.
• It has been shown that interpolation on a Smolyak grid assures an error bound for the mean-square error [3, 7] ≤ c r,k n −k (log n) (k+1)(r−1) where n is the number of interpolation points and k is the order of the maximum derivative that exists for the function d( Z). For functions like delay that are sufficiently smooth (K > 1), the rate of convergence is faster with increase in n (which follows from increase in the order i of interpolation).
• The number of Smolyak grid points increase as ∝ r p+1 (p+1)! . This cost increases much slowly as compared to full grid based interpolation which increases as r p+1 .
Delay & Slew as a deterministic function
Let's suppose that we would like to model the delay of a CMOS library gate in the ranges [p−4σ, p4σ] for each parameter p, where p can be any of {L, Tox, Vtn, Vtp}. Also, for C eff and input slew Sin, the range is [C1, C2] and [Sin 1 , Sin 2 ] respectively. We normalize them to range [-1,1] using
where Zi, i = 1, 2, 3, 4 correspond to L, Tox, Vtn and Vtp respectively. We then express the delay as a 2 nd order Chebyshev polynomial series in the variables Z and obtain the coefficients based on 3 rd interpolation on the Smolyak grid of Chebyshev zeros using 84 interpolation points ( SPICE runs) for each CMOS gate in the library. We thus have,
Statistical model using Galerkin
In the presence of process variations, for a particular value of C eff , we can express the process and slew variables as a function of normalized (zero mean, unit variance) random variables ξ = (ξ1, ξ2, ξ3, ξ4, ξ5) as
From (8) and (9), we have
. The delay now needs to be projected on to a second order orthogonal polynomials in ξ1, ξ2, ξ3, ξ4 and a linear function in ξ5. The linear projection for slew variable ξ5 is necessary to be able to propagate the delay expansions in the circuit. For Gaussian variables, Hermite polynomials form the basis. We then have
The coefficients βi can be then obtained optimally using the Galerkin technique as βi = E(d(ξ).Hi(ξp ξq)). The above procedure is repeated for each logic gate in the CMOS library. We compared our delay models for all the gates with those against 5000 Monte Carlo simulations and on average, our approach lead to an error of < 1% in mean and < 4% in variance. The major cost of the above procedure is the interpolation (SPICE runs), which is a one time cost. And mere substitutions are required from then onwards for delay uncertainty propagation through the circuit. A model for output slew is obtained in a similar fashion as discussed above for the delay.
Interconnect delay and slew are modeled as a second order Hermite polynomial series in the random variables. The coefficients of the series are obtained through sampling (similar to interpolation in gate delay modeling) on a variational interconnect model obtained from a Galerkin minimization procedure similar to that in [13] .
PROCESS CHARACTERIZATION
Due to manufacturing variations, the parameter L and V th of each gate on a die is a random variable. Also for a particular manufactured die, the gate length and threshold voltage are functions of location of the gate on the die. Thus these random parameters can be modeled as a stochastic process p(x, θ), where x = (x, y) is the location on the die and θ belongs to the space of manufactured outcomes. Given two gates on a die located at x1 and x2, the random variables p(x1, θ) and p(x2, θ) are correlated. Let the covariance function of p(x2, θ) be represented by C(x1, x2) . Hence, ideally for each parameter, there are as many random variables as the number of gates on a die.
In order to reduce the number of random variables in the analysis, the process p(x, θ) can be represented using a Fourierseries type representation
where {ξn(θ)} is a set of uncorrelated random variables, λn are the eigenvalues, and {φn(x)} are orthonormal eigenfunctions of C(x1, x2). That is they are solution of the equation
The expansion (11) is known as the Karhunen-Loéve expansion. In addition to treating the random variable corresponding to the parameter of each gate as a separate random variable, it can do so with a significantly small set of random variables {ξn(θ)} [4] . For example, consider the isotropic covariance function C(r1, r2) = exp(−cr|r1 − r2|) = C(r1, r2), where cr is the inverse of the correlation length in the radial direction. The general solution of (12) for this covariance function has the form [6] φn(r) = a1 cos(ωnr) + a2 sin(ωnr), λr,n = 2c ω 2 n + c 2 , (13) where ωn is the solution of c−ω tan(ωa) = 0 and ω+c tan(ωa) = 0 for odd and even n respectively. Also, a2 = 0 for odd n and a1 = 0 for even n. The eigenvalues λn determine the contribution of the n-th random variable to the variance of p(r, θ). Since we can always order the eigenvalues such that λn > λn+1, we truncate the expansion by finding the smallest M such that λM ( P M n=1 λn) −1 ≤ , where is a threshold decided by the designer. In this work, we choose = 0.005. Using this criteria, the KLE for p(x, θ) having a radial covariance function was obtained and truncated to obtain M = 9.
The delay expansion of each gate i is obtained in terms of a common set of random variables by substituting the KLE corresponding to each random parameter of the gate i in its delay expansion di. Once delays of all the gates have been obtained, we perform SSTA to compute the circuit delay in terms of the common set of variables.
STATISTICAL TIMING ANALYSIS
Let di and Ti represent the delay and output arrival time respectively of gate i. Let si,in and si,out represent the input and output slew respectively for gate i. Also, let L(m) be the set of nodes at m-th level in the circuit. As discussed in section 3, for each gate we have two expansions corresponding to delay and output slew as a quadratic function of the random variables and a linear function of the input slew. The input slew at the primary inputs is either assumed to be available as quadratic function of the same random variables which model the parameters of the gates in the circuit or is modeled as a deterministic quantity. Thus the output slew as well as the output arrival times of all the gates in L(1) are absolutely determined by functions of the underlying process variables.
That is
where i ∈ L(1). Let node j ∈ L(2) have fan-ins i1, i2, . . . im ∈ L(1). Now, for each input i k of node j the pin-to-pin delay di k j depends on the output slew si k ,out of node i k . The output arrival time Tj for node j can then be written as
where
Similarly, the output slew sj,out of node j is modeled as sj,out = max
Since i k ∈ L(1), its output slew si k ,out is available as a PCE from (14) . Thus, for all the nodes in L(2), the slew and output arrival times are only functions of the underlying random variables. Using the same reasoning as above, the output arrival times of all the nodes the subsequent levels can be represented as functions of the process random variables. The next two sections discuss the computation of these two operations for the case where the basis functions in the delay and slew expansions are from the set {1, ξi, ξj, ξ 2 i − 1, ξ 2 j − 1, ξiξj : i, j = 1, . . . , m}, where m = rp is the number of random variables in the analysis.
Given two delay expansions d1 = P n i=1 αiψi(ξ) and d2 = P n i=1 βiψi(ξ), their sum d1 + d2 can be obtained as
Compared to sum, computation of the max operation is not that straightforward. Since the set of random variables and thus the basis functions is the same for all delay expansions in our analysis, each delay expansion can be written in the following canonical form.
where α = (α0, α11, . . . , α1r, α21, . . . , α2r, α312, α313, . . . , α 3(r−1)r ) and α3ij = 0 for i, j = 1 . . . , r, j < i. Thus, each expansion is uniquely determined by the set of the coefficients of the basis functions. Let this mapping from the coefficients to the expansion be denoted by d(α) as defined in (18). Thus given two expansions d(α) and d(β), we want to find an expansion for dmax = max{d(α), d(β)}. Noting that dmax = d(α) + max{0, d(β) − d(α)}, we need to find coefficients γ such that
, where δ = β − α is the component-wise difference of the tuples for β and α.
From (4), we see that the coefficients γ can be obtained by computing the following inner products
and γ3ii = 0 for i, j = 1, . . . , r and j < i. We now describe how to compute the inner product given by (20). The expansion d(δ) is first written by separating the terms dependent on ξi and those not dependent on ξi as follows
The above equation is in r-dimensional variability space. It is a second order equation and we only need 3 quadrature points in every dimension using the rule of Gaussian quadrature. Thus an exact quadrature based approach would require 3 r points, which can be computationally very expensive for large r. Thus we propose a moment matching based dimensionality reduction technique that reduces this complexity to 3 3 . This method is based on mapping the last three terms in (23) to two functions of new Gaussian random variables ζ1 and ζ2 using moment matching by defining X = P r j=1 δ3ijξj = a ζ1 and
The mean of both X (Gaussian) and Y above is zero and
. In order to obtain b1 and b2, we minimize the absolute difference between the skewness of the quantity on the LHS and the RHS of (24) subject to their variance being equal. The variance σ 2 and skew κ of the quantity on the left of (24) are σ 2 = P r j=1,j =i (2δ
The last term in (25) above corresponds to the summation of the product of the coefficients δ 3jk of the cross-product terms in (24) taken three at a time ( P i jk = 3). The skew of the reduced form on the RHS of (24) isκ = 8b In [15] , the authors give a method to solve the above problem when |κ| ≤ 2 √ 2σ 3 . We extend their method to analytically solve the above minimization problem for any κ and σ. Replacing b 2 1 from the constraint of (26) in the objective function, we can rewrite the objective function as |g(b2)|, where g(b2) = 4b
Theorem 5.1. The optimal solution of the skew minimization problem (26) is
] is one of the real solutions of g(b2) = 0.
Proof. Since we want real solutions for b1 and b2, b2 ∈ [
] for b1 to be real. Now consider the derivative of g, g (b2) = 12b
2 . Over the domain of b2, g (b2) ≤ 0 and thus g(b2) is a decreasing function. Hence g(b2) can be either positive (Case I), have only one real root (Case II) or is negative in the range [
]. For Case I and Case III, the optimal solution lies on the boundary of the domain of b2. For Case III, g(
) ≥ 0. These conditions translate to |κ| ≤ 2 √ 2σ 3 [15] . This condition is also equivalent to the condition for the cubic g(b2) to have all three real roots. Thus the roots for the cubic equation can be obtained and let the one that lies in [
Now that we have obtained a, b1 and b2, we can rewrite the expansion d(δ) in (23) as
However, the inner product max{0, d(δ)}, ξi cannot be evaluated at this time because ζ1 and ζ2 are correlated. In or-der to de-correlate them, we first need to obtain their covariance cov(ζ1, ζ2). To do this, we use the functional relation between cov(ζ1, ζ2) and cov(X, Y ), which is cov(X, Y ) = a b1cov(ζ1, ζ2) [15] . Since X and Y are zero mean, their covariance is same as the expectation of their product. Also, as X and Y are functions of orthogonal polynomials, the expectation of their product can be written as cov(X, Y ) = E[X ·Y ] = P r j=1,j =i δ1jδ3ij. Hence
Two correlated Gaussian variables ζ1 and ζ2 with correlation ρ can be transformed into two new random variables χ1 and χ2 using a linear transformation [9] . Thus, we have the delay expansion d(δ) as function of only 3 independent Gaussian random variables ξ1, χ1 and χ2. Hence, the inner product max{0, d(δ)}, ξi can be computed using Gauss-Hermite quadrature to obtain the coefficient γ1i.
The coefficients for the other basis vectors can also be obtained in a similar manner. While computing the coefficients of the cross product terms ξiξj, we need to keep the terms containing ξi and ξj and reduce the dimensionality of the remaining set of random variables. For the cross product case, the complexity for Gaussian quadrature will be 3 5 as there will be two existing variables and 3 additional variables (one each corresponding to the product terms with ξi and ξj and another one for the rest of the terms). In this case we use Smolyak quadrature to reduce the complexity to ∼ 70 quadrature points. In practice, using our gate delay models and SSTA on benchmark circuits, we found that neglecting cross product terms does not result in significant error (less than 1% error in both mean and standard deviation for all benchmarks). Neglecting the cross terms results in the use of only 27 GaussHermite quadrature nodes and results in extremely fast runtimes. Thus these terms can be neglected to trade-off accuracy for performance. Thus after computing d(γ), we can obtain
For a gate with multiple fan-ins, the output arrival time can be computed by successively performing the max of the current max and the next fan-in.
NON-GAUSSIAN VARIATIONS
The method described in Section 5 can also be used to propagate linear delay expansions of non-Gaussian variables. Once we have independent non-Gaussian (say uniform) and Gaussian variables ζ and ξ respectively, we can construct the orthonormal basis functions corresponding to the distributions of the random variables ζ and ξ. The inner product in this case is also defined by (4) , with the weight function w(·) being the joint distribution of ζ and ξ. Since the random variables are independent, their joint probability distribution will be the product of their marginal distributions. For any distribution, the first order basis functions are of the form ψ(x) = a(x + b). Thus the first order delay expansion can be written as
We can then follow a procedure similar to the case of Gaussian variables to perform the max operation. While computing the inner product max{0, d(δ)}, a(ζi + b) , d(δ) in (23) can be written as
Now the last two terms in (31) are sums of independent Gaussian and non-Gaussian random variables. Hence, using the Central Limit Theorem [9] , they can be accurately modeled using a Gaussian random variable using moment matching. Thus the coefficients of the max can be computed efficiently in this case as well. If the number of non-Gaussian random variables is small 3, we do not need to approximate them using a Gaussian RV and can keep them in the expansion as they are during the computation of the inner product. As an extreme (a) (b) Figure 1 : Max of two delay expansions with (a) one non-Gaussian and a Gaussian RV in each, and (b) two non-Gaussian and two Gaussian RVs in each illustrative example, Figure 1 (a) shows the PDF of the max of two expansions having one Gaussian and one uniform random variable. As can be seen from the figure, our method provides an accurate estimation of the max even for non-Gaussian RVs. Even though the PDF shows significant deviation from the Gaussian, as the number of non-Gaussian variables increases, the non-Gaussian variables become less dominant. In such a case, the non-linearity of the max operation becomes a major source of error as compared to the error induced by neglecting the non-Gaussian component (shown in Figure 1 (b) ). Hence, even in the presence of non-Gaussian sources of variations a linear model will not suffice. Thus further study is required as to what model (linear in non-Gaussian RVs and quadratic in Gaussian RVs or quadratic in both types of RVs) provides the best accuracy/performance trade-off.
EXPERIMENTAL RESULTS
We implemented the proposed framework in C++. The IS-CAS89 benchmark circuits were mapped to a cell library in SIS. They were then placed using UMpack [1]. The delay and slew models for the cells in the library were obtained for a 90-nm technology. The random variables considered in the analysis were gate length L, threshold voltage V th and oxide thickness tox. Correlations for each of these variables were modeled using a radial exponential covariance function. The experiments were run on a 1.25GHz machine with 1.25GB RAM. Table 1 gives the comparison of our approach with 5000 Monte Carlo (MC) simulations on the ISCAS89 benchmark circuits. QSSTA corresponds to our methodology based on a quadratic delay model. During our library characterization, we found that the cross terms were not significant even for 30% 3σ variations. Hence, we ignore the cross terms while performing SSTA. However, to make a fair comparison, the cross terms are kept while performing the MC simulations. Thus MC computes the delay based on the exact delay function consisting of the cross terms. Since we are using non-linear delay models, one measure of the non-linearity (or deviation from Gaussianity) of a random variable is its skew. Hence in addition to the mean and variance, we also compare the skew of the circuit delay with that of the MC samples. For each sample in the space of random variables, we evaluate the delay expansion for the arrival time at the sink node of the circuit to obtain the delay given for that sample by our SSTA. For MC, we obtain Circuit # Gates Table 1 : Results of SSTA for ISCAS89 benchmark circuits with a total of 27 random variables the delay for each node in the gate corresponding to that sample and perform a run of Dijkstra's algorithm to obtain the true circuit delay. From the table, we can see that the average error in the mean and standard deviation obtained using our approach is less than 1% compared to 5000 MC samples. In addition, the average error between the skew obtained using our approach and that obtained using MC is ∼ 5%. Compared to our approach an approach based on linear models resulted in significant errors in the mean and variance with average errors being ∼ 2% and ∼ 8% respectively. It should be noted that while performing linear MC, we do not simply ignore the higher order terms. Instead the variance corresponding to the higher order terms is added to the variance of the first order coefficients for each random variable. Figure 2 The linear model based MC shows significant deviation from the exact MC, which shows the importance of using second order delay models. Again from the PDF and CDF for C7552, we see that the cross-terms between the random variable do not contribute much to the circuit delay. This is similar to trend observed by [14] . The last two columns in Table 1 show the runtime in seconds for our approach as well as the Monte Carlo approach. All the benchmarks using our approach were solved in less than 60 seconds. Whereas, MC completed in ∼ 2400 sec. for some of the cases. Thus compared to MC approach provides ∼ 40× improvement in the runtime.
CONCLUSIONS
We propose an accurate approach for modeling the delay using orthogonal polynomials. The intra-die correlations are captured using Karhunen-Loéve Expansion which can reduce the dimensionality of the variability space by ∼ 4× for similar accuracy. We also propose a novel algorithm to propagate our second order delay expansions through the circuit to perform SSTA. Our method can take non-Gaussian sources of variations into account. The experimental results show less than 1% error in the mean and variance of the circuit delay compared to MC simulations.
