monographs. While the procedure described in the EP is quite general, the one described in the USP requires a long runtime (about 13 minutes). In this work a simple and fast (4-minute) analytical procedure was developed and validated for determination of residual solvents in [ 
INTRODUCTION
Positron emission tomography (PET) is an important medical imaging technique that uses compounds labeled with positron-emitting radioisotopes as molecular probes to image and measure biological processes at the molecular or cellular level in vivo. Fludeoxyglucose [3] . Organic solvents such as ether, ethanol and acetonitrile might be used in the synthesis of [ 18 F]FDG; however, they might not be completely removed during purification steps. As a result, the amount of residual solvents in the final product has to be determined through quality control, since the permitted levels of some organic solvents are strictly limited [4] .
The quality requirements of [ 18 F]FDG are set out in official compendia, such as the European Paharmacopoeia (EP) [5] and the United States Pharmacopeia (USP) [6] . The determination of residual solvents is required in [ 18 F]FDG monographs of both pharmacopeias. The procedure described in the EP is quite general while the one described in the USP requires a long runtime, which takes about 13 minutes.
The limited time available for the quality control is an important feature which has to be taken into consideration. Due to the short half-life of fluorine-18 (109.7 minutes), runtime is critical. 
MATERIALS AND METHODS

Chemicals
Ethanol and acetonitrile reference standards were purchased from the USP (Rockville, USA 
Chromatographic conditions
The Clarus 580 gas chromatograph (Perkin Elmer, USA) equipped with a flame ionization detector and an autosampler was used in this work. Data acquisition and processing were performed using the TotalChrom software. A 0.25-mm x 30-m fused-silica column coated with a 0.5-µm, chemically cross-linked polyethyleneglycol was used as the stationary phase. The gas chromatographic system was operated under the following conditions: the injection port was configured for split sample injection at a split ratio of 20:1, and operated at 250°C. Oven temperature: 40°C for 1 min, 40°C/min to 100°C, and 100ºC for 1 min. The injection volume was set to 1.0 µL. Helium was used as the carrier gas, and adjusted to provide a column flow rate of 2.0 mL/min. Detector temperature was kept at 300°C, hydrogen flow rate and air flow rate were set to 30 mL/min and 300 mL/min, respectively.
Preparation of standard solutions and sample
Separate aqueous stock solutions of ether, ethanol and acetonitrile were prepared at concentrations of reference standards or diluted with purified water. All solutions were stored at 2-8°C and brought to room temperature before use.
Validation of the analytical procedure
Several parameters were taken into account and evaluated for the in-house validation of the procedure, namely: specificity, linearity and range, LOD and LOQ, precision (repeatability and 
RESULTS AND DISCUSSION
Validation was performed to confirm the suitability of the procedure for its intended use and Specificity results are presented in Table 1 . No statistically significant difference was found between the standard solution and [ 18 F]FDG samples spiked with solvents at the same concentration level, with respect to retention time and resolution. In this case, the aqueous analytical curve could be applied for all analytes. Calibration curves for ether, ethanol and acetonitrile were constructed by plotting the peak area versus concentration for linearity assessment, considering six concentration levels and three independent replicates. Replicates of each calibration point provided information about the inherent variability of the response measurements (pure error).The first step was the outlier treatment: the visual inspection of the residual plot; investigation and deletion of outliers by the Jacknife standardized residuals test. The assumption that the residuals were normally distributed was confirmed. Residuals were statistically independent, demonstrating that no autocorrelation was observed. The residual variability across all concentration levels was significantly different, indicating heteroscedasticity; suggesting that the calibration data are best treated by the WLSM. The developed procedure was found to be linear over the concentration range. A non-significant lack-of-fit indicated that there appears to be no reason to doubt the adequacy of the linear model.
The peak area versus concentration plots and the respective WLSM statistics are presented in Fig. 2 .
It could be observed that correlation coefficients values were higher than 0.99.
Figure 2: Calibration curve of (A) ether, (B) ethanol and (C) acetonitrile (n=3).
LOD and LOQ were determined by considering the standard analytical curves of linearity, Results of repeatability and intermediate precision are shown in Table 2 . The % RSD values were lower than 3.7% for repeatability and intermediate precision, indicating the high precision of the developed procedure [7] . The averages (day 1 and day 2) were compared using the Student's t-test at 95% confidence level. No statistically significant difference was found. 
