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Abstrat
We survey several results known on sampling in omputational geometry.
1 Introdution
In this write-up, we are interested in how muh information an be extrated by random
sampling of a ertain size for a range spae of VC dimension d. In partiular, we show that
several standard results about samplings follow from the sampling theorem of Lin et al.
[LLS01℄.
The following assumes that the reader is familiar and omfortable with ε-nets and ε-
approximations. The results surveyed in this write-up are summarized in Figure 1.
2 Preliminaries
Lin et al. [LLS01℄ onsider more general funtions, but in the settings we are interested
in, their result an be desribed as follows. We are given a range spae S = (X,F) of VC
dimension d, where X is a point set, and F is a family of subsets of X. In out settings, we will
usually onsider a nite subset X ⊆ X and we will be interested in the range spae indued
by S on X . In partiular, let N be a sample of X. For a range R ∈ F, let
r = r(R) =
|R ∩X|
|X| and s = s(R) =
|R ∩N |
|N | .
Intuitively, r is the total weight of R in X , while s is the sample estimate for r. For a
parameter ν > 0, onsider the distane funtion between real numbers
dν(r, s) =
|r − s|
r + s+ ν
.
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Name Property ∀R ∈ F Sample size
ε-net [HW87℄
Theorem 3.1
r(R) ≥ ε ⇒ s(R) > 0 O
(
d
ε
log
1
ε
)
ε-approximation [VC71℄
Theorem 3.2
|r(R)− s(R)| ≤ ε O
(
d
ε2
)
Sensitive ε-approximation
[Brö95, BCM99℄
Theorem 4.2
|r(R)− s(R)| ≤ ε
2
(√
r(R) + ε
)
O
(
d
ε2
log
1
ε
)
Relative (ε, p)-approximation
[CKMS06℄
Theorem 5.2
r(R) ≤ p ⇒ s(R) ≤ (1 + ε)p
r(R) ≥ p ⇒
(1− ε)r(R) ≤ s(R) ≤ (1 + ε)r(R)
O
(
d
ε2p
log
1
p
)
Figure 1: Here, R denotes a range in the given range spae, r(R) is the frational weight of
R, and s(R) is its frational weight in the random sample. The samples have the required
property (for all the ranges in the range spae) with onstant probability.
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Theorem 2.1 ([LLS01℄) Let α, ν, δ > 0 be parameters, and let S =(X,F) be a range spae
with VC dimension d. Let X ⊆ X be a nite set. We have, that a random sample (with
repetition) of size
O
(
1
α2ν
(
d log
1
ν
+ log
1
δ
))
from X has the property that
∀R ∈ F dν(r(R), s(R)) < α.
And this holds with probability ≥ 1− δ.
It is hard in the sea of parameters to see the trees, so let us play with the parameters a
bit.
3 Getting the ε-net and ε-approximation theorems
Theorem 3.1 ([HW87℄, ε-Net Theorem) A sample of size O((d/ε) log(1/ε)) from X, is
an ε-net of S =(X,F), where X ⊆ X, and this holds with onstant probability.
Proof: Let α = 1/4, ν = ε, δ = 1/4, and apply Theorem 2.1. The sample size is
O
(
1
α2ν
(
d log
1
ν
+ log
1
δ
))
= O
(
d
ε
log
1
ε
)
.
Now, let R ∈ F be a range suh that |R ∩X| ≥ εn, where n = |X|, we have that
dν(r(R), s(R)) < α = 1/4
2
(with onstant probably for all ranges). Namely,
|r(R)− s(R)|
r(R) + s(R) + ε
< 1/4.
The bad ase for us, here is that r(R) ≥ ε, but s(R) = 0. But then, the above inequality
beomes
1
2
=
ε
2ε
≤ |r(R)|
r(R) + ε
< 1/4,
whih is, of ourse, false. Thus, it must be that s(R) > 0, whih implies that N is indeed an
ε-net.
Theorem 3.2 ([VC71℄, ε-Approximation Theorem.) A sample of size
O
(
1
ε2
(
d + log
1
δ
))
from X, is an ε-approximation of S =(X,F), where X ⊆ X, and this holds with probability
≥ 1− δ.
Proof: Set α = ε/4 and ν = 1/4. We have, by Theorem 2.1, that for any R ∈ F, it holds
|r − s| ≤ ε
4
(r + s+ ν) ≤ ε,
implying the laim.
4 Sensitive ε-approximation
Another similar onept was introdued by [BCM99℄.
Denition 4.1 A sample N ⊆ X is sensitive ε-approximation if
∀R ∈ F |r(R)− s(R)| ≤ ε
2
(√
r(R) + ε
)
.
Observe that a set N whih is sensitive ε-approximation is, simultaneously, both an ε2-net
and an ε-approximation.
The following theorem shows the existene of sensitive ε-approximation. Note that the
bound on its size is (slightly) better than the bound shown by [Brö95, BCM99℄.
Theorem 4.2 A sample N from X of size
O
(
1
ε2
(
d log
1
ε
+ log
1
δ
))
.
is a sensitive ε-approximation, with probability ≥ 1− δ.
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Proof: Let νi = iε
2/800, αi =
√
1/4i, for i = 1, . . . ,M = ⌈800/ε2⌉. As suh, for
i = 1, . . . ,M , we have α2
i
νi = ε
2/1600. Consider a single random sample N of size
U = O
(
1
ε2
(
d log
1
ε
+ log
M
δ
))
= O
(
1
ε2
(
d log
1
ε
+ log
1
δ
))
.
It is a sample omplying with Theorem 2.1, with parameters νi and αi, with probability at
least 1− δ/M , sine
O
(
1
α2
i
νi
(
d log
1
νi
+ log
M
δ
))
= O
(
1
ε2
(
d log
1
ε
+ log
M
δ
))
= O(U).
Namely, Theorem 2.1 holds for N , with probability at least δ, for parameters αi and νi, for
all i = 1, . . . ,M .
Next, onsider a range R ∈ F, suh that r = r(R) ∈ [(i−1)ε2/800, iε2/800] and s = s(R).
We assume for the sake of simpliity of exposition that i > 1, as this ase an be handled
similarly to the more general ase. This implies that νi/2 ≤ r ≤ νi, and as suh
αir ≤ αiνi =
√
α2
i
νiνi ≤
√
α2
i
νi
√
2r =
√
ε2
800
√
2r ≤ ε
√
r
20
. (1)
We have that
dνi(r, s) < αi ⇒
|r − s|
r + s+ νi
< αi.
If s ≤ νi, we have that
|r − s| ≤ 3νiαi ≤ ε
√
r
3
≤ ε
2
(√
r + ε
)
,
whih implies that N is indeed sensitive ε-approximation. Otherwise, if s ≥ νi ≥ r, then we
have
s− r ≤ αi(r + s+ νi) ⇒ (1− αi)(s− r)− αir ≤ αi(r + νi)
⇒ (1− αi)(s− r) ≤ αi(2r + νi)
⇒ s− r ≤ αi(2r + νi)
(1− αi) ≤ 2αi(2r + νi) ,
sine αi ≤ 1/2. As suh, by Eq. (1), we have
|s− r| ≤ 6αiνi ≤ 6ε
√
r
20
≤ ε
√
r
2
,
whih implies the laim.
Looking on the bounds of sensitive ε-approximation as ompared to ε-approximation, its
natural to ask whether its size an be improved, but observe that sine suh a sample is also
an ε2-net, and it is known that Ω(d/ε2 log(1/ε)) is a lower bound on the size of suh a net
[KPW92℄, this implies that suh improvement is impossible.
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5 Relative ε-approximation
Denition 5.1 A subset N ⊂ X is a relative (p, ε)-approximation if for eah R ∈ F, we
have:
(i) If r(R) ≥ p then
(1− ε)r(R) ≤ s(R) ≤ (1 + ε)r(R).
(ii) If r(R) ≤ p then s(R) ≤ (1 + ε)p.
The onept was introdued by [CKMS06℄, exept that property (ii) was not required.
However, property (ii) is just an easy (but useful) monotoniity property that holds for all
the onstrutions I am aware of.
There are relative approximations of size (roughly) 1/(ε2p). As suh, relative approxi-
mation is interesting, in the ase where p << ε. Then, we an approximate ranges of weight
larger than p with a sample that has only linear dependeny on 1/p. Otherwise, we would
have to use the regular p-approximations, and there the required sample is of size (roughly)
1/p2.
Theorem 5.2 A sample N of size O
(
1
ε2p
(
d log
1
p
+ log
1
δ
))
is a relative (p, ε)-approximation
with probability ≥ 1− δ.
Proof: Set ν = p/2, and α = ε/9, and apply Theorem 2.1. We get that, for any range
R ∈ F, suh that r = r(R) ≥ p and s = s(R), it holds
dν(r, s) =
|r − s|
r + s + ν
< α ⇒ |r − s| ≤ ε
9
(r + s+ p/2).
If s ≤ r then, sine r ≥ p, we have that
|r − s| ≤ ε
9
(r + s+ p/2) ≤ ε
9
3r ≤ εr,
whih implies property (i). Otherwise, s ≥ r, and then
s− r ≤ ε
9
(r + s+ p/2) ⇒ (1− ε/9)s ≤ (1 + ε/9)r + p/2.
This implies that
s ≤ 1 + ε/9
1− ε/9r +
1
2(1− ε/9)p ≤
4
3
r +
9
16
p ≤ 2r. (2)
Thus, s ≤ 3r, whih implies that
|r − s| ≤ ε
9
(r + s+ p/2) ≤ ε
9
5r ≤ εr,
whih again implies property (i).
As for property (ii), if r ≤ p then we need to show that s ≤ (1 + ε)p, and this follows
easily from the above alulations.
In fat, one an slightly strengthen the onept by making it sensitive.
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Theorem 5.3 A sample N of size O
(
1
ε2p
(
d log
1
p
+ log
1
δ
))
is a relative (ip, ε/
√
i)-approximation
with probability ≥ 1− δ, for all i ≥ 0.
Namely, for any range R ∈ F, suh that r(R) ≥ ip, we have(
1− ε√
i
)
r(R) ≤ s(R) ≤
(
1 +
ε√
i
)
r(R). (3)
Proof: Set pi = ip and εi = ε/
√
i, for i = 1, . . . , 1/p. Now, apply Theorem 5.2, and observe
that all the samples are of the same size, and as suh one an use the same sample to get
this guarantee for all i.
Interestingly, sensitive approximation imply relative approximations.
Lemma 5.4 Let ε, p > 0 be parameters, and let ε′ = ε
√
p. Then, if N is sensitive ε′-
approximation to the set system (X,F) then its also a relative (ε, p)-approximation.
Proof: We know that ∀R ∈ F it holds |r(R)− s(R)| ≤ ε
′
2
(√
r(R) + ε′
)
. As suh, for
R ∈ F, if r(R) = αp and α ≥ 1, then we have
|r(R)− s(R)| ≤ ε
√
p
2
(
√
αp+ ε
√
p) =
ε2p
2
+
ε
2
√
αp ≤
(
ε2
2
+
ε
2
)
αp ≤ εr(R),
whih implies that N is a relative (ε, p)-approximation.
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