Abstract
Introduction
Many physical systems in engineering, science and economics have periodic, and in some cases uncertain, linear behaviors, [1] . It is then necessary, to use analytical methods for assessing robust stability of uncertain periodic system. Numerous recent papers have used quadratic Lyapunov functions to establish stability conditions for periodic linear discrete-time systems [2, 3] . Robustness performance has been dealt with for instance in [4, 5] . The result in [4] addresses directly the stability issue of the monodromy matrix. In this paper, we will extend the use of the full block Sprocedure (see, e.g. [6] ) to the class of uncertain linear discrete-time periodic systems corrupted, at first, by uncertainty in a general form as linear fractional representation (LFR) which separates the uncertain part of the system from the nominal system and then by LFR and polytopic unceratinties together. At first, we deal with robustness analysis only. Then, the problem of robust stabilization of uncertain linear discrete-time periodic systems via a periodic state feedback law is presented. The remainder of the present paper is organized as follows. Preliminaries are given first, where the terminology, uncertain periodic system is described, and various other definitions are discussed. Section 3 presents a sufficient condition for robust stability of linear periodic system in the presence, at first, of LFR parameters uncertainty and then of LFR and polytopic unertainties together. In Section 4, the obtained results are extended to the problem of stabilization using a periodic state feedback. Numerical example is given in Section 5 to illustrate the proposed method. We conclude this paper in Section 6. Notation: We denote by X ⊤ the transpose of matrix X, by the Hermitian expression Sym {·}: Sym {X} = X + X ⊤ .
Matrix inequalities are considered in the sense of Löwner i.e. "< 0" ("≤ 0") means negative (semi-)definite and "> 0" ("≥ 0") positive (semi-)definite. I n is the identity matrix of order n, 0 is a null matrix of suitable dimension.
Preliminaries
Consider a linear periodic system with polytopic and linear fractional representation uncertainties (LFR)
where A k , E k , C k and D k are real matrices with appropriate dimensions lying somewhere in the polytopes Ω k , k = 0, . . . , p − 1 and ∆ k is an unknown matrix that satis-
Ω k , are polytopes with τ k vertices described by
and
In this article, we will study the stability and stabilizability of uncertain periodic system such that in equations (1) and (3) . Then, can we consider that the uncertainty matrix ∆ k is periodic?, to answer this question, let us consider that each matrix A k , for k = 0, . . . , p − 1 is affected by a simple additive uncertainty, denoted ∆A k (α k ). It comes then that from a periodic point of view, these uncertainties can be considered as periodic as is the case for matrix It is well known that some properties of a discrete time periodic system can be investigated using an associated LTI system. For the p-periodic discrete-time system
with A k = A k+p , for k = 0, . . . , p −1, we construct an LTI discrete-time system. One can wonder if the present work can be handled while considering the associated augmented LTI system and the present work looses all its significance. Simple algebraic calculations are able to show the limits of arguments based on the associated LTI system when it comes to a design problem as well as a robust analysis or synthesis case as considered in this paper. In order to justify the significance of the present work let us illustrate our idea in the design problem. The associated LTI closed loop system with a periodic state feedback leads to the closed loop matrix where the periodic state feedback is no longer a state feedback if computed from the associated LTI system, that is the corresponding state feedback must be computed with a pre-specified structure which results in a more complicated problem whereas the approach adopted in this paper lead to nice results that can be formulated using the LMI framework. The uncertain case gives also more arguments to deal with periodic systems using the approach of the present paper and not the associated LTI system. System (1) can be represented alternatively as
The idea here is to use the full block S-procedure [6] to establish efficient LMI condition to check the stability of discrete time periodic uncertain system where state matrix (or in practical situation, the closed loop state matrix) complies to a polytopic and linear fractional representation.
Definition 2.1 The linear p-periodic system (1) is robustly stable if and only if,
for all k = 0, . . ., p − 1.
Definition 2.2 [7]
The linear p-periodic system (1) is quadratically stable if and only if,
Stability analysis

LFR case
In this section, we first omit the polytopic uncertainty and just consider the LFR case. From a stability analysis point of view, the primal form of Lyapunov inequality is interesting but from the stabilization point of view, it is not the case. In fact, its dual form is the most exploitable. In our paper, we will use only the dual form because the results obtained in the analysis test are extended to the stabilization. In our case, the system (1) becomes:
with
The dual form of the system (9) can be presented as
where A k , E k , C k and D k are known real matrices with appropriate dimensions satisfying the periodicity constraint, that is, for k = 0, . . . , p − 1 we have
These parameter curves enter (11) via a kernel representation as:
and ∆ k is an unknown matrix that satisfies
where n y and n z are, respectively, the dimensions of y(k) and z k . In addition, we assume also that the closed set ∇ k is compact. In this paper our aim, in a first step, is to set robust stability conditions for system (9) under the constraint (3). Condition (8) is the stability condition for system (9) obtained by duality. However, condition (8) is not practically tractable since it depends on infinitely many parameters ∆ k . So, instead of checking (8) we will check equivalent condition which no longer depends on the uncertain parameter and this can be done thanks to the use of the S-procedure [6] . This first result on the robust stability of system (9) is summarized in Theorem 3.1 and Theorem 3.2. 
Proof of theorem 3.1:. See Appendix A.
It is worth noting that condition (8) is equivalent to the quadratic stability and can be considered as a sufficient condition for robust stability. Theorem 3.1 states the equivalence between conditions (8) and (13). Thus condition (13) is then a necessary and sufficient condition for quadratic stability but when it comes to robust stability, condition (13) is only sufficient which is the purpose of Theorem 3.2. Hence the induced conservatism in using condition (13) for robust stability is not a result of the use of the S-procedure but to the relation between robust and quadratic stability. 
LFR and polytopic uncertainties case
In this part, we consider the case of the system (1), where both Linear Fractional Representation (LFR) and polytopic uncertainty are presented. Then, our system is presented by (1) and (2). where A k , E k , C k and D k are real matrices with appropriate dimensions lying somewhere in the polytopes Ω k , k = 0, . . . , p − 1 and ∆ k is an unknown matrix that satisfies (3); The polytopes Ω k for k = 0, . . ., p − 1, with τ k vertices are described by (4). The LMI condition (13) becomes in this case
where
, α k+1 ∈ φ k+1 , and
The condition (15) is very difficult (even impossible) to check over the whole polytopes, and it matters to find sufficient conditions that are numerically tractable. For this reason we try to put the condition (15) under a more flexible form. Then, the system (1) with the condition (3) is robustly stable if:
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Then, the use of the elimination lemma [8] allows us to write the equivalent inequality 
Control design
LFR case
Consider now the LFR uncertainty based discrete-time p-periodic system
with A k (∆ k ) is given by (10) and
System (20) belongs to a class of systems satisfying a kind of matching conditions where the control matrix B k (∆ k ) has common matrices E k and D k with the state matrix A k (∆ k ). This constraint can be relaxed with the expense of more complex development. In this section, we are interested in efficient conditions to design robust stabilizing p-periodic state-feedback controller for (20) of the form:
Applying the control law (22) to (20), we get the following closed loop system:
Using (10) and (21), the closed-loop system becomes:
It is elementary to show, using theorem 3.2, that quadratic stabilization of (24), under the constraint (3), is guaranteed by the existence of a p-periodic matrix X k > 0, k = 0, . . ., p − 1 such that:
The quadratic stability has to be understood in the sense that there is a common sequence of matrices X k , k ∈ . In the case of periodic systems, this sequence will be defined over one period by a periodic matrix X k = X k+p , ∀k ∈ . Equation (25) is equivalent to:
This inequality can be written
Performing a Schur complement, we get from above:
Using the expressions of C cl k and A cl k , equation (26) can be written as:
which is actually an efficient LMI condition where X k and Y k are the decision variables. The star "*" denotes here the transpose of the term in the south eastern position in (27).
The feedback gain is computed using the relation
Note that equation (27) can be rewritten as:
with: 
The LFR and polytopic uncertainties case
Consider now the discrete-time p-periodic system described by:
Where
In this section, we are interested in efficient conditions to design robust stabilizing p-periodic state-feedback controller for (29) of the form (22). Applying the control law (22) to (29) and using (30), the closed loop system is:
with 
satisfying the condition
for all i = 1, . . .τ k , j = 1, . . .τ k+1 and k = 0, . . ., p − 1,with 
Notice that the scalars τ k are periodic, that is, τ k = τ k+p , ∀k ∈ .
Illustrative examples
Consider the problem of robust stabilization of 2-periodic discrete-time system (20) with a 2-periodic state feedback control law (22). The two steps S 1 and S 2 of the period are characterized as follows: In order to check the robust stability of (24), we take a large number of uncertainty matrices ∆ k for k = 0, 1 satisfying (3). We notice that the maximal eigenvalues of equation (8), adapted for the closed loop system, are all negative real.
Conclusion
This paper presents a sufficient condition for robust stability of linear discrete-time periodic systems corrupted by uncertainty in a general form i.e. linear fractional representation. The obtained results are then extended to the case where the uncertain matrix is affected by both polytopic and LFR uncertainties also to the problem of closed loop stabilization using a periodic statefeedback controller. The application of the periodic Lyapunov lemma to check the stability for the uncertain system yields a set of conditions to be satisfied for an infinite number of instance of the uncertain matrix. The use of the S-procedure [6] allows to reformulate these LMI conditions in equivalent efficient conditions that can be easily checked using any LMI solver. A numerical examples are given to illustrate the proposed results.
