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Uno dei temi centrali della logica matematica è la classiﬁcazione di insiemi,
funzioni o teorie in gerarchie che misurino sescondo una rilevante complessità.
In teoria della dimostrazione si trova un tale tipo di misurazione attra-
verso l'analisi ordinale, che, detto in modo rapido ma eﬃcace, ha lo scopo di
assegnare un ordinale alla teoria oggetto di studio.
L'inizio di questo tipo di procedimento è facilmente identiﬁcabile con la
dimostrazione della consistenza dell'aritmetica di Peano in [Gentzen 1936]
(e in [Gentzen 1938]). Gentzen mostrò che l'induzione lungo l'ordinale ε01 è
suﬃciente a tale scopo.
Perché il tutto non si riduca alla dimostrazione della consistenza dell'in-
duzione (sui numeri naturali) a partire dall'induzione su ordinali inﬁniti, è
importante osservare che tale induzione transﬁnita si applica esclusivamente
a predicati molto semplici (ricorsivi primitivi  di fatto acora più semplici,
ovvero elementari).
Il resto della dimostrazione di Gentzen impiega solo metodi accettabili
ﬁnitisticamente e in un qualche modo si può dire quindi che Gentzen riuscì a
estrarre il contenuto inﬁntario di PA dato dall'induzione e dall'alternanza
dei quantiﬁcatori, e a isolarlo in un unico principio. Se si identiﬁcano i
metodi ﬁnitisti con la teoria dell'Aritmetica Primitiva Ricorsiva2 (PRA) si
può scrivere dunque:
PRA + InduzTransf(ε0) ⊢ Con(PA).
1Cf. infra, capitolo successivo.
2Come ad esempio in [Tait 1981].
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La dimostrazione di Gentzen opera su deduzioni ﬁnite in una versione
di PA in forma di calcolo dei sequenti. I dettagli sono piuttosto lunghi
da elaborare, l'idea centrale comunque prevede l'assegnazione di ordinali alle
deduzioni e la dimostrazione che una derivazione dell'assurdo è sempliﬁcabile
a una derivazione con ordinale minore. Il risultato segue se si mostra che
le derivazioni semplici (adeguatamente deﬁnite) alla base non dimostrano
l'assurdo.
Non è però facilmente comprensibile come ottenere una tale assegnazione
ordinale. Al contrario, l'assegnazione di ordinali diviene più trasparente se si
considerano derivazioni inﬁnite (con l'introduzione della cosiddetta regola-ω):
Γ⇒∆, F (0); Γ⇒∆, F (1); . . . ; Γ⇒∆, F (n); . . .
Γ⇒∆,∀xF (x) (ωR)
F (0),Γ⇒∆; F (1),Γ⇒∆; . . . ; F (n),Γ⇒∆; . . .∃xF (x)Γ⇒∆ (ωL)
Si elimina così la necessità dell'assioma di induzione che pone grandi
problemi alla simmetria del sistema, e l'arte dell'analisi ordinale è così
pronta a ﬁorire grazie a Schütte e alla sua scuola in Monaco.
Non si dirà oltre, ma si sottolinea la rilevanza, ai ﬁni di una valutazione
globale, come ciò costituisca un caso di un fenomeno (fondamentale per il
senso del programma di Hilbert) di cui si vedrà anche più in là esempio3:
una componente inﬁnitaria e ideale facilita notevolmente l'intuizione e lo
sviluppo della scienza, sebbene talvolta il successo tecnico ecceda la chiarezza
concettuale.4
1.1.2 Buoniordini naturali
Il risultato sopra esposto intorno a PA è solamente una parte di quello che si
dice analisi ordinale. Occorre mostrare in tal caso che ε0 è il migliore risultato
possibile, ovvero che PA dimostra l'induzione transﬁnita per ogni α < ε0.
Lo stesso Gentzen ne ottiene dimostrazione in [Gentzen 1943], mostrando
davvero che ε0 è una buona caratterizzazione del contenuto inﬁnitario di
PA.
Appaiono in tal modo evidenti alcune questioni che hanno mosso questa
tesi:
1. in che modo gli ordinali debbano essere codiﬁcati in PA;
3Cf. infra, sottosezione 2.3.1 (p.20) e sezione 5.1 (p.57).
4Cf. infra la sezione 4.2 (p.56) la nota sul ruolo di Ω nelle funzioni di collasso.
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2. a quali sistemi di rappresentazioni ordinali tali codiﬁche debbano far
riferimento.
Non v'è garanzia infatti che il risultato sia invariante rispetto alle scelte
operate su questi due punti. Il problema è analogo a quanto si veriﬁca durante
l'analisi del signiﬁcato dei teoremi di Gödel (in particolare del secondo)5, con
la caratteristica però di trattare di oggetti più omogenei, essendo la questione
facilmente pensabile come interna a un problema di classiﬁcazione. Si capisce
in questo modo come la particolare proposta in termini categoriali di Girard
(dilatatori) possa apparire parziale risposta al punto 2. di cui sopra, ma di
ciò si parlerà oltre.
Si stabilisce inoltre di lasciar senza risposta il punto 1., dato che è subor-
dinato al secondo e dato che è non speciﬁco, ovvero la sua soluzione ottimale
vorrebbe almeno un'accenno di soluzione alla questione di cosa si in generale
una buona codiﬁca.
Il problema è quindi: in che modo rappresentare gli ordinali? Si possono
fornire infatti sistemi patologici di rappresentazione ordinale. Il seguente è
formulato da Rathjen6 e attribuito a Kreisel.
Si consideri una teoria consistente T che estenda PRA. Si deﬁnisce:
n ≺m⇔ ⎧⎪⎪⎨⎪⎪⎩n <m se ∀i < n¬Dim(i,)m < n se ∃i < nDim(i,)
Se T fosse inconsistente si avrebbe k0 tale che Dim(k0,) e l'ordine ≺ sarebbe
quindi:
k0 ≺ k0 − 1 ≺ ⋅ ⋅ ⋅ ≺ 0 ≺ k0 + 1 ≺ k0 + 2 ≺ . . .
Altrimenti ≺ coincide con l'ordine standard dei numeri naturali, e quindi per
assunzione su T si ha che n ≺m⇔ n <m e dunque ≺ è isomorfo all'ordinale
ω. Con qualche passaggio si riesce a ottenere:
PRA + InduzTransf(≺) ⊢ Con(T ).
Il signiﬁcato di quanto ottenuto è che a partire dall'ordine ≺, che è in eﬀetti
un modo di rappresentare ω, si è ottenuta una caratterizzazione ordinale di
T banale, che non dà alcuna informazione.
Il problema può essere riformulato quindi interrogandosi su che cosa di-
stingua casi come quello esposto dai sistemi di rappresentazione canonici
eﬀettivamente e con proﬁtto usati.
5Cf. ad esempio i lavori di Franks, Detlefsen e Visser (alcuni citati in bibliograﬁa),
oltre al classico [Feferman 1960]. Si veda inoltre la citazione e la nota 11 a p.22.
6Nello speciﬁco [Rathjen 1999] (ma lo si trova anche in altri articoli del medesimo
autore). Una versione più informale è in [Feferman 1996].
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Feferman ha cercato di dare un'impostazione al problema formulando
diverse nozioni, che però non sembrano aver avuto seguito. Il problema
rimane, come testimonia ad esempio la citazione seguente da [Setzer 1999],
che fornisce anche una forma di ragione per ciò:
However nobody has succeeded up to now in deﬁning precisely
what a natural well-ordering is. But there might be some sy-
stematic reason why we will never be able to formalize what a
natural well-ordering is: if one has a precise notion, one will pro-
bably ﬁnd a system diagonalizing over it, and this system can no
longer be natural, although it will be in an intuitive sense. [Setzer
1999], pp.98-99.
Tenendo come utile termine di comparazione la nozione di computabilità,
a conclusioni simili si giunge anche in [Crossley, Kister 1986], articolo dal
titolo Natural well-orderings, da cui è opportuna una lunga citazione:
Before we produce our conclusions, it may be useful to consider
the analogy with the natural notion of computability. In the
1930s several diﬀerent, and quite independent, investigations led
to the notions of e.g. recursive function, λ-deﬁnable function,
Turing-computable function. Subsequently, they were all proved
to be formally equivalent. In addition, it was, and is still, gene-
rally felt that the intuitive notion of computability had also been
captured by each of the above equivalent notions.
Motivation for the study of natural well-orderings has come
from several sources:
1. (pure) set theory (e.g. Hardy, Veblen, Bachmann);
2. proof theory (e.g. Schütte, Feferman);
3. (number-theoretic) hierarchy theory (e.g. Wainer);
4. constructive set theory (e.g. Church and Kleene, Crossley)
5. category theory (e.g. Aczel, Girard).
In all ﬁve areas the same ordinals have appeared at limiting poin-
ts. Thus there are many well-orderings which have appeared
naturally through quite diﬀerent approaches. [...]
Certainly many explicit conditions have been proposed and the
size of ordinals for which such can be found increased. However,
Girard's dilators appear to capture the abstract notion of a nota-
tion system for ordinals and we believe there is no bound strictly
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below ωCK1 [il primo ordinale non ricorsivo] to the ordinals of wa-
ht should be regarded as natural well-orderings. Thus we may
conclude that the ordinal α of a well-ordering is as natural as
the dilator F which constructs it [...] or as the proof-system for
which α is the bound to the provability of transﬁnite induction
or the hierarchy of number-theoretic functions whose length it
characterizes. In light of this, it is diﬃcult to believe that there
is one underlying intuitive notion corresponding to these cha-
racterizations in the way that ituitive computability corresponds
in our analogy to formal computability. [Crossley, Kister 1986],
pp.70-71.
Si possono raccogliere almeno due punti da quanto riportato. Il primo è
la necessità di considerare il materiale induttivamente, ovvero almeno fami-
liarizzarsi con i sistemi di notazione ordinale che sono considerati naturali.
Il secondo è che bisogna approfondire i già menzionati dilatatori di Girard.
1.1.3 I dilatatori di Girard
Si danno solo dei cenni di questo argomento e per lo scopo dell'introduzione
non è nemmeno necessario sapere la deﬁnizione di dilatatore. Basta infatti
aver presente alla mente che:
1. sono costruzioni in teoria delle categorie;
2. sono la singola nozione che si avvicina a catturare la nozione astratta
di sistema di notazione per ordinali.
Si è visto un commento (quello di [Crossley, Kister 1986]) ﬁducioso nei
confronti di questo concetto. Più freddo è invece Rathjen che dopo aver osser-
vato che è possibile ricostruire in termini categoriali alcune costruzioni come
la Gerarchia di Veblen7, osserva infatti che i sistemi così ricostruibili sono
piuttosto deboli rispetto a quelli impiegati al giorno d'oggi, ma soprattut-
to non hanno fornito alcun nuovo spunto di chiariﬁcazione. Le ricostruzioni
avvengono in technically diﬃcult and dense paper[s] e in generale:
While the theory of dilators and denotation system has been of
value in illuminating an abstract property shared by many re-
presentation systems for ordinals in proof theory, it could very
well turn out that this property merely scratches the surface of
waht deﬁnes a good ordinal representationn system. It is also
7Cf. capitolo 3 per tale gerarchia, [Girard, Vauzeilles 1984] per la ricostruzione.
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worth stating that the theory of dilators has not contributed to
the goal of ﬁnding an ordinal alysis of Pi12-comprehension. It has
not led to any new ideas of attining stronger ordinal representa-
tion systems nor has it simpliﬁed existing ones. [Rathjen 2007],
p.435.
Certamente Rathjen beneﬁcia del tempo trascorso dagli anni in cui il con-
cetto di dilatatori andava elaborandosi. Analogo è tuttavia anche il parere,
di poco successivo alle pubblicazioni rilevanti di Girard, di Feferman: This
second paper is technically dense and unrewarding from a conceptual stand-
point; it does not explain what leads one to Bachmann-style constructions
[cioè estensioni della Gerarchia di Veblen] but rather builds in the ideas form
the latter so as to ﬁt the categorical framework8.
1.2 Questa tesi
È stata introdotta l'analisi ordinale e si sono visti alcuni problemi concettuali
a essa collegati. Come già precedentemente notato, per poter aﬀrontare tali
problemi non si può fare a meno di aver un poco di conoscenza circa i sistemi
di notazione ordinale eﬀettivamente usati.
Questa tesi ha essenzialmente questo scopo: introdurre gradualmente
sistemi via via più potenti, capaci cioè di denotare ordinali maggiori.
Non si vuole però che ciò possa essere inteso come un mero esercizio di
complicazione ed inoltre si vuole in qualche modo dissociare le costruzioni
ordinali dall'analisi di teorie. Si spera in tal modo di eliminare le sottigliezze
che questa comporta e inoltre si spera di mostrare che i problemi concettuali
circa le notazioni ordinali sono rilevanti anche in altri ambiti.
Si propone quindi un tipo di approccio che favorisce un'applicazione di-
retta di quanto costruito all'insieme degli alberi ﬁniti, per i quali esiste un
teorema, dovuto a Kruskal, che è la base di numerose forme di indipendenza
naturale e che trova impiego in informatica (teorica) (grazie ad esso infatti è
possibile dimostrare la buona fondatezza di certi ordini i quali sono costruiti
per dimostrare la terminazione di sistemi di riscrittura).
Articolo ispiratore e centrale per la tesi è indubbiamente quello di Gallier
What's so special about Kruskal's theorema and the ordinal Γ0? A survey of
some results in proof theory che si ferma però a sistemi di notazione troppo
poco espressivi rispetto a quelli impiegati correntemente.
8[Feferman 1987], p.464.
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Proseguendo oltre l'ordinale Γ0 si troverà l'Ordinale piccolo di Veblen che
caratterizza il teorema di Kruskal nel seguente modo:
Teorema di Kruskal⇔ Ordinale piccolo di Veblen è un buon ordine
Il senso di tale equivalenza sarà chiarito nello sviluppo della tesi. Il conte-
nuto di tale equivalenza invece è in qualche modo poco importante. Ci si
sente infatti di dichiarare ﬁn da ora che, più che un risultato acquisito, la
dimostrazione dell'equivalenza, presente nell'ultimo capitolo, è piuttosto un
primo tentativo di impiego degli strumenti sviluppati nei capitoli centrali.
Si spera infatti di aver costituito con questa tesi un punto di partenza
per poter aﬀrontare la letteratura, che è in generale poco accessibile ai non
iniziati.
1.3 Deﬁnizioni e convenzioni
Si assume una certa familiarità con i concetti matematici di uso generale. Si
assume inoltre conoscenza del concetto di ordinale. Molto comodo è poterlo
pensare in termini insiemistici, ad esempio secondo uno sviluppo standard
nella teoria ZF (C).
Unico appunto circa le notazioni è che si impiegherà, come è uso nella
letteratura, Ω per signiﬁcare ℵ1 e che con [α,β) si intenderà l'insieme {γ∣α ≤
γ < β}.
1.3.1 Alberi
Deﬁnizione 1.3.1 (Albero e terminologia relativa). Si deﬁnisce albero un
ordine parziale stretto ⟨T,<⟩ tale che:
- esiste un elemento <-minimo, chiamato radice e indicato con ◇;
- l'insieme {x ∈ T ∣x < n} è un buon ordine.
Inoltre, V è detto l'insieme dei nodi (o vertici) e < è detto l'insieme degli
archi (o spigoli).
Se n < m sono immediati successori, allora n è detto padre di m e m è
detto ﬁglio di n. Se n e m sono ﬁgli di un medesimo padre, allora sono detti
fratelli. Un nodo n che non abbia ﬁgli è detto foglia, e l'insieme {x ∈ T ∣x ≤ n}
è detto ramo. Poiché ogni ramo R è bene ordinato da <, R è isomorfo a un
ordinale, chiamato lunghezza del ramo e indicato con l(R).
Convenzione 1. Come consuetudine, quando non vi sarà rischio di confusione,
si potrà identiﬁcare un albero ⟨T,<⟩ con il relativo insieme dei nodi T .
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Deﬁnizione 1.3.2 (Sottoalbero). Dato un albero ⟨T,<⟩ e un nodo n ∈ T ,⟨T ′,<′⟩ è il sottoalbero a radice in n di T se per n ∈ T , T ′ = {x ∈ T ∣n ≤ x} e<′=<↾ T ′.
Deﬁnizione 1.3.3 (Cardinalità di un albero). Si deﬁnisce la cardinalità di
un albero ⟨T,<⟩ la cardinalità ∣T ∣ del relativo insieme di nodi. In particolare,
quindi, un albero è ﬁnito se ha un numero ﬁnito di nodi.
Convenzione 2. Poiché si tratterà solo di alberi ﬁniti, si potrà considerare
alberi sinonimo di alberi ﬁniti.
Convenzione 3. Si può dare rappresentazione graﬁca alla nozione di albe-
ro, ponendo che i nodi siano punti collegati da segmenti corrispondenti agli
spigoli. Poiché gli alberi crescono all'insù, si stabilisce che sia la posizione




Se l <m e m < n, allora per transitività di < anche l < n. Non si disegnerà in
tal caso un nuovo segmento congiungente l e n, assumendo la componibilità
dei segmenti corrispondenti a ⟨l,m⟩ e ⟨m,n⟩.
La radice, in particolare, sarà sempre sotto ogni altro nodo e connessa a
quest'ultimo da una successione di segmenti.
Inoltre, per poter rappresentare alberi in modo sintetico si utilizzeranno




per indicare, rispettivamente, che a < b e possono esistere nodi x tali che
a < x < b, e che vi possono essere nodi x tali che c < x.
Si conﬁda comunque in una certa autoevidenza del signiﬁcato di quanto
sarà disegnato e delle operazioni (come copiare e incollare) implicate nei
ragionamenti sui disegni (che potranno sostituire inutili lunghe descrizioni).
Osservazione 1.3.1. Si può osservare ora facilmente, in rappresentazione gra-










Sebbene T ′ ⊂ T e <′=<↾ T ′, infatti d /∈ T ′.
1.3.2 Altri teoremi
Poiché sarà impiegato in seguito (in modo comunque non essenziale), si
enuncia senza dimostrazione il Teorema di Ramsey Inﬁnito.
Deﬁnizione 1.3.4. Si deﬁnisce [X]Y come l'insieme dei sottoinsiemi di X
con cardinalità Y , ovvero [X]Y = {x ⊆X ∣ ∣x∣ = Y }.
Teorema 1.3.5 (Teorema di Ramsey Inﬁnito). Per ogni m,k < ω e f ∶[ω]k →m esiste R ∈ [ω]ω tale che f ↾ [R]k è costante.
Osservazione 1.3.2. Nel contesto di teoremi del tipo del Teorema di Ram-
sey, impiegando la simbologia dell'enunciato sopra, la funzione f è detta
m-colorazione su [X]k, e l'insieme R è detto monocromo (per f).
In particolare sarà utile il caso speciﬁco:
Corollario 1.3.6 (Teorema di Ramsey Inﬁnito, k = m = 2). Per ogni e
f ∶ [ω]2 → 2 esiste R ∈ [ω]ω tale che f ↾ [R]2 è costante.
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Capitolo 2
Forma normale di Cantor e ε0,
Gioco Idra
2.1 Ordinali e alberi
2.1.1 Aritmetica ordinale
Deﬁnizione 2.1.1 (Somma ordinale). Si deﬁnisce + ∶ ON×ON→ ON (scritta
α + β) per ricorsione sull'elemento destro, distinguendo il passo base (∶= 0),
il passo successore (∶= β′) e il passo limite (∶= λ):
α + 0 ∶= 0;
α + β′ ∶= (α + β)′;
α + λ ∶= sup{α + γ ∣ γ < λ}.
Deﬁnizione 2.1.2 (Prodotto ordinale). Si deﬁnisce ⋅ ∶ ON×ON→ ON (scrit-
ta α ⋅β) per ricorsione sull'elemento destro, distinguendo il passo base (∶= 0),
il passo successore (∶= β′) e il passo limite (∶= λ):
α ⋅ 0 ∶= 0;
α ⋅ β′ ∶= (α ⋅ β) + β;
α ⋅ λ ∶= sup{α ⋅ γ ∣ γ < λ}.
Deﬁnizione 2.1.3 (Esponenziazione ordinale). Si deﬁnisce ˆ ∶ ON ×ON →
ON (scritta αˆβ = αβ) per ricorsione sull'esponente, distinguendo il passo
base (∶= 0), il passo successore (∶= β′) e il passo limite (∶= λ):
α0 ∶= 1;
αβ
′ ∶= (αβ) ⋅ β;
αλ ∶= sup{αγ ∣ γ < λ}.
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Deﬁnizione 2.1.4. Sono detti numeri (ordinali) epsilon gli ordinali per cui
ε = ωε. In particolare si indica con ε0 il minimo di tali ordinali.
Proposizione 2.1.5. Si ha che:
ε0 = sup{ω0, ωω, ωωω , . . .};
ovvero, più esplicitamente, ε0 = sup{ωn∣ n < ω}, con ωn deﬁnita da:
ω0 = 1;
ωn+1 = ωωn .
Dimostrazione. Si usa come deﬁnizione l'uguaglianza dell'enunciato e si nota
che ωε0 = sup{ωγ ∣γ < ε0} = sup{ωωn ∣n < ω} = ε0 (quindi l'ordinale deﬁnito è
un numero epsilon).
Si veriﬁca poi velocemente che non vi sono numeri epsilon minori di ε0.
2.1.2 Forma normale di Cantor e alberi ﬁniti
Teorema 2.1.6 (Forma normale di Cantor). Ogni ordinale α ≠ 0 può essere
scritto nella forma α =FN ωβ0 ⋅ n0 + . . . + ωβk ⋅ nk, con βk < . . . < β0 ≤ α e
0 < ni < ω per i < k + 1 < ω.
Dimostrazione. Caso particolare del teorema 3.1.9, p.29.
Corollario 2.1.7. Ogni ordinale α < ε0 può essere scritto in modo ﬁnito con
(i simboli di) 0, somma e esponenziazione in base ω.
Dimostrazione. Per deﬁnizione di ε0, se α < ε0 allora per ogni β ≤ α si ha
β ≠ ωβ, e dunque β0 ≨ α. Si ragiona per induzione su α < ω.
Sia α =NF ωβ0 ⋅ n0 + . . . + ωβk ⋅ nk, con βk < . . . < β0 ≨ α e 0 < ni < ω
per i < k + 1 < ω. Per ipotesi induttiva si ha l'enunciato del teorema per βi
(i < k+1 < ω). Il teorema segue da tale ipotesi, osservando che se n < ω allora
γ ⋅ n = γ + . . . + γ´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n addendi γ
.





0 + ω0 + ω0 , ωωωω0+ω0+ωωω0 + ωω0 + ω0 .
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Osservazione 2.1.1. Si può, senza comunque alcun danno, impiegare per pra-
ticità la solita notazione per i numeri naturali e per ω (anziché ω0 = 1, ω0+ω0 =
2, . . . e ωω0).























Esplicitando cioè la forma d'albero della solita scrittura apicale dell'espo-
nenziale, si può iniziare a notare una somiglianza tra la scrittura in forma
normale per α < ε0 e un albero ﬁnito le cui foglie sono etichettate (ad esem-
pio) da 0 e gli altri nodi etichettati da ω. L'interpretazione in questo caso
intesa è che nodi fratelli si debbano sommare e tale somma sia l'esponente
del padre (in ﬁgura sono evidenziate alcune corrispondenze).
Si nota immediatamente, anche grazie alla ﬁgura, che si deve porre atten-
zione all'esistenza di un'unica radice, ma ciò sarà sistemato quando si darà
la deﬁnizione della corrispondenza tra alberi e ordinali.
Altra considerazione che può sorgere riguarda l'ordine di presentazione dei
rami, ovvero l'ordine fra nodi fratelli, propriamente inesistente nella deﬁnizio-
ne di albero che si è data (deﬁnizione 1.3.1). Poiché l'addizione ordinale non è
commutativa ciò comporta la necessità di una rettiﬁca aﬃnché la somma tra
fratelli sia ben deﬁnita (cioè sia stabile rispetto alle diverse presentazioni del
medesimo albero). Si sceglie di intervenire deﬁnendo una nuova operazione
sugli ordinali:
Proposizione 2.1.8. Siano α e β ordinali. Esiste una sequenza ﬁnita di
ordinali γ0 < ⋅ ⋅ ⋅ < γk tale che α = ωγ0 ⋅n0+⋅ ⋅ ⋅+ωγk ⋅nk e β = ωγ0 ⋅m0+⋅ ⋅ ⋅+ωγk ⋅mk
con 0 ≤ ni,mi < ω per i < k + 1 < ω.
Dimostrazione. Si considerano le forme normali di Cantor: α =FN ωα0 ⋅ n′0 +⋅ ⋅ ⋅ + ωαp ⋅ n′p e β =FN ωβ0 ⋅m′0 + ⋅ ⋅ ⋅ + ωβq ⋅m′q. Si opera con l'inserimento di
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termini nulli ωγ ⋅ 0 per γ ∈ {α0, . . . , αp, β0, . . . , βq}, ﬁnché ogni ωγ compare in
α e β, come esempliﬁcato dall'esempio (p = 2, q = 3, in grassetto i termini
aggiunti):
β0 < β1 < α0 < β2 = α1 < β3 < α2
α = ωβ0 ⋅ 0 + ωβ1 ⋅ 0 + ωα0 ⋅ n′0 + ωα1 ⋅ n′1 + ωβ3 ⋅ 0 + ωα2 ⋅ n′2
β = ωβ0 ⋅m′0 + ωβ1 ⋅m′1 + ωα0 ⋅ 0 + ωβ2 ⋅m′2 + ωβ3 ⋅m′3 + ωα2 ⋅ 0
Si ricava quindi immediatamente la sequenza γ0 < ⋅ ⋅ ⋅ < γk e i nuovi
coeﬃcienti 0 ≤ ni,mi < ω (i < k + 1 < ω).
Deﬁnizione 2.1.9 (Somma ordinale naturale). Si deﬁnisce # ∶ ON ×ON →
ON. Siano α = ωγ0 ⋅ n0 + ⋅ ⋅ ⋅ + ωγk ⋅ nk e β = ωγ0 ⋅m0 + ⋅ ⋅ ⋅ + ωγk ⋅mk come da
proposizione precedente:
α#β ∶= ωγ0 ⋅ (n0 +m0) + . . . + ωγk ⋅ (nk +mk).
Osservazione 2.1.2. La somma naturale è commutativa.
Esempio 2.1.2. Diﬀerenza fra + e #:
1 + ω = ω ≤ 1#ω = ω#1 = ω + 1(ω + 1) + (ωω + ω) = (ωω + ω) < (ω + 1)#(ωω + ω) = ωω + ω + ω + 1
Si può procedere quindi alla deﬁnizione:
Deﬁnizione 2.1.10. (Assegnazione ordinale) Sia T un albero ﬁnito. Si de-
ﬁnisce l'ordinale di tale albero O(T ) dove O(T ) = ord(◇) e ord ∶ T → ε0
è l'assegnazione deﬁnita sui nodi t ∈ T : ord(t) = 0 se t è foglia e ord(t) =
ωord(t0)# . . .#ωord(tk) se t non è foglia e t0, . . . , tk sono i suoi nodi ﬁgli.
Osservazione 2.1.3. Poiché ogni ramo è bene ordinato, ogni nodo riceve
un'assegnazione ordinale.
Osservazione 2.1.4. La deﬁnizione presentata è quella che si trova in lette-
ratura. Chi cercasse di elaborare le prime idee dell'albero esempio sopra,
potrebbe arrivare alla seguente deﬁnizione (che, a prezzo di vari accorgimen-
ti, preserva l'idea che il livello dei ﬁgli di un nodo corrisponda direttamente
al livello dell'esponente):
ord(t) = 0 se t è l'unico nodo in T ;
altrimenti, se l'albero ha almeno due nodi:
ord(t) = ω0 = 1 se t è una foglia;
ord(t) = ωord(t0)#...#ord(tk) se t è un nodo non foglia diverso da ◇
e ti (i < k + 1) sono i nodi ﬁgli;
ord(◇) = ord(t0)# . . .#ord(tk) se ◇ è la radice e ti (i < k + 1) i nodi ﬁgli.
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Esempio 2.1.3. Alcuni alberi e relative assegnazioni ordinali:
1 ω ωω
ωω+1+ωω + ω + 1ω2
Lemma 2.1.11. Per ogni α < ε0 esiste un albero ﬁnito Tα tale che O(Tα) = α.
Dimostrazione. Sia α = ωα0 + ⋅ ⋅ ⋅ + ωαn come da corollario 2.1.7 (quindi α0 ≥⋅ ⋅ ⋅ ≥ αn). Per ipotesi induttiva si hanno alberi Ti tali che O(Ti) = αi per i <
n+1. Si costruisce un albero Tα a partire da T0, . . . , Tn aggiungendo una radice
comune (si veda la ﬁgura sotto). Tale radice ha ordinale ωα0# . . .#ωαn , e
poiché α0 ≥ ⋅ ⋅ ⋅ ≥ αn, si ha α = ωα0 + ⋅ ⋅ ⋅ + ωαn .
α0 αn. . .
T0 Tn
T0 Tn
ωα0# . . .#ωαn
Tαα0 αn
Teorema 2.1.12. È possibile identiﬁcare in modo naturale ciascun ordinale< ε0 come un albero ﬁnito.
Dimostrazione. Per la deﬁnizione 2.1.10 e il lemma 2.1.11.
2.2 Alcune semplici Idre
2.2.1 Idre in generale
Quanto ottenuto nella sezione precedente ha immediata applicazione in quan-
to permette di dimostrare facilmente enunciati a prima vista piuttosto dubbi.
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Gli enunciati che si presentano sono asserzioni sulla terminazione di variazio-
ni sopra un certo tipo di gioco a due giocatori: il combattimento di Ercole
contro l'Idra, per brevità indicato semplicemente Idra.
I tempi dei miti sono lontani e di questo prodigioso duello si trovano in
letteratura narrazioni diverse tra loro. Per questo si individua ora una base
stabile, da integrarsi poi in vario modo
Deﬁnizione 2.2.1. (Base di gioco) Si deﬁnisce la base di gioco di Idra. Vi
sono due giocatori che muovono alternatamente: Ercole e Idra. I giocatori
muovono sopra la conﬁgurazione iniziale costituita da un albero ﬁnito T .
Ercole inizia il gioco e la sua mossa consiste nella scelta di una foglia di T
che viene perciò eliminata (insieme allo spigolo che la connette al genitore).
Idra in risposta aggiunge nodi (e spigoli) all'albero secondo regole diverse
per ogni variante del gioco.
Il gioco è scandito da turni numerati da i < ω, ognuno dei quali turni
consiste (nell'ordine) in una (unica) mossa di Ercole e una (unica) risposta
di Idra. Si determina così alla ﬁne di ogni turno un albero Ti (i < ω), su cui
Ercole muove nel turno i + 1.
Il gioco ﬁnisce se esiste i < ω tale che Ti consta di un unico nodo. In tal
caso si dice che Ercole è vincitore.
2.2.2 Due semplici Idre
Deﬁnizione 2.2.2. (Idra0) Sopra la base di gioco, si deﬁnisce la mossa
dell'Idra. Sia n la foglia (in Ti) eliminata da Ercole al turno i+ 1. Se esitono
nodi (immediatamente) consecutivi l ≺ m ≺ n, Idra risponde duplicando
il sottoalbero con radice in m esclusa la foglia n (in quanto tagliata da
Ercole), e connette tale duplicato a l, come illustrato in ﬁgura (che mostra









Se non esistono tali nodi consecutivi l ≺ m ≺ n, la mossa di Idra è vuota: si
passa cioè turno successivo e Ti+1 è uguale a Ti ∖ {n}.
Se si prova a sviluppare i primi turni di un tal gioco, partendo da un albero
che non sia troppo semplice, ci si potrebbe facilmente convincere che Ercole
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non abbia speranza: Idra sembra dominare il gioco aggiungendo sempre più
nodi. Come accennato all'inizio della sezione, può dunque essere sorpresa il
seguente teorema:
Teorema 2.2.3. Ercole è vincitore per qualsiasi successione di mosse nel
gioco Idra0.
Dimostrazione. Utilizzando l'assegnazione ordinale sopra deﬁnita, si mostra
che l'albero che si ottiene dopo la mossa non vuota di Idra Ti+1 è tale che
O(Ti+1) < O(Ti).
Si considera il caso della mossa non vuota, e si calcolano ord(l) e ord(l+),
come da ﬁgura precedente. Sia ord(m) = α#ωord(n), e dunque ord(m+) =
ord(m′+) = α. Si hanno quindi ord(l) = β#ωα#ωord(n) = β#ωα+1 (dato che
n è foglia) e ord(l+) = β#ωα#ωα = β#(ωα ⋅ 2). Poiché (ωα ⋅ 2) < ωα+1,
ord(l+) < ord(l). La disuguaglianza è mantenuta dall'assegnazione ordinale
scendendo lungo il ramo verso la radice e quindi O(Ti+1) < O(Ti).
Se la mossa è vuota signiﬁca che n è foglia ﬁglia della radice. Si ha quindi
O(Ti) = O(Ti+1)#ω0, da cui O(Ti+1) < O(Ti).
Poiché è assurdo che la sequenza di ordinali ord(T ) > ord(T0) > . . . sia
inﬁnita e poiché ogni albero di almeno due nodi Ti può essere ridotto a Ti+1
con O(Ti+1) < O(Ti), esiste un albero Tk con k < ω costituito da un unico
nodo (e O(Tk) = 0).
In modo indipendente dalla scelta della foglia n, dunque, Ercole è vinci-
tore.
Deﬁnizione 2.2.4. (Idra1) Sopra la base di gioco, si deﬁnisce la mossa
dell'Idra. Sia n la foglia (in Ti) eliminata da Ercole al turno i+ 1. Se esitono
nodi (immediatamente) consecutivi l ≺m ≺ n, Idra risponde scegliendo k < ω
e duplicando k volte il sottoalbero con radice in m esclusa la foglia n, e
connette tali duplicati a l.
Se non esistono tali nodi consecutivi l ≺m ≺ n, la mossa di Idra è vuota:
si passa cioè turno successivo e Ti+1 è uguale a Ti ∖ {n}.
Dimostrazione. La dimostrazione è analoga alla precedente: ogni turno l'or-
dinale associato all'albero di gioco decresce (dato che se β < α allora ωβ ⋅k < ωα
per qualsiasi k < ω).
2.2.3 Breve commento
Parte dell'importanza di questi risultati risulta dall'impossibilità di fornirne
dimostrazione in PA. Essi costituiscono infatti un ottimo esempio di enun-
ciati naturali indimostrabili (in PA): aperta la strada da Gödel, restava da
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trovare una più concreta esempliﬁcazione dell'incompletezza di PA che non
facesse cioè uso di concetti metamatematici.
Si voleva un enunciato non cucinato appositamente per essere indimo-
strabile (come con(PA))1, un enunciato che quindi potesse essere considerato
un problema coerente con la pratica matematica. Primo risultato in questa
direzione è il Teorema di Paris-Harrington2 che è una modiﬁca del Teorema
di Ramsey Finito.
In un articolo di qualche anno successivo3, Paris e Kirby propongono il
gioco dell'Idra e le sequenze di Goodstein4 alla base di enunciati indimo-
strabili in PA, raggiungendo un livello superiore di semplicità: se il Teo-
rema di Paris-Harrington era già di carattere naturalmente matematico-
combinatorio, i nuovi enunciati potevano trarre maggiore attrattiva dalla
notevole facilità di formulazione in termini intuitivi.
2.3 Alcune considerazioni metodologiche
2.3.1 Prime osservazioni
Le cose si complicheranno un poco nei capitoli seguenti, con una relativa
perdita di interesse circa la metodologia che è all'origine storica di questo
tipo di indagini. Si farà infatti uso in modo sempre più disinvolto degli
ordinali e operazioni sopra di essi, avendo come base stabile una qualche
teoria insiemistica.
Tuttavia, se si consulta ad esempio il manuale di Takeuti di teoria della
dimostrazione, di cui è testo classico, ci si imbatte in un approccio che cerca
di essere il più sintattico e ﬁnitista possibile.
In particolare, è esempio qui citabile la costruzione della notazione per α <
ε0 (corrispondente di fatto alla forma normale di Cantor) a partire dai simboli+, ω, 0. Gli ordinali, o meglio, i termini ordinali sono deﬁniti induttivamente
dai simboli base, così come le operazioni ordinali e le loro proprietà, deﬁnite
ricorsivamente sull'insieme dei termini sicché coincidano con quelle standard
(su ε0)5.
Si deﬁnisce inoltre un ordine su questi termini e l'obiettivo che ci si pone
è dimostrare che esso è un buon-ordine (dimostrando quindi la possibilità di
interpretare detti termini come ordinali). Quello che si produce in tal modo
1Formula per l'interpretazione della quale si è subito rimandati al problema della
rappresentazione di concetti metamatematici in formule aritmetiche.
2Cf. [Paris, Harrington 1977].
3[Kirby, Paris 1982].
4Introdotte in [Goodstein 1944].
5Per maggiori dettagli si veda infra la sottosezione 2.3.3.
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è in eﬀetti un ordine di tipo ε0, ma ciò è riconoscibile solo dall'esterno6:
in tale contesto non vi sono propriamente gli ordinali all'infuori dei termini
costruiti, tra i quali ad esempio si possano evidenziare i punti ﬁssi α = ωα.
È comprensibile tuttavia che con l'aumentare della complessità dei buoni-
ordini di cui si vuol fornire notazione, aumenti anche il riferimento a una
teoria ideale (insiemistica). Diviene infatti assai arduo gestire in modo
puramente sintattico notazioni ordinali, senza considerarle derivate rispetto
a un segmento iniziale della classe ON (e le operazioni insiemistiche in esso),
specialmente quando le si voglia comparare tra loro.
Assai arduo, ma non impossibile: dovuti al medesimo Takeuti, vi sono
i diagrammi ordinali, dalla complicata deﬁnizione e dalla grande capacità
di descrizione ordinale (comparabile a quanto sarà presentato nei prossimi
capitoli). Il procedimento è analogo a quello prima descritto, in quanto si co-
struisce un sistema di termini con una relazione d'ordine che successivamente
è dimostrato essere un buon ordine.
Oltre a questo accenno non si dirà oltre circa i diagrammi ordinali, se
non che costituiscono una alternativa minoritaria7 rispetto all'approccio in-
siemistico (seguito in questa tesi) che grazie alla maggiore intuitività si è
imposto come standard.8
È possibile però dare uno sguardo in modo più dettagliato alla sopracitata
costruzione notazionale per ε0, e seguire in ciò Takeuti, che, cosa rara nella
letteratura recente, investe molte pagine cercando di esplicitare gli aspetti
metodologici dell'indagine (per come è da lui concepita).
2.3.2 La nozione di accessibilità
Come si è potuto osservare nel caso dell'Idra, è possibile istituire una cor-
rispondenza tra taluni teoremi e il principio di induzione ﬁno a un certo
ordinale. Sembrerebbe così che vi sia un arbitrario principio di induzione,
ovvero che esistano buoni ordini arbitrariamente lunghi, dei quali si prende
una parte iniziale: eﬀettivamente in tal modo è comodo (e fruttifero) pensare.
Con piglio più critico, però, Takeuti, secondo intenti fondazionali esplici-
tamente rimandanti a Hilbert e Gentzen, si esprime in termini di accessibi-
6Per una questione di questo tipo si veda anche infra, sezione 3.2 (p.36).
7Usati per lo più da Takeuti, Hamano, Okada. Taluni richiami recenti si trovano nei
lavori di Jervell (cf. [Jervell 2008]).
8Così scrive Feferman intorno ai diagrammi ordinali: He [Takeuti] assigned ordinals to
these within special systems of notations which he called ordinal diagrams; these are not
(naturally) based on systems of ordinal functions. [...] Finally, the details of the arguments
for Takeuti's method were extremely diﬃcult to follow, and a more perspicuous treatment
was much to be hoped for and sought. [Buchholz et al. 1981], p.9.
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lità9, la quale è la proprietà per sistemi di termini ordinali di costituire un
buon-ordine.
In modo metodologicamente coerente (con l'idea di una costruzione sim-
bolica di termini), tale proprietà ha da essere però dimostrata con metodi
che evitino concetti astratti (come quelli insiemistici o intuizionistici), assu-
mendo come legittimi solamente operazioni concrete su oggetti concreti
(simboli e sequenze di simboli) e esperimenti di pensiero su di esse.
Il riferimento a Hilbert e Gentzen non è ovviamente accidentale dato
che, come si è detto nell'introduzione, la tecnica dell'analisi ordinale nasce
con Gentzen come strumento per la dimostrazione della consistenza di PA,
problema essenziale del Programma di Hilbert.
Il guadagno epistemologico fornito da una dimostrazione di consisten-
za (che in virtù di tale guadagno diviene appunto rilevante a scopo fonda-
zionale) non si esaurisce nella semplice equivalenza di enunciati (del tipo:
buonordine(ε0)⇔ con(PA)), ma implica una qualche forma di giustiﬁcazio-
ne dei principi impliciti in tali enunciati.10 Di qui segue in modo naturale
l'idea della costruzione simbolica dei termini ordinali e il concetto di accessi-
bilità da intendersi come giustiﬁcato da esperimenti di pensiero su operazioni
concrete.
Prima di passare all'esposizione della dimostrazione di accessibilità per
ε0, si osserva il carattere intrinsecamente intensionale (non insiemistico) del
procedimento (a causa del riferimento a uno speciﬁco sistema di termini
ordinali), il quale è bene evidenziato dal breve commento (corsivo aggiunto):
An important point to note is this. Our proof of the accessibility of
ε0 [...] depends essentially on the fact that we are using a standard
well-ordering of type ε0, for which the successive steps in the argument
are evident.11 Of course this is not so for an arbitrary well-ordering of
type ε0, nor for the general notion of well-ordering or ordinal. [Takeuti
1987], p.100.
9We wish to point out the following. One often says that the consistency of PA is
proved by transﬁnite induction on the ordinals of proofs, as if we were using a general
principle of transﬁnite induction in order to prove the consistency of mathematical induc-
tion. This is misleading however. The point is that the consistency proof uses the notion
of accessibility of ε0, as explained in 11, and otherwise strictly ﬁnitist method. [Takeuti
1987], p.114.
10Il riferimento è ovviamente, per contrasto, alla ricerca in contesto di reverse mathe-
matics, di cui è testo fondamentale [Simpson 2009]. Rispetto a tale ambito di ricerca,
posizione molto critica è quella di Kreisel in [Kreisel 1987], pp.401-402.
11Si può aggiungere, per farsi un'idea di cosa possa intendersi con (non-)standard well-
ordering di tipo ε0, che un inusuale sistema di notazioni per tale ordinale può essere
trovato in [Gentzen 1936] 15. Sulla traduzione tra i due sistemi cf. [Horská 2014].
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2.3.3 Accessibilità di ε0 (cenni)
A illustrazione di quanto scritto si riporta una parte della dimostrazione
dell'accessibilità di ε0 nella formulazione che secondo lo stesso Takeuti più
rappresenta la metodologia descritta12, ovvero attraverso la nozione di elimi-
natore.
Si esplicita brevemente la costruzione dei termini ordinali, che di qui ﬁno
a nuova sezione saranno chiamati semplicemente ordinali.
Innanzitutto si deﬁnisce induttivamente la classe degli ordinali: 0 è un
ordinale, e se α e α0, . . . , αn (n numero naturale) sono ordinali, allora anche
α0 + . . . +αn e ωα sono ordinali. Le operazioni aritmetiche, l'ordine e l'ugua-
glianza sono deﬁnite in modo da coincidere con quelle usuali. In particolare
si ha che:
1. 0 è l'elemento <-minimo;
2. se α′ è ottenuto da α per mezzo di eliminazione della stringa 0+ o +0,
allora α = α′;
3. ωα < ωβ equivale a α < β;
4. ogni ordinale α diverso da 0 può essere scritto (equivalentemente sotto
la relazione di uguaglianza che si deﬁnisce) nella forma ωα0 +ωα1 + ⋅ ⋅ ⋅ +
ωαn (con gli esponenti nella medesima detta forma);
5. se α e β sono nella forma descritta al punto sopra, allora α + β =
ωα0 + ⋅ ⋅ ⋅ + ωαn + ωβ0 + ⋅ ⋅ ⋅ + ωβm ;
6. sia α nella forma esposta al punto 4. e tale che vi siano addendi ωαi +
ωαi+1 con αi < αi+1, allora α = ωα0 + ⋅ ⋅ ⋅ + ωαi + ωαi+1 + ⋅ ⋅ ⋅ + ωαn = ωα0 +⋅ ⋅ ⋅ +ωαi+1 + ⋅ ⋅ ⋅ +ωαn (cioè l'uguaglianza è mantenuta dalla eliminazione
di +ωαi);
7. per quanto sopra, ogni ordinale diverso da zero è uguale a un ordinale
in forma normale ωα0 + ωα1 + ⋅ ⋅ ⋅ + ωαn , con αn ≤ ⋅ ⋅ ⋅ ≤ α0;
8. siano α = ωα0 + ⋅ ⋅ ⋅ + ωαn e β = ωβ0 + ⋅ ⋅ ⋅ + ωβm in forma normale, allora
α < β se e solo se o ωαi < ωβi e ωαj = ωβj per j < i, o n <m e ωαi = ωβi
per ogni i ≤ n.
12We are going to represent a version of such a demonstration [dell'accessibilità di ε−0],
which the author believes represents the most illuminating approach to the consistency
proof [Takeuti, 1987], p.92.
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Si nota che, per comodità, si può pensare la forma normale modiﬁcata a
ottenere: ωα0 + ωα1 + ⋅ ⋅ ⋅ + ωαn + k, con 1 ≤ αn ≤ ⋅ ⋅ ⋅ ≤ α0 e k numero naturale.
Cosa ben più essenziale è però la possibilità di decidere la relazione <,
intendendo il punto 8. come una procedura di comparazione (di un nume-
ro ﬁnito di termini). Su ciò infatti si basa la dimostrazione di accessibili-
tà, specialmente quando intesa tramite concetti quali le operazioni concrete
succitate.
Occorre dimostrare che l'ordine < deﬁnito sugli ordinali è un buon ordine,
ovvero che:
(∗) ogni volta che un metodo concreto di costruzione di sequenze decre-
scenti di ordinali è dato, ciascuna di tali sequenze deve essere ﬁnita.
La dimostrazione è scandita in passi. Sia a0 > a1 > ⋯ sequenza decrescente
di ordinali.
Passo 1. Se a0 è un numero naturale, allora, scrivendo tutti i termini minori
di a0, si vede che la sequenza è lunga al più a0 + 1.




0 + ωαi1 + ⋅ ⋅ ⋅ + ωαini + ki
con 0 < αij e ki numero naturale. Una sequenza in cui ki non appare in alcun
ai sarà detta 1-sequenza, mentre ωα
i
0 + ωαi1 + ⋯ + ωαini in ai sarà detta parte
1-maggiore.
Si fornisce un metodo concreto M1 che permette la seguente operazione:
data una sequenza discendente a0 > a1 > ⋯ in cui ogni termine è scritto
in forma normale, si produce una 1-sequenza decrescente b0 > b1 > ⋯ che
soddisfa la condizione:
(C1) b0 è la parte 1-maggiore di a0 e si può concretamente mostrare che se
b0 > b1 > ⋯ è una sequenza ﬁnita, anche a0 > a1 > ⋯ lo è.
Tale metodo M1 , detto 1-eliminatore è deﬁnito come segue. Sia ai = a′i + ki,
con a′i parte 1-maggiore di ai. Allora la sequenza può essere scritta a′0 +
k0 > a′1 + k1 > ⋯. Sia b0 = a′0 e si supponga (come passo induttivo) che
b0 > b1 > ⋅ ⋅ ⋅ > bm sia stata costruita in modo tale che bm è a′j per qualche j.
Si analizza la parte di sequenza: a′j + kj > a′j+1 + kj+1 > ⋯. Per il Passo 1
la sequenza discendente a′j + kj > a′j + kj − 1 > a′j + kj − 2 > ⋯ > a′j + 0 è ﬁnita.
Allora discendendo lungo la sequenza a′j + kj > a′j+1 + kj+1 > ⋯, per qualche
p ≤ kj, si incontra un a′j+p tale che o a′j+p è l'ultimo termine della sequenza,
oppure è tale che a′j = ⋅ ⋅ ⋅ = a′j+p > a′j+p+1.
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Sia il primo caso dell'alternativa, allora il procedimento M1 è giunto al
termine. Sia il secondo, allora si ponga bm+1 = a′j+p+1.
Per deﬁnizione, si ha b0 > b1 > ⋯. Si supponga questa sequenza ﬁnita,
ovvero sia bm l'ultimo termine b0 > ⋅ ⋅ ⋅ > bm. Allora, per costruzione anche la
sequenza originale è ﬁnita (altrimenti infattiM1 continuerebbe con un bm+1).
Quindi la sequenza b0 > ⋅ ⋅ ⋅ > soddisfa (C1), e la deﬁnizione di M1 è così
completa.
Passo 3. Si supponga una sequenza a0 > a1 > . . . in cui a0 < ω2. Allora,
applicando l'1-eliminatore M1 si può costruire una 1-sequenza b0 > b1 > . . .
dove b0 ≤ a0. Quindi b0 > b1 > . . . può essere scritta nella forma ω ⋅k0 > ω ⋅k1 >
. . . , che implica k0 > k1 > . . . . Quindi per il Passo 1, k0 > k1 > . . . è ﬁnita,
cosa che implica la ﬁnitezza di b0 > b1 > . . . e a0 > a1 > . . . .
Passi ulteriori. La costruzione continua deﬁnendo n-eliminatori per mostrare
che a0 > a1 > . . . con a0 < ωn+1 è una sequenza ﬁnita, e eliminatori via via
maggiori per gestire gli ordinali ωn (n numero naturale) e quindi l'intero
sistema per ε0.
Si conﬁda che ciò basti a rendere l'idea di un approccio con forti connotati
fondazionali, aggiungendo però che quanto presentato è una versione piutto-
sto operazionale che enfatizza la posizione epistemologica di tipo ﬁnitista,
versione che diﬃcilmente sembra trasportabile in modo chiaro a sistemi di




Gerarchia di Veblen e Γ0,
Teorema di Kruskal
Nel capitolo precedente si è acquisita familiarità con (un sistema di notazione
per) l'ordinale ε0 e si è vista una sua applicazione con il gioco dell'Idra.
Per analizzare il teorema di Kruskal, non è suﬃciente ε0, ma occorre (un
sistema di notazione) ordinale più lungo e complesso.
In questo capitolo si giungerà a descrivere l'ordinale noto come Γ0, che
è punto di arresto naturale del procedimento impiegato per estendere la
notazione per ε0 attraverso la cosiddetta gerarchia di Veblen.
Si procede quindi in questo capitolo a esporre, nell'ordine, la costruzione
per Γ0, il teorema di Kruskal, e inﬁne un prima applicazione di detto teorema
proprio sopra Γ0.
3.1 Costruzione di Γ0
3.1.1 Nota bibliograﬁca
Il materiale proposto in questa sezione (fortunatamente) gode di una trat-
tazione standardizzata. Si suggeriscono i seguenti testi: [Ferbus-Zanda,
Vauzeilles 1996], [Gallier 1991], [Pohlers 1989], [Schütte 1977], [Vauzeilles
1996]. Più complesso da leggere (in quanto votato allo studio di estensioni
dei concetti qui descritti) è l'articolo [Miller 1976]1.
L'opera di Schütte2 in particolare oﬀre uno sviluppo puntuale e preciso
della costruzione dei termini ordinali per Γ0. Ci si permette quindi di riman-
1Articolo che è inoltre di interesse per chi volesse addentrarsi nella relazione tra le
notazioni ordinali standard e i sopracitati diagrammi ordinali.
2Come è normale che sia per un'opera di così fondamentale importanza, essa è talvolta
in modo dichiarato tra le fonti degli altri autori, ad es. in [Gallier 1991] p.200.
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dare al capitolo 5 di detto testo il lettore che si ritenesse insoddisfatto della
veloce trattazione qui proposta.
3.1.2 Introduzione
Si è visto che ε0 costituisce il primo punto (diverso da 0 e ω) per cui non è
possibile una forma normale di Cantor non banale, che utilizzi cioè solamente
ordinali α < ε0 (ε0 è infatti forma normale di sé stesso).
Si può pensare di estendere la notazione introducendo un nuovo simbolo
primitivo ε0 (similmente a ω). Si possono così scrivere nuove forme normali
di Cantor corrispondenti a nuovi ordinali, evidentemente ﬁno a ε1 (escluso).
Si può progredire nella descrizione ordinale aggiungendo i punti in cui la
costruzione della forma normale di Cantor si blocca ε1, . . . , εn, . . . per n < ω.
Ma non c'è nessun motivo ormai per fermarsi a iterazioni ﬁnite: α ↦ ωα
ha punti ﬁssi di grandezza arbitraria. Si può continuare quindi, avendo infatti
a disposizione i simboli necessari, con εω, εω+1, . . ., perﬁno εε0 , . . . , εεε0 , . . . e
oltre.
È possibile però che anche α ↦ εα abbia punti ﬁssi (cioè non scrivibili
come εβ per β < α  esempio immediato è εℵ1 = ℵ1). Assumendo che il minimo
di tali punti ﬁssi µ sia tale che µ < Ω (gli ordinali interessanti da trattare
sono infatti numerabili, dato che di ON si vuole un segmento iniziale), si
comprende che esso necessita di un nome introdotto appositamente.
Per procedere oltre occorrerebbe iniziare a enumerare anche quest'ultimi,
ma la questione inizia a farsi intricata da gestire a livello intuitivo-informale,
sebbene l'idea della procedura da seguire sia piuttosto naturale.
È conveniente dunque procedere con ordine e dare forma sistematica alla
formazione di nuovi nomi per ordinali, tramite l'utilizzo di funzioni che in
modo uniforme catturino i punti ﬁssi dell'esponenziazione in base ω.
3.1.3 Gerarchia di Veblen e Γ0
Si farà nel seguito libero uso delle classi, che convenientemente saranno intese
come sottoclassi di ON. Tecnicamente si può sostituire tale uso con un
opportuno ordinale regolare κ, avendo così nozioni a esso relativizzate3.
Deﬁnizione 3.1.1 (Classe chiusa). Una classe X è detta chiusa se per ogni
sottoinsieme M si ha che M ⊆ X⇒ ⋃M ∈ X.
Deﬁnizione 3.1.2 (Classe limitata). Una classe C è detta limitata se esiste
un ordinale γ tale che per ogni α ∈ X si ha che α ≤ γ.
3Così ad esempio in [Miller 1976] e [Pohlers 1989].
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Deﬁnizione 3.1.3 (Funzione continua). Una funzione f ∶ X → B è detta
continua se X è una classe chiusa e per (l'insieme)M ⊆ X f(⋃M) = ⋃ f(M).
Deﬁnizione 3.1.4 (Funzione normale). Una funzione f ∶ ON → B è detta
normale se è continua e crescente.
Teorema 3.1.5. Una classe X di ordinali è chiusa e illimitata se e solo se
è l'immagine di una (unica) funzione normale.
Dimostrazione. Se X è chiusa e illimitata allora si deﬁnisce per induzione una
funzione f ∶ ON → X. Si pone innanzitutto f(0) ∶ minX. Si supponga f(β)
deﬁnita per β < α e si consideri A = X∖{f(β)∣β < α}. Poiché X è illimitato, A
non è vuoto e si deﬁnisce così f(α) = minA. Se α è limite si osserva inoltre,
poiché X è chiusa, sup{f(β)∣β < α} = min(X ∖ {f(β)∣β < α}). La funzione
così deﬁnita è quindi crescente e continua, ovvero normale. L'unicità segue
facilmente per induzione sull'argomento.
Sia invece f ∶ ON → X funzione normale. Poiché f è crescente e deﬁnita
su ON è assurdo che X sia limitato. Sia quindiM ⊆ X. Si pone B = {β∣f(β) ∈
M} e γ = ⋃B, da cui per continuità f(γ) = ⋃{f(β)∣β ∈ B} = ⋃M , quindi⋃M ∈ X.
Lemma 3.1.6. Le funzioni +α(β) ∶= α+β, ⋅α(β) ∶= α ⋅β (α > 0), ˆα(β) ∶= αβ
(α > 1) sono funzioni normali.
Dimostrazione. L'asserzione segue velocemente dalla deﬁnizione per il teore-
ma 3.1.5 osservando che le immagini di dette funzioni sono chiuse e illimitate.
Lemma 3.1.7. Sia φ funzione normale e α ordinale tale che φ(0) ≤ α. Allora
esiste un unico ordinale tale che φ(δ) ≤ α ≤ φ(δ + 1).
Dimostrazione. Poiché Imφ è illimitata, {β∣α < φ(β)} è non vuoto e ha
un elemento minimo γ. Se γ è limite, per continuità di φ si ha φ(γ) =
sup{φ(µ)∣µ < γ}, e dunque per qualche µ si ha α < φ(µ) < φ(γ), in contrad-
dizione con la deﬁnizione di γ. Poiché γ è diverso da 0, per qualche δ si ha
γ = δ + 1, e dunque φ(δ) ≤ α < φ(δ + 1).
Lemma 3.1.8. Si ha:
1. Se γ è tale che α ≤ γ < α + β, allora esiste un unico ordinale δ < β tale
che γ = α + δ;
2. Se γ è tale che γ < α ⋅β, allora esistono unici ordinali δ < β e µ < α tali
che γ = α ⋅ δ + µ.
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Dimostrazione. Si dimostrano nell'ordine i due punti.
1. Poiché la funzione +α è normale (per il lemma 3.1.6), per il lemma
3.1.7 esiste un unico δ tale che α + δ ≤ γ < α + δ + 1. Si osserva allora che
γ = α + δ e che δ < β, poiché +α è strettamente crescente e γ = α + δ < α + β.
2. Poiché la funzione ⋅α è normale (per i lemma 3.1.6), per il lemma 3.1.7
esiste un unico δ tale che α ⋅δ ≤ γ < α ⋅(δ+1) = α ⋅δ+α. Per il punto precedente
esiste un unico ordinale µ < α tale che γ = α ⋅ δ + µ.
Sia che γ = α ⋅ δ′ + µ′, con µ′ < α e δ′ < β. Per deﬁnizione di δ, si ha
che δ′ ≤ δ (altrimenti infatti γ < α ⋅ (δ + 1) ≤ α ⋅ δ′). Poiché µ′ < α, si ha
γ < α ⋅ (δ′ + 1), e dunque δ ≤ δ′. Si conclude quindi δ′ = δ, da cui segue
l'unicità anche di µ.
Teorema 3.1.9 (Forma normale di Cantor generalizzata). Sia α > 1. Per
ogni ordinale γ > 0 esistono unici ordinali γ0, . . . , γp e µ0, . . . , µp tali che
γ = αγ0 ⋅ µ0 + ⋅ ⋅ ⋅ + αγp ⋅ µp con γ0 > ⋅ ⋅ ⋅ > γp e 0 < µ0, . . . , µp < α.
Dimostrazione. Per induzione su γ. Poiché la funzione ˆα è normale (per il
lemma 3.1.6), per il lemma 3.1.7 esiste un unico γ0 tale che αγ0 ≤ γ < αγ0+1 =
αγ0 ⋅α. Per il lemma 3.1.8 esistono unici ordinali µ0 e δ tali che µ0 < α, δ < αγ0
e γ = αγ0 ⋅ µ0 + δ.
Si controlla l'unicità. Sia che γ = αλ0 ⋅τ0+η, con τ0 < α, η < αλ0 . Si vede che
λ0 ≤ γ0. Poiché τ0 < α e η < αλ0 , si ha che γ < αλ0 ⋅τ0+αλ0 = αλ0 ⋅(τ0+1) ≤ αλ0+1,
da cui γ0 ≤ λ0. Deriva quindi che λ0 = γ0, τ0 = µ0 e δ = η (per i precedenti
risultati).
Poiché δ < γ, il risultato segue per ipotesi induttiva scrivendo opportuna-
mente δ.
Deﬁnizione 3.1.10 (Ordinali additivi principali). Un ordinale α è detto
additivo principale se α ≠ 0 e se β, γ < α implica che β + γ < α. Si denota la
classe di tali ordinali con A.
Da tale deﬁnizione segue velocemente il seguente lemma.
Lemma 3.1.11. Se α ∈ A allora α = ωβ per qualche β.
Lemma 3.1.12. La classe A è chiusa e illimitata.
Dimostrazione. Segue dal lemma precedente e dalla normalità di ˆω.
Corollario 3.1.13 (Forma normale additiva). Per ogni ordinale α ≠ 0 esi-
stono unici α0, . . . , αn ∈ A tali che α = α0 + ⋅ ⋅ ⋅ + αn e α0 ≥ ⋅ ⋅ ⋅ ≥ αn.
Dimostrazione. Immediata conseguenza del lemma 3.1.11 e della Forma nor-
male di Cantor.
29
Per quanto precede si può introdurre la seguente deﬁnizione:
Deﬁnizione 3.1.14 (A(α)). Sia α =FN α0 + ⋅ ⋅ ⋅ +αn come da Forma normale
additiva (corollario 3.1.13). Si deﬁnisce A(α) ∶= {α0, . . . , αn}.
Deﬁnizione 3.1.15 (eX). Sia X ⊆ ON. Si deﬁnisce eX ∶ ON → X la funzione
che enumera in modo crescente la classe X, nel caso in cui questa sia illimitata.
Nel caso in cui non lo fosse, posto eX(α) = supX, si intende che per β < α,
eX(β) è il β-esimo elemento di X, mentre per β ≥ α eX(β) = eX(α).
Deﬁnizione 3.1.16. Sia M ⊆ ON e f ∶M→ ON. Si deﬁniscono:
1. F(f) ∶= {α∣f(α) = α} e f ′ = eF(f);
2. M′ ∶= F(eM).
Lemma 3.1.17. Se f è una funzione normale, allora F(f) è chiusa e illi-
mitata, quindi f ′ è una funzione normale.
Dimostrazione. Si consideri un α ∈ ON e la sequenza data da: β0 ∶= α,
βn+1 = f(βn). Si ponga β = sup{βn∣n < ω}.
Se β ∈ {βn∣n < ω}, allora esiste n < ω tale che β = βn ≤ f(βn) ≤ β (dato
che per f normale si ha α ≤ f(α) per ogni α ∈ ON).
Se altrimenti, allora β è limite e si ha che f(β) = sup{f(βi)∣i < ω} =
sup{βi+1∣i < ω} = β. In ogni caso si ha quindi α ≤ β ∈ F(f), da cui, per
l'arbitrarietà di α, segue l'illimitatezza di F(f).
Per mostrare proprietà di chiusura si consideri A ⊂ F(f). Se supA ∈ A,
non c'è nulla da dimostrare. Sia quindi altrimenti, avendosi così che supA
è limite (se è successore si ha infatti supA ∈ A). Si ha che f(supA) =
sup{f(ξ)∣ξ ∈ A} = sup{ξ∣ξ ∈ A} = supA (la prima uguaglianza segue per
normalità, la seconda da A ⊂ F(f)), cioè che supA ∈ F(f), ovvero che F(f)
è chiusa.
Lemma 3.1.18. Se X ⊆ ON è chiusa e illimitata, allora anche X′ è chiusa
e illimitata.
Dimostrazione. Poiché X è chiusa e illimitata, eX è una funzione normale. Per
il lemma precedente (3.1.17) dunque anche F(eX) è chiua e illimitata.
Lemma 3.1.19. Se ∅ ≠ I ⊂ ON è limitato e {Xγ ∣γ ∈ I} è una famiglia
di classi chiuse e illimitate, allora X = ⋂{Xγ ∣γ ∈ I} è una classe chiusa e
illimitata.
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Dimostrazione. Poiché ogni Xγ (γ ∈ I) è chiusa, anche X è chiusa. Più
laborioso è mostrare l'illimitatezza.
Si ﬁssi un α ∈ ON. Si deﬁnisce:
f0,ξ ∶= min{γ ∈ Xξ ∣α ≤ γ ∧ (∀η ∈ ξ ∩ I)(f0,η < γ)}
e
fn+1,ξ ∶= min{γ ∈ Xξ ∣∀η ∈ I(fn,η < γ) ∧ (∀η ∈ ξ ∩ I)(fn+1,η < γ)}
Poiché ogni Xξ è illimitata, si vede per induzione su ξ che f0,ξ è sempre
deﬁnita, avendosi infatti solamente un numero limitato di f0,η da maggiorare
(al più sono sono ξ).
Per ipotesi induttiva si assume fn,ξ deﬁnito per ogni ξ ∈ I. Dato che I
è limitato, si ha sup{fn,ξ ∣ξ ∈ I} ∈ ON. Per illimitatezza di Xξ, si ottiene che
fn+1,ξ è deﬁnito per ogni ξ ∈ I (avendo per ipotesi induttiva interna deﬁnito
fn+1,η per ogni η < ξ).
Per ogni ξ, gli insiemi {fn,ξ ∣n ∈ ω} sono limitati e si ha che βξ ∶= sup{fn,ξ ∣n <
ω} ∈ Xξ per ogni ξ ∈ I (dato che Xξ è chiuso e {fn,ξ ∣n < ω} ⊂ Xξ) . Per co-
struzione βξ = βδ per ogni ξ, δ ∈ I (la costruzione eﬀettuata è in eﬀetti come
un intreccio di maggiorazioni, di modo che ﬁssato fn,ξ, per un qualsiasi δ si
ha che fn+1,δ > fn,ξ). Poiché α è arbitrario, si hanno illimitati βξ ∈ X.
Deﬁnizione 3.1.20 (Ordinali α-critici). Si deﬁnisce la classe degli ordinali
α-critici C(α) per ricorsione su α (l'operatore ′ è deﬁnito in 3.1.16):
C(0) = A se α = 0
C(β + 1) = (C(β))′ se α = β + 1
C(λ) =⋂{C(β)∣β < λ} se α = λ ∈ LIM
Lemma 3.1.21. Si ha che C(α) è una classe chiusa e illimitata per ogni
α ∈ ON.
Dimostrazione. Il caso base corrisponde al lemma 3.1.12. Il passo per gli
ordinali successori è garantito dal lemma 3.1.18. Il passo per gli ordinali
limiti è dato dal lemma 3.1.19.
Da ciò si può introdurre la seguente deﬁnizione:
Deﬁnizione 3.1.22 (ϕα, Gerarchia di Veblen). Si deﬁnisce la funzione ϕα
come la funzione normale che enumera C(α). Si ha quindi una gerarchia di
funzioni (indicizzate da α) detta gerarchia di Veblen.
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A proposito della precedente deﬁnizione è opportuno segnalare che la co-
struzione originaria di Veblen4 è più complessa e più espressiva prevendendo
funzioni ϕ a più argomenti. Si tratta di una costruzione intricata5 e poco (o
per nulla) utilizzata6.
Si impiegherà nel seguito la scrittura ϕαβ per ϕα(β). Si intenderà cioè ϕ
come funzione a due argomenti (e si elimineranno le parentesi non necessarie).
Lemma 3.1.23. Si ha che:
1. ϕ0α = ωα;
2. ϕ10 = ε0;
3. se β < γ allora ϕαβ < ϕαγ;
4. β ≤ ϕαβ;
5. ϕαλ = sup{ϕαβ∣β < α} per λ limite;
6. se α < β, allora C(β) ⊊ C(α), ϕα(ϕβγ) = ϕβγ e ϕαγ ≤ ϕβγ.
Dimostrazione. Il punto 1. segue velocemente dalla deﬁnizione. Il punto 2.
è ottenuto da ε0 = min{α∣ϕ0α = α} = minC(1) = ϕ10. I punti 3.-5. sono
garantiti dalla normalità di ϕα.
Si mostra il punto 6., osservando dapprima per induzione su β che C(β) ⊆
C(α). Se α < β, allora ϕβγ ∈ C(β) ⊆ C(α + 1) = C(α)′. Quindi ϕα(ϕβγ) =
ϕβγ. Da γ ≤ ϕβγ (punto 4.) si ha quindi ϕαγ ≤ ϕα(ϕβγ) = ϕβγ. Poiché
0 ∉ C(0) ⊇ C(β), si ha che 0 < ϕβ0, da cui ϕα0 < ϕα(ϕβ0) = ϕβ0, cioè
ϕα0 ∉ C(β) e quindi C(α) ≠ C(β).
Teorema 3.1.24. Siano α ∶= ϕα0β0 e β ∶= ϕα1β1. Si ha che α = β se e solo
se una delle seguenti:
1. α0 < α1 e β0 = ϕα1β1;
2. α0 = α1 e β0 = β1;
3. α1 < α0 e ϕα0β0 = β1;
4[Veblen 1908].
5Piuttosto divertente è il (condivisibile) commento, in materiale inedito, di Simmons:
Some of the notation and terminology has changed since then, but with some patience
the paper can be read. At least the ﬁrst part can be. What is going on in 3 and 4 is a
mystery to me. I take it on trust that others have sorted out these ideas, and we will look
at that material later [Simmons A short introduction], p.10.
6Singolare eccezione sembra essere Lepper, che ne impiega una variante modernizzata
in [Lepper 2004].
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Dimostrazione. ϕα1β1 ∈ C(α1). Se α0 < α1 allora ϕα0(ϕα1β1) = ϕα1β1, e
quindi ϕα0β0 = ϕα1β1 se e solo se β0 = ϕα1β1. Il caso α1 < α0 è simile, e per
α0 = α1 l'asserzione è ovvia.
Teorema 3.1.25. Siano α ∶= ϕα0β0 e β ∶= ϕα1β1. Si ha che α < β se e solo
se una delle seguenti:
1. α0 < α1 e β0 < ϕα1β1;
2. α0 = α1 e β0 < β1;
3. α1 < α0 e ϕα0β0 < β1.
Dimostrazione. ϕα1β1 ∈ C(α1). Se α0 < α1, allora ϕα0(ϕα1β1) = ϕα1β1, e
quindi ϕα0β0 < ϕα1β1 se e solo se β0 < ϕα1β1. Il caso α1 < α0 è simile, e per
α0 = α1 l'asserzione segue dalla crescenza di ϕα0 .
Lemma 3.1.26. Si ha che ϕα0 < ϕβ0 se e solo se α < β. Si ha inoltre che
α ≤ ϕα0 ≤ ϕαβ.
Dimostrazione. Immediata da quanto precede.
Teorema 3.1.27. Per ogni ordinale α ∈ A esistono β e γ univocamente
determinati tali che α = ϕβγ e γ < α.
Dimostrazione. L'unicità segue dalle clausole di comparazione dei teoremi
3.1.24 e 3.1.25. Occorre quindi mostrare l'esistenza (ricordando che se α ∈ A,
allora α ≠ 0 e α = ωβ per qualche β). Si deﬁnisce β = min{γ∣α < ϕγα}, cosa
possibile dato che α ≤ ϕα0 < ϕαα (per il lemma precedente 3.1.26). Se β = 0,
allora α < ϕ0α, da cui si ha che esiste η tale che α = ϕη < ϕ0α, ovvero η < α.
Se β > 0, allora si ha α = ϕηα per ogni η < β, cioè si ha che α ∈ C(η)′ = C(η+1)
per ogni η < β. Quindi si ha che α ∈ ⋂{C(η+1)∣η < β} ⊆ C(β), da cui si ricava
l'esistenza di γ tale che α = ϕβγ < ϕβα (la disuguaglianza è per deﬁnizione
di β) e dunque γ < α.
Deﬁnizione 3.1.28. Un ordinale α è detto fortemente critico se α ∈ C(α).
Se ne indica la classe con SC ∶= {α ∈ ON∣α ∈ C(α)}. Si deﬁnisce inoltre a
funzione Γ(α) ∶= Γα ∶= eSC(α).
Lemma 3.1.29. Si ha che:
1. α ∈ SC se e solo se ϕα0 = α;
2. Se α ∈ SC e β, γ < α, allora ϕβγ < α.
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Dimostrazione. Si mostra nell'ordine ciascun punto.
1. Se α ∈ SC, allora α ∈ C(α), ovvero esiste η tale che α = ϕαη. Si ha che
α ≤ ϕα0 ≤ ϕαη = α, da cui η = 0. Se α = ϕα0, allora α ∈ C(α), da cui α ∈ SC.
2. Per il punto precedente, se α ∈ SC, allora α = ϕα0. Se β < α e
γ < α = ϕα0, allora ϕβγ < ϕα0 = α per il lemma 3.1.25.
Lemma 3.1.30. La classe SC è chiusa e illimitata, quindi la funzione Γ è
normale.
Dimostrazione. Si mostra l'illimitatezza. Si deﬁnisce β0 ∶= α + 1, con α ∈ ON
arbitrario e βk+1 ∶= ϕβk0. Sia β ∶= sup{βk∣k < ω}. Per ξ < β esiste k < ω
tale che ξ < βk ≤ βm per ogni m ≥ k. Quindi si ha che ϕξβm+1 = ϕξ(ϕβm0) =
ϕβm0 = βm+1 per ogni m ≥ k e dunque anche β ≤ ϕξβ = sup{ϕξβm+1∣m ≥ k} =
sup{βm+1∣m ≥ k} ≤ β. Quindi β ∈ ⋂{C(ξ)′∣ξ < β} ⊆ C(β), cioè β ∈ C(β).
Poiché α è arbitrario SC è illimitato.
Si mostra la chiusura. Sia U ⊂ SC, e si deﬁnisca β ∶= supU . Se β ∈ U ,
l'asserzione segue. Altrimenti si ha che β è ordinale limite e per ξ, η ∈ U esiste
γ ∈ U tale che ξ, η < γ. Quindi ϕξη < γ < β per il lemma 3.1.29, e dunque
anche β ≤ ϕξβ = sup{ϕξη∣η < β} ≤ β. Si vede inﬁne che β ∈ ⋂{C(ξ)′∣ξ < β} ⊆
C(β), da cui β ∈ SC.
Teorema 3.1.31. Per ogni α ∈ A ∖ SC esistono β, γ < α univocamente
determinati tali che α = ϕβγ.
Dimostrazione. Per il teorema 3.1.27 si ha che α = ϕβγ per qualche β ≤ α e
γ < α e β e γ sono unici . Se β = α, allora si ha che α = ϕαγ, in contraddizione
con α ∉ SC. Quindi β < α.
Con tale teorema si può pensare di estendere la Forma normale addi-
tiva attraverso la sistematica notazione per gli ordinali additivi principali
permessa dalle funzioni della gerarchia di Veblen.
Deﬁnizione 3.1.32. Si deﬁnisce α =FN ϕβγ se e solo se α = ϕβγ∧β < α∧γ <
α.
Deﬁnizione 3.1.33 (αΓ). Per α ∈ ON si deﬁnisce αΓ ∶= min{γ ∈ SC∣α < γ}.
Deﬁnizione 3.1.34 (CP (α)). Sia α ∈ ON. Si deﬁnisce la chiusura predica-
tiva di α:
1. α + 1 ⊆ CP (α);
2. se γ, δ ∈ CP (α), allora γ + δ ∈ CP (α);
3. se γ, δ ∈ CP (α), allora ϕγδ ∈ CP (α).
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Teorema 3.1.35. Si ha che CP (α) = αΓ. In particolare Γ0 = CP (0).
Dimostrazione. Si mostra che CP (α) ⊆ αΓ per induzione sulla deﬁnizione di
CP (α). Se η < α + 1, allora η ≤ α < αΓ. Nel caso della clausola 2. della
deﬁnizione, si ha che γ, δ < αΓ e poiché SC ⊆ A, γ + δ < αΓ. Analogamente,
nel caso della clausola 3. il risultato segue per il lemma 3.1.29.
Per l'inclusione opposta si mostra che ξ < αΓ implica ξ ∈ CP (α) per
induzione su ξ. Se ξ ≤ α, allora per la clausola 1. della deﬁnizione di CP (α)
ξ ∈ CP (α). Se α < ξ < αΓ, allora ξ ∉ SC. Se ξ ∉ A, allora esistono γ, δ < ξ tali
che ξ = γ + δ, da cui per ipotesi induttiva e la clausola 2. della deﬁnizione di
CP (α) ξ ∈ CP (α). Se invece ξ ∈ A, allora si hanno γ, δ < ξ tali che ξ = ϕγδ
(per il teorema 3.1.31), da cui per ipotesi induttiva e la clausola 3. della
deﬁnizione di CP (α) ξ ∈ CP (α).
Ciò signiﬁca che gli ordinali in Γ0 sono accessibili da 0 impiegando le
funzioni + e ϕ. Li si può quindi pensare come denotati da termini ordinali
costruiti dai simboli primitivi 0,+, ϕ secondo la deﬁnizione:
Deﬁnizione 3.1.36 (OΓ0). Si deﬁnisce il sistema di notazione per Γ0 OΓ0 :
1. 0 ∈ OΓ0 ;
2. se α =FN α0 + ⋅ ⋅ ⋅ + αn e {αn, . . . , αn} ⊆ OΓ0 , allora α ∈ OΓ0 ;
3. se α =FN ϕα0α1 e α0, α1 ∈ OΓ0 , allora α ∈ OΓ0 .
Se si intendono gli elementi di OΓ0 secondo l'interpretazione di ordinali,
si ha ovviamente che OΓ0 ⊆ Γ0. Si può veriﬁcare inoltre l'inclusione Γ0 ⊆ OΓ0
e si ottiene così che Γ0 può essere inteso rappresentato nella sua interezza dai
termini in OΓ0 .
La relazione d'ordine su OΓ0 è data direttamente dai teoremi 3.1.24 e
3.1.25 e dal criterio di comparazione fra ordinali scritti in Forma normale
additiva (di Cantor).
Cosa realmente essenziale e da tenere a mente per la comprensione di
quanto costruito è che nelle dimostrazioni che impiegheranno induzione sulla
costruzione di γ ∈ Γ0, anziché le clausole della deﬁnizione 3.1.34, si potranno
usare quelle le più raﬃnate della deﬁnizione 3.1.36.
Queste ultime infatti assicurano l'argomento induttivo, poiché, ad esem-
pio nel caso γ = ϕαβ, garantiscono che si possa assumere γ =FN ϕα0β0 ,
avendo quindi α0, β0 < γ.
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3.2 Γ0 limite della predicatività
La concezione ricevuta è che Γ0 sia il più piccolo ordinale predicativamente
riconoscibile come tale. Questa caratterizzazione ha origine dai lavori di
Feferman7 e di Schütte8 ed è essenzialmente incontestata, fatta eccezione
per Weaver9. Non si vuole in alcun modo entrare nel merito della delicata
questione, tuttavia pare utile raccogliere alcune osservazioni che talvolta si
incontrano nella letteratura. Si sceglie qui di seguire Smory«ski10, ricordando
semplicemente la presenza di commenti simili anche in [Gallier 1991]. Non si è
sicuri che quanto presentato mostri davvero ciò che intende mostrare, tuttavia
risalta una certa stratiﬁcazione funzionale che nell'universo piatto degli
insiemi passa inosservata.11
L'idea fondamentale è che Γ0 nasconda un qualche riferimento al non
numerabile. Alla questione su come ci si convinca che ϕα+1 è sempre deﬁnita
si può rispondere in due modi: costruttivamente oppure no.
Non costruttivamente semplicemente si procede con una dimostrazione
insiemistica del tipo di quello qui seguito.
Costruttivamente invece si itera ϕα: per ogni ordinale β0, sup{βn∣n < ω}
è un punto ﬁsso β > β0 di ϕα, posto che βn+1 sia deﬁnito partendo da β0 e
con βn+1 ∶= ϕαβn.
Si può pensare che quindi secondo lo stesso principio si possono enumerare
i punti ﬁssi α = ϕα0, sull'esempio di Γ0 = ϕΓ00 = sup{γn∣n < ω}, dove γ0 = ϕ00
e γn+1 = ϕγn0. Si osserva però che il passaggio a ϕα+1 è un'iterazione della
funzione ϕα, mentre invece la costruzione di λα.ϕα0 è sì un processo di
iterazione, ma di iterazione del funzionale che porta da ϕα a ϕα+1.
In qualche modo si presuppone così un dominio per tale funzionale costi-
tuito da una classe di funzioni su ordinali, e quindi un oggetto non numera-
bile.
3.3 Buoni quasiordini e teorema di Kruskal
3.3.1 Nota bibliograﬁca
Il materiale di questa sezione può essere ritrovato in [Gallier 1991], [Nash-
Williams 1963], [Simpson 1985]. Più complicati sono [Kruskal 1960] e [Hig-




11Su come l'uso di funzionali possa essere utile a pensare costruzioni di gerarchie à la
Veblen cf. [Simmons Short introduction], [Simmons 2004] e [Simmons 2008].
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man 1952].
3.3.2 Introduzione e deﬁnizioni
Nel 1960 è pubblicato un articolo di Kruskal in cui è fornita la risposta alla
seguente congettura (formulata da Vazsonyi):
Congettura 3.3.1. Non esiste insieme inﬁnito di alberi ﬁniti {T1, T2, . . .}
tali che Ti non è immergibile omeomorﬁcamente in Tj per ogni j ≠ i.
Il teorema principale dell'articolo stabilisce come corollario la suddetta
congettura. È possibile tuttavia aﬀrontarla direttamente, impiegando la di-
mostrazione dovuta a Nash-Williams, la quale è poi estendibile per ottenere
il teorema originario.
Non si sarà tuttavia ﬁlologicamente corretti e si identiﬁcherà, come spesso
accade nella letteratura successiva, il suddetto corollario con il Teorema di
Kruskal.
Si procede quindi con le deﬁnizioni.
Deﬁnizione 3.3.2 (Immersione (omeomorﬁca), ⊴). Dati alberi ﬁniti T0 e T1,
si dice immersione (omeomorﬁca) una funzione iniettiva f ∶ T0 → T1 tale che
f(inf(a, b)) = inf(f(a), f(b)) per ogni a, b ∈ T0.
Si scrive inoltre T0 ⊴ T1 se esiste una immersione f ∶ T0 ↪ T1. Il simbolo↪ verrà riservato per questo uso.
Deﬁnizione 3.3.3 (Quasiordini). Un quasiordine è una coppia ordinata X =⟨X,⪯⟩ dove X è un insieme numerabile e ⪯ è una relazione binaria riﬂessiva
e transitiva su X.12
Osservazione 3.3.1. La relazione ⊴ sull'insieme degli alberi ﬁniti è un qua-
siordine.
Deﬁnizione 3.3.4 (Malasequenza). Una sequenza ⟨xi ∣ i < n ≤ ω⟩ di elementi
di X (e lunghezza n) è detta malasequenza (di X) se non esistono indici
i < j < n per cui xi ⪯ xj. Si denota inoltre con Mal(X) l'insieme delle
malesequenze di X.
Osservazione 3.3.2. La sequenza vuota è quindi secondo tale deﬁnizione una
malasequenza, ed è, in ciò, caso particolare del fatto che una malasequenza
non è per deﬁnizione necessariamente inﬁnita (contrariamente a quanto si
può trovare talvolta altrove).
12Come è consuetudine, si dirà quasiordine anche semplicemente X (quando sia chiara
la relazione intesa) o ⪯ (quando sia chiaro l'insieme su cui è deﬁnita).
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Deﬁnizione 3.3.5 (Buoni quasiordini). Un quasiordine X è un buon qua-
siordine se ogni malasequenza di elementi di X è di lunghezza ﬁnita.
Deﬁnizione 3.3.6 (⪯<ω). Sia Q un insieme numerabile e ⪯ una relazione
binaria su Q. Sia Q<ω l'insieme delle sequenze ﬁnite di elementi di Q. Si
deﬁnisce la relazione binaria ⪯<ω su Q<ω: ⟨q0, . . . , qm−1⟩ ⪯<ω ⟨q′0, . . . , q′n−1⟩ se
e solo se esistono i0, . . . , im−1 tali che i0 < ⋅ ⋅ ⋅ < im−1 < n e q0 ⪯ q′i0 , . . . , qm−1 ⪯
q′im−1 .
3.3.3 Teorema di Kruskal
Si premettono risultati utili alla dimostrazione del teorema di Kruskal, tra cui
si evidenzia ora il lemma di Higman, il quale ha una intrinseca rilevanza se si
è interessati, ad esempio, allo studio di parole su un alfabeto ﬁnito (sequenze
ﬁnite su un insieme ﬁnito).
Lemma 3.3.7. Dato ⟨Q,⪯⟩ quasiordine, sono equivalenti:
(1) ⟨Q,⪯⟩ è un buon quasiordine;
(2) ogni sequenza di elementi di Q inﬁnita ⟨qn∣n < ω⟩ contiene una sot-
tosequenza inﬁnita ⟨qf(n)∣n < ω⟩ tale che sf(n) ⪯ sf(n+1) per ogni n <
ω.
Si presentano due dimostrazioni.13
Dimostrazione (Simpson). La direzione non ovvia è (1) Ô⇒ (2). Si impiega
il Teorema di Ramsey Inﬁnito deﬁnendo una 2-colorazione su [ω]2 tale che:
posti m < n, {m,n} ↦ 0 se e solo se qm ⪯ qn, altrimenti {m,n} ↦ 1. Per il
suddetto teorema esiste un sottoinsieme inﬁnito I ⊆ ω monocromo, ovvero
tale che ogni insieme in [I]2 è colorato dal medesimo colore. Poiché tale
colore non è 1 (ciò implicherebbe la malasequenza inﬁnita ⟨qi∣i ∈ I⟩, assurdo
per ipotesi (1)), I è monocromo con colore 0. Dunque per ogni i, j ∈ I con
i < j < ω si ha qi ⪯ qj. Si introduce la funzione f ∶ ω → I enumerante in modo
crescente I, concludendo quindi con la sequenza ⪯-crescente ⟨qf(n)∣n < ω⟩.
Dimostrazione (Gallier). Come sopra si dimostra la direzione (1) Ô⇒ (2).
Si stabilisce di denominare terminale un elemento qi di una sequenza se non
esiste j > i tale che qi ⪯ qj.
13Si noterà che la prima dimostrazione è meno costruttiva della seconda e risulta inu-
tile (così come è presentata) qualora si volesse considerare quali strumenti teorici siano
necessari per stabilire il Lemma (per il quale il pieno Teorema di Ramsey Inﬁnito appare
piuttosto eccessivo).
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Si mostra che gli elementi terminali di una sequenza inﬁnita in Q (che per
ipotesi è un buon quasiordine) sono un numero ﬁnito. Sia altrimenti, esiste
quindi una sequenza inﬁnita di elementi terminali. Si vede che tale sequenza
è una malasequenza inﬁnita (dato che se qn ⪯ qm allora qn non è terminale):
assurdo con l'ipotesi.
Esiste quindi k < ω tale che qn è non terminale per ogni n ≥ k. Si deﬁnisce
quindi f ∶ ω → ω ponendo f(0) = k e f(n + 1) il minimo x tale che (qn ⪯ qx),
e si ottiene la sequenza ⪯-crescente ⟨qf(n)∣n < ω⟩.
Lemma 3.3.8 (Higman). Sia ⟨Q,⪯⟩ un quasiordine. Allora ⟨Q<ω,⪯<ω⟩ è un
quasiordine.
Dimostrazione. Per assurdo, vi sia un Q<ω una malasequenza inﬁnita. Si co-
struisce una malasequenza inﬁnita minimale ⟨tk∣k < ω⟩, tk ∈ Q<ω. Si stabilisce
t0 primo elemento di una malasequenza inﬁnita tale che la lunghezza l(t0) è
minimale. Si determina ti+1:
- dati t0, . . . , ti, allora ⟨t0, . . . , ti, ti+1⟩ è segmento iniziale di una malase-
quenza inﬁnita;
- la lunghezza di ti+1 è minimale tra gli elementi che soddisfano in punto
precedente.
Si vede che tk ≠ ⟨⟩ per ogni k < ω (dato che ⟨⟩ è elemento minimo in
Q<ω). Si evidenzia il primo elemento di tk di modo che tk = ⟨qk⟩ ⌢ sk e
l(tk) = 1 + l(sk).
Si mostra che ⟨sk∣k < ω⟩ non contiene male-sottosequenze inﬁnite. Sia al-
trimenti: allora esiste malasequenza ⟨ski ∣i < ω⟩ con ki < kj per ogni i < j < ω.
Quindi ⟨t0, t1, . . . , tk0−1, sk0 , sk1 , . . .⟩ è una malasequenza inﬁnita contraddicen-
te la minimalità di tk0 .
Per il lemma 3.3.7 la sequenza ⟨sk∣k < ω⟩ contiene una sottosequenza⟨sf(n)∣n < ω⟩ tale che f(n) < f(m) e sf(n) ⪯<ω sf(m) per ogni n <m < ω.
Poiché Q è un buon quasiordine, considerando la sequenza ⟨qf(k)∣k < ω⟩, si
vede che esistono n <m < ω tali che qf(n) ⪯ qf(m). Per tali n,m allora, poiché
qf(n) ⪯ qf(m) e (per il precedente paragrafo) sf(n) ⪯<ω sf(m), per deﬁnizione di⪯<ω si ha:
tf(n) = ⟨qf(n)⟩ ⌢ sf(n) ⪯<ω ⟨qf(m)⟩ ⌢ sf(m) = tf(m)
cosa assurda, dato che ⟨tk∣k < ω⟩ è malasequenza.
Teorema 3.3.9 (Teorema di Kruskal). Non esiste insieme inﬁnito di alberi
ﬁniti {T1, T2, . . .} tali che Ti non è immergibile omeomorﬁcamente in Tj per
ogni j ≠ i. In altre parole, indicando con T l'insieme degli alberi ﬁniti, ⟨T ,⊴⟩
è un buon quasiordine.
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Dimostrazione. Per assurdo, sia ⟨Tk∣k < ω⟩ malasequenza inﬁnita minimale di
alberi costruita analogamente alla sequenza minimale del Lemma di Higman.
Si seleziona cioè T0 primo elemento di una malasequenza tale che ∣T0∣ sia
minimale, e si prosegue con Ti+1 deﬁnito da:
- dati T0, . . . , Ti, allora ⟨T0, . . . , Ti, Ti+1⟩ è segmento iniziale di una mala-
sequenza inﬁnita;
- ∣Ti+1∣ è minimale tra gli elementi che soddisfano in punto precedente.
Per k < ω si deﬁnisce Tk l'insieme dei sottoalberi di Tk che hanno come
radice i ﬁgli della radice ◇k. Tk è della forma Tk = {T km∣m < nk}, dove nk
indica il numero di ﬁgli della radice di Tk, e T km (per m < nk) è l'albero
originato in ciascuno di detti ﬁgli. Si deﬁnisce quindi S l'unione dei Tk, cioè
S = {T km∣k < ω,m < nk}
Si mostra che S è un buon quasiordine. Sia altrimenti, e dunque si abbia
malasequenza inﬁnta ⟨T kimi ∣i < ω⟩, dove mi < nki e ki < kj per ogni i < j <
ω. Allora la sequenza ⟨T0, . . . , Tk0−1, T k0m0 , T k1m1 , . . .⟩ è malasequenza inﬁnita
contraddicente la minimalità di Tk0 .
Per il lemma 3.3.8 (Lemma di Higman), S<ω è un buon quasiordine (con
la relazione ⪯<ω). Quindi la sequenza ⟨tk∣k < ω⟩, dove tk = ⟨T k0 , . . . , T knk−1⟩,
non è una malasequenza.
Siano quindi i < j < ω tali che ti ⪯<ω tj, ovvero ti = ⟨T i0, . . . , T ini−1⟩ ⪯<ω⟨T j0 , . . . , T jnj−1⟩ = tj. Per deﬁnizione ciò signiﬁca che per ogni albero T i in ti
esiste in tj un albero T j tale che T i ⊴ T j. Ma allora anche Ti ⊴ Tj, dato che
unendo per T i ∈ Ti = {T i0, . . . , T kni−1} le immersioni T i ↪ T j (che garantiscono













Quindi ⟨Tk∣k < ω⟩ non è malasequenza inﬁnita: contraddizione con l'assun-
zione iniziale.
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3.4 Kruskal e l'ordinale Γ0
3.4.1 Nota bibliograﬁca
L'associazione del teorema di Kruskal con l'ordinale Γ0 è da riconoscere so-
prattutto al sopracitato articolo [Gallier 1991], il quale, pur non essendo il
primo a descriverla, fornisce una ottima introduzione anche ad altre tema-
tiche aﬃni. Da ciò deriva la forte sensazione (corroborata da uno sguardo
al riscontro citazionale dell'articolo), che un qualsiasi primo approccio alla
questione non possa che trovare in tal lavoro il migliore inizio.
Utile a un primo approccio è anche [Vauzeilles 1996], mentre più avanzati
sono [Simpson 1985] e [Smory«ski 1985].
3.4.2 Alberi e Γ0
La connessione che si stabilisce tra il teorema di Kruskal e l'ordinale Γ0
è piuttosto semplice: si costruisce direttamente una funzione che per ogni
albero (ﬁnito) associa un ordinale minore di Γ0.
Facilmente si trovano funzioni suriettive, mentre è più delicato ottenere
la monotonia, ovvero ottenere che un albero immergibile in un altro riceva
un ordinale non maggiore di quest'ultimo.14
Deﬁnizione 3.4.1 (Assegnazione ordinali Γ0). Si deﬁnisce ricorsivamente
h ∶ T → Γ0, dove T è l'insieme degli alberi ﬁniti.
0. se T è l'albero costituito da un unico nodo, allora h(T ) ∶= 0 se T ;
1. se la radice di T ha un unico successore in cui ha origine l'albero T0,
allora h(T ) =∶ h(T0);
2. se la radice di T ha (esattamente) due successori in cui hanno origine
gli alberi T0, T1, per i quali si assume che h(T1) ≤ h(T0), allora h(T ) ∶=
h(T0) + h(T1);
3. se la radice di T ha (esattamente) tre successori in cui hanno origine
alberi T0, T1, T2, per i quali si assume che h(T2) ≤ h(T1) ≤ h(T0), e se
h(T0) < ϕh(T1)h(T0) allora h(T ) ∶= ϕh(T1)h(T0).
4. se la radice di T ha (esattamente) tre successori in cui hanno origine
alberi T0, T1, T2, per i quali si assume che h(T2) ≤ h(T1) ≤ h(T0), e se
h(T0) = ϕh(T1)h(T0) allora h(T ) ∶= h(T0) + h(T1);
14Tanto delicato che le funzioni proposte da Simpson e Smory«ski nei sopracitati articoli
risultano bisognose di rettiﬁca.
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5. se la radice di T ha almeno quattro successori in cui hanno origine
alberi T0, . . . , Tn (n ≥ 3), per i quali si assume che h(Tn) ≤ h(Tn−1) ≤⋅ ⋅ ⋅ ≤ h(T0), allora h(T ) ∶= ϕh(T0)h(T1);
Osservazione 3.4.1. Una diversa deﬁnizione può essere trovata in [Vauzeilles
1996].
Teorema 3.4.2. La funzione h della precedente deﬁnizione (3.4.1) è suriet-
tiva.
Dimostrazione. Per induzione sulla costruzione di γ < Γ0 si mostra che esiste
un albero T tale che h(T ) = γ. Per γ = 0 si ha l'albero di un unico elemento.
Se γ = β + α con α ≤ β < γ allora, in accordo con la clausola 2., sem-
plicemente si uniscono gli alberi dati dall'ipotesi induttiva con una radice
comune.
Se invece γ = ϕαβ allora si considerano gli alberi forniti dall'ipotesi indut-
tiva Tα e Tβ (tali che h(Tα) = α e h(Tβ) = β). Poiché non si fanno assunzioni
circa l'ordine sussistente, si costruiscono due alberi, uno che dia il risultato
voluto secondo la clausola 3. (se α ≤ β), l'altro che dia il risultato secondo
la clausola 5. (se β ≤ α). In entrambi i casi si tratta di unire gli alberi Tα
e Tβ con una radice comune, aggiungendo a questa un numero adeguato di
successori immediati (un solo successore per la clausola 3. e almeno due per
la clausola 5.). Poiché tali successori hanno assegnazione ordinale nulla, il
risultato segue per deﬁnizione.
Osservazione 3.4.2. Si può notare che per la suriettività non sono necessarie
tutte le clausole della deﬁnizione di h.
Teorema 3.4.3. La funzione h della precedente deﬁnizione (3.4.1) preserva
l'ordine.
Dimostrazione. Distinguendo in opportuni casi si mostra che se per gli alberi
s, t vale che s ⊴ t, allora h(s) ≤ h(t). I casi sono determinati dal numero ns di
successori della radice◇s e dal numero nt di successori di◇t. Evidentemente,
perché vi sia un'immersione f , il numero ns determina il minimo valore dei
successori di f(◇s), nodo il quale, senza perdita di generalità, può essere
assunto essere ◇s.
Si aﬀronta qui un solo caso, trattandolo come esemplare del procedimento.
Si tratta del caso per cui ◇s ha esattamente due successori (originanti alberi
s0, s1 tali che h(s0) ≥ h(s1)) e ◇t ha esattamente tre successori (originanti
alberi t0, t1, t2 tali che h(t0) ≥ h(t1) ≥ h(t2)). Si danno due casi.
Sia che h(t0) = ϕh(t1)h(t0). Si ha s0 ⊴ t0 e s0 ⊴ s1. Per ipotesi induttiva
si ha che h(s0) ≤ h(t0) e h(s1) ≤ h(t1). Poiché h(s) = h(s0) + h(s1) e h(t) =
h(t0) + h(t1) si ha h(s) ≤ h(t).
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Sia invece h(t0) < ϕh(t1)h(t0), allora h(t) = ϕh(t1)h(t0) e quindi h(s) =
h(s0) + h(s1) ≤ h(t0) + h(t1) ≤ ϕh(t1)h(t0) = h(t).
Lemma 3.4.4. Il teorema di Kruskal (3.3.9) implica che Γ0 è un buonordine.
Dimostrazione. Per assurdo, si assuma una sequenza inﬁnita di (termini)
ordinali ⟨αi∣i < ω⟩ in Γ0 tali che αi+1 < αi. Poiché h è suriettiva, esiste una
sequenza di alberi ⟨ti∣i < ω⟩ tali che h(ti) = αi (i < ω). Per il teorema di
Kruskal esistono i, j < ω tali che i < j e ti ⊴ tj. Poiché h preserva l'ordine,
anche h(ti) = αi ≤ αj = h(tj), in contraddizione con l'ipotesi assunta.
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Capitolo 4
Ordinali superiori, funzione di
collasso ordinale ψ
4.1 Collasso ordinale
Per l'analisi ordinale del Teorema di Kruskal si farà uso di una notazio-
ne basata su funzioni di collasso ordinale. Nello speciﬁco si impiegherà la
medesima proposta da Rathjen e Weiermann, autori di tale analisi.
Poiché tuttavia non sembra che sia immediatamente evidente ciò che sarà
allora deﬁnito, si riporta ora un sistema notazionale costruito da Pohlers, in
cui emerge più chiaramente l'idea base di questo tipo di sistemi.
Questo sistema sarà sviluppato nel dettaglio, al contrario di quello prece-
dente nominato. Si stabilirà una connessione fra i due (suﬃciente agli scopi
della tesi), di modo si abbia la certezza che quanto guadagnato con lo studio
di uno dei due non sia vaniﬁcato al momento del passaggio all'altro.
4.1.1 Introduzione
Come dice il nome, l'idea fondamentale è quella di impiegare in modo si-
stematico le potenzialità espressive date da ordinali abbastanza grandi,
collassati poi su ordinali numerabili.
Una primo sistematico impiego di ordinali non numerabili risale agli anni
`50, con l'estensione della gerarchia di Veblen ad opera di Bachmann1, in mo-
do da riuscire a denotare ad esempio Γ0 con ϕΩ0 (ricordando che Ω ∶= ℵ1). Lo
sviluppo delle gerarchie di Bachmann richiede però la costruzione di sequen-
1[Bachmann 1950].
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ze fondamentali2 per la gestione delle quali sono necessarie computazioni
orrende3, e sebbene per qualche periodo tali costruzioni siano state lo stan-
dard notazionale, eventualmente si è giunti ai più semplici sitemi con funzioni
di collasso.
Il funzionamento di tali funzioni è diverso rispetto a quello delle gerarchie
di Bachmann, che continuano nell'idea, precedentemente usata, di cercare e
nominare i punti ﬁssi di funzioni, magari superando punti insuperabili tramite
qualche processo di diagonalizzazione.
Si costruiscono infatti simultaneamente, per ricorsione, un insieme di or-
dinali B(α) con proprietà di chiusura rispetto a certe operazioni (ad esem-
pio quelle impiegate nella Forma normale di Cantor, cioè addizione e espo-
nenziazione) e una funzione ψα che assume il valore minimo degli ordinali
non presenti in B(α), aggiungendo in questo modo un ordinale prima non
raggiunto.
Si può immaginare che la funzione ψ diventi stazionaria da un certo punto
α in avanti e non si riesca più a spingere la costruzione di B(γ) per γ ≥ α.
I suddetti ordinali abbastanza grandi sono quindi l'espediente impiegato
per sbloccare la funzione ψα, che diviene quindi una funzione di collasso,
dato che la tali ordinali vanno ricercati ben oltre i valori che ψ assume.
Deﬁnizione 4.1.1 (B(α) e ψ). Si deﬁniscono l'insieme B(α) e la funzione
ψ ∶ ON→ ON:
1. {0,Ω} ⊂ B(α);
2. se γ, δ ∈ B(α), allora γ + δ ∈ B(α) e ϕγδ ∈ B(α);
3. se γ ∈ B(α) ∩ α, allora ψγ ∈ B(α);
4. ψα ∶= min{γ ∣ γ ∉ B(α)}.
Lemma 4.1.2. Per ogni α ﬁssato, esiste una funzione iniettiva B(α)→ ω.
Dimostrazione. Scomponendo la deﬁnizione induttiva di B(α) è in stadi Bn
(n < ω), si osserva che ogni stadio è numerabile, ovvero esiste una funzione
iniettiva f ∶ B(α)→ ω.
Lemma 4.1.3. Per ogni α ∈ ON ψα è deﬁnita e 0 < ψα < Ω.




Dimostrazione. Per il punto 1. della deﬁnizione, si ha 0 < ψα e ψα ≠ Ω.
Poiché esiste una funzione iniettiva da B(α) sopra ω e poiché Ω è regolare,
si ha che {γ < Ω∣γ ∈ B(α)} è limitato in Ω. Quindi esiste γ < Ω tale che
γ ∉ B(α), da cui ψα < Ω.
Lemma 4.1.4. Si ha che:
1. se α ≤ β allora B(α) ⊆ B(β) e ψα ≤ ψβ;
2. se α ∈ B(β) ∩ β, allora ψα < ψβ;
3. se α ≤ β e [α,β) ∩B(α) = 0, allora B(α) = B(β);
4. se λ è limite, allora B(λ) = ⋃{B(γ)∣γ < λ}.
Dimostrazione. Si dimostra nell'ordine ciascun punto.
1. Per induzione sulla deﬁnizione di γ ∈ B(α) si ottiene che se α ≤ β e
γ ∈ B(α), allora γ ∈ B(β). Quindi si ha che B(α) ⊆ B(β) e ψα = min{γ∣γ ∉
B(γ)} ≤ min{γ∣γ ∉ B(β)} = ψβ.
2. Dal punto precedente si ha ψα ≤ ψβ, dall'ipotesi α ∈ B(β) ∩ β si ha
ψα ∈ B(β) (per 3. nella deﬁnizione 4.1.1). Quindi ψα ≠ ψβ.
3. L'inclusione ⊆ dell'uguaglianza B(α) = B(β) segue dal primo punto.
Rimane da mostrare che γ ∈ B(β)⇒ γ ∈ B(α), per induzione sulla deﬁnizione
di γ ∈ B(β). I casi 1. e 2. della deﬁnizione sono veloci conseguenze. Si
considera quindi il caso 3., ovvero si assume che γ = ψγ0 per qualche γ0 ∈
B(β)∩β, avendo quindi per ipotesi induttiva che γ0 ∈ B(α). Poiché [α,β)∩
B(α) = 0, si ha che γ0 < α, e dunque γ = ψγ0 ∈ B(α).
4. Si deﬁnisca C ∶= ⋃{B(ξ)∣ξ < λ}. Allora si ha per il precedente punto 1.
C ⊆ B(λ). Per la direzione opposta si mostra per induzione sulla deﬁnizione
di ξ ∈ B(λ) che ξ ∈ B(λ) implica ξ ∈ C. Le prime due clausole della deﬁnizione
si veriﬁcano rapidamente. Sia quindi il caso della clausola 3., ovvero esiste
ξ0 ∈ B(λ)∩λ tale che ξ = ψξ0. Per ipotesi induttiva ξ0 ∈ C, quindi esiste ρ0 < λ
tale che ξ0 ∈ B(ρ0). Si deﬁnisce ρ ∶= max{ξ0 + 1, ρ0} e si ottiene ξ0 ∈ B(ρ) ∩ ρ
con ρ < λ, da cui per deﬁnizione ξ ∈ B(ρ) ⊆ C.
Per quanto sopra ψ è una funzione monotona ON→ Ω. Per un argomento
di cardinalità ψ non è strettamente monotona (cioè esistono α < β per cui
ψα = ψβ).
Lemma 4.1.5. Se β < ψα, allora βΓ ⊆ B(α).
Dimostrazione. Si assuma che esista un γ < βΓ tale che γ ∉ B(α), e sia γ il
minimo con tale proprietà. Poiché per ipotesi si ha che β < ψα, si ha che
β < γ < βΓ. Quindi γ ∉ SC, e dunque esistono γ0, γ1 < γ tali che γ = γ0 + γ1
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o γ = ϕγ0γ1. Per minimalità di γ, si ha che γ0, γ1 ∈ B(α), e dunque anche
γ ∈ B(α) per la clausola 2. della deﬁnizione 4.1.1.
Teorema 4.1.6. Per ogni α ∈ ON si ha che ψα ∈ SC.
Dimostrazione. Si assuma per assurdo che esista α tale che ψα ∉ SC. Allora
esiste β ∈ SC tale che β < ψα < βΓ. Per il lemma 4.1.5, β < ψα implica che
βΓ ⊆ B(α), cioè βΓ ≤ ψα: contraddizione.
Teorema 4.1.7. Per ogni α ∈ ON si cha che B(α) ∩Ω = ψα.
Dimostrazione. Per deﬁnizione di ψα e lemma 4.1.3 si ha che ψα ⊆ B(α)∩Ω.
La direzione di inclusione opposta è mostrata per induzione sulla deﬁni-
zione (4.1.1) di γ ∈ B(α). Nel caso 1. della deﬁnizione si ha immediatamente
che γ < ψα, considerato il lemma 4.1.3. Se γ = γ0 + γ1 o γ = ϕγ0γ1 (caso 2.),
allora per ipotesi induttiva e teorema 4.1.6 si ha γ < ψα. Nel caso 3., ovvero
γ = ψγ0 (con γ0 ∈ B(α) ∩ α), l'asserzione segue per 4.1.4 (punto 2.).
Teorema 4.1.8. Per λ ∈ LIM si ha che ψλ = sup{ψγ∣γ < λ}.
Dimostrazione. Sia β ∶= sup{ψγ∣γ < λ}. Per monotonia si ha che β ≤ ψλ.
Per il lemma 4.1.4 si ha che B(λ) = ⋃{B(γ)∣γ < ψλ}. Per δ < ψλ si ha
δ ∈ B(λ) ∩ Ω per il lemma 4.1.7. Quindi esiste γ < λ tale che δ ∈ B(γ) ∩ Ω,
da cui δ < ψγ ≤ β per il medesimo lemma 4.1.7. Quindi ψλ ≤ β, e cioè
ψλ = β.
Lemma 4.1.9. Si ha che ψ(α + 1) ≤ (ψα)Γ.
Dimostrazione. Per il teorema 4.1.7 si ha che ψ(α+1) = B(α+1)∩Ω, quindi
occorre mostrare che γ ∈ B(α + 1) ∩ Ω implica che γ < (ψα)Γ. Si procede
per induzione sui casi della deﬁnizione di γ ∈ B(α + 1). Se γ = 0, il tutto è
immediato.
Se γ = γ0 + γ1 o γ = ϕγ0γ1 con γ0, γ1 ∈ B(α + 1), allora si ha per ipotesi
induttiva γ0 < (ψα)Γ e γ1 < (ψα)Γ, dato che γ0, γ1 ≤ γ e γ0, γ1 ∈ B(α+ 1)∩Ω.
Poiché (ψα)Γ ∈ SC, si conclude che γ < (ψα)Γ.
Se γ = ψγ0 con γ0 ∈ B(α + 1)∩ (α + 1) (e quindi γ0 ≤ α < α + 1), allora per
4.1.4 si ha che ψγ0 ≤ ψα < (ψα)Γ.
Lemma 4.1.10. Si ha che:
1. se α ∈ B(α + 1), allora ψ(α + 1) = (ψα)Γ;
2. se α ∉ B(α), allora B(α + 1) = B(α) e quindi ψ(α + 1) = ψα.
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Dimostrazione. Si mostra nell'ordine ciascun punto.
1. Per il lemma 4.1.4 α ∈ B(α + 1) implica ψα < ψ(α + 1), dato che per
deﬁnizione di B(α+1) si ha che α ∈ B(α+1)∩ (α+1) implica ψα ∈ B(α+1).
Poiché per il lemma 4.1.6 ψ(α + 1) ∈ SC, si ha che (ψα)Γ ≤ ψ(α + 1), da cui,
per il lemma precedente (4.1.9), (ψα)Γ = ψ(α + 1).
2. Da α ∉ B(α) si ha che [α,α + 1)∩B(α) = {α}∩B(α) = ∅. Quindi per
il lemma 4.1.4 B(α) = B(α + 1).
Lemma 4.1.11. Sia σ ∶= min{α∣Γα = α}. Si ha che:
1. per ogni α ≤ σ, ψα = Γα;
2. per ogni α ≤ Ω, se σ ≤ α, allora ψα = σ.
Dimostrazione. Si dimosta nell'ordine ciascun punto.
1. Si procede per induzione su α ≤ σ. Se α = 0 allora si vede che
ψ0 = B(0) ∩Ω = CP (0) = Γ0.
Per α = α0 + 1 si ha per ipotesi induttiva α0 < Γα0 = ψα0. Quindi α0 ∈
B(α0) ⊆ B(α), e dunque ψα = (ψα0)Γ = Γα per il lemma precedente (4.1.10).
Per α limite si ha ψα = sup{ψγ∣γ < α} = sup{Γγ ∣γ < α} = Γα per ipotesi
induttiva e per normalità della funzione Γ.
2. Per induzione su α si mostra che se α ∈ [σ,Ω] allora B(α) = B(σ). Se
α = σ l'asserzione è ovvia.
Per α = α0+1, con σ < α0+1 < Ω, si ha B(α0) = B(σ) per ipotesi induttiva.
Per il lemma 4.1.10, l'asserzione segue se si mostra che α0 ∉ B(α0). Per
l'ipotesi induttiva e il punto 1. si ha che ψα0 = B(α0) ∩ Ω = ψσ = Γσ = σ e
dunque ψα0 = σ ≤ α0 < Ω, cioè α0 ∉ B(α0) per il teorema 4.1.7.
Per α limite si ha che B(α) = ⋃{B(γ)∣γ < α} = B(σ) per il lemma 4.1.4
e per ipotesi induttiva.
Il lemma mostra il ruolo di Ω come punto esterno per poter superare
σ, ordinale al quale altrimenti la funzione ψ diverrebbe stazionaria (cosa che
implicherebbe l'equivalenza della deﬁnizione di ψ con aggiunta della funzione
Γ alla gerarchia di Veblen). Infatti, poiché Ω ∈ B(Ω + 1) si ha che σ = ψΩ ∈
B(Ω + 1) e dunque anche σΓ = ψ(Ω + 1).
Lemma 4.1.12. Per ogni ordinale α si ha che B(α) ⊆ ΩΓ
Dimostrazione. Si mostra che se γ ∈ B(α) allora α ∈ B(ΩΓ) per induzione
sulla deﬁnizione di γ ∈ B(α). Il caso 1. è immediato, il caso 2. segue dal-
l'ipotesi induttiva e dal fatto che ΩΓ ∈ SC, il caso 3. segue dal fatto che la
funzione ha valori in Ω.
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Teorema 4.1.13. Per ogni ordinale α si cha he B(α) ⊆ B(ΩΓ) e ψα ≤
ψ(ΩΓ).
Dimostrazione. Si mostra che se γ ∈ B(α) allora γ ∈ B(ΩΓ) per induzione
su γ ∈ B(α). I casi 1. e 2. sono non danno complicazioni. Per γ = ψγ0 con
γ0 ∈ B(α)∩α (caso 3.), per ipotesi induttiva e il lemma precedente 4.1.12 si ha
che γ0 ∈ B(ΩΓ)∩ΩΓ, da cui γ = ψγ0 ∈ B(ΩΓ) per deﬁnizione (di B(ΩΓ)).
4.1.2 Forma normale
Dai teoremi 4.1.13 e 4.1.7 segue che ψ(ΩΓ) è il più lungo segmento ordinale
accessibile con la deﬁnizione data (la funzione ψ si blocca deﬁnitivamente
in quel punto e non permette di nominare nuovi ordinali).
Tale segmento è costituito da ordinali che possono essere considerati rap-
presentati da termini costruiti dai simboli 0,Ω,+, ϕ,ψ. Si tratta di una natu-
rale estensione del sistema di forma normale impiegato precedentemente per
Γ0, primo ordinale fortemente critico e perciò inaccessibile con 0,+, ϕ.
Si introduce infatti una forma normale per ordinali fortemente critici
(teorema 4.1.6), ottenendo quindi:
Deﬁnizione 4.1.14 (Forma normale per ψΩΓ). Si pone che:
1. se α ∉ A allora α =FN α0+ ⋅ ⋅ ⋅+αn con α = α0+ ⋅ ⋅ ⋅+αn e {α0, . . . , αn} ⊆ A
e α > α0 ≥ ⋅ ⋅ ⋅ ≥ αm;
2. se α ∈ A ∖ SC allora α =FN ϕα0α1 con α = ϕα0α1 e α0, α1 < α;
3. per α ∈ SC α =FN ψγ se α = ψγ e γ ∈ B(γ).
Lemma 4.1.15. Siano α =FN ψα0 e β =FN ψβ0. Allora si ha che
1. α = β se e solo se α0 = β0;
2. α < β se e solo se α0 < β0.
Dimostrazione. Da α0 < β0 e α0 ∈ B(α0) ⊆ B(β0) segue per i lemma 4.1.4 che
ψα0 < ψβ0 (quindi il punto 1. e una direzione del punto 2. sono dimostrati).
Da β0 ≤ α0 e β0 ∈ B(β0) ⊆ B(α0) si ha ψβ0 ≤ ψα0.
Lemma 4.1.16. Per ogni ordinale α < ΩΓ esiste un unico ordinale α0 ∈
B(α0)∩ΩΓ tale che ψα =FN ψα0. Inoltre si ha che α0 = min{γ∣α ≤ γ ∈ B(α)}.
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Dimostrazione. L'unicità segue dal lemma precedente (4.1.2). Per mostrare
l'esistenza si inizia dimostrando che {γ∣α ≤ γ ∈ B(α)} non è vuoto.
Si deﬁnisce quindi una sequenza ∆n per n < ω con ∆0 ∶= Ω + 1 e ∆n+1 ∶=
ϕ∆n0. Si può controllare che sup{∆n∣n < ω} = ΩΓ, e per deﬁnizione di B(α)
per ogni n < ω e α ∈ ON si ha che ∆n ∈ B(α).
Dai due precedenti risultati si ottiene l'esistenza di α0 ∶= min{γ∣α ≤ γ ∈
B(α)}. Per α0 si ha α ≤ α0 e [α,α0) ∩B(α) = 0. Quindi B(α) = B(α0), da
cui ψα = ψα0 e α0 ∈ B(α0).
Teorema 4.1.17. Per ogni α ∈ SC ∩ ψ(ΩΓ) esiste un unico ordinale α0 ∈
B(ΩΓ) tale che α =FN ψα0.
Dimostrazione. Se α ∈ SC ∩ ψ(ΩΓ) allora α ∈ SC ∩B(ΩΓ) ∩Ω. Analizzando
la deﬁnizione di B(ΩΓ) si osserva che solamente nel caso 3. sono introdotti
ordinali fortemente critici in B(ΩΓ) ∩ Ω. Quindi esiste α1 ∈ B(ΩΓ) tale che
α = ψα1 e per il lemma 4.1.16 esiste un ordinale α0 tale che α = ψα0.
Si è ora pronti per iniziare la costruzione del sistema di notazione ordinale.
È tutto essenzialmente già pronto per raﬃnare le deﬁnizioni fornite.
Deﬁnizione 4.1.18 (Insiemi di sottotermini H, P , N). Si hanno cinque
tipologie rilevanti di ordinali α in B(ΩΓ), sulla base delle quali forme normali
si deﬁniscono gli insiemi H(α), P (α) e N(α):
1. L'ordinale 0. Si deﬁniscono H(0) ∶= P (0) ∶= N(0) = ∅;
2. Gli ordinali α =FN α0+⋅ ⋅ ⋅+αn (n > 0). Si deﬁnisconoH(α) ∶= {α0, . . . , α2}
e P (α) ∶= N(α) ∶= ∅;
3. Gli ordinali α =FN ϕ0ϕ1. Si deﬁniscono P (α) ∶= {α0, α1}, H(α) ∶= {α}
e N(α) ∶= ∅;
4. Gli ordinali α =FN ψα0. Si deﬁniscono N(α) ∶= {α0}, H(α) ∶= P (α) ∶=∅.
5. L'ordinale Ω. Si deﬁniscono N(Ω) ∶=H(Ω) ∶= P (Ω) ∶= {Ω}.
Deﬁnizione 4.1.19 (T ). Si deﬁnisce induttivamente l'insieme T dei termini
ordinali in forma normale:
1. {0,Ω} ⊆ T ;
2. Se α0, . . . , αn ∈ T e α =FN α0 + ⋅ ⋅ ⋅ + αn, allora α ∈ T ;
3. Se α0, α1 ∈ T e α =FN ϕα0α1, allora α ∈ T ;
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4. Se α0 ∈ T e α =FN ψα0, allora α ∈ T .
Quel che occorre è che tale sistema di termini ordinali in forma normale
coincida con B(ΩΓ).
Lemma 4.1.20. Si ha che T ⊆ B(ΩΓ).
Dimostrazione. Si controlla per induzione sulla deﬁnizione di T .
La direzione opposta è più complicata. Si vuole infatti mostrare che
se γ ∈ B(ΩΓ) allora γ ∈ T , per induzione sulla deﬁnizione di γ ∈ B(ΩΓ).
Tuttavia, ad esempio nel caso in cui γ = γ0+γ1 con ipotesi induttiva γ0, γ1 ∈ T ,
non è immediato impiegare la clausola 2. della deﬁnizione 4.1.19, poiché non
è dato se γ =FN γ0 + γ1.
L'idea è quindi di procedere sulla norma induttiva di γ ∈ B(α) (cioè
occorre pensare B(α) nei suoi stadi di formazione). B(α) è quindi diviso in
stadi di formazione Bn(α), e occorre mostrare (nel medesimo caso di esempio
di sopra) che se γ =FN γ0 + ⋅ ⋅ ⋅ + γn allora tali addendi sono già formati in
Bn−1(α).
A tale scopo tuttavia sembra conveniente una riformulazione della de-
ﬁnizione di B(α) con l'introduzione della variante B′(α), sulla base della
deﬁnizione 4.1.18.
Deﬁnizione 4.1.21 (B′(α) e ψ′α). Si deﬁniscono l'insieme B′(α) e la fun-
zione ψ′α:
1. {0,1,Ω} ⊆ B′(α);
2. se H(γ) ≠ {γ} e H(γ) ⊆ B′(α), allora γ ∈ B′(α);
3. se P (γ) ≠ {γ} e P (γ) ⊆ B′(α), allora γ ∈ B′(α);
4. se γ ∈ B′(α) ∩ α, allora ψ′γ ∈ B′(α);
5. ψ′α ∶= min{γ∣γ ∉ B′(α)}.
Lemma 4.1.22. Se α ∈ B′n(β) allora H(α) ∪ P (α) ⊆ B′(β)
Dimostrazione. Per induzione su n. Se n = 0 allora H(α)∪P (α) ⊆ {0,1,Ω} ⊆
B′(β).
Se α ∈ B′n(β) per la seconda clausola, allora si haH(α) ⊆ B′n−1(α) ⊆ B′(α)
e P (α).
Se α ∈ B′n(β) per la terza clausola, allora si ha H(α) = {α} ∈ B′(α) e
P (α) ⊆ B′n−1 ⊆ B′(α).
Se α ∈ B′n(β) per la quarta clausola, allora si ha che H(α) = P (α) = {α},
da cui l'asserzione.
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Per induzione su α si può ottenere inoltre il seguente lemma.
Lemma 4.1.23. Per ogni ordinale α si ha che B(α) = B′(α) e ψα = ψ′α.
Dimostrazione. Si mostra che ξ ∈ B(α) implica che ξ ∈ B′(α) per induzione
(ausiliaria) sulla deﬁnizione di ξ ∈ B(α). La clausola iniziale della deﬁnizione
di B(α) ha immediata corrispondenza nella clausola iniziale per B′(α).
Se ξ = ξ0 + ξ1 o ξ = ϕξ0ξ1 e ξ0, ξ1 ∈ B(α), allora per ipotesi induttiva
si ha che ξ0, ξ1 ∈ B′(α). Se ξ = ϕξ0ξ1, allora ξ ∈ B′(α). Se ξ = ξ0 + ξ1,
allora si ha che H(ξ) ⊆ H(ξ0) ∪ H(ξ1). Per il lemma 4.1.22 si ha quindi
H(ξ0) ∪H(ξ1) ⊆ B′(α), da cui ξ ∈ B′(α).
Se si ha ξ ∈ B(α) con ξ = ψξ0 e ξ0 ∈ B(α)∩α, allora per ipotesi induttiva
ξ0 ∈ B′(α) ∩ α e ψξ0 = ψ′ξ0 per l'ipotesi induttiva principale su α. Quindi
anche ξ ∈ B′(α) per la relativa clausola deﬁnizionale.
Per l'altra direzione dell'inclusione si procede per induzione ausiliaria su
n, mostrando che se ξ ∈ B′n(α) allora ξ ∈ B(α).
Ciò permette di sempliﬁcare la scrittura utilizzando B(α) e ψα inten-
dendo con ciò, nelle dimostrazioni, la più nuova deﬁnizione. Similmente si
intenderà con Bn(α) l'insieme B′n(α).
Lemma 4.1.24. Se α ∈ Bn(β) e α =FN α0 + ⋅ ⋅ ⋅ + αm (m > 0) o se 1 < α =FN
ϕα0α1, allora si ha che αi ∈ Bn−1(β) per i ≤m o, rispettivamente, i < 2.
Dimostrazione. Poiché α > 1 e α ∉ SC, l'unica possibilità è che α ∈ Bn(β) per
la clausola 2. della deﬁnizione 4.1.21. Allora si ha H(α) ∪ P (α) ⊆ Bn−1(β).
Per α =FN α0 + ⋅ ⋅ ⋅ + αm o α =FN ϕα0α1 si ha H(α) ∪ P (α) = {α0, . . . , αm} o
H(α) ∪ P (α) = {α0, α1}, da cui segue il risultato cercato.
Mostrare un lemma analogo per α =FN ψα0 ∈ Bn(α) richiede più lavoro,
anche se è piuttosto veloce osservare che α =FN ψα0 ∈ Bn(β) implica che
α0 ∈ B(β), e osservare che vi è α1 ∈ Bn−1(β) tale che α = ψα1.
Deﬁnizione 4.1.25. Per δ ∈ ON si deﬁnisce δ(α) ∶= min{γ∣α ≤ γ ∈ B(δ)}.
Lemma 4.1.26. Se α ∈ Bn(β) allora δ(α) ∈ Bn(β).
Dimostrazione. Per induzione su n.
Si mostra preliminarmente che α ∈ A⇒ δ(α) ∈ A e α ∈ SC⇒ δ(α) ∈ SC.
Se α ∈ A e δ(α) ∉ A, allora esiste η ∈ [α, δ(α))∩H(δ(α)). Per il lemma 4.1.24
segue η ∈ B(δ) in contraddizione con la minimalità di δ(α). La dimostrazione
per SC è del tutto analoga.
La dimostrazione che α0 < α1 ⇒ δ(α0) ≤ δ(α1) è immediata dalla deﬁni-
zione.
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Se α ∈ B(δ), allora δ(α) = α, e l'asserzione è ovvia. Se α ∉ B(δ) e α < Ω,
allora per il lemma 4.1.7 si ha che B(δ)∩Ω ⊆ α, da cui δ(α) = Ω ∈ Bn(β) per
ogni n < ω.
Si considera quindi il caso Ω < α ∉ B(δ), analizzato in due sottocasi.
1. α =FN α0+⋅ ⋅ ⋅+αm (m > 0). Per 4.1.24 si ha che αi ∈ Bn−1(β) (i <m), da
cui per ipotesi induttiva δ(αi) ∈ Bn−1(β)∩B(δ). Poiché αi ∈ A e α0 ≥ ⋅ ⋅ ⋅ ≥ αm
implicano che δ(αi) ∈ A e δ(α0) ≥ ⋅ ⋅ ⋅ ≥ δ(αm), dunque α ≤ δ(α0)+ ⋅ ⋅ ⋅ + δ(αm).
Poiché δ(α0)+ ⋅ ⋅ ⋅ +δ(αm) ∈ B(δ), anche α < δ(α0)+ ⋅ ⋅ ⋅ +δ(αm). Quindi esiste
i <m tale che γ ∶= α0 + ⋅ ⋅ ⋅ + αi = δ(α0) + ⋅ ⋅ ⋅ + δ(αi) e αi+1 < δ(αi+1), avendosi
dunque che α < γ + δ(αi+1). Si ha quindi che δ(α) ≤ γ + δ(αi+1).
Si mostra che δ(α) = γ + δ(αi+1). Se si assume che δ(α) < γ + δ(αi+1), si
ottiene un µ ∈ B(δ) tale che α < µ < γ + δ(αi+1). Ma allora γ + αi+1 ≤ α <
µ < γ + δ(αi+1), da cui si ottiene µ0 tale che µ = γ + µ0 e αi+1 < µ0 < δ(αi+1).
Da µ ∈ B(δ), per 4.1.22 e deﬁnizione 4.1.21 di B′(δ), si ha che µ0 ∈ B(δ), in
contraddizione con la deﬁnizione di δ(αi+1).
2. α =FN ϕα0α1. Per 4.1.24 si ha che α0, α1 ∈ Bn−1(β), da cui per ipotesi
induttiva δ(α) ∈ Bn−1(β). Si distinguono sottocasi:
2.1 Sia che α0 = δ(α0). Allora δ(α) = ϕα0δ(α1), da cui δ(α) ∈ Bn(β).
2.2 Sia che α0 < δ(α0). Se α ≤ δ(α1), allora δ(α) ≤ δ(α1), da cui, con
δ(α1) ≤ δ(α), δ(α) = δ(α1) e quindi δ(α0) ∈ Bn−1(β) ⊆ Bn(β). Sia dunque
δ(α1) < α. Si deﬁnisce α∗ ∶= min{γ∣α ≤ ϕδ(α0)γ} e si mostra l'enunciato(∗) α∗ ∈ Bn−1(β) ∩B(δ).
Da (∗) segue che δ(α) ≤ ϕδ(α0)α∗. Se si assume φα0α1 < δ(α) < ϕδ(α0)α∗,
allora esistono ordinali ξ0, ξ1 tali che δ(α) =FN ψξ0ξ1. Ma allora ξ0 < δ(α0),
conducendo le altre opzioni all'assurdo con la deﬁnizione di α∗. Infatti
ξ0 = δ(α0) implica che α < δ(α) = δ(α0)ξ1 e ξ1 < α∗, e ξ0 > δ(α), e invece
ξ0 > δ(α0) implica δ(α) < α∗ e ϕδ(α0)δ(α) = δ(α) > α.
Da ξ0 < δ(α0) e ξ0 ∈ B(δ), si ottiene ξ0 < α0, da cui α < ξ1 ∈ B(δ), in
contraddizione con la deﬁnizione di δ(α). Quindi δ(α) = ϕδ(α0)α∗, da cui
per la clausola 3. della deﬁnizione 4.1.21 δ(α) ∈ Bn(β).
Si mostra quindi (∗) per induzione. Se α∗ ∈ LIM, allora si ottiene ϕα0α1 =
α = ϕδ(α0)α∗ dato che ϕδ(α0) è continua . Poiché α0 < δ(α0), si ha α1 =
ϕδ(α0)α∗, in contraddizione con α1 ≤ δ(α1) < α. Quindi α∗ non è un ordinale
limite. Sia dunque α∗ = η + 1. Allora si ha α1 ≤ δα1 < α = ϕα0α1 ≤ ϕα0(η + 1)
e ϕδ(α0)η < ϕα0α1 ≤ ϕδ(α0)(η + 1). Poiché α0 < δ(α0), allora ϕδ(α0)η <
α1 < ϕα0α1, cioè ϕδ(α0)η < α1 ≤ δ(α1) < ϕα0α1 ≤ ϕδ(α0)(η + 1). Da δ(α1) ∈
B(δ)∩Bn−1(β) si ottiene Bn−1(β)∩ (ϕδ(α0)η,ϕδ(α0)(η + 1)) ≠ ∅, così come
B(δ) ∩ (ϕδ(α0)η,ϕδ(α0)(η + 1)) ≠ ∅. La dimostrazione si completa con il
lemma seguente.
Lemma 4.1.27. Se Bn(β) ∩ (ϕαη,ϕα(η + 1)) ≠ ∅, allora η + 1 ∈ Bn(β).
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Dimostrazione. Per induzione su n < ω. Si pongaMn ∶= Bn(β)∩(ϕαη,ϕα(η+
1) e si assuma σ ∈ Mn. Poiché (ϕαη,ϕα(η + 1)) ∩ SC = ∅ (dato che si ha
sicuramente κ ≤ ϕαη < ϕα(η + 1) ≤ κΓ con κ ∈ SC, ma gli estremi sono
comunque esclusi), rimane che σ entra in Bn(β) per le clausole 2. o 3. della
deﬁnizione di B′(β).
Se σ =FN σ0 + ⋅ ⋅ ⋅ + σm con σi ∈ Bn−1(β) (i < m + 1), allora si ha che
σ0 ∈ [ϕαη,ϕα(η + 1)] dato che altrimenti si ha che σ0 + ⋅ ⋅ ⋅ + σm < ϕαη. Se
ϕαη < σ0, allora si ha che η + 1 ∈ Bn−1(β) ⊆ Bn(β) per ipotesi induttiva. Se
φαη = σ0, allora si ha η ∈ Bn−1(β). Dato che 1 ∈ Bm(β) per ogni m < ω si
ottiene η + 1 ∈ Bn(β) per la clausola 2. della deﬁnizione.
Se σ =FN σ0σ1 con σ0, σ1 ∈ Bn−1(β), allora si ha che ϕαη < ϕσ0σ1 <
ϕα(η+1). Ma allora si ha che σ0 < α dato che α = α0 implica che η < σ1 < η+1
e α < σ0 η < σ < η+1. Quindi ϕαη < σ1 ≤ ϕα(η+1), da cui per ipotesi induttiva
η + 1 ∈ Bn−1(β) ⊆ Bn(β).
Da quanto mostrato si può ricavare il seguente lemma.
Lemma 4.1.28. Se α =FN ψα0 ∈ Bn(β), allora si ha che n > 0 e α0 ∈ Bn−1∩β.
Si ha inﬁne il teorema:
Teorema 4.1.29. T = B(ΩΓ).
Dimostrazione. Per il lemma 4.1.20 T ⊆ B(ΩΓ). Per la direzione opposta
si mostra Bn(ΩΓ) per induzione su n < ω. B0(ΩΓ) contiene esclusivamente
0,1,Ω; per il primo punto della deﬁnizione di T si ha {0,1} ⊆ T , per il secondo
e terzo punto si ha che 1 ∈ T . Se α =FN α0 + ⋅ ⋅ ⋅ + αm ∈ Bn+1(ΩΓ) o α =FN
ϕα0α1 ∈ Bn+1(ΩΓ), allora per il lemma 4.1.24 αi ∈ Bn(ΩΓ) (rispettivamente
per i <m + 1 o i < 2). Per ipotesi induttiva si ha αi ∈ T (rispettivamente per
i <m + 1 o i < 2), da cui, per le rilevanti clausole nella deﬁnizione, α ∈ T .
Se α = ψα0, allora per il lemma 4.1.28 si ha che α0 ∈ Bn−1(β), da cui, per
deﬁnizione di T e ipotesi induttiva, α ∈ T .
Si vuole pensare il sistema T come ricorsivo. A questo scopo vi sono
tuttavia problemi nelle clausole deﬁnitorie, in particolare nella clausola 4. in
cui occorre veriﬁcare che ψα0 ∧ α0 ∈B(α0). L'idea è quella di deﬁnire una
funzione ricorsiva K che ad esempio sia tale che α0 ∈ B(α0) se e solo se
Kα0 < α0.
Non si deﬁnirà però una funzione Kα0 che prende come valore un singolo
termine ordinale, bensì un insieme ﬁnito di sottotermini di α0.
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Deﬁnizione 4.1.30. Si deﬁnisce il grado Gα di un termine ordinale α ∈ T
la norma di α nella deﬁnizione induttiva (cioè lo stadio di formazione di T
in cui è formato).
Si ha il seguente lemma che ripropone le condizioni per cui α ∈ B(β):
Lemma 4.1.31. Si ha che α ∈ B(β) se e solo se una delle seguenti:
1. α ∈ {0,Ω};
2. α =FN α0 + ⋅ ⋅ ⋅ + αn con {α0, . . . , αn} ⊆ B(β);
3. α =FN ϕα0α1 e {α0, α1} ⊆ B(β);
4. α = ψα0, α0 < β e α0 ∈ B(β).
Deﬁnizione 4.1.32. Si deﬁnisce Kα l'insieme dei componenti di un termine
ordinale α:
1. K0 ∶=KΩ ∶= ∅;
2. se α =NF α0 + ⋅ ⋅ ⋅ + αn allora Kα ∶=Kα0 ∪ ⋅ ⋅ ⋅ ∪Kαn;
3. se α =NF ϕα0α1 allora Kα ∶=Kα0 ∪Kα1;
4. se α = ψα0 allora Kα ∶= {α0} ∪Kα0.
Si stabilisce inoltre che Kα < β sia intesa come abbreviazione di ∀γ ∈
Kα(γ < β).
Lemma 4.1.33. Si ha che α ∈ B(β) se e solo se Kα < β.
Dimostrazione. Per induzione su Gα e 4.1.31.
È possibile quindi dimostrare il seguente teorema.
Teorema 4.1.34. Siano α,β ∈ T . Si ha che α < β se e solo se una delle
seguenti:
1. α = 0 e β ≠ 0;
2. α =FN α0 + ⋅ ⋅ ⋅ + αn (n > 0), β =FN β0 + ⋅ ⋅ ⋅ + βm (m > 0) e ∃i ≤ n∀j ≤
i(αj = βj ∧ αi+1 < βi+1), dove si deﬁniscono αn+1 = 0 e βm+1 = ⋅ ⋅ ⋅ = βn+1
se m < n;
3. α =FN α0 + ⋅ ⋅ ⋅ + αn, β ∈ A e α0 < β;
4. α ∈ A, β =FN β0 + ⋅ ⋅ ⋅ + βn, n > 0 e α ≤ β0;
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5. α =FN ϕα0α1, β =FN ϕβ0β1 e α < β (secondo quanto visto nel capitolo
precedente);
6. α =FN ϕα0α1, β ∈ SC e α0, α1 < β;
7. α ∈ SC, β =FN ϕβ0β1 e α ≤ β0 o α ≤ β1;
8. α =FN ψα0, β =FN ψβ0 e α0 < β0;
9. α =FN α0 e β = Ω.
Si vede che le appartenze α ∈ A o α ∈ SC sono ricorsivi, dato che ciò può
essere letto dalla forma sintattica di α. Per dare una rideﬁnizione di T si
cambia ora la quarta clausola con la nuova α0 ∈ T ∧Kα < α0 ⇒ ψα0 ∈ T ,
deﬁnendo in simultanea la funzione K. Considerato il lemma precedente (che
dà una caratterizzazione induttiva della relazione < su T ) si ottiene quindi:
Teorema 4.1.35. L'insieme T e la relazione <T sono ricorsivi e sono quindi
impiegabili come notazione ordinale.
4.2 Il ruolo di Ω
I sistemi di collasso ordinale sono uno strumento vincente, specialmente con-
siderando i grandiosi sviluppi che impiegano ad esempio grandi cardinali. Ciò
nonostante, il ruolo degli ordinali non numerabili non è ben chiaro: si nota
infatti, anche nel sistema qui delineato, che vengono rappresentati molti più
ordinali di quelli impiegati. Si producono molti ordinali separati da buchi
mentre si avanza con la costruzione, la quale però è ﬁnalizzata all'ottenimento
di un segmento iniziale.
Per ottenere questo segmento è stato proposto da Feferman un approccio
che impiega tipi superiori su Ω, anziché progredire verso l'alto con i cardinali.
In tal modo però non sembrano comunque raggiungibili gli ordinali ottenuti
per via insiemistica e in che modo il ricorso a ordinali superiori sia essenziale
rimane una domanda importante, alla cui introduzione si rimanda alla sezione
The mysterious role of the higher number classes and other auxiliaries in
[Feferman 1996].4
4Cf. utilmente anche [Rathjen 1998].
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Capitolo 5
Ordinale Piccolo di Veblen ϑΩω,
analisi ordinale del teorema di
Kruskal
5.1 Introduzione e commento
Questo capitolo ha carattere molto schematico. Esso presenta l'analisi ordi-
nale del teorema di Kruskal così come è presentata in [Rathjen, Weiermann
1993]. Non si ha suﬃciente maturità matematica per oﬀrire qualcosa di
migliore e il risultato è qualcosa di ancora piuttosto criptico.
L'unico contributo risiede nella sottosezione 5.2.1, in cui è mostrato che
quanto sviluppato in precedenza è da pensarsi conservato in un senso abba-
stanza solido. Non si tratta cioè solamente dell'intuizione guadagnata con
lo sviluppo di un sistema molto semplice di funzioni di collasso ordinale,
ma si ha una corrispondenza tra sistemi ordinali suﬃciente a mostrare che
è possibile analizzare, con gli strumenti ﬁn qui a disposizione, il teorema di
Kruskal.
La cosa non è un caso isolato. L'articolo di Rathjen e Weiermann in-
troduce una nuova funzione di collasso ordinale ϑ allo scopo speciﬁco dello
studio del teorema di Kruskal.1 La convenienza in un ambito è però pagata
nel momento in cui ci si vuole rifare ai risultati già ottenuti, in cui strumenti
migliori sono altri sistemi di ordinali. Invece che riscrivere tutto, è espediente
la dimostrazione di una corrispondenza fra gli ordinali dei diversi sistemi.
1We have just seen that the ordinal notation system for the Howard-Bachmann ordinal
which is based on the function ϑ is an appropriate tool for the ordinal analysis of Kruskal's
theorem. [Rathjen, Weiermann 1993], p.63.
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È interessante notare come il tutto sia facilitato dalla sostanziale omoge-
neità tra i sistemi in questo caso rilevanti: sono infatti sistemi con funzioni di
collasso. Il fondamento dell'intelligibilità della comparabilità (e equivalenza)
è data dall'esistenza di una teoria insiemistica standard alla base. E tale
esistenza sembra sempre più importante con l'avanzare dei sistemi ordinali,
arrivati a studiare collassi di grandi cardinali. Tutto ciò si ricollega in modo
interessante a quanto descritto nella sottosezione 2.3.1 (p.20).
Per ritornare al contenuto del capitolo, esso è suddiviso in una sezione
riguardante gli ordinali e una seguente riguardante una dimostrazione più
costruttiva del teorema di Kruskal grazie alla quale è possibile leggerne il
contenuto in termini di analisi ordinale.
5.2 La funzione ϑ
Si introduce una forma normale che esprime in forma contratta e più agile la
Forma normale di Cantor.
Deﬁnizione 5.2.1. Si deﬁnisce α =FN ωβ + δ se α = ωβ + δ e una delle
due congiunzioni seguenti: δ = 0 e β < α oppure δ = ωδ0 + ⋅ ⋅ ⋅ + ωδk con
β ≥ δ0 ≥ ⋅ ⋅ ⋅ ≥ δk (k < ω).
Deﬁnizione 5.2.2 (E(α), α∗). Per α < εΩ+1, si deﬁnisce l'insieme E(α) dei
numeri ε minori di Ω necessari per la rappresentazione di α in forma normale:
1. E(0) ∶= E(Ω) ∶= ∅;
2. E(α) ∶= {α} se α ∈ E ∩Ω;
3. E(α) ∶= E(β) ∪E(δ) se α =NF ωβ + δ.
Si deﬁnisce inoltre α∗ = max(E(α) ∪ {0}).
Deﬁnizione 5.2.3 (C(α,β), ϑα). Per β < Ω, si deﬁnisce C(α,β) e la fun-
zione di collasso ϑα per ricorsione su α < εΩ+1 (e secondariamente su n <
ω):
1. {0,Ω} ∪ β ⊆ Cn(α,β);
2. se γ, δ ∈ Cn(α,β) e ξ =FN ωγ + δ, allora ξ ∈ Cn+1(α,β);
3. se δ ∈ Cn(α,β) ∩ α allora ϑδ ∈ Cn+1(α,β);
4. C(α,β) ∶= ⋃{Cn(α,β) ∣ n < ω};
5. ϑα ∶= min{δ < Ω ∣ C(α, δ)∩Ω ⊆ δ ∧ α∈C(α, δ)}.
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Si danno alcune conseguenze delle precedenti deﬁnizioni di modo che le
si possano impiegare.
Lemma 5.2.4. Si ha che:
1. la funzione ϑα è deﬁnita per ogni α < εΩ+1;
2. ϑα ∈ A;
3. α ∈ C(α,ϑα);
4. ϑα = C(α,ϑα) ∩Ω e ϑα ∉ C(α,ϑα);
5. γ ∈ C(α,β) se e solo se E(γ) ⊆ C(α,β);
6. α∗ < ϑα;
7. ϑα = ϑβ implica α = β;
8. ϑα < ϑβ se e solo se (α < β ∧ α∗ < ϑβ) ∨ (β < α ∧ ϑα ≤ β∗);
9. β < ϑα se e solo se ωβ < ϑα.
Dimostrazione. Omessa.2
Deﬁnizione 5.2.5 (Oϑ,Gϑα). Si deﬁniscono l'insieme Oϑ e la funzione Gϑ ∶Oϑ → ω.
1. 0,Ω ∈ Oϑ e Gϑ0 ∶= GϑΩ ∶= 0;
2. se α =FN ωβ + δ e β, γ ∈ Oϑ, allora α ∈ Oϑ e Gϑα = max{Gϑβ,Gϑ} + 1;
3. se α = ϑβ e β ∈ Oϑ allora ϑβ ∈ Oϑ e Gϑα = Gϑβ + 1.
Lemma 5.2.6. Gli ordinali α ∈ Oϑ hanno una unica forma normale che
impiega 0, ω,+, ω, ϑ per la loro costruzione. Si può quindi considerare Oϑ
come un sistema di notazione ordinale.
Dimostrazione. Omessa.
Lemma 5.2.7. Si ha che:
1. Oϑ = ⋃{C(α,0)∣α < εΩ+1};
2. Oϑ ∩ α = α per α ∈ Oϑ ∩Ω.




Deﬁnizione 5.2.8. Si superimpone che Ωn ⋅ 0 ∶= 0 e se β = ωβ0 + ⋅ ⋅ ⋅ +ωβk con
β0 ≥ ⋅ ⋅ ⋅ ≥ βk, allora Ωn ⋅ β ∶= ωΩ⋅n+β0 + ⋅ ⋅ ⋅ + ωΩ⋅n+βk .
Teorema 5.2.9. Sia α ∈ A∩ϑΩω. Allora esistono unici n < ω e α, . . . , αn < α
tali che α = ϑ(Ωn ⋅ αn + ⋅ ⋅ ⋅ +Ω0 ⋅ α0) e α0 ≠ 0 se n ≠ 0.
Dimostrazione. Omessa.
Lemma 5.2.10. Siano α0, . . . , αm, β0, . . . , βn ∈ Oϑ ∩ Ω. Si assuma inoltre
che Ωn ⋅ βn + ⋅ ⋅ ⋅ + Ω0 ⋅ β0 < Ωm ⋅ αm + ⋅ ⋅ ⋅ + Ω0 ⋅ α0 e che max(β∗0 , . . . β∗n) ≤
max(α∗0 , . . . , α∗m). Allora si ha che:
ϑ(Ωn ⋅ βn + ⋅ ⋅ ⋅ +Ω0 ⋅ β0) < ϑ(Ωm ⋅ αm + ⋅ ⋅ ⋅ +Ω0 ⋅ α0)
Dimostrazione. Omessa.
5.2.1 Collegamento notazioni
Rathjen e Weiermann si collegano, allo scopo di comparare il proprio risul-
tato con gli studi già esistenti, con una variante del sistema basato sulla
funzione ψ di Buchholz. Tale sistema è infatti una versione sempliﬁcata di
quello presente in [Buchholz 1986] ed è, per nostra fortuna, immediatamente
comparabile con quello sviluppato nel capitolo 4.
Deﬁnizione 5.2.11 (Cˆ(α), ψˆα). Si deﬁnisce l'insieme Cˆ(α) e la funzione
ψˆα per induzione su α (e sussidiariamente su n < ω):
1. {0,Ω} ⊆ Cˆ(α);
2. β, γ ∈ Cˆn(α)⇒ ωβ + γ ∈ Cˆn+1(α);
3. β ∈ Cˆ(β) ∩ α ∩ Cˆn(α)⇒ ψˆβ ∈ Cˆn+1(α);
4. Cˆ(α) ∶= ⋃{Cˆn(α)∣n < ω};
5. ψˆα ∶= min{γ∣γ ∉ Cˆ(α)}.
Si commenta brevemente questa deﬁnizione concentrandosi sulla clausola
3., in particolare sul congiunto β ∈ Cˆ(β). Buchholz lo introduce asserendo che
con tale accorgimento si rendono proprietà della funzione ψˆ più facilmente
dimostrabili, e asserzioni simili si trovano altrove, insieme al commento che
la funzione ψˆ sarebbe essenzialmente la medesima senza tale congiunto.
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Grazie allo sviluppo graduale nel capitolo precedente, che introduce ta-
le congiunto solo nella deﬁnizione della forma normale per gli ordinali for-
temente critici (deﬁnizione 4.1.14, p.49) si è in grado di comprendere tali
commenti: tale congiunto permette l'unicità nel sistema di rappresentazione,
come mostra il teorema 4.1.17.
Si danno ora alcune proprietà fondamentali di ψˆ, senza dimostrazione.
Lemma 5.2.12. Si ha che:
1. ψˆα < Ω;
2. ψˆα = Cˆ(α) ∩Ω;
3. α ∈ Cˆ(α) ∩ β ⇒ ψˆα < ψˆβ;
4. α,β < ψˆγ ⇒ ωα + β < ψˆγ.
Dimostrazione. Omessa.
Teorema 5.2.13 (Rathjen, Weiermann 1993). Si ha che ψˆ(Ω(n + 1, ω)) =
ϑ(Ω(n,ω)).
Dimostrazione. Omessa.3
Il collegamento con la notazione sviluppata è meno raﬃnato: semplice-
mente si mostra che il sistema basato su ψ è (più che suﬃciente) allo scopo
dell'analisi del teorema di Kruskal, ovvero che è almento tanto espressivo
quanto quello basato su ψˆ.
Lemma 5.2.14. Si ha che ψˆ(α) ≤ ψ(α).
Dimostrazione. Basta mostrare che Cˆ(α) ⊆ B(α), dato che per il punto 2. del
precedente lemma (5.2.12) si ha che ψˆα = Cˆ(α)∩Ω, così come ψα = B(α)∩Ω.
Si procede per induzione su α e sulla deﬁnizione di γ ∈ Cˆ(α) (Cˆ(α)
non suddiviso in stadi di costruzione, ma inteso direttamente come insieme
chiusura).
Se γ ∈ Cˆ(α) secondo la clausola base, l'inclusione è immediata dato che
detta clausola è la medesima in entrambe le deﬁnizioni.
Se γ = ωγ0+γ1 (con γ0, γ1 ∈ C(α) per ipotesi induttiva), poiché ωγ0 = ϕ0γ0,
allora per le proprietà di chiusura anche γ = ϕ0γ0 + γ1 ∈ B(α).
Se invece γ = ψˆγ0 con γ0 ∈ Cˆ(γ0) ∩ α ∩ Cˆ(α) allora per ipotesi induttiva
(su γ0 < α) si ha che Cˆ(γ0) ⊆ B(γ0), e dunque anche γ0 ∈ B(α) ∩ α, da cui
per deﬁnizione ψγ0 ∈ B(α).
3Corollario 3.2, p. 66.
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Posto che verranno impiegati ordinali minori di ϑΩω per analizzare il
teorema di Kruskal, si ha quindi:
Teorema 5.2.15. L'analisi ordinale del teorema di Kruskal condotta con il
sistema Oϑ può essere condotta con il sistema basato su ψ del capitolo 4.
Dimostrazione. Immediato dal teorema 5.2.13 e dal lemma 5.2.14
5.3 Analisi ordinale del teorema di Kruskal
In questa sezione si troverà che ϑΩω chiamato Piccolo Ordinale di Veblen4
è l'ordinale che caratterizza il teorema di Kruskal. Come già accennato è
la parte meno chiara della tesi e le dimostrazioni proposte sono da inten-
dersi come incomplete e esempliﬁcatrici piuttosto del tipo di costruzioni da
considerare.
5.3.1 Dal teorema di Kruskal a ϑΩω
Teorema 5.3.1. Il teorema di Kruskal implica che ϑΩω è bene fondato.
Dimostrazione. Analogamente alla costruzione della funzione h per dimostra-
zione del teorema 3.4.4, si costruisce una funzione di assegnazione ordinale
per gli alberi ﬁniti o ∶ A→ ϑΩω.
Se A consiste di un unico elemento o(A) ∶= 0. Sia invece che la radice
di A abbia gli immediati successori a0, . . . , ak (k < ω), originanti sottoalberi
A0, . . . ,Ak, per i quali si assume o(A0) = α0 ≥ ⋅ ⋅ ⋅ ≥ o(Ak) = αk.
Se k = 0, allora o(A) ∶= o(A0), mentre se k = 1, allora o(A) ∶= α1#α0.
Se k = 2, allora, se α0 < ωα0 si pone o(A) ∶= ωα0 , se invece α0 = ωα0 si
pone o(A) ∶= ωω+1. Se k = 3 allora o(A) ∶= ϑα0.
Se k ≥ 4, la deﬁnizione è più complicata e richiede alcune deﬁnizioni
preliminari.
Siano ⟨β0, . . . , βm⟩ e ⟨γ0, . . . , γn⟩ sequenze ﬁnite di ordinali. Si deﬁnisce a
relazione ≺˙ con ⟨β0, . . . , βm⟩≺˙⟨γ0, . . . , γn⟩ se e solo se:
max{β0, . . . , βm} ≤ max{γ0, . . ., γn}∧∧([2 ≤m < n] ∨ [2 ≤m =n ∧ ∃j <m(βj < γj ∧ ∀r < j(βr = γr)])
4Il nome deriva dal fatto che è il limite superiore degli ordinali ottenuti da Veblen con
le sue funzioni estese a un numero ﬁnito di argomenti. Si veda supra, deﬁnizione 3.1.22 e
commendo seguente (p.31).
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Sia poi ϑ(⟨β0, . . . , βm⟩) ∶= ϑ(Ωm ⋅(1+β0)+Ωm−1 ⋅β1+⋅ ⋅ ⋅+Ω0 ⋅βm). Si noti che
per il lemma 5.2.10, ⟨β0, . . . , βm⟩≺˙⟨γ0, . . . , γn⟩ implica che ϑ(⟨β0, . . . , βm⟩) <
ϑ(⟨γ0, . . . , γn⟩).
Sia inoltre S ∶= {⟨αpi(0) . . . , αpi(i)⟩∣1 ≤ i ≤ k, pi permutazione dell'insieme i+
1}. Sia ⟨α∗0 , . . . , α∗i0⟩ il (k − 3)-esimo elemento di S rispetto a ≺˙.
Si deﬁnisce inﬁne o(A) = ϑ(⟨α∗0 , . . . , α∗i0⟩).
Si osserva che questa assegnazione ordinale è tale che o(A′) ≤ o(A) per
ogni sottoalbero immediato di A. Ciò può essere controllato nei vari casi della
deﬁnizione, in particolare si consideri che β0, . . . , βn < Ω implica β0, . . . , βn <
ϑ(Ωn ⋅ βn + ⋅ ⋅ ⋅ +Ω0 ⋅ β0).
Dati due alberi A e B e un'immersione f ∶ A ↪ B si ha che o(Aa) ≤
o(Bf(a)) per ogni a ∈ A. La dimostrazione è analoga a quella per h.
Per induzione su Gϑα si veriﬁca inoltre che per ogni α < ϑΩω esiste un
albero A tale che o(A) = α. Se α ∈ E si fa uso del teorema 5.2.9.
Sia quindi ⟨αn∣n < ω⟩ sequenza discendente inﬁnita di (termini) ordinali
minori di ϑΩω. Si ha dunque una corrispondente sequenza di alberi ⟨Tn∣n < ω⟩
con o(Tn) = αn. Per il teorema di Kruskal esistono tuttavia Ti e Tj tali che Ti
si immerge in Tj. Ciò implica o(Ti) ≤ o(Tj) (per la proprietà dell'assegnazione
ordinale), e dunque l'assurdo (con l'ipotesi).
5.3.2 Da ϑΩω al teorema di Kruskal
Si mostra in questa sottosezione che il buon ordinamento di ϑΩω implica il
teorema di Kruskal. Attraverso la nozione (deﬁnita sotto) di reiﬁcazione si
dimostrerà di fatto una versione più generale di detto teorema riguardante
alberi etichettati.
Deﬁnizione 5.3.2 (Reiﬁcazione). Si deﬁnisce reiﬁcazione di X in α ∈ Oϑ una
funzione f ∶Mal(X) → α + 1 tale che f(x⃗ ⌢ y) < f(x⃗) per ogni x⃗ ∈Mal(X) e
ogni y ∈ X tale che x⃗ ⌢ y ∈Mal(X).
Deﬁnizione 5.3.3. Sia X = ⟨X,⪯⟩ quasi-ordine. Per x⃗ ∈Mal(X) si deﬁnisce
Xx⃗ ∶= {y ∈X ∶ x⃗ ⌢ y ∈Mal(X)} e Xx⃗ ∶= ⟨Xx⃗,⪯↾Xx⃗⟩.
Lemma 5.3.4. Se f è una reiﬁcazione di X in un ordine ben fondato α,
allora X è un buon quasiordine.
Dimostrazione. Immediato, dato che la buona fondatezza di α implica che
ogni malasequenza x⃗ ∈ Mal(X) è estendibile (in Mal(X)) un numero non
inﬁnito di volte.
Deﬁnizione 5.3.5. Sia X = ⟨X,⪯⟩ un quasiordine. Per x⃗ ∈Mal(X), si pone
Xx⃗ = {y ∈X ∣ x⃗ ∈Mal(X)} e Xx = ⟨Xx,⪯↾Xx⟩.
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Deﬁnizione 5.3.6. Siano X = ⟨X,⪯0⟩ e Y = ⟨Y,⪯1⟩ quasiordini. Si deﬁnisco-
no i quasiordini X⊕Y e X⊕Y.
Il dominio di X⊕Y e l'unione disgiunta X⊎Y ∶= {⟨0, x⟩∣x ∈X}∪{⟨1, y⟩∣y ∈
Y }. La relazione ⪯⊕ è deﬁnita da:⟨i, u⟩ ⪯⊕ ⟨j, v⟩⇔ i = j ∧ u ⪯i v .
Il dominio di X ⊗ Y è il prodotto cartesiano X × Y . La relazione ⪯⊗ è
deﬁnita da: ⟨x, y⟩ ⪯⊗ ⟨x′, y′⟩⇔ x ⪯0 x′ ∧ y ⪯1 y′ .
Deﬁnizione 5.3.7 (Prodotto ordinale naturale). Siano α = ωδ0 + ⋅ ⋅ ⋅ + ωn e
β = ωδn+1+⋅ ⋅ ⋅+ωδm in forma normale. Si deﬁnisce il prodotto ordinale naturale
α ⊡ β: (ωδ0⊕δn+1 ⊕ ⋅ ⋅ ⋅ ⊕ ωδ0⊕δm)⊕ ⋅ ⋅ ⋅ ⊕ (ωδn⊕δn+1 ⊕ ⋅ ⋅ ⋅ ⊕ ωδn⊕δm) .
Deﬁnizione 5.3.8 (Albero etichettato e relativa immersione). Si deﬁnisce
un albero (ﬁnito) con etichette in un quasiordine X = ⟨X,⪯X⟩ una coppia⟨T, l⟩, dove T è un albero ﬁnito (con la relativa relazione) e l una funzione
l ∶ T →X che assegna cioè a ogni nodo dell'albero un elemento (del dominio)
di X.
Dati due alberi con etichette in X ⟨T0, l0⟩ e ⟨T1, l1⟩, la funzione f di im-
mersione è deﬁnita a partire da quella della deﬁnizione 3.3.2 (p. 37) con
l'aggiunta della clausola per ogni nodo t ∈ T0 l0(t) ⪯X l1(ft).
Osservazione 5.3.1. In modo impreciso l'immersione tra alberi etichettati può
essere detta un'immersione tra alberi che preserva l'ordine tra le etichette.
Si nota inoltre che qualora l'insieme delle etichette fosse costituito da un
unico elemento, le due nozioni di immersioni coincidono.
Deﬁnizione 5.3.9. Si deﬁnisce T (X) l'insieme degli alberi ﬁniti con etichette
in X. Con la nozione di immersione sopra deﬁnita si deﬁnisce una relazione
di immergibilità ⪯T (X), ottenendo la struttura T ∶= ⟨X,⪯T (X)⟩.
Per lo studio del teorema di Kruskal occorrerà avere controllo, all'inter-
no degli alberi, sul numero massimo di successori immediati dei nodi (in
base all'etichetta assegnata). Per questo motivo si introduce la deﬁnizione
seguente.
Deﬁnizione 5.3.10. Siano Xi = ⟨Xi,⪯i⟩ (con i ≤ n < ω) quasiordini a coppie
disgiunti, e siano α0, . . . , αn ordinali tali che 0 < α0 < ⋅ ⋅ ⋅ < αn ≤ ω.
Sia X ∶= X0 ⊕ ⋅ ⋅ ⋅ ⊕Xn. Si deﬁnisce:
T (X0 . . . Xn
α0 . . . αn
)
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l'insieme degli alberi (ﬁniti) T in T (X) tali che per ogni nodo t ∈ T se sua
etichetta lT (t) ∈Xi allora t ha un numero strettamente minore di αi successori
immediati.
Restringendo la relazione di immergibilità tra alberi ettichettati si ottiene
la struttura:
T = (X0 . . . Xn
α0 . . . αn
) ∶= ⟨T (X0 . . . Xn
α0 . . . αn
) ,⪯
T(X0 ... Xnα0 ... αn )⟩
Osservazione 5.3.2. La notazione come si vede tende a farsi sempre più pe-
sante. Perciò, mentre nelle deﬁnizioni si è ad esempio espliciti nell'indicare
le relazioni con indici appropriati, nello sviluppo degli argomenti potrà esse-
re necessario fare aﬃdamento alla possibilità di intendere sempre il corretto
signiﬁcato anche con una notazione meno invasiva.
La dimostrazione richiede ulteriore preparazione.
Deﬁnizione 5.3.11. Si deﬁnisce l'insieme C ( X0 ... Xnα0 ... αn ) come la chiusura se-
condo le clausole:
1. Xi ∈ C ( X0 ... Xnα0 ... αn ) per i ≤ n < ω;
2. Xix⃗i ∈ C ( X0 ... Xnα0 ... αn ) per i ≤ n < ω e x⃗i ∈Mal(Xi);
3. se Y0, . . . ,Yr sono in C ( X0 ... Xnα0 ... αn ), allora:
(a) ⊕{Yl∣ ≤ r} è in C ( X0 ... Xnα0 ... αn );
(b) ⊗{Yl∣ ≤ r} è in C ( X0 ... Xnα0 ... αn );
4. se X ∈ C ( X0 ... Xnα0 ... αn ), allora X<ω ∈ C ( X0 ... Xnα0 ... αn );
5. se Y0, . . . ,Ym sono quasiordini a coppie disgiunti in C ( X0 ... Xnα0 ... αn ), 0 <
γ0 < ⋅ ⋅ ⋅ < γm ≤ ω, Ωγm + ⋅ ⋅ ⋅ +Ωγ0 ≤ Ωαn + ⋅ ⋅ ⋅ +Ωα0 , allora T ( Y0 ... Ymγ0 ... γm )∈ C ( X0 ... Xmα0 ... αn ).
Deﬁnizione 5.3.12 (o(X)). Siano X0, . . . ,Xn quasiordini a coppie disgiunti
e 0 < α0 < ⋅ ⋅ ⋅ < αn ≤ ω. Siano fi reiﬁcazioni di Xi in βi. Si deﬁnisce o(X) per
X ∈ C ( X0 ... Xnα0 ... αn ) ricorsivamente sui casi della deﬁnizione precedente:
1. o(Xi) = ϑ(fi(⟨⟩));
2. o(Xix⃗i = ϑ(fi(x⃗i));
3. (a) o(⊕{Yl∣l ≤ r}) = #{o(Yl)∣l ≤ r};
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(b) o(⊗{Yl∣l ≤ r}) = ⊡{o(Yl)∣l ≤ r};
4. o(X<ω) = ϑ(o(X) + 1);
5. o(T ( Y0 ... Ymγ0 ... γm )) = ϑ(Ωγm ⋅ o(Ym) + ⋅ ⋅ ⋅ +Ωγ0 ⋅ o(Y0)).
Deﬁnizione 5.3.13 (c(X)). Analogamente a o(X), si deﬁnisce c(X):
1. c(Xi) = 0;
2. c(Xix⃗i) = 0;
3. c(⊕{Yl∣ ≤ r}) = c(⊗{Yl∣l ≤ r}) = max{c(Yl)∣l ≤ r} + 1;
4. c(X<ω) = c(X) + 1;
5. c(T ( Y0 ... Ymγ0 ... γm )) = max{c(Yl)∣l ≤m} + 1.
Deﬁnizione 5.3.14 (Quasi-immersione). Siano A = ⟨A,⪯A⟩ e B = ⟨B,⪯B⟩
due quasi-ordini. Una funzione e ∶ A → B è detta quasi-immersione se
e(a) ⪯B e(a′) implica a ⪯A a′, per ogni a, a′ ∈ A.
Lemma 5.3.15. Siano A = ⟨A,⪯A⟩, B = ⟨B,⪯B⟩ e C = ⟨C,⪯C⟩ quasi-ordini
e e0 ∶ A → B, e1 ∶ B → C quasi-immersioni. Allora e1 ○ e0 ∶ A → C è una
quasi-immersione.
Dimostrazione. Omessa.
Lemma 5.3.16. Siano A = ⟨A,⪯A⟩ e B = ⟨B,⪯B⟩ due quasi-ordini, q ∶ A→ B
una quasi-immersione e f ∶ B → α + 1 una reiﬁcazione di B in α. Allora f e
q inducono una reiﬁcazione di A in α.
Dimostrazione. Omessa.
Deﬁnizione 5.3.17. Sia X = ⟨X,⪯⟩ un quasi-ordine. Per x ∈ X si pone
LX(x) = {y ∈X ∣x ≰ y} e X(x) = ⟨LX(x),⪯↾ LX(x)⟩.
Osservazione 5.3.3. Si nota che se X(x) è un buon quasiordine per ogni x ∈X
allora anche X è un buon quasiordine.
Lemma 5.3.18. Siano X0, . . . ,Xn quasi-ordini a coppie disgiunti e fi reiﬁ-
cazioni di Xi in βi ∈ Oϑ ∪Ω. Sia X = ⟨X,⪯⟩ quasiordine in C ( X0 ... Xnα0 ... αn ), con
0 < α0 < ⋅ ⋅ ⋅ < αn ≤ ω.
Allora esiste un quasi-ordine Xx = ⟨Xx,⪯x⟩ in C ( X0 ... Xnα0 ... αn ) e una quasi-
immersione e(X,x) ∶ LX(x)→Xx tale che o(Xx) < o(X).
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Dimostrazione. Per induzione su c(X) (deﬁnizione 5.3.13) si vuole deﬁnire
ex ∶= e(X,x).
1. c(X) = 0. Si assume X = Xix⃗i e x⃗i ∈Mal(Xi). Allora LXix⃗i(x) = X i⟨x⃗i,x⟩
dato x ∈ X ix⃗i . Quindi ex ∶= id ↾ LXix⃗i(x) è una quasi-immersione di X(x) in
Xx ∶= Xi⟨x⃗i,x⟩. Inoltre o(Xx) = ϑ(fi(⟨x⃗i, x⟩)) < fi(x⃗) = o(X).
2.-4. Simili al seguente caso.
5. Sia X = T ( Y0 ... Ymγ0 ... γm ). Sia X dominio di X e x ∈ X. Allora x è un
albero ﬁnito con etichette in ⊕{Yl∣l ≤m}. Si analizza il caso in sottocasi.
5.1. Sia x albero costituito solamente dalla radice con etichetta y ∈ Y i.
Per ipotesi induttiva (principale) si ha una quasi-immersione e(Yi,y) ∶= ey ∶
lYi(y) → (Y i)y tale che o((Yi)y) < o(Yi). Tale quasi-immersione ey induce
una quasi immersione di T ( ... Yi(y) ...... γi ... ) in Xx ∶= T ( ... (Yi)y ...... γi ... ). Poiché X(x)
è quasi-immergibile in T ( ... Yi(y) ...... γi ... ), si ha una quasi-immersione di X(x) in
Xx. Per il lemma 5.2.10 (p.60) o(Xx) < o(X).
5.2. Sia x albero tale che: y ∈ Y i è etichetta della radice, la quale radice
ha (esattamente) N < γi immediati sottoalberi x0, . . . , xN−1 ∈X.
Si assume N = γk per qualche k < i. Per ipotesi induttiva ausiliaria si
hanno quasi immersioni e(X,xj) =∶ exj ∶ LX(xj)→Xxj tali che o(Xxj < o(x⃗).
Per ipotesi induttiva principale si ha una quasi-immersione e(Yi,y) =∶ ey ∶
LYi(y)→ (T i)y tale che o((Yi)y) < o(Yi).
Sia Z ∶= Yi ⊗⊕{(Xx0)<ω ⊗ ⋅ ⋅ ⋅ ⊗ (Xxj)<ω ∣j < N}. Si deﬁnisce quindi:
Xx ∶= T(. . . Yk ⊕Yi ⊕Z . . . (Yi)y . . .
. . . γk . . . γi . . .
)
Per il lemma 5.2.10 o(Xx) < o(X).
Sia invece N ≠ γk per ogni k < i. Si pone:
Xx ∶= T(. . . Yi ⊕Z . . . (Yi)y . . .
. . . N . . . γi . . .
)
dove la nuova colonna deve essere inserita secondo l'ordine determinato dal-
l'ordine di {γ0, . . . , γi,N}.
Si descrive il caso N = γk a esempio anche dell'altro caso. Si costruisce
una quasi-immersione ex di X(x) in Xx per ricorsione da ex0 , . . . , exN−1 e ey.
Sia z ∈ LX(x). Si procede deﬁnendo ex(z) per ricorsione sul numero di
vertici di z.
Sia quindi z albero di un unico elemento con etichetta v ∈ Y j.
Per j ≠ i si pone ex(z) ∶= z. Allora ex(z) ∈ Xx. Se v ∈ Y i, allora v ∈
Y k ⊎ Y i ⊎Z. Quindi ex(z) ∶= z ∈Xx.
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Sia ora z albero con radice etichettata da v ∈ Y j e seguita da immediati
sottoalberi z0, . . . , zl−1 con l < αj. Si hanno ex(z0), . . . , ex(zl−1) per ipotesi
induttiva.
Sia che j ≠ i o l < N . Si deﬁnisce ex(z) l'albero con radice etichettata da
v e seguita da immediati sottoalberi ex(z1), . . . , ex(zl−1).
Sia che j = i e l ≥ N . Se v ∈ LYi(y), si pone ex(z) l'albero con radice
etichettata da ey(u) e seguita da immediati sottoalberi ex(z1), . . . , ex(zl−1).
Si assume poi che y ⪯Yi u, dove ⪯Yi è il quasi-ordine su Y i. Sia inoltre ⪯X
il quasi-ordine di X. Poiché z ∈ LX(x) e y ⪯Yi u, si ha che ⟨x0, . . . , xN−1⟩ /⪯<ωX⟨z0, . . . , zl−1⟩, dato che altrimenti si avrebbe x ⪯X z. Quindi esiste un ele-
mento minimale s < N tale che ⟨x0, . . . , xs−1⟩ /⪯<ωX ⟨z0, . . . , zl−1⟩. Ma allora⟨x0, . . . , xs−2⟩ ⪯<ωX ⟨z0, . . . , zl−1⟩.
Sia j0 < l minimale tale che x0 ⪯X zj0 , sia j1 < l minimale tale che j0 < j1
e x1 ⪯ zj1 , sia js−2 < l minimale tale che js−3 < js−2 e ss−2 ⪯ zjs−2 . Allora
zj0 , . . . , zjs−2 ∈ X, ⟨z0, . . . , zj0−1⟩ ∈ LX(xs−1)<ω, ⟨zjs−3+1, . . . , zs−2−1⟩ ∈ LX(x0) e⟨zjs−2+1, . . . , zl−1⟩ ∈ LX(xs−1)<ω
Si deﬁnisce ex(z) l'albero con radice etichettata da:
⟨v, ⟨⟨ex(z0), . . . , ex(zj0−1)⟩, . . . , ⟨ex(zjs−2+1, . . . , ex(zl−1)⟩⟩⟩ ∈ Yi ⊕Z
seguita da immediati sottoalberi ex(xj0), . . . , ex(zjs−2). Si ha che ex(z) ∈ Xx
dato che s − 1 < γk.
Si mostra che ex(z) ⪯x ex(z′) implica che z ⪯X z′ per induzione sulla
somma dei vertici di z e z′.
Se ex(z) è immergibile in un sottoalbero immediato zˆ di ex(z′), allora zˆ
ha la forma e(z′′) per qualche sottoalbero immediato z′′ di z′. Quindi per
ipotesi induttiva z ⪯x z′′ ⪯x z′.
Se invece ex(z) è immergibile in ex(z′) (ma non in un sottoalbero imme-
diato di ex(z′)). Allora l'etichetta r della radice di ex(z′) è minore o uguale
all'etichetta r′ della radice di ex(z′) (nell'ordine opportuno). Quindi, se:
r = ⟨v, ⟨⟨ex(z0), . . . , ex(zj0−1)⟩, . . . , ⟨ex(zjs−2+1), . . . , ex(zl−1)⟩⟩⟩
e
r′ = ⟨v′, ⟨⟨ex(z′0), . . . , ex(z′j′0−1)⟩, . . . , ⟨ex(z′j′s′−2+1), . . . , ex(z′l′−1)⟩⟩⟩
allora s = s′, v ⪯Yi v′,
⟨ex(z0), . . . , ex(zj0−1)⟩(⪯x)<ω⟨ex(z′0), . . . , ex(z′j′0−1)⟩, . . .
e ⟨ex(zjs−2+1), . . . , ex(zl−1)⟩(⪯x)<ω⟨ex(z′j′s−2+1), . . . , ex(z′l′−1)⟩
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Inoltre esiste una permutazione pi di {0, . . . , s − 2} tale che ex(zj) ⪯x
ex(z′pi(j)) per j ≤ s − 2.
Combinando i risultati precedenti si ottiene una funzione iniettiva ρ ∶{0, . . . , l − 1} → {0, . . . , l′ − 1} tale che zi ⪯x z′l(i) per 0 ≤ i ≤ l − 1. Poiché
v ≤Yi v′ si conclude che z ≤X z′.
Teorema 5.3.19. Siano Xi per i ≤ n < ω quasiordini a due a due disgiunti e
fi reiﬁcazioni di Xi in β ∈ Oϑ ∩Ω con 0 < α0 < ⋅ ⋅ ⋅ < αn ≤ ω. Allora esiste una
reiﬁcazione di T ( X0 ... Xnα0 ... αn ) in ϑ(Ωαn ⋅ βn + ⋅ ⋅ ⋅ +Ωα0 ⋅ β0).
Dimostrazione. Sia ⟨t0, . . . , tk⟩ ∈ Mal(T ( X0 ... Xnα0 ... αn ). Per mezzo del lemma
5.3.18, si deﬁnisce:
f(⟨t0, . . . , tk⟩) ∶= o(. . .(T(X0 . . . Xnα0 . . . αn)
s0) . . .)sk
dove:
s0 = t0, T0 = T(X0 . . . Xnα0 . . . αn) , e0 = e(T0,t0)
e per i < k:
ei+1 = e(Ti,ti) ○ ei, si+1 = ei+1(ti+1), Ti+1 = Tsii
La funzione f così costruita è una reiﬁcazione di T ( X0 ... Xnα0 ... αn ) in ϑ(Ωαn ⋅ βn +⋅ ⋅ ⋅ +Ωα0 ⋅ β0).
Teorema 5.3.20. Il teorema di Kruskal è equivalente alla buona fondatezza
di ϑΩω.




Il capitolo precedente molto schematico è pervenuto alla caratterizzazione
della forza dimostrativa del teorema di Kruskal come equivalente alla buo-
na fondatezza di ϑΩω (o più esattamente al sistema notazionale che lo rap-
presenta), permettendo così di dire: l'ordinale del teorema di Kruskal è
l'Ordinale piccolo di Veblen.
Molto schematico si è detto, e ben si direbbe anche oscuro e complicato.
Certamente è desiderabile una chiariﬁcazione dei processi dimostrativi, la
quale tuttavia sfugge alle mie presenti possibilità di comprensione.
Ci si ritiene suﬃcientemente soddisfatti di questo lavoro se si considera
però l'approfondimento di vedute guadagnato nell'esplorazione del mondo
dell'analisi ordinale. Con questo in mente si può quindi riassumere il senso
della tesi nell'elaborazione dei capitoli centrali, che costituiscono una fon-
damentale acquisizione per la prosecuzione nello studio della (ﬁlosoﬁa della)
logica e della ﬁlosoﬁa della matematica.
In tale prospettiva il teorema di Kruskal e la sua analisi costituiscono una
importante testimonianza: i metodi generati in teoria della dimostrazione
per diversi scopi possono essere con successo esportati in altri ambiti. La
cosa non è aﬀatto banale (specialmente se si considera l'autoreferenzialità di
parte della letteratura) e gode inoltre di quel medesimo fascino delle idee che
trovano precisa e fruttuosa utilità in vari ambiti.
Ciò è infatti testimonianza di una qualche forma di non-arbitrarietà del-
l'idea. In questo caso, in un parlar più ardito, si potrebbe giungere perﬁno a
dire che gli ordinali siano un concetto naturale. Ma allora di nuovo risuona
la domanda: che cosa è un buon ordine naturale?
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