A common problem in statistics is making multiple tests of hypotheses without controlling for the type I error rate. SAS has identified several different methods to adjust p-values for multiple testing. To compare the effect of these methods, an animal health dataset that deals with the treatment of cattle lice was examined. Clinical trials were conducted in Illinois and Wisconsin to evaluate the efficacy of two formulations of a new product Spinosad, two commercially available positive controls, and an untreated negative control. A baseline lice count was recorded prior to the treatment. After treatment, weekly measurements of lice counts were taken for 8 weeks.
INTRODUCTION
Multiplicity is common in clinical studies in which there are multiple dose levels, multiple treatment groups, multiple endpoints, repeated measures over time, interim analyses during the course of a clinical study, stepwise methods to find an optimal analysis, or sub-population analyses. When multiplicity happens, families of tests of hypotheses cannot be avoided in clinical studies. For example, dose response contrasts, pairwise comparisons of treatment groups, pairwise comparisons with the control or best treatment group, pairwise comparisons of repeated measures with the baseline, pairwise comparisons of repeated measures with negative/positive/best treatment group are all cases in which multiple tests of hypotheses occur.
Oftentimes, multiple tests of hypotheses are conducted without controlling for the type I error rate, resulting in incorrect conclusions due to the inflated type I error. As an example, Conference On Applied Statistics In Agricultureconsidering an efficacy evaluation in a clinical study, multiplicity could result in declaring effectiveness which is not true. Researchers could then run the risk of a wrong decision to move a compound forward in the drug development pipeline. In a safety evaluation of a clinical study, multiplicity could result in declaring a safety issue which does not exist. In this case, researchers would run the risk of the loss of a good product because of the false safety issue.
The inflation of type I error can be measured by the familywise error rate (FWE). Assuming there are m tests of hypotheses, H 01 , H 02 , …, H 0m , in a multiplicity situation, the FWE is defined as the probability of rejecting at least one of the null hypotheses given the null hypotheses are all true: It is necessary to control the FWE when a researcher wants to ensure that any claimed effects are real, reproducible, or repeatable, with the standard 95% confidence.
P-VALUE ADJUSTMENT METHODS FOR MULTIPLE TESTING
Several p-value adjustment methods for multiple testing are implemented in SAS procedures such as PROC MULTTEST (SAS Institute Inc, 1999) . A brief introduction to the Bonferroni, Sidak, Holm's step-down Bonferroni, Hochberg's step-up Bonferroni, and false discovery rate methods is provided in this section. The following notation will be used: suppose there are m null hypotheses in a clinical study, H 01 , H 02 , …, H 0m; let p 1 , p 2 , …, p m be the respective p-values from the tests of these null hypotheses; let p (1) , p (2) ,…, p (m) be the ordered p-values corresponding to the ordered hypotheses H 0(1) , H 0(2) , …, H 0(m) , where m = total number of tests.
BONFERRONI p BONj = mp j
where p j is the non-adjusted raw p-value for Hypothesis H 0j . If the adjusted p-value exceeds 1, it is set to 1 (Westfall et al., 1999) .
SIDAK
p SID j = 1 -(1 -p j ) m where p j is the non-adjusted raw p-value for Hypothesis H 0j (Sidak, 1967) .
HOLM'S STEP-DOWN BONFERRONI
Holm's step-down Bonferroni method adjusts the raw p-values in a stepwise fashion starting with the smallest raw p-value (Holm, 1979; Hochberg and Tamhane, 1987) . Suppose p (1) < p (2) < ,…, < p (m) The adjusted p-value is set equal to its predecessor if its calculated value is less. As always, if any adjusted p-value exceeds 1, it is set to 1. Consequently, all comparisons that follow the first non-significant comparison must be non-significant.
HOCHBERG'S STEP-UP BONFERRONI
Hochberg's Step-up Bonferroni p-value adjustment is also in a stepwise fashion, but starting with the largest raw p-value (Hochberg, 1988) . Suppose p (1) < p (2) < ,…, < p (m) An adjusted p-value is set equal to its predecessor if its calculated value is greater. Consequently, Each adjusted p-value must be no greater than its predecessor.
FALSE DISCOVERY RATE
Benjamini and Hochberg's false discovery rate (FDR) adjusts the raw p-values also in a stepwise fashion starting with the largest raw p-value (Benjamini and Hochberg, 1995) . It is a step-up method. Suppose p (1) < p (2) < ,…, < p (m) The false discovery rate adjusts p-values that control the "false discovery rate," described by Benjamini and Hochberg (1995) . These adjustments are potentially much less conservative than the Hochberg adjustments; however, they do not necessarily control the familywise error rate. Furthermore, they are guaranteed to control the false discovery rate only with independent pvalues that are uniformly distributed under their respective null hypotheses. The false discovery rate adjusted p-values are defined in step-up fashion, like the Hochberg adjustments, but with less conservative multipliers.
A CASE STUDY: SPINOSAD AS A TREATMENT FOR LICE ON CATTLE
To compare the effect of the multiple testing methods, an animal health dataset that deals with the treatment of cattle lice was examined.
ANIMAL CLINICAL FIELD STUDY
Lice species are common pests that live on beef cattle in America. Several different lice species can be found on cattle. The Lice species bite skin tissue or suck blood from the cattle. The control of lice in the cattle population is economically important. A new product Spinosad is developed for the treatment of lice on beef cattle. Spinosad can be applied to cattle as a spray formulation or pour-on formulation (Lloyd et al., 1996) .
Clinical trials were conducted in Illinois and Wisconsin in the spring of 2000 to evaluate the efficacy of two formulations of Spinosad, two commercially available positive controls, and an untreated negative control, for the treatment of lice on beef cattle under natural field conditions. There were five treatments in the study. Treatments A and B are the 400 ppm Spinosad spray formulation and 2 mg/kg Spinosad pour-on formulation, respectively. Treatments C and D are the positive controls, 5.8% Co-Ral® spray formulation and 1% Cylence™ pour-on formulation, respectively. Finally, treatment E is the untreated negative control (Campbell et al, 2001; Colwell, 2002; Holste et al., 1997) .
There were seven cattle in each treatment group at each trial site. Each treatment group (herd) of cattle was maintained in separate outdoor pens at each site. Baseline lice counts on cattle were recorded prior to the treatment. After treatment, weekly lice counts on cattle were taken for eight weeks. Counts of four lice species (Bovicola bovis, Haematopinus eurysternus, Linognathus vituli, and Solenopotes capillatus) were recorded separately.
The objectives of the clinical study were to determine the efficacy of the test substance, Spinosad, applied as a diluted spray or as a neat pour-on against sucking and chewing lice species on naturally infested cattle under field conditions; and to compare the efficacy of Spinosad to commercially available positive controls, Co-Ral and Cylence, used as per the manufacturer's instructions for lice control and applied under the same field conditions. The purpose of this paper is to compare the five multiple testing p-value adjustment methods using the study data.
STATISTICAL ANALYSIS METHODS
A natural logarithmic transformation of the lice counts (log e (count+1)) was applied since the data were positive integers (counting numbers) which usually have the standard deviation proportional to the mean.
A linear mixed model analysis (PROC MIXED, SAS v8.2) was conducted for each species of lice after transforming the counts with a natural logarithmic transformation. Treatment, Week and Treatment*Week were treated as fixed effects and Site, Site*Treatment, and Site*Treatment*Week as random effects. After examining several covariance structures, a repeated measures analysis on each animal within site*treatment combination was modeled using a compound symmetric covariance structure. The log-transformed baseline lice counts were used as a covariate in the model. Each lice species was analyzed separately.
Simple linear contrasts between treated groups and the negative control at each week were constructed. Treatment differences were compared using 5 multiplicity test methods: Bonferroni, Sidak, Holm's step-down Bonferroni, Hochberg's step-up Bonferroni, and false discovery rate. P-values were adjusted for two different families of simple tests: one, 32 tests (data not shown) consisting of 4 pairs of treatment comparisons (A vs. E, B vs. E, C vs. E, and D vs. E) at each of the 8 treatment weeks for each lice species; and two, 96 tests consisting of 4 pairs of treatment comparisons (A vs. E, B vs. E, C vs. E, and D vs. E) at each of the 8 treatment weeks across the three major species (B. bovis, L. vituli, and S. capillatus) . The data for the family one is not shown due to the fact that the lice species were parasitoids on the same cattle. The lice species were related to each other. However, the results from the two families were similar. In addition, only Dunnett type treatment comparisons were selected for the purpose of this paper. Other meaningful treatment comparisons were omitted from this paper.
RESULTS AND DISCUSSION
Based on the non-adjusted p-values, significant overall treatment differences averaged across weeks, pairwise treatment differences averaged across weeks, and overall treatment differences at some weeks existed for lice species B. bovis, L. vituli, and S. capillatus but not H. eurysternus (Tables 1 and 2 ). The lice species H. eurysternus was dropped from further analysis due to insufficient number of animals infected and lack of significance. B. bovis, L. vituli, and S. capillatus proceeded for further testing of pairwise treatment differences at each week.
The non-adjusted p-values for pairwise treatment differences at each week for the three major lice species are shown in Table 3 . The adjusted p-values for pairwise treatment differences at each week for the three major lice species using Bonferroni, Sidak, Holm's step-down Bonferroni, Hochberg's step-up Bonferroni, and false discovery rate methods adjusted for a family of 96 tests are shown in Tables 4, 5 , 6, 7, and 8, respectively.
The non-adjusted multiple testing produced 71 significant p-values (Table 3 ). The result indicated that Spinosad exhibited 8 weeks of effectiveness for B. bovis, 7-8 weeks for L. vituli, and 2-4 weeks for S. capillatus.
The adjusted p-values from Bonferroni, Sidak, Holm's step-down Bonferroni, and Hochberg's step-up Bonferroni methods revealed the same test results (Tables 4-8) . Only 48 p-values remained significant after adjustment. These methods indicated that Spinosad had 5 weeks of effectiveness for B. bovis, 7-8 weeks of effectiveness for L. vituli, and no effectiveness for S. capillatus.
The false discovery rate method produced more significant p-values (67) than the other multiple testing methods (Table 8 To compare the magnitude of the non-adjusted raw p-values and the adjusted p-values from the five different multiple testing methods, the non-adjusted p-values (Table 3) and their corresponding adjusted p-values (Tables 4-8) were merged to adjoining columns in a data set and sorted by the raw p-value in ascending order. The sorted p-values were plotted in a graph for comparison (Figure 1 ).
When the raw p-values were small (right panel of Figure 1 ), the magnitude of adjusted p-values from Boferroni method was close to that from Sidak method. These two methods represented the most conservative approaches (i.e. with fewest significant treatment differences). Likewise, Holm's step-down Bonferroni and Hochberg's step-up Bonferroni produced similar and moderate p-values. Whereas, the false discovery rate method produced the smallest adjusted pvalues that were close to the non-adjusted raw p-values. The false discovery rate method represented the least conservative method.
When the raw p-values were large (left panel of Figure 1 ), the adjusted p-values from Bonferroni, Sidak, Holm's step-down Bonferroni methods quickly increased and approached the maximum p-value of 1. However, the false discovery rate adjusted p-value remained close to the raw p-value and the Hochberg's step-up Bonferroni adjusted p-values were moderate with an upper boundary at the largest raw p-value.
Although Bonferroni and Sidak methods controlled familywise error rate at 5% level, the adjusted p-value became quite conservative when the number of tests were large, resulting in a low chance to detect a true treatment effect. The Holm's step-down Bonferroni and Hochberg's
Step-up Bonferroni methods improved the chance to detect the treatment differences while controlling the familywise error rate at 5% (Westfall and Young, 1993) . Since the Hochberg adjusted p-values were smaller than or equal to Holm's p-values, the Hochberg method appeared to be more powerful to detect a potential treatment difference. However, this apparent improved power came at the cost of having to make the assumption of independence (Hochberg, 1988) . It appeared that the false discovery rate was the "most powerful" of the five adjustment methods to detect potential treatment differences and thought to be very useful for screening large numbers of tests. However, it did not control the familywise error rate and faced the greatest risk of a type I error.
SUMMARY
Based on the data shown in Tables 4-7 , Bonferroni, Sidak, step-down Bonferroni and step-up Bonferroni methods produced the same number of significant p-values. However, the magnitude of the adjusted p-values differed. Comparatively, among the five multiple testing methods, Bonferroni and Sidak provided the most consistent and conservative multiple testing results, i.e. fewest significant differences. The step-down Bonferroni and step-up Bonferroni methods provided similar but less conservative results. Finally, the false discovery rate method provided the least conservative results.
Controlling for the familywise error rate at 5% and having the improved power to detect the treatment differences, Hochberg's Step-up Bonferroni p-value adjustment showed that (1) Spinosad spray and pour-on treatments reduced B. bovis counts significantly for the first 5 weeks compared with the untreated control group (P ≤ 0.0163); (2) Spinosad spray and pour-on treatments reduced L. vituli counts significantly for at least 7 treatment weeks compared with the untreated control group (P ≤ 0.0142); (3) Spinosad spray and pour-on treatments did not reduce S. capillatus counts significantly in this study. [1] A = Spinosad 400 ppm spray, B = Spinosad 2 mg/kg pour-on, C = CoRal 5.8% spray, D = Cylence 1% pour-on, E = Untreated control. A vs E 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 B vs E 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 C vs E 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 D vs E 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
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