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Abstract
In correspondence analysis and related methods one encounters eigenvalues which lie in
the [0, 1] interval. This short note points out that a result on the eigenvalues of a product of
symmetric matrices offers a natural proof of this property.
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1. Introduction
In correspondence analysis of a contingency table, we are interested by a matrix
whose eigenvalues are smaller than or equal to 1. In a recent paper, van de Velden
and Neudecker [5] make a review of several proofs of this property and suggest
a new proof. More specifically, Sections 3.4 and 3.5 of their paper are devoted to
general proofs. In Section 3.4 they provide a new proof using the norm of a matrix
while three other proofs are discussed in Section 3.5: a proof based on the Frobenius
theorem due to Gower and Hand [2], a proof of Puntanen and Styan [4] using a
row stochastic matrix and a proof of Graffelman [3] using Gers˘gorin’s theorem. In
this short paper, a complementary proof of the property is obtained by advanced
matrix algebra involving an inequality on the product of two symmetric matrices.
This inequality is used together with the relationship between a contingency table
and indicator matrices.
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2. Notation
For brevity’s sake, we adopt the notation of van de Velden and Neudecker [5].
Following Appendix A.2 of this reference, consider the contingency table
F = Z′1Z2 (1)
constructed from the indicator matrix Z = [Z1, Z2] and define the scaling matrices
Dr = Z′1Z1 (2)
and
Dc = Z′2Z2. (3)
If Zj is an n× pj matrix for j = 1, 2, then F is a p1 × p2 contingency matrix.
3. Formulation of the problem
We consider correspondence analysis of the contingency table F. The point of
interest is to prove that the eigenvalues of the matrix D−1c F ′D−1r F are smaller than
or equal to 1. From (1) it follows that this matrix has the same nontrivial eigenvalues
as
N = Z1D−1r Z′1Z2D−1c Z′2. (4)
Since we have to deal with the eigenvalues of a product of matrices, the result of the
following section may be appropriate.
4. Basic inequalities for the product of two symmetric matrices
Let λ1(M)  · · ·  λp(M) denote the eigenvalues of any p × p symmetric ma-
trix M. For any positive semi-definite matrix A and positive definite matrix B, An-
derson and Das Gupta [1] derive the following inequalities in their Corollary 2.2.1:
λp(B)λi(A)  λi(AB)  λi(A)λ1(B) (5)
for 1  i  p as a consequence of their Theorem 2.2.
It is worth noticing that it is necessary for Anderson and Das Gupta [1] to assume
B positive definite in order to prove their Theorem 2.2. However, inequalities (5) de-
rived from this theorem in their Corollary 2.2.1 hold clearly when B is only positive
semi-definite. This follows simply from a continuity argument for the eigenvalues of
a matrix. That is the reason why, in the next section, inequalities (5) will be used for
the product of two positive semi-definite matrices.
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5. Proof of the eigenvalue property
Define
A = Z1D−1r Z′1
and
B = Z2D−1c Z′2,
which are two positive semi-definite matrices of order n. Applying the right-hand
side of inequalities (5) to matrix relation (4), we get
λi(N)  λi(A)λ1(B). (6)
Now, from (2) and (3) we see that A has the same nonzero eigenvalues as the iden-
tity matrix of order p1 as well as B for the identity matrix of order p2. Therefore
λ1(B) = 1 and any nonzero eigenvalue of A satisfies λi(A) = 1. Hence, from (6) we
get λi(N)  1 for any nontrivial eigenvalue of N.
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