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CONVEXITY PROPERTIES OF DISCRETE SCHRÖDINGER EVOLUTIONS
AND HARDY’S UNCERTAINTY PRINCIPLE
AINGERU FERNÁNDEZ-BERTOLIN
Abstract. In this paper we give log-convexity properties for solutions to discrete Schrödinger
equations with different discrete versions of Gaussian decay at two different times. For free
evolutions, we use complex analysis arguments to derive these properties, while in a perturba-
tive setting we use a preliminar log-convexity result in order to get these properties. Then, by
proving a Carleman inequality we conclude, in one of the cases under study, a discrete version
of Hardy’s Uncertainty Principle.
1. Introduction
The aim of this paper is to show log-convexity properties for solutions to the free Schrödinger
equation
(1) ∂tuj = i∆duj = i
d∑
k=1
(uj+ek − 2uj + uj−ek),
and also for solutions to a perturbed discrete Schrödinger equation
(2) ∂tuj = i(∆duj + Vjuj),
when V is a time-dependent bounded potential.
Our motivation is the relation between log-convexity properties and Hardy’s uncertainty prin-
ciple (see [7, 22]),
(3) |f(x)| ≤ Ce−α|x|2 , |fˆ(ξ)| ≤ Ce−β|ξ|2 , with αβ > 1
4
⇒ f ≡ 0,
and in the case αβ = 14 then f(x) = Ce
−α|x|2 . This uncertainty principle can be understood as
an amplification of Heisenberg’s uncertainty principle
2
d
(∫
Rd
|xf(x)|2 dx
)1/2(∫
Rd
|∇f(x)|2 dx
)1/2
≥
∫
Rd
|f(x)|2 dx,
where the equality is attained if and only if f(x) = Ce−α|x|
2
for α > 0. Moreover, writing a
solution to the Schrödinger equation ∂tu = i∆u as
u(x, t) =
ei|x|
2/4t
(it)d/2
(
ei|·|
2/4tu0
)∧ ( x
2t
)
,
Hardy’s uncertainty principle can be written in terms of solutions to the Schrödinger equation
in a L2 setting (see [6]) as follows:
‖eα|x|2u(0)‖L2(Rd) + ‖eβ|x|
2
u(1)‖L2(Rd) < +∞, αβ >
1
16
⇒ u ≡ 0,
1
CONVEXITY PROPERTIES AND HARDY’S UNCERTAINTY PRINCIPLE 2
so this result states that a solution to the Schrödinger equation cannot decay too fast at two
different times simultaneously. The classical proof of this uncertainty principle is based on
complex analysis arguments (Phragmén-Lindelöf’s principle and Liouville’s theorem), but there
is a series of papers, [8–11] and [5], where the authors prove Hardy’s uncertainty principle in
this dynamical setting, considering solutions to perturbed Schrödinger equations and using real
variable arguments. One of the main tools they use is precisely a log-convexity result that
states that a solution to those equations with Gaussian decay at two different times preserves
the Gaussian decay at any time in between. This process to prove Hardy’s principle using
real calculus starts in [9] with a non-sharp result combining the log-convexity property with a
Carleman inequality, and then in [10] they use an iterative process to go from this preliminar
result to the sharp result.
In the discrete setting, we studied in a previous paper, [12], a version of Heisenberg’s principle
(see also [2,4,14] for more references to this uncertainty principle) generated by the discretization
of the position and momentum operators
(4) Shuj = jhuj = (j1h, . . . , jdh)uk, Ahuj =
(
uj+e1 − uj−e1
2h
, . . . ,
uj+ed − uj−ed
2h
)
,
where j ∈ Zd, ek = (0, . . . , 0,
k︷︸︸︷
1 , 0, . . . , 0), for k = 1, . . . , d, and related it to the discrete
Schrödinger equation (1) via a Virial identity. In this case, the minimizer ω (the analogous of
the Gaussian function) is given in terms of modified Bessel functions of the first kind
Im(x) =
1
π
∫ π
0
ez cos θ cos(mθ) dθ, m ∈ Z, ω = (ωj)j∈Zd =
(
ChλIj
(
1
2λh2
))
j∈Zd
.
Moreover, in the paper we saw how we can recover the Gaussian eλ|x|
2
from the minimizer ω
as the mesh step tends to zero.
On the other hand, using complex analysis arguments, we gave in [13] a discrete version of
Hardy’s principle in one dimension, similar to (3), that can be written in terms of solutions to
the discrete free Schrödinger equation as in the classical case,
(5) |uj(0)| ≤ Ij(α), |uj(1)| ≤ Ij(β), α+ β < 2⇒ u ≡ 0.
It is natural to think then that we should be able to prove this result following the approach
in [9], so the first thing we need to understand is the analogous version of the log-convexity
property stated in [9]. Notice that in the discrete setting we can give many discrete versions of
Gaussian decay. Looking at (5), the first interpretation to play the role of eλ|x|
2
one can think of
is the inverse of the minimizer ω. However, we can understand the function eλ|x|
2
as the solution
to the adjoint equation of ∇f + 2λxf = 0, the equation satisfied by the Gaussian. If we do the
same using the operators (4), it is easy to check that now the weight is given in terms of modified
Bessel functions of the second kind
Km(x) =
∫ ∞
0
e−x cosh t cosh(mt) dt.
On the other hand, we can simplify more the discrete interpretation of Gaussian decay, just
using the weight function eλ|j|
2
.
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Here we give two different methods in order to prove that solutions to the discrete Schrödinger
equation with those discrete versions of Gaussian decay satisfy a log-convexity property. Formally
we see that the log-convexity holds, but trying to justify these formal calculations is where we use
different methods. First, by relating the discrete solution to a periodic function via Fourier series
we can use complex analysis arguments in order to justify everything. However, this method is
only useful when considering solutions to the free case (1). On the other hand, for solutions to (2)
we can give a preliminar log-convexity property, in the spirit of [16], using a linear exponential
weight, which, by a simple fact, allows us to prove the log-convexity properties we want in the
perturbative setting. The advantage of using the first method is that proving the log-convexity
directly we can get some a priori estimates. These estimates were crucial in the continuous case,
although in the discrete setting this does not seem to happen.
Once we have the log-convexity properties for the different weights, since we want to follow the
approach in [9], we need a Carleman inequality in order to prove Hardy’s uncertainty principle.
Using modified Bessel functions, it is not clear how we should take the frequency function, but
in this paper we prove that there is a Carleman inequality associated to eλ|j|
2
for the discrete
Schrödinger equation, analogous to the inequality in [9], that can be used to prove a non-sharp
discrete version of Hardy’s uncertainty principle. Hence, we give a discrete uncertainty principle
whose proof looks like the proof in the continuous case.
Preparing this manuscript, we learned about a recent and independent result in this direction
[15]. There, the authors also prove a sharp analog of Hardy’s uncertainty principle in the discrete
setting, in terms of solutions to the 1d discrete free Schrödinger equation by using complex
analysis arguments. To avoid the use of complex analysis, and to add a potential to the equation,
they adapt the log-convexity approach in [9], getting also a non-sharp result in this case. Their
result improves our version of Hardy’s principle (Theorem 4.1 below), when we focus on the one
dimensional case, although the proofs of the results are rather different, since here we follow
more closely the approach in [9].
The paper is organized as follows: In Section 2 we give log-convexity properties using the
weights discussed above for discrete free Schrödinger evolutions, so, in order to justify the formal
calculations, we use tools of complex analysis. Then, in Section 3, we add a potential and prove a
result using a linear exponential weight, concluding from this result the log-convexity properties
of Section 2, now in a perturbative setting. Finally, in Section 4 we prove the discrete version of
Hardy’s principle by means of a Carleman inequality.
In our previous papers, we study the discrete Schrödinger equation with the mesh step h,
so that when h tends to zero the solution to the discrete equation converges to the solution to
the continuous equation. Here, since we are not going to study convergence of the results when
h tends to zero, we fixed, just for simplicity, h = 1, although all the results can be written
introducing this parameter.
2. Log-convexity properties of discrete free Schrödinger evolutions
To begin with, we consider that the solution to (1) decays when we multiply it by the inverse
of the discrete minimizer in [12]. Then we have the following result:
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Theorem 2.1. Assume u = (uj)j∈Zd is a solution to the d-dimensional free Schrödinger equation
(1) which satisfies ∑
j∈Zd
1
ω2j
|uj(0)|2 +
∑
j∈Zd
1
ω2j
|uj(1)|2 < +∞,
where ωj = Cd,λ
∏d
k=1 Ijk(1/2λ) for some λ > 0. Then
F (t) =
∑
j∈Zd
1
ω2j
|uj(t)|2 is logarithmically convex in 0 ≤ t ≤ 1.
In order to prove that F (t) is log-convex in the interval [0, 1], we want to use the following
lemma (see [9]).
Lemma 2.1. Assume that f(t) satisfies ∂tf = Sf +Af , where S is a symmetric operator and
A is a skew-symmetric operator (both independent of t). If [S,A] ≥ 0, then H(t) = 〈f, f〉 is
logaritmically convex.
Proof of Theorem 2.1. Formally, we set fj(t) =
uj(t)
ωj
and it is easy to check that ∂tfj = Sfj+Afj
where
Sgj = i
2
d∑
k=1
((
ω˜jk+1
ω˜jk
− ω˜jk
ω˜jk+1
)
gj+ek +
(
ω˜jk−1
ω˜jk
− ω˜jk
ω˜jk−1
)
gj−ek
)
,
Agj = i
2
d∑
k=1
((
ω˜jk+1
ω˜jk
+
ω˜jk
ω˜jk+1
)
gj+ek − 4gj +
(
ω˜jk−1
ω˜jk
+
ω˜jk
ω˜jk−1
)
gj−ek
)
,
where we define, for n ∈ Z, ω˜n = In(1/2λ). Hence, since F (t) = 〈f, f〉, in order to use the lemma
we need to show that [S,A] = SA −AS ≥ 0.
The commutator of these operators is given by
(SA −AS)gj =1
2
d∑
k=1
((
ω˜jk ω˜jk+2
ω˜2jk+1
− ω˜
2
jk+1
ω˜jk ω˜jk+2
)
gj+2ek +
(
ω˜jk ω˜jk−2
ω˜2jk−1
− ω˜
2
jk−1
ω˜jk ω˜jk−2
)
gj−2ek
)
+
d∑
k=1
(
8j2kλ
2ω˜4jk
ω˜2jk+1ω˜
2
jk−1
− 8j2kλ2 −
ω˜jk−1ω˜jk+1
ω˜2jk
+
ω˜2jk
ω˜jk−1ω˜jk+1
)
gj .
Thus, the expression we want to be positive is 〈[S,A]g, g〉, which after some calculations is
∑
j∈Zd
d∑
k=1
(
ω˜2jk
2ω˜jk+1ω˜jk−1
− ω˜jk−1ω˜jk+1
2ω˜2jk
)
|gj+ek − gj−ek |2
+
∑
j∈Zd
d∑
k=1
(
8j2kλ
2ω˜4jk
ω˜2jk+1ω˜
2
jk−1
− 8j2kλ2 +
ω˜2jk
ω˜jk−1ω˜jk+1
− ω˜jk−1ω˜jk+1
ω˜2jk
− ω˜
2
jk−1
2ω˜jk−2ω˜jk
+
ω˜jk−2ω˜jk
2ω˜2jk−1
− ω˜
2
jk+1
2ω˜jk ω˜jk+2
+
ω˜jk+2ω˜jk
2ω˜2jk+1
)
|gj |2.
Notice that for each k, the expressions that appear multiplying |gj+ek − gj−ek |2 and |gj|2 are
exactly the same, so once we prove that this is positive in one dimension, it is straightforward
to prove it in the general case, so we restrict ourselves to the one dimensional version of the
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commutator. The first sum is positive by Amos inequality, [1, p. 269] or [23, (1.9)]: I2j (x) −
Ij+1(x)Ij−1(x) > 0 for x > 0 and j ≥ −1. Notice that since j is an integer, I−j(x) = Ij(x).
Hence, it remains to prove that the second sum is positive when j ∈ N ∪ {0}. To simplify, we
will consider x = 12λ and divide the expression of the second sum by 4λ
2. That implies that if
we are able to prove the following property for modified Bessel functions:
(6)
2j2I4j (x)
I2j+1(x)I
2
j−1(x)
− 2j2 + x2
(
I2j (x)
Ij−1(x)Ij+1(x)
− Ij+1(x)Ij−1(x)
I2j (x)
+
Ij+2(x)Ij(x)
2I2j+1(x)
− I
2
j+1(x)
2Ij(x)Ij+2(x)
+
Ij(x)Ij−2(x)
2I2j−1(x)
− I
2
j−1(x)
2Ij−2(x)Ij(x)
)
> 0,
for j ∈ N ∪ 0 and x > 0, then the convexity will hold.
Since f(x) = x1/2Ij(x) satisfies the equation
f ′′(x)− j
2 − 1/4
x2
f(x)− f(x) = 0,
we see two behaviors, when x is large enough and x is small enough (with respect to j). Note
that in the case of the Bessel function of the first kind Jj(x) there is a cancellation term in the
equation that gives another behavior.
These behaviors are given by the asymptotics (first for x small enough, then for x large
enough)
Ij(x) ∼ (x/2)
j
j!
,
Ij(x) ∼ e
x
√
2πx
(
1− 4j
2 − 1
8x
+
(4j2 − 1)(4j2 − 9)
2!(8x)2
− (4j
2 − 1)(4j2 − 9)(4j2 − 25)
3!(8x)3
)
.
Therefore, when x is small enough (with respect to j)
(6) ∼ 2(2j + 1)− x2 2j + 1
(j − 1)j(j + 1)(j + 2) ≥
(2j + 1)(2j3 + 4j2 − 3j − 4)
(j − 1)(j + 1)(j + 2) ≥ 0,
if j ≥ 2. The cases j = 0, 1 follow a similar argument but the calculations are slightly different.
On the other hand, if x is large enough the best way to treat (6) is writing it in the form of a
quotient of two expressions involving modified Bessel functions. In the denominator we will have
a product of modified Bessel functions (which are positive functions). Moreover, since the degree
in both numerator and denominator is the same, we can avoid the term e
x√
2πx
in the asymptotic
expansion.
If we make all the calculations, and only consider the leading term in the expression, we see
that it behaves like
2 + 8j2
x3
≥ 0.
Thus, heuristically we have seen that it makes sense to think that (6) is positive.
To give a rigorous proof of this, we will use rational bounds for modified Bessel functions in
order to reduce the positivity of our expression to the positivity of a quotient of two polynomials.
We will need to treat separately three different cases. For the sake of readability, we avoid the
calculations here because of the large numbers involved, since the degree of the polynomials
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involved is quite high. In order to manage all these computations, we use Mathematica as a
useful tool to substitute coefficients of the polynomials according to the regions we are studying
in each case.
First case: j ≥ 17, 0 < x ≤ j3/2. In this region we use the following Turánian estimate,
which is an immediate consequence of [3, Theorem 1]:
j + 1/2
(j + 1)
√
x2 + (j + 1/2)2
I2j (x) < I
2
j (x) − Ij−1(x)Ij+1(x) <
1
x+ 2
I2j (x).
Using these bounds, after some computations we see that the positivity of (6) depends on the
positivity of an expression of the following kind,
(1 + 2j)p(j, x)− (1 + j)
√
1 + 4j + 4j2 + 4x2q(j, x),
where p and q are polynomials of positive coefficients whose degrees, as polynomials in x, are 6
and 5 respectively. Writing the difference (1+2j)2p2(j, x)− (1+ j)2(1+4j+4j2+4x2)q2(j, x) as
a polynomial in x (of degree 12) whose coefficients are polynomials in j, we see that in this region
(6) is positive. Indeed, we look at the sign of the coefficient of highest degree in x, and when it
is negative we use x2 ≤ j3 to reduce the degree of the polynomial. Iterating this argument when
necessary we see that the polynomial is positive.
Second case: 0 ≤ j ≤ 17, x > 0. Now we use the rational bounds in [17, Theorem 2 and
Theorem 3] to treat this case. There, the author gives a method to generate upper and lower
bounds for the ratio
Ij+1(x)
Ij(x)
based on the completely monotonicity of the function x−je−jIj(x).
More precisely, he proves that there are rational polynomials such that
(7) Lj,k,m(x) <
Ij+1(x)
Ij(x)
< Uj,k,m(x),
giving also a method to compute these polynomials L and U . Now, setting k = 5 and m = 0,
we get a rational bound for (6). We can easily check that the denominator of the quotient is
positive, and, for j ≤ 17, all the coefficients of the polynomial that appears in the numerator (of
degree 39 in x) of the quotient are positive, so (6) is positive in this case.
Third case: j ≥ 17, x ≥ j3/2. Here we use again (7), with k = 5, m = 0. As we have pointed
out in the second case, the denominator of the rational bound is positive, but now when j is
large some negative coefficients appear in the numerator. Again, the way to prove the positivity
is to collect the coefficients in x powers and look at the sign of the coefficient of highest degree
in x. Now the coefficient is positive if j ≥ 17, and using x2 ≥ j3 we reduce the degree of the
polynomial and start again this process.
Hence, the separate study of (6) in these three cases gives us the positivity of the commutator
and by Lemma 2.1 we get the log-convexity of F (t), formally. If we can justify this formal
argument, then the theorem holds.
In order to justify all the calculations, what we want to check is that
Fα(t) =
∞∑
j=−∞
|uj(t)|2
I2j (α)
is well defined for t ∈ (0, 1), provided that Fα(0) + Fα(1) < +∞ and α > 0. Once we prove
this, we conclude that the formal calculations are valid and then we have that the log-convexity
holds.
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As a first step, we prove a weaker result that says that a solution bounded at two times by the
modified Bessel function is still bounded at any time between them. Then, from this ℓ∞ result
we get the ℓ2 result we want.
Proposition 2.1. Assume that u = (uj)j is a solution to (1) when d = 1 such that
|uj(0)|+ |uj(1)| ≤ CIj(α), ∀j ∈ Z,
for some α > 0. Then there is C > 0 such that, for t ∈ (0, 1), |uj(t)| ≤ C
(
1
t +
1
1−t
)
Ij(α)√
|j| .
Proof of Proposition 2.1. We consider that uj(t) = fˆ(j, t) for a 2π-periodic function f . The
evolution of f(x, t) is given by
f(x, t) = e2it(cos x−1)f(x, 0) = e2i(t−1)(cos x−1)f(x, 1).
Moreover, since |fˆ(j, 0)| ≤ CIj(α), we have that f(x, 0) is extended to an entire and 2π-
periodic function
f(z, 0) =
∞∑
j=−∞
fˆ(j, 0)eijz , z = x+ iy,
so f(x, t) inherits these properties for all time. Furthermore, using that
∞∑
j=−∞
Ij(α)e
−jy = eα cosh y,
we conclude that |f(z, 0)|+ |f(z, 1)| ≤ Ceα cosh y for all z = x+ iy. Hence
|f(x− iy, t)| ≤
{
Ce−2t sin x sinh y+α cosh y,
Ce−2(t−1) sin x sinh y+α cosh y.
Since we want something that behaves better than eα cosh y, we are going to use, for y ≥ 0,
the first line when sinx is positive, that is, when x ∈ [0, π]. On the other hand the second line
will be useful when sinx is negative, that is, when x ∈ [−π, 0].
We have to distinguish between j positive and j negative, although the procedure we follow
is the same. The quantity we have to look at is
fˆ(j, t) =
∫ π
−π
f(x, t)e−ijx dx,
and we have to see that this quantity is controlled by Ij(α). For j positive, we integrate the
function over the contour described in Figure 1, observing that the integral over the vertical lines
vanishes due to the periodicity. Thus we see that, thanks to Cauchy’s theorem
fˆ(j, t) =
∫ π
−π
f(x− iy, t)e−ij(x−iy) dx, ∀y > 0.
Now we split up the integral in order to use the bounds for |f(x− iy, t)|. Thus,
|fˆ(j, t)| ≤ Ceα cosh y−jy
(∫ 0
−π
e−2(t−1) sinh y sin x dx+
∫ π
0
e−2t sinh y sin x dx
)
.
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−π2 − θ − iy
−π2 − θ
3π
2 − θ − iy
3π
2 − θ
Figure 1. Contour integration
We can write each integral as a difference between a modified Bessel function of the first kind
and a modified Struve function, both of order zero, having that
|fˆ(j, t)| ≤ Ceα cosh y−jyπ(I0(2(1− t) sinh y)− L0(2(1− t) sinh y) + I0(2t sinh y)− L0(2t sinh y)).
Following the theory in [24, §10.42], we see that
π(I0(s)− L0(s)) = 2
s
+R, where |R| ≤ 16
s3
.
Hence, using this expression we obtain that for y large enough,
|fˆ(j, t)| ≤ Ceα cosh y−jy
(
3
2(1− t) sinh y +
3
2t sinh y
)
≤ Ct e
α cosh y−jy
2 sinh y
.
On the other hand, from [19, Ch. 10, §7], we have
(8)
∣∣∣∣
√
2πj(1 + α2/j2)1/4Ij(α)
ej
√
1+α2/j2−j arcsinh(j/α)
− 1
∣∣∣∣ ≤ 35j ,
so, for j large enough we have
Ij(α) ≥ e
j
√
1+α2/j2−j arcsinh(j/α)
2
√
2πj(1 + α2/j2)1/4
.
Thus, if we set y = arcsinh(j/α) (that tends to infinity when j tends to infinity), we have that
for j large enough,
|fˆ(j, t)| ≤ Ct e
α
√
1+j2/α2−j arcsinh(j/α)
2j/α
= Ct
ej
√
1+α2/j2−j arcsinh(j/α)
2j/α
≤ Ct,α Ij(α)√
j
,
since
√
j and
√
j(1 + 1/j2)1/4 behave in the same way as j grows. If j is negative, we use the
same argument but instead of integrating the function f(x− iy, t) we integrate f(x+ iy, t) over
a similar contour and then we take y = arcsinh(|j|/α). 
Since 1j is not a summable function, we cannot use this proposition directly to justify these
calculations. Nevertheless, we have that this implies that
Fα+ǫ(t) =
∞∑
j=−∞
|uj(t)|2
I2j (α+ ǫ)
≤ C
∞∑
j=−∞
I2j (α)
I2j (α+ ǫ)
< +∞.
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That the last sum is finite can be seen using the bounds in [20, (4)], and the same can be
done for the time derivatives of Fα+ǫ. Hence we have that for Fα+ǫ the formal calculations are
correct, so it is a log-convex function for all ǫ > 0. Notice that since the constant in Proposition
2.1 blows up at t = 0 and t = 1, first we prove the log-convexity of Fα+ǫ in an interval of the
form [t0, t1] ⊂ (0, 1) and then, by using the convolution expression for the solution,
uj(t) = e
−2it
∞∑
m=−∞
um(0)Ik−m(2it) = e−2i(t−1)
∞∑
m=−∞
um(1)Ik−m
(
2i(t− 1)),
we can let t0 tend to 0 and t1 tend to 1 to conclude the log-convexity in [0, 1] In other words, we
have that
∞∑
j=−∞
|uj(t)|2
I2j (α+ ǫ)
≤

 ∞∑
j=−∞
|uj(0)|2
I2j (α+ ǫ)

1−t

 ∞∑
j=−∞
|uj(1)|2
I2j (α+ ǫ)

t
≤

 ∞∑
j=−∞
|uj(0)|2
I2j (α)

1−t

 ∞∑
j=−∞
|uj(1)|2
I2j (α)

t .
Finally, by Fatou’s lemma,
∞∑
j=−∞
|uj(t)|
I2j (α)
≤ lim
ǫ→0
∞∑
j=−∞
|uj(t)|2
I2j (α+ ǫ)
≤

 ∞∑
j=−∞
|uj(0)|2
I2j (α)

1−t

 ∞∑
j=−∞
|uj(1)|2
I2j (α)

t ,
so the theorem holds. The same method can be used to justify the formal calculations in the
general d-dimensional case. 
Now, as we have pointed out in the introduction, we have other interpretations of Gaussian
decay, so let us consider the solution to the adjoint equation that solves the modified Bessel
function Ij(x),
λjkzj − (zj+ek − zj−ek) = 0, j ∈ Zd.
It is a simple computation to check that now the weight is given in terms of modified Bessel
functions of the second kind Kj(x). Using this weight, we have the following result:
Theorem 2.2. Assume u = (uj)j∈Zd is a solution to (1) which satisfies
(9)
∑
j∈Zd
z2j |uj(0)|2 +
∑
j∈Zd
z2j |uj(1)|2 < +∞,
where zj = Cd,λ
∏d
k=1 Kjk(1/2λ) for some λ > 0. Then
H(t) =
∑
j∈Zd
z2j |uj(t)|2 is logarithmically convex.
As before, we are going to prove the log-convexity formally. In order to justify the calculations,
we can argue in the same fashion as in Theorem 2.1, now proving the following one dimensional
result (whose proof is based on the same arguments that we have used to prove Proposition 2.1):
Proposition 2.2. Assume that a solution to the 1d discrete Schrödinger equation (1) satisfies,
∀j ∈ Z, Kj(α)(|uj(0)|+ |uj(1)|) < C, for some C > 0 and α > 0. Then, for t ∈ (0, 1) we have
Kj(α)|uj(t)| ≤ Cα
(
1
t
+
1
1− t
)
1√
|j| , if j is large enough.
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Proof of Theorem 2.2. Again, we set fj = zjuj and carry out all the process to compute [S,A]
in this case. We define z˜n = Kn(1/2λ) for n ∈ Z, noticing that in the previous theorem we have
done this for the inverse of z˜j . Then in this case we have
〈[S,A] g, g〉 =
∑
j∈Zd
d∑
k=1
(
z˜jk+1z˜jk−1
2z˜2jk
− z˜
2
jk
2z˜jk+1z˜jk−1
)
|gj+ek − gj−ek |2
+
∑
j∈Zd
d∑
k=1
(
z˜2jk+1 + z˜
2
jk−1
2z˜2jk
− z˜
2
jk
2z˜2jk−1
− z˜
2
jk
2z˜2jk+1
+
z˜2jk+1
2z˜jk z˜jk+2
− z˜jk+2z˜jk
2z˜2jk+1
+
z˜2jk−1
2z˜jk z˜jk−2
− z˜jk−2z˜jk
2z˜2jk−1
)
|gj|2.
As before, we only need to prove that the commutator is positive in one dimension. The first
sum is positive due to the symmetry K−j(x) = Kj(x) for j ∈ N and the inequality K2j (x) <
Kj−1(x)Kj+1(x), valid for j ≥ 0 and x > 0.
On the other hand, the positivity of the coefficients in the second sum is not straightforward.
For simplicity, we define Λj(x) as the j-th coefficient in the second sum,
Λj(x) =
K2j+1(x) +K
2
j−1(x)
2K2j (x)
− K
2
j (x)
2K2j−1(x)
− K
2
j (x)
2K2j+1(x)
+
K2j+1(x)
2Kj(x)Kj+2(x)
− Kj+2(x)Kj(x)
2K2j+1(x)
+
K2j−1(x)
2Kj(x)Kj−2(x)
− Kj−2(x)Kj(x)
2K2j−1(x)
,
and we need to prove that Λj(x) > 0 for j ∈ N ∪ 0 and x > 0 . We start proving separately the
cases j = 0, 1 and then we study the case j ≥ 2.
To prove that Λ0(x) ≥ 0 we see that this is equivalent to prove that K
4
1 (x)
K3
0
(x)K2(x)
> 1, which is
a consequence of the estimates given in [3, Theorem 2].
If j = 1, we consider two cases 0 < x ≤ 1.1 and x ≥ 1.1. In the first case we use different
estimates for each term in Λ1(x)
K2(x)
K1(x)
> 1 +
3
2x
,
K22 (x)
K1(x)K3(x)
>
1
1 + 1x
,
K0(x)
K1(x)
>
x
1
2 +
√
x2 + 14
.
The first estimate comes from the differentiation of the function exK0(x), which is a completely
monotonic function according to [18, Theorem 5] and the third estimate was proved in [21,
Theorem 1]. As a result, we obtain that Λ1(x) is positive if p(x)−
√
1 + 4x2q(x) is positive, where
p and q are polynomials of degree 6 and 5 in x respectively. As we have done in the previous
result for the modified Bessel functions Ij(x), studying the sign of p
2(x)− (1 + 4x2)q(x)2, which
is a polynomial of degree 11, we obtain the positivity in the first region.
In the second region, we consider the following estimates,
K2(x)
K1(x)
>
8 + 8x
8− 4x + 3x2
,
K2(x)
K3(x)
>
8 + 8x
8 + 28x +
35
x2
,
K20 (x)
K21 (x)
>
1
1 + 1x +
1
4x3
.
In this case we use the completely monotonicity of exK1(x) to prove the first and second
estimate. The third is given in [3, Theorem 2]. Again, this gives a rational bound for Λ1(x) and
it is easy to see that both numerator and denominator are positive if x ≥ 1.1. In the case of
the denominator, it can be written as a product of positive polynomials. For the numerator, we
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obtain a polynomial of degree 11 with some negative coefficients, but using x ≥ 1.1 they can be
hidden in the positive coefficients.
If j ≥ 2 we use the recurrence of modified Bessel functions of the second kind
Kj+1(x)−Kj−1(x) = 2 j
x
Kj(x)
to rewrite Λj(x) as
x2Λj(x) =2j
2 − 2j
2K4j (x)
K2j−1(x)K
2
j+1(x)
+ x2
(
Kj+1(x)Kj−1(x)
K2j (x)
− K
2
j (x)
Kj+1(x)Kj−1(x)
+
K2j−1(x)
2Kj(x)Kj−2(x)
− Kj(x)Kj−2(x)
2K2j−1(x)
+
K2j+1(x)
2Kj(x)Kj+2(x)
− Kj(x)Kj+2(x)
2K2j+1(x)
)
.
As we have done in the case j = 1, we split up x > 0 in two regions.
First, if x ≥ 3j2 , we use the following estimate, given in [3, Theorem 2]:
1
1 + 1x
≤ K
2
v (x)
Kv−1Kv+1
≤ 1
1 + 1x −
v2− 1
4
x3
, for v > 1/2.
After using these estimates, we obtain that the positivity of Λj depends on the positivity of
a polynomial of degree 7 in the variable x. Studying the sign of the coefficient of highest degree
(which is going to be positive) and using x ≥ 3j/2 to reduce the degree of the polynomial, we
obtain that in this region Λj(x) ≥ 0 after some iterations of this argument. Finally, if 0 < x ≤ 3j2 ,
we change the upper bound, using [21, Corollary 1],
1
1 + 1x
≤ K
2
v(x)
Kv−1Kv+1
≤ 1
1 + 1
v− 1
2
+
√
x2+(v− 1
2
)2
, for v > 1/2.
Now the positivity of Λj depends on the positivity of an expression of the kind pj(x) +√
1− 4j + 4j2 + 4x2qj(x), where pj and qj are again polynomials of degree 5 and 4 in x. On the
one hand, using the same strategy as before, we can see that pj and qj are positive polynomials
if j ≥ 2, 0 < x ≤ j. When x ≥ j we compute the difference p2j − (1 − 4j + 4j2 + 4x2)q2j , which
is a polynomial of degree 9 in x, and we see that this difference is positive (in order to use the
same argument as before, we have to distinguish j ≤ x ≤ 4j/3 and 4j/3 ≤ x ≤ 3j/2). Thus,
there is no change of sign in pj(x) +
√
1− 4j + 4j2 + 4x2qj(x) and this implies that Λj(x) ≥ 0
as we want.
This completes the proof of Λj(x) ≥ 0, ∀j ∈ N ∪ 0, x > 0, and therefore we have that
the commutator of the operators S and A is positive, giving as a result the log-convexity of the
desired quantity provided that all the quantities involved are finite, by using Proposition 2.2. 
We can simplify more the discrete interpretation of the Gaussian decay, and use the weight
function eλ|j|
2
, having the following result:
Theorem 2.3. Assume u = (uj)j∈Zd is a solution to the equation (1) which satisfies
(10)
∑
j∈Zd
e2λ|j|
2 |uj(0)|2 +
∑
j∈Zd
e2λ|j|
2 |uj(1)|2 < +∞,
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for some λ > 0. Then
G(t) =
∑
j∈Zd
e2λ|j|
2 |uj(t)|2 is logarithmically convex.
Proof. Formally, we consider fj = e
λ|j|2uj and compute the operators S and A so that we can
apply Lemma 2.1. In this case
(11)
〈[S,A]f, f〉 = sinh(2λ)
∑
j∈Zd
d∑
k=1
|fj+ek − fj−ek |2 + 2 sinh(2λ)
∑
j∈Zd
d∑
k=1
(
cosh(4λjk)− 1
)|fj |2 ≥ 0.
In order to justify the formal calculations we need again an ℓ∞ result in one dimension
analogous to Proposition 2.1 and Proposition 2.2:
Proposition 2.3. Assume that a solution to the discrete Schrödinger equation satisfies, ∀j ∈
Z, |uj(0)| + |uj(1)| < Ce−αj2 , for some C > 0 and α > 0. Then, for t ∈ (0, 1) we have
|uj(t)| ≤ C1e−αj2 for all j ∈ Z, with C1 not depending on t.
Remark 2.1. When considering modified Bessel functions, the constant blows up at time t = 0
and t = 1, and this is why first we have to prove the log-convexity in [t0, t1] ⊂ (0, 1) and then
study what happens if t0 tends to 0 and t1 tends to 1. In this case, the constant is independent
of t and we can avoid this step in the justification.
Proof of Proposition 2.3. Consider that uj(t) = fˆ(j, t). As in Proposition 2.1, thanks to the
decay conditions we can extend f(x, 0) and f(x, 1) as entire functions and they are 2π−periodic.
This means that at time t, f(z, t) is 2π−periodic and entire, and we recall that it is given by
(12) f(z.t) = f(x+ iy, t) =
{
e2it(cosx cosh y−i sin x sinh y−1)f(z, 0),
e2i(t−1)(cosx cosh y−i sin x sinh y−1)f(z, 1).
Moreover, using Poisson’s summation formula
|f(z, 0)| ≤
∞∑
j=−∞
|uj(0)|e−jy ≤ ey
2/4α
∞∑
j=−∞
e−α(j+y/2α)
2 ≤ Cαey
2/4α,
having the same estimate for |f(z, 1)|. Now, if y ≥ 0 we can write f(z, t) using the first and the
second line in (12) in order to have that |f(z, t)| ≤ Cαey2/(4a). Then, by Cauchy’s theorem, if
j ≤ 0, we have for all y > 0 that,
uj(t) =
∫ π
−π
f(x+ iy, t)e−ij(x+iy) dx⇒ |uj(t)| ≤ Cαejy+y
2/4α.
Finally, we set y = −2αj, so |uj(t)| ≤ Cαe−2αj2+4α2j2/4α = Cαe−αj2 . If j ≥ 0 we can argue
in the same fashion, changing the contour of integration. 
This proposition proves that under the hypotheses, the formal calculations are valid forGλ−ǫ =∑
j e
2(λ−ǫ)j2 |uj(t)|2, and by Fatou’s lemma we conclude the result. 
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In the three cases 〈[S,A]f, f〉 is written as the sum of two positive terms. We can use this
fact and [9, (2.22)] in order to give a-priori estimates for solutions to (1). For example, when
considering the weight eλ|j|
2
, just by getting rid of the first sum in (11) we have that
(13)
∫ 1
0
t(1− t)
∑
j∈Zd
d∑
k=1
(
cosh(4λjk)− 1
)
e2λ|j|
2 |uj(t)|2 dt ≤ c(G(1) +G(0)),
and in particular this implies that in the interior we have more decay for the solution. On the
other hand, using the formula
∑
j∈Zd
d∑
k=1
|fj+ek − fj−ek |2 +
∑
j∈Zd
d∑
k=1
(
cosh(4λjk)− 1
)|fj|2
= e2λ
∑
j∈Zd
d∑
k=1
e2λ|j|
2 |uj+ek(t)− uj−ek (t)|2 − 2(e4λ − 1)
∑
j∈Zd
d∑
k=1
cosh(4λjk)e
2λ|j|2 |uj(t)|2,
we also have the bound
(14)
∫ 1
0
t(1− t)
∑
j∈Zd
d∑
k=1
e2λ|j|
2 |uj+ek(t)− uj−ek |2 dt ≤ c(G(1) +G(0)).
In the continuous case, in order to conclude Hardy’s uncertainty principle, this estimate for
the gradient of the solution was crucial. However, here we can avoid the use of this estimate as
we will see in Section 4, although it should be useful if one wants to relate this discrete result to
the continuous one. Considering the modified Bessel functions, we can get similar estimates to
those explained here for eλ|j|
2
. Notice that in a ℓ∞ setting, Proposition 2.1 and Proposition 2.2
imply extra decay in the interior of [0, 1] for the solution as well.
3. Log-convexity properties for solutions to perturbed discrete Schrödinger
equations
When we introduce a potential in the discrete Schrödinger equation, we cannot use the method
we use in the previous Section in order to justify the calculations. However, we can first prove a
log-convexity property for solutions to (2) where V ≡ (Vj(t))j∈Zd is a time-dependent bounded
potential, and the solutions satisfy
(15)
∑
j∈Zd
e2j·λ
(|uj(0)|2 + |uj(1)|2) < +∞.
Lemma 3.1. Assume that u is a solution to (2) where V is a time-dependent bounded potential.
Then, for t ∈ [0, 1] and β ∈ R we have∑
j∈Zd
e2βj1 |uj(t)|2 ≤ eC‖V ‖∞
∑
j∈Zd
e2βj1
(|uj(0)|2 + |uj(1)|2),
where C is independent of β.
Remark 3.1. ‖V ‖∞ stands for supj∈Zd,t∈[0,1]{|Vj(t)|}.
Proof. We are going to assume, without loss of generality that β > 0. In order to give a rigorous
proof of the result, we are going to truncate properly, following the procedure in [16], the weight
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eβj1 so that all the quantities that we are going to compute later on are valid and finite. To do
this, we consider a function ϕ ∈ C∞(R) such that 0 ≤ ϕ ≤ 1 and
ϕ(x) =
{
1, x ≤ 1,
0, x ≥ 2.
Now, for N ∈ N we define ϕN (x) = ϕ ( xN ) and θN (s) = β ∫ s0 (ϕN (y))2dy, so θN ∈ C∞(R) is
non-decreasing and
θN (s) =
{
βs, s ≤ N,
cβ, s > 2N.
Moreover, we have that |(θN )′(s)| ≤ β and |(θN )′′(s)| ≤ 2βN . Finally, we discretize θN (s) by
considering its evaluation at Z. In other words, θNj1 = θ
N (j1), for j1 ∈ Z. Notice that θNj1 ↑ βj1
as N →∞. Now we take fj = eθ
N
j1uj(t) and compute the operators SN and AN , symmetric and
skew-symmetric respectively such that ∂tfj = SNfj +ANfj + iVjfj . We have that
〈[SN , AN ]fj, fj〉 = −2ℜ
∑
j∈Zd
sinh(θNj1+1 − 2θNj1 + θNj1−1)fj+e1fj−e1
+ 2
∑
j∈Zd
(
cosh(θNj1+1 − θNj1 ) sinh(θNj1+1 − θNj1 )− cosh(θNj1 − θNj1−1) sinh(θNj1 − θNj1−1)
)|fj |2,
and we want to bound this quantity from below. To do that, we define vN (x) = θ
N (x+1)−θN(x)
so that |θNj1+1 − 2θNj1 + θNj1−1| = |vN (j1) − vN (j1 − 1)| ≤ |v′N (ξ)| ≤ |(θN )′′(ξ1)| ≤ CβN and
sinh(θNj1+1 − 2θNj1 + θNj1−1) ≥ − sinh
(
Cβ
N
)
. On the other hand, the factor that appears in the
second sum is | cosh(vN (j1)) sinh(vN (j1))−cosh(vN (j1−1)) sinh(vN (j1−1)| ≤ cosh(2ξ)|vN (j1)−
vN (j1−1)| ≤ Cβ cosh(2β)N , since |ξ| ≤ max{|vN (j1−1)|, |vN(j1)|} ≤ β. Combining these estimates
we bound the commutator by
〈[SN , AN ]fj , fj〉 ≥ −
(
sinh
(
Cβ
N
)
+
Cβ
N
cosh(2β)
) ∑
j∈Zd
|fj |2.
Now we use the perturbative version of Lemma 2.1 (see [9]), taking into account that |∂tfj −
SNfj −ANfj | = |Vj ||fj | ≤ ‖V ‖∞|fj |. Thus,∑
j∈Zd
e2θ
N
j1 |uj(t)|2 ≤ eC(sinh(Cβ/N)+β cosh(2β)/N+‖V ‖∞)
∑
j∈Zd
e2θ
N
j1
(|uj(0)|2 + |uj(1)|2)
≤ eC(sinh(Cβ/N)+β cosh(2β)/N+‖V ‖∞)
∑
j∈Zd
e2βj1
(|uj(0)|2 + |uj(1)|2).
Using Fatou’s lemma, we conclude the result. 
Remark 3.2. Using the same method, it is straightforward to see now that, for λ ∈ Rd,
(16)
∑
j∈Zd
e2λ·j |uj(t)|2 ≤ eC‖V ‖∞
∑
j∈Zd
e2λ·j
(|uj(0)|2 + |uj(1)|2),
Once we have proved the lemma, it is quite easy to see that the log-convexity properties of
Theorem 2.1, 2.2 and 2.3 are also satisfied when we add the potential V to the equation. Notice
that this fact gives another proof of those theorems, just by setting the potential equal to 0,
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although in this way we lose the a priori estimates (13), (14). Let us see how we can do this in
the case of Theorem 2.2.
Theorem 3.1. Assume u = (uj)j∈Zd is a solution to the equation (2) where V is a time-
dependent bounded potential. Then, for α > 0 and t ∈ [0, 1],
∑
j∈Zd
d∏
k=1
K2jk(α)|uj(t)|2 ≤ ec‖V ‖∞
∑
j∈Zd
d∏
k=1
K2jk(α)
(|uj(0)|2 + |uj(1)|2),
provided that the right-hand side is finite.
Proof. When the right-hand side is finite, we have that
∑
j e
(λ1+λ2)·j(|uj(0)|2+ |uj(1)|2) is finite
∀ λ1, λ2 ∈ Rd, so applying (16) we have∑
j∈Zd
e(λ1+λ2)·j|uj(t)|2 ≤ ec‖V ‖∞
∑
j∈Zd
e(λ1+λ2)·j
(|uj(0)|2 + |uj(1)|2),
having that (λ1+λ2)·j =
∑
k(λ1,k+λ2,k)·jk. If we multiply this expression by e−α
∑
k
(coshλ1,k+coshλ2,k)
and integrate it in (λ1, λ2) ∈ R2d, the theorem holds using that∫
R
eλj−α coshλ dλ = cKj(α).

In order to prove the same log-convexity properties for the other weights we can do the same,
now using that
√
2πe2αj
2
=
∫
R
e2
√
αλj−λ2/2 dλ,
while, in order to get the inverse of the modified Bessel function we do not have an explicit
formula, but it can be checked that multiplying the linear exponential by a similar function that
we have used in the proof of Theorem 3.1 we get that the integral behaves asymptotically in
the same way as the inverse of the modified Bessel function 1Ij(α) , whose asymptotic behavior is
described in (8).
4. Hardy’s uncertainty principle: Real variable approach
In this Section we are going to give a discrete version of Hardy’s principle. As we have pointed
out above, among the weights we have studied here we are going to follow the approach in [9]
considering the function eλ|j|
2
. In order to do that we need the following Carleman inequality:
Lemma 4.1. The inequality
R
√
ǫ
8µ
‖eµ|j+Rt(1−t)e1|2−(1+ǫ)R2t(1−t)/16µg‖L2([0,1],ℓ2(Zd))
≤ ‖eµ|j+Rt(1−t)e1|2−(1+ǫ)R2t(1−t)/16µ(∂t − i∆d)g‖L2([0,1],ℓ2(Zd)),
holds, for R large enough, when ǫ > 0, µ > 0 and g ∈ C∞0 (Zd × [0, 1]).
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Proof. Consider fj(t) = e
µ|j+Rt(1−t)e1|2−(1+ǫ)R2t(1−t)/16µgj(t). Then, we can compute the oper-
ators S and A symmetric and skew-symmetric respectively, such that
eµ|j+Rt(1−t)e1|
2−(1+ǫ)R2t(1−t)/16µ(∂t − i∆d)gj = ∂tfj − Sfj −Afj .
Then, since
‖∂tf − Sf −Af‖2L2([0,1],ℓ2(Zd)) ≥
∫ 1
0
〈Stf + [S,A]f, f〉dt,
what we need to prove is 〈Stf + [S,A]f, f〉 ≥ ǫR28µ ‖f‖ℓ2(Zd). After computing the commutator,
we see that
〈Stf + [S,A]f, f〉 = sinh(2µ)
∑
j∈Zd
|fj+e1 − fj−e1 |2 + 32µ3
∑
j∈Zd
(
j1 +Rt(1− t)− R
16µ2
)2
|fj|2
+ 2 sinh(2µ)
∑
j∈Zd
(
cosh(4µ(j1 +Rt(1− t))) − 1
)|fj |2 − 32µ3 ∑
j∈Zd
(
j1 +Rt(1− t)
)2|fj |2
+ 2µR2(1− 2t)2
∑
j∈Zd
|fj |2 + 8µR(1− 2t)
∑
j∈Zd
cosh(2µ(j1 + 1/2 +Rt(1− t)))ℑ(fj+e1fj)
sinh(2µ)
∑
j∈Zd
d∑
k=2
|fj+ek − fj−ek |2 + 2 sinh(2µ)
∑
j∈Zd
d∑
k=2
(
cosh(4µjk)− 1
)|fj |2 + ǫR2
8µ
∑
j∈Zd
|fj|2.
Thus, the commutator can be studied separately, according to the behavior in each variable
jk, and the lemma holds if we prove that the following expression, written conveniently in one
dimension,
(17)
32µ3
∑
j∈Zd
(
j +Rt(1− t)− R
16µ2
)2
|fj |2 + 2µR2(1 − 2t)2
∑
j
|fj |2
+ 2 sinh(2µ)
∑
j
(
cosh(4µ(j +Rt(1− t)))− 1)|fj |2 − 32µ3∑
j
(
j +Rt(1− t))2|fj |2
+ 8µR(1− 2t)
∑
j
cosh(2µ(j + 1/2 +Rt(1− t)))ℑ(fj+1fj)
is positive, since, going back to the expression for the commutator, this proves that the first
three lines are positive, while the first two terms in the last line is clearly positive. By symmetry,
the procedure will be the same if either t ∈ [0, 12 ] or t ∈ [ 12 , 1], so we assume t ≤ 12 . What we
are going to see is that when R is large, the leading terms in the expression for a general j make
the sum positive. We have to distinguish several regions and possibilities in order to give the
whole proof of the lemma. First, let us assume that t ≥ 12 − 116µ3/2 , µ > µ0, where µ0 is the
positive value such that cosh2(µ0) = 2 sinh(2µ0), having that µ0 ≃ 0.255413 . . . . In this case we
use 2ℑ(fj+1fj) ≥ −|fj+1|2 − |fj|2 to bound the expression by
32µ3
∑
j
(
j +Rt(1− t)− R
16µ2
)2
|fj|2 + 2µR2(1− 2t)2
∑
j
|fj|2
+ 4 sinh(2µ)
∑
j
(
cosh2(2µ(j +Rt(1− t)))− 1)|fj |2 − 32µ3∑
j
(
j +Rt(1− t))2|fj |2
− 8µ cosh(µ)R(1 − 2t)
∑
j
cosh(2µ(j +Rt(1− t)))|fj |2,
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so in this way we have an expression of the form F (µ,R, t, j)|fj|2, and we would like to have that
F is positive. If j is given such that cosh(2µ(j +Rt(1− t))) > coshµ
4µ1/2 sinh(2µ)
R, then, the leading
terms of F , when R is large, are
4 sinh(2µ) cosh2(2µ(j +Rt(1− t)))− 8µ cosh(µ)R(1− 2t) cosh(2µ(j +Rt(1− t)))
> cosh(2µ(j +Rt(1− t)))R
(
coshµ
µ1/2
− coshµ
µ1/2
)
= 0.
On the other hand, if j is given such that cosh(2µ(j +Rt(1− t))) < 1
8µ1/2 coshµ
R, then, since
this implies that j +Rt(1− t) is much less than R16µ2 , we see that the sign of F is determined by
R2
8µ
− 8µ cosh(µ)R(1− 2t) cosh(2µ(j +Rt(1− t))) > 0.
Hence, we have to consider now j such that cosh(2µ(j + Rt(1 − t))) = αR, with α between
the two values of the previous conditions. But in this case the leading terms in the expression
are written as
R2
(
1
8µ
+ 4 sinh(2µ)α2 − coshµ
µ1/2
α
)
,
and this is a polynomial of degree two in α, whose discriminant is negative since µ > µ0, so
there is no change of sign in the polynomial and it is positive. This completes the proof when
t ≥ 12 − 116µ3/2 and µ > µ0.
When t ≤ 12 − 116µ3/2 , µ > µ0, we use the same reasoning to show that if j is given such that
(18)
cosh(2µ(j+Rt(1−t))) < 16µ
2 + 1
64µ2 coshµ
R(1−2t), or cosh(2µ(j+Rt(1−t))) > 4µ coshµ
sinh(2µ)
R(1−2t),
then the expression F is positive for R large enough. On the other hand, when j is not in that
region, we cannot use the same argument as before, because now we can have negative terms.
However, we can define j0 and j
′
0 such that
• j0+Rt(1−t) is positive and for the first time cosh(2µ(j0+Rt(1−t))) ≥ 16µ
2+1
64µ2 coshµR(1−2t).
• j′0+Rt(1−t) is negative and for the first time cosh(2µ(j′0+Rt(1−t))) ≥ 16µ
2+1
64µ2 coshµR(1−2t).
We are going to see here that for j = j0 we can absorb the negative terms in (17). Furthermore,
we can use the same argument to prove the same for j = j0 + 1, j0 + 2, . . . until we go into the
region defined by (18). Actually, it is easy to check that j0 + 3 is in the region defined in (18).
Moreover, the proof for j = j′0, j
′
0 − 1, . . . is the same.
Since j0 − 1 is in (18) we have that the part of (17) involving fj0 that we need to study is
(19)(
32µ3
(
j0 +Rt(1− t)− R
16µ2
)2
+ 2µR2(1− 2t)2 − 32µ3(j0 +Rt(1− t))2
)
|fj0 |2
+
(
4 sinh(2µ)
(
cosh2(2µ(j0 +Rt(1− t)))− 1
)− 4µR(1− 2t) cosh(2µ(j0 − 1/2 +Rt(1− t)))) |fj0 |2
+ 8µR(1− 2t) cosh(2µ(j0 + 1/2 +Rt(1− t)))ℑ(fj0+1fj0)
+ 2 sinh(2µ)
(
cosh2(2µ(j0 + 1 +Rt(1− t))) − 1
)|fj0+1|2,
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where we add a part of (17) involving fj0+1 in order to gain an extra positive term. Now first
we see that if ℑ(fj0+1fj0) ≥ 0, then (19) is positive. Indeed, in this case we get rid of the last
two lines in (19), and considering that cosh(2µ(j0 + Rt(1 − t))) = αR(1 − 2t) we can write the
leading term in (19) as
2µR2(1− 2t)2 + 4 sinh(2µ)α2R2(1− 2t)2 − 4µα R
2(1 − 2t)2
coshµ+ sinhµ
,
since cosh(x+a) = coshx cosh a+
√
cosh2 x− 1 sinh a ≃ coshx(cosh a+sinh a)⇒ cosh(x−a) ≃
cosh x
cosh a+sinh a . Again, computing the discriminant of this polynomial we see that the expression is
positive.
On the other hand, if ℑ(fj0+1fj0) < 0, there is z0 ∈ C such that ℑ(z0) = γ0 > 0 and
fj0+1 = −z0fj0 ⇒ ℑ(fj0+1fj0) = −γ0|fj0 |2, |fj0+1|2 ≥ γ20 |fj0 |2. By using this we can bound the
leading term in (19) by
R2
8µ
+ 2µR2(1− 2t)2 + 4 sinh(2µ)α2R2(1 − 2t)2 − 4µα R
2(1− 2t)2
coshµ+ sinhµ
− 8µR2(1− 2t)2α(coshµ+ sinhµ)γ0 + 2 sinh(2µ)α2R2(1− 2t)2(cosh(2µ) + sinh(2µ))2γ20 .
Since 1 ≥ 1 − 2t we can write this as R2(1 − 2t)2 times a polynomial expression in α and γ
of degree 2 in each parameter. We can write it as a polynomial of degree two in α and compute
minus the discriminant, getting
(20)
4
(
2µ+
1
8µ
)(
4 sinh(2µ) + 2 sinh(2µ)(cosh(2µ) + sinh(2µ))2γ20
)
−
(
8µγ0(coshµ+ sinhµ) +
4µ
coshµ+ sinhµ
)2
.
We want the latter to be positive, and this is another polynomial, now in γ0, of degree two,
so we compute again the discriminant of the polynomial and we get
4096µ4 − 4
(
32µ sinh(2µ)− 16µ
2
(coshµ+ sinhµ)2
+
2 sinh(2µ)
µ
)(
16µ sinh(2µ)(cosh(2µ) + sinh(2µ))2
+
sinh(2µ)
µ
(cosh(2µ) + sinh(2µ))2 − 64µ2(coshµ+ sinhµ)2
)
,
which is easy to see that is negative. Hence, we have that (20) is positive and therefore the part
of (17) we are studying is positive. As we have pointed out above, we can repeat this argument
for the rest of coefficients that we have to check to see that (17) is positive in this case.
It only remains the study of the case µ < µ0. In order to proof Theorem 4.1 below, we do not
need this case, since we are going to assume µ > 1/2 > µ0. Nevertheless, it is easy to see that
we can follow the following sketch to see that in this case (17) is also positive.
• Assume j such that cosh(2µ(j + Rt(1 − t))) ≤ R200 . After identifying the leading terms
in (17) for that j, we get R2 times a polynomial of degree two in the variable (1 − 2t),
whose discriminant is negative when µ2 cosh2 µ < 625. Since µ < µ0 we are in this case
and the negativity of the discriminant implies that the leading term is positive.
• If cosh(2µ(j+Rt(1− t))) ≥ R then we can prove the positivity of the leading term using
4 sinh(2µ) ≥ 8µ coshµ.
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• Finally, if cosh(2µ(j +Rt(1 − t))) = αR with α ∈ [ 1200 , 1], the leading term leads again
to a polynomial expression of degree two, which is negative when
64µ2 cosh2 µ− 16 sinh(2µ)
(
1
8µ
+ 2µ
)
< 0,
and this happens when µ < µ0. Again, the latter implies that the leading term is positive.

After proving this Carleman inequality, we can give a version of Hardy’s uncertainty principle
in the discrete setting using the weight eλ|j|
2
as the discrete version of Gaussian decay, following
the procedure used in [9].
Theorem 4.1. Assume u = (uj)j∈Zd is a solution to the equation (2), where V is a time
dependent bounded potential, which satisfies the decay condition (10), for some λ > 1/2. Then
u ≡ 0.
Proof. As we have seen in Section 3, the decay condition (10) implies that there isNλ,V depending
only on λ and ‖V ‖∞ such that
sup
t∈[0,1]
∑
j∈Zd
e2λ|j|
2 |uj(t)|2 < Nλ,V .
For given R > 0, we take µ and ǫ such that
(1 + ǫ)3/2
2(1− ǫ)3 < µ ≤
λ
1 + ǫ
,
and we consider, for R < M ∈ N, smooth functions 0 ≤ θM (x), ηR(t) ≤ 1 such that
θM (x) =
{
1, |x| ≤M,
0, |x| > 2M. , ηR(t) =
{
1, t ∈ [ 1R , 1− 1R] ,
0, t ∈ [0, 12R] ∪ [1− 12R , 1] .
Then we define θMj = θ
M (j) for j ∈ Zd and gj(t) = θMj ηR(t)uj(t), so gj(t) is compactly
supported in Zd × (0, 1) and satisfies
∂tgj − i(∆dgj + Vjgj) = η′RθMj uj(t)− i
d∑
k=1
(
(θMjk+1 − θMjk )ηRuj+ek − (θMjk − θMjk−1)ηRuj−ek
)
.
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We apply Lemma 4.1 to show that there is a constant Nǫ such that
(21)
R2
∫ 1
0
∑
j
e2µ|j+Rt(1−t)e1|
2−(1+ǫ)R2t(1−t)/8µ|gj|2 ≤ Nǫ‖V ‖2∞
∫ 1
0
∑
j
e2µ|j+Rt(1−t)e1|
2−(1+ǫ)R2t(1−t)/8µ|gj|2
+Nǫ
∫ 1
0
∑
j
e2µ|j+Rt(1−t)e1|
2−(1+ǫ)R2t(1−t)/8µ|η′RθMj uj |2
+Nǫ
∫ 1
0
∑
j
d∑
k=1
e2µ|j−ek+Rt(1−t)e1|
2−(1+ǫ)R2t(1−t)/8µη2R|θMj − θMj−ek |2|uj|2
+Nǫ
∫ 1
0
∑
j
d∑
k=1
e2µ|j+ek+Rt(1−t)e1|
2−(1+ǫ)R2t(1−t)/8µη2R|θMj+ek − θMj |2|uj|2.
Now we have to understand each term of the right-hand side of (21) separately. The first
term can be hidden in the left-hand side by taking R large enough. For the second term, it is
supported where −2M ≤ j ≤ 2M and t ∈ [ 12R , 1R] ∪ [1− 1R , 1− 12R], so, since 2ab ≤ ǫa2 + b2/ǫ,
µ|j +Rt(1− t)e1|2 ≤ µ(1 + ǫ)|j|2 + µ
(
1 +
1
ǫ
)
≤ λ|j|2 + λ
ǫ
,
while, for the other two regions, the support in t and j changes, but the same reasoning leads to
µ|j − ek +Rt(1− t)e1|2 ≤ λ|j|2 + λ
ǫ
(Rt(1− t) + 1)2 ≤ λ|j|2 + cλR
2
ǫ
,
µ|j + ek +Rt(1− t)e1|2 ≤ λ|j|2 + λ
ǫ
(Rt(1− t) + 1)2 ≤ λ|j|2 + cλR
2
ǫ
,
with c independent of R, λ, and ǫ. Thus, using the natural bounds for the functions θM and ηR
we get
(22)
R2
∫ 1
0
∑
j
e2µ|j+Rt(1−t)e1|
2−(1+ǫ)R2t(1−t)/8µ|gj |2
≤ Nǫ(R2e2λ/ǫ + ecλR
2/ǫM−2) sup
t∈[0,1]
∑
j
e2λ|j|
2 |uj(t)|2.
Furthermore, the term multiplied by M−2 tends to zero when M tends to infinity. On the
other hand, we can bound the left-hand side just integrating in t ∈ [(1 − ǫ)/2, (1 + ǫ)/2] and
considering that |j| ≤ ǫ(1− ǫ)2R/4. Under these circumstances, gj = uj and moreover
µ|j +Rt(1− t)e1|2 − (1 + ǫ)R2t(1− t)/16µ ≥ R
2
64µ2
(
4µ2(1− ǫ)6 − (1 + ǫ)3) > 0,
so there is C(λ, ǫ) > 0 and Nλ,V,ǫ only depending on λ, ‖V ‖∞ and ǫ such that
eC(λ,ǫ)R
2‖u‖
L2
(
( 1−ǫ2 ,
1+ǫ
2 ),ℓ2(|j|≤ǫ(1−ǫ)2R/4)
) ≤ Nλ,V,ǫ.
Combining the fact that N−1‖u(0)‖ℓ2 ≤ ‖u(t)‖ℓ2 ≤ N‖u(0)‖ℓ2 for 0 ≤ t ≤ 1 and N = e‖ℑV ‖∞
with
‖u(t)‖ℓ2(Zd) ≤ ‖u(t)‖ℓ2(|j|≤ǫ(1−ǫ)2R/4) + e−λǫ
2(1−ǫ)4R2/16Nλ,V ,
we conclude that
‖u(0)‖ℓ2(Zd) ≤ Nλ,V,ǫ(e−C(λ,ǫ)R
2
+ e−λǫ
2(1−ǫ)4R2/16).
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Finally, we let R tend to infinity to have that u ≡ 0. 
According to (5) and [15], this is not the best result we should expect. In the one dimensional
setting, the sharp results assume decay conditions of the type
∑
j
|uj(ti)|2
I2
j
(α)
, with α < 1, ti ∈ {0, 1},
so it is reasonable to think that in the multidimensional setting the sharp condition is similar,
now changing the modified Bessel function Ij(α) with the product of modified Bessel functions∏d
k=1 Ijk (α).
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