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Abstract 
Communication can be more effective when several media (such as text, speech, or graphics) 
are integrated and coordinated to present information. This changes the nature of media-specific 
generation (e.g., language or graphics generation), which must take into account the multimedia 
context in which it occurs. This paper presents work on coordinating and integrating speech, text, 
static and animated three-dimensional graphics, and stored images, as part of several systems we 
have developed at Columbia University. A particular focus of our work has been on the generation 
of presentations that brief a user on information of interest. 0 1998 Elsevier Science B.V. All rights 
reserved. 
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Media coordination 
1. Introduction 
In many contexts, explanations can be more effective if they use multiple media. In 
our work, we have explored the generation of multimedia explanations in the context 
of providing instructions for equipment maintenance and repair [S], providing briefings 
to various caregivers about a patient’s status after a coronary bypass operation [3,4], 
and providing illustrated briefings about online documents on the Internet [l]. A key 
characteristic of our work is the dynamic generation of content and form at the time an 
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explanation is required. This means that we can vary not only what is communicated, but 
also how different media are used in combination to best convey information depending 
upon the situation. 
Our work has integrated a range of media within an explanation, including the use of 
written text accompanied by static graphics, the use of spoken language, text, and animated 
graphics, and the use of textual summaries with representative images. We have focused 
on coordinating the different media in a single explanation, using individual media to 
present aspects of the presentation for which they are particularly suited and ensuring that 
generation within one medium enhances portions of the presentation in other media. 
The nature of generation for an individual medium, such as language, is changed 
by the fact that it occurs in a multimedia environment. For example, how language 
refers to information and entities in the domain changes when there is an accompanying 
illustration of the same information or entities. Furthermore, the nature of this change 
depends upon the specific media used. For example, coordination of spoken language and 
animated graphics requires that a spoken reference be temporally synchronized with an 
accompanying graphical reference. The combined use of text and speech, on the other 
hand, changes the content of generated references. A spoken reference can be shorter 
and more natural if an accompanying textual reference is complete and unambiguous. In 
our most recent work, multimedia explanations are generated for the goal of brie& a 
user [ 1,3]. In the healthcare domain, they provide a concise summary for time-pressured 
caregivers. In the Internet environment, they highlight information contained in the 
underlying multimedia documents. In both scenarios, media-specific generation is different 
in nature from tasks such as traditional text generation: summaries must be concise; for 
language generation, this means using as few words as possible. At the same time, they 
must be informative, conveying as much information as possible in limited time or space. 
In this paper, we present some of the issues that arise in generating individual media 
when they are produced as part of a multimedia briefing. We begin with a brief overview 
of the approaches we use in three multimedia generation systems we have developed. We 
then discuss the modification of media-specific generation for the multimedia context and, 
finally, highlight problems that arise in summarization. 
2. An overview of Columbia University’s multimedia generation systems 
In this section, we provide a brief overview of three multimedia generation systems 
developed at Columbia University, highlighting their domains, types of media used, and 
their goals for generating explanations. For full details on each system, refer to the original 
papers cited below, from which the examples of generated explanations are drawn. 
2.1. COMET 
COMET (Coordinated Multimedia Explanation Testbed) generates coordinated, inter- 
active explanations that combine text and three-dimensional graphics [8]. COMET not only 
determines what information to communicate using a content planner, but also how to ex- 
press it in each medium using two media-speci$c generators [ 14,19,28]. Text and graphics 
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are coordinated by a media coordinator [7,15]. COMET was developed to provide ex- 
planations for equipment maintenance and repair. It generates explanations that instruct 
users how to carry out diagnostic tests on a particular piece of equipment, a military ra- 
dio receiver-transmitter. Explanations typically describe one or more steps in these tests 
that are presented in a series of displays, where each display includes an illustration and a 
caption providing the textual instruction. 
2.2. MAGIC 
MAGIC (Multimedia Abstract Generation for Intensive Care) is being developed to 
provide a multimedia interface to health care data [3]. Its domain is the generation of 
briefings on patient status immediately following a coronary bypass operation. In a Cardiac 
Intensive Care Unit, communication regarding patient status is critical during the hour 
immediately following bypass. It is at this critical point, when care is being transferred 
from the operating room to the Intensive Care Unit and monitoring is at a minimum, that 
the patient is most vulnerable to delays in treatment. During this time, there are a number 
of caregivers who need information about patient status and plans for care. Yet, the only 
people who can provide this information are those who were present during surgery and 
they are often too busy attending to the patient to communicate much detail. 
MAGIC takes as input online data currently collected during the operation as well as 
information stored in the mainframe databases at Columbia Presbyterian Medical Center 
[25]. It generates a multimedia briefing that integrates speech, text, and animated graphics 
to provide an update on patient status [3]. Like COMET, it dynamically determines both the 
content and form of the explanation, but the focus here is on the coordination of temporal 
media [4]. Language generation addresses the issue of producing language (wording and 
sentence structure) appropriate for the spoken medium [ 16,2 I] as opposed to the more 
traditional task of generating written language. Given the healthcare setting, MAGIC also 
faces the added constraint of conciseness; the text and graphics generation processes must 
make coordinated use of speech, text, and graphics to produce an overview that is short 
enough for time pressured caregivers to follow. but unambiguous in meaning. 
2.3. CDNS 
Research on CDNS (Columbia Digital News System) focuses on the development of 
technologies to aid people in finding and tracking information on current events [ 11. The 
system we are developing provides up-to-the-minute briefings on news of interest, linking 
the user into an integrated collection of related multimedia documents. Our research aims 
at tracking news stories on the same event, producing a briefing that describes how the 
event has changed over time. A representative set of images or videos can be incorporated 
into the summary. The user can follow up with multimedia queries to obtain more details 
and further information. 
The goal of summarization within CDNS is to brief the user on information within the 
collection of related documents. In many cases, the summary provides enough information 
for the user to avoid reading the original documents. In others, the user may want to 
check the original documents to verify information contained within the summary, to 
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follow up on an item of interest, or to resolve conflicting information between sources. 
To meet the demands of this environment, our work features summarization over multiple 
articles, merging information from all relevant sources into a concise statement of the facts. 
This is in contrast to most previous work that summarizes single articles [ 1 I,1 2,20,22]. 
Summaries must identify how perception of the event changes over time, distinguishing 
between accounts of the event and the event itself [17]. Eventually, given access to live 
news, the summarizer will be able to provide updates since the last generated summary, 
identifying new information and linking its presentation to earlier summaries. 
Unlike COMET and MAGIC, CDNS must determine the content of a briefing through 
analysis of input textual documents. Furthermore, while CDNS generates the content and 
form of the written summary, unmodified images are selected from an online collection. 
3. Coordinating multimedia 
In a multimedia explanation, each medium presents information about the same 
subject. In some cases, the exact same information is presented in multiple media, 
providing different viewpoints of the same material. In other cases, the media may present 
complementary information about the same topic when certain types of information are 
more easily communicated in one medium than another. For example, spatial information, 
such as location, may be more easily conveyed in graphics, while abstract information, 
such as illness severity, may be more easily conveyed in language. 
The fact that each medium presents information about the same topic, sharing 
communicative goals, means that individual media cannot be generated in isolation. How 
individual media generation is affected by other media depends on the types of media that 
are coordinated within the presentation. A multimedia presentation that coordinates speech 
and graphics engenders different influences on the language generation process than one 
that coordinates text and images. 
As an example of these influences, consider that at the most basic level, different media 
refer to the same information or entities within the same presentation, often to satisfy the 
same high-level goal. If a media generator has knowledge about the references used in other 
media, it can use that knowledge to influence how referring expressions are generated in 
its own medium. In addition to changing how referring expressions are generated, in some 
cases an explicit cross-reference may be effective to link information in one medium with 
information in another. Exactly how the generation of referring expressions is modified 
varies depending upon the media involved. 
3.1. Coordinating text and static graphics in COMET 
In our work on COMET, multimedia presentations comprise written language and 
static graphics. In this scenario, text appears as a caption below an illustration. To 
signal where text and illustration refer to the same object or action, an explicit cross- 
reference must be generated linking the two media. COMET provided for the generation 
of textual references to the accompanying illustration where the text explicitly mentions 
features of the illustration, allowing the reader to uniquely identify the appropriate portion 
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R6@10ve th  old h&ing battery, shown in ths cutaway view. 
Fig. I. Cross-reference generation in COMET: referencing illustration content 
of the illustration. Generating a textual cross-reference must exploit knowledge about 
the graphical illustration to determine what kind of cross-reference to generate. The 
language generator can make use of information about the illustration content to identify 
a referent for the hearer; for example, the text “the old holding battery, shown in the 
cutaway view” (see Fig. 1) uses information about special graphical features used in 
the illustration. In this case, the graphics generator cuts away a portion of the radio 
to reveal the holding battery inside the radio. Alternatively, the language generator can 
use information about an illustration’s structure, as shown in Fig. 2, where the holding 
battery cover plate is described as being located in the “right picture”. This cross-reference 
uses information about illustration content (i.e., “highlighted’) in addition to illustration 
structure. Information about the spatial location of an illustrated object can also be used to 
link a textual reference to the same object in the illustration. 
Generating a textual cross-reference. To generate cross-references, several new gener- 
ation capabilities are needed: the language generator must be able to determine when a 
user will not know the referent of a textual expression alone; the content, media used, and 
form of the cross-references must be designed; and the illustration representation must 
be queried to construct cross-reference content. In COMET, the overall design of cross- 
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Fig. 2. Cross-reference generation in COMET: referencing illustration structure and content. 
references is performed by a cross-reference generator, implemented as part of the media 
coordinator. Cross-reference generation involves interaction between the language gener- 
ation components that determine the resulting text’s words (the lexical chooser) and syn- 
tactic structure (the sentence generator); the content planner, which plans its content; the 
cross-reference generator in the media coordinator; and the graphics generator, which may 
need to modify the illustration to create a better cross-reference. 
Generation of many of COMET’s cross-references begins in the language generator. It 
receives the content for the explanation, which has been constructed by the content planner 
under the assumption that no cross-references are needed. When selecting words or phrases 
to refer to elements of the explanation content, the lexical chooser consults the user model 
to determine if any of the alternative phrasings for a content element are familiar to the 
user. If the user is familiar with none of the alternatives, language generation is suspended 
and the media coordinator is called, which in turn reinvokes the content planner to replan 
this part of the explanation’s content. Note that it is only at the point of word choice that 
the language generator can determine that words alone are not sufficient for the reader to 
understand what the text refers to. The content planner has several options for repairing its 
plan, one of which is the generation of a cross-reference, which can clarify the meaning of 
the terms for the reader. 
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The cross-reference generator receives just the content element for which the possible 
phrasings are inadequate. It queries the illustration representation to determine whether 
the object is shown in the accompanying illustration and if so, how. It will prefer to use 
a feature of the illustration content that uniquely specifies the object, if such a feature 
exists. Special graphical techniques that are used to accomplish specific communicative 
goals (e.g., cutaway views, highlighting, and ghosting [9]) are some examples of content 
features that would be preferred. 
In some cases, other references are needed. For example, COMET’s graphics generator 
can generate composite illustrations [28] composed of sub-illustrations that are nested 
inside or placed alongside each other. 4 For example, a nested inset sub-illustration can 
provide a close-up detailed view of an object shown in the outer illustration, while 
a series of adjacent sub-illustrations can depict a sequence of actions that are to be 
performed. When a composite illustration is used, information about the illustration’s 
structure is included to focus the reader’s attention on the correct area of the illustration 
before providing distinguishing features within the sub-illustration. Spatial relations (either 
relative to the illustration or to other objects within the illustration) are included when no 
other distinguishing features can be found. 
After content of a cross reference has been planned, the language generation component 
is reinvoked and processing continues where it left off. The form of the cross reference is 
determined first and integrated as part of the remainder of the sentence. 
Accommoduting cross-references in gruphics generation. In COMET, cross-referencing 
is a cooperative process that is carried out by both the graphics and text components, and 
which can involve modifications to the illustration as well as to language [ 151. In the most 
extreme case, an illustration may have to be generated where there was none previously. 
For example, this can occur when a sentence is being generated to provide a terse high- 
level overview of a complex task. An accompanying illustration would not normally be 
generated in this situation, because the task involves substeps. If the user model reveals that 
the user is not familiar with a term that has been chosen for the sentence, the text generator 
informs the media coordinator, which reinvokes the content planner to replan the reference. 
One possibility is to use a cross-reference, which requires that the cross-reference generator 
invoke the graphics generator to create an illustration that can communicate the subject of 
the cross-reference. 
There are some cases in which an existing illustration does not adequately convey the 
information needed for a cross-reference. For example, this can occur in response to a 
user’s question (asked via COMET’s menu interface) about where an object shown in 
an illustration is located. After the user receives a textual response that cross-references 
the object in the illustration, if the user asks the same question again, the cross-reference 
generator determines that the location is not being adequately conveyed. In this case, the 
cross-reference generator requests the graphics generator to redesign the illustration by 
increasing the priority of the object’s locution goal. 
a Composite illustrations make it possible for the graphics generator to achieve communicative goals that cannot 
be accomplished in a monolithic illustration created from a single penpective. 
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When a redesign is needed, the graphics generation process employs a variety of meta- 
rules that attempt to make the change understandable for the user [29]. For example, if 
additional context is to be shown to better achieve an object’s location goal, one approach 
is to increase the virtual camera’s field of view. Instead of replacing the existing illustration, 
however, the generator refines it by adding an inset sub-illustration created with the new 
camera field of view. This maintains the original field of view at the top level of the 
illustration, better preserving the continuity between the old and new illustrations. The 
textual cross-reference can then take advantage of the redesigned illustration to refer to the 
object’s location within the inset. 
To support references to an illustration’s content and structure, COMET’s graphics 
generator maintains a hierarchical representation of each illustration, which can be queried 
by the cross-reference generator. This makes it possible to determine for the illustration as 
a whole or for any sub-illustration in its hierarchy, what objects are included and whether 
or not they are fully or partially visible [9], what graphical techniques are used, and how 
the (sub-) illustration’s goals were achieved. Two-dimensional bounding box information 
is available for each object or sub-illustration relative to its parent illustration, making it 
possible to generate spatial cross-references (e.g., referring to the “left picture” or an object 
that is “to the right of” another). 
3.2. Coordinating spoken lunguage and animated graphics in MAGIC 
When spoken language and animated graphics are part of the multimedia presentation, 
as is the case in MAGIC, a more implicit means of linking references across media can be 
used. As references are spoken, graphical representations of the referenced information can 
be highlighted in the accompanying illustration. In this scenario, spoken references must be 
coordinated with highlighting over time, involving negotiation between spoken language 
and graphics generators to determine both a compatible ordering for the references and the 
duration of each reference [4]. 
In particular, speech has grammatical constraints on how references are linearly, and 
thus temporally, ordered within a sentence. At the same time, graphics has spatial 
constraints on how information is arranged within an illustration. Taken into account 
individually, such constraints might result in an incoherent presentation that refers to 
graphical representations at what appear to be random locations in the illustration. 
Similarly, durations of both spoken references and highlighting must be coordinated to 
avoid changes in highlighting at semantically anomalous points in the sentence or blinking 
that might occur if highlighting is changed too frequently. 
Fig. 3 shows a portion of a multimedia briefing generated by MAGIC. Here, as each part 
of the sentence is spoken, the corresponding information in the demographics table of the 
accompanying illustration is highlighted, as shown in detail in parts (b)-(c) of the figure. In 
this portion of the explanation, the spoken language components have a strong preference 
for conveying all information from the chart in a single sentence because it is more concise. 
The graphics components have a preference for highlighting columns of the chart one at a 
time in left-to-right spatial order. These preferences are in conflict since information from 
the first column (i.e., that the patient is female) is presented in speech after information 
from the second column (i.e., medical history). Negotiation through the media coordinator 
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a Jones 
(b) Speech: Ms. Jones is an eighty-year-old, diabetic, 
hypertensive, female patient . . 
(c) Speech: . of Dr. Smith undergoing CABG. 
Fig. 3. Coordinated speech and graphics generated by MAGIC for Jones. (a) Initial display. (b)-(c) Speech and 
graphical highlighting for the demographics information at the top of the display. 
results in the use of ordering constraints from speech. To accommodate these constraints, 
the graphics generator modifies its plan, highlighting the first two columns at the same 
time before highlighting the third just as information about the surgeon and operation are 
spoken. 
Spoken language generation. The problem for language generation in this context is to 
produce enough information to facilitate coordination of ordering and duration of spoken 
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and graphical references. Coordination of ordering is complicated by the fact that the 
full ordering of spoken references is only determined when all grammatical constraints 
have been applied and the final sentence has been generated. But it would be quite 
inefficient to wait until this point to coordinate with graphics as it could potentially 
involve generating many sentences that were never used in the final presentation. Instead, 
we exploit paraphrasing and determination of partial orderings over references at an 
intermediate point in language generation, after words have been selected but before 
grammatical constraints are applied. Second, given that any particular ordering of spoken 
references produced by the language generator may not be compatible with the graphics 
generator’s orderings, the language generation process must be modified to produce several 
possibilities ordered by preference. Third, since the graphics generator does not understand 
the meaning of a string of words that forms the spoken reference, the language generator 
must maintain a mapping between the words of the reference and the semantic object they 
refer to in order to communicate with the graphics generator via the media coordinator. 
Instead of producing a “best” sentence for a given input, the spoken language 
components must be capable of realizing the same content in different ways, each of which 
encodes a different ordering of references. This makes it possible for the media coordinator 
to select a sentence that matches the ordering requirements from the other media. 
Input to the spoken language components includes objects to be communicated in 
speech, such as a patient’s name, age, gender, medical history, operation and surgeon’s 
name in the patient’s demographics information, each of which is represented by a unique 
identifier. Based on this input, the spoken language components design several ways to 
communicate this information. For example, the information given by speech in Figs. 3(b) 
and (c) can be conveyed in a single sentence or several sentences: 
(1) Ms. Jones is an eighty-year-old, diabetic, hypertensive, female patient of Dr. Smith 
undergoing CABG. 
(2) Ms. Jones is an eighty-year-old female patient of Dr. Smith undergoing CABG. She 
has a history of diabetes and hypertension. 
(3) Ms. Jones is an eighty-year-old female. She has a history of diabetes and 
hypertension. She is a patient of Dr. Smith undergoing CABG. 
Additionally, within one sentence, different sentence structures can be produced by 
changing the word order or paraphrasing. For example, reordering the words “diabetic” 
and “hypertensive” in sentence 1 above, produces: 
l(a) Ms. Jones is an eighty-year-old, hypertensive, diabetic, female patient of Dr. Smith 
undergoing CABG. 
MAGIC’s goal is to produce a briefing, presenting important information quickly to 
busy users. Speech must be concise, using as few words as possible. Therefore, the spoken 
language generator prefers one sentence over several, adjectives over prepositional phrases, 
and prepositional phrases over relative clauses. The spoken language generator has been 
augmented to represent and reason about its preferences. The numeric ordering above 
indicates the preferences determined by the spoken language components. 
Adding the capability to produce paraphrases provides the media coordinator with 
multiple orders to choose from, but the spoken language components must also be able 
to determine the ordering of references within each paraphrase. The spoken language 
content planner determines how much information should go into a sentence and in SO 
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doing, imposes a partial ordering over references (from sentence to sentence). The spoken 
language generator includes a lexical chooser that determines overall sentence structure 
and the words to use, and a sentence generator that uses a grammar to enforce grammatical 
constraints. In order to avoid fully generating the sentences to determine orderings, an 
inefficient option, a partial order within each sentence can be determined at the point 
of lexical choice. The lexical chooser uses unification to generate all possible high level 
sentence structures and word choices. The resulting object orders are expressed as partial- 
order constraints, where the partial orders are used to represent variations that may happen 
in the final stage of generating the sentence. Thus, each object order may correspond 
to several sentences that can be generated. For example, when the speech components 
do not care about the difference in orderings between them, as in sentences 1 and I(a) 
above, they specify the order between “diabetic” and “hypertensive” as (* diabetes 
hypertension), where * indicates that the order of the following objects does not 
matter. 
Since ordering is determined at the point of lexical choice, the spoken language 
components have available both the object and the words selected to refer to the object. 
To facilitate communication between media, the spoken language components keep track 
of the mapping between the words or phrases in a sentence and their object identifiers. 
For example, the spoken language components maintain a representation indicating that 
“eighty-year-old” represents age in the speech input. 
Finally, to facilitate synchronization of spoken references with graphical highlighting, 
the spoken language generator must be able to compute the duration of a spoken 
reference, to reason about where pauses can be adjusted in speech to allow more 
flexibility in coordinating with highlighting, and to select semantically appropriate points 
in the sentence between references that can be temporally coordinated with changes in 
highlighting [21]. The spoken language generator computes duration information for each 
of the objects referenced in the sentences. The duration, start time, and stop time of each 
phoneme in the sentences are generated by the speech synthesizer. 5 From this information, 
the spoken language generator derives the start and stop time of each word and finally of 
each object in the given input. If the duration of a spoken reference is short, it is possible 
that accompanying highlighting could appear to blink. To avoid this problem, MAGIC 
determines a semantically appropriate point between references where highlighting can 
shift. To accomplish this, it computes the phrasal boundaries within the sentence and 
selects the most prominent boundary between references. Note that because durations are 
provided at the word and phrase level, highlighting can be synchronized to occur with the 
exact durations of separate spoken references within the sentence as opposed to the entire 
sentence, thus yielding a fine level of coordination. 
Graphics generation. MAGIC’s graphics generation components use a hierarchical- 
decomposition partial-order planning component [3 l] that determines the visud actions 
that comprise a presentation [34]. Visual actions operate on visual objects, which can 
range from 2D charts and diagrams to 3D representations, and composites of these. Visual 
5 We use Lucent Bell Laboratories’ Text to Speech System (TTS), which contains a function to compute 
phoneme duration. 
106 K.R. McKeown et al. /Artificial Intelligence 103 (1998) 95-I16 
actions are based on standard techniques used by graphic designers; they can design 
visual objects (e.g., mapping a data value to a bar graph’s axis), modify visual objects 
(e.g., highlighting an object or moving it near another object), and modify the viewing 
specification (e.g., zooming in on a selected set of objects). The planning process maps 
input goals to visual actions, which are typically composite visual actions that must be 
successively decomposed into primitive ones. 
A variety of heuristics guide the mapping of goals to actions and the selection of 
ways to decompose actions. For example, these heuristics encode preferences for actions 
whose visual effectiveness for a specific task is deemed to be greater than others, that are 
consistent with actions already used to accomplish similar goals in the presentation, and 
that favor designs that can be smoothly integrated into the existing design to maximize 
continuity. A data-characterization taxonomy [32] provides the range of attributes that can 
be used to classify the data to be presented and their relationships. 
The graphics planning process designs animated presentations by choosing and 
instantiating parameterized primitive visual objects from a visual lexicon [33]. For 
example, a patient may be represented by a variety of visual objects, including a text string 
name that can act as a label, a 3D model that can symbolize the patient’s physical body, 
or a 2D image that can depict the patient from a particular vantage point. Parameterized 
primitives are composed together to create structured presentations. Thus, presentation 
design combines together both parametric and constructive graphics synthesis approaches. 
For example, Fig. 3(a) is a composite structure-diagram composed from a composite 
table-chart at the top, representing the patient’s demographics information, and a composite 
representation of the patient’s body at the bottom. At the leaves are primitive visual objects, 
such as the text string representation of the patient’s name, which serves as the table-chart’s 
title; the symbolic representation of the patient’s body, around which medical devices 
and lines are spatially organized; and the button that represents the blood products being 
administered, which can be selected to reveal further detail. 
In Figs. 3(b) and 3(c), heuristic preference constraints allow the selection of color high- 
lighting for distinguishing textual table-chart objects. Therefore, the highlight visual action 
is chosen to accomplish the visual task distinguish demographics, and subordinate subhigh- 
light visual actions are used to distinguish subparts of the highlighted demographics. The 
order, granularity, and duration of the highlight and subhighlight actions are determined 
through media negotiation. 
Media negotiation. In MAGIC, a media coordinator negotiates and coordinates both the 
order and duration of graphical and speech objects. This is done in two separate negotiation 
phases: a total ordering of media objects is determined first, and then the object durations 
are synchronized. Computing durations only after agreeing on a total ordering improves 
the efficiency of the system because durations (and therefore complete generation) of 
alternative orderings are not computed at all. When there are incompatibilities in duration, 
additional material could be generated to fill the gap. 
An important task of the media coordinator is to relate the media objects generated 
by different media components. This becomes complicated because of the hierarchy 
of objects; for example, medhis tory in Jones’s case refers to diabetes and 
hypertension. The media coordinator correlates the actions provided by the spoken 
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language generator with the actions provided by the graphics generator, while using 
subsumption in the hierarchy of conceptual objects. Since overly restrictive constraints 
would cause backtracking to the planning level, both the spoken language and graphics 
generators provide a list of partial temporal constraints; since they are partial, the temporal 
constraints can be relaxed if needed. This approach greatly facilitates negotiation between 
the graphics generator and the spoken language generator. 
For coordinating order, each media generator provides a weighted list of possible partial 
orders of media actions, ranked according to the generator’s preferences. These constraints 
are expressed in an interval-based model [2] for representing qualitative constraints among 
temporal intervals. 
In Jones’s case, the three sentences produced by the spoken language generator 
correspond to the following constraints, respectively: 
1. (< name age (* diabetes hypertension) 
gender surgeon operation) 1101 
2. (< name age gender surgeon operation 
(* diabetes hypertension)) 151 
3. (< name age gender (* diabetes 
hypertension) surgeon operation) 141 
In the first line of Option 1, (<) indicates that the reference to name should be spoken 
before the reference to age, which in turn should be spoken before the references to 
diabetes and hypertension, which may be spoken in any order. In general, any 
subset of the thirteen basic relations defined by Allen can be used in place of < and * 
(* is used as an abbreviation for the disjunction consisting of all thirteen basic relations). 
Numbers in square brackets are weights on a scale of l-l 0. 
In the graphics generator, constraints are placed on the visual actions that will be 
performed. To graphically convey the demographic information that is communicated 
along with the spoken language generator’s first three sentences, the graphics generator 
first creates a tabular graphical display. Then it selects the visual operators highlight and 
subhighlight to distinguish parts of the table through a set of actions: 
Actionl: (highlight (demographics)) 
Action2: (subhighlight (mm age gender) ) 
Action3: (subhighlight (medhistory) ) 
Action4: (subhighlight (surgeon operation) ) 
Just like the spoken language generator, the graphics generator also creates a set of partial 
orders; in this case, they are: 
1. (di Action1 
((< m) Action2 Action3 Action4)) 1101 
2. (di Action1 
(* Action2 Action3 Action4)) 171 
The acronym di stands for during-inverse, also known as the contains relation, 
indicating that AC t ion1 starts before and ends after all other actions. The m stands for 
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the meets relation, which indicates that the stop time of any action in the list is the same 
as the start time of the action immediately following it. Grouping the two operators < and 
m as (< m) indicates a disjunction: each action in the following list ends no later than the 
start of the following action. 
The media coordinator determines a total ordering compatible with the highest-ranked 
ordering of each medium. If this fails, it negotiates among the speech and graphics 
preferences until it finds a compatible ordering by systematically traversing the lists. When 
determined, the compatible ordering is then passed back to the spoken language generator 
and the graphics generator. 
In Jones’s case, the highest-ranked constraints for graphics and speech are not 
compatible. The media coordinator then considers the next ranked graphics constraints, 
since they have a much higher weight than the next ranked speech constraints. The 
media coordinator’s compatible order is returned to the graphics generator in terms of 
theunderlyingobjects: 
(di demographics 
((< m) mrn age diabetes hypertension gender 
surgeon operation)) 
However, this order cannot be produced using the existing actions because it requires 
that medhistory(composedofdiabetesandhypertension)beinserted between 
age and gender. The graphics generator resolves this by creating a new action that 
essentially merges Act ion2 and Act ion3 into a single action that can subhighlight 
asagroup mrn,age, gender,andmedhistory. 
Action5: (subhighlight (mm age gender medhistory)) 
Since speech actions over a sequence of objects is considered compatible with a single 
graphical action over all those objects, the following order among graphical actions is 
compatible to the above order: 
(di Action1 
((< m) Action5 Action4)) 
After a global total ordering has been agreed upon, each individual media generator 
computes the duration constraints of its conceptual objects. The media generators provide 
these duration constraints to the media coordinator, which again uses the constraint solver 
to determine compatible global start and stop times for each media object. Since the 
graphics generator does not currently provide any duration constraints, the durations of 
all objects are computed directly from the speech duration constraints. 
Spoken and written language. In MAGIC, both speech and text are used within the same 
presentation. Textual references are used to provide labels for objects and information 
displayed graphically. Language generation takes advantage of the use of both media 
to keep spoken language shorter and more colloquial, thus better meeting our goal of 
briefing caregivers. As long as the text label on the screen is generated using the full, 
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unambiguous reference, speech can use an abbreviated expression. For example, when 
referring to the medical devices which have been implanted as part of cardiac care, speech 
can use the term “pacemaker” provided that the textual label specifies it as a “ventricular 
pacemaker”. Similarly, MAGIC uses “balloon pump” in speech instead of “intra-aortic 
balloon pump”, which is displayed on the screen. To do this, lexical choice in both media 
must be coordinated. Lexical choice for text always selects the full reference, but lexical 
choice for speech must check what expression the text generator is using. The spoken 
language generator’s lexical chooser must check what attributes the text generator includes 
in its reference and omit those. 
3.3. Coordinating written language and images in CDNS 
In CDNS, a written summary is generated along with several representative images as 
shown in Fig. 5. In this scenario, the specific objects contained in the image are unknown, 6 
and therefore, the written summary cannot explicitly refer to image content. Unlike our 
other multimedia generation systems, the content and form of the accompanying image is 
not dynamically generated at the time of the presentation. Instead, an image is selected 
for use when the briefing is generated. The problem here is to ensure that the images 
selected are relevant to the content of the summary. We are exploring the use of integrated 
processing of textual and image features to select appropriate images. 
Images from distributed sources will be classified to one or more categories in an image 
taxonomy. Image taxonomies can be constructed at different levels and from different 
media. We are developing image taxonomies by using visual features and textual features 
both independently and synergistically. For example, an image of President Clinton talking 
about Middle East policy in a White House press conference may be categorized to 
classes of “portrait” or “in-door speech” based on the visual features. This involves a 
visual taxonomy based on the visual features alone. The same image may be classified 
as “President” or “White House” based on statistical analysis of the image caption, 
which may contain these keywords. Other brief descriptions of the image may also be 
available in the image captions. We call the taxonomy using short captions the descriptive 
taxonomy. Extending to a higher level, we may construct the topic taxonomy for images 
based on analysis of the complete article associated with the image. For example, the 
aforementioned image may be classified into the “US policy” category in the topic 
taxonomy. One particularly interesting research issue is to find the best way of integrating 
image taxonomies from different levels and to determine the use of various taxonomies in 
multimedia briefing. 
For illustrations in multimedia summaries, images will be selected based on the 
relevance of subject, description, and visual class of the images to the summary content. 
For example, to generate a summary about President Clinton’s US Middle East policy. 
the aforementioned image may be selected after a coordinated negotiation with image 
taxonomies at all levels is complete. 
’ Unless we use vision techniques to do image analysis and identify the objects the image contains, a prospect 
that is not yet feasible for domain-independent image processing, we cannot reliably identify and label image 
content. 
























Fig. 4. Classification of an image of the Lincoln bedroom in the White House 
Using text that accompanies the image. Image features can be used to reliably make 
certain categorizations; for example, image features can be used to determine if the image 
is a graphic, such as a map, or a photograph as well as more semantic categorizations such 
as whether it is a portrait showing a person or a landscape [30]. To provide more accurate 
semantic categorizations of image content or of the image function in the multimedia 
article, systems must consider accompanying text. 
Most systems today categorize images based on manual annotations. Some recent 
systems index images by using keywords extracted from simple text that are associated 
with images. Such sources of associated text may be extracted from URLs (filenames, 
directories) and HTML tags. Based on these keywords, images are classified into nodes of 
a customized taxonomy that is built semi-automatically. Our WWW image search engine, 
WebSEEk [30], uses this approach and has shown some promising results in terms of 
classification accuracy. However, since only keywords from restricted sources are used, the 
usefulness and functionalities of the textual indexes are limited. Other systems [ 10,261 have 
also explored the integration of textual and visual features for joint indexing of images, but 
the depth of integration and the scope of textual sources that have been used are still quite 
restricted. 
We are augmenting classification based on key words by using statistical analysis of the 
text accompanying an image to provide a better semantic classification of image content 
(e.g., whether an image pertains to a terrorist event or a particular political event such 
as a Russia-US summit) [I]. Our current text classification component uses a vector 
based clustering method over terms from the associated text to classify the image. Each 
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The afternoon of February 26th l%B1 NFR reported that at least five 
peaple were killed in The World Trade Center. Later, The Los 
axy: Atqelles Times announced that exactly five pple were actually 
killed. Finally, James Fox, the head of FBI’s local office in New York 
2 said that one suspected bomb was responsible for the blast. 
Fig. 5. Illustrated summary generated by CDNS 
image in a training set, currently consisting of 118 images, is classified into a taxonomy 
representing story categories. A vector of TF*IDF (term frequency within a document 
* inverse document frequency) [27] scores for each word in the document is computed 
for a new input article. The article is classified into the story category from which the 
smallest distance between new article vector and category vector is computed. We are 
experimenting with classification results by applying these standard text categorization 
techniques to different amounts of text surrounding an image in a multimedia document, 
from caption to text fragment to full document. 
As an example, consider the image shown in Fig. 4 which shows an image of the Lincoln 
Bedroom in the White House. Using image features alone for categorization, we might 
recognize this image as a room or set of furniture if the system had previously categorized 
similar furniture images. However, the vector derived from the accompanying text, also 
shown in the figure, contains words which identify the image as the Lincoln Bedroom. 
Furthermore, the accompanying article links the image with stories about inappropriate 
uses of campaign finances. Using our categorization techniques based on text alone, this 
image is classified in the US politics node in the hierarchy. 
Interaction between text and image processing. Most image indexing systems use 
features extracted from text or images separately and use them for image indexing or 
annotation at different levels. Work in [26] explores a form of interaction between visual 
and textual features by using information extracted from captions to help locate and label 
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human faces found in the images. We are investigating new techniques that will further 
explore the synergy between the image and the complete document associated with the 
image. Instead of merging the results of classification using visual or textual features 
alone, we are developing new learning and clustering algorithms that will determine the 
optimal classification criteria using combinations of visual and textual features together. 
For example, visual features of the image (color, texture, shape, spatial configurations 
among image objects) and statistical textual feature vectors of the associated text (from 
captions, surrounding paragraphs, and the entire article) will be used together in the 
learning process to determine the best features and criteria for each image class. We expect 
to boost the classification performance by using the joint features over the visual or textual 
features alone. The results of this joint classification will be fed back to set the context and 
facilitate more sophisticated text analysis for extraction of more accurate information in 
the semantic level. 
The unique feature of the above approach lies in the iterative and progressive progress in 
classifying an image. We seek to go beyond a two-step process in which we first consider 
textual features and then the visual features, or vice versa. In an iterative and progressive 
process, the textual features are used to guide the extraction of visual features and vice 
versa. In this way, progressively more knowledge about the image is accumulated in order 
to classify the image. Pursuing these research goals will be possible through the close 
interaction between text processing and image processing approaches. 
4. Summarization issues 
Just as generation in an individual medium is different when done in a multimedia 
context, summary generation is different from the generic task of media generation. 
Summaries must convey maximal information in a minimal amount of space and time. 
For example, in language, this requires selecting words and sentence structures that 
can convey information concisely. Sometimes this means the use of complex sentence 
structure, including multiple modifiers of a noun or verb, conjunction (e.g., “and”), and 
ellipsis (i.e., deletion of repetitions across conjoined phrases). For example, phrases such 
as “hypertensive” and “undergoing CABG” use fewer words than do full sentences that 
convey each of these facts separately (see Fig. 3). Conciseness in language also means the 
selection of words that can convey multiple aspects of the information to be communicated. 
For example, a verb such as “surged” conveys both the direction and the speed of a gain 
on the stock market. Similarly, in graphics a concise presentation can be created by using 
the same object to convey multiple pieces of information; for example, a graph can convey 
multiple attributes of a set of objects by mapping each attribute to a different visual attribute 
of the graph’s symbols (what Mackinlay refers to as murk composition [ 131). Furthermore, 
our research shows that some information is opportunistically added into the summary. 
In language, this depends on the words and syntactic structure already used [18,24]. In 
graphics, this can occur when other objects serendipitously fall within the camera field of 
view used to show objects that must be communicated, yet cannot be left out of the picture 
without implying that they do not exist [6]. 
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We characterize problems for summary generation as falling into two separate classes, 
conceptual summarization, or determining what information should be included in a 
summary, and su$ace-level summarization, the task of determining how to convey as much 
information as possible in a small amount of space and time. 
4.1. Conceptual summarization 
Conceptual summarization takes input from multiple sources, such as databases or text, 
and determines how it can be merged together, often using semantic generalization to do 
so. Our work in CDNS addresses problems in conceptual summarization. Information is 
extracted from each article and represented in a template using systems developed under 
the DARPA message understanding program [5]. CDNS then uses planning operators to 
determine how to merge information from the separate templates representing each article. 
In particular, it looks for contradictions, agreements, and refinements of information, and 
makes generalizations. In our work, conceptual summarization is accomplished in a media- 
independent fashion by the content planner, prior to media-specific processing. 
4.2. Su$ace-level summarization 
Our research on MAGIC addresses problems in surface-level summarization, which is 
a media-specific process. (In language generation, we refer to surface-level summarization 
as linguistic summarization.) As in previous work on summarization over data [23,24], we 
address the following issues in media generation: 
- How to use syntactic, lexical, and graphical devices to convey information concisely? 
- Given the choice of a particular word, syntactic structure, or graphical element, how 
does this constrain (or allow) the attachment of additional information? 
_ How to fold multiple pieces of information into a single linguistic or graphical 
construction? 
In language generation in MAGIC, this means conveying as many attributes from the 
underlying database as possible in one sentence through the use of modifiers such as 
adjectives or prepositional phrases. Thus, in Figs. 3(b) and 3(c), the sentence conveys nine 
separate attributes. In addition, coordinated use of speech and written language also aids in 
meeting our goal of conciseness; shorter references can be generated in speech since they 
are clarified in the written labels of the accompanying illustration. In graphics generation in 
MAGIC, the same graphics elements may be used as a framework to communicate many 
pieces of information; for example, the symbolic representation of the patient’s body of 
Fig. 3(a) is used to locate multiple lines and medical devices. 
5. Conclusions 
We have outlined issues for the generation of multimedia briefings and shown how 
we have addressed them in several different systems: COMET, MAGIC, and CDNS. 
While this article has focused on the problem of generating references in a multimedia 
environment, we have also looked at the interaction between generation in different media 
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for other problems as well. For example, in work on COMET we explored how separation 
of information into different pictures can influence sentence breaks. In general, style of 
generation in one media can and should influence generation in others. 
Of course, there are many other issues in the generation of multimedia briefings. In 
our current language generation work, we are addressing the generation of different types 
of prosody for speech using information from language generation. We are particularly 
interested in the use of prosody that facilitates coordination within the multimedia 
environment such as pause duration. For example, by computing a range on pause duration 
and options on pause placement, we simplify the task of temporally synchronizing spoken 
and graphical actions. In our current graphics-generation work, we are developing a visual 
task characterization taxonomy that determines the communicative goals that the graphics 
generator can accomplish [35]. We will be exploring how this set of goals can be exploited 
by MAGIC’s content planner to increase the range of presentations that it can generate. 
Assignment of information to media in COMET involved only the determination of 
whether or not the graphics generator or text generator was to communicate a given piece of 
information. In contrast, MAGIC’s richer temporal media create the need to develop high- 
level multimedia presentation plans that determine the temporal layout of presentations 
across the set of media. A challenge here is to do this based on knowledge of how the media 
can work together, not just what they can do individually. We are currently investigating 
ways to accomplish this by refining our media-independent content plans into coherent 
media-dependent presentation plans that determine a presentation’s high-level temporal 
shape and structure prior to actual media generation. 
In CDNS, we are continuing to exploit multimedia features in online news sources 
to improve both generation of illustrated briefings and search over online, multimedia 
documents. We are also working on the generation of summaries from live information 
that update a user over information already received. 
Currently our image cataloguing system in CDNS uses limited textual information from 
URLs and HTML tags. Visual features are used in automated image type classification, but 
not in subject classification. We are investigating new techniques for image classification 
using visual and textual features in an iterative and progressive process. Towards this goal 
for image classification, we will carry out research in two phases. First, clustering of visual 
features will be investigated based on training images of various subject classes in the 
existing image taxonomy. Secondly, we will use learning and clustering algorithms on 
large sets of images with their associated documents to explore the interaction between 
visual features and statistical textual feature vectors of the associated text (from captions, 
surrounding paragraphs, and the entire article). These two phases of research will serve 
as the initial exploration into considering how visual features for various classes can 
be combined with the statistical textual features to improve the accuracy of image 
classification. 
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