1 Abstract-This paper presents the procedures enabling the calibration and evaluation of intrinsic parameters in a Velodyne multi-beam laser scanner. As the device will be utilized in field robotics applications, both the evaluated parameters and the calibration are generally aimed to improve the performance of the scanner with advanced mapping algorithms such as robot evidence grids or octree. The measured parameters are compared with the data provided by the manufacturer. A novel calibration method based on conditional adjustment for correlated measurements is proposed and compared with factory calibration.
I. INTRODUCTION
The reconnaissance of hazardous areas is one of the most challenging tasks for today's robotics. According to many indications, e.g. from the Robocup Rescue League community [1] , the current development within the design of practical reconnaissance robots appears to be aimed at the following problems:
 Enabling a larger number of robots to be controlled by one operator, especially in cases when the operator must concentrate on vital tasks such as victim identification; in this type of situations, the robots are expected to perform the basic assignments (inclusive of mapping or selflocalization) autonomously.  Optimization of an easy and intuitive human-to-robot interface; the effort to solve this problem is based on the assumption that the real operators will not be specialists in robotics.
The robotics team at Brno University of Technology (BUT) intends to develop a heterogeneous robotic system [2] , [3] for the reconnaissance of previously unknown, potentially dangerous, and/or contaminated environment. Although the technical features of individual robots are supposed to differ, the robots can be divided into certain "classes" of robots that are capable of being controlled with the control system. The classes are listed below with an emphasis on their mapping and self-localization abilities.
 Bigger and more complex robots with sufficient mapping and self-localization capabilities.  Small robots with limited mapping and self-localization capabilities.  Rotorcraft Unmanned Aerial Vehicles (UAVs) with self-localization only.  Mapping robots with exceptional mapping and selflocalization capabilities. At present, the reconnaissance robots and the operator's telepresence control system, the CASSANDRA, are completed ( Fig. 1 and Fig. 2 , [4] ); thus, each robot can be effectively controlled by the system, with help of visual telepresence and augmented reality [5] . The current task consists in enabling the automatic mapping and selflocalization of the robots, and the first sub-task is to construct the mapping robot and formulate its precise mapping algorithms.
The present status of the robot being developed under the name EnvMap is shown in Fig. 3 . The final design of the robot is not expected to be similar to the prototype, because the currently used drive configuration is unsuitable for hard terrain operation. Precise digital autonomous mapping of a previously unknown environment forms a crucial part of the entire robotic reconnaissance system. A typical activity requiring a faithful map of the environment is victim rescue planning, where the rescuers need to recognize the exact position of the victim, know the dimensions of the passages, and plan the victim-rescuer passage through the area.
The aim of this paper is to evaluate the intrinsic calibration parameters of the HDL-64E-S2 and HDL-32E 3D laser scanners and to propose a method facilitating an improvement in its original factory calibration. After such improvement, more accurate measurement could be performed to ensure precise mapping.
The calibration of laser scanners is commonly performed with respect to both intrinsic and extrinsic parameters. In intrinsic parameters, the calibration is based on comparing the scanner data with the real environment (mostly planar surfaces); after this initial phase, the subsequent estimation is carried out. The main tasks focused on the intrinsic parameters of a multi-beam LiDAR can be summarized as follows:
Muhammad and Lacroix, in [6] , refine three intrinsic parameters (the correction of vertical angle, the correction of rotational angle, and the distance correction factor). For the calibration, the plane parallel to the X-Z plane of the scanner that was measured from different distances (10 m, 12 m, 14 m) is used.
In Atanacio-Jimenez et al. [7] , the scanner is placed in the centre of a precisely made calibration object composed of 5 planes, and the intrinsic parameters are determined from the scan of the object. The intrinsic parameters are determined without using the factory-provided parameters.
Glenni and Lichti [8] utilize four walls of nearby buildings for the calibration. The configuration is changed by turning the scanner in the horizontal and vertical directions. The same authors analyse the temporal stability of a Velodyne scanner in [9] . In [10] , a method for reducing the high correlation between the vertical angle correction and the vertical offset is proposed. Mirzaei et al. [11] simultaneously calibrated the intrinsic and extrinsic parameters of an integrated Velodyne scanner and the Ladybug2 spherical camera system. The calibration plane was scanned from 40 different configurations.
Chen and Chien, in [12] , designed a fully-automatic technique for determining the refined intrinsic parameters and proposed an alternative linear model for geometric interpretation. In [13] , the same authors solved simultaneously the calibration of both intrinsic and extrinsic parameters. The checkerboard is observed by a scanner and 2 cameras under various positions, and in the computation it is used simultaneously with scene planes such as the walls, ceilings, and floors.
Levison, in [14] , described an unsupervised extrinsic and intrinsic calibration method that does not require any calibration targets or manual measurement. This technique is applicable only for moving vehicles. Two-step unsupervised calibration of only extrinsic parameters was solved by Zhu and Liu in [15] . Notably, all the above-mentioned papers deal with the calibration of a Velodyne HDL-64E multi-beam laser scanner; Chan et al.
(in [10] ) nevertheless analysed the calibration of a Velodyne HDL-32E scanner. In contrast with other calibration procedures indicated in our summary, the one applied by Chan et al. was based on the extraction of vertical cylinders from point clouds.
In this paper we propose calibration according to data exactly measured with close range photogrammetry, and such approach markedly differs from most other techniques, where the ground true data are merely estimated. The calibration is also performed for two types of scanners, namely the Velodyne HDL-64E and HDL-32E. We found only few resources presenting with the calibration of the HDL-32E.
II. THE VELODYNE HDL-64E AND HDL-32E SCANNERS
The Velodyne HDL-64E device is a high-speed 3D lidar which consists of 64 mounted lasers. Each laser is mounted at a specific vertical angle to a spinning head moving at a rate of 5 Hz to 15 Hz. The vertical field of view covers 26.8 degrees (from -24.8° down to +2° up). The Velodyne HDL-32E consists of 32 mounted lasers, and the vertical field of view covers 41.3 degrees (from -30.67° up to +10.67° up). The Cartesian coordinates of the 3D point are determined by the measured distance, the current rotational (horizontal) angle of the laser, the vertical rotational angle fixed for each laser, and correction parameters such as the vertical and horizontal offset. The distance standard error indicated in the datasheet of the Velodyne HDL-64E and HDL-32E is < 2 cm. [16] , [17] III. MEASUREMENT SETUP The measurement interconnection diagram can be seen in Fig. 4 . The Velodyne laser scanner is connected directly to a notebook computer acting as a storage server for the measured data. Each packet collected from the scanner is stored to a measurement file; the structure of the stored packets is shown in Fig. 5 . The above shown image presents the basic structure of the UDP data stream from the laser scanner to the data storage. Three data streams are acquired from the sensor; two streams contain the measured distance data, and one auxiliary slower stream comprises the so-called auxiliary information about the current measurement conditions.
Each measurement block consists of 32 laser range and intensity measurements collected in each orientation of the sensor. The vertical composition of the upper and lower blocks (or the only one for HDL32) is interpreted as one full vertical measurement of the distance from the orientation.
By collecting six full measurements from six different orientations of the sensor (or 12 blocks with the data) with the some part of the stream, a 1248-byte packet is constructed. This packet is then sent through UDP port 2368 to the storage server. On the server, the packet data is concatenated into a stream and directly stored in the measurement file.
This method of storing raw data prevents the occurrence of any rounding and/or calculation-related errors in the data acquisition path; thus, unlike the approach described in [18] , the technique applied within our research does not contain any communication-related redundant information, such as protocol headers and footers.
To process and analyse data, every 1248-byte packet buffer is sequentially read from the measurement file. After the reading process has finished, the packet is decomposed to measurement blocks, and these blocks are transformed to Cartesian space see Fig. 6 .
IV. MATHEMATICAL MODEL OF THE VELODYNE SCANNER
The Cartesian coordinates of the 3D point are determined by the measured distance l, the current rotational angle φ of the laser i, and 5 correction parameters that are fixed for each laser. The scanner coordinate system is right-handed and orthogonal, and its origin lies in the centre of the base. An illustration of the directions of axes X, Y located in the plane of the bottom of the base is given in Fig. 7 . Definition of vertical offset is used according to the manufacturer [19] , but some authors (for example [6] , [7] ) inappropriately used value of distance measured orthogonal to the laser beam, representing the distance of laser beam from origin in a vertical sense for vertical offset.
The distance lX,Y in the X, Y plane is calculated in the same manner as in [19] , ( ) cos .
The Cartesian coordinates X, Y, and Z according to [19] and if we consider rotational correction angle are calculated as follows:
By substituting (1) in (2), we have the following form:
Previous equation is valid for both types of scanners. But according to manufacturer [17] , for Velodyne HDL32 only one correction factor is nonzero i.e. vertical correction angle.
V. CALIBRATION MATHEMATICAL MODEL
The calibration process includes 3 stages. The first phase consists in the determination of transformation parameters between two local orthogonal right-handed coordinate systems; the calculation of 6 congruence transformation parameters (3 translations, 3 rotations) is based on parametric adjustment Vanicek [20] . The second stage involves the computation of plane parameters, which is also based on parametric adjustment; the plane equation is obtained in the general form, where a, b, and c are the coefficients of the normal vector of the plane. The third stage comprises the determination of correction parameters; in the process, conditional adjustment for correlated measurements with heterogeneous variables is used. The condition consists in that the 3D point has to lie in plane with the known equation, i.e. the distance s from the measured point to the plane, in the given horizontal and vertical angles, should be zero. The distance d from the plane according to Koska et al. [21] is expressed by
The distance s in the given horizontal and vertical angles can be written as
where β denotes the angle, whose calculation depends on the values of φ, ω (see Table I .). In the 
If we need to determine less than all five correction parameters, the number of columns in the design matrix A will be the same as the number of determined parameters. The normal equations are written as:
where M is the weight matrix of observation, and . Covariance matrix Cδ, from which we can compute standard errors of unknown parameters
In the above described adjustment is disadvantageous that corrections are determined for indirect measurement δ (required for refinement of correction parameters) but also for direct measurements r (these correction are redundant and influence values of correction parameters). 
New proposed adjustment model is going out from conditional adjustment [6] . Standard conditional adjustment isn't applicable, because number of conditional equations is greater than the number of redundant measurements. Fig. 9 . Before the actual measurement, two tasks related to functional configuration of the point field were performed. Firstly, it was necessary to establish whether the calibration planes are sufficiently flat to support the calibration; secondly, we fabricated the point field in a manner that enabled us to determine the origin of the scanner coordinate system and to specify the transformation parameters between the local coordinate system and the scanner coordinate system. The point field measurement was realized using close range photogrammetry; the 23 ground control points were evaluated by the Topcon GPT 3003N total station, whose parameters are described in [26] . The coordinates were determined from the measured horizontal directions and vertical angles. Each ground control point was measured by no less than 3 positions of the total station, and the measurements were processed by means of a network adjustment method. The maximum coordinate mean square error of the ground control points was 0.89 mm; we stabilized the points by 8-bit coded targets (see Fig. 10 ). The stabilization of the remaining 372 points was performed via non-coded targets. To form these targets, we used black circles exhibiting the diameter of 50 mm. The circles were black laser prints on a white, matte self-adhesive foil. The coordinates of these points were determined by a photogrammetric method using the Canon EOS 7D digital single-lens reflex camera equipped with the Tokina 1224 mm-24 mm wide-angle lens. For this camera, we performed field calibration utilizing the 4-lens distortion parameter: K1, K2 for the radial distortion, and P1, P2 for the decentring distortion. The photogrammetric processing was executed in the PhotoModeler Scanner software by Eos Systems Inc.; to enhance the procedure, we also applied automatic target marking and referencing. The maximum coordinate mean square error detected in these points was 0.93 mm.
The general plane equation was calculated in the Matlab program; subsequently, we computed the deviations from the ideal plane of the two walls. In the shorter wall, the mean deviation is 1 mm and the maximum deviation 2 mm, while the values of the mean and maximum deviations established in the longer wall are 1 mm and 5 mm, respectively.
VII. DETERMINATION OF THE ORIGIN AND SPECIFICATION OF
THE TRANSFORMATION PARAMETERS The determination of the transformation parameters can be performed only when there is a set of identical points in both systems. Consequently, six targets (3 on each side) were sticked to two sides of the scanner base, Fig. 7(a) ), for the Velodyne HDL-64E; seven targets were utilized on the circular base of the Velodyne HDL-32E (angular spacing 30°). The first set of the scanner system coordinates in these points for the Velodyne HDL-64E was acquired from the measurement with a caliper. The distances between these six targets and structural elements of the scanner were measured; their relation to the origin is exactly given. For the Velodyne HDL-32E, it was not necessary to perform caliper measurements, because all targets are on the circumference of a cylinder; thus, the origin is exactly given as well. The maximum coordinate mean square error is 0.68 mm. The second set of local coordinates was established from the intersection of the directions. The related measurement was oriented to ground control points and performed using the Topcon GPT 3003N total station. The maximum coordinate mean square error for this set is 0.97 mm.
VIII. DATA COLLECTION
The dataset used for the Velodyne HDL-64E calibration comprised 4 samples (sa1, sa2, sa3, sa4 ) of the test point field. The data were collected from two scanner positions (floor projection of the situation is shown in Fig. 11 and Fig. 12 ) and under two different light conditions. In each position, we measured both with (sa2, sa3) and without (sa1, sa4) halogen light. Each measurement took 5 minutes. Three hundred rotations from each position/situation were chosen: 100 from the beginning, 100 from the middle, and 100 from the end of the measurement period. This approach enabled us to observe the influence of aspects such as rotation irregularity. The median of the measured distance for each rotational angle φ from each 100 rotations was calculated to accelerate the following computations.
For the Velodyne HDL-32E, only 2 samples (sa5, sa6) from two scanner positions were collected because we determined that various light conditions do not influence the values of the adjusted intrinsic parameters. Further processing was the same as in the previous case, namely that of the Velodyne HDL-64E.
IX. REFINEMENT OF THE CORRECTION PARAMETERS
The estimation for the Velodyne HDL-64E was performed starting from the default calibration data provided by the manufacturer. The refined correction parameters Δl, α, v were computed for scanner position 2 (sa3, sa4) and lasers 1-64. The correction parameters voff and hoff were not determined again, because their corrections exhibit significantly smaller values than the distance standard error σ = 2 cm. Three sets of the refined correction parameters were determined: The first and the second sets as average values from the beginning, the middle, and the end of sa3, sa4, and the third one as a mean of the previous two.
In Table II , a comparison of the distance standard deviations is presented; therefore, the table contains a comparison of the distances s between the measured point and the plane in the given horizontal and vertical angle, before and after the calibration. The distance standard deviation is denoted as σ in the datasheet. Figure 13 shows the distance standard deviation s for the scanner position 2 before and after the calibration. Figure 14 and Fig. 15 compare the percent of standard deviation s (smaller than 1σ, 3σ, respectively) before and after the calibration for 64 lasers. Illustration of the decreasing distance s for individual lasers 1 and 10 is shown in Fig. 18,  Fig. 19 .
Statistical testing of the achieved standard deviation was performed. In the test, the null hypothesis was that the variance of the data is greater than the squared standard deviation σ 2 (from [16] ); by contrast, the alternative hypothesis assumed that the variance of the data is lower than the squared standard deviation σ 2 . In the data before the calibration, the null hypothesis was rejected at the significance level of 5 % for 14 lasers; in the data after the calibration, the rejection applied to 51 lasers. We can therefore conclude that, after the calibration, 51 of the 64 lasers do not exhibit a standard deviation greater than that presented by the manufacturer. The refined correction parameters for the Velodyne HDL-32E were computed for the scanner position 5. For the Velodyne HDL-32E, Fig. 16, Fig. 17 and Table IV are analogous to Fig. 13, Fig. 14 and Table II related to the Velodyne HDL-64E. The figure with comparison of the standard deviation smaller than 3σ is not shown, because before and after calibration all the values are approximately 100 %. Statistical testing of the achieved standard deviation was also performed. In the data before the calibration, the null hypothesis was rejected at the significance level of 5 % for 14 lasers; in the data after the calibration, the rejection applied to 32 lasers. We can therefore conclude that, after the calibration, all lasers of the Velodyne HDL-32E agree with the accuracy presented by the manufacturer. 
X. INDOOR INDEPENDENT VALIDATION OF THE CORRECTION PARAMETER REFINEMENT
Independent validation of the three sets of the refined correction parameters was computed for the scanner positions 1 (sa1, sa2) and 6 (sa6). From each sample, one scan was chosen from the beginning, the middle, and the end. The values s for the best fitting set of calibration parameters are shown in Table IV and V for the Velodyne HDL-64E and HDL-32E, respectively. Even though Table III and Table V include scanner positions 2 and 5, the scans indicated are different from those used in the calibration.
The standard deviation s using the refined correction parameters decreases approximately for Velodyne HDL-64E from 3.6 cm to 2.1 cm, and for Velodyne HDL-32E from 2.3 cm to 0.4 cm. The percentages of the standard deviations s that are related to the intervals ±σ, ±3σ is increased. Figure 20 - Fig. 24 show a comparison of the original and the refined correction parameters; the graphs display the percentage of the standard deviation s (smaller than 1σ, and 3σ, respectively) before and after the calibration for the 64 lasers in the Velodyne HDL-64E and the 32 lasers in the Velodyne HDL-32E. The figure with the standard deviation smaller than 3σ comparison for Velodyne HDL-32E is not shown, generally for the same reasons as in section refinement of the correction parameters. Statistical testing of the achieved standard deviation was also performed for the independent validation. The null and alternative hypotheses were the same as those discussed in the previous section (H0: the variance of the data is greater than the squared standard deviation σ 2 ↑H: the variance of the data is smaller than the squared standard deviation σ 2 ). For the Velodyne HDL-64E and the data with the original calibration parameters, the null hypotheses were rejected at the significance level 5 % for 14 lasers; for the data with the refined calibration parameters, the rejection applied to 36 lasers. The same test was carried out for the Velodyne HDL-32E. The null hypotheses for data with original calibration were rejected at the significance level 5 % for 14 lasers; for the data with the refined calibration parameters, the rejection applied to 32 lasers. It is therefore possible to conclude that, after the calibration all lasers do not exhibit a standard deviation greater than 2 cm. 
XI. OUTDOOR INDEPENDENT VALIDATION
Thus far we have performed indoor independent validation, and only distances of up to 6 m were evaluated. Another experiment nevertheless took place in outdoor locations, where we measured drywalls at distances ranging between 10 m and 35 m. The standard deviation of measured distance for the Velodyne HDL-64E and computation with manufactory intrinsic parameters was 2.7 cm, and for refined intrinsic parameters with our calibration it was 1.9 cm. The detailed results are shown in Fig. 25 . All previous experiments were performed in almost ideal conditions. We intended to verify the accuracy of the measurement under real conditions. The experiment was realized in front of the university premises, with a large number of students walking or moving around. The visibility was worsened by fog. At the edge of the pavement, two drywalls were placed; the robot with the scanner was driven along the sidewalk. We measured 15 samples with an approximate spacing of 10 meters for both devices, namely the Velodyne HDL-64E and the Velodyne HDL-32E. In Fig. 27, Fig. 28 , the standard deviations of measured distances for various distances of the drywalls are shown. The standard deviation of measured distance for the Velodyne HDL-64E and computation with manufactory intrinsic parameters was 2.4 cm, and for refined intrinsic parameters 2.0 cm. The standard deviation for the Velodyne HDL-32E before our calibration was 1.3 cm, whereas with refined intrinsic parameters it decreased to 1.1 cm. In most cases, the standard deviation after calibration is smaller than before, except for distances of approximately 25 m; the manufacturer calibrates the scanners for this distance.
XII. CONCLUSIONS
As is apparent from the previous sections, the overall performance of the Velodyne HDL-64E and HDL-32E scanners do not entirely range within the limits defined by the manufacturer. According to our research, after the calibration of the Velodyne HDL-64E scanner only 36 from the 64 lasers comply with the parameters provided by the vendor. For the Velodyne HDL-32E, the number of lasers that satisfy the parameters provided by the manufacturer increased from 14 to 32 after our calibration. Although the manufacturer indicates the same accuracy for both these laser scanners, the results of our measurements show that the Velodyne HDL-32 is significantly more accurate than the HDL-64E. The performance of both scanners may be improved by using the proposed calibration method, which enabled us to reduce the standard deviation distance from 3.6 cm to 2.1 cm and from 1.3 cm to 1.1 cm in the Velodyne HDL-64E and HDL-32E, respectively.
In addition to the indoor-based calibration validation, we also performed outdoor validation under ideal and real conditions. Under ideal conditions, the Velodyne HDL-64E distance standard deviation for our refined intrinsic parameters was 30 % smaller than the value of intrinsic parameters provided by the manufacturer. For outdoor calibration under real conditions, the standard deviation distance from the measurement performed with our refined parameter is usually smaller -an average of 20 % for both scanners.
The presented evaluation experiments proved that the method ensures measurable enhancement of spatial data acquisition. In this context, it is necessary to point out that even though the calibration method itself is time-consuming and requires high computational power to acquire the parameters, the recalculation of the data is comparatively simple and fast; this characteristic is of vital importance for the planned mapping algorithms, which must work in realtime mode.
Preliminary results provided by our indoor mapping algorithms using an EnvMap robot and a Velodyne Lidar are shown in Fig. 28 .
