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Abstract
This report addresses problems of statistical measurement in state
revenue forecasting and impact assessment. Both personal income and
state tax and other general revenue data are analyzed and reviewed in the
context of state fiscal and economic growth planning and related decision
information needs. A shift-and-share method of analysis is used to par-
tition sources of change in personal income and state revenue variables and
to identify rates of change in these variables for the.1970-80 period.
This report is the second in a series on Minnesota’s shift to services and
its impact on jobs, income, and taxes.ii
Summary and Conclusions
The Minnesota state revenue system is predicated on economic growth.
Rapid, and, indeed, above-average, economic growth sustained a sharply
expanding state and local government sector in the 10-year period from 1970
to 1980.
While the 1970’s started with legislation to expand
system, the decade ended with legislation to curtail its




new legislation became the principal factor accounting for its current
crises.
Examination of Minnesota economic growth trends and prospects in the
19?()’sreveals an expanding economy increasingly dependent on national
and world markets. Its agriculture experienced impressive gains in the
early 1970’s which momentarily pushed per capita income above the U.S.
average in 1973, This notable performance was not repeated, how-.
ever, until 1977 when a surge of new investment and construction, coupled
with a rapidly expanding manufacturing sector, again pushed Minnesota per
capita income above the national average. An above-average income level
was sustained for the rest of the decade.
Growth in Minnesota state revenues outpaced growth in the Minnesota
economy, especially in the first half of the 1970’s, because of the tax
law changes initiated in the 1971 special legislative session. Dramatic
increases in sales and income tax revenues supported equally dramatic in-
creases in state expenditures. By 1975, however, signs of a slowdown in
the remarkably rapid growth of state tax revenues were evident
lagging growth in Minnesota individual income tax collections.




for much of the reduced tax yield,relative to its performance in the U.S.
as a whole.
Further signs of slowdown were evident by the end of the 1970’s in
both sales tax and corporation net income tax collections. The two taxes
were particularly sensitive to the effects of general economic conditions
on business investment outlays and gross profits. Tax indexing also
occurred in this period to further reduce tax revenues, but its effect
was small compared with the tipact of the general business cycle on bus-
iness sales, purchases, and profits, especially in the construction and




revenue and economic forecast methods are examined, finally,
of Minnesota state economic and tax revenue trends and pros-
earlier. Tmo tasks of state revenue forecasting are
identified, namely, the forecasting of state tax revenue collections and
the forecasting of the effects of these collections on specific economic
activity in the state. While the first task is one of fiscal management
for which responsibility is centered currently in the Department of Finance,
the second task is one of general economic management. This task is shared
by several state departments and agencies as well as the private sector.
Because of the shared
and utilization of an
also must be shared.
nature of this task, the preparation, maintenance,
information system for state revenue impact assessment
System integrity inevitably emerges as an important
question to be addressed. This report concludes
models for state tax revenue and economic impact
this final question.
with a review of econometric
forecasting which addressesMINNESOTA STATE REVENUE TRENDS AND FORECASTS:
Implications for State Fiscal and Economic Growth Planning
in the 1980VS
Wilbur R. Maki
The Minnesota revenue system, like the general economy itself, has
been predicated h growth in product, income and expenditures. Without
economic growth, state revenues would drop precipitously, thus endangering
the delivery of many public services.
In Minnesota, state revenues rose sharply in the first half of the
1970’s. This period was marked, also, by a sharp shift from dependence
on the local property tax to increasing dependence on federal transfer pay--
merits,individual and corporate net income taxes, and sales and general
receipts taxes. In contrast to the early 1970’s, the second half of the
decade was marked by a gradual slowing down in state revenue receipts.
Individual and corporate net income tax, as well as sales tax, revenues,
while increasing in absolute levels in Minnesota, declined relative to
U.S. trends in the 1975-78 period and, again, in fiscal year 1980.
Study Objectives
The purpose of this report is to account for the contrasting patterns
of growth and decline in Minnesota state and local revenue receipts in the
context of Minnesota and U.S. economic and demographic conditions. This
assessment is intended as an introduction to a detailed examination of the
Minnesota economy today and its prospects for the 1980’s, especially in
its public revenues. Alternative approaches in the study of state and
local revenues are identified and examined with particular reference to2
information needs of state and local fiscal management in
State and local revenue implications of alternative state
casts also are reviewed and discussed in this report.
the 1980’s.
economic fore-
While an assessment of state economic forecasts and forecast methods
is an important purpose of this report, the data presented here are in-
tended primarily to illustrate the type and quality of information which
may prove useful in dealing with generally unanticipated interruptions in
the flow of public revenues from a variety of revenue sources.
related to the identification of useful economic information is
and implementation of procedures for obtaining this information




The nature and severity of the current state revenue shortfall is
illustrated by the differential rates of change in state tax revenue re-
ceipts in the 1970’s. As shown in Table 1.1, general revenues from own
sources, that is, taxes and service charges, were 84.4 percent, 80.3 per-
cent, and 80.5 percent of total state and local revenues in 1970, 1975 and
1979, respectively. Large increases in federal transfer payments to state
and local governments accounted for the declining importance of own reve-
nues in the 1970-75 period, but this trend changed, especially for Minnesota,
in the post-1975 period. Increases in the relative importance of state
tax revenues occurred each year in the 1970’s. Reductions in total fed-
eral transfer payments were larger at the state level than the local
level. When the annual increases in state tax revenues declined relative
to U.S. trends, earlier trends in local property tax revenues reversed
direction, also.
Annual changes in selected state tax revenues -- general sales,
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with reference to annual changes in nonfarm.personal earnings, lagged six
mon&?39. Annual growth rates are shown as differences between the annual
rates of change for the particular state tax and total earnings (i.e.,
wages and salaries and proprietorial income) of the nonfarm work force.
Thus, a positive value denotes an above-average annual rate while a nega-
tive value denotes a below-average annual rate, relative to the change in
nonfarm earnings.
Clearly evident in the comparison of the three state taxes is the
volatility in their annual rates of change. Most volatile of the three
is the corporate net income tax, while the general sales tax is least
volatile.
When actual state tax yields are adjusted for the various changes
tax laws, year-to-year changes in total state tax revenues correlate
in
closely with year-to-year changes in nonfarm earnings. A 10-percent change
in nonfarm personal income is associated with an approximately 10 percent
change in total state tax receipts. Indeed, for the 1969-80 period, when
total nonfarm personal earnings increased from $10,298 million to $29,423




10 percent increase in nonfarm personal earnings was
12.4 percent change in state tax revenues. The larger
rate of change is the result of tax law changes which
increased tax revenues by increasing individual tax rates. Had individual
tax rates remained fixed during the 1969-80 period, each 10 percent in-
crease in nonfarm personal earnings would have resulted in approximately
a 10-percent increase in total state tax revenues. Eliminationof the
deduction of federal income tax payments, like increasing the maximum
rate, would increase the tax yield. This would result in an apparent
tax6
upward bias in the state tax elasticity coefficient with respect to nonfarm
earnings.
The data in Figure 1.1 suggest that nonfarm personal earnings could
serve as a surrogate for factors affecting state tax receipts. If this
were tried, accurate forecasts of changes in state tax receipts would still
require accurate forecasts of nonfarm personal earnings. Additional ex-
planatory variables would further reduce the forecast variance by account-
ing for year-to-year fluctuations in individual tax receipts, for example,
the corporate net income tax, which correlates with measures of economic
activity in the construction and the durable goods manufacturing industries.
These, and related, issues in the building of a state revenue forecast
model are presented later in this report. First, however, a plan of study
is presented for organizing the model-building activities and validating
the model and its forecasts.
Method of Approach
The method of approach outlined in this report starts with an assess-
ment of state economic growth trends and prospects, with particular refer-
ence to jobs and personal income originating in specific industries in
Minnesota and the U.S. Alternative state revenue forecast methods are
examined in the context of these trends and the forecast methods used in
extending thin. Revenue forecast series prepared with the forecast
methods are examined, also, in the context of existing statewide forecasts
of industry aployment, earnings and output. Finally, the forecasts and
the forecast methods are examined from a fiscal management perspective.
The problem focus of this report is capsuled, in part, in the growth
rate differentials between state tax revenues and nonfarm personal earnings
presented earlier in Figure 1.1. For example, the rate of growth in total7
tax revenues from 1971 to 1972 and, again, from 1972 to 1973 was 14.4 per-
cent and 15.3 percent, respectively, above the rate of growth in nonfarm
personal earnings. These differentials were due almost entirely to tax law
changes in 1971, i.e., increase of general sales tax from 3 percent to
4 percent, introduction and subsequent increase of motor vehicle excise
tax from 3 percent to 4 percent, increase of individual income tax rates
from the 1.5 percent-to-12 percent range to a 1.6 percent-to-15 percent
range, and increase of corporate net income tax rate to 12 percent and
elimination of federal tax deduction. These changes resulted in an in-
crease of roughly $532 million in state revenue receipts in 1972 and 1973
and an additional $3,614 million in total state tax revenues in the per-
iod from 1974 to 1979 (assuming, of course, that the relationship iden-
tified earlier between state tax revenues and nonfarm personal earnings held
for the 1974-1979 period). Thus, because of the tax law changes enacted -
in both the regular and special legislative sessions in 1971, Minnesota
state revenue collections were $4.1 billion, or 27 percent, larger than
the $15.4 billion they would have been (for the 1970-79 period) under the
state tax laws in effect in 1970.
The effects of the 1979 tax law changes (i.e., indexing of individual
income tax brackets to 85 percent of the CPI), unlike the effects of the
1971 tax law changes, were obscured by the larger effects of the 1980
recession. Growth in state tax revenues, relative to nonfarm personal
earnings, declined, not only for individual income taxes, but, also, for
general sales and corporation net income taxes. Major tax law changes
in the 1979 legislative session were confined to the individual income tax.
The analytical problem is to differentiate between the effects of tax law
changes and the effects of recession. A dependable forecast method simi-
larly must have sensitivity to the sources of change, whether legislatively8
or externally mandated (i.e., by general economic conditions).
Besides accounting for year-to-year changes in state tax revenues
effect the accuracy of state revenue forecasts, this report presents
alternative approaches for measuring the effects of state tax revenues
that
on
state economic growth and development. An increase in state tax revenues
denotes a reduction in the disposable income of households and businesses.
The use of this income differs with each sector of the economy, not only
in levels of current spending but in capital outlays. Subsequent effects
of the different expenditure patterns on state economic growth, while
difficult to measure, are nonetheless important to the future economic
viability and well-being of Minnesota government and business. Thus, the
economic impact of the state tax structure is a topic of increasing coneern
and, also, controversy in both government and business.9
STATE ECONOMIC GROWTH
State economic growth is measured by changes in personal income,
among other variables. Total personal income of Minnesota residents was
$14,571 million in 1970, or $3,819 per person, which was $74 below the
U.S. average. By 1975, the total and per capita personal income of Minne-
sota residents had increased to $22,686 million and $5,758, respectively.
By 1979, the Minnesota per capita income of $7,106 exceeded the U.S.
average (by $74) for the first time since 1973, when agricultural income
increased sharply above its historical levels.
More Jobs, More Income
Much of recent income gains in Minnesota is attributed to above-
average expansion of the Minnesota work force, as already noted in earlier
reports (10,11). While much of this expansion in work force occurred
in the services-producing industries, manufacturing employment also ex-
panded, particularly durable goods, which includes machinery (like con-
struction, farm, mining, industrial and service) and also computer and pro-
fessional, technical and controlling instruments and equipment. The services-
producing industries include transportation, communications and public
utilities; wholesale and retail trade; finance, insurance and real estate;
personal, business, and professional services; and government. The services-
producing industries are characterized by lower earnings per hour and higher
part-time employment than the goods-producing industries. Thus, job ex-
pansion may ndt translate into higher incomes if the new jobs replace older,
higher paying jobs, or if the new jobs are in lieu of jobs in industries
with high earnings.
In Minnesota, large increases in services-producing jobs have been
accompanied also by large increases in total earnings. This is indicated10
by the upward trend in total earnings of the service industry, i.e., personal,
business and professional services, shown in Table 2.1. Here, services
refers to the one industry group in the services-producing sector of the
Minnesota economy. The data also show sharp increases in durable goods
manufacturing in both the 1970-75 period
total earnings increased more rapidly in
the U.S. as a tilmle,as indicated by the
fects.
and the post-1975 period. Indeed,
these two industry groups than in
large, positive state-share ef-
The data in Table 2.1 are based on the results of a simple shift-and-
share analysis of a highly aggregated Minnesota economy (see, ref.1~ for
further discussion of this procedure). Change in total earnings, say in
durable goods manufacturing from 1970 to 1975, is attributed to a national-
growth effect, an income-mix effect, and a state-share effect. National
growth refers to individual industry change equivalent to the change in
total earnings of wage and salary and self-employed workers in all industry
in the U.S. while income mix refers to the differential change in these
earnings in a particular industry,like durable goods manufacturing, in the
Us. State share refers to the differential change in the individual
industry earnings in Minnesota as compared with the U.S. In the 1970-75
period, for example, the national growth effect was equivalent to an in-
crease of $8,361 million in Minnesota total earnings. The national growth
in total personal income was 57.4 percent. The corresponding Minnesota
growth was $8,109, or 55.6 percent.
The below-average growth in Minnesota total earnings in the 1970-75
period is attributed to an adverse income-mix effect (of -$62 million) and
an adverse state-share effect (of -$184 million). The income-mix effect
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negative overall because of its slightly more than proportional share of
below-average income growth industries and other income sources. The
negative state-share effect was due largely to the below-average growth in
farm earnings relative to the U.S. average for this industry and the below-
average growth in earnings from the mining and construction industries and.
in transfer payments.
Minnesota income growth rates reversed their earlier trends in the
1975-79 periodbecause of positive income-mix and state-share sffects.
Personal income derived from earnings increased faster than personal income
derived from property income and transfer payments for the U.S. as a whole,
while in Minnesota, these earnings increased faster than in the corres-
ponding industry in the U.S., except mining. The largest relative increases
were in agriculture, durable goods manufacturing and services. The posi-
tive income-mix and state-share effects accounted for $1,543 million, or
13.7 percent, of the $11,239 million increase in total earnings in the
1975-79 period. Below-average or negative effects of growth in personal
contributions to social insurance programs, property income, and transfer
payrr~ts reduced the importance of the income-mix and state-share effects
.
to 6.9 percent of the total change of $13,305 million in total personal
income.
In the last year of the 1970’s, income growth trends were reversed
again, not only for all industry in the U.S., but also, for most industry
in Minnesota. For the 1979-80 period, negative state-share effects are
shown for mining, construction, transportation, communications and utilities,
wholesale and retail trade, and government. However, for the personal,
business and professional services industry group, the state-share effect
was a whopping $725 million -- the largest of any industry in this or the
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State revenue trends
STATE REVENUE TRENDS
are compared with corresponding revenue trends
for the U.S. as a whole to show similarities and differences in state
tax yields and performance and to help in identifying factors accounting
for these differences. The Minnesota state revenue system, for example,
can be characterized by shifts from locally-collected to state-collected
taxes and from non-tax to tax revenue sources. To explore the state
revenue implications of these shifts, year-to-year changes in specific
state and local revenue sources are compared with corresponding changes
for the U.S. as a whole.
Rising State and Local Revenues
Rapidly rising state and local revenues characterized the 1970’s
in both Minnesota and the U.S. For the U.S. as a whole, state and local
general revenues per capita increased from $642 in 1970 to $1,556
in 1979 -- a 142-percent increase, while total personal income increased
from $3,893 to $8,773 -- a 125-percent increase. During the same period,
Minnesota state and local general revenues per person increased from
$678 to $1,805 -- a 166-percent increase. As shown in Table 3.1, state
taxes were the most rapidly increasing component of state and local general
revenues. They nearly doubled from 1970 to 1975 -- a much higher increase
than for the U.S. as a whole. The 1970-75 rates were partially reversed,
however, in the 1975-79 period when state tax revenues in the U.S. rose
more rapidly than in Minnesota. Meanwhile local tax revenues in Minnesota
lagged behind the U.S. rates while local non-tax revenues increased more
rapidly in Minnesota than in the U.S.
Relative to growth in personal income, state and local general revenues
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Revenue Source 1970-75 1975-78 1978-79
~lior
General sales tax 93 0 1
Ind. income tax 98 -174 51
Corp. income tax 53 -23 26
Property tax -73 44 88







Thus, the 1971 legislative changes in the Minnesota individual income tax
law made possible a positive state-share effect for the 1970-75 period
and the above-average growth in Minnesota total personal income in 1978-79
made possible the positive state-share effect for the 1978-79 period.
Growth in Minnesota individual income tax revenues lagged behind growth
in this revenue source for the U.S. as a whole because of the federal
income tax deductions and other provisions which reduced the income elas-
ticity of the Minnesota income taxes relative to the U.S.
Shifts in dependence of state and local governments on federal income
transfers are indicated, also, in the negative state-share effects, as
shown below:
Revenue Source 1970-75 1975-78 1978-79 Total
(million $)
Federal-to-state transfers 34 -72 -8 -46
Federal-to-local transfers -42 26 102 118 _
Total 152 -114 18 56
Only the above-average federal transfers to local governments in the 1978-
79 fiscal year made possible an overall positive state-share effect.
In summary, the 10-year growth in state and local general revenues
was due largely to
64 percent of this
66 percent was due
growth in state tax revenues. In the U.S. as a whole,
growth was in state general revenues. In Minnesota,
to state general revenues. A positive state-share effect24
for both state and local general revenues indicates above-average growth
in overall state and local general revenues, with the distribution of this
growth being shared by the principal revenue sources, as follows:
National- Revenue- State-










































Both the revenue-mix effects and the state-share effects for Minnesota were
positive, i.e., the overall growth in general state and local revenues
exceeded the equivalent growth based on overall U.S. rates.
Tax Indexing and Recession
Changes in the state income tax law in 1979 combined with the downturn
in the general business cycle to reduce Minnesota state tax revenues be-
low expected levels in the 1980 and 1981 fiscal years. F heir combined
effects are presented next to illustrate the general nature of the revenue
impact measurement problem and the methods for dealing with it.
Growth in specific state tax revenue sources is, first, summarized
for the 1969-81 period in Table 3.3. The presentation here simply ex-
pands on a portion of the data presented in earlier tables. In 1979
state tax revenues accounted for about 43 percent of the genezal revenues
of state and local government (net of state-to-local and local-to-state
transfers) and 66 percent of the total general revenues of state govern-














Growth rates for selected state taxes are compared with growth in
total state tax revenues and nonfarm earnings (in preceding calendar
year) in Table 3.4. The variability in these rates indicates, in part, the
varying degree of sensitivity of each tax to general economic conditions.
This variability is due, also, to tax law changes, as indicated in the
explanatory footnotes in Table 3.4.
Among the most volatile of state taxes are the corporate net income
tax and the severance tax on iron ore and taconite production.
Indicated in Table 3.4 are the differential growth rates relative to total
state revenues. The latter also varied more widely than the annual changes
in total nonfarm earnings in Minnesota (largely because
changes noted earlier).
Year-to-year variability in the differential rates
of the tax law
of changes in the
selected state taxes was greatest in the fiscal years hnmediately following
the turning points in the general business cycle, i.e., 1971-72, 1975-76,
and 1980-81, except, of course, for the fiscal years following important
tax law changes. Even the general sales tax, which most consistently
followed the overall pattern of growth in tax revenues, responded sharply
to the business cycle. So did severance tax revenues, which, also, were
affected by strikes and conditions unique to the mining industry.
The shift-share method is used again to partition the change in
total state tax revenues between the three change effects -- national-
growth, revenue-mix, and state-share (Table 3.5). In this illustration,
total change refers to total state revenues rather than combined state and
local general revenues, as in preceding tables. The three change effects
in Table 3,5 nonetheless compare closely with the corresponding change ef-
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1975-79 and 1979-80 rather than 1975-78 and 1978-79. The 1979-80 period
is presented here to show the contrasting patterns of change in state tax




















than for the U.S. because of a favorable revenue-mix, i.e., a larger pro-
portion of tax revenue sources of above-average, rather than below- average,
growth.
The impact of the 1979-80 recession on all tax revenue sources is
indicated by the generally negative state share effect in 1979-80, as
shown below:
Revenue Source 1970-75 1975-79 1979-80
(million $)
General sales tax 94 10 -32
Other sales tax -18 7 -1
Indiv. inc. tax 98 -145 -166
Corp. net inc. tax 54 0 -11
Other taxes 29 23 -45








Indeed, the state-share effect for the individual income tax was negative
for two of the three periods largely because of the yield-reducing effect
of the federal income tax deduction.2V
STATE REVENUE FORECASTS AND FORECAST METHODS
State revenue forecasts and forecast methods are viewed next in the
context of the state economic growth trends identified earlier. While




purpose is to determine the economic growth effects of legislative
in state tax laws. Still another purpose is to determine the state
effects of new legislative programs in other areas, like energy,
employment, and economic development.
State Revenue Forecasts
While monthly and quarterly revenue forecasts for state fiscal manage-
ment are available already, forecasts of economic growth effects of changes
in tax systems generally are not available. Nor are adequate explanations-
of the forecasts, and their variance and accuracy, readily available.
Currently available state revenue forecasts are short-term, mostly
monthly and quarterly. They are strictly part of the fiscal management
process in state government. They are based on models built primarily
for predictive (rather than prescriptive, descriptive, or exploratory and
educational) purposes. These models, and related data, are now developed
in the Minnesota Department of Finance,
Two simple revenue forecasting models are examined with particular
attention to the insights they may offer in the design and implementation of
a Minnesota revenue forecasting model. The first of the two models was
constructed at the University of Iowa to forecast Iowa state tax reve-
nues (l).
The Iowa approach to tax revenue forecasting is
model in which an extrapolative procedure is used to
described as a hybrid
forecast nonfarm31
personal income and its various components (i.e., wages and salaries, and
proprietoriers and property income), which are then used in an associative
model to forecast sales, use and personal income taxes. The Iowa economy,
unlike Minnesota’s, is not sensitive to the general business cycle. It
is dominated by agriculture and agricultural-dependent activities. Despite
the volatility of Iowa farm income, personal consumption expenditures,
whdch support much of the nonfarm economy, lack this volatility. Hence,
nonfarm income fluctuations, except for a rather steady growth trend, are
quite small in the Iowa economy. Consequently, use of a moving average
procedure (specifically the ARIMA method) has yielded
quarterly forecasts of nonfarm wages and salaries and
and property income. An ad hoc procedure, which also




A five-equation model has been used to prepare the quarterly fore- .
casts of sales, use and individual income tax receipts. In this model,
dummy variables account for seasonality in tax receipts and also for tax
law changes. The three principal taxes are then related to the Iowa
quarterly income variables as follows:
10 The sales tax (which covers most retail goods) is a function of one-
quarter lagged nonfarm income and one-quarter lagged farm income.
These two explanatory variables plus 16 dummy variables, explained
99.6 percent of the variance in the dependent variable for the 1962-76
period.
2. The use tax (which includes a tax on motor vehicles and a tax on inter-
mediate manufacturing inputs) is a function of current quarterly wages
and salaries and current quarter U.S. corporate profits before taxes.
These two explanatory variables, plus three dummy variables and its own32
value lagged one quarter, explains 96 percent of the variance in the
dependent variables.
3. The withholding tax on current wages and salaries (which constitutes
about 67 percent of total personal income taxes) is a function of one-
quarter lagged wages and salaries.
variables, explains 99.9 percent of
variable.
This variable, plus two dummy
the variance in the dependent
4. The declared estimate tax (which constitutes 10 percent of personal
income tax collections) is a function of current quarter nonfarm pro-
prietors and property income andtwo-quarter lagged realized net farm
income. These two variables, plus two dummy variables, explain 97.7
percent of the variance in the dependent variable.
5. The return income tax (or balance due, which constitutes the remaining
23 percent of personal income tax collections) is a function of two-
quarter lagged nonfarm proprietors and property income and two-quarter
lagged realized net farm income.
variable, explain 88.4 percent of
able.
These two variables, plus one dummy
the variance in the dependent vari-
For simple tax revenue forecast purposes, the Iowa model has consistently
forecast within a five-percent error margin since its construction in 1979.
The second model -- the Alaska StatePersonal Income Tax Model -- was
built to forecast yearly tax revenues and, also, to simulate the economic
impact of tax policy proposals on the Alaskan economy (3). The Alaska
personal income tax “piggybacks” the federal tax by using the same allowable
deductions and exemptions, except for the inclusion of federal employee
cost-of-living allowance and the exclusion of military wages and salaries.
The federal tax is not deducted from the state tax.33
A 12-equation model represents the Alaska personal income tax struc-
ture, as shown in Table 4.1. The explanatory variables for each of the 12
equations are identified individually as being either endogeneous (i.e.,
predicted within the model) or exogenous (i.e., pre-specified, or given).
Five policy variables -- change in tax rate progressivity, change in floor
of tax rate schedule, change in value of personal exemption, tax credit,
and tax credit as percent of liability -- are specified, also. This
model forecasts with more variance than the Iowa model. The Alaska economy
is rapidly growing, with tax revenues tripling in three years. The Alaska
model has more equations than the Iowa model, which, also, are interactive.
While the Alaska tax model was used to simulate the personal income
effects of tax law changes, the small number of variables precludes the
possibility of forecasting trade-offs between income tax payments, personal
consumption expenditures and business investment outlays.





Hence the effects of redistributing a given
private spending and public spending cannot








The Tennessee Econometric Model, which was built in the mid-1970’s
to forecast Tennessee tax revenues, illustrates the advantages of having
a large number of interacting variables, including non-tax variables, to
represent the full range of economic activity and the diversity of tax
system linkages within a state’s economy. The Tennessee model has 77 simul-
taneous equations and 120 variables, of which 31 are related to the national
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revenue-related variables are listed in Table
equations and explanatory variables, both endogen-
Tennessee Econometric Model depicts Tennessee industry output
(i.e., value added, or gross state product originating) as a function of
corresponding U.S. industry output, wage rates> interest rates, and/or tax
rates. Many of the relationships were significant of the 99 percent level,
including the relationship between industry output and related tax rate.
The results show, for example, a significant inverse relationship between
manufacturing industry output, both durable goods and nondurable goods, and
the Tennessee corporation excise tax rate. Unless Tennessee rates change
sharply each year, this is indeed a remarkable result. However, most rela-
tionships depicted in the model are quite plausible and the overall results
can serve as a guide in evaluating other state econometric models.
The Tennessee Econometric Model has been used to demonstrate the
effects of alternative tax policies on the state’s economy. One simulation
shows the effect of a 10-percent increase in the corporation excise tax
rate on gross state product (down 1.04 percent), employment (down 0.46 per-
cent), total personal income (down 0.41 percent), per capita disposable
income (down 0.46 percent), and retail sales (down 0.34 percent). Corpor-
ation excise tax revenues would rise by 6.74 percent and total tax revenues
by 0.54 percent. The stiulated results depend, of course, on the signifi-
cant inverse relationship between industry output and the corporation
excise tax rate noted earlier.
The Ohio Gross State Product (GSP) Model and its decedents also
provide valuable insights into the construction and utilization of state











































——------ -- . .. ..-------37
the late 1960’s. It anticipated the rash of state econometric models built




economist Lawrence Klein, and his associates.
GSP Model represents the structure and behavior of the Ohio
integral part of the U.S. economy (Table 4.3). Linkage with
the U.S. economy is achieved directly through
and selected income and monetary variables.
A causal ordering of the state variables
the two manufacturing sectors
in the Ohio Econometric
Model was prepared to show the linkage variables and relationships involved
in the diffusion of impact from external and policy variables to internal
and endogeneous variables. Some simultaneity exists in the model, as in-








Policy variables in the Ohio GSP Model include the following:
Percentage change in the amount of automobile installment credit in.
the U.S.
GSP in federal government
GSP in state and local government
New housing permits awarded in issuing places in Ohio
Interest rate on corporate bonds
Interest rate on 90 day Treasury bills
Military prime contracts awarded in Ohio
An early use of this model was the simulation of the effects of maintaining
military prime contract awards at the peak level achieved in the Korean





awards, it would not have experienced the decline in its share
occurred in the 1950’s. In
the Ohio economy had yet to
U.S. defense purchases from
short, the results show that in the
recover from the post-Korean War












































. . . . ,. ...
.-l Nclu m“uar%aoio
.-l
I-—-— --.. ——..——.— —.-—------ --- - ---------- ——..—. ..— ——39
The Ohio GSP Model was expanded in the 1970’s to include additional
procedures for handling target (state) variables and instrument (control)
variables (5,6,7). Besides the policy variables listed earlier, six target
variables -- total gross state product, disposable personal income, known
gross state product, gross state product originating in manufacturing,
automobile registrations, and internally generated funds -- were set equal
to or greater than predetermined levels of these variables. The specified
control variables served as means of achieving these goals. Devi-
ations from an optimal time path incurred added costs. The purpose
of the simulation exercise was to find a minimal cost time path towards the
predetermined goals. Shnulation results showed that the time paths of
selected endogeneous (i.e., target) variables can be changed by increasing
the values of selected exogenous (i.e., policy) variables. In short, the
computer experiments supported the contention that sustained increases in.
such policy variables as military prime contracts and state government ex-
penditures can increase the gross state product and disposable
income growth rates.







approach to state revenue and economic forecasting. This model has
over the past 15 years in several stages, starting with a set of
and income accounts and expanded input-output tables of the Iowa
It has been continued with further expansion in Minnesota in the
number of industries and sectors included in both the two-region input-
output computer program and the dynamic regional economic model used in
“driving” input-output final demands (4,9,12). It has been used, also, in
classroom teaching in its interactive mode. Students inexperienced in
computer program practices can use the interactive mode to simulate effects40
of external (i.e., policy or market) changes on the Minnesota economy.
The batch mode is available for use in research,
The MINTOM system is built around nine core
principal economic and demographic entities in a
analysis, and forecasting.
modules representing the
regional economy and three
auxiliary modules, namely, population, export market, industry investment,
residentiary final demands, labor force, production, income, employment,
households (as decision units), government (also as income-receiving and in-
come-spending decision units) and financial markets (for debt financing of
industry investment and government spending). The individual modules,
which are linked schematically in Figure 4.1, may be used independently in
partial economic analysis. They are most effectively used as inter-connected
1/
elements in a recursively computed model of industry-specific activities.—
The interfacing of several of the 12 modules (the 11 listed modules in
Figure 4.1 and the residentiary demand module) with computable models of
industry location and investment complete. the MINTOM system. Thus, MINTOM,
when completed, will provide an economic data base and related procedures for
assessing the employment, income and population effects of given state reve-
nues and expenditures. Industry-specific measures of the benefits and costs
of these expenditures will be obtained from the MINTOM program output.
The causal ordering of the modules is represented, also, in Figure 4.1.
Included among the first-order variables, for example, are those in the
population, market and investment modules, while the demand and labor force
modules contain most of the second-order variables. The first-order and
~/ A technical discussion of an earlier version of the MINTOM computer
program, then known as SIMLAB, is presented in ref. 9. A new updated
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Figure 4.1. Causal Ordering and Linkages of Modules in Minnesota
Trade-Off Model Program.42
second-order variables are connected to exogenous.and lagged variables.
The value added and employment modules, which include the principal target,
or outcome, variables in this study, relate the production outcomes directly
to the household and government modules, or sectors. These linkages trans-
form shifts in value added and employment into corresponding shifts in house-
hold and government income and expenditures. Finally, the financial module
portrays the financial transactions of the business, household and govern-
ment sectors of the State’s economy. This module contains the principal
policy variables available to Minnesota state government in its industrial
development efforts.
State policy options and approaches which can be addressed by the MINTOM
system would include those which pertain to the key export-producing sectors
of the Minnesota economy. They fall intothe two categories of employment
stabilization and business investment. The important target variables for
each policy category are industry output, employment, and value added.
Relationships over time among the three variables, along with the balance
of trade and balance of payments indicators, are represented, again sche-
matically, in Figure 4.2.
First, the two time periods -- the short-term and the long-term -- are
differentiated by their policy outlook. The same target variables are used,
however, to monitor the statewide effects of the various policies. The
the paths of the target variables may be derived by use of MINTOM. Here,
a generalized version of this output is presented simply to emphasize the
investment linkages in industry development.
Second, export-producing, or basic, industry is differentiated from
residentiary industry, which includes much or all of the following: trans-
portation, communication and public utilities; trade; finance, insurance and43
Index
Short-Term Outlook Long-Term Outlook

























Figure 4.2. Relation of Short-Term Economic Fluctuations and Long-Term
Development Trends to Gross Private Capital Formation in
Export-Producing and Residentiary Activities.44
real estate; services; and government. A distinguishing characteristic of
export-producing industry is its high capital investment, output per worker
and growth in output per worker (which account, in part, for the typically
hgih ratios of residentiary to basic employment).
Third, the relationships between industry gross output and industry
employment are differentiated by stage of business cycle and industry de-
velopment. Output per worker increases rapidly during the initial upswing
of the business cycle and it increases, also, from one peak level to the
next.
Fourth, the growth in gross state product in the various stages of the
business cycle and long-term industry development is accompanied by shifts
in money flows into and out of the state. For example, during a period of
expanded construction and growth in gross state product, a negative balance
of trade (exports minus imports) is accompanied by a positive balance of
payments (exports, plus investments and profits, minus imports). During
the declining stage of industry development, negative balances of trade and
of payments accompany a declining gross state product.
Each of the MINTOM modules is now presented with emphasis on the specific
industry policy target and control variables cited in the preceding section.
Each module is described briefly, starting with the first-order modules.
The~opulation module is based on an age-cohort survival model. It
represents the regional demographic characteristics. It also provides for
in-migration and out-migration by age and sex classes and for in-migration
employee dependent ratios. While population levels are derived as a final
step each year, they are shown as first-order, rather than lagged, variables.
Thus, the population module yields forecasts for use in the labor force
module as well as summary statistics for evaluating the computational resultsof
in
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the preceding year program. State investment strategies may be motivated,
part, by a desire to affect the rates of population out-migration. Such
efforts may be directed towards particular age groups in the total popula-
tion, which would be monitored in an assessment of the success of these
efforts. Also, the population module
an allocation-type input-output model
coefficients are fixed. Such a model
lends itself to the development of
in which the output, rather than input,
would be used in the study of period-
to-period demographic flows from one population group to another.
The market module capsules the market intelligence of each industry into
two variables and two parameters, namely, the U.S. gross output, the annual
rate of growth in U.S. gross output, the state’s industry market share, and
the annual rate of change in the market share. Thus, each industry is linked
to the rest of the world through tis exports, if any. Changes in output-
increasing investment result in corresponding changes in exports and usually
in the export+aarket share for the state’s industry. Similarly, changes in
the costs of doing business in the state are translated into correspomdchkg.
changes in export-market shares.
The investment module differentiates between output-increasing and
pollution-abatement investment in plant and equipment. It also differenti-
ates between replacement and expansion investment. Capital consumption
allowances are derived from depreciation rates and capital stock levels,
which are maintained through replacaaent investment. The latter is ltiited
by the capital consumption allowance, which is a component of industry value
added. Expansion investment is limited by business profits before taxes
(i.e., value added, less earnings, indirect taxes and depreciation).
The demand module yields forecasts of the export and investment demands,




government sectors. The demand module thus “drives”
Personal consumption expenditures are derived from ex-
coefficients and forecast levels of total disposable
income and total population while federal, state and local government expendi-
tures are linked to population.
Theyroduction module makes use of the annual input-output multipliers
(derived by the Minnesota two-region input-output model program) in the fore-
casting of annual industry-specific gross output levels. Industry gross
outputs meet the forecast demand levels, subject to the constraints imposed
by industry capacity levels, including both capital stock and occupation-
specific labor supply.
The labor force module yields forecasts of the supply of labor based
on forecast age- and sex-specific labor force participation rates and fore-
cast population levels. The labor supply pool is then distributed among
nine occupation classes. This supply is affected by occupation-specific,
in-commuting and out-commuting members of the labor force.
The value added module provides for the remuneration of the primary
inputs of the production system, namely, labor and capital, in the form of
earnings, depreciation, indirect taxes, and business profits before taxes.
This module includes also the import rate which is derived from the Minnesota
two-region input-output model program.
The employment module represents the occupation-specific industry work
force. It contains the parameters for changing the output per worker, the
earnings per worker, and the occupational composition of the industry work
force. This module capsules, for example, the employment and earnings effects
of investment in education.
The household module contains the household-related parameters of total,
and, also, employed and unemployed, persons per household. It also provides47
for the distribution of total earnings and
classes and the distribution of households
The government module
flows of public income and
represents the
expenditures.
property income among income
among housing units.
public sector activities and the
It relates each federal, state
and local tax to its appropriate source and it provides for the disbursement
of all government expenditures. It includes the data base for deriving the
annual tax receipts of state and local governments from each industry and
sector.
The financial module represents, finally, the financial transactions of
the private and public sectors in the state’s economy. These transactions
determine the distribution of business profits to household, government and
business sectors and the availability of financing for private and public
investment.
The MINTOM program operates recursively, largely on its own endogeneously-
determined data once the computer run begins or the program is perturbed with
a policy control variable. During the run, the principal exogenous inputs are
the rate of growth of U.S. gross output in each of the basic industries, the
rate of change in male and fanale labor force participation rates, the rate
of change in earnings per
and the rate of change in
age.
worker, the output per worker in each industry,
the fertility rates for females of childbearing
Once variables and parameters are estimated, the model is fitted to
most recent regional population, employment, and earnings series. Fitting
is accomplished by adjustment of model variables and parameters from their
previously estimated values.
Two tests of validity are applied to candidate models. Both depend on
judgement exercised by the model builder. One test involves comparing fitted48
model variables and parameters with their previously estimated values. If






estimates are in error or at least that the fitted
certain acceptable confidence limits. A second test
model forecasts. Because of the recursive nature
of the model, the regional population forecasts are calculated last as a
function of forecast employment and other demographic variables. A series
of plausible population forecasts suggests that forecasts of other socio-
economic indicators are also plausible. Experience has shown that the pop-
ulation forecasts are extremely sensitive to changes in labor force parti-
cipation rates, output per worker, and length of work week.
Evaluating Forecast Methods
The five econometric models reviewed here barely cover the wide range
of such econometric models now in use or under development. The five models
were selected simply to illustrate the range of options in forecast methods
for state fiscal and economic growth planning.
Of the five mddels, the Iowa revenue forecasting model is the least
complex and, yet, the most reliable performer with reference to forecast
accuracy. Its purpose is prediction, which it achieves extremely well.
The remaining four models vary in p~rpose from prediction to prescription,
description, and exploration, and combinations of these purposes. An es-
sential first step in model evaluation is to square model performance with
2/
its purpose.
~/ Prediction, as used here, refers to the preparationof point estimates,
oftentimes with statistical measures of variance and reliability. Pre-
scription is concerned with the use of the model in exploring alternative
conditions, some of which may be sought by the model user or the public.
Description involves use of the model in impact analysis, scenario
preparation and computer simulation of alternative futures. Use of economic
models in exploration and education is probably achieved best in gaming
simulation exercises in which the model user interacts directly with the
computerized program while playing a particular role as a decision maker
and a user of economic information.49
Model evaluation becomes difficult as model purpose shifts from predic-
tion to prescription and even more difficult with multiple purposes, like
prediction and, also, exploration of alternative future scenarios and their
regional implications. Thus, the evaluation of model properties -- scope,
time horizon, level of detail, and problem perspective -- is affected by the
model purpose, which in state fiscal and economic growth planning, is more
often exploratory and educational rather than simply predictive or even
prescriptive.
The MINTOM system evolved initially in a research environment in the
mid-1960’s. It was adapted for teaching purposes at the University of
Minnesota. It provided a computer simulation laboratory in regional
economic and regional development planning. It was expanded, subsequently,
into a multi-purpose research program with extended applications in energy
and natural resources planning and> more recently, in manpower and invest-
ment planning. With each phase of model expansion, expressed need for
easier access was heeded. Currently, a new user interactive program is
being prepared which, again, will allow students and others to access the
MINTOM data base and related computer simulation capabilities. Of the
five models, therefore, the MINTOM system has the capacity to address each
of the four purposes, but, particularly, combinations of the four purposes,
such as prediction and education.50
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