We recall a recently introduced mixed formulation of thin film magnetization problems for type-II superconductors written in terms of two variables, the electric field and the magnetization function, see [Electric field formulation for thin film magnetization problems, Supercond. Sci. Technol. 25 (2012) > 1 with p − 1 the value of power in the current-voltage relation characterizing the superconducting material. In this paper, we establish well-posedness of (Q h,τ r ), and prove convergence of the unique solution of (Q h,τ r ) to a solution of the power law model (Qr), for a fixed r > 1, as h, τ → 0. In addition, we prove convergence of a solution of (Qr) to a solution of the critical state model (Q), as r → 1. Hence, we prove existence of solutions to (Qr), for a fixed r > 1, and (Q). Finally, numerical experiments are presented.
Introduction
Numerical algorithms, typically employed for solving thin film magnetization problems in type-II superconductivity, are based on formulations written for only one variable, the magnetization function (see, e.g., Refs. 7, 20 18 and 21). The film current density is calculated as the 2D curl of this function; then the magnetic field can be found using the Biot-Savart law. However, the electric field, needed to calculate the distribution of the energy loss inside the superconductor, remains undetermined for the critical state models and can be difficult to compute accurately for models with, e.g. the power law current-voltage relation characterizing the superconducting material.
The mixed formulation for thin film magnetization problems, recently introduced in Ref. 5 , is written for two variables: the magnetization function and the electric field. This formulation enables one to compute accurately all variables of interest. Although the mixed formulation and its discretization were introduced in Ref. 5 , no mathematical or numerical analysis of the method was presented there. The aim of the present paper is to prove convergence of the numerical method, and hence prove existence of a solution to this mixed formulation. In this introduction we first give a derivation, simpler to that presented in Ref. 5 , of this mixed formulation.
We shall assume throughout that all variables have been nondimensionalized, and the magnetic permeability of the superconductor is equal to that of the vacuum and is scaled to unity. In the infinitely thin approximation, a superconducting film occupies the set {Ω × 0} ⊂ R 3 , where Ω ⊂ R 2 is a bounded domain. We suppose the given external time-dependent uniform magnetic field b e (t) is orthogonal to the film plane; that is, b e (t) = (0, 0, b e (t)) . Let the sheet current density, j(x, t), and the component of the electric field tangential to the film, e(x, t), be two time-dependent vector fields in Ω satisfying the critical state model relations:
|j| ≤ j c , |j| < j c ⇒ e = 0, e = 0 ⇒ e j, (1.1) where j c is the sheet critical current density, which may depend only on x = (x 1 , x 2 ) ∈ Ω (the Bean model for an inhomogeneous film, see Ref. 6) or also on the magnetic field (the Kim model, see Ref. 14) . By " " in (1.1), we mean that the vectors point in the same direction. Hence, we have that
where (·, ·) Ω is the L 2 (Ω) inner product. Here, for ease of exposition, in this formal introduction we assume that all terms in (1.2) are well-defined. We will return to these regularity issues below. It is convenient to assume that Ω is simply connected.
If it contains holes, these can simply be filled in with the sheet critical current density in the holes set to be very small.
Mixed formulation for thin film magnetization problems in superconductivity 993
The normal to the film component of the total magnetic field can be expressed by the Biot-Savart law as
where Curl f := ∂ x1 f 2 − ∂ x2 f 1 . Using Faraday's law, we obtain that
As Div j(·, t) = 0 in Ω, which is simply connected, we can introduce a stream (magnetization) function g(·, t), which vanishes on ∂Ω, such that
Substituting (1.5) and (1.4) into the time derivative of (1.3), we obtain that
Curl
In addition, we can rewrite the inequality (1.2) as
Next we introduce the bilinear form 
Hence, there exist constants C 1 , C 2 ∈ R >0 such that
We introduce also
On noting (1.8), a weak form of (1.6) and (1.7) can now be written as follows.
(Ω), and e(·, t) ∈ E
is the Banach space of bounded Radon measures. In addition, for any Banach space B, ·, · B denotes the duality pairing on (B) × B. Hence, for the first two terms in (1.12b) to be welldefined, we require that j c ∈ C(Ω). As g 0 ∈ K, this implies that the initial sheet
In order to approximate the above using the Raviart-Thomas element for e, we introduce the change of variable e = Rv, where R is the rotation matrix 0 1
We note that |v| = |e| and that Curl R ≡ −Div and Curl = R Grad. Of course, one could approximate e directly using the rotated Raviart-Thomas element, i.e. the 2D Nédélec element. However, under the change of variable, the resulting model is related to critical models arising in sandpiles, see Ref.
2. In addition, we believe that Grad, as opposed to Curl, makes the analysis in the paper more transparent. On introducing the Banach spaces
(1.12a) and (1.12b) can be reformulated as follows.
Choosing η = 2v and 0 in (1.15b) yields that )dt = 0, (1.16a) and hence that
One can deduce from (1.16b) that g(·, t) ∈ K for a.a. t ∈ (0, T ), see Theorem 3.2 below. Similarly, on choosing ψ = φ − g, where φ ∈ L 2 (0, T ; K), and noting (1.16a), (1.16b) yields the primal variational inequality associated with the mixed formulation (Q).
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For any fixed r ∈ (1, 2], approximating | · | by 1 r | · | r , we obtain the following regularization of (Q).
Associated with (Q r ) is the corresponding generalized p-Laplacian regularization of (P) for p ∈ [2, ∞), where, here and throughout this paper, (1/r) + (1/p) = 1.
, it follows formally from (1.18b) and (1.13) that
Substituting (1.20a) into (1.18a) yields (1.19). As v r and g r approximate v and g, respectively, it follows from (1.13) that Rv r and Curl g r are approximations to e and j = Curl g, respectively. Hence, (1.20b) is the power law approximation of the critical state relations (1.1) used by Brandt.
7
For later use, we recall the equivalent interpolation definition of H 1 2 00 (Ω), see p. 66 in Ref. 16 :
We introduce the linear operator
( 
00
(Ω), the well-posedness of F follows from the Lax-Milgram theorem. We have also from (1.10) that
( 1.23)
The outline of this paper as follows. In the next section, we introduce a finite element approximation, (Q h,τ r ), of the power law model (Q r ) using the lowest-order Raviart-Thomas element for the approximation of v r , and continuous piecewise linears for the approximation of g r . In addition, we prove well-posedness of this approximation and establish stability bounds independent of the mesh and time step parameters, h and τ , and the regularization parameter r. In Sec. 3, we prove convergence of the unique solution of (Q h,τ r ), for fixed r > 1, to a solution, {g r , v r }, of (Q r ), as h, τ → 0. In addition, we show that this solution of (Q r ) is unique, and that g r is the unique solution of (P p ). Furthermore, we prove convergence of the unique solution of (Q r ) to a solution, {g, v}, of the critical state model (Q), as r → 1. In addition, we show that g is unique, and is also the unique solution of (P). Finally in Sec. 4, we present some numerical experiments based on the discretization (Q h,τ r ).
Finite Element Approximation
First, we gather together our basic assumptions on the data and the triangulation.
h ; that is, j c is piecewise continuous and its discontinuities only occur along the internal edges of T h .
We assume that Ω is polygonal for ease of exposition, in order to avoid perturbation of domain errors in the finite element approximation. We shall also make the following assumptions at later stages in the paper:
(A4) Ω is strictly star-shaped and j c ∈ C(Ω).
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Let ν ∂κ be the outward unit normal to ∂κ, the boundary of κ. We then introduce the following finite element spaces:
Here V h is the lowest-order Raviart-Thomas finite element space.
are the vertices of the partitioning T h . We note for m = 0 and 1 that
where I is the identity operator. This standard interpolation error for continuous piecewise linears follows from Theorem 3.1.5 in Ref. 8 ; on noting the embedding
In addition, we introduce the generalized interpolation operator I h :
where ∂κ ≡ 3 i=1 ∂ i κ and ν ∂iκ is the corresponding outward unit normal on the edge ∂ i κ. Moreover, we have for all κ ∈ T h and any
and 
see, e.g. Lemma 11 in Ref. 13 and 
and if r ∈ (1, 2]
Similarly to (2.7a), we have from the equivalence of norms on finite-dimensional spaces and the convexity of | · | r for any r > 1 that for any
Furthermore, it follows from (2.6) and (2.4) for any r > 1 and any
T be a partitioning of [0, T ] into possibly variable time steps τ n := t n − t n−1 , n = 1 → N . We set τ := max n=1→N τ n . Assuming that (A1) and (A2) hold, our approximation of (Q r ) is as follows.
Obviously (Q h,τ r ) is implicit, and involves solving a complicated nonlinear algebraic system at each time level. Similarly to (1.22), we introduce
Once again, the well-posedness of F h follows from the Lax-Milgram theorem on noting (2.1b). Finally, we note from (A1) that 
Proof. It follows from (2.12) and (2.11a) that
Substituting (2.15) into (2.11b) yields that
which, on noting (2.12), can be rewritten as
We note from (1.10) that (2.17) is the Euler-Lagrange equation for the strictly convex minimization problem: 
r in (2.11b), adding and noting (1.10), yields for n = 1 → N and any δ > 0 that
It follows from (2.19), (1.21) and for δ sufficiently small, on noting that (1−τ n )
where for the last inequality we have also noted (1.10), (1.21), (1.11), (2.13) and (A1). Summing 
21)
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Subtracting (2.11b) with n replaced by n − 1 from (2.11b), choosing η h = V n r and noting (2.8b), we obtain for n = 2 → N that
Equation (2.11b) for n = 1, on assuming that (A3) holds, yields that
On combining (2.21), (2.22) and (2.23), we obtain for
The first bound in (2.14b) then follows from (2.24) on applying a Young's inequality and noting (1.21), (1.10) and (2.13).
Choosing
, noting (2.12) and summing from n = 1 → N yields that
The second bound in (2.14b) follows immediately from (2.25) on applying a Young's inequality and noting (1.21), (1.10), (2.13) and the first bound in (2.14b). Finally, it follows from (2.11b), (2.9), (A1), (2.12), (1.10) and (2.14a) that for
The final bound in (2.14b) follows immediately from (2.26), (1.10) and the second bound in (2.14b).
Convergence
We introduce the following notation for t ∈ (t n−1 ,
In addition, we write G τ (,±) r to mean with or without the superscripts ±. We note from (3.1) and (2.13) that
Adopting the notation (3.1), (Q h,τ r ), (2.11a) and (2.11b), can be rewritten as follows:
where 
where {g r , v r } is the unique solution of (Q r ), (1.18a) and (1.18b). In addition, g r is the unique solution of (P p ), (1.19).
Proof. It follows immediately from (2.14a), (2.14b) and (3.1) that
We then deduce from (3.5a) and (3.5b) that the convergence results (3.4a)-(3.4c) hold for a subsequence of {G 3a) and perform integration by parts on the second term. On noting (3.4b), (3.4c), (3.2) and (2.2), we then pass to the limit h, τ → 0 in this rewrite of (3.3a) for the above subsequence and obtain that
It follows from (3.6), (1.10), (1.21), (A1), (3.4b) and (3.5a) that 8) and therefore from (3.6) the desired result (1.18a).
). On noting (3.3a), (2.8a), (A3), (2.9), (1.10), (3.5b) and (2.10), we deduce that
It follows from (3.5a) that
Hence we deduce from (3.10), on extraction of a possible further subsequence, that lim inf
On noting (3.4a), (2.5), (3.11), (3.2), (2.4) and (3.4c), we can pass to the limit h, τ → 0 in (3.9) for the above subsequence to obtain
It follows from (3.12), (1.18a) and (A3) that
In addition, we obtain from (3.3b) with η
2 ), on noting (2.9), (A1) and the third bound in (3.5a), that
(3.14)
Passing to the limit h, τ → 0 in (3.14), on noting (3.4a), (2.5) and (2.4), yields that
On noting the denseness of
and hence we deduce from (3.13) that
For any fixed ζ ∈ Z r , choosing η = v r ± αζ with α ∈ R >0 in (3.17) and letting α → 0 yields the desired result (1.18b) on repeating the above for any ζ ∈ Z r . Hence {g r , v r } solves (Q r ), (1.18a) and (1.18b). We now show that the solution to (Q r ) is unique. If there were two solutions {g We now show that g r is the unique solution of (P p ). It follows from (3.16) and (1.18b) that (1.20a) holds a.e. in Ω T . Substituting (1.20a) into (1.18a) yields that g r solves (P p ), (1.19) . Similarly to the above uniqueness proof of (Q r ), it is easy to establish that this solution to (P p ) is unique.
Before proving our results about problems (Q), (1.15a), (1.15b), and (P), (1.17), we note the following density result concerning L 2 (0, T ; Z M ).
for any positive k ∈ C(Ω).
Proof. We apply the standard techniques of change of variable and mollification. Without loss of generality, one can assume that Ω is strictly star-shaped with respect to 0. For any θ > 1, let Ω θ := θΩ and Ω
where we have noted that
, with support in the unit ball B((0, 0), 1), be such that
where
One can extend this naturally to vectors, and we note that Div
We now extend v θ by zero to
. Hence, by the standard properties of mollifiers as Div The results (3.29a)-(3.29d) with g ∈ L 2 (0, T ; H 1 0 (Ω)) follow immediately from (3.31) for a subsequence {g r , v r } r∈ (1, 2] .
We can pass to the limit r → 1 in (1.18a) for the above subsequence to obtain (1.15a).
For any fixed ζ ∈ (C ∞ (Ω T )) 2 , we choose η = v r − ζ in (1.18b). On noting
