The rainfall-runoff process is governed by parameters that can seldom be measured directly for use with distributed models, but are rather inferred by expert judgment and calibrated against historical records. Here, a comparison is made between a conceptual model (CM) and an artificial neural network (ANN) for their ability to efficiently model complex hydrological processes. The Sacramento soil moisture accounting model (SAC-SMA) is calibrated using a scheme based on genetic algorithms and an input delay neural network (IDNN) is trained for variable delays and hidden layer neurons which are thoroughly discussed. The models are tested for 15 ephemeral catchments in Crete, Greece, using monthly rainfall, streamflow and potential evapotranspiration input. SAC-SMA performs well for most basins and acceptably for the entire sample with R 2 of 0.59-0.92, while scoring better for high than low flows. For the entire dataset, the IDNN improves simulation fit to R 2 of 0.70-0.96 and performs better for high flows while being outmatched in low flows. Results show that the ANN models can be superior to the conventional CMs, as parameter sensitivity is unclear, but CMs may be more robust in extrapolating beyond historical record limits and scenario building.
Introduction
Hydrological modelling at global (Döll and Schmied 2012, Schewe et al. 2014 ) and regional (Keesstra 2007 , Keesstra et al. 2009 , Bisantino et al. 2013 , Qadir et al. 2013 , Ziadat and Taimeh 2013 , Gao et al. 2014 scales is currently of wide international interest, especially in the context of climate change in relation to flooding (Arnell and Lloyd-Hughes 2014) and water scarcity (Gosling and Arnell 2013, Hanasaki et al. 2013) . Water availability in Europe is unevenly distributed and ranges from the abundant north, which relies more on surface water (EEA 1999) , to the dryer south, where increasing irrigation needs depend heavily on groundwater resources, and have traditionally been met by increasing storage capacities through reservoirs and water transfer schemes. Here, agriculture and tourism are the two industries most vulnerable to water stress since they require increased supplies in late spring, summer and early autumn, when water is scarce. Therefore, understanding local hydrological systems not only benefits pure science (Gabarrón-Galeote et al. 2013 , Nyssen et al. 2014 but is also a vital link in the chain of water resources and their current and future availability, both in the context of production optimization and of the foreseen climate change.
Although distributed physically-based models are the main tool for understanding the physical processes taking place in a hydrological system as well as scenario analysis (e.g. Borrelli et al. 2013 , Haregeweyn et al. 2013 , Keesstra et al. 2014 , Lieskovskỳ and Kenderessy 2014 , they still have practical limitations (Beven and Binley 1992 , Grayson et al. 1992 , Beven 2001 . Since many watersheds are ungauged, poorly gauged or lack sufficient historical data, distributed model validation can often prove to be a challenge, and conceptual models (CMs) are a good alternative. Conceptual models typically combine differential equations based on simplified hydraulic laws with empirical algebraic equations to simulate more complicated processes (Arnold et al. 1998) . Early models include the Stanford watershed model (Crawford and Linsley 1966) , SAR (Rockwood et al. 1972 ), the Sacramento model (Burnash et al. 1973 ), the Tank model (Sugawara et al. 1974) , HEC-1 (USACE 1981) , HYMO (Williams and Hann 1978) and RORB (Laurenson and Mein 1990) . Recent CMs have incorporated more sophisticated processes and may include information on topography or land-use interactions, contradicting their traditionally uncomplicated character.
Contrary to CMs, data-driven models require little knowledge of the physical processes modelled and rely on the data describing input and output characteristics, based on which they are able to make generalizations of the process. ANNs are such data-driven models with particular properties that are well suited to dynamic nonlinear system modelling. From a mathematical point of view, ANN is a multi-parameter nonlinear function that can be calibrated to simulate the behaviour of a known dataset (Solomatine 2002) . The backpropagation neural network (BPNN) is considered to be the quintessential ANN; nevertheless, back-propagation (BP) is the training or learning algorithm rather than an ANN itself. These are called feedforward neural networks (FNNs), or occasionally multilayer perceptrons (MLPs), and have been applied successfully in many different problems since the advent of BP. The advantages of ANN models to simulate environmental variables over conventional methods have been discussed in detail by French et al. (1992) .
The application of ANNs to hydrological problems is relatively recent Kartam 1994a, 1994b) and it has been growing rapidly. ANNs have been applied with success to model precipitation occurrence (French et al. 1992) , daily water demands (Zhang et al. 1994) , stream runoff (Zhu and Fujita 1993, Lachtermacher and Fuller 1995) , snowmelt runoff (Markus et al. 1995) , extreme hydrological events (Coulibaly et al. 2001) , unit hydrographs (Hjelmfelt and Wang 1993) , daily rainfall-runoff (Hsu et al. 1995 , Shamseldin 1997 , Tokar and Johnson 1999 , Pan and Wang 2004 , Kişi 2007 , sediment transport (Trent et al. 1993 ) and groundwater level forecasting (Daliakopoulos et al. 2005 , Tsanis et al. 2008 . This popularity in the use of ANNs evidently sparked the need to compare their performance against CMs. Especially in the domain of the rainfall-runoff process, since the work of Hsu et al. (1995) more than 20 publications have performed direct comparisons of ANNs and CMs. These publications are listed in Table 1 along with a brief account of the specific models compared and their conclusions.
It is important to highlight that in all cases presented in Table 1 authors make use of a memory structure denoted as "lag", "delay", or "window" embedded in the ANN architecture. This structure concatenates inputs of a certain number of previous time steps before using them as input for the ANN, thus imitating memory of past events. The importance (Mishra and Singh 2003) ; GR4J: Génie Rural à 4 paramètres Journalier (Perrin et al. 2005) ; SWAT: Soil and Water Assessment Tool (Arnold et al. 1994) ; TANK: Sugawara-IHE RR Tank model (Sugawara et al. 1974) ; SAC-SMA: Sacramento soil moisture accounting (Burnash et al. 1973) ; HBV: Hydrologiska Byråns Vattenbalansavdelning (Bergström 1992) ; WATBAL: water balance accounting model (Yates 1996) ; SCRR: simple conceptual rainfall-runoff model (McCuen and Snyder 1986) ; FNN: feedforward neural network; EFNN: ensemble of FNNs; RNN: recurrent neural network; WNN: wavelet-based FNN; RBF: radial basis function.
of the memory structure will be discussed in Section 2, Methodology. In the majority (90%) of cases, the weapon of choice is the "vanilla" FNN, FNNs trained with algorithms other than the standard Levenberg-Marquardt (Moré 1978) , or an ensemble of FNNs, each specializing in part of the process. In one case, the "traditional" RBF is used and in another, a WNN where wavelet decomposition is applied on the input variables of a regular FNN. While our sample is by no mean representative of the applications of ANNs in hydrology, the popularity of the FNN absolutely agrees with that observed by Coulibaly et al. (1999) more than 15 years ago. This loyalty to FNNs may imply that more exotic architectures do not necessarily yield sufficiently improved results to justify such system complication. It is also important to note that only a single study found the results of a CM to be superior to those of ANNs. Backed by their results, Gaume and Gosset (2003) voice a strong opinion in favour of robust, limited complexity CMs for which the expertise of the hydrologist outflanks that of an expert system. In that perspective, the authors agree that interpretation skills are essential for all modelling approaches regardless of their accuracy, especially at operational level. Nevertheless, in the vast majority of direct comparisons ANNs outperform CMs, a fact that possibly renders them at least an equally useful tool in the hands of an expert. Despite the long debate, the quest for a sufficiently robust model is still ongoing. Preliminary comparisons by Kayastha and Solomatine (2013) and Chochlidakis et al. (2014) show the subject is still current and present results that are favourable to ANNs. In view of this, here we thoroughly compare the efficiency of the Sacramento CM and an IDNN to simulate the rainfall-runoff process of gauged ephemeral streams on the island of Crete, Greece. The simulation of ephemeral streams poses an additional challenge to the modeller, as high flows are few and zero values often constitute the majority of the dataset.
Methodology

Sacramento soil moisture accounting model (SAC-SMA)
The SAC-SMA model is a lumped continuous rainfall-runoff model that can estimate stream runoff (Q) from precipitation (P) and potential evapotranspiration (PET) records, based on soil moisture accounting (Podger 2004) . Soil moisture storage increases by P and reduces by actual evapotranspiration (AET) and total runoff Q (Q direct + Q surface + Q baseflow ) and infiltration I between the upper and lower zones that discharges at a slower rate (Q slow) . The size and relative wetness of the storage determines the depth of P absorbed, AET and the amount of water moving vertically or laterally out of the store. These processes are described by 16 parameters that need to be determined by the user or an optimization process using a suitable objective function. Figure 1 presents model parameters as reservoir capacities and rates of flow between reservoirs.
Here, SAC-SMA is calibrated using a scheme based on an application of genetic algorithms (GAs) in order to eliminate the subjective judgement of an expert user in model parameter selection. GAs are adaptive random search algorithms that mimic the principle of selection and evolution of the fittest in a natural system. Given a defined search space, GAs have a globally oriented search approach and are thus potentially useful in solving complex optimization problems (Wang 1997) . Here, the objective function to maximize is the coefficient of determination R 2 , explained later in this section. By design, the mutation feature of GAs allows them to escape local minima and subsequent improvements have provided further tools to that end (Rocha and Neves 1999) . Calibration methods of the GA family can be expected to perform at a level of skill reaching that of a well-trained hydrologist (Gupta et al. 1999) , with modern computing power removing previous considerations of slow rendering convergence rates and computational cost (Arsenault et al. 2013 ). Recent work (e.g. Xu et al. 2013 , Tigkas et al. 2015 has shown that GAs are still among the most powerful global calibration methods for hydrological models with state of the art global optimization algorithms (e.g. shuffled complex evolution (Duan et al. 1993) , shuffled complex evolution Metropolis (Vrugt et al. 2003) ) being marginally superior.
Input delay neural network (IDNN)
The IDNN is an ANN architecture that can work on sequential data (Fig. 2 ). IDNN neurons recognize features independently of time shift (i.e. sequence position) and usually form part of a larger pattern recognition system. An input signal is augmented with delayed copies as other inputs, the neural network is time-shift invariant since it has no internal state. The model is presented with training and validation data sets with variable time shifts (2-15 lags) for a variable number of hidden neurons (2-15 nodes). The training strategy, i.e. the fraction of training and validation data in the set is also variable, ranging from 30% training and 70% validation to 70% training and 30% validation values. Initially training strategies, time shifts and hidden neuron options are evaluated exhaustively in order to select the training strategy that provides robust results. Finally, the overall best (in terms of R 2 for the training and validation sets) ANN is selected for each basin and used to model the entire dataset.
Evaluation criteria
Several criteria were used in order to evaluate the effectiveness of each method and its ability to make precise predictions. The coefficient of determination R 2 is calculated as:
where x i is the observed variable, y i the calculated variable and N is the number of observations. R 2 represents the percentage of the initial uncertainty explained by the model. The discrepancy between the observed and calculated values can be calculated using the root mean square error (RMSE):
The RMSE criterion gives a good picture of the model error measured in the units of the observed variable and is therefore indispensable; nonetheless it is not normalized so it may not be used to compare goodness of fit among watersheds with different flow regimes (i.e. higher flows will always yield higher RMSE values for equally good models). The perfect fit between observed and calculated values, which is unlikely to occur, would have RMSE = 0 and R 2 = 1. Apart from efficiency in the entire runoff dataset, models are compared for their ability to simulate high and low flows. Here, low flows are defined as those with Q = 0.25 × Q mean and high flows as those with Q = 4 × Q mean , where Q mean is the mean flow at each station and Q the monthly flow at the station. We also consider that the best trained ANNs are those that perform equally well for training and validation datasets. For a positive efficiency criterion, the "equally well" clause can be translated into:
where A T and A V are the values of the efficiency criterion A for the training and the validation sets, respectively. Finally, the skill score (JWGFVR 2016) implies information about the relative improvement of a model over an alternative reference model, thus comparing two different forecasting methods:
where A represents an evaluation criterion such as those presented above. A model and A reference are compared with respect to the value that represents the perfect fit of the given criterion, A perfect . A skill A value of 1 denotes that the current forecast is perfect, whereas a value of 0 indicates no improvement over the reference, and negative values show reduced skill.
Case study
The island of Crete lies in the southern part of Greece (Fig. 3) and is divided into four regional units from east to west: Lasithi, Heraklio, Rethymno and Chania. With an area of 8265 km 2 , Crete covers almost 6.3% of the land area of Greece. The mean elevation is 482 m and the average slope 228 m km −1 , with the topography fracturing into small catchments with ephemeral streams and karst geology. Crete has a typical Mediterranean island environment with about 40% of the annual precipitation occurring in the winter months, while there is negligible rainfall during the summer. The average precipitation ranges from 440 mm year −1 on the Plain of Ierapetra (Lasithi) to more than 2000 mm year −1 on the Askifou upland (Chania), where orographic effects tend to increase both frequency and intensity of winter precipitation. A total of 15 gauged basins (Fig. 3) are selected in order to conduct a comparison between the SAC-SMA and IDNN. Even though the basins are selected based on the data availability provided by the Prefecture of Crete (for more details see Koutroulis et al. 2010) , they are evenly distributed over the entire island (apart from the massif of the White Mountains in Western Crete; Fig. 3 ). Here we use a dataset consisting of 20 years (September 1977 to August 1997) of monthly measurements. The FAO Penman-Monteith method (Allen et al. 1998 ) is used to estimate PET from monthly temperature (T) and wind records. In order to apply the CM and ANN models at basin scale, the input variables of P and ET 0 measured or estimated at station level are averaged over the area of each respective basin using the inverse distance weighting (IDW) method (Wei and McGuiness 1973) . Even though dated, IDW is commonly used for the spatial interpolation of environmental data, and more recent techniques (e.g. Teegavarapu et al. 2009 ) have not managed to dramatically improve results. Also, streamflow measurements are converted to mm of runoff (Q) for use with SAC-SMA and to facilitate budget comparisons. Table 2 lists the basins that were selected for analysis with the two models. The basin set is considered representative as it covers a wide range of the characteristics of the entire basin population of Crete as documented by Koutroulis et al. (2010) . Basin surface area ranges from 21.9 km 2 (Roumatianos) to 600.6 km 2 (Geropotamos being the largest watershed in the island). Mean elevation of the set ranges from 313.4 m (Geropotamos) to 1027.4 m (Koutroulidis). For the entire basin population, mean elevations range from 41.5 m to 1414.2 m, therefore gauged basins capture the main body of the elevation distribution. Based on the dataset for the period 1977-1997, minimum areal precipitation for the gauged set is 670.2 mm (Anapodaris) and for the entire island 531.2 mm, whereas maximum values are 1318.0 mm (Roumatianos) and 1508.0 mm, respectively. For the same period, gauged basin runoff ranges from 34.0 mm annually (Gazanos, yielding the lowest runoff coefficient of 4%) to 520.8 mm (Sebrioniotis, yielding the highest runoff coefficient of 41%).
Results
Sacramento
The SAC-SMA model is calibrated with a GA optimization scheme using the R 2 criterion as the cost function. In general, SAC-SMA performs well for most basins with a maximum R 2 of 0.917 (at Patelis) and minimum of 0.590 (at Prasanos), with only three basins scoring under 0.7 (Table 3) . RMSE values for the entire dataset range between 2.2 and 20.7 mm. Also, the model in general performs better for high than low flows; RMSE ranges between 0.4 and 3.8 mm for low flows versus 1.4 to 12.6 mm for high flows. Results in Table 3 show that SAC-SMA performs better for the larger basins, which may be attributed to flow attenuation as the dataset does not present any correlation of watershed area versus annual flow (e.g. Geropotamos has little or no flow in recent years due to abstractions). Besides this observation there is no correlation of SAC-SMA performance with flows.
IDNN
The IDNN is trained using variable time shifts and hidden layer neurons, eventually selecting the best for each basin through a trial and error approach. In order to select the most consistent training scenario, a sensitivity analysis is conducted to determine the ratio of training and validation subsets. Results indicate behaviour that is typical for ANNs: when the amount of data feeding the model is small, the training set R 2 can be close to 1 while validation set R 2 remains relatively inferior. This shows that the network can overfit the relatively small amount of data but in practice is less efficient in generalizing to predict the remaining time series. This behaviour is uniform across all watersheds for the network architectures (combinations of hidden neurons and input delays) that succeeded a fit selected using the criteria of Section 2.3. Here, the average R 2 for all watersheds using the training set gradually decreases ( Fig. 4(a) ), implying that the complexity of the data is higher than the complexity of the network rendering overfitting less probable. At the same time the decrease in the standard deviation of the results (Fig. 4(a) ) denotes that, as training sets become enriched, ANNs across watersheds have more consistently good scores. The R 2 of the validation set increases as the size of set that has to be modelled decreases and the network is trained to more information. Similar observations can be drawn from Figure 4(c) , (d) showing the behaviour of RMSE. RMSE increases for the training set and decreases for the validation set as training data are shorter and the validation set is longer. At this point the expert needs a compromise between data availability for training and certainty of validation. Here the 60-40 scenario is deemed the most credible, as for both criteria ANNs perform almost as well as the 70-30 training scenario, while the fraction of the validation set is deemed sufficient to draw conclusions about the performance of the ANNs. It is worth mentioning that initial hypotheses of a possible correlation of the size of input delay or number of neurons in the hidden layer with the watershed size or the average annual flows were not confirmed. Nevertheless, since the watersheds of the case study are ephemeral, these hypotheses could also be tested for permanent streams. Finally, tests showed that as the ratio of training over validation data decreases (less data in the training set), the average number of neurons in the hidden layer stays relatively stable whereas the size of the memory structure required to achieve satisfactory results increases (not shown). Table 4 lists the network architecture that yields the best results for each basin, along with R 2 and RMSE scores calculated for the training and validation sets. Table 5 shows the ANN results for the entire dataset as well as scores for high and low flows.
Model comparison
Results show that both models perform acceptably for all 15 basins when focusing on the entire dataset, yielding R 2 values over 0.6. Figure 5(a) , (b) displays a comparison of model fits for the entire dataset. In this broad comparison, the IDNN performs about 10% better than SAC-SMA. In terms of RMSE, SAC-SMA has an average of 8.9 mm (Table 3) versus 7.3 mm for the IDNN (Table 5 ). On the other hand, the two models display a different degree of efficiency for high flows.
From the entire dataset, the high flows of Ag. Vasilios are poorly simulated by both models (Tables 3 and 5) , possibly because only five flow values in its flow time series satisfy Q = 4 × Q mean . Comparing the entire dataset, IDNN has an R 2 equal to 0.90 ( Fig. 5(d) ) versus the 0.67 (Fig. 5(c) ) of SAC-SMA, which makes an overall underestimation of high flows.
Both models have difficulties in simulating high and low flows in most basins, with 11 out of 15 yielding scores of R 2 less than 0.40 (Tables 3 and 5 ). Overall, SAC-SMA simulates low flows better, yielding an R 2 of 0.25 ( Fig. 5(e) ). The skill RSQ and skill RMSE scores were calculated to make comparisons more objective (Table 6 ). For the entire dataset, the IDNN performed on average 47% better for all basin except Anapodaris, Geropotamos, Koutsoulidis and Platys, which can be classified as basins of above average area (even though poor performance in large basins is not consistent). Including these four basins, IDNN is about 20% more efficient than SAC-SMA in terms of R 2 but 30% less efficient in terms of RMSE, denoting that the ANN can explain the underlying dataset well for the purpose of forecasting but it lacks in overall accuracy. Nevertheless, in 10 out 15 basins skill RMSE shows improvement of 50% on average. For high flows skill RSQ shows improvement in nine basins and for low flows improvement in only seven basins. Overall the skill scores for high and low flows show that SAC-SMA performs better than the IDNN.
Conclusions
The results of the present study show that ANN models and in particular the IDNN model described here can be superior to the conventional CMs in simulating the rainfall-runoff process of seasonal streams. The literature already offers a range of intuitive explanations for this superiority (i.e. the ability to handle the nonlinearity of natural processes), and 
Precipitation (mm)
Observed Flow (mm) SAC-SMA IDNN Figure 6 . Comparison of SAC-SMA and IDNN results for three basins where performance is (a) equally good with R 2 = 0.88, (b) SAC-SMA is superior with R 2 = 0.91 versus R 2 = 0.77 for the IDNN and (c) IDNN is superior with R 2 = 0.93 versus R 2 = 0.71 for SAC-SMA.
the reasons that errors may be anticipated (i.e. datasets with properties beyond those already analysed). The selection of fitness criteria can also play an important role, given that in the present analysis the large number of low flows are simulated poorly, in contrast to the small number of high flows that are successfully captured by the IDNN. In this sense, a multi-criteria approach or a model ensemble (e.g. Srivastava et al. 2006 ) may provide more accurate predictions in both regimes. Sensitivity analysis of optimal IDNNs to macroscopic basin characteristics such as the area and the annual flow reveals little correlation with network architecture. This shows that it is certainly risky to set network architecture a priori, based on expert judgment; rather, an exhaustive trial and error approach is still required. On the other hand, an adequately calibrated CM provides more confidence in the relevance of model parameters to the anticipated output reaction. Nevertheless, this can only be true for manual or expert calibration, as automated methods may result in calibration outcomes that do not reflect processes in the way they were originally depicted by the modeller. While limitations on distributed physically-based models and understanding of environmental systems are the fundamental reasons behind relying on conceptual and data-driven models, poor association of model parameters and structure to physical processes may deter scientists from using them, especially in the context of predictions under change.
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