Introduction
Algorithms play a very important role in life in the computations of various data. Hence it becomes crucial for the people using those algorithms to get the most efficient versions. One such algorithm is the Fast Fourier Transform (FFT) algorithm which computes the Discrete Fourier Transform (DFT).
DFT is very useful in the aid of analysis of many problems in engineering that translate to real life such as signal processing, speech and image processing (Chu & George, 2000) . The number of computations done in the computation of DFT using a direct approach is given by O(n2). The FFT is basically any algorithm that is used to compute the DFT with a reduced number of computations that is O(nlogn) (Chu & George, 2000; Cuixiang, Guo-qiang & Minghe, 2005) . In the ever changing world of technology, the speed of processing has always been an issue. Ranging from the internet to image and data processing to a load of other applications, the goal has always been to increase the speed (Li & Dong, 2010) .
In the past, computers have had one processor with a single processing core. Such computers were only able to do one task at a time only being able to switch between tasks. With time, however, multiprocessor computers and multi-core processors were manufactured to improve on the speed of processing via the hardware concurrency which allowed for parallelization. Parallelization is the ability of a computer to do multiple tasks at the same time independently (Morris, Chowdhury & Deb, 2011; Zhang, Shen, Xu & Wang, 2013; Takahashi, 2017) .
In this paper, parallelization of FFT algorithms is going to be done to compute the DFT. The C++ programming language is used to come up with the source codes.
Design and Methodology
A pseudo code is used to generate both the sequential and parallel source codes for the FFT algorithms. The C++ high level programming language is used in the implementation of the designs. The source codes are compiled and run using the Microsoft Visual Studio 2017 software and output is displayed through the graphic user interface. Analysis of the programs is also achieved using the diagnostic tools of the software.
Design Procedure
In the actual design, the decisions on how the FFT algorithms are to be implemented are made. The sequential programs for the algorithms are first implemented. The sequential programs are then parallelized by the technique of multithreading available in the C++ programming language. The Goertzel algorithm is implemented in the signaling system dual tone multi-frequency. The Goertzel algorithm computes the kth DFT coefficient of the input signal unlike the other FFT algorithms which compute the DFT for all the input samples.
The 
Methodology
The programming language used in the implementation of the algorithms is the high level language C++. This language is chosen because of its object oriented features as well as the fact that it supports parallel programming.
Using the flow charts as reference, the source codes are implemented in the C++ programming language. The Goertzel algorithm, as well as the naïve approach for the DFT, is also implemented. Input sequences to the algorithms are taken arbitrarily whereas the focus is not entirely on the output of the programs but rather the performance.
Diagnostic tools in the Microsoft Visual Studio 2017 are used to analyze the performance of the programs. Consequently, the results from the implementations entail the time taken for the programs to accomplish the given tasks.
Results
After the execution of the sequential and parallel programs, the execution durations obtained are recorded in the Tables no. 1, 2, and 3. 
Discussion
In this paper, emphasis was on the computation of the DFT. Due to the shortcomings of the naïve approach in the computation, FFT algorithms are employed for to improve on the speed of computation and reduce the time required for execution. This is more evident with the increase in number of samples for which the DFT is to be computed. FFT algorithms take advantage of a number of properties of the general DFT equation in order to reduce redundancy and improve on the constraints of time and memory. Hence, for the same amount of input and output samples, FFT algorithms are faster and take less time to execute in similar conditions. Further optimization of the computations is attained by the effective utilization of the processor unit. Computers have been sufficiently improved over time to be able to have genuine hardware concurrency made up of multi-processor computer or multi-core processors. To be able to utilize this hardware concurrency, the program must be parallelized to allow for different parts of the program being executed on different processors/ processor cores at the same time. Hence parallelization of the programs also improves the speed of execution. As evidenced by the results, it is also more economical when computing the DFT of more samples.
It is thus evident that parallel FFT algorithms are suitable for multi-processor implementation to ensure efficiency of the programs.
Conclusion
In this paper, computation of the DFT was attained by the implementation of the FFT algorithms in C++. Sequential programs were first implemented and then parallelized in the C++ language. The parallelized programs were compared to the corresponding sequential programs and speed factor found to be more than one. Hence the FFT algorithms were parallelized and found to have improved performance and suitable for multi-processor implementation.
