We propose a Frank-Wolfe (FW) solver to optimize the symmetric nonnegative matrix factorization problem under a simplicial constraint. Compared with existing solutions, this algorithm is extremely simple to implement, and has almost no hyperparameters to be tuned. Building on the recent advances of FW algorithms in nonconvex optimization, we prove an O(1/ε 2 ) convergence rate to stationary points, via a tight bound Θ(n 2 ) on the curvature constant. Numerical results demonstrate the effectiveness of our algorithm. As a side contribution, we construct a simple nonsmooth convex problem where the FW algorithm fails to converge to the optimum. This result raises an interesting question about necessary conditions of the success of the FW algorithm on convex problems.
Introduction
Nonnegative matrix factorization (NMF) has found various applications in data mining, natural language processing, and computer vision [37, 25, 19, 38] , due to its ability to provide low rank approximations and interpretable decompositions. The exact decision version of NMF is known to be NP-hard [36] , which also implies that its optimization version is NP-hard. Recently, a variant of NMF where the input matrix is constrained to be symmetric has become popular for clustering [15, 19, 20] . The problem is known as symmetric NMF (SymNMF), and its goal is to minimize ||A − W W T || 2 F under the constraint that W ≥ 0 element-wise, where A is a symmetric matrix of cluster affinities. Compared with NMF, SymNMF is applicable even when the algorithm does not have direct access to the data instances, but only their pairwise similarity scores. Note that in general the input matrix A does not need to be nonnegative [19] . SymNMF has been successfully applied in many different settings and was shown to be competitive with standard clustering algorithms; see [15, 19, 20] and the references therein for more details.
In this paper we study a constrained version of SymNMF where the input matrix is required to be both nonnegative and positive semidefinite. Furthermore, we require that W is normalized such that each row of W sums to 1. Formally, we are interested in the following optimization problem, which we name as simplicial SymNMF (SSymNMF):
where P ≥ 0 and P ∈ S n + is positive semidefinite.
(1) was proposed as a method for probabilistic clustering [39] . The input matrix P is interpreted as the co-cluster affinity matrix, i.e., entry P ij corresponds to the degree to which we encourage data instances x i and x j to be in the same cluster. Each row of W then corresponds to the probability distribution of instance x i being in different clusters. A similar simplicial constraint has been considered in NMF as well [33] , where the goal is to seek a probabilistic part-based decomposition for clustering.
We give an equivalent geometric description of (1) and propose a variant of the classic Frank-Wolfe (FW) algorithm [9] , a.k.a. the conditional gradient method [24] , to solve it. We also provide a non-asymptotic convergence guarantee of our algorithm under an affine invariant stationarity measure (defined in Sec. 2). More specifically, for a given approximation parameter ε > 0, we show that the algorithm converges to an ε-approximate stationary point of (1) in O(1/ε 2 ) iterations. This rate is analogous to the one derived by Nesterov [31] for general unconstrained problems (potentially nonconvex) using the gradient descent method, where the measure of stationarity is given by the norm of the gradient. The O(1/ε 2 ) rate has recently been shown to be optimal [3] in the unconstrained setting for gradient methods, and it also matches the best known rate to a stationary point with (accelerated) projected gradient descent [12, 13] in the constrained smooth nonconvex setting.
Contributions. We propose a FW algorithm to solve (1) and show that it has a non-asymptotic convergence rate O(1/ε 2 ). To achieve this, we give a generalized definition of the curvature constant [18, 22] that works for both convex and nonconvex functions, and derive the rate based on this generalized definition. We also prove a tight bound on the curvature constant in (1). On the algorithmic side, we give a procedure that has the optimal linear time complexity and constant space complexity to implement the linear minimization oracle (LMO) in the FW algorithm. As a side contribution, we construct a piecewise linear example where the FW algorithm even fails to converge to the optimum. Surprisingly, we can also show that the FW algorithm works if we slightly change the objective function, despite that the new function remains piecewise linear and has an unbounded curvature constant. These two examples then raise an interesting question w.r.t. the necessary condition of the success of the FW algorithm. At the end, we conduct several numerical experiments to demonstrate the efficiency of the proposed algorithm by comparing it with the penalty method and projected gradient descent.
Preliminary

SymNMF under Simplicial Constraint
One way to understand (1) is through its clustering based explanation: the goal is to find a probabilistic clustering of all the instances such that the given co-cluster affinity P ij for a pair of instances (x i , x j ) is close to the true probability that x i and x j reside in the same cluster:
where we use the notation x i ∼ x j to mean "x i and x j reside in the same cluster"; c i is the cluster assignment of x i and w i denotes the ith row vector of W .
The optimal solution W * to (1) is not unique: for any permutation π n over [n], an equivalent solution can be constructed by W * πn = W * Π πn , where Π πn is a permutation matrix specified by π n . This corresponds to an equivalence class of W by label switching. Hence for any fixed k, there are at least k! optimal solutions to (1) . The uniqueness of the solution to (1) up to permutation is still an open problem. Huang et al. [16] studied sufficient and necessary conditions for the uniqueness of SymNMF, but they are NP-hard to check in general.
Zhao et al. [39] proposed a penalty method to transform (1) into an unconstrained problem and solve it via sequential minimization. Roughly speaking, the penalty method repeatedly solves an unconstrained problem, and enforces the constraints in (1) by gradually increasing the coefficients of the penalty terms. This process iterates until a solution is both feasible and a stopping criterion w.r.t. the objective function is met; see [39, Algo. 1] . The penalty method contains many hyperparameters to be tuned, and it is not even clear whether it will converge to a stationary point of (1) . To the best of our knowledge, no other methods has been proposed to solve (1) . To solve SymNMF, Kuang et al. [19] proposed a projected Newton method and Vandaele et al. [35] developed a block coordinate descent method. However, due to the coupling of columns of W introduced by the simplicial constraint, it is not clear how to extend these two algorithms to solve (1) . The simplicial constraint in (1) restricts the feasible set to be compact, which makes it possible for us to apply the FW algorithm to solve it.
Frank-Wolfe Algorithm
The FW algorithm [9, 24] is a popular first-order method to solve constrained convex optimization problems of the following form: minimize x∈D f (x) (2) where f : R d → R is a convex and continuously differentiable function over the convex and compact domain D. The FW method has recently attracted a surge of interest in machine learning due to the fact that it never requires us to project onto the constraint set D and its ability to cheaply exploit structure in D [4, 17, 18, 22, 23] . Compared with projected gradient descent, it provides arguably wider applicability since projection can often be computationally expensive (e.g., for the general p ball), and in some case even computationally intractable [5] . At each iteration, the FW algorithm finds a feasible search corner s by minimizing a linear approximation at the current iterate x over D:
The linear minimization oracle (LMO) at x is defined as:
Given s = LMO(x), the next iterate is then updated as a convex combination of s and the current iterate x. If the FW algorithm starts with a corner as the initial point, then this property implies that at the t-th iteration, the current iterate is a convex combination of at most t + 1 corners. The difference between f (x) and w(x) is known as the Frank-Wolfe gap (FW-gap):
which turns out to be a special case of the general Fenchel duality gap when we transform (2) into an unconstrained problem by adding an indicator function over D into the objective function [22, Appendix D] . Due to the convexity of f , we have the following inequality:
, where f * is the globally optimal value of f . Specifically, ∀x ∈ D, w(x) ≤ f (x) and as a result g(x) can be used as an upper bound for the optimality gap:
, so that g(x) is a certificate for the approximation quality of the current solution. Furthermore, the duality gap g(x) can be computed essentially for free in each iteration:
It is well known that for smooth convex optimization problems the FW algorithm converges to an ε-approximate solution in O(1/ε) iterations [9, 8] . This result has recently been generalized to the setting where the LMO is solved only approximately [4, 18] . The analysis of convergence depends on a crucial concept known as the curvature constant C f defined for a convex function f :
The curvature constant measures the relative deviation of a convex function f from its linear approximation, i.e., how much "nonlinearity" does f have. It is clear that we have C f ≥ 0. Note that the definition of C f only depends on the inner product of the underlying space, which makes it affine invariant. In fact, the curvature constant, the FW algorithm, and its convergence analysis are all affine invariant [22] . Later we shall generalize the curvature constant to a function f that is not necessarily convex and state our result in terms of the generalized definition. The above definition of the curvature constant still works for nonconvex functions, but for a strictly concave function f , C f = 0, which loses its geometric interpretation as measuring "nonlinearity" of f .
It is standard to assume f to be L-smooth in the convergence analysis of the FW algorithm [4, 18] .
3 Frank-Wolfe for SymNMF under Simplicial Constraint
A Geometric Perspective
In this section we complement our discussion of (1) in Sec. 2 with a geometric interpretation, which allows us to make a connection between the exact decision version of (1) to the well known problem of completely positive matrix factorization [2, 7, 6] . The exact decision version of the optimization problem in (1) is formulated as follows:
For P ∈ S n + , we can decompose it as P = U U T , where U ∈ R n×r , r = rank(P ). Let u i be the ith row vector of U ; then P is the Gram matrix of a set of r dimensional vectors U = {u 1 , . . . , u n } ⊆ R r . Similarly, W W T can be understood as the Gram matrix of a set of k dimensional vectors W = {w 1 , . . . , w n } ⊆ R k , where w i is the ith row vector of W . The simplex constraint in (1) further restricts each w i ∈ ∆ k−1 , i.e., w i resides in the k − 1 dimensional probability simplex. Hence equivalently, SSymNMF-D asks the following question: Definition 2. Given a set of n instances U = {u i } n i=1 ⊆ R r , does there exist an integer k and an embedding T :
A "yes" answer to SSymNMF-D will give a certificate of the existence of such embedding T :
. The goal of (1) can thus be understood as follows: find an embedding into the probability simplex such that the discrepancy of inner products between the image space and the original space is minimized.
The fact that inner product is preserved immediately implies that distances between every pair of instances are also preserved. If k = r, such an embedding is also known as an isometry [29] . In this case T is unitary. Note in the above definition of SSymNMF-D we do not restrict that k = r, and T does not have to be linear.
SSymNMF-D is closely connected to the strong membership problem for completely positive matrices [1, 2] . A completely positive matrix is a matrix P that can be factorized as P = W W T where W ∈ R n×k + for some k. The set of completely positive matrices forms a convex cone, and is known as the completely positive cone (CP cone). From this definition we can see that the decision version of SymNMF corresponds to the strong membership problem of the CP cone, which has recently been shown by Dickinson and Gijben [6] to be NP-hard. Geometrically, the strong membership problem for CP matrices asks the following question: Definition 3 (SMEM-CP). Given a set of n instances U = {u i } n i=1 ⊆ R r , does there exist an integer k and an embedding T :
Note that the only difference between SSymNMF-D and SMEM-CP lies in the range of the image space: the former asks for an embedding in ∆ k−1 while the latter only asks for embedding to reside in R k + . SSymNMF-D is therefore conjectured to be NP-hard as well, but this assertion has not been formally proved yet. A simple reduction from SMEM-CP to SSymNMF-D does not work: a "yes" answer to the former does not imply a "yes" answer to the latter.
Algorithm
We list the pseudocode of the FW method in Alg. 1 and discuss how Alg. 1 can be efficiently applied and implemented to solve SSymNMF. We start by deriving the gradient of f (W ) =
The normalization constraint keeps the feasible set decomposable (even though the objective function f is not decomposable): it can be equivalently represented as the product of n probability simplices
Hence at the t-th iteration of the algorithm we solve the following linear optimization problem over Π n ∆ k−1 :
Because of the special structure of the constraint set in (8) , given ∇f (W ), we can efficiently compute the two key quantities x (t+1) and g t in Alg. 1 in O(nk) time and O(1) space. The pseudocode is
Compute update direction
Compute FW-gap
Compute γ t := min{g t /C, 1} for any C ≥C f (defined in (10)) 7 :
Algorithm 2 Compute next iterate and the gap function
2: for i = 1 to n do 3:
7: for i = 1 to n do 8:
The key observation that allows us to achieve this efficient implementation is that at each iteration t ∈ [T ], LMO(x (t) ) is guaranteed to be a sparse matrix that contains exactly one 1 in each row. The time complexity of Alg. 2 is 3nk, which can be further reduced to 2nk by additional O(n) space to store the index of the nonzero element at each row of LMO(x (t) ). Alg. 1, together with Alg. 2 as a sub-procedure, is very efficient while at the same time being very simple to implement. Furthermore, it does not have any hyperparameter to be tuned: this is in sharp contrast with the penalty method.
Convergence Rate
We provide a non-asymptotic convergence rate for the FW algorithm for solving (1) and derive a tight bound for its curvature constant. When applied to smooth convex constrained optimization problems, the FW algorithm is known to converge to an ε-approximate solution in O(1/ε) iterations. However the convergence criterion of global optimality is usually unrealistic to hope for in nonconvex optimization, where even checking local optimality itself can be computationally intractable [30] . Clearly, to talk about convergence, we need to first establish a convergence criterion. For unconstrained nonconvex problems, the norm of the gradient ||∇f || has been used to measure convergence [13, 12] , since lim t→∞ ||∇f (x (t) )|| = 0 means every limit point of the sequence {x (t) } is a stationary point. But such a convergence criterion is not appropriate for constrained problems because a stationary point can lie on the boundary of the feasible region while not having a zero gradient. Essentially, for constrained problems, x is stationary iff −∇f (x) is in the normal cone at x. To address this issue, we will use the FW-gap g(x) as a measure of convergence. Note that the gap g(x) works as an optimality gap only if the original problem is convex. To see why this is also a good measure of convergence for nonconvex problems, we have the following lemma: Lemma 1. Let f be a differentiable function and D be a convex compact domain. Define g(x) := maxŝ ∈D ∇f (x)
T (x −ŝ). Then ∀x ∈ D, g(x) ≥ 0 and g(x) = 0 iff x is a stationary point.
Proof. To see g(x) ≥ 0, we have:
Reformulate the original constrained problem to an unconstrained one:
where I D (x) is the indicator function of D which takes value 0 iff x ∈ D otherwise ∞. Taking the (sub)gradient of f (x) + I D (x) and setting it to be 0, we have:
where N D (x) is the normal cone at x in a convex set D defined as:
i.e., x is a stationary point of the constrained problem iff g(x) = 0.
Note that in Lemma 1 we do not assume f to be convex. In fact we can also relax the differentiability of f , as long as the subgradient exists at every point of f . The proof relies on the fact that g(x) = 0 implies −∇f (x) is in the normal cone at x. Lemma 1 justifies the use of g(x) as a convergence measure: if lim t→∞ g(x (t) ) = 0, then by the continuity of g, every limit point of {x (k) } is a stationary point of f .
For a continuously differentiable function f , we now extend the definition of curvature constant as follows:
ClearlyC f ≥ 0 and the new definition reduces to C f when f is a convex function. Again,C f measures the relative deviation of f from its linear approximation, and is still affine invariant. The difference ofC f from the original C f becomes clear when f is strictly concave: in this case C f = 0, butC f > 0 andC f = C −f . Finally,C f = 0 iff f is affine. As in [18, 22] , for a smooth function f with Lipschitz constant L over convex compact set D, we can boundC f in terms of L: Lemma 2. Let f be a L-smooth function over a convex compact domain D, and define diam(
Proof. Let ∀x, s ∈ D, γ ∈ (0, 1], and y = x + γ(s − x). The smoothness of f implies that f is continuously differentiable, hence we have:
||∇f (x + t(y − x)) − ∇f (x)|| · ||y − x|| dt (Cauchy-Schwarz inequality)
It immediately follows thatC
The proof of Lemma 2 does not require f to be convex. Furthermore, f does not need to be second-order differentiable -being smooth is sufficient. Recently, Lacoste-Julien [21] showed that when applying Alg. 1 to a nonconvex constrained optimization problem, for any desired accuracy ε > 0, g(x) converges in O(1/ε 2 ) iterations. Lacoste-Julien's proof uses C f , which is 0 for strictly concave functions. Instead, we derive a bound using our newC f , which better reflects the geometric nonlinearity of nonconvex functions. The main idea of our proof usingC f follows from [21] to bound the decrease of the gap function by minimizing a quadratic function iteratively. Theorem 1. Consider the problem (2) where f is a continuously differentiable function that is potentially nonconvex, but has a finite curvature constantC f as defined by (10) over the compact convex domain D. Consider running Frank-Wolfe (Algo. 1), then the minimal FW gapg T := min 0≤t≤T g t encountered by the iterates during the algorithm after T iterations satisfies:
where
is the initial global suboptimality. It thus takes at most O(1/ε 2 ) iterations to find an approximate stationary point with gap smaller than ε.
The proof is provided in the appendix. It was pointed out [21] that this rate is analogous to the ones derived for gradient descent for unconstrained smooth problems and (accelerated) projected gradient descent for constrained smooth problems.
The convergence rate of Alg. 1 depends on the curvature constant of f over D. We now bound the smoothness constant L and the diameter of the feasible set in (1).
Bound on smoothness constant. The objective function in (1) is second-order differentiable, hence we can bound the smoothness constant by bounding the spectral norm of the Hessian instead:
Note that (7) is a matrix function of a matrix variable, whose Hessian is a matrix of order nk × nk. Although one can compute all the elements of the Hessian by computing all the partial derivatives ∂∇f (W ) ij /∂W st separately, this approach is tedious and may hide the structure of the Hessian matrix. Instead we apply matrix differential calculus [27, 28, 26] 
where K nk is a commutation matrix such that K nk vec W = vec W T .
Proof. In the theory of matrix differential calculus, the Hessian of a matrix-valued matrix function is defined as:
∂ vec W Using the differential notation, we can compute the differential of ∇f (W ) as:
Vectorize both sides of the above equation and make use of the identity that vec(ABC) = (C T ⊗ A) vec B for A, B, C with appropriate shapes, we get:
Let K nk be a commutation matrix such that K nk vec W = vec W T . We can further simplify the above equation as:
It then follows from the first identification theorem [27, Thm. 6 ] that the Hessian is given by
As a sanity check, the first two terms in ∇ 2 f (W ) are clearly symmetric. The third term can be verified as symmetric as well by realizing that K
We first present a lemma that will be useful to bound the spectral norm of the above Hessian matrix:
Proof. ∀W ≥ 0, if W 1 k = 1 n , then by the Courant-Fischer theorem:
To achieve this upper bound, consider W = 1 n e T 1 , where e 1 is the first column vector of the identity matrix I k . In this case
, which is a rank one matrix with a positive eigenvalue n. Hence sup ||W T W || 2 = n.
We are now ready to bound the spectral norm of the Hessian ∇ 2 f (W ) and use it to bound the smoothness constant of f .
Proof. Recall that the spectral norm || · || 2 is sub-multiplicative and the spectrum of A ⊗ B is the product of the spectrums of A and B. Using (12), we have:
The result then follows from Lemma 3.
Bound on diameter of D. The following lemma can be easily shown:
Proof.
Note that choosing W = 1e Combining Lemma 7 with Lemma 6 and assuming c is a constant that does not depend on n, we immediately haveC f ≤ 2n(3n + c) = O(n 2 ) by Lemma 2. A natural question to ask is: can we get better dependency on n in the upper bound forC f given the special structure that D = Π n ∆ k−1 ? The answer is no, as we can prove the following lower bound on the spectral norm of the Hessian:
Proof. For a matrix A, we will use σ i (A) to mean the ith largest singular value of A and λ max (A), λ min (A) to mean the largest and smallest eigenvalues of A, respectively. Recall
We have the following inequalities hold:
where the first three inequalities all follow from Weyl's inequality.
Using Lemma 8, we can prove a tight bound on our curvature constantC f :
Combining all the analysis above and using Alg. 2 to implement the linear minimization oracle in Alg. 1, we can bound the time complexity of the FW algorithm to solve (1): Corollary 1. The FW algorithm (Alg. 1) achieves an ε-approximate stationary point of (1) in
Proof. In each iteration Alg. 1 takes O(nk) time to compute the gap function as well as the next iterate. Based on Thm. 1, the iteration complexity to achieve an ε-approximate stationary point is O(C f /ε 2 ). The result follows from Thm. 2 showing thatC f = Θ(n 2 ).
the objective function to be Lipschitz continuous or Hölder continuous; the analysis in [18] requires a finite curvature constant C f . The Lipschitz continuous gradient condition is sufficient for the convergence analysis, but not necessary: Odor et al. [34] shows that Frank-Wolfe works for a Poisson phase retrieval problem, where the gradient of the objective is not Lipschitz continuous. As we discuss in the last section, Lipschitz continuous gradient implies a finite curvature constant. Hence an interesting question to ask is: does there exist a constrained convex problem with unbounded curvature constant such that the Frank-Wolfe algorithm can find its optimal solution? Surprisingly, the answer to the above question is yes. But before we give the example, we will first construct an example where the FW algorithm fails when the objective function is convex but nonsmooth.
We first construct a very simple example where the objective function is a piecewise linear and the constraint set is a polytope. We will show that when applied to this simple problem, the FW algorithm, along with its line search variant and its fully corrective variant, do not even converge to the optimal solution. In fact, as we will see shortly, the limit point of the sequence can be arbitrarily far away from the global optimum. Consider the following convex, constrained optimization problem:
We plot the objective function of this example in the left figure of Fig. 1 . The unique global optimum for this problem is given by x * = (0, 0) with f (x * ) = 0. The feasible set D contains three vertices: (−1, 3), (1, 3) and (0, 0). If we apply the FW algorithm to this problem, it is straightforward to verify that for any x ∈ D, LMO(x) is given by:
Note that when x 1 = 0, LMO(x) can be any of the three corners depending on the choice of subgradient at x. Now suppose the FW algorithm stops in T iterations. For any initial point
2 ) where x (0) 1 = 0, the final point output by the FW algorithm will be a convex combination of (−1, 3), (1, 3) and x (0) . Let {γ t } T t=1 be the sequence of step sizes chosen by the FW algorithm. Then we can easily check that x (T ) 2
Note that we can readily change this example by extending D so that the distance between x (T ) and the optimum x * becomes arbitrarily large. Furthermore, both the line search and the fully-corrective variants fail since the vertices picked by the algorithm remains the same: {(−1, 3), (1, 3)}. Finally, for any regular probability distribution that is absolutely continuous w.r.t. the Lebesgue measure, with probability 1 the initial points sampled from the distribution will converge to suboptimal solutions. As a comparison, it can be shown that the subgradient method works for this problem since the function f itself is Lipschitz continuous [31] . Pick x = (−ε, δ), s − x = (1, 0) and y = x + γ(s − x) = (γ − ε, δ), where γ > ε, and plug them in the definition of the curvature constant C f . We have:
i.e., the curvature constant of this piecewise linear function is unbounded. The problem for this failure case of FW lies in the fact that the curvature constant is infinity.
On the other hand, we can also show that FW works even when C f = ∞ by slightly changing the objective function of (14) while keeping the constraint set:
The objective function of the second example is shown in the right figure of Fig. 1 . Still, the unique global optimum for the new problem is given by x * = (0, 0) with f (x * ) = 0, but now the LMO(x) is:
LMO ( It is not hard to see that FW converges to the global optimum, and the curvature constant C f = ∞ as well for this new problem. Combining with example (14), we can see that C f < ∞ is not a necessary condition for the success of FW algorithm on convex problems, either. Piecewise linear functions form a rich class of objectives that are frequently encountered in practice, while depending on the structure of the problem, the FW algorithm may or may not work for them. This thus raises an interesting problem: can we develop a necessary condition for the success of the FW algorithm on convex problems? Another interesting question is, can we develop sufficient conditions for piecewise linear functions under which the FW algorithm converges to global optimum?
Numerical Results
We evaluate the effectiveness of the FW algorithm (Alg. 1) in solving (1) by comparing it with the penalty method [39] and the projected gradient descent method (PGD) on 4 datasets (Table 1) . These datasets are standard for clustering analysis: two of them are used in [39] , and we add two more datasets with various sizes to make a more comprehensive evaluation. The instances in each dataset are associated with true class labels. For each data set, we use the number of classes as the true number of clusters. Given a data matrix X ∈ R n×p , we use a Gaussian kernel with fixed bandwidth 1.0 to construct the co-cluster matrix P as P ij = exp(−||x i − x j || 2 2 ). For each dataset, we use its number of clusters as the rank of the decomposition, i.e., W ∈ R n×k . We implement the penalty method based on [39] , where we set the maximum number of inner loops to be 50, and choose the step factor for the coefficients of the two penalty terms to be 2. In each iteration of PGD, we use backtracking line search to choose the step size. For all three algorithms, the stop conditions are specified as follows: if the difference of function values in two consecutive iterations is smaller than the fixed gap ε = 10 −3 , or the number of (outer) iterations exceed 50, then the algorithms will stop. Also, for each dataset, all three algorithms share the same initial point.
We plot the convergence speed to local optimum of these three algorithms in Fig. 2 . Clearly, the penalty method is orders of magnitude slower than both PGD and the FW algorithm, and it usually converges to a worse stationary point. On the other hand, although the FW algorithm tends to have more iterations before it converges, due to its cheap computation in each iteration, it consistently takes less time than PGD. Another distinction between PGD and FW is that PGD, when implemented with backtracking line search, is a monotone descent method, while FW is not. For a better visualization to compare between the PGD and the FW algorithms, we omit the penalty method in Fig. 3 , and draw the log-gap plot of the four datasets. We can confirm from Fig. 3 that both PGD and the FW algorithm have roughly the same order of convergence speed for solving (1) , which is consistent with the theoretical result proved in the previous section (Thm. 1). However, the FW algorithm often converges faster than the PGD method, in terms of the gap between the objective function value and local optimum.
Conclusion
We propose a FW algorithm to solve the SymNMF problem under a simplicial constraint. Compared with existing solutions, the proposed algorithm enjoys a non-asymptotic convergence guarantee to stationary points, is extremely simple to implement, contains no hyperparameter to be tuned, and is also demonstrated to be much more efficient in practice. Theoretically, we establish a close connection of this problem to the famous completely positive matrix factorization by providing an equivalent geometric description. We also derive a tight bound on the curvature constant of this problem. As a side contribution, we give a pair of similar nonsmooth convex examples where the FW algorithm converges or fails to converge to its optimum. This result raises an interesting question w.r.t. the necessary condition of the success of the FW algorithm.
which implies
On the other hand, solving the following inequality:
