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Аннотация 
В работе рассматриваются методы имитации цветных подводных изображений на осно-
ве натуральных надводных. Имитация подводных изображений широко используется для 
разработки и тестирования методов улучшения подводных изображений. Большая группа 
существующих методов использует одну и ту же детерминированную модель преобразова-
ния изображения, игнорирующую наличие на изображениях шума. В работе демонстриру-
ется, что это существенно сказывается на общем качестве имитации подводных изображе-
ний. Теоретически и численным моделированием показывается, что точность отношения 
сигнал/шум подводных изображений, имитированных с использованием детерминирован-
ного преобразования, падает с увеличением расстояния до объекта съемки. Для решения 
этой проблемы в работе предлагается новая модель преобразования изображения, которая 
учитывает наличие шума на изображении и при этом совместима со всеми методами моде-
лирования из рассматриваемой группы. В работе приводятся результаты моделирования с 
использованием существующей и предложенной моделей, показывающие, что на больших 
расстояниях новые результаты лучше согласуются с реальными данными. 
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Введение 
В последнее время заметно возрос интерес к созда-
нию алгоритмов анализа и улучшения подводных изоб-
ражений [1 – 3]. Они требуются, например, при автома-
тическом обследовании подводных объектов [4], разра-
ботке систем предотвращения утопления [5], исследо-
вании и визуализации подводных археологических ар-
тефактов [6 – 8], картировании подводного дна [9]. Мас-
совый переход производителей смартфонов на стандарт 
IP68 [10] с повышенными требованиями к степени за-
щиты электронных устройств от воды сделал алгорит-
мы улучшения подводных изображений востребован-
ными и в вычислительной фотографии. 
При разработке алгоритмов обработки изображе-
ний, в том числе подводных, требуются формальные 
критерии, оценивающие качество их результата. В 
задачах улучшения изображений эти формальные 
критерии иногда опираются на натурные психофизи-
ческие эксперименты [11], но такой подход является 
слишком трудоемким при разработке нового метода, 
когда сравнение различных версий алгоритма требу-
ется производить тысячи раз. Поэтому желательно, 
чтобы критерии качества были формально вычисли-
мы, тогда становится возможным автоматическое 
сравнение версий алгоритма.  
Вычислимые критерии измеряются на том или 
ином фиксированном наборе изображений. В зависи-
мости от методики оценивания качества такие наборы 
можно разделить на 3 типа: необработанные подвод-
ные изображения [12], подводные изображения c со-
ответствующими вариантами их идеальной обработ-
ки [13], подводные изображения сцен с соответству-
ющими референсными изображениями, снятыми в 
идеальной среде (на воздухе или в чистой воде [14]). 
В первом случае метрика качества вычисляется без 
референсных изображений, поэтому полученная оценка 
качества может оказаться ненадежной. На рис. 1 приве-
ден пример из работы [13], когда при сравнении двух 
алгоритмов метрики качества показали, что лучшим яв-
ляется один алгоритм, но при визуальном сравнении 
оказалось, что другой очевидно лучше. 
Что касается второго типа данных, то референсные 
изображения в них были получены следующим обра-
зом. Каждое подводное изображение было обработано 
несколькими алгоритмами улучшения подводных изоб-
ражений, а затем испытуемые среди множества обрабо-
танных изображений выбирали одно наилучшее, кото-
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рое и становилось референсным изображением [13]. Не-
смотря на это ясно, что такая процедура отбора не га-
рантирует полное отсутствие цветовых искажений на 
референсных изображениях [13].  
a)  б)  в)  
г)  д)  е)  
Рис. 1. Пример из работы [13], демонстрирующий, что 
существующие метрики оценки качества без референсных 
изображений являются ненадежными. а), б) – подводные 
изображения; б), д) – результат обработки а), г) первым 
алгоритмом; в),е) – результат обработки а), г) вторым 
алгоритмом. Значения метрик качества UCIQE/UIQM:  
б) 0,70/1,76; в) 0,61/1,47; д) 0,60/1,08; е) 0,57/0,93. 
Согласно метрикам качества результаты работы первого 
алгоритма лучше, чем у второго, хотя при визуальном 
сравнении результаты второго оказываются очевидно лучше 
Третий тип наборов изображений не обладает 
этими недостатками и потому находится в фокусе 
данной работы. Однако ясно, что непосредственный 
сбор таких данных представляется крайне затрудни-
тельным. Естественно, что при увеличении сложно-
сти сбора данных уменьшается как итоговый размер 
набора данных, так и его разнообразие. Например, 
стандартный набор для тестирования алгоритмов 
распознавания документов содержит 500 видеопосле-
довательностей [15], алгоритмов сегментации и цве-
товой константности в лабораторных условиях – 432 
изображения [16], а улучшения подводных изображе-
ний – 82 изображения [14]. Поэтому в настоящий мо-
мент для получения набора изображений, снабжен-
ных идеальными вариантами обработки, широко ис-
пользуется имитационное моделирование на основе 
наземных изображений [2, 3, 17 – 24]. Этот подход, 
иногда называемый аугментацией, широко применя-
ется во многих задачах обработки и анализа изобра-
жений, включая не только улучшение подводных фо-
тографий, но и распознавание образов [25, 26, 27], 
вычисление оптического потока [28], 3D -
реконструкцию [29] и т.д. 
Точность моделирования при таком подходе очень 
важна. На рис. 2 изображены результаты работы алго-
ритма улучшения подводных изображений [2] на основе 
нейронной сети на имитациях подводных изображений 
и натуральных подводных изображениях [2, 30]. 
Нейронная сеть была обучена на парах надводных и 
подводных изображений, полученных в результате мо-
делирования (см. рис. 2а - б). Рис. 2г - е демонстрируют, 
что обученный на имитациях алгоритм [2] скомпенси-
ровал зеленоватый оттенок на натуральном подводном 
изображении, но в целом результаты его работы оказа-
лись неудовлетворительными [30]. 
a)    г)  
б)    д)  
в)    е)  
Риc. 2. Результаты работы алгоритма улучшения 
подводных изображений на основе нейронной сети 
из работы [2] на имитациях [2] и натуральных данных [30]: 
а) идеальное надводное изображение; б) соответствующая 
имитация; в) результат работы алгоритма на имитации; г) 
идеальное надводное изображение; д) натуральное подводное 
изображение; е) результат работы алгоритма на 
натуральном подводном изображении 
В работах [1 – 3, 17 – 24] при моделировании ис-
пользуется следующая модель преобразования 
надводного изображения ( )c x
 
 и соответствующей 
ему карты глубины ( )x

 в имитацию подводного 
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где i  R, G, B – индекс канала; x

 – координаты 
пикселя на изображении; ( )t x

 – вектор пропускания; 
( ) 0b x 

 – дополнительная засветка от обратного 
рассеяния; 0 

 – вектор линейного ослабления. В 
работах [18, 24] при моделировании также учитыва-
ется компонента прямого рассеяния, но в работе [22] 
показано, что при моделировании ей можно прене-
бречь, что мы и делаем в данной работе. В работе [19] 
накладываются дополнительные ограничения на век-
тор ослабления, в [23] – и на компоненту обратного 
рассеяния. 
В работах [1 – 3, 17 – 24] предполагается, что компо-
нента рассеяния рассчитывается следующим образом: 
 exp( ( ))1 ii ib xb     , (2) 
где 

 – некоторый вектор ослабления, b

 – цвет во-
ды на бесконечности. В работах [2, 3, 17 – 24] предпо-
лагается, что ,  

 а в работе [1] предполагается, 
что ,  

 при этом эти векторы определяются не 
только свойствами воды, но и свойствами камеры, 
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освещённости сцены, отражательными способностя-
ми объектов. Но все указанные ранее различия в ме-
тодах [1 – 3, 17 – 24] не влияют на общий вид модели 
формирования подводного изображения (1). 
При моделировании практически всех оптических 
типов воды значения βi значительно отличаются в 
разных каналах. Это приводит к тому, что средние 
значения яркости в разных каналах подводного изоб-
ражения также сильно различаются. А так как со-
гласно модели дробового шума Яне [31] отношение 
сигнал / шум яркости изображения монотонно растёт 
вместе с его средним значением, то уровень шума в 
разных каналах подводного изображения будет также 
существенно различаться, чего не наблюдается на 
надводных изображениях. На рис. 3а, б, в представ-
лены соответственно: надводное изображение цвето-
вой мишени и его автоконтрастированные изображе-
ния зеленого и красного каналов в цветовом про-
странстве камеры. А на рис. 3г, д, е – подводное 
изображение той же цветовой мишени, снятой в бас-
сейне, и его автоконтрастированные изображения зе-
леного и красного каналов в цветовом пространстве 
камеры. Из-за того, что ослабление света водной сре-
дой в длинноволновом диапазоне сильнее, чем в 
средневолновом диапазоне, уровень шума в красном 
канале (рис. 3е) больше, чем в зеленом (рис. 3д). При 
этом такого эффекта в надводных изображениях не 
наблюдается (см. рис 3б, в). 
a)   г)  
б)   д)  
в)   е)  
Рис. 3. Изображение цветовой мишени, снятой на воздухе 
и в воде: а) изображение цветовой мишени, снятой  
на воздухе; б) зеленый канал изображения а) в цветовом 
пространстве камеры; в) красный канал изображения а)  
в цветовом пространстве камеры; г) изображение цвето-
вой мишени, снятой в воде; д) зеленый канал изображения  
г) в цветовом пространстве камеры; е) красный канал 
изображения г) в цветовом пространстве камеры 
Использование имитаций подводных изображений 
с неадекватным уровнем шума может приводить к 
ошибочным выводам при тестировании алгоритмов 
улучшения подводных изображений. Так, например, 
на реальных подводных изображениях отношение 
сигнал / шум в красном канале может быть значи-
тельно меньше, чем в среднем по каналам, из-за чего 
алгоритмы восстановления могут порождать замет-
ные цветностные артефакты, как это показано на 
рис. 4г - ж. При этом данную проблему невозможно 
обнаружить при тестировании на данных, рассчитан-
ных по модели (1) (см. рис. 4а - в). 
a)    г)  
б)    д)  
в)    е)  
ж)  
Рис. 4. Результаты работы алгоритма улучшения  
подводных изображений из работы [23] на имитациях 
и натуральных данных: а) идеальное надводное  
изображение; б) соответствующая имитация; в) 
результат работы алгоритма на имитации; г) идеальное 
надводное изображение; д) натуральное подводное 
изображение; е) результат работы алгоритма на 
натуральном подводном изображении; ж) увеличенная 
часть изображения е) 
Проблема состоит в том, что модель (1) не учиты-
вает случайную природу сигнала ( ),ic x

 фиксируя 
лишь преобразование его математического ожидания. 
Далее в работе метод имитации подводного изобра-
жения, который преобразует надводное изображение 
( )c x
 
 по формуле (1), будет называться детерминиро-
ванным методом моделирования. 
Используя модель дробового шума Яне [31], в ра-
боте [32] мы показали, что выборочная дисперсия 
шума имитаций подводных изображений, рассчитан-
ных с помощью детерминированного метода (1), бу-
дет занижена. Это может привести к тому, что при 
тестировании алгоритма улучшения подводных изоб-
ражений на имитациях выводы о качестве его работы 
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будут завышены. Используя указанную модель шума, 
мы предложили стохастический метод моделирова-
ния подводных изображений на основе наземных 
изображений, воспроизводящий ожидаемые парамет-
ры шума. 
В данной работе мы подробнее исследуем пред-
ложенный метод моделирования. Мы показываем, 
что точность моделирования отношения сигнал / шум 
имитированных подводных изображений, получен-
ных детерминированным методом (1), падает вместе 
с расстоянием до объекта съемки, при этом величина 
падения точности различна для каждого канала. В ра-
боте приведены результаты численных расчетов под-
водных изображений с помощью детерминированно-
го и предложенного стохастического методов, кото-
рые демонстрируют, что предложенный метод на до-
статочных расстояниях точнее моделирует шум под-
водных изображений, чем базовый. 
Модель дробового шума изображения Яне 
Для описания шума отклика камеры представим 
модель Яне [31]. Здесь и далее для простоты записи 
индекс канала мы будем опускать. Согласно этой мо-
дели, выборочная дисперсия сигнала линейно зависит 
от его выборочного среднего ( )c x

: 
22 ( ) ( )cS x g xc  
 
, (3) 
где g – коэффициент усиления сигнала камеры;  – 
стандартное отклонение нормально распределенных 
источников шумов в электронной схеме. Параметры g 
и  для каждого канала предполагаются одинаковы-
ми. Далее для краткости будем называть выборочные 
среднее и дисперсию просто средним и дисперсией 
соответственно. 
В этой модели предполагается, что сигнал камеры 
c пропорционален числу электронов q, порожденных 
за время экспозиции: 
c g q . (4) 
При этом среднее число порожденных электронов q  
прямо пропорционально среднему числу падающих 
за время экспозиции фотонов p : 
q p  , (5) 
где  – квантовая эффективность сенсора. Из уравне-
ний (4) и (5) следует, что среднее значение сигнала 
сенсора c  прямо пропорционально среднему числу 
падающих на него за время экспозиции фотонов p . 
Изображение с шумом, дисперсия которого удо-
влетворяет выражению (3), может быть рассчитано 
как: 
( ) ( ) ( )cc x c x x  
  
, (6) 
где ( )c x

 – реализация случайной величины, распре-





 вычисляется согласно выражению (3). Резуль-
таты расчета имитации зашумленного изображения 
согласно выражению (6) с параметрами g = 0,003, 
 = 0,03 представлены на рис. 5 б. Исходное изобра-
жение на рис. 5а использовалось как среднее значе-
ние отклика в каждом пикселе c . 
а)    б)  
Рис. 5. Результаты расчетов имитации изображения 
с шумом согласно модели Яне; а) исходное изображение; 
б) результат моделирования зашумленного изображения 
Далее рассмотрим, как модель Яне может быть 
учтена при моделировании подводных изображений 
согласно выражению (1). 
Модель шума подводных изображений 
Изменение среды на водную влияет на число до-
летающих до камеры фотонов. Согласно модели 
формирования (1) и выражениям (4), (5) в результате 
ослабления среднее количество фотонов, долетающих 
до сенсора в точке x

, уменьшится в 1/ ( )t x

 раз, а из-
за рассеяния в среднем на сенсор дополнительно па-
дает ( )bp x

 фотонов. 
Тогда среднее число фотонов ( ),wp x

 падающих 
на сенсор в точке ,x

рассчитывается как: 
( ) ( ) ( ) ( ),w c bp x t x p x p x 
   
 (7) 
где ( )cp x

 – среднее число фотонов, которое попало 
бы в сенсор в воздушной среде. Из выражений (4), (5) 
и (7) следует, что среднее значение сигнала камеры 
под водой ( )w x

 может быть рассчитано как: 
( ) ( ) ( ) ( )сw x t x x b x 
   
, (8) 
где ( )b x

 – среднее значение сигнала камеры, если бы 
за время экспозиции на неё попало ( )bp x

 фотонов. 
Подставляя выражение для среднего значения 
сигнала (8) в формулу (3), получим оценку дисперсии 
шума подводного изображения: 
2 2( ) ( ) ( ) ( )wS x gt x c x gb x   
   
. (9) 
На рис. 6 представлен график зависимости отно-
шения сигнал / шум SNR / ww w S  подводного изоб-
ражения от расстояния для трех каналов. Среднее и 
дисперсия были рассчитаны согласно (8) и (9) соот-
ветственно. Использованные значения: вектор ослаб-
ления T(0,25 0, ;1 0,01) 

 цвет воды на бесконеч-
ности T(0,1 0,3 0,3) ;b 

 коэффициент усиления 
g = 0,003; стандартное отклонение  = 0,03 среднее 
значение сигнала сенсора в воздушной среде 
1R G Bc c c c    . Параметры моделирования под-
бирались вручную так, чтобы имитации визуально 
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соответствовали подводным изображениям, снятым в 
океанических водах. Для простоты расчетов мы, как в 




Рис. 6. График зависимости теоретической оценки 
отношения сигнал/шум (SNR) подводного изображения 
от расстояния для красного (красная линия), зеленого 
(зеленая линия) и синего (синяя линия) каналов 
Как видно из рис. 6, с увеличением расстояния от-
ношение сигнал / шум подводного изображения 
уменьшается для всех каналов. Более того, для крас-
ного канала, который ослабевает сильнее всего, доля 
полезного сигнала в красном канале уменьшается 
намного сильнее, чем в синем и зеленом каналах. Та-
ким образом, на имитациях подводных изображений 
отношение сигнал / шум в каждом канале должно 
уменьшаться с расстоянием по-разному, в зависимо-
сти от параметров ослабления воды. 
Имитация подводного изображения, дисперсия 
которого удовлетворяет равенству (9), может быть 
рассчитана как: 
( ) ( ) ( ) ( )( ) wt x xw с b xx x   
   
, (10)  
где ( )w x

 – реализация случайной величины, распреде-





 вычисляется по формуле (9). Результаты расчета 
имитаций зашумленных подводных изображений на рас-
стояниях 1, 3 и 7 метров согласно (10) представлены на 
рис. 7а - в. При расчете использовались те же параметры, 
что и для расчета кривых на рис. 6. В качестве среднего 
значения сигнала в каждом пикселе наземного изображе-
ния ( )с x

использовалось изображение, представленное 
на рис. 5 а. Реальная карта глубины надводного изобра-
жения нам неизвестна, но разумно предположить, что его 
перепад глубин по порядку соответствует сантиметрам и 
дециметрам. Для рассматриваемых значений глубин та-
кими перепадами можно пренебречь, поэтому при расче-
тах мы полагали глубину на изображении постоянной. 
Кроме того, проиллюстрируем результаты работы 
гипотетического алгоритма улучшения подводных 
изображений, который для каждого пикселя x

 вход-
ного подводного изображения ( )w x

 идеально точно 
вычисляет параметры пропускания ( )t x

 и рассеяния 
( )b x

, а затем восстанавливает наземное изображение 
следующим образом: 
( ) ( ( ) ( )) / ( )c x w x b x t x 
   
. (11) 
Гипотетический алгоритм (11) в процессе улуч-
шения не убирает цветовые артефакты, полученные в 
результате улучшения подводных изображений с 
шумом, хотя и идеально точно вычисляет параметры 
пропускания и рассеяния.  
Результаты работы алгоритма (11) на имитациях 
подводных изображений, представленных на рис. 7а -
 в, изображены на рис. 7г - е соответственно. Из 
рис. 7г - е видно, что шум на улучшенных изображе-
ниях растет вместе с расстоянием, с которым умень-
шается пропускание и растет рассеяние. В частности, 
из рис. 7е - ж видно, что на достаточных расстояниях 
в результате работы алгоритма (11) отчетливо прояв-
ляются цветностные артефакты, что хорошо соотно-
сится с натуральными данными, представленными на 
рис. 2г - е и 4г - ж. 
Далее покажем, что для подводных изображений, 
рассчитанных согласно (1), точность моделирования 
отношения сигнал / шум падает с увеличением рас-
стояния до объекта съемки. 
a)    г)  
б)    д)  
в)    е)  
ж)  
Рис. 7. Результаты расчета имитаций подводных  
изображений по формуле (10) и результаты их улучшения  
алгоритмом (11); а), б), в) имитации подводных изображе-
ний на расстояниях 1, 3 и 7 метров соответственно; г), д), е) 
результаты улучшения имитаций а), б), в)  
соответственно; ж) увеличенная часть изображения е) 
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Модель шума при детерминированном 
моделировании подводных изображений 
Как мы уже отмечали ранее, при детерминирован-
ном моделировании по формуле (1) среднее значение 
отклика камеры в каждом пикселе ( )c x

 неизвестно, а 
известны уже зашумленные значения ( ).с x

 Поэтому 
при расчетах по формуле (1) преобразуется изобра-
жение с шумом. Среднее значение отклика ( ),f x

 по-
лученного в результате преобразования (1) надводно-
го изображения ( ),с x

 будет равно ( )w x

, а его дис-
персия будет равна: 
 22 2 2 2
2 2 2
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
f cS x t x x t x g c x
gt x c x x
S
t
   
  
    
   . (12) 
Дисперсия сигнала подводного изображения (12), 
полученного с помощью детерминированного метода 
(1), не совпадает с оценкой дисперсии (9), более того, 
она не превосходит её, так как ( ) 1t x 

. 
На рис. 8 представлены графики зависимости от-
ношения сигнал / шум SNR /f ff S  отклика под-
водного изображения, рассчитанного детерминиро-
ванным методом (1), от расстояния для красного, зе-
леного и синего каналов. Эти графики были получе-
ны при тех же параметрах, что и кривые на рис. 6. 
 
Рис. 8. График зависимости отношения сигнал/шум (SNR) 
имитации подводного изображения, полученной  
при детерминированном моделировании, от расстояния 
для красного (красная линия), зеленого (зеленая линия)  
и синего (синяя линия) каналов 
Как видно из рис. 6 и 8, с увеличением расстояния 
отношение сигнал / шум SNR увеличивается для всех 
каналов, что идет вразрез с теоретическими оценками 
SNRw. Более того, оказывается, что в результате де-
терминированного моделирования в красном канале, 
который ослабевает сильнее всего, отношение сиг-
нал / шум лучше, чем в синем и зеленом, хотя оно 
должно быть наихудшим. 
На рис. 9 представлены результаты расчета ими-
таций подводных изображений на расстояниях 1, 3 и 
7 метров согласно модели (1) и соответствующие ре-
зультаты их улучшения алгоритмом (11). При моде-
лировании использовались те же параметры и карты 
глубин, что и для расчета рис. 7. В качестве наземно-
го изображения с шумом ( )с x

 использовалось изоб-
ражение, представленное на рис. 5б. 
Как видно из рис. 9г - ж, восстановленные изоб-
ражения совпадают с оригинальным зашумленным 
наземным изображением, что противоречит результа-
там на рис. 7г - ж, полученным с помощью предло-
женной модели шума (9), и реальным данным других 
исследователей на рис. 2г - е и 4г - ж. 
Приведенные рисунки демонстрируют, что под-
водные изображения, полученные с помощью детер-
минированного метода, недостаточно точно модели-
руют отношение сигнал / шум, что может приводить к 
неправильным выводам о качестве работы алгорит-
мов улучшения подводных изображений на этапе их 
тестирования / разработки. 
a)    г)  
б)    д)  
в)    е)  
ж)  
Рис. 9. Результаты расчета имитаций подводных  
изображений детерминированным методом (1)  
и соответствующие результаты их улучшения алгоритмом 
(11); а), б), в) имитации подводных изображений на 
расстояниях 1, 3 и 7 метров соответственно; г), д), е) 
результаты улучшения имитаций а), б), в) соответственно; 
ж) увеличенная часть изображения е) 
Ранее в работах [20, 33] было предложено в мо-
дель (1) также добавлять гомоскедастичный шум, не 
зависящий от параметров моделирования. Но, как 
видно из предложенной модели дисперсии сигнала 
(9), добавочный шум должен быть гетероскедастич-
ным, так как дисперсия шума зависит от среднего 
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значения сигнала в пикселе и от параметров модели-
рования (пропускания и рассеяния), которые, в свою 
очередь, зависят от расстояния до камеры. Далее в 
работе мы предлагаем способ оценки параметров 
шума, который необходимо добавить при расчете 
подводного изображения согласно модели (1). 
Стохастический метод моделирования 
подводных изображений 
Так как в результате детерминированного модели-
рования уровень шума на имитации подводного 
изображения оказывается заниженным, необходимо 
дополнительно добавлять шум на изображение. Мы 
предлагаем добавлять шум так, чтобы итоговая дис-
персия стала равна теоретической оценке (8). 
Мы предлагаем следующий стохастический метод 
моделирования, который вычисляет имитацию под-




( ) ( ) ( ) ( ) ( )f x t x x x xс b    




 – реализация случайной величины, распре-
деленной согласно нормальному закону с нулевым 
математическим ожиданием и среднеквадратичным 
отклонением равным: 
2 2( ) ( ) ( )w fSx x xS  
  
. (14) 
В качестве оценки среднего значения ( )c x

 в каж-
дом пикселе, необходимого для вычисления 2 ( )wS x

 и 
2 ( )fS x

, предлагается использовать ( ).c x

 Из вышеска-
занного ясно, что среднее и дисперсия сигнала, рас-
считанного по формулам (13) и (14), соответствуют 
теоретическим оценкам (8) и (9). 
На рис. 10 представлены результаты расчета ими-
таций подводных изображений предлагаемым мето-
дом стохастического моделирования на расстояниях 1, 
3 и 7 метров согласно выражениям (13), (14) и соот-
ветствующие результаты их улучшения алгоритмом 
(11). При моделировании использовались те же пара-
метры и карты глубин, что и для расчета кривых на 
рис. 7. В качестве наземного зашумленного изобра-
жения ( )с x

 использовалось изображение, представ-
ленное на рис. 5б.  
Как видно из рис. 10, результаты моделирования 
предлагаемым методом хорошо соотносятся с резуль-
татами моделирования по формуле (10) и реальными 
данными. 
Заключение 
В работе обсуждаются методы имитационного мо-
делирования подводных изображений на основе 
надводных. С опорой на модель шума Яне в работе по-
казано, что использование известных методов модели-
рования приводит к занижению дисперсии шума на 
имитациях подводных изображений. Использование та-
ких имитаций при тестировании алгоритмов может 
приводить к тому, что выводы о качестве работы алго-
ритма улучшения подводных изображений будут оши-
бочными. В работе предложен способ расчета целевых 
параметров шума и стохастический метод моделирова-
ния, который, в соответствии с целевыми параметрами, 
моделирует шум на подводных изображениях. С помо-
щью численных экспериментов продемонстрировано, 
что результаты имитационного моделирования предло-
женного метода хорошо соотносятся с реальными дан-
ными, полученными другими исследователями. 
a)    г)  
б)    д)  
в)    е)  
ж)  
Рис. 10. Результаты расчета имитаций подводных 
изображений предлагаемым методом стохастического 
моделирования (13), (14) и соответствующие результаты 
их улучшения алгоритмом (11); а), б), в) имитации  
подводных изображений на расстояниях 1, 3 и 7 метров  
соответственно; г), д), е) результаты улучшения имита-
ций а), б), в) соответственно;  
ж) увеличенная часть изображения е) 
Рассмотренные методы моделирования шума могут 
быть использованы не только при имитации подводных 
изображений, но и для синтеза данных в контексте дру-
гих задач обработки и анализа изображений, когда яр-
кости пикселей натуральных изображений преобразу-
ются некоторым детерминированным образом. 
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Abstract  
This paper considers methods for simulating color underwater images based on real terrestrial 
images. Underwater image simulation is widely used for developing and testing methods for im-
proving underwater images. A large group of existing methods uses the same deterministic image 
transformation model ignoring the presence of noise in images. The paper demonstrates that this 
significantly affects the overall quality of underwater images simulation. It is shown both theoreti-
cally and numerically that the accuracy of the signal-to-noise ratio of underwater images simulated 
using a deterministic transformation decreases with increasing distance to the object. To solve this 
problem, a new model of image transformation for simulating underwater images based on terres-
trial images is proposed, which considers the presence of noise in the image and is compatible 
with all simulating methods from the group under consideration. The paper presents the results of 
the simulation based on the existing and proposed models, showing that at long distances, the new 
results are better consistent with real data. 
Keywords: underwater imaging, simulation of underwater images, noise simulation, color dis-
tortions, underwater image enhancement, color image augmentation, generating ground truth. 
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