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Résumé – La décomposition polyadique canonique d’un tenseur (CPD en anglais), appelée aussi Candecomp/Parafac, est utilisée dans de
nombreuses applications. Les CPD structurées, i.e. avec des facteurs matriciels de forme Toeplitz, circulante, ou Hankel, sont souvent rencontrées
dans des applications de traitement du signal. Des algorithmes spécialisés ont été récemment proposés pour l’estimation des paramètres de ce
type de modèle. Une expression analytique de la borne de Cramér-Rao (BCR) est dérivée pour les paramètres estimés d’un modèle CP structuré,
quand le tenseur d’observation est corrompu par un bruit additif i.i.d. gaussien circulaire. L’expression proposée pour la BCR est utilisée pour
valider à l’aide de résultats de simulation l’efficacité statistique de deux algorithmes d’estimation de paramètres de modèles CP structurés d’ordre
trois admettant soit des facteurs circulants, soit un facteur de Hankel.
Abstract – The canonical polyadic decomposition (CPD) of a tensor, also known as Candecomp/Parafac, is very useful for numerous ap-
plications. Structured CPDs, i.e. with Toeplitz, circulant, or Hankel factor matrices, are often encountered in signal processing applications.
Specialized algorithms were recently proposed for estimating the parameters of structured CPD. A closed-form expression of the Cramér-Rao
bound (CRB) is derived for the estimated CPD parameters, when the observed tensor is corrupted with an additive i.i.d. circular Gaussian noise.
The proposed CRB expression is used to asses the statistical efficiency of two estimation algorithms by means of simulation results in the cases
of third-order tensors having three circulant factors on one hand, and an Hankel factor on the other hand.
1 Introduction
De nombreuses applications de traitement du signal font in-
tervenir des données multidimensionnelles. L’algèbre multili-
néaire, basée sur les tenseurs, fournit des outils intéressants
pour traiter ce type de données. La décomposition polyadique
canonique d’un tenseur (CPD en anglais), appelée aussi Can-
decomp/Parafac, est une des extensions possibles de la SVD
matricielle au cas multilinéaire [1]. Elle permet de décomposer
un tenseur en la somme de R tenseurs de rang un, qui peuvent
être écrits à l’aide de facteurs matriciels. De plus, la CPD est
unique sous certaines conditions, à une permutation et des fac-
teurs d’échelle près. Cette propriété d’unicité dite essentielle
rend la CPD très attractive pour l’analyse de données issues
d’observations dépendant de plusieurs indices discrets comme
c’est souvent le cas en traitement du signal [2, 3, 4] ; voir [1, 5]
pour d’autres exemples. Dans certaines applications, les fac-
teurs matriciels de la CPD possèdent une structure particulière
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telle que Toeplitz, circulante, Hankel ou encore Vandermonde
[6, 7, 8]. Plusieurs algorithmes spécialisés, itératifs [7] ou non
itératifs [9, 10], ont été récemment proposés pour l’estimation
des paramètres de CPD structurées.
Il semble donc intéressant d’évaluer ce type d’algorithmes
en présence d’un bruit additif blanc gaussien en comparant
leur performance à la borne de Cramér-Rao (BCR) [11]. Cette
borne a déjà été calculée dans le cas où les facteurs de la CPD
ne sont pas structurés [12], ainsi que pour certaines applications
en traitement d’antenne [13]. Il est à noter que la présence de
structure dans les facteurs diminue non seulement le nombre
d’indéterminations mais aussi celui des paramètres à estimer.
Dans cet article, on propose de calculer la BCR pour des
tenseurs dont la CPD comporte à la fois des facteurs structu-
rés (Hankel, Toeplitz et Toeplitz circulant) et des facteurs non
structurés. Un modèle correspondant à ces configurations est
tout d’abord proposé, et les conditions d’identifiabilité sont dis-
cutées. Une formule analytique de la BCR est ensuite dérivée,
et deux algorithmes permettant d’estimer les paramètres d’une
CPD structurée sont proposés. Enfin, cette BCR est validée à
l’aide de simulations numériques.
Notations : Les scalaires sont représentés par des lettres mi-
nuscules, les vecteurs par des minuscules en gras, les matrices
par des majuscules grasses, et les tenseurs par des lettres calli-
graphiques grasses, e.g. aij , aj , A, etA, respectivement. Enfin
, , et ⊗ désignent les produits de Kronecker et de Khatri-
Rao, et le produit extérieur tensoriel, respectivement.
2 Modèle CP avec facteurs structurés
Soit un tenseur X ∈ RI1×I2×I3 d’ordre trois admettant une




a(1)r ⊗ a(2)r ⊗ a(3)r (1)
où a(n)r désigne la reme colonne du facteur A(n) ∈ RIn×R,
1 ≤ n ≤ 3. La valeur minimale de R qui permet d’obtenir la
décomposition (1) exactement est appelée le rang de X.
Supposons que X soit observé avec un bruit additif N ∈
RI1×I2×I3 dont chaque élément est une variable aléatoire gaus-
sienne de variance σ2, de telle façon que le tenseur d’observa-
tions s’écrit :
Y = X+N. (2)
Le modèle CP bruité peut être réécrit sous la forme vectorielle
suivante :





r  a(2)r  a(3)r . Le lemme suivant permet
de modéliser le cas où certains facteurs sont structurés.
Lemma 2.1 Certaines matrices A(1), A(2) et A(3) sont sup-
posées structurées (Hankel, Toeplitz ou Toeplitz circulante).










avec θn ∈ RUn , où Un est le nombre de paramètres permettant
de décrire la matrice A(n) pour une structure donnée. Chaque




où S(n)r ∈ RIn×Un dépend de la structure de A(n) (voir [14]
pour les expressions de S(n)r associées à différentes structures).









(θ1  θ2  θ3)︸ ︷︷ ︸
f(θ)
.
Ce lemme permet de réécrire n’importe quel modèle CP struc-
turé comme un modèle linéaire en fonction de f(θ), ce qui
permet de simplifier considérablement l’expression de la BCR.
1. Dans cet article on se limite au cas réel. Toutefois tous les résultats pré-
sentés peuvent facilement être étendus au cas complexe.
2.1 Identifiabilité
Même lorsque la décomposition CP est unique, dans le sens
où il n’existe qu’un seul R-uplet de tenseurs de rang 1 tels
que (1) soit vérifiée, il existe généralement une infinité de fa-
çons d’écrire chaque tenseur de rang 1 en produit extérieur
de vecteurs. Plus précisément, il existe
∑N
p=1 Ip − 1 facteurs
d’échelle indéterminés, représentables par une matrice diago-
nale R × R. Or, comme les structures qui nous intéressent ne
sont pas stables par post-multiplication par une matrice inver-
sible, on peut forcer à 1 une composante dans chaque matrice
facteur A(n), ce qui fixe les indéterminations précitées [9].
Notons Pn le nombre de composantes connues dans A(n), et
θ˜ ∈ RU˜1+U˜2+U˜3 le vecteur des paramètres inconnus, où U˜1 =
U1−P1, U˜2 = U2−P2 et U˜3 = U3−P3. Ce dernier est relié au
vecteur θ qui contient tous les paramètres du modèle à travers
une matrice de sélection B ∈ R(U˜1+U˜2+U˜3)×(U1+U2+U3), de
sorte que θ˜ = Bθ. L’identifiabilité locale du paramètre θ˜ est
garantie si le Jacobien de la vraisemblance est de rang plein,
c’est-à-dire si la matrice de Fisher est inversible.
Remarque. Puisque l’ordre dans lequel sont additionnés les
termes de rang un dans (1) n’a pas d’importance, les colonnes
des matrices facteurs A(n) peuvent être affectées par une per-
mutation commune. Cette indétermination qui n’intervient pas
en terme d’identifiafibilité, doit toutefois être prise en compte
pour l’évaluation de performance des algorithmes d’estimation
à l’aide de simulations numériques.
3 Expression analytique de la BCR
pour des modèles CP structurés
Dans cette section, on détermine la BCR pour le modèle
vectoriel donné par l’équation (3) avec les paramètres d’inté-
rêt définis en (4), en s’inspirant du raisonnement utilisé dans
[15]. Soit C(θ) la matrice de la BCR. L’erreur quadratique
moyenne (EQM) globale pour un estimateur (localement) non
biaisé, θˆ(y), admet la borne inférieure suivante [11] :
E





où BCR(θn(k)) est obtenu à partir des termes diagonaux de la
matrice C(θ). En utilisant les hypothèses sur la densité de pro-
babilité du bruit et le Lemme 2.1, il est évident que le vecteur
d’observation y est également gaussien, y ∼ N (Φf(θ), σ2I).
En utilisant la formule de Slepian-Bangs (voir [16]), on peut
déduire que la matrice de la BCR s’exprime en fonction de la







J(θ) = [J1(θ) J2(θ) J3(θ)] , (8)
où Jn(θ) représente la dérivée de x(θ) par rapport à θn(k),
donnée par
J1(θ) = Φ (IU1  θ2  θ3) , (9)
J2(θ) = Φ (θ1  IU2  θ3) , (10)
J3(θ) = Φ (θ1  θ2  IU3) . (11)
Afin d’éviter les problèmes liés à une éventuelle singularité de
la BCR, on doit prendre en compte les conditions d’identifiabi-
lité décrites dans la Section 2. Dans le lemme et la proposition
qui suivent, on explicite les différents Jacobiens en fonction de
matrices de sélection et de permutation, et l’expression analy-
tique de la BCR.










le vecteur contenant les
paramètres inconnus, B la matrice de sélection associée et
Π
(n)
k ∈ R(U˜1+U˜2+U˜3)×(U˜1+U˜2+U˜3) la matrice de permutation
qui déplace le keme élément de θ˜n de façon que Π
(n)
k θ˜n =




















Proposition 3.1 L’expression analytique de la borne infé-
rieure de l’EQM globale est donnée par
E


























qui désigne la matrice Jacobienne partitionnée.
En raison du manque de place, les démonstrations du lemme
3.1 et de la Proposition 3.1 sont omises. Nous renvoyons à [14]
pour des éléments de démonstration.
4 Algorithmes d’estimation de modèles
CP structurés
4.1 Algorithme non itératif
Nous allons maintenant expliquer comment calculer la dé-
composition CP de manière non itérative quand un facteur est
structuré, par exemple A(3), et quand R n’est pas trop grand,
c’est-à-dire quand [9] :
I3R ≥ R2 + U3 − 1.
En dépliant le tenseur X dans une matrice X3 de dimensions
I3 × I1I2 de façon appropriée, on a la relation standard X3 =
A(3)(A(2) A(1))T . Par ailleurs on peut relier cette équation
à celle de la SVD X3 = UΣVH , ce qui conduit aux équations
suivantes où N désigne une matrice inversible inconnue :
N−1ΣVH = (A(2) A(1))T et UN = A(3).
L’idée clef est que la seconde équation peut être résolue en N
et A(3) si cette dernière suit une structure linéaire du type :
A(3) = E1 +
∑U3
`=2 γ`E`, où {E`}U3`=1 désigne une base fixée.
Il suffit en effet de résoudre le système linéaire suivant de I3R







où M = [−IR U, vec(E2), . . . vec(EU3)], et γ désigne le
vecteur de dimension U3 − 1 de composantes γ`. Une fois que
N et γ ont été obtenus, la première équation permet de calculer
les matrices A(1) et A(2) via R approximations matricielles de
rang 1 successives. Plus précisément, soit F = (N−1ΣVH)T .
Cette matrice F est maintenant connue et F = A(2)  A(1).
Donc si nous déplions chaque colonne fr de F en une matrice,
celle-ci est de rang 1 :
Unvec(fr) = a(2)r a
(1)T
r
L’agorithme se termine donc en un nombre fini d’itérations.
4.2 Algorithme itératif CALS
Quand toutes les matrices facteurs sont structurées, l’algo-
rithme précédent ne peut être utilisé. Considérons le cas de ma-
trices circulantes A(n) ∈ RIn×R définies comme
A(n) =
[





où θn ∈ RIn est le vecteur générateur, Πn est la matrice






et S(n)r = Πr−1n . Un algorithme d’estimation du type
moindres carrés alternés contraint (CALS en anglais) a
été récemment proposé dans [10] en considérant une base
particulière {E(n)m }Inm=1 pour le sous-espace des matrices
circulantes In × R, avec le vecteur de base canonique e(n)m















∈ RRIn×In , l’algo-
rithme CALS est résumé ci-après.
Inputs : X ∈ RI1×I2×I3 , rang R et valeurs initiales des vec-





Outputs : Facteurs matriciels circulants A(n), n ∈ {1, 2, 3},
de dimensions In ×R.








































où Xn, n ∈ {1, 2, 3}, désigne le dépliement matriciel mode-
n de X , et A(n)i représente l’estimée de A(n) à l’itération i,
obtenue en remplaçant θn par θ(i)n dans (16).
5 Simulations
Afin d’illustrer nos résultats théoriques, la BCR est calculée
dans les deux cas suivants : (i) les trois facteurs sont Toeplitz
circulants et (ii) un facteur est structuré Hankel et les deux
autres ne sont pas structurés. Dans les deux cas, la BCR est
comparée à l’EQM globale obtenue pour les algorithmes pré-
sentés dans la Section 4. L’EQM globale est calculée à partir
de simulations de Monte-Carlo avec 1000 réalisations de la sé-
quence de bruit pour chaque valeur de σ2.
Dans le cas (i), les trois matrices A(1), A(2) et A(3) sont
Toeplitz circulantes, de dimensions 5 × 5. Afin de garantir
l’identifiabilité, les paramètres suivants sont considérés connus
et fixés : θ1(1) = θ2(1) = 1.
Dans le cas (ii), la matrice A(3) a une structure de Hankel
et les matrices A(1) et A(2) n’ont pas de structure particulière.
Les dimensions et le rang sont les suivantes : I3 = 10, I2 = 11,
I1 = 12 et R = 3. Afin de garantir l’identifiabilité, le premier
élément de θ3 est supposé connu et fixé à un (ce qui implique
que l’anti diagonale de la matrice de Hankel est formée de uns),
et la première ligne de A(1) est supposée connue et composée
de uns, sans perte de généralité.
Les résultats de simulation présentés sur la Figure 1 dé-
montrent la validité de notre formule puisque la BCR et l’EQM
coïncident pour une variance du bruit suffisamment petite.
FIGURE 1 – EQM globale et BCR en fonction de 1σ2 .
6 Conclusion
Dans cet article, on a proposé une expression analytique de
la BCR pour l’estimation de facteurs structurés du type Hankel,
Toeplitz ou Toeplitz circulant, d’une décomposition CP. Cette
borne permet d’évaluer les performances des algorithmes itéra-
tif et non itératif développés pour l’estimation des paramètres
de ce type de CPD structurée. Comme perspectives de ce tra-
vail, on envisage la prise en compte du caractère aléatoire de
certains paramètres des facteurs CP, ce qui conduit au calcul
d’une borne hybride. Cette borne pourrait être utilisée pour des
applications telles que l’estimation des paramètres de modèles
de Wiener-Hammerstein [10] et l’identification aveugle de ca-
naux basée sur l’utilisation d’un tenseur de cumulants [3].
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