Abstract. In the paper, an almost sure convergence result for weighted sums of extended negatively dependent random variables is obtained. By using the almost sure convergence result, we further study the strong consistency of M estimator of the regression parameter in linear models based on extended negatively dependent random errors under some mild conditions.
Introduction

Brief review
Consider the linear model
where x 1 , x 2 , ··· , x n are p × 1 known design vectors, e 1 , e 2 , ··· , e n are random errors, and β is a p × 1 unknown parameter vector. Suppose that ρ is some suitably chosen function on R 1 . The M estimator of β is defined byβ n as follows:
M estimators, one can refer to Zhao (1995,1996) , He and Shao (1996) , Yang (2002) , Collins and Szatmari (2004) , Georgios (2005) , Wu (2006a) , Djalil and Didier (2007) , Seija et al. (2007) , and so forth. Huber (1973) commented that the restriction about the assumption of independence is serious. Recently, Wu and Jiang (2011) relaxed the independent assumption in the classical M estimators theory and established the strong consistent estimator of β in the linear model (1.1) with negatively dependent random errors. Inspired by the literatures above, we will study the M estimator in the linear model (1.1) with extended negatively dependent random errors, which include independent random errors and negatively dependent random errors as special cases.
Concept of extended negatively dependence structure
In this section, we will present the extended negatively dependence structure introduced in Liu (2009) . DEFINITION 1.1. We call random variables {X n , n 1} extended negatively dependent (END, in short) if there exists a constant M > 0 such that both
and
hold for each n 1 and all real numbers x 1 , x 2 , ··· , x n . The concept of END sequence was introduced by Liu (2009) . In the case M = 1, the notion of END random variables reduces to the well-known notion of so-called negatively dependent (ND, in short) random variables, which was introduced by Lehmann (1966) (cf. also Joag-Dev and Proschan, 1983). For more details about ND random variables, one can refer to Volodin (2002) , Zarei and Jabbari (2011), Sung (2012), Shen (2011a Shen ( , 2013 ), Wang and Si (2015) among others. As it mentioned in Liu (2009), the END structure is substantially more general than ND structure, it can reflect not only a negative dependence structure but also a positive one.
Some applications for END sequence have been found. See, for example, Liu (2009) obtained the precise large deviations for dependent random variables with heavy tails. Liu (2010) studied the sufficient and necessary conditions of moderate deviations for dependent random variables with heavy tails. Chen et al. (2010) established the strong law of large numbers for extend negatively dependent random variables and showed applications to risk theory and renewal theory. Chen et al. (2011) obtained the precise large deviations of random sums in presence of negative dependence and consistent variation. Shen (2011b) presented some probability inequalities for END sequences and gave some applications. Wu and Guan (2012), Wang et al. ( , 2014 , Qiu et al. (2013) , Wu et al. (2014) and obtained complete convergence results for sums or weighted sums of END random variables. established the precise large deviations for random sums of END real-valued random variables with consistent variation. Shen (2014) studied the asymptotic approximation of inverse moments for nonnegative END random variables. and Yang et al. (2016) investigated the complete consistency for the estimator of regression models based on END errors, and so forth. Since END random variables are much weaker than independent random variables, negatively associated random variables and ND random variables, studying the limit behavior of END sequence is of interest.
The main purpose of the paper is to study the almost sure convergence for weighted sums of END random variables. By using the almost sure convergence, we will further study the strong consistency of M estimator in the linear model (1.1) with END random errors, which generalizes the corresponding one with ND random errors.
The following concept of stochastic domination will be used in the paper. DEFINITION 1.2. A sequence of random variables {X n , n 1} is said to be stochastically dominated by a random variable X if there exists a positive constant C such that
for all x 0 and n 1.
This work is organized as follows: some important lemmas will be presented in Section 2. The almost sure convergence for weighted sums of END random variables will be provided in Section 3 and the strong consistency of M estimator in a linear model with END errors will be studied in Section 4, respectively.
For the sake of convenience, throughout this article, x denotes the maximum integer not exceeding x , x + = max{x, 0} 0, x − = max{−x, 0} 0. And we always assume that ρ is a nonmonotonic convex function on R 1 which ensures the existence of a M estimator for the linear model (1.1) (see Chen and Zhao, 1996) . ψ − and ψ + stand for left and right derivatives of ρ , respectively. Choose increasing function ψ such that ψ − (u) ψ(u) ψ + (u) for all u ∈ R 1 . The function ψ(·) plays an important role in the study of the strong consistency ofβ n . Let a denote p × 1 column vector and a denote its transpose. Write
Let S n x 1 x 1 + x 2 x 2 + ··· + x n x n , suppose that S −1 n exists, and hence, S n is a positive definite matrix. Let d n = max 1 i n x i S −1 n x i .
Preliminary lemmas
To prove the main results of the paper, we need the following useful lemmas. 
(ii) For each n 1 , there exists a constant M > 0 such that 
Proof. It follows by |tX
which together with EX i = 0 yields that
By the inequality above, Markov's inequality and Lemma 2.2, we can see that for any u > 0,t > 0 , there exists a positive constant M such that
Let −X i take the place of X i in the above inequality, we have
Therefore,
The proof is completed.
The last one is a basic property for stochastic domination. For the proof, one can refer to Wu (2006b), or Shen et al. (2015) . LEMMA 2.4. Let {X n , n 1} be a sequence of random variables which is stochastically dominated by a random variable X . For any α > 0 and b > 0 , the following two statements hold:
where C 1 and C 2 are positive constants.
Almost sure convergence for weighted sums of END random variables
In this section, we will study the almost sure convergence for weighted sums of END random variables, which can be applied to establish the strong consistency of M estimator in a linear model with END errors.
Our main result is as follows.
THEOREM 3.1. Let {X n , n 1} be a sequence of END identically distributed random variables with mean zero, and for some 0 < β 1,
Let {a nk , 1 k n, n 1} be an array of constants such that
where c is a positive constant. Assume further that there exists a constant α > 0 such that
3)
Proof. It is easily seen that
, without loss of generality, we assume that a nk > 0 for all 1 k n, n 1.
, and
Then, 
Noting that |X 
where c 1 is a positive constant. It follows by Markov's inequality and the inequality above that
By the Borel-Cantelli lemma,
Thus,
Since ε > 0 is arbitrary, we have
It follows by (3.1) that
Thus, by the Schwarz's inequality and (3.3),
Now we prove lim sup n→∞ T
Noting that β p 1 and E|X 1 | p < ∞, we have by (3.3) that
Choosing N = The desired result (3.4) follows from (3.9) and (3.10) immediately. This completes the proof of the theorem.
Similar to the proof of Theorem 3.1, we can get the following result by using Lemma 2.4. The details are omitted. THEOREM 3.2. Let {X n , n 1} be a sequence of END random variables, which is stochastically dominated by a random variable X . Suppose that E|X| 1/β < ∞ for some 0 < β 1 and EX n = 0 . If conditions (3.2) and (3.3) are satisfied, then (3.4) holds.
Strong consistency of M estimator in a linear model with END errors
In Section 3, we give an almost sure convergence result for weighted sums of END random variables. By using the almost sure convergence result, we will further study the strong consistency of M estimator in a linear model with END errors. The main idea is inspired by Wu and Jiang (2011 
Eψ(e) = 0, and |Eψ(e + u)| c 2 |u|, for |u| < Δ; (4.2)
E|ψ(e)| 1/δ < ∞ when 0 < δ < 1, and E|ψ(e)| α < ∞ for some α > 1 when δ = 1. 
and we have 6) where I p is the p × p identity matrix.
Letβ n0 be an M estimator of β n0 in the model (4.5), it follows thatβ n0 = S 1/2 nβn . Without loss of generality, we can suppose that the true parameter β 0 = 0 in the model (1.1), i.e., β n0 = 0 in the model (4.5). Let
Denote the unit sphere U = {β : β ∈ R p , β = 1} . Let ε > 0 be any given constant. Without loss of generality, it can be assumed that 2
Then, D n (·) is a convex function and D n (0) = 0. Let ω ni = −εn δ /2 x ni , r ∈ U, by the definition of ψ , we have
Hence,
We can divide U into N equal parts, U 1 ,U 2 , ··· ,U N , such that the diameter of each part is less than n −2 , and N (2n 2 + 1) p . Let T j be the smallest close convex set covering U j . For a fixed T j , there are following three cases.
(i) ω ni r 0 for all r ∈ T j , then there exists a r i j ∈ T j such that ω ni r i j = inf r∈T j {ω ni r} ;
(ii) ω ni r 0 for all r ∈ T j , then there exists a r i j ∈ T j such that ω ni r i j = sup r∈T j {ω ni r} ; (iii) ω ni r 1 > 0 for some r 1 ∈ T j , and ω ni r 2 < 0 for some r 2 ∈ T j , then there exists a r i j ∈ T j such that ω ni r i j = 0.
By the monotonicity of ψ , we know that R i (t) and ER i (t) are increasing on t , combining the selection of r i j and U ⊂ ∪ N j=1 T j , we get
Let r ∈ U j and r i j ∈ T j . By (4.6) and the definitions of U j and T j , for sufficiently large n ,
which combing (4.6) yields that
By (4.3), (4.6) and the selection of ε , for sufficiently large n , and for i = 1, 2,...,n and j = 1, 2,...,N, 11) and by (4.2) and (4.10), (4.1) holds, then ψ(e i +t) − ψ(e i ) is monotonic on e i , and thus for fixed n 1, {Y ni , i n} are monotonic on e i , which implies that for fixed n 1, {Y ni , 1 i n} are END random variables with EY ni = 0 by Lemma 2.1. It follows by (4.1) and (4.11) that
By (4.1) and (4.11) again, we have
. It follows that tc 3 1. Applying Lemma 2.3 for {Y ni , 1 i n} , we have by (4.12), (4.13) and
which implies that
ni , it follows that for fixed n 1, {Y (1) ni , 1 i n} and {Y (2) ni , 1 i n} are both monotonic on e i . Hence, for fixed n 1 , it can be checked that {Y (1) ni , 1 i n} and {Y (2) ni , 1 i n} are both END random variables with EY ( j) ni = 0, j = 1, 2. It follows by (4.1 ) and (4.11) that
By (4.1 ) and (4.11) again, we have
It follows that tc 3 1. Applying Lemma 2.3 for {Y (1) ni , 1 i n} and {Y (2) ni , 1 i n} , we have by (4.12) and (4.15) that
Thus, (4.14) is also established. By Borel-Cantelli Lemma,
By the definition of Y ni , with probability one (wp1 , in short), for sufficiently large n ,
So, wp1, for sufficiently large n ,
Substitute the above inequality and (4.12) in (4.9), we can see that wp1, for sufficiently large n ,
It follows by (4.3) and (4.6) that for
(iii) When δ = 1, without loss of generality, we can assume that 1 < α < 2 in (4.4). Thus, p min(α, 2) = α , by the Hölder's inequality, This completes the proof of the theorem.
By using Lemma 2.4 and Theorem 3.2, we can get the following result for END random errors, which is stochastically dominated by a random variable. The proof is similar to that of Theorem 4.1, so the details are omitted. Thenβ n is a strongly consistent estimator of β .
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