Dynamic forecasts of financial distress have received far less attention than static forecasts, particularly in Australia. This study, therefore, investigates dynamic probability forecasts for Australian firms. Novel features of the modelling are the use of time-varying variables in forecasts from a Cox model. Not only is this one of relatively few studies to apply dynamic variables in forecasting financial distress, but to the authors' knowledge it is the first to provide forecasts of survival probabilities using the Cox model with time-varying variables. Forecast accuracy is evaluated using receiver operating characteristics curves and the Brier Score. It was found that the dynamic model had superior predictive power, in out-of-sample forecasts, to the traditional Cox model and to the logit model. 
Introduction
Research on bankruptcy prediction has been of substantial interest to accounting and finance academics and practitioners for the last four decades. Bankruptcy prediction models generally provide measures of financial distress and are routinely used by researchers to evaluate the financial health of companies (Grice and Dugan, 2001) . However, it is noted that much of the previous work in financial distress prediction focuses on static predictions and uses static variables in estimating the predictive model.
In this study the goal is to make dynamic predictions and to use dynamic variables in estimating the model. With dynamic predictions the probability of financial distress is allowed to vary over the forecast period. With dynamic variables the model estimation allows for changes in the financial characteristics of a firm over time.
The motivation for this paper is threefold. Firstly, the dynamic forecasts of the probability vector for failure f t to f t+n (where f t is the probability of failure at time t) have been much less explored than the static forecast of a single failure probability f. Secondly, relatively little use has been made of dynamic forecasting variables. In most applications, including a data vector of, say, the last five years, profitability in forming a forecast requires five separate profitability variables in the model, and this is not commonly done. 1 In the approach used in this study, the vector of data is represented by a single profitability variable. Thirdly, one of the most popular techniques for survival analysis is the Cox proportional hazards model (Cox, 1972) . Unfortunately, for reasons discussed below, forming forecasts is problematic when a Cox proportional hazards model contains dynamic variables. In this study, a procedure is implemented to overcome this problem.
The work on estimating models that allows for time-varying probabilities of financial distress began in the mid-1980s (for example, Crapp and Stevenson, 1987) . These models use the techniques of survival analysis and have attracted increasing attention following the dynamic model of Shumway (2001) . Despite the growing use of survival analysis in modelling financial distress, relatively little attention has been given to the use of dynamic variables in estimating these models. Initially this was because of computational difficulties in estimating models with time-varying predictor variables, sometimes referred to as 'time-dependent covariates' (Allison, 1984: 36) , and even when this problem was overcome, a problem remained in making forecasts when using the Cox model.
A key element in forecasts when using the Cox proportional hazards model is the baseline hazard. When making a forecast, the baseline hazard is scaled up, or down, according to the firm's risk factors, and this scaled hazard is used to compute the probability of financial distress. When timevarying variables are introduced into the Cox model, forming estimates of the baseline hazard has been problematic. Consequently, making forecasts has also been impracticable with time-varying variables in past financial distress studies.
The contribution of this paper is that a procedure is implemented to overcome these problems. The method used is based on a medical research paper by Chen et al. (2005) , which applied the Cox model with time-varying variables to find the effect of biochemical covariates on deaths attributed to liver cancer. Following the approach of Chen et al., a Cox regression model with time-varying covariates is constructed for the prediction of financial distress in this study.
Using firm-specific data on Australian Securities Exchange (ASX) listed firms from 1995 to 2006, a time-varying Cox hazards model is developed with nine predictor variables measuring profitability, leverage (book and market), liquidity, cash flow, growth opportunities (market-tobook ratio), size, past excess return and return volatility. Each variable makes use of all available yearly data, for firms that are in the estimation sample, for the full eight years (from 1995 to 2002) . Liquidity, leverage (book and market), cash flow generating ability, market-to-book ratio and past excess return are found to be significant predictors of financial distress. Receiver operating characteristic (ROC) curves and the Brier Score show that the dynamic Cox model has some predictive power, showing better out-of-sample forecasts than both a standard Cox model and a static logit model.
The remainder of this paper is set out as follows. Section 2 reviews relevant literature in the area of corporate bankruptcy prediction. It also introduces survival analysis. Section 3 presents the
Introduction to survival analysis
Survival analysis is a statistical method specifically designed for the study of events, where observational units run through their lifetime, and the duration of time, until the event of interest occurs, is observed. An event can be defined as some qualitative change that occurs at a specific point in time that exhibits 'a relatively sharp disjunction between what precedes and what follows' (Allison, 1984: 9) . Once the event of interest is defined, the probability of the event occurring is measured based on potential predictor variables.
One key feature of survival analysis is that it controls for both the occurrence and the timing of events. 2 While other statistical models analyse an event's probability using variables based on data at one time point (e.g. logistic regression), survival analysis accommodate changes in the probability of the event due to changes in the values of variables over time . That is, it provides the probability that financial distress will occur at a time T that lies beyond the time horizon t, for a range of values of t. Thus, a time dimension is embedded into both the dependent and independent variables of the model. Therefore, survival analysis is a natural choice for bankruptcy prediction since it allows the estimation of the probability that a firm survives or goes bankrupt at each point in time t over the forecast period, given the 'random nature of the lifetime' of a company (Peat, 2007: 303) . From 2000 onwards there has been growing use of survival analysis in financial distress modelling (Bonfim, 2009; Campbell et al., 2008; Chava and Jarrow, 2004; Cole and Wu, 2009; Nam et al., 2008; Partington et al., 2001; Peat, 2007; Shumway, 2001; Wong et al., 2007) .
While there are several recent Australian studies examining the risk of financial distress, most of them have focused on the use of the logit model Hensher and Jones, 2007; Jones and Hensher, 2004) , the probit model (Gray et al., 2006) and the Merton's optionbased model (Allen and Powell, 2012; Gharghori et al., 2006 Gharghori et al., , 2009 Tanthanongsakkun and Treepongkaruna, 2008) .
Forecast with time-varying variables
In recent studies of financial distress prediction, the need to take the time dimension into account is increasingly being recognised. LeClere (2000) points out that qualitative response models, such as logistic regression or probit models, employ data from the time period directly preceding the occurrence of the event of bankruptcy. Hence, the model is static in that it disregards the company's entire history preceding the event. Furthermore, the information provided by the estimated model is limiting as the data used to estimate the probability of financial bankruptcy may only be available immediately prior to the event. Shumway (2001) also points out the discordance between single-period bankruptcy prediction models and multiple-period bankruptcy data. He argues that the single-period classification models that have been commonly used for predicting bankruptcy yield biased and inconsistent estimates because they ignore the fact that the characteristics of firms change through time. Liu (2004) also observes that failure rates change with changes in the time series of economic data. Nam et al. (2008 ) extends Shumway's (2001 use of multi-period logit to develop a discretetime duration model with time-varying covariates. They examine the effectiveness of timevarying variables, which reflect changes in idiosyncratic firm financial characteristics, in the prediction of corporate bankruptcy in the Korean Stock Exchange (KSE) during the period of the Asian economic crisis in 1998-2000. Their out-of-sample forecasting results show that the multi-period logit model with time-varying covariates provides somewhat better forecasts than a static logit model.
Cole and Wu (2009) also used Shumway's (2001) multi-period logit with time-varying covariates for US bank failure data. They show that the out-of-sample forecast accuracy of their multiperiod hazard model is considerably higher compared to the simple one-period probit model and conclude that the time-varying bank-specific variables enhance forecasting accuracy.
Using time-varying covariates in a Cox model has been rather difficult to implement. Previous studies (for example, Kim et al., 1995; Wheelock and Wilson, 1995) have not reported the baseline hazard estimates since estimates of the baseline hazard are difficult to obtain when covariates in the model are time-varying. The procedure to address this problem is described in the following section.
A dynamic Cox hazards model with time-varying covariates
The pre-eminent model in survival analysis is the Cox proportional hazards model (Cox, 1972) . The key to understanding the Cox model is the concept of the hazard rate, sometimes just called the hazard. The hazard is simply the rate of change of probability over an interval conditional on survival until the start of the interval. The formal definition of the hazard is
where T is the duration of time up until a firm's failure and is also called time to failure, and h(t) specifies the instantaneous rate of failure at time T = t given the firm survives up to time t.
On the basis of the functional form of the hazard rate, it is possible to generate survival functions for each firm. The survival function, S(t), defines the probability that the duration of time till the company experiences the event, T, is greater than some time t
where H(t) denotes the integrated or cumulative hazard rate. This allows the survival function to be written in terms of the hazard rate (or hazard function), h(t).
The Cox hazards model is particularly convenient to use in estimating models with timevarying covariates. Here, the predictor variables are allowed to change in value over the observation period. Thus, for example, a vector of ratios providing a firm's return on assets over a 10-year period would be treated as a single variable, but the value of that variable would be updated as the firm is observed over time in the survival model estimations. Cox's hazards model with timevarying covariates can be expressed as (Andersen, 1992) 
where h t z t i ( | ( )) is the time-varying hazard function for firm i at time t, z t j i ( ) denotes the value of the jth covariate at time t for the ith firm, β j is the corresponding coefficient for the vector z j i , while h 0 (t) is the baseline hazard representing the effect of time (the hazard with all covariates set to zero).
Using equation (3), the model is able to 'exploit each firm's time-series data by including annual observations as time-varying covariates' (Shumway, 2001: 102) . That is, if a firm has been observed for 12 years in the set of firms potentially at risk of financial distress, the values of each covariate z t j i ( ) for that firm are allowed to be updated up to 12 times from year to year (t). Consequently, it is possible to retain multiple-year financial information for each firm according to its lifetime (or duration) and make use of all the time-series data within the period to estimate the model's coefficients.
In a dynamic Cox hazards model with time-varying covariates, the value of covariates z t j i ( ) changes with time. The hazard at time t depends on the value of covariates at time t (z t j i ( )) and therefore the hazard ratio (HR) also varies with time. The definition is as follows
HR t z t h t z t h t z t
Thus, unlike the conventional Cox proportional hazards model where the hazard ratio remains constant, the proportionality assumption in the Cox hazards model with time-varying covariates is no longer maintained. 3 
Partial likelihood function
It is helpful to introduce some concepts in survival analysis in order to understand the estimation of the model. First, the risk set R(t) is defined as the set of firms (individuals) that are observed at risk of event at time t. Firms are said to enter the risk set when they become at risk of experiencing the event and leave the risk set either when they are censored or when the event occurs to them (fail or become financially distressed). Being censored means that a firm leaves the risk set for some other reason than experiencing the event, for example the firm may be taken over, or may still survive at the termination of the study.
Second, it is important to distinguish between calendar time and event time. A graphical demonstration of the difference between arranging the data in terms of calendar time and event time is presented in Figure 1 . Figure 1 (a) illustrates observations of A to E arranged in calendar time while Figure 1 (b) does so in event time. It is noted that observations can enter the study at different times in Figure 1(a) ; however, every observation enters the study at event time 0 in Figure 1 (b) . An event time approach looks to the duration (time spent in the risk set) of a firm and sorts observations according to their duration under study. The length of the line indicates the lifetime of the observation. An X at the end of the line denotes the event of failure, whereas an O indicates that the observation has been censored for reasons other than failure. The event-time approach is used in our study, as is commonly the case in other survival analysis studies. After constructing the risk set at each event time, it is possible to estimate the likelihood of a firm's failure. It is required that the values of time-varying covariates of every firm in the risk set should be measured at each event time. The following equation is written for the ratio of firm i's hazard to the hazards of all other firms in the risk set for each time (t)
where k is the firm in the risk set at time t and p is the number of covariates. Figure 2 illustrates the arrangement of the data in forming the likelihood function of equation (5), where the respective covariate values of yearly observations of a firm's financial performance are updated at every incident of failure. Every time an event of failure is recorded, the vector of coefficients is re-estimated.
Given L i (see equation (5)), the partial likelihood function with the incorporation of timevarying covariates can then be obtained by taking the product of the probabilities across all observed failures, m, so that
where i is the firm in the event of failure and k is the firm in the risk set at time t.
Difficulties in practical application of a dynamic Cox model to financial distress prediction
The Cox model using time-varying covariates is more efficient and dynamic in its use of data and is likely to produce less biased and more consistent estimates of financial distress probabilities (Shumway, 2001 ). However, time-varying models have been difficult to put into practice. The major problems are attributable to breaches of the proportionality assumption and the requirement of having a complete set of covariate measures at every failure time.
In the standard proportional hazards model the hazard for each case is a fixed proportion of the hazard of any other observation at any point in time. Therefore the ratio of hazards for any two observations with independent covariates is constant over time. For two companies, i and m, the ratio of the hazards can be expressed such that
where h t z i ( | ) is the hazard rate for firm i at time t, z is a row vector of measured covariates ( z j i denotes the value of the jth covariate for the ith firm) and β is a column vector of coefficients ( β j is the corresponding coefficient for z j i ). The components of h t z i ( | ) comprise a baseline hazard, h t 0 ( ) , which measures the effect of time on the hazard in the absence of covariates, and an exponential term, exp
that determines the proportional effect of the risk factors. The baseline hazard is assumed to be identical for all entities in the sample. The result is that the plots of the hazard function for all observations are parallel, and consequently this property of proportionality can be exploited in estimating the baseline hazard.
On the other hand, with the time-varying variables the proportionality no longer applies. Since
h t z t h t z t h t z t h t
is the time-varying hazard function for firm i where the hazard at time t depends on the value of measured covariates at time t, z t j i ( ) denotes the value of the jth covariate at time t for the ith firm and β j is the corresponding coefficient for z j i . The mechanism of time-varying specification requires the covariate values of each observation of a company to be updated at every measurement; therefore, the parameter estimates are recomputed every time a failure event occurs. As a result, the hazard functions for all companies are not parallel anymore, nor are the relative hazards between companies proportional. The outcome is that there is substantial difficulty in estimating the baseline hazard and consequently in forming forecasts. Likewise, due to technical difficulties, the current software (for example, SAS (SAS Institute Inc., Cary, NC, USA)) is not capable of generating survival probabilities when the variables are changing with time.
This study implements a procedure, following the approach of Chen et al. (2005) , to make it possible to provide survival forecasts with time-varying variables. The parameter estimation process implies that the time-varying covariate values of every firm in the risk set should be recorded and measured at each 'failure time'. In this study there was a missing data problem with respect to stock returns. To resolve this problem, the last observed information is used to impute any missing return values. To address the problem of generating survival probabilities, an integrated baseline hazard is estimated as discussed in the next section.
Integrated baseline hazard
To generate survival probabilities at each time t, the baseline hazard function h t 0 ( ) needs to be estimated. Chen et al. (2005) estimate the integrated baseline hazard function with time-varying covariates based on Andersen (1992) . The integrated baseline hazard function H t 0 ( ) can be estimated as follows
where D i is the indicator for whether the firm i experiences the failure, i.e. 0 for survivors and 1 for failures;  T i is the failure time for the ith firm; β is the vector of estimated coefficients; and z T
is the value of the jth covariate at the failure time of the ith firm. The integrated baseline hazard function H 0 (t) can also be written as
H t h t t t t t m m m
where H 0 (t) is a step function, which is discontinuous at t m . This allows the baseline hazard h t 0 ( ) to be derived from the integrated hazard.
Using the estimated baseline hazard rate ĥ t 0 ( ) , computed from equations (9) and (10), the estimated hazard rate of firm i with covariates z i (t) at time t is derived as
Data and evaluation methods

Sample selection
The study sample includes publicly listed companies on the Australian Securities Exchange (ASX) from 1995 to 2006. Firms that are in the financial sector, as indicated by their Global Industry Classification Standard (GICS) code, are excluded from the sample. 4 Annual accounting data are obtained from FinAnalysis 5 (Aspect Financial) and annual market capitalisation data are provided by Securities Industry Research Centre of Asia-Pacific (SIRCA) and Datastream. Two data filters are applied to the preliminary dataset. First, a complete set of accounting and market capitalisation must be available for every firm. However, for returns, complete return data was obtained through imputation of missing values as discussed above. The missing data filter was applied for two reasons. Firstly, handling missing values causes substantial computational problems and, secondly, including missing value observations is likely to lead to informative censoring. In relation to defaulting firms Sobehart and Stein (2000: 12) state, 'financial and market information are less likely to be complete or reliable in the time period leading up to default'. Therefore missing data may be an indicator of failure. In our study, observations with and without missing values are compared using the Mann-Whitney test. The result shows that the missing data are associated with firms that have more negative profits, higher leverage and more negative cash flow. It appears that observations with missing data are financially weaker than those with complete data and therefore firms with missing observations are more likely to fail. If this is true and these firms were included in the study in instances when data were available and then treated as censored when data were unavailable, this would give rise to informative censoring. In other words, the censoring substitutes for the failure event, and this violates the assumptions underlying the analysis.
The second data filter is that information on the firm's failure event must be available. In order to classify firms into groups of non-failed and failed firms, this study follows the approach of Jones and Hensher (2004) and Chan et al. (2008) . Firms are classified as failed if (a) they were delisted due to failure to pay their annual listing fees to the ASX, 6,7 or (b) there was an appointment of liquidators, insolvency administrators or receivers. 8, 9 Companies' failure events in the sample and the dates of their release to the market in Australia are cross-checked against a number of sources: the ASX's Signal G (Company Announcement data obtained from SIRCA), 10 the deListed Company Database, 11 Nothman (1993) and Chan et al. (2008) . Resulting from this, 1627 nonfinancial firms are identified with available accounting and market capitalisation data, which comprises 1513 non-failed firms and 114 failed firms in the final sample.
It is noted that company failure happens on specific dates, but there may be varying periods of lag between the failure event and the onset of financial distress. In the absence of the data to model these lags, the advantage of dynamic probability forecasts, giving a trajectory to failure, lies in the potential of providing early warning signs as the trajectory changes.
Additionally, annual accounting and market capitalisation data are collected for each company. Initially, yearly observations of firms' financial performance from 1989 through 2006 were considered. However, the requirement of complete data and availability of the date of failure results in no failure events in study samples between 1989 and 1993 and only one failure event in 1994. 12 Moreover, the sample sizes are very small for 1989 to 1991. The data on firms failing in this period may have been deleted from our data sources and, if so, this is likely to raise a problem of survivorship bias. Therefore, the observations between 1989 and 1994 are excluded from the study. It is noted that defaults are small in number in some of the subsequent years such as 1995, 1996 and 1998; however, extensive data checking suggests that survivorship bias is not an issue in these later periods. Table 1 shows the total number of firm-year observations in our study sample, the number of non-failed firm-year observations and the number of failed firm-year observations and the percentages of failed to total firm-year observations for every year over the sample period of 1995 to 2006. In the study sample, there are 9712 firm-year observations in total, where 114 failed observations are found.
The entire sample period (from 1995 to 2006) is divided into two separate samples; an estimation sample (from 1995 to 2002) and a holdout sample (from 2003 to 2006) for tests of predictive accuracy. There are 78 failure events in the estimation period and 36 in the holdout period.
Dependent variables
The only dependent variable for a traditional bankruptcy prediction model such as a MDA or a logit model is the occurrence of an event of interest. Unlike traditional dichotomous dependent variable models, survival analysis deals with not only the occurrence of the event but also the timing of events, including the duration until the event occurs.
In this study, the event of interest indicates whether the firm evolves to the state of failure, that is, being financially distressed, and the duration represents the period of time between the firm's entry into the risk set and the occurrence of the firm's failure. The event indicator equals 1 if a firm becomes financially distressed, otherwise it equals 0.
Predictor variables
Key predictors for financial distress with firm-specific variables have been identified from previous bankruptcy studies. Variables are selected from the recent major studies by Sobehart and Stein (2000) , Shumway (2001) , Chava and Jarrow (2004), Campbell et al. (2008) and Fitzpatrick and Ogden (2011) . As this study was conducted based on Australian data, some variables that were found to have been useful in Australian studies are also included (from Castagna and Matolcsy, 1981; Gharghori et al., 2006 Gharghori et al., , 2009 Hensher and Jones, 2007; Jones and Hensher, 2004; Tanthanongsakkun and Treepongkaruna, 2008) . A set of fundamental accounting-based and market-based variables chosen from the aforementioned studies is shown in Table 2 .
The accounting-based variables include measures of profitability (net income/total assets (NI/ TA)), operating liquidity (working capital/total assets (WC/TA)), book leverage (total liabilities/ total assets (TL/TA)) and cash flow generating ability (net cash flow from operations/total assets (CF/TA)). As a group, these ratios capture the strength of the firm's financial position. Operating liquidity (working capital/total assets (WC/TA)) has been chosen as the liquidity measure instead of the current ratio (current assets/current liabilities (CA/CL)). This is because the current ratio in our sample suffers from extreme outliers that might have an undue influence on parameter estimates.
The market-based variables include market-to-book (MB) ratio, relative firm size, market leverage, past returns and volatility. MB is commonly used as a proxy for growth opportunities (Baker (2000) Gharghori et and Wurgler, 2002; Faulkender and Petersen, 2005) . Campbell et al. (2008 Campbell et al. ( : 2911 demonstrate that MB has a positive effect on the risk of failure 'when market value is unusually high relative to book value'. Other studies invert the ratio and use book-to-market (BM) ratio for growth prospects. Consistent with Campbell et al. (2008) , Griffin and Lemmon (2002) and Fitzpatrick and Ogden (2011) find that low BM (high MB) is associated with an increase in default risk. However, the Australian evidence of Gharghori et al. (2006 Gharghori et al. ( , 2009 and Tanthanongsakkun and Treepongkaruna (2008) is that firms with high BM (low MB) have a higher default risk. 13 The size measure used in this study is the value of the company relative to the value of all companies listed on the ASX. Following Shumway (2001) , this variable is measured as ln(firm market capitalisation i,t /total ASX market value t ), which is denoted as RSIZE. RSIZE is expected to be negatively related to the risk of failure. Market capitalisation/total liabilities (MC/TL) is used as a measure of market leverage. Bigger values of this variable represent lower levels of leverage and it is expected that this variable will have a negative relationship with the risk of failure.
If investors perceive a rising risk of financial distress, they will mark down the value of the firm and this effect will be captured in the excess returns leading up to financial distress. Thus, Shumway (2001) argues that past excess returns should predict financial distress. For Australian listed companies, Frino et al. (2007) document significant negative returns of distressed firms leading up to insolvency announcements, which is consistent with the argument of Shumway (2001). 14 The firm's past excess return (EXRET) in year t is measured by the excess return of the firm in year t -1 over the value-weighted All Ordinary Index return in year t -1, where each firm's monthly returns are annualised. The standard deviation of each firm's monthly stock return over the past year is calculated for stock return volatility (SIGMA). The argument of Shumway (2001) is that financially distressed firms would have more volatile cash flows, hence more volatile stock returns.
There are several extreme values among the variables observed. Following the approach of Shumway (2001) , all values lower than the first percentile of each variable are set to that value, and analogous treatment is applied to all observations higher than the 99th percentile of each variable. The data, after truncation, are described in detail in Section 4.4. Table 3 presents descriptive statistics for annual observations of firm-specific predictor variables used. The minimum and maximum values reported in the table are calculated after truncation. The financial characteristics of non-failed firms are notably in contrast with those of failed firms for most variables. 15 For example, failed firms are found to have lower levels of profitability, liquidity, cash flow and past excess returns than those of non-failed firms. In contrast, non-failed firms have lower levels of book leverage, market-to-book ratio and volatility. The dispersion of financial ratios among failed firms is also wider than that of non-failed firms, as evidenced by the higher standard deviations.
Summary statistics
The first panel in Table 3 (panel A) shows descriptive statistics of firm-specific variables for all firm-year observations of the entire sample. The whole sample includes information for 1627 nonfinancial firms where 9712 firm-year observations are obtained with 114 failure events. Panel B shows summary statistics for all firm-year observations of the estimation sample. There are a total of 1211 firms and 5737 firm-year observations in the estimation sample, of which 78 are failure observations. The holdout sample, as shown in panel C, contains information for 1286 firms with 3975 firm-year observations, where there are 36 failure observations. Table 3 shows that, on average, profitability (NI/TA) is negative for the whole sample, even for the group of non-failed firms, which implies that the active Australian companies have been experiencing 19% losses on average from 1995 to 2006. However, this is not a result of poor profits in The table shows descriptive statistics for firm-year observations of the ASX listed firms. Each firm has multiple observations according to firm age (duration). NI/TA is the firm's net income divided by its total assets; WC/TA is the firm's working capital divided by its total assets; TL/TA is the ratio of firm's total liabilities to its total assets; CF/TA is the ratio of firm's net operating cash flow to its total assets; MB is the market-to-book ratio of the firm's market capitalisation to its total equity; RSIZE is the firm's relative size measured as the natural logarithm of the ratio of each firm's market capitalisation to that of the ASX All Ordinary Index; MC/TL is the firm's market capitalisation divided by its total liabilities; EXRET is the firm's past excess annual return over the value-weighted All Ordinary Index return; SIGMA is the standard deviation of each firm's monthly returns. a specific period. Panel D in Table 3 shows that profitability, on average, has been negative across all years in the sample. This result is attributed to the fact that it is driven by small firms. The valueweighted mean for NI/TA (not reported here) is positive. As shown in panel E of Table 3 , if the sample is restricted to the top quartile of firms by size, the mean and median profitability are positive, whereas if the sample is limited to the top half of firms by size, the mean is negative but the median is positive. The mean excess return for the non-failed firms in the entire sample seems rather high at 10.95%. However, given that the median is -14.14%, it is clear that the mean is strongly affected by skewness in the distribution. It is noteworthy that the excess returns for the failed firms are strongly negative at -42.99% and -53.52% for the mean and median, respectively.
Correlation matrices of the nine covariates in the model are constructed for the entire sample, the estimation sample and the holdout sample (see Table 4 ). The Pearson product-moment correlations are examined. All of the correlations are statistically significant at the 1% level, but the correlations are not so large as to cause serious concerns about collinearity. The highest correlation at about 0.65 is between net income/total assets and net operating cash flow/total assets.
Model evaluation methods
A model's predictive ability can be assessed in two dimensions: discrimination and precision. Discrimination refers to the model's ability to distinguish between those companies surviving and those failing at a given point in time. Precision refers to the accuracy of the estimated probabilities and is assessed by how well the estimated probabilities reflect the observed outcomes.
Receiver operating characteristics (ROC).
To assess the discriminatory power of the models, the survival probabilities are used to classify each firm as failing or surviving, and the resulting classification is compared with the actual outcome. When the probability forecast is converted to a state forecast, picking the optimal cut-off probability for the state transition becomes an issue. Using receiver operating characteristics (ROC) curves is one way to bypass the problem of determining an optimal cut-off point, since it examines the predictive power of the model across the entire spectrum of possible cut-off points (Partington et al., 2001 ). The ROC curve for a particular model is determined by the hit rate (correctly predicting failures) and the false alarm rate (incorrectly predicting non-failures as failures). The ROC curve plots the combinations of the false alarm rate (x-axis) and the hit rate (y-axis) as the cut-off point is varied across all possible values. A detailed explanation of the ROC curve can be found in Hanley and McNeil (1982) , Mason and Graham (1999) , Sobehart and Keenan (2001) , and Wong et al. (2007) .
Scoring rule (Brier score).
A proper scoring rule, known as the Brier score, is also used to assess the model's performance (Yates, 1982) . While the ROC curves can be used to measure the model's ability to discriminate between those companies surviving and those failing at a given point in time, the Brier score measures the model's precision. The Brier score is calculated as follows 
where N is the number of predictions, p n is the predicted probability that a failure event will occur and a n is the actual observation of the event. When a firm fails, then a n equals 1, otherwise it is 0.
A Brier score of 1 indicates that the model has no predictive power and a score of 0 shows perfect predictive ability. Thus, the lower the Brier score, the better the model's predictive power. This table presents the Pearson product-moment correlations, which are computed from values for each pair of predictor variables. All correlations are significant at the 1% level (two-sided test). NI/TA is the firm's net income divided by its total assets; WC/TA is the firm's working capital divided by its total assets; TL/TA is the ratio of the firm's total liabilities to its total assets; CF/TA is the ratio of the firm's net operating cash flow to its total assets; MB is the marketto-book ratio measured as the firm's market capitalisation to its total book equity; RSIZE is the firm's relative size measured as the natural logarithm of the ratio of each firm's market capitalisation to that of the ASX All Ordinary Index; MC/TL is the firm's market capitalisation divided by its total liabilities; EXRET is the firm's past excess annual return over the value-weighted All Ordinary Index return; SIGMA is the standard deviation of each firm's monthly returns. 
Results
Model estimation
In order to test the predictive power of the dynamic model proposed in this study, the performance of the dynamic model is compared to those of conventional models. The widely used static technique of the logit model and the standard Cox proportional hazards model are chosen as the benchmarks. 16 All three models for the risk of firm failure are estimated using the estimation sample (from 1995 to 2002) of 1211 firms with 78 failure observations. Table 5 presents the estimated parameters and the goodness of fit measure of the dynamic Cox model. Panel A shows the total Panel A shows the total number of firms, the number of failed firms and the number of censored (non-failed) firms and percentages of censored to the total number of firms in the estimation sample over the period of 1995 to 2002. Panel B reports the parameter estimates of the Cox hazards model with time-varying covariates. NI/TA is the firm's net income divided by its total assets; WC/TA is the firm's working capital divided by its total assets; TL/TA is the ratio of the firm's total liabilities to its total assets; CF/TA is the ratio of the firm's net operating cash flow to its total assets; MB is the market-to-book ratio measured as the firm's market capitalisation to its total book equity; RSIZE is the firm's relative size measured as the natural logarithm of the ratio of each firm's market capitalisation to that of the ASX All Ordinary Index; MC/TL is the firm's market capitalisation divided by its total liabilities; EXRET is the firm's past excess annual return over the value-weighted All Ordinary Index return; SIGMA is the standard deviation of each firm's monthly returns. A positive coefficient on a particular variable implies that the hazard rate is increasing in that variable. The goodness of fit of each model is presented in panel C . Panel D shows the Likelihood Ratio Chi-Square test against the null hypothesis that at least one of the predictors' regression coefficient is not equal to zero in the model.
number of firms used in estimating the model parameters, and the number of failed and censored firms. The resulting coefficient estimates of the model are shown in panel B in Table 5 , together with their expected signs and their respective chi-square, and p-values (based on a chi-squared statistic for the significance of each coefficient). 17 The log-likelihood statistics in panel C provide an in-sample goodness of fit measure that shows that the model has significant explanatory power.
Panel B of Table 5 shows that all of the variables have coefficients of the sign expected. Four of the variables are statistically significant at the 1% level and two at the 5% level. Of the significant variables, less operating liquidity, lower cash flow generating ability, less market value relative to debt, lower past excess return, a higher level of book leverage and higher market-to-book value increase the probability of failure as expected. A firm's relative size turns out be insignificant in our model whereas it has shown to be the significant predictor in previous studies (for example, Shumway (2001) and Chava and Jarrow (2004) ). 18 Stock return volatility is found to be insignificant. This is consistent with the result of Shumway (2001) , where the return volatility lost its significance when it was combined with accounting variables in the model.
The standard Cox proportional hazards model generates similar result to the dynamic model with the notable exception that operating liquidity has a positive sign (opposite to expectation) at the 1% of significance level. For the logit model, the book leverage and past excess return are statistically significant at the 1% level. A firm with a higher level of book leverage and less past excess return is likely to have a higher risk of failure. The explanatory power of both models is statistically significant at the 1% level (unreported 19 ). Table 6 shows the dynamic changes of risk scores and corresponding survival probabilities by time horizon using a time-varying Cox hazards model, for 20 randomly selected firms over the period for which each firm was observed. The time-varying risk scores can be calculated for each firm as β z t i ( ) . Following the approach of Chen et al. (2005) , β is a vector of estimated coefficients as shown in Table 5 and z t i ( ) is a vector of values of covariates for firm i at time t. For example, the risk score of firm 1 at time 2 is estimated using the estimated coefficients from Table  5 and the values of nine predictor variables for firm 1 at the second year of the firm's lifetime. The survival probabilities are calculated using the hazard from equation (11) and taking the exponential of the negative integrated hazard (see equation (2)).
Panel A in Table 6 presents the resulting risk scores and survival probabilities for 10 randomly selected firms in the non-failed group, and panel B shows 10 firms in the failed group. Comparing these survival probabilities for the failed firms with those of the surviving firms at the same time horizons (lifetime), the failing firms have lower probabilities. However, in most cases the differences are not great and the survival probabilities for the failed firms are generally high, with several above 0.9.
The explanation for the foregoing seems to lie in the interaction between the risk score and the baseline hazard. Since the incidence of failure in the estimation sample is small, the risk of failure for an average firm is small. Consequently, although the baseline hazard rises through time, it remains small. Thus, to obtain a small probability of survival requires a substantial scaling up of the baseline hazard by the risk score. It appears in this analysis that the risk scores for failed firms are not often large enough to achieve the required scaling up.
Model validation
This section presents the out-of-sample prediction results of the three models estimated. Panel A and panel B in Table 7 present each model's predictive accuracy of the out-of-sample forecast of the time-varying dynamic Cox hazards model, the standard Cox proportional hazards model and the traditional logit model based on ROC curves and the Brier scores. The area under the ROC (AUROC) measures the discriminatory power of the model, and the higher the AUROC the better the model. Predictions made at random have an AUROC of 0.5 and models that do not beat this Non-failed Time horizon Score P(S) Score P(S) Score P(S) Score P(S) Score P(S) Score P(S) Score P(S) Score P(S) Score P(S) Score P(S) 0 0.000 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 1.000 This table presents dynamic changes of risk scores (score) and survival probabilities (P(S)) by time horizon using a time-varying Cox hazards model for 20 randomly selected firms over the period for which each firm was observed. The time-varying risk score can be calculated for each firm asβ
, where β is a vector of estimated coefficients shown in Table 5 benchmark have no predictive power. Panel A examines predictive accuracy using the ROC curves and describes the AUROC for the holdout sample from 2003 to 2006. Panel B shows the Brier score, which measures the deviation between the predicted probability of a failure event and the actual outcome of the event at the level of an individual company. The naïve forecast is based on the proportion of defaults to the estimation sample, which serves as an estimate for the naïve prior probability of failure.
For the dynamic Cox model, the predicted survival probabilities for out-of-sample forecast are computed in the same way as those of in-sample. That is, until the event of failure in the holdout sample, the set of firms' annual observations as at their financial year ends are entered into the model, with the values of covariates being updated as time passes. Thus, the survival probabilities at time t are based on data updated to time t. The consequence for failing firms is that the data used are the data last observed prior to failure. For example, a firm survives for two years and fails after the year three data is observed. The first year predicted survival probability based on the covariates observed at the end of year one in the holdout period will be evaluated at time horizon t = 1, and the second year forecast based on the covariates at the end of year two is assessed at t = 2. In year three, the third year forecast at t = 3 is based on the data observed at that time. The firm is then withdrawn from the study because there are no data beyond year three.
It can be problematic to directly compare prediction results of a time-varying dynamic Cox model to those of the standard Cox model and the static logit model. A particular effort has therefore been made so that the data for the static models are aligned with those of the dynamic Cox model. That is, instead of having a set of data collected at a single point in time, all data across time are pooled and arranged according to event time. For example, if a firm has been at the risk set for three years from 2004 to 2006, each yearly observation of this firm would be listed in order and then the first year observation would be tagged as t = 1, the second year observation as t = 2, and so on. It is noted that any firm-year observations that belong to a failed (financially distressed) firm would be marked as failed observations. By doing this, a firm with three years of observations would end up having three logit-based survival probabilities that change over time.
Overall, the dynamic model has stronger discriminatory power over both the standard Cox model and the logit model across different time horizons (see panel A in Table 7 ). Interestingly, the model's estimates do not deteriorate at longer horizons. This result is in direct contrast to prior bankruptcy studies, where predictive accuracy tends to decrease sharply as the time horizon lengthens. The results show that by t = 4 the logit model has a level of discrimination that is even worse than chance (0.5) according to the ROC score. The result from the Brier score (see panel B in Table 7 ) also verifies that the dynamic models perform better than the other two models across all time horizons.
Conclusions
Problems with time-varying predictor variables and estimating baseline hazards have been major obstacles in the application of survival analysis to multiple-period bankruptcy data. A significant contribution of the paper is overcoming the problem of making forecasts from a Cox hazards model when the model contains time-varying covariates. In particular the paper enriches the literature on financial distress prediction for Australian firms.
Nine covariates are used, whose values are updated on a yearly basis from 1995 to 2006. The attractive feature of time-varying survival modelling is that it allows for dynamic changes of a firm's risk levels and its corresponding survival probabilities through time.
As the interaction between the financial distress risk and firm-specific accounting-based and market-based ratios is explored, the result obtained suggests that firms with less operating liquidity, less cash flow generating ability, less market value relative to debt, lower past excess return, higher book leverage and higher market-to-book value are more likely to fail, which is partly in line with the results found in Shumway (2001) . The combination of a dynamic model and the dynamic updating of input data results in the model maintaining predictive accuracy as the firms are observed to evolve with time. The time-varying Cox hazards model is shown to outperform the standard Cox model and the logit model at each forecast date in the period that the firms are examined.
This paper uses the financial data observed as at the end of the financial year. By doing so, it facilitates the contemporaneous measurement of two different types of data: market data and accounting data. However, daily, monthly or quarterly-based data could be used for some variables.
While the financial distress prediction study in this paper mainly focuses on the use of quantitative (financial) data, the study might be extended to incorporate qualitative information such as auditing quality and industry/business risk analysis, and also consider the role of management and its track record, such as management commitment and management continuity. 16 . A detailed specification of the Cox proportional hazards model can be found in Cox (1972) and Allison (1984) , and the details of the logit model can be found in Ohlson (1980) and LeClere (2000) . 17. The p-values are based on a Wald test statistics as given by the squared ratio of the estimated coefficient to its estimated standard error, which is distributed as chi-square. 18. In unreported results where the model was estimated without the past excess return and return volatility variables, relative size was found to be a statistically significant variable with the sign expected. 19. The results of parameter estimates for the standard Cox proportional hazards model and the logit.
