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Abstract
We study functions on the infinite-dimensional Hamming cube {−1, 1}∞, in particu-
lar Boolean functions into {−1, 1}, generalising results on analysis of Boolean functions
on {−1, 1}n for n ∈ N. The notion of noise sensitivity, first studied in [BKS99], is
extended to this setting, and basic Fourier formulas are established. We also prove
hypercontractivity estimates for these functions, and give a version of the Kahn-Kalai-
Linial theorem giving a bound relating the total influence to the maximal influence.
Particular attention is paid to so-called finitary functions, which are functions for
which there exists an algorithm that almost surely queries only finitely many bits. Two
versions of the Benjamini-Kalai-Schramm theorem characterizing noise sensitivity in
terms of the sum of squared influences are given, under additional moment hypotheses
on the amount of bits looked at by an algorithm. A version of the Kahn-Kalai-Linial
theorem giving that the maximal influence is of order log(n)
n
is also given, replacing n
with the expected number of bits looked at by an algorithm.
Finally, we show that the result in [SS10] that revealments going to zero implies
noise sensitivity also holds for finitary functions, and apply this to show noise sensitivity
of a version of the voter model on sufficiently sparse graphs.
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1 Introduction
Suppose a democratic country has n people living in it, and they are holding a referendum
about whether hot dogs or hamburgers are better. Each voter randomly chooses a preference,
with each being equally likely, on the day she turns five years old. If we encode the two
options as +1 and −1, we can mathematically formalise their election as a function from
{−1, 1}n into {−1, 1}.
Now, suppose the people who count the votes do not particularly care about such a
frivolous referendum, and so they are careless in counting the vote. In particular, with
probability , they record a completely random vote, instead of the vote that the citizen
made. The question we are interested in is this: Will this random error change the outcome
of the election?
The election function fn : {−1, 1}n → {−1, 1} is an example of a Boolean function, and
the question we have asked is roughly whether this function is noise sensitive or not, as
originally defined in [BKS99]. This is a concept that has wide applications, spreading far
from our starting point of culinary democracy.
A staggering array of things can be studied using Boolean functions: elections with
various voting rules with Condorcet’s paradox and Arrow’s theorem[Kal02], properties of
random graphs[Fri99; LS15], percolation and other models from statistical mechanics[GS15],
various problems of computational complexity and learning in computer science[KS05; OW09;
Fri99], and so on.
It is also a concept that can be generalised in various directions. Aside from varying the
probability of 1 and −1, one can study functions on a generalised product domain Ωn for
some finite set Ω other than {−1, 1}.
If one views {−1, 1}n as an n-dimensional Hamming cube, one can see the error in the
votes as being caused by a random walk on this cube. This point of view turns out to be
very enlightening, and opens up connections to the study of functions on Rn with Gaussian
measure and other generalisations.
The general idea of these generalisations is to replace the random walk on the cube
with a random walk on some other structure or some other random process on the cube,
leading to results on noise sensitivity with respect to general Markov chains[Pal15], exclusion
sensitivity[BGS13], functions on Gaussian space, for families of log-concave measures, and
for functions on Cayley and Schreier graphs. Interestingly enough, all of the latter three
and the Hamming cube case can be treated in one unified way using the semigroups of the
random walks.[Bou18]
So, given this swathe of applications and generalisations, what is it we will do? Consider
the following question:
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Suppose you are given an infinite sequence of 1s and −1s, and told that these are the
steps of a one-dimensional random walk started at zero. You are asked to tell whether this
one-dimensional random walk hit 10 before it hit −10.
This is very nearly a Boolean function as studied above, except it depends on infinitely
many bits. It is, however, close to being one, since it will almost surely hit 10 or −10 in
finitely many steps, and so one does not have to actually see infinitely many bits.
One gets the feeling that it should be possible to use the tools of standard analysis
of Boolean functions to answer questions about this function, such as whether it is noise
sensitive1. The tools presented above do not, however, suffice, since they only apply to
functions on finitely many bits. Our project will be to extend the theory to cover this case.
Most of the concepts we introduce, and many of the proofs, are directly transferred from
the finite case, with various degrees of adaptation. While we do not assume the reader knows
the theory in the finite case, we will often refer to it for comparison and to be clear about
what is new and what is merely taken directly from that setting. Whenever we say “the
proof is as in the finite case”, or similar, the proof being referred to can be found in either
[GS15] or [ODo14], or both.
2 Definition and elementary properties
Definition 2.1. A Boolean function is a function from {−1, 1}N to {−1, 1}. We denote the
set {−1, 1} by Ω, and when convenient, we will consider Ω to be a group with multiplication,
isomorphic to Z2. We will also consider functions Ω∞ → R.
The set Ω∞ has an obvious uniform probability measure arising as the product measure
of the uniform measure on Ω (or as the Haar measure on this compact abelian group), so
we can and consistently will see ω ∈ Ω∞ as a random variable, and talk about functions on
Ω∞ lying in various Lp spaces.
For a fixed function f and an input ω = (ω1, ω2, . . .) ∈ Ω∞, a set W ⊂ N is said to be a
witness set for ω if f(ω) is almost surely determined by the bits in W , that is, if there exists
an A ⊆ Ω∞ such that P (ω ∈ A) = 1 and
∀ω˜ ∈ A : (∀i ∈W : ω˜i = ωi)⇒ (f(ω˜) = f(ω))
A usual Boolean function of finitely many bits thus has [n] ≡ {1, 2, . . . , n} as witness on
all inputs. Such functions are said to be finitely supported.
Definition 2.2. We define the pivotal set of a function f on an input ω as being the set of
all i ∈ N such that flipping bit i changes the value of f on ω. That is,
P(f)(ω) = {i ∈ N : f(ω1, . . . , ωi−1,−ωi, ωi+1, . . .) 6= f(ω)}
A bit i is said to be pivotal (on input ω) if it lies in the pivotal set. The influence of bit k
on a function f is defined as Ik(f) = P (k ∈ P(f)), and the total influence of a function f is
defined as
I(f) =
∑
k
Ik(f) = E [|P(f)|]
1Generalising from 10 to n, the resulting family of functions is not noise sensitive. This follows from the
discussion at https://mathoverflow.net/questions/319439 and https://mathoverflow.net/questions/
324171, together with Theorem 3.6. We do not know whether it is noise stable.
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Remark 2.3. If W is a witness set for f on ω, then we have P(f)(ω) ⊆ W , as is easily
seen. In the opposite direction, we have no bounds – it can be the case, like for the majority
functions, that the pivotal set is empty but the witness set is very large. Philosophically, this
shows that one should not think of the pivotal set as “the set of bits on which f depends”.
If someone tells you what the pivotal set is, and the value of the bits in it, you know that
changing the value of a single bit outside it won’t change the value of the function, but you
don’t necessarily know the value of the function. If you know a witness set and the value of
the bits in it, however, you know that you can change any number of bits outside the set
without changing the value of the function, and you know the value of the function.
Definition 2.4. A finitary Boolean function is a function f : {−1, 1}N → {−1, 1} such that
there almost surely, for a uniformly random input, exists a finite witness W ⊂ N. For a
finitary function, we make this W into a well-defined random variable by choosing the least
witness set according to the following ordering:
1. If maxW < maxW ′, then W < W ′
2. If maxW = maxW ′ and |W | < |W ′|, then W < W ′
3. If two witness sets have the same maximum element and the same cardinality, choose
lexicographically.
We further say that f is p-knowable if E [(maxW )p] <∞.
Remark 2.5. The property of being finitary should be thought of being a function that we
can, in reality, compute. It means that there exists an algorithm for the function that will
halt on almost every input. It also means that we can think of the number of input bits as
being only potentially infinite, not an actual infinity that we need to fit in our computer to
know the value of the function.
It is thus, despite its definition seeming perhaps a bit technical, a very natural choice of
class of functions to study.
Proposition 2.6. Any finitary Boolean function almost surely has only finitely many pivotal
bits. If in addition f is 1-knowable, then the total influence of f is finite, that is,∑
k
Ik(f) <∞
Proof. Any witness set necessarily contains all pivotal bits, and there almost surely exists
a finite witness set. Thus the set of pivotal bits is almost surely finite. If additionally
E [maxW ] <∞, then the pivotal set is contained in a set whose expected size is finite, and
thus its expected size – which is exactly the total influence – is also finite.
2.1 Fourier analysis in this setting
Recall that there exists a general theory of Fourier analysis on locally compact groups, of
which the Fourier analysis on Zn2 is a special case. In general, we get our Fourier analysis by
noting that the characters of the group form an orthonormal basis for L2 of the group. For
Z2, the characters are just the functions χ∅ : 0 7→ 1, 1 7→ 1 and χ{1} : 0 7→ 1, 1 7→ −1. For
Zn2 , we get the characters by taking products of characters of Z2 in each coordinate.
The exact same logic prevails also for Z∞2 ∼= Ω∞, noting that we take finite products of
the characters. Therefore, we only state some basic results about the Fourier analysis in this
setting, noting that it follows from more general theory.
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Proposition 2.7. The functions χS(ω) =
∏
i∈S ωi, indexed by finite subsets S of N, are
the characters of the compact abelian group Z∞2 , and thus form an orthonormal basis for
L2(Ω∞). In particular, for any f ∈ L2(Ω∞), we can write
f =
∑
S⊂N
f̂(S)χS
where f̂(S) = E [fχS ], and the sum runs over all finite subsets of N. We will use the
convention that a sum over S ⊂ N implicitly runs over only finite subsets throughout. Note
that this makes the sum have countably many terms, so it is an honest summation.
We also have Plancherel’s and Parseval’s theorems, so that for all f, g ∈ L2
‖f‖22 =
∑
S⊂N
f̂(S)2
and
E [fg] =
∑
S⊂N
f̂(S)ĝ(S)
2.2 Separating p-knowable, finitary, and general functions
When defining different classes of functions, one of course wishes to know that these classes
are genuinely distinct. This is of particular interest here, since the class of all functions
{−1, 1}N → R is of course the entire class of random variables on R, and we couldn’t possibly
hope to say something interesting in general about such a broad collection. So, we give
results showing that general, finitary, and p-knowable functions are genuinely distinct classes.
We also give a lemma that shows that another tentative class of functions would in fact be
the entire collection of functions.
First off, not all functions are finitary. In fact, not all functions of finite total influence
are finitary, so Proposition 2.6 cannot be strengthened to an if and only if.
Example 2.8. Consider the function f defined by that f(ω) = 1 if ω1 = 1, or if ω2 = ω3 = 1,
or if ω4 = ω5 = ω6 = 1, and so on, and otherwise f(ω) = −1. That this function is
nondegenerate is easily verified. Now, one can easily verify that it has finite total influence,
and of course, for this function, there only exists a finite witness for it if f(ω) = 1 – if
f(ω) = −1, we need to see a −1 in each of infinitely many blocks. This shows that it is not
a finitary Boolean function, despite having finite total influence.
Secondly, not all finitary functions are p-knowable for some p > 0.
Example 2.9. To begin with, take f to be the function that is ω2 if ω1 = 1, otherwise it is
ω4 if ω3 = 1, and so on. That is,
f(ω) = ω21{ω1=1} + 1{ω1=−1}
(
ω41{ω3=1} + 1{ω3=−1}
(
ω61{ω5=1} + 1{ω5=−1} (· · · )
))
Since almost surely ω2n−1 = 1 for some n, this function is finitary, since we can then
take the witness set to be all the odd-numbered bits up to 2n− 1 and bit 2n.
Now, we wish to modify this function so that it is not p-knowable for any p > 0. To
do this, we replace bit 2n − 1 with a block of an bits, and replace the condition that bit
2n− 1 equal one with the condition that the product of the bits in the block we replaced it
5
with be one. As can be easily seen, this operation of “splicing in extra bits” preserves many
properties of the original function.
Specifically, the new function – g, say – will still be finitary, for precisely the same
reason as the original was. Now, one can easily compute that, for the original function, the
probability that bit 2n is the final bit in the witness set is precisely 2−n. Using this, it is
easy to compute that
E [(maxW (g))p] =
∞∑
n=1
(
n+
n∑
i=1
ai
)p
2−n
and it is easy to see that we can make this sum diverge for all p > 0 by just taking an to
grow sufficiently quickly.
However, it is true that all function from Ω∞ are approximable by functions of finite
support, that is, that the set of finitely supported Boolean functions is dense in L1. Thus
if we want to study “functions that are nearly functions of finitely many bits” we cannot
mean “nearly” in an L1 sense. This follows from the following known lemma:
Lemma 2.10. Suppose ξ1, ξ2, . . . are random variables on some probability space (Ω,F , µ).
Let A ∈ σ(ξ1, ξ2, . . .). Then, for every  > 0, there exists an N and an event B ∈ σ(ξ1, . . . , ξN )
so that µ(A4B) < .
Proof. Follows easily from an application of Dynkin’s pi-λ-lemma, or can be found in your
favourite probability text.
So, using that we can write a Boolean f as 21{f(ω)=1} − 1 and applying our lemma to
the event f(ω) = 1, we get that:
Corollary 2.11. Let f : Ω∞ → Ω be a Boolean function. Then, for every  > 0, there exists
N ∈ N and a Boolean function g : ΩN → Ω such that P (f 6= g) < .
3 Noise sensitivity, basics
Having set up what our functions are, and noted that we still have a Fourier analysis, we
can now move on to the main theme – results on noise sensitivity for these functions. So, to
begin with, we give a definition and some elementary results showing that this notion still
behaves as one would expect from the finite case.
Definition 3.1. A sequence fn of Boolean functions is said to be noise-sensitive if fn(ω)
and fn(ω
) are asymptotically independent for every , where ω is uniform on Ω∞ and ω
is ω, except each bit is rerandomised with probability .2 That is, it is noise sensitive if for
2Formally, this means we take a new independently sampled ω˜, and an iid sequence X1, X2, . . . where
each Xi is 1 with probability 1 − , and 0 with probability . We then define for each i
ωi = Xiωi + (1 −Xi)ω˜i
That this matches the intuitive description of independently rerandomising bits should be clear.
We could also say that each bit is flipped independently with probability /2. That is, we take an iid
sequence Y1, Y2, . . . where Yi = 1 w.p. 1 − /2 and Yi = −1 w.p. , and define
ωi = Yiωi
The reader easily verifies that these two definitions are equivalent.
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every  > 0,
lim
n→∞E [fn(ω)fn(ω
)]− E [fn(ω)]2 = 0
It is said to be noise-stable if
lim
→0
sup
n
P (fn(ω) 6= fn(ω)) = 0
Proposition 3.2. A single function is noise stable. That is, if fn = f for all n, the sequence
fn is noise stable.
Proof. We give a proof in the finitary case, since we can then give a more elementary proof,
and defer the general case for later.
Take f to be our finitary function. We wish to show that
lim
→0
P (f(ω) 6= f(ω)) = 0
So, suppose we choose ω uniformly at random. Then, by assumption, there almost surely
exists a finite witness set Wω. Now, when applying an -noise, if none of the bits in Wω flip,
the value of the function remains unchanged. Now, the number of bits flipped – call it X –
is conditionally binomial with parameters |W | and . So we get that
P (f(ω) = f(ω)) ≥ P (X = 0)
=
∞∑
k=0
(1− )kP (W = k)
and the limit of this expression as → 0 is 1, by your favourite convergence theorem.
The above proof of course generalises to show that a sequence fn is noise-stable if the
sequence (maxWn)
∞
n=1 is tight. This tightness is, however, not a necessary condition, as the
majority functions show.
That the two concepts are called noise sensitivity and stability implies that these should
be mutually exclusive concepts. This is almost true – a constant function is trivially both
noise sensitive and noise stable, and so any sequence that goes towards being constant will
be both noise sensitive and noise stable. This is, fortunately, the only intersection of the
two classes.
Exercise 3.3. A sequence of functions fn is both noise sensitive and noise stable if and
only if it is degenerate, in the sense that Var (fn)→ 0.
Exercise 3.4. There are functions which are neither noise sensitive nor noise stable.
Nicely enough, since the Fourier analysis is basically the same as in the finite case, we
also get the same Fourier classification of noise sensitivity and stability.
Definition 3.5. The energy at level i of a function f : Ω∞ → R is given by
Ef (i) =
∑
S⊂N,|S|=i
f̂(S)2
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Theorem 3.6. A sequence of Boolean functions fn is noise sensitive if and only if, for every
k > 0, the energy at non-zero levels below k goes to zero with n.3 That is, it is noise-sensitive,
if and only if for every k > 0,∑
1≤i≤k
Efn(i) =
∑
1≤i≤k
∑
S⊂N,|S|=i
f̂n(S)
2 → 0
as n→∞.
Proof. To begin with, note that
E [fn(ω)fn(ω)] = E
[(∑
S1⊂N
f̂n(S1)χS1(ω)
)(∑
S2⊂N
f̂n(S2)χS2(ω
)
)]
=
∑
S⊂N
f̂n(S)
2E [χS(ω)χS(ω)]
=
∑
S⊂N
f̂n(S)
2(1− )|S|
and of course E [fn(ω)] = f̂n(∅), so that
lim
n→∞E [fn(ω)fn(ω
)]− E [fn(ω)]2 = lim
n→∞
(∑
S⊂N
f̂n(S)
2(1− )|S|
)
− f̂n(∅)2
= lim
n→∞
∑
S⊂N,S 6=∅
f̂n(S)
2(1− )|S|
= lim
n→∞
∞∑
k=1
∑
S⊂N,|S|=k
f̂n(S)
2(1− )k
and that this expression is zero iff our hypothesis holds is easily seen.
Theorem 3.7. A sequence of Boolean functions fn is noise stable if and only if, for every
 > 0, there exists a k such that for all n,
∞∑
i=k
∑
|S|=i
f̂n(S)
2 < 
Proof. The proof of this is exactly the same as in the finite case, so since it gets very messy
and we will never use this result, the proof is omitted.
Corollary 3.8. Proposition 3.2 holds for all functions, not just finitary ones.
Corollary 3.9. This gives solutions to Exercise 3.3 and Exercise 3.4. They can also be
solved by direct calculation, without resorting to Fourier analysis.
3Recall that “level” here refers to size of the set of the Fourier coefficient, not to how far into the bit-
sequence it lies. So a function can have the bits it is determined by run off to infinity without having the
energy at finite levels going to zero.
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4 Approximations of finitary and non-finitary functions,
and hypercontractivity
If a sequence fn is noise sensitive, this can be phrased as that fn and fn with noise applied
are asymptotically independent. It thus makes sense to define more precisely what we mean
by a noised version of a function, which can be done more generally than we have defined
noise sensitivity.
Definition 4.1. We define, for each ρ ∈ [0, 1] and for all p ∈ [1,∞), the noise operator
Tρ : L
p(Ω∞)→ Lp(Ω∞) by
(Tρf)(ω) = E
[
f(ω1−ρ)
∣∣ ω]
Whenever we apply Tρ to a function from Ω
n, we mean the obvious restriction of Tρ induced
by seeing Lp(Ωn) as a subspace of Lp(Ω∞).
It is easily seen that these operators are linear. That they indeed map into Lp will be
seen later.
As can be easily seen, this gives E [f(ω)f(ω)] = 〈f, T1−f〉. Now, the question is, how
should we expect the noised version of f to behave? Conditional on ω, the distribution of
ω will be centered around ω, mostly living on points close to ω in the Hamming distance.
Noising can thus be seen as a local averaging operation, and should thus act in a regularising
and smoothing way on a function – its extrema are replaced by local averages, which of
course by definition are no larger than the extremum itself.
One can also think of the noise as being the product of a random walk on the Hamming
cube – we start at ω, and randomly take steps along the edges for some time corresponding
to the amount of noise. So the noising can also be thought of as a type of diffusion, which
should again act in a regularising way.
It turns out that this is indeed the case, and we get a very useful bound of the L2-norm
of the noised function by the L1+ρ
2
-norm of the original function. In the finite setting, the
statement is as follows:4
Theorem 4.2 (Hypercontractivity, finite case). For any n ∈ N and ρ ∈ [0, 1], it holds for
every f : Ωn → R that
‖Tρf‖2 ≤ ‖f‖1+ρ2
Of course, in the finite setting, a function from Ωn can only take at most 2n different
values, and so all functions are in L∞. In the case of functions from Ω∞, this is no longer
the case, so a regularising bound like this becomes potentially even more interesting, in that
it can “promote” a function from Lq to L2 for q < 2.
In order to extend this result from the finite case, we will establish various results
on how a function from Ω∞ can be approximated by one from Ωn. Once we have good
enough convergence results for these approximations, and have seen that they interact very
well with the noise operator, extending hypercontractivity will be straightforward. These
approximation results will keep reappearing in later sections as well, since they allow us to
reduce questions about functions on infinitely many bits to questions about functions on
finitely many bits.
4For a proof, and discussion of whom exactly the result should be attributed to, see [GS15].
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4.1 Approximations of Boolean functions
Definition 4.3. We define the approximation operator An : L
1(Ω∞)→ L1(Ωn) by
(Anf)(ω) = E [f | ω1, ω2, . . . , ωn]
So An is the projection onto the space of functions depending only on the first n bits.
If f ∈ L2, this gives a simple formula for An: Since the χS for S ⊆ [n] are an orthonormal
basis for the subspace we’re projecting onto, we get that
Anf =
∑
S⊆[n]
f̂(S)χS
Definition 4.4. We also define the Boolean approximation operator Bn taking finitary
Boolean functions to Boolean functions on n bits by
Bnf = 1{W⊆[n]}f − 1{W 6⊆[n]}
That is, Bnf(ω) = f(ω) if we can know the value of f on ω using only the first n bits,
otherwise it is −1.
Note that this operator is not linear, unlike An.
Remark 4.5. In general, Anf will not itself be a Boolean function! So it is very nice to
work with on the Fourier side, but we lose all the combinatorial structure of the function,
so we cannot easily reason about it in any non-analytical way. Similarly, Bnf will be a
Boolean function that inherits most of its combinatorial structure from f , but there is no
good connection between its Fourier coefficients and those of f . So one has to choose on
which side one wants to be approximating, since we can’t get good properties on both sides.
Getting convergence for the Boolean approximations is straightforward, since we can use
the strength of our assumption that f is finitary.
Proposition 4.6. Suppose f is a finitary Boolean function. Then Bnf → f in Lp for every
p ∈ [1,∞).
Proof. Since W is almost surely finite, the event W ⊆ [n] increases towards being the entire
probability space, and so we have Bnf ↗ f pointwise. Since Bnf, f ∈ Lp the monotone
convergence theorem now gives the result.
In order to get that Anf converges to f even when f is not finitary, we will need some
heavier analytical artillery.
Theorem 4.7 (Doob’s Martingale Convergence Theorem in Lp). Suppose (Ω,F ,P) is some
probability space, and Xk is a martingale. For all p ∈ [1,∞), if there exists a constant
K such that ‖Xk‖p ≤ K for all k, then there exists a random variable X ∈ Lp such that
Xk → X almost surely and in Lp.
Theorem 4.8 (Levy’s Upward Theorem). Suppose (Ω,F ,P) is some probability space, and
Fn ↗ F is some filtration. Then for any X ∈ L1, it holds that E [X | Fn] → X almost
surely.
Proposition 4.9. For every p ∈ [1,∞), it holds for every f ∈ Lp(Ω∞) that Anf → f almost
surely and in Lp.
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Proof. Take Fn to be the sigma algebra generated by the first n coordinates. We then get
that Anf = E [X | Fn], and so Theorem 4.8 gives us the almost sure convergence.
For the convergence in Lp, note that Jensen’s inequality gives us that
‖Anf‖pp = E [|E [f | Fn]|p] ≤ E [E [|f |p | Fn]] = ‖f‖pp
so we can take K = ‖f‖p in Theorem 4.7, and so we get convergence in Lp as well.
Exercise 4.10. For a finitary Boolean function f : Ω∞ → Ω, we do not need any heavy
machinery, and can prove in a few lines that Anf → f in Lp for all p by using that Anf = f
conditional on maxW ≤ n.
4.2 Hypercontractivity
Having set up our approximations, we can now continue to describe how the noise operator
works, in order to get that it commutes with our projection approximation. This in turn
will make extending hypercontractivity from the finite to the finitary case straightforward.
Lemma 4.11. For all p ∈ [1,∞) and all ρ, we have for all f ∈ Lp(Ω∞) that
‖Tρf‖p ≤ ‖f‖p
and in particular, Tρ is a bounded linear operator from L
p to Lp.
Proof. That it is linear is immediate by linearity of expectation. For the boundedness, we
have by definition that
‖Tρf‖pp = E [|Tρf |p]
= E
[∣∣E [f(ω1−ρ) ∣∣ ω]∣∣p]
and Jensen’s inequality then gives
E
[∣∣E [f(ω1−ρ) ∣∣ ω]∣∣p] ≤ E [E [∣∣f(ω1−ρ)∣∣p ∣∣∣ ω]] = ‖f‖pp
where we used that ω and ω1−ρ have the same distribution in the last equality.
The following is not immediately necessary to prove hypercontractivity, but will be very
useful when applying it, since it will be applied by massaging a Fourier-style expression into
being a noising of something, and then applying hypercontractivity to get a better norm
bound on said expression. It also even further justifies seeing noising as a type of diffusion
– it acts exactly like heat diffusion in damping the energy at each level proportional to its
“frequency”.
Lemma 4.12. Assume f ∈ L2(Ω∞). Tρf is also given by
Tρf =
∑
S⊂N
ρ|S|f̂(S)χS
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Proof. Since Tρ is, by Lemma 4.11, a continuous linear operator, we can write
Tρf = Tρ
(∑
S⊂N
f̂(S)χS
)
=
∑
S⊂N
f̂(S)Tρ (χS)
so it suffices to check how Tρ acts on the characters.
So, fix some S ⊂ N. We then have
TρχS(ω) = E
[
χS(ω
1−ρ)
∣∣ ω]
and, letting F be the set of bits rerandomised in S, we see
E
[
χS(ω
1−ρ)
∣∣ ω] = E [χS\F (ω)χF (ω1−ρ) ∣∣ ω]
= E
[
χS\F (ω)χF (ω1−ρ)
∣∣ ω, F 6= ∅]P (F 6= ∅ | ω)
+ E
[
χS\F (ω)χF (ω1−ρ)
∣∣ ω, F = ∅]P (F = ∅ | ω)
where the second term in this sum is precisely ρ|S|χS(ω), and the first term is easily seen to
be zero by independence.
Lemma 4.13. For all ρ ∈ [0, 1] and all p ∈ [1,∞), An and Tρ commute as operators on Lp.
That is, for all f ∈ Lp(Ω∞),
AnTρf = TρAnf
Proof. For p ≥ 2, we can immediately read this off from the Fourier representations of An
and Tρ. For p < 2, we no longer have such a representation, and instead need to look at
their definitions in terms of conditional expectation.
So, to begin with, let  = 1− ρ, and let ξi be iid, with ξi = −1 w.p. 2 and 1 otherwise,
so that we can let ω1−ρ = ω = ω · ξ. We also denote ω1, ω2, . . . , ωn by ω[n]. With these
notational conveniences established, we can now calculate
AnTρf = E
[
Tρf
∣∣ ω[n]] = E [E [f(ω · ξ) | ω] ∣∣ ω[n]] = E [f(ω · ξ) ∣∣ ω[n]]
and
TρAnf = E
[
Anf((ω · ξ)[n])
∣∣ ω]
= E
[
Anf((ω · ξ)[n])
∣∣ ω[n]]
= E
[
E
[
f(ω · ξ) ∣∣ (ω · ξ)[n]] ∣∣ ω[n]]
= E
[
E
[
f(ω · ξ) ∣∣ ω[n], ξ[n]] ∣∣ ω[n]]
= E
[
f(ω · ξ) ∣∣ ω[n]]
where the second equality follows from that Anf is independent of bits after bit n, and the
fourth equality follows from that learning which bits were flipped and what the original
states were gives the exact information as learning the final states of the bits for computing
f on the rerandomised sequence. So they are equal, as desired.
Theorem 4.14 (Hypercontractivity). For every ρ ∈ [0, 1], we have for any function f ∈
L1+ρ
2
(Ω∞) that
‖Tρf‖2 ≤ ‖f‖1+ρ2
and so in particular Tρ is a weak contraction from L
1+ρ2 into L2.
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Proof. The finite case of hypercontractivity gives us for every n ∈ N that
‖TρAnf‖2 ≤ ‖Anf‖1+ρ2
Lemma 4.13 lets us swap the order of noising and approximation, giving
‖An (Tρf)‖2 ≤ ‖Anf‖1+ρ2 (4.1)
Now, Proposition 4.9 tells us that the right hand side of this converges, but we cannot
immediately apply it to the left hand side, since we do not know that Tρf ∈ L2. However,
that Anf → f in L1+ρ2 implies in particular that supn ‖Anf‖1+ρ2 <∞, and so we can take
this supremum as the K in Theorem 4.7. Thus we can take the limit as n → ∞ on both
sides of this inequality, getting the desired inequality in the infinite case as well.
4.3 Approximations and noise sensitivity
We now give a result that essentially states that noise sensitivity is, for finitary functions,
something that happens in the first finitely many bits. This will not be immediately useful,
but will appear as a useful tool again later. First, however, we need a small lemma:
Lemma 4.15. Suppose f is a finitary function. Then
E [Bmf(ω)Bmf(ω)]→ E [f(ω)f(ω)] as m→∞
Proof. Let
Km = {W (f)(ω) ⊆ [m],W (f)(ω) ⊆ [m]}
It is easily seen that P (Km)→ 1. So, we can calculate
E [Bmf(ω)Bmf(ω)] = E
[
Bmf(ω)Bmf(ω
)1{Km}
]
+ E
[
Bmf(ω)Bmf(ω
)1{Kcm}
]
= E
[
f(ω)f(ω)1{Km}
]
+ E
[
Bmf(ω)Bmf(ω
)1{Kcm}
]
m→∞−−−−→ E [f(ω)f(ω)]
which is what was to be shown.
Proposition 4.16. Suppose fn is some sequence of finitary Boolean functions. Then the
following are equivalent:
1. For every sequence of integers mn going to infinity sufficiently quickly, the sequence
Bmnfn is noise sensitive.
That is, there exists some sequence rn →∞ such that for any sequence mn that goes
to infinity at least as fast as rn (that is, for all n, mn ≥ rn), the sequence Bmnfn is
noise sensitive.
2. fn is noise sensitive.
Proof. To cut down on the volume of formulas, for each function f , let
Ξ(f) = E [f(ω)f(ω)]− E [f(ω)]2
so that a sequence fn is noise sensitive iff Ξ(fn)→ 0.
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We have from Proposition 4.6 and Lemma 4.15 that for each n
Ξ(Bmfn)
m→∞−−−−→ Ξ(fn)
From this we see that we can for each n choose an an such that for all m ≥ an
|Ξ(Bmfn)− Ξ(fn)| < 1
n
So, suppose that there exists some sequence rn so that for any sequence mn ≥ rn the
sequence Bmnfn is noise sensitive. Letting bn = max(rn, an), we can compute
|Ξ(fn)| ≤ |Ξ(fn)− Ξ(Bbnfn|+ |Ξ(Bbnfn)| <
1
n
+ |Ξ(Bbnfn)| → 0
where we used that Bbnf is noise sensitive since bn ≥ rn to get that Ξ(Bbnf)→ 0. Thus the
sequence fn is noise sensitive.
Now suppose fn is noise sensitive, and let bn be some sequence such that bn ≥ an for all
n. We can then compute
|Ξ(Bbnfn)| ≤ |Ξ(Bbnfn)− Ξ(fn)|+ |Ξ(fn)| <
1
n
+ |Ξ(fn)| → 0
where we used the assumption that fn is noise sensitive to get that Ξ(fn) → 0. Thus the
sequence Bbnfn is noise sensitive.
5 Influences, the BKS noise sensitivity theorem, and
the KKL maximal influence theorems
Having proven hypercontractivity, we can now move on to proving our versions of the BKS
noise sensitivity theorem for finitary functions. To do this, we will first need to say more about
how influences work for functions on infinitely many bits, since we will need approximation
results for these too in order to transfer noise sensitivity results from the finite case.
5.1 Influences and how they interact with approximations
To begin with, we need to establish that the Fourier formula for the influences of a function
from the finite case also holds in our setting.
As a notational convenience, we use ωk to mean ω flipped at bit k, that is,
ωk = (ω1, ω2, . . . , ωk−1,−ωk, ωk+1, . . .)
No confusion with the notation ω for a rerandomised ω should come from this, since they
don’t occur together, and it should be clear when we have an integer and when we have a
small .
Lemma 5.1. If f is any Boolean function, not necessarily finitary, it holds that
Ik(f) =
∑
S3k
f̂(S)2
and
I(f) =
∑
S
|S|f̂(S)2
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Proof. We can calculate
Ik(f) = P
(
f(ω) 6= f(ωk))
= P
(
f(ω)f(ωk) = −1) = 1− E [f(ω)f(ωk)]
2
and for the expected value we can Fourier expand f , and using the usual orthogonality of
the characters get that
E
[
f(ω)f(ωk)
]
= E
[(∑
S
f̂(S)χS(ω)
)(∑
S
f̂(S)χS(ω
k)
)]
=
∑
S
f̂(S)2E
[
χS(ω)χS(ω
k)
]
=
∑
S 63k
f̂(S)2 −
∑
S3k
f̂(S)2
=
(
1−
∑
S3k
f̂(S)2
)
−
∑
S3k
f̂(S)2
where we in the last line used that
∑
S f̂(S)
2 = E
[
f2
]
= 1. Inserting this into our expression
for Ik(f) in terms of this expected value gets exactly the desired formula, and summing this
over all k gives the formula for I(f).
We also note that influences can be written in terms of a discrete derivative.
Definition 5.2. For a Boolean function f : Ω∞ → Ω, we define
∇kf : ω 7→ f(ω)− f(ω
k)
2
A simple computation gives that
∇kf(ω) = 1
2
∑
S
f̂(S)
(
χS(ω)− χS(ωk)
)
=
∑
S3k
f̂(S)χS(ω)
so that
∇̂kf(S) =
{
f̂(S) S 3 k
0 otherwise
Observe that Ik(f) = ‖∇kf‖1, and since ∇kf ∈ {−1, 0, 1}, we in fact get that Ik(f) =
‖∇kf‖pp for all p ∈ [1,∞). Taking p = 2 and applying Parseval’s formula gives an alternative
proof of Lemma 5.1.
Definition 5.3. For any Boolean function f , we define
H(f) =
∑
k
Ik(f)
2
Note that this can equivalently, but more combinatorially, be defined as
H(f) = E [|P(f)(ω) ∩ P(f)(ω˜)|]
where ω and ω˜ are independent.
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Lemma 5.4. Suppose f is a p-knowable Boolean function. We then have that
Ik(f) ≤ E [(maxW )
p
]
kp
for every k.
Proof. Fix some k. An easy calculation using the fact that the pivotal set is always a subset
of any witness set gives that
Ik(f) = P (k ∈ P(f))
≤ P (k ∈W )
≤ P (k ≤ maxW )
≤ E [(maxW )
p
]
kp
with the last inequality being Markov’s inequality.
Corollary 5.5. If f is p-knowable and q > 0 is such that pq > 1, then it holds that∑
k>n
Ik(f)
q ≤ E [(maxW )p]q n
1−pq
pq − 1
Corollary 5.6. If f is p-knowable for some p > 12 , then H(f) <∞.
Proposition 5.7. For any finitary Boolean function f , Ik(Bnf) → Ik(f). If additionally
f is p-knowable for some p > 12 , then H(Bnf) → H(f), and if it is p-knowable for some
p > 1, then I(Bnf)→ I(f).
Proof. For every fixed k we have{
Bnf(ω) 6= Bnf(ωk)
}
=
{
f(ω) 6= f(ωk),W (ω) ⊆ [n],W (ωk) ⊆ [n]}
∪ {Bnf(ω) 6= Bnf(ωk),W (ω) ∪W (ωk) 6⊆ [n]}
and since the witness sets are almost surely finite, the first of the two events in the union
increases towards being the event {f(ω) 6= f(ωk)}, and the second goes towards being a null
event. So, for each fixed k, Ik(Bnf)→ Ik(f), as desired.
Now, if we additionally assume that f is p-knowable, it looks a whole lot like we could
just use Lemma 5.4 to get the dominated convergence theorem to give us the result. However,
what we in fact need is to get that bound uniformly across all Bnf as well. Of course, that
Bnf is p-knowable is trivial, so what remains to establish is that
sup
n
E [(maxW (Bnf))p] <∞
Some simple calculations give us that
sup
n
E [(maxW (Bnf))p] ≤ E
[
sup
n
(maxW (Bnf))
p
]
= E
[(
sup
n
maxW (Bnf)
)p]
= E
[(
max
⋃
n
W (Bnf)
)p]
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Now, in fact, it holds almost surely that max
⋃
nW (Bnf) = maxW (f). To see this,
consider some fixed ω. Clearly, for n < maxW (f)(ω), we must have maxW (Bnf)(ω) <
maxW (f)(ω), since the witness set for Bnf is trivially contained in [n]. But for n ≥
maxW (f)(ω), we have W (Bnf)(ω) = W (f)(ω) by construction. So this big union is in fact
a union of a finite number of sets which lie before maxW (f)(ω), and then infinitely many
copies of W (f)(ω).
So, what we have established is that
sup
n
E [(maxW (Bnf))p] ≤ E [(maxW (f))p]
which using Lemma 5.4 gives us that
Ik(Bnf) ≤ E [(maxW (Bnf))
p
]
kp
≤ E [(maxW (f))
p
]
kp
which is a bound that is independent of n, as desired.
If we have p > 12 , then this bound is square-summable, and we get H(Bnf)→ H(f) by
the dominated convergence theorem. Likewise, if p > 1, the bound is summable and we get
I(Bnf)→ I(f) also by dominated convergence.
5.2 An inequality relating influences and noise sensitivity, and the
Benjamini-Kalai-Schramm theorem
In the finite setting, there is a clear relation between noise sensitivity and influences, that is
quantified by the following result:
Theorem 5.8 ([KK13]). There exist constants a, b > 0 such that we, for all Boolean functions
f : Ωn → Ω and for every  > 0, have
E [f(ω)f(ω)]− E [f(ω)]2 ≤ a(H(f))b
This immediately gives that if H(fn)→ 0 for a sequence of Boolean functions fn : Ωmn →
Ω, then fn is noise sensitive, which is the original noise sensitivity result of Benjamini, Kalai
and Schramm[BKS99].
This result transfers quite directly to the finitary setting:
Theorem 5.9. Suppose f is some Boolean function that is p-knowable for some p > 12 .
There exist universal constants a and b, not depending on p or f , such that for all  > 0
E [f(ω)f(ω)]− E [f(ω)]2 ≤ a(H(f))b
Proof. We have, using the finite version of this result (Theorem 5.8), that for each m ∈ N
E [Bmf(ω)Bmf(ω)]− E [Bmf(ω)]2 ≤ a(H(Bmf))b
Since p > 12 , Proposition 5.7 gives that H(Bmf) → H(f). We also have from Lemma
4.15 and Proposition 4.6 that the left hand side of the inequality converges. So, taking the
limit as m→∞ gives the desired result.
A version of the Benjamini-Kalai-Schramm noise sensitivity theorem is now an immediate
corollary:
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Theorem 5.10 (BKS for finitary functions, qualitative version). Let fn be some sequence
of finitary functions, such that each fn is pn-knowable for some pn >
1
2 . Suppose
H(fn)→ 0
Then fn is noise sensitive.
Exercise 5.11. Theorem 5.10 could also be proved directly from the finite case of the same
theorem, using Proposition 5.7 and Proposition 4.16.
It is natural to ask oneself whether we actually need fn to be finitary for this theorem
to hold, since all the concept involved are well-defined also for non-finitary functions. We
do not know of any example that shows that this hypothesis is needed, but there does not
appear to be a way to extend the proof we have to the non-finitary case.
The main issue seems to be that H is not a continuous functional on L2 if we extend it
using the Fourier formula for Ik(f). In particular, one can compute that
H(f) =
∑
S,S′
|S ∩ S′|
(
f̂(S)f̂(S′)
)2
so, if we let fn =
1
n1/4
χ[n], we see that ‖fn‖2 = 1n1/4 , while H(fn) = 1, so fn → 0 while
H(fn)→ 1 6= 0 = H(0).
So we cannot extend our results from finitary to non-finitary by any continuity arguments,
which seems to leave any direct path from the finite result to the general result closed.
There is, in the finite setting, also a version of the BKS theorem that states that if H(f)
not only goes to zero but does so at an inversely polynomial rate, then the energy at levels
below log(n) goes to zero with n, which implies noise sensitivity.
The proof of this version of the theorem does transfer almost directly from the finite
case, since the core ingredient in the proof is hypercontractivity, which we have extended
from the finite setting. Unfortunately, we need to at one stage get a bound on the tail
of the influences, which requires us to again assume p-knowability for p > 12 . Since both
the hypotheses and conclusion are stronger than in Theorem 5.10, neither of the theorems
implies the other.
Theorem 5.12 (BKS for finitary functions, logarithmic version). Let fn be some sequence
of p-knowable Boolean functions for some p > 12 , and let µn = E [(maxW (fn))
p
]. Assume
µn →∞.
Suppose there exists some γ > 0 such that H(fn) ≤ µ−γn . Then we have∑
1≤|S|≤log(µn)
f̂n(S)
2 → 0
and in particular fn is noise sensitive, by Theorem 3.6.
Proof. Let mn be some sequence of integers going to infinity and ρ ∈ (0, 1) a constant, to
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be specified later. Then∑
1≤|S|≤mn
fˆn(S)
2 ≤
∑
1≤|S|≤mn
|S|fˆn(S)2
=
∑
k
∑
1≤|S|≤mn
∇̂kfn(S)2 =
∑
k
∑
1≤|S|≤mn
(
ρ|S|
ρ|S|
∇̂kfn(S)
)2
≤
∑
k
ρ−2mn
∑
1≤|S|≤mn
(
ρ|S|∇̂kfn(S)
)2
≤
∑
k
ρ−2mn
∥∥T∞ρ ∇kfn∥∥22
≤
∑
k
ρ−2mn ‖∇kfn‖21+ρ2
where we used hypercontractivity in the last inequality.
Now, since fn is Boolean, we have ‖∇kfn‖1+ρ2 = ‖∇kfn‖2/(1+ρ
2)
2 . We would like to use
Ho¨lder’s inequality to get a sum of squared influences free, but unfortunately, we cannot do
so directly, since we are summing infinitely many terms. So, we cut the sum off at some
Nn – to be chosen later – and handle the two parts separately. Below Nn, we can apply
Ho¨lder’s inequality, and it will go to zero because the sum of the squared influences goes to
zero, while above Nn, all influences are necessarily small, so that term vanishes as well.∑
1≤|S|≤mn
fˆn(S)
2 ≤
∑
k
ρ−2mn ‖∇kfn‖4/(1+ρ
2)
2
= ρ−2mn
∑
k
(Ik(fn))
2/(1+ρ2)
= ρ−2mn
Nn∑
k=1
(Ik(fn))
2/(1+ρ2)
+ ρ−2mn
∑
k>Nn
(Ik(fn))
2/(1+ρ2)
≤ ρ−2mnNnρ
2/(1+ρ2)
(
Nn∑
k=1
Ik(f)
2
)1/(1+ρ2)
+ ρ−2mn
∑
k>Nn
(Ik(fn))
2/(1+ρ2)
So, handling these terms separately, we see for the first that
ρ−2mnNnρ
2/(1+ρ2)
(
Nn∑
k=1
Ik(f)
2
)1/(1+ρ2)
≤ ρ−2mn
(
Nn
ρ2H(fn)
)1/(1+ρ2)
and for the second, using Corollary 5.5 – noting that we use the assumption that p > 12 and
are imposing a restriction on what ρ can be chosen to be – that
ρ−2mn
∑
k>Nn
(Ik(fn))
2/(1+ρ2) ≤ ρ−2mnµ2/(1+ρ2)n N1−2p/(1+ρ
2)
n
1
2p
1+ρ2 − 1
so that, putting them together again, we get that∑
1≤|S|≤mn
fˆn(S)
2 ≤ ρ−2mn
((
Nn
ρ2H(fn)
)1/(1+ρ2)
+
µ
2/(1+ρ2)
n N
1−2p/(1+ρ2)
n
2p
1+ρ2 − 1
)
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Now, if we apply our bound on H(fn) and take Nn = µ
α
n for some α to be specified later,
this becomes
∑
1≤|S|≤mn
f̂n(S)
2 ≤ ρ−2mn
((
µn
αρ2µ−γn
)1/(1+ρ2)
+
µ
2/(1+ρ2)
n µn
α(1−2p/(1+ρ2))
2p
1+ρ2 − 1
)
= ρ−2mn
µαρ2−γ1+ρ2n + µα+(1−α) 21+ρ2n 2p
1+ρ2 − 1

and, taking mn to be logarithmic in µn and making appropriate choices of ρ and α, this can
be made to go to zero as n (and thus also µn) goes to infinity. The details are left as an
exercise for the reader’s computer algebra system.
5.3 The Kahn-Kalai-Linial theorem on maximal influences
In the case of a finitely-supported Boolean function, it makes sense to ask how small the
largest influence for some bit can be, in relation to the total number of bits and the variance
of the function. This of course does not transfer directly to the finitary setting, since we no
longer have a fixed finite number of bits.
What does transfer easily from the finite case is the relationship between the total
influence of a function and the maximal influence. The proof is basically exactly the same as in
the finite case, applying hypercontractivity, except of course that we need hypercontractivity
for finitary functions, not just finitely supported ones.
To begin with, however, we need a simpler result relating the total influence to the
variance of a function:
Lemma 5.13 (Poincare´’s inequality). Suppose f is some Boolean function Ω∞ → Ω, not
necessarily finitary. It then holds that
I(f) ≥ Var (f)
Proof. This is trivial from noticing that Var (f) =
∑
|S|>0 f̂(S)
2 while Lemma 5.1 gives
I(f) =
∑
S |S|f̂(S)2.
Remark 5.14. In the finite setting, Poincare´’s inequality can also be proved purely com-
binatorially, without resorting to Fourier formulas. In order to transfer this proof to the
infinite-bit setting, we actually need to assume f is finitary. We give the proof here, to give
further illustration of how finitary functions behave like finitely-supported functions:
Proof. First off, note that since f is Boolean we have, if ω and ω′ are independent uniform,
that
P (f(ω) 6= f(ω′)) = P (f(ω)f(ω′) = −1)
=
1− E [f(ω)f(ω′)]
2
=
E
[
f2
]− E [f ]2
2
=
Var (f)
2
so what we wish to do is to upper bound the probability that f(ω) 6= f(ω′).
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So, for each k ≥ 0, let ωk = (ω′1, ω′2, . . . , ω′k−1, ωk, ωk+1, . . .). That is, ωk agrees with ω′
up to bit k − 1 and is then ω from bit k onward.
Now, since f is finitary, if f(ω) 6= f(ω′) there almost surely exists some N such that
f(ω) = f(ω0) 6= f(ωN ) = f(ω′). We can also see that for f(ω0) 6= f(ωN ) to hold, there must
exist some k such that f(ωk) 6= f(ωk+1), since we are flipping bits one at a time. So, we
have that
{f(ω) 6= f(ω′)} ⊆
⋃
k
{f(ωk) 6= f(ωk+1)}
and thus a union bound gives
Var (f) = 2P (f(ω) 6= f(ω′)) ≤ 2
∑
k
P (f(ωk) 6= f(ωk+1)) =
∑
k
Ik(f)
Notice that we actually needed finitariness to get that f(ω) 6= f(ω′) implies f(ω) 6= f(ωN )
for some N . For a non-finitary function we could have the phenomenon that f(ω) 6= f(ω′),
but no finite amount of flips to make ω match ω′ actually changes the value of f . A
non-finitary function is thus somewhat impervious to combinatorial reasoning.
Theorem 5.15. There exists a universal constant c > 0 such that if f is any Boolean
function, not necessarily finitary, and δ = supi Ii(f), then
I(f) ≥ cVar (f) log
(
1
δ
)
The same also holds if one extends the definition of Ik(f) from Boolean f to f ∈ L2
using the Fourier formula of Lemma 5.1.
Proof. We can divide into two cases – δ ≤ 11000 and δ > 11000 . We start with the first case.
Take an integer M to be specified later. We can then calculate, reusing some tricks from
our proof of the BKS theorem, that∑
1≤|S|≤M
f̂(S)2 ≤
∑
1≤|S|≤M
f̂(S)2|S|f̂(S)2
≤ 22M
∑
|S|≥1
(1/2)2|S||S|f̂(S)2
=
1
4
22M
∑
k
∥∥T1/2(∇kf)∥∥22
and obviously if f ∈ L2 then ∇kf will be in L2, so we can apply hypercontractivity (Theorem
4.14) to see that ∑
1≤|S|≤M
f̂(S)2 ≤ 1
4
22M
∑
k
‖∇kf‖25/4
≤ 22M
∑
k
Ik(f)
8/5
≤ 22Mδ3/5
∑
k
Ik(f) = 2
2Mδ3/5I(f)
21
We can now see that
Var (f) =
∑
|S|≥1
f̂(S)2 ≤
∑
1≤|S|≤M
f̂(S)2 +
1
M
∑
|S|>M
|S|f̂(S)2
≤
(
22Mδ3/5 +
1
M
)
I(f)
so, making the obvious choice of M = 12
(
3
5 log2
(
1
δ
)− log2 (log2 ( 1δ ))), and using that δ ≤
1/1000 to see that M ≥ 110 log2
(
1
δ
)
, one can verify that we get
Var (f) ≤
(
1
log2
(
1
δ
) + 10
log2
(
1
δ
)) I(f)
which gives
I(f) ≥ 1
11 log(2)
Var (f) log
(
1
δ
)
and so we have the result for δ ≤ 11000 .
For the case of δ > 1/1000, the discrete Poincare´ inequality says that I(f) ≥ Var (f),
which gives us that in this case the claim is true with c = 1log(1000) . This finishes the
proof.
The above result was entirely straightforward to carry over from the finite case, since we
could just apply the same tools that we had already set up in our setting.
To carry over the lognn bound to the finitary case, we clearly need to make some more
drastic adjustments, since we no longer have an n. In the finite case, one crucial step is the
observation that the maximal influence is certainly not less than the average influence, that
is, that maxk Ik(f) ≥ 1nI(f). So, we begin by transferring this argument to the infinite case,
picking up an error term in the process.
Lemma 5.16. Suppose f is p-knowable for some p > 1. It then holds that
max
k
Ik(f) ≥ I(f)E [maxW ] −
1
p− 1
E [(maxW )p]
E [maxW ]p
Proof. We calculate, applying Corollary 5.5, that
max
k
Ik(f) ≥ max
k≤E[maxW ]
Ik(f)
≥ 1
E [maxW ]
bE[maxW ]c∑
k=1
Ik(f)
=
1
E [maxW ]
I(f)− 1
E [maxW ]
∑
k>E[maxW ]
Ik(f)
≥ I(f)
E [maxW ]
− 1
E [maxW ]
E [(maxW )p]E [maxW ]1−p
p− 1
=
I(f)
E [maxW ]
− 1
p− 1
E [(maxW )p]
E [maxW ]p
as desired.
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Now this, together with Poincare´’s inequality, immediately gives us a version of the easy
1
n bound from the finite case:
Corollary 5.17. Suppose f is p-knowable for some p > 1. It then holds that
max
k
Ik(f) ≥ Var (f) 1E [maxW ] −
1
p− 1
E [(maxW )p]
E [maxW ]p
We can, however, actually do better than this, and make the same logarithmic gain as
in the finite case. To do this, we leverage our existing extension of the KKL theorems.
Theorem 5.18. Suppose f is p-knowable for some p > 1. There exists a universal constant
c, that does not depend on p, such that
max
k
Ik(f) ≥ cVar (f) log (E [maxW ])E [maxW ] −
1
p− 1
E [(maxW )p]
E [maxW ]p
Proof. Let δ = maxk Ik(f), and ν = E [maxW ]. We have two cases – either δ ≥ ν−1/2 or
δ < ν−1/2. Clearly, in the first case, 1√
ν
is asymptotically greater than log(ν)ν , and so some
appropriate constant exists.
In the second case, we can use our existing KKL theorem, Theorem 5.15, together with
Lemma 5.16 to get that
max
k
Ik(f) ≥ I(f)
ν
− 1
p− 1
E [(maxW )p]
E [maxW ]p
≥ cVar (f) log
(
1
δ
)
ν
− 1
p− 1
E [(maxW )p]
E [maxW ]p
≥ cVar (f) log
(
1
ν−1/2
)
ν
− 1
p− 1
E [(maxW )p]
E [maxW ]p
=
1
2cVar (f) log(ν)
ν
− 1
p− 1
E [(maxW )p]
E [maxW ]p
as desired.
So, taking the least of the two constants from the two cases, the theorem is proven.
Remark 5.19. Note that there is nothing here that restricts us to taking W to be the least
witness set – all the arguments go through as long as W is almost surely a finite witness
set. So in the case of a function f : Ωn → Ω, we can take maxW ≡ n, and recover the
usual finite case of the KKL theorem by taking the limit as p goes to infinity in the finitary
version.
Thus, the theorem we have proven here is at least genuinely a generalisation of the result
from the finite case. How useful it actually is will of course depend on the behaviour of the
error term that has appeared.
6 Algorithms, and the revealment theorem
So far, we’ve seen the definition of noise sensitivity, and results connecting it with the
spectrum of the functions and with their influences. It remains to carry over the third main
condition for noise sensitivity in the finite case, the one in terms of algorithms.
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Definition 6.1. For a finitary function f : Ω∞ → Ω, a (randomised) algorithm A looks
at the bits of ω in some order – which may depend on the bits it has seen so far and on
some auxiliary randomness – until it knows the value of the function. We assume that the
algorithm is also finitary, in that the set of bits it looks at is almost surely finite.
Let the random set of bits looked at by A be W (A) = W (A)(ω, ω˜), where ω˜ is the
randomness of the algorithm. As the notation implies, W (A) will of course always be a
witness set for f .
Proposition 6.2. A function f is finitary if and only if there exists an algorithm for it that
almost surely looks at only finitely many bits.
Proof. The set of bits looked at by an algorithm is always a witness set, since by definition
the algorithm knows the value of the function when it stops, and looking at the bits in order
until we have seen a witness set will always look at only finitely many bits if there is a finite
witness set.
Definition 6.3. Given a finitary function f and an algorithm A for f , we define the
revealment of A on bit i to be δAi = P (i ∈W (A)), and the revealment of A to be supi δAi .
Finally, we define the revealment of f to be
δf = inf
A
δA = inf
A
sup
i
P (i ∈W (A))
where the infimum runs over all algorithms A for f .
In the finite setting, we have the following theorem:
Theorem 6.4 ([SS10]). For any function f : Ωn → R and for each k ∈ N, we have that
Ef (k) =
∑
S⊆[n],|S|=k
fˆ(S)2 ≤ δfk ‖f‖22
From Theorem 6.4 one easily gets, using Theorem 3.6, a criterion for noise sensitivity:
Corollary 6.5. Let fn : Ω
Nn → Ω be a sequence of finitely supported Boolean functions. If
δfn → 0
then the sequence fn is noise sensitive.
In order to extend these results to the finitary setting, we need to know that δf is well
approximated by δg if g is a finite approximation of f . Once this is established, our previous
machinery will easily give us our desired results also in the finitary setting.
Theorem 6.6. Let f be some finitary Boolean function. It holds that δBmf → δf as m→∞,
where Bmf is the Boolean approximation of f defined in Definition 4.4.
Proof. For this proof, we proceed in two parts – first we show that lim supm δBmf ≤ δf by
constructing an algorithm forBmf given one for f , and then we show that lim infm δBmf ≥ δf
by constructing an algorithm for f given ones for each Bmf .
Part one:
For each n, take an algorithm An for f such that δ
An < δf +
1
n . Now, for each m ∈ N,
define an algorithm An,m for Bmf by:
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1. Run An for f . If it terminates without ever attempting to look at a bit beyond m,
then we know the value of f from the first m bits, and it thus equals the value of Bmf ,
which we now know.
2. If An requests to look at a bit beyond m, instead look at every bit between 1 and m.
This will determine Bmf , and so we can terminate.
We can now calculate, for each i ∈ [m], the revealment of An,m on bit i as follows
δ
An,m
i = P (i ∈W (An,m))
= P (i ∈W (An,m) | W (An) ⊆ [m])P (W (An) ⊆ [m])
+ P (i ∈W (An,m) | W (An) 6⊆ [m])P (W (An) 6⊆ [m])
and, conditional on W (An) ⊆ [m], we have W (An,m) = W (An), and so the first term is
simply P (i ∈W (An),W (An) ⊆ [m]). For the second term, we have that W (An,m) = [m]
conditional on W (An) 6⊆ [m], so it reduces to just P (W (An) 6⊆ [m]).
Putting this together, we have the following
δ
An,m
i = P (i ∈W (An),W (An) ⊆ [m]) + P (W (An) 6⊆ [m])
≤ δAni + P (maxW (An) > m)
and thus
δBmf ≤ δAn,m ≤ δAn + P (maxW (An) > m) < δf +
1
n
+ P (maxW (An) > m)
From this, we see that lim supm δBmf ≤ δf . Specifically, for each  > 0, take an n large
enough that 1n <

2 . For this fixed n, we know that maxW (An) is almost surely finite, and
so in particular P (maxW (An) > m) is decreasing towards 0 as m increases.
So, for large enough m, we have that P (maxW (An) > m) < 2 . Putting this together,
we have that δBmf < δf +  for all large enough m, showing our claim.
Part two:
For each n, take for every m an algorithm An,m for Bmf such that δ
Am,n < δBmf +
1
n .
Given this, we can for each pair n,m construct an algorithm Cn,m for f as follows:
1. Run An,m for Bmf , and consider the set of bits looked at by the algorithm. If this is
a witness set for f (which can be determined by looking only at the bits so far, so this
step requires no additional queries), then we know that Bmf = f on this input and
thus we also know the value of f on this input, and can terminate.
2. If the set of bits looked at by An,m is not a witness set for f , look at the bits in order
from the first and forwards until the value of f is determined.
Again, we can write the revealment of Cn,m on bit i as
δ
Cn,m
i = P (i ∈W (Cn,m))
= P (i ∈W (Cn,m) | W (Cn,m) ⊆ [m])P (W (Cn,m) ⊆ [m])
+ P (i ∈W (Cn,m) | W (Cn,m) 6⊆ [m])P (W (Cn,m) 6⊆ [m])
Now, by construction, conditional on W (Cn,m) ⊆ [m] we have W (Cn,m) = W (An,m), and
so the first term is P (i ∈W (An,m),W (Cn,m) ⊆ [m]). Given this, we thus have that
δ
Cn,m
i ≤ P (i ∈W (An,m)) + P (W (Cn,m) 6⊆ [m])
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For the second term, we have by construction that W (Cn,m) 6⊆ [m] precisely when
there’s no subset of [m] that is a witness set. Thus, letting W (f) be our minimal witness
set as in the very definition of being finitary, Definition 2.4, the second term is precisely
P (maxW (f) > m). So, taking a supremum over all i, we arrive at that
δCn,m ≤ δAn,m + P (maxW (f) > m)
Now, since Cn,m is an algorithm for f , we have δf ≤ δCn,m , and by our choice of An,m
we have δAn,m < δBmf +
1
n . So our previous inequality becomes
δf < δBmf +
1
n
+ P (maxW (f) > m)
which, letting n → ∞ and observing that P (maxW (f) > m) decreases towards 0 with m
since f is finitary, shows our claim that lim inf δBmf ≥ δf .
So we have shown that
δf ≤ lim inf δBmf ≤ lim sup δBmf ≤ δf
so the limit exists and equals δf , as desired.
With this result in hand, giving our extensions to the finitary case is just an exercise in
cross-referencing.
Corollary 6.7. For any finitary Boolean function f and for each k ∈ N, we have that
Ef (k) =
∑
S⊂N,|S|=k
fˆ(S)2 ≤ δfk ‖f‖22
Proof. Apply Theorem 6.4 to Bnf , and then take the limit as n→∞. Theorem 6.6 gives
δBnf → δf , and Proposition 4.6 gives that Bnf → f in L2. Together, this gives that we
converge to the right inequality.
Corollary 6.8. If fn is a sequence of finitary Boolean functions such that δfn → 0, then fn
is noise sensitive.
Proof. This can either be seen through Corollary 6.7 and Theorem 3.6, or by using Theorem
6.6 directly together with Corollary 6.5 and Proposition 4.16.
7 Example: Discrete-time edge-ordered voter model
Having set up a lot of theory, we finally arrive at an application to show how we can use the
theory we have established. The setting is essentially the voter model, except that we have
to adjust it a bit to be able to encode it using a Boolean function. For a treatment of the
usual voter model, including the duality we exploit here, see for example [Gri18]. Since this
is just an example, we will handwave many of the details of the model – all the properties
we claim for our model are easily seen by the same method as for the usual voter model.
Consider some directed graph G = (V,E), with an ordering of the edges e1, e2, . . . , en.
We take some subset A0 ⊆ V of the vertices which we consider to be coloured black at time
zero, the rest being white. The discrete-time synchronous voter model evolves by that, at
each time step, the next edge in order transfers colour along it with probability 0.5, and
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Figure 1: Example trajectory of edge-directed voter model on a line graph with five vertices.
Orange edges are activated, black ones are not. Time evolves from left to right. Colouring
at time zero is omitted, since it is essentially irrelevant – what we really want to study is
which vertex the fixating colour comes from.
otherwise does nothing. Once we reach time n+ 1, we loop around the list and edge e1 is
considered, and so on.
More formally, given an edge ei, denote its origin by e
o
i ∈ V and its target by eti ∈ V .
Given a state Ak−1 ⊆ V at time k − 1, we generate Ak as follows:
1. With probability 12 , Ak = Ak−1.
2. Otherwise, let j = k mod n. If eoj ∈ Ak−1, set Ak = Ak−1 ∪ {etj}, and if eoj 6∈ Ak−1,
set Ak = Ak−1 \ {etj}.
Now, if we assume that G is strongly connected, it is easily seen that this model will
almost surely fixate in either the state Ak = V or Ak = ∅ at some finite time k. The problem
we are interested in is which of these two will occur.
It is easy to see that we can, for each specific v ∈ V , determine its colour at time k by
simply tracking backwards along the edges it got its colour from until we reach time 0. This
then becomes a random walk going in the opposite time-direction. Formally, we need to
define this backward walk as taking one step for each full cycle through the edges, in order
for it to be a time-homogeneous Markov chain. If we track two of these walks for two vertices
v, v′ ∈ V backwards and they meet at some point, then they will clearly stay together from
that point onward.
Note also that, since we assume the graph is finite and strongly connected, and there is
a positive probability of staying put, the backwards walk will have a stationary distribution.
Call this distribution piG, remembering that the ordering of the edges is part of the data in
G.
So, if we wish to determine which state the model fixates in, we can proceed as follows:
Pick some very large time N , at which it is very likely to have fixated. For each vertex,
track backwards – if our family of random walks coalesces, then we know that the model
has fixated, and can continue tracking backwards to time zero to find which state it fixated
in. If this fails, we can just try again with an even larger N .
This method for determining the state it fixated in suggests that the initial state is not
very relevant – given just the randomness and not the initial state, we can determine a
vertex ρ ∈ V such that (given the randomness) which state the model fixates in is entirely
determined by whether ρ ∈ A0 or ρ ∈ Ac0.
Here, we see an opening to insert our theory of Boolean functions – encoding the choices
of randomness for each edge at each time as an element of Ω∞, this ρ becomes a function
from Ω∞ to V . That this will be a finitary function follows from that the model almost
surely fixates.
Now, if we refine our description of the algorithm for ρ above, we can get noise sensitivity
for the voter model. Effectively, the problem with the algorithm above is that we will at
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Figure 2: Backwards walk trajectory associated to the example trajectory of Figure 1.
The orange lines give the trajectory of the backwards-tracking walk, which as can be seen
coalesces and then does a random walk until time zero. Note that, reading left to right, we
get an edge-oriented voter model trajectory with each edge corresponding to one time-step,
while reading right-to-left we get a backwards walk trajectory with each group of eight edges
corresponding to one time-step.
some point in time be asking for every single bit, to determine the first few steps of the
coalescing walk process. Once the walk has coalesced, and the single walker has become
very nearly distributed according to the stationary distribution, we have a good quantity to
bound by. The issue is getting rid of the times before then.
The way we solve this problem is like with so many other problems – we procrastinate
and put it off to some vague far off future. It will turn out that if we just let it be far off
enough, and are vague enough about when exactly we will do it, the problem goes away on
its own.
Theorem 7.1. Let Gn = (Vn, En) be some family of strongly connected graphs with an
ordering of the edges, and let Bn ⊆ Vn be some family of subsets of the vertices of each graph.
For each graph, define ρn : Ω
∞ → Vn as in the discussion above.
Let, for each Gn, for all v, w ∈ Vn, pik(v, w) be the amount of paths from v to w such
that the sequence of edges is increasing with respect to the numbering of the edges. In order
to get noise sensitivity, we will need that this quantity does not grow exponentially in k. In
particular, define for every graph G with ordered edges
ζ(G) = sup
v∈V
∑
w∈V
( ∞∑
k=1
|pik(v, w)|
2k
)
If the Gn are spread out in the sense that
lim
n→∞
(
max
v∈Vn
piGn(v)
)
ζ(Gn) = 0
then the sequence of functions
21{ρn∈Bn} − 1 : Ω∞ → Ω
is noise sensitive.
Proof. Note that ζ(Gn) is always at least
1
2 , so our hypothesis implies in particular that
maxv∈V piGn(v) goes to zero. Thus, it is clear from Corollary 6.8 that if we can, given
a strongly connected graph G = (V,E) with an ordering of the edges, show that δρ ≤
(maxv∈V piG(v)) (1 + 2ζ(G)), the result will follow.
So, take some such graph G, and define given integers N and M an algorithm AN,M for
ρ as follows:
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1. Using the algorithms auxiliary randomness, choose a random integer U uniformly on
0, 1, . . . ,M .
2. At time N +U , start tracking backwards from every vertex. So, at each time step, for
each random walk, if the random walk is at v ∈ V , query each edge e : v′ → v whether
it gave colour to v at this time step. If it did, ask every edge e′ : v′′ → v′ preceding e
whether it gave colour to v′. Continue this process for each v′′ you got a “yes” from
until you either get all “no”s or you are out of edges to query. This determines what
step the backward random walks take.
3. If the random walks coalesce, then we know that the model has fixated at time N +U ,
and we find ρ by tracking back to time zero.
4. If they fail to coalesce, just look at bits in order from zero and onward until ρ has been
determined.
We now wish to compute the revealments of this algorithm – so, fix some time i ∈ N for
the backward walk5 and some edge ej ∈ E – we wish to compute the revealment of the bit
b = in+ j coding for edge ej at time i.
Let SN,M be the event that the random walks going backwards from N + U coalesce
before reaching time N .6 So we have
δ
AN,M
b = P (b ∈W (AN,M ))
≤ P (b ∈W (AN,M ), SN,M ) + P
(
ScN,M
)
and the fact that the random walks almost surely coalesce in finite time gives us that
P
(
ScN,M
)
= o(1) as M →∞.
Now let C be the time it takes for the random walks to coalesce, so that they coalesce
at time N + U − C, and pick some  > 0. Since the backward random walk has a finite
state space and its distribution converges to the stationary distribution, we can take some
K ∈ N such that, for any k ≥ K, the distribution of the backward random walk at time k
is within  of piG in the supremum norm, independently of the starting distribution.
So, continuing our calculation, we have
δ
AN,M
b ≤ P (b ∈W (AN,M ), SN,M ) + o(1)
= P (b ∈W (AN,M ), SN,M , i ∈ {1, . . . , N + U − C −K})
+ P (b ∈W (AN,M ), SN,M , i ∈ {N + U − C −K + 1, . . . , N + U})
+ P (b ∈W (AN,M ), SN,M , i > N + U) + o(1)
where the final probability in the sum is obviously exactly zero, since the algorithm looks at
no bits at times after N + U if the random walks do coalesce. We claim that the second is
also o(1).
So, pick some η > 0. Since G is fixed and the distribution of C depends only on G, we
can pick some fixed integer L such that P (C > L) < η2 . So, denoting the second term in the
5Recall that the time for the voter model is one time-step per edge, while the backward walk takes one
time step per entire cycle of the walk.
6Recall that time goes backwards here – this means it coalesces at some time between N and N + U .
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sum by ∗, we can calculate
∗ ≤ P (SN,M , i ∈ {N + U − C −K + 1, . . . , N + U})
= P (SN,M , i ∈ {N + U − C −K + 1, . . . , N + U}, C ≤ L)
+ P (SN,M , i ∈ {N + U − C −K + 1, . . . , N + U}, C > L)
< P (SN,M , i ∈ {N + U − C −K + 1, . . . , N + U}, C ≤ L) + η
2
≤ P (i ∈ {N + U − L−K + 1, . . . , N + U} | SN,M , C ≤ L) + η
2
Now, this probability is precisely the probability of some fixed integer lying in a random
interval of length L+K in [M ] whose endpoint is uniformly distributed. This is easily seen
to go to zero with M , and so in particular can be gotten smaller than η2 . So what we have
shown is that ∗ < η for large enough choices of M , which establishes our claim.
In summary, what we have seen so far is that
δ
AN,M
b ≤ P (b ∈W (AN,M ), SN,M , i ∈ {1, . . . , N + U − C −K}) + o(1)
≤ P (b ∈W (AN,M ) | SN,M , i ∈ {1, . . . , N + U − C −K}) + o(1)
and we are finally at the point of analysing the actual algorithm. So, from now on we assume
we have always conditioned on the backwards walks having coalesced for a long enough time
that the distribution of the walk is within  of being stationary.
So, how can bit b come to be queried? It can either code for an edge pointing at the
current location of the random walk, or it can code for an edge pointing at a vertex which
in turn gave its colour to the current location, or it can be three steps of colour-transfer
away, and so on. Additionally, the paths connecting it to the current location need to have
increasing numbers.
To clarify the problem we are attacking, denote the target of the edge which b codes
for by v, and the random position of the backward walk at the time by X. What we are
interested in is the probability that there exists a path from v to X, such that all except
possibly the first edge in it transferred colour in the current cycle, and such that the edges
form an increasing sequence with respect to the numbering of the edges.
Denote the collection of all such increasing paths from v to X by pi(v,X), including the
trivial empty path in the case of v = X. Denote the subcollection of paths of length k by
pik(v,X). What we are interested in is the probability that there exists a path p ∈ pi(v,X)
such that all except possibly the first edge in it are active. Denote this property of a path
by O(p).
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With all of this notation set up, we can finally calculate that
P (∃p ∈ pi(v,X) : O(p)) =
∑
w∈V
P (∃p ∈ pi(v, w) : O(p) | X = w)P (X = w)
=
∑
w∈V
P
 ∞⋃
k=0
⋃
p∈pik(v,w)
O(p)
P (X = w)
≤
∑
w∈V
 ∞∑
k=0
∑
p∈pik(v,w)
P (O(p))
P (X = w)
=
∑
w∈V
|pi0(v, w)|+ ∞∑
k=1
∑
p∈pik(v,w)
2−(k−1)
P (X = w)
= P (X = v) +
∑
w∈V
( ∞∑
k=1
|pik(v, w)|
2k−1
)
P (X = w)
and now recall that the distribution of X is within  of the stationary distribution, so we
can further compute
P (∃p ∈ pi(v,X) : O(p)) ≤ P (X = v) +
∑
w∈V
( ∞∑
k=1
|pik(v, w)|
2k−1
)
P (X = w)
≤ piG(v) + +
∑
w∈V
( ∞∑
k=1
|pik(v, w)|
2k−1
)
(piG(w) + )
≤
(
sup
v′∈V
piG(v
′) + 
)(
1 +
∑
w∈V
( ∞∑
k=1
|pik(v, w)|
2k−1
))
So, recalling where we started, what we have shown is that for every  > 0
δ
AN,M
b ≤
(
sup
v′∈V
piG(v
′) + 
)(
1 +
∑
w∈V
( ∞∑
k=1
|pik(v, w)|
2k−1
))
+ oN,M (1)
and taking a supremum over b in the left hand side means taking a supremum over v. So,
taking that supremum, and then letting → 0 and N,M →∞, we finally get that
δρ ≤
(
sup
v′∈V
piG(v
′)
)(
1 + sup
v∈V
∑
w∈V
( ∞∑
k=1
|pik(v, w)|
2k−1
))
=
(
sup
v′∈V
piG(v
′)
)
(1 + 2ζ(G))
which is precisely the bound we were working towards.
Now, this result establishes noise sensitivity for the voter model when the noise is applied
to the randomness of the process. There are many other ways we could choose to phrase
questions of noise sensitivity – some of them have easy answers, while some seem very
difficult. In addition to noising different things, we could also have different variants of the
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model – our choice above of an edge-ordered discrete-time model was of course only to make
our tools apply to it, not any preference for that model in particular.
Sticking with seeing the outcome of the process as being the state it fixates in, we could
also apply the noise to the initial state. However, here, our discussion about the dual picture
of a coalescing random walk easily translates into a proof that this will be noise stable. In
fact, as is known, one can write
P (Fixate in black) = piG(A0) =
∑
v∈V
piG(v)1{v∈A0}
so the entire energy spectrum stays at level one.
If we were instead to apply the noise to the graph itself, there does not appear to be any
easy answer to the question of noise sensitivity. Similarly, if we change the outcome from
which state it fixates in to the time it takes to fixate, the problem appears to be difficult.
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