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Abstract
Wavelet shrinkage is a strategy to obtain a nonlinear approximation to a given signal and is widely used
in data compression, signal processing, statistics, etc. Based on wavelet shrinkage estimators of the original
function f , we construct the estimators of its Hilbert transform H f with the help of a representation due to
Beylkin, Coifman and Rokhlin. The almost everywhere convergence and norm convergence of the proposed
estimators are established.
c⃝ 2011 Elsevier Inc. All rights reserved.
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1. Introduction
The main purpose of this work is to consider the asymptotic behavior of wavelet shrinkage
estimators of the Hilbert transform.
Wavelet is an accurate and reliable tool for the analysis and manipulation of signals such as
sound, images and more general digital data sets. Since wavelets have good time localization, it is
especially useful for signals with sudden changes of phase and frequency. The wavelet functions
ψ jk are traditionally defined as the dyadic translates and dilates of one particular L2(R) function,
the mother wavelet ψ . Over the last decade, many wavelet families have been constructed. We
have only mentioned [16,17,15,8].
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The convergence results for wavelet expansions was first studied by Meyer [17]. He showed
that wavelet expansions converge in L p, 1 ≤ p < ∞ and expansions of continuous functions
converge everywhere. In addition, Walter [21] and Kelly, Kon and Raphael [14] established
pointwise convergence results.
Not only functions but also operators can be studied by wavelets. Zygmund raised a question:
is it possible to prove that the Hilbert transform is bounded on L2(R)without using the Plancherel
formula? Meyer [17] answered it by using wavelets. Meyer [17] used wavelets to prove the T(1)
theorem that describes when an operator T given by a kernel can be extended to a bounded linear
operator on the Hilbert space L2(Rn). Wavelet is also powerful in numerical analysis. Beylkin
et al. [5,2–4] observed that wild classes of operators (Calderon–Zygmund operators, for example)
have the so-called nonstandard form of representations (NSFR) in wavelet bases, thus, it leads to
a number of fast numerical algorithms. Also, both integral equations and differential equations
can be solved by using wavelet bases [4,5].
Wavelet shrinkage is a strategy that obtains a nonlinear approximation to a given signal.
The shrinkage method is applied in different areas, including data compression, signal
processing and statistics. When the soft or hard thresholding is applied, the resulting wavelet
shrinkage estimators possess asymptotic near-minimax optimality properties [1,10–12]. A lot
of thresholding policies and choices of thresholding have been proposed. Semisoft (firm) and
nonnegative garrotte thresholding rules were introduced in [6,13]. A comprehensive overview of
different thresholding methods can be found in [18]. The almost everywhere convergence and
norm convergence of the resulting wavelet series have been established in [19,20].
In [7], based on a wavelet thresholding estimator of f , an estimator of the differential operator
d
dx was proposed with a representation of f
′. As the threshold tends to zero, the estimator
of f ′ converges to f ′ almost everywhere. In the current study, we study and investigate the
estimators of the Hilbert transform, which is an archetypal Calderon–Zygmund operator. The
Hilbert transform, unlike the differential operator, is nonlocal in the sense that the Hilbert
transform H f is determined by all the values of f . As a consequence, each of the sequences
{rl}l , {αl}l , {βl}l and {γl}l in this case is not finitely supported. From the view of approximation
theory, NSFR, as well as wavelet shrinkage, can be seen as two approximation tools. One
purpose in the current study is to investigate the performance of combination of these two
tools.
Although we adopt some ideas and methods from [7], there are some new features in this
paper. First, shrinkage rules we use are more general than the ones in [7] where the condition
|δ(x, λ)| ≤ C |x |χ|x |≥λ was required. Second, the value of λ in shrinkage rule may vary with
scales j , which is often desirable in practice.
The paper is organized as follows. The main result is described in Section 2. The proof of
the main result is given in Sections 3 and 4. We provide numerical examples to illustrate the
performance of wavelet shrinkage estimators in Section 5.
2. Main results
We state the main results in this section. Before proceeding further, we introduce the notions
concerning wavelet shrinkage and a wavelet based representation of the Hilbert transform.
Suppose that ϕ satisfies a refinement equation
ϕ(x) =
L−1−
k=0
hkϕ(2x − k), x ∈ R, (1)
654 D.-R. Chen, Y. Zhao / Journal of Approximation Theory 163 (2011) 652–662
and {ϕ(· − k)}k constitutes an orthonormal set in L2(R). Then an orthogonal wavelet ψ is
constructed by
ψ(x) =
L−1−
k=0
gkϕ(2x − k), gk = (−1)khL−k−1. (2)
By the term orthogonal wavelet, we mean that the set {ψ jk : j, k ∈ Z} of functions is an
orthonormal basis for L2(R) [8]. It is known that both ϕ and ψ are supported on [0, L − 1].
Definition 1. A function δ(x, λ) : R × R+ → R is called a shrinkage rule if there exist
nonnegative constants C1 and ε such that
|x − δ(x, λ)| ≤ Cλ, (3a)
and
|δ(x, λ)| ≤ C |x |1+ελ−ε, (3b)
for all x ∈ R and λ ∈ R+.
Examples of shrinkage rules include hard thresholding δ(x, λ) = xχ{|x |>λ}, soft thresholding
δ(x, λ) = (x − sign(x)λ)χ{|x |>λ} and n-degree garrotte shrinkage rule δ(x, λ) = x2n+1λ2n+x2n , etc.
See [20] for more rules.
In practice, one often has to consider wavelet shrinkage estimators for which the value of λ in
the shrinkage rule changes with scales. Suppose that σ is a positive constant. For f ∈ L p(R), let
d jk = ⟨ f, ψ jk⟩ and
T σλ f =
−
jk
δ(d jk, σ
jλ)ψ jk, λ > 0. (4)
We know from [19] that, if 1 ≤ p < ∞ and σ ≠ 2−1/2, then supλ |T σλ f (x)| ≤ C M f (x) for
any f and x , where M f (x) = supτ>0 12τ

|y−x |<τ | f (y)|dy is the Hardy–Littlewood maximal
function, and limλ→0 T σλ f = f a.e. and in L p(R)-norm for any f ∈ L p(R).
Recall that the Hilbert transform H is defined as
H f (x) = lim
τ→0+
∫
|x−y|≥τ
f (y)
x − y dy.
It is well known that, for f ∈ L p(R), 1 ≤ p < ∞, the limit exists a.e. Moreover, H is of weak
type (1, 1) and of type (p, p) for 1 < p <∞. In particular, H is a unitary operator on L2(R).
Let rl =
 +∞
−∞ ϕ(x − l)Hϕ(x)dx, l ∈ Z. Clearly, {rl}l∈Z ∈ ℓ2(Z). Moreover, we define
αl =
∫ +∞
−∞
ψ(x − l)Hψ(x)dx, βl =
∫ +∞
−∞
ψ(x − l)Hϕ(x)dx,
γl =
∫ +∞
−∞
ϕ(x − l)Hψ(x)dx .
Following (1) and (2), the constants αl , βl and γl , l ∈ Z, can be computed from {rl}. For
example, αl =∑L−1k=0 ∑L−1k′=0 gk gk′r2l+k−k′ .
1 The values of constants C may change from line to line.
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The nonstandard form of representation of H , proposed by Beylkin et al. is formulated as
follows (see [5])
T f =−
j
−
k

ψ jk
−
l
αld j,k−l + ψ jk
−
l
βls j,k−l + ϕ jk
−
l
γld j,k−l

, (5)
where d jk = ⟨ f, ψ jk⟩, s jk = ⟨ f, ϕ jk⟩. The NSFR above differs from the original one, with which
there are only finite scales j involved. The definition (5) will be justified in Section 2.
As is well known, for a wide class of operators, the NSFR leads to fast algorithms for matrix
multiplications. When dealing with n data points, for computing the Hilbert transform, the
compression of the operator to a banded form using NSFR needs only O(n) operations given
constants rl , αl , βl and γl . We note that the constants have been computed exactly and explicitly
for many basic operators [2,3,5].
In this paper we are interested in the estimator T σλ of H f , where T σλ is given by T σλ f =T (T σλ f ). This can be formally represented asT σλ f =−
j
−
k

ψ jk
−
l
αl dˆ j,k−l + ψ jk
−
l
βl sˆ j,k−l + ϕ jk
−
l
γl dˆ j,k−l

, (6)
where dˆ jk = ⟨T σλ f, ψ jk⟩, sˆ jk = ⟨T σλ f, ϕ jk⟩, j, k ∈ Z.
The convergence of series (5) and that of series (6), λ > 0, will be established in Theorem 1
and Lemma 3, respectively. In Theorem 2, we obtain the convergence T σλ f → H f a.e. on the
set of continuous points of M f as λ→ 0.
Theorem 1. Suppose that ϕ′ ∈ C(R). Then for f ∈ L p(R), 1 < p < ∞, the series in (5)
converges to H f both a.e. and in L p(R)-norm. In other words, the NSFR T f is well defined
by (5) a.e., and T f is equal to H f both a.e. and in L p(R)-norm.
The proof herein centers on bounds for the partial sum PJ f = ∑ j<J ∑k ∑l in (5) by
the Hardy–Littlewood maximal function. The partial sum is represented by kernel K . It is well
known that if the kernel is bounded by L1 convolution kernels, the partial sum is bounded by the
Hardy–Littlewood maximal function. Unfortunately, K is not bounded by L1 convolution kernel,
but we can transform K to K1, which is bounded by L1 convolution kernel. Together with the
maximal Hilbert transform, the Theorem 1 is proved.
Theorem 2. Suppose that ϕ(n) ∈ C(R) and ε(1/2 + log2 σ) ∈ (0, n) is not an integer. Assume
that f ∈ L p(R). Let E f = {x | M f is continuous at x}. Then we have limλ→0 T σλ f (x) =
H f (x) a.e. E f .
The crucial step in this proof is that we first bound T σλ f (x) in terms of M f (x) and M H f (x).
To bound that, the sum in (6) is broken up as I1 := ∑ j<J · · · and I2 := ∑ j≥J · · ·, where the
critical scale J is the unique integer related to M f (x0) and M(H f )(x0). We bound I1 based on
the difference between f and T σλ f . The I2 is bounded because of the smoothness of T
σ
λ f and
the vanishing moment of ψ1, ψ2 and ψ3. Then the a.e. convergence of estimator T σλ f on the set
of continuous points of M f is proved.
3. Proof of Theorem 1
In this section the definition NSFR in (5) of H f is justified by establishing both its pointwise
and norm convergence. The argument is standard and similar to that in [14,19]. The main point
is the estimation for some maximal operator.
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Suppose that ψ has at least n vanishing moments. Since limε→0+

|x−y|≥ε
I×I
1
x−y dxdy = 0 for
any interval I ⊂ R, we know from Section 4 in [3] that
|αl | + |βl | + |γl | ≤ C(1+ |l|)−n−1, ∀l ∈ Z. (7)
Let ψ0(x) = ∑l rlϕ(x + l). Clearly, ψ0(x) ∈ L2(R). Moreover, we construct functions in
L2(R) as follows
ψ1(x) =
−
l
αlψ(x + l), ψ2(x) =
−
l
βlϕ(x + l),
ψ3(x) =
−
l
γlψ(x + l).
(8)
By (7) and the compact support property of ϕ and ψ , the functions satisfy a decay condition
|ψ1(x)| + |ψ2(x)| + |ψ3(x)| ≤ C(1+ |x |)−n−1, ∀x ∈ R. (9)
Therefore, for any x, y the function
q(x, y) =
−
k

ψ(x − k)ψ1(y − k)+ ψ(x − k)ψ2(y − k)+ ϕ(x − k)ψ3(y − k)

is well defined and satisfies
|q(x, y)| ≤ C(1+ |x − y|)−n−1, ∀x, y ∈ R, (10)
which implies−
j<0
2 j q(2 j x, 2 j y) ≤ C, ∀x, y, (11a)
−
j≥0
2 j q(2 j x, 2 j y) ≤ C|x − y| , ∀x ≠ y. (11b)
For f ∈ L p(R), we have |s jk |, |d jk | ≤ C2 j (1/p−1/2)‖ f ‖p. Then it follows from (7) that−
l
αld j,k−l + βls j,k−l + γld j,k−l  ≤ C2 j (1/p−1/2)‖ f ‖p. (12)
For any x and j , |ϕ jk(x)| + |ψ jk(x)| = 0 if k ∉ [2 j x − L , 2 j x] ∩ Z. Therefore, for any x and
any j , the series
∑
k
∑
l in (5) converges absolutely with
∑
k
∑
l | · · · | ≤ C2 j/p. Consequently,
for p ∈ [1,∞) and any J , the sum∑ j<J ∑k ∑l in (5) converges absolutely and uniformly. We
denote the sum by PJ f , i.e.,
PJ f =
−
j<J
−
k

ψ jk
−
l
αld j,k−l + ψ jk
−
l
βls j,k−l + ϕ jk
−
l
γld j,k−l

.
Lemma 1. Suppose that ψ has n vanishing moments. Let K (x, y) =∑ j<0 2 j q(2 j x, 2 j y). Then
the following conditions are true.
(i) PJ f (x) =

R 2
J K (2J x, 2J y) f (y)dy, ∀x ∈ R,
(ii)
K (x, y)− 1x−y  ≤ C |x − y|−n−1, |x − y| ≥ 1.
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Proof. Let Pj f = ∑k⟨ f, ϕ jk⟩ϕ jk and Q j f = ∑k⟨ f, ψ jk⟩ψ jk be the orthogonal projection
operators. Then Pj+1 = Pj + Q j and Pj Q j = Q j Pj = 0. It is well known that Pj f → f as
j →∞ and Pj f → 0 as j →−∞, in L p(R)-norm, for any f ∈ L p(R), 1 < p <∞.
Since Pj+1 H Pj+1 = Pj H Pj + Q j H Q j + Q j H Pj + Pj H Q j , for any f ∈ L p(R), 1 <
p <∞, by lim j→−∞ ‖Pj H Pj f ‖p = 0, we have in L p(R)-norm
PJ f =
−
j<J
(Q j H Q j f + Q j H Pj f + Pj H Q j f ).
On the other hand, for any f ∈ L p(R), we have
Q j H Q j f + Q j H Pj f + Pj H Q j f
=
−
k

ψ jk
−
l
αld j,k−l + ψ jk
−
l
βls j,k−l + ϕ jk
−
l
γld j,k−l

=
∫
R
2 j q(2 j x, 2 j y) f (y)dy,
which establishes condition (i) in a distribution sense. Moreover, by∫
R
|2 j q(2 j x, 2 j y) f (y)dy|
≤
∫
R

|ψ jk(x)ψ1jk(y)| + |ψ jk(x)ψ2jk(y)| + |ϕ jk(x)ψ3jk(y)|

| f (y)|dy ≤ C‖ f ‖p2 j/p
we obtain

R 2
J |K (2J x, 2J y) f (y)|dy < ∞, x ∈ R. Consequently, condition (i) holds true for
any x ∈ R.
For (ii), we note that, by PJ f → H f in L p(R)-norm,
H f =
−
j
(Q j H Q j f + Q j H Pj f + Pj H Q j f ).
Therefore
∑
j 2
j q(2 j x, 2 j y) = 1x−y in a distribution sense. Furthermore, if x ≠ y, by (11a) and
(11b), the series
∑
j 2
j q(2 j x, 2 j y) converges absolutely, thus−
j
2 j q(2 j x, 2 j y) = 1
x − y , ∀x ≠ y.
Condition (ii) now follows from an easily verified inequality−
j≥0
2 j |q(2 j x, 2 j y)| ≤ C |x − y|−n−1, ∀|x − y| ≥ 1. 
Proof of Theorem 1. As is well known, ψ has two vanishing moments due to ϕ′ ∈ C(R). The
L p(R)-norm convergence has been established in the proof of Lemma 1. The almost everywhere
convergence is more challenging. We define a kernel function K1 as follows.
K1(x, y) =
K (x, y), |x − y| ≤ 1,K (x, y)− 1
x − y , |x − y| > 1.
Clearly,∫
R
2J K1(2J x, 2J y) f (y)dy = PJ f (x)−
∫
|x−y|≥2−J
f (y)
x − y dy. (13)
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Appealing to (11a) and condition (ii) of Lemma 1 we conclude that
|K1(x, y)| ≤ C(1+ |x − y|)−2, x, y ∈ R.
Consequently, there is a constant C such that for any x and f ,
sup
J∈Z
∫R 2J K1(2J x, 2J y) f (y)dy
 ≤ C M f (x). (14)
It is of type (p, p) for 1 < p < ∞ and of weak type (1, 1). Recall that H∗ f (x) = supτ>0|x−y|≥τ f (y)x−y dy is the maximal Hilbert transform of f . It satisfies for any f ∈ L p(R) and x
|H∗ f (x)| ≤ C(M f (x)+ M(H f )(x)).
This together with (13) and (14) gives
sup
J∈Z
|PJ f (x)| ≤ C(M f (x)+ M(H f )(x)). (15)
To complete the proof of the theorem, we only need to establish the everywhere convergence
of {PJψ jk}J for any j, k ∈ Z, since span{ψ jk} j,k∈Z is dense in L p(R).
We consider first f = ψ . By ψ ∈ C10(R) and

R ψ(x)dx = 0, ψ˜ := Hψ is well defined
everywhere and satisfies
|ψ˜(x)| ≤ C(1+ |x |)−2, ∀x ∈ R. (16)
As is well known, the multiresolution approximation PJ ψ˜(x)→ ψ˜(x), x ∈ R, as J →∞ (see
e.g. [17]).
Also, by the boundedness and continuity of ψ˜ and d jk = 0,∀( j, k) ≠ 0 in this case, it is
easily seen that
PJψ = Q0ψ˜ + P0ψ˜ +
−
1≤ j<J
Q j ψ˜ = PJ ψ˜, x ∈ R,
which gives PJψ → Hψ, x ∈ R, as J →∞. For any j, k ∈ Z,PJ (ψ jk)(x) = 2 j/2 f J (2 j x−k)
by construction of PJ , where f J = PJψ . Therefore, PJ (ψ jk)(x)→ 2 j/2ψ˜(2 j x − k), x ∈ R, as
J →∞. As is well known, (Hψ jk)(x) = 2 j/2ψ˜(2 j x − k). The proof is complete. 
4. Proof of Theorem 2
In this section we first bound T σλ f (x) in terms of M f (x) and M H f (x). Then we prove the
a.e. convergence of the estimator T σλ f on the set of continuous points of M f .
Lemma 2. Let ψ1, ψ2, ψ3 be given as in (8), and ϕ(m) ∈ C(R). Then∫
xnψ i (x)dx = 0, i = 1, 2, 3, n = 0, 1, . . . ,m − 1.
Proof. Owing to ϕ(m) ∈ C(R), ψ has m + 1 vanishing moments. By the decay (7) of αl , we get∑ |xnαlψ(x + l)|dx <∞, n = 0, 1, . . . ,m − 1. It follows that∫
xnψ1(x)dx =
−
l
αl
∫
xnψ(x + l)dx = 0, n = 0, 1, . . . ,m − 1. (17)
In a similar way, ψ3 also has m vanishing moments.
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We now show that ψ2 has m vanishing moments. Similar to (17), we have∫
xnψ2(x)dx =
−
l
βl
∫
xnϕ(x + l)dx, n = 0, 1, . . . ,m − 1.
Since xn ∈ span{ϕ(x − k), k ∈ Z}, xn =∑l ηlϕ(x + l), with ηl =  xnϕ(x + l)dx . Clearly|ηl | = |  xnϕ(x + l)dx | ≤  |xnϕ(x + l)|dx ≤ C(|l|n + |C ′|n),n = 0, 1, . . . ,m − 1. As ψ
has m + 1 vanishing moments, integrating by parts, we conclude that the Hilbert transform ψ˜
satisfies |ψ˜(x)| ≤ C(1+ |x |)−m−2. Consequently,∑l  |ψ˜(x)ϕ(x + l)ηl |dx <∞. We get−
l
βlηl =
∫
ψ˜(x)
−
l
ϕ(x + l)ηldx =
∫
ψ˜(x)xndx, n = 0, 1, . . . ,m − 1.
As ψ˜ (m) ∈ L2(R), it follows that ψ˜ ∈ Cm−1(R). Replacing ψ˜ by ψ˜ (m−1) in (16), it is easy
to see that ψ˜ (m−1) is bounded. Moreover, the Hilbert transform is a unitary operator, and it
commutes with translations and dilations, so the ψ˜ j,k(x) = 2 j/2ψ˜(2 j x − k), j, k ∈ Z constitute
an orthogonal set in L2(R). By ([9], Corollary 5.5.2), we have

ψ˜(x)xndx = 0 for n = 0, 1, . . . ,
m − 1. Therefore, ψ2 has m vanishing moments too. The proof is complete. 
For larger j we need the following estimation, for x, j, k with |2− j k − x | ≤ C ′2− j ,
|⟨ f, ψ jk⟩| ≤ C2− j/2 M f (x). (18)
Lemma 3. Suppose that ϕ(n) ∈ C(R) and ε(1/2 + log2 σ) ∈ (0, n) is not an integer. Assume
that f ∈ L p(R) and M f is continuous at x0. We have−
j≥J
−
k
ψ jk(x0)−
l
αl dˆ j,k−l
+
ψ jk(x0)−
l
βl sˆ j,k−l
+
ϕ jk(x0)−
l
γl dˆ j,k−l


≤ C2−Jε(1/2+s)(M f (x0))1+ελ−ε, ∀J ∈ Z,
where s = log2 σ .
Proof. By assumption, there is a positive constant ρ such that M f (x) ≤ 2M f (x0) for any
x ∈ (x0 − ρ, x0 + ρ). Appealing to (18) we have
|d jk | ≤ C2− j/2 M f (x0), ∀k ∈ S(x0, j, ρ) := {k ∈ Z|suppψ jk ∩ (x0 − ρ, x0 + ρ) ≠ φ}.
It follows from (3b) that
|dˆ jk | ≤ C2− j (1/2+ε/2+εs)(M f (x0))1+ελ−ε, ∀k ∈ S(x0, j, ρ),
which implies the uniform convergence of series
∑
jk dˆ jk2
mj 2 j/2ψ (m)(2 j x − k) on the interval,
where m is the largest integer less than ε(1/2+ s) and m < n. Therefore T σλ f has mth derivative
(T σλ f )
(m).
Moreover, by an argument in the proof of ([9], Theorem 9.2.2), we have, for any x ∈ (x0 −
ρ/2, x0 + ρ/2) and x ′ sufficiently close to x ,
|(T σλ f )(m)(x ′)− (T σλ f )(m)(x)| ≤ C(M f (x0))1+ελ−ε|x ′ − x |ε(1/2+s)−m .
By Lemma 2, ψ1 has m vanishing moments, together with (9) we have
2 j/2
∫R T σλ f (x)ψ1(2 j x − k)dx
 ≤ C2− j (1/2+ε/2+εs)(M f (x0))1+ελ−ε,
∀k ∈ (2 j x0 − L , 2 j x0) ∩ Z.
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It is easily seen that
∑
l αl dˆ j,k−l = 2 j/2

R T
σ
λ f (x)ψ
1(2 j x − k)dx . By∑k |ψ jk(x0)| ≤ C2 j/2,−
j≥J
−
k
ψ jk(x0)−
l
αl dˆ j,k−l
 ≤ C −
j≥J
2− jε(1/2+s)(M f (x0))1+ελ−ε,
which establishes the desired bound for the first term
∑
j≥J
∑
k
ψ jk(x0)∑l αl dˆ j,k−l .
Replacing ψ1 by ψ2 and ψ3, respectively, we bound the second and third terms in the same
way. The proof is complete. 
Lemma 4. Suppose that ϕ(n) ∈ C(R) and ε(1/2 + log2 σ) ∈ (0, n) is not an integer. Assume
that f ∈ L p(R) and M f is continuous at x0. Then
M f (x0) ≤ C(M f (x0)+ M(H f )(x0)), (19)
whereM f (x) = supλ>0 |T σλ f (x)|.
Proof. We choose an integer J such that (
√
2σ)Jλ ∼ M f (x0) + M(H f )(x0) and divide the
sum
∑
j · · · in (6) into two parts I1 :=
∑
j<J · · · and I2 :=
∑
j≥J · · ·. The inequality |I2| ≤
C M f (x0) follows from Lemma 3 directly.
By supx
∑
k |ψ jk(x)| ≤ C2 j/2 and (3a) we have
sup
x∈R
−
j<J
−
k
(dˆ jk − d jk)ψ jk(x) ≤ C(√2σ)Jλ, (20)
which implies that PJ T σλ f −PJ f is continuous with its norm ‖PJ T σλ f −PJ f ‖C ≤ C(
√
2σ)Jλ.
Also supx
∑
k |ψ˜ jk(x)| ≤ C2 j/2 by (16), where ψ˜ jk = 2 j/2ψ˜(2 j · −k). Replacing ψ with ψ˜
in (20) we also conclude that
H(PJ T
σ
λ f − PJ f )(x) =
−
j<J
−
k
(dˆ jk − d jk)ψ˜ jk(x)
is continuous with its norm ‖H(PJ T σλ f − PJ f )‖C ≤ C(
√
2σ)Jλ.
Note that ‖Mg‖C ≤ ‖g‖C for any continuous function g. Then |PJ (T σλ f − f )(x0)| = |PJ (PJ
(T σλ f ) − PJ f )(x0)| ≤ C(
√
2σ)Jλ follows from (15). Appealing to (15) again we have |PJ
(T σλ f )(x0)| ≤ C(M f (x0) + M(H f )(x0)). This establishes the convergence of series I1 and|I1| ≤ C(M f (x0)+ M(H f )(x0)). The proof is complete. 
Proof of Theorem 2. It suffices to establish, for any f ∈ {ψ jk} j,k∈Z, the convergence limλ→0T σλ f (x) = H f (x),∀x ∈ E . We will establish the everywhere convergence on R.
As in the proof of Theorem 1, we only consider f = ψ . In this case, for any λ > 0, δ(d jk,
σ jλ) = d jk = 0 for ( j, k) ≠ 0. Consequently, T σλ ψ = δ(1, σ jλ)ψ , which in turn together
with the linearity of T gives, for any λ > 0, T σλ ψ = T (T σλ ψ) = δ(1, σ jλ)T ψ . As known in
the proof of Theorem 1, T ψ(x) = ψ˜(x), x ∈ R. It follows from (3a) that limλ→0+ T σλ ψ(x) =
ψ˜(x), x ∈ R. The proof is complete. 
5. Numerical examples
We illustrate the performance of the wavelet shrinkage estimators of the Hilbert transform,
with an example of the hat function h(x) := max{1 − |x |, 0} by Daubechies’ wavelets with
six vanishing moments. The coefficients {rl} in our numerical experiment can be constructed as
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Table 1
Accuracy for the wavelet shrinkage estimators of the Hilbert transform.
Hard thresholding E2(σ = 0.8 \ σ = 1) E∞(σ = 0.8 \ σ = 1)
λ = 0.1 0.0420 \ 0.0420 0.0092 \ 0.0092
λ = 0.01 0.0097 \ 0.0129 0.0023 \ 0.0031
λ = 0.0001 9.6100e–004 \ 9.4749e–004 7.2499e–004 \ 7.2090e–004
Soft thresholding E2(σ = 0.8 \ σ = 1) E∞(σ = 0.8 \ σ = 1)
λ = 0.1 0.0420 \ 0.0420 0.0092 \ 0.0092
λ = 0.01 0.0222 \ 0.0264 0.0045 \ 0.0051
λ = 0.0001 0.0010 \ 0.0012 7.0073e–004 \ 7.0109e–004
Garrotte shrinkage (n = 3) E2(σ = 0.8 \ σ = 1) E∞(σ = 0.8 \ σ = 1)
λ = 0.1 0.0420 \ 0.0420 0.0092 \ 0.0092
λ = 0.01 0.0102 \ 0.0129 0.0026 \ 0.0030
λ = 0.0001 9.5770e–004 \ 9.3385e–004 7.2404e–004 \ 7.1158e–004
Notes. The parameters of our numerical experiment are given in the first column. The second and third columns show the
actual error of the computed results in the ℓ2 and the ℓ∞ norm, where E2 = (
∑512
i=−511(T σλ h(i/256)− h˜(i/256))2) 12 ,
E∞ = sup−511≤i≤512 |T σλ h(i/256)− h˜(i/256)|.
in [2]. rl for |l| < 16 are given by solving a system of linear algebraic equations [2], others are
set to be 1
πl . It is reasonable since for large l we have the asymptotics of rl [2],
rl = 1
πl
+ O

1
l12

. (21)
We mention that the Hilbert transform is not made periodical, which is different from [2].
Our parameters are chosen as follows: the sampling frequency is 256 Hz, and the level of
wavelet decomposition is 4. For different λ and σ , the numerical results are summarized in
Table 1.
References
[1] F. Abramovich, U. Amato, C. Angelini, On optimality of Bayesian wavelet estimators, Scand. J. Stat. 31 (2004)
217–234.
[2] G. Beylkin, On the representation of operators in bases of compactly supported wavelets, SIAM J. Numer. Anal. 29
(1992) 1716–1740.
[3] G. Beylkin, Wavelets and fast numerical algorithms, Proc. Sympos. Appl. Math. 47 (1993) 89–117.
[4] G. Beylkin, On wavelet-based algorithms for solving differential equations, in: Wavelets: Mathematics and
Applications, CRC Press, 1994.
[5] G. Beylkin, R.R. Coifman, V. Rokhlin, Fast wavelet transforms and numerical algorithm I, Comm. Pure Appl. Math.
44 (1991) 141–183.
[6] A. Bruce, H.-Y. Gao, WaveShrink with firm shrinkage, Statist. Sinica 4 (1996) 855–874.
[7] D.R. Chen, H.T. Meng, Convergence of wavelet thresholding estimators of differential operators, Appl. Comput.
Harmon. Anal. 25 (2008) 266–275.
[8] I. Daubechies, Orthonormal bases of compactly supported wavelets, Comm. Pure Appl. Math. 41 (1988) 909–996.
[9] I. Daubechies, Ten Lectures on Wavelets, in: CBMS-NSF Series in Appl. Math., vol. 61, SIAM, 1992.
[10] D.L. Donoho, Denoising via soft thresholding, IEEE Trans. Inf. Theory 41 (1995) 613–627.
[11] D.L. Donoho, I.M. Johnstone, Ideal spatial adaption via wavelet shrinkage, Biometrika 81 (1994) 425–455.
[12] D.L. Donoho, I.M. Johnstone, Minimax estimation via wavelet shrinkage, Ann. Statist. 26 (1998) 879–921.
662 D.-R. Chen, Y. Zhao / Journal of Approximation Theory 163 (2011) 652–662
[13] H.-Y. Gao, Wavelet Shrinkage denoising non-negative garrote, Research Report, Statistical Sciences Division,
MathSoft, Inc., 1997.
[14] S. Kelly, M.A. Kon, L.A. Raphael, Local convergence for wavelet expansions, J. Funct. Anal. 126 (1994) 102–138.
[15] P.G. Lemarie, Y. Meyer, Ondelettes et bases hilbertennes, Rev. Math. Anal. Iberamericana 2 (1986) 1–18.
[16] S. Mallat, Multiresolution approximation and wavelets, Trans. Amer. Math. Soc. 315 (1994) 69–88.
[17] Y. Meyer, Ondelettes et Ope´rateurs, Hermann, Paris, 1990.
[18] G. Nason, Choice of the threshold parameter in wavelet function estimation, in: Wavelets in Statistics, Springer-
Verlag, New York, 1995.
[19] T. Tao, On the almost everywhere convergence of wavelet summation methods, Appl. Comput. Harmon. Anal. 3
(1996) 384–387.
[20] T. Tao, B. Vidakovic, Almost everywhere behavior of general wavelet shrinkage operators, Appl. Comput. Harmon.
Anal. 9 (2000) 72–82.
[21] G. Walter, Pointwise convergence of wavelet expansions, J. Approx. theory 80 (1995) 108–118.
