INTRoOUCTI~N
The bending of an elastic beam with simply-supported ends under an external force e(x) is described by the boundary-value problem O<x<l, (1.2) u(0) = u( 1) = u"(0) = u"(1) = 0, where g(x), e(x) are given real-valued continuous functions on [0, 11, has exactly one solution provided inf,j(x) = -ye > -x4. This result has now been extended by the author [ 1 ] to the nonlinear boundary-value problem 2 + f(u)u' + g(x, 24, u', u") = e(x), o<x< 1, (1.3) u(0) = u( 1) = u"(0) = u"( 1) = 0, wheref: R + R is a given continuous function, g: [0, 1 ] x R x R x R -+ R, is a given function satisfying Caratheodory's conditions and e(x) E L'[O, 1 J.
Usmani [6] noted that the boundary-value problem d4u --dx4 7T4u = 0, O<x<l, (1.4) u(0) = u(1) = u"(0) = u"( 1) =o, does not have a unique solution since u = C sin xx, for C an arbitrary constant, is a solution of (1.4). Now, the eigenvalues of the linear-eigenvalue problem, d4u -= Au, dx4 o<x< 1, u(0) = u( 1) = u"(0) = ,"( 1) = 0, (1.5) are given by I = n4z4, n = 1, 2, . . . . The purpose of this paper is to study the following nonlinear analogue of the boundary-value problem for the bending of an elastic beam which is simply supported at both ends and is at resonance: d4u --7r4u + g(x, u) = e(x), dx4
O<x<l, (1.6) u(0) = u( 1) = u"(0) = u"( 1) = 0, where g: [0, l] x R -+ R satisfies Caratheodory's conditions and e(x)~,!,' [O, l] with jh ( ) e x sm 71.x dx = 0. We show that (1.6) has at least one solution if g(x, u)u B 0 for all x in [0, l] and u in R. We also show that (1.6) has a unique solution if g(x, u) is strictly increasing in u for every x in [0, 11 and jh g(x, 0) sin ICX dx = 0.
We also study the boundary value problem -2 + n4u + g(x, u) = e(x), O<x<l,
We obtain the existence of a solution for (1.7) when e(x) E L'[O, l] with j: e(x) sin 7(x dx = 0 and g(x, u) satisfies the supplementary conditions g(x, u)u 2 0 for all x in [0, l] and u in R, (1.8) and there is a constant j? B 0 such that lim sup IUI -a gq=p<l5~4, (1.9) uniformly for x in [0, l] We show that (1.7) has a unique solution when e(x)~,!,'[O, l] with l; e(x) sin zx dx = 0 and g satisfies the following conditions: (i) g(x, U) is strictly increasing in u for every x in [0, l] and (ii) there is a constant 0 < /? < 157~~ such that Mx, u1) -g(x, %))(% -u2) 2 f (g(x, u,)-g(x, u*))*v (1.10)
for all x in [0, 1 ] and ul, u2 in R. for u E Y. Clearly, Q = I-P, where Z denotes the identity mapping on Y, and the projections P and Q are continuous. Now let X2 = Xn Y2. Clearly X2 is a closed subspace of X. Let X, be the closed subspace of X such that X=X, OX,. We note that P(X)cX,, Q(X) cX2 and the projections P 1 X: X+ X,, Q IX: X+ X2 are continuous. Similarly, we obtain H = H, @ H, and the continuous projections P 1 H: H -+ H,, Q 1 H: H + H,. In the following, A', Y, H, P, Q, etc., will refer to Banach spaces, Hilbert space and the projections as defined above and we shall not distinguish between P, P 1 X, P 1 H (resp. Q, Q I X, Q I H) and depend on the context for proper meaning.
Also for u E X, v E Y let (u, v) = Jh U(X) V(X) dx denote the duality pairing between X and Y. We note that for u E X, v E Y so that u = Pu + Qu, v = Pv + Qv, we have (u, 0) = (Pu, Pv) + (Qu, Qv,. In the following X, Y, X1, XX, Y,, Yz, L, K, P, Q, N will be as defined above from the beginning of this section to just before the statement of this theorem.
As noted above, the boundary value problem (2.16) reduces to the functional equation for n an,, a contradiction. Similarly, assuming fh ud,( t) sin nt dt -+ -cc leads to a contradiction. Thus the set { IIQu, 11 x: A E (0, 1)) is bounded by a constant independent of I* E (0, 1). We have, accordingly, proved that the set of solutions of the system of equations (2.21) is bounded by a constant independent of i. E (0, 1) and the proof of the theorem is complete. 1 The existence of a E R such that g(a) =0 is now immediate from intermediate value theorem. We remark that this proof of necessity of (2.34) is essentially the same as the proof of Lemma 2 of [S] and is included here for completeness.
Sufficiency of (2.34). Suppose that there exists an a E R such that Since, now, lim suplU, _ m (g(x, u)/u) = /I < 1571~ uniformly in x E [0, 1) we see, choosing E > 0 such that p + E < 15x4, that there is a constant C(E) > 0 such that (2.42) for u E H. We next have from (2.41), (2.42) that Consequently, Theorem 2.6 follows from Theorem 2.5 in a similar way as Theorem 2.4 followed from Theorem 2.3. Accordingly, the proof of Theorem 2.6 is left to the reader.
UNIQUENESS THEOREMS
It was remarked by Usmani [6] that the boundary value problem Let now ur, u2 be two solutions of (3.4). Then we have, 0 = (Zu, -Eu,, u1 -UJ + (Ah, -Nuz, u1 -u*) in view of (2.39) and (3.3). Since, now, B < 15n4, we get tu, -zu, = 0, i.e., u, -u2 EkerE=kerL and so there is a CER such that u, -u2 =csinnx. This proves (i).
If we, additionally, assume that g(x, U) is strictly increasing in u for a.e. x in [0, 11, we see from k, =zu, that Nu, = A$, i.e., g(x, u,(x))= g(x, u,(x)), for, i.e., x in [0, I]. Hence u,(x)=u*(x) for a.e. x in [0, 11. This proves (ii) and the proof of the theorem is complete. a 
