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Einleitung
”
Die Eyffel hat ihres Gleichen in der Welt nicht; ... und ihre Kenntnis kann gar nicht
umgangen werden, wenn man eine klare Ansicht der vulcanischen Erscheinungen auf
Continenten erhalten will.“
Dies schrieb der deutsche Geologe Leopold von Buch in einem Brief an Johann Stei-
ninger im Jahre 1820. Die Eifel, im westlichen Rheinischen Schiefergebirge zwischen
Rhein und Ardennen gelegen, hat seit dieser Zeit tatsa¨chlich eine bedeutende Rolle in der
geologischen und pala¨ontologischen Forschung gespielt.
Neben der Bedeutung als wichtige Fundstelle fu¨r Fossilien lag der zweite geowissen-
schaftliche Schwerpunkt bei vulkanologischen Fragestellungen. Die beru¨hmtesten Vul-
kanformen der Eifel, die Maare, gelten weltweit als Musterbeispiele dieses Typs. Einige
vulkanische Bildungen sind mit einem Alter von rund 10.000 Jahren die ju¨ngsten in Mit-
teleuropa.
Es gibt derzeit weltweit ca. 500 - 600 aktive Vulkane1. Etwa 95% davon befinden sich in
der Na¨he von konvergierenden oder divergierenden Plattengrenzen. Nur rund 5% befin-
den sich abseits der Ra¨nder auf einer Platte. Die Vulkane der Eifel geho¨ren zu letzterer
Gruppe, sie liegen auf der Eurasischen Kontinentalplatte. Man spricht hier von einem In-
traplattenvulkanismus. Wa¨hrend der Vulkanismus an den mittelozeanischen Ru¨cken und
an konvergierenden Plattengrenzen durch die Theorie der Plattentektonik recht gut er-
kla¨rt werden konnte, stellte er weit von Plattengrenzen entfernt auftretend zuna¨chst ein
Problem dar.
Einen Erkla¨rungsansatz bietet die Vorstellung von den sogenannten Mantelplumes2
(WILSON, 1963; MORGAN, 1972). Man versteht darunter heißes Material, das in einem
relativ eng begrenzten Strahl3 im Erdmantel aufsteigt. Diese vertikalen, zylinderfo¨rmigen
Stro¨mungen sind wahrscheinlich ortsfest im Mantel, so daß sich auf einer Lithospha¨ren-
platte, die sich u¨ber den Mantelplume hinwegbewegt, eine Spur von zunehmend a¨lteren
Vulkanen bilden kann. Das bekannteste Beispiel dafu¨r findet man in der Inselkette, zur
der Hawaii geho¨rt.
Ein solcher Mantelplume wird von DUNCAN et al. (1972) als Erkla¨rung fu¨r die Vulkan-
1Die Vulkane auf dem Ozeanboden sind dabei nicht mitgeza¨hlt.
2Der Begriff Manteldiapir wird im folgenden synonym verwendet.
3Der Durchmesser liegt in einer Gro¨ßenordnung von etwa 100 km.
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gebiete in Zentraleuropa vorgeschlagen.
Wahrscheinlich eng mit dem Vulkanismus verbunden ist die bis heute andauernde Hebung
des Rheinischen Schildes um bis zu 1.6 mm pro Jahr (MA¨LZER, 1983). Im Rahmen des
Schwerpunktprogramms der Deutschen Forschungsgemeinschaft
”
Vertikalbewegung und
ihre Ursachen am Beispiel des Rheinischen Schildes“ (1976 - 1982) wurde jenes Pha¨no-
men intensiv untersucht. In diesem Zusammenhang wurde auch die Frage nach einem
Mantelplume als mo¨gliche Ursache erneut ero¨rtert (NEUGEBAUER et al., 1983). Mehrere
Untersuchungen zeigten nun allerdings, daß die zentraleuropa¨ischen Vulkangebiete kei-
ne eindeutige Altersprogression aufweisen, wie man es bei dem Modell eines stationa¨ren
Mantelplumes unter einer sich bewegenden Lithospha¨renplatte erwarten wu¨rde (LIPPOLT,
1983).
Mit Hilfe der seismischen Tomographie fanden RAIKES & BONJER (1983) eine Zone ver-
ringerter seismischer Kompressionswellengeschwindigkeit unter dem westlichen Rheini-
schen Schiefergebirge in einer Tiefe von 50 - 200 km. Die Autoren vermuten dort einen
Bereich im Mantel, der partiell aufgeschmolzen ist.
Großra¨umige geochemische Untersuchungen aus ju¨ngerer Zeit von magmatischen Gestei-
nen aus Zentral- und Westeuropa sowie einigen Inseln im o¨stlichen Atlantik zeigen, daß
mo¨glicherweise ein gemeinsames Reservoir in der Asthenospha¨re existiert, aus der diese
Vulkangebiete gespeist werden (HOERNLE et al., 1995). Ein tiefer Mantelplume ist zur
Erkla¨rung der Daten nicht erforderlich, wird aber auch nicht ausgeschlossen (WILSON
& DOWNES, 1992). Als Quelle kommt statt dessen mo¨glicherweise eine großra¨umige
Aufstro¨mumg im oberen Erdmantel in Betracht, die von HOERNLE et al. (1995) mittels
seismischer Tomographie nachgewiesen wurde. In einer Tiefe von 100 km erstreckt sie
sich u¨ber eine Fla¨che von 2500 km × 4000 km bis nach Nordafrika. Sie taucht in Rich-
tung Su¨dwesten ab und kann noch in Tiefen von etwa 500 km nachgewiesen werden. Das
Auflo¨sungsvermo¨gen dieser Untersuchungen reicht jedoch nicht aus, um lokale Anoma-
lien unter den Vulkangebieten zu erkennen.
Im Rahmen eines kleinra¨umigen teleseismischen Experiments mit entsprechend ho¨herer
Auflo¨sung zeigten GRANET et al. (1995), daß unter dem franzo¨sischen Massif Central
wahrscheinlich ein Mantelpume existiert. Sie vermuten auch unter mehreren anderen va-
riszischen Gebirgen Zentral- und Westeuropas kleine Manteldiapire, deren Quelle die von
HOERNLE et al. beschriebene Schicht sein ko¨nnte.
In diesem Zusammenhang geriet auch die Frage nach einem Mantelplume unter dem
Rheinischen Schiefergebirge wieder in das Zentrum des Interesses. Es wurden umfangrei-
che Projekte gestartet, an denen verschiedene geowissenschaftliche Disziplinen beteiligt
waren. Im Rheinischen Schiefergebirge und in dessen Umgebung wurden mehrere groß-
angelegte Feldexperimente durchgefu¨hrt. Dazu geho¨rten unter anderem seismologische
Messungen (RITTER et. al, 2000) und ein elektromagnetisches Experiment, dessen Er-
gebnisse in der vorliegenden Arbeit vorgestellt werden.
Bei den hier verwendeten Verfahren werden die natu¨rlichen Variationen des Erdmagnet-
feldes ausgenutzt, um durch Messung der induzierten elektrischen und magnetischen Fel-
der an der Erdoberfla¨che die ra¨umliche Leitfa¨higkeitsverteilung im Untergrund zu be-
stimmen. Geht man davon aus, daß ein Mantelplume partielle Schmelzen entha¨lt, die
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gegenu¨ber dem umgebenden Material eine erho¨hte elektrische Leitfa¨higkeit aufweisen,
so sollten die Methoden der elektromagnetischen Tiefenforschung ein geeignetes Mittel
darstellen, um weitere Beitra¨ge zur Kla¨rung der Plumehypothese liefern zu ko¨nnen.
Im Rheinischen Schiefergebirge wurden in der Vergangenheit bereits mehrfach elektro-
magnetische Untersuchungen durchgefu¨hrt. Die Messungen fanden allerdings auf Profi-
len statt, die sich hauptsa¨chlich auf dessen o¨stlichen Teil konzentrierten (JO¨DICKE et al.,
1983; VOLBERS et al., 1990). Die Interpretationen beschra¨nkten sich im wesentlichen auf
die Resultate eindimensionaler Inversionsrechnungen, zweidimensionale Modelle wurden
nur in Einzelfa¨llen berechnet. Daru¨berhinaus konnten kaum signifikante Aussagen u¨ber
die Struktur des oberen Mantels getroffen werden.
Im Rahmen des von der Deutschen Forschungsgemeinschaft gefo¨rderten Projektes
”
Elek-
tromagnetische Abtastung des oberen Mantels unter der Eifel“ wurde mit Hilfe eines
großra¨umigen Stationsnetzes nun erstmals ein Datensatz bereitgestellt, der eine dreidi-
mensionale Interpretation ermo¨glicht. Insgesamt 30 Stationen bedeckten eine Fla¨che von
mehr als 14.000 km2 und gestatteten die Entwicklung eines Modells der dreidimensio-
nalen Leitfa¨higkeitsverteilung unter dem Rheinischen Schiefergebirge. Das Stationsnetz
wurde dabei so gestaltet, daß eine Auflo¨sung des oberen Erdmantels mo¨glich war.
Einige Ergebnisse wurden bereits in Arbeiten, die im Rahmen dieses Meßprojektes ent-
standen, vorgestellt (HO¨NIG, 1998; LEIBECKER & KURAS, 1998; SOYER, 1998).
In der vorliegenden Arbeit werden zuna¨chst die Grundlagen der elektromagnetischen Tie-
fenforschung erla¨utert. Die Mo¨glichkeiten und Grenzen der Erkundung von inhomogenen
Leitfa¨higkeitsstrukturen im Untergrund werden diskutiert. Dabei werden zur Analyse der
magnetischen Daten einige neue Ansa¨tze vorgestellt und erla¨utert.
Nach einer kurzen Einfu¨hrung in die geologische Entwicklung des Meßgebiets wird an-
schließend das Design des Meßarrays pra¨sentiert. Es folgt eine Beschreibung der verwen-
deten Methoden zur Aufzeichnung und Verarbeitung der elektromagnetischen Zeitreihen.
Die wichtigsten Resultate der Analyse der gewonnenen Daten werden ausfu¨hrlich ero¨rtert.
Abschließend werden dreidimensionale Modelle der Leitfa¨higkeitsverteilung unter dem
Rheinischen Schiefergebirge vorgestellt und diskutiert. Sie bieten eine Erkla¨rung fu¨r die
wesentlichen Merkmale in den beobachteten magnetischen und elektrischen Daten.
4 1 Grundlagen der elektromagnetischen Tiefenforschung
1 Grundlagen der elektromagnetischen
Tiefenforschung
1.1 Das anregende Feld
Das erdmagnetische Hauptfeld wird von Schwankungen u¨berlagert, die ihren Ursprung
nicht im Erdinneren haben. Sie werden als geomagnetische Variationen bezeichnet.
Die Ursache dieser Fluktuationen sind elektrische Stro¨me in der Ionospha¨re und Magne-
tospha¨re. Diese sind nicht besta¨ndig und entstehen durch die solare Strahlung sowie die
Wechselwirkung des solaren Windes mit der Magnetospha¨re. In Tabelle 1.1 sind einige
geomagnetische Variationen aufgelistet. Sie umfassen einen Periodenbereich von meh-
reren Zehnerpotenzen, wobei die gro¨ßten beobachteten Amplituden in mittleren Breiten
von wenigen 100 nT im Vergleich zum Hauptfeld (am ¨Aquator ≈ 31.000 nT) sehr klein
sind.
Diese magnetischen Wechselfelder induzieren in der leitfa¨higen Erde sekunda¨re Strom-
systeme. Durch Messung der elektrischen und magnetischen Feldgro¨ßen an der Erdober-
fla¨che kann mit den Methoden der elektromagnetischen Tiefenforschung die Leitfa¨hig-
keitsverteilung im Erdinneren bestimmt werden.
Es kann davon ausgegangen werden, daß die Anregung nur durch tangential-elektrische
Quellenfelder (TE-Mode1) erfolgt (SCHMUCKER & WEIDELT, 1975), so daß Ez = 0 ist.
Vertikale Stro¨me werden etwa durch Blitze in der unteren Atmospha¨re erzeugt. Die dabei
angeregten Schwingungen sind allerdings so kurzperiodisch, daß sie im Rahmen dieser
Arbeit keine Rolle spielen.
1Jedes divergenzfreie Vektorfeld ∇ ·F = 0 la¨ßt sich durch die Rotation eines Vektorpotentials darstellen:
F = ∇×P.
Fu¨r die Diffusion in z-Richtung kann P in zwei linear unabha¨ngige Teillo¨sungen P1 = ψez und P2 =
∇× φez mit den Skalarpotentialen ψ und φ aufgespalten werden. Dann wird F = ∇×∇× (φez) +
∇× (ψez) = Fp + Ft . Dabei bezeichnet Fp ein poloidales Feld und Ft ein toroidales Feld (ohne z-
Komonente). Die TE-Mode eines Feldes setzt sich dann zusammen aus dem toroidalen elektrischen Feld
Et und der zugeho¨rigen poloidalen magnetischen Flußdichte Bt . Die TM-Mode wird analog gebildet
(Bz = 0).
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Quellregion Beispiel Periode 2 Amplitude 3
Ionospha¨re (E-Schicht) Solare ta¨gliche Variationen
(S bzw. Sq an magnetisch
ruhigen Tagen)
1 d 30-60 nT
Solar flare Effekte (sfe):
Kurzzeitige Versta¨rkung der
Sq-Stromsysteme
10-20 min 10 nT
Ionospha¨re, Magneto-
spha¨re, Polarlichtzone
Polare magnetische Stu¨rme
(DP)
10-120 min 100 nT
Polare Teilstu¨rme (bay) 30-120 min 20-100 nT
Magnetospha¨re Sudden storm commence-
ment (ssc): Starke Wechsel-
wirkung von solarem Wind
mit der Magnetopause
2-5 min 10-100 nT
Very low frequency emissi-
ons (VLF)
10−5-10−3 s < 0.1 nT
Ultra low frequency emissi-
ons (ULF)
1-600 s 0.1-10 nT
Atmospha¨re, Gewitter Extra low frequency emissi-
ons (ELF)
10−3-10−1 s < 0.1 nT
Tabelle 1.1: Geomagnetische Variationen (vgl. Schmucker, 1984). Die Schwankungen
mit Perioden < 600 s werden auch als Pulsationen bezeichnet.
1.2 Physikalische Grundlagen
Die wichtigsten Beobachtungsgro¨ßen in der elektromagnetischen Tiefenforschung sind
die magnetische Flußdichte B, in Vsm−2= 1 T4 und das elektrische Feld E, in Vm−1.
Sie werden u¨blicherweise an einem bestimmten Ort (x,y,z) als Zeitreihen aufgezeichnet.
Dabei sollen folgende Konventionen hinsichtlich der Koordinaten gelten: Die x-Richtung
entspricht magnetisch Nord, die z-Richtung zeigt positiv nach unten. Alle Drehungen
werden von
”
Nord nach Ost“ durchgefu¨hrt, das heißt, in Richtung der z-Achse in mathe-
matisch positiver Rotationsrichtung (Abbildung 1.1 ).
2Grundperiode bei regelma¨ßigen Variationen, Periodenbereich bei unregelma¨ßigen Variationen.
3Amplitude in mittleren Breiten.
4Geomagnetische Variationen werden u¨blicherweise in Nanotesla gemessen: 1 nT=10−9 T. Eine a¨ltere,
zum Teil noch verwendete Einheit ist das Gauss: 1 G=105 γ (Gamma) = 10−4 T, also 1γ=1 nT.
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z: Positiv nach unten
x: Magnetisch Nord
y: Magnetisch  Ost
y´
x´ 
θ
Abbildung 1.1:
Das in der Geophysik u¨bliche Koor-
dinatensystem.
Alle gemessenen Feldgro¨ßen stellen sich als nichtperiodische Vorga¨nge im Orts-Zeit-
Bereich dar. Durch eine Fouriertransformation in den Frequenzbereich ko¨nnen einige
Betrachtungen wesentlich vereinfacht und u¨bersichtlicher dargestellt werden: F(r, t)→
˜F(r,ω) mit F = E,B. Dabei geht die Zeitabha¨ngigkeit in eine Abha¨ngigkeit von der Kreis-
frequenz ω = 2pi f u¨ber. Das Fourierintegral ist:
F(r, t) =
1√
2pi
∞∫
−∞
˜F(r,ω)e−iωtdω mit
˜F(r,ω) =
1√
2pi
∞∫
−∞
F(r, t)eiωtdt.
Die Funktion im Zeitbereich F(r, t) wird so als eine ¨Uberlagerung komplexer harmoni-
scher Schwingungen e−iωt mit den Koeffizienten oder Gewichten ˜F(r,ω) dargestellt. Man
bezeichnet ˜F(r,ω) daher auch als spektrale Amplitudendichte oder Spektraldichte. Die
zeitliche Ableitung geht in eine Multiplikation mit dem Faktor (−iω) u¨ber. In der elek-
tromagnetischen Tiefenforschung ist die Darstellung des komplexen Spektrums ˜F(r,ω)
anstelle der Zeitfunktion F(r, t) u¨blich. Falls nicht ausdru¨cklich anders erwa¨hnt, finden
alle weiteren Betrachtungen im Frequenzbereich statt. Daher wird im folgenden die Tilde
weggelassen.
Untersuchungsgegenstand ist hier die feste Erde, so daß zuna¨chst die Annahmen eines
linearen und isotropen Mediums gerechtfertigt sind. Die magnetische Flußdichte B ist
dann u¨ber die magnetische Permeabilita¨t µr und die magnetische Feldkonstante µ0 mit
der magnetischen Feldsta¨rke H, in Am−1, verknu¨pft5:
B = µ0µrH.
Entsprechend ergibt sich das elektrische Feld E mit der Dielektrizita¨tskonstanten ε0 und
der relativen Dielektrizita¨t εr aus der dielektrischen Verschiebung D, in Asm−2:
E = (ε0εr)−1D.
5 In der Geophysik ist die Verwendung von B u¨blich. Soweit Verwechslungen ausgeschlossen sind, wird
im folgenden B als magnetisches Feld bezeichnet.
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Die Konstanten µ0 und ε0 ha¨ngen vom verwendeten Maßsystem ab. Im (hier ausschließ-
lich verwendeten) SI-System6 ist7:
µ0 = 4pi ·10−7 VsA−1m−1 und
ε0 = (4pi)−1c−2 ·107 = 8.8543 ·10−12 AsV−1m−1.
Damit lauten die Maxwellschen Gleichungen:
∇×E− iωB = 0 (Faraday) (1.1)
∇ ·B = 0 (1.2)
∇×B + iωε0εrµ0µrE = µ0µrj (Ampe`re) (1.3)
∇ ·E = q/ε0εr (Coulomb). (1.4)
q und j bezeichnen die freie Raumladungs- bzw. Stromdichte. Ein wichtiger Materialpa-
rameter in der elektromagnetischen Tiefenforschung ist der
spezifische elektrische Widerstand ρ, in VmA−1 = Ωm .
Sein Kehrwert wird als elektrische Leitfa¨higkeit σ = 1ρ bezeichnet. In einem quellenfreien
Medium gilt
j = σ ·E. (1.5)
Aus dieser Formulierung des Ohmschen Gesetzes in lokalen Gro¨ßen geht hervor, daß die
elektrische Leitfa¨higkeit in einem Ohmschen Leiter eine Materialkonstante ist, die nicht
von dessen Geometrie und insbesondere nicht von der o¨rtlichen elektrischen Feldsta¨rke
abha¨ngt. Es ist zu beachten, daß die elektrische Leitfa¨higkeit im allgemeinen nicht nur
orts- sondern auch richtungsabha¨ngig ist: σ → σ. Diese Anisotropie der elektrischen
Leitfa¨higkeit wird spa¨ter noch diskutiert.
1.3 Herleitung und Skalierung der Helmholtzgleichung
Aus den Maxwellschen Gleichungen lassen sich in einfacher Weise Differentialgleichun-
gen fu¨r das elektrische und magnetische Feld herleiten. Rotationsbildung von (1.1) ergibt
mit (1.3) und (1.5)
∇× (∇×E)− iωµ0µrσE + ω2ε0εrµ0µrE = 0. (1.6)
Um das Gewicht der einzelnen Terme zu bestimmen, wird die Gleichung skaliert. Das
heißt, sa¨mtliche Koeffizienten werden in dimensionslose Gro¨ßen u¨berfu¨hrt. Sei L eine
6Im a¨lteren Gaußschen Maßsystem ist beispielsweise ε0 = µ0 = 1.
7Mit 1/µ0ε0 = c2, wobei c = 2.998 ·108 ms−1 die Lichtgeschwindigkeit im Vakuum bezeichnet.
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charakteristische La¨nge des Induktionsproblems. Dann erha¨lt man mit l′ = l/L eine di-
mensionslose Variable, sofern l die Dimension einer La¨nge hat.
Damit ist (∇×) = 1/L(∇′×), und aus (1.6) ergibt sich:
∇′× (∇′×E)− iωσL2µ0µr︸ ︷︷ ︸
ζ1
·E + ω2L2ε0εrµ0µr︸ ︷︷ ︸
ζ2
·E = 0.
Zur Abscha¨tzung werden folgende Annahmen gemacht:
• L = 100 km (Ausdehnung des Meßgebiets)
• ω = 1 Hz (ku¨rzeste noch auswertbare Periode)
• σ = 10−4 Sm−1 (kleinste Leitfa¨higkeit bei z.B. kristallinem Gestein)
• Fu¨r die meisten Materialien der Erde sind die Annahmen εr ≈ 1 und µr ≈ 1 erlaubt.
Einzig der Wert der relativen Dielektrizita¨t fu¨r Wasser weicht mit εr ≈ 80 von dieser
Na¨herung ab. Die nachfolgenden Abscha¨tzungen werden davon jedoch nicht beein-
flußt. Zur Vereinfachung wird im folgenden ε = ε0εr und µ = µ0µr geschrieben.
Mit diesen Zahlenwerten erha¨lt man ζ1 ≈ 1.3 und ζ2 ≈ 1.1 · 10−7, so daß
ζ1/ζ2 ≈ 1.2 · 107. Im Rahmen der hier durchgefu¨hrten Untersuchungen kann also der
zweite Term in (1.6) vernachla¨ssigt werden. Er entspricht dem Maxwellschen Verschie-
bungsstrom (−iωεµE) im Ampe`reschen Gesetz8. Zusammen mit (1.5) erha¨lt man aus
(1.3)
∇×B = µσE,
woraus durch Divergenzbildung folgt:
∇ · j = 0. (1.7)
Mit (1.5) wird daraus
∇ · (σE) = σ∇ ·E +(∇σ) ·E = 0. (1.8)
Bei einer Betrachtung im Zeitbereich folgt aus ∂D/∂t = 0 unmittelbar
∂q/∂t = 0. Dies entspricht der Stationarita¨tsbedingung der Magnetostatik.
Man bezeichnet diese Na¨herung deshalb auch als
quasi-stationa¨re Na¨herung.
Physikalisch bedeutet dies, daß sich q wa¨hrend der Zeit ∆t = L/c, die die elektroma-
gnetischen Wellen beno¨tigen, um das Meßgebiet zu durchlaufen, vernachla¨ssigbar wenig
a¨ndert. Aus (1.6) wird dann:
∇× (∇×E)−µiωσE = 0. (1.9)
Analog erha¨lt man die entsprechende Differentialgleichung fu¨r das magnetische Feld:
∇× ((∇×B)/σ)−µiωB = 0. (1.10)
8In der urspru¨nglichen Formulierung des Ampe`reschen Gesetzes war der Verschiebungsstrom nicht ent-
halten.
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1.4 Verhalten der Feldgro¨ßen an Grenzfla¨chen
Die Gleichungen (1.9) und (1.10) beschreiben das Verhalten der Feldgro¨ßen in der Erde,
sofern die Leitfa¨higkeit homogen oder zumindest eine stetige Funktion des Ortes ist. Im
allgemeinen wird es jedoch mehrere aneinander angrenzende Regionen mit unterschied-
lichen Leitfa¨higkeiten geben. Zumindest muß jedes Modell der Erde den na¨herungswei-
se nicht leitfa¨higen Luftraum u¨ber dem leitfa¨higen Untergrund einbeziehen. Daher muß
das Verhalten der Felder an Grenzfla¨chen beru¨cksichtigt werden. Die Randbedingungen
ko¨nnen aus den Maxwellschen Gleichungen hergeleitet werden. Dazu wird, wie in Ab-
bildung 1.2 zu erkennen, an der Grenzfla¨che zwischen zwei Medien aus zwei Fla¨chen-
elementen f ein Volumenelement ∆V gebildet. Der Abstand zwischen beiden Fla¨chenele-
menten wird dabei (beliebig) klein gewa¨hlt. Durch Anwendung des Gaußschen Satzes9
auf das Coulombsche Gesetz erha¨lt man:∮
S(∆V )
dF ·E = f n · (E2−E1) =
∫
∆V
dV q/ε = Q/ε.
Mit der Oberfla¨chenladungsdichte q˜ = Q/ f folgt daraus:
n · (E2−E1) = q˜/ε.
Eine entsprechende Anwendung des Gaußschen Satzes auf ∇ ·B = 0 ergibt:
n · (B2−B1) = 0.
µ,ε,σ
µ,ε,σ
2
1
t t
V
F
∆
n
n
∆
Abbildung 1.2: Schematische Darstellung einer Grenzfla¨che zwischen zwei Medien mit
unterschiedlichen Leitfa¨higkeiten σ1 und σ2.
In a¨hnlicher Weise wird ein Fla¨chenelement ∆F mit den Seitenla¨ngen l und beliebig klei-
nem Abstand gebildet. Die Anwendung des Stokesschen Satzes10 auf das Faradaysche
9∫
V
dV (∇ ·A) = ∮
S(V )
dF ·A
10∫
F
dF · (∇×A) = ∮
C(F)
dr ·A
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und Ampe`resche Gesetz fu¨hrt zu:
n× (B2−B1) = 0 und
n× (E2−E1) = 0.
Dabei wird vorausgesetzt, daß die Permeabilita¨t und die relative Dielektrizita¨tskonstante
in beiden Medien gleich sind. Daru¨berhinaus soll kein Oberfla¨chenstrom vorhanden sein.
Eine besondere Stetigkeitsbedingung, die allerdings nur bei Vernachla¨ssigung der Ver-
schiebungsstro¨me, also bei Anwendung der quasi-stationa¨ren Na¨herung, Gu¨ltigkeit hat,
ergibt sich aus (1.7). Die Normalkomponente der Stromdichte ist stetig, woraus
n · (σ2E2−σ1E1) = 0
folgt. An der Grenzfla¨che springt die Normalkomponente des elektrischen Feldes gerade
im reziproken Verha¨ltnis der Leitfa¨higkeiten E1⊥/E2⊥ = σ2/σ1.
1.5 Induktion im homogenen Halbraum
Die Induktionsgleichung soll zuna¨chst fu¨r den Spezialfall eines homogenen isotropen Me-
diums gelo¨st werden. Dies hat seine Berechtigung darin, daß man sich die Erde aus einzel-
nen Bereichen zusammengesetzt denken kann, die zwar unterschiedliche Leitfa¨higkeiten
besitzen, fu¨r sich genommen jedoch eine homogene Struktur aufweisen. Innerhalb eines
solchen Blocks gilt:
∇σ = 0.
Aus (1.8) folgt dann unmittelbar
∇ ·E = 0.
In einem homogenen Medium ist also nicht nur B, sondern auch E divergenzfrei. Das
ist gleichbedeutend damit, daß keine freien Raumladungen existieren: q = 0. Eine Akku-
mulation von Ladungen kann nur an Grenzfla¨chen zwischen Regionen unterschiedlicher
Leitfa¨higkeiten bzw. auf den Oberfla¨chen homogener Teilbereiche auftreten. Die Induk-
tionsgleichungen (1.9) und (1.10) vereinfachen sich damit zu der homogenen Helmholtz-
gleichung, die fu¨r das elektrische und magnetische Feld die gleiche funktionale Form
aufweist:
∇2F =−µσiωF (1.11)
mit F = E,B. Sie beschreibt die Ausbreitung elektromagnetischer Wellen in einem leitfa¨hi-
gen homogenen Medium in Form eines Diffusionsvorganges. Mit der Annahme von senk-
recht einfallenden ebenen Wellen wird (1.11) durch F(z) = F0e−iκz mit κ2 = −µσiω
gelo¨st. Die Ausbreitungsrichtung der Welle ist die z-Richtung (positiv nach unten).
1.5 Induktion im homogenen Halbraum 11
Als Maßstabsgro¨ße wird noch die Skintiefe p definiert. Sie hat die Dimension einer La¨nge
und gibt im Fall des homogenen Halbraums die Tiefe an, in der die Amplitude des Feldes
auf 1/e der Amplitude an der Erdoberfla¨che abgeklungen ist11:
p =
√
2
ωµσ
. (1.12)
Die Skintiefe gibt einen ersten Anhaltspunkt fu¨r die erreichbare Erkundungstiefe mit Hil-
fe von elektromagnetischen Methoden. In Abbildung 1.3 sind fu¨r einige typische Peri-
oden die Skintiefen in Abha¨ngigkeit des spezifischen Widerstandes aufgetragen. Man er-
kennt beispielsweise, daß mit Perioden in der Gro¨ßenordnung einer Tagesla¨nge (etwa
Sq-Variationen) Erkundungstiefen bis in den Erdmantel erreicht werden. Sehr kurzperi-
odische Anregungen ko¨nnen zur Abtastung der obersten Erdschichten von wenigen Me-
tern Tiefe benutzt werden.
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Abbildung 1.3: Skintiefen fu¨r verschiedene Frequenzen bei homogenem Untergrund.
11In der Tiefe z = p ist F(p) = F0e−(1+i).
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Zur weiteren Diskussion des Induktionsproblems wird eine Transformation der Horizon-
talkomponenten vom Orts-Frequenz-Bereich in den Wellenzahl-Frequenz-Bereich durch-
gefu¨hrt:
ˆF(z,kx,ky,ω) =
1
2pi
∞∫
−∞
F(z,x,y,ω)e−i(kxx+kyy)dxdy und
F(z,x,y,ω) =
1
2pi
∞∫
−∞
ˆF(z,kx,ky,ω)ei(kxx+kyy)dkxdky.
Dabei bezeichnet ˆF(z,kx,ky,ω) die komplexe Fourieramplitude als Funktion des ebe-
nen Wellenzahlvektors k = kxex + kyey. ¨Uber die reelle Wellenzahl k = |k| la¨ßt sich ei-
ne ra¨umliche Wellenla¨nge λ = 2pi/k bestimmen. Sie kann als eine horizontale
”
Wel-
lungsla¨nge“ des Feldes in Ebenen z = konst. verstanden werden.
Die Diffusionsgleichung (1.11) wird im Wellenzahlbereich zu
d2
dz2
ˆF = (iωµσ + k2) ˆF = K2 ˆF. (1.13)
Dabei wird K :=
√
iωµσ + k2 auch als komplexe vertikale Wellenzahl bezeichnet. Als
Lo¨sungsansatz fu¨r (1.13) kann
ˆF(z,kx,ky,ω) = ˆF0e−Kz (1.14)
dienen. Dabei ist bereits beru¨cksichtigt, daß die Felder beim Eindringen in die Erde konti-
nuierlich abklingen sollen: ˆF = 0 fu¨r z→ ∞. Die Messungen finden an der Erdoberfla¨che
z = 0 statt, dort wird ˆF = ˆF0. Als erweiterte Maßstabsla¨nge der Diffusion wird die kom-
plexe Eindringtiefe
C := 1
K
definiert. Sie ist mit der Skintiefe (1.12) in folgender Weise verknu¨pft:
C(k,ω) = 1/
√
iωµσ + k2 = 1/
√
2i/p2 + k2.
Man kann nun zwei Grenzfa¨lle unterscheiden:
• Fu¨r p2k2  1 oder p λ ist C = 1/k. Die komplexe Eindringtiefe ist dann un-
abha¨ngig von den Eigenschaften des Untergrundes und wird nur durch die Wel-
lenzahl k des Quellenfeldes bestimmt. Das Feld diffundiert ohne Induktion durch
das Medium wie durch einen Nichtleiter. In diesem Grenzfall ko¨nnen durch elek-
tromagnetische Sondierungen keine Informationen u¨ber den Untergrund gewonnen
werden.
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• Fu¨r p2k2 1 oder p λ ist C = 1−i2 p. In diesem Fall findet eine von der Wellen-
zahl k, also der ra¨umlichen Struktur des Quellenfeldes, unabha¨ngige Induktion statt.
Formal kann in diesem Wellenzahlbereich k = 0 gesetzt werden, weil fu¨r k→ 0 bzw.
λ→∞ die komplexe Eindringtiefe C(k,ω) gegen einen Genzwert C 0(ω) strebt (Ab-
bildung 1.4). Anschaulich bedeutet dies, daß im Bereich des Meßgebiets ra¨umliche
Variationen des Quellenfeldes vernachla¨ssigt werden ko¨nnen. Man spricht dann von
einer
quasi-homogenen Anregung.
Nur in diesem induktiven Grenzfall kann ohne zusa¨tzliche Kenntnisse der Quellen-
feldstruktur die elektrische Leitfa¨higkeit des Untergrundes bestimmt werden.
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Abbildung 1.4: Abha¨ngigkeit der komplexen Eindringtiefe von der horizontalen Wel-
lungsla¨nge fu¨r einen Halbraum von 100 Ωm.
Um nachzuweisen, daß obige Annahme gerechtfertigt ist, muß man die Gro¨ßenordnung
der Wellungsla¨nge abscha¨tzen. In erster Na¨herung kann dazu die ra¨umliche Halbwerts-
breite der Feldintensita¨t im Meßgebiet verwendet werden. In der Na¨he der Quellregion be-
tra¨gt sie fu¨r Bz etwa 600 km (PETER, 1994). In Abbildung 1.4 erkennt man, daß in diesem
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Fall bereits ab Perioden von etwa 600 s die Qellenfeldstrukur maßgeblich die Induktion
beeinflußt. Je weiter man sich von den Quellen entfernt, desto sta¨rker klingt die ra¨umli-
che Inhomogenita¨t des Quellenfeldes ab. Die entsprechend anzusetzende Wellungsla¨nge
wird also gro¨ßer. Die hier vorgestellten Messungen fanden in mittleren Breiten, also in
großen Entfernungen von den Quellen statt. Man kann dann von einem sehr großra¨umig
variierenden Feld ausgehen, so daß repra¨sentative Wellungsla¨ngen in der Gro¨ßenordnung
von etwa 6000 km liegen. Die Na¨herung fu¨r quasi-homogene Felder darf somit verwendet
werden, und die Extrapolation C(k,ω)→C 0(ω) ist erlaubt. Aus diesem Grund wird der
Index im folgenden weggelassen und nur C(ω) geschrieben.
Aus dem Ampe`reschen Gesetz und dem Lo¨sungsansatz (1.14) ergeben sich dann die fol-
genden linearen Beziehungen zwischen den jeweils orthogonalen Oberfla¨chenfeldern:
ˆEx = iωC ˆBy und ˆEy =−iωC ˆBx.
Die Grundgleichungen der elektromagnetischen Tiefenforschung wurden urspru¨nglich im
Wellenzahl-Frequenz-Bereich konzipiert.
Im folgenden soll davon ausgegangen werden, daß sich das Wellenzahlspektrum des
Oberfla¨chenfeldes auf den Bereich beschra¨nkt, in dem von einer quasi-homogenen An-
regung ausgegangen werden darf. Sofern die Leitfa¨higkeit konstant ist oder nur von der
Tiefe abha¨ngt σ = σ(z), stellen sich alle Meßgro¨ßen als frequenzabha¨ngige, allein von der
Leitfa¨higkeit bestimmte Gro¨ßen dar. Die weiteren Betrachtungen ko¨nnen somit im Orts-
Frequenz-Bereich stattfinden, der der unmittelbaren Anschauung etwas zuga¨nglicher ist.
1.6 Magnetotellurik
Bei der Methode der Magnetotellurik werden das erdelektrische (=tellurische) Feld und
die natu¨rlichen Magnetfeldvariationen an der Erdoberfla¨che gemessen. Die daraus abge-
leitete ¨Ubertragungsfunktion zwischen diesen Feldgro¨ßen wird als komplexe Impedanz12
bezeichnet:
Z(ω) =
Ex
By
=−Ey
Bx
= iωC = (1 + i)
√
ω
2µσ
. (1.15)
Aus dieser Beziehung ko¨nnen zwei wichtige Darstellungsgro¨ßen der Magnetotellurik ab-
geleitet werden:
• Die zeitliche Phasenverschiebung der einzelnen Feldkomponenten ergibt sich mit
E = |E|eiφE und B = |B|eiφB als Phase der Impedanz:
φ = φE −φB = arg{Z}= arctan
(
Im{Z}
Re{Z}
)
. (1.16)
12In der elektromagnetischen Tiefenforschung ist die Definition mit der magnetischen Flußdichte B u¨blich.
Die Impedanz hat dann die Dimension einer Geschwindigkeit. Bei Verwendung des magnetischen Fel-
des H erha¨lt sie die Einheit Ω.
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Im Falle des homogenen Halbraums sieht man aus (1.15) Im{Z}= Re{Z}. Daraus
ergibt sich φ = arctan1 = 45◦.
• Der Widerstand des homogenen Halbraums la¨ßt sich unmittelbar aus (1.15) mit
ρ = 1/σ berechnen. Auch wenn der Untergrund nicht homogen ist, kann man dem
Betrag der Impedanz formal den Widerstand eines bei dieser Frequenz a¨quivalenten
Halbraums zuordnen und erha¨lt den sogenannten scheinbaren spezifischen Wider-
stand (CAGNIARD, 1953):
ρa =
µ
ω
|Z|2 = ωµ|C|2. (1.17)
Die Phase der Impedanz wird dabei nicht beru¨cksichtigt.
Fu¨r den Fall des eindimensionalen Halbraums sind die beiden Gro¨ßen nicht voneinander
unabha¨ngig, sondern durch Dispersionsbeziehungen miteinander verknu¨pft (WEIDELT,
1972). Die Phase der Impedanz kann aus dem Frequenzgang des scheinbaren spezifischen
Widerstandes bestimmt werden, umgekehrt kann ρa aus φ jedoch nur bis auf eine additive
Konstante ρ0 berechnet werden.
Geschichteter Halbraum
Der betrachtete Halbraum bestehe aus N-1 Schichten mit den jeweiligen Widersta¨nden
ρ1...ρN−1, Schichtdicken d1...dN−1 und oberen Schichtgrenzen z1...zN−1. Die Erdober-
fla¨che liegt bei z1 = 0. Der nach unten abschließende homogene Halbraum habe den Wi-
derstand ρN . Ein erweiterter Lo¨sungsansatz der Diffusionsgleichung, der auch aufwa¨rts
diffundierende Wellen zula¨ßt, beschreibt den Diffusionsvorgang in der n-ten Schicht:
E(z) = Ane−Knz + BneKnz.
Dabei bezeichnet Kn =
√
iωµσn die vertikale Wellenzahl der n-ten Schicht. Unter Ausnut-
zung der Stetigkeitsbedingungen an den inneren Grenzfla¨chen ko¨nnen die Einzello¨sungen
verbunden werden, und man erha¨lt schließlich einen Ausdruck, der die ¨Ubertragungsfunk-
tion Cn an der Obergrenze der n-ten Schicht in Abha¨ngigkeit der ¨Ubertragungsfunktion
der darunterliegenden (n + 1)-ten Schicht angibt:
Cn =
1
Kn
· Cn+1Kn + tanh(Kndn)
1 +Cn+1Kn tanh(Kndn)
.
Dies ist die Grundformel des Wait-Algorithmus (WAIT, 1953). Im unten abschließenden
Halbraum du¨rfen nur abwa¨rts diffundierende Felder vorkommen, dort ist CN = 1/KN .
Ausgehend von diesem Startwert lassen sich auf rekursivem Weg die ¨Ubertragungfunk-
tionen der daru¨berliegenden Schichten bestimmen, bis man letztendlich die gewu¨nschte
¨Ubertragungsfunktion C1 (entspricht hier dem C in Kapitel 1.5) an der Erdoberfla¨che
erha¨lt.
Der einfachste Fall besteht aus einem Halbraum mit einer Deckschicht. Zwei Spezialfa¨lle
sind dabei denkbar, von denen ausgehend SCHMUCKER (1987) die ρ∗(z∗)-Transformation
einfu¨hrte:
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• τ-Modell
¨Uber dem schlechtleitenden (|K2|d1 1) Halbraum liege eine gut leitfa¨hige du¨nne
Deckschicht mit der integrierten Leitfa¨higkeit τ = d1/ρ1. Der Widerstand des Halb-
raums ergibt sich zu:
ρ∗ = ρa
2sin2 ϕ
. (1.18)
Die integrierte Leitfa¨higkeit ist: τ = (cosϕ− sinϕ)/µ|Z|.
• h-modell
Umgekehrt soll nun der Halbraum gegenu¨ber der Deckschicht gut leitend sein
(p2 ≤ p1). Fu¨r den Widerstand des Halbraums ergibt sich dann:
ρ∗ = ρa ·2cos2 ϕ. (1.19)
Fu¨r die Dicke der Deckschicht erha¨lt man h = d1 = (sinϕ− cosϕ) · |Z|/ω.
Jeder Meßwert zu einer bestimmten Frequenz la¨ßt sich durch ein a¨quivalentes h- oder
τ-Modell erkla¨ren. Die Modellzuordnung geschieht dabei durch die Phase der Impedanz.
Um negative Leitfa¨higkeiten oder Schichtdicken zu vermeiden, ersieht man aus (1.18) und
(1.19) unmittelbar, daß sich fu¨r 0 ≤ ϕ ≤ pi/4 das τ-Modell und fu¨r pi/4 ≤ ϕ ≤ pi/2 das
h-Modell ergibt. Dabei wurde vorausgesetzt, daß die Phase nur im ersten Quadranten
liegt. Fu¨r den Fall einer reinen Tiefenabha¨ngigkeit der Leitfa¨higkeit ist diese Annahme
erlaubt (WEIDELT, 1994). Falls ϕ = pi/4 ist, fehlt die Deckschicht, das heißt, der Halb-
raum ist homogen.
Es ist mo¨glich, den scheinbaren Widersta¨nden ρ∗ eine Tiefe
z∗ = Re(C)
zuzuordnen, die als Schwerpunkttiefe der induzierten Stromsysteme interpretiert werden
kann (WEIDELT, 1972) . Eine Auftragung von ρ∗(z∗) ergibt bereits eine gute Na¨herung
fu¨r die wahren Widerstandsverha¨ltnisse in den jeweiligen Tiefen.
1.7 Erdmagnetische Tiefensondierung
Beim Verfahren der Erdmagnetischen Tiefensondierung werden im Unterschied zur Me-
thode der Magnetotellurik nur die magnetischen Feldkomponenten zur Interpretation ver-
wendet. Es ist die gleichzeitige Registrierung an mindestens zwei Stationen erforderlich.
Der Methode liegt folgende Modellvorstellung zugrunde: Die Leitfa¨higkeitsverteilung des
Untergrundes soll sich aus einer geschichteten Normalstruktur σn und einem anomalen
Anteil σa zusammensetzen:
σ = σn(z)+ σa(x,y,z).
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Die an der Erdoberfla¨che gemessenen Felder bestehen dann ebenfalls aus einem normalen
und einem anomalen Anteil:
E = En + Ea und B = Bn + Ba.
Der normale Feldanteil entspricht dem Feld, welches ohne Anomalie (σa = 0) oder aus-
reichend weit von ihr entfernt gemessen wu¨rde. Man wa¨hlt nun eine Referenzstation und
bezieht die Felder aller anderen Stationen auf diese so definierten Normalfelder. Mit der
Annahme eines linearen Zusammenhangs zwischen den Feldkomponenten kann folgende
Beziehung definiert werden (SCHMUCKER, 1970): BaxBay
Baz
= W( BnxBny
)
. (1.20)
Dabei bezeichnet W eine Matrix aus frequenzabha¨ngigen ¨Ubertragungsfunktionen:
W =
 hH hDdH dD
zH zD
 . (1.21)
W wird auch als Perturbationsmatrix oder -tensor bezeichnet. Die einzelnen Elemente13
sind komplexwertig. In der Darstellung (1.20) ist bereits beru¨cksichtigt, daß es u¨ber einem
geschichteten Halbraum kein vertikales Magnetfeld gibt: Bnz = 0. Das gesamte beobach-
tete vertikale Magnetfeld ist also in diesem Sinne anomal. Eine Aufteilung der vertikalen
Feldkomponente in einen normalen und einen anomalen Anteil ist deshalb u¨berflu¨ssig:
Baz = Bz. Deswegen ist es aber auch sinnvoll, das gemessene vertikale Magnetfeld direkt
auf das horizontale Feld derselben Station zu beziehen. Man definiert so lokale ¨Ubertra-
gungsfunktionen
Bz = zlHBx + z
l
DBy
im Unterschied zu den oben dargestellten normalen ¨Ubertragungsfunktionen, die immer
auf eine Referenzstation bezogen sind.
Geht man von einer homogenen Anregung aus, so enthalten die Elemente der Perturbati-
onsmatrix nur Informationen u¨ber innere Strukturen des Untergrundes. Inhomogenita¨ten
des a¨ußeren Feldes wu¨rden sich direkt in den Normalanteilen abbilden und so Effekte
erzeugen, die nicht unmittelbar erkennen lassen, daß sie a¨ußeren Ursprungs sind.
Die Elemente des Perturbationstensors zeigen direkt den anomalen Stromfluß der un-
tersuchten Station an und sind deshalb einer unmittelbaren Interpretation gut zuga¨ng-
lich. Folgende Modellstudie illustriert das ra¨umliche Verhalten der magnetischen ¨Uber-
tragungsfunktionen u¨ber einer Leitfa¨higkeitsanomalie. Der Aufbau des Modells ist in Ab-
bildung 1.5 dargestellt.
13Die Bezeichnungen der Tensorelemente leiten sich von den in der Geophysik ebenfalls gebra¨uchlichen
Bezeichnungen (H,D,Z) fu¨r (Bx,By,Bz) her.
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Abbildung 1.5: Aufbau des Modells V.
Es besteht aus einem V-fo¨rmigen Ko¨rper, der in einen homogenen Halbraum eingebettet
ist. Der vollsta¨ndige Perturbationstensor wurde an mehreren Stationen fu¨r eine bestimmte
Periode berechnet.
In Abbildung 1.6 sind die Ergebnisse fu¨r die Realteile bei einer Periode von 85 s dar-
gestellt. Die berechneten ¨Ubertragungsfunktionen besitzen im Frequenzgang bei dieser
Periode ein Maximum. Das Modell wurde außerdem so dimensioniert, daß an den bei-
den Seiten des Ko¨rpers die Effekte einer zweidimensionalen Struktur aufgezeigt werden
ko¨nnen. Damit ist gemeint, daß die La¨nge einer Seite deutlich gro¨ßer als die Eindringtiefe
des elektromagnetischen Feldes bei Perioden um 85 s ist . Bei einer Station, die etwa in
der Mitte einer Seite liegt, kann davon ausgegangen werden, daß sie in diesem Sinne von
einer zweidimensionalen Anomalie beeinflußt wird.
Man erkennt, daß die Realteile der Hauptdiagonalelemente14 direkt u¨ber den entsprechen-
den Seiten des Ko¨rpers ein Maximum durchlaufen und dann relativ schnell abklingen.
Die ra¨umliche Ausdehnung des anomalen horizontalen Feldes ist im wesentlichen auf
den Bereich des Induktionsko¨rpers beschra¨nkt. Dagegen zeigen die Realteile der Verti-
kalkomponenten zH und zD direkt u¨ber der Anomalie einen Nulldurchgang, und das Ma-
ximum bzw. Minimum wird außerhalb der eigentlichen anomalen Struktur erreicht. Eine
Leitfa¨higkeitsanomalie kann also das vertikale Magnetfeld noch in betra¨chtlicher Entfer-
nung beeinflussen. Der Abstand zwischen Minimum und Maximum bei einer Profilauf-
tragung von Bz kann Hinweise auf die Tiefenlage der Anomalie geben. Je oberfla¨chenaher
eine zweidimensionale Struktur liegt, desto geringer wird der Abstand.
Die Nebendiagonalelemente sind u¨berall klein. Auffa¨llig ist, daß sich im Re{hD} an den
Ecken der Struktur lokale Maxima bzw. Minima zeigen.
14Wenn im folgenden der Perturbationstensor W erwa¨hnt wird, sind im allgemeinen nur die horizontalen
¨Ubertragungsfunktionen gemeint. Nebendiagonalelemente sind also hD und dH , die Hauptdiagonalele-
mente entsprechend hH und dD.
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Abbildung 1.6: Die Realteile aller Elemente des Perturbationstensors inklusive der ver-
tikalen U¨bertragungsfunktionen fu¨r Modell V (Abbildung 1.5) bei einer
Periode von 85 s.
Die ¨Ubertragungsfunktionen fu¨r das vertikale Magnetfeld werden oft in Form von so-
genannten Induktionspfeilen15 (IP) dargestellt. Dabei werden in der Regel die lokalen
¨Ubertragungsfunktionen verwendet:
IP = zlHex + zlDey.
Man bezeichnet den aus Realteilen gebildeten Pfeil auch als Realpfeil, den anderen ent-
sprechend als Imagina¨rpfeil. Tra¨gt man sie in einer Karte u¨ber lateralen Leitfa¨higkeits-
15Auch die Bezeichnung Induktionsvektor ist u¨blich. Sie ist allerdings irrefu¨hrend, da beispielsweise eine
Vektoraddition von Induktionspfeilen physikalisch nicht korrekt ist. Nur bei induktiv schwach gekop-
pelten Anomalien ist sie na¨herungsweise mo¨glich (SIEMON, 1997).
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kontrasten auf, so zeigen die Pfeile vom guten Leiter weg16,17 .
Ganz entsprechend werden Perturbationspfeile aus den horizontalen ¨Ubertragungsfunk-
tionen des Magnetfeldes gebildet:
p = hHex + dHey
q = hDex + dDey.
Rotiert man diese Pfeile um 90◦ gegen den Uhrzeigersinn, so zeigen sie Sta¨rke und Rich-
tung des anomalen Stromflusses an, welcher dem nordwa¨rts (q) bzw. westwa¨rts (p) flie-
ßenden normalen Stromfluß u¨berlagert ist (SCHMUCKER, 1970).
{z  }{z  }
{z  }
{z  }
H
H
D D
{h  }
{h  }
{h  }
{h  }
H
H
D
D
Re
Im
Re Im
Re
Im
Re
Im
{d  }{d  }{d  }{d  } ImRe Im ReH H D D
p
x,N
y,Oy,O
x,N
q
Abbildung 1.7: Die Darstellung magnetischer U¨bertragungsfunktionen in Form von In-
duktionspfeilen und Perturbationspfeilen.
1.8 Verzerrung elektromagnetischer Felder durch lokale
Sto¨rko¨rper
Im folgenden soll das Problem der elektromagnetischen Streuung an einem Ko¨rper mit
dem Volumen V im homogenen Medium betrachtet werden. Zur Lo¨sung der Helmholtz-
gleichung werden das elektrische Feld und die Leitfa¨higkeit in anomale und normale An-
teile aufgespalten. Es ist also σa(r) = σ(r)−σn und Ea(r) = E(r)−En(r). Die Differen-
tialgleichung fu¨r das elektrische Feld lautet dann (WEAVER, 1994):
∇× (∇×E(r))−µiωσnE(r) = µiωσa(r)E(r). (1.22)
16Das gilt gleichermaßen, wenn die einzelnen Elemente rotiert und die Pfeile im neuen Koordinatensystem
dargestellt werden.
17Konzept nach WIESE (1962). Bei einer Auftragung der Pfeile nach PARKINSON (1959) zeigen sie zum
guten Leiter hin.
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Der Term µiωσa(r)E(r) kann als an dem Sto¨rko¨rper gestreutes Stromfeld aufgefaßt wer-
den.
Dru¨ckt man das anomale elektrische Feld mit Hilfe Greenscher Funktionen aus, ergibt
sich
Ea(r) = iωµ
∫
V
G(r,r′)σa(r′)E(r′)dr′. (1.23)
Dabei bezeichnet r′ den Ortsvektor zu einem Quellpunkt, das heißt zu einem Punkt inner-
halb der Anomalie. Der Vektor r′ kennzeichnet den Beobachtungspunkt. Die zugeho¨rige
dyadische Greensche Funktion muß dann
∇×∇×G(r,r′)−µiωσnG(r,r′) = I δ(r,r′) (1.24)
erfu¨llen, wobei I die Einheitsmatrix darstellt. Mit dem Ansatz (KONG, 1975)
G(r,r′) = (I + 1k2 ∇r∇r)g(r,r
′) , wobei k2 = µiωσn ist,
vereinfacht sich (1.24) zu einer inhomogenen Helmholtzgleichung
(∇2 + k2)g(r,r′) =−δ(r,r′)
mit der skalaren Greenschen Funktion g(r,r′). In Kugelkoordinaten lautet die Lo¨sung
(KONG, 1975; ARFKEN, 1985):
g(r,r′) =
eik|r−r′|
4pi|r− r′| .
Damit ergibt sich fu¨r das elektrische Feld innerhalb und außerhalb des Sto¨rko¨rpers fol-
gende Integralgleichung:
E(r) = En(r)+ iωµ
∫
V
g(r,r′)σa(r′)E(r′)dr′+
1
σn
∇r∇r ·
∫
V
g(r,r′)σa(r′)E(r′)dr′. (1.25)
In dieser Formulierung wird das gestreute elektrische Feld durch die Summe von zwei
Integraltermen dargestellt, die nichtlinear in σa(r) sind. Der erste Term beschreibt den
induktiven Effekt des Sto¨rko¨rpers, der zweite eine galvanische Streuung durch Ladungs-
anha¨ufung an Grenzfla¨chen.
Zur Lo¨sung des Problems kann eine Linearisierung mit Hilfe der Bornschen Na¨herung
(BORN, 1933) vorgenommen werden. Dabei wird das elektrische Feld in den Integralter-
men durch das normale elektrische Feld ersetzt: E≈ En. Dieser Ansatz ist allerdings nur
anwendbar bei Problemstellungen, bei denen der Leitfa¨higkeitskontrast σa nicht zu groß
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und solange der Streuko¨rper relativ klein ist, bzw. die betrachteten Perioden lang genug
sind (BORN & WOLF, 1980).
Deshalb schlugen HABASHY et al. (1993) eine Erweiterung der Bornschen Na¨herung vor:
Das elektrische Feld innerhalb der Inhomogenita¨t wird dabei beschrieben durch
E(r′) = Γ(r′) ·En(r′)≈ Γ(r′) ·En(r), (1.26)
wobei
Γ(r) =
I−(iωµI + 1
σn
∇r∇r
)∫
V
g(r,r′)σa(r′)dr′
−1 .
Innerhalb des Ko¨rpers kann das Feld ra¨umlich variieren, das elektrische Normalfeld soll
sich aber u¨ber der Inhomogenita¨t nicht a¨ndern und kann so am Ort des Sto¨rko¨rpers durch
den Wert am Beobachtungspunkt ersetzt werden. Im Grenzfall sehr langer Perioden ω→ 0
wird der Term reell, und das elektrische Feld im Sto¨rko¨rper ist dann in Phase mit dem
elektrischen Normalfeld. Insgesamt erha¨lt man
E(r) = C(r) ·En(r) (1.27)
mit
C(r) = I +
(
iωµI +
1
σn
∇r∇r
)
·
∫
V
g(r,r′)σa(r′)Γ(r′)dr′. (1.28)
C(r) wird als Verzerrungstensor des elektrischen Feldes bezeichnet. Hier werden nur die
horizontalen Feldkomponenten betrachtet, so daß es sich um eine (2,2)-Matrix handelt.
Sa¨mtliche Elemente sind im allgemeinen Fall komplex. Nur falls der induktive Term in
(1.25) sehr klein im Vergleich zum galvanischen Term ist, werden alle Elemente reell,
und C(r) beschreibt eine galvanische Verzerrung des elektrischen Feldes. Im Fall einer
regionalen ein- oder zweidimensionalen Struktur ko¨nnen sich dann die Amplituden, nicht
jedoch die Phasen der ¨Ubertragungsfunktionen a¨ndern. Das nachfolgende Beispiel (Ab-
bildung 1.8) verdeutlicht das. Hier wurde ein eindimensionales Modell mit und ohne lo-
kalen Sto¨rko¨rper gerechnet und die Ergebnisse zusammen dargestellt.
Man erkennt, daß die Phasenkurven beider Polarisationen zuna¨chst bis etwa 30 s aufspal-
ten und sich dann der Kurve des eindimensionalen Modells na¨hern. Schließlich liegen alle
Kurven deckungsgleich aufeinander und lassen sich nicht mehr unterscheiden. Bei sehr
kurzen Perioden hat die Anomalie einen induktiven Einfluß und wirkt in diesem Sinne
auch nicht als
”
lokaler“ Sto¨rko¨rper.
Beim Frequenzgang des scheinbaren spezifischen Widerstandes spalten die beiden Polari-
sationen ebenfalls zu Beginn auf, laufen aber im Unterschied zu den Phasenkurven nicht
wieder zusammen. Ab einer gewissen Periode (im Beispiel fast von Beginn an) ist die
Aufspaltung frequenzunabha¨ngig. Beide Kurven haben dann die gleiche Form und sind
nur gegeneinander verschoben. Man spricht in diesem Fall auch von einem static shift.
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Abbildung 1.8:
Einfluß der galvanischen Verzer-
rung durch einen lokalen Sto¨rko¨rper
auf den Frequenzgang der Phase
und des scheinbaren spezifischen
Widerstandes.
Der Verzerrungstensor des magnetischen Feldes kann in analoger Weise hergeleitet wer-
den (CHAVE & SMITH, 1994). Die Anwendung des Ampe`reschen Gesetzes auf (1.25)
ergibt die Integralgleichung fu¨r das magnetische Feld:
B(r) = Bn(r)+ µ∇×
∫
V
g(r,r′)σa(r′)E(r′)dr′.
Das anomale magnetische Feld entsteht durch ra¨umliche Variationen des elektrischen Fel-
des (∇×E) und ist somit in Phase mit dem elektrischen Normalfeld (RITTER, 1996). Mit
(1.26) erha¨lt man
B(r) = Bn(r)+ D(r) ·En(r), (1.29)
wobei
D(r) = µ∇×
∫
V
g(r,r′)σa(r′)Γ(r′)dr′. (1.30)
Ebenso wie beim Verzerrungstensor des elektrischen Feldes C(r) sind die Elemente von
D(r) im Grenzfall der galvanischen Verzerrung reell und ha¨ngen nur vom Beobachtungs-
ort ab.
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2 Strukturbestimmungen
In Kapitel 1 wurden die Grundzu¨ge der magnetotellurischen Methode anhand des eindi-
mensionalen Falls behandelt. Die Impedanz (1.15) nimmt hier die einfache Gestalt einer
Matrix1 an, die nur aus zwei Elementen auf der Nebendiagonalen besteht. Beide haben
die gleichen Betra¨ge und unterscheiden sich nur durch das Vorzeichen:
Zn =
(
0 Z
−Z 0
)
. (2.1)
Die Hauptdiagonalelemente verschwinden unabha¨ngig von der Wahl des Koordinatensy-
stems, in dem gemessen wurde (Rotationssymmetrie). Sind die Nebendiagonalelemente
sogar frequenzunabha¨ngig, ist der Halbraum homogen.
Im allgemeinen wird die Leitfa¨higkeit nicht mehr nur tiefenabha¨ngig sein, sondern daru¨ber
hinaus in den horizontalen Richtungen variieren. Dann ko¨nnen parallele Feldkomponen-
ten miteinander korreliert sein, und der Impedanztensor ist auch auf der Hauptdiagonalen
besetzt: (
Ex
Ey
)
=
(
Zxx Zxy
Zyx Zyy
)(
Bx
By
)
. (2.2)
Entsprechend ist in diesem Fall der Perturbationstensor W ebenfalls voll besetzt. Die
zugeho¨rigen Induktionsgleichungen sind dann in der Regel nur noch mit numerischen
Methoden zu lo¨sen.
Fu¨r das Versta¨ndnis der Zusammenha¨nge ist es sinnvoll, zuna¨chst einige Spezialfa¨lle zu
betrachten. Es zeigt sich außerdem in der Praxis, daß ein Großteil der gemessenen Daten
auf der Basis von relativ einfachen Modellvorstellungen interpretiert werden kann.
1In der Geophysik ist die Bezeichnung Impedanztensor u¨blich.
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2.1 Modellvorstellungen in der elektromagnetischen
Tiefenforschung
2.1.1 Die Nebendiagonalform des Impedanztensors
Im Fall der reinen zweidimensionalen Leitfa¨higkeitsverteilung a¨ndert sich die Streichrich-
tung in nur einer horizontalen Richtung. Hier soll sie in y-Richtung verlaufen, das heißt
σ = σ(x,z). Die Ableitungen der Felder in y-Richtung verschwinden dann
(∂F/∂y = 0) und die Maxwellschen Gleichungen entkoppeln in zwei voneinander un-
abha¨ngige Gruppen.
Die Gleichungen der ersten Gruppe beschreiben einen parallel zur Streichrichtung fließen-
den Strom, der von einem magnetischen Feld in der (x,z)-Ebene umgeben ist. Das elek-
trische Feld ist tangential zur Streichrichtung polarisiert und besitzt keine z-Komponente.
Man bezeichnet diesen Fall als E-Polarisation.
Im umgekehrten Fall, der B-Polarisation, beschreiben die Gleichungen ein magnetisches
Feld, das parallel zur Streichrichtung polarisiert ist, umgeben von einem elektrischen Feld
in der (x,z) -Ebene. In Abbildung 2.1 ist dies dargestellt.
E-Polarisation B-Polarisation
∂
∂zBx− ∂∂xBz = µσEy ∂∂xBy =−µσEz
∂
∂zEy =−iωBx ∂∂zBy =−µσEx
∂
∂xEy = iωBz
∂
∂zEx− ∂∂xEz = iωBy
B x
E y B y
E x, ,B z E z
z
x x
y y
z
Abbildung 2.1: Eine schematische Darstellung der E- und B-Polarisation anhand einer
isolierten 2D-Struktur in einem geschichtetem Halbraum.
Im Koordinatensystem der Streichrichtung2 sind die Hauptdiagonalelemente wie im ein-
dimensionmalen Fall null, die Nebendiagonalelemente sind jedoch zudem untereinander
2Die Streichrichtung kennzeichnet im zweidimensionalen Fall die Richtung, in der sich die Leitfa¨higkeit
nicht a¨ndert.
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verschieden:
Z =
(
0 Zxy
Zyx 0
)
. (2.3)
In diesem Beispiel geho¨rt Zxy zur B-Polarisation und Zyx zur E-Polarisation. Es ist dabei zu
beachten, daß im zweidimensionalen Fall durch Induktion in der Leitfa¨higkeitsanomalie3
auch sekunda¨re Felder in z-Richtung entstehen, die im eindimensionalen Fall (Gleichung
2.1) nicht auftreten.
In Abbildung 2.1 erkennt man bereits, daß ein anomales magnetisches Feld nur im Fall der
E-Polarisation entsteht, da das Magnetfeld parallel zur Streichrichtung konstant ist, bzw.
dem Normalfeld entspricht. Es ist By = Bny und somit Bay = 0. Der Perturbationstensor
besteht im richtigen Koordinatensystem nur aus einem von null verschiedenen Element
auf der Hauptdiagonalen. Welches dies ist, ha¨ngt davon ab, ob die x- oder die y-Richtung
der Streichrichtung entspricht. Fu¨r dieses Beispiel ist:
W =
(
hH 0
0 0
)
. (2.4)
2.1.2 Anisotropie der Leitfa¨higkeit
Legt man die Vorstellung einer zweidimensionalen Struktur zugrunde (s. Abbildung 2.1),
so weist der Impedanztensor nur in der Na¨he des Leitfa¨higkeitskontrastes die Form (2.3)
auf. Nun wird der Meßpunkt in x-Richtung verschoben. Bei fortschreitender Entfernung
von der 2D-Struktur na¨hert sich die jeweils bestimmte Impedanz dann immer mehr der
eindimensionalen Form (2.1) an, weil der Einfluß der Anomalie immer geringer wird.
In der Praxis wird allerdings zum Teil der Fall beobachtet, daß ein Verschieben der Meß-
station bzw. die Messung an mehreren Stationen in einem Array die grundsa¨tzliche (zwei-
dimensionale) Form der Impedanztensoren nicht a¨ndert.
Diese Beobachtung fu¨hrte zum Konzept der Anisotropie der elektrischen Leitfa¨higkeit.
Die Leitfa¨higkeit kann in allen drei Raumrichtungen variieren. Mit den Methoden der
elektromagnetischen Tiefenforschung ko¨nnen jedoch nur horizontale Komponenten er-
kannt werden, so daß im folgenden auschließlich auf die laterale Anisotropie eingegangen
wird. Zur Erkla¨rung der Beobachtungen werden zwei Modellvorstellungen herangezogen.
Makroskopische Anisotropie
Die an der Oberfla¨che beobachtete Anisotropie der Leitfa¨higkeit wird durch makroskopi-
sche Strukturen erzeugt, die in den Untergrund eingebettet sind und so großra¨umig eine
Vorzugsrichtung des Stromflusses erzeugen. Das kann zum Beispiel eine Folge von La-
mellen, Ro¨hren oder a¨hnlichen zweidimensionalen Strukturen sein. Abbildung 2.2 zeigt
eine schematische Darstellung des Lamellenmodells.
3In der Regel werden im Sprachgebrauch der elektromagnetischen Tiefenforschung alle Leitfa¨higkeits-
verteilungen als anomal bezeichnet, die von einem eindimensionalen Halbraum abweichen.
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Meßstationen
σ2σ1
Abbildung 2.2: Schematische Darstellung der makroskopischen Anisotropie mit Hilfe des
Lamellenmodells. σ1 bezeichnet die Leitfa¨higkeit des umgebenden Medi-
ums, σ2 die Leitfa¨higkeit der Lamellen.
Mikroskopische oder intrinsische Anisotropie
Dieses Modell (Abbildung 2.3) beinhaltet die Vorstellung, daß die richtungsabha¨ngige
Leitfa¨higkeit dem untersuchten Material eingepra¨gt ist. Allgemein kann die richtungs-
abha¨ngige Leitfa¨higkeit durch einen vollbesetzten (3,3)-Tensor beschrieben werden. Fu¨r
geophysikalische Untersuchungen sind jedoch zwei Annahmen erlaubt, die die Form des
Tensors vereinfachen. Falls σ positiv definit und symmetrisch ist, kann man den Leitfa¨hig-
keitstensor auf Diagonalgestalt transformieren (MAURER, 1993; DEKKER & HASTIE,
1980):
σ′ =
 σ′x 0 00 σ′y 0
0 0 σ′z
 . (2.5)
Dabei kennzeichen σ′x, σ′y und σ′z die Leitfa¨higkeiten in den drei Hauptanisotropierichtun-
gen x′,y′ und z′. Diese bilden ein Orthogonalsystem (MAURER, 1993).
Meßstationen
σ
Abbildung 2.3: Schematische Darstellung der mikroskopischen Anisotropie. Die anisotro-
pe Schicht besitzt eine Leitfa¨higkeit σ der Form (2.5).
Allein anhand von elektromagnetischen Daten ist es in der Praxis nicht mo¨glich, zwischen
beiden Modellen zu unterscheiden. Grundsa¨tzlich ko¨nnen durch Messungen der Impedanz
in zwei orthogonalen Richtungen nur die beiden horizontalen Hauptanisotropierichtungen
bestimmt werden.
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2.1.3 Regionale Induktion und galvanische Verzerrung
Ein aus Felddaten bestimmter Impedanztensor wird in der Regel in keinem Koordina-
tensystem die Nebendiagonalform (2.1) oder (2.3) besitzen. Das kann mehrere mo¨gliche
Ursachen haben.
Zuna¨chst ist es natu¨rlich mo¨glich, daß die untersuchte Leitfa¨higkeitsverteilung dreidimen-
sional ist: σ = σ(x,y,z).
Weiterhin sind die Meßdaten mehr oder weniger fehlerbehaftet, so daß auch bei einer
1D- oder 2D-Struktur in der Praxis alle Elemente des Impedanztensors von null verschie-
den sind. Liegen jedoch die Hauptdiagonalelemente in der Gro¨ße des Datenfehlers, kann
dennoch davon ausgegangen werden, daß die Leitfa¨higkeitsverteilung nur ein- oder zwei-
dimensional ist.
Als dritte Mo¨glichkeit ist denkbar, daß die Meßdaten durch einen lokalen Sto¨rko¨rper im
Sinne einer galvanischen Verzerrung beeinflußt werden4.
Die Verzerrung der elektromagnetischen Felder kann mit (1.27) und (1.29) im galvani-
schen Grenzfall durch zwei reelle Matrizen beschrieben werden. Hier werden nur die
horizontalen Feldkomponenten betrachet, so daß es sich dabei um (2,2)-Matrizen han-
delt:
C =
(
Cxx Cxy
Cyx Cyy
)
und D =
(
Dxx Dxy
Dyx Dyy
)
. (2.6)
Regionales 1D-Modell & Verzerrung des E-Feldes
Zuna¨chst soll ausschließlich eine Verzerrung des elektrischen Feldes angenommen wer-
den. Im Fall eines geschichteten Halbraums mit lokalem Sto¨rko¨rper setzt sich die gemes-
sene Impedanz Z aus der normalen, das heißt unverzerrten Impedanz Zn und der reellen
Verzerrungsmatrix C zusammen:
Z = C Zn. (2.7)
Die explizite Form der Verzerrungsmatrix C ist normalerweise von untergeordnetem In-
teresse. Sie wird jedoch in der Regel beno¨tigt, um die unverzerrte Impedanz aus den
gemessenen ¨Ubertragungsfunktionen zu extrahieren.
Es wurden mehrere Methoden zur Entzerrung des Impedanztensors entwickelt.
So kann versucht werden, mit Hilfe des Z:H-Verfahrens allein aus unverzerrten Magnet-
feldern der Sq-Variationen eine normale Impedanz zu gewinnen. Anhand der so bestimm-
ten Verzerrungsmatrix ko¨nnen dann die Impedanzen fu¨r ku¨rzere Perioden entzerrt werden
(LARSEN, 1977).
Existiert eine unverzerrte Station im Meßgebiet, so kann auch anhand dieser Daten eine
Normalstruktur festgelegt werden, die fu¨r alle Stationen bei langen Perioden gu¨ltig ist und
so zur Entzerrung benutzt werden kann.
4 Unter einer lokalen Anomalie soll im folgenden eine im Vergleich zur Skintiefe sehr kleine Struktur
verstanden werden. Davon abgesehen kann sie eine beliebige (3D) Geometrie aufweisen. Eine regionale
Struktur soll in ihren horizontalen Dimensionen entsprechend großra¨umig sein.
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KEMMERLE (1977) versuchte durch oberfla¨chennahe Abtastung des Untergrundes mit
geoelektrischen Methoden zusa¨tzliche Informationen u¨ber die lokale Anomalie zu gewin-
nen und so die Verzerrungsmatrix zu bestimmen.
Regionales 2D-Modell & Verzerrung des E-Feldes
Der Ansatz (2.7) kann erweitert werden, indem anstelle eines geschichteten Halbraums
eine zweidimensionale regionale Struktur mit einem Streichwinkel θR zugelassen wird
(BAHR, 1988). Die regionalen Feldgro¨ßen genu¨gen dann dem Ausdruck ER = ZRBR und
der gemessene Impedanztensor besitzt die Form:
Z = RθR
(
Cxx Cxy
Cyx Cyy
)(
0 ZRxy
ZRyx 0
)
︸ ︷︷ ︸
ZR
RTθR. (2.8)
R bezeichnet die Rotationsmatrix5.
Regionales 2D-Modell & Verzerrung des E- und B-Feldes
Beru¨cksichtigt man nun noch eine Verzerrung des magnetischen Feldes
B = BR + D ER, erweitert sich der Ausdruck (2.8) zu der Form
Z = RθRC Z
R (I + D ZR)−1 RTθR. (2.10)
Der zusa¨tzliche Faktor
(
I + D ZR
)−1
, der durch die Beru¨cksichtigung der magnetischen
Verzerrung entsteht, entha¨lt die magnetische Verzerrungsmatrix D gekoppelt mit der re-
gionalen Impedanz ZR und ist dementsprechend komplex und frequenzabha¨ngig. Im Ge-
gensatz zum Fall der ausschließlichen Beru¨cksichtigung der galvanischen Verzerrung des
elektrischen Feldes kann hier auch die Phase der Impedanz beeinflußt werden.
Der Einfluß der magnetischen Verzerrung fa¨llt jedoch mit √ω ab (GROOM & BAILEY,
1991), so daß dessen Einfluß bisher in der Regel vernachla¨ssigt wurde. Erst in ju¨ngerer
Vergangenheit wurde auch der Einfluß der magnetischen Verzerrung auf den Impedanz-
tensor untersucht (CHAVE & SMITH, 1994; SMITH, 1997).
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Um abzuscha¨tzen, inwieweit sich die Daten zumindest in erster Na¨herung durch die ge-
nannten Modelle erkla¨ren lassen, ist es sinnvoll, Kennzahlen zu betrachten, die Abwei-
chungen von bestimmten Modellen unmittelbar anzeigen. Insbesondere sollte es mo¨glich
5 Rotation einer Matrix M um den Winkel θ:
M′ = Rθ ·M ·RTθ mit Rθ =
(
cosθ sinθ
−sinθ cosθ
)
. (2.9)
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sein, den Fall einer dreidimensionalen Leitfa¨higkeitsverteilung zu erkennen. Da zuna¨chst
eine eventuell vorhandene Streichrichtung nicht bekannt ist, bieten sich rotationsinvarian-
te Kennzahlen an.
Ganz allgemein liegen die betrachteten ¨Ubertragungsfunktionen fu¨r die horizontalen Feld-
komponenten als komplexe (2,2)-Matrizen vor:
M =
(
m11 m12
m21 m22
)
mit M = Z,W. Nach einer Rotation um den Winkel θ mit der Rotationsmatrix (2.9) lauten
die Elemente im neuen Koordinatensystem (vgl. Abbildung 1.1) in expliziter Form:
m′11 = m11 cos
2 θ +(m12 + m21)sinθcosθ + m22 sin2 θ
m′12 = m12 cos
2 θ− (m11−m22)sinθcosθ−m21 sin2 θ
m′21 = m21 cos
2 θ− (m11−m22)sinθcosθ−m12 sin2 θ
m′22 = m22 cos
2 θ− (m12 + m21)sinθcosθ + m11 sin2 θ.
Aus den einzelnen Elementen ko¨nnen durch Linearkombination neue Maßzahlen gebildet
werden. Man kann zeigen, daß genau 7 linear unabha¨ngige Linearkombinationen existie-
ren, die gegenu¨ber einer Rotation des Koordinatensystems invariant sind (SZARKA &
MENVIELLE, 1997)6.
Ein mo¨glicher Satz relativ einfach aufgebauter rotationsinvarianter Maßzahlen lautet zum
Beispiel:
• r1 = Re{(m12−m21)/2}
• r2 = Im{(m12−m21)/2}
• r3 = Re{(m11 + m22)/2}
• r4 = Im{(m11 + m22)/2}
• r5 = det(Re{M}) = Re{m11}Re{m22}−Re{m12}Re{m21}
• r6 = det(Im{M}) = Im{m11}Im{m22}− Im{m12}Im{m21}
• r7 = Im{det(M) = Re{m11}Im{m22}−Re{m12}Im{m21}
+ Im{m11}Re{m22}− Im{m12}Re{m21}.
Es gibt mehrere Sa¨tze von sieben unabha¨ngigen Rotationsinvarianten einer komplexen
Matrix. Die Entscheidung, welchen man auswa¨hlt, ha¨ngt von der Art der Fragestellung
ab. Nur wenige Maßzahlen des Impedanztensors besitzen beispielsweise eine unmittel-
bar einsichtige (geo-)physikalische Relevanz. In den folgenden Kapiteln werden einige
vorgestellt.
6Eine reelle (2,2)-Matrix besitzt 3 rotationsinvariante Maßzahlen.
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2.2.1 Anwendungen in der Magnetotellurik
In der Magnetotellurik werden verschiedene rotationsinvariante Maßzahlen des Impe-
danztensors zur Interpretation verwendet.
YEE & PAULSON (1987) fu¨hrten eine Eigenwertzerlegung des Impedanztensors durch
und benutzten reelle Eigenwerte σ21,2 = 1/2‖Z‖2f ± ((1/2‖Z‖2f )2− |det(Z)|2)1/2 sowie
die Frobenius-Norm ‖Z‖ f = (|Zxx|2 + |Zxy|2 + |Zyx|2 + |Zyy|2)1/2.
EGGERS (1982) verwendete komplexe Pseudoeigenwerte
λ1,2 = (Zxy−Zyx)/2± (((Zxy−Zyx)/2)2−det(Z))1/2.
BERDICHEVSKY & DMITRIEV (1976) fu¨hrten die effektiven Impedanzen
ZIeff = (Zxy−Zyx)/2 und ZIIeff =
√
ZxxZyy−ZxyZyx (2.11)
ein.
Bis auf die Berdichevsky-Invarianten sind die genannten Kennzahlen allerdings eher ma-
thematischer Natur und der unmittelbaren Anschauung wenig zuga¨nglich. Abschließend
werden noch zwei weitere Kennzahlen vorgestellt, die mit den zuvor dargestellten Mo-
dellen in unmittelbarem Zusammenhang stehen.
Als Maßzahl dafu¨r, inwieweit die Vorstellung von der einfachen zweidimensionalen Mo-
dellvorstellung (2.3) u¨berhaupt paßt, kann die Schiefe des Impedanztensors nach SWIFT
(1967) betrachtet werden :
κ =
|Zxx + Zyy|
|Zxy−Zyx| . (2.12)
Im idealen ein- oder zweidimensionalen Fall ist sie null. Die tatsa¨chliche Abweichung
kann bis zu einem gewissen Grad als Maß fu¨r die Dreidimensionalita¨t der untersuchten
Leitfa¨higkeitsverteilung angesehen werden. Nachfolgendes Beispiel (Abbildung 2.4) illu-
striert dies. Hier wurde die Schiefe κ fu¨r das Modell V (Modellbeschreibung in Abbildung
1.5) berechnet.
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Abbildung 2.4:
Darstellung von κ u¨ber dem Modell
V (s. Abbildung 1.5) bei einer Peri-
ode von 85 s.
Man erkennt, daß die Schiefe an den Endpunkten der V-fo¨rmigen Anomalie besonders
groß wird und Werte von κ> 0.2 erreicht. Etwa in der Mitte der beiden Seiten wird κ≈ 0
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und zeigt an, daß die Leitfa¨higkeitsverteilung an dieser Stelle im Vergleich zur Skintiefe
der betrachteten Frequenz zweidimensional ist.
Bemerkenswert ist, daß direkt im Winkel die Schiefe sehr kleine Werte besitzt, obgleich
die Struktur hier in ho¨chstem Grade dreidimensional ist. Der Stromfluß verla¨uft sym-
metrisch zu den beiden Seiten der Figur und spiegelt offenbar eine zweidimensionale
Struktur wider.
An dieser Modellstudie wird deutlich, daß eine Interpretation der Schiefe κ nur in ei-
ne Richtung eindeutig ist: Sofern eine zweidimensionale Struktur vorliegt, muß κ ≈ 0
sein, andererseits kann κ jedoch auch auf den Symmetrieachsen von dreidimensionalen
Strukturen sehr klein werden (s. a. TING & HOHMANN, 1981). Sofern es mit diesen Ein-
schra¨nkungen u¨berhaupt sinnvoll ist, einen Schwellenwert zur Unterscheidung von zwei-
und dreidimensionalen Strukturen zu bilden, sollte dieser sehr klein sein: κ< 0.1. Bei Ver-
wendung von gro¨ßeren Werten (z. B. κ < 0.3, SCHEELKE, 1972) ist die Gefahr gegeben,
eine dreidimensionale Struktur auf der Grundlage von zweidimensionalen Modellvorstel-
lungen zu interpretieren.
Die erweiterte zweidimensionale Modellvorstellung (2.7) und (2.8) sieht zusa¨tzlich zu
einer regionalen Struktur lokale Inhomogenita¨ten vor, die nur im Sinne einer galvanischen
Gleichstromverzerrung Einfluß auf die Messungen haben.
Es gibt verschiedene Analysemethoden des Impedanztensors, die auf diesem Modellan-
satz beruhen (ZHANG, 1987; BAHR, 1988; GROOM & BAILEY, 1989; CHAVE & SMITH,
1994). Einen ¨Uberblick u¨ber verschiedene Ana¨tze geben z. B. GROOM & BAHR (1992).
Fu¨r den Fall der Superposition einer lokalen 3D-Anomalie mit einer regionalen 2D-
Struktur gibt es ebenfalls eine rotationsinvariante Maßzahl, die Abweichungen von die-
sem Modell anzeigt.
Die phasensensitive Schiefe nach BAHR (1988) ist7:
η =
√
[D1,S2]− [S1,D2]
|D2| (2.13)
mit den modifizierten Impedanzen
S1 = Zxx + Zyy S2 = Zxy + Zyx (2.14)
D1 = Zxx−Zyy D2 = Zxy−Zyx.
Im Vergleich zur Schiefe κ werden hier die Phasen des Impedanztensors ausgewertet. Sie
werden durch eine Verzerrung der elektrischen Felder nicht beeinflußt.
Zur Illustration wurde das Modell V (Abbildung 1.5) erweitert: Um die galvanische Ver-
zerrung zu simulieren, wurden zusa¨tzlich zu der regionalen V-fo¨rmigen Struktur mehrere
kleine, gut leitende Blo¨cke in der obersten Schicht eingebracht.
Die Resultate der Modellstudien sind in Abbildung 2.5a und 2.5b gezeigt.
Der Vergleich der Auftragung von η u¨ber dem Modell mit (2.5a) und ohne Sto¨rko¨rper
(2.5b) zeigt, daß die im Vergleich zur regionalen Struktur kleinen Anomalien so gut wie
7 [A,B] = Re{A}Im{B}− Im{A}Re{B}
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keinen Einfluß auf das Verhalten von η haben. Die fla¨chenhaften Darstellungen weisen
keine signifikanten Unterschiede auf. An den Endpunkten sowie im Bereich des Winkels
liegen die Werte von η in beiden Modellstudien zwischen 0.2 und 0.35, in der Mitte der
Seiten bei 0.05 - 0.15.
a) Mit lokalen Inhomogenita¨ten
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b) Ohne lokale Inhomogenita¨ten
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η Abbildung 2.5:
Darstellung von η und κ fu¨r das
Modell V bei 85 s. Dabei sind in der
Modellstudie a) zusa¨tzlich in der
obersten Schicht willku¨rlich verteil-
te Blo¨cke von 10 x 5 x 1 km Gro¨ße
vorhanden. Fall b) zeigt η fu¨r das
Modell V ohne lokale Anomalien in
der obersten Schicht (bzgl. κ vgl.
Abb. 2.4).
Im Vergleich dazu reagiert κ sehr stark auf die lokalen Anomalien. An den Eckpunkten
und im Winkel wird zwar κ> 0.2. Allerdings zeigt κ auch außerhalb der regionalen Mo-
dellstruktur lokale Maxima, die durch die kleinra¨umigen Anomalien hervorgerufen wer-
den und in etwa die gleiche Amplitude aufweisen. Ru¨ckschlu¨sse auf die Dimensionalita¨t
der regionalen Leitfa¨higkeitsverteilung sind nicht mehr mo¨glich.
Falls η > 0.3 ist, kann von einer regionalen 3D-Anomalie ausgegangen werden (BAHR,
1991). Auch in diesem Fall ist jedoch zu beachten, daß umgekehrt nicht jede dreidimen-
sionale Struktur auch als solche erkannt wird. Wie κ besitzt auch η im Winkel der Mo-
dellstruktur kleine Werte.
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2.2.2 Anwendungen in der erdmagnetischen Tiefensondierung
Aus den Elementen des Perturbationstensors W lassen sich in entsprechender Weise ro-
tationsinvariante Parameter konstruieren. Die Maßzahlen, die den im vorherigen Kapitel
aus dem Impedanztensor gebildeten entsprechen, lauten:
• r1 = Re{E2/2}
• r2 = Im{(E2)/2}
• r3 = Re{(T1)/2}
• r4 = Im{(T1)/2}
• r5 = det(Re{W})
• r6 = det(Im{W})
• r7 = Im{det(W)}
mit den Ausdru¨cken analog zu (2.14):
T1 = hH + dD T2 = hD + dH (2.15)
E1 = hH−dD E2 = hD−dH .
Alle Maßzahlen wurden wieder fu¨r das Modell V berechnet. In Abbildung 2.6 sind die
Resultate fu¨r die Periode 85 s dargestellt.
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Abbildung 2.6: Darstellung von sieben rotationsinvarianten Maßzahlen des Perturba-
tionstensors fu¨r das Modell V (Abbildung 1.5) bei 85 s.
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Die Form der Anomalie wird durch Re{T1/2} sehr gut abgebildet. Im Vergleich zu a¨hnli-
chen Studien mit den Rotationsinvarianten des Impedanztensors (SZARKA & MENVIEL-
LE, 1997) sind hier insbesondere die Kanten der Struktur deutlich zu erkennen. Wa¨hrend
jedoch die Schiefen des Impedanztensors nicht nur den Winkel der Anomalie als dreidi-
mensionale Struktur erkennen, sondern auch die Endpunkte der jeweiligen Seiten, zeigt
hier keine der magnetischen Rotationsinvarianten ein signifikant anomales Verhalten. Der
Symmetrieeffekt im Winkel wird allerdings auch hier bei fast allen Parametern deutlich.
Nur die Auftragung der Parameter det(Re{W}) und Im{det(W)} la¨ßt direkt im Winkel
eine lokale Anomalie erkennen. Dabei wird der Knick in der Struktur von det(Re{W})
noch scha¨rfer abgebildet.
Auch das Verhalten von Im{E2/2} ist interessant: Hier werden die Bereiche des Modells
besonders hervorgehoben, die na¨herungsweise eine zweidimensionale Leitfa¨higkeitsver-
teilung aufweisen. Sowohl der Winkel als auch die Endpunkte der Seiten haben keinen
signifikanten Einfluß auf diesen Parameter.
Durch Linearkombination ist es mo¨glich, weitere Maßzahlen zu erzeugen. Man kann eine
Schiefe analog zu der des Impedanztensors bilden: κG = E2/T1 (z. B. SCHMUCKER &
WEIDELT, 1975) Sie wird im zweidimensionalen Fall null. Im 1D-Fall sind aber alle
Elemente des Perturbationstensors null, und die Schiefe ist unbestimmt. Man kann diese
Schwierigkeiten umgehen, wenn anstelle des anomalen Magnetfeldes das absolute Feld
verwendet wird:
B = WBn + Bn = (W + I)︸ ︷︷ ︸
W∗
Bn.
Die entsprechende Schiefe des Perturbationstensors lautet dann:
κG∗ =
hD−dH
hH + dD + 2
(2.16)
(z. B. SIEMON, 1991). In a¨hnlicher Weise kann man
det(Re{W∗}) = det(Re{W})+ Re{T1}+ 1
Im{det(W∗)} = Im{det(W)}+ Im{T1}
bilden. Von den vorgestellten Maßzahlen zeigen det(Re{W}) und Im{det(W) keinen
deutlichen Symmetrieeffekt und reagieren auf eine abknickende zweidimensionale Struk-
tur empfindlicher als die magnetotellurischen Schiefen und die Schiefe (2.16). Zur Dar-
stellung werden folgende Gro¨ßen gebildet:
κG1 =
√
|det(Re{W})| (2.17)
κG2 =
√
|Im{det(W)|. (2.18)
In Abbildung 2.7 sind die Parameter κG1, κG2 und κG∗ zum Vergleich abgebildet. Sie
wurden fu¨r das Modell V mit lokalen Anomalien bei der Periode 85 s berechnet.
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Abbildung 2.7:
Die Parameter κG1, κG2 und κG∗
fu¨r das Modell V (Abbildung 1.5)
mit lokalen Sto¨rko¨rpern.
Beim Vergleich von κG1 und κG1 sowohl untereinander als auch mit den Auftragungen der
entsprechenden Gro¨ßen det(Re{W}) und Im{det(W) in Abbildung 2.6 fa¨llt auf, daß κG1
von lokalen Anomalien viel weniger beeinflußt wird als κG2. Beide Parameter unterschei-
den sich unter anderem dadurch, daß κG2 eine Mischung aus Imagina¨r- und Realteilen der
magnetischen ¨Ubertragungsfunktionen darstellt, wa¨hrend κG1 nur aus den Realteilen ge-
bildet wird. Mo¨glicherweise wird der Imagina¨rteil der magnetischen ¨Ubertragungsfunk-
tionen sta¨rker durch kleinra¨umige Anomalien beeinflußt.
Insgesamt zeigen die durchgefu¨hrten Modellstudien, daß eine Auswertung der Rotations-
invarianten des Perturbationstensors Beitra¨ge zur Strukturbestimmung von unbekannten
Leitfa¨higkeitsverteilungen liefern kann.
Die Form einer Leitfa¨higkeitsanomalie kann bei einer fla¨chenhaften Darstellung geeig-
neter Parameter (etwa Re{T1/2}) ausgezeichnet abgebildet werden. Auch im Hinblick
auf Fragestellungen, inwieweit sich Daten zweidimensional interpretieren lassen, kann
die Analyse der verschiedenen Maßzahlen vorteilhaft sein. Insbesondere Symmetrieef-
fekte, die eine zweidimensionale Struktur vorta¨uschen, ko¨nnen sicherer als bei alleiniger
Verwendung der magnetotellurischen Schiefen erkannt werden: Zur Identifizierung einer
zweidimensionalen Struktur sollten sowohl κG1 als auch η klein sein.
Eine kombinierte Auswertung der magnetotellurischen und der magnetischen Rotations-
invarianten erscheint somit sinnvoll.
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2.3 Rotationswinkel
Die Interpretation magnetotellurischer Daten wird wesentlich vereinfacht, wenn es ge-
lingt, ein Koordinatensystem zu finden, in dem der Impedanztensor die Nebendiago-
nalform besitzt oder aber die Charakteristika des Superpositionsmodells (2.8) aufweist.
Abha¨ngig von der zugrundeliegenden Modellvorstellung gibt es mehrere Ansa¨tze, die es
ermo¨glichen, einen Rotationswinkel aus dem Impedanztensor zu berechnen8.
2.3.1 Behandlung des Impedanztensors
• Rotationswinkel nach SWIFT
Im richtigen Koordinatensystem besitzt der Impedanztensor im idealen 2D-Fall die
Nebendiagonalform. Als Drehkriterium kann somit versucht werden, die Summe
der Hauptdiagonalelemente zu minimieren: |Z′xx|2 + |Z′yy|2 →Min.9 Das fu¨hrt auf
die analytische Lo¨sung (SWIFT, 1967):
αS =
1
4
arctan
(
2Re{S2D∗1}
|D1|2 + |S2|2
)
. (2.19)
Damit das so gefundene Extremum ein Minimum ist, muß die zweite Ableitung
nach α positiv sein. Der berechnete Winkel ist letztendlich nur bis auf pi/2 be-
stimmt. In der Praxis bedeutet das, daß man allein anhand des Drehwinkels nicht
entscheiden kann, ob beispielsweise die x′-Richtung des neuen (rotierten) Koordi-
natensystems parallel oder senkrecht zum lateralen Leitfa¨higkeitskontrast verla¨uft.
Um eine Zuordnung der Nebendiagonalelemente zu E- und B-Polarisation vorzu-
nehmen, ist daher eine weitere Gro¨ße no¨tig, etwa das vertikale Magnetfeld, welches
nur in E-Polarisation auftritt.
• Rotationswinkel nach BAHR
In der Praxis erweist sich der Swift-Winkel als recht stabil, es ist dabei jedoch oft
zu beobachten, daß er u¨ber einen langen Periodenbereich anna¨hernd konstant bleibt
(z. B. PETER, 1994). Die Ursache wird aber in der Regel nicht in einer tiefreichen-
den regionalen 2D-Struktur zu suchen sein, die die Felder u¨ber einen sehr großen
Periodenbereich beeinflußt.
Da der Swift-Winkel wie der scheinbare spezifische Widerstand nur aus den Am-
plituden des Impedanztensors gebildet wird, gehen die Auswirkungen einer galva-
nischen Verzerrung des elektrischen Feldes in die Bestimmung mit ein. Das kann
8Zur Problematik der Bestimmung von Rotationswinkeln aus Felddaten, die fehlerbehaftet und mo¨glicher-
weise lokal verzerrt sind vgl. a. JONES & GROOM (1993)
9 Eine Maximierung der Hauptdiagonalelemente |Z′xy|2 + |Z′yx|2 → Max. fu¨hrt auf die gleiche Lo¨sung
(SCHEELKE, 1972).
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zur Folge haben, daß kleinra¨umige Anomalien den Swift-Winkel u¨ber einen weiten
Periodenbereich bestimmen und die regionale Streichrichtung u¨berdeckt wird.
Da die Phasen der Impedanz nicht durch die lokalen Sto¨rko¨rper beeinflußt werden,
bietet es sich an, ein Drehkriterium zu benutzten, welches auf der Phaseninforma-
tion des Impedanztensors beruht.
Man geht von dem Superpositionsmodell (2.8) aus. Im Koordinatensystem des re-
gionalen Streichens mu¨ssen die Phasen in den beiden Spalten von Z jeweils gleich
sein: Re{Z′xx}/Re{Z′yx}= Im{Z′xx}/Im{Z′yx} und
Re{Z′xy}/Re{Z′yy}= Im{Z′xy}/Im{Z′yy}.
Aus dieser Forderung ergibt sich eine analytische Lo¨sung fu¨r den Drehwinkel10
(BAHR, 1988):
αB =
1
2
arctan
(
[S1,S2]− [D1,D2]
[S1,D1]+ [S2,D2]
)
. (2.20)
Dieser Ansatz liefert sinnvolle Ergebnisse, solange η < 0.1 ist. Dann kann da-
von ausgegangen werden, daß die Modellannahme eines galvanischen Sto¨rko¨rpers
und einer regionalen 2D-Struktur in guter Na¨herung zutrifft. Fu¨r kleinere Abwei-
chungen (η < 0.3) von dieser Vorstellung kann der Ansatz (2.8) erweitert werden
(BAHR, 1991). Es wird zusa¨tzlich eine geringe Phasendifferenz δ innerhalb der
Spalten zugelassen:
Z =
(
CxyZyxeiδ CxxZxy
CyyZyx CyxZxye−iδ
)
. (2.21)
Als Drehkriterium wird gefordert, daß im Koordinatensystem des regionalen Strei-
chens der Betrag der Phasendifferenz in der linken Spalte arg{Z′xx}− arg{Z′yx}= δ
derjenigen der rechten Spalte (−δ) entspricht. So wird eine Bevorzugung einer be-
stimmten Spalte vermieden. Der Ansatz (2.8) ist als Spezialfall δ = 0 enthalten.
Auch in diesem Fall kann der Drehwinkel in analytischer Form angegeben werden
(BAHR, 1991).
• Extremwerte der Phasendifferenz
Ist ausschließlich die Phase des Impedanztensors von Interesse, ist es sinnvoll, sie in
einem Koordinatensystem zu betrachten, in dem eine maximale Aufspaltung oder
auch eine minimale Abweichung der Phasen der Nebendiagonalelemente auftritt:
|φxy−φyx| → Extr. (2.22)
Dieses Drehkriterium fu¨hrt auf einen Winkel αP. Bei einer reinen zweidimensio-
nalen Struktur ist die Phasenaufspaltung in der E- und B-Polarisation maximal. In
diesem Fall ist η = 0, und αP entspricht dem phasensensitiven Rotationswinkel αB
(2.21).
10Aus den obigen Bedingungen erha¨lt man zwei Winkel fu¨r die beiden Spalten, die sich im Idealfall η = 0
um 90◦ unterscheiden.
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2.3.2 Behandlung des Perturbationstensors
Auch bei der Bestimmung eines Rotationswinkels aus dem Perturbationstensor sind ver-
schiedene Ansa¨tze denkbar. Dabei ist zu beachten, daß im Koordinatensystem einer re-
gionalen 2D-Struktur nur ein Element des Perturbationstensors von null verschieden ist.
Das hat zur Konsequenz, daß der gefundene Rotationswinkel eindeutig die Streichrich-
tung angibt, je nachdem, welches Hauptdiagonalelement nach der Rotation u¨brigbleibt.
FLUCHE (1983) minimierte die Nebendiagonalelemente |h′D|2 + |d′H |2→Min. und erhielt
fu¨r den Drehwinkel:
βF = 14 arctan
(
2Re{E1T ∗2 }
|E1|2 + |T2|2
)
.
Ebenso ko¨nnen die vertikalen ¨Ubertragungsfunktionen fu¨r eine Drehwinkelbestimmung
verwendet werden, z. B. |z′H |2→Min. (PETER, 1994). Bei der Bestimmung einer regio-
nalen Streichrichtung aus dem Perturbationstensor ist jedoch immer zu beachten, daß der
gefundene Winkel nur dann die tatsa¨chlichen Verha¨ltnisse am Meßort wiedergibt, wenn
die Normalfelder an einer Referenzstation ohne laterale Leitfa¨higkeitskontraste gemessen
wurden.
2.4 Beitra¨ge zur Analyse des Perturbationstensors
2.4.1 Zur Wahl der Referenzstation
Es wurde bereits mehrfach erwa¨hnt, daß die Gu¨te der Referenzstation bei der Interpreta-
tion der magnetischen ¨Ubertragunsfunktionen von entscheidender Bedeutung ist. Neben
einer guten Datenqualita¨t spielen bei der Auswahl der Referenzstation mehrere ¨Uberle-
gungen eine Rolle.
Um eine Vergleichbarkeit der Ergebnisse mit anderen, z. B. fru¨her gewonnenen Meßdaten
zu ermo¨glichen, ist es sinnvoll, alle Felder auf die Referenzdaten eines permanent regi-
strierenden Observatoriums zu beziehen. Im Idealfall liegt die Referenzstation auf einem
anna¨hernd eindimensionalen Untergrund. Das bedeutet, daß alle Feldgro¨ßen in der Um-
gebung des Observatoriums mo¨glichst geringe Gradienten sowohl im ra¨umlichen Feld-
verhalten (laterale Homogenita¨t) als auch im Frequenzgang (vertikale Homogenita¨t) be-
sitzen. In der Praxis sind diese Voraussetzungen in der Regel nicht erfu¨llt. Im Verlauf
einer Meßkampagne, die mehrere Stationen in einem Array umfaßt, kann es fu¨r spezielle
Untersuchungen außerdem gu¨nstig sein, als Referenzstation eine Station des Arrays zu
wa¨hlen.
Aus diesen Gru¨nden wird es im Verlauf der Datenanalyse und Interpretation mo¨glicher-
weise notwendig sein, die Referenzstation zu wechseln. Das ist mo¨glich, wenn die beiden
Referenzstationen, die ausgetauscht werden sollen, zeitgleich registriert haben. Das heißt,
es mu¨ssen ¨Ubertragungsfunktionen zwischen alter und neuer Referenzstation vorliegen.
Es wird im folgenden gezeigt, daß es nicht notwendig ist, daß die Feldstation selbst zeit-
gleich mit der neuen Referenzstation aufgezeichnet hat.
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Gegeben seien die ¨Ubertragungsfunktionen einer Station A bezogen auf eine Station B:
BA−BB = WA,BBB.
Um die Daten der Station A auf eine Station C zu beziehen, mu¨ssen die ¨Ubertragungs-
funktionen zwischen B und C bekannt sein11 :
BB−BC = WB,CBC.
Der gewu¨nschte Ausdruck fu¨r die ¨Ubertragungsfunktionen zwischen A und C kann dann
leicht berechnet werden:
BA−BC =
(
WA,BWB,C + WA,B + WB,C
)
︸ ︷︷ ︸
WA,C
BC. (2.23)
Explizite Ausdru¨cke fu¨r die einzelnen Elemente von WA,C sind im Anhang A.2 auf-
gefu¨hrt.
Ausgehend von obigen ¨Uberlegungen soll nun anhand von zwei Beispielen die entstehen-
de Problematik verdeutlicht werden, sobald eine Referenzstation keinen eindimensiona-
len Untergrund aufweist.
Beispiel 1
An der Station A liege eine zweidimensionale Anomalie mit Streichrichtung in x-Richtung
vor. Bezogen auf eine eindimensionale Referenzstation B besitzt der Perturbationstensor
im richtigen Koordinatensystem nur ein Element
WA,B =
(
0 0
0 dA,BD
)
(2.24)
und spiegelt die tatsa¨chliche Struktur des Untergrundes an der Station A wider.
Sei nun eine weitere Station C (ebenfalls bezogen auf B) gegeben. Dort liegt eine 2D-
Anomalie mit Streichrichtung in y-Richtung vor, so daß
WC,B =
(
hC,BH 0
0 0
)
ist. (2.25)
11 Mo¨glicherweise liegen nur die ¨Ubertragungsfunktionen der Station C bezogen auf B vor:
BC−BB = WC,BBB.
Dann ist es notwendig, Feld- und Referenzstation zu vertauschen. Es ergibt sich:
BB−BC =−WC,B (WC,B + I)−1︸ ︷︷ ︸
WB,C
BC.
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Berechnet man nun die ¨Ubertragungsfunktionen der Station A bezogen auf die Station C
mittels (2.23), so erha¨lt man:
WA,C =
 −hC,BH1+hC,BH 0
0 dA,BD
 .
Vergleicht man den erhaltenen Ausdruck mit (2.24), so sieht man, daß durch den Wech-
sel der Referenzstation von B nach C ein zusa¨tzliches Element hA,CH entsteht. Dieses wird
jedoch nicht durch eine Leitfa¨higkeitsanomalie bei A erzeugt, sondern allein durch den
Einfluß der neuen, auf einem nicht eindimensionalen Untergrund befindlichen Referenz-
station. Eine Auswertung der magnetischen ¨Ubertragungsfunktionen WA,C allein im Hin-
blick auf die lokale Leitfa¨higkeitsverteilung bei Station A wu¨rde in diesem Fall zu einer
Fehlinterpretation fu¨hren.
Beispiel 2
Gegeben seien mehrere Stationen Ai in Form eines Arrays, die auf eine gemeinsame Re-
ferenzstation B bezogen sind. Im Gegensatz zu obigem Beispiel ko¨nnen die Stationen Ai
durch eine beliebige Leitfa¨higkeitsverteilung beeinflußt sein, die Perturbationstensoren
sind also voll besetzt:
WAi,B =
(
hAi,BH h
Ai,B
D
dAi,BH d
Ai,B
D
)
. (2.26)
Die Bezugsstation wird gewechselt, neue Referenz soll wieder Station C aus Beispiel 1
sein (Gleichung 2.25).
Man erha¨lt so fu¨r die Perturbationstensoren der Stationen Ai, bezogen auf die neue Refe-
renz C:
WAi,C =

hAi,BH −hC,BH
1+hC,BH
hAi,BD
dAi,BH
1+hC,BH
dAi,BD
 . (2.27)
Beim Vergleich von WAi,B mit WAi,C wird ersichtlich, daß die einzelnen ¨Ubertragungs-
funktionen durch den Wechsel der Bezugstation unterschiedlich beeinflußt werden.
Wa¨hrend hAi,CD = h
Ai,B
D und d
Ai,C
D = d
Ai,B
D ist, taucht in den Ausdru¨cken fu¨r h
Ai,C
H und d
Ai,C
H
zusa¨tzlich das Element hC,BH auf. Dieses beeinflußt alle Stationen des Arrays gleicherma-
ßen. Das bedeutet, daß bei fla¨chenhaften Auftragungen einzelner Elemente von WAi,B
oder WAi,C die Abbildungen lateraler Leitfa¨higkeitskontraste erhalten bleiben. Bei Dar-
stellungen von Parametern, die mehrere ¨Ubertragungsfunktionen kombinieren, etwa Per-
turbationspfeilen, gilt dies jedoch nicht mehr.
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Abbildung 2.8: Darstellung der Realteile der Perturbationspfeile (vgl. Kap. 1.7) fu¨r das
Modell V (Abbildung 1.5) bei 85 s. Schwarz dargestellte Pfeile sind auf
eine Referenzstation mit einer 1D - Leitfa¨higkeitsverteilung bezogen, grau
dargestellte Pfeile sind auf die eingezeichnete Station Ref2 bezogen.
Die folgende Modellstudie verdeutlicht das. Fu¨r das Modell V (Abbildung 1.5) wurden
die Perturbationspfeile bei 85 s berechnet und die Realpfeile jeweils bezogen auf zwei
unterschiedliche Referenzstationen fla¨chenhaft dargestellt (Abbildung 2.8).
Die schwarzen Pfeile kennzeichnen die Realteile der Perturbationspfeile, die auf eine ein-
dimensionale Referenzstation weit außerhalb der Anomalie bezogen sind. Man erkennt,
daß die Form des Ko¨rpres gut abgebildet wird. Die Perturbationspfeile stehen senkrecht
auf den Leitfa¨higkeitskontrasten und verschwinden außerhalb der Struktur.
Ein vo¨llig anderes Bild ergibt sich, wenn man alle Felder auf eine Station nahe eines
Leitfa¨higkeitskontrastes bezieht. Im Modellbeispiel wurde eine Station gewa¨hlt, die sich
direkt auf der Anomalie befindet (Ref2). Die auf diese Station bezogenen (grau gefa¨rbten)
Perturbationspfeile stehen nicht senkrecht auf der unteren Seite der Struktur. Die obe-
re Seite wird u¨berhaupt nicht abgebildet, da hier kein anomales Feld bezogen auf Ref2
vorliegt. Außerhalb der Struktur wird dagegen ein anomales Feld angezeigt.
Die vorstehenden ¨Uberlegungen und Modellrechnungen machen deutlich, daß es von ent-
scheidender Bedeutung ist, eine Referenzstation zu wa¨hlen, die eine anna¨hernd eindimen-
sionale Leitfa¨higkeitsverteilung besitzt. Andernfalls ko¨nnen in den magnetischen ¨Ubert-
ragungsfunktionen einer Meßstation Effekte auftreten, die zum Teil oder ausschließlich
von der Referenzstation herru¨hren.
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2.4.2 Vorschlag zur Simulation des magnetischen Normalfeldes
Die Felddaten beliebig vieler Stationen Ai liegen in Form von ¨Ubertragungsfunktionen
vor, die auf eine gemeinsame Referenzstation R bezogen sind. Fu¨r das im folgenden vor-
geschlagene Verfahren spielt die Anzahl der Feldstationen keine Rolle, so daß von einer
einzelnen Station A ausgegangen wird:
BA−BR = WA,RBR. (2.28)
In der Praxis wird es die Regel sein, daß die gewa¨hlte Referenzstation R keine eindimen-
sionale Leitfa¨higkeitsverteilung aufweist.
Ziel soll es sein, die gewonnenen Meßdaten der Station A von jeglichem Einfluß der Be-
zugsstation zu befreien, die Daten also in diesem Sinne auf eine
”
echte“ 1D-Station zu
beziehen. Sie ko¨nnen dann unmittelbar interpretiert werden, da alle anomalen Effekte ih-
re Ursache ausschließlich in Leitfa¨higkeitskontrasten am Ort der Feldstation A haben. Um
dies zu erreichen, wird folgendes Verfahren vorschlagen:
Zuna¨chst wird ein Modell entworfen, welches die lokalen Daten der bisherigen Referenz-
station R erkla¨rt. Das sind z. B. das vertikale Magnetfeld oder die magnetotellurischen
Parameter. Das geschieht in diesem Fall mit Hilfe dreidimensionaler Vorwa¨rtsrechnun-
gen12 .
Innerhalb dieser Modellrechnungen ko¨nnen die Magnetfelder an der modellierten Refe-
renzstation BM auf einen unendlich weit entfernten Bezugspunkt, bzw. auf die Felder einer
eindimensionalen Normalstation Bn (im Modell also weit außerhalb jeglicher horizontaler
Leitfa¨higkeitskontraste) bezogen werden:
BM−Bn = WM,nBn. (2.29)
Die sich dabei ergebenden ¨Ubertragungsfunktionen WM,n sind rein synthetischer Natur.
Das Modell optimiert man so lange, bis die lokalen Daten der bisherigen Referenzstati-
on R hinreichend gut erkla¨rt werden. Wenn dies erreicht ist, kann man davon ausgehen,
daß die modellierten ¨Ubertragungsfunktionen WM,n den ¨Ubertragungsfunktionen der Re-
ferenzstation R entspra¨chen, wenn man deren Felder auf eine echte 1D-Station beziehen
wu¨rde. Die zur Berechnung von WA,n fehlenden ¨Ubertragungsfunktionen WR,n ko¨nnen
also durch WM,n ersetzt werden.
Unter Verwendung von (2.23) kann nun der letzte Schritt vollzogen werden. Die Felddaten
der Station A werden auf die synthetische Normalstation bezogen:
BA−Bn =
((
WA,R + I
)(
WR,n + I
))︸ ︷︷ ︸
WA,n
Bn.
12 SCHMUCKER (1993) schlug fu¨r den 2D-Fall ein iteratives Verfahren vor, welches die Berechnung von
magnetischen ¨Ubertragungsfunktionen gestattete, die auf eine unendlich weit entfernte Bezugstation
waren.
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Existiert beispielsweise ein Modell fu¨r ein permanent registrierendes Observatorium, so
ko¨nnten sa¨mliche zuku¨nftige Messungen problemlos auf eine 1D-Station bezogen wer-
den.
Fu¨r die Anwendung dieses Verfahrens ist es notwendig, daß das Modell der Leitfa¨hig-
keitsverteilung unter der Referenzstation von sehr guter Qualita¨t ist.
2.4.3 Einfluß der Verzerrung auf das magnetische Horizontalfeld
Die Verzerrung des magnetischen Feldes wurde in der Vergangenheit mehrfach anhand
der Vertikalkomponenten untersucht (ZHANG et al., 1993; RITTER, 1996). Im folgenden
soll der Einfluß der Verzerrung auf das horizontale Magnetfeld ermittelt werden. Gegeben
sei eine regionale Struktur mit den zugeho¨rigen Feldgro¨ßen:
ER = ZRBR.
Am Meßort sei außerdem eine kleinra¨umige Inhomogenita¨t vorhanden, die eine galvani-
sche Verzerrung des elektrischen und magnetischen Feldes bewirken soll. Das gemessene
elektrische und magnetische Feld wird dann beschrieben durch:
E = CER und B = BR + DER.
Im Ausdruck fu¨r das magnetische Feld beschreibt BR ein magnetisches Feld, das durch
Induktion in der regionalen Struktur entsteht und DER ein magnetisches Feld, das durch
Verzerrung hervorgerufen wird. Bezogen auf ein Referenzfeld Bn erha¨lt man:
B−Bn = (DZR + I)BR−Bn = WA,nBn. (2.30)
Um den Einfluß der magnetischen Verzerrung zu analysieren, ist es wu¨nschenswert, die
Verzerrungsmatrix D zu isolieren.
Der einfachste Fall besteht aus einem geschichtetem Halbraum mit einem lokalem
Sto¨rko¨rper. Dann besteht kein Unterschied zwischen regionalem und normalem Feld, und
in Gleichung (2.30) kann BR durch Bn ersetzt werden. Man erha¨lt die einfache Beziehung:
WA,n = D Zn. (2.31)
Der gemessene Perturbationstensor besteht aus der reellen Matrix D multipliziert mit dem
Impedanztensor der normalen Struktur. Das bedeutet analog zur Struktur des verzerrten
Impedanztensors (2.7), daß die Phasen aller Elemente des Perturbationstensors identisch
sind und daru¨berhinaus auch mit den Phasen der regionalen Impedanz u¨bereinstimmen.
Zur Verdeutlichung soll folgendes Modellbeispiel dienen. Das Modell besteht aus einem
geschichteten Halbraum mit einer oberfla¨chennahen kleinra¨umigen Leitfa¨higkeitsanoma-
lie (Modellbeschreibung in Abbildung 1.8). In Abbildung 2.9 werden die Phasen der Im-
pedanz mit den Phasen aller Elemente des Perturbationstensors an einer Station in der
Na¨he der lokalen Anomalie verglichen.
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Abbildung 2.9: Vergleich der Phasen des Impedanztensors und des Perturbationstensors
an einem Meßpunkt u¨ber einem geschichteten Halbraum in der Na¨he
eines lokalen Sto¨rko¨rpers. Zur Modellbeschreibung siehe Abbildung 1.8.
Die Phasen der Impedanz laufen etwa ab einer Periode von 10 s anna¨hernd deckungs-
gleich. Die Phasen des Perturbationstensors zeigen eine gro¨ßere Schwankungsbreite bei
Perioden >100 s. Man erkennt aber dennoch gut, wie sie dort den Phasenverla¨ufen der
normalen Impedanz folgen. Anhand der Grafik kann abgescha¨tzt werden, daß der Pertur-
bationstensor ab etwa 10 s die Form (2.31) annimmt.
Im oberen Teil der Abbildung sind zusa¨tzlich die Frequenzga¨nge der Betra¨ge der einzel-
nen ¨Ubertragungsfunktionen gezeigt. Ab einer Periode von 10 s werden sie sehr klein,
was die unsichere Bestimmung der Phase bei langen Perioden erkla¨rt. Der Vergleich mit
den Phasenga¨ngen zeigt, daß die Anomalie nur bei kleineren Perioden bis etwa 10 s einen
nennenswerten induktiven Einfluß hat.
Eine nicht eindimensionale regionale Struktur la¨ßt sich beru¨cksichtigen, indem alle Fel-
der auf das entsprechende regionale Feld bezogen werden. In Gleichung (2.30) kann dann
das normale Feld Bn durch das regionale Feld BR ersetzt werden. Im richtigen Koordi-
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natensystem nimmt der Perturbationstensor eine Gleichung (2.8) entsprechende Gestalt
an:
WA,R = D
(
0 ZRxy
ZRyx 0
)
. (2.32)
Die Phasen sind in diesem Fall spaltenweise gleich und die entsprechenden Analyseme-
thoden des Impedanztensors ko¨nnen analog angewendet werden. Als Maß dafu¨r, inwie-
weit die Modellvorstellung (2.32) der Realita¨t entspricht, kann man entsprechend Glei-
chung (2.13) eine phasensensitive Schiefe des Perturbationstensors definieren:
ηG =
√
[E1,T2]− [T1,E2]
|E2| . (2.33)
Die Streichrichtung der regionalen Struktur wird aus dem Perturbationstensor mit
βG = 12 arctan
(
[E1,T2]− [T1,E2]
[T1,E1]+ [T2,E2]
)
(2.34)
oder gegebenenfalls mit dem erweiterten Ansatz (2.21) bestimmt.
Die Ermittlung der Streichrichtung einer 2D-Sruktur mit Hilfe magnetischer ¨Ubertra-
gungsfunktionen soll anhand einer Modellstudie getestet werden. Zu diesem Zweck wird
das in Abbildung 1.8 beschriebene Modell erweitert, indem zusa¨tzlich eine großra¨umige
2D-Struktur eingefu¨gt wird. Die Streichrichtung entspricht der x-Richtung, der Streich-
winkel dieser Struktur ist also 0◦. Der detaillierte Aufbau des Modells ist in Abbildung
2.10 skizziert.
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Abbildung 2.10: Aufbau des Modells N.
Die Referenzstation wird in großer Entfernung vom Sto¨rko¨rper, jedoch in der Na¨he des
Leitfa¨higkeitskontrastes plaziert, um das Verhalten der Feldgro¨ßen nur unter dem Einfluß
der regionalen Struktur zu simulieren. Berechnet wird der Rotationswinkel βG und die
Schiefe ηG (Abbildung 2.11).
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Abbildung 2.11: Frequenzgang des phasensensitiven Rotationswinkels βG und der Schiefe
ηG aus dem Perturbationstensor fu¨r das Modell N (Abbildung 2.10).
Man erkennt, daß die phasensensitive Schiefe bis etwa 10 s sehr groß ist. Das bedeutet,
daß in diesem Bereich der Ansatz (2.32) nicht zutrifft. Die lokale Anomalie hat bei sehr
kurzen Perioden hauptsa¨chlich einen induktiven Effekt. Tatsa¨chlich wird auch bei der Be-
stimmung des Richtungswinkels erst ab etwa 10 s die richtige Streichrichtunng von 0◦
wiedergegeben, und zwar mit einer guten Stabilita¨t und einer geringen Schwankungsbrei-
te.
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3 Die Feldmessungen
3.1 Zur Geologie des Rheinischen Schiefergebirges
3.1.1 ¨Uberblick u¨ber die geologische Entwicklung
Mitteleuropa erhielt wa¨hrend der Phase der variszischen Orogenese1 vor 400 - 250 Mil-
lionen Jahren seine endgu¨ltige tektonisch-metamorphe Ausformung (WALTER, 1995). In
seiner Gesamtheit erstreckt sich das variszische Gebirge als etwa 500 km breiter Falten-
gu¨rtel vom franzo¨sischen Zentralplateau durch West- und Mitteldeutschland bis zur Elbe-
linie, und von dort weiter in die Sudeten bis in das Polnische Mittelgebirge (MURAWSKI,
1992). Es wird in mehrere Zonen unterteilt, die in Abbildung 3.1 dargestellt sind. Sie un-
terscheiden sich hinsichtlich ihrer sedimenta¨r-magmatischen und tektonisch-metamorphen
Entwicklung.
Das Rheinische Schiefergebirge ist ein Teil der Rhenoherzynischen Zone des variszischen
Gebirges. Es wird vorwiegend aus Sedimentgesteinen des Devons und des Unterkarbons
aufgebaut, die wa¨hrend der variszischen Faltungsa¨ra im Oberkarbon zum gro¨ßten Teil
verfaltet und verschiefert wurden. Tiefengesteine sind im Rheinischen Schiefergebirge
nicht aufgeschlossen.
Die einzelnen Strukturen weisen gro¨ßtenteils eine su¨dwest-nordo¨stliche Streichrichtung
auf. Diese wird im folgenden als die variszische Richtung bezeichnet2.
Abgrenzung
Im Westen schließt an das Linksrheinische Schiefergebirge direkt das Pala¨ozoikum der
Ardennen an, im Nordwesten wird es durch das Tertia¨r und Quarta¨r der Niederrheini-
schen Bucht u¨berdeckt. Im Osten verschwindet das variszische Stockwerk des Schiefer-
gebirges unter dem Buntsandstein und Tertia¨r der Hessischen Senke. Am Su¨drand taucht
der Hunsru¨ck unter das Perm der Saar-Nahe-Senke ab (Hunsru¨ck-Su¨drand-Sto¨rung).
1 Wesentlicher Bestandteil und Ho¨hepunkt der variszischen Gebirgsbildung war der Zusammenschluß
von Gondwana und Laurasia zum Superkontinent Pangaea im oberen Pala¨ozoikum (z. B. PRESS &
SIEVER, 1995; IRVING, 1977). Im Detail ist die Geodynamik der variszischen Orogenese aber noch
nicht verstanden.
2 Diese Bezeichnung ist u¨blich, allerdings besitzt das variszische Gebirge insgesamt kein einheitliches
Streichen, so daß sie zum Teil abgelehnt wird (MURAWSKI, 1992). Eine anderer Ausdruck fu¨r diese
Richtung ist erzgebirgisch nach dem variszischen Erzgebirge.
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Abbildung 3.1: Das variszische Gebirge Mitteleuropas. Aus: (Walter, 1995).
3.1.2 Die Hebung des Rheinischen Schildes
Nach der Phase der variszischen Gebirgsbildung ist das Rheinische Schiefergebirge im
wesentlichen Festland geblieben. Danach war das Faltengebirge verschiedenen Stadien
der Verwitterung und Abtragung unterworfen, und es bildete sich der Gebirgsrumpf der
Rheinischen Masse (MURAWSKI et al., 1983; MEYER et al., 1983).
Wa¨hrend der Oberkreide und des Alttertia¨r besaß dieses Gebiet noch ein recht flaches Re-
lief. Der Aufstieg des Gebirgsrumpfes begann wahrscheinlich erst wa¨hrend des Eoza¨ns
vor etwa 38 - 55 Millionen Jahren (MEYER, 1994), wobei sich diese Hebung wa¨hrend
der letzten 800.000 Jahre merklich beschleunigte. Dabei hob sich der Rheinische Schild3
nicht gleichma¨ßig als kompletter Block, sondern in mehreren Schollen mit unterschiedli-
chen Hebungsraten.
Das Ausmaß dieses Aufstiegs wa¨hrend der letzten 800.000 Jahre lag in der Regel bei
mindestens 50 m, Maximalwerte findet man in der Eifelregion (Kelberg) und im o¨stlichen
Hunsru¨ck mit mehr als 200 m (MEYER & STETS, 1998a, 1998b).
Die Hebungsphase dauert bis heute an, im no¨rdlichen Teil der Eifel und im Venn-Sattel
werden Hebungsraten bis zu 1.6 mm/Jahr gemessen (MA¨LZER et al., 1983).
3 Im folgenden wird der Begriff Rheinischer Schild fu¨r den jungen Hebungsbereich des Rheinischen Schie-
fergebirges verwendet.
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3.1.3 Das europa¨ische Riftsystem
Das europa¨ische Riftsystem hat eine La¨nge von etwa 1100 km und erstreckt sich quer
u¨ber Zentraleuropa von der Nordsee bis zum Mittelmeerraum (PRODEHL et al., 1995).
Man versteht unter einem kontinentalen Rift eine langgestreckte, schmale Depression
der Erdoberfla¨che, deren Absenkung in der Regel an parallelen tektonischen Bru¨chen
erfolgt. Unter diesen Gebieten la¨ßt sich eine Extension der Kruste bzw. Ausdu¨nnung der
Lithospha¨re nachweisen. Das europa¨ische Riftsystem geho¨rt zu der Gruppe der modernen
Rifts. Diese zeichnen sich durch eine diffuse seismische Ta¨tigkeit, relative Absenkung und
Hebung von Krustenblo¨cken und einen bis in die ju¨ngste geologische Vergangenheit an-
haltenden Vulkanismus aus (EISBACHER, 1996). In Abbildung 3.2 ist der grobe Aufbau
des Riftsystems dargestellt.
Abbildung 3.2: Das europa¨ische Riftsystem. Aus: (Prodehl et al., 1995)
Der Rheingraben zwischen Basel und Frankfurt bildet den zentralen Teil. Er spaltet am
no¨rdlichen Ende in zwei ¨Aste auf. Richtung Nordosten folgt sein Verlauf der Hessischen
Senke und dem Leinegraben und verschwindet dann unter den jungen Sedimenten der
Norddeutschen Tiefebene. Der andere Zweig verla¨uft Richtung Nordwesten durch das
Rheinische Massiv und tritt auf der anderen Seite in der Niederrheinischen Bucht hervor.
Man erkennt in Abbildung 3.2, daß der Vulkanismus zum Teil dem Verlauf der Graben-
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strukturen folgt, wie etwa im Erzgebirge. Die Vulkankette, die sich von der Rho¨n bis zur
Eifel erstreckt, korreliert jedoch nicht mit einer Grabenstruktur. Auffa¨llig ist weiterhin,
daß im Rheingraben vulkanische Aktivita¨t fast vollsta¨ndig fehlt.
3.1.4 Quarta¨rer Vulkanismus in der Eifel
Im Tertia¨r und Quarta¨r war das Rheinische Schiefergebirge Schauplatz eines ausgepra¨gten
Vulkanismus. Es werden mehrere Vulkanfelder unterschieden (Abbildung 3.3). Im Sie-
bengebirge und im Westerwald konzentrierte sich die vulkanische Ta¨tigkeit im wesentli-
chen auf den Zeitraum oberes Oligoza¨n bis unteres Mioza¨n vor etwa 20 - 30 Millionen
Jahren sowie auf den ¨Ubergang Mioza¨n/Plioza¨n vor rund 5 - 10 Millionen Jahren.
Das Gebiet der Eifel wird nochmals unterteilt in die Westeifel, Hocheifel und die Osteifel.
Wa¨hrend tertia¨re Vulkanite vor allem in der Hocheifel verbreitet sind, findet man in der
Westeifel und der Osteifel hauptsa¨chlich vulkanisches Gestein des Quarta¨r.
Abbildung 3.3: Die Vulkanfelder des Rheinischen Schiefergebirges. Aus: (Walter,
1995).
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Das westliche Feld bedeckt eine Fla¨che von rund 600 km2. Es hat eine La¨nge von etwa
50 km und erstreckt sich in nordwest-su¨do¨stlicher Richtung. Insgesamt sind 250 Vulkane
vorhanden, das eruptierte Magmavolumen wird auf etwa 5 km3 gescha¨tzt.
Das o¨stliche Gebiet in der Umgebung des Laacher Sees ist mit 400 km2 Fla¨che und etwa
100 Vulkanzentren etwas kleiner. Es besitzt eine la¨ngliche Form mit einer Ausdehnung
von rund 35 km in nordwest-su¨do¨stlicher Richtung (SCHMINCKE et al., 1983). Das insge-
samt eruptierte Magmenvolumen liegt mit etwa 15 km3 deutlich u¨ber dem der Westeifel.
Maßgeblichen Anteil daran hatte die Eruption, durch die vor etwa 11.000 - 13.000 Jah-
ren der Laacher See entstand. Das Volumen des ausgeworfenen Materials (etwa 5 km3
Bimstuffe) war mit dem des Vesuv (79, Italien) vergleichbar und u¨berstieg dasjenige des
Mt. St. Helens (1980, Washington) um etwa das 10-fache (SCHMINCKE, 1986). Die
Asche wurde u¨ber weite Teile Deutschlands und der angrenzenden La¨nder verteilt. Ab-
lagerungen wurden u. a. auf Bornholm und im Gebiet zwischen Bodensee und Genfer
See gefunden (WALTER, 1995). Die dabei entstandene du¨nne Bimslage dient zum Teil als
wichtiger Leithorizont fu¨r die darunter und daru¨ber liegenden Schichten des Quarta¨rs.
Die charakteristischten Vulkanformen der Eifel, die Maare, findet man u¨berwiegend in der
Westeifel. Sie entstanden in Ta¨lern, in denen in Spalten aufsteigendes Magma mit Grund-
wasser in Kontakt kam. Dabei wurden phreatomagmatische Explosionen verursacht, die
das Nebengestein fragmentierten und zum Teil herausschleuderten. Dadurch entstand ei-
ne instabile Eruptionskammer, die schließlich einbrach. Die kraterartige Senke bezeichnet
man als Maar, in dem sich meist ein See oder Moor bildete.
Das ju¨ngste Maar, das Ulmener Maar, ist mit einem Alter von mo¨glicherweise weniger
als 10.000 Jahren (MEYER, 1994) noch ju¨nger als der Laacher See und somit die ju¨ngste
vulkanische Bildung in Mitteleuropa.
Ob allerdings die vulkanische Ta¨tigkeit in der Eifel insgesamt beendet ist, kann nicht mit
Sicherheit gesagt werden.
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3.2 Die Meßkampagne
3.2.1 Zur Auswahl der Stationsstandorte
Bei der Auswahl einer geeigneten Lokation fu¨r eine Station zur Aufzeichnung langperi-
odischer elektromagnetischer Felder muß grundsa¨tzlich darauf geachtet werden, daß an-
thropogene Sto¨rungen vermieden werden. Aus diesem Grund wurden die Stationen in
der Regel in abgelegenen Waldgebieten aufgebaut. Auch mußte darauf geachtet werden,
daß keine Bahnstrecken, Sendemasten, unterirdisch verlegte Gasleitungen oder a¨hnliches
in der Na¨he waren. Selbst ein elektrischer Weidezaun kann das elektrische Feld so stark
sto¨ren, daß die aufgezeichneten Daten unbrauchbar sind. Aus diesem Grund wurden die
endgu¨ltigen Standorte in Absprache mit den zusta¨ndigen Forstbeamten ausgewa¨hlt.
Die großra¨umige Planung des Stationsnetzes geschah unter Beru¨cksichtigung mehrerer
Aspekte:
• Die quarta¨ren Vulkangebiete der Westeifel und der Osteifel sollten im Zentrum des
Arrays liegen.
• Die Gro¨ße des Arrays wurde so gewa¨hlt, daß eine Auflo¨sung des obereren Mantels
mo¨glich ist, dabei sollte die Bedeckung mo¨glichst gleichma¨ßig sein.
• Die no¨rdliche Begrenzung war durch die Industriegebiete im Raum Ko¨ln und das
Ruhrgebiet gegeben, im Su¨den durch das Ballungsgebiet um Frankfurt.
• Die Ausrichtung des Meßnetzes wurde am variszischen Streichen orientiert. Mo¨gli-
che Profile fu¨r spa¨tere zweidimensionale Analysen, etwa Inversionsrechnungen, lie-
gen somit parallel und senkrecht zu den Faltenstrukturen. Zudem wurde das Gitter
so entworfen, daß bereits fru¨her vermessene Profile (BANTIN 1997; SCHNEIDER,
1998) direkt angeschlossen werden ko¨nnen.
Die Standorte der Stationen sind in Abbildung 3.4 dargestellt. Insgesamt u¨berdeckte das
Array eine Fla¨che von etwa 140 km × 130 km, der durchschnittliche Stationsabstand
betrug 30 - 40 km. Die Verdichtung des Stationsnetzes im Nordwesten wurde im Rahmen
einer zweiten Kampagne realisiert (vgl. Kapitel 3.2.3), nachdem bereits erste Ergebnisse
vorlagen und es deutliche Hinweise auf eine Anomalie im magnetischen Feld mit Zentrum
unter Hillesheim (Station HIL) gab (vgl. dazu Kap. 4).
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Abbildung 3.4: Die Standorte der Meßstationen im Rheinischen Schiefergebirge.
3.2.2 Die Meßapparatur
• Messung des elektrischen Feldes
Das elektrische Feld E wird als Spannungsabfall U zwischen zwei Elektroden im
Abstand d gemessen:
E =
U
d . (3.1)
Dabei wird angenommen, daß sich das elektrische Feld u¨ber die Elektrodendistanz
nicht a¨ndert. ¨Ublicherweise liegt d in einer Gro¨ßenordnung von 50 m - 100 m.
Insgesamt wurden jeweils vier, etwa 30 - 50 cm tief eingegrabene Elektroden ver-
wendet, die das elektrische Feld in magnetischer Nord-Su¨drichtung und West-Ost-
richtung gemessen haben.
Um elektrochemische Effekte zu vermeiden, wurden unpolarisierbare Elektroden
verwendet. Diese bestehen aus einem Metallstab, der in eine gesa¨ttigte Lo¨sung sei-
nes eigenen Salzes eintaucht und in einem poro¨sen Rohr untergebracht ist. Es wur-
den Elektroden vom Typ Ag-AgCl verwendet (FILLOUX, 1987). Sie befinden sich
ihrerseits in einem PVC-Rohr, welches mit gesa¨ttigter KCl-Lo¨sung gefu¨llt ist. Der
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Kontakt zum Erdreich wird u¨ber Keramikfritten hergestellt (JUNGE, 1990). Diese
Elektroden zeichnen sich durch eine sehr gute Langzeitstabilita¨t aus.
• Messung des magnetischen Feldes
Das magnetische Feld wurde mit Fluxgate-Magnetometern gemessen. Die eigent-
liche Aufzeichnungseinheit ist dabei in einem korrosionsfesten Kunstoffgeha¨use
(Go¨ttinger Bauart) untergebracht und wurde ebenfalls etwa 50 cm tief vergraben,
nachdem es im Erdmagnetfeld ausgerichtet und mit Hilfe einer Libelle waagerecht
justiert worden war.
• Die Aufzeichungsapparatur
Sa¨mtliche Daten wurden mit dem von Dr. E. Steveling am Institut fu¨r Geophysik in
Go¨ttingen entwickelten RAP-System (RAM-Apparatur) aufgezeichnet (STEVELING
& LEVEN, 1992).
Der Datenlogger ist fu¨r die Aufzeichnung niederfrequenter Signale unter Gela¨nde-
bedingungen konzipiert worden. Er besitzt 8 analoge Eingangskana¨le (±5 V) von
denen jeder u¨ber einen eigenen 16 bit AD-Wandler verfu¨gt, so daß die eingehenden
Signale separat digitalisiert werden ko¨nnen. Die Abtastrate kann zwischen 1/64 s
und 60 s eingestellt werden. Sa¨mtliche aufgezeichneten Daten werden auf stati-
schen Halbleiterspeichern mit einer Kapazita¨t von 8 Mb abgelegt.
Um an verschiedenen Orten simultan mit mehreren Datenloggern messen zu ko¨nnen,
ist es mo¨glich, die interne Uhr des Loggers (Genauigkeit 1 ppm) u¨ber eine externe
DCF- oder GPS-Uhr zu synchronisieren.
Die Stromversorgung kann u¨ber herko¨mmliche 12 V Autobatterien erfolgen. Die
u¨bliche Bestu¨ckung mit zwei Akkus (jeweils etwa 80 Ah) gestattet bei einer
Abtastrate von 2 s unter normalen Witterungsbedingungen eine ununterbrochene
Laufzeit im Gela¨nde von etwa 2 Wochen. Bei einer hohen Abtastrate wird die ma-
ximal mo¨gliche Laufzeit allerdings durch den verfu¨gbaren Speicherplatz begrenzt.
Sa¨mtliche Gera¨te werden in einer verschließbaren Aluminiumbox untergebracht.
3.2.3 Durchfu¨hrung der Feldmessungen
Die gesamte Meßkampagne in der Eifel gliederte sich in eine Hauptkampagne im Sommer
1997 (23 Stationen) und in eine kleinere Kampagne im Winter 1998 (8 Stationen).
Zur Durchfu¨hrung waren neben den Gera¨ten des Go¨ttinger Instituts fu¨r Geophysik weitere
Gera¨te erforderlich, die von der Freien Universita¨t Berlin und dem GeoForschungsZen-
trum Potsdam zur Verfu¨gung gestellt wurden4. Sa¨mtliche Gera¨te waren vom Typ identisch
und unterschieden sich nur in Details, so etwa bei den verwendeten Filtern oder dem me-
chanischen Aufbau der Elektroden und der Magnetometer.
4An einigen Stationen wurden außerdem in Zusammenarbeit mit der FU Frankfurt AMT-Messungen
durchgefu¨hrt.
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Die Standorte der einzelnen Stationen sind bereits in Abbildung 3.4 dargestellt worden.
In Tabelle 3.1 sind die Standzeiten der einzelnen Stationen aufgelistet. An einigen Statio-
nen fu¨hrten technische Probleme dazu, daß die eigentliche Registrierdauer einen deutlich
ku¨rzeren Zeitraum umfaßt, als die Standzeit insgesamt. An der Station HIL wurden zu
Vergleichszwecken im Rahmen beider Kampagnen Messungen durchgefu¨hrt.
Es ist außerdem gekennzeichnet, ob die gewonnenen Daten zur Auswertung nach der Me-
thode der Magnetotellurik oder der erdmagnetischen Tiefensondierung verwendet wur-
den. In der Regel ist das elektrische Signal weit sta¨rker gesto¨rt als das magnetische. An
einigen Stationen war dessen Qualita¨t fu¨r eine sinnvolle Auswertung nicht ausreichend,
so daß dann nur die Aufzeichnung des magnetischen Feldes verwendet werden konnte. In
einem Fall erwies sich die Datenqualita¨t aller Feldkomponenten als so schlecht, daß diese
Station (BON) fu¨r die Auswertung insgesamt gestrichen wurde.
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Station Standzeit Registrierdauer Registrierapparatur MT GDS
AHR 23.7.97 - 26.8.97 35 Tage Berlin • •
ALT 21.7.97 - 1.9.97 43 Tage Berlin • •
BAD 14.10.98 - 10.12.98 44 Tage Go¨ttingen • •
BIT 5.8.97 - 2.9.97 29 Tage Potsdam •
BKR 6.8.97 - 2.9.97 28 Tage Potsdam • •
BON 16.10.98 - 10.12.98 44 Tage Go¨ttingen
BOO 2.8.97 - 4.9.97 34 Tage Go¨ttingen • •
CHA 5.8.97-2.9.97 29 Tage Potsdam •
COC 2.8.97 - 3.9.97 23 Tage Go¨ttingen • •
DAH 15.10.98 - 11.12.98 44 Tage Go¨ttingen • •
DAU 21.7.97 - 3.9.97 45 Tage Go¨ttingen • •
DID 5.8.97 - 1.9.97 28 Tage Potsdam •
DIE 23.7.97 - 2.9.97 42 Tage Berlin • •
FOE 6.8.97 - 2.9.97 28 Tage Potsdam • •
GOA 2.8.97 - 3.9.97 33 Tage Go¨ttingen • •
HIL 22.10.98 - 10.12.98 43 Tage Go¨ttingen • •
HON 15.10.98 - 11.12.98 44 Tage Go¨ttingen • •
HUR 7.8.97 - 2.9.97 27 Tage Potsdam • •
IDA 13.8.97 - 2.9.97 21 Tage Potsdam •
IRR 22.7.97 - 3.9.97 44 Tage Go¨ttingen •
LAH 6.8.97 - 1.9.97 20 Tage Potsdam • •
MAY 7.8.97 - 4.9.97 22 Tage Go¨ttingen • •
NEU 21.7.97 - 3.9.97 45 Tage Go¨ttingen •
OSB 13.8.97 - 2.9.97 21 Tage Potsdam • •
PRU 22.10.98 - 10.12.98 43 Tage Go¨ttingen • •
ROT 15.10.98 - 9.12.98 41 Tage Go¨ttingen •
SAA 6.8.97 - 2.9.97 24 Tage Potsdam •
SEL 21.7.97 - 1.9.97 43 Tage Berlin • •
TRA 4.8.97 - 3.9.97 31 Tage Go¨ttingen • •
WAL 22.10.98 - 11.12.98 30 Tage Go¨ttingen • •
Tabelle 3.1: U¨bersicht u¨ber die Registrierzeiten der einzelnen Meßstationen. Es ist ge-
kennzeichnet, ob die an der jeweiligen Station gewonnenen Daten zur Aus-
wertung nach der Methode der Magnetotellurik und/oder der erdmagneti-
schen Tiefensondierung verwendet wurden.
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3.2.4 Aufzeichnung elektromagnetischer Zeitreihen
In der Regel werden an den Feldstationen alle Komponenten des magnetischen Feldes
sowie die horizontalen Komponenten des elektrischen Feldes aufgezeichnet.
Die Taktrate betra¨gt durchgehend 2 s. Das Datenmaterial liegt somit in Form von diskre-
ten Zeitreihen x = {x(ti), . . . ,x(tM)}, y = {y(ti) . . .y(tM),}, z = . . . mit dem Zeitabstand
∆t = ti+1− ti = 2 s vor.
Die La¨nge dieser Zeitreihen ist unterschiedlich und ha¨ngt davon ab, wie oft die Stationen
gewartet wurden, bzw. ob unvorhergesehene Sto¨rungen auftraten. Hier war der Ablauf der
Feldmessungen so organisiert, daß alle Stationen regelma¨ßig im Abstand von etwa einer
Woche kontrolliert und gewartet wurden, die Dauer der einzelnen Zeitabschnitte lag in
der Regel also maximal bei etwa einer Woche.
In Abbildung 3.5 ist ein Registrierbeispiel der Station SEL fu¨r alle Feldkomponenten u¨ber
einen Zeitraum von etwa 20 min dargestellt.
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Abbildung 3.5: Registrierbeispiel der Station SEL fu¨r eine Abtastrate ∆t = 2 s.
Man erkennt gut die Korrelation der einzelnen Feldkomponenten. Die Amplitude der ma-
gnetischen Feldvariationen ist in diesem Beispiel mit maximal etwa 3 nT recht gering.
An magnetisch unruhigen Tagen sind Amplituden von 50 nT - 100 nT mo¨glich (etwa bei
Bay-Sto¨rungen, vergl. Kap. 1.1). Erfahrungsgema¨ß sind die Schwankungen in der verti-
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kalen Magnetfeldkomponente viel geringer, dies wird auch in dem dargestellten Beispiel
deutlich. Die Amplitude von Bz liegt unter 1 nT.
Anthropogene Sto¨rungen der elektromagnetischen Signale machen sich in erster Linie
durch vereinzelt oder periodisch auftretende Peaks in der Zeitreihe bemerkbar. Zum Teil
ist den Daten auch ein kurzperiodisches Rauschen u¨berlagert. In obigem Beispiel sind
sowohl im elektrischen als auch im magnetischen Feld keine Sto¨rungen zu erkennen.
3.3 Datenanalyse
Im folgenden wird das Prozessing, also die Verarbeitung der aufgezeichneten Zeitreihen
zu den frequenzabha¨ngigen ¨Ubertragungsfunktionen in knapper Form dargestellt. All-
gemeine Darstellungen der Spektralanalyse findet man beispielsweise bei JENKINS &
WATTS (1968) oder BUTTKUS (1991). Spezielle Aspekte der hier angewandten Metho-
den werden ausfu¨hrlich bei JANTOS (1998) oder BAHR & BRUTON (1994) behandelt.
3.3.1 Vorbereitung der Rohdaten
Sa¨mtliche Rohdaten werden gesichtet und einer ersten visuellen Bewertung unterzogen.
Daten, die offensichtlich stark gesto¨rt sind, werden so bereits vor der eigentlichen Analyse
ausgesondert und gehen nicht in die Auswertung mit ein. Auch Zeitabschnitte, die keine
oder nur geringe Anregung aufweisen, sind nicht zur Auswertung geeignet.
Daru¨berhinaus wird darauf geachtet, daß wa¨hrend der Registrierdauer keine starken ma-
gnetischen Stu¨rme auftreten. In diesem Fall wa¨re es mo¨glich, daß die quasi-homogene
Na¨herung nicht mehr erfu¨llt ist. Das heißt, daß sich Quelleninhomogenita¨ten direkt in
den aufgezeichneten ¨Ubertragungsfunktionen abbilden. Die Auswahl entsprechend unge-
eigneter Zeitabschnitte wird anhand von Kp-Indizes vorgenommen.
Die dann endgu¨ltig zur Analyse vorgesehenen Daten liegen nach dieser Vorbehandlung in
Form von Zeitfenstern mit einer bestimmten La¨nge N ·∆t vor. Diese kann prinzipiell frei
gewa¨hlt werden und ha¨ngt von dem Periodenbereich ab, der ausgewertet werden soll5.
Um die Randwerte der einzelnen Zeitfenster abzusenken, werden die Daten mit der
Hanning-Fensterfunktion (Gleichung A.1) multipliziert. Ein etwaiger linearer Trend in
den Daten wird entfernt.
Nach einer Fouriertransfomation erha¨lt man aus diesen Zeitreihen ein erstes Rohspektrum
mit den Fourierkoeffizienten X = {X j},Y = {Yj}, . . . an den Fourierfrequenzen fs.
Vor der weiteren Analyse mu¨ssen diese kalibriert werden. Dazu werden sie mit einem
gera¨teabha¨ngigen Skalenfaktor multipliziert, um Werte in SI-Einheiten zu erhalten (B in
nT und E in µV/km). Außerdem wird der Einfluß des wa¨hrend der Aufzeichnung verwen-
deten Tiefpaßfilters entfernt. Dazu werden die Fourierkoeffizienten im Frequenzbereich
5Bei der anschließenden diskreten Fouriertransformation wird die Methode der FFT (Fast FourierTrans-
formation) verwendet. Aus diesem Grund sollte die La¨nge des Zeitfensters so gewa¨hlt werden, daß
N = 2n ist (n ganze positive Zahl ≤ 10).
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durch die entsprechenden ¨Ubertragungsfunktionen des jeweiligen Filters dividiert.
3.3.2 Berechnung von gegla¨tteten Spektren
Aus den komplexen Fourierkoeffizienten X ,Y ko¨nnen reelle Autospektren
SXX = XX∗
und komplexe Kreuzspektren
SXY = XY ∗
gebildet werden6. Da die Fourierfrequenzen der FFT von der jeweiligen La¨nge des Zeit-
fensters und der Abtastrate abha¨ngig sind, werden im Vorfeld bestimmte Auswertefre-
quenzen fe festgelegt.
Diese Frequenzen werden so gewa¨hlt, daß sie bei einer Auftragung im logarithmischen
Maßstab gleiche Absta¨nde aufweisen und 6 oder 7 Werte in eine Dekade fallen. In Tabelle
3.2 sind die in dieser Arbeit verwendeten Frequenzen aufgelistet.
fe [Hz] Te [s] fe [Hz] Te
2.44 ·10−4 4096 5.85 ·10−3 171
3.66 ·10−4 2731 7.81 ·10−3 128
4.88 ·10−4 2048 1.18 ·10−2 85
7.33 ·10−4 1365 1.56 ·10−2 64
9.77 ·10−4 1024 2.32 ·10−2 43
1.46 ·10−3 683 3.13 ·10−2 32
1.95 ·10−3 512 4.76 ·10−2 21
2.93 ·10−3 341 6.25 ·10−2 16
3.91 ·10−3 256 9.09 ·10−2 11
Tabelle 3.2: Die in dieser Arbeit verwendeten Auswertefrequenzen.
Um die statistische Sicherheit zu erho¨hen, werden an diesen Auswertefrequenzen gegla¨tte-
te Spektren 〈XX∗〉 und 〈XY ∗〉 berechnet.
Dazu wird im Frequenzbereich u¨ber jeweils Np (Gleichung A.3) der Auswertefrequenz fe
benachbarte Rohspektralwerte S (die Indizes werden im folgenden fortgelassen) an den
Fourierfrequenzen fs(m−k) . . . fs(m+k) ein gewichtetes Mittel berechnet:
¯S( fe) = P0S( fs(m))+
Np−1
∑
k=1
Pk[S( fs(m+k))+ S( fs(m−k))]. (3.2)
6 Der Stern ∗ bezeichnet die konjugiert komplexen Werte.
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Als Gewichtsfunktion wird hier ein Parzen-Fenster P verwendet (Gleichung A.2). Die
so erhaltenen gegla¨tteten Spektren der einzelnen Zeitfenster werden anschließend einer
Bewichtung unterzogen und gestapelt. Als Gu¨tekriterium dient dabei die bivariate qua-
dratische Koha¨renz (Gleichung A.4).
3.3.3 Scha¨tzung der ¨Ubertragungsfunktionen
Sowohl in der Magnetotellurik als auch in der erdmagnetischen Tiefensondierung kann
der Zusammenhang zwischen den Komponenten des elektrischen und magnetischen Fel-
des bzw. zwischen den Komponenten des anomalen und normalen Magnetfeldes durch
ein lineares, bivariates System beschrieben werden.
Aus den Definitionen (2.2) und (1.20) geht bereits hervor, daß zur Bestimmung der ein-
zelnen Elemente von W und Z mindestens zwei voneinander unabha¨ngige Messungen
der Feldkomponenten notwendig sind. Zur Berechnung der ¨Ubertragungsfunktionen kann
dann die Methode der kleinsten Quadrate verwendet werden.
Dazu wird angenommen, daß nur das elektrische Feld bzw. nur das anomale magnetische
Feld fehlerbehaftet ist.
Allgemein kann der Zusammenhang folgendermaßen beschrieben werden:
Z = C1X +C2Y + ∆Z.
Entsprechend den Gleichungen (2.2) und (1.20) steht dabei Z fu¨r Ex,Ey bzw. Bax ,Bay ,Baz ,. X
und Y repra¨sentieren jeweils die Horizontalkomponenten des magnetischen Feldes (lokal
bzw. an der Referenzstation).
Der Fehler ∆Z soll minimiert werden. Liegen N Messungen vor, ergeben sich aus der
Bedingung
N
∑
i=1
[(Zi−C1Xi−C2Yi)(Zi−C1Xi−C2Yi)∗] = min!
folgende Bestimmungsgleichungen fu¨r die Scha¨tzwerte der ¨Ubertragungsfunktionen:
ˆSZX = C1 ˆSXX +C2 ˆSY X (3.3)
ˆSZY = C1 ˆSXY +C2 ˆSYY .
Dabei bezeichnet ˆS jeweils die nach Gleichung (3.2) gegla¨tteten und u¨ber mehrere Zeit-
fenster gemittelten Spektren (Anhang A.3.3). Fu¨r die gesuchten ¨Ubertragungsfunktionen
erha¨lt man:
C1 =
ˆSZX ˆSYY − ˆSZY ˆSY X
ˆSXX ˆSYY −| ˆSXY |2
C2 =
ˆSZY ˆSXX − ˆSZX ˆSXY
ˆSXX ˆSYY −| ˆSXY |2
.
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Fu¨r die Berechnung der ¨Ubertragungsfunktionen beno¨tigt man also jeweils die Auto- und
Kreuzspektren der beteiligten Feldkomponenten. Explizite Formeln fu¨r alle Elemente von
Z und W finden sich im Anhang A.3.2. Dort sind ebenfalls Bemerkungen zur Bestimmung
der Fehler aufgefu¨hrt.
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4 Ergebnisse der Datenanalyse
Im folgenden Kapitel werden die Ergebnisse der Datenanalyse zusammengefasst und die
wesentlichen Aspekte herausgearbeitet. Dabei macht es die Fu¨lle des Datenmaterials un-
umga¨nglich, auf die Daten einer einzelnen Station nur in Ausnahmefa¨llen explizit ein-
zugehen. Zum Teil werden einige Stationen herausgegriffen, die dann als Beispiel fu¨r
das Verhalten der Meßgro¨ßen in einer bestimmten Region oder im gesamten Meßgebiet
gelten.
4.1 ¨Uberblick
In der Regel kann mit elektromagnetischen Methoden bei genu¨gend großer Meßpunkt-
dichte eine sehr gute laterale Auflo¨sung hinsichtlich der Leitfa¨higkeitsverteilung erreicht
werden.
Die vertikale Variation der Leitfa¨higkeit spiegelt sich im Frequenzverhalten der ¨Ubertra-
gungsfunktionen wider. Die induzierenden elektromagnetischen Felder dringen aufgrund
des Skineffekts abha¨ngig von der Frequenz und dem spezifischen Widerstand des Unter-
grundes unterschiedlich tief ein.
4.1.1 ρ∗(z∗)-Darstellung
Einen guten ¨Uberblick u¨ber die vertikale Leitfa¨higkeitsverteilung im Meßgebiet gibt die
ρ∗(z∗)-Verteilung. Sie kann als Anhaltspunkt fu¨r die tatsa¨chliche eindimensionale Wider-
standsverteilung unter der Meßstation dienen. Insbesondere gibt sie Aufschluß daru¨ber,
welcher Tiefenbereich mit den la¨ngsten verwendeten Perioden u¨berhaupt aufgelo¨st wer-
den kann. In Abbildung 4.1 ist ein solches Tiefen-Widerstandsprofil fu¨r die Station SEL
im Osten des Meßgebiets abgebildet.
Beide Polarisationen zeigen einen sehr a¨hnlichen Kurvenverlauf und sind gegeneinan-
der verschoben, wobei die Kurve der xy-Polarisation durchgehend die kleineren ρ∗-Werte
aufweist. Ausgehend von hohen Leitfa¨higkeiten in Tiefen von 10 - 20 km wird der spe-
zifische Widerstand mit zunehmender Tiefe gro¨ßer und erreicht ein Maximum zwischen
40 - 50 km. Danach sieht man besonders in der yx-Polarisation einen Abfall bis zu einem
guten Leiter in etwa 80 - 100 km Tiefe.
Bezu¨glich der maximalen Eindringtiefen ist diese Darstellung fu¨r fast alle Stationen des
Arrays charakteristisch. Mit den hier verwendeten Perioden im Bereich 10 s - 1 h ko¨nnen
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Abbildung 4.1: ρ∗(z∗)-Darstellung fu¨r die Station SEL. An den Datenpunkten sind teil-
weise die zugeho¨rigen Perioden eingezeichnet.
somit Aussagen u¨ber die vertikale Leitfa¨higkeitsverteilung bis in etwa 100 km Tiefe, also
bis in den obersten Erdmantel hinein, getroffen werden. Nur in Ausnahmefa¨llen werden
gro¨ßere Eindringtiefen erreicht.
Diese finden sich ausschließlich bei den Stationen in der Na¨he des Hunsru¨ck (OSB, TRA,
GOA) und liegen dort bei etwa 200 - 300 km. Als Beispiel sind in Abbildung 4.2 die
ρ∗(z∗)-Kurven der Station GOA dargestellt.
Die ρ∗-Werte liegen insgesamt rund eine halbe Gro¨ßenordnung u¨ber denen der Station
SEL, ansonsten besitzen die Kurven aber die gleichen charakteristischen Merkmale. In
der yx-Polarisation ist wieder deutlich das Eintauchen in einen guten Leiter im obersten
Erdmantel zu erkennen.
Die ρ∗(z∗)-Kurven der Station HIL weisen einige Unterschiede auf. Bei kurzen Perioden
zeigt sich bei der xy-Polarisation in etwa 15 - 20 km Tiefe ein Minimum des Widerstandes,
welches man bei SEL und GOA nicht in dieser Deutlichkeit beobachten kann.
Es fa¨llt auf, daß bei HIL im Gegensatz zu den beiden anderen Stationen die zur yx-
Polarisation geho¨renden ρ∗-Werte niedriger sind. Die maximale Eindringtiefe liegt da-
bei nur bei etwa 40 km, die Kurve bleibt gewissermaßen in einem guten Leiter in der
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Abbildung 4.2: ρ∗(z∗)-Darstellung fu¨r die Stationen HIL und GOA. Die verwendeten Pe-
rioden sind mit denen in Abbildung 4.1 identisch.
Kruste stecken. Insgesamt zeigen die ρ∗(z∗)-Werte der yx-Polarisation einen sehr unein-
heitlichen Verlauf. Zum Teil nehmen die z∗-Werte nicht mit wachsender Periode zu, wie
es beim eindimensionalen Untergrund der Fall wa¨re.
Dies sind bereits deutliche Hinweise darauf, daß bei HIL eine kompliziertere, mo¨glicher-
weise dreidimensionale Leitfa¨higkeitsverteilung vorliegt.
4.1.2 Phase der Impedanz und scheinbarer spezifischer Widerstand
Nachfolgend sind die Frequenzga¨nge der Phase und des scheinbaren spezifischen Wi-
derstandes einiger ausgewa¨hlter Stationen abgebildet. Bei der Auswahl dieser exempla-
rischen Stationen wurde darauf geachtet, daß sie u¨ber das ganze Meßgebiet verteilt sind
und eine gute Datenqualita¨t besitzen (vgl. HO¨NIG, 1998).
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Abbildung 4.3: Frequenzga¨nge des scheinbaren spezifischen Widerstandes einiger aus-
gewa¨hlter Stationen. Man beachte die unterschiedliche Skalierung der
y-Achse bei HIL. Die Daten sind nicht rotiert.
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Abbildung 4.4: Frequenzga¨nge der Phase der Impedanz einiger ausgewa¨hlter Stationen.
Die Daten sind nicht rotiert.
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Die Frequenzga¨nge des scheinbaren spezifischen Widerstandes lassen nur wenige Beson-
derheiten erkennen. Die meisten Stationen zeigen eine Aufspaltung der Polarisationen,
die u¨ber den gesamten Periodenbereich relativ konstant ist. Aus diesem Grund kommt als
Ursache eine statische Verzerrung der elektrischen Felder in Frage (vgl. Kapitel 1.8 und
Abbildung 1.8).
Bei den Hunsru¨ck-Stationen GOA und TRA werden die gro¨ßten Widersta¨nde beobachtet.
Sie liegen dort mit 100 - 1000 Ωm etwa eine Gro¨ßenordnung u¨ber den anderen Stationen,
deren ρa-Werte etwa 10 - 100 Ωm betragen. Die niedrigsten Widersta¨nde mit zum Teil
weniger als 10 Ωm werden bei der Station HIL gemessen.
Die Stationen BAD und DIE zeigen ein etwas abweichendes Verhalten. Wa¨hrend BAD
die deutlichste Variation des scheinbaren spezifischen Widerstandes mit der Frequenz er-
kennen la¨ßt, schwankt ρa bei DIE u¨ber dem gesamten Periodenbereich in beiden Polari-
sationen nur geringfu¨gig zwischen 20 und 50 Ωm.
Die Betrachtung der Phasenverla¨ufe in Abbildung 4.4 bietet ein interessanteres Bild. Bis
auf BAD zeigen alle Stationen zum gro¨ßten Teil u¨bereinstimmende Charakteristika. Im
Periodenbereich bis etwa 100 - 200 s liegen die Phasenkurven u¨ber 45◦, im Mittel liegt
das Maximum bei rund 60◦. Die beiden Polarisationen spalten zum Teil auf, jedoch nicht
in einheitlicher Form. Sehr deutlich ist dies bei Station HIL zu beobachten, wo die Phase
der yx-Polarisation bis auf u¨ber 75◦ ansteigt. Beide Polarisationen liegen dann im Bereich
zwischen 200 s und 500 s nahe bei 45◦.
Besonders bemerkenswert ist das einheitliche Verhalten aller Stationen bei la¨ngeren Peri-
oden. Die Polarisationen spalten wieder auf, wobei die Kurve der xy-Polarisation zuna¨chst
abfa¨llt, ein Minimum von 25◦ - 35◦ um 1000 s durchla¨uft und danach wieder ansteigt, je-
doch immer unter 45◦ bleibt. Im Gegensatz dazu steigen die Phasen der yx-Polarisation
an und erreichen Maxima von etwa 60◦ bei Perioden von 2000 - 4000 s. Besonders ausge-
pra¨gt und in einheitlicher Form findet man das beschriebene Verhalten bei den Stationen,
die im Osten des Meßgebiets liegen (SEL, DIE, GOA).
Das gleichartige Verhalten der Phasen bei fast allen Stationen deutet bereits auf den Ein-
fluß großra¨umiger Leitfa¨higkeitsanomalien oder anisotroper Strukturen hin.
4.1.3 Bestimmung von Vorzugsrichtungen
Um Informationen u¨ber Streichrichtungen zweidimensionaler Strukturen zu erhalten, bie-
tet sich eine Analyse der Rotationswinkel nach SWIFT (Gleichung 2.19) oder BAHR
(Gleichung 2.20) an.
Bereits bei der Betrachtung der scheinbaren spezifischen Widersta¨nde wurde darauf hin-
gewiesen, daß an einigen Stationen die elektrischen Felder wahrscheinlich galvanisch
verzerrt sind1. In diesem Fall lassen sich durch die Analyse der Swiftwinkel αS keine
Informationen u¨ber Vorzugsrichtungen induktiv wirksamer Strukturen gewinnen, da die
gefundene Richtung im wesentlichen durch quasi-statische Effekte lokaler Sto¨rko¨rper be-
1Untersuchungen von HO¨NIG (1998) besta¨tigen dies.
70 4 Ergebnisse der Datenanalyse
stimmt wird.
Durch die Betrachtung des phasensensitiven Rotationswinkels αB ko¨nnen diese Probleme
vermieden werden.
Bei der Bestimmung und Interpretation von Rotationswinkeln muß jedoch sichergestellt
sein, daß eine zweidimensionale Interpretation gerechtfertigt ist. Aus diesem Grund ist in
Abbildung 4.5 αB zusammen mit der phasensensitiven Schiefe η nach Gleichung 2.13 fu¨r
mehrere u¨ber das Array verteilte Stationen dargestellt.
Man erkennt einen deutlichen Frequenzgang des Rotationswinkels. Im Bereich kurzer
Perioden unter 100 - 200 s schwankt der Winkel zum gro¨ßten Teil zwischen 15◦ und 45◦,
dann folgt ein ¨Ubergangsbereich, und fu¨r lange Perioden > 1000 s liegt der Winkel im
Bereich um 90◦/0◦2.
Im unteren Teilbild ist die phasensensitive Schiefe η abgebildet. Dabei sind fu¨r drei Peri-
odenbereiche die jeweiligen Mittelwerte berechnet worden. In der Regel liegen die Werte
bei allen Stationen zwischen 0.2 und 0.25 und nur in Ausahmefa¨llen u¨ber 0.3. Dies bedeu-
tet, daß das Superpositionsmodell (Gleichung 2.8) na¨herungsweise anwendbar und eine
regionale zweidimensionale Interpretation gerechtfertigt ist.
Interpretiert man den einheitlichen Verlauf der Rotationswinkel zusammen mit dem Fre-
quenzverhalten der Phasen (Abbildung 4.4), so liegt die Vorstellung nahe, daß hier zwei
Leitfa¨higkeitsstrukturen mit unterschiedlicher Orientierung u¨berlagert sind. In der Kru-
ste existiert eine Zone mit einer Vorzugsrichtung in nordost-su¨dwestlicher Richtung, in
gro¨ßeren Tiefen liegt vermutlich eine zweidimensionale Struktur mit Streichrichtung in
West-Ostrichtung vor.
2 Der Rotationswinkel wird u¨blicherweise im Bereich von 0◦ bis 90◦ bestimmt. Werte, die knapp u¨ber
oder unter den beiden Eckwerten liegen, werden um 90◦ verschoben. Zur Interpretation der gefundenen
Streichrichtung muß deshalb immer eine zusa¨tzliche Gro¨ße verwendet werden, die die Zuordnung zu
E- oder B-Polarisation gestattet (vgl. Kapitel 2.3.1).
Eine Betrachtung der Phasenaufspaltung (Abbildung 4.15) zeigt, daß die gefundenen Winkel in diesem
Fall zur gleichen Streichrichtung geho¨ren.
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Abbildung 4.5: Frequenzgang des phasensensitiven Rotationswinkels αB und der phasen-
sensitiven Schiefe η fu¨r 10 Stationen: AHR, ALT, BAD, COC, DIE, GOA,
HON, LAH, SEL.
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4.2 Daten zur Kruste
Bemerkungen zur Wahl der Referenzstation
Grundsa¨tzlich wurde fu¨r alle magnetischen ¨Ubertragungsfunktionen zuna¨chst Station DIE
als Referenzstation gewa¨hlt.
Bei den Darstellungen der rotationsinvarianten Maßzahlen (Abbildung 4.6) und der Per-
turbationspfeile (Abbildung 4.11) wurde deren Einfluß auf die ¨Ubertragungsfunktionen
der Feldstationen mit dem in Kapitel 2.4.2 vorgestellten Verfahren beseitigt. Das zu-
geho¨rige lokale Modell fu¨r Station DIE wird in Kapitel 5.5 ausfu¨hrlich beschrieben.
Um den Vergleich mit spa¨teren Modellrechnungen zu vereinfachen, wird bei den u¨brigen
Darstellungen von einzelnen Elementen der Perturbationstensoren als Bezugsstation wei-
terhin die Station DIE verwendet. Dies erscheint auch im Hinblick auf die ¨Uberlegungen
in Kapitel 2.4.1 (Beispiel 2) gerechtfertigt.
4.2.1 Rotationsinvariante Maßzahlen des Perturbationstensors
Um zuna¨chst einen ¨Uberblick u¨ber die laterale Struktur der Kruste zu bekommen, werden
zwei rotationsinvariante Maßzahlen betrachtet, die in Kapitel 2.2.2 eingefu¨hrt wurden
und sich als besonders geeignet zur Abbildung der ra¨umlichen Leitfa¨higkeitsverteilung
erwiesen haben. In Abbildung 4.6 ist eine fla¨chenhafte Darstellung von Re{T1/2} und
κG1 fu¨r die Periode 171 s abgebildet. Die Eindringtiefe dieser Periode liegt im Bereich
der mittleren Kruste.
In den Darstellungen treten zwei Anomalien besonders deutlich hervor. Zum einen er-
kennt man in Re{T1/2} ein lokales Maximum in der Westeifel (DAH, HON, HIL). Diese
Struktur zeigt sich ebenfalls bei einer Auftragung von κG1.
Außerdem erscheint noch eine zweite Anomalie im Su¨den des Meßgebiets bei den Sta-
tionen SAA, IDA und BKR. Sie verla¨uft su¨dlich des Hunsru¨ck und ist ungefa¨hr in Rich-
tung des variszischen Streichens orientiert. Besonders bemerkenswert ist, daß sich diese
Struktur in κG1 nicht abzeichnet. Dies bedeutet, daß sie wahrscheinlich durch ein zweidi-
mensionales Modell erkla¨rt werden kann. Da beide Maßzahlen im Bereich der Westeifel
nicht verschwinden, ist davon auszugehen, daß die Leitfa¨higkeitsverteilung hier eher drei-
dimensionaler Natur ist.
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Abbildung 4.6: Fla¨chenhafte Darstellung der Rotationsinvarianten des Perturbationsten-
sors Re{T1/2} und κG1 bei einer Periode von 171 s.
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4.2.2 Magnetische ¨Ubertragungsfunktionen
In Abbildung 4.7 sind die Frequenzga¨nge von dD fu¨r die Stationen HON im Gebiet der
nordwestlichen Anomalie und BKR am Su¨drand des Rheinischen Schiefergebirges ge-
zeigt. Dabei wurden die Daten so rotiert, daß die Summe der Nebendiagonalelemente
|hD|+ |dH | minimiert wurde und |dD| > |hH | war. Fu¨r Station HON ergab sich ein Win-
kel von −17◦ und fu¨r Station BKR ein Winkel von 76◦. Diese Rotationswinkel beziehen
sich jeweils auf die Periode, bei der das Maximum im Frequenzgang der horizontalen
¨Ubertragungsfunktionen erreicht wird.
Im Frequenzgang von Re{dD} zeigen sich bei beiden Stationen ausgepra¨gte Maxima mit
Amplituden von 0.37 (HON) und 0.49 (BKR). Sie werden bei Perioden von 256 s, bzw.
683 s erreicht.
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Abbildung 4.7: Frequenzga¨nge von dD der Stationen HON und BKR in rotierten Koor-
dinaten.
Nimmt man an, daß als Ursache anna¨hernd zweidimensionale Leitfa¨higkeitsstrukturen
in Frage kommen, so stehen beide offenbar fast senkrecht aufeinander. Dabei hat die
nordwestliche Anomalie im wesentlichen eine Nord-Su¨d streichende Komponente, die
su¨dliche ist entsprechend eher in West-Ostrichtung orientiert.
Beim idealen zweidimensionalen Fall sollte der Perturbationstensor inklusive der vertika-
len ¨Ubertragungsfunktionen im richtigen Koordinatensystem (x′-Richtung =̂ Streichrich-
tung) nur die beiden Elemente dD und zD enthalten. In Tabelle 4.1 sind die Betra¨ge aller
Elemente fu¨r die Periode 256 s und 683 s zusammengestellt.
Bei beiden Stationen ist dD das mit Abstand gro¨ßte Element, bei HON liegen etwa 36%
der Information in den u¨brigen drei Elementen, bei BKR sind es 42%.
Bemerkenswert ist, daß bei HON |zH | keineswegs verschwindet, sondern sogar gro¨ßer
als |zD| ist. Wa¨hrend man zur Erkla¨rung der horizontalen ¨Ubertragungsfunktionen von
HON und BKR noch na¨herungsweise eine zweidimensionale Modellvorstellung heran-
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HON BKR
256 s 683 s
Rotation: −17◦ Rotation: 76◦
|hH | 0.1004 0.1030
|hD| 0.0209 0.1069
|dH | 0.0952 0.1520
|dD| 0.3853 0.5047
|zD| 0.1104 0.1178
|zH | 0.1417 0.0484
Tabelle 4.1: Elemente des Perturbationstensors der Stationen HON und BKR in rotierten
Koordinaten bei 256 s und 683 s.
ziehen konnte, paßt das Verhalten der vertikalen ¨Ubertragungsfunktionen bei HON nicht
in dieses Bild.
Mo¨gliche Hinweise zur Kla¨rung dieses Befundes ergeben sich aus Abbildung 4.8. Hier
sind die ¨Ubertragungsfunktionen Re{dD} und Re{zD} fu¨r Stationen auf einem Profil
dargestellt, welches senkrecht zur vermuteten Streichrichtung der su¨dlichen Anomalie
verla¨uft. Die Daten sind fu¨r die Periode 683 s dargestellt und um 76◦ rotiert.
Man erkennt, daß das Maximum im Re{dD} lokal auf die su¨dlichste Station IDA begrenzt
ist, der Einfluß des anomalen vertikalen Magnetfeldes sich dagegen u¨ber die gesamte
Profilla¨nge erstreckt . Es ist ein Vorzeichenwechsel zu beobachten, dessen Nulldurchgang
etwa bei Profilkilometer 70 zwischen COC und TRA liegt. Er befindet sich allerdings
nicht unter dem gro¨ßten Effekt im horizontalen Magnetfeld. Wahrscheinlich wird das
Maximum und das Minimum im Re{zD} u¨ber dem Profil noch nicht erreicht.
Diese ¨Uberlegungen machen deutlich, daß die Station HON offenbar durch das vertikale
Magnetfeld der su¨dlichen Leitfa¨higkeitsanomalie noch in betra¨chtlichem Maße beeinflußt
wird. Es ist somit davon auszugehen, daß das Verhalten der vertikalen ¨Ubertragungsfunk-
tionen zH und zD bei HON die u¨berlagerten Effekte zweier Anomalien widerspiegelt.
Da deren Streichrichtungen nahezu senkrecht aufeinander stehen3, ko¨nnen die Einflu¨sse
beider Strukturen gut unterschieden werden, indem man beide Polarisationen getrennt
interpretiert.
Das schnelle Abklingen des Re{dD} u¨ber dem Profil zeigt, daß ein a¨hnlicher Effekt im
horizontalen Magnetfeld nicht zu erwarten ist. Dies wird auch durch Modellrechnungen
von KURAS (1998) besta¨tigt.
In Abbildung 4.9 ist eine fla¨chenhafte Darstellung des Re{dD} und des Re{zD} bei der
Periode 256 s gezeigt. Die ra¨umliche Ausdehnung der Anomalie ist besonders bei der
Auftragung des Re{dD} gut abzuscha¨tzen. Das lokale Maximum von 0.38 wird bei Stati-
3Diese Tatsache vereinfacht die Interpretation. Allerdings ist zu beachten, daß der lokal nicht erkla¨rte
Anteil Re{zH} von HON im Koordinatensystem der nordwestlichen Anomalie gerade einem Anteil von
Re{zD} im Koordinatensystem der su¨dlichen Anomalie entspricht.
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Abbildung 4.8: Darstellung von Re{dD} und Re{zD} u¨ber einem Profil von Station BAD
im Norden bis Station IDA su¨dlich des Hunsru¨ck. Die Daten sind um 76◦
rotiert (Streichrichtung der su¨dlichen Anomalie) und fu¨r die Periode 683
s dargestellt.
on HIL gemessen. Die Halbwertsbreite betra¨gt in West-Ostrichtung etwa 35 km, in Nord-
Su¨drichtung kann sie nicht sicher abgescha¨tzt werden, da die Stationsbedeckung im Nor-
den nicht ausreicht.
Bei der Darstellung des Re{zD} fa¨llt auf, daß kein deutlicher Vorzeichenwechsel von West
nach Ost auftritt. Dennoch ist zu erkennen, daß die Ausdehnung des vertikalen Magnet-
feldes im Vergleich zur su¨dlichen Struktur ra¨umlich begrenzter ist. Dies deutet bereits
darauf hin, daß die Ursache des anomalen Feldes in der Westeifel viel oberfla¨chennaher
liegt als im Su¨den.
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Abbildung 4.9: Darstellung von Re{dD} und Re{zD} fu¨r alle Stationen bei einer Frequenz
von 256 s. Die Daten sind nicht rotiert.
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4.2.3 Lokale Induktionspfeile und Perturbationspfeile bei 256 s
Auch die Verteilung der lokalen Induktionspfeile (Abbildung 4.10) wird hauptsa¨chlich
von den bereits besprochenen Leitfa¨higkeitsanomalien gepra¨gt.
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Abbildung 4.10: Fla¨chenhafte Darstellung der lokalen Induktionspfeile fu¨r alle Stationen
bei einer Periode von 256 s. Der eingezeichnete Referenzpfeil hat die
La¨nge eins. Die Realpfeile sind schwarz dargestellt.
Die Realpfeile der westlichen Stationen HUR, DAH, PRU und NEU weisen vom Ge-
biet der Anomalie fort. Sie erreichen eine La¨nge von 0.3 - 0.5, wobei der Realpfeil bei
HUR eine große Komponente in Nordrichtung besitzt. Dies ko¨nnte ein Hinweis auf die
Begrenzung der Anomalie in no¨rdlicher Richtung sein.
Bei den weiter o¨stlich liegenden Stationen wird kein Umklappen der Pfeile beobachtet,
wie es fu¨r eine zweidimensionale Struktur typisch wa¨re. Im wesentlichen zeigen die Pfei-
le dort ebenfalls in westliche Richtung, allerdings mit deutlich geringeren La¨ngen von
0.1 - 0.2 . Bei den o¨stlichsten Stationen haben die Indukionspfeile etwa die gleiche La¨nge,
zeigen aber nicht mehr einheitlich in dieselbe Richtung.
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In ¨Ubereinstimmung mit der West-Ost streichenden Leitfa¨higkeitsanomalie weisen die
Realpfeile su¨dlich der Mosel im wesentlichen nach Norden.
In Abbildung 4.11 sind alle horizontalen magnetischen ¨Ubertragungsfunktionen fu¨r 683 s
in Form von Perturbationspfeilen dargestellt. Hier wird die Entkopplung beider Anomali-
en im anomalen horizontalen Magnetfeld besonders gut sichtbar. Im oberen Teilbild fa¨llt
die scharfe Begrenzung des anomalen Bereiches auf den su¨dlichen Teil des Meßgebiets
auf. Die Realpfeile p besitzen bei den drei su¨dlichsten Stationen SAA, IDA, BKR eine
La¨nge von fast 0.6 und stehen senkrecht zur Richtung des variszischen Streichens. Die
La¨nge der u¨brigen Pfeile liegt zum Teil mehr als eine Gro¨ßenordnung darunter.
Die Pfeile q im unteren Bild werden u¨berwiegend von der Anomalie in dD bestimmt.
Durch die gemeinsame Auftragung aller Elemente des Perurbationstensors werden wei-
tere Einzelheiten sichtbar. Wa¨hrend die Realpfeile im no¨rdlichen Teil in Richtung Osten
zeigen, klappen sie bei den su¨dlichen Stationen langsam nach Su¨dosten um. Da der Ein-
fluß der Referenzstation entfernt wurde, kann durch eine Rotation der Pfeile um 90◦ gegen
den Uhrzeigersinn direkt die Richtung des anomalen Stromflusses bestimmt werden. Das
deutet darauf hin, daß die anomale Leitfa¨higkeitsstruktur im Su¨den in Richtung Westen
abknickt.
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Abbildung 4.11: Fla¨chenhafte Darstellung der Perturbationspfeile bei einer Periode von
683 s fu¨r alle Stationen. Der eingezeichnete Referenzpfeil hat die La¨nge
eins. Die Realpfeile sind schwarz dargestellt.
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Die bisher vorgestellten Ergebnisse beschra¨nken sich auf die Analyse des magnetischen
Feldes. Im folgenden Kapitel werden einige Resultate der magnetotellurischen Methode
gezeigt, bei der zusa¨tzlich das elektrische Feld verwendet wird.
4.2.4 ρ∗(z∗)-Darstellung und Phasenaufspaltung bei kurzen
Perioden
Die Abbildung 4.12 zeigt eine fla¨chenhafte Darstellung der ρ∗(z∗) Werte. Aufgrund der
schlechten Datenqualita¨t des elektrischen Feldes bei einigen Stationen existieren stellen-
weise Lu¨cken in der Bedeckung.
Es sind Tiefenschnitte fu¨r drei verschiedene z∗-Bereiche dargestellt: 5 - 10 km, 10 - 20 km,
20 - 40 km. Dazu wurde ein Mittelwert der ρ∗-Werte, die in den jeweiligen Tiefenbereich
gefallen sind, berechnet und dieser dann aufgetragen.
Die Leitfa¨higkeitsanomalie unter der Westeifel, die sich im magnetischen Feld so deutlich
abbildet, fa¨llt auch bei einer fla¨chenhaften Auftragung von ρ∗(yx) auf.
Sie ist in der ersten Schicht von 5 - 10 km Tiefe am deutlichsten zu erkennen. Ihre Aus-
pra¨gung in der fla¨chenhaften ρ∗(z∗)-Darstellung wird dann ungleichma¨ßig schwa¨cher,
trotzdem ist die Anomalie auch im Tiefenbereich von 20 - 40 km noch gut sichtbar.
In der zweiten Schicht (10 - 20 km) erscheint eine weitere gut leitfa¨hige Zone in beiden
Polarisationen am nordwestlichen Rand des Meßgebiets4.
Die Anomalie am Su¨drand des Rheinischen Schiefergebirges ist in dieser Darstellung
nicht zu erkennen, allerdings fehlen hier die zwei su¨dlichen Stationen SAA und IDA.
Mo¨glicherweise ist dies auch ein weiteres Indiz dafu¨r, daß die Anomalie erst bei der
Erkundung gro¨ßerer Tiefen in Erscheinung tritt.
4Es ist zu beachten, das insbesondere die dunklen Regionen an den Ra¨ndern des Meßgebiets teilweise
durch den Gridding-Algorithmus des verwendeten Plot-Programms erzeugt werden.
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Abbildung 4.12: Fla¨chenhafte ρ∗(z∗)-Darstellung. Aufgetragen ist ein Mittelwert derje-
nigen ρ∗-Werte, die in den dargestellten Tiefenbereich gefallen sind.
Weiße Fla¨chen kennzeichnen spezifische Widersta¨nde > 100 Ωm. Die
Bilder der linken Spalte zeigen die xy-Polarisation, die der rechten Spal-
te die yx-Polarisation.
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Die Abbildung 4.4 zeigt bereits einige charakteristische Merkmale in den Frequenzga¨ngen
der Phasen, in der Abbildung 4.14 wird nun eine fla¨chenhafte Darstellung der Phasen
pra¨sentiert (Abbildung 4.13). Die Daten wurden dabei um den Winkel αP nach (2.22) in
das Koordinatensystem gedreht, in dem eine maxinmale Phasenaufspaltung erreicht wird.
N
Φ
Φ
αp
45°
(xy)
(yx)
Abbildung 4.13:
Zur fla¨chenhaften Darstellung von
rotierten Phasen. Der graue Bal-
ken zeigt die rotierte x′-Richtung
an und stellt gleichzeitig die Gro¨ße
der Phase in x′y′-Polarisation dar.
Entsprechend ist die Phase der y′x′-
Polarisation durch die Breite der
Ellipse in der dazu senkrechten
Richtung dargestellt. Als Referenz
ist ein Kreis eingezeichnet, dessen
Durchmesser eine Phase von 45◦
repra¨sentiert.
Besonders im westlichen und no¨rdlichen Bereich ergibt sich ein recht einheitlicher Rota-
tionswinkel, der mit etwa 45◦ ungefa¨hr die Richtung des variszischen Streichens wieder-
gibt. An fast allen Stationen zeigt die Phase der x′y′-Polarisation die gro¨ßeren Werte. Die
Stationen mit der gro¨ßten Phasendifferenz liegen im o¨stlichen und nordwestlichen Teil
des Meßgebiets. Die Aufspaltung liegt bei den meisten Stationen zwischen 15◦ und 25◦,
maximal bei 34◦ (HUR).
Fu¨r die Eindringtiefen bei der Periode 85 s erha¨lt man etwa 10 - 20 km und somit im Ver-
gleich zur gesamten Ausdehnung des Meßgebiets sehr kleine Werte. Das bis auf wenige
Ausnahmen einheitliche Erscheinungsbild fu¨hrt so zu der Vorstellung einer anisotropen
Struktur in der Kruste unter dem Rheinischen Schiefergebirge (vgl. HO¨NIG, 1998).
84 4 Ergebnisse der Datenanalyse
6˚
6˚
7˚
7˚
8˚
8˚
50˚ 50˚
51˚ 51˚
HUR
NEU
HIL
AHR
ALT
IRR
DAU
MAY
SEL
OSB
TRA
GOA
DIE
BKR
CHA
BIT
BOO
DID
FOE
COC
LAH
BAD
DAH HON
WAL
PRU
Maximale Phasenaufspaltung bei 85 s
Maximale Phasenaufspaltung bei 85 s
Abbildung 4.14: Darstellung der Phasen der Impedanz in dem Koordinatensystem der
maximalen Aufspaltung bei einer Periode von 85 s (vgl. Abbildung 4.13).
4.3 Daten zum oberen Mantel
Betrachtet man den Periodenbereich um 1000 s und daru¨ber, so werden Eindringtiefen
erreicht, die bis in den obersten Mantel reichen.
4.3.1 Phasenaufspaltung bei langen Perioden
Analog zu Abbildung 4.14 sind in Abbildung 4.15 die Phasen der Impedanz bei einer
Periode von 2731 s in dem Koordinatensystem der maximalen Aufspaltung aufgetragen.
Auch hier bietet sich ein recht einheitliches Bild. Der Drehwinkel schwankt bei der Mehr-
zahl der Stationen um null Grad, die Richtung der gro¨ßeren Phase liegt senkrecht dazu
und entspricht mithin der y′-Richtung. Der Median der Phasenaufspaltung liegt bei 19◦.
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Diese einheitliche Aufspaltung der Phasen in einer bevorzugten Richtung bei langen Pe-
rioden deutet auf großra¨umige Strukturen in gro¨ßeren Tiefen hin. Da der Drehwinkel αP
fu¨r die Periode 2731 s bei fast allen Stationen um null Grad schwankt, werden fu¨r die Be-
trachtung der Phasen bei langen Perioden im folgenden unrotierte Koordinaten verwendet.
Die Streichrichtung verla¨uft dann in y-Richtung und φyx geho¨rt zur E-Polarisation. Eine
Richtungsabha¨ngigkeit der Leitfa¨higkeit im obersten Mantel wurde bereits von HO¨NIG
(1998) vermutet.
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Abbildung 4.15: Darstellung der Phasen der Impedanz in dem Koordinatensystem der
maximalen Aufspaltung bei einer Periode von 2731 s (vgl. Abbildung
4.13).
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Zum Nachweis, daß die Hauptinformation tatsa¨chlich in den Nebendiagonalelementen
des Impedanztensors liegt und es somit gerechtfertigt ist, nur diese zur Interpretation her-
anzuziehen, ist in Abbildung 4.16 das Verha¨ltnis der Summen von Hauptdiagonal- zu
Nebendiagonalelementen im Koordinatensystem der maximalen Phasenaufspaltung bei
2731 s aufgetragen. Bis auf Station GOA liegen die Verha¨ltnisse der anderen Stationen
im Mittel bei etwa 0.25. Dies bedeutet, daß 75% der Information, die der gesamte Impe-
danztensor beinhaltet, auf der Nebendiagonalen liegt.
Bei einigen Stationen im Westen weist dieses Verha¨ltnis ungu¨nstigere Werte auf, die je-
doch zum Großteil auf eine Verzerrung durch oberfla¨chennahe Strukturen zuru¨ckzufu¨hren
sind.
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Abbildung 4.16: Das Verha¨ltnis von Haupt- zu Nebendiagonalelementen einiger Statio-
nen. Die Werte sind im rotierten Koordinatensystem der maximalen
Phasenaufspaltung dargestellt.
In solchen Fa¨llen ist die phasensensitive Schiefe η aussagekra¨ftiger (vgl. Abbildung 4.5).
Wie man aus Abbildung 4.17 ersieht, weist sie im gro¨ßten Teil des Meßgebiets bei der
Periode 2731 s genu¨gend kleine Werte unter 0.2 auf. Nur stellenweise im Westen und um
die Station BOO herum kommen Werte u¨ber 0.3 vor.
Insgesamt ist also eine zweidimensionale Interpretation der Phasen der Impedanz bei lan-
gen Perioden gerechtfertigt.
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Abbildung 4.17: Fla¨chenhafte Auftragung der phasensensitiven Schiefe η bei einer Peri-
ode von 2731 s.
Eine fla¨chenhafte Auftragung der Phasen beider Polarisationen in unrotierten Koordinaten
findet sich in Abbildung 4.18. Wa¨hrend φxy nahezu im gesamten Meßgebiet bei 40◦−45◦
liegt, sind die Werte fu¨r φyx fast u¨berall gro¨ßer als 50◦.
Grundsa¨tzlich sind die Werte von φyx im Norden des Meßgebiets gro¨ßer als im Su¨den. Im
Nordosten, Osten und Westen werden Phasenwerte der yx-Polarisation von mehr als 60◦
erreicht. Eine Ausnahme bildet die Region der Krustenanomalie im Nordwesten. Hier
liegen die Werte innerhalb eines schmalen Bereiches um DAH, HIL, WAL, HON und
DAU zwischen 45◦ und 50◦, im su¨dlichen Bereich (OSB) zum Teil bei nur 40◦.
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Abbildung 4.18: Darstellung von φxy und φyx fu¨r alle Stationen bei einer Frequenz von
2731 s.
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4.3.2 Analyse des Perturbationstensors
Der Versuch, die gefundene Vorzugsrichtung der elektrischen Leitfa¨higkeit aus den Daten
der erdmagnetischen Tiefensondierung mit Hilfe des in Kapitel 2.4.3 vorgestellten Ver-
fahrens zu reproduzieren, verlief erfolglos. Die Berechnung eines Rotationswinkels βG
nach Gleichung (2.34) erwies sich als nicht sinnvoll, da die gemessenen Perturbations-
tensoren nicht die geforderte Form (2.32) besaßen. Dies ergibt sich unmittelbar aus der
Betrachtung der Schiefe ηG nach Gleichung (2.33). In Abbildung 4.19 sind die Werte fu¨r
drei Stationen gezeigt.
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Abbildung 4.19: Frequenzgang der Schiefe ηG des Perturbationstensors fu¨r drei Statio-
nen.
Obgleich man erkennt, daß ηG fu¨r lange Perioden kleiner wird, sind die Werte doch zum
gro¨ßten Teil u¨ber den gesamten Periodenbereich zu groß, um eine Interpretation vorzu-
nehmen, die auf dem Modellansatz (2.31) oder (2.34) beruht. Daru¨berhinaus sind die
Fehler relativ groß.
4.3.3 Lokale Induktionspfeile
Die lokalen Induktionspfeile bei 2731 s zeigen u¨ber das gesamte Meßgebiet ein einheit-
liches Verhalten (Abbildung 4.20). Sie weisen alle in su¨dwestliche Richtung und zwar
mit ansteigender La¨nge von Ost nach West. Bei den o¨stlichen Stationen liegt die La¨nge
etwa bei 0.1 - 0.2. Die Imagina¨rpfeile sind deutlich kleiner, zeigen aber zum gro¨ßten Teil
ebenfalls ein gleichartiges Verhalten und stehen nahezu senkrecht auf den Realpfeilen. Im
Westen sind die Realpfeile mit La¨ngen von rund 0.3 etwa doppelt so groß. Die ku¨rzesten
Pfeile findet man im Su¨den des Meßgebiets. Hier sind auch die Richtungen nicht in so
einheitlicher Form ausgepra¨gt.
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Abbildung 4.20: Darstellung der lokalen Induktionspfeile bei einer Periode von 2731 s.
Der eingezeichnete Referenzpfeil hat die La¨nge eins. Die Realpfeile sind
schwarz dargestellt.
In Abbildung 4.21 ist abschließend das Frequenzverhalten der lokalen Induktionspfeile
exemplarisch fu¨r die Stationen PRU, TRA und LAH dargestellt.
Bis zu Perioden von etwa 1000 s ist das Verhalten bei den drei Stationen ganz unterschied-
lich. Bei mittleren Perioden 100 - 1000 s ist bei PRU und TRA der Einfluß der Nord-Su¨d
bzw. West-Ost streichenden Strukturen sichtbar. Allen Stationen gemeinsam ist dann das
Einschwenken der Realpfeile bei langen Perioden ab etwa 1000 s in su¨dwestliche Rich-
tung. Besonders bei TRA ist das Umklappen des Realpfeils um fast 180◦ zwischen 683 s
und 4096 s markant. Die La¨nge des Realpfeils bei PRU nimmt zu langen Perioden hin ab,
wa¨hrend sie bei TRA zunimmt, bis die Realpfeile aller drei Stationen bei 4096 s nahezu
die gleiche La¨nge und Richtung besitzen.
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Abbildung 4.21: Frequenzverhalten der lokalen Induktionspfeile bei den Stationen PRU,
TRA und LAH. Der eingezeichnete Referenzpfeil hat die La¨nge eins. Die
Realpfeile sind schwarz dargestellt.
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4.4 Zusammenstellung der wichtigsten Resultate
An dieser Stelle sollen die wichtigsten Ergebnisse der Datenanalyse nochmals kurz zu-
sammengefaßt werden:
1. Anomalie bei 256 s im Frequenzgang von Re{dD} bei einigen Stationen in der We-
steifel. Maximale Amplitude ≈ 0.4 bei Rotation um −17◦. Ra¨umliche Halbwerts-
breite in West-Ostrichtung etwa 35 km.
2. Ra¨umlich scharf begrenzte Anomalie in den horizontalen magnetischen ¨Ubertra-
gungsfunktionen am Su¨drand des Rheinischen Schiefergebirges. Maximale Ampli-
tude von Re{dD} ≈ 0.5 bei 683 s und Rotation um 76◦.
3. Einheitliches Frequenzverhalten des phasensensitiven Rotationswinkels bei den mei-
sten Stationen des Meßgebiets. Unter 200 s liegt αB etwa bei 30◦± 15◦, ab etwa
1000 s zwischen 80◦ und 95◦.
4. Einheitliches Frequenzverhalten der Phase der Impedanz bei den meisten Stationen
des Meßgebiets.
a) Phasenwerte bei kurzen Perioden < 100 s in beiden Polarisationen u¨ber 45◦.
Maximale Aufspaltung der Polarisationen bei 85 s (bis zu 34◦) bei einem mitt-
leren Rotationswinkel von etwa 30−40◦.
b) Aufspaltung der Phasen bei langen Perioden > 1000 s, dabei liegt φxy bei
40− 45◦, φxy erreicht zum Teil Werte > 60◦. Maximale Aufspaltung der Po-
larisationen bei 2731 s bei einem Rotationswinkel ≈ 0◦. Der Betrag der Pha-
senaufspaltung nimmt im Meßgebiet von Su¨den nach Norden zu.
5. Einheitliches Verhalten der lokalen Induktionspfeile bei langen Perioden u¨ber 2000 s.
Die Realpfeile weisen mit von Ost (≈ 0.15) nach West (≈ 0.3) zunehmender La¨nge
in Richtung Su¨dwesten.
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5 Interpretation der Daten durch
dreidimensionale Modelle
Die durchgefu¨hrten Modellsimulationen wurden als dreidimensionale Vorwa¨rtsrechnun-
gen realisiert. Dabei wurde der Finite-Differenzen-Algorithmus nach MACKIE et al. ver-
wendet (MACKIE et al., 1993; MACKIE & MADDEN, 1993; MACKIE et al., 1994). Die
Berechnung synthetischer ¨Ubertragungsfunktionen aus den Resultaten der Modellrech-
nungen, die mit den gemessenen vergleichbar sind, wird bei KURAS (1998) beschrieben.
5.1 Zur Modellentwicklung
Die Fu¨lle des vorliegenden Datenmaterials macht es notwendig, sich auf einige besondere
Merkmale zu beschra¨nken, die durch das Modell erkla¨rt werden sollen. Bestimmte Cha-
rakteristika der Daten lassen im Vorfeld bereits Schlu¨sse auf mo¨glicherweise zugrunde
liegende Leitfa¨higkeitsanomalien zu (vgl. Kapitel 2 und 4). So entsteht eine erste Vorstel-
lung der Leitfa¨higkeitsverteilung unter dem Meßgebiet, die allerdings zum gro¨ßten Teil
auf relative Widerstandskontraste und Umrisse mo¨glicher anomaler Bereiche beschra¨nkt
ist. Bevor diese Erkenntnisse in die Entwicklung eines konkreten dreidimensionalen Mo-
dells umgesetzt werden, ist es zur Skalierung notwendig, ein Hintergrundmodell zu ent-
werfen, in das die anomalen Bereiche eingebettet werden. Dieses besteht in der Regel aus
einem geschichten Halbraum mit definierten Widerstandswerten.
Die Optimierung des Modells geschieht dann durch sukzessive Vera¨nderung verschiede-
ner Parameter. Im allgemeinen sind dies spezifische Widerstandswerte und die ra¨umliche
Ausdehnung anomaler Bereiche. Anschließend wird das neue Modellergebnis mit den
Felddaten verglichen und die Modellstruktur daraufhin eventuell vera¨ndert um die An-
passung weiter zu verbessern.
In der Praxis ist es nicht mo¨glich, alle vorhandenen Parameter gleichermaßen zu variie-
ren, so daß es sinnvoll ist, fu¨r einige von ihnen im Vorfeld bestimmte Werte festzulegen,
die nicht oder nur sehr geringfu¨gig vera¨ndert werden. Diese ko¨nnen sich zum Beispiel
aus ein- oder zweidimensionalen Inversionsrechnungen ergeben. Mo¨glicherweise liegen
bereits anderweitige geophysikalische oder geologische Erkenntnisse vor, die direkt um-
gesetzt werden ko¨nnen oder Grenzen der zu variierenden Gro¨ßen fordern.
Im Laufe der Modellrechnungen werden sich einige (wenige) Parameter herauskristalli-
sieren, auf deren Variation die anzupassenden Datenmerkmale besonders sensibel rea-
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gieren. Liegt das endgu¨ltige Grundmodell vor, das die geforderten Anspru¨che hinrei-
chend befriedigt, ist es sinnvoll, diese Parameter nochmals systematisch zu variieren. Da-
durch erha¨lt man einen ¨Uberblick u¨ber den mo¨glichen Variationsbereich der postulierten
Leitfa¨higkeitsverteilung. Denn das vorgeschlagene Modell ist natu¨rlich nicht eindeutig
und alle Parameter ko¨nnen innerhalb gewisser Grenzen schwanken.
In der folgenden Grafik 5.1 sind die beschriebenen Schritte nochmals tabellarisch zusam-
mengefaßt.
Sichtung der Daten und Festlegung der zu erkla¨renden
Merkmale
?
Erstellung eines Hintergrundmodells zur Skalierung und
eventuelle Festlegung von Parametern, die wa¨hrend der
Modellanpassung nicht vera¨ndert werden
?
Konstruktion eines Grundmodells durch iterative Variation
der Leitfa¨higkeitsverteilung und Vergleich mit den
Felddaten
?
Abgrenzung des Grundmodells durch systematische
Variation sensibler Parameter
Abbildung 5.1: Strukturierte Entwickung eines Modells der Leitfa¨higkeitsverteilung mit
Hilfe von Vorwa¨rtsrechnungen.
5.2 Vorbereitungen
5.2.1 Sichtung der Daten
Bei der Analyse der Daten ergaben sich einige besonders charakteristische Merkmale, die
in Kapitel 4.4 zusammengestellt sind. Das zu entwickelnde Modell der Leitfa¨higkeitsver-
teilung unter dem Rheinischen Schiefergebirge sollte mehreren Anspru¨chen genu¨gen und
folgende Merkmale in integrierter Form erkla¨ren ko¨nnen:
• Anomalie in der Westeifel: ra¨umliche Ausdehnung und Frequenzverhalten der ma-
gnetischen ¨Ubertragungsfunktionen
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• Einheitliches Frequenzverhalten des phasensensitiven Rotationswinkels u¨ber dem
Array
• Charakteristischer Frequenzgang und ra¨umliches Verhalten der Phase der Impedanz
• Verhalten der lokalen Induktionspfeile
Die Anomalie im Su¨den des Rheinischen Schiefergebirges wird dagegen nicht beru¨ck-
sichtigt. Wie in Kapitel 4 eingehend besprochen wurde, zeigen die Stationen su¨dlich der
Mosel zum Teil ein deutlich abweichendes Verhalten. Ihre Hinzunahme wu¨rde eine starke
Verkomplizierung des Modells bedeuten, da in diesem Fall ein einheitliches Hintergrund-
modell nicht angebracht wa¨re. Zudem wurde bereits gezeigt, daß sich die Effekte beider
Anomalien in unterschiedlichen Polarisationen abbilden und so recht gut getrennt be-
trachtet werden ko¨nnen. Erste Ansa¨tze zur Modellierung der Anomalie im Bereich der
Hunsru¨ck-Su¨drand-Sto¨rung findet man bei KURAS (1998).
5.2.2 Das Hintergrundmodell
Zur Erstellung eines geschichteten Hintergrundmodells wurde eine 1D-Inversion der mitt-
leren Impedanz ZIeff = (Zxy−Zyx)/2 (Gleichung 2.11) durchgefu¨hrt. Dieser Parameter ist
rotationsinvariant, weshalb er sich zur Erstellung eines eindimensionalen Modells anbie-
tet.
Des weiteren wird die Berdichevsky-Invariante durch kleinere Abweichungen vom 1D-
Fall weniger stark beeinflußt als Zxy oder Zyx. Durch die Mittelung u¨ber beide Polarisatio-
nen kann unter Umsta¨nden der sto¨rende Einfluß einer Verzerrung des elektrischen Feldes
verringert werden. Wenn man davon ausgeht, daß durch eine Verzerrung beide Polarisa-
tionen des scheinbaren spezifischen Widerstandes anna¨hernd symmetrisch zur 1D-Kurve
(ohne lokalen Sto¨rer) aufgespalten werden, liegt der Mittelwert der Impedanz nahe der
Kurve des geschichteten Halbraums (vgl. Abbildung 1.8). Nur in Grenzfa¨llen ist es denk-
bar, daß beide Polarisationen nach der Aufspaltung u¨ber oder unter der eindimensionalen
Kurve liegen. Falls allerdings tatsa¨chlich eine zweidimensionale Struktur vorliegt, ergibt
die Mittelung einen Wert fu¨r die Impedanz, der ohne Aussagekraft ist. Dann mu¨ßte sich
diese Struktur allerdings auch in weiteren Gro¨ßen widerspiegeln und ohnehin als zwei-
oder dreidimensionale Leitfa¨higkeitsanomalie in das Modell eingebaut werden. In der
folgenden Abbildung 5.2 sind die Ergebnisse fu¨r eine 4-Schicht Inversion von ZIeff fu¨r 9
Stationen gezeigt, die u¨ber das gesamte Meßgebiet verteilt sind.
Die Inversion wurde mit dem Ψ-Algorithmus durchgefu¨hrt (SCHMUCKER, 1974). Eine
Erho¨hung der Schichtenanzahl > 4 fu¨hrte zu keinem signifikant kleineren Anpassungs-
fehler.
Zuna¨chst fa¨llt auf, daß sich die Ergebnisse der su¨dlichen Stationen auch hier von de-
nen der u¨brigen Standorte deutlich unterscheiden. Die Stationen no¨rdlich der Mosel zei-
gen einen guten Leiter in der mittleren bis unteren Kruste (15 - 25 km). Auch bei OSB
und GOA wird ein guter Leiter sichtbar, allerdings erst in Tiefen zwischen 30 und 40
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Abbildung 5.2: Ergebnisse einer 4-Schicht Inversion der effektiven Impedanz ZIeff = (Zxy−
Zyx)/2 fu¨r 9 Stationen.
km. Daru¨berhinaus weisen die spezifischen Widersta¨nde in der oberen Kruste große Un-
terschiede auf. Die gemittelten spezifischen Widersta¨nde bei den Stationen no¨rdlich der
Mosel liegen bei 40 - 110 Ωm, im Vergleich zu 600 - 700 Ωm an den Stationen OSB und
GOA.
5.2.3 Zur Modellierung einer anisotropen Schicht
Der verwendete 3D-Code nach MACKIE et al. gestattet nicht den Einbau einer intrin-
sischen Anisotropie, so daß auf das Modell der makroskopischen Anisotropie zuru¨ck-
gegriffen wurde. GROOM & BAILEY (1989b) zeigen, daß eine Folge von schmalen,
hochgestellten Platten (sogenannte Dykes) mit jeweils unterschiedlicher Leitfa¨higkeit den
gewu¨nschten Effekt auf magetotellurische ¨Ubertragungsfunktionen erzielen. In der Praxis
werden diese Lamellen jeweils eine einheitliche La¨nge L und Ho¨he h haben. Der Aufbau
einer solchen Schicht ist in Abbildung 5.3 skizziert.
Interessant ist der spezifische Widerstand, den die anisotrope Schicht jeweils in Richtung
(ρ‖) und senkrecht (ρ⊥) zu den Lamellen besitzt. Betrachtet man die Anordnung als eine
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Abbildung 5.3: Realisierung einer anisotropen Schicht durch das Lamellenmodell.
Reihen- bzw. Parallelschaltung von Ohmschen Widersta¨nden Ri = ρil/A, so erha¨lt man
ρ⊥∑di = ∑ρidi und ∑di/ρ‖ = ∑(di/ρi). Eine weitere Vereinfachung wird erreicht, wenn
insgesamt nur eine Folge von zwei Lamellen mit unterschiedlichen Widersta¨nden und
Dicken verwendet wird. Man erha¨lt dann:
ρ‖ =
ρ1ρ2(d1 + d2)
ρ1d2 + ρ2d1
und ρ⊥ =
ρ1d1 + ρ2d2
d1 + d2
. (5.1)
Um ein gegebenes Paar ρ‖, ρ⊥ zu realisieren, sind beliebig viele Kombinationen der 4
Parameter ρ1, d1, ρ2, d2 denkbar. Gibt man zum Beispiel die Dicke und den Widerstand
einer Lamelle vor, so lassen sich die zugeho¨rigen Werte der anderen berechnen.
Die Ausdehnung der Lamellenstruktur sowohl in x-Richtung als auch in y-Richtung kann
im Modell nicht unendlich fortgesetzt werden. Der jeweils anschließende Randbereich ist
eindimensional. EISEL (1995) schla¨gt vor, fu¨r die angrenzenden Gebiete die jeweiligen
Hauptwidersta¨nde ρ‖ und ρ⊥ zu verwenden. Um Randeffekte aufgrund des unstetigen
Verhaltens des elektrischen Feldes an den vertikalen Leitfa¨higkeitskontrasten der Lamel-
len im Fall der B-Polarisation zu gla¨tten, ist eine lateral homogene Deckschicht mit hin-
reichend großer Ma¨chtigkeit (> Breite der gutleitenden Lamellen) notwendig (EISEL &
HAAK, 1999). In der vorliegenden Arbeit wird ein Modelltyp vorgeschlagen, der versetzte
Lamellen verwendet (Abbildung 5.4).
ρ ρ1 2
Abbildung 5.4:
Querschnitt durch eine anisotrope
Schicht, die mit dem Modell der
versetzten Lamellen realisiert wur-
de.
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Aus Gleichung (5.1) geht bereits hervor, daß sich mit Lamellen gleicher Breite d1/d2 = 1
jedes beliebige Paar ρ‖, ρ⊥ konstruieren la¨ßt. Die Lamellen werden hier vertikal nochmals
in mehrere Schichten unterteilt, die dann jeweils um eine Lamellenbreite versetzt werden.
Die folgende Abbildung 5.5 zeigt zwei einfache Modelle, die beide eine anisotrope Schicht
mit ρ‖ = 1.9 Ωm und ρ⊥ = 10.5 Ωm simulieren. Abbildung 5.6 zeigt die zugeho¨rigen
Widerstands- und Phasenkurven, sowie zum Vergleich das Ergebnis eines Modells, in
welchem die anisotrope Schicht aus Modell A vertikal in 6 Schichten unterteilt wurde,
die gegeneinander versetzt angeordnet wurden.
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Abbildung 5.5: Zwei Modelle, die jeweils eine anisotrope Schicht mit ρ‖ = 1.9 Ωm und
ρ⊥ = 10.5 Ωm simulieren. Der abschließende Halbraum besitzt den spe-
zifischen Widerstand 20 Ωm.
Man erkennt, daß die Kurven aller Modelle bis etwa 70 s deckungsgleich u¨bereinander
liegen.
Beide Polarisationen des scheinbaren spezifischen Widerstandes spalten bei mittleren Pe-
rioden 10 - 100 s maximal auf und laufen dann wieder zusammen, erreichen aber nicht
ganz den Wert des abschließenden Halbraums. Die Kurven der yx-Polarisation der ver-
schiedenen Modelltypen weichen in diesem Periodenbereich geringfu¨gig voneinander ab.
Bei dem Modell mit versetzten Lamellen konvergieren die beiden Polarisationen bei lan-
gen Perioden am besten gegen den Widerstand des abschließenden Halbraums.
Die Phasenkurven der yx-Polarisation zeigen den typischen Effekt einer gut leitenden
Zwischenschicht in besonders ausgepra¨gter Form auf. Sie liegen bei kurzen Perioden
u¨ber 45◦ und wechseln dann im Periodenbereich, in dem der zugeho¨rige ρa-Wert sein
Minimum erreicht, unter 45◦.
Auch im Randbereich der anisotropen Schicht zeigt das Modell der versetzten Lamel-
len geringfu¨gige Vorteile. In Abbildung 5.7 sind zwei Querprofile von ρa(xy) u¨ber dem
Modell A berechnet worden, bei denen die anisotrope Schicht mit versetzten und unver-
setzten Lamellen realisiert wurde. Die ρa-Kurven, die u¨ber dem Modell mit versetzten
Lamellen bestimmt wurden, zeigen im Randbereich ein glatteres Verhalten. Die Schwan-
kung der anderen ρa-Kurve betra¨gt etwa 0.5 Ωm, bei einer geringeren Ma¨chtigkeit der
Deckschicht versta¨rkt sich dieser Effekt noch.
5.2 Vorbereitungen 99
1
 
10 100 1000 10000
Periode [s]
0
15
30
45
60
75
90
φ [
°
]
1
 
10 100 1000 10000
1
10
100
ρ a
 
[Ω
m
]
xy Modell A
yx Modell A
xy Modell B
yx Modell B
xy Modell A, versetzte Lamellen
yx Modell A, versetzte Lamellen
Abbildung 5.6: ρa- und Phasenkurven der Modelle A und B aus Abbildung 5.5.
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Abbildung 5.7:
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5.2.4 Diskretisierung des 3D-Modellkernes
Der gesamte Modellaufbau wird beim MACKIE-Code in mehrere Bereiche aufgeteilt. Die
eigentliche dreidimensionale Struktur wird innerhalb eines 3D-Modellkernes realisiert,
welcher in regionale 2D-Modelle eingebettet ist, die zur Berechnung der Randwerte die-
nen. In vertikaler Richtung wird der 3D-Kern durch einen geschichteten Halbraum abge-
schlossen.
Zuna¨chst muß die Dimensionierung des dreidimensionalen Modellkernes festgelegt wer-
den. In Abbildung 5.8 ist die horizontale und vertikale Diskretisierung zusammen mit den
Meßpunkten dargestellt.
X
Y
Z
1 km
6 km
Abbildung 5.8: Horizontale und vertikale Diskretisierung des 3D-Modellkernes.
Insgesamt werden 36×36×27 Modellzellen verwendet. Der Modellkern u¨berdeckt eine
Fla¨che von 276 km × 276 km, die Zellgro¨ße im inneren Bereich betra¨gt 6 km × 6 km,
wobei sich die Gro¨ße in den a¨ußeren Bereichen mit zunehmendem Abstand vom inneren
Bereich verdoppelt. Dies gilt auch fu¨r die Zellen der 2D-Randmodelle.
In vertikaler Richtung erstreckt sich der Modellkern bis in eine Tiefe von 190 km. Die
obersten Schichten besitzen eine Ma¨chtigkeit von 1 km und werden dann mit zunehmen-
der Tiefe dicker.
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5.3 Ein Modell der Leitfa¨higkeitsverteilung unter der
Eifel
Das Grundmodell
In diesem Abschnitt wird ein Modell der Leitfa¨higkeitsverteilung unter dem Rheinischen
Schiefergebirge pra¨sentiert. Um es von spa¨teren Modellrechnungen abzugrenzen, wird es
als das Grundmodell bezeichnet (Abbildung 5.9).
Die wichtigsten ¨Uberlegungen, die im einzelnen zu seiner Entwicklung fu¨hrten, werden
in der folgenden ¨Ubersicht skizziert. Beginnend mit der oberen Kruste wird die Wahl der
einzelnen Parameter begru¨ndet.
• Ausgehend von der 1D-Inversion der Berdichevsky-Invarianten (Abbildung 5.2)
wird ein Widerstandswert von 80 Ωm fu¨r die obere Kruste angenommen, der im
Zuge der Modellanpassung nicht variiert wird. Fru¨here Untersuchungen besta¨tigen
diese Gro¨ßenordnung des spezifischen Widerstandes der Kruste im Rheinischen
Schiefergebirge, insbesondere im Gebiet no¨rdlich der Hunsru¨ck-Su¨drand-Sto¨rung:
JO¨DICKE (1983) und spa¨ter OETTINGER (1994) ermittelten im Bereich der Ostei-
fel unter Beru¨cksichtigung einer mo¨glichen statischen Verzerrung spezifische Wi-
dersta¨nde der oberen Kruste im Bereich von 80−115 Ωm. An einer Station su¨dlich
der Mosel (etwa zwischen COC und GOA) fand BAHR (1985) einen spezifischen
Widerstand von ca. 150 Ω. Fu¨r das Gebiet der Westeifel liegen noch keine Ver-
gleichsdaten vor.
• Inhomogene Schicht 1: Leitfa¨higkeitsanomalie in der nordwestlichen Eifel
Durch Anpassung der Frequenzga¨nge der magnetischen ¨Ubertragungsfunktionen
dD und zD der Stationen HON und HIL (Abbildung 4.7) wird die Tiefenlage (6 km)
und integrierte Leitfa¨higkeit (4000 S) der nordwestlichen Leitfa¨higkeitsanomalie
bestimmt.
Die ra¨umliche Ausdehnung in den horizontalen Richtungen ergibt sich dabei aus
der fla¨chenhaften Auftragung der horizontalen magnetischen ¨Ubertragungsfunk-
tionen (Abbildung 4.9). Die Anomalie besitzt eine langestreckte Form (Breite 30
km) von insgesamt etwa 150 km La¨nge, wobei sie im Su¨den nach Su¨dwesten ab-
knickt. Hinweise darauf ergaben sich durch die Analyse der Perturbationspfeile
(Abbildung 4.11).
• Inhomogene Schicht 2: Anisotroper Krustenleiter
Die Resultate der 1D-Inversion in Abbildung 5.2 zeigen sehr deutlich einen gu-
ten Leiter in der mittleren Kruste. Seine Tiefe wird so auf 14− 22 km festgelegt
und wa¨hrend der weiteren Modellanpassung nicht variiert. Dies erfolgt in guter
¨Ubereinstimmung mit Ergebnissen von JO¨DICKE (1983) und OETTINGER (1994),
der den Krustenleiter mit einer richtungsabha¨ngigen Leitfa¨higkeit zweidimensional
modellierte.
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Aufgrund des Verhaltens des phasensensitiven Rotationswinkels (Abbildung 4.5)
sowie der Phasenaufspaltung bei kurzen Perioden (Abbildung 4.14) kann auch bei
dem vorliegenden Datensatz von einer Anisotropie des Krustenleiters ausgegan-
gen werden. Die Lamellen (Breite ≈ 8 km) werden einheitlich in Richtung 45◦
gegen Nord konstruiert. Der Leitfa¨higkeitskontrast 40/2 Ωm ergibt sich aus der
Anpassung der Freqenzga¨nge der Phasen (Abbildung 4.4) fu¨r kurze Perioden sowie
der Gro¨ße der Phasenaufspaltung bei E- und B-Polarisation. Die Widersta¨nde in
den Hauptanisotropierichtungen sind ρ| ≈ 4 Ωm und ρ⊥ = 21 Ωm. Die integrierte
Leitfa¨higkeit in Nordost-Su¨dwestrichtung betra¨gt somit 2000 S.
• Der Widerstand der unteren Kruste/des oberen Mantels (250 Ωm) ergibt sich aus
den 1D-Modellen (Abbildung 5.2).
• Inhomogene Schicht 3: Richtungsabha¨ngige Leitfa¨higkeit im oberen Mantel
¨Ahnlich wie beim Krustenleiter (Schicht 2) ergeben sich die Parameter hier aus der
Anpassung des Frequenzganges der Phasen (Abbildung 4.4), des Rotationswinkels
(4.5), und der Phasenaufspaltung (Abbildung 4.15) bei langen Perioden. Die Lamel-
len besitzen Widersta¨nde von 500 Ωm und 1 Ωm, wodurch die Hauptwidersta¨nde
ρ‖ ≈ 2 Ωm und ρ⊥ ≈ 250 Ωm simuliert werden. Die integrierten Leitfa¨higkeiten
betragen 20.000 S in West-Ostrichtung und 160 S in Nord-Su¨drichtung.
• Der Widerstand des abschließenden Halbraums von 150 Ωm wird von den Daten
nicht gefordert. Er wird in Anlehnung an Modelle des oberen Erdmantels von BAHR
et al. (1993) und OLSEN (1998) festgelegt.
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Abbildung 5.9: Die Struktur des Grundmodells. Die drei lateral inhomogenen Schichten
sind in der Aufsicht abgebildet. Zur Orientierung sind in der Darstellung
der ersten Schicht zusa¨tzlich La¨ndergrenzen und Flu¨sse eingezeichnet.
Der vertikale Aufbau ist linear dargestellt. Die Parameter h,ρ1,H,ρ2,D,ρ3
werden im Rahmen der Modellabgrenzung systematisch variiert.
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5.4 Die Modellantwort
Bei den folgenden fla¨chenhaften Darstellungen der Modellergebnisse wird grundsa¨tzlich
nur der Wert derjenigen Modellzelle verwendet, die dem tatsa¨chlichen Standort der Feld-
station am na¨chsten kommt.
5.4.1 Die Anomalie im magnetischen Feld
Das ra¨umliche Verhalten der magnetischen ¨Ubertragungsfunktionen Re{dD} und Re{zD}
der Felddaten wurde in Abbildung 4.9 vorgestellt, eine entsprechende Darstellung der
Modelldaten findet man in Abbildung 5.10.
• Die ra¨umliche Ausdehnung der Anomalie im Re{dD} wird gut wiedergegeben. Die
Halbwertsbreite stimmt sowohl in Nord-Su¨d- als auch in West-Ostrichtung gut mit
den Daten u¨berein. Das lokale Maximum wird im Modell und in den Daten bei den
Stationen BAD, HIL, HON erreicht.
• Bei der fla¨chenhaften Auftragung des Re{zD} wird die beobachtete Asymmetrie
modelliert: Obwohl im Modell bei BOO der Re{zD}> 0.15 wird, erreicht er nicht
den Betrag der negativen Werte (Re{zD}<−0.3) auf der anderen Seite der Anoma-
lie.
Ein Vergleich der Frequenzga¨nge der magnetischen ¨Ubertragungsfunktionen dD und zD
zwischen Modellantwort und gemessenen Daten der Station HIL ist in Abbildung 5.11
gezeigt.
• Die Frequenzga¨nge der magnetischen ¨Ubertragungsfunktionen werden gut ange-
paßt. Das modellierte Maximum im Re{dD} erreicht bei der richtigen Periode
(256 s) die gemessene Amplitude (≈ 0.4). Der Gradient beim Abfall zu ku¨rzeren
und la¨ngeren Perioden wird allerdings nicht in der beobachteten Steilheit reprodu-
ziert. Die Modellierung des Imagina¨rteils gelingt u¨ber den gesamten Periodenbe-
reich.
• Das Frequenzverhalten der vertikalen ¨Ubertragungsfunktion wird prinzipiell eben-
falls gut nachgebildet. Das Maximum im Re{zD} und der Nulldurchgang vom
Im{zD} werden im richtigen Periodenbereich modelliert. Die Kurven des beob-
achteten und modellierten Real- und Imagina¨rteils sind jedoch um einen Faktor
gegeneinander verschoben, der zu ku¨rzeren Perioden gro¨ßer wird.
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Abbildung 5.10: Fla¨chenhafte Aufragung des Re{dD} und des Re{zD}, berechnet fu¨r das
Grundmodell bei einer Periode von 256 s.
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Abbildung 5.11: Vergleich der Frequenzga¨nge von dD und zD an der Feldstation HIL mit
den entsprechenden Modelldaten.
Das Frequenzverhalten der horizontalen magnetischen ¨Ubertragungsfunktionen erweist
sich als besonders sensitiv auf eine Variation der Tiefenlage der Anomalie und ihres spe-
zifischen Widerstandes. Um die Gro¨ße dieser Modellparameter abzugrenzen, werden sie
schrittweise variiert und die Vera¨nderung im Frequenzgang vom Re{dD} beobachtet (Ab-
bildung 5.12).
Die Tiefe der Oberkante der Anomalie wird ausgehend vom Grundmodell (6 km) im
Bereich 2 - 12 km verschoben. Die integrierte Leitfa¨higkeit der Anomalie (Ma¨chtigkeit
2000 m) wird im Bereich 400 - 40.000 S (Grundmodell 4000 S) variiert.
Folgende Resultate werden erzielt:
• Ein Verlegen der Anomalie in gro¨ßere Tiefen fu¨hrt dazu, daß die an der Oberfla¨che
beobachteten Amplituden kleiner werden und zudem erst bei gro¨ßeren Perioden
erreicht werden. Bei ku¨rzeren Perioden < 100 s zeigt insbesondere der Im{dD}
ein falsches Verhalten, indem er entgegen der Beobachtung gegen null konvergiert.
Auch der Re{dD} fa¨llt zu schnell ab. Eine sehr oberfla¨chennahe Struktur dagegen
wu¨rde bei kurzen Perioden einen zu starken Effekt in den ¨Ubertragungsfunktionen
erzeugen. Das Frequenzverhalten von dD bei langen Perioden jenseits des Maxi-
mums ist dagegen recht einheitlich und wird durch ein Verschieben der anomalen
Struktur in vertikaler Richtung nur unwesentlich beeinflußt.
• Bei der Variation des spezifischen Widerstandes der Anomalie fa¨llt auf, daß bei ge-
ringer Leitfa¨higkeit (< 2000 S) die beobachteten Gradienten im Frequenzgang zu
gering sind. Bei deutlich erho¨hten Leitfa¨higkeiten (> 13.000 S) werden die Am-
plituden gro¨ßer, die jeweiligen Maxima werden allerdings bei zu langen Perioden
erreicht. Offenbar kann ein Verschieben der Struktur in gro¨ßere Tiefen nicht durch
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Abbildung 5.12: Variation der Tiefenlage der nordwestlichen Anomalie im Bereich 2 - 12
km und der integrierten Leitfa¨higkeit im Bereich 400 - 40.000 S. Die
Frequenzga¨nge des Grundmodells sind mit Sternen markiert (h=6 km,
ρ1 = 0.5 Ωm). Die Ma¨chtigkeit der Anomalie betra¨gt immer 2000 m.
eine Erho¨hung der Leitfa¨higkeit kompensiert werden, da beide Vorga¨nge ein Ver-
schieben des Maximums zu la¨ngeren Perioden zur Folge haben. Ein positiver Ef-
fekt der Erho¨hung der Leitfa¨higkeit ist die verbesserte Anpassung des Gradienten
im Frequenzgang sowohl bei kurzen als auch bei langen Perioden.
5.4.2 Die Anpassung der Phase der Impedanz
Bei der Nachbildung des Frequenzganges der Phase wird keine spezielle Feldstation
zum Vergleich herangezogen. Stattdessen wird versucht, die bei der Mehrzahl der Sta-
tionen beobachteten Merkmale zusammenzufassen und in diesem Sinne einen
”
mittle-
ren“ Frequenzgang zu modellieren.
Die folgende Abbildung 5.13 zeigt eine exemplarische Modellantwort an der Station DIE.
In unrotierten Koordinaten zeigt der Phasenverlauf das in den Feldaten beobachtete cha-
rakteristische Verhalten:
Bis etwa zu einer Periode von etwa 100 s liegen die Werte deutlich u¨ber 45◦, das Maxi-
mum liegt bei 32 s. Beide Polarisationen spalten dann im richtigen Periodenbereich auf,
wobei φxy immer < 45◦ ist und φyx ein Maximum von fast 60◦ erreicht. Auch das Abfal-
len von φyx bei langen Perioden, wie es sich bei SEL, DIE, GOA und HIL andeutet, wird
modelliert. Nach einer Rotation um 45◦ laufen die Phasen bei langen Perioden zusammen
und spalten im Einklang mit den Felddaten (vgl. Abbildung 4.14) bei Perioden um 100 s
auf.
Das Frequenzverhalten des phasensensitiven Rotationswinkels wird durch das Modell
sehr gut reproduziert (vgl. Abbildung 4.5). Wichtiger als die exakte Wiedergabe des rich-
tigen Winkelbetrags (besonders fu¨r Perioden < 100 s weicht der modellierte Winkel mit
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45◦ von dem beobachteten Mittelwert der Daten≈ 30◦ ab1) ist die Modellierung des ¨Uber-
gangsbereiches. Er tritt wie bei den Felddaten im mittleren Periodenbereich 100 -1000 s
auf.
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Abbildung 5.13: Der Frequenzgang der Phase der Impedanz und des phasensensitiven
Rotationswinkels, berechnet fu¨r das Grundmodell an der Station DIE.
Durch das Modell sollte jedoch nicht nur der Frequenzgang, sondern auch das ra¨umli-
che Verhalten der Phase bei langen Perioden wiedergegeben werden. Beim Vergleich der
Felddaten (Abbildung 4.4) mit den Modelldaten in Abbildung 5.14 fa¨llt auf, daß die we-
sentliche Eigenschaft der Felddaten, na¨mlich Wert fu¨r φxy, die fast fla¨chendeckend unter
45◦ liegen und Phasenwerte φyx, die von Su¨den nach Norden ansteigend Werte > 60◦ er-
reichen, reproduziert wird. Laterale Strukturen, die in den Felddaten beobachtet werden,
zum Beispiel das lokale Minimum in φyx im Bereich der Anomalie in der oberen Kruste,
werden jedoch nicht erzeugt.
1Der Grund fu¨r den falschen Wert bei kurzen Perioden ist rein technischer Natur: Zur Modellierung der
anisotropen Schicht werden Lamellen mit einheitlicher Richtung verwendet. Bei Verwendung von qua-
dratischen Modellzellen kann so ein Winkel von 45◦ am einfachsten konstruiert werden.
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Abbildung 5.14: Fla¨chenhafte Auftragung der Phase der Impedanz, berechnet fu¨r das
Grundmodell bei einer Periode von 2731 s.
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Um weitere Hinweise auf die Struktur der Anomalie im oberen Mantel zu erhalten, wer-
den einige Parameter, die sich als besonders sensitiv auf den Frequenzgang der Phase bei
langen Perioden herausgestellt hatten, ausgehend vom Grundmodell systematisch variiert.
Im einzelnen sind dies: Die Oberkante der Mantelstruktur H und deren integrierte Leitfa¨hig-
keit (D·0.5 S/m), der spezifische Widerstand des daru¨berliegenden Mantelmaterials ρ2
sowie der spezifische Widerstand der gutleitenden Phase ρ3. Die Ergebnisse sind in Ab-
bildung 5.15 dargestellt.
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Abbildung 5.15: Einfluß der Variation von 4 Parametern (ausgehend vom Grundmodell)
auf den Frequenzgang der Phase: Tiefenlage H der Mantelstruktur (50 -
130 km); Ma¨chtigkeit D der Mantelstruktur (10 - 90 km), das ent-
spricht einer Variation der integrierten Leitfa¨higkeit 5000 - 45.000 S;
Widerstand ρ2 des obersten Mantels (50 - 1000 Ωm; Widerstand der
gutleitfa¨higen Phase ρ3 (0.5 - 16 Ωm). Der Frequenzgang des Grund-
modells ist mit Sternen markiert. Schwarze Symbole kennzeichnen die
xy-Polarisation.
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Folgende Abscha¨tzungen ko¨nnen anhand der Ergebnisse gemacht werden:
• Eine Variation der Ma¨chtigkeit D der Struktur im Bereich 10 - 90 km entspricht ei-
ner Variation der integrierten Leitfa¨higkeit der anisotropen Schicht in der Richtung
des geringeren Hauptwiderstandes nach Gleichung 5.1 (West-Ostrichtung:
ρ‖ ≈ 2 Ωm) von 5000 - 45.000 S. Ein Einfluß macht sich nur in der yx-Polarisation
bemerkbar: Bei einer zu geringen integrierten Leitfa¨higkeit (τ< 12.500 S) fa¨llt φyx
bei Perioden > 1000 s zu schnell ab, die beno¨tigte Phasenaufspaltung wird nicht
erreicht.
• Die Variation des spezifischen Widerstandes ρ2 des Mantels oberhalb der anomalen
Struktur (22 - 90 km) hat besonders auf den Frequenzgang von φxy Einfluß. Falls die
Leitfa¨higkeit zu hoch (ρ2 < 100 Ωm) ist, wird kein deutliches Minimum beobachtet,
ist ρ2 dagegen zu groß (ρ2 > 500 Ωm), so steigt die Kurve von φxy bei langen
Perioden zu stark an.
• Die Variation der Tiefenlage H der Mantelstruktur bewirkt eine Verschiebung der
Periode, ab der beide Polarisationen aufspalten. Der Kurvenverlauf der xy-Pola-
risation a¨ndert sich dabei fast nicht. Liegt die Anomalie in zu geringen Tiefen
(< 70 km), so spalten beide Polarisationen zu fru¨h auf. Einen a¨hnlichen Effekt be-
obachtet man bei einer Variation des spezifischen Widerstandes der gut leitfa¨higen
Phase (wobei τ = 20.000 S bezogen auf ρ‖ ≈ 2 Ωm konstant bleiben soll). Hier
wird allerdings auch die Kurve von φxy beeinflußt. Wird ρ3 > 4 Ωm, so erreicht φyx
nicht die beno¨tigte Amplitude und auch die Kurve von φxy steigt nicht stark genug
an.
5.5 Ein lokales Modell der Leitfa¨higkeitsverteilung bei
Station DIE
Das im vorherigen Abschnitt vorgestellte Grundmodell beinhaltet zwei Schichten mit
richtungsabha¨ngiger Leitfa¨higkeit, durch die der Frequenzgang der Phase an den mei-
sten Stationen sowie der charakteristische Verlauf der Rotationswinkel befriedigend mo-
delliert werden kann. Eine anisotrope Schicht erzeugt jedoch kein anomales vertikales
Magnetfeld, so daß das vorgestellte Modell zur Erkla¨rung der Induktionspfeile nicht aus-
reicht. Im diesem und im na¨chsten Kapitel werden einige Vorschla¨ge gemacht, wie das
Grundmodell modifiziert werden ko¨nnte, um auch die Induktionspfeile zu reproduzieren.
Der erste Schritt besteht darin, den Frequenzgang des vertikalen Magnetfeldes an einer
einzelnen Station zu modellieren. Das entstandene Modell der lokalen Leitfa¨higkeitsver-
teilung bei Station DIE ist in Abbildung 5.16 gezeigt.
In einem zweiten Schritt wird dann versucht, das ra¨umliche Verhalten der lokalen Induk-
tionspfeile nachzubilden.
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Anmerkung
Das im folgenden beschriebene Modell wurde dazu verwendet, mit dem in Kapitel 2.4.2
vorgestellten Verfahren die magnetischen ¨Ubertragungsfunktionen auf eine eindimensio-
nale Referenzstation zu beziehen.
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Abbildung 5.16: Lokales Modell der Station DIE. Alle Widersta¨nde sind in Ωm angege-
ben. Die Breite des einzelnen Dykes in Schicht 1 und 2 betra¨gt etwa 25
km, in Schicht 3 etwa 100 km.
Der wesentliche Unterschied zum Grundmodell (Abbildung 5.9) besteht darin, daß bei
dem lokalen Modell keine anisotropen Schichten verwendet werden, sondern einzelne
Lamellen, um die beobachteten Vorzugsrichtungen zu simulieren. Eine Lamelle wirkt als
eine 2D-Anomalie und erzeugt als solche ein anomales vertikales Magnetfeld bei Anre-
gung in E-Polarisation.
Daru¨ber hinaus weicht das lokale Modell nur in Details ab, um spezielle Eigenheiten der
Daten von Station DIE zu erkla¨ren. Die inhomogene oberste Schicht dient ausschließ-
lich dazu, das Verhalten der Induktionspfeile bei den ku¨rzesten Perioden zu erkla¨ren. Die
Tiefenlage des Krustenleiters und der anomalen Mantelstruktur weichen geringfu¨gig vom
Grundmodell ab, ebenso die Hauptwidersta¨nde der anisotropen Schicht in der Kruste.
Vergleiche zwischen Felddaten und Modelldaten sind in Abbildung 5.17 (lokale Indukti-
onspfeile) und Abbildung 5.18 (scheinbarer spezifischer Widerstand und Phase der Impe-
danz) gegeben.
Sowohl die Realpfeile als auch die Imagina¨rpfeile werden bis auf die ku¨rzesten Perioden
durch das vorgeschlagene Modell sehr gut reproduziert. Besonders der Nulldurchgang
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Abbildung 5.17: Station DIE und lokales Modell DIE: Lokale Induktionspfeile. Der Refe-
renzpfeil hat die La¨nge eins. Die Realpfeile sind schwarz dargestellt.
des Imagina¨rteils bei 512 s und der Verlauf der Induktionspfeile bei Perioden u¨ber 2000 s
werden fast exakt nachgebildet.
Auch der charakteristische Verlauf des scheinbaren spezifischen Widerstandes wird mo-
delliert. Die Modellkurven sind gegenu¨ber den Meßdaten geringfu¨gig verschoben, zeigen
aber ansonsten alle Merkmale der Daten. Hervorzuheben ist die Modellierung des Auf-
spaltens der beiden Polarisationen bei mittleren Perioden, das ¨Uberkreuzen der Kurven
bei 1000 s und die anschließende wiederholte Aufspaltung. Der Verlauf der Phase wird in
beiden Polarisationen fu¨r Perioden > 50 s gut wiedergegeben.
Die Zone hoher Leitfa¨higkeit im oberen Mantel besitzt in diesem Modell eine integrierte
Leitfa¨higkeit von 60.000 S. Um abzuscha¨tzen, bei welchen Perioden der Einfluß dieser
Struktur abklingt, wurden Modellrechnungen mit sehr langen Perioden bis zum Tages-
gang durchgefu¨hrt (Tabelle 5.1). Es zeigt sich, daß noch bei Perioden >8 h die Pha-
senaufspaltung beider Polarisationen etwa 10◦ betra¨gt. Der Einfluß der Struktur auf das
vertikales Magnetfeld wird ebenfalls noch bei sehr kleinen Frequenzen beobachtet: Bei
8 h hat der lokale Induktionspfeil eine La¨nge von 0.1 (Realpfeil).
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Vergleich Station DIE: Lokales Modell und Felddaten
Modell xy
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Abbildung 5.18: Station DIE und lokales Modell DIE: Phase der Impedanz und schein-
barer spezifischer Widerstand.
Periode φ(xy) [◦] φ(yx) [◦] Realpfeil Imagina¨rpfeil
Betrag Winkel [◦] Betrag Winkel [◦]
2 h 34.8 59.0 0.12 228 0.06 143
4 h 37.1 55.4 0.11 237 0.04 168
6 h 38.3 52.7 0.10 241 0.04 181
8 h 39.1 50.6 0.10 243 0.03 188
12 h 40.0 47.6 0.09 246 0.03 198
24 h 41.3 43.0 0.08 251 0.03 211
Tabelle 5.1: Ergebnisse der lokalen Modellierung von Station DIE bei sehr langen Peri-
oden bis zum Tagesgang: Phase der Impedanz und lokale Induktionspfeile.
Die Daten sind nicht rotiert.
5.6 Fla¨chenhafte Verteilung der Induktionspfeile bei langen Perioden 115
5.6 Fla¨chenhafte Verteilung der Induktionspfeile bei
langen Perioden
Bei der Analyse der Felddaten fiel ein besonders einheitliches ra¨umliches Verhalten der
lokalen Induktionspfeile bei langen Perioden auf (Abbildung 4.20). Dieses Verhalten wird
durch das in Kapitel 5.4 beschriebene Grundmodell nicht erkla¨rt.
Ein erster Versuch, ein genu¨gend großes vertikales Magnetfeld zu erzeugen, besteht darin,
die Lamellen in der untersten Schicht (Schicht 3 in Abbildung 5.1) zu einem einzigen
Block von identischem Volumen
”
zusammenzuschieben“ .
Bei zwei weiteren Modellen wird der dreidimensionale Modellkern erweitert und die La-
mellen und der Block um mehr als das Doppelte der urspru¨nglichen Gro¨ße verla¨ngert.
Die Ausdehnung der zweidimensionalen Strukturen bei diesen Modelltypen in West-
Ostrichtung betra¨gt mehr als 600 km. Die untere Schicht aller vier Modelle einschließlich
des Grundmodells sind in Abbildung 5.19 skizziert.
Langer BLock
Grundmodell
BlockLange Lamellen
Abbildung 5.19: Aufsicht auf die unterste inhomogene Schicht des Grundmodells und
drei weiterer Modellstudien.
Es zeigt sich, daß weder durch das einfache Blockmodell noch durch die verla¨ngerten
Lamellen die beno¨tigten Amplituden im vertikalen Magnetfeld erzeugt werden ko¨nnen.
Dies gelingt ansatzweise durch den Modelltyp
”
Langer Block“, wie man in Abbildung
5.20 erkennen kann.
Beim Vergleich mit den Daten (Abbildung 4.20) zeigt sich, daß die lokalen Induktions-
pfeile im westlichen Teil des Arrays gut reproduziert werden. Im o¨stlichen Teil weichen
die Richtungen deutlich ab, die La¨ngen der modellierten Realpfeile erreichen jedoch im-
merhin bis zu 50% der tatsa¨chlich beobachteten.
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Modell "Langer Block": Lokale Induktionspfeile (2731 s)
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Abbildung 5.20: Fla¨chenhafte Darstellung der lokalen Induktionspfeile, berechnet fu¨r das
Modell
”
Langer Block“ bei der Periode 2731 s. Der eingezeichnete Re-
ferenzpfeil hat die La¨nge eins. Die Realpfeile sind schwarz dargestellt.
Ein Nachteil der Modelle vom
”
Block“-Typ wird in Abbildung 5.21 sichtbar. Hier ist die
Phasenaufspaltung (φyx− φxy) la¨ngs eines Nord-Su¨dprofiles aufgetragen, und zwar die
tatsa¨chlich beobachtete und die aus den vier vorgstellten Modellen berechnete.
Die Phasenaufspaltung besitzt im Su¨den des Meßgebiets (BKR) ihr Minimum (3◦) und
la¨ßt dann einen ansteigenden Trend in Richtung Norden erkennen, obwohl das Maximum
etwa in der Mitte des Profils bei Station DIE erreicht wird (23◦).
Aus dem Vergleich mit den Modelldaten geht bervor, daß durch einen einzigen Block die
beno¨tigte Phasenaufspaltung nicht erzeugt wird. Das verwendete Lamellenmodell ergibt
einen vernu¨nftigen Mittelwert, und durch die verla¨ngerten Lamellen ist es mo¨glich, die
Aufspaltung noch zu vergro¨ßern.
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Abbildung 5.21: Phasenaufspaltung la¨ngs eines Nord-Su¨d Profiles, berechnet aus den
vier vorgestellten Modellen sowie die tatsa¨chlich beobachteten Werte.
Alle Daten sind unrotiert.
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Die Kruste
Die eindimensionalen Inversionsrechnungen ergeben deutliche Hinweise auf eine gut
leitfa¨hige Zwischenschicht in der unteren Kruste in Tiefen zwischen 15 und 25 km. Meh-
rere Untersuchungen zeigen, daß eine solche Zone nicht ungewo¨hnlich ist und sogar welt-
weit beobachtet wird. Man geht davon aus, daß ein Bereich mit geringem Widerstand in
der unteren Kruste eher die Regel als die Ausnahme ist. (HAAK & HUTTON, 1986; JO-
NES, 1992). Die beobachteten mittleren Leitfa¨higkeiten liegen im Bereich 300 - 1500 S.
Eine richtungsabha¨ngige Leitfa¨higkeit, wie sie im Rheinischen Schiefergebirge beobach-
tet wird, tritt ebenfalls in anderen Gebieten auf (KELLETT et al., 1992; EISEL & BAHR,
1993).
Die Natur dieser gut leitfa¨higen Zone ist noch nicht gekla¨rt. Obgleich der spezifische
Widerstand stark von der Temperatur abha¨ngt, reicht der Temperaturanstieg in der Tiefe
in inaktiven Regionen nicht aus, um die beobachteten Leitfa¨higkeiten zu erkla¨ren.
Allgemein anerkannt ist inzwischen die Modellvorstellung eines hoch leitfa¨higen Medi-
ums innerhalb einer schlecht leitfa¨higen Gesteinmatrix (VAN’YAN & HYNDMAN, 1996).
Welches Material fu¨r die gut leitfa¨hige Phase in Frage kommt, wird allerdings noch
kontrovers diskutiert. Das Interesse konzentriert sich dabei im wesentlichen auf zwei
Mo¨glichkeiten:
Salinare Fluide oder hoch leitfa¨hige Minerale wie Graphit, Fe / Ti-Oxide, Sulfide, die ver-
bundene Leiterbahnen bilden (GLOVER & VINE, 1994).
Als Quelle fu¨r freies Wasser in der unteren Kruste schlagen VAN’YAN & GLIKO (1999)
Dehydration von Amphiboliten etwa durch eine Temperaturerho¨hung durch einen Man-
telplume vor. Eine Akkumulation von freien Fluiden ko¨nnte in Zonen mit hoher horizon-
taler und geringer vertikaler Permeabilita¨t stattfinden (BAILEY, 1990). Einige Autoren
vermuten, daß wa¨ssrige Fluide in der unteren Kruste sowohl die gut leitfa¨hige Schicht, als
auch Zonen erho¨hter seismischer Reflektivita¨t erkla¨ren ko¨nnten (GOUGH, 1986; HYND-
MAN & SHEARER, 1989; MARQUIS & HYNDMAN, 1992; KISSIN, 1996). Allerdings zei-
gen SIMPSON & WARNER (1998), daß diese Bereiche nicht unbedingt u¨bereinstimmen
mu¨ssen. Daru¨berhinaus weisen YARDLEY & VALLEY (1997) und MARKL & BUCHER
(1998) darauf hin, daß eine verbundene Phase freier Fluide aus petrologischen Gru¨nden
in der unteren Kruste nicht stabil, bzw. innerhalb geologischer Zeitra¨ume nur in sehr ge-
ringen Mengen dauerhaft vorhanden sein kann .
Kohlenstoff wird als alternative Mo¨glichkeit zur Erho¨hung der Leitfa¨higkeit angesehen
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(FROST et al., 1989; MARESCHAL et al., 1992; ZHAMALETDINOV, 1996). Graphit hat
eine sehr hohe Leitfa¨higkeit von 104 − 105 S/m, so daß seine Volumenkonzentration
etwa um einen Faktor 100 - 1000 geringer als die des Fluids sein kann, um den glei-
chen Gesamtwiderstand zu erhalten. Auch im Rheinischen Schiefergebirge wird Graphit
zur Erkla¨rung der hohen integrierten Leitfa¨higkeit in der unteren Kruste herangezogen
(JO¨DICKE et al., 1983).
In den vorliegenden Daten wird außerdem eine Anisotropie der elektrischen Leitfa¨hig-
keit beobachtet. Sie kann mit Hilfe eines Lamellenmodells fu¨r die untere Kruste erkla¨rt
werden, dessen Hauptwidersta¨nde sich etwa um einen Faktor 5 unterschieden (2000 S in
Nordost-Su¨dwestrichtung, 380 S senkrecht dazu).
Alle Modellvorstellungen des Leitfa¨higkeitsmechanismus mu¨ssen auch eine Erkla¨rung
fu¨r diesen Sachverhalt bieten. BAHR (1997) betrachtet ein Zweiphasensystem, das aus der
Gesteinsmatrix und einem gut leitenden Material besteht und modelliert den Leitfa¨hig-
keitsmechanismus mit Hilfe von eingebetteten Netzwerken. Eine Anisotropie der elektri-
schen Leitfa¨higkeit kann durch unterschiedliche Konnektivita¨ten der gutleitenden Phase
in verschiedene Richtungen erzeugt werden.
Im Nordwesten des Meßgebiets wird eine sehr markante Anomalie im magnetischen Feld
beobachtet. Modellrechnungen zeigen, daß deren Ursache in der oberen Kruste zu suchen
ist. Die Oberkante der Leitfa¨higkeitsanomalie wird wahrscheinlich nicht tiefer als etwa
8 - 10 km liegen, und ihre integrierte Leitfa¨higkeit betra¨gt mindestens 3000 - 4000 S. Die
Struktur hat eine La¨nge von mindestens 100 - 150 km bei einer Breite von etwa 30 km.
Die Ma¨chtigkeit kann nicht genau abgescha¨tzt werden. Vergleichende Modellrechnungen
zeigen aber, daß die Ausdehnung in vertikaler Richtung begrenzt ist. Eine Vergro¨ßerung
der Struktur bis in die untere Kruste bei Beibehaltung der integrierten Leitfa¨higkeit er-
zeugt beispielsweise nur im Zentrum der Anomalie ein anomales Feld der beobachteten
Gro¨ßenordnung. Man kann daher vermuten, daß die Leitfa¨higkeitsanomalie eine recht
flache Form besitzt.
Als Ursache dieses ra¨umlich klar begrenzten Bereiches hoher Leitfa¨higkeit kommen
grundsa¨tzlich ebenso die oben im Zusammenhang mit dem Krustenleiter dargelegten
Mo¨glichkeiten in Frage.
Spannungsmessungen im Linksrheinischen Schiefergebirge ergeben als Richtung der ma-
ximalen Dehnung etwa Nordost-Su¨dwest (BAUMANN & ILLIES, 1983). Risse und Spal-
ten in der Lithospha¨re entstehen bevorzugt senkrecht dazu, was als Erkla¨rung fu¨r die
Orientierung der Vulkanreihen senkrecht zu der variszischen Streichrichtung angesehen
wird. Die Krustenanomalie ist wahrscheinlich nicht exakt Nord-Su¨d ausgerichtet, wenn-
gleich sie vereinfacht so modelliert wurde. Aus der Analyse der magnetischen Daten er-
gibt sich eine Streichrichtung von −17◦ gegen Nord, was recht gut mit der Orientierung
der Vulkanfelder u¨bereinstimmt.
Eine Interpretation als Magmakammer erscheint angesichts des vermuteten Volumens der
Leitfa¨higkeitsanomalie (≈ 9000 km3) unwahrscheinlich. Messungen der Wa¨rmeflußdich-
te zeigen kein anomales Verhalten im Bereich der Eifel und geben ebenfalls keine Hin-
weise auf das Vorhandensein von partiellen Schmelzen in der Kruste (CLAUSER, 1998).
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Allerdings zeigen Modellrechnungen am Beispiel einer vermuteten Magmakammer unter
dem Laacher See (Volumen 17 km3), daß deren Wa¨rmeflußsignal nach 10.000 Jahren die
Oberfla¨che noch nicht erreicht hat (HAENEL, 1983).
Ein ausgedehnter Bereich von heißen, salinaren Fluiden, die sich in Spalten und Rissen
sammeln, erscheint als die wahrscheinlichste Erkla¨rung fu¨r die Anomalie.
Der obere Mantel
Der modellierte Widerstand des oberen Mantels im Hintergrundmodell liegt mit 250 Ωm
im Bereich der Leitfa¨higkeit, die fu¨r Olivin unter Mantelbedingungen vorhergesagt wird
(HIRSCH & WANG, 1986; CONSTABLE et al., 1992; XU et al., 1998).
Aus den Daten ergeben sich allerdings Hinweise auf eine Zone im oberen Mantel, die
deutlich ho¨here Leitfa¨higkeiten aufweist. Solche Bereiche mit geringem Widerstand in
Tiefen zwischen 50 km und 200 km werden in Europa oft beobachtet (HJELT & KORJA,
1993) und u¨blicherweise mit der ¨Ubergangszone Lithospha¨re/Asthenospha¨re in Verbin-
dung gebracht. Fu¨r das Rheinische Schiefergebirge geben PRAUS et al. (1990) eine Tiefe
von 60 km an, die sie aus magnetotellurischen und seismologischen Untersuchungen ab-
leiten.
Bei den vorliegenden Daten kann anhand der Phasenaufspaltung im Frequenzgang ver-
mutet werden, daß die Oberkante der Leitfa¨higkeitsanomalie bei 60 - 70 km oder tiefer
liegt, was mit den oben genannten Ergebnissen in Einklang steht.
Es stehen mehrere Erkla¨rungsmo¨glichkeiten fu¨r eine stark erho¨hte Leitfa¨higkeit im Erd-
mantel zur Diskussion.
Aufgeschmolzenes Gesteinsmaterial besitzt Leitfa¨higkeiten von bis zu 10 S/m (SATO &
IDA, 1984). Allerdings wird in der Regel nicht das gesamte Material aufgeschmolzen sein,
sondern in Form von partiellen Schmelzen vorliegen. Deren Leitfa¨higkeiten ha¨ngen vom
Volumenanteil der Schmelze und der Interkonnektivita¨t ab. Abscha¨tzungen des effekti-
ven spezifischen Widerstandes von partiellen Schmelzen liefern Werte, die in der Regel
im Bereich von 1 Ωm bis zu einigen 10 Ωm liegen. (SATO & IDA, 1984; SCHMELING,
1986; ROBERTS & TYBURCZY, 1999). Auch Kohlenstoff in amorpher Form oder als
Graphit (DUBA & SHANKLAND, 1982) oder wa¨ssrige Fluide (MIBE et al., 1998) ko¨nnen
fu¨r eine Erho¨hung der Mantelleitfa¨higkeit sorgen, sofern sie als verbundene Phasen vor-
liegen. Migration von Wasserstoffionen im Olivin kann ebenfalls zu einer Erho¨hung der
Leitfa¨higkeit fu¨hren (KARATO, 1990; BAI & KOHLSTEDT, 1992; LIZARRALDE et al.,
1995).
Unter dem Rheinischen Schiefergebirge vermuten RAIKES & BONJER (1983) eine Zone
mit partiellen Schmelzen aufgrund von seismologischen Messungen. Dies widerspricht
nicht den gravimetrischen Ergebnissen, die im westlichen Rheinischen Schiefergebirge
eine negative Bouguer-Anomalie ergeben (JAKOBY et al., 1983). Auch die Daten der
vorliegenden Arbeit ko¨nnen mit der Annahme von partiellen Schmelzen im Mantel, das
heißt mit Leitfa¨higkeiten, die 1 S/m nicht u¨bersteigen, befriedigend erkla¨rt werden.
Wichtigstes Merkmal des vorliegenden Datensatzes ist jedoch die beobachtete Richtungs-
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abha¨ngigkeit der Leitfa¨higkeit im oberen Mantel. Entsprechende Beobachtungen in ande-
ren Regionen finden sich bisher nur vereinzelt (JONES, 1993; KURTZ et al., 1993).
Die durchgefu¨hrten Modellrechnungen ergeben, daß die integrierte Leitfa¨higkeit der Zone
in West-Ostrichtung mindestens 12.500 - 15.000 S betra¨gt (mit ρ‖ ≈ 2 Ωm und ρ⊥ ≈
250 Ωm).
Durch eine Variation des spezifischen Widerstandes und der Schichtma¨chtigkeiten bei
Beibehaltung der integrierten Leitfa¨higkeit (20.000 S) und deren Einfluß auf den Fre-
quenzgang der Phase kann eine Mindestleitfa¨higkeit von rund 0.2 S/m der gut leitfa¨higen
Phase abgescha¨tzt werden.
Die im Lamellenmodell vorgegebenen Hauptwidersta¨nde differieren in zueinander senk-
rechter Richtung um einen Faktor ≈ 100. Die Leitfa¨higkeit von Olivinkristallen ist zwar
richtungsabha¨ngig, die experimentell beobachtete Anisotropie von trockenem Olivin ist
jedoch viel kleiner (≈ 2) (HIRSCH & WANG, 1986; CONSTABLE et al., 1992). Mo¨gli-
cherweise ko¨nnte die Anisotropie der Diffusivita¨t von Wasserstoff im Olivin hier eine
weitere Erkla¨rungsmo¨glichkeit bieten (HIRSCH, 1990). Sie kann in den verschiedenen
Kristallrichtungen um einen Faktor 100 differieren (MACKWELL & KOHLSTEDT, 1990).
Aus den Daten kann nicht ermittelt werden, ob es sich bei der beobachteten Leitfa¨higkeits-
anomalie um eine anisotrope Schicht handelt, oder um eine großra¨umige zweidimensio-
nale Struktur. Das Vorhandensein eines markanten, einheitlichen vertikalen Magnetfeldes
spricht fu¨r die letztere Mo¨glichkeit. Modellrechnungen haben gezeigt, daß sich anomale
Magnetfelder der beobachteten Gro¨ßenordnung bei langen Perioden nur mit ausgedehn-
ten Strukturen von einigen hundert Kilometern La¨nge erzeugen lassen, es sei denn, man
la¨ßt Leitfa¨higkeiten deutlich > 1 S/m zu. Die Ausdehnung des anomalen Bereiches kann
mit den Stationen des vorliegenden Meßarrays nicht sicher abgegrenzt werden.
Lokale Studien, die die Daten einer einzelnen Station erkla¨ren sollen, machen deutlich,
daß Leitfa¨higkeitskontraste im Mantel in der Gro¨ßenordnung 500/1 Ωm ausreichend sind,
um sowohl die beobachteten lokalen Induktionspfeile als auch die magnetotellurischen
Parameter zu modellieren. Ein genu¨gend großes vertikales Magnetfeld entsteht jedoch
nur bei der Verwendung von einzelnen 2D-Strukturen, wodurch wiederum die Anpassung
der fla¨chenhaften Phasenaufspaltung verschlechtert wird.
Zur Erkla¨rung aller Datenmerkmale mu¨ßte ein Weg gefunden werden, die Eigenschaften
beider Modelltypen zu kombinieren. Mo¨glicherweise gelingt dies durch die Verwendung
von unregelma¨ßigen, gebogenen oder mit unterschiedlichen Leitfa¨higkeiten versehenen
Lamellen. Die beobachteten Induktionspfeile bei langen Perioden ko¨nnten daru¨berhinaus
von Strukturen beinflußt sein, die bereits (bzw. auch) außerhalb des modellierten Berei-
ches liegen2.
2Es ist unwahrscheinlich, daß die beobachteten anomalen vertikalen Magnetfelder von den sehr gut lei-
tenden Sedimenten der norddeutschen Tiefebene (die sogenannte norddeutsche Leitfa¨higkeitsanomalie)
herru¨hren. Sie erzeugen zwar ein starkes vertikales Magnetfeld. Modellabscha¨tzungen lassen aber ver-
muten, daß es im Gebiet der Eifel zum gro¨ßten Teil abgeklungen ist (JUNGE, 1994).
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Die Ergebnisse der elektromagnetischen Tiefenforschung lassen eine oder mehrere groß-
ra¨umige Zonen erho¨hter elektrischer Leitfa¨higkeit unter dem Rheinischen Schiefergebirge
vermuten. Es wird angenommen, daß sie in groben Zu¨gen eine zweidimensionale Struktur
aufweisen, um gleichzeitig eine Aufspaltung der Polarisationen der Phase der Impedanz
und ein anomales vertikales Magnetfeld zu erzeugen. Eine intrinsische Anisotropie des
Mantelmaterials ist zur Erkla¨rung der Daten nicht unbedingt erforderlich.
Die Frage nach einem Mantelplume unter dem Rheinischen Schiefergebirge kann anhand
der vorliegenden Ergebnisse nicht abschließend beantwortet werden. Die Daten schließen
das Vorhandensein nicht aus. Jedoch bleibt dann die Frage offen, inwieweit sich die be-
obachtete Richtungsabha¨ngigkeit der elektrischen Leitfa¨higkeit im oberen Mantel mit der
Vorstellung eines Mantelplumes vereinbaren la¨ßt.
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Zusammenfassung
Im Rheinischen Schiefergebirge wurden in den Jahren 1997/98 umfangreiche elektroma-
gnetische Messungen durchgefu¨hrt, deren Ergebnisse in der vorliegenden Arbeit pra¨sen-
tiert werden.
Insgesamt 30 Stationen deckten ein Gebiet von etwa 140 km × 130 km ab. Ziel der
Untersuchung war die Erstellung eines dreidimensionalen Modells der elektrischen Leit-
fa¨higkeitsverteilung unter der Eifel bis in eine Tiefe von rund 100 km. An sa¨mtlichen
Stationen wurde sowohl das elektrische als auch das magnetische Feld aufgezeichnet, so
daß die Methoden der Magnetotellurik und der erdmagnetischen Tiefensondierung glei-
chermaßen angewendet wurden.
Letzteres Verfahren erweist sich besonders bei der Untersuchung der Leitfa¨higkeitsver-
teilung der Erdkruste als sehr geeignet. Um die Interpretationsmo¨glichkeiten der magne-
tischen Daten zu erweitern, werden einige neue methodische Ansa¨tze vorgeschlagen, die
zum gro¨ßten Teil mit Erfolg angewendet werden.
So wird unter der Westeifel eine markante Leitfa¨higkeitsanomalie gefunden, die sich
besonders in einem starken anomalen magnetischen Feld manifestiert. Im Zentrum der
Anomalie wird Re{dD}≈ 0.4 bei einer von Periode 256 s beobachtet, wobei als Referenz-
feld eine Station im o¨stlichen Bereich des Rheinischen Schiefergebirges gewa¨hlt wird.
Die Daten ko¨nnen durch eine Leitfa¨higkeitsanomalie in der oberen Erdkruste (6 km) mit
einer integrierten Leitfa¨higkeit von 4000 S und einer Ausdehnung von 150 km × 30 km
(Ausdehnung in La¨ngsrichtung etwa Nord-Su¨d) erkla¨rt werden.
Auch der Bereich der Hunsru¨ck-Su¨drand-Sto¨rung zeigt sich deutlich als zweidimensio-
nale Anomalie im Magnetfeld (Re{hH} ≈ 0.5 bei 683 s). Um das Modell der Leitfa¨hig-
keitsverteilung nicht zu unu¨bersichtlich zu gestalten, wird auf eine explizite Modellierung
dieser Struktur allerdings verzichtet.
Mit den Methoden der Magnetotellurik kann unter dem gesamten Meßgebiet eine gut
leitfa¨hige Schicht in der mittleren bis unteren Kruste (15 km) aufgelo¨st werden. Sie be-
sitzt eine anisotrope Leitfa¨higkeitsstruktur, die mit Hilfe eines Lamellenmodells mit den
integrierten Hauptleitfa¨higkeiten 2000 S in Nordost-Su¨dwestrichtung und 380 S senkrecht
dazu modelliert wird.
Die Phasenkurven der Impedanz zeigen bei den meisten Stationen fu¨r lange Perioden
> 1000 s eine klare Aufspaltung beider Polarisationen. Die lokalen Induktionspfeile wei-
sen bei einer Periode von 2731 s einheitlich in su¨dwestliche Richtung (Realteile). Die
La¨nge nimmt von Osten (≈0.15) nach Westen (≈0.3) zu.
Als Ursache wird eine großra¨umige Richtungsabha¨ngigkeit der Leitfa¨higkeit im oberen
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Mantel vermutet. Die Realisierung einer anisotropen Zone in 90 km Tiefe mit Hilfe von
gut leitfa¨higen Lamellen (integrierte Hauptleitfa¨higkeit 20.000 S in West-Ostrichtung)
erkla¨rt zwar die Phasenaufspaltung gut, nicht aber das beobachtete Verhalten der lokalen
Induktionspfeile.
Auch die Modellierung mit Hilfe eines einzigen gut leitfa¨higen Blocks im oberen Mantel
zur Erzeugung eines vertikalen Magnetfeldes gelingt nur ansatzweise. Insbesondere kann
im Rahmen dieser Arbeit die Ausdehnung der Mantelanomalie nicht abgegrenzt werden.
Es ist mo¨glich, daß das einheitliche Verhalten der Induktionspfeile auf einen guten Leiter
im oberen Mantel zuru¨ckzufu¨hren ist, der zum Teil außerhalb des Rheinischen Schiefer-
gebirges liegt.
Die Ergebnisse dieser Arbeit legen die Vorstellung eines großra¨umig strukturierten obe-
ren Mantels nahe. Eine starke anisotrope Leitfa¨higkeit des Mantelmaterials selbst ist zur
Erkla¨rung der Daten nicht erforderlich.
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A Anhang
A.1 Stationskoordinaten
Station ¨Ostl. L. [◦] No¨rdl. B. [◦] Station ¨Ostl. L. [◦] No¨rdl. B. [◦]
AHR 7.13008 50.52532 HIL 6.65483 50.31136
ALT 7.53339 50.73582 HON 6.80169 50.42097
BAD 6.80689 50.56394 HUR 6.34412 50.51509
BIT 6.58687 50.09800 IDA 7.35369 49.68488
BKR 7.87532 49.79088 IRR 6.37063 49.87916
BON 6.97050 50.71219 LAH 7.73146 50.30146
BOO 7.01430 50.29030 MAY 7.41792 50.34608
CHA 8.19551 50.13346 NEU 6.18116 50.09596
COC 7.26308 50.13359 OSB 6.77756 49.66874
DAH 6.43897 50.39814 PRU 6.38231 50.28650
DAU 6.92781 50.10211 SAA 6.93111 49.44373
DID 7.48746 50.55034 SEL 7.80044 50.53312
DIE 8.04942 50.29019 TRA 7.07843 49.86483
FOE 6.72380 49.86679 WAL 6.81325 50.23078
GOA 7.64850 50.06166
Tabelle A.1: Koordinaten der Feldstationen.
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A.2 Elemente des Perturbationstensors nach Wechsel
der Bezugsstation
Gegeben seien zwei Perturbationstensoren der Stationen A und C bezogen auf eine Refe-
renzstation B: WA,B und WC,B.
Nach einem Wechsel der Referenzstation nach Gleichung (2.23) lauten die Elemente des
Perturbationstensors WA,C der Station A bezogen auf die neue Referenz C in expliziter
Form:
hA,CH =
(hA,BH −hC,BH )(1 + dC,BD )− (hA,BD −hC,BD )dC,BH
(1 + hC,BH )(1 + d
C,B
D )−hC,BD dC,BH
hA,CD =
(hA,BD −hC,BD )(1 + hC,BH )− (hA,BH −hC,BH )hC,BD
(1 + hC,BH )(1 + d
C,B
D )−hC,BD dC,BH
dA,CH =
(dA,BH −dC,BH )(1 + dC,BD )− (dA,BD −dC,BD )dC,BH
(1 + hC,BH )(1 + d
C,B
D )−hC,BD dC,BH
dA,CD =
(dA,BD −dC,BD )(1 + hC,BH )− (dA,BH −dC,BH )hC,BD
(1 + hC,BH )(1 + d
C,B
D )−hC,BD dC,BH
.
A.3 Nachtra¨ge zum Prozessing
A.3.1 Gewichtsfunktionen
• Hanning-Fenster
w(t) =

1
2(1 + cos(
pit
T )) fu¨r |t| ≤ T2
0 fu¨r |t|> T2
(A.1)
• Parzen-Fenster
Pi = P0
(
sin(ipi/Np)
ipi/Np
)4
(A.2)
mit
Np = 1 + Int
( feN
2∆ f
)
und P0 =
1.5
Np
. (A.3)
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A.3.2 Explizite Ausdru¨cke fu¨r alle ¨Ubertragungsfunktionen
• Magnetotellurik
Die Elemente des Impedanztensors inklusive der ¨Ubertragungsfunktionen des ver-
tikalen Magnetfeldes lauten:
Zxx =
(〈ExB∗x〉〈ByB∗y〉−〈ExB∗y〉〈ByB∗x〉)/D
Zxy =
(〈ExB∗y〉〈BxB∗x〉−〈ExB∗x〉〈BxB∗y〉)/D
Zyx =
(〈EyB∗x〉〈ByB∗y〉−〈EyB∗y〉〈ByB∗x〉)/D
Zyy =
(〈EyB∗y〉〈BxB∗x〉−〈EyB∗x〉〈BxB∗y〉)/D
Zzx =
(〈BzB∗x〉〈ByB∗y〉−〈BzB∗y〉〈ByB∗x〉)/D
Zzy =
(〈BzB∗y〉〈BxB∗x〉−〈BzB∗x〉〈BxB∗y〉)/D.
Die Vertrauensbereiche der ¨Ubertragungsfunktionen werden nach WATERMANN
(1984) berechnet:
∆Zxx =
√
f2(ν)〈ExE∗x 〉(1−Rx)/(〈BxB∗x〉(1−U))
∆Zxy =
√
f2(ν)〈ExE∗x 〉(1−Rx)/(〈ByB∗y〉(1−U))
∆Zyx =
√
f2(ν)〈EyE∗y 〉(1−Ry)/(〈BxB∗x〉(1−U))
∆Zyy =
√
f2(ν)〈EyE∗y 〉(1−Ry)/(〈ByB∗y〉(1−U))
∆Zzx =
√
f2(ν)〈BzB∗z 〉(1−Rz)/(〈BxB∗x〉(1−U))
∆Zzy =
√
f2(ν)〈BzB∗z 〉(1−Rz)/(〈ByB∗y〉(1−U))
wobei
D =
(〈BxB∗x〉〈ByB∗y〉−〈BxB∗y〉〈ByB∗x〉) .
Ri bezeichnet die quadratische bivariate Koha¨renz und U die quadratische univariate
Koha¨renz:
Rx = (Zxx〈BxE∗x 〉+ Zxy〈ByE∗x 〉)/〈ExE∗x 〉
Ry = (Zyx〈BxE∗y 〉+ Zyy〈ByE∗y 〉)/〈EyE∗y 〉
Rz = (Zzx〈BxB∗z 〉+ Zzy〈ByB∗z 〉)/〈BzB∗z 〉
U = 〈BxB∗y〉〈ByB∗x〉/(〈BxB∗x〉〈ByB∗y〉).
Außerdem ist
f2(ν) = 44−νF4,ν−4(β)
wobei F4,ν−4(β) die Fisher-Verteilung mit β = 68% bezeichnet. ν gibt die Anzahl
der Freiheitsgrade an.
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• Erdmagnetische Tiefensondierung
Die Elemente des Perturbationstensors inklusive der ¨Ubertragungsfunktionen des
vertikalen Magnetfeldes lauten:
hH =
(〈BxBn∗x 〉〈BnyBn∗y 〉−〈BxBn∗y 〉〈BnyBn∗x 〉)/D
hD =
(〈BxBn∗y 〉〈BnxBn∗x 〉−〈BxBn∗x 〉〈BnxBn∗y 〉)/D
dH =
(〈ByBn∗x 〉〈BnyBn∗y 〉−〈ByBn∗y 〉〈BnyBn∗x 〉)/D
dD =
(〈ByBn∗y 〉〈BnxBn∗x 〉−〈ByBn∗x 〉〈BnxBn∗y 〉)/D
zH =
(〈BzBn∗x 〉〈BnyBn∗y 〉−〈BzBn∗y 〉〈BnyBn∗x 〉)/D
zD =
(〈BzBn∗y 〉〈BnxBn∗x 〉−〈BzBn∗x 〉〈BnxBn∗y 〉)/D
∆hH =
√
f2(ν)〈BxB∗x〉(1−Rx)/(〈BnxBn∗x 〉(1−U))
∆hD =
√
f2(ν)〈BxB∗x〉(1−Rx)/(〈BnyBn∗y 〉(1−U))
∆dH =
√
f2(ν)〈ByB∗y〉(1−Ry)/(〈BnxBn∗x 〉(1−U))
∆dD =
√
f2(ν)〈ByB∗y〉(1−Ry)/(〈BnyBn∗y 〉(1−U))
∆zH =
√
f2(ν)〈BzB∗z 〉(1−Rz)/(〈BnxBn∗x 〉(1−U))
∆zD =
√
f2(ν)〈BzB∗z 〉(1−Rz)/(〈BnyBn∗y 〉(1−U))
wobei
D =
(〈BnxBn∗x 〉〈BnyBn∗y 〉−〈BnxBn∗y 〉〈BnyBn∗x 〉)
Rx = (hH〈BnxB∗x〉+ hD〈BnyB∗x〉)/〈BxB∗x〉
Ry = (dH〈BnxB∗y〉+ dD〈BnyB∗y〉)/〈ByB∗y〉
Rz = (zH〈BnxB∗z 〉+ zD〈BnyB∗z 〉)/〈BzB∗z 〉
U = 〈BnxBn∗y 〉〈BnyBn∗x 〉/(〈BnxBn∗x 〉〈BnyBn∗y 〉).
A.3.3 Gewichtete Stapelung der gegla¨tteten Spektren
Zur Qualita¨tsbewertung der gegla¨tteten Spektren wird die Gro¨ße
w =
(
Rx + Ry
2
)N
(A.4)
verwendet. Als Standardexponent wird N = 2 gesetzt. Falls w < 0.3 ist, werden die ent-
sprechenden Spektren ausgesondert, anderenfalls mit dem Gewicht w gestapelt.
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A.4 Go¨ttinger Datenformate
A.4.1 *.mtt-Format
Fu¨r jede Meßstation werden fu¨r eine gewisse Anzahl Frequenzen ¨Ubertragungsfunktionen
berechnet, die einem linearem Ansatz
Ex = ZxxBx + ZxyBy
Ey = ZyxBx + ZyyBy
Bz = ZzxBx + ZzyBy
genu¨gen. Sie werden als ASCII-Dateien in folgendem Format gespeichert. Die Frequenz
wird in Hz angegeben, die Elemente des Impedanztensors besitzen die Einheit km/s.
Frequenz Freiheitsgrade
Re{Zxx} Im{Zxx} Re{Zxy} Im{Zxy} Re{Zyx} Im{Zyx} Re{Zyy} Im{Zyy}
∆Zxx ∆Zxy ∆Zyx ∆Zyy Re{Zzx} Im{Zzx} Re{Zzy} Im{Zzy}
∆Zzx ∆Zzy Rx Ry Rz
...
A.4.2 *.gdt-Format
Der lineare Zusammenhang zwischen dem anomalen magnetischen Feld an der Meßsta-
tion und dem normalen Feld einer Bezugsstation lautet:
Bax = hHBnx + hDBny
Bay = dHBnx + dDBny
Baz = zHB
n
x + zDB
n
y .
Das Format ist im u¨brigen analog zu dem *.mtt-Format aufgebaut. Die magnetischen
¨Ubertragungsfunktionen sind dimensionslos.
Frequenz Freiheitsgrade
Re{hH} Im{hH} Re{hD} Im{hD} Re{dH} Im{dH} Re{dD} Im{dD}
∆hH ∆hD ∆dH ∆dD Re{zH} Im{zH} Re{zD} Im{zD}
∆zH ∆zD Rx Ry Rz
...
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A.5 Verwendete Programme
A.5.1 Datenerfassung und Prozessing
Das Lesen der Daten aus dem statischen Speicherblock des RAP-Loggers und die Wei-
terverarbeitung in das bina¨re Speicherformat *.goe erfolgte mit den Programmen
• ramtra [STEVELING]
• congoe [STEVELING].
Zur Verarbeitung der Zeitreihen und Bestimmung der ¨Ubertragungsfunktionen wurden
die Programme
• dezidezi [EISEL, BAHR, STEVELING]
• select [GU, BAHR]
• analys [BAHR]
• spetra [EISEL, BAHR]
verwendet.
A.5.2 Berechnung der Darstellungsgro¨ßen mit emdisp
Die Berechnung sa¨mtlicher Darstellungsgro¨ßen aus den ¨Ubertragungsfunktionen Z und
W geschah mit dem Programm emdisp, welches im Rahmen dieser Arbeit erstellt wurde.
Damit ist es mo¨glich, die mtt- oder gdt-Files beliebig vieler Stationen inklusive Ko-
ordinaten einzulesen und gleichzeitig zu verarbeiten. Das Programm gestattet dann die
Berechnung verschiedener Darstellungsgro¨ßen, die aus den eingelesenen ¨Ubertragungs-
funktionen abgeleitet werden. Dies sind unter anderem:
Magnetotellurik
• Scheinbarer spezifischer Widerstand ρa
• Phase der Impedanz φ
• ρ∗(z∗)
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• Lokale Induktionspfeile
• Rotationswinkel und Schiefe nach BAHR und SWIFT
sowie Winkel der maximalen Phasenaufspaltung
• Rotationsinvariante von Z
Erdmagnetische Tiefensondierung
• Magnetische ¨Ubertragungsfunktionen
• Perturbationspfeile
• Rotationsinvariante von W
Eine Rotation sa¨mtlicher ¨Ubertragungsfunktionen ist mo¨glich. Die Ausgabe erfolgt in
Form von einfachen Tabellen, die sowohl eine Darstellung der Parameter in Abha¨ngigkeit
der Periode erlauben, als auch eine fla¨chenhafte Auftragung gestatten.
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