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It was shown by Gill and Flexer [3] that the necessary and sufficient condition for 
the existence of nontrivial periodic decomposition f a sequential machine corresponds 
to the existence of a nontrivial cyclic partition. We have, in this paper, characterized 
the existence or nonexistence of cyclic partitions of machines under various con- 
nectedness conditions. Also, their theory is generalized here utilizing the concept of 
cyclic covers. As a consequence of this generalization, the open problem posed by Gill 
and Flexer [3] is solved. Upper bounds of periodicity of sequential machines are 
obtained using Sperner's theorem [4]. 
1. INTRODUCTION 
The concepts of time-varying sequential machines and the periodic representation 
of sequential machines were first introduced by Gill [2]. I t  was shown by Gill and 
Flexer [3] that if the state set of a sequential machine M can be partitioned into T 
classes (T ~ O) So, S I ,..., Sr - t  such that all states in S~, under all possible inputs, 
pass into states in S~+l~modr ) , then M can be realized by means of periodically varying 
logic. The necessary and sufficient condition for obtaining cyclic-partitions of a 
sequential machine was also given by them. Grzymala-Busse [7] and Reischer and 
Simovici [8] established the necessary and sufficient conditions for obtaining cyclic 
partitions of a strongly connected machine. Furthermore, Reischer and Simovici [8] 
discussed an algorithm for obtaining such a cyclic partition. Since the existence 
of cyclic-partitions of a sequential machine is intimately related to the connectedness 
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conditions of the machine, we have, in this paper, characterized the levels of con- 
nectedness of a sequential machine as well as the existence or nonexistence of periodic 
decomposition of the machine under various connectedness conditions. Also, since 
the concept of periodic decomposition using cyclic-partitions is only applicable to 
a small class of machines, we have generalized their theory utilizing the concept 
of cyclic covers. As a consequence of this generalization, the open problem posed 
by Gill and Flexer [3] is solved. Upper bounds of the periodicity of sequential 
machines are obtained using Sperner's theorem [4]. 
Since we are interested mainly in the structure of sequential machines, only 
transition complete state machines will be considered in this paper. 
2. PRELIMINARIES 
In this section, we will give several basic definitions which are essential for the 
understanding of the later discussions. 
Let R, S, and T be arbitrary sets and 0 C R • S, p _C S • T, R' C R, and T'  __C_ T. 
We define the composition "o" of relations and of relation and set as follows: 
0op ={( r , t )  ER • T l (3s~S) [ ( r , s )EOA(s , t )Ep]} ,  
R 'o  0 = (s e S [ (3r e R')[(r, s) e 0]}. 
p o T '  is defined similar to R'  o 0. We also define 0 -1 = ((s, r) [ (r, s) 6 0}. 
A family of subsets C = {Si}i~l, I an index set, on a set S is called a cover of S 
iff O,~zS~ = S. We say this cover is irredundant if (Vi, je I ) [S~C S~--+ S~ = Sj]. 
We define max(C) as the set {Sie C ] (VSj e C)[Si v ~ Sj --+ Si ~ Sj]. We note that 
if C is irredundant, then max(C) = C. I f  C 1 = {Si}i~ I and C2 = {Tj}j~s are two 
covers on a set S, then C 1 is said to be a refinement of C 2 (in symbols C 1 ~ C2) iff 
(VSi ~ C1)(3T j ~ C~)[Si C_ Tj]. It  is easily seen that if both C 1 and Cz are irredundant, 
thenC 1=C 2 i f fC  1~C 2andC 2~C 1. 
A relation 0 on a set S is said to be a compatability relation iff 0 is both reflexive 
and symmetric. We note that each compatability relation 0 C S 2 defines a irredundant 
cover Co on S such that 
Co = {T c S I (Vs ~ S)[s E T ~- (Vt ~ T)[(s, t) e 0]]}. 1 
A graph G is a pair (V, p), where V is a set of vertices and p is a binary relation 
on V. A path H of length n (n > 0) on G is a finite ordered sequence of n + 1 vertices 
(Vo, vt ,..., vn) such that (V0 ~ i < n)[(vi, vi+l) ep]. A path (Vo, vt) of length 1 
is called a (directed) edge from v o to v 1 . It  is an outgoing edge of v o and an incoming 
x The readers are referred to [6] for more detailed iscussions on binary relations and covers. 
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edge of v 1 , /"/ is called a circuit if v o = v,~, and n is called the period of the circuit. 
/-/is called a simple circuit if, furthermore, all elements in /7  are distinct. Two vertices 
and fi are said to be connected if there exists a sequence of vertices v o = a, 
Vl ,  V 2 , . . . ,  V n = f l  such that (Vi, 0 ~ i ~< n --  1)[(vi, vi+l) ~p v (Vi+l, vi) ~p]. Two 
circuits H e and/-/~ (i @ j) are disjoint if any vertex a of H e is not connected to any 
vertex fl of H a . 
A state machine M is a triple (S, 27, 8), where S and 27 are finite nonempty sets 
of states and input symbols, respectively, and 3 is a function mapping S • 27 into S 
and is called the transition function of M. 
In the sequel, we shall assume that elements of 27 are represented by small letter a 
(with or without subscript). In order to simplify the notations later on, for each a ~ 27, 
we define a function 3a: S --~ S such that 3 a = ((S,  t) ] (s, a) o 3 = t)}. 
Let 27+ denote the family of all nonempty strings over 27. Then we can further 
extend the notation to x 6 Z +, such that ifx = ala ~ "" an, then 3x = 3a 1 ~ 3a, o "'" o 3%. 
I fa  a=a 2 -  - -a ,=a ,  then6 2 is also denoted as 3 n. I f  t =so3  2, then we 
say state t can be reached from state s by the input string x. 
I f  M = (S, 27, 3) and M'= (S', 27, 3') are two state machines over the same 
input alphabet 27, we say M '  is a submachine of M iff S'  C S and 3' ---- 3 [ S', where 
3 [ S' denotes the restriction of the function 3 to the set S'. If M '  = (S', 27, 3') and 
M" = (S", 27, 3") are two submachines of M = (S, 27, 3), then M '  and M" are isolated 
iff S' c~ S" = ;~. 
A time-varying state machine is a triple A = (T', 27, A) such that: 
(i) T' consists of an infinite sequence of finite sets /1 ,  T'2 ,..., where for each 
i ~ 1, F i = {s(1 i), s(~  , s (i~} is called the state set of A at time i. "~ n i 
(ii) 27 is a finite set of input symbols. 
(iii) A consists of an infinite sequence of transition functions f(~),f(2),..., such 
that f(i): Fi • 27 ~/ ' i+ l  (i = 1, 2,...). 
Following the notations above, we define functions fx ,  h > 0, x ~ 27+, by the 
following rules: 
(i) f(k) {(s~k), .(/c+1), o(k) = (~: , a) of(~' .(~+I)) ~j ) { = ~j / .  
(ii) I f  x : a la  S " ' "  a~ ~ 27+, then 
f(k) r or ~(k+n-1) 
-~  .l a l  j a  2 o " "  O ja  n . 
I f  A = (F, 27, A) and A'  = (F', 27, A') are two time-varying state machines over 
the same input alphabet 27, then we say A'  is a submachine of A iff 
(W > O)[Fi' C Pi A f(i), = f(O I 1V3, 
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where f(i), ~ A' and / ' i '  e F '  and f " )  I / ' i '  mean the restriction of the function f(i) 
to the set / ' i ' .  
A time-varying state machine A = (T', 27, A) is said to be periodic iff 
(3g ~> O)OT > O)[(Vk > O)[rk+r+~ = rk+, ^  f~+~+*) = f(~+*q]. 
We call T the period of A. I f  ~ = 0, then A is said to be strictly periodic. We note 
that in case A is periodic, /" is finite. Since we can always combine the state sets 
of a periodic machine to yield a strictly periodic machine, we will only consider 
strictly periodic machines in this paper. However, we will simply write periodic 
machine instead of strictly periodic machine. 
3. PERIODIC DECOMPOSITION OF STATE MACHINES USING CYCLIC PARTITIONS 
In this section we will discuss the existence and nonexistence of periodic decom- 
position, in the sense of Gill and Flexer [3], of a state machine under different 
connectedness conditions of the machine. Some basic results on connectedness of 
machines will be given first. 
DEFINITION 1. A state machine M = (S, 27, 3) is said to be connected iff for any 
two arbitrary states and t in S, there is a finite sequence of states I = s, sz ,..., s n = t 
such that for each consecutive states si and si+l (i = 1, 2,..., n -- 1) (si, si+l) ff 3a or 
(si+l , si) ~ ~a for some a ~ 27. 
D~INITION 2. A state machine M = (S, 27, 5) is said to be strongly connected 
iff (Vs, t E S)(~x e 27+)[(s, t) ~ 3~1. 
DEVlNITION 3. A state machine M ~- (S, 27, 3) is a permutation state machine iff 
for each a 6 27, 3 a is a permutation on S. In other words, ] S o 3 a ] ~ ] S 1 for each 
a ~ 27, where I S I denotes the cardinality of the set S. 
THEOREM 1. A permutation state machine M -~ (S, 27, 5) is connected iff it is 
strongly connected. 
Proof. It  suffices to show that if M is a connected permutation machine, then 
it is strongly connected. I f  (s, t )~ 3a, then since 3 a is a permutation, 3~ is equal 
to the identity relation on S for some n ~< ] S ]!. But this implies that (t, s) ~ 3~a 
for some 1 ~< k < n. Hence, M is strongly connected. 
COROLLARY. Any permutation state machine which is not connected consists of 
isolated substate machines which are strongly connected. 
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DEFINITION 4. A state machine M = (S, Z', 3) is said to be uniformly connected iff 
(3/> > 0)[(Vs, t ~ S)(3x E 27(~))[(s, t)~ 8~]], where 27(~) = {x ~ 27+ [ lg(x) = p}, and 
lg(x), called the length of x, is the number of elements of 27 occurred in x (different 
occurrences of the same element are counted separately). 
DEFINITION 5. A state machine M = (S, 27, 8) is said to be uniformly initial- 
connected iff (3s ~ S)(3p > 0)[(Vt e S)(3x E Z(~))[(s, t) ~ 8,]]. 
THEOREM 2. Let M be a strongly connected state machine. Then M is uniformly 
connected iff M is uniformly initial-connected. 
Proof. Clearly, if M is uniformly connected, then it is also uniformly initial- 
connected. 
Suppose that a strongly connected machine M = (S, X, 3) is also uniformly 
initial-connected. Then it follows from Definition 5 that there is a state s* in S and 
a positive integer p such that every state s ~ S can be reached from s* by an input 
string of length p. In other words, 
(3s*eS) (~p>O)[S= U s, oS~]. (1) 
Since M is strongly connected, so U~,~ S o 3a = S, which together with (1) implies 
that for each k ~> 0, we have 
S= U s*o3~oSy= U s*oS~. (2) 
~/eZ'(k) 
The strong connectedness of M also implies that s* can be reached from each state 
s ~ S by an input string. Let x s be an input string of minimal ength by which s can 
reach s*, i.e., 
s *=soa , .  (3) 
Thus, for each s ~ S, we have by (1) and (3) 
U soSx o3~= U s*oS ,=s ,  
x~E (~) x~Z' fi') 
which implies that U~rc~+~,, s o8 x =-S, where Ps = lg(xs). Finally, if we let 
m = maxs~sp,, then it immediately follows from (2) that for each s E S, 
s= U soa oS = U soao. 
y~Z(~0+m-%) z~E(~+ra) 
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Hence, every pair of states in M are mutually reachable from each other by input 
strings of length p + m, i.e., M is uniformly connected. 
The following corollary is an immediate consequence of Theorems 1 and 2. 
COROLLARY. A connected permutation state machine is uniformly connected if[ it is 
uniformly initial-connected. 
THEOaEM 3. A state machine M = (S, X, 3) is uniformly connected iff M is strongly 
connected and there exists a state s* e S and a positive integer k such that s* can reach 
itself by an input string of length k and it can reach any other state of S by an input 
string whose length is a multiple of k. 
Proof. If M is uniformly connected, then any pair of states are mutually reachable 
by input strings of length p for some p > 0. Hence, the theorem is obviously true 
for one direction. 
Suppose now M is strongly connected and satisfies the condition given in the 
statement of the theorem. It then follows that 
(vs e S)(3m~ > 0)(3x ~ x(m'~))[(s *, s) e 8x]. 
If we let m = maxs~s m~, then it is clear that Uz~x,,,k~ s* o 3 x ---- S since s* can 
reach itself by an input string of length k. Hence, M is uniformly initial-connected. 
Since M is also strongly connected, we can conclude by Theorem 2 that M is indeed 
uniformly connected. 
COROLLARY. I f  M = (S, X, 8) is a strongly connected state machine such that 
(3s E S)(3a ~ Z')[(s, s) E 3a], then M is uniformly connected. 
DEFINITION 6. Let M = (S,X,  8) be a state machine. A partition P = 
{So, Sa ,..., Sk-1) on S is called a cyclic partition of order k z on M iff (V0 ~ i < k) 
[Ua~x Si o 8a ~ Si+l(modk)]. 
DEFINITION 7. Let M----(S, z~, 8) be a state machine and A = (/', z~, A) a 
periodic machine. We say A realizes M iff there is a periodic submachine A' ---- 
(1 TM, X, A') of A and a mapping r --+ S such that r is one-to-one and onto, and 
(Vi > 0)(Va e X)[fta iv o ~ --_-- r o 3,]. In this case, we say A is a periodic decomposition a 
of M. We say it is a nontrivial periodic decomposition if (VSi ~ F)[t Si ] < I S i]. 
Th is  definition is equivalent to Gil l 's definition of a T-Partit ion [2] except hat our definition 
is more descriptive. 
a Gil l 's original aim [2] was to find a periodic machine which is equivalent o a given fixed 
machine M such that they have the same number  of states. Th is  amounts  to, in effect, f inding 
a cyclic partit ion on M.  A l though we cannot define decomposit ion i  terms of  machine equiv-  
alence, due to our restriction to state machines, our definition here is equivalent to that defined 
by Gill as shown by Theorem 4. 
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THEOREM 4. A state machine M = (S, ,U, 3) has a nontrivial periodic decomposition 
iff there exists a cyclic partition of order greater than one on M. 
Proof. I f  P = {S O , S a .... , Sk-x} is a cyclic partition on M with k > 1, then 
clearly A = (P, 27, {3)) is a nontrivial periodic decomposition of M. 
Suppose now M has a nontrivial periodic decomposition A' = (F', 27, A'). Then 
there exists a submachine A = (F, Z, A) of A' and a 1-1 correspondence 6 between 
F and S such that (Vi > 0)(Va ~ 27)[f~ o q~ ~ r o 3a]. If A' has period k, then so 
has A. Since A' is a nontrivial decomposition of M, so k > 1. We now define St 
k 
for 1 ~< i ~ k such that Si = Fi o r Since 6 is onto, so 1,)i=1 Si = S. r is 1-1 implies 
that S t c~ S t = ;~ for iva j. Thus, P--~ {$1, S~ ,..., Sk) forms a partition on S. 
Furthermore, Vi/> 1, 
U S,o 8a ---- U Fi ~162176 3, = U Fi of~i)oq~ C_ Fi(modk)+~ odp = Si(mo,~)+ 1 .
a~,~ a~Z a~Z 
Thus, P is a cyclic partition of order k on M, and the theorem is proved. 
THEOaEr~ 5. A uniformly connected state machine has no nontrivial periodic decom- 
position. 
Proof. Let M = (S, 27, 3) be a uniformly connected state machine. Suppose 
that M has a nontrivial periodic decomposition, i.e., there exists a partition P = 
{So, $1 ,..., Sk-1) on S such that each Si,  0 ~ i ~< k -- 1, is a proper subset of S 
and that 
(Vm >0) [  U Si~ (4) 
x~Z(m) 
However, M is uniformly connected implies that M is uniformly initial-connected, 
i.e., there exists a state s* E S and a positive integer P such that 
U s*o  3, - -  s. (5) 
xex(P) 
Since P is a partition on S, s* E Si for some i = 0, 1,..., k -- 1. But then 
U Si o be = S, 
xE2:(P) 
which contradicts (4). Hence, M cannot have nontrivial periodic decomposition. 
THEOREM 6. Any strongly connected but not uniformly connected permutation state 
machine M = ( S, 27, 3) can be realized by aperiodic state machine with period T (T > 1) 
such that T is a divisor of I S I. Furthermore, the number of states of the periodic machine 
at any time will be ] S[/T. 
571/8/I-# 
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Proof. Let M be a strongly connected but not uniformly connected permutation 
state machine and s* an arbitrary state of M. We construct he sequence of sets 
{S O , S 1 , S 2 ,...} as follows: 
(i) S 0 = {s*}; 
(ii) (Vi > 0)[S i = Ux~z(,, s* o 8x]. 
Since M is strongly connected but not uniformly connected, M is not uniformly 
initial-connected by Theorem 2. Therefore, every set S i is a proper subset of S. 
If  every Si contains a single element, then the theorem is obviously true. Thus, 
we may now assume that there exists an Si such that I Si [ > 1. Since M is a permuta- 
tion machine, we must have 
I& l  ~<lS l l  ~< "'" ~<[&l  ~< "" (6) 
Since S is a finite set and every Sj., j ~> 0, is a proper subset of S and the fact that 
] Si l  > 1, the cardinality of Sj cannot increase indefinitely. Hence, it follows from 
(6) that there is a positive integer m ~> 1 such that ] Sin-l[ < I Sm] and (Vj >~ 1) 
[[ Sm[ = ] S~+j ]]. Thus, (6) becomes 
ISol ~<lS,  l ~<-  ~< ISm-ll < lS~l  = [ s~+,l . . . . .  I s~+~l . . . .  (7) 
We now claim that 
(iii) (Vk ~> m)[Sk n Sk+ ~ = ~]. 
(iv) (Vk >~ m)(Vi >~ 2)[Sk n Sk+i = Z v Sk = Sk+i]. 
To prove (iii), we assume the contrary is true, i.e., Sk ch Sk+t 5 ~ Z.  We note first 
that Sk =/= Sk+l, since otherwise it would imply that M is not strongly connected. 
Let s e Sk+l c~ Sk. Since M is strongly connected, it implies that (3p > 0)(3x e Z'(p)) 
[ s*= s o 8,], which, in turn, implies that s* 9 S,+~ n Sk+~+l by (ii). Therefore, 
Sk _C S2k+~ n S2k+~+l , again by (ii). However, k ~> m implies that ] Sk[ = [ S2k+~ I = 
[ $2k+~+1 I by (7). Therefore, we must have S, ---- S2k+~ = $2k+~+1, which implies 
that M is not strongly connected, a contradiction. Hence, (iii) holds. To show that 
(iv) holds, let us suppose that Sk n Sk+i =/= ~ , and let s 9 S~ n Sk+i 9 Since M is 
strongly connected, there exists an input string x 9 Z '+ such that s o 8 x = s*. Thus, 
for k >/m, 
U = s ,  = U s +,o (8) 
yEN(k) yeN(k) 
Since M is a permutation machine, it follows from (8) that S~ = Sk+i, and, hence, 
(iv) holds. 
Let us now consider the subsets S~,  Sm+l ,..., Sin+r-1, where T is the smallest 
integer such that S~+r ~-- Sin. Since S is finite and M strongly connected, such a T 
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exists. It is clear from (iii) that T > 1. Furthermore, M is strongly connected implies 
that I, Jir-o 1 S~+i = S. We now claim that 
(V0 ~< i , j  <~ T -  1)[i v~ j ~ S,~+, :~ S,~+j]. (9) 
Suppose the contrary is true, i.e., Sin+, = Sm+~ for some 0 ~ i, j ~ T -- 1. Without 
loss of generality, we may assume that i < j. Then, 
x~z(T-J) r 
and 
U Sm+i ~ 3x = S,a+r+i-~ = Sin+k, where k = T + i - - j  < T. 
X~z(T-D 
Hence S~ = Sm+~. But this contradicts our assumption that T is the smallest integer 
such that S~+r = Sin. Thus, (9) holds. It then follows from (iii) and (iv) that 
(VO <~ i , j  <~ T -- 1)[i ~ j  ~ Sm+~ n Sm+~ = ~],  
i.e., the subsets {Sin, Sm+l .... , S,~+r-1} forms a partition. In fact, it follows from 
(ii) that this family of subsets {S~, Sm+l .... , S~+T-1} defines a cyclic partition of 
order (T > 1) on M. Furthermore, each class in the partition has the same number 
of states by (7). Therefore, the desired result follows from Theorem 4. 
COROLLARY. I f  M is a strongly connected but not uniformly connected permutation 
state machine which has a prime number of states, then M has a periodic representation 
whose state set at each instant is a singleton set. 
In the following, we shall give a few examples to illustrate some of the results above. 
EXAMPLE 1. Let M = (S, 27, 5) be given by Table I below. 
TABLE I 
Transition Table of Machine M in Example 1 
8 al a2 
1 7 8 
2 8 9 
3 9 7 
4 3 3 
5 2 1 
6 1 2 
7 6 5 
8 4 4 
9 5 6 
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M is a strongly connected but not uniformly connected permutation machine. 
Clearly, {4, 5, 6, 1, 2, 3, 7, 8, 9} forms a cyclic partition of order three such that each 
class has exactly three elements. 
EXAMPLE 2. Let M = (S, •, 3) and N = (iV, Z', h) be two state machines given 
by Table II. 
TABLE II 
Transition Tables of Machines M and N in Example 2
a I a 2 ~ a I a 2 
1 3 3 1 2 3 
2 6 6 2 3 3 
3 4 4 3 4 4 
4 5 5 4 5 5 
5 6 6 5 2 2 
6 3 3 
M 
N 
We see that both M and N are connected but not strongly connected state machines. 
M has a cyclic partition of order four P ---- {3, 4, 2, 5, 1, 6} and, hence, a nontrivial 
periodic decomposition. However, N does not have any cyclic partition of order 
greater than one. Thus, we see that if a machine is connected but not strongly 
connected, then it may or may not have nontrivial periodic decomposition. 
4. GENERALIZED DECOMPOSITION AND THE BASIC COVER OF A STATE MACHINE 
So far, we have characterized the levels of connectedness of a state machine and 
proved the existence and nonexistence of nontrivial periodic decomposition of state 
machines under different connectedness conditions. It was pointed out by Gill and 
Flexer [3] that sometimes, even though a machine does not have nontrivial periodic 
decomposition, one may, by adding enough redundancy to the machine, obtain an 
equivalent machine which has nontrivial periodic decomposition. For example, by 
splitting states 2, 3, 4, and 5 in machine N in Example 2, we can obtain a machine 
N '= (T', S, A'), given in Table III, which (with adequate arrangements of the 
outputs) is equivalent to N and has a nontrivial cyclic partition. 
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TABLE II I  
Transition Table of N'  
~r al as 
1 2 3 
2 3' 3' 
2' 3 3 
3 4 4 
3' 4' 4' 
4 5 5 
4' 5" 5' 
5 2' 2' 
5' 2 2 
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The subsets {1, 2', 5'}, {2, 3}, {3', 4}, {4', 5} form a cyclic partition of order four 
on N' .  I f  we let ~ be a mapping from T '  to T such that 
4 :1  -+1 4 -+4 
2 -+2 4 ' -+4 
2 ' -+2 5 --+5 
3 --+3 5 ' -+5 
3' ---~ 3 
then the above cyclic partition on N '  induces a cover {1, 2, 5, 2, 3, 3, 4, 4, 5} on N 
which is cyclic in the sense each subset under all input transformations goes into 
the next with 4, 5 going into 1, 2, 5. Thus, the concept of periodic decomposition 
using cyclic partitions eems to be too narrow, and it seems that the concept of cyclic 
cover is a natural generalization. In the sequel, we shall refer to the concepts of 
realization and periodic decomposition defined in the last section as simple realization 
and simple periodic decomposition, respectively. We shall now proceed to generalize 
these notions based on the concept of cyclic cover. 
DEFINITION 8. Let M ~-  (S, Z', 8) be a state machine. A cover C ={So, S 1,..., S,_I} 
on S is called a cyclic cover of order k on M iff 
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DEFINITION 9. Let M = (S, X, 8) be a state machine and A = (1 ,2 ,  A) a 
periodic machine. We say A realizes M iff there is a periodic submachine A' ---- 
(F', X, A') of A and a mapping r F' --~ S such that r is onto and 
(Vi > 0)(Va 9 2:)[f(a/)" or = r 8a]. 
In this case, we say A is a periodic decomposition fM. It is called a nontrivial periodic 
decomposition f M if, furthermore, 
(i) (VV, 9 V)[ I V, I < t S l]; 
(ii) (VF~', &' e F')[i ~= j --~ & 'o  r r V /o  r 
Note that if, furthermore, (Vii ', Pj' 9 P')[i @ j ~ I~i ' o r n/ '~'  o r = ~], in which 
case ~ is also one to one, the realization is simple. Thus the realization given in 
Definition 7 is a specialization of this definition. 
The proof of the following theorem, being similar to that of Theorem 4, is omitted 
here. 
THEOREM 7. A state machine M = (S, 2:, 3) has a nontrivial periodic decomposition 
iff there exists an irredundant cyclic cover of order greater than one on M. 
It follows immediately from the above theorem that the periodicity of a machine 
M is equivalent to the maximal period of irredundant cyclic covers on M. In the 
following, a systematic method will be developed to obtain a special cover, called 
the basic cover, of a machine such that all desirable cyclic covers, in a certain sense, 
can be generated from this basic cover. 
DEFINITION 10. 
C~t on S called the basic cover of M as follows: 
(i) C o={{s}[seS}.  
(ii) If C, ( i /> 0) is defined, then 
Let M = (S, Z, 3) be a given state machine. We define a cover 
  ciluCol) 
(iii) C M = C~, where p is the smallest integer such that C~ = C~+ 1. 
We note that Definition 10 gives a systematic procedure for the construction 
of C M . Furthermore, it follows trivially from the definition that C M is an irredundant 
cover on S. 
EXAMPLE 3. Let M be a state machine given by Table IV. 
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TABLE IV 
Transition Table of M in Example 3 
al as 
1 2 2 
2 3 5 
3 4 4 
4 1 1 
5 6 6 
6 7 7 
7 8 8 
8 9 9 
9 10 10 
10 5 5 
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The procedure given in Definition 10 to construct C u is illustrated in the following: 
Co ={1,2 ,3 ,4 ,5 ,6 ,7 ,8 ,9 ,  10}, 
C 1 = max({{2, 3, 5, 4, 1, 6, 7, 8, 9, 10, 5} t_) Co} )
={1,2 ,3 ,5 ,4 ,6 ,7 ,8 ,9 ,  10}, 
C2 = {1, 2, 3, 5, 4, 6, 7, 8, 9, 10}, 
C n = {1, 5, 7, 9, ]2, 6, 8, 3 ,5 ,7 ,9 ,4 ,6 ,8 ,  10), 
C1~ = {1, 5, 7, 9, 2, 6, 8, 10, 3, 5, 7, 9, 4, 6, 8, 10}, and 
C~3 = C~2. 
Thus, 
CM = C1~ ={1,5 ,7 ,9 ,2 ,6 ,8 ,10 ,3 ,5 ,7 ,9 ,4 ,6 ,8 ,10} .  
LEMMA 1. I f  C is any cyclic cover on a state machine M = (S, Z, 3), then C M <~ C. 
Proof. Let ~ be an arbitrary element of CM. If ~ is a singleton set, then it is 
contained in some element of C since C is a cover on S. In case [ ~ ] > 1, then it 
follows from Definition I0 that 
> = u .,o,q. (,0) 
I._ xez(n) J 
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Again, by the fact C is a cover on S, s is contained in some element, say fl, of C. 
Since C is cyclic, there exists an element 7 ~ C such that Ux~rc,~ 13 o 8 x _c y. But 
this implies that n _C 7 by (10). Since ~ is arbitrary, we must conclude that C u <~ C. 
We note that Theorem 5 also follows as a corollary of Lemma 1 above because 
if M is uniformly connected, then C M has only one element. 
5. PERIODICITY OF STATE MACHINES WITH DETERMINISTIC COVER GRAPHS 
In  this section, we will determine the upper bounds of maximal period of cyclic 
covers on state machines with deterministic over graphs. 
DEFINITION 1 1. The cover graph, GM, of a state machine M is defined to be 
the graph GM = (CM, PM), where Cm is the basic cover of M and 
GM is said to be deterministic if pu is a function. 
Since CM can be systematically constructed, Definition 11 provides an algorithm 
to construct GM, as illustrated by the following example. 
EXAMPLE 4. Let M be the state machine specified by Table IV. The basic cover 
CM = {c~l, c*2, c~a, a4} was given in Example 3, where 
~x a = 1, 5, 7, 9, c~ 2 = 2, 6, 8, 10, ~xz ---- 3, 5, 7, 9, cx 4 = 4, 6, 8, 10. 
The cover graph GM = (CM, PM) of M is given Fig. 1. 
Io, = ,5,7,91 , . _  [o2 = 2,6,8,10 ] 
FIG. 1. The cover graph GM of M in Example 4. 
DEFINITION 12. A state s in a state machine M = (S, 27, 3) is called a transient 
state iff s cannot reach itself by any input sequence of length greater than or equal 
to one. M is said to be transient-free if it does not contain any transient states. 
LEMMA 2. I f  M = (S, Z, 3) is a transient-free state machine, then G M is a graph 
consisting of m disjoint simple circuits for some m >~ 1. 
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Proof. By definition of the basic cover, C M : Ck : Ck+l for some k ~ 0. Since M 
is transient-free, we see that for each i <~ k, Ci+t = max({Uae~: c~o ~a [a e Ci}), 
because there is no state in S not reachable from some state in S. Hence, GM is 
deterministic, i.e., PM is a function. The fact that Ck and Ck+t have the same number 
of elements implies that PM must also be one-to-one. In other words, every vertex 
of GM has exactly one incoming edge and one outgoing edge. Since C M is an irre- 
dundant cover on S, the lemma follows immediately. 
We note from the proof of the above lemma that every transient-free machine 
has a deterministic over graph. 
DEFINITION 13. Let F be a family of subsets a of a set S such that ~J~F a : S, 
and C ----- {[3i}i~ 1 a cover on F. Then the induced cover of C on S, denoted by C*, 
is the cover consisting of subsets 74 = I , J~  a, i ~ I. Usually, we will simply call 
C* as the induced cover o fF  without referring to C and S when no confusion arises. 
EXAMPLE 5. Let M be the state machine specified by Table IV. The basic cover 
CM : (a l ,  0~2, ~3, ~4} is given in Example 4. Let C : {~-~, as, ~2, ~3, ~3, a4, a4, 
be a cover on CM. Then 
C* = (1, 2, 5, 6,7, 8,9, lO, 2,3, 5, 6 ,7,8,9,  10, 
3 ,4 ,5 ,6 ,7 ,8 ,9 ,  10, 1 ,4 ,5 ,6 ,7 ,8 ,9 ,  10} 
is an induced cover (on S) of the cover C on C M . Furthermore, we note that C* 
is an irredundant cyclic cover on S. 
The following lemma, being obvious, is stated without proof. 
LEMMA 3. Let C be a cover of C M of M -: (S, ~, ~) and C* is the induced cover 
of C on S. I f  C* is an irredundant cover on S, then C is also irredundant. 
We notice, however, that not all irredundant cyclic covers on M are induced 
covers of CM. But it is easily seen by Lemma 1 that every irredundant cyclic cover 
C on M is induced by a cover C', called an "extended cover" of CM, satisfying 
the condition CM <~ C' and (Vo~  C')(3fi ~ CM)[fl -- ~]. We note that C M is an extended 
cover of itself. All induced covers of C u are induced covers of extended covers of C M . 
However, the converse is not true. In fact, cyclic covers, which are induced covers 
of extended covers of C M but not induced covers of CM, may have longer periods 
than that of cyclic covers which are induced by covers of C~t. This is demonstrated 
in the following example. 
EXAMPLE 6. Let M be a state machine specified by Table IV which is transient- 
free. The basic cover CM is an irredundant cyclic cover of period 4 given by the set 
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{1, 5, 7, 9, 2, 6, 8, 10, 3, 5, 7, 9, 4, 6, 8, 10). However, there is an irredundant cyclic 
cover C which is induced by an extended cover C' of CM, where C' = C, but not 
an induced cover of CM, with period 12, where 
C={4,5 ,6 ,8 ,10 ,1 ,5 ,6 ,7 ,9 ,2 ,6 ,7 ,8 ,10 ,3 ,5 ,7 ,8 ,9 ,4 ,6 ,8 ,9 ,10 ,1 ,5 ,7 ,9 ,10 ,  
2 ,5 ,6 ,8 ,10 ,3 ,5 ,6 ,7 ,9 ,4 ,6 ,7 ,8 ,10 ,1 ,5 ,7 ,8 ,9 ,2 ,6 ,8 ,9 ,10 ,3 ,5 ,7 ,9 ,10} .  
We observe here that even though C has longer period than C u in the above example, 
the periodic realization using C has more states than that of using CM, and, hence, 
the original objective of using periodic machine is lost. Therefore, we will only 
consider in this paper irredundant cyclic covers which are induced by covers of 
the basic cover. Thus, irredundant cyclic covers on M are understood to mean 
irredundant cyclic covers which are induced by covers of C M . 
We remark here that since CM is finite, hence the number of irredundant covers 
of C u is finite. Therefore, all irredundant covers of C u and, hence, all irredundant 
induced cyclic covers of S can be obtained. 
To estimate the maximal period of an irredundant cyclic cover on S, we note 
that if an irredundant cover C of C u has m classes, then the irredundant induced 
cover C* of C has less than or equal to m classes. Thus, the number of classes in C 
of CM would be the bound for the maximal period of the irredundant cyclic cover C*, 
induced by C. Again, not every irredundant cover of C u induces irredundant cyclic 
cover on S. I f  C is a cover of CM such that the induced cover C* of C is an irredundant 
cyclic cover, then 
(VB, B~- e C)(3k ~ 0) o . (11) 
i 
Thus, the problem of finding the bound on the maximal period of an irredundant 
cyclic cover reduces to the problem of finding the maximal number of classes in any 
irredundant cover C (of CM) satisfying (11). 
THEORWM 8. I f  M = (S, S, 5) is a transient-free state machine, then the maximal 
period of irredundant cyclic covers on M which are induced covers of C M equals the 
1.c.m. of periods of all simple circuits of GM. 
Proof. Let M = (S, X, 8) be the given transient-free state machine. By Lemma 2, 
GM consists of only disjoint simple circuits, say L t ,L  2 ,.. . ,Lk, k ~ 1, with periods 
ml ,  m2 ,..., mk, respectively. Let m = 1.c.m.(mt, m 2 ,..., ink). I f  C* is an irredundant 
cyclic cover on M which is the induced cover of some cover C on CM, then every 
element of C must contain at least one element from each simple circuit L i , i = 1,..., k, 
for, otherwise, C* cannot be a cyclic cover on M. But this implies that for each 
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element a ~ C, a o P~t = a- This means that period of C* (an irredundant cover) 
is less than or equal to m. On the other hand, if a consists of exactly one element 
from each Li,  i ~- 1, 2 , . ,  k, then due to the fact that L i ,...,Lk are disjoint simple 
circuits and m = 1.c.m.(m 1 ,..., m~), there exists no m' < m such that a o p~" = ct. 
Hence the theorem holds. 
We are now ready to consider more general cases of machines with deterministic 
graphs. 
DEFINITION 14. A vertex v in a graph G is said to be singly-connected to a circuit 
L in G if there is precisely one path from v to an element of L. 
The following lemma, being quite trivial, is stated without proof. 
LEMMA 4. Any deterministic graph G contains m disjoint simple circuits for some 
m >/ 1, and each vertex in G not belonging to any circuit is singly-connected to exactly 
one circuit. 
It follows from Lemma 4 that the vertex set of G M = (CM, PM) can be partitioned 
into two classes E and F, respectively, such that E contains vertices belonging to 
some circuit of GM and F contains vertices not belonging to any circuit of GM. Since 
all circuits of GM are disjoint, let us assume now for simplicity that G M is a deter- 
ministic graph containing exactly one simple circuit L = {~1 ,..., %}. In this case, 
E contains the elements of the simple circuit L. To estimate the maximal period 
of any irredundant cyclic cover on M, we need to find the bound on the number 
of classes in any irredundant cover (of CM) satisfying (11). Now, any class of the 
cover C (of CM) satisfying (11) cannot contain only elements ofF,  since the elements 
o f f  do not belong to the simple circuit L. We also note that if a class of the cover C 
(of CM) contains m elements of E, then every element of C must also contain m 
elements of E. Let us assume that each class of C contains m (m > 0) elements of E. 
Then the number of classes in C is clearly bounded by the maximum number of 
distinct subsets of CM each containing an m element subset of E together with some 
elements ofF.  However, not every subset o f f  can form, together with an m element 
subset of E, a class in C satisfying (11). Thus, it is necessary to find the subsets o fF  
which would generate a class of C with an m element subset of E. To this end, let 
the family of all distinct m element subsets of E contained in elements of C be 
Q = {Q1 ,..., Q l}, where l ~ n. We note that Q is irredundant cover of E satisfying (11). 
Since the elements of F are singly-connected to the circuit L, for each 1 ~ i ~ l, 
we define a subset Pi o f f  as follows: 
P~ = {~, ~F I  (3fl EQ,)(3k > 0)[o~ op~ = fl]). 
Clearly, P -~ P1 ,..., P~ forms a cover of F (some Pi may be empty). The elements 
of Pi can be combined with Qi to generate the classes of C so that C satisfies (11). 
58 GUHA AND YEH 
If  Pi is empty, then there would be only one class in C containing Qi which is a class 
of C. I f  Pi is not empty, then the maximum number, ui, of subsets of Pi such that 
no one contains the other is given by Sperner's theorem 4 [4] as follows: 
ui---- max (] P~[) (12) 
O~J<IP~[ j " 
Thus, the maximum number of classes of C which can be formed by Qi and distinct 
subsets of Pi is 
Ui=l l i  if [P,[  ~0 
if IP i l  =0 ,  
where u i is given in (12). Note that if there are k classes in C containing Qi (~ Q), 
then for all j, 1 ~< j ~< l, Qj (~ Q) is also contained in k classes of C since C satisfies (11). 
But this implies immediately that the number of classes in C is bounded by 
n • minl<i<~(Ui), which is also the bound of the period of any irredundant induced 
cyclic cover on M. This result is summarized in the following lemma. 
LEMMA 5. Let M = (S, Z, 3) be a state machine such that G M ~- (CM, PM) is a 
deterministic graph containing exactly one circuit L having n elements. Let C be an 
irredundant cover of C i such that each class of C contains m elements of L. I f  C*, an 
induced cover of C, is an irredundant cyclic cover on M, then the period of C* is bounded 
by P(C*) = n • mint<i<t(Ui ), where Ui is as defined above. 
EXAMPLE 7. Let M = (S, X, 8) be given by Table V. 
TABLE V 









4 Sperner's theorem states that the maximum number of elements in a family of subsets of 
a set of n elements, ubject o the condition that no set contains another in the family, is the 
maximum of the binominal coefficient (~) as k ranges from 0 to n. 
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Then CM ---- {i, 2, 3, 4, 5, 6, 7}, E = {5, 6, 7}, F = {i, 2, 3, ?l}. By Lemma 5, the 
period of any irredundant cyclic covers C*, induced by a cover C of CM such that each 
is of class C containing one element of E, is bounded by 3.6'1" = {2, 5, 3, 6, 1, 4, 7} 
is such a cover. In case each class of C contains two elements of E, then the cover O is 
{5, 6, ~, 7, 7, 5} and P = {~, 3, 1, 3, 4, 1, ~., 75}. Then 
C~* = {2,5,6,3,6,7,4,5,7,3,5,6,4,6,7,  1,5,7) 
is a cover meeting the exact bound of Lemma 5. 
The following theorem is an immediate consequence of Lemma 5 which gives 
the upper bound of the period of the irredundant cyclic cover on M. 
THEOREM 9. Let M = (S, Z, 8) be a state machine such that G M = (CM, PM) 
is deterministic containing only one circuit L with n elements. I f C* is any irredundant 
cyclic cover on M, then the period of C* is bounded by max c, P(C'), where C' ranges 
over all induced irredundant cyclic covers and P( C') is as defined in Lemma 5. 
Before extending Lemma 5 to the general case, the following lemma, being quite 
trivial, is stated without proof. 
LEMMA 6. M ~ (S, Z, 8) is a state machine with the deterministic cover graph 
GM = (CM, PM) containing k circuits L 1 ,L.z ,...,Lk (k ~ 1) iff M consists of isolated 
submachines M1, M 2 ,..., M~ with the deterministic cover graphs GM1 , GM2 ,..., GM~, 
respectively, where ach GM, (1 <~ i <~ k) contains only one simple circuitL i (1 ~ i ~< k). 
The following theorem follows directly from Lemma 6 and Theorems 8 and 9 
and, hence, is stated without proof. 
THEOREM 10. Let M = (S, Z, 8) be a state machine consisting of isolated sub- 
machines M x , M2 ,..., M~ (k ~ O) such that for each 1 <~ i <~ k, GM, of M i is deter- 
ministic containing only one circuit. I f  C* is any irredundant cyclic cover on M, then 
the period of C* is bounded by I.c.m.(B1, B 2 .... , Bk) where for each 1 <~ i ~ k, B, is 
the bound on the periods of irredundant cyclic covers of Mi .  
6. BOUNDS ON PERIODICITY OF STATE MACHINES WITH 
NONDETERMINISTIC COVER GRAPHS 
Upper bound for maximal period of cyclic covers on state machines with nondeter- 
ministic cover graphs will be given in this section. For convenience, we shall adopt 
the convention in the sequel that, in drawing a graph, all multiple outgoing edges 
from a vertex in a cover graph will be drawn as dotted arrows. Furthermore, all 
state machines considered in this section are assumed to have nondeterministic 
cover graphs. 
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Let M be a given state machine. There are three possibilities: (i) none of the dotted 
arrows in GM belongs to any circuit in GM ; (ii) each dotted arrow belongs to some 
circuit; and (iii) at least one dotted arrow belongs to a circuit. 
We will now consider the first case. Let M be a state machine with G M = (CM, PM) 
containing only one circuit L such that none of the dotted arrows belongs to the 
circuit L. Then PM [ L, the restriction of PM only to the elements of L, is a function, 
and, so, L is a simple circuit. Hence, a lemma and a theorem analogous to Lemma 5 
and Theorem 9 also hold and follow obviously using the same arguments used for 
Lemma 5 and Theorem 9. We state the result without proof and demonstrate the 
result by example. 
LEMMA 7. Let M = (S, X, 8) be a state machine with G M ~- (CM, PM) containing 
only one circuit L with n elements such that PM I L is a function. Let C be a cover of C M 
such that each element of C contains m elements of L. I f  C*, the induced cover of C, 
is an irredundant cyclic cover of M, then the period of C* is bounded by P(C*) ---- 
n • minl<i<z(U/) , where Ui is as defined for Lemma 5. 
THEOREM 11. Let M be a state machine with G M containing only one circuit L 
with n elements uch that PM I L is a function. I f  C* is any irredundant cyclic cover 
on M, then the period of C* is bounded by maxc, P(C'), where C' ranges over all induced 
irredundant cyclic covers of 3/1. 
EXAMVLE 8. Let M = (S, 27, ~) be a state machine specified by Table VI, and 
the nondeterministic cover graph G M is in Fig. 2, which shows that PMIL is deter- 
ministic. 
TABLE VI 
Transition Table of M in Example 8 
~1 a I a~ a a 
1 4 5 5 
2 7 4 5 
3 6 5 4 
4 9 9 9 
5 10 10 10 
6 11 11 11 
7 9 8 8 
8 4 4 4 
9 7 7 7 
10 5 5 5 
11 12 12 12 
12 6 6 6 
13 I 1 1 
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r----'-~'- 4, 5,6,7 ~ . . . .  " -, 
I 
II 8,9,i0, 1t 
I 
D 
2 ----~'- 4, 5,17, 12 ~- - -  
6, 8,(, I0 
L---~,,.4, 5,7, 11 ~ . . . . .  
8, 9, 110, 12 
FIC. 2. The cover graph of M in Example 8. 
Here 
E={4,5,6 ,7 ,8 ,9 ,10,11,4 ,5 ,7 ,12,6 ,8 ,9 ,10,4 ,5 ,7 ,11,8 ,9 ,10,12},  
F = {1, 2, 3, 13}. 
Let 
Q={4,5,6 ,7 ,8 ,9 ,10,11,4 ,5 ,7 ,12,6 ,8 ,9 ,10,4 ,5 ,7 ,11,8 ,9 ,10,12}.  
Then 
P = {13, 1,2, 13, 1,2, 13, 1,2,3}. 
If each class of C contains Qi E Q, then the period of the induced irredundant cyclic 
cover C* of C is bounded by 6 using Lemma 7. 
C* ---- {4,5,6,7, 13, 1,2, 8,9, 10, 11,4,5,7, 12, 13, 
1,2,6,8,9,10,4,5,7,11,13,1,2,3,8,9,10,12} 
is such an irredundant cyclic cover having the exact bound of the period. 
Now, we consider the case in which GM of a state machine M contains more than 
one circuit and none of the dotted arrows belongs to any circuit. 
LEMMA 8. Let M be a state machine with GM = (CM , PM) such that GM contains 
k circuits L1, L2,..., Lk, and for each 1 <~ i <~ k, PM ]Li is a function. Then for each 
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1 ~ i ~ k, a graph GM, -~ (CM,, PM,) can be effectively constructed from G M such 
that GM~ is the cover graph of a submachine M s of M. Furthermore, GM~ contains the 
simple circuit Li .  
Proof. Let M = (S, 27, 3) be a state machine with Gm= (CM, PM) such that 
GM contains k circuits L 1 ,Lz ,...,Lk, and for each 1 <~ i <~ k. PM [Ls is a function. 
Clearly, L1, L~ ,..., Lk are simple circuits. Now, for each 1 ~< i ~< k, we construct 
a graph GM, = (CM~ , PM) effectively from G M as follows. 
Let 
and 
CM, = {~ I a e CM, and there is a path from a to some/3 9 
pM, : {(a, fi) I (a, fl) 9 pM and ~, fl 9 CM~}. 
Clearly, by construction, GM~ --- (CM,  , pMt) containsLt, and since for each 1 ~<j ~< k, 
PM [L~ is a function, GM~ does not contain any other circuit. We note that PM~ ]Lt 
is a function. 
Let Si ----{sis 9 a and a e CM). Obviously S i C_ S. We claim for all s e Si that 
S o 3 a ~ S s . 
Assume that there exists a state s 9 Ss such that s o Sa = t r S i .  Since s 9 St,  
there exists an a 9 CM~ such that s 9 a. By construction of CM~, there exists a fle CM~ 
such that ~ o PM~ = ft. This implies t r fl and, hence, t 9 S s , which contradicts our 
assumption. 
This proves our claim. Hence, Ms = (Ss, Z, $s), where 3s = 6 [ Ss is a submachine 
of M. 
To show that GM~ = (CM~, PM) is the cover graph of Mi,  we need only to prove 
that CM, is the basic cover of Ms 9 
Obviously CM~ is an irredundant cover of Si 9 Let C'M, be the basic cover of Mr .  
Since 8i = 3 I Si,  we see that C'M~ <~ CM, 9 I f  a class of CM, contains only one element 
s 9 S i ,  then there is also a class in C~, containing only s, since C~ <~ CM~ and 
both are irredundant covers on 5:/. Let a 9 CM, (so a 9 CM) such that I a I > 1. 
Then by the definition of basic cover, there exists a s 9 S and p >~ 0 such that 
I . )~(~ s o $~ = a. By the construction of CM~ and Si ,  s also belongs to S i .  Therefore, 
there exists a class fi in C~ such that a _C ft. This concludes that CM~ <~ C'M~. Since 
both CM, and C~q are irredundant, it follows that CM, = C'M. Hence, GM~ = 
(CM,, pu,) is the cover graph of 214/. 
The following can be proved in a similar fashion as Lemma 8 and, hence, is stated 
without proof. 
LEMMA 9. Let M be a state machine with the property mentioned in Lemma 8 and 
submachines M1, M 2 .... , M s as constructed in Lemma 8. I f  N is a submachine of M 
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such that Gu = (CN, pu) contains only one circuit, then N is a submachine of M i for 
some i, 1 ~ i ~ k. 
To complete case (i), consider a state machine M having k circuits such that none 
of the dotted arrows in GM belongs to any circuit in GM (i.e., M satisfies the condition 
of Lemma 8). Now, if C is any irredundant cyclic cover on M, then its period must 
be bounded by the least common multiple of periods of irredundant cyclic covers 
of submachines Mi defined in Lemma 8. However, periods of irredundant cyclic 
covers of each M i can be obtained using Theorem 11. Hence, bound on the period 
of irredundant cyclic covers is thus obtained. This result is stated as a theorem in 
the following. 
THEOREM 12. Let M = (S, I ,  3) be a state machine with the property stated 
in Lemma 8 consisting of submachines M1, M s .... , Mg (as constructed in Lemma 8). 
I f  C* is any irredundant cyclic cover on M, then the period of C* is bounded by 
1.c.m.(B 1 , Bz ,..., Bk), where, for each 1 <~ i <~ k, Bi is the bound of the period of 
any irredundant cyclic cover on M i . 
EXAMPLE 9. Let M-=--(S, I ,  3) be a state machine satisfying the property 
specified in Lemma 8. The transition table of M is given by Table VII, and the 
cover graph of M is given in Fig. 3. 
TABLE VII 
Transition Table of M in Example 9
a 1 a~ 
1 2 2 
2 5 5 
3 5 7 
4 6 5 
5 2 2 
6 2 4 
7 5 8 
8 3 2 
Using Lemma 8, we see that there are two submachines M 1 and Ms, whose 
transition tables and cover graphs are specified in Table VIII and Figure 4, respec- 
tively. Using Theorem 11, the bounds of the periods of irredundant cyclic covers of M x 
and M s are 3 and 2, respectively. C1" ~ {1, 2, 3, 5, 1, 2, 5, 7, 1, 2, 5, 8} is an irre- 
dundant cyclic cover of M 1 with period 3. C2" = {2, 4, 1, 5, 6} is an irredundant 
cyclic cover of M s with period 2. 
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FIG. 3. 
+ 
2,3 ,  5-'~ . . . . .  ] 
2, 5, 7"-,~ . . . .  - -4 - - - - -~"2 ,4  
I 
I 
2, 5, 8"~-  . . . .  J 5,6 
I I 
Cover graph of M in Example 9. 
TABLE VIII 
Transition Tables of Submachines M1 and M~ of M in Example 9 
a I a~ a I a S 
1 2 2 1 2 2 
2 5 5 2 5 5 
3 5 7 4 6 5 
5 2 2 5 2 2 
7 5 8 6 2 4 
8 3 2 
(a) Submachine M 1 
(b) Submachine Ms 
I • I 
I I I 
t T J T 
FIG. 4. Cover graphs of submachines M1 and Mz of M in Example 9. 
By Theorem 12, the period of any irredundant cyclic cover of M is bounded by 6. 
C*={1,2 ,3 ,4 ,5 ,1 ,2 ,5 ,6 ,7 ,1 ,2 ,45 ,8 ,1 ,2 ,3 ,5 ,6 ,1 ,2 ,4 ,5 ,7 ,1 ,2 ,5 ,6 ,8}  
is one of the irredundant cyclic covers of M constructed from C1" and C~* with 
period 6 meeting the exact bound. 
We are now ready to consider the second case. Let M = (S, 2~, 5) be a given 
state machine, and let L 1 .... , Ln be simple circuits of GM with periods m 1 ,..., mn, 
respectively. In order to determine the maximal period of cyclic covers on M, it 
is necessary to know how many ways each vertex with multiple outgoing edges can 
be combined with other elements of C M to form classes of some covers of CM which 
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induce cyclic covers of M. To this end, let al ,..., ~k be vertices of Gu each of which 
has multiple outgoing edges, and let E and F denote, respectively, sets of vertices 
in G M belonging and not belonging to some circuits of GM. We define a relation 0 
on F such that 
l(~',/3) l(3~'eE)gP~ ..... P . ,q l  .... ,q.) 0 
p,>o, ,  q,> , ,  ,=  . 
i=I i=1 
It is easily seen that 0 is a compatibility relation such that its corresponding cover 
Co has one class T(7 ) corresponding to each element 7 ~ E [some T(7) may be empty 
though]. Clearly, T(7, ) contains those elements of F which can be combined with y 
to induce classes of cyclic covers. Since periods of cyclic covers on M depend on 
the periods of cyclic covers of connected components of M, we may, without loss 
of generality, assume that M is connected. Let C* be an irredundant cyclic cover 
on M induced by a cover C of CM such that the least and largest number of elements 
of E contained in classes of C are l 1 and l~, respectively. To determine an upper 
bound of the period of C*, we observe that classes in C which contain ai (i = 1,..., k) 
are formed by taking ~ and subsets of T(c~i) together with t (11 -- 1 ~< t ~< l~ - -  1) 
elements of E -  {ai}. Since the maximum number of distinct sets which can be 
formed by taking ct i and subsets of T(cti) is clearly 
I max (I 1 Ni = 114q<lT(~i)l \ q ] i f  T(eti) # ~,  
[ 1 otherwise, 
by Sperner's theorem [4]. 
Hence, the maximum number of classes in C containing a i (i -~ 1,..., k) is bounded 
by 
Wi=N~• max ( [E l t - -1 ) .  
11--1<t</~--i 
Clearly, the period of the induced cyclic over C* on M is bounded by 
k 
Wi X max(m 1,..., m,). 
i=1 
The above result is summarized in the following theorem. 
THEOREM 13. Let M be a connected state machine and let ~1 ,..-, a~ be vertices 
of GM having multiple outgoing edges each of which belongs to some circuit in G M . Let 
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L1,..., Ln be simple circuits of GM with respective periods ml ,... , m, , and let E, F, and 
N i be defined as in the preceding paragraph. I f  C* is an irredundant cyclic cover on M 
induced by some cover C of C M such that the least and the largest number of elements 
of E contained in classes of C are l 1 and 12, respectively, then the period of C* is bounded 
by 
~lN i•  max ( IE l t -1 ) l  • max,m,L 
i=1  /1 - -1<: t</2 -1  l< j<n " " "  
COROLLARY. If k = 1 in Theorem 13, then the period of any irredundant cyclic 
cover C* on M induced by a cover C of CM , such that each class contains l elements 
of E, is bounded by 
t<q<N 1 - -  1 • max {mA, l< j<n - J "  
where 
N=I] IT (~) ]  if T(o~) ~ r 
otherwise. 
We observe that the bound given in Theorem 13 is not exact as illustrated by 
the following example. 
EXAMPLE 10. Let M = (S, 27, 8) be a state machine whose transition table and 
cover graph are given in Table IX and Figure 5, respectively. By Theorem 13, the 
period of any cyclic cover C such that each class of C contains only one element 
TABLE IX 
Transition Table of M in Example 10 
a t a~ 
1 2 2 
2 7 7 
3 8 8 
4 9 9 
5 2 3 
6 4 2 
7 1 1 
8 10 10 
9 13 13 
10 11 11 
11 12 12 
12 13 13 
13 2 2 
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I -  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  "1 
2__ 5- -~2,3 - - -7~- - , -1 ,1o - - - z , t l - -~7, t2  - ~,13-~--~,9-~--zi~6 
I 
t_ . . . . . . . . . . . .  , k . . . . . . . . . . . .  ] 
Fro. 5. The cover graph of M in Example 10. 
of E on machine M is bounded by 12. However, there exists an irredundant cyclic 
cover C* on M 2 with period 9, where 
C* = {2, 3, 7, 8, 1, 10, 2, 11, 7, 12, 1, 6, 13, 2, 4, 7, 9, 1, 5, 13}. 
The last case is more complicated, and we are not able to obtain a bound directly. 
However, we have a result from which we can obtain the bound of a period of any 
irredundant cyclic cover on M with nondeterministic cover graph indirectly. 
Let M = (S, Z', 5) be a state machine with nondeterministic cover graph G M = 
(CM, PM). Let C = (Co, C x ,..., Cn-t) be an irredundant cover on C M such that it 
induces an irredundant cyclic cover C* on M. Then 
(VC i 6 C)[C i o PM C Ci+l(modn)]. 
We define a relation p on CM as follows. Let ~, f le  C i . Then a p fl iff there exists 
a p (p  > 0) such that a o p~ (3 fl o P5 :~ ;~. Obviously, the relation p is a com- 
patible relation. It is obvious that each class of C o , an irredundant cover on CM, 
contains at least one element a of CM, where a belongs to a circuit of G M . Further- 
more, the class of Co, which contains a, also contains those elements (of CM) not 
belonging to any circuit of GM which can be combined with a to form a class in the 
irredundant cyclic cover of M induced by C o . 
w1 
LEMMA 10. Let U be the union of m classes of Co, i.e., U = (Jk=l CJ k , where 
Cr e C o . I f  there exists an irredundant cover R = (Ro, R 1 ,..., R~_I) on U so that 
(VR~ e R)(~C~k e Co)[C~k C_ U ^ R, C_ C j  (14) 
and 
then 
(VR i e R) R i o PM C_ Ri+l(moa0 , (15) 
l .< m x (min ( max (X 
\l<k<m \l<q<...[Cik I q 
Proof. By condition 14, the maximum number of classes of R that can be formed 
from a class C~ of Co, where C~k C_ U, so that no class of R is a subset of the other 
is bounded by (Sperner's theorem [4]) 
max (I 
1<q<1 c~ k] 
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By condition (15), the number of classes of R formed from Cj~ of C o should be 
equal to the number of classes of R formed from any other class (of Co) which is a 
subset of U. Since U is the union of m classes of C o , the number of classes l in R 
is bounded by 
mx(min  ( max ([C~l))). 
\ l<k<m \l<q<l C~k [ q 
The following theorem, being similar to Theorem 8, is stated without proof. 
THEOREM 14. Let R0, R 1 ,..., Rk_ 1 be the set of all irredundant covers on the subsets 
of CM , where each subset is the union of some of the classes of Cp, and the irredundant 
cover R i (0 < i < h --  1) is defined as in Lemma 10. I f  C is an irredundant cover on CM 
satisfying (13), then the number of classes in C is bounded by 1.c.m.([ Ro [, ]R~ ],..., IRk_ 1 ]). 
Thus, Lemma 10 and Theorem 14 give us indirectly the bound on the period 
of any irredundant cyclic cover on M where G M is nondeterministic. Since C M is 
finite, it is possible to generate all irredundant covers on subsets of C M satisfying 
conditions (14) and (15) and thus obtain the desirable bound. The result is demon- 
strated with a machine M where GM is nondeterministic and at least one dotted 
arrow of GM belongs to a circuit. No attempt would be made to obtain a direct bound 
in this case. 
EXAMPLE 11. Transition table of a machine M = (S, 27, 3) is given in Table IX 
and the cover graph GM is given in Fig. 5. Clearly, GM is nondeterministic and there 
are three dotted arrows belonging to circuits. C O computed is
={5,1,10,1,13,6,2,3,2,11,2,4,7,8,7,12,7,9}. 
There is no proper subset of CM which is the union of some of the classes of C o and 
has an R as defined in Lemma 10. 
Let U = C u . Then, by Lemma 10, the number of classes of any irredundant 
cover on U such that each class is a subset of a class of C o , is bounded by 9. 
Those covers are given below. 
R 1 = {5, 1, 10, 1, 13,6, 2,3,2, 11,2,4, 7,8,7, 12,7,9}. 
R2={5,1 ,13 ,2 ,3 ,7 ,8 ,1 ,10 ,2 ,11 ,7 ,12 ,6 ,1 ,13 ,2 ,4 ,7 ,9} .  
R3 = {5, 1, 13,6, 2,3,2,4, 7, 8,7,9, 1, 10, 1, 13, 2, 11, 7, 12}. 
R 4 ---- {5, 1, 10, 1, 13, 2,3,2, 11, 7,8,7, 12, 1, 10, 1, 13,6, 2, 11,2,4, 7, 12, 7,9}. 
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Since U = CM, each R i induces a cyclic cover on M. Let Rz induce C2" on M. 
Then 
C~* = {1, 5, 13, 2,3, 7, 8, 1, 10, 2, 11, 7, 12, 1,6, 13, 2,4, 7,9). 
By Theorem 13, the period of any irredundant cover on CM is bounded by 18. One 
of the cover C on CM constructed from R z and R 3 is 
C = {5,1,13 7,12,2,3,5,1,13,6,7,8,2,3,2,4,1,10,7,8,7,9,2,11,1,10,1,13,  
7, 12,2, 11, 6, 1, 13,7, I2, 2,4, 5,6, 1, 13, 7,9,2,3,2,4, 5, 1, 13, 7,8,7,9, 
2,3, 1, 10, 1, 13, 7, 8,2, 11, 1, 10, 7, 12, 2, 11, 5, 6, 1, 13, 
7, 12,2,3,2,4, 6, 1, 13,7, 8,7,9, 2,4, 1, 10, l, 13, 7,9,2, 11}, 
which has 18 classes. 
The cyclic cover induced by C on M is 
C* = {1, 5, 7, 12, 13, 1,2, 3, 5, 6, 13, 2, 3, 4, 7, 8, 1, 7, 8, 9, 10, 1, 2, 10, 11, 13, 
2,7, 11, 12, 1,6,7, 12, 13, 1,2,4, 5,6, 13, 2,3,4,7,9, 1,5,7, 8,9, 13, 
1,2,3, 10, 13, 2,7,8, 11, 1,7, 10, 12, 1,2, 5,6, 11, 13, 
2,3,4,7, 12, 1,6,7,8,9, 13, 1,2,4, 10, 13, 2,7,9, 11}. 
7. CONCLUDING REMARKS 
In this paper, we have characterized the existence or nonexistence of simple 
periodic decomposition of state machines under various connectedness conditions. 
The problem posed by Gill and Flexer [3] at the end of their paper is solved using 
the concept of cyclic covers, and bound on the maximal period of cyclic covers of a 
machine is given. It will be of interest to find algorithms which will generate all 
cyclic covers in any state machine. 
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