ABSTRACT Parallax handling in the presence of moving foregrounds is a challenging problem in video stitching. The artifacts such as blurring or ghosting become prominent when objects move across multiple views. In this paper, we propose a novel scheme to minimize the parallax artifacts caused by moving objects in a fixed video stitching framework. We first stitch one frame from input videos and generate a lookup table (LUT) for every input video. These LUTs provide the mapping information of input videos to the panorama domain. For every frame of the input videos, we use structural similarity index to identify the LUT points in the overlapping region where parallax exists due to moving object. Therefore, our method does not require to match and track the features across frames to detect the moving object. For every detected LUT point having parallax, a descriptor based on histogram of oriented gradients and local binary patterns is generated and matched such that the parallax is minimized in the overlapping region. This may lead to the undesirable geometric artifacts in the non-overlapping region. To cater this issue, we smoothly propagate the correction in the non-overlapping region closer to the moving object. The proposed scheme is tested on different videos, where the overlapping region is very narrow, ranging from ∼2.3% to ∼9%. The experimental results demonstrate that it can significantly reduce the parallax artifacts, which occur due to moving foregrounds.
I. INTRODUCTION
Over the past few years, we have witnessed the proliferation of multimedia and smartphone technology which allows capturing high-quality images with minimal effort than ever since. These advances have drawn special attention towards the applications such as 360-degree videos, immersive virtual and augmented reality, and wide area video surveillance. The basic element of such applications is a high-resolution wide Field of View (FoV) image, which can be obtained by incorporating the image stitching methods [1] - [9] . Image stitching is a process of combining several images with some overlapping region to generate a single high-resolution wide FoV image. Broadly, the stitching procedure can be divided into two parts namely alignment and composition. Alignment procedure provides the geometric information that how two images are related to each other, and the composition procedure is followed to further refine the output by performing photometric correction. A detailed survey of stitching techniques can be found in [1] . Image stitching is a well-studied problem in computer vision and variety of commercial tools are also available. However, most of the existing methods are based on the estimation of a global 2D projective transformation to align the input images. Such methods are based under the assumption that input images are taken from the same viewpoint or the scene is roughly planar [26] . These assumptions can hardly be satisfied in practice because the relative position of objects in a non-planar scene varies across the different viewpoints of cameras which leads to the parallax issues. As the global 2D transformation does not account for parallax, visible artifacts such as ghosting or blurring become prominent in the output panoramic image as shown in Fig. 1 . Advanced Image composition techniques such as multi-band blending [10] , [14] or optimal seam cutting methods [11] - [13] are often utilized to reduce the parallax artifacts. These methods are only handy if the parallax is very small. If the images are taken from different viewpoints, the FIGURE 1. Two different frames from a stitched video sequence (blending is not applied to highlight the parallax artifacts): (a) When there is no moving object in the overlapping region; (b) Parallax artifacts introduced due to moving object in the overlapping region.
performance of such schemes decreases significantly because of large parallax.
Video stitching is considered as an extension of image stitching where frames from multi-view video streams are stitched using existing image stitching methods. Each frame of a multi-view video can be stitched either independently or by using a common alignment model for all frames (fixed alignment video stitching framework). In comparison to image stitching, the parallax problem in video stitching is much more challenging because of the movement of objects at relatively different depths across different views. To suppress the parallax artifacts in video stitching, the schemes proposed in literature rely on tracking of matched features of background and moving object across frames. However, if the scene consists more of the homogeneous region or the moving object is not having enough number of features, the performance of such schemes can drastically decrease. Seam-cut methods are often employed as a final processing step to further reduce the parallax artifacts. These methods perform well only for the cases where the overlapping area between the images is large. In case of a narrow overlapping region, where the object cannot fit completely into the overlapping region, the concluded seam may cut through the object hence will lead to visually unpleasing stitching results. An example of such a case is shown in Fig. 2 .
In this paper, we propose a simple yet effective technique to minimize the parallax artifacts introduced by moving objects in fixed alignment video stitching framework (cylindrical stitching model). Except for calculating initial stitching parameters, our method is not dependent on matched features. We first stitch one frame from the input videos to calculate the stitching parameters and generate a Lookup Table (LUT) and Blending Mask (BM) for every input video. These LUTs provides the mapping relation of each video from input to the panorama domain, and are used to render all frames of input videos to panorama domain. The BMs are used to apply the linear blending in the overlapping region. When an object enters in the overlapping region, by using Structural Similarity (SSIM) Index, we robustly identify the LUT points suffer by parallax in the overlapping region. The detected LUT points having parallax undergo a Histogram of Oriented Gradients (HOG) and Local Binary Patterns (LBP) based descriptor matching scheme to minimize the effect of parallax. The correction applied to the vertices of the overlapping region may introduce geometric artifacts such as squeezing or stretching in the non-overlapping region. Therefore, correction is smoothly spread in a weighted fashion to the vertices of the non-overlapping region around the moving object to reduce the unwanted geometric artifacts. The proposed scheme is tested on different videos with various object movements and very narrow overlapping region (between ∼2.3% to ∼9%). Experimental results demonstrate that the proposed scheme can efficiently handle the parallax artifacts which occurs due to moving foregrounds. The remainder of the paper is organized as follows: In Section 2, we summarize the existing methods to handle parallax for image and video stitching. The proposed scheme is described in detail in Section 3. Experimental details and results are discussed in Section 4, and finally, a conclusion is made in Section 5.
II. RELATED WORK A. IMAGE STITCHING
Recently, a lot of research has been conducted to resolve the problem of image stitching in the presence of large parallax. Gao et al. [7] proposed a dual-homography warping (DHW) model which divides the scene into two dominant planes namely ground plane and distant plane, and compute separate transformations for each plane and further combined them using a weighted average to get the final stitched image. However, in many real cases, it is challenging to decide how many planes would be enough to generate 57764 VOLUME 6, 2018 visually acceptable panorama. Lin et al. [15] introduced a smoothly varying affine (SVA) model which allows local geometric deformations thus can handle the parallax up to some extent. However, the affine transformation only has six degrees of freedom which can not suffice the global projectivity. To overcome this issue, Zaragoza et al. [8] proposed as-projective-as-possible (APAP) warping method based on moving direct linear transformation (DLT). The input image is divided into various cells, and a homography is calculated for each cell by assigning weights based upon the distance of cell from the matched feature points. Therefore, it allows the local non-projective deviations while keeping the global projectiveness. However, it often introduces the shape and perspective distortions in the non-overlapping region. To handle this discontinuity issue from overlapping region to non-overlapping region, a shape-preserving half-projective (SPHP) warp is proposed in [16] , which applies different warps (projective to similarity transforms) from overlapping to the non-overlapping region to achieve smooth variation. Multi-perspective panoramas [17] - [23] is another aspect to solve the parallax problem. These techniques perform 3D reconstruction/dense sampling of the scene which is very time consuming and often fails to provide acceptable results with a sparse set of input images. It is concluded that the alignment of the whole overlapping region is not required as long as there exists a region where images can be stitched in a visually plausible way [9] . Based upon this observation, Zhang and Liu [9] proposed a hybrid model which firstly utilize the global homography to roughly align the images and then use content-preserving warping (CPW) [25] for local refinement. Lin et al. [26] proposed a seam guided local alignment method in which warping is improved iteratively based upon adaptive feature weighting with respect to their distances from the current seam. The similarity transformation is used to preserve the salient curves and line structures. The aforementioned shape preserving warps cannot explicitly handle the parallax and also require more computations [26] .
B. VIDEO STITCHING
In contrast to image stitching, very less attention has been paid to the video stitching which is much more challenging and complex task [28] . In addition to image stitching issues, video stitching also suffer from issues such as different optical centers of cameras, non-planar scene, camera jittering, and movement of objects across the multi-cameras. Inspired by the image stitching, video stitching is usually performed either by using a fixed alignment model for all the frames [29] , or by stitching all the frames independently [30] . Stitching every frame of the video independently may lead to temporal inconsistency among the stitched frames. However, in both cases, movement of objects across the cameras in the overlapping region is a challenging problem to solve. Depending upon the nature of the targeted application, efforts have been made to overcome the challenges of video stitching. The work in [27] and [31] is focused on video stitching for surveillance. Jiang and Gu [34] extended the work of [9] in both the spatial and temporal domains. Shimizu et al. [32] proposed a video stitching algorithm for sporting events. Yoon and Lee [39] proposed a video stitching technique based on camera path estimation and homography refinement. Some work for freely moving mobile devices is reported in [35] - [38] and [43] , which is focused more towards jointly solving the problem of video stabilization of panoramic videos.
The majority of schemes proposed in literature used seam-cut algorithm at the final stage to produce output panoramic videos. For every frame of the video, based upon the location of the object, either a new seam is calculated or the existing seam is updated. Despite being computationally extensive, if seam-cut methods are employed for every frame, the noticeable movement of seam position across the moving objects makes the overall result visually unpleasant. None of the proposed methods consider the case where the object is moving through a very narrow overlapping region. So, the performance of the seam cut method in such cases remains questionable. On the other hand, the proposed method can efficiently deal with the case of the narrow overlapping region without using seam-cut methods.
III. PROPOSED METHODOLOGY
The overview of the proposed scheme is shown in Fig. 3 . Our main focus is to reduce the parallax artifacts which occur due to moving object across the cameras. We use the stitching pipeline from [1] for cylindrical panoramas. We use a fixed alignment video stitching model, therefore, we divide our proposed framework into the calibration phase and the run-time phase. In the calibration phase, we stitch one frame from the multi-video sequence and then generate LUTs and BMs for every input video to be used in the runtime phase. In the runtime phase, we first detect the moving object in the overlapping region for every frame. If moving object is not detected, we use LUTs from the calibration phase to render the output for that frame. For the case, when the moving object is detected in the overlapping region, we update the LUT points where parallax exists and use the updated LUTs to render the output. Fig. 4 shows three input images to be stitched, warped images generated using LUTs and the respective BMs. To generate the BM we consider a vertical line in the center of the overlapping region as a seam and then apply linear blending across that vertical line. Warped images are multiplied with respective BMs and then added to generate the output panoramic image. In the following text, we will describe the LUT structure, parallax detection, and methodology to update the LUT points to minimize the parallax artifacts.
A. LUT STRUCTURE
Let N be the number of input videos each consists of T frames. I i,t (i = 1, . . . , N, t = 1, . . . , T) is the t th frame from the i th video sequence, and I i,t is the corresponding warped image in panorama domain which is obtained by applying transformation function f i . The transformation function is obtained from the [1] for cylindrical panoramas. We divide the I i,t into a uniform grid of size (m × n) and its vertices are denoted by V i,t , the corresponding vertices location in panorama domain are denoted by V i,t . This mapping information f i V i,t → V i,t for all the vertices is stored in LUT and used in a quadrilateral manner to render all the frames in panorama domain. A graphical illustration of LUTs for three input images are shown in Fig. 5 .
B. PARALLAX DETECTION
The overlapping region is prone to have parallax caused by moving objects. We denote the vertices which belong to the overlapping region by (V o i,t ). As soon as the moving object enters in the overlapping region, we identify a subset P from the overlapping vertices V o i,t , which suffers from parallax. The vertices belong to subset P are denoted as V p i,t , and are identified using the Structural Similarity (SSIM) Index [40] . SSIM calculates the similarity between two images. The value of SSIM is between -1 and 1, with 1 being the maximum and can only be obtained when the images being compared are identical. The vertices which suffer from parallax results in a low value of SSIM.
Let I R i be the reference warped images when there is no moving object in the overlapping region. For every vertex position in the overlapping region, we compute the SSIM between I R i and I i,t on a window W of size (w × w) centered at that vertex as described in (1).
The SSIM between two images X and Y is calculated as:
where µ X and µ Y are local means, σ X and σ Y are the local standard deviations, σ XY is the local covariance coefficient between X and Y, C 1 and C 2 are constants and set as described in [40] . The SSIM threshold value in (1) is adjustable, it is relaxed to tolerate the minor photometric changes, and to handle the dynamic background cases such as waving tree, flowing stream, etc.
Unlike Background Subtraction (BS) methods used in [27] and [43] , where a number of background/object free images are required to construct a background model to detect the moving objects in the overlapping region, our scheme only requires one reference image without moving objects in the overlapping region to detect the moving object. It is often not possible in practical scenarios to provide a lot of object free images to train a background model.
C. PARALLAX MINIMIZATION IN OVERLAPPING REGION
All vertices in subset P will undergo a matching scheme to find their respective optimal target locations. For every vertex of subset P, a descriptor is computed on a patch centered at that vertex. As we are not performing any feature extraction, so it is possible that the vertex itself and the information in the vicinity of the vertex is not very discriminative. So, the gradient-based descriptors alone may not suffice for the matching task. Therefore, to robustly encode the information around the vertex in a descriptor, we combined the Histogram of Oriented Gradients (HOG) [41] and Local Binary Patterns (LBP) [42] . HOG is widely accepted for capturing the edges and the corner information. However, HOG performs poorly in the case of cluttered or noisy edges. LBP is complementary in this aspect as it is regarded as highly discriminative and offer invariance to the monotonic gray level changes. Hence, a combination of the edge and texture information is well-suited to create a distinctive descriptor for the vertices which suffer from parallax. This conjecture can also be verified from Figure 12 in the experiments section. First, we will briefly describe the HOG and LBP and then we discuss how the combined descriptor is computed.
Dalal introduced HOG, a gradient-based descriptor for object detection in [41] . The key idea is that the count of the gradient orientation occurrences in a local window well describes the object appearance and shape. The main computation steps of HOG are as below:
The first step is to compute the gradients along the horizontal and vertical direction, which can be obtained by convolving the input image with filter kernels. 
where D x and D y are the gradient kernels in horizontal and vertical direction, respectively, and I x and I y are the VOLUME 6, 2018
gradients of the image I in horizontal and vertical direction, respectively. Further, the magnitude and orientation of gradients is calculate as below:
Next, an orientation-based histogram is computed on the basis of gradient magnitude and gradient direction. The histogram is divided into nine bins, where each bin corresponds to an angle from 0 • to 180 • . Every pixel casts a weighted vote for computation of orientation-based histogram. The histogram bin is selected on the basis of gradient orientation (θ g ), while the vote is selected on the basis of respective gradient magnitude (I g ). Normalization is further performed to make the histogram robust against the illumination changes.
LBP [42] is a highly discriminative, non-parametric and computationally inexpensive operator which also provides invariance to illumination and grayscale changes. Initially, it is proposed for eight neighbors around a pixel but later extended to a larger circular neighborhood with any number of pixels. In LBP, M-bit binary number is obtained by thresholding the M neighboring pixels based upon the sign of difference with the central pixel. The binary number is converted to the decimal value and used for further computation. For each pixel of the image LBP value is calculated as below:
where I c is the value of the central pixel at coordinate (x c , y c ), and I m represents the pixel values in the neighborhood of radius R. We used a standard configuration of M = 8 and R = 1 to compute the LBP values for every pixel of the image. In this case, the maximum LBP value a pixel can obtain will restrict to 255. Once LBP values are calculated for every pixel of the image, we finally compute the histogram of LBP values with 16 bins. Finally, a combined descriptor HLBP is obtained by concatenating the HOG and LBP histograms. 
D. MODIFICATION OF NON-OVERLAPPING REGION
Once V p i,t are obtained, depending upon the size of the object, geometry, and parallax, the vertices immediate above, below, or after V p i,t may suffer from stretching or squeezing artifact. An example is shown in Fig. 7 , where the vertices in the non-overlapping region are affected by stretching artifact. Therefore, we assign the weights based upon the detected parallax to the vertices close to V p i,t . Let V NO i,t are the vertices close to the moving object, and V NO i,t are the target vertices locations after assigning the weights. We use the sigmoid function to assign the weights to the vertices in the vicinity of moving object. Higher weights are assigned to the vertices close to V p i,t , and are decrease gradually to neighboring vertices. The location of updated vertices in the locality of moving object is calculated as below:
where, s p i,t is the motion vector of the closest vertex in the overlapping region having parallax, and ω (x) is the sigmoid weight defined in (12):
where, x can be interpreted as the spatial location of the vertex in the non-overlapping region. The term (1/1+e −x ) attains the value of 0.5 when x is equal to zero, and the value decreases gradually to zero for the negative value of the x, and increases gradually to one when x is positive. Therefore, one is subtracted from this term to reverse the functionality such that more weight is given to the vertices close to the overlapping region. The negative indexing is handled programmatically. The weights are then multiplied with the motion vector s p i,t to find the respective values by which the non-overlapping vertices will be adjusted. Once all vertices are updated, we perform texture mapping using updated LUTs to obtain the warped images. The warped images are multiplied with the respective blending masks and then added to get the resultant stitched frame.
IV. EXPERIMENTATION AND RESULTS

A. VIDEO DATASET
To the best of our knowledge, no standard dataset for video stitching is available publically. Therefore, to evaluate the performance of proposed scheme we collected our own dataset for experiments. We captured the synchronized videos with two 4K cameras mounted a rig. We have considered the challenging case where the overlapping region between the videos is very narrow (roughly between ∼2.3% to 9%). Five different test videos with variations have been taken for the experiments. One frame from all the test videos is shown in Fig. 8 . The video sequences are named 'Car Park', 'Taekwondo I', 'Taekwondo II', 'Playground I' and 'Playground II'. 'Playground I' and 'Taekwondo I' video sequences are relatively simple cases as the amount of parallax is not very large. In 'Car Park' content the size of the moving object is kept changing while crossing the overlapping region. In 'Playground II' dataset, the amount of parallax due to moving object is very large and also there is a gap between the exit of the first moving object from overlapping region and the entrance of the second moving object in the overlapping region. This is a challenging scenario as the movement of vertices is very likely to be noticeable in the transition period. The video sequence 'Taekwondo II' is a difficult case where objects are crossing each other in the overlapping region at different depths and both cameras are also steadily moving. When different objects pass through the overlapping region at different depths, they exhibit the different amount of parallax and there is also the possibility of occlusion. The captured dataset is diverse enough in terms of variations to validate the proposed scheme. The information about test video data is provided in Table 1 .
B. STITCHING QUALITY
The visual quality of a stitched video depends on the alignment of structural information in the overlapping region. To evaluate the geometric quality, the distance between VOLUME 6, 2018 matched features is often utilized. The average distance of all the matched features is referred as the stitching quality of a frame. The smallest average value corresponds to better geometric quality. As our proposed scheme is not dependent on matched features, so we cannot use the aforementioned measure to evaluate the quality of our results. Instead, we utilized the geometric quality assessment method proposed in [44] to evaluate the performance of our scheme. It calculates the SSIM on the high-frequency information of the overlapping region and called HFI_SSIM. The range of HFI_SSIM is between zero and one. The value of one corresponds to a perfect alignment, while the worst possible value can be zero. We refer the stitching score of a stitched video as the average HFI_SSIM value of all the frames. For the sake of comparison, we stitched all frames of test videos without applying the parallax minimization, and then after applying the proposed parallax minimization scheme. We computed the stitching score for both cases. Fig. 9 compares the stitching scores of our test videos for the above-mentioned cases. For all test videos, stitching score after applying the proposed schemes is par 0.9, while the value is less than 0.7 when parallax minimization scheme is not incorporated. This proves that the proposed scheme can efficiently reduce the parallax artifacts in the presence of moving objects. Fig. 10 shows the results on selected frames from each dataset (the region across moving object is cropped and zoomed for better visibility). The first column shows the results without applying the proposed parallax minimization scheme. The parallax artifacts can be clearly seen and marked with red circles. In the second column, we present the results when parallax minimization is applied to the overlapping region only. It is evident from the results that the parallax artifact is reduced in the overlapping region. However, it introduced noticeable geometric artifacts such as discontinuity and stretching in the non-overlapping region. Therefore, it becomes important to smoothly propagate the correction in the non-overlapping region to handle these unwanted geometric distortions. In the third column, we show the final results of the proposed scheme in which different weights are assigned to the vertices of non-overlapping around the moving object. The results show that the proposed scheme can efficiently reduce the parallax artifacts caused by moving objects. The stitched video results before and after the application of the proposed scheme can be found at [24] .
C. PARAMETER SELECTION 1) GRID PARAMETERS
The number of vertices along the horizontal and vertical axis in the grid are calculated in accordance with a certain division size. The division size refers to the number of vertices along the horizontal and vertical axis in a row and column. Consider an image of resolution 1920 × 1080. The division size of 30 will take every 64 th element along horizontal axis and every 32 nd element along the vertical axis to form a grid. Any number of division size can work as long as it is completely divisible by image width and height. The division size should be selected adequately as it can affect the visual output of texture mapping in case of very low division size. We empirically found out that the division size of 60 works fine for most of the standard image resolutions. However, for our test data, the overlapping region is very narrow, therefore, we selected higher division size to have more number of vertices in the overlapping region. In our experiments, we used the division size of 120 in both horizontal and vertical directions for the videos of resolution 3840 × 2160. For the videos of resolution 4096 × 2160, we used the division of 128 along the horizontal axis and 120 along vertical axis. In both cases, we picked every 32 nd and 18 th element from the horizontal and vertical axis, respectively to form a grid. Depending on the application requirements the division size can be adjusted accordingly.
2) WINDOW SIZE FOR PARALLAX DETECTION
Detection of the vertices suffer from the parallax artifacts is one of the important components of our algorithm. The size of the window across the vertex for parallax detection could significantly affect the performance. To determine the appropriate window size, we performed the experiments with the window size of 16 × 16, 32 × 32 and 64 × 64. It is trivial that the detection performance is likely to increase if sufficiently large area across the vertex is used for the said purpose. If not much of structural information is present in the neighborhood of a vertex, a small window size may 57770 VOLUME 6, 2018 FIGURE 10. Results of proposed scheme on selected frames from test video data. VOLUME 6, 2018 likely to detect a false candidate. The same can also be true for very large window size. So, it is important to select the window size carefully. From our experiments, we concluded that the best results are achieved with the window size of 64 × 64. Another important factor associated with window size is computational time. The average computation time with the window size of 16 × 16, 32 × 32 and 64 × 64 for our test data is reported in Table 2 . On average, it takes 0.0079 seconds for windows size of 16 × 16, 0.0093 seconds for windows size of 32 × 32, and 0.0148 seconds for the windows size of 64 × 64.
It can be noted that the overlapping region in four out of the five test videos is less than 128 pixels. For that reason, we have not tested the window size of 128 × 128 on those videos. However, for the Taekwondo II sequence, where the overlapping region is 363 pixels, we conducted the experiments with the window size of 128 × 128 and 256 × 256. On average it takes ∼0.24 and ∼0.69 seconds to identify the vertices having parallax with the window size of 128 × 128 and 256 × 256, respectively. The accuracy in terms of identifying the parallax affected vertices correctly is the same for the window size of 64×64 and 128×128. On the other hand, the accuracy with the windows size of 256 × 256 is decreased in comparison to the window size of 64 × 64. The large window size results in higher SSIM score for the vertices having less structural and more homogeneous information in vicinity which leads to the inaccurate detection of parallax vertices. It is therefore concluded that large window size not always guarantee the better accuracy. We achieved the same accuracy for the window size of 64 × 64 and 128 × 128. Therefore, we used the window size of 64 × 64 in our experiments to get better accuracy with less computation time.
3) PATCH SIZE FOR HLBP DESCRIPTOR
The patch size to compute the HLBP descriptor is another important parameter related to the performance of the proposed algorithm. We computed and matched the HLBP descriptor with the patch size of 16×16, 32×32 and 64×64. To validate the appropriate patch size for HLBP descriptor, we carefully analyzed the amount of parallax (in terms of the shift in pixels) on the detected vertices having parallax while the object is passing through the overlapping region. We concluded that the amount of parallax in terms of pixel shift is almost uniform on all the detected vertices. Based upon this observation, we carefully measured the pixel shift on all the vertices suffers from parallax. The average shift value of all the vertices is termed as initial parallax amount of the frame. We compute initial parallax amount for all the frames, and the average of all the frames is referred as initial parallax amount of the video. We conducted experiments by computing and matching of HLBP descriptor with the patch size of 16 × 16, 32 × 32 and 64 × 64 for all test videos. The average of all motion vectors across the frames is compared with initial parallax amount. We computed the ratio of both and named it as accuracy. Fig. 11 compares the accuracy of test videos for said patch sizes. It can be seen clearly that the accuracy score of patch size 64 × 64 is par 96% for all FIGURE 11. Accuracy with respect to different patch sizes. the cases. The worst accuracy is obtained with patch size 16 × 16. It is a well-known fact that if the area across the vertices is fairly large then the descriptor will be more distinct. However, under the given conditions there is always a tradeoff between accuracy and computation time. Therefore, we also computed the average computational time for all the aforementioned patch sizes and are reported in Table 3 . On average it takes ∼1 seconds, ∼1.5 seconds and ∼2.5 seconds for the patch of size 16 × 16, 32 × 32 and 64 × 64, respectively. For the same reason mentioned in previous sub-section, we have not computed the descriptor with a patch size of 128 × 128 for the test videos having the overlapping region less than 128 pixels. Increasing the patch size in such scenario reduce the search space of the sliding window along the horizontal axis. That may lead to the erroneously calculated motion vector in the case of large displacement due to parallax. For the Taekwondo II sequence, we computed the accuracy with the patch size of 128 × 128 and 256 × 256. The accuracy is increased by 1.2% for the patch size of 128 × 128 and is decreased by 4% for the patch size of 256 × 256 due to limited search space. On average it takes ∼3.8 seconds and ∼5 seconds for the patch of size 128 × 128 and 256 × 256, respectively. The performance difference between the patch size of 64×64 and 128×128 is not significant in comparison to the computation time. Therefore, we selected the patch size of 64 × 64 for our experiments as it offers a good tradeoff between performance and computation time.
D. TIMING ANALYSIS
We conduct experiments with an un-optimized C++ implementation of the proposed algorithm using OpenCV on a PC with Intel Core i7-2600K 3.4GHz CPU with 32 GB of RAM. We use OpenGL for texture mapping of LUTs.
The proposed algorithm is divided into four steps to evaluate the execution times. Parallax detection time (PDT) includes the time to identify the LUT vertices using SSIM. Descriptor-based matching (MT) includes time to find the motion vector to the best correspondence using HLBP descriptor. Non-overlapping modification time (NOMT) includes the time to spread the correction to the vertices closer to the moving object. Finally, warping time (WT) refers to the time to generate the warped image using updated LUTs. For each frame of the video, we computed the execution time of above mentioned four parts of our algorithm. The average value of all frames is considered as an average execution time for that video. The average execution for each step is summarized in Table 4 for our test videos. On average the proposed scheme takes ∼5 seconds for all the tasks. PDT and NOMT yields in the short time as compared to MT and WT. The most time-consuming part is MT which includes generation and matching of HLBP descriptor. Primarily, MT time depends upon the search area and number of vertices to be matched.
We have not utilized the parallel processing and GPU support in the current implementation of our algorithm. We believe that our scheme has the potential to be implemented in real-time. The most time-consuming operations of our algorithm are MT and WT. If there are 150 vertices on average to be matched and modify per frame in the overlapping region, by incorporating parallel processing we can reduce the MT time to ∼0.01 seconds. To accelerate up the warping process, LUTs can be loaded to GPU memory once and then warping can be performed on live stream in a real-time environment. By incorporating the aforementioned procedures real-time performance can be achieved.
E. COMPARISON WITH PREVIOUS APPROACHES
In the proposed parallax minimization scheme, we used a descriptor based on HOG and LBP. The other obvious choices for descriptor-based matching are the Scale Invariant Feature Transform (SIFT) [45] and Speed-Up Robust Features (SURF) [46] . The proposed scheme is tested with SIFT descriptor, SURF descriptor, and HLBP descriptor. We computed the Stitching Score with aforementioned three descriptors. Fig. 12 compares the stitching score and computational time of the proposed method with HLBP descriptor, SIFT descriptor and SURF descriptor. It can be clearly seen that the proposed scheme performed well with both HLBP and SIFT descriptor. In both cases, the proposed scheme achieved par 0.9 stitching score. The SURF descriptor performs equally well for the Car Park, Playground I, and Playground II Sequences. The performance of SURF descriptor is decreased by ∼5% and ∼4% for the Taekwondo I and Taekwondo II sequences, respectively with respect to SIFT and HLBP descriptor. However, the stitching score with SURF descriptor still surpasses when no parallax minimization scheme is incorporated. This validates that the proposed scheme is capable of minimizing the misalignments caused by moving objects. Computational time is another important factor in descriptor based matching scheme. Generation and matching of 128-dimensional SIFT feature descriptor based upon scale space roughly takes ∼15 to ∼23 seconds to process a frame. The 64-dimensional SURF descriptor takes ∼8 to ∼12 seconds for processing of one frame. On the other hand, HLBP only takes ∼2 to ∼3 seconds per frame for the same task. Therefore, by using HLBP descriptor we can achieve the comparable performance as of SIFT descriptor with less computational time.
We also compare our results with state of the art parallax handling schemes: APAP [8] and SPHP [16] . APAP and SPHP both are mainly proposed for images. If these schemes are applied independently to every frame of videos to be stitched, apparently they will suffer from temporal inconsistency. Therefore, we only compare the individual frames for fair comparison. The stitching results of APAP and SPHP are obtained using the source codes provided on authors' webpages [47] , [48] . APAP is considered as a flexible warping method which computes different homographies based upon local region. While SPHP additionally utilizes the similarity transform to reduce the perceptive distortion in the non-overlapping region. In Fig. 13 we compare stitching results on selected frames from every test video for proposed scheme, APAP and SPHP (the region across moving object is cropped and zoomed for better visibility). The first and fifth row shows the results of our fixed alignment stitching framework without parallax minimization, this is referred as 'Original Parallax'. In the second and sixth row, the results of APAP are shown. SPHP results are presented in the third and seventh row. Finally, the fourth and eighth rows show the results of the proposed scheme.
For 'Car Park' test content, APAP suffers from misalignment as well the blockiness artifact, while SPHP results in misalignment and perspective distortion. For 'Taekwondo I' test sequence which is the relatively easier case, all schemes produced acceptable results. However, at instances, APAP introduced some geometric artifacts in the non-overlapping region as highlighted by the red circle. For 'Taekwondo II' FIGURE 13. Comparison of APAP [8] and SPHP [16] with proposed scheme.
contents, APAP again suffers from perspective distortion and blockiness artifacts, while SPHP and proposed scheme produced acceptable results. For 'Playground I' dataset SPHP is unable to align the moving object in the overlapping region, while for 'Playground II' test contents the perspective distortion of SPHP makes overall result visually unpleasant.
Sever perspective distortion can be seen for APAP in both 'Playground I' and 'Playground II' dataset. On the contrary, the proposed algorithm produced visually acceptable results for all the cases. Moreover, the proposed algorithm takes only ∼5 seconds to process a frame as compared to APAP and SPHP which takes ∼28 and ∼16 seconds respectively.
We do not compare our results to seam-cut algorithms which hide the misalignment by calculating the seam across moving object having parallax. We also do not compare to [36] and [37] as it tried to solve the problem of stitching and stabilization simultaneously while the focus of this paper is to minimize the parallax artifacts on moving objects only.
F. LIMITATIONS AND FUTURE WORK
Although the results show the effectiveness of the proposed scheme for handling dominating moving foregrounds, still it has some limitations. The parallax detection procedure considers only one object free frame as a reference. Therefore, it cannot handle the large appearance difference such as exposure, color etc. We have considered the scenario, where the relative position of cameras is fixed so the proposed algorithm cannot handle a large amount of jittering or occlusion.
The proposed algorithm is tested on the videos captured using the rectilinear lens. One direction of our future work is the extension of the proposed scheme for the fisheye lens where the distortion after de-fishing is not uniformly distributed throughout the image. Handling parallax on the severely distorted region of the fisheye image is a challenging problem. Another possible future direction of our work is occlusion handling. As of now, the proposed scheme cannot handle large occlusions when moving objects cross each other at relatively different depths in the overlapping region. We also retain the GPU based implementation of our algorithm as future work.
V. CONCLUSION
In this paper, we have introduced a novel method to minimize the parallax artifacts which occur due to moving foregrounds in panoramic videos. Instead of matching and tracking the features, we propose to utilize the LUT information from image to the panorama domain. The proposed method robustly identify the LUT points in the overlapping region having parallax based on SSIM. HOG and LBP based descriptor matching is further performed on detected vertices. To overcome the visual geometric distortions which may occur in the non-overlapping region due to the correction applied in the overlapping region, a weight distribution scheme is incorporated to make a smooth transition from overlapping to the non-overlapping region. We dealt with the challenging case where the overlap between the videos to be stitching is between ∼2.3 to ∼9%, and the proposed algorithm gave good results in the presence of foreground parallax. The proposed scheme is not computationally intensive and has a good potential to achieve real-time performance.
