ABSTRACT. A method of finding polynomial solutions for partial differential equations with polynomial data is introduced. The solution of the problem for second order equations with given boundary values on a quadratic curve is discussed in detail, and examples are given to show the wide scope of the method.
Introduction
Conventionally, second order partial differential equations are divided into hyperbolic, elliptic, and parabolic equations according to the nature of the second order terms. The form of the data required to obtain a unique solution differ according to the type of equation. For instance, an elliptic equation such as that of Laplace has inside a Jordan curve S a unique solution -u, which assumes given continuous boundary values on S. For hyperbolic equations, such a result ceases to be true. The equation has the solutions u = 0 and u = x 2 + y 2 -1, both of which vanish on the circle x 2 + y 2 = l. In this paper, we discuss the nature of polynomial solutions of such equations. In this case, it turns out that the difference between elliptic and hyperbolic equations largely disappears. Instead, the nature of the boundary curve becomes of crucial importance. For nth-order equations, the curves must have roughly degree n to give a unique solution with given arbitrary polynomial boundary values. If the curve or curves have smaller degree, there is, in general, a linear space of solutions. For boundary curves of higher degrees, solutions exist only for some special polynomial data.
An exceptional situation arises, for instance, when the boundary curve S is part of the zero set of a polynomial solution of the equation (see above). In this case, uniqueness no longer occurs.
We shall start this paper by considering second order equations with constant coefficients. At the end of the paper, we shall give some examples to show that the technique can be extended to much more general situations.
The method was developed previously by the second author (see, eg., [3] ). Exact polynomial solutions of this type first appeared in Mikeladze [2] . Somewhat similar ideas are contained in Abadi and Ortiz [1] . They used the method as a basis for numerical approximation. However, in this paper, we hope to introduce this general and flexible method to a wider readership.
Examples of second order elliptic and hyperbolic equations
Consider the equations
where e = dbl. Homogeneous nth-degree solutions of (2.1) are On the curve 5, we replace higher powers of y 2 by 1, y and so obtain a modified polynomial of the form (2.4) with coefficients that are linear combinations of the c n , c^. To make sure that u{x^ y) = QN{X, y) on 5, we thus obtain 2JV+1 linear equations for the 2JV+1 coefficients c n , c^. These equations have a unique solution for arbitrary a n and b n if, and only if, the equations, when all the a n and b n vanish, have only the zero solution i.e., if the only solution of (2.1), which is a polynomial P of degree at most N and which vanishes on 5, is identically zero. Thus, uniqueness may depend on the degree iV of the polynomial. Example 1. Consider a solution such that u = 1 + y on S.
If we allow only linear polynomials then, u = 1 + y is the only solution. The same remains true for general polynomial solutions for the equation (2.1) if e = rj = -1. For, by the maximum principle, a harmonic polynomial vanishing on (2.3) vanishes identically in this case.
Consider next the case e = 1, 77 = -1. In this case, the polynomial x 2 + y 2 -1 satisfies (2.1) and vanishes identically on (2.3). Thus, in this case, if N > 2, there exist infinitely many or no polynomial solutions of (2.1) of degree iV which assume given polynomial data on (2.3). For if u is such a solution, so is u + a(x 2 + y 2 -1) for every real constant a. We see, for instance, that quadratic data on S take the form
Substituting x 2 = 1 -y 2 , we can write this as
A polynomial of second degree satisfying (2.1) takes the form
Substituting
We see that, to make (2.7) and (2.8) identical, we need A = B. So our basic problem has infinitely many solutions if A = B and none otherwise.
The situation is similar if£ = -l,7/ = l. In this case, P = x 2 -y 2 -1 vanishes on 5 but not identically. There is no quadratic polynomial satisfying (2.1) and assuming values (2.6) on S unless A = -B, and, in this case, there are infinitely many such polynomials.
Finally, we come to the case e = 77 = 1. In this case, we again have a unique quadratic solution for given quadratic data. We need only check that there is no quadratic polynomial P{x,y) given by (2.6), which satisfies (2.1) and vanishes on (2.3), other than the zero polynomial. To see this, we recall that (2.1) implies A = B. If
then P has constant sign for large x or y and so cannot vanish on 5. If A = 0 and A = B -H = 0, then P is linear and so vanishes at most at 2 points of S. Otherwise, suppose that A > 0. Then
Hence, P is large near at least one of the lines y = rr, y = -x and, so again, P cannot vanish on S. If A < 0, the conclusion is similar. Finally, if A < 0 and y = ±(1 + o(l))a;, then we have , and x(r 4 -a: 4 ), respectively, on S. We are left with 18 terms in the polynomial data (2.14) and 11 coefficients in the harmonic solution. On equating coefficients, we find that the bij must satisfy the following seven equations: 
A general theorem
The above examples suggest the result: We consider the class KN of solutions u of (3.1) which are polynomials in #, y of degree at most N and proceed by induction on N. li N = 1, then Qjv(a;,?/) is linear and u = QM is itself the unique linear polynomial which satisfies (3.1) and (3.2).
Suppose that Theorem 1 is proved for all degrees less than N. Let P be given by (2.6). If A ^ 0, we can use (2.6) to express x 2 by terms of degree less than 2 and xy and y 2 on S. Similarly, x 2m can be expressed as a polynomial of degree at most 2m in x, y, but which is linear in x. We proceed similarly if B ^ 0, expressing QN as a polynomial of degree at most N in x, y, which is linear in y. If A = B = 0, but H ^ 0, we introduce new variables X, Y by X = x + y, Y = x -y. We then can express QJV as a polynomial of degree at most N in X, Y but linear in Y.
Thus, in all cases, on S we can write
where RN-Y-, SN are polynomials of degree N -1, N, respectively, and (X,Y) are (x,y), (y,x) or (x + y,x -y). By hypothesis, our problem has a unique solution for polynomials of degree less than N. So we now can subtract the corresponding solutions for the terms of degree less than N in QN and are left with the polynomial data
where a and b are constants and for which a corresponding solution is to be found. We now note that, for N > 1, the equation (3.1) has 2 linearly independent and homogenous polynomial solutions of degree N. For the harmonic equation (2.1) with e = -1, these are the real and imaginary parts of (X + iY) N The uniqueness also follows since otherwise, by taking a difference, we could obtain a solution of degree at most JV which is not identically zero, but vanishes on S and this is excluded by the hypotheses of Theorem 1. We remark that the uniqueness of the solution follows from the maximum principle in the case of an elliptic equation (3.1) and an ellipse 5. In other cases, the additional condition may be necessary, as Example 1 shows. For more details on the question of uniqueness, see [4] .
Equations with linear terms
We now consider briefly the general equation
If rj ^ 0, there can be no polynomial solutions. For if u is a polynomial of degree N, the partial derivatives u x , Uy, etc., all have degree less than AT, and so the lefthand side of (4.1) has degree N and cannot be zero. There are other cases where no polynomial solutions are possible. For instance, the equation
has the general solution
where #1, #2 are functions of y. Thus, the only polynomial solutions are polynomials in y, and we cannot obtain a solution which is a polynomial in (#, y) that assumes nonconstant polynomial data on the real axis. A more interesting case is the heat equation
We suppose that u is a polynomial u = a n x n + a n -ix n~l H h ao where ao to a n are polynomials in y and a n ^ 0. Then,
This yields a n = constant, a n -i = constant, a n _2 = n(n -l)a n y + fe n _2, a n _3 = (n -l)(n -2)a n _iy + 6 n _3, etc. We obtain the linearly independent polynomials
The only polynomial solutions of (4.2) are linear combinations of the Pn(#)> given by (4.3). We note that there is exactly one polynomial P n of degree n in x for each n, but that for fc > 1, there are two linearly independent polynomials of degree k in y for each m, namely P2k and P2fc+i-We shall deduce that there exists a unique polynomial solution with given polynomial data P(x) on a line: y = mx + c.
To see this, we assume that N ^ a n P n {x, mx + c) = P(x) (4.4) o where iV is the degree of P(x). If P(x) = ^4o = constant, we choose CLQ = AQ. Suppose that a solution has been found for all polynomials P(x) of degree less than AT. Then if
we choose a n = AN and choose ao to a^v-i by solving the problem for
which is a polynomial of degree less than N. We need to prove the uniqueness of our solution, and we can do this for more general curves than the line y = mx + c. If M is odd, we have similarly
Thus, in both cases, u(x,y) ^ 0 on the curve (4.5).
The result may break down for N = 2. Thus, if f(x) = -x 2 /2, the polynomial P 2 (x,2/)=x 2 + 27/ vanishes on the curve (4.5).
The above results suggest that we cannot, in general, expect a unique solution u of (4.2) which assumes given values on a quadratic curve S. If, for instance, S consists of two lines which are not both parallel to the y-axis, then the values on one of these lines are sufficient to determine u. Thus, we can reduce our problem to the case when Q a and Qb have degree less than TV.
Again, the solution is unique. If a2jv, ^N+I are not both zero and c a , Q, are defined by (4.7), (4.8), then c a and Cb are not both zero. Thus, in this case, 2iV+l u(x,y)= ]P a n P n (x,y) -► oo o as y -> oo on at least one of the lines x == a, 6, so that ^(a;, y) cannot vanish identically on both of these lines. 
2=0
This example illustrates the exceptional case N = 2 of Theorem 2. However, since the parabola (4.9) is not on a zero set of (4.2), the conclusion of Theorem 2 still goes through.
Our solution will take the form 4 U{X, y) = ^2 a n P n{x> V) (4.11)
71=0
where the P n {x^y) are the polynomials (4.3). We replace y by x 2 on S and see that our solution must satisfy the condition 
An example for the biharmonic equation
Our method also can be applied successfully to higher order equations. We give an example which illustrates the method, though it may look a little artificial physically. 
