In earlier work, we introduced the progressive mesh (PM) representation, a new format for storing and transmitting arbitrary triangle meshes. For a given mesh, the PM representation defines a continuous sequence of level-of-detail approximations, allows smooth visual transitions (geomorphs) between these approximations, supports progressive transmission, and makes an effective compression scheme. In this paper, we present data structures and algorithms for efficient implementation of the PM representation and its applications. Also, we report quantitative results using a variety of computer graphics models.
INTRODUCTION
Creating computer graphics often requires detailed geometric models for three-dimensional objects. Such models are typically created using commercial modeling and 3D scanning systems. Although some geometric models may be initially defined using high level primitives, for efficient rendering they are typically converted to their lowest common denominator form -polygonal approximations called meshes.
In the simplest case, a mesh consists of a set of vertices and a set of faces. Each vertex specifies the (x; y; z) coordinates of a point in space, and each face defines a polygon by connecting together an ordered subset of the vertices. Although the polygons may in general have arbitrary numbers of vertices (and even holes), we consider in this paper the special case of triangle meshes, in which all faces have exactly 3 vertices. However, arbitrary meshes can be easily converted to triangle meshes through a simple triangulation process.
Complex triangle meshes are notoriously difficult to render, store, and transmit. One approach to speed up rendering is to replace a complex mesh by a set of level-of-detail (LOD) approximations; a detailed mesh is used when the object is close to the viewer, and coarser approximations are substituted as the object recedes [2, 4] . These LOD approximations can be precomputed automatically using mesh simplification methods (e.g. [5, 8, 9, 10, 11, 12] ). For efficient storage and transmission, mesh compression schemes [3, 13] have also been developed.
In earlier work [6] , we introduced the progressive mesh (PM) representation, a new mesh format that provides a unified solution to these problems. In PM form, an arbitrary meshM is stored as a coarse base mesh M 0 together with a sequence of n detail records that indicate how to incrementally refine M 0 into M n =M (see Figure 2) . Each detail record encodes the information associated with a vertex split, an elementary transformation that adds one vertex to the mesh. In addition to defining a continuous sequence of approximations M transitions (geomorphs) between these approximations, allows progressive transmission, and makes an effective mesh compression scheme.
Since the original paper [6] , we have developed data structures and algorithms allowing the efficient implementation of progressive meshes. In this paper, we detail these data structures and algorithms, and present quantitative results on their performance. The remainder of the paper is organized as follows. We first review the PM representation in Section 2. Section 3 describes our basic data structures for meshes and progressive meshes. Section 4 describes the process of traversing the levels of detail within a progressive mesh. Section 5 discusses the creation of geomorphs, Section 6 addresses the issue of compression, and Section 7 summarizes the paper.
REVIEW OF PROGRESSIVE MESHES
To construct a PM representation [6] , an arbitrary triangle meshM is simplified through a sequence of n edge collapse transformations (ecol in Figure 1 ) to yield a much simpler base mesh M 0 (see Figure 2 ):
,! : : :
The sequence of ecol transformations is chosen by an optimization process that seeks to preserve the appearance of the model [6] . Because each ecol has an inverse, called a vertex split transformation (Figure 1 ), the process can be reversed:
The tuple (M The resulting sequence of meshes M 0 ; : : : ; M n =M can be quickly traversed at runtime by applying a subsequence of vsplit and ecol transformations, and is therefore effective for real-time LOD control.
In addition, smooth visual transitions (geomorphs) can be constructed between any two meshes in this sequence. Finally, because each vsplit transformation can be encoded concisely, the PM representation is in fact a space-efficient representation. This paper describes data structures for achieving good space compression while maintaining time efficiency.
BASIC DATA STRUCTURES
In this section, we describe the basic data structures for both meshes and progressive meshes, with the aid of C++ notation. It should be noted that the C++ structures have been simplified for presentation purposes. Although we show most of the structure data members, we omit the numerous class member functions that should encapsulate these data members, as well as public/private/friend access declarations.
Mesh representation (Mesh)
Besides the geometric positions of its vertices, a computer graphics mesh often has numerous other appearance attributes used in the rendering of its surface. These appearance attributes can be classified into two types: discrete attributes and scalar attributes. Discrete attributes are usually associated with faces of the mesh. A common discrete attribute, the material identifier, determines the shader function used in rendering each face of the mesh [14] . For instance, a trivial shader function may involve simple look-up within a specified texture map.
Many scalar attributes are often associated with a mesh, including normals (nx; ny; nz) and texture coordinates (u; v). More generally, these attributes specify the local parameters of shader functions defined on the mesh faces. In simple cases, these scalar attributes are associated with vertices of the mesh. However, to represent discontinuities in the scalar fields, and because adjacent faces may have different shading functions, it is necessary to associate scalar attributes not with vertices, but with corners of the mesh [1] . A corner is defined as a (vertex,face) tuple. Scalar attributes at a corner (v; f ) specify the shading parameters for face f at vertex v. For example, along a crease (a curve on the surface across which the normal field is not continuous), each vertex has two distinct normals, one associated with the corners on each side of the crease.
A mesh with n vertices has approximately 2n faces, and thus approximately 6n corners. Explicit storage of attributes at all corners of the mesh would therefore require a significant amount of memory, and seems unnecessary since in general many corners adjacent to a vertex share the same attributes. One common approach to al- leviate this problem is to store attributes only at vertices, and to tear the mesh apart along discontinuity curves (where adjacent corner attributes differ) by replicating some vertices. While this is satisfactory for static meshes, it makes runtime LOD and progressive transmission difficult, since modifications to the mesh structure may pull replicated vertices apart and introduce cracks in the surface. Instead, our approach is to introduce an intermediate abstraction called a wedge. A wedge is a set of vertex-adjacent corners whose attributes are the same. Each vertex of the mesh is partitioned into a set of one or more wedges, and each wedge contains one or more face corners (see Figure 3 ). As shown in Figure 4 , we define a mesh to contain an array of vertices, an array of wedges, and an array of faces, where faces point to wedges, and wedges point to vertices. Our implementations of the vsplit and ecol transformations requires adjacencies between elements of the mesh, so for each face we store pointers to its three neighboring faces. (A special neighbor value of ,1 indicates a surface boundary.) Finally, each face contains a material identifier that indexes into an array of materials. These materials are platform-dependent but often include material colors and texture mapping parameters.
PM representation (PMesh)
The data structure for the PM representation corresponds closely with the tuple (M 0 ; fvsplit0; : : : ; vsplitn,1g). As seen in Figure 5 , the base mesh field stores M 0 using the Mesh structure of Section 3.1, and the vsplits field is an array of vertex split records. Also included are three fields that store information about the original meshM = M n ; these fields are used by the PM iterator (Section 4) for efficient pre-allocation of arrays. The remainder of this section discusses the encoding of the vertex split records, that is, the internals of the Vsplit structure ( Figure 6 ).
Because the Mesh structure has incidence information only in the direction Face!Wedge!Vertex, we identify the location of the vertex split within the mesh not with vertices (vs, vl, vr) but through the index of a face flclw, as shown in Figure 7 . The vertex vs being split is specified as an index 0 vs index 2 into the ordered vertices of face flclw. The vertex vl is the next clockwise vertex on face flclw. To determine the other vertex vr, we store the number vlr rot of clockwise face rotations about vs from vl to vr. The face adjacency information Face::fnei is used to perform these rotations. Two special symbols for vlr rot are used for the cases when vr or flclw do not exist, as shown in Figure 8 .
In the common case, a vertex split introduces two new faces (fl and fr) and therefore 6 new corners ( Figure 9 ). A field of 10 bits, corners, encodes the wedges to which these new corners are assigned. Each bit in corners records whether a pair of adjacent corners (after the vertex split) belongs to the same wedge, as shown in Figure 9 . From the bit field corners, one can determine how many new wedges (from 1 to 6) to introduce during a vertex split, and how to assign corners to new and old wedges. For concise vertex and wedge attribute encodings, we predict the positions of the split vertices vs and vt relative to the old vertex vs using a 2-bit field ii as shown in Figure 10 Similarly, the array wads encodes the deltas to the wedge attributes in the neighborhood. Depending on the number of wedges present in the neighborhood, the size of this array ranges from 1 to 6. For typical models, the average array size is only about 1.0-1.5 (jwadj in Table 3 ).
The material identifier (Face.matid) of each new face (fl and fr) is predicted from an adjacent face prior to the vertex split. (The specific adjacent face is chosen based on ii.) A 2-bit field matid predict records whether these predicted materials are correct. If incorrect, the materials are stored explicitly in the fl matid and fr matid fields of Vsplit.
The code field of Vsplit is a 16-bit mask that combines the bit-fields vs index (2 bits), corners (10 bits), ii (2 bits), and matid predict (2 bits).
PM TRAVERSAL

PM Read Stream (PMeshRStream)
The PMeshRStream class (Figure 11 ) provides an interface to abstract the source of PM data. This abstraction allows PM's to be used in three different scenarios:
(1) Reading from a PM stored in memory (a PMesh). g; Figure 12 : Progressive mesh iterator.
PM iterator (PMeshIter)
The class PMeshIter is used as an iterator within a PM sequence. As shown in Figure 12 , it is derived from a Mesh, and contains a pointer into a PM source (PMeshRStream). A PMeshIter is initialized from a PMeshRStream by simply copying the PM base mesh (PMesh::base mesh) onto itself. In the case that the PMeshRStream is associated with an input stream, the base mesh is read directly from the input stream. A PMeshIter can also be initialized by cloning another iterator. Once initialized, PMeshIter is used to traverse the PM sequence, and since it is a Mesh, it can be rendered as needed.
Vertex split transformation (PMeshIter::next())
The member function PMeshIter::next() applies the next vertex split transformation to the current mesh. If this Vsplit record is not found in memory (in pmrs:pm), it is read on demand from the input stream. The vertex split transformation works as follows. It appends 1 vertex, 1-6 wedges, and 1-2 faces to the arrays in Mesh. It traverses the old corners around the newly added vertex vt (using the face adjacencies in Face::fnei) and possibly updates the corners to point to the new wedge(s) associated with vt. It updates the local face adjacencies to reflect the introduction of the new faces. Finally, it updates the vertex and wedge attributes using the deltas stored in Vsplit.
Edge collapse transformation (PMeshIter::prev())
The member function PMeshIter::prev() moves through the PM sequence backwards by performing the edge collapse transformation that is the inverse of the previous vertex split. Since it requires accessing the Vsplit sequence backwards, the prev() function is only supported if the PM source (PMeshRStream) has an associated memory-resident PMesh, i.e. in Scenarios (1) and (3) of Section 4.1. The Vsplit structure contains enough information to perform both the vertex split and its inverse edge collapse. One key element that makes this possible is that all changes to mesh attributes are recorded as deltas, so that they can be applied both forwards and backwards.
The edge collapse works in the reverse order of the vertex split // takes parameter 0 1 g; Figure 13 : The data structure for a geomorph.
struct Ancestry f
Array<VertexAttrib> anc vattribs; Array<WedgeAttrib> anc wattribs; g; Figure 14 : The data structure used to track ancestral attributes of PMeshIter::vertices and PMeshIter::wedges during geomorph construction.
transformation. It updates vertex and wedge attributes, updates face adjacencies, updates corners around the old vertex vt, and finally removes 1 vertex, 1-6 wedges, and 1-2 faces from the ends of the arrays in Mesh.
Iteration to specified complexity (PMeshIter::goto())
The function PMeshIter::goto() supports iteration to a desired level of complexity, expressed as either number of vertices or number of faces, by simply invoking next() or prev() repeatedly. We used a number of meshes (Table 1) to measure the speed of PM iteration. Table 2 shows the iteration rates, in vertices per second, for both reconstruction (going from M 0 to M n ) and simplification (going from M n to M 0 ), on a 200 MHz Pentium Pro processor. We suspect that the lower iteration rates for the larger models are due to the memory architecture of the machine. A Geomorph between M c and M f is constructed by providing both a PMeshIter pointing to M c and the complexity (number of vertices or number of faces) of M f . During the geomorph construction, the PMeshIter is advanced through the PM sequence using the special member function PMeshIter::nextA(). This function nextA() behaves just like PMeshIter::next(), except that it tracks the ancestral attributes of vertices and wedges using the Ancestry structure shown in Figure 14 . Once the PMeshIter has been advanced to M f , the current vertex and wedge attributes of PMeshIter::Mesh are copied to vattribs [1] and wattribs [1] , and the ancestral attributes in Ancestry are copied to vattribs [0] and wattribs [0] . In our current implementation, the creation of a geomorph requires approximately twice as much time as simple iteration through the PM sequence.
GEOMORPHS
The 
COMPRESSION
In this section, we compare the memory space required for the Mesh and PMesh structures, and also compare how well these structures can be compressed for storage and transmission.
Memory-resident representation
The two columns labeled "memory" in Table 2 show the average number of bits per vertex for the Mesh and PMesh data structures (Figures 4 and 5 ) using our test meshes. To make the comparison fair, we omitted the Face::fnei [3] field when computing the memory required for Mesh, since face adjacency information is unnecessary for rendering static models. All coordinates (for points, normals, and texture) are represented as 32-bit floating-point numbers; integers are 32-bit, and shorts are 16-bit. We observe that the PMesh structure is in fact slightly more compact than the standard Mesh structure, even though it encodes not just M n but the entire PM sequence M 0 : : : M n . Of course, the PMesh structure cannot be rendered directly, since a PMeshIter must first traverse it to construct a Mesh. However, in a complex scene, only a fraction of the scene objects require a high level-of-detail, and thus the memory overhead of maintaining these dynamic Mesh structures may be small.
Compressed representation
For storage and transmission of meshes, it may be worthwhile to compress the data structures. While compression may typically be performed off-line, the time overhead for decompression must be considered against storage scarcity and transmission bandwidth. We analyze two types of compression schemes, for both Mesh and PMesh. In both compression schemes, we quantize position coordinates to 16-bit, normal coordinates to 8-bit, and texture coordinates to 16-bit. The compression is therefore lossy, but these quantization levels seldom result in significant visual artifacts. The first compression scheme, labeled "gzip" in Table 2 , applies LempelZiv coding [17] to the binary data structures, as implemented by GNU "gzip". The second scheme, labeled "arith.", performs arithmetic coding [15] , where the coding probability distributions are optimized on a per-mesh basis.
As shown in Table 2 , PMesh compresses significantly better than Mesh. There are two main reasons for this.
First, the Face!Wedge!Vertex incidences are more concisely represented in PMesh than in Mesh. For arithmetic coding in particular, the Face::wedges and Wedge::vertex fields in Mesh require a total of more than n(7 log 2 n) bits, where n is the number of vertices, whereas the corresponding Vsplit fields flclw, vs index, vlr rot, and corners use approximately n(log 2 n + 5) bits (see Table 3 ).
Second, PMesh uses deltas to encode mesh attributes (positions, normals, and texture coordinates). These relative deltas compress better since they tend to be smaller in magnitude than the absolute values. When using arithmetic coding, we use variable-length delta encoding as described in [3, 6] . Table 3 shows how many bits are required on average to encode each field of the Vsplit records using arithmetic coding and variablelength delta encoding. As noted in the table, only one of our test meshes had non-zero texture coordinates.
A number of changes can be made to further improve the compression results of Table 3 , to obtain the results of Table 4 : Space of Vsplit fields (bits/vsplit) using three additional enhancements (reordering of vsplit records and encoding of flclw, setting vad s = 0, and computing normals based on wedges).
Since normals are constrained to lie on the unit sphere, the normal field could be encoded more succinctly using 2 degrees of freedom instead of 3 as it is now. Better yet, since discontinuities in the normal field are more important than the precise normal directions, the normal field is omitted entirely, and normals are computed based on the vertex positions and the wedge information (which indicates the presence of creases). Finally, instead of storing the index of the face flclw, we store flclw with respect to that in the previous Vsplit record, and permute the sequence of Vsplit records to make these deltas small. The vertex split transformations can be reordered as long as they preserve some dependency conditions [7, 16] . We encode these conditions by constructing a dependency graph. We then iteratively select vertex split transformations among the set of legal candidates, and use the dependency graph to update the candidate set. To obtain small values of flclw, we store the candidate set as a balanced binary tree, sorted by flclw, and always select as the next vertex split the one with the next highest value of flclw (in circular sorted order). Our empirical evidence suggests that the size of the candidate set is roughly proportional to the size of the model reconstructed so far, so that the size of the variable-length encoded flclw field is independent of model size; it is approximately 7 bits. The connectivity of the mesh is thus encoded in approximately 10:4n bits (the sum of the flclw, vs index, and vlr rot fields in Table 4 ), and is now O(n) instead of O(n log n). Note that the reordering of the Vsplit records modifies the progressive mesh sequence, so that the appearance of intermediate approximations (M i ; i n) may deteriorate. However, this may be acceptable if storage of the detailed mesh M n is the primary goal. Table 4 shows the compression results when these three compression enhancements are performed. Figure 15 shows visual comparisons of the original meshes and the compressed meshes.
For the gzip-encoded PMesh stream, we measure a decompression rate of 86,000 vsplit/sec on a 200 MHz Pentium Pro processor. Since gzip-encoding saves about 300 bits per vsplit, gzip decompression is worthwhile if the transmission bandwidth is less than about 26 Mbit/sec. We unfortunately do not yet have a similar analysis for arithmetic decompression, but are confident that it would be beneficial over modem connections, which are 56 Kbit/sec.
SUMMARY AND FUTURE WORK
We have described an efficient implementation of the progressive mesh technology introduced in earlier work. This implementation is the basis for the progressive mesh feature available in Microsoft's DirectX 5.0 product release. Efficient data structures and algorithms permit fast iteration through the PM family of approximations, at speeds of approximately 100,000 vertices per second (or equivalently, 200,000 faces per second). Since reconstruction rates exceed the bandwidth of many networks, the progressive transmission of meshes benefits from data compression. We have shown that arithmetic coding, together with variable-length delta encoding, offers an effective compression scheme, and demonstrated further opportunities for compression.
