We extend a theorem by Kleiner, stating that on a group with polynomial growth, the space of harmonic functions of polynomial of at most k is finite dimensional, to the settings of locally compact groups equipped with measures with non-compact support.
inequalities. In Section 2, we prove a modification of those, adapted to the settings of locally compact group and courteous measures.
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Notation & definitions
Throughout, let G be a compactly generated locally compact group, and let S be a compact generating set, i.e. G = ∞ n=1 S n , where S n = {s 1 · · · s n : s i ∈ S}. We also assume S is symmetric, in the sense that S = S −1 := {s −1 : s ∈ S}, and that 1 ∈ S. Denote by m be the left invariant Haar measure on G normalized to m(S) = 1. The generating set S induces a left-invariant metric on G, defined by d S (x, y) := min{n : x −1 y ∈ S n }.
Different choices of generating sets yield metrics that are bi-Lipschitz. For an element x ∈ G, we write |x| = d S (1, x). We say that G has polynomial growth if there exist c, d > 0 such that m(S n ) ≤ cn d for all n > 0. Definition 1.3. A probability measure µ on G is called courteous, if
• µ has a continuous density with regards to m.
• µ is symmetric, i.e. µ(A) = µ(A −1 ) for any measurable set A;
• µ is adapted, i.e. the support of µ generates G;
• µ has exponential tail, i.e. P µ [|x| > t] ≤ e −cµt for some c µ > 0.
An immediate example of a courteous measure in the case of finitely generated groups, is the uniform measure on a symmetric generating set S. The exponential tail condition is the condition that connects the metric and the measure, and it does not depend on the specific choice of generating set.
A measurable function f : G → C is called µ-harmonic if f (x) = f (xs)dµ(s) ∀x ∈ G.
For a function f : G → C and k ∈ N, define the (perhaps infinite) quantity ||f || k := lim sup r→∞ r −k · sup{|f (x)| : |x| ≤ r}.
If ||f || k < ∞, we say that f has polynomial growth of degree at most k. Note that ||f || k < ∞ is equivalent to |f (x)| ≤ c(1 + |x|) k for some c > 0 and all x ∈ G.
We are now ready to define HF k (G, µ), which is the main object of interest in this work.
Let
The space HF k (G, µ) is the space of µ-harmonic functions of polynomial growth of degree at most k. By [Aze70, Proposition I.6], any µ-harmonic function is continuous. The group G acts on functions on G by left translations and we note that ||g.f || k = ||f || k . Moreover, since the group acts from the left and harmonicity is checked on the right, the space HF k (G, µ) is a G-invariant subspace of C G . Also, the space HF k (G, µ) does not depend on choice of generating set. We note however, that it highly depends on the measure µ.
Courteous measures.
We briefly discuss the motivation for considering the class of courteous measures. The nature of Conjecture 1.2 forces one to pass freely to finite index subgroups. The following proposition gives the motivation for considering the class of courteous measures. Let G be a compactly generated locally compact group equipped with a measure µ, and let (X t ) t be a discrete time random walk such that the increments X
be the return time of H, and let µ H be the law of X τH . When µ is a generating measure and H is a finite index subgroup, it is well known that τ H is a.s. finite, hence µ H is well defined.
The following fact is the principal idea behind considering the class of courteous measures. . Let G be a compactly generated locally compact group, µ a courteous measure, and H a finite index subgroup. Then µ H is a courteous measure on H, and the restriction map f → f | H is a linear bijection from HF k (G, µ)
Put simply, by passing to a finite index subgroup, the space of harmonic function of polynomial growth of at most k is essentially the same. This proposition is the motivation for working in the class of courteous measures, and not just compactly supported ones.
Statement of main result & corollaries
The main result of this paper is implication (1) =⇒ (2) of Conjecture 1.2. We prove:
Theorem 1.5. Let G be a compactly generated locally compact group of polynomial growth, µ a courteous measure, and k ≥ 1. Then the space HF k (G, µ) of µ-harmonic functions with polynomial growth of degree of at most k is finite dimensional.
In a related work [MPTY17] , a structure theorem for the space HF k (G, µ) is given, under the assumption that µ is courteous and this space is finite dimensional. To state this result, we need to define the notion of a polynomial on a group. Definition 1.6 (Polynomial). Given f : G → C and an element u ∈ G we define the left
Let H < G be a subgroup. A function f : G → C is called a polynomial with respect to H if there exists some integer k ≥ 0 such that
The degree (with respect to H) of a non-zero polynomial f is the smallest such k. When H = G we simply say that f : G → C is a polynomial. We denote the space of polynomials on G P k (G).
The structure theorem states:
). Let G be a finitely generated group, µ a courteous measure, and
Then there is a finite-index normal subgroup H of G such that any f ∈ HF k (G, µ) is a polynomial of degree at most k with respect to H.
It is then deduced, using a result about the Laplace operator and the fact that dim P k (G) is independent from µ, that dim HF k (G, µ) is independent from µ. In conjunction with Theorem 1.5, this gives the following.
Corollary 1.8. Let G be a finitely generated group with polynomial growth. Then dim HF k (G, µ)
is finite and independent of µ for any k ≥ 1 and courteous µ.
For non-discrete groups, Theorem 1.7 does not hold. Let us briefly present a counter example. Consider the group (appearing also in [Bre07, Example 7.9]) G = R ⋉ (R 2 × R 2 ) where R acts on (R 2 × R 2 ) by a dense one-parameter subgroup of (SO(2, R) × SO(2, R)). This group is connected and has polynomial growth, but is not nilpotent-by-compact. The following is a courteous probability measure on G: with probability 1/2, choose an element (a, (0, 0)) with
, and with probability 1/2, choose an element (0, (u, v)) with u and v are i.i.d. on the unit disc in R 2 . It is straight forward to verify that the function f : G → C defined by (a, (u, v)) → u (where u is seen as a complex number) is harmonic, but is not a polynomial (of any degree).
However, if G is connected and nilpotent, the harmonic functions are in fact polynomials.
Theorem 1.9. Let G be a connected locally compact and compactly generated group, and let µ be a courteous measure. If G is nilpotent then for all k ≥ 1,
We prove Theorem 1.9 in section 4. We conjecture the following.
Conjecture 1.10. Let G be a connected locally compact and compactly generated group, and let µ be a courteous measure. Then G has a finite index nilpotent subgroup if and only if dim HF k (G, µ) < ∞ and there exists a finite index subgroup H of G such that any f ∈ HF k (G, µ) is a polynomial of degree at most k with respect to H.
In the next section, we prove two inequalities which are key in the proof of Theorem 1.5, namely Poincaré and reverse Poincaré inequality. In the last section we prove the Theorem 1.5.
Poincaré and reverse Poincaré inequalities
For any measurable set B, let |B| := m(B). Also, for R > 0, let B(x, R) = {y ∈ G : |x −1 y| ≤ R}, and for a > 0 let aB(x, R) = B(x, aR). Throughout this section, assume G is a compactly generated locally compact group, S is a compact symmetric generating set, and µ is a courteous measure.
Poincaré inequality
Define the following notion of a gradient on functions f : G → C:
The following is a Poincaré inequality with regards to this gradient. Subsequently, we will modify it to get a version that better suits our goal.
Lemma 2.1 ([HMT17], Corollary 8.5). Let B = B(x 0 , R) for some x 0 ∈ G and R ≥ 1. Let
The following notion of a gradient is the one we will use throughout the proof of Theorem 1.5:
For a set B with positive measure, define also:
The following lemma is straight forward and we omit the proof.
For a compact set K, define the seminorm
The following proposition plays a key role in the proof of Theorem 1.5, and might also be of independent interest. The proof is based on [Tes08] .
Proposition 2.3 (Poincaré inequality). Suppose G has polynomial growth, and suppose
Hence,
By the triangle inequality in the form b − |b − a| ≤ a, and by applying Lemma 2.1 on the function P f , we have
and by the reverse triangle inequality,
Inserting this back, we get
If ||f || B ≤ 2|||∇(f )| S,1 || B , then by Lemma 2.2 we are done. Otherwise, by (1),
and again by Lemma 2.2 we are done. ⊓ ⊔ Remark 2.4. The assumption that dµ dm ≥ c > 0 on S 2 can be dropped. Indeed, by replacing µ by some convolutional power µ * n , we can ensure
embeds canonically in HF k (G, µ * n ), so in Theorem 1.5 it is enough to show that the latter is finite dimensional.
Remark 2.5. In the finitely generated case, the proof of Proposition 2.3 is significantly simpler, and is a slight modification of the Poincaré inequality in [Kle10] , attributed to Saloff-Coste. To the best of our knowledge, the above adaptation to general locally compact groups does not appear in literature.
Reverse Poincaré inequality
Before proceeding to the proof of the main proposition of this section, we record a couple of useful lemmas. Recall that
There exists a constant c 2 = c 2 (S, d, k, µ) > 0 such that the expressions
are both bounded by c 2 f · c 2 · e −cµ·R for all R > 0.
Proof. Since the proofs are similar, we only prove the second inequality. We also assume for simplicity that x 0 = 1. We have
Since |x| ≤ 2R and r > 3R, the exponential tail of µ implies |y|=r µ(x −1 y) ≤ e cµ(2R−r) . Hence, 
for any measurable set A, implying ρ(
By Lemma 2.7,
We proceed to the main proposition.
Proposition 2.9 (Reverse Poincaré inequality). Let B = B(x 0 , R) for some x 0 ∈ G. Let f ∈ HF k (G, µ) and suppose |f (y)| ≤ c f (1 + |y|) k for some c f > 0 and all y ∈ G. Then there
for all R > 0.
Proof. The skeleton of the argument follows the lines of [ST10] , Lemma 7.3. To simplify notation, we will denote f x := f (x). For convenience, we will use the following identity, obtained by the change of variables s → x −1 y.
Fix R > 0. Let φ be the cutoff function
Since φ ≡ 1 on B(R), it follows that
Note that the integrals in (2) are absolutely convergent since f has polynomial growth and µ has exponential tail. Now, for any x, y ∈ G we have
Plugging (3) into (2), we get
and we will bound each of the terms S 1 , S 2 , S 3 separately. For the first sum, we have
By harmonicity of f , the left expression vanishes. We get:
Again by harmonicity, using Lemma 2.8, the left term vanishes. Recall that φ is supported on B(2R). Hence, if x / ∈ B(3R) and y ∈ B(2R), the triangle inequality implies |x −1 y| > R.
Therefore,
where the last inequality is by Lemma 2.6.
For the second sum, by the triangle inequality and the averages inequality |ab| ≤
we get
Using again the fact that φ is supported on B(2R), and noting that (
2 R 2 , we deduce
Using Lemma 2.8, we see that the expression in S 2,1 is symmetric in x, y. Hence,
where σ 2 is the µ-second moment of the function x → d(1, x). For the other sum, using Lemma 2.6, we have
For the third sum, another application of the averages inequality in the form |ab| = |
The left term is just half of what we wish to bound in the proposition, and the right term was already dealt with in the second sum.
Putting the three ingredients together, we get
and the claim follows.
⊓ ⊔
This concludes the proofs of Poincaré and reverse Poincaré inequalities. We continue to the proof of the main theorem.
Proof of main Theorem
In this section will prove our main result, Theorem 1.5. The proof follows the lines of [Kle10] , in a simplified manner that assumes doubling property:
The proof that polynomial growth implies doubling property [Los87] invokes Gromov's theorem on groups with polynomial growth [Gro81] . However, since our goal here is not to prove Gromov's theorem, we may assume the doubling property. While not necessary, this significantly simplifies our proof, and helps the reader to focus on the novel parts of the proof.
Let V be a finite dimensional subspace of HF k (G, µ). We will show that the dimension of V is bounded by a constant that does not depend on V, hence deducing that dim HF k (G, µ) < ∞.
Since V is finite dimensional, there exists R 0 such that Q R is a positive definite bilinear form for all R ≥ R 0 .
A controlled cover.
Our first step is to control the cover size of a large ball by smaller ones, and the intersection multiplicity of the covering balls. It is here that the doubling property comes into play.
Let ε > 0 and R > 2ε −1 . Let {x 1 , ..., x J } be a maximal εR-separated set in B(R). Let B j := B(x j , εR). The balls B = {B j : 1 ≤ j ≤ J} cover B(R), and
For any measurable set A, let |A| = m(A) . Since the shrunk balls are disjoint (and of same measure), we have using the doubling property
Now, suppose x is in the intersection of β balls in 3B = {B(x j , 3εR) : 1 ≤ j ≤ J}. This implies that B(x, 3.5εR) contains at least β balls from 1 2 B. Hence
Estimating functions relative to the cover B.
Our next step is to control the size of harmonic functions with regards to their averages on smaller balls. To that end, we invoke the Poincaré and reverse Poincaré inequalities. Note that unlike the compactly supported measures case, we get an error term, which we will deal with later.
Let φ : V → C J be defined by (φ(u)) j = 1 |Bj | Bj udm. Suppose u ∈ ker(φ) and ε < 
for C = C(S, d, k, µ) > 0. Note that in the second inequality we used the fact that for ε < 1 3 , 3B is contained in B(2R), and the intersection multiplicity bound (6).
Controlled growth.
In this step, we show that there are infinitely many scales R for which there is a subspace U ≤ V such that the functions in U exhibit doubling behavior. Proof.
Hence by Hadamard's inequality,
Suppose by contradiction that lim R→∞
On the other hand, by (8) we have
which is a contradiction for ∆ > 6 2(d+2k) and large enough n.
For the second part of the claim, suppose R satisfies det(Q6R) det(QR) ≤ ∆ δ , and let B be a basis for V which is both Q R -orthonormal and Q 6R -orthogonal. We have
implying that there exists a subset C ⊂ B of size at least δ such that Q 6R (u, u) ≤ ∆ for any u ∈ C. Letting U := span C, we get the desired conclusion.
One can easily check that the function v → c v is a norm on V , which we dub polynomial
1/2 is a norm as well, and V is finite dimensional, we use norm equivalency to see that c
for any R > R 0 and 0 = v ∈ V.
Putting the ingredients together
Let ε > 0 small enough so that CD 5 ε 2 < 1 2∆ (and smaller than 1 3 ). By Lemma 3.1 and inequality (9), we can choose R = R(δ, D, S, d, k, µ) > max{R 0 , 2ε −1 } large enough so that
and Q 6R (u, u) ≤ ∆Q R (u, u) for any u ∈ U, where dim U ≥ 1 2 dim V. Plugging this into (7), we get
for any u ∈ U ∩ ker(φ), implying Q R (u, u) = 0, and consequently u = 0. So φ : U → C |J| is injective, and we conclude by (5) that
.
This concludes the proof of Theorem 1.5.
Harmonic functions are polynomials
The purpose of this section is to prove Theorem 1.9. The proof is similar to the proof of [MPTY17, Theorem 1.3], and we give it here for completeness.
We start by recalling some basic facts about groups acting by linear transformations. Suppose that G is a group acting linearly on an n-dimensional vector space V over a field C. We denote by Hom(G, C × ) the characters of the group G into the multiplicative group C × . Given λ ∈ Hom(G, C × ), we may denote the weight space corresponding to λ by
ker(x − λ(x)I).
The k-th generalised weight space is defined inductively by
We also set V (0) λ = {0}, which is consistent with these definitions. The generalised weight space is defined by
Thus, v ∈ V * λ if and only if there exists k such that (x − λ(x)I) k v = 0 for all x ∈ G. Note that V * λ is an G-invariant subspace. It is a well-known fact from linear algebra that V * λ ∩ V * β = {0} if λ = β. It is important to note that this definition is with respect to some group acting linearly on V , and depends on the specific choice of the acting group.
If G acts linearly on a vector space V and K is the kernel of this action then G/K is isomorphic to a subgroup of GL(V ). If G/K is nilpotent then we say the action of G on V is nilpotent. We make use of the following lemma about nilpotent linear actions. The proof is standard and employs Lie-Kolchin's theorem [Kol48] .
Lemma 4.1. Let G be a connected group, and let V be a finite-dimensional vector space over C such that G acts linearly on V and such that this action is nilpotent. Then
with λ 1 , . . . , λ r ∈ Hom(G, C × ).
Proof of Theorem 1.9. Let k ≥ 1. By Theorem 1.5, dim HF k (G, µ) < ∞. The group G acts linearly on HF k (G, µ) via g.f (x) = f (g −1 x), and since G is assumed to be connected and nilpotent, we may apply Lemma 4.1. Fix some λ = λ j . Let f ∈ V
(1)
λ . Then for every x ∈ G we have f (x −n ) = λ(x) n f (1), which, since f is bounded by a polynomial, implies that |λ(x)| = 1.
The Liouville property for nilpotent groups (see [Ale87, Gui80, Kai87] ) therefore implies that f is constant on G. This implies that V * λ = {0} unless λ is the trivial character 1, and so in fact we have HF k (G, µ) = V * 1 . Finally, note that f ∈ V then f ∈ P n (G). In particular, every f ∈ HF k (G, µ) satisfies f ∈ P n (G) for n = dim HF k (G, µ). ⊓ ⊔
