Abstract: For an optimal control problem with fixed initial state and constraints on admissible controls we propose new second-order necessary optimality conditions using second-order tangents to the set of controls. In the absence of constraints on controls, our conditions are stronger than those of Gilbert and Bernstein (1983) . Then, we investigate optimal control problems with fixed initial state and mixed statecontrol equality constraints. Reducing these problems to problems without mixed constraints, we provide first-and second-order necessary optimality conditions. Our results improve some existing results (see Milyutin and Osmolovskii (1998); Maurer and Osmolovskii (2003); Osmolovskii (2004) ). In particular, we do not make the assumption that the optimal control is piecewise continuous.
INTRODUCTION
In this paper we are interested by second-order necessary optimality conditions for optimal control problems. In the literature there are mainly two classical ways to obtain second-order necessary conditions for optimal control problems. The first consists in considering an abstract constrained optimization problem, i.e. a constrained optimization problem in an infinite dimensional vector space. See for instance Páles and Zeidan (1994) ; Casas and Tröltzsch (2002) ; Bonnans and Hermant (2009) and the references contained therein for some recent results. However, with this approach it is difficult to benefit entirely from the most general first-order necessary conditions (see for example Vinter (2000) for an overview of first-order conditions). This is why we prefer the second approach, which consists in working with variations of the state-control pairs. Earlier results using this variational approach are due to Hestenes (see Hestenes (1964) ). More recently the same approach has been used to derive secondorder necessary and sufficient conditions for optimal control problems with quite general constraints (see Milyutin and Osmolovskii (1998) ; Maurer and Osmolovskii (2003) ; Osmolovskii (2004) ). However, to obtain their results, the authors required the optimal control to be piecewise continuous which is a quite strong assumption for most optimal control problems.
More precisely, we consider the following optimal control problem. ẋ(t) = f (t, x(t), u(t)) a.e., x(0) = x 0 , u(t) ∈ U (t) a.e. where the functions l : [0, 1] × R n × R m → R, f : [0, 1] × R n × R m → R n , the set-valued map U : [0, 1] ; R m and the initial state x 0 ∈ R n are given.
Using second-order tangents, we deduce new second-order necessary optimality conditions for the above problem. When U (t) = R m for all t, our second-order necessary optimality conditions are similar to results of Gilbert et al. (see Gilbert and Bernstein (1983) ) and Milyutin et al. (see Milyutin and Osmolovskii (1998) ) but our proof is more direct and our conditions are stronger. In addition, our hypotheses guarantee that the underlying maximum principle is normal.
Then, we use these results to prove second-order optimality conditions in the case when U (t) = R m for all t and with the additional mixed control-state equality constraint γ(t, x(t), u(t)) = 0, ∀t ∈ [0, 1], (M EC) where γ : [0, 1]×R n+m → R k is given. In the difference with the previous works we do not require the optimal control to be piecewise continuous but only essentially bounded.
The paper is organized as follows. In section 2 we present the optimal control problem and introduce some basic notations and definitions. In section 3 we recall a maximum principle that will be used in the subsequent sections. In section 4 we state and prove second-order necessary conditions. Finally, in section 5 we present and prove second-order necessary conditions including the mixed state-control equality constraints (M EC).
PROBLEM STATEMENT AND ASSUMPTIONS

Basic Notations
We denote the norm in R n by |·| and by ·, · the inner product. B := {x ∈ R n | |x| ≤ 1} denotes the closed unit ball andB its interior, i.e. the open unit ball. B(x, r) states for a closed ball with radius r and center x ∈ R n , i.e. B(x, r) = x + rB. For an arbitrary set S ⊂ R n , ∂S denotes its boundary and S c its complement.
states for the space of absolutely continuous maps from [0, 1] 
For a continuous map f : [0, 1] → R n we denote the supremum norm by f ∞ := max
Here and in the rest of the paper a.e. means with respect to the Lebesgue measure.
Finally, let Y be a normed, finite dimensional vector space and L : R n → Y a linear map. Then the norm of L is the operator norm, i.e. ·, u) and f (t, x, ·) are differentiable. Then we denote by f x (t 0 , x 0 , u 0 ) and f u (t 0 , x 0 , u 0 ) the partial differential of f with respect to x, respectively u, at (t 0 , x 0 , u 0 ). Analogously, if f (t, ·, u) and f (t, x, ·) are twice differentiable, we denote the second order derivatives with respect to x and/or u at (t 0 , x 0 , u 0 ) by f xx (t 0 , x 0 , u 0 ), f xu (t 0 , x 0 , u 0 ) and f uu (t 0 , x 0 , u 0 ). Further f (t, x 0 , u 0 ) denotes the Hessian of the map (x, u) → f (t, x, u). Second order derivatives are considered as bilinear maps and for u, v ∈ R n we write f xx (t 0 , x 0 , u 0 )uv instead of f xx (t 0 , x 0 , u 0 )(u, v). The same simplification will be used for f xu and f uu .
Let g : [0, 1] → R n be a measurable map and A a measurable subset of [0, 1] . Then g |A denotes the measurable map defined by
We denote the σ-algebra of Lebesgue measurable subsets of [0, 1] by L. B n denotes the family of Borel subsets of R n . L × B n stands for the product σ-algebra of L and B n .
Next, we recall some definitions concerning tangent sets to subsets of R n . The distance between a point x ∈ R n and a subset K ⊂ R n is defined as follows,
First-and second-order adjacent subsets are defined next. Definition 1. Let K be a closed subset of R n and let x ∈ K. The adjacent cone to K at x is the set defined by
Definition 2. Let K be a closed subset of R n . Further, let x ∈ K and u ∈ R n . The second-order adjacent subset to K at (x, u) is the set defined by
We will also use polar cones. Definition 3. Let K be a closed subset of R n . The (negative) polar cone to K is the set defined by
For basic properties of tangent sets and polar cones, see for instance Aubin and Frankowska (1990) .
Finally, we give a useful regularity property of a subset of R n .
Definition 4. Let K be a closed subset of R n and let r > 0. We say that K satisfies the uniform interior sphere property of radius r if for every x ∈ ∂K there exists y x ∈ R n such that B(y x , r) ⊂ K and |y x − x| = r.
The following Proposition will also be useful. Proposition 5. Let r > 0, y ∈ R n and x ∈ ∂B(y, r). Then for every u ∈ T ∂B(y,r) (x) the inequality dist(x + u, B(y, r)) ≤ |u| 2 r ,
holds.
Proof. This is an obvious consequence of Proposition 2.2.2 from Cannarsa and Sinestrari (2004) .
Problem statement
In what follows, we consider the following optimal control problem in the Bolza form, with fixed initial state and a set constraint on the control.
General Bolza problem with mixed constraints
, and the initial state x 0 ∈ R n are given.
We refer to a measurable function u : [0, 1] → R m that satisfies u(t) ∈ U (t) a.e. as a control function. A process (x, u) comprises a control function u and an arc x ∈ W 1,1 ([0, 1]; R n ) which satisfies the differential equatioṅ x(t) = f (t, x(t), u(t)) a.e. A state trajectory x is the first component of a process (x, u). Finally, a process (x, u) is called feasible if it satisfies the initial point constraint x(0) = x 0 and the mixed control-state equality constraint γ(t, x(t), u(t)) = 0, ∀t ∈ [0, 1].
(M EC) Definition 6. A process (x,ū) is a strong local minimizer if there exists δ > 0 such that (x,ū) minimizes J over all feasible processes (x, u) satisfying x − x ∞ ≤ δ.
Let us now gather the various assumptions on the data of Problem (P ) that will be made in the subsequent sections.
Let (x,ū) be a strong local minimizer for the Problem (P ) and let A := {t ∈ [0, 1] |ū(t) ∈ ∂U (t)}. For the rest of this paper, we will abbreviate (t,x(t),ū(t)) by [t] , thus for instance f [t] = f (t,x(t),ū(t)). We impose the following assumptions on the data.
(A1) There exists δ > 0 such that the following hypotheses are satisfied:
for all x, x ∈x(t) + δB, u ∈ U (t); (b) f (t, ·, u) and l(t, ·, u) are continuously differentiable onx(t) + δB for all u ∈ U (t), t ∈ [0, 1]; (c) U is measurable with closed, nonempty images; (A2) There exists δ > 0 satisfying: , u) and l(t, ·, u) are twice continuously differentiable onx(t) + δB for all u ∈ū(t) + δB and for a.e. t ∈ [0, 1]; (c) f (t, x, ·) and l(t, x, ·) are twice continuously differentiable onū(t) + δB for all x ∈x(t) + δB and for a.e. t ∈ [0, 1]; (A3) There exists δ > 0 satisfying:
≤ a 2 (t)(|x − y| + |u − v|), for all x, y ∈x(t) + δB, for all u, v ∈ū(t) + δB and for a.e. t ∈ [0, 1]; (A4) There exists δ > 0 such that f (t, x, U (t)) and l(t, x, U (t)) are compact sets for x ∈x(t) + δB, for a.e. t ∈ [0, 1]; (A5) (a) ∃a 3 ∈ L 1 (0, 1) such that for a.e. t ∈ A,
≤ a 4 (t)(|x − y| + |u − v|), for all x, y ∈x(t) + δB for all u, v ∈ū + δB; (A6) There exists r > 0 such that U (t) satisfies the uniform interior sphere property of radius r for almost every t ∈ A.
FIRST-ORDER NECESSARY CONDITIONS: PONTRYAGIN MAXIMUM PRINCIPLE
In this section we recall the first-order necessary conditions, also known as the Pontryagin maximum principle, to which our second-order conditions rely.
We consider the problem (P ) without the mixed controlstate equality constraint (M EC), i.e. γ ≡ 0. This problem will be denoted by (P 0 ). We define the unmaximized Hamiltonian
Let (x,ū) be a strong local minimizer for the problem (P 0 ). Assume that (A1) and (A4) are satisfied.
Then there exists
Proof. It is well known that, by using an additional state variable, every Bolza problem can be reduced to the Mayer one. Applying this to (P 0 ) we get a problem for which Proposition 6.4.4 from Vinter (2000) applies. By using this Proposition, the statement of the Theorem can be easily deduced.
SECOND-ORDER NECESSARY CONDITIONS FOR PROBLEMS WITH FIXED INITIAL STATE
In this section, we present second-order necessary conditions for problem (P 0 ) and provide a sketch of their proofs. A more detailed proof is provided in Hoehener (2011) .
Before stating the main Theorem of this section, we introduce the following notations which will be used for the rest of the paper.
Let p be the adjoint state variable from the maximum principle. We will use the abbreviation [t] also for (t,x(t), p(t),ū(t)). The meaning will be given by the context. Further, we define the following set.
A := {t ∈ [0, 1] |ū(t) ∈ ∂U (t)}.
We can now state second order necessary optimality conditions for (P 0 ).
Theorem 8. Let (x,ū) be a strong local minimizer for the problem (P 0 ). Assume that (A1) -(A6) are satisfied. Then (x,ū) satisfies the maximum principle of Theorem 7. Furthermore, for all u, v ∈ L ∞ ((0, 1); R m ) such that
U (t) (ū(t), u(t)), for a.e. t ∈ A, the inequality
In order to prove the above Theorem we need the following, more general result. Theorem 9. Let (x,ū) be a strong local minimizer for the problem (P 0 ). Assume that (A1) -(A5) are satisfied. Then (x,ū) satisfies the maximum principle of Theorem 7.
U (t) (ū(t), u(t)), for a.e. t ∈ A, (iii) ∃c > 0 and ∃η > 0 such that for all h ∈ (0, η), dist(ū(t) + hu(t), U (t)) ≤ ch 2 , for a.e. t ∈ A, the inequality
holds, where w ∈ W 1,1 ([0, 1]; R n ) is the solution of the linear system (LC ).
Several remarks are in order.
Remark 10. The set
and (LC ) are satisfied}, is called the critical set and it has the property that if (u, v, w) ∈ C and λ > 0, then (λu, λ 2 v, λw) ∈ C.
Remark 11. Note that assumption (iii) is for instance satisfied if ∃ρ > 0 such that T U (t) (ū(t)) ∩ ρB ⊂ U (t) for almost every t ∈ A. Remark 12. Gilbert and Bernstein (see Gilbert and Bernstein (1983) ) considered more general endpoint constraints but obtained a weaker conclusion. Indeed, their result does not include second-order tangents and it guarantees only that for each variation from some critical cone there exist multipliers (p(·), λ) = 0 such that
Whereas Theorem 9 assures that there exists a p(·) such that (1) holds for all variations in the critical set. We underline that λ = 1 whenever there are no end point constraints.
In the following we give a short outline of the proof of this Theorem. A detailed proof is provided in Hoehener (2011) .
Proof. [Theorem 9] The first part of the statement follows from Theorem 7. Thus, all we have to prove is that the inequality (1) holds for all (u, v, w) ∈ C. Fix (u, v, w) ∈ C.
First step: We prove that for every sequence h n → 0+, there exist sequences
→ v |A and such that for all n,
In order to do this, one uses the fact that u(t) ∈ T U (t) (ū(t)) almost everywhere to show that there exists a sequencê u n ∈ L ∞ ((0, 1); R m ), converging a.e. to u and such that
With this one defines u n as follows:
A similar argument can be used to prove that there exists a sequence of measurable functionsv n such that
u(t) + h n u(t) + h 2 nvn (t) ∈ U (t), ∀n, for a.e. t ∈ A. (7) Hence, by defining v n :=v n|A , we achieve that (2) -(4) are satisfied.
Second step: We prove that for all large n the solutions → u. Then the statement follows form the definition of w, the Taylor formula and Gronwall's lemma.
Third step: We show that for all large n x n ∞ ≤ δ, where the δ is the one from the definition of a strong local minimizer. Therefore we deduce from (8) that (9) for all large n. Then we use the Taylor formula, the fact that H u [t] = 0 a.e. in A c and the results of the first two steps in order to deduce (1) from (9).
We can now prove Theorem 8.
Proof. [Theorem 8] The proof is a slight modification of the proof of Theorem 9. Define the set 1) ; R m ) be such that (i) and (ii) are satisfied. Take the sameû n as in the proof of Theorem 9 and define
We show now that there exist c > 0 such that for all h > 0,
(10) It follows from the maximum principle that for a.e. t,
Let t ∈ A and let y t ∈ R m be such that B t := B(y t , r) ⊂ U (t) and |y t −ū(t)| = r. Then, H u [t] = 0 and by (11),
Hence, by assumption (i), we have that u(t) ∈ T ∂Bt (ū(t)) and therefore, since dist(ū(t) + hu(t), U (t)) ≤ dist(ū(t) + hu(t), B t ), we deduce from Proposition 5 that there exists c > 0 such that (10) holds.
As in the proof of Theorem 9, replacing A by A we can findv n satisfying (5)-(7). Define v n :=v n| A . The rest of the proof is then analogous to the proof of Theorem 9.
If we do not impose a constraint on the control, i.e. U (t) = R m for all t, we deduce the following Corollary from Theorem 9. Corollary 13. Let U (t) = R m for all t ∈ [0, 1] and let (x,ū) be a strong local minimizer for the problem (P 0 ). Assume that (A1), (A2) and (A3) are satisfied. Then (x,ū) satisfies the maximum principle of Theorem 7 and for every u ∈ L ∞ ((0, 1); R m ) the inequality
holds, where w ∈ W 1,1 ([0, 1]; R n ) is the solution of the linear system (LC ). Remark 14. In Milyutin and Osmolovskii (1998) a similar theorem is derived but with the assumption thatū is piecewise continuous instead of merely measurable like in the Corollary above.
Proof. We define the set-valued map U : [0, 1] → R m as follows,
Then, we call the problem (P 0 ) where U is replaced byŨ (P 0 ). It is obvious, that (x,ū) is a strong local minimizer for problem (P 0 ) and that A = ∅. Further, since f is continuous in u andŨ (t) compact for almost every t ∈ [0, 1], the assumptions (A4)-(A6) are satisfied for problem (P 0 ) and we can deduce Corollary 13 for Theorem 9.
NECESSARY OPTIMALITY CONDITIONS FOR PROBLEMS WITH MIXED EQUALITY CONSTRAINTS
In this section we are concerned with the problem (P ), where
Before stating the main result, we introduce the following Hamiltonian:
Theorem 15. Let (x,ū) be a strong local minimizer for the problem (P ) with U (t) = R m for all t ∈ [0, 1]. Assume that the following hypotheses are satisfied.
(a) f , l and γ are twice continuously differentiable on Q; (b) γ u satisfies the full rank condition, rank
and such that the inequality
where w ∈ W 1,1 ([0, 1]; R n ) is the solution of the linear system (LC ) (see section 4). Remark 16. Similar results for problems in the Mayer form can be found in Milyutin and Osmolovskii (1998) and Osmolovskii (2004) . But there, the authors requireū to be piecewise continuous.
In what follows we present the principal steps of the proof. We omit all technical details.
Proof. In Milyutin and Osmolovskii (1998) the first statement has been proved for a problem of the Mayer form. The adaption of the proof to a problem in the Bolza form is straightforward.
The reasoning to prove the second-order conditions is analogous to the reasoning in Osmolovskii (2004) Section 11. First, by the implicit function theorem there exists a neighborhood Q 1 of Γ and a twice continuously differentiable map U :
We use the notation l U (t, x, u) := l(t, x, U (t, x, u)). f U and H U are defined in the same way. With this notations consider the problem
Next, we check that (x,ū) is a strong local minimizer for the problem (P ) and that the hypotheses of Corollary 13 are satisfied. For this aim, we use the continuous differentiability of f and U and the boundedness ofū. By Lyusternik's theorem (see Dmitruk et al. (1980) ) we show that for all (w, u) 
CONCLUSION
Using second-order tangents to the set of admissible controls, we proved new second-order necessary optimality conditions for an optimal control problem with fixed initial state and constraints on the controls. Second-order tangents to control constraints allow to construct secondorder variations of controls. This leads to a very geometric (and intuitive) proof as well as to a more powerful result. Further, we believe that the idea of using second-order tangents might also be useful in order to find second-order necessary optimality conditions for problems with more sophisticated constraints, like pure state constraints for example. Also, adding initial point constraints will lead to similar results. We avoided to include such constraints for the sake of simplicity.
In addition, our main theorem implies as a corollary second-order necessary optimality conditions for problems without constraints on the admissible controls. These second-order conditions are stronger than previously known second-order conditions for this type of problems. Finally, we proved in section 5 that under the full rank condition, problems with mixed state-control equality constraints are merely a special case of unconstrained problems. Thus, our second-order conditions for unconstrained problems lead to stronger second-order necessary optimality conditions for problems with mixed statecontrol equality constraints than those known before.
