The emergence of Intelligent Transportation Systems and the associated technologies has increased the need for complex models and algorithms. Namely, real-time information systems, directly influencing transportation demand, must be supported by detailed behavioral models capturing travel and driving decisions. Discrete choice models methodology provide an appropriate framework to capture such behavior. Recently, the cross-nested logit (CNL) model has received quite a bit of attention in the literature to capture decisions such as mode choice, departure time choice and route choice.
Introduction
niques require derivatives of the log-likelihood function, which are provided in the appendix.
Section 2 introduces the GEV model and presents various formulations of the Cross-Nested Logit model from the literature. In Section 3, we analyze the most general formulation. We prove that it is consistent with the GEV model family. The estimation procedure is discussed in Section 4. In the appendix, we provide the proof of a technical lemma and the derivatives of the model with regard to parameters to be estimated. Those are required for most efficient optimization algorithms.
The GEV model
The Generalized Extreme Value (GEV) model has been derived from the random utility model by McFadden (1978) . This general model consists of a large family of models that include the Multinomial Logit and the Nested Logit models. The probability of choosing alternative i within the choice set C of a given choice maker is 
where J is the number of available alternatives, y i = e V i , V i is the deterministic part of the utility function associated to alternative i, and G is a non-negative differentiable function defined on R J + with the following properties:
1. G is homogeneous of degree µ > 0, that is G(αy) = α µ G(y), 2. lim y i →+∞ G(y 1 , . . . , y i , . . . , y J ) = +∞, for each i = 1, . . . , J, 3. the kth partial derivative with respect to k distinct y i is non-negative if k is odd and non-positive if k is even that is, for any distinct indices i 1 , . . . , i k ∈ {1, . . . , J}, we have
Note that the homogeneity of G and Euler's theorem give
where
. It is well known that the Multinomial Logit and the Nested Logit models are instances of this model family. We present now several formulations of the Cross-Nested Logit model, derived from the GEV model.
Formulations of the Cross-Nested Logit model
The limitations of the Nested Logit model have been observed by several authors (Williams, 1977, Forinash and Koppelman, 1993) . The requirement of unambiguous assignment of alternatives to nests does not allow to capture mixed interactions across alternatives.
After McFadden (1978) seed paper, it seems that the first Cross-Nested Logit model has been proposed by Small (1987) in the context of departure time choice. Small's model, called the Ordered GEV model, is based on the following function:
Br
where M is a positive integer, ρ r and w m are constants satisfying 0 < ρ r ≤ 1, w m ≥ 0 and
The B r are overlapping subsets of alternatives:
Vovsha (1997) introduces the name "Cross-Nested Logit", and applies the model to a mode choice application, where the "park & ride" alternative is allowed to belong to the "composite auto" and the "composite transit" nests. Vovsha derives the Cross-Nested Logit from the GEV model with the generating function:
where m is the nest index, and α jm are model parameters such that
and
Vovsha (1997) imposes also that
Ben-Akiva and Bierlaire (1999) mention the CNL as an example of an instance of a GEV model based on the following generating function:
A similar formulation is used by Papola (2000) , based on the following generating function:
with 0 ≤ θ k ≤ θ 0 . Papola imposes also that
Finally, Wen and Koppelman (2001) also provide a analysis of the CNL model, naming it the Generalized Nested Logit Model based on the following generating function:
where α n m ≥ 0 and 0 < µ m ≤ 1. The condition
is mentioned to provide a useful interpretation of the nest allocation. Also, Wen and Koppelman (2001) provide direct-and cross-elasticities formulae for the model. There is a trend in the discrete choice community to use the name crossnested only when the parameters capturing the level of membership to nests (usually denoted by α) are not estimated but imposed a priori. We prefer to use it in the general case.
Theoretical analysis
Among these formulations, (11) is the most general. Indeed, Vovsha's and Small's formulations are specific cases of (11). We obtain Small's formulation (4) with µ = 1 and µ m = 1/ρ m . Vovsha's formulation (7) is obtained from (11) with µ m = 1 for all m.
Papola's model (12) is equivalent to (11), with µ = 1/θ 0 , µ m = 1/θ m and α jm = α θ 0 /θm jm . Wen and Koppelman's model (14) is equivalent to (11) with µ = 1, which is a common condition with GEV models.
No formal proof is given in the literature that the CNL model is indeed a GEV model. In most papers, a proof is sketched, but condition 3 is never derived completely. The following theorem shows that (11) is indeed a GEV generating function, and identifies the sufficient conditions on the parameters.
Theorem 1
The following conditions are sufficient for (11) to define a GEV generating function:
Proof.
We show that, under these assumptions, (11) verifies the four properties of GEV generating functions.
1. G is obviously non negative, if y ∈ R n + . 2. G is homogeneous of degree µ. Indeed,
3. The limit properties hold from assumption 2, that guarantees that there is at least one non zero coefficient α jm for each alternative j.
4. The condition for the sign of the derivatives is obtained from the following Lemma (see proof in Section A).
Considering (17), we distinguish three cases, considering only y ≥ 0.
(a) If k = 1, we have
(b) If k > 1 and µ = µ m , we have
Indeed,
contains a zero factor when n = 1.
(c) If k > 1 and µ < µ m , the sign of (17) is entirely determined by the sign of (21). For n > 0, we have µ µm − n < 0 (assumption 5). Therefore, there are k − 1 negative and one positive factors in the product. We obtain that
Therefore, in any case, we have
This theorem shows that constraints (5), (10), (13) and (15) are not necessary for the model validity. Instead, they are used to enable parameter identification. Indeed, it is impossible to estimate all parameters of the CNL model, exactly as it is impossible to estimate all Alternative Specific Constants in a MNL or NL model (see Bierlaire et al., 1997) .
Estimation procedure
The estimation procedures proposed by Small (1987) and Vovsha (1997) are based on heuristics. Small reduces the number of free parameters by imposing arbitrary restrictions on the parameters: w m = 1 M +1 , ∀m, and ρ r = ρ, ∀r. Vovsha proposes a complicated heuristic, where each observation is artificially substituted with n observations (Vovsha proposes n =100).
Maximum likelihood estimation aims at identifying the set of parameters maximizing the probability that a given model perfectly reproduces the observations. It is a nonlinear programming problem. The nature of the objective function and of the constraints determines the type of solution algorithm that must be used. The objective function of the maximum likelihood estimation problem for the Cross-Nested model is a nonlinear analytical function, as the probability density function has a closed from. In general, the function is not concave and, therefore, significantly complicates the identification of a (global) maximum. Most nonlinear programming algorithms (see Dennis and Schnabel, 1983 and Bertsekas, 1995) are designed to identify local optima of the objective function. They require the availability of the derivatives of the objective function and of the constraints. As the Cross-Nested model has a closed-from, so does the log-likelihood function. Therefore, the analytical formula for the derivatives can be derived. They are provided in the appendix.
There exists some meta-heuristics designed to identify global optima (like genetic algorithms, and simulated annealing) but none of them can guarantee that the provided solution is a global optimum. Therefore, whatever algorithm is preferred, starting it from different initial solutions is a good practice.
Constraints have to be imposed on parameters to be estimated. First, constraints defined by Theorem 1 guarantee the model validity. Then, constraints imposing a correct intuitive interpretation (e.g. the coefficient for cost or travel time in a utility function is usually non-positive) may be important. Finally, normalization constraints are necessary for the model to be estimable. Indeed, not all parameters of the model can be identified from the data. Parameter identification and model normalization issues are important to analyze before performing an actual estimation. We refer the reader to Ben-Akiva and Lerman (1985) for a general discussion on such issues. In the context of the CNL, constraints such as (5), (10), (13) and (15) play such a role.
In the past, it was usually advised to explicitly incorporate normalization constraints (by setting a fixed value to some parameters), to ignore other constraints, and to use unconstrained optimization algorithms. The complexity of the CNL model, combined with the availability of efficient software packages for constrained optimization (Murtagh and Saunders, 1987 , Conn et al., 1992 , Lawrence et al., 1997 motivate now the explicit management of constraints in the estimation process. Also, explicit constraints avoid meaningless set of parameters to be generated by algorithms.
A new model estimation package called Biogeme has been developed, and is freely available from http://roso.epfl.ch/mbi/biogeme. It is designed to estimate any model out of the GEV model family. Moreover, non linear utility functions can be handled. In particular, a specific scale parameter can be associated with different groups in the sample, and Box-Cox and Box-Tukey transforms can be applied to the attributes. Finally, any type of (continuous) constraint on the parameter can be defined. The optimization algorithm in Biogeme is CFSQP by Lawrence et al. (1997) . A case study using Biogeme to estimate a CNL model in a mode choice SP/RP context is described by Bierlaire et al. (2001) .
Conclusion and perspectives
The CNL model is appealing to capture complex situations where correlations cannot be handled by the Nested Logit model. Even with few alternatives and nests, the use of a CNL instead of a NL model may significantly improve the estimated model .
In this paper, a formal proof has been provided that CNL is indeed a member of the GEV family. Moreover, an efficient estimation procedure, based on classical nonlinear programming techniques has been suggested to perform the log-likelihood estimation of the model. This procedure has been embedded in a new software package designed to estimate GEV models in general and CNL in particular. Also, derivatives of the log-likelihood function for the CNL model are provided.
The issue of identification remains open. Note that if robust estimation procedures are used (such as Bierlaire, 1995 and Lawrence et al., 1997) , a maximum likelihood estimator can be identified. However, if the model is overspecified, the speed of the algorithm may be significantly decreased (see Bierlaire et al., 1997) and the variance-covariance analysis of the estimator may not be performed.
A Proof of Lemma 2
The following proof is due to Nicolas Antille, who is gratefully acknowledged.
Proof.
The proof is by induction. We have
proving the result for k = 1.
Assuming now that the result is verified for k, we have
That concludes the proof.
B Derivatives
We provide here the derivatives of the log-likelihood function for GEV models in general, and for the Cross-Nested Logit model in particular. These formula have been implemented in the Biogeme software package, and their validity has been checked against numerical finite difference approximations of the derivatives. Given a sample of observations, the log-likelihood of the sample is
where i n is the alternative actually chosen by individual n, C n is the choice set, and ln P (i n |C) = λ n V in + ln G in (e λnV 1 , . . . , e λnV J )
− ln j e λnV j G j (e λnV 1 , . . . , e λnV J )
where G i = ∂G/∂y i and λ n is a scale parameter associated to individual n. This parameter allows to estimate models with heterogeneous samples, without using complicated nested structures.
If β k is a parameter appearing in the utility functions V 1 , . . . , V J , we have
Note that we do not assume here that the V j are linear-in-parameters, so that ∂V j /∂β k is not necessarily a constant. The derivatives with respect to model parameters α k are given by
The derivatives with respect to model parameters µ k are given by
The derivative with respect to model parameter µ is given by
The derivative with respect to the scale parameter λ is given by
Finally, we provide the first and second derivatives of (11) with respect to every parameter. The first derivative with respect to a variable x i is given by
The first derivative with respect to the µ parameter is
The first derivative with respect to the nest parameter µ m is
and with respect to the α parameter is 
We now provide the second derivative with respect to x i and x j . If i = j, we have 
The second derivative with respect to x i and µ m is 
