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Abstract
This paper develops an efﬁcient particle tracking algorithm to be used in ﬂuid simulations approximated by a high-order multido-
main discretization of the Navier–Stokes equations. We discuss how to locate a particle’s host subdomain, how to interpolate the
ﬂow ﬁeld to its location, and how to integrate its motion in time. A search algorithm for the nearest subdomain and quadrature point,
tuned to a typical quadrilateral isoparametric spectral subdomain, takes advantage of the inverse of the linear blending equation.
We show that to compute particle-laden ﬂows, a sixth-order Lagrangian polynomial that uses points solely within a subdomain is
sufﬁciently accurate to interpolate the carrier phase variables to the particle position. Time integration of particles with a lower-order
Adams–Bashforth scheme, rather than the fourth-order Runge–Kutta scheme often used for the integration of the carrier phase,
increases computational efﬁciency while maintaining engineering accuracy. We verify the tracking algorithm with numerical tests
on a steady channel ﬂow and an unsteady backward-facing step ﬂow.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The tracking of particles along their path in time (Lagrangian formulation) in a continuous ﬁeld (Eulerian formulation)
ﬁnds application in several areas of ﬂuid dynamics, such as ﬂow visualization and multi-phase ﬂows. In the so-called
mixed Eulerian–Lagrangian formulation, the continuous ﬁeld, typically called the carrier phase, is solved through
constitutive equations on a ﬁxed mesh. Particles are tracked individually.
The tracking algorithm consists of three stages per particle: the search for the computational cell in which a particle is
located, the interpolation of the carrier phase variables to the particle location, and ﬁnally, pushing the particle forward
with a time integration method. The particles are assumed not to affect the carrier phase. The numerical method and
the type of mesh used to solve the carrier phase determines the algorithm needed for each stage of the tracking.
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The ﬁrst stage, locating the host cell, is most simply performed on a Cartesian mesh: the host cell of the particle
may be found by a comparison of the particle coordinate to the mesh coordinate. In complex geometries, searching
is more involved, so several methods have been proposed for this in the past. The localization scheme of Seldner and
Westermann [17] lays a ﬁne equidistant mesh over a boundary-ﬁtted grid. The particle is then localized in the Cartesian
mesh. A relationship between the equidistant mesh and the boundary-ﬁtted grid is used to obtain the addresses of the
particles with respect to the grid. In Westermann [18], the location of the particle with respect to a cell is found by
comparing the area of the triangles that subdivide the original element to the area of the original element. For curvilinear
elements, Allievi and Bernejo [1] devised an iterative method to invert the bijective method that determines the particle
coordinate in mapped space. Comparing the mapped particle coordinate to the isoparametric map of the element readily
determines the host cell. Patankar and Karki [15] advance the particle in mapped space rather than in physical space.
This eliminates the need for a search algorithm, at the additional cost of the interpolation of the metric terms to the
particle position.
To compute the ﬁeld variables at the particle location, linear interpolation is usually used when the carrier phase
is computed with a low-order method. For higher-order methods, such as spectral methods, linear interpolation is
inaccurate but interpolation on the order of the scheme is computationally expensive.Yeung and Pope [19] showed that
linear interpolation is inaccurate. They suggested a third-order Taylor expansion interpolation scheme or a cubic spline
scheme. In a comparison of several interpolation schemes, Balachandar and Maxey [2] concluded that the choice of the
interpolation scheme depends on the physical problem at hand. If one is only interested in individual particle dispersion
statistics, it is sufﬁcient to settle for a less accurate but computationally faster scheme such as a low-order Lagrange
interpolant. For experiments such as the simulation of particle coagulation, where close interaction of particles plays
a crucial role, the choice of the interpolation scheme is determined more by the need for accuracy. Kontomaris et al.
[11] concluded that a Lagrange polynomial of order six sufﬁces to extract particle dispersion statistics in simulations
of a turbulent channel ﬂow computed with a Fourier–Chebyshev spectral method.
The time integration stage in the mixed Eulerian–Lagrangian methods has been less studied. In general, the time
schemes for the Eulerian and Lagrangian integrations are chosen to be the same [14]. Kontomaris et al. [11], however,
note that in the computation of turbulent ﬂow the time-step size on the Eulerian method is too stringent for the
Lagrangian method. A larger time step for the Lagrangian tracking is shown to give sufﬁciently accurate single-particle
statistics.
In this paper, we tailor the three particle tracking stages to multidomain spectral methods. Although we will focus on
the staggered-grid Chebyshev method developed in Kopriva [12], the ﬁndings are generally applicable to high-order
spectral methods such as discontinuous Galerkin methods or spectral hp element methods. To the best of the authors’
knowledge, no studies exist on tracking algorithms for this type of numerical methodology.
Our study is part of a larger work [7–9] in which the multidomain staggered-grid spectral method is developed to
simulate turbulent multi-phase compressible ﬂows. Thus, we focus in this paper on tracking particles that move under
the inﬂuence of a Stokes drag force in a compressible ﬂuid. We will concentrate on ﬂow situations such as turbulent
ﬂows that have a large range of scales.
Spectral multidomain methods distinguish themselves from other numerical methods, like ﬁnite volume, ﬁnite
element or ﬁnite difference methods, by combining high accuracy (exponential convergence) with an ease to handle
complex geometries through the use of multiple non-overlapping isoparametric subdomains. As a result, we cannot use
tracking algorithms that are developed for other methods. Most notably, the high-order interpolation, intrinsic to the
method weighs heavily on the computational time. We concentrate on minimizing this time, and compare various less
expensive interpolation schemes to the expensive spectral interpolation. We also look at interpolation schemes with no
overlap between subdomains. These would be effective for a parallel version of the code. In our choice for the search
algorithm, the high computational cost of interpolation eliminates the mapping method of Patankar and Karki [15],
since that requires interpolation of the metric terms (four in 2D and nine in 3D).
We will introduce a search algorithm for straight-sided subdomains that is competitive with the method inWestermann
[18]. Our method takes advantage of the inverse of the isoparametric linear blending formula. In addition, we discuss
the advantages of using a second-order Adams–Bashforth (AB) time scheme to track the particles in place of the
fourth-order Runge–Kutta (RK) scheme that is used to integrate the carrier phase in time. We also discuss how some
physical dependencies inﬂuence the accuracy of the time integration scheme.
This paper is organized as follows. The governing equations and a short introduction to the multidomain staggered-
grid spectral method set the stage. Next, the search algorithm is presented. An investigation into interpolation schemes
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follows, after which we discuss time integration. We then test the particle tracking with simulations of a Poiseuille ﬂow
and a high-Reynolds number ﬂow over a backward-facing step. The ﬁnal section contains concluding remarks.
2. Governing equations
We consider a compressible and Newtonian ﬂuid with zero bulk viscosity that obeys the perfect gas equation of state.
The Navier–Stokes equations for the ﬂuid written in dimensionless, conservation form are
Qt + Fax + Gay =
1
Ref
( Fvx + Gvy). (1)
The equations for Q = [, u, v, e] represent conservation of mass, momentum (in two directions) and energy,
respectively. F and G represent the advective (superscript ‘a’) and viscous (superscript ‘v’) ﬂuxes in the x and y
directions. The sum of the internal and kinetic energy is e = p/( − 1) + (u2 + v2)/2. The equation of state is
p = T/M2f . All of the variables are normalized by the reference length (Lf ), density (f ), velocity (Uf ), and
temperature (Tf ) scales. The reference Reynolds, Mach and Prandtl numbers are deﬁned by Ref = f Uf Lf /,
Mf = Uf /(RT f )1/2 and Pr = Cp/, respectively.
Particles are tracked individually. Their motion is modeled by the low-Reynolds number, incompressible analytical
solution of the ﬂow around a spherical particle. Let the subscripts d refer to the particles and fd to the carrier phase. Then
the kinematic equations that describe the particle position xd and velocity vd , are given in non-dimensional form as
dxd
dt
= vd (2)
and
dvd
dt
= 1
St
(vf d − vd). (3)
Here, vf d is the carrier phase velocity at the particle position. The variables are normalized with respect to the carrier
phase reference variables. The constant, St, is the Stokes number deﬁned as
St = td
tf
= dd
2
dRef
18
, (4)
where td represents the particle response time and tf = Lf /Uf is a characteristic ﬂow time. The quantities d and dd
represent the particle density and diameter, respectively. The equation for the temperature,T, is given in non-dimensional
form as
dTd
dt
= Nu
3PrSt
(Tf d − Td). (5)
Here, Nu = 2.0 is the Nusselt number. Without loss of generality, we assume that the speciﬁc heats of the carrier and
dispersed phase are the same.
3. Numerical solution of the carrier phase
The computational methodology is described in detail in [12,13]; this section provides a summary. The approximation
begins with the subdivision of the region under consideration into non-overlapping quadrilateral subdomains. Each
subdomain is then mapped onto a unit square by an isoparametric transformation using the linear blending formula,
x(X, Y ) = (1 − Y )1(X) + Y3(X) + (1 − X)4(Y ) + X2(Y )
+ x1(1 − X)(1 − Y ) + x2X(1 − Y ) + x3XY + x4(1 − X)Y . (6)
Except for replacing x with y on the right-hand side, this equation is the same for y(X, Y ). Fig. 1 illustrates the coordinate
systems in physical and mapped space, which are deﬁned by (x, y) and (X, Y ), respectively. The subscripts identify
the node numbering. The i represent the polynomial curves that bound the subdomain.
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Fig. 1. Quadrilateral subdomains are mapped onto a unit square master element by isoparametric mapping. (x, y) and (X, Y ) deﬁne the physical and
mapped coordinate, respectively. The subscripts identify the node numbering. The i represent the polynomial curves that bound the subdomain.
Under the mappings, (1) becomes
Qˇt + FˇX + GˇY = 0, (7)
where
Qˇ = J Q,
Fˇ = Xx F + Xy G,
Gˇ = Yx F + Yy G. (8)
The variable J is the Jacobian of the transformation. Within a subdomain, the solution values, Qˇ, and the ﬂuxes Fˇ and
Gˇ in (7) are approximated on separate, staggered, grids. These grids are tensor products of the Chebyshev–Lobatto
grid, Xj , and the Gauss grid, Xj+1/2, mapped onto [0, 1]:
Xj = 12
[
1 − cos
(
j
N

)]
, j = 0, 1, . . . , N ,
Xj+1/2 = 12
[
1 − cos
(
2j + 1
2N

)]
, j = 0, 1, . . . , N − 1. (9)
A set of Lagrange interpolating polynomials, lj () ∈ PN is deﬁned on the Xj mesh and a set hj+1/2() ∈ PN−1 is
deﬁned on the Xj+1/2 mesh. Here PN represents a polynomial space with dimension N. The solutions are approximated
by a polynomial of order p = N − 1 on the Gauss grid, written as tensor products of the basis functions hj+1/2(),
that is,
Qˇ(X, Y ) =
N−1∑
i=0
N−1∑
j=0
Qi+1/2,j+1/2hi+1/2(X)hj+1/2(Y ). (10)
The contravariant ﬂuxes are represented by tensor products of the lj () andhj+1/2(), depending on the ﬂux component.
The motivation for the staggered grid is that polynomial approximations of degree N that are to be differentiated once
are represented on a Lobatto grid given by Xj . Other quantities are of degree N − 1, and are represented on a Gauss
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grid. The inviscid ﬂuxes are found by evaluating the interpolant (10) at the desired ﬂux points. At points interior to the
subdomain, the ﬂuxes are computed directly. Along subdomain faces, a Roe solver is used to compute the ﬂux using
two solutions from the current and neighboring domains.
The computation of the viscous ﬂux uses a two-step procedure. Since the reconstruction of the solution from the
Gauss points onto the Lobatto points gives a discontinuous solution at the domain faces, we must ﬁrst construct a
continuous piecewise polynomial approximation before differentiating. To construct the continuous approximation,
the average of the solutions on either side of the interface is used as the interface value. The continuous solution is then
differentiated to get the derivative quantities needed for the viscous ﬂuxes. Since differentiation reduces the polynomial
order by one, it is natural to evaluate the differentiated quantities on the Gauss grid. Once the derivative quantities are
evaluated at the Gauss points, a polynomial interpolant of the form (10) is deﬁned, so that the gradients can be evaluated
at the Lobatto points. From the Lobatto points, the viscous ﬂuxes are computed and combined with the inviscid ﬂuxes
to obtain the total ﬂux. Note that evaluating the gradients at the Gauss points has two desired effects. First, it makes the
evaluation of the divergence consistent with that used in the continuity equation. Second, the evaluation of the viscous
ﬂuxes will not require the use of domain corner points.
The system of ODEs that results from the spatial discretization is integrated with a low 2N -storage fourth-order RK
scheme [4].
4. Search algorithm
Unless one uses spectral interpolation with the full polynomial (10) on a subdomain, the search algorithm consists of
ﬁnding the particle’s subdomain and the nearest Gauss point on the subdomain’s Gauss–Chebyshev grid. With spectral
interpolation, the nearest Gauss point does not need to be found.
We use the inverse of (6), which is discussed in more detail below, to determine whether or not a particle lies within
a domain. With the inverse, we can determine the particle coordinate in mapped space. The particle is hosted by a
subdomain if its mapped coordinate lies within the unit square.
We ﬁnd the particle’s host domain by storing information about the subdomains connected to each subdomain corner
node. If a particle leaves its current host domain, we ﬁnd its new host domain by scanning only those subdomains
connected to its nearest corner. Since high-order methods enable the use of larger subdomains, particles do not leave
the bounds of the nearest neighbors over one time step.
For straight-sided domains (6) reduces to
x(X, Y ) = x1(1 − X)(1 − Y ) + x2X(1 − Y ) + x3XY + x4(1 − X)Y ,
y(X, Y ) = y1(1 − X)(1 − Y ) + y2X(1 − Y ) + y3XY + y4(1 − X)Y (11)
for the physical coordinates x and y. The inverse of this system of equations extracts X or Y. The equations for X and Y
are quadratic, i.e.,
AX2 + BX + C = 0,
DY 2 + EY + F = 0, (12)
where
A = (x1 − x2)(y1 − y2 + y3 − y4) − (y1 − y2)(x1 − x2 + x3 − x4),
B = (x1 − x2)(−y1 + y4) − (−x1 + x4)(y1 − y2)
+ (x − x1)(y1 − y2 + y3 − y4) − (y − y1)(x1 − x2 + x3 − x4),
C = (x − x1)(−y1 + y4) − (y − y1)(−x1 + x4),
D = (x1 − x4)(y1 − y2 + y3 − y4) − (y1 − y4)(x1 − x2 + x3 − x4),
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E = (x1 − x4)(−y1 + y2) − (−x1 + x2)(y1 − y4)
+ (x − x1)(y1 − y2 + y3 − y4) − (y − y1)(x1 − x2 + x3 − x4),
F = (x − x1)(−y1 + y2) − (y − y1)(−x1 + x2). (13)
Although this seems like a rather extensive expression, in practice the coordinates xi and yi are known. Thus, most of
(13) can be computed in a pre-processing step and stored in a small number of constants per subdomain. The quadratic
equations (12) have four solutions. The solutions that are bounded by the unit square are always
X = −B +
√
B2 − 4AC
2A
,
Y = −E −
√
E2 − 4DF
2D
. (14)
In the case of a square, A and D are zero. For the square, (14) reduces to
X = −C/B = (x − x1)
(x2 − x1) ,
Y = −F/E = (y − y1)
(y4 − y1) . (15)
To the best of the authors’ knowledge this inverse of the linear blending formula for straight-sided subdomains is not
documented elsewhere. For curved domains no closed form exists for the inverse of (6). The iterative Newton method
reported inAllievi and Bermejo [1] provides an effective way to compute the inverse of (6) when the element boundaries
are curved. Eq. (14) may be used for an initial guess to the iterative solution.
The Gauss point localization scheme ﬁrst maps the mapped particle coordinate from the Chebyshev grid onto an
equidistant grid with
X˜ = 1

arccos(1 − 2X),
Y˜ = 1

arccos(1 − 2Y ). (16)
Counting from zero, the Gauss point nearest to the particle is found as
i = nint
(
2NX˜ − 1
2
)
,
j = nint
(
2NY˜ − 1
2
)
, (17)
where nint indicates rounding to the nearest integer. Determining the nearest Gauss point like this avoids scanning the
grid, at the cost of an extra mapping. The need for the mapped space coordinate (X, Y ) in the nearest-Gauss-point-search
algorithm explains why the method in Westermann [18] for the domain search would be less effective for spectral hp
methods, since theirs does not determine (X, Y ).
For straight-sided domains in 3-D, no closed form exists for the inverse of the linear blending equation. But ﬁnding the
inverse can be reduced to ﬁnding the correct root of an eighth order equation for one coordinate direction. Consequently,
similar relations to the above determine the other two coordinate directions. The 3-D relations are not shown here,
since they are quite complex.
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5. Interpolation
Spectral interpolation with the full polynomial (10) is the obvious choice to interpolate the carrier phase ﬁeld to the
particle position. However, for high polynomial orders this is expensive. Balachandar and Maxey [2] showed that in
many physical situations the spectral accuracy is not necessary and a lower order, less expensive interpolation scheme
sufﬁces to obtain good individual particle dispersion statistics.
In this section, we test several schemes and compare their accuracy and speed with spectral interpolation. The
schemes tested are linear interpolation (lni) and third-, ﬁfth-, and sixth-order Lagrange interpolation (referred to as
lgi/3, lgi/5, lgi/6, respectively). The interpolating points of these schemes are symmetric around the particle position.
A Lagrange interpolation scheme that uses six points nearest to the particle location, but within a subdomain is also
tested (lgiod/6). The interpolating points of this scheme are not necessarily symmetric about the particle position. The
(lgiod/6) scheme is advantageous for parallel processing since no communication between subdomains is needed to
interpolate the carrier phase properties to the particle position. All the interpolation schemes use the Gauss quadrature
grid as the interpolation points.
In the following, the interpolation errors for various schemes are ﬁrst compared using a prescribed velocity ﬁeld.
Then the interpolation errors are assessed for a 1-D solution of the advection equation, computed with the multidomain
spectral method.
5.1. Interpolation errors in a prescribed velocity ﬁeld
Following [11], we determine the accuracy of the various interpolation schemes in a prescribed 1-D velocity ﬁeld
of the form
u(x) = sin(kx), (18)
where k = n(2/L) is the prescribed wavenumber, L is the length of the computational domain, and n is an integer.
At various wavenumbers (18) resembles realistic physical situations encountered in multidimensional problems such
as turbulence. We thus expect it to provide a reliable indication of the schemes’ performance in such problems.
To assess the accuracy of the interpolation schemes, we compare uint, the spectral interpolant of (18) evaluated at
100 equidistant points on L, to uexact, the values of (18) on those points. We express the local interpolation error at each
point as
eint = |uint − uexact|. (19)
The root mean square value, erms, of eint is the global interpolation error on L. We plot the results in Fig. 2, where erms
is plotted versus a resolution parameter,
R = [scale of motion][grid spacing] =
	
h
= 2|k|
Ntot
L
, (20)
for the interpolation schemes tested. Here Ntot is the number of grid points in the computational domain. Since the grid
points are distributed via a cosine function (9), the grid spacing calculated in this manner is an average grid spacing
value.
As expected, the results in Fig. 2 show that the linear interpolation is signiﬁcantly less accurate than the other
interpolation methods by up to six orders of magnitude.An increase of the polynomial degree decreases the interpolation
error. The Lagrange interpolation (lgiod/6) that uses points only within the domain is as accurate as the Lagrange
interpolation (lgi/6) that uses points outside a subdomain (for the interpolation of boundary points). This indifference
of the interpolation error of lgiod/6 compared to lgi/6 results most likely from the cosine distribution of the Gauss
interpolating grid. To test this hypothesis we compared the interpolation error of lgi/6 and lgiod/6 for a mesh that
projects an equidistant grid on the domain rather than a cosine grid (required for the spectral methodology). Fig. 2
shows that for an equidistant grid, the schemes (denoted with -eq) now are different. The lgi/6-eq scheme is more
accurate than the lgiod/6-eq scheme, where the asymmetry of the interpolating points leads to inaccuracies. For a
Chebyshev distribution of the grid points on a domain, the smaller grid spacing near the boundary suppresses this
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Fig. 2. The root mean square error, erms, for various interpolation schemes plotted versus the resolution parameter R (20) for a prescribed sinusoidal
velocity ﬁeld.
effect. However, the non-uniform grid spacing between interpolating points leads to a larger interpolation error for the
Chebyshev grid when compared to the equidistant grid.
5.2. Interpolation errors in a computed velocity ﬁeld
We also perform the test described in the previous section for a calculated velocity ﬁeld. To this end, we apply the
multidomain method to the 1-D advection equation
ut + ux = 0. (21)
The length of the computational domain is 1.0. The initial velocity ﬁeld is taken to be a sine function as in (18), while
the exact velocity solution is used to apply a boundary condition at x = 0. The exact solution to this problem is given
by u = sin[k(x − t)], and represents a propagating sine wave.
In Fig. 3a, we plot the root mean square spectral error versus the resolution parameter, R. The wave number,
k, and the grid resolution are also shown in the ﬁgure. The resolution is indicated as a × b, where a and b re-
fer to the number of subdomains and the polynomial degree, respectively. The spectral interpolation error plotted
versus R, is, besides being an indication of the interpolation error, also an indication of the error in the numerical
solution.
Fig. 3a shows that the inﬂuence of the number of subdomains on the spectral error can be signiﬁcant for high
wavenumbers. For k = 30, decreasing the number of domains from 8 to 1 while maintaining approximately the same
total number of grid points, results in the decrease of the error by three orders of magnitude. Furthermore, the spectral
error for Ntot =63 with one subdomain is nearly equal to that for Ntot =124 with four subdomains. This can be explained
by considering the differences between exponential and algebraic convergence [10]. For an increase in the number of
subdomains while keeping the polynomial order ﬁxed, the convergence is algebraic (the so-called h-reﬁnement), as
opposed to an exponential convergence achieved by keeping the number of subdomains ﬁxed (p-reﬁnement). In the
present case, exponential convergence and algebraic convergence are nearly equal for k=8 and 30, and produce similar
rms spectral error.
Following the procedure of the previous section, Fig. 3b plots the root mean square error versus the resolution
parameter for several interpolation schemes.A comparison of this ﬁgure with Fig. 3a indicates that spectral interpolation
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Fig. 3. (a) The root mean square spectral error, erms, and (b) the root mean square error, erms, for various interpolation schemes, plotted versus the
resolution parameter R (20) for a calculated running wave velocity ﬁeld.
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Fig. 4. Comparison of the computational cost for the lgiod/6 scheme and spectral interpolation measured cpu time at approximation order, p,
normalized with cpu time for the spectral interpolation at p = 5.
error approaches the Lagrange interpolation error for increasing values of the resolution parameter. The rms error for
lgi/6 is comparable to that for the lgiod/6.
5.3. Computational cost
To assess the computational savings of the lgiod/6 scheme versus spectral interpolation, we tracked 10,000 particles
in a six by six subdomain computational domain with various polynomial approximation orders, i.e., the order of
the polynomial base in a domain. The carrier phase is not updated, so the computational savings of just the particle
tracking algorithm is obtained. Fig. 4 shows the computational cost for the lgiod/6 scheme and spectral interpolation.
The computational cost is measured as the cpu time required for one iteration at approximation order, p ≡ N − 1,
normalized with the cpu time required for one iteration for the spectral interpolation at p = 5.
The spectral interpolation is 8% faster than the lgiod/6 scheme at p = 5, because the spectral interpolation does not
require a Gauss point search algorithm, whereas lgiod/6 does. Increasing the p does not change the computational cost
for the lgiod/6 scheme, since the number of interpolation points remains the same. For spectral interpolation, however,
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the computational cost increases rapidly with increasing p. At p= 10, the computational savings for interpolation with
lgiod/6 is 45% compared to the spectral interpolation.
The cost of the algorithm changes linearly with the number of tracked particles. Thus, the computational savings
obtained of the lgiod/6 interpolation over spectral interpolation for one particle is also linearly dependent on the number
of particles. In three dimensions, the interpolation savings will be larger than in two dimensions.
5.4. Favored interpolation scheme
In summary, it is most suitable to evaluate the carrier phase properties at the particle location with the sixth-order
Lagrange interpolation scheme using points only inside the subdomain. The rms errors in the spectral and lgi/6 schemes
differ only slightly for a computed velocity ﬁeld. Thus, not enough accuracy is gained by using the spectral interpolation
to balance the increased computational cost. Finally, the rms errors for the lgiod/6 and lgi/6 schemes are nearly equal.
Since the particle tracking is intended to be used for parallel programming, we favor the lgiod/6 scheme.
6. Time integration
The most consistent choice for the integration of the particle equations in time is to use the time scheme of the
carrier phase, in our case a low storage fourth-order explicit RK scheme. However, the RK scheme is computationally
expensive, since it requires the whole procedure of searching, interpolation and integration at every stage. Instead, we
consider the explicit AB [3] time-schemes as an alternative because the search and interpolation procedures need to be
performed only once every time step. The trade-offs are that more memory is required for the AB scheme compared to
the RK scheme, and it has a smaller absolute stability region.
6.1. Stability
In practice, the smaller stability region of the AB scheme does not limit the overall time step of a particle-laden ﬂow
simulation. The stability of a time scheme restricts the time step for (3) approximately as [16],
tmax <
St, (22)
where 
 is the size of the stability region along the real axis. For AB2 and AB3, 
 ∼ 1 and 0.545, respectively. With

 known, St determines the time step. Decreasing St decreases the time step. Assuming a unit reference velocity and
length (without loss of generality), the smallest Stokes number we are interested in is typically St ∼ 0.01. At smaller
St, the particle behaves like a ﬂuid particle [5]. Then (3), the acceleration of the particle as a result of viscous forces
acting on the particle’s surface, no longer affects the trajectory of a particle. In that case, ﬂuid particles are tracked
with just (2), where the particle velocity, vd , is equal to the carrier phase velocity. Stability for (2) requires that tmax
is bounded by 
, which is much less restrictive than (22). So, in the worst case with St = 0.01 and 
= 0.545, the time
step must satisfy t < 0.00545. In our direct simulations of turbulent ﬂow [9], stability generally requires t to be less
than 10−3 to simulate the carrier phase. This time step is smaller than the minimum time step on the particle tracking.
6.2. Accuracy
Temporal accuracy is determined by the size of time step, the order of the scheme, and the right-hand sides of (2) and
(3). These right-hand sides are determined by the physics of the problem, i.e., the carrier phase ﬂow and the particle
parameters like diameter and density. Under the assumption that the time-step size is ﬁxed by the stiff and explicit
carrier phase discretization, the order of the time scheme for the particle tracking can be chosen to get the desired
accuracy.
In the following, we investigate the effects the right-hand sides of (2) and (3) in more detail. In particular, we look at
the effect of St and the wavenumber of the carrier phase solution on the accuracy of the particle tracking. To this end,
we track particles in a 1-D (quasi-turbulent) ﬂuid ﬁeld with a transient sine wave given by
vf d = sin(kt), (23)
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Fig. 5. Analytical particle position (a) and velocity (b) computed with (24), and (25), respectively.
where k = n2 is the prescribed wavenumber. We integrate with both a second- (AB2) and third-order (AB3) AB
scheme. With (23) the particle position and velocity can be determined analytically from (2) and (3) as
xd(t) = −cos(kt) + kSt sin(kt)
k{1 + (kSt)2} +
kStvd(0) + 1 + xd(0)k
k
− St{kSt + vd(0)[1 + (kSt)
2]}e−t/St
1 + (kSt)2 , (24)
vd(t) = −kSt cos(kt) + sin(kt) + {kSt + vd(0)[1 + (kSt)
2]}e−t/St
1 + (kSt)2 , (25)
respectively. The initial particle position and velocity are represented by xd(0) and vd(0), respectively. The Stokes
number, St, is based on a unit carrier phase time scale. We initialize the problem with a particle velocity vd(0) = 0, a
ﬂuid velocity vf d(0) = 0, and particle location xd(0) = 0.
Fig. 5 shows xd(t) and vd(t) for three different particle time constants, St = 0.1, 1 and 10 at k = 16. It follows
that increasing the particle Stokes number diminishes its response to the ﬂuid ﬂuctuation, as happens in a turbulent
ﬂow [5].
6.3. Accuracy: effect of St
Fig. 6a, shows the rms error of the particle position, deﬁned as
erms =
√∫ T
0
[xcomp(t) − xexact(t)]2 dt , (26)
for simulations at different St plotted versus the time step, t . Here, the subscript comp indicates the computed value,
whereas exact indicates the analytical solution from (24). The computations are performed for a time interval, T = 1,
with time steps, t , ranging from 10−3 to 10−5. These time-step values are likely to be encountered in the simulation
of turbulent ﬂows. We see that increasing St by one order of magnitude decreases the rms error of the particle tracking
by up to one order of magnitude. Increasing the approximation order of the time scheme leads to a faster decrease of
the rms error with decreasing t . The difference in slope between AB2 and AB3 conﬁrms the different convergence
rates of the two schemes. The slopes of AB2 and AB3 show convergence rates of up to 2.5 and 3.5, respectively. These
are slightly larger than the theoretical rates of 2 and 3.
6.4. Accuracy: effect of k
Fig. 6b, shows erms plotted versus three different wave numbers, k = 16, 32 and 64, values that are generally
encountered in turbulent ﬂow. It follows that increasing the wave number leads to a slight increase in erms. However,
the erms is not increased by more than one order of magnitude for wave numbers that are relevant to turbulent ﬂows.
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Fig. 6. The root mean square error, erms, computed over the time interval [0, 1] plotted versus the time step, t , for AB2 and AB3 time-stepping
schemes in a prescribed sinusoidal velocity ﬁeld: for (a) k = 16 and St = 0.1, 1.0 and 10, and (b) k = 16, 32, and 64, and St = 0.1. The
convergence rates t2 and t3 for AB2 and AB3: are also plotted.
7. Two-dimensional tests
7.1. Accelerated particle in a Poiseuille ﬂow
We simulate a particle initially at rest in a steady Poiseuille ﬂow to illustrate the proper function of the compo-
nents of the tracking algorithm. At low Mach number, both the carrier phase ﬁeld and the particle trajectory can be
determined analytically, which allows for direct determination of the tracking accuracy. The carrier phase velocity is
given by vf d(y) = −6[(y/2)2 − y/2], where 0<y < 2. The particle trajectory with the initial velocity set to zero is
given by
xd(t) = v∗f d t + v∗f dSte−t/St − v∗f dSt, (27)
vd(t) = dxddt = v
∗
f d(1 − e−t/St ). (28)
Here, v∗f d = vf d(yd) represents ﬂuid velocity at the particle position, a constant in the case of a Poiseuille ﬂow.
The length of the computational domain in the streamwise direction is six times the channel width. A particle with
St = 1.0 is released at yd = 1.4 in the wall-normal direction and in the middle of the channel’s streamwise direction.
The particle is tracked on both a equidistant, fully structured grid with 24 domains in the streamwise direction and four
in the crosstream direction, and a fully unstructured grid shown in Fig. 7. The approximation order on each domain is
p = 10.
On a computer with an Intel Xeon 3.0 Ghz processor, one time step costs 0.21 s of CPU time. The tracking of
one particle with the combination of the fourth-order RK scheme and the spectral interpolation costs 3.5e-5 s of
CPU time per time step. The combination of the second-order AB scheme with the lgiod/6 interpolation is 15 times
faster.
Fig. 8 plots the absolute error, deﬁned by the absolute difference between the variables along the particle trajectory
integrated with (2) and (3) and the variables of the analytical solution (27), versus time. All variables along the particle
trajectory are of order one. Thus, the absolute error is also an indication of the relative error. Comparison of Fig. 8a and
c (or Fig. 8b and d) shows that the 10th order spectral interpolation of the ﬂuid velocity, vf d , is 6 orders more accurate
than liogd/6 scheme discussed above. The time error of RK4 is between the spectral spatial error and the lgiod/6 error, so
RK4 dominates the error if used in combination with spectral interpolation (Fig. 8a), while the Lagrange interpolation
dominates the error if used in combination with RK4 (Fig. 8b). AB2 dominates the error for both interpolation schemes
(Fig. 8b and c).
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Fig. 7. Unstructured grid used for simulation of an accelerating particle in a Poiseuille ﬂow.
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Fig. 8. Absolute error, deﬁned as the difference between the computed and analytical solution, plotted versus time for the particle position, xd ,
particle velocity, vd , and carrier phase velocity at the particle position, vf d , in the streamwise direction for the Poiseuille ﬂow. The ﬁgures are
plotted for a combination of (a) spectral interpolation and RK4 time integration, (b) spectral interpolation and AB2 time integration, (c) Lagrangian
interpolation and RK4 time integration, and (d) Lagrangian interpolation and AB2 time integration. Simulations are performed on a structured grid.
The simulations on the unstructured grid (Fig. 9) show the same results and trends. However, the error in the
interpolation varies with the particle position as clearly seen in Fig. 9c and d, because of the non-uniform size of the
domains. This simulation also veriﬁes the search algorithm presented in this paper.
Even though the accuracy has a signiﬁcant dependency on the time and/or interpolation scheme, all the simulations
are well within engineering accuracy. For the effect of Stokes number on the accuracy, we refer to the discussion in the
time integration section, i.e., increasing the Stokes number by one order increases the accuracy by one order.
7.2. Particle trajectories in shedding backward-facing step ﬂow
In a more challenging test, we simulate particle trajectories in an unsteady open backward-facing step ﬂow at
Re= 1500 based on the far stream velocity and the step height. The Mach number is 0.4 to ensure a weakly compress-
ible ﬂow and to avoid shock wave singularities, while not severely restricting the explicit time step. After an initial-
ization period, the ﬂow exhibits a complex periodic vortex shedding at which time particles are released into the ﬂow.
Fig. 10 shows a snapshot of the streamline pattern at that time. The ﬁgure also shows the subdomain distribution.
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Fig. 10. Streamline snapshot of a backward-facing step ﬂow. The ﬂow at the time of the snapshot is used for particle injection at location “loc1” and
“loc2” to test the tracking algorithm. The subdomain distribution of the grid is also shown.
Each subdomain uses an approximation order of p = 10. One time step requires 0.65 s of CPU time on an Intel
Xeon 3.0 Ghz processor. For a more detailed description of the carrier-phase simulation and ﬂow physics, we refer
to [6].
Three particles with Stokes numbers of St =0.1, 1.0 and 10.0 are released. The particles are released at two locations
close to the step corner, as identiﬁed by “loc1” and “loc2” in Fig. 10. One release location, referred to as “loc1”, is
in the boundary layer upstream of the corner. The other location, referred to as “loc2”, is downstream and under the
corner. The carrier phase velocities at the particle locations are used for the initial particle velocities.
Fig. 11 shows the particle trajectories over a simulation time of 10 time units for the RK4 and AB2 time integrations,
spectral and Lagrangian interpolation, and different Stokes numbers.
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Fig. 11. Particle trajectories for a backward-facing step ﬂow simulation for several combinations of interpolation and time integration, Stokes numbers
and release locations. “loc1” and “loc2” refer to two particle injection locations. The computational domain shown ranges from 4.5 to 9 step heights
in x-direction and from 0 to 1.2 step heights in y-direction.
Particles with small Stokes numbers are most inﬂuenced by the carrier-phase ﬂow ﬁeld as witnessed by trajectories
in Fig. 11a and d. The particles at both release locations are initially captured by the vortex at the corner of the step
in Fig. 10. We see that a small difference in release location can have a severe impact on the particle trajectory. With
increasing Stokes number, we effectively increase the inertia of the particle, which yields a smaller inﬂuence of the
ﬂuid carrier-phase on the particle trajectory. In most cases, the particle trajectory is less complex as is the case for
St = 1.0 and 10.0 in Fig. 11b–e. Most notably, the particles are not directly inﬂuenced by the corner vortex.
The accuracy reduction resulting from changing the order of the interpolation leads to larger inaccuracies than
changing the order of the time integration. We see in Fig. 11 that the particle trajectories are visually indifferent to the
temporal integration or interpolation schemes for all release locations and Stokes numbers. In Fig. 12, we analyze the
difference in the particle trajectory more quantitatively. Assuming the combination of spectral interpolation and RK4
time integration is most accurate, we plot the difference between the particle paths computed with this combination of
approximations to the particle paths computed with other combinations of interpolation and time integration schemes
for the “loc2” release location. Note that the difference for St = 1 does not cover the whole time interval, since the
particle trajectory is cut short when it hits the bottom wall. The difference for St = 0.1 exhibits an oscillatory behavior
that the differences for St = 1 and 10 do now show. The oscillation for St = 0.1 is a result from the more complex
trajectory with many directional changes as compared to relatively straight trajectory for St=1 and 10. These directional
changes yield an oscillatory difference for the different combinations of numerical schemes for St = 0.1. Comparing
Fig. 12b and c, we observe that Lagrangian interpolation decreases the accuracy of the particle trajectory by 3–4 orders
of magnitude. Changing the order of the time scheme while using Lagrangian interpolation (Fig. 12a and c) leads to
no signiﬁcant difference.
Like in the time integration section, we see that accuracy increases by approximately one order of magnitude per
order of magnitude increase of St. The difference of the trajectories with St = 0.1 experience a periodic dip in the error
graph.
All cases are up to engineering precision with less than 10−2 non-dimensional length units deviation in the particle
trajectory.
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Fig. 12. Absolute difference, ||, between particle trajectories computed with a combination of spectral interpolation and RK4 time integration, and
particle trajectories computed with (a) Lagrangian interpolation and RK4 time integration, (b) spectral interpolation and AB2 time integration, and
(c) Lagrangian interpolation and AB2 time integration, plotted versus time for different Stokes numbers for the “loc2” particle release location in
Fig. 11.
8. Concluding remarks
A particle tracking method is tailored for high-order spectral multidomain simulations of particle-laden ﬂows. A fast
search algorithm takes advantage of the inverse of the isoparametric blending formula to locate the particle’s domain.
The inverse can be determined directly for straight-sided elements. The direct inverse of the straight-sided elements can
be used as an initial guess to ﬁnd the inverse for curved elements with an iterative Newton solver. The search algorithm
takes advantage of the tensor-product Chebyshev grid in the mapped space to locate the Gauss point nearest to the
particle using the inverse particle coordinate. The inverse coordinate is also used to interpolate on the isoparametric
master domain. A sixth-order Lagrange polynomial that interpolates the carrier phase variables using grid point values
solely within a subdomain is sufﬁciently accurate and maintains the local nature of the multidomain scheme. This is
beneﬁcial to parallel programming. The second order AB scheme saves computational time when compared to the RK
scheme used to integrate the carrier phase, at the expense of a smaller stability region. In practice however, the smaller
stability region does not restrict the time step in a turbulent particle-laden simulation. Increasing the Stokes number
effectively increases the particle inertia, which simpliﬁes the particle trajectory in most turbulent ﬂows. The particle
tracking method is thus most accurate at high Stokes number and low carrier phase wavenumber. If desired, this fact
can be used to relax the time step or the order of the temporal scheme.
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