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CRYSTALLINE LIFTINGS AND WEIGHT PART OF SERRE’S
CONJECTURE
HUI GAO
Abstract. We prove some new cases of weight part of Serre’s conjectures for
mod p Galois representations associated to automorphic representations on
unitary groups U(d). The approach is a generalization of the work of Gee-Liu-
Savitt, namely, we study reductions of certain crystalline representations, as
well as crystalline lifts of these reductions.
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Introduction
Let F be an imaginary CM field, and let r : GF → GLd(Fp) be an irreducible rep-
resentations. Suppose there exists a certain automorphic representation of GLd(AF )
whose associated Galois representation has reduction equal to r. The (generalized)
weight part of Serre’s conjecture asks the following question: r is automorphic of
what weights?
Beginning with the work of [BDJ10], there has been significant progress in es-
tablishing (generalized) weight part of Serre’s conjectures. In particular, in the case
d = 2 and p > 2, the problem (in the unitary group setting) is completely solved
by [GLS14, GLS15], under some mild global hypothesis. Weight part of Serre’s
conjectures have also become increasingly important, in particular because of their
role in formulating a p-adic Langlands correspondence (cf. [BP12]).
The current paper aims to generalize the results of [GLS14, GLS15] to higher
dimensions (in the unramified case). The methods are similar to those in loc. cit.,
namely, we first study reductions of crystalline representations, and the liftings of
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these reductions. Then, we apply automorphy lifting theorems in [BLGGT14] to
conclude. To state our results more precisely, let us first introduce some notations.
Let p > 2 be an odd prime, K a finite unramified extension over Qp with residue
field k, K a fixed algebraic closure, and GK the absolute Galois group Gal(K/K).
Let S := {κ : K →֒ K} be all the embeddings of K into K. Fix one κ0 ∈ S, and
recursively define κs+1 ∈ S to be such that κ
p
s+1 ≡ κs(modp). The subscripts are
taken mod f , so κf = κ0. Fix a system of elements {πn}
∞
n=0 in K, where π0 = π is
a uniformizer of K, and πpn+1 = πn, ∀n. Let Kn = K(πn),K∞ = ∪
∞
n=0K(πn), and
G∞ := Gal(K/K∞).
Let E/Qp be a finite extension that contains the image of every embedding of
K into K, OE the ring of integers, ωE a fixed uniformizer, kE = OE/ωEOE the
residue field. We can decompose the ring K ⊗Qp E = Π
f−1
s=0E, and let 1 ∈ K ⊗Qp E
map to (ε0, . . . , εf−1) ∈ Π
f−1
s=0E.
Let V be a crystalline representation of GK over an E-vector space of dimension
d. Let D be the associated filtered ϕ-module over K ⊗Qp E, which decomposes as
D = Πf−1s=0Ds, where Ds = εsD. Suppose HTκs(D) = HT(Ds) = rs = {0 = rs,1 <
. . . < rs,d ≤ p} (note that we require min(HT(Ds)) = 0 for all s). Let ρ = T be a
GK-stable OE-lattice in V , and ρ := T/ωET the reduction of T .
Theorem 0.1. Suppose that the reduction ρ is upper triangular (i.e., successive
extension of d characters). Suppose that
• Condition (C-1) is satisfied, and
• Either (C-2A) or (C-2B) is satisfied.
Then there exists an upper triangular crystalline lift ρ′ of ρ such that HTs(ρ) =
HTs(ρ
′), ∀s.
Here, Conditions (C-1) and (C-2A) (or (C-2B)) are the technical conditions
that we have to assume, see Section 3 and Section 6 respectively. We list several
cases when these conditions are satisfied.
Corollary 0.2. Suppose that the reduction ρ is upper triangular, i.e., there ex-
ists an increasing filtration 0 = Fil0 ρ ⊂ Fil1 ρ ⊂ . . . ⊂ Fild ρ = ρ such that
Fili ρ/Fili−1 ρ = χd−i, ∀1 ≤ i ≤ d, where χi are some characters. If one of the
following conditions is satisfied, then there exists an upper triangular crystalline
lift ρ′ of ρ such that HTκs(ρ) = HTκs(ρ
′) for all 0 ≤ s ≤ f − 1.
(1) K = Qp, the differences between two elements in HT(D0) are never p− 1.
And χ−1i χj 6= 1, εp, ∀i < j, where 1 is the trivial character, and εp is the
reduction of the cyclotomic character.
(2) For each s, the differences between two elements in HT(Ds) are never 1.
And for one s0, p− 1 /∈ HT(Ds0).And χ
−1
i χj 6= 1, εp, ∀i < j.
(3) For each s, the differences between two elements in HT(Ds) are never 1.
For one s0, p− 1 /∈ HT(Ds0). For one 0 ≤ s
′
0 ≤ f − 1, p /∈ HT(Ds′0) (it is
possible that s0 = s
′
0).
(4) For each s, HT(Ds) ⊆ [0, p− 1]. And for one s0, p− 1 /∈ HT(Ds0).
Theorem 0.1 is a (partial) generalization of the main local results in [GLS14] to
the higher dimensional case. However, our result is not complete as that in [GLS14],
due to the technical conditions (C-1) and (C-2A) (or (C-2B)). We will point out
these difficulties in the paper.
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Our local theorems have direct application to weight part of Serre’s conjecture
for higher dimensional representations (as outlined in [BLGG14]). Here we give a
sketchy statement of our theorem. See Theorem 8.1 for full detail.
Theorem 0.3. Suppose p > 2. Let F be an imaginary CM field, with maximal to-
tally real subfield F+ such that F/F+ is unramified at all finite places, and all places
v in F+ over p splits completely in F . Furthermore, assume that p is unramified
in F .
Suppose r : GF → GLd(Fp) is an irreducible representation such that r ≃ rp,ι(Π),
for an RACSDC automorphic representation Π of GLd(AF ) with weights (whose
corresponding Hodge-Tate weights are) in the Fontaine-Laffaille range and level
prime to p. Suppose furthermore some usual Taylor-Wiles conditions are satisfied.
Now suppose that for each w | p in F , r |GFw is upper triangular. Let
a = (aw)w|p ∈ (Z
d
+)
∐
w|p Hom(kw,Fp)
0
be a Serre weight, such that
• aw,κ,1 − aw,κ,d ≤ p− d+ 1, ∀w | p, κ ∈ Hom(kw ,Fp), and
• aw ∈W
cris(r |GFw ), ∀w | p.
Suppose furthermore that for each w | p, any one of the listed 4 conditions
in Theorem 8.1 is satisfied. (These conditions directly correspond to the listed 4
conditions in Corollary 0.2).
Then, r is automorphic of weight a.
Remarks on some related papers. Our paper gives the first “general” evidence
towards the weight part of Serre’s conjectures, with no restriction on the dimension
d or the unramified base field K, and outside the Fontaine-Laffaille range (although
of course with many restriction on the Hodge-Tate weights). Here are some remarks
on some related papers.
The case when d = 2 is fully solved (when p > 2) by [GLS14] (when K is
unramified) and [GLS15] (when K is ramified). Our paper is a direct generalization
of [GLS14, GLS15]. In loc. cit., many results are proved in an ad hoc way since d =
2. The key insight in our paper is that we can reprove several theorems in loc. cit.
in a way that can be generalized to higher dimensions (e.g., Proposition 4.1 in our
paper). Also, with the help and inspiration from the unpublished notes [GLS], we
are able to formulate our crystalline lifting theorems in a new way (see Section 5 and
Section 7) that can lead to better understanding of (ϕ, Gˆ)-modules. In particular,
we can generalize Theorem 0.1 to the case where K is ramified (see forthcoming
[Gao15a]). We also note that by using some different crystalline lifting techniques
(inspired by the work of [BH15]), we can strengthen the result in Corollary 0.2(1)
(i.e., the K = Qp case) in the forthcoming [Gao15b].
All the results mentioned in the previous paragraph have the limitation that we
can only treat those Serre weights corresponding to Hodge-Tate weights in the range
[0, p]. This is a serious limitation when the dimension d > 2. The first breakthrough
was due to [EGH13] in the case when K = Qp, d = 3 and ρ is absolutely irreducible,
using a technique called weight cycling. Also, the paper [BLGG14] treated the case
when K = Qp and ρ is semisimple of any dimension d (see Corollary 4.1.14 of loc.
cit.). In particular, when d = 3, there is a much more explicit and detailed result
(Theorem 5.1.4 of loc. cit.), although the detailed calculations for d = 3 seem quite
difficult to generalize to higher dimensions. A more recent substantial advance
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(after our paper was posted) is due to [LLHLM], where they completely proved the
Serre weight conjectures (as conjectured by [Her09]) in the case K = Qp, d = 3
and ρ is semi-simple (and generic). The key insight of [LLHLM] is that they can
explicitly compute certain potentially crystalline deformation rings (whereas in the
current paper, we only consider crystalline representations).
Strategy for the main local results. Now, let us sketch the strategy of the
proof of our main local result (Theorem 0.1). The strategy follows closely that of
[GLS14] and [GLS15], and uses an induction process.
Let M be the Kisin module attached to T , which is a free module of rank d over
W (k)[[u]]⊗Zp OE , and decomposes as M = Π
f−1
s=0Ms, where Ms = εsM. We regard
Ms−1 as a ϕ(OE [[u]])-submodule of M
∗
s. The first step in our proof is to control
the shape the reduction of the Kisin module (i.e., the shape of M) associated to
certain crystalline representations, and we can give an upper bound for the number
of these shapes.
Kisin modules only give us information on the G∞-action on representations.
However, when the reduction of T is upper triangular, under certain technical
conditions, we can show that the G∞-action already determines the GK-action.
All these results put restrictions on the possible shapes of reductions of crystalline
representations when the reduction is upper triangular. The number of possible
shapes of reductions is also bounded by the upper bound we mentioned in the last
paragraph.
The next step is to show that upper triangular crystalline representations already
give rise to enough upper triangular reductions. We can give a precise number
of all these upper triangular reductions coming this way, which happens to be
exactly the same as the upper bound mentioned in the last paragraph. Thus by
pigeonhole principle, all upper triangular reductions of crystalline representations
can be obtained by reductions of upper triangular crystalline representations, and
Theorem 0.1 is proved.
Structure of the paper. We now explain the structure of this paper. In Section 1,
we review the theory of Kisin modules and (ϕ, Gˆ)-modules with OE-coefficient (and
kE-coefficient). In particular, we review the structure of rank-1 modules. In Section
2, we take the first step in studying the shape of upper triangular Kisin modules with
kE-coefficient (which come from reduction of crystalline representations). In Section
3, we introduce the Condition (C-1), which helps to avoid certain complication in
the shape of upper triangular Kisin modules with kE-coefficient. Then in Section 4,
with the assumption (C-1), we can continue the studies in Section 2, and give an
upper bound for the shapes of upper triangular Kisin modules with kE-coefficient
that we study. In Section 5, we show that certain set of extension classes have
natural OE -module (and sometimes, kE -vector space) structures, which will be
used in the induction process. We also show that these OE-module structures are
compatible with each other. In Section 6, we introduce the two conditions (C-
2A) and (C-2B). When either of the two conditions is satisfied, then roughly
speaking, the G∞-information that Kisin modules carry actually determine the full
GK-information. In Section 7, we prove our main local result, combining everything
in the previous sections. It relies on an induction process, where the d = 2 case is
proved in [GLS14]. Finally in Section 8, we apply our local results to weight part
of Serre’s conjecture.
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Notations. In this paper, we frequently use boldface letters (e.g., e) to mean a
sequence of objects (e.g., e = (e1, . . . , ed) a basis of some module). We use Mat(?)
to mean the set of matrices with elements in ?. We use notations like [ur1, . . . , urd ]
to mean a diagonal matrix with the diagonal elements in the bracket. We use Id
to mean the identity matrix.
In this paper, upper triangular always means successive extension of rank-1
objects. We use notations like E(md, . . . ,m1) (note the order of objects) to mean
the set of all upper triangular extensions of rank-1 objects in certain categories.
That is, m is in E(md, . . . ,m1) if there is an increasing filtration 0 = Fil
0m ⊂
Fil1m ⊂ . . . ⊂ Fildm = m such that Filim/Fili−1m = mi, ∀1 ≤ i ≤ d. Note
that we do not define any equivalence relations between elements in this set. This
is in contrast with some other sets which we define in Section 6 (with notations
Ext(∗, ∗)).
We normalize the Hodge-Tate weights so that HTκ(εp) = 1 for any κ : K → K,
where εp is the p-adic cyclotomic character.
We recall some notations in p-adic Hodge theory and integral p-adic Hodge the-
ory. All these notations in fact work for all K/Qp with no ramification restriction.
We fix a system of elements {µpn}
∞
n=0 in K, where µ1 = 1, µp is a primitive p-th
root of unity, and µppn+1 = µpn , ∀n. Let Kp∞ = ∪
∞
n=0K(µpn), and Kˆ = K∞,p∞ =
∪∞n=0K(πn, µpn). Note that Kˆ is the Galois closure of K∞, and let Gˆ = Gal(Kˆ/K),
HK = Gal(Kˆ/K∞), and Gp∞ = Gal(Kˆ/Kp∞). When p > 2, then Gˆ ≃ Gp∞ ⋊HK
and Gp∞ ≃ Zp(1) by [Liu08, Lem. 5.1.2], and so we can (and do) fix a topological
generator τ of Gp∞ . And we can furthermore assume that µpn =
τ(pin)
pin
for all n.
Let C = Kˆ be the completion of K, with ring of integers OC . Let R := lim←−
OC/p
where the transition maps are p-th power map. R is a valuation ring with residue
field k¯ (k¯ is the residue field of C). R is a perfect ring of characteristic p. Let
W (R) be the ring of Witt vectors. Let ǫ := (µpn)
∞
n=0 ∈ R, π = (πn)
∞
n=0 ∈ R, and
let [ǫ], [π] be their Teichmu¨ller representatives respectively in W (R).
There is a map θ : W (R) → OC which is the unique universal lift of the map
R→ OC/p (projection of R onto the its first factor), and Ker θ is a principle ideal
generated by ξ = [ω] + p, where ω ∈ R with ω(0) = −p, and [ω] ∈ W (R) its
Teichmu¨ller representative. Let B+dR := lim←−n
W (R)[ 1p ]/(ξ)
n, and BdR := B
+
dR[
1
ξ ].
Let t := log([ǫ]), which is an element in B+dR.
Let Acris denote the p-adic completion of the divided power envelope of W (R)
with respect to Ker(θ). Let B+cris = Acris[1/p] and Bcris := B
+
cris[
1
t ]. Let Bst :=
Bcris[X ] where X is an indeterminate. There are natural Frobenius actions, mon-
odromy actions and filtration structures on Bcris and Bst, which we omit the defi-
nition. We have the natural embeddings Bcris ⊂ Bst ⊂ BdR.
Let S :=W (k)JuK, E(u) ∈ W (k)[u] the minimal polynomial of π overW (k), and
S the p-adic completion of the PD-envelope of S with respect to the ideal (E(u)).
We can embed the W (k)-algebra W (k)[u] into W (R) by mapping u to [π]. The
embedding extends to the embeddings S →֒ S →֒ Acris.
The projection from R to k induces a projection ν : W (R) → W (k), since
ν(Ker θ) = pW (k), the projection extends to ν : Acris → W (k), and also ν :
B+cris → W (k)[
1
p ]. Write I+B
+
cris := Ker(ν : B
+
cris → W (k)[
1
p ]), and for any subring
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A ⊆ B+cris, write I+A = A ∩ Ker(ν). Also, define I
[n]B+cris := {x ∈ B
+
cris : ϕ
k(x) ∈
FilnB+cris, for all k > 0}, and for any subring A ⊆ B
+
cris, write I
[n]A := A∩I [n]B+cris.
There exists a nonzero t ∈ W (R) such that ϕ(t) = c−10 E(u)t, where c0p is the
constant term of E(u). Such t is unique up to units in Zp, and we can select a such
t such that t = λϕ(t) with λ = Π∞n=1ϕ
n(
c−1
0
E(u)
p ) ∈ S
×. For all n, I [n]W (R) is a
principle ideal, and by [Liu10, Lem. 3.2.2], (ϕ(t))n is a generator of the ideal.
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1. Kisin modules and (ϕ, Gˆ)-modules with coefficients
1.1. Kisin modules and (ϕ, Gˆ)-modules with coefficients. In this subsection,
we recall useful facts in the theory of Kisin modules and (ϕ, Gˆ)-modules with OE-
coefficients. All results in this subsection work for any K/Qp and any p.
Recall that S = W (k)[[u]] with the Frobenius endomorphism ϕS : S→ S which
acts onW (k) via arithmetic Frobenius and sends u to up. Denote SOE := S⊗ZpOE
and SkE := S⊗Zp kE = k[[u]]⊗Fp kE , and extend ϕS to SOE (resp. SkE ) by acting
on OE (resp. kE) trivially. Let r be any nonnegative integer.
• Let ′Modϕ
SOE
(called the category of Kisin modules of height r with OE-
coefficients) be the category whose objects are SOE -modules M, equipped
with ϕ : M→M which is a ϕSOE -semi-linear morphism such that the span
of Im(ϕ) contains E(u)rM. The morphisms in the category are SOE -linear
maps that commute with ϕ.
• Let Modϕ
SOE
be the full subcategory of ′Modϕ
SOE
with M ≃ ⊕i∈ISOE
where I is a finite set. Let Modϕ
SkE
be the full subcategory of ′Modϕ
SOE
with M ≃ ⊕i∈ISkE where I is a finite set.
For any integer n ≥ 0, write n = (p−1)q(n)+r(n) with q(n) and r(n) the quotient
and residue of n divided by p−1. Let t{n} = (pq(n) ·q(n)!)−1 ·tn, we have t{n} ∈ Acris.
We define a subring of B+cris, RK0 :=
{∑∞
i=0 fit
{i}, fi ∈ SK0 , fi → 0 as i→∞
}
.
Define Rˆ := RK0 ∩ W (R). Then Rˆ is a ϕ-stable subring of W (R), which is
also GK -stable, and the GK-action factors through Gˆ. Denote RˆOE := Rˆ ⊗Zp
OE , W (R)OE := W (R)⊗ZpOE , and extend the GK-action and ϕ-action on them
by acting on OE trivially. Note that SOE ⊂ RˆOE , and let ϕ : SOE → RˆOE be the
composite of ϕSOE : SOE → SOE and the embedding SOE → RˆOE .
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Definition 1.1. Let ′Modϕ,Gˆ
SOE
be the category (called the category of (ϕ, Gˆ)-modules
of height r with OE-coefficients) consisting of triples (M, ϕM, Gˆ) where,
(1) (M, ϕM) ∈
′ Modϕ
SOE
is a Kisin module of height r;
(2) Gˆ is a RˆOE -semi-linear Gˆ-action on Mˆ := RˆOE ⊗ϕ,SOE M;
(3) Gˆ commutes with ϕ
Mˆ
:= ϕRˆOE
⊗ ϕM;
(4) Regarding M as a ϕ(SOE )-submodule of Mˆ, then M ⊆ Mˆ
HK ;
(5) Gˆ acts on the Mˆ/(I+Rˆ)Mˆ trivially.
A morphism between two (ϕ, Gˆ)-modules is a morphism in Modϕ
SOE
which com-
mutes with Gˆ-actions.
Let Modϕ,Gˆ
SOE
be the full subcategory of ′Modϕ,Gˆ
SOE
where M ∈ Modϕ
SOE
. Let
Modϕ,Gˆ
SkE
be the full subcategory of ′Modϕ,Gˆ
SOE
where M ∈Modϕ
SkE
.
We summarize some useful results about Kisin modules and (ϕ, Gˆ)-modules with
coefficients.
Theorem 1.2. We can associate representations to Kisin modules and (ϕ, Gˆ)-
modules.
(1) Suppose M ∈Modϕ
SOE
of SOE -rank d, then
• TS(M) := HomS,ϕ(M,W (R)) and
• TSOE (M) := HomSOE ,ϕ(M,W (R)OE )
are naturally isomorphic as finite free OE-representations of G∞ of rank d.
(2) Suppose M ∈Modϕ
SkE
of SkE -rank d, then
• TS(M) := HomS,ϕ(M,W (R)⊗Zp Qp/Zp) and
• TSkE (M) := HomSkE ,ϕ(M,W (R)OE ⊗Zp Qp/Zp)
are naturally isomorphic as kE-representations of G∞ of dimension d.
(3) Suppose Mˆ ∈Modϕ,Gˆ
SOE
where M is of SOE -rank d, then
• Tˆ (Mˆ) := HomRˆ,ϕ(Mˆ,W (R)) and
• TˆSOE (Mˆ) := HomRˆOE ,ϕ
(Mˆ,W (R)OE )
are naturally isomorphic as finite free OE-representations of GK of rank d.
(4) Suppose Mˆ ∈Modϕ,Gˆ
SkE
where M is of SkE -rank d, then
• Tˆ (Mˆ) := HomRˆ,ϕ(Mˆ,W (R)⊗Zp Qp/Zp) and
• TˆSkE (Mˆ) := HomRˆOE ,ϕ
(Mˆ,W (R)OE ⊗Zp Qp/Zp)
are naturally isomorphic as kE-representations of GK of dimension d.
Proof. These statements are first prove in [Kis06, Liu10] without considering the
OE (or kE)-coefficients. For the proof concerning OE (or kE)-coefficients, and the
isomorphisms between the two ways of constructing representations, see [GLS14,
Prop. 3.4, Thm. 5.2], as well as [Lev13, Prop. 9.1.8]. 
Theorem 1.3.
(1) For M ∈Modϕ
SOE
, we have TS(M/ωEM) ≃ TS(M)/ωETS(M).
(2) The functor TS : Mod
ϕ
SOE
→ RepOE (G∞) is exact and fully faithful.
(3) Suppose V is a semi-stable representation of GK over an E-vector space,
with Hodge-Tate weights in {0, . . . , r} when considering V as a Qp-vector
8 HUI GAO
space. Suppose L ⊂ V is a G∞-stable OE-lattice, then there exists M ∈
Modϕ
SOE
, such that TS(M) ≃ L.
Theorem 1.4.
(1) For Mˆ ∈Modϕ,Gˆ
SOE
, we have Tˆ (Mˆ/ωEMˆ) ≃ Tˆ (Mˆ)/ωETˆ (Mˆ).
(2) There is natural isomorphism Tˆ (Mˆ) |G∞≃ TS(M) as OE [G∞]-representations.
(3) Tˆ induces an anti-equivalence between the category Modϕ,Gˆ
SOE
and the cat-
egory of GK -stable OE-lattices in semi-stable E-representations of GK with
Hodge-Tate weights in {0, . . . , r} (when considering V as a Qp-vector space).
Remark 1.5. The proof of the statements in Theorem 1.3 and Theorem 1.4 can
either be found or easily deduced, from [GLS14, §3, §5.1] and [Lev14, §4]. They are
in turn, based on works in [Kis06, Liu10, CL11], where they developed the theory
without OE-coefficients. We also remark that Statement (3) in Theorem 1.4 first
appeared in [Lev14, Thm. 4.1.6].
1.2. (ϕ, Gˆ)-modules when p > 2. When p > 2, the theory of (ϕ, Gˆ)-modules
becomes simpler.
Lemma 1.6. Suppose p > 2. Let Mˆ ∈ Modϕ,Gˆ
SOE
. Then Mˆ is uniquely determined
up to isomorphism by the following information:
(1) A matrix Aϕ ∈ Mat(SOE ) for the Frobenius ϕ : M → M, such that there
exist B ∈Mat(SOE ) with AϕB = E(u)
rId.
(2) A matrix Aτ ∈ Mat(RˆOE ) (for the τ-action τ : Mˆ→ Mˆ) such that
• Aτ − Id ∈ Mat(I+RˆOE ),
• Aττ(ϕ(Aϕ)) = ϕ(Aϕ)ϕ(Aτ ).
• g(Aτ ) =
∏εp(g)−1
k=0 τ
k(Aτ ) for all g ∈ G∞ such that εp(g) ∈ Z
≥0.
Proof. This is because when p > 2, we have Gˆ ≃ Gp∞ ⋊HK , and Gp∞ is topologi-
cally generated by τ . The last bullet item (g(Aτ ) =
∏εp(g)−1
k=0 τ
k(Aτ )) in Condition
(2) is needed by [Car13, Prop. 1.3]. 
We can detect (ϕ, Gˆ)-modules that are crystalline, by the following theorem.
Theorem 1.7 ([GLS14, Prop. 5.9], [Oze14, Thm. 21]). Suppose p > 2, and let
Mˆ ∈Modϕ,Gˆ
SOE
. Then Tˆ (Mˆ)⊗OE E is a crystalline representation if and only if
(τ − 1)(M) ∈ Mˆ ∩ (upϕ(t)W (R)⊗ϕ,S M) = Mˆ ∩ (u
pϕ(t)W (R)OE ⊗ϕ,SOE M).
Remark 1.8. By Theorem 1.7 and Lemma 1.6, when p > 2, to give a crystalline
(ϕ, Gˆ)-module Mˆ ∈ Modϕ,Gˆ
SOE
is the same to give
(1) A matrix Aϕ ∈ Mat(SOE ) as in Lemma 1.6(1).
(2) A matrix Aτ ∈ Mat(RˆOE ) as in Lemma 1.6(2), except that we furthermore
require Aτ − Id ∈ Mat(RˆOE ∩ (u
pϕ(t)W (R)OE )).
1.3. Rank 1 Kisin modules and (ϕ, Gˆ)-modules. Now, we recall some useful
facts about rank-1 Kisin modules and (ϕ, Gˆ)-modules with OE-coefficients. See
[GLS14, §6] and [GLS15, §5.1] for more details. In this subsection, we have to
assume that K/Qp is unramified and p any prime number (except Lemma 1.14,
where we assume p > 2).
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Definition 1.9. Let t = (t0, . . . , tf−1) be a sequence of non-negative integers, a ∈
k×E . Let M(t; a) := M(t0, . . . , tf−1; a) =
∏f−1
s=0 M(t; a)s be the rank-1 module in
Modϕ
SkE
such that
• M(t; a)s is generated by es, and
• ϕ(es−1) = (a)su
tses, where (a)s = a if s = 0 and (a)s = 1 otherwise.
Definition 1.10. Let t = (t0, . . . , tf−1) be a sequence of non-negative integers,
aˆ ∈ OE. Let M(t; aˆ) := M(t0, . . . , tf−1; aˆ) =
∏f−1
s=0 M(t; aˆ)s be the rank-1 module
in Modϕ
SOE
such that
• M(t; aˆ)s is generated by e˜s, and
• ϕ(e˜s−1) = (aˆ)s(u− π)
ts e˜s, where (aˆ)s = aˆ if s = 0 and (aˆ)s = 1 otherwise.
Lemma 1.11 ([GLS14, Lem. 6.2, Lem. 6.3, Cor. 6.5]).
(1) Any rank 1 module in Modϕ
SkE
is of the form M(t; a) for some t and a.
(2) When aˆ is a lift of a, M(t; aˆ)/ωEM(t; aˆ) ≃M(t; a).
(3) There is a unique Mˆ(t; aˆ) ∈Modϕ,Gˆ
SOE
such that
• The ambient Kisin module of Mˆ(t; aˆ) is M(t; aˆ), and
• Tˆ (Mˆ(t; aˆ)) is a crystalline character.
And in fact, Tˆ (Mˆ(t; aˆ)) = λaˆ
∏f−1
s=0 ψ
ts
s , where ψs is certain crystalline
character such that HTi(ψs) = 1 if i = s, HTi(ψs) = 0 if i 6= s, and λaˆ is
the unramified character of GK which sends the arithmetic Frobenius to aˆ.
(4) There is a unique Mˆ(t; a) ∈ Modϕ,Gˆ
SkE
such that the ambient Kisin module
is M(t; a). Furthermore, Tˆ (Mˆ(t; a)) is the reduction of Tˆ (Mˆ(t; aˆ)) for any
lift aˆ ∈ OE of a.
Definition 1.12. Let N = M(t; a), for each s, define αs(N) :=
1
pf−1
∑f
j=1 p
f−jtj+s.
Note that we have αs(N) + ts = pαs−1(N), ∀s.
Lemma 1.13 ([GLS15, Lem. 5.1.2], [GLS14, Prop. 6.7]). Let Nˆ = Mˆ(t; a),
Nˆ
′
= Mˆ(t′; a′), then
(1) Tˆ (Nˆ) |IK≃ Π
f−1
s=0w
ts
s , where ws : IK → Fp
×
is the fundamental character
corresponding to κs : k →֒ Fp (the reduction of κs).
(2) The following are equivalent:
(a) Tˆ (Nˆ) ≃ Tˆ (Nˆ
′
) as GK-representations.
(b) TS(N) ≃ TS(N
′
) as G∞-representations.
(c) αs(N)− αs(N
′
) ∈ Z for some s (and thus all s), and a = a′.
(d)
∑f−1
s=0 p
f−1−sts ≡
∑f−1
s=0 p
f−1−st′s(modp
f − 1), and a = a′.
(3) There exists nonzero morphism N→ N
′
if and only if αs(N)−αs(N
′
) ∈ Z≥0
for all s, and a = a′.
We recall the following useful lemma.
Lemma 1.14 ([GLS14, Lem. 7.1]). Let p > 2, t0, . . . , tf−1 ∈ [−p, p] such that∑f−1
s=0 p
f−1−sts ≡ 0(modp
f − 1). Then one of the following holds:
(1) (t0, . . . , tf−1) = ±(p− 1, . . . , p− 1),
10 HUI GAO
(2) t0, . . . , tf−1 considered as a cyclic list, can be broken up into strings of the
form ±(−1, p−1, . . . , p−1, p) (where there might be no occurrence of p−1)
and strings of the form (0, . . . , 0).
2. Shapes of upper triangular Kisin modules with kE-coefficient-I
In this section, we study the shape of Kisin modules with kE-coefficient coming
from reductions of crystalline representations. We will often use the notations listed
below.
(CRYS.) Let p > 2 be an odd prime, K/Qp a finite unramified extension.
• Suppose V is a crystalline representation of E-dimension d, such that the
labelled Hodge-Tate weights are HTκs(D) = HT(Ds) = rs = {0 = rs,1 <
. . . < rs,d ≤ p}.
• Let ρ = T be a GK-stable OE-lattice in V , and Mˆ ∈ Mod
ϕ,Gˆ
SOE
the (ϕ, Gˆ)-
module attached to T . Let ρ := T/ωET be the reduction.
• Let Mˆ = Πf−1s=0Mˆs be the decomposition, where Mˆs = εsMˆ. And similarly
for the ambient Kisin module M = Πf−1s=0Ms.
• Denote Mˆ the reduction modulo ωE of Mˆ, so it decomposes as Mˆ =
Πf−1s=0 Mˆs. And similarly for the ambient Kisin module M = Π
f−1
s=0Ms.
Theorem 2.1 ([GLS14, Thm. 4.22]). With notations from (CRYS). There exists
an OE [[u]]-basis {es,i}0≤s≤f−1,1≤i≤d of M such that
• es = (es,1, . . . , es,d) is an OE [[u]]-basis of Ms for each s.
• We have ϕ(es−1) = esXsΛsYs where Xs, Ys ∈ GLd(OE [[u]]) ,Ys ≡ Id(mod
ωE), and Λs = [E(u)
rs,1 , . . . , E(u)rs,d ].
Proposition 2.2. Let Ni = M(ti; ai) = M(ti,0, . . . , ti,f−1; ai) for 1 ≤ i ≤ d. Sup-
pose M ∈ Modϕ
SkE
such that M ∈ E(Nd, . . . ,N1) is an upper triangular extension.
Then there exists basis es = (es,1, . . . , es,d) of Ms, such that
ϕ(es−1) = (es)As = (es)


(a1)su
t1,s xs,i,j
. . .
(ad)su
td,s

 ,
where As is an upper triangular matrix such that:
(1) The diagonal entries in the matrix are (ai)su
ti,s , ∀s, ∀i. The entries on the
upper right xs,i,j are polynomials in kE [u], ∀s, ∀1 ≤ i < j ≤ d.
(2) For 1 ≤ i < j ≤ d, if there does not exist nonzero morphism Nj → Ni,
then deg(xs,i,j) < tj,s, ∀s.
(3) For 1 ≤ i < j ≤ d, if there exists nonzero morphism Nj → Ni, then for
any one choice of s0,
• we can make xs0,i,j into the form xs0,i,j = x
′
s0,i,j+as0,i,ju
tj,s0+αs0 (Nj)−αs0 (Ni),
where deg(x′s0,i,j) < tj,s0 and as0,i,j ∈ kE.
• For all s 6= s0, we still have deg(xs,i,j) < tj,s.
Proof. This is easy generalization of [GLS14, Prop. 7.4], by induction on d. 
Proposition 2.3. With notations from (CRYS). Suppose that ρ is upper tri-
angular. Then M is upper triangular, i.e., M ∈ E(Nd, . . . ,N1) where Ni =
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M(ti,0, . . . , ti,f−1, ai) are some rank-1 Kisin modules with kE-coefficient. Further-
more, for any s, we have {t1,s, . . . , td,s} = {rs,1, . . . , rs,d} as sets.
Proof. M is upper triangular by [Oze13, Lem. 4.4]. By Theorem 2.1, there exists
basis es of Ms such that ϕ(es−1) = esXs[u
rs,1 , . . . , urs,d ], where rs,1 < · · · < rs,d.
Since M ∈ E(Nd, . . . ,N1), by Proposition 2.2, there exists another basis fs =
(fs,i) of Ms such that ϕ(f s−1) = f sAs where As is upper triangular with diagonal
elements being (a1)su
t1,s , . . . , (ad)su
td,s .
Suppose es = fsTs for all s, then we will have
As = TsXs[u
rs,1, . . . , urs,d ]ϕ(T−1s−1).
Then we can conclude by applying the following lemma, where we let M = As, B =
TsXs, D = [u
rs,1, . . . , urs,d ] and A = ϕ(T−1s−1). 
Lemma 2.4. If we have M = BDA, where
• M ∈ Mat(kEJuK) which is upper triangular with diagonal elements being
c1u
t1 , . . . , cdu
td, where ci ∈ kE [[u]]
×, ∀i;
• B ∈ GLd(kE [[u]]), D = [u
r1 , . . . , urd ] with 0 ≤ r1 ≤ . . . ≤ rd ≤ p, and
A ∈ GLd(kEJu
pK) (note here that we do not need ri to be distinct);
then {t1, . . . , td} = {r1, . . . , rd} as sets.
Proof. Write A = (ai,j), and suppose that ak1,1 is the top most element in col1(A)
that is a unit (which exists because A is invertible). Then multiply both sides of
M = B[ur1 , . . . , urd ]A by the following invertible upper triangular matrix
C =


1 −
ak1,2
ak1,1
· · · −
ak1,d
ak1,1
1 0 0
. . . 0
1


Let (a′i,j) = A
′ = AC (which is still in Mat(kEJu
pK)), then col1(A
′) = col1(A),
and a′k1,j = 0 for j > 1. And M
′ = MC has the same diagonal of M . So we
can and do assume that we already have ak1,1 is the top most unit in col1(A), and
ak1,j = 0 for j > 1. Now, do the same procedure for the second column of A.
That is, suppose ak2,2 is the top most element in col2(A) that is a unit, then make
ak2,j = 0 for j > 2. In the end, we can assume that aki,i is the top most unit in
coli(A), and aki,j = 0 for j > i. Clearly we have {k1, . . . , kd} = {1, . . . , d} as sets.
Then it is clear that urki | coli(DA) (using the fact that non-units in kEJu
pK are
divisible by up, and 0 ≤ r1 ≤ · · · ≤ rd ≤ p). So u
rki | coli(BDA), and we will have
urki | uti , ∀i. However, by a determinant argument,
∑d
i=1 rki =
∑d
i=1 ri =
∑d
i=1 ti,
so we must have urki ‖ uti , ∀i, that is ti = rki , ∀i. 
3. Models of upper triangular reductions of crystalline
representations
Before we can proceed further with the study of shape of upper triangular Kisin
modules with kE-coefficient, we need to introduce the condition (C-1). One of the
aims is to make sure that:
• WhenM ∈ E(Nd, . . . ,N1), there does not exist nonzero morphismNj → Ni
for any 1 ≤ i < j ≤ d (i.e., the situation in Statement (3) of Proposition
2.2 does not happen).
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However note that (C-1) is stronger than the bullet condition above. We will need
the full strength of (C-1) in Theorem 7.10.
Definition 3.1. (1) For a rank-1 module M = M(t0, . . . , tf−1; a) ∈ Mod
ϕ
SkE
,
define WT(M) as the ordered set {t0, . . . , tf−1}.
(2) For an upper triangular module M ∈ E(Nd, . . . ,N1), define WT(M) to be
the d× f -matrix, where rowi(WT(M)) = WT(Ni), ∀1 ≤ i ≤ d.
Definition 3.2. Let
• ζ1, . . . , ζd : GK → k
×
E be d characters.
• h0, . . . , hf−1 be f sets, where hs is a set of d distinct integers in [0, p], for
each 0 ≤ s ≤ f − 1.
Amodel of the ordered sequence {ζ1, . . . , ζd} with respect to the ordered sequence
{h0, . . . , hf−1} is a d× f -matrix N = (ni,s)1≤i≤d,0≤s≤f−1, such that
• cols(N) = hs as sets of numbers, for 0 ≤ s ≤ f − 1;
• For each 1 ≤ i ≤ d, there exists a rank-1 Kisin module with kE-coefficient
defined by M(ni,0, . . . , ni,f−1; ai) for some ai ∈ k
×
E such that
TS(M(ni,0, . . . , ni,f−1; ai)) = ζi |G∞ .
With notations from (CRYS), suppose ρ is upper triangular, that is, ρ ∈
E(χ1, . . . , χd) for some characters. By Proposition 2.3, there exists some rank-1
Kisin modulesN1, . . . ,Nd, such thatM ∈ E(Nd, . . . ,N1) and TS(M) = ρ |G∞ . Sup-
poseNi = M(ti,0, . . . , ti,f−1; ai). Then ai are uniquely determined, and cols(WT(M)) =
{t1,s, . . . , td,s} is equal to HT(Ds) as sets of numbers. So, the matrix WT(M) is a
model of {χ1, . . . , χd} with respect to {HT0(D), . . . ,HTf−1(D)}. For many theo-
rems in our paper, we will need to have the following condition.
Condition (C-1): Suppose ρ ∈ E(χ1, . . . , χd), then {χ1, . . . , χd} has a unique
model with respect to {HT0(D), . . . ,HTf−1(D)}.
Remark 3.3. It is clear that when condition (C-1) is satisfied, χi 6= χj , ∀i 6= j.
So in particular, the situation in Statement (3) of Proposition 2.2 will not happen.
Here are some examples when the condition is satisfied.
Lemma 3.4. The condition (C-1) is satisfied if one of the following is true,
(1) K = Qp, i.e., f = 1, and the differences between any two elements in
HT (D0) are never p− 1.
(2) For each s, the differences between two elements in HT(Ds) are never 1.
And for one s0, p− 1 /∈ HT(Ds0).
(3) For each s, HT(Ds) ⊆ [0, p− 1]. And for one s0, p− 1 /∈ HT(Ds0).
Proof. If N is another model other than WT(M), then by Lemma 1.13, for each i,
rowi(N)− rowi(T ) will satisfy the solutions in Lemma 1.14. 
The naming of the concept of model reflects our initial intention to generalize
results in [GLS14, §8.2] and [GLS15, §5.3]. In particular, we wanted to find some
maximal model, which will help us to prove an analogue of [GLS15, Prop. 5.3.4].
Unfortunately, we were not able to achieve this.
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4. Shapes of upper triangular Kisin modules with kE-coefficient-II
Proposition 4.1. With notations from (CRYS) and Proposition 2.3. Suppose
that ρ is upper triangular, and there does not exist nonzero morphism Nj → Ni for
any 1 ≤ i < j ≤ d (e.g., when Condition (C-1) is satisfied).
Let es be a basis of Ms as in Proposition 2.2, such that ϕ(es−1) = (es)As
where As satisfies the statements of Proposition 2.2 (note that Statement (3) of
Proposition 2.2 will not happen). Then we must have xs,i,j = u
ti,sys,i,j, where
• ys,i,j = 0 if tj,s < ti,s.
• ys,i,j ∈ kE if tj,s > ti,s.
Remark 4.2. We remark that Proposition 4.1 effectively gives an “upper bound”
for the shape of upper triangular Kisin modules with kE-coefficient that we are
studying (we mentioned about this “upper bound” in the Introduction). This
is because for the matrices As, the elements that can vary are those ys,i,j when
tj,s > ti,s, and they can only vary in kE . We will need Section 5 to give precise
meaning for the “upper bound”, see Proposition 5.9.
Proof. From the proof of Proposition 2.3, we haveAsϕ(Ts−1) = TsXs[u
rs,1 , . . . , urs,d ].
Let Rs ∈ GLd(kE) such that R
−1
s [u
rs,1 , . . . , urs,d ]Rs = [u
t1,s , . . . , utd,s ], and consider
the equality
Asϕ(Ts−1)Rs = TsXsRs[u
t1,s , . . . , utd,s ].
The i-th column on the right hand side is divisible by uti,s . Let ϕ(Ts−1) =
Ps−1+u
pQs−1 where Ps−1 ∈ GLd(kE), Qs−1 ∈Matd(kEJu
pK), so we will have uti,s |
coli(AsPs−1Rs). Then we can apply the following lemma to conclude, where we let
X = As[(a1)
−1
s , . . . , (ad)
−1
s ], and A = [(a1)s, . . . , (ad)s]Ps−1Rs in the lemma. 
Lemma 4.3. Suppose t1, . . . , td are distinct integers in [0, p]. Suppose
X =


ut1 xi,j
. . .
utd

 , A ∈ GLd(kE),
where X is an upper triangular matrix with coefficients in kE [u], such that
• deg(xi,j) < tj, and
• uti | coli(XA).
Then we must have xi,j = u
tiyi,j , where
• yi,j = 0 if tj < ti, and
• yi,j ∈ kE if tj > ti.
Proof. We prove the lemma by induction on the dimension d.
• We say that an upper triangular matrix X ∈ Mat(kE [u]) of the shape

ut1 xi,j
. . .
utd

 satisfies the property (DEG) if deg(xi,j) < tj , ∀i < j.
• If the conclusion of the lemma is satisfied, we say that X satisfies property
(P ). We also say xi,j satisfies (P ) for a single index (i, j) if xi,j satisfies
the conclusion of the lemma.
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The lemma is trivially true when d = 1. We want to remark here that when
d = 2, the lemma is true by arguments in [GLS14, Thm. 7.9]. However, here we
give a general argument, which will work for all d. So now suppose the lemma
is true when the dimension is less than d. We now prove it when the dimension
becomes d. In order to do so, we first prove two sublemmas (Sublemma 4.5 and
Sublemma 4.6), which are indeed special cases when the dimension becomes d. The
reason that we are writing these two special cases first, is because they will make
the general process much more transparent. 
Notations. We will use Mat(xi,j) to mean the matrix where the only nonzero
element is its i-th row, j-th column element, and the element is precisely xi,j . We
hope this does not cause confusion. For a matrix A, we use Ai,j to mean the
co-matrix of ai,j , that is, the matrix after deleting i-th row and j-th column of A.
Before we prove the sublemmas, we make a useful definition. Let X satisfy
(DEG). We call the following procedure an allowable procedure for X :
X  X ′ = X(Id−Mat(ci,j)),
where 1 ≤ i < j ≤ d are two numbers such that ti < tj , and ci,j ∈ kE .
It is easy to see that if we let A′ = (Id−Mat(ci,j))
−1A, then we have the following
(note that the only change is the j-th column of X , and using that ti < tj)
• X ′ still satisfies property (DEG).
• X ′A′ = XA (so in particular uti | coli(X
′A′)⇔ uti | coli(XA), ∀i).
• X satisfies (P ) if and only if X ′ satisfies (P ).
Remark 4.4. A very useful remark is that, when X satisfies (P), one can apply
finite times of allowable procedures to changeX to the diagonal matrix [ut1 , . . . , utd ].
One can start by making xd−1,d = 0 by letting X  X(Id −Mat(yd−1,d)). And
then, one can consecutively make xd−2,d = 0, . . . , x1,d = 0. Then one can change
xd−2,d−1 to 0, and so on.
Sublemma 4.5. If td is maximal in {t1, . . . , td}, then X satisfies (P ).
Proof. Since utd | X


a1,d
...
ad,d

 , so we have utd | utd−1ad−1,d + xd−1,dad,d. Since
deg(utd−1ad−1,d + xd−1,dad,d) < td, so u
td−1ad−1,d + xd−1,dad,d = 0. We claim that
ad,d 6= 0. Suppose otherwise, then ad−1,d = 0. Since
utd | utd−2ad−2,d + xd−2,d−1ad−1,d + xd−2,dad,d,
so ad−2,d = 0. And similarly we will find ai,d = 0, ∀1 ≤ i ≤ d, which is impossible
since A is invertible.
So now ad,d 6= 0, we must have xd−1,d = u
td−1yd−1,d for some yd−1,d ∈ kE . Now
let X ′ = X(Id − Mat(yd−1,d)) and A
′ = (Id − Mat(yd−1,d))
−1A, so x′d−1,d = 0.
Note that the above procedure is an allowable procedure, so we can and do assume
our X already satisfies that xd−1,d = 0. Then we have ad−1,d = 0.
Since utd | utd−2ad−2,d + xd−2,d−1ad−1,d + xd−2,dad,d = u
td−2ad−2,d + xd−2,dad,d,
by similar argument as above, xd−2,d = u
td−2yd−2,d. And then we can change X
to X ′ = X(Id−Mat(yd−2,d)), and argue similarly as above. So in the end, we can
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actually assume that xi,d = 0, ai,d = 0 for 1 ≤ i ≤ d− 1. So we have
XA =
(
Xd,d 0
0 utd
)(
Ad,d 0
ad,j |1≤j≤d−1 ad,d
)
=
(
Xd,dAd,d 0
utdad,j |1≤j≤d−1 u
tdad,d
)
.
So we will have that utk | colk(Xd,dAd,d) for 1 ≤ k ≤ d − 1. By induction
hypothesis, Xd,d satisfies (P ), so X satisfies (P ), and we are done. 
Sublemma 4.6. If t1 is maximal in {t1, . . . , td}, then X satisfies (P ).
Proof. Now ut1 | X


a1,1
...
ad,1

 , so we have ut1 | utdad,1, and so ad,1 = 0. Then
similarly we have ai,1 = 0 for 2 ≤ i ≤ d. So
XA =
(
ut1 (x1,j)2≤j≤d
0 X1,1
)(
a1,1 (a1,j)2≤j≤d
0 A1,1
)
=
(
ut1a1,1 u
t1(a1,j) + (x1,j)A1,1
0 X1,1A1,1
)
.
Then we will have that utk+1 | colk(X1,1A1,1) for 1 ≤ k ≤ d − 1. So we can use
induction hypothesis to see that X1,1 satisfies (P ). What is left is to show that
x1,j = 0 for 2 ≤ j ≤ d. Since X1,1 satisfies (P), by Remark 4.4, we can apply
finite steps of allowable procedures on X (these procedures do not involve the first
column of X), so that X1,1 becomes a diagonal matrix. That is, we can and do
assume X1,1 = [u
t2 , . . . , utd ].
Suppose tk1 = max{t2, . . . , td}, so we have u
tk1 | X


a1,k1
...
ad,k1

 . Because X1,1 is
diagonal, it is easy to see that we must have ai,k1 = 0, for i 6= 1, k1. So we now
have
utk1 | Xcolk1(A) =
(
ut1 (x1,j)
0 X1,1
)


a1,k1
0
...
0
ak1,k1
0
...
0


=


ut1a1,k1 + x1,k1ak1,k1
0
...
0
utk1ak1,k1
0
...
0


.
Since col1(A) = (1, 0, . . . , 0)
T and A is invertible, we must have ak1,k1 6= 0, and
so x1,k1 = 0.
Now, suppose tk2 = max{{t1, . . . , td}−{t1, tk1}}. Then similarly we can see that
ai,k2 = 0 for i 6= 1, k1, k2. We must have ak2,k2 6= 0 because A is invertible. We
have utk2 | ut1a1,k2 + x1,k1ak1,k2 + x1,k2ak2,k2 = u
t1a1,k2 + x1,k2ak2,k2 , and we can
conclude that x1,k2 = 0. Argue similarly with consecutive next maximal elements
in {t1, . . . , td} will show that x1,j = 0 for 2 ≤ j ≤ d. 
Proof of Lemma 4.3, continued. So now, let us prove the general lemma. As-
sume tk = max{t1, . . . , td}, by Sublemma 4.5 and Sublemma 4.6, we can assume
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1 < k < d. So we have utk | X


a1,k
...
ad,k

 . Then ai,k = 0 for k < i ≤ d. So we have
that utk |


ut1 xi,j
. . .
utk




a1,k
...
ak,k

 . Apply similar allowable procedures as in
Sublemma 4.5, we can make xi,k = 0, ai,k = 0 for 1 ≤ i ≤ k − 1. So,
XA =

 X1 0 X20 utk X3
0 0 X4



 A1 0 A2A3 ak,k A4
A5 0 A6

 =

 X1A1 +X2A5 0 X1A2 +X2A6utkA3 +X3A5 utkak,k utkA4 +X3A6
X4A5 0 X4A6

 .
It is easy to see that Xk,k satisfies (P ) by induction hypothesis. What is left is
to show that xk,j = 0 for j > k. It can be done similarly as in Sublemma 4.6. 
5. OE-module structure of extension classes
In this section, we prove that certain sets of extension classes have natural OE-
module structures, and that these structures are compatible with each other. Many
results in this section are clearly valid for general K/Qp and any prime number p.
But for our purpose, we assume throughout that K/Qp is unramified and p >
2. However, sometimes we specifically point out the assumption p > 2, just to
emphasize the necessity.
We want to remark here that this section is heavily influenced by the unpublished
notes [GLS] of Toby Gee, Tong Liu and David Savitt. In fact, practically all
the major definitions and results (in particular, Propositions 5.4, 5.14, 5.16) are
taken directly from [GLS], including the proofs. We want to heartily thank their
generosity again. The notes [GLS] played a great and essential role in shaping the
style of the main local results in Section 7, and in fact has corrected a quite serious
mistake in an earlier draft of our paper.
5.1. Extension of Kisin modules and (ϕ, Gˆ)-modules.
Definition 5.1.
(1) A sequence 0→ L→ N→ L′ → 0 in Modϕ
SOE
is called short exact, if it is
short exact as a sequence of SOE -modules.
(2) A sequence 0→ Lˆ→ Nˆ→ Lˆ′ → 0 in Modϕ,Gˆ
SOE
is called short exact, if it is
short exact as a sequence of SOE -modules.
(3) We can define short exact sequences in Modϕ
SkE
and Modϕ,Gˆ
SkE
analogously.
Definition 5.2.
(1) Suppose L,L′ ∈Modϕ
SOE
. Let Ext(L′,L) be the set of short exact sequences
0 → L → N → L′ → 0 in the category Modϕ
SOE
, modulo the equivalence
relation as follows. Call 0 → L → N(1) → L′ → 0 and 0 → L → N(2) →
L
′ → 0 equivalent, if there exists ξ : N(1) → N(2) such that the following
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diagram commutes:
0 −−−−→ L −−−−→ N(1) −−−−→ L′ −−−−→ 0∥∥∥ ξy ∥∥∥
0 −−−−→ L −−−−→ N(2) −−−−→ L′ −−−−→ 0
(2) We can define similar Ext’s for pairs of objects in categories Modϕ,Gˆ
SOE
,
Modϕ
SkE
, and Modϕ,Gˆ
SkE
.
Remark 5.3. Indeed, when we define Ext’s in various categories, we should have
added certain subscripts to distinguish the situation. However, in our paper, the
category where we are taking Ext are mostly clear from the context. We do some-
times add some subscripts (whose meaning will be obvious) to avoid ambiguity.
Proposition 5.4 ([GLS]). The following statements hold.
(1) Suppose L′,L ∈ Modϕ
SOE
, then Ext(L′,L) has an OE-module structure.
(2) Suppose Lˆ′, Lˆ ∈ Modϕ,Gˆ
SOE
, then Ext(Lˆ′, Lˆ) has an OE-module structure.
(3) Suppose p > 2, and both Lˆ′, Lˆ ∈Modϕ,Gˆ
SOE
are crystalline, then Extcris(Lˆ
′, Lˆ)
has an OE-module structure. Here, Extcris(Lˆ
′, Lˆ) ⊆ Ext(Lˆ′, Lˆ) consists
of equivalence classes of short exact sequences where the central object is
crystalline.
(4) Suppose L
′
,L ∈ Modϕ
SkE
, then Ext(L
′
,L) has a kE-vector space structure.
(5) Suppose Lˆ
′
, Lˆ ∈ Modϕ,Gˆ
SkE
, then Ext(Lˆ
′
, Lˆ) has a kE-vector space structure.
(6) Suppose L′,L ∈ Modϕ
SOE
, then the following natural map
Ext(L′,L)/ωE Ext(L
′,L)→ Ext(L
′
,L)
is an injective homomorphism of kE-vector spaces.
(7) Suppose Lˆ′, Lˆ ∈ Modϕ,Gˆ
SOE
, then the following natural map
Ext(Lˆ′, Lˆ)/ωE Ext(Lˆ
′, Lˆ)→ Ext(Lˆ
′
, Lˆ)
is an injective homomorphism of kE-vector spaces.
Proof. Proof of (1). Let d = rkSOEL, d
′ = rkSOEL
′. Let e = (e1, . . . , ed) be
a fixed SOE -basis of L, and let e
′ = (e′1, . . . , e
′
d′) be a fixed SOE -basis of L
′.
For brevity, in the following, we simply use e, e′ to denote the bases. Suppose
ϕ(e) = eA, ϕ(e′) = e′A′, where A,A′ ∈ Mat(SOE ), and let B,B
′ ∈Mat(SOE ) such
that AB = (E(u))rId,A′B′ = (E(u))rId.
Let M be the set of matrices in Mat(SOE ) with the shape
(
A C
0 A′
)
such
that there exists
(
B D
0 B′
)
∈ Mat(SOE ) such that
(
A C
0 A′
)(
B D
0 B′
)
=
(E(u))rId. M has a natural OE -module structure where
a
(
A C1
0 A′
)
+ b
(
A C2
0 A′
)
:=
(
A aC1 + bC2
0 A′
)
, ∀a, b ∈ OE .
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Define an equivalence relation in M such that
(
A C1
0 A′
)
and
(
A C2
0 A′
)
are
equivalent if there exists a matrix W , such that C1 − C2 = WA
′ − Aϕ(W ). Let
M0 be the subset of M consisting of elements equivalent to
(
A 0
0 A′
)
. One can
easily check that M0 is a submodule of M . Let M˜ := M/M0. One can easily check
that if we change e, e′ to some other bases, we will get isomorphic M˜ .
Now for x˜ ∈ Ext(L′,L), choose a representative: 0→ L→ N→ L′ → 0. Take a
section (of SOE -modules) sx˜ : L
′ → N, then (e, sx˜(e
′)) forms a basis for N. Then
ϕ(e, sx˜(e
′)) = (e, sx˜(e
′))
(
A Cx˜,sx˜
0 A′
)
for some matrix Cx˜,sx˜ .
We define a map of sets F : Ext(L′,L)→ M˜ by mapping x˜ above to
(
A Cx˜,sx˜
0 A′
)
.
One can easily check that this map is well-defined, in particular, it does not depend
on the choice of the short exact sequence for x˜, or the choice of the section sx˜. One
can also easily check that this map is a bijection. So we can equip Ext(L′,L) with
an OE-structure via that on M˜ .
Proof of (2). The proof is very similar to (1). We will give a sketch, since the
ideas will be used later. Again, let e, e′ be a basis of L,L′ respectively, and suppose
ϕ(e) = eA, ϕ(e′) = e′A′, g(1 ⊗ϕ e) = (1 ⊗ϕ e)Xg, g(1⊗ϕ e
′) = (1 ⊗ϕ e
′)X ′g, where
Xg, X
′
g ∈ Mat(RˆOE ), ∀g ∈ Gˆ.
LetM be the set where an elementm ∈M is a set of matrices consisting ofmϕ =(
A C
0 A′
)
and mg =
(
Xg Yg
0 X ′g
)
for each g ∈ Gˆ, where C ∈ Mat(SOE), Yg ∈
Mat(RˆOE ), which satisfy the following conditions:
• There exists
(
B D
0 B′
)
∈ Mat(SOE ) such that
(
A C
0 A′
)(
B D
0 B′
)
=
(E(u))rId.
• mg1g2 = g1(mg2)mg1 , ∀g1, g2 ∈ Gˆ.
• mgg(ϕ(mϕ)) = ϕ(mϕ)ϕ(mg), ∀g ∈ Gˆ.
• mh =
(
Id 0
0 Id
)
, ∀h ∈ HK .
• Yg ∈ Mat((I+Rˆ)OE ), ∀g ∈ Gˆ.
M has a natural OE-module structure, where if m
(i) ∈ M, i = 1, 2 such that
m
(i)
ϕ =
(
A C(i)
0 A′
)
,m
(i)
g =
(
Xg Y
(i)
g
0 X ′g
)
g∈Gˆ
, and if a, b ∈ OE , then define
m = am(1) + bm(2) to be such that
mϕ =
(
A aC(1) + bC(2)
0 A′
)
,mg =
(
Xg aY
(1)
g + bY
(2)
g
0 X ′g
)
g∈Gˆ
.
Define an equivalence relation on M , where m(1) and m(2) are equivalent, if
there exists a matrix W ∈ Mat(SOE ), such that C
(1) − C(2) = WA′ − Aϕ(W )
and Y
(1)
g − Y
(2)
g = WX ′g − Xgg(W ), ∀g ∈ Gˆ. Then let M0 be the submodule of
M consisting of elements equivalent to m0, where m0,ϕ =
(
A 0
0 A′
)
,m0,g =
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(
Xg 0
0 X ′g
)
g∈Gˆ
. Let M˜ = M/M0. One can show similarly as in the proof of
statement (1) that there is a bijection between Ext(Lˆ′, Lˆ) and M˜ , and so one can
equip an OE-module structure on Ext(Lˆ
′, Lˆ).
Proof of (3). Similarly as in the proof of (2), let e, e′ be a basis of L,L′
respectively, and suppose ϕ(e) = eA, ϕ(e′) = e′A′, τ(1⊗ϕ e) = (1⊗ϕ e)Xτ , τ(1⊗ϕ
e′) = (1 ⊗ϕ e
′)X ′τ , where Xτ − Id,X
′
τ − Id ∈ Mat(RˆOE ∩ (u
pϕ(t)W (R)OE )), by
Theorem 1.7 and Remark 1.8.
Let M be the set where an element m ∈ M is a set of two matrices mϕ =(
A C
0 A′
)
,mτ =
(
Xτ Yτ
0 X ′τ
)
, where C ∈ Mat(SOE ), Yτ ∈ Mat(RˆOE ), which
satisfy the following conditions:
• There exists
(
B D
0 B′
)
such that
(
A C
0 A′
)(
B D
0 B′
)
= (E(u))rId.
• mτ τ(ϕ(mϕ)) = ϕ(mϕ)ϕ(mτ ).
• Yτ ∈Mat(RˆOE ∩ (u
pϕ(t)W (R)OE )).
• g(mτ ) =
∏εp(g)−1
k=0 τ
k(mτ ) for all g ∈ G∞ such that εp(g) ∈ Z
≥0.
Similarly as in the proof of Statement (2),M has a naturalOE -module structure.
Then we can similarly define an equivalence relation, and take the quotient M˜ .
Combining with Proposition 1.7 and Remark 1.8, we can show that there is a
bijection between Extcris(Lˆ
′, Lˆ) and M˜ , and so Extcris(Lˆ
′, Lˆ) has an OE -module
structure.
Proof of (4)(resp. (5)) is very similar to that of (1) (resp. (2)).
Proof of (6). To prove Statement(6), we use notations in the proof of Statement
(1). Suppose x˜ ∈ Ext(L′,L) maps to 0 in Ext(L
′
,L), then it suffices to show that
x˜ ∈ ωE Ext(L
′,L). Suppose x˜ corresponds to
(
A C
0 A′
)
, then
(
A C
0 A
′
)
is
equivalent to the trivial extension in Ext(L
′
,L). So there exists W ∈ Mat(SkE )
such that C = WA
′
− Aϕ(W ). Take any lift W ∈ Mat(SOE ) of W . Then we
have C − WA′ − Aϕ(W ) = ωEP for some P ∈ Mat(SOE ). So
(
A C
0 A′
)
is
in fact equivalent to
(
A ωEP
0 A′
)
. So now it suffices to show that
(
A P
0 A′
)
is an element in Ext(L′,L). Suppose
(
A ωEP
0 A′
)(
B D
0 B′
)
= (E(u))rId,
then AD + ωEPB
′ = 0. We have ωE | AD, so ωE | A
′AD = (E(u))rD. Thus
ωE | D because ωE | E(u)x in SOE if and only if ωE | x. So now, we have(
A P
0 A′
)(
B D/ωE
0 B′
)
= (E(u))rId. And so x˜ ∈ ωE Ext(L
′,L).
Proof of (7) is similar to that of Statement (6). 
Remark 5.5. (1) Let SE = S⊗Zp E, then we can define a category Mod
ϕ
SE
similarly as Modϕ
SOE
. It is clear that if M ∈ Modϕ
SOE
, then M[ 1p ] ∈
Modϕ
SE
.
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(2) Given two modules L′,L ∈ Modϕ
SE
, we can define the set Ext(L′,L) simi-
larly as in the category Modϕ
SOE
, and we can similarly show that Ext(L′,L)
is an E-vector space.
(3) We can also similarly define a category Modϕ,Gˆ
SE
and Ext in it.
The following two lemmas (Lemma 5.6, 5.7) are extracted from the proof of
[GLS14, Lem. 8.1].
Lemma 5.6. Let ζ ∈ R ⊗Fp kE, and write it as ζ =
∑n
i=1 yi ⊗ ai where yi ∈ R,
and ai ∈ kE are independent over Fp. Let
vR(ζ) := min{vR(yi)}.
Then vR is a well-defined valuation on R⊗FpkE (so in particular, it does not depend
on the sum representing ζ).
Lemma 5.7. With notations in (CRYS), and suppose ρ is upper triangular. Then
Mˆ is upper triangular, and there exists a basis {es,i} for Mˆ, such that τ(es) = esZs,
and for each s, the matrix Zs satisfy:
• Zs = (zs,i,j) ∈Mat(Rˆ/pRˆ ⊗Fp kE) ⊂ Mat(R ⊗Fp kE) is upper triangular.
• The diagonal elements satisfy vR(zs,i,i − 1) ≥
p2
p−1 , ∀i.
• The elements on the upper right corner satisfy vR(zs,i,j) ≥
p2
p−1 , ∀i < j.
Definition 5.8. Suppose Ni,N
′
j (resp. Nˆi, Nˆj) are rank 1 modules in Mod
ϕ
SkE
(resp. Modϕ,Gˆ
SkE
) for 1 ≤ i ≤ d, 1 ≤ j ≤ d′.
(1) Let Eϕ−shape(Nd, . . . ,N1) ⊂ E(Nd, . . . ,N1) be the subset consisting of ele-
ments M such that there exists a basis es of Ms, ϕ(es−1) = esAs, and As
is of the shape in Proposition 4.1 for each s.
(2) Suppose M ∈ Eϕ−shape(Nd, . . . ,N1),M′ ∈ Eϕ−shape(N
′
d′ , . . . ,N
′
1). Define
Extϕ−shape(M,M
′
) ⊆ Ext(M,M
′
), where x˜ ∈ Ext(M,M
′
) is in Extϕ−shape(M,M
′
)
if there exists a representative of x˜: 0 → M
′
→ N → M → 0, such that
N ∈ Eϕ−shape(Nd, . . . ,N1,N
′
d′ , . . . ,N
′
1).
(3) Let E(ϕ,τ)−shape(Nˆd, . . . , Nˆ1) ⊂ E(Nˆd, . . . , Nˆ1) be the subset of consisting of
elements Mˆ such that there exists a basis es of Ms such that
• ϕ(es−1) = esAs where As, ∀s is of the shape in Proposition 4.1.
• τ(1⊗ϕ es) = (1⊗ϕ es)Zs, where Zs, ∀s is of the shape in Lemma 5.7.
(4) Define Ext(ϕ,τ)−shape(Mˆ, Mˆ
′
) similarly as (2).
Proposition 5.9. With notations in Definition 5.8, we have the following.
(1) Extϕ−shape(M,M
′
) is a sub-vector space of Ext(M,M
′
).
(2) Ext(ϕ,τ)−shape(Mˆ, Mˆ
′
) is a sub-vector space of Ext(Mˆ, Mˆ
′
).
Proof. For (1), from the proof of Proposition 5.4, Ext(M,M
′
) is bijective with some
vector space M˜ (the definition of M˜ is obvious, which we omit), and Extϕ−shape(M,M
′
)
correspond to the subset of M˜ consisting of elements x˜ ∈ M˜ which has a represen-
tative of the shape in Proposition 4.1, and these elements clearly form a sub-vector
space. Note that the existence of the representative is not necessarily unique, but
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it does not affect our result. The proof of (2) is similar (also note that vR is a
valuation). 
Remark 5.10. As we mentioned earlier in Remark 4.2, our Proposition 5.9 will
give an upper bound for the shape of upper triangular Kisin modules with kE -
coefficient that we are studying. Indeed, the kE -dimension of Extϕ−shape(M,M
′
)
will be precisely equal to dcris(M,M
′
) as in Definition 7.1. See also the arguments
in Theorem 7.4.
5.2. Extension of representations. Now we consider extension of representa-
tions. Let H be a topological group, and let A be a topological ring with trivial
H-action. Let L1, L2 be two finite free A-modules with continuous A-linear H-
action. Define ExtH(L2, L1) to be the set of short exact sequences of finite free
continuous H-representations over A, 0 → L1 → N → L2 → 0, modulo the obvi-
ous equivalence relations. Then ExtH(L2, L1) is in bijection with the continuous
group cohomology H1(H,HomA(L2, L1)), which has a natural A-module structure
because HomA(L2, L1) is an A-module.
Now let T be an OE-representation of the Galois group GK . Let V = T ⊗OE
E, and T = T/ωET . We have the natural OE -linear map η : H
1(GK , T ) →
H1(GK , V ), and θ : H
1(GK , T )→ H
1(GK , T ). In the following, we list a few easy
facts.
Lemma 5.11.
(1) The map H1(GK , T )/ωEH
1(GK , T )→ H
1(GK , T ) is injective.
(2) The kernel of η : H1(GK , T ) → H
1(GK , V ) is H
1(GK , T )tor which is the
submodule consisting of elements killed by a power of ωE.
(3) H1(GK , T )⊗OE E ≃ (H
1(GK , T )/H
1(GK , T )tor)⊗OE E ≃ H
1(GK , V ).
Definition 5.12. (1) Suppose V is a crystalline representation, then let
H1f (GK , V ) := Ker(H
1(GK , V )→ H
1(GK , V ⊗Qp Bcris)),
which is an E-vector space that classifies crystalline extension classes (see
e.g. [Nek93, §.1.12]).
(2) Suppose V is a semi-stable representation, then let
H1g (GK , V ) := Ker(H
1(GK , V )→ H
1(GK , V ⊗Qp Bst)),
which is an E-vector space that classifies semistable extension classes (see
e.g. [Nek93, §. 1.12]).
(3) Let H1f (GK , T ) := η
−1(H1f (GK , V )), which is an OE-module.
(4) Let H1g (GK , T ) := η
−1(H1g (GK , V )), which is an OE-module.
By the above definition, we can define
Definition 5.13. (1) Let V1, V2 be two crystalline E-representations of GK ,
then define
Extcris(V2, V1) := H
1
f (GK ,HomE(V2, V1)).
(2) Let T1, T2 be two crystalline OE-representations of GK , then define
Extcris(T2, T1) := H
1
f (GK ,HomOE (T2, T1)).
(3) Define Extst(V2, V1) and Extst(T2, T1) similarly.
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5.3. From extension of modules to extension of representations. In this
subsection, we establish the relation between the extensions studied in the previous
two subsections.
Proposition 5.14 ([GLS]). (1) For L′,L ∈ Modϕ
SOE
, Ext(L′,L)→ ExtG∞(TS(L), TS(L
′))
is a homomorphism of OE-modules.
(2) For Lˆ′, Lˆ ∈ Modϕ,Gˆ
SOE
, Ext(Lˆ′, Lˆ) → ExtGK (Tˆ (Lˆ), Tˆ (Lˆ
′)) is a homomor-
phism of OE-modules.
(3) Suppose p > 2, and both Lˆ′, Lˆ ∈Modϕ,Gˆ
SOE
are crystalline, then Extcris(Lˆ
′, Lˆ)→
Extcris(TˆS(Lˆ), TˆS(Lˆ
′)) is a homomorphism of OE-modules.
(4) For L′,L ∈ Modϕ
SkE
, Ext(L′,L) → ExtG∞(TS(L), TS(L
′
)) is a homomor-
phism of kE-vector spaces.
(5) For Lˆ′, Lˆ ∈ Modϕ,Gˆ
SkE
, Ext(Lˆ′, Lˆ) → ExtGK (Tˆ (Lˆ), Tˆ (Lˆ
′
)) is a homomor-
phism of kE-vector spaces.
Proof. We only prove (1), the other statements can be proved similarly. We will
freely use notations in the proof of Statement (1) of Proposition 5.4. Let e, e′
be a fixed basis of L,L′ respectively. Suppose x˜ ∈ Ext(L′,L), take a representa-
tive of short exact sequence, 0 → L → N → L′ → 0, and take a representative(
A C
0 A′
)
∈ M˜, which corresponds to a section sC : L
′ → N. We also get the
corresponding short exact sequence TS(x˜) : 0→ L
′ → N → L→ 0.
Let h ∈ L, and set up the following matrix equation in W (R), with αh,C a row
of indeterminates (in total d′ indeterminates, where d′ = rk(L′)):
ϕ(αh,C) = h(e)C + αh,CA
′.
The equation is always solvable by [Car13, Lem. 2.7], although the solution is not
necessarily unique. However, since L is finite free over OE , we can always fix a
system of solutions which is linear with respect to h, i.e.,
αah1+bh2,C = aαh1,C + bαh2,C , ∀a, b ∈ OE , h1, h2 ∈ L.
Now define an element F (h,C) ∈ N such that
F (h,C) :
{
e 7→ h(e)
sC(e
′) 7→ αh,C
The map h 7→ F (h,C) defines a section L → N . Now define c : G∞ →
HomOE(L,L
′) by
g 7→ {h 7→ g ◦ [F (h,C)]− F (g ◦ h,C)},
where h ∈ L, g◦ is the Galois action (on L or N). It is precisely the cocycle
associated to the extension 0→ L′ → N → L→ 0.
Now, take two extensions x˜1, x˜2 ∈ Ext(L
′,L), which correspond to
(
A C1
0 A′
)
and
(
A C2
0 A′
)
respectively. As above, we can fix αh,Ci which are each linear
with respect to h. And now define
αh,aC1+bC2 := aαh,C1 + bαh,C2 .
We need to verify that the cocycle c is “additive” with respect to C, that is
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ag ◦ [F (h,C1)]− aF (g ◦ h,C1) + bg ◦ [F (h,C2)]− bF (g ◦ h,C2)
= g ◦ [F (h, aC1 + bC2)]− F (g ◦ h, aC1 + bC2).
Since both sides of the above formula are in L′, it suffices to verify their values
on liftings of e′.
F (g ◦ h, aC1 + bC2) is linear by our definition of αh,aC1+bC2 . That is,
F (g ◦ h, aC1 + bC2)|saC1+bC2 (e′) = aF (g ◦ h,C1)|sC1 (e′) + bF (g ◦ h,C2)|sC2 (e′).
To verify on {g ◦ [F (h, aC1 + bC2)]}|saC1+bC2 (e′), just note that L
′ is an G∞-
invariant subspace in N , and so
{g ◦ [F (h, aC1 + bC2)]}|saC1+bC2 (e′) = g ◦ {[F (h, aC1 + bC2)]|saC1+bC2 (e′)}.

In order to prove our next proposition, we need to briefly recall some notations.
Let SK0 := S ⊗W (k) K0 and let Fil
i SK0 := Fil
i S ⊗W (k) K0. Let MF
(ϕ,N) be
the category whose objects are finite free SK0 -modules D with:
(1) a ϕSK0 -semi-linear morphism ϕD : D → D such that the determinant of
ϕD is invertible in SK0 ;
(2) a decreasing filtration {FiliD}i∈Z of SK0-submodules ofD such that Fil
0D =
D and Fili SK0 Fil
j D ⊆ Fili+j D;
(3) a K0-linear map N : D → D such that N(fm) = N(f)m+ fN(m) for all
f ∈ SK0 and m ∈ D, Nϕ = pϕN and N(Fil
iD) ⊆ Fili−1D.
Morphisms in the category are SK0-linear maps preserving filtrations and com-
muting with ϕ and N . And we can naturally define short exact sequences in the
category.
We denote MF (ϕ,N) the category of filtered (ϕ,N)-modules, and MF (ϕ,N)−w.a.
the subcategory of weakly admissible modules. The definitions of these categories
are omitted, and can be found, e.g., in [Bre97, §6.1].
Theorem 5.15 ( [Bre97, Thm 6.1.1], [Liu08, Cor. 3.2.3] ).
(1) There is a functor: D : MF (ϕ,N) →MF (ϕ,N), which is an equivalence of
categories. And the equivalence and its inverse are both exact.
(2) Let MF (ϕ,N)−w.a. denote the essential image of the functor D restricted to
MF (ϕ,N)−w.a., then D induces an equivalence of categories:
D :MF (ϕ,N)−w.a. →MF (ϕ,N)−w.a.,
and the equivalence and its inverse are both exact.
(3) With notations in Statement (3) of Theorem 1.3, suppose D is the filtered
(ϕ,N)-module associated to V , then there is a canonical isomorphism
SK0 ⊗ϕ,S M ≃ SK0 ⊗K0 D ≃ D(D),
which is compatible with ϕ,N and filtrations on both sides (we omit the
definitions of these filtrations).
Proposition 5.16 ([GLS]). Suppose p > 2. Let Lˆ, Lˆ′ ∈ Modϕ,Gˆ
SOE
, L = Tˆ (Lˆ), L′ =
Tˆ (Lˆ′), and V = L⊗OE E, V
′ = L′ ⊗OE E. Then the following hold.
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(1) We have the following isomorphisms of E-vector spaces:
E ⊗OE Ext(Lˆ
′, Lˆ) ≃ E ⊗OE Extst(L,L
′) ≃ Extst(V, V
′).
(2) If both V, V ′ are furthermore crystalline, then we have
E ⊗OE Extcris(Lˆ
′, Lˆ) ≃ E ⊗OE Extcris(L,L
′) ≃ Extcris(V, V
′).
Proof. Clearly we have E ⊗OE Ext(L,L
′) = Ext(V, V ′). Now Extst(L,L
′) is the
preimage of Extst(V, V
′) in the map Ext(L,L′) → Ext(V, V ′), so we have E ⊗OE
Extst(L,L
′) = Extst(V, V
′).
Since Tˆ is fully faithful, it is easy to see that the map Ext(Lˆ′, Lˆ)→ Extst(L,L
′)
is injective. So, in order to prove E⊗OE Ext(Lˆ
′, Lˆ) = E⊗OE Extst(L,L
′), it suffices
to show that for any x ∈ Extst(L,L
′), there exists some nonnegative integer m,
such that pmx ∈ Tˆ (Ext(Lˆ′, Lˆ)). Take a representative in x, 0→ L′ → N → L→ 0.
By full faithfulness of Tˆ , we will have a sequence
xˆ : 0→ Lˆ→ Nˆ→ Lˆ′ → 0.
The sequence xˆ is left exact by [Liu12, Lem. 2.19], but it is not necessarily
exact (i.e., xˆ is not necessarily in Ext(Lˆ′, Lˆ)), because the inverse of Tˆ is not exact.
However, we claim that the following sequence is short exact (note that the follow-
ing sequence is by tensoring over S, i.e., we are treating the modules L,N,L′ in
Modϕ,Gˆ
SOE
as modules in Modϕ,Gˆ
SZp
, but it does not affect our result):
0→ S[1/p]⊗S,ϕ L→ S[1/p]⊗S,ϕ N→ S[1/p]⊗S,ϕ L
′ → 0.
This is because of the exact equivalences in Theorem 5.15, and the above sequence
corresponds to the short exact sequence of semi-stable representations
0→ L′ ⊗OE E → N ⊗OE E → L⊗OE E → 0.
Now, since S[1/p] ∩ (S[1/p])× = (S[1/p])×, one can easily deduce that
xˆ[1/p] : 0→ L[1/p]→ N[1/p]→ L′[1/p]→ 0
is short exact. The above short exact sequence is an element in Ext(Lˆ′[1/p], Lˆ[1/p])
(see Remark 5.5). Note that we have p > 2, so by an analogue of Lemma 1.6, this
element in Ext(Lˆ′[1/p], Lˆ[1/p]) is determined by two matrices Mϕ ∈ Mat(S ⊗Zp
E) and Mτ ∈ Mat(Rˆ ⊗Zp E). Both Mϕ and Mτ are block upper-triangular. So for
m big enough, pm times the upper right corner ofMϕ will fall in SOE , and p
m times
the upper right corner of Mτ will fall in RˆOE . That is to say, p
mxˆ ∈ Ext(Lˆ′, Lˆ).
And we are done for the proof of Statement (1).
The proof of Statement (2) (the crystalline case) is similar to Statement (1). 
Remark 5.17. By Proposition 5.16, the OE -free parts of both Ext(Lˆ
′, Lˆ) and
Extcris(Lˆ
′, Lˆ) are finitely generated, because the cohomology groups H1g and H
1
f
are finite free over E (see [Nek93, Prop. 1.24]). However, we do not know much
about the torsion parts of these OE-modules. Let us mention that in [GLS], they
have constructed an (explicit) example where Extcris(Lˆ
′, Lˆ) has torsion. We also
have very little knowledge about the OE-module structures of those other modules
as in Prop. 5.4.
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6. Two conditions on upper triangular extensions
In this section, we prove two useful propositions, which will be used in our
crystalline lifting theorems. The first one is about restricting group cohomology
from GK to G∞, the second one is about equip τ -actions to modules in Mod
ϕ
SkE
.
The results in this section are valid for any finite extension K/Qp with p > 2.
Proposition 6.1. Let ζi : GK → k
×
E , 1 ≤ i ≤ d be characters, such that ζi 6= 1
or εp, where 1 is the trivial character and εp is the reduction of the cyclotomic
character. Suppose W ∈ EGK (ζ1, . . . , ζd), then the restriction map H
1(GK ,W )→
H1(G∞,W ) is injective.
Proof. The proof imitates that of [EGS14, Lem. 7.4.3]. We write it out in more de-
tail, for the reader’s convenience. Recall that Kˆ = Kp∞,∞, GKˆ = Gal(K/Kˆ), Gˆ =
Gal(Kˆ/K) and Gp∞ = Gal(Kˆ/Kp∞). To prove that H
1(GK ,W ) → H
1(G∞,W )
is injective, it suffices to show that the composite H1(GK ,W ) → H
1(G∞,W ) →
H1(GKˆ ,W ) is injective. By inflation-restriction, it suffices to show thatH
1(Gˆ,WGKˆ ) =
0. Denote W1 =W
G
Kˆ , by inflation-restriction, we have
0→ H1(Gal(Kp∞/K),W2)→ H
1(Gˆ,W1)→ H
1(Gp∞ ,W1)
Gal(Kp∞/K).
Where W2 = W
Gal(Kˆ/Kp∞)
1 = W
Gal(K/Kp∞). Again by inflation-restriction,
0→ H1(Gal(K(µp)/K),W3)→ H
1(Gal(Kp∞/K),W2)
→ H1(Gal(Kp∞/K(µp)),W2)
Gal(K(µp)/K).
Where W3 = W
Gal(Kp∞/K(µp))
2 = W
Gal(K/K(µp)). So now, it suffices to prove
that H1(Gal(Kp∞/K(µp)),W2)
Gal(K(µp)/K) = 0, H1(Gal(K(µp)/K),W3) = 0 and
H1(Gp∞ ,W1)
Gal(Kp∞/K) = 0.
(1). To show that H1(Gal(Kp∞/K(µp)),W2)
Gal(K(µp)/K) = 0, note that
Gal(Kp∞/K(µp)) ≃ Zp is abelian, so the action of Gal(Kp∞/K(µp)) on W2 is via
a sum of characters. For θ : Zp → k
×
E a character, H
1(Zp, θ) = 0 unless θ is the
trivial character. So H1(Gal(Kp∞/K(µp)),W2)
Gal(K(µp)/K) 6= 0 only if there exists
0 6= v ∈ WGK , which is impossible.
(2). It is easy to show thatH1(Gal(K(µp)/K),W3) = 0, using that Gal(K(µp)/K)
is a subgroup of F×p .
(3). To show H1(Gp∞ ,W1)
Gal(Kp∞/K) = 0, note that Gp∞ ≃ Zp is abelian. For
θ : Zp → k
×
E a character, H
1(Zp, θ) 6= 0 only if θ is the trivial character. So if
H1(Gp∞ ,W1)
Gal(Kp∞/K) 6= 0, there exists 0 6= v ∈ W1 which generates a trivial
character of Gp∞ , i.e., e ∈ W
Gal(K/Kp∞), and such that Gal(Kp∞/K) acts on kE · e
via the cyclotomic character, i.e., εp ⊂W , contradiction. 
Condition (C-2A) Let ζi : GK → k
×
E , 1 ≤ i ≤ d be characters. We say that
the ordered sequence (ζ1, . . . , ζd) satisfies Condition (C-2A) if ζ
−1
i ζj 6= 1 or εp,
for all i < j. When (ζ1, . . . , ζd) satisfies (C-2A), for any ρ ∈ E(ζ1, . . . , ζd), we
also say ρ satisfies (C-2A). By Proposition 6.1, when (ζ1, . . . , ζd) satisfies (C-
2A), then for any 1 ≤ i < d, and any W ∈ E(ζ
−1
i ζi+1, . . . , ζ
−1
i ζd), the map
H1(GK ,W )→ H
1(G∞,W ) is injective.
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Remark 6.2. (1) When d = 2, our Condition (C-2A) is related to peu
ramifie´ and tre`s ramifie´ extensions of characters as in [GLS14, §9]. When
d > 2, things get even more complicated, see e.g., the discussions in [GHLS].
(2) After the current paper was posted, [LLHLM, Lem. 3.9] proved a more
general statement than our Proposition 6.1. In particular, using [LLHLM,
Lem. 3.9], we can weaken the Condition (C-2A) such that we only need
to require ζ
−1
i ζj 6= εp, (and thus slightly improve our main theorems).
We define another condition for our next proposition, which is a direct general-
ization of [GLS14, Lem. 8.1].
Condition (C-2B) Let (N1, . . . ,Nd) be an ordered sequence of rank-1 modules in
Modϕ
SkE
. We say (N1, . . . ,Nd) satisfies Condition (C-2B), if there does not exist
i < j, such that
Ni = M(0, . . . , 0; ai), Nj = M(p, . . . , p; aj)
for some ai, aj ∈ k
×
E . When (N1, . . . ,Nd) satisfies (C-2B), then for any M ∈
E(Nd, . . . ,N1), we also say M satisfies (C-2B).
Proposition 6.3. Suppose Lˆ ∈ E(ϕ,τ)−shape(Nˆr, . . . , Nˆ1), Lˆ
′
∈ E(ϕ,τ)−shape(Nˆd, . . . , Nˆr+1),
where Nˆi, 1 ≤ i ≤ d are rank-1 modules in Mod
ϕ,Gˆ
SkE
such that the ordered sequence
(N1, . . . ,Nd) satisfies Condition (C-2B). Then the map (forgetting the τ-action)
Ext(ϕ,τ)−shape(Lˆ
′
, Lˆ)→ Extϕ−shape(L
′
,L)
is a kE-linear homomorphism, and it is injective.
Proof. The map is clearly kE -linear. To prove injectivity, one can easily check that
it reduces to the following lemma. 
Lemma 6.4. Let M ∈ Eϕ−shape(Nd, . . . ,N1), such that the ordered sequence (N1, . . . ,Nd)
satisfies Condition (C-2B). Let
• As ∈ Mat(kEJuK), 0 ≤ s ≤ f − 1 be a set of matrices for ϕMs of the shape
in Proposition 4.1, and
• Zs, Z
′
s ∈Mat(R⊗Fp kE) be a set of matrices of the shape in Lemma 5.7.
If we have Zs+1τ(ϕ(As)) = ϕ(As)ϕ(Zs), ∀s, and Z
′
s+1τ(ϕ(As)) = ϕ(As)ϕ(Z
′
s), ∀s.
Then Zs = Z
′
s, ∀s.
Proof. This is easy generalization of [GLS14, Lem. 8.1], and we sketch the proof.
Just as in the proof of loc. cit., we can expand out the matrix equationZs+1τ(ϕ(As)) =
ϕ(As)ϕ(Zs), and then one can easily see that the diagonal elements Zs,i,i are
uniquely determined. Then, one can argue as in the same fashion as in loc. cit.,
that zs,i,i+1 are uniquely determined (so long that Condition (C-2B) is satisfied).
Then similarly, we can show that zs,i,i+2 are uniquely determined, and so on for all
elements in Zs. 
7. Main local results: crystalline lifting theorems
First we introduce some useful definitions.
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Definition 7.1. (1) Suppose L,L′ ∈ Modϕ
SOE
, where rk(L′) = 1, rk(L) = d −
1, and L ∈ E(Nd, . . . ,N2). Suppose L
′ = M(t1,0, . . . , t1,f−1; a1), Ni =
M(ti,0, . . . , ti,f−1; ai), ∀2 ≤ i ≤ d are rank-1 modules as in Definition 1.10.
Then define
dcris(L,L
′) = #{(i, s) | 2 ≤ i ≤ d, 0 ≤ s ≤ f − 1, ti,s > t1,s}.
(2) Define dcris for similar pairs in Mod
ϕ
SkE
, Modϕ,Gˆ
SOE
, Modϕ,Gˆ
SkE
analogously.
(3) Suppose ρ, ρ′ crystalline E-representation of GK , with dimE ρ
′ = 1 and
ρ ∈ E(χ2, . . . , χd). Suppose HTs(ρ
′) = t1,s, HTs(χi) = ti,s. Then define
dcris(ρ
′, ρ) = #{(i, s) | 2 ≤ i ≤ d, 0 ≤ s ≤ f − 1, ti,s > t1,s}.
Remark 7.2. It is clear that these definition of dcris are compatible with each
other, i.e., the following statements holds:
(1) Suppose L,L′ ∈Modϕ
SOE
as in Definition 7.1(1), then dcris(L,L
′) = dcris(L,L
′
).
(2) Suppose Lˆ, Lˆ′ ∈ Modϕ,Gˆ
SOE
are crystalline, where rk(Lˆ′) = 1, rk(Lˆ) = d − 1
and Lˆ is upper triangular. Let ρ = Tˆ (Lˆ) ⊗OE E, ρ
′ = Tˆ (Lˆ′)⊗OE E be the
associated crystalline representations. Then dcris(ρ
′, ρ) = dcris(Lˆ, Lˆ
′).
Remark 7.3. With notations in Statement (3) of Definition 7.1, we have dcris(ρ
′, ρ) =
dimE Extcris(ρ
′, ρ). See e.g., [Nek93, Prop. 1.24].
7.1. First crystalline lifting theorem.
Theorem 7.4. Suppose Mˆ ∈ E(ϕ,τ)−shape(Nˆd, . . . , Nˆ1), where Nˆi = Mˆ(ti,0, . . . , ti,f−1; ai)
are rank-1 modules with ti,s ∈ [0, p], ∀1 ≤ i ≤ d, 0 ≤ s ≤ f − 1, and ti,s 6= tj,s∀i 6= j.
Suppose the following assumptions are satisfied:
(1) For any 1 ≤ i < j ≤ d, there is no nonzero morphism Nj → Ni.
(2) M satisfies Condition C-2(B).
Then Mˆ has a lift Mˆ ∈ Modϕ,Gˆ
SOE
which is crystalline and upper triangular.
Proof. We prove by induction on d. The case d = 1 is trivial from Proposition 1.11.
Suppose the theorem is true for d− 1, and we now prove it for d.
Suppose Mˆ ∈ Ext(ϕ,τ)−shape(Mˆ2, Mˆ1), where Mˆ2 ∈ Eϕ,τ−shape(Nˆd, . . . , Nˆ2) is of
rank d − 1, and Mˆ1 is of rank 1. We denote dcris := dcris(M2,M1). Because of
assumption (2), by Proposition 6.3, we have the injective homomorphism
Ext(ϕ,τ)−shape(Mˆ2, Mˆ1) →֒ Extϕ−shape(M2,M1).
And because of assumption (1), by Proposition 5.9 and the definition of Extϕ−shape,
Extϕ−shape(M2,M1) is a kE-vector space of dimension at most dcris. So we have
that dimkE Ext(ϕ,τ)−shape(Mˆ2, Mˆ1) ≤ dcris.
By the induction hypothesis (for Mˆ2) and Proposition 1.11 (for Mˆ1), we can take
upper triangular crystalline lifts Mˆ1, Mˆ2 of Mˆ1, Mˆ2 respectively. By Proposition
5.14, we have the natural map: Extcris(Mˆ2, Mˆ1)→ Extcris(Tˆ (Mˆ1), Tˆ (Mˆ2)), which
becomes an isomorphism after tensoring with E by Proposition 5.16, i.e.,:
Extcris(Mˆ2, Mˆ1)⊗OE E ≃ Extcris(Tˆ (Mˆ1), Tˆ (Mˆ2))⊗OE E
≃ Extcris(Tˆ (Mˆ1)⊗OE E, Tˆ (Mˆ2)⊗OE E).
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By Remark 7.3 and Remark 7.2, dimE Extcris(Tˆ (Mˆ1)⊗OE E, Tˆ (Mˆ2)⊗OE E) =
dcris. So we also have dimE Extcris(Mˆ2, Mˆ1)⊗OE E = dcris. Thus the OE-free part
of Extcris(Mˆ2, Mˆ1) has rank equal to dcris. Now the image of the injective homo-
morphism Extcris(Mˆ2, Mˆ1)/ωE →֒ Ext(Mˆ2, Mˆ1) falls into Ext(ϕ,τ)−shape(Mˆ2, Mˆ1)
by [GLS14, Cor. 5.10]. So we have the following injective homomorphism
Extcris(Mˆ2, Mˆ1)/ωE →֒ Ext(ϕ,τ)−shape(Mˆ2, Mˆ1).
Now, the left hand side has kE-dimension at least dcris, and the right hand side
has kE-dimension at most dcris. So in fact, the above homomorphism is an isomor-
phism, which means that every extension in Ext(ϕ,τ)−shape(Mˆ2, Mˆ1) has an upper
triangular crystalline lift. And we finish the proof for d. 
7.2. Second crystalline lifting theorem. In order to prove our second crys-
talline lifting theorem, we need to introduce some definitions. We could have de-
fined them earlier, but we did not need them until now.
Definition 7.5. Let Ni ∈ Mod
ϕ
SkE
be rank 1 modules. Let Eϕ−shape(Nd, . . . ,N1)
be the set consisting of sequences M

= (M1,2,M1,2,3, . . . ,M1,...,d), where
• M1,2 ∈ Extϕ−shape(N2,N1), and
• inductively, M1,2,...,i+1 ∈ Extϕ−shape(Ni+1,M1,2,...,i), ∀2 ≤ i ≤ d− 1.
DenoteM = M1,...,d ∈ E(Nd, . . . ,M1).We say that M

= (M1,2,M1,2,3, . . . ,M1,...,d)
gives a “successive Ext structure” to M.
Remark 7.6. (1) There is a natural “forgetful” map of sets:
Eϕ−shape(Nd, . . . ,N1)→ E(Nd, . . . ,M1),
where M

7→M. The map is clearly surjective.
(2) It is easy to see that when d = 2, we have the following natural bijection
Eϕ−shape(N2,N1) = Extϕ−shape(N2,N1).
In particular, Eϕ−shape(N2,N1) is endowed with a natural kE-vector space
structure. But when d ≥ 3, we no longer have similar result.
Definition 7.7. SupposeM

= (M1,2,M1,2,3, . . . ,M1,...,d) ∈ E

ϕ−shape(Nd, . . . ,N1)
as in Definition 7.5, M
′
∈ Modϕ
SkE
a rank 1 module. Let Extϕ−shape(M

,M
′
) be
the set consisting of (M1,2, . . . ,M1,...,d,L), where L ∈ Extϕ−shape(M
′
,M1,...,d).
Remark 7.8. (1) It is clear that there is a natural bijective map:
Extϕ−shape(M

,M
′
)→ Extϕ−shape(M,M
′
),
by sending (M1,2, . . . ,M1,...,d,L) to L. So in particular, Ext

ϕ−shape(M

,M
′
)
has a kE-vector space structure.
(2) In the category Modϕ,Gˆ
SkE
, we can define similar sets E(ϕ,τ)−shape(Nˆd, . . . , Nˆ1)
and Ext(ϕ,τ)−shape(Mˆ

, Mˆ
′
).
We can define similar -extensions for representations, but we need to reverse
the orders, so that it will be compatible with the -extensions for modules.
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Definition 7.9. Let ? = GK or G∞, let χi be some (kE or OE)-characters of ?.
(1) Let E? (χ1, . . . , χd) be the set of sequences ρ
 = (ρ1,2, ρ1,2,3, . . . , ρ1,...,d)
where ρ1,2 ∈ Ext?(χ1, χ2), and inductively, ρ1,...,i+1 ∈ Ext?(ρ1,...,i, χi+1).
(2) Suppose ρ = (ρ1,2, ρ1,2,3, . . . , ρ1,...,d) as above, and ρ
′ a character of ?, then
let Ext? (ρ
′, ρ) be the set consisting of (ρ1,2, ρ1,2,3, . . . , ρ1,...,d, r), where
r ∈ Ext?(ρ
′, ρ1,...,d).
Theorem 7.10. Let Mˆ

∈ E(ϕ,τ)−shape(Nˆd, . . . , Nˆ1) where Nˆi = Mˆ(ti,0, . . . , ti,f−1; ai)
with ti,s ∈ [0, p] such that ti,s 6= tj,s∀i 6= j. Let χi = Tˆ (Nˆi), and fix χi a crystalline
character which lifts χi and HTs(χi) = {ti,s}. Suppose the following assumptions
are satisfied:
(1) {χ1, . . . , χd} has a unique model with respect to {col0(WT(M)), . . . , colf−1(WT(M))},
where we regard cols(WT(M)) as an (unordered) set of numbers for all s.
(2) ρ := TˆS(Mˆ

) satisfies Condition C-2(A).
Then there exists a ρ′ ∈ EGK ,cris(χ1, . . . , χd) such that
• ρ′ = ρ as elements in EGK (χ1, . . . , χd) (in particular ρ
′ ≃ ρ), and
• HTs(ρ
′) = cols(WT(M)) as sets of numbers.
Proof. We say (S1) is true if the statement in the theorem is true. We say (S2) is
true if the following natural map of sets is injective (note that here injective means
same image implies same preimage)
(Map-S2) TS : E

ϕ−shape(Nd, . . . ,N1)→ E

G∞(χ1, . . . , χd),
where for brevity, we write EG∞(χ1, . . . , χd) to mean E

G∞
(χ1 |G∞ , . . . , χd |G∞). We
prove (S1) and (S2) at the same time by induction on d. We first prove for d = 2.
Note that in this case, since E? (∗, ∗) = Ext?(∗, ∗), we actually do not need .
Suppose Mˆ ∈ E(ϕ,τ)−shape(Mˆ2, Mˆ1), ρ ∈ ExtGK (ρ1, ρ2), and denote ρ1, ρ2 the
crystalline liftings of ρ1, ρ2 respectively. (The change of notations from Nˆi to
Mˆi, and from χi to ρi is convenient for the induction process.) Denote dcris =
dcris(M2,M1).
Consider the following composite of homomorphisms:
f : Extcris(ρ1, ρ2)։ Extcris(ρ1, ρ2)/ωE →֒ ExtGK (ρ1, ρ2) →֒ ExtG∞(ρ1, ρ2).
Where the last map is injective because of assumption (2) and Proposition 6.1.
By Proposition 5.16, Extcris(ρ1, ρ2)⊗OE E = Extcris(ρ1⊗OE E, ρ2⊗OE E). Since
dimE Extcris(ρ1 ⊗OE E, ρ2 ⊗OE E) is equal to dcris(ρ1, ρ2) = dcris. So the OE-free
part of Extcris(ρ1, ρ2) is of rank dcris. So we have
dimkE (Im(f)) ≥ dcris.
Now let ExtcrisG∞(ρ1, ρ2)[WT(M)] be the subset of ExtG∞(ρ1, ρ2) where 0→ ρ2 →
r¯→ ρ1 → 0 is in Ext
cris
G∞(ρ1, ρ2)[WT(M)], if there exists W crystalline such that
• HTs(W ) = cols(WT(M)) as sets for all s, and
• W |G∞≃ r¯.
30 HUI GAO
Remark that it is not clear from the definition if ExtcrisG∞(ρ1, ρ2)[WT(M)] is a sub-
vector space of ExtG∞(ρ1, ρ2). We have Im(f) ⊆ Ext
cris
G∞(ρ1, ρ2)[WT(M)], and so
we have
(lower bound) #(ExtcrisG∞(ρ1, ρ2)[WT(M)]) ≥ |kE |
dcris .
Now consider the homomorphism
g : Extϕ−shape(M2,M1)→ ExtG∞(ρ1, ρ2).
Suppose xr¯ : 0 → ρ2 → r → ρ1 → 0 is an element in Ext
cris
G∞(ρ1, ρ2)[WT(M)],
then there exists crystalline W such that W |G∞≃ r. Let Lˆ ∈ Mod
ϕ,Gˆ
SOE
be the
module associated to W . Then by [Oze13, Lem. 4.4], there exists a sequence
x
L
: 0 → L1 → L → L2 → 0, such that TS(xL) = xr. Note that we have
L ∈ Extϕ−shape(L2,L1) by Proposition 4.1. However, because of assumption (1),
we must have Li = Mi, i = 1, 2, and so L ∈ Extϕ−shape(M2,M1). That is to say,
we must have Im(g) ⊇ ExtcrisG∞(ρ1, ρ2)[WT(M)], and so,
(upper bound) #(ExtcrisG∞(ρ1, ρ2)[WT(M)]) ≤ |kE |
dcris .
Combining the lower bound and upper bound we obtained above, we must have
#(ExtcrisG∞(ρ1, ρ2)[WT(M)]) = |kE |
dcris ,
and so
Im(f) = ExtcrisG∞(ρ1, ρ2)[WT(M)] = Im(g).
Now, we can prove (S1) for d = 2. Since ρ |G∞∈ Im(g), so ρ |G∞∈ Im(f), i.e.,
there is an upper triangular crystalline lift ρ′ ∈ Extcris(ρ1, ρ2) such that ρ
′ |G∞= ρ.
However, we must have ρ′ = ρ as elements in ExtGK (ρ1, ρ2), because the map
ExtGK (ρ1, ρ2)→ ExtG∞(ρ1, ρ2) is injective. And this proves (S1). Note that since
g is injective, so the map Map-S2 is injective, and so (S2) is also true.
Now, we can use induction to proceed from d − 1 to d. Suppose both (S1)
and (S2) are true when the dimension is ≤ d − 1, and we now prove them when
the dimension becomes d. Now we have Mˆ

∈ Ext(ϕ,τ)−shape(Mˆ

2 , Mˆ1), where
Mˆ

2 ∈ E

(ϕ,τ)−shape(Nˆd, . . . , Nˆ2) is of rank d − 1, and Mˆ1 is of rank 1. So ρ
 ∈
ExtGK (ρ1, ρ

2 ). Then we can apply the induction hypothesis to ρ

2 to find an upper
triangular crystalline lift ρ2 . And now the proof is almost verbatim as the d = 2
case, by using the -variants of above maps, i.e., let
f : Extcris(ρ1, ρ

2 )։ Ext

cris(ρ1, ρ

2 )/ωE →֒ Ext

GK (ρ1, ρ

2 ) →֒ Ext

G∞(ρ1, ρ

2 ),
then Im(f) ⊆ Ext,crisG∞ (ρ1, ρ

2 )[WT(M)].
Then consider
g : Extϕ−shape(M

2 ,M1)→ Ext

G∞(ρ1, ρ

2 ).
Suppose r¯ ∈ Ext,crisG∞ (ρ1, ρ

2 )[WT(M)], then by [Oze13, Lem. 4.4], we know that
there exists some L ∈ Extϕ−shape(L

2 ,L1) such that Tcris(L) = r¯. Using our as-
sumption (1), we know that L1 = M1 and L

2 ∈ E

ϕ−shape(Nd, . . . ,N2). But with
only [Oze13, Lem. 4.4], we do not know if L

2 and M

2 are the same! The key
point here is that we can apply our induction hypothesis on the statement (S2) to
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conclude L

2 = M

2 ! And this is the whole point that we have introduced all these
-notations (when d = 2, we do not need them).
So with above argument, we still have Im(g) ⊇ Ext,crisG∞ (ρ1, ρ

2 )[WT(M)]. And
then we can use similar argument as in the d = 2 case to conclude that both (S1)
and (S2) are true. 
7.3. Main local theorem.
Theorem 7.11. With notations in (CRYS), and suppose that the reduction ρ is
upper triangular. Suppose that
• Condition (C-1) is satisfied, and
• Either (C-2A) or (C-2B) is satisfied.
Then there exists an upper triangular crystalline lift ρ′ of ρ such that HTs(ρ) =
HTs(ρ
′), ∀s.
Proof. By [GLS14, Cor. 5.10], we have Mˆ ∈ E(ϕ,τ)−shape(Nˆd, . . . , Nˆ1). When (C-
2B) is satisfied, we can apply Theorem 7.4. When (C-2A) is satisfied, we can
equip Mˆ with a successive Ext structure: Mˆ

∈ E(ϕ,τ)−shape(Nˆd, . . . , Nˆ1), and then
apply Theorem 7.10. 
Corollary 7.12. With notations in (CRYS), and suppose that the reduction
ρ ∈ E(χ1, . . . , χd) is upper triangular. Suppose one of the following conditions
is satisfied:
(1) K = Qp, the differences between two elements in HT(D0) are never p− 1.
And χ−1i χj 6= 1, εp, ∀i < j.
(2) For each s, the differences between two elements in HT(Ds) are never 1.
And for one s0, p− 1 /∈ HT(Ds0).And χ
−1
i χj 6= 1, εp, ∀i < j.
(3) For each s, the differences between two elements in HT(Ds) are never 1.
For one s0, p− 1 /∈ HT(Ds0). For one 0 ≤ s
′
0 ≤ f − 1, p /∈ HT(Ds′0) (it is
possible that s0 = s
′
0).
(4) For each s, HT(Ds) ⊆ [0, p− 1]. And for one s0, p− 1 /∈ HT(Ds0).
Then there exists an upper triangular crystalline lift ρ′ of ρ such that HTs(ρ) =
HTs(ρ
′), ∀s.
Proof. (C-1) is satisfied in all the 4 listed conditions. (C-2A) is satisfied in (1)
and (2). (C-2B) is satisfied in (3) and (4). 
By using Fontaine-Laffaille theory, we can also prove some results along the line
of our main theorem.
Theorem 7.13 ( [BLGGT14, Lem. 1.4.2], [GL14, Thm. 3.0.3] ). Let K/Qp be
a finite unramified extension (we can allow p = 2 here), ρ : GK → GLd(OE) a
crystalline representation such that ρ is upper triangular. Suppose either of the
following is true:
(1) HTs(ρ) ⊆ [0, p− 2] (not necessarily distinct) for all s.
(2) HTs(ρ) ⊆ [0, p− 1] (not necessarily distinct) for all s, and ρ is unipotent.
Then there exists an upper triangular crystalline representation ρ′ such that HTs(ρ
′) =
HTs(ρ) for all s and ρ
′ ≃ ρ.
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Remark 7.14. It is clear that our Corollary 7.12 can completely cover Case (1)
in Theorem 7.13, but not Case (2). However, our result proves new cases that are
not covered in Theorem 7.13. For example, in Corollary 7.12(2), it is possible we
have p ∈ HT(Ds′′
0
) for some s′′0 (even when K = Qp). Also in Corollary 7.12(3),
we do not need to assume that ρ is unipotent (although we have restriction on the
Hodge-Tate weights). More importantly, our methods can be used to prove similar
results when K is ramified, where Fontaine-Laffaille theory is not available, see
forthcoming [Gao15a].
8. Application to weight part of Serre’s conjecture
The local results proved in Section 7 have direct application to the weight part
of Serre’s conjecture for mod p Galois representations associated to automorphic
representations on unitary groups of rank d, as outlined in [BLGG14]. We will
only introduce necessary notations for our purposes, and the reader should refer to
[BLGG14] for any unfamiliar terms and more details. Note that our convention of
Hodge-Tate weights are the opposite of loc. cit., and we use p for their ℓ, so we
change the notations accordingly in our paper.
(Notation-F ): Throughout this section, we suppose p > 2. Let F be an imag-
inary CM field, with maximal totally real subfield F+, and denote c ∈ Gal(F/F+)
the nontrivial element. Suppose that any place v in F+ over p splits completely in
F , that is, v = v˜v˜c in F for a fixed choice of v˜. For each place w | p of F , denote
the completion as Fw, with residue field kw. In the following, the subscript w | p
means all places in F over p.
Let Zd+ := {(a1, . . . , ad) ∈ Z
d | a1 ≥ . . . ≥ ad}. Define (Z
d
+)
∐
w|p Hom(kw ,Fp)
0 ⊂
(Zd+)
∐
w|p Hom(kw ,Fp) a subset, where an element a =
∏
w|p
∏
κ∈Hom(kw,Fp)
(aw,κ,1, . . . , aw,κ,d)
is in the subset, if aw,κ,i+aw,κc,d+1−i = 0, ∀w | p, κ ∈ Hom(kw,Fp), and ∀1 ≤ i ≤ d.
We call a ∈ Zd+ a Serre weight if ai − ai+1 ≤ p− 1, ∀i. We call an element in a
set of the shape (Zd+)
N a Serre weight, if each Zd+-constituent is a Serre weight.
Now for any K/Qp unramified with residue field k, we can and do naturally
identify Hom(K,K) with Hom(k,Fp) (i.e., identify κ with its reduction κ). Let
a ∈ (Zd+)
Hom(K,K) = (Zd+)
Hom(k,Fp), we call a de Rham representation ρ : GK →
GLd(Qp) of Hodge type a, if HTκ(ρ) = {aκ,1+d−1, aκ,2+d−2, . . . , aκ,d}, ∀κ. For a
residual representation ρ : GK → GLd(Fp), let W
cris(ρ) be the set of Serre weights
a, such that ρ has a crystalline lift of Hodge type a. Also, let W diag(ρ) be the set
of Serre weights a, such that ρ has a potentially diagonalizable crystalline lift of
Hodge type a. Here, potential diagonalizability is in the sense of [BLGGT14, §1.4],
and we omit the definition. But we remark that all upper triangular crystalline
representations are potentially diagonalizable, which is an easy conclusion from the
definition. Now, we state our main result (see [BLGG14] for any unfamiliar terms).
Theorem 8.1. With notations in the paragraph (Notation-F). Suppose further-
more that p is unramified in F . Suppose r : GF → GLd(Fp) is an irreducible
representation with split ramification. Assume that there is RACSDC automorphic
representation Π of GLd(AF ) of weight µ ∈ (Z
d
+)
Hom(F,C) and level prime to p such
that:
• r ≃ rp,ι(Π) (that is, r is automorphic).
• For each τ ∈ Hom(F,C), µτ,1 − µτ,d ≤ p− d.
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• r(GF (ζp)) is adequate.
Suppose furthermore that for each w|p, r |GFw∈ EGFw (χw,1, . . . , χw,d) is upper
triangular. Now let a = (aw)w|p ∈ (Z
d
+)
∐
w|p Hom(kw ,Fp)
0 be a Serre weight, such that
• aw,κ,1 − aw,κ,d ≤ p− d+ 1, ∀w, κ, and
• aw ∈W
cris(r |GFw ), ∀w | p.
And for each w | p, any one of the following listed 4 conditions is satisfied. Before
we proceed to list the conditions, we make the following conventions on notations.
Since we are fixing one w each time, so for the brevity of notations, we can omit
w from all the subscripts. So we let [kw : Fp] = fw = f , and write aw = a =
Πf−1s=0 (as,1, . . . , as,d). Also simply write r |GFw∈ E(χ1, . . . , χd).
(1) f = 1, i.e., Fw = Qp. a0,i + (d − i) − a0,j − (d − j) 6= p − 1, ∀i < j. And
χ−1i χj 6= 1, εp, ∀i < j.
(2) as,i 6= as,j , ∀s, ∀i 6= j. For one s0, as0,i+(d−i)−as0,j−(d−j) 6= p−1, ∀i < j.
And χ−1i χj 6= 1, εp, ∀i < j.
(3) as,i 6= as,j , ∀s, ∀i 6= j. For one s0, as0,i+(d−i)−as0,j−(d−j) 6= p−1, ∀i < j.
And for one s′0, as′0,1 + (d− 1)− as′0,d 6= p (it is possible that s0 = s
′
0).
(4) as,1+ d− 1− as,d ≤ p− 1, ∀s. And for one s0, as0,1+ d− 1− as0,d ≤ p− 2.
Then, r is automorphic of weight a. 1
Proof. For each w | p, the listed 4 conditions on aw are precisely translated from
those of Corollary 7.12. Since aw ∈ W
cris(r |GFw ), so if any one of the listed
4 conditions is satisfied, then by Corollary 7.12, r |GFw has a upper triangular
crystalline lift with Hodge type aw. That is to say, aw ∈ W
diag(r |GFw ). And then
we can apply [BLGG14, Cor. 4.1.10] to conclude. Note that in our case, Pa = Fa
(in the notation of loc. cit.) is irreducible because our Serre weight lies in the
closure of the lowest alcove, see e.g., [Her09, Prop. 3.18] for the d = 3 case. 
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