Phosphorus-enriched agricultural runo from the Everglades Agriculture Area is believed to have caused ecological changes in the northern part of the Everglades wetlands. A number of e orts have been made to assess the e ectiveness of using constructed wetlands as a means of phosphorus removal from the agricultural runo . The objective of this study is to develop a predictive model for the total phosphorus e uent concentration of an Everglades wetland that has received this runo for over 20 years. We used Bayesian nonparametric regression to develop a predictive model combining information from an Everglades wetland data set and a cross-sectional data set. The prior model was based on the cross-sectional data set and expert opinion; this prior, when combined with data from the Everglades wetland yielded the posterior model, which can be used to 1 estimate the probability of an out ow concentration standard violation, and 2 to provide the posterior distributions of e uent concentrations at di erent loading rates and water levels. The primary use of this model is to support decision-making in sizing the proposed constructed wetlands in south Florida, as well as keeping a practical management strategy.
1 Introduction Reckhow and Qian 1994 reported a study of modeling phosphorus trapping in wetlands using generalized additive modeling; in which a cross-sectional data set and a data set from an Everglades wetland were used to develop predictive models of out ow phosphorus concentration. It was concluded that phosphorus trapping is predictable by using simple functions of phosphorus input and water loading. Both of which can be regarded as monotonic. The recommended nonlinear model developed from the cross-sectional data set consists of a piecewise linear function of the phosphorus mass loading rate, which re ects mechanisms of phosphorus retention in freshwater wetlands Richardson, 1985 , Richardson and Craft, 1993 proposed the concept of wetland phosphorus assimilative capacity, inspired by this piecewise linear relationship.
Because models developed from a cross-sectional data set such as the North American Wetland Database NADB Knight, 1992 used in our early study represent the collective behavior of many wetlands, it is not always applicable to a particular wetland. However, data collected from a single wetland tend to have limited range and relatively high noise level; simply applying nonparametric regression modeling to the single-wetland data set may not always yield a satisfactory model Reckhow and Qian, 1994 . It is therefore advisable to pool the cross-sectional and single-wetland models by using a Bayesian analysis, when prediction of nutrient trapping is needed in a particular wetland for which input-output data exist.
In this paper, we develop simple statistical models for predicting phosphorus trapping in a single wetland, using the recently-initiated nonparametric Bayesian regression approach. This work is an extension of Reckhow and Qian 1994 , to which readers are referred for background information of phosphorus retention in wetlands, nonparametric statistical methods, and data sets used in this work. This paper includes a brief introduction to nonparametric Bayesian regression analysis NBRA, application of NBRA to an Everglades wetland, and a discussion of the Bayesian approach and implications for water quality management.
Nonparametric Bayesian Regression Analysis

Parametric vs. Nonparametric
A nonparametric regression function is represented by a plot, not de ned by a mathematical formula using some unknown parameters. Estimation of the regression function is done by means of estimating the values of the function, at a given set of predictor variable values, rather than the values of parameters that de ne a regression function. In other words, we estimate f : ff 1 ; ; f n g, the values of the nonparametric regression function to be estimated, at a set of given predictor variable x : fx 1 ; ; x n g. With the set of ff 1 ; ; f n g and fx 1 ; ; x n g, the regression function can be plotted i.e., plotting f i against x i , for i = 1 ; ; n . If the numb e r o f p o i n ts n is large enough, or the grid of the predictor variable is dense enough, the plotted line should be able to capture the shape of the function. The essential di erence between parametric and nonparametric regression lies in how a regression function is parameterized". In a parametric approach, the regression function is speci ed through a particular algebraic formula with a xed number of parameters; in a nonparametric study, the regression function is de ned through the estimated values of the function itself. We can regard the values, to be estimated, of the regression function as parameters"; however, these parameters are connected with each other by data, not by an algebraic formula as in the parametric case. See Green and Silverman 1994 for a general discussion of nonparametric regression.
Bayesian Analysis
Parameter estimation, to a Bayesian, is the same as evaluating the probability distribution of the parameter, since he she is willing to use probability distributions to describe uncertainty. A B a yesian approach starts with a prior probability distribution of the parameter, and updates the prior distribution upon the observation of experimental data using Bayes' theorem:
where, is the parameter of interest, y i s a v ector of observations, represents a probability density function, and fyj is the likelihood function which can be interpreted as proportional to the probability of observing y for a given value of . is the prior distribution function of assessed before we observe the data y, and jy is the posterior probability distribution of which combines information from both the prior and the data.
In a parametric regression problem, a Bayesian approach results in a set of posterior probability distributions of model parameters or the joint distribution of all parameters. In nonparametric regression, the parameters" are f 1 ; ; f n , v alues of the regression function. Therefore, a Bayesian study will produce marginal posterior probability distributions for each f i i = 1; ; n , or the posterior joint distribution of f 1 ; ; f n . Because f i are not independent of each other and the dimension n is usually high, the computational intensity of applying the Bayesian approach to a nonparametric regression analysis would be too high. This computational di culty led us to the recently-developed Markov c hain Monte Carlo simulation MCMC approach, particularly, the Gibbs sampling algorithm or Gibbs sampler. Gibbs sampler allows us to draw random samples from the marginal posterior distributions of f i s indirectly, without having to explicitly derive the analytical forms of the posterior densities.
Gibbs sampler
The Gibbs sampler is a MCMC procedure that samples marginal random variates indirectly from their corresponding conditional distributions , and Smith and Roberts, 1993 . For example, suppose we are interested in the joint distribution of f 1 ; f 2 ; f 3 . The analytical form of this joint distribution is di cult to obtain, but it is often true that the densities of conditional probability distributions of f 1 jf 2 ; f 3 , f 2 jf 1 ; f 3 , and f 3 jf 1 ; f 2 are relatively easy to de ne. With the conditional probability distributions, the Gibbs sampler generates random variates of f 1 , f 2 , and f 3 as follows: 1 First select a set of arbitrary initial values: f 0
Since the marginal densities are estimated from random variates, only procedures that can be used to generate these random variates are needed; analytical forms of the conditional probability densities do not have to be fully described. Details of the Gibbs sampler can be found in a review paper by Smith and Roberts 1993 , and a simple and intuitive exposition of the Gibbs sampler can be found in Casella and George 1992 .
Nonparametric Bayesian Analysis for Monotonic Regression
As presented in the Introduction and in Reckhow and Qian 1994 , regression functions used in our wetland models can be treated as monotonic; therefore the Gibbs sampling algorithm of Lavine and Mockus 1995 can be used for a simple regression analysis with one predictor. Let us brie y review this algorithm and then extend it to the multiple regression situation.
Consider the following nonparametric regression model:
where, f is a monotonic function of the predictor variable X, to be estimated nonparametrically, Y is the response variable, and " is the error term. The goal of this regression analysis is to make inferences about the function f between xed points X = a and X = b. Let a = x 0 x 1 x n x n+1 = b be distinct predictor variable values where observations are available, and let Y i;j be observations of the response at x i . The goal of a nonparametric Bayesian regression analysis is to estimate the probability distributions of all f i i = 1 ; ; n .
If the regression function is monotonic and the values of the two endpoints f 0 and f n+1 are known, then the nonparametric regression function is de ned by ff 1 ; ; f n g, and can always be rescaled to
fn+1,f0 . The rescaled regression function r i 2 0; 1. Let s i = r i ,r i,1 = fi,fi,1 fn+1,f0 ; it represents the jump of the rescaled regression function from x i,1 to x i . It is obvious that the transformation from ff 1 ; ; f n g to fs 1 ; ; s n+1 g is one to one; as a consequence, the regression function can be described through the distribution of fs 1 ; ; s n+1 g. Since s i 2 0; 1 and P n+1 i=1 s i = 1:0, a plausible multivariate probability distribution describing the joint distribution of fs 1 ; ; s n+1 g is the Dirichlet distribution Wilks, 1962 the multivariate version of a beta distribution. As a result, the prior distribution of ff 1 ; ; f n g can be expressed by using a Dirichlet distribution of fs 1 ; ; s n g.
We will use the Dirichlet process Ferguson, 1973 and Antoniak, 1974 to describe the prior distribution of ff 1 ; ; f n g. Two pieces of information that are used are expected values of f i and the variability of the distribution. The expected values of f i can be evaluated through the expected shape of f. In other words, we m a y h a ve prior information on the functional relationship between X and Y equation 2. This relationship may be expressed as an algebraic formula or a hand drawn line. Let G be this prior expected shape, the expected values of s i can be calculated as g i = Based on equation 4, it is not di cult to derive the procedure for generating the posterior Devroye, 1986 . In other words, we generate f i from the rescaled Beta distribution in equation 4 and accept the value as a sample from the posterior distribution with probability pr = " ; Y i;j jf i =C. Lavine and Mockus 1995 shown that when the generated f i is far away from Y i;j , pr is small; therefore, the generated value will be rejected with high probability. When the generated value f i is close to the observations pr is close to 1, and the generated f i is easy to be accepted as a sample from the marginal posterior distribution.
The model is fully described by f i ; i = 1; ; n , f 0 ; f n+1 , and " . Details of the derivation of these posterior conditional distributions can be found in Lavine and Mockus 1995 and Qian 1995a . A notable feature of this method is that model error term " is not assumed to have a normal distribution. The error distribution is estimated nonparametrically by using a mixture of uniform distributions. Any probability distribution can be decomposed into a mixture of many uniform distributions. The reverse action of de ning a distribution using a mixture of uniform distributions allows us to estimate the error distribution based on data.
Once we h a ve samples of the posterior marginal distribution of f i , it is possible to estimate the probability distribution function for each of the f i , and inferences about the regression function can be made by plotting the median of f i against X, along with the 5th and 95th percentile of f i to indicate the central tendency and the 90 credible interval of the estimated regression function. For a speci c i, with the distribution of f i representing the predicted distribution of the mean of the response variable, and information on error distribution, it is possible to produce the predictive distribution of the response for x 2 a; b.
From the de nition of a Dirichlet process prior and the sampling procedure of equation 5, it is clear that the nonparametric nature of the method does not change no matter whether the prior expected shape G is parametric e.g., an algebraic formula or nonparametric e.g., a handdrawn line. The prior expected shape de nes the prior distribution of fi,fi,1 fi+1,fi,1 f i,1 ; f i+1 . The contribution of the prior model to the posterior distribution of ff 1 ; ; f n g is determined by the precision parameter and the number of site-speci c data points we h a ve. Ferguson, 1973 indicated that can be treated as the number of data points used to develop the prior model or the e ective prior sample size. Therefore, the prior model will have less contribution to the posterior model if is less than the number of data points. Now, consider the situation where multiple predictor variables are needed, as for example, in the model: Y = f 1 X 1 + f 2 X 2 + " 6 both functions f 1 and f 2 are monotonic. Conditional on f 2 X 2 , i.e., if f 2 X 2 is known, the regression of equation 6 can be written as:
It is apparent that the Gibbs sampling procedure for a simple regression problem can be used to estimate f 1 . Likewise, f 2 can be estimated in the same way i f f 1 is known. Therefore, an iterative procedure similar to the back tting algorithm Reckhow and Qian, 1994 , and references therein can be used for estimating f 1 and f 2 .
In summary, the nonparametric Bayesian regression algorithm presented in Lavine and Mockus 1995 consists of three steps: 1 assigning prior distributions to the regression model and parameters of the model error distribution; 2 generating random samples of the regression function and error model parameters from their corresponding conditional distributions; and 3 making inference on the posterior models from these samples. Furthermore, this algorithm can be applied to multiple regression problems by means of back tting.
Phosphorus Retention Model for an Everglades Wetland
The nonparametric multivariate regression analysis discussed earlier is applied to the Water Conservation Area 2A WCA2A in the northern Everglades of South Florida Figure 4 . Before this analysis, we had two applications in mind, they are 1 providing guidance in selecting key design criteria for the proposed constructed wetlands which will be used as a bu er between agriculture areas and water conservation areas SFWMD, 1992 , and 2 developing management strategies for the proposed constructed wetlands. Based on these two ultimate applications of the model, the response variable of the model was chosen to be the out ow total phosphorus concentration, and predictor variables were chosen to be total phosphorus mass loading rate and water level. The objective of the proposed constructed wetlands is to reduce the phosphorus concentration in the agricultural runo to 0.05 mg L; therefore, it is important to have a predictive model of out ow total phosphorus concentration. Phosphorus mass loading rate can be used as a design criterion, and water level is one of few parameters that can be adjusted once the constructed wetlands system is in place. Also, the two predictor variables are the most important predictors of the out ow phosphorus concentration for the WCA2A data set Reckhow and Qian, 1994 . As discussed in Reckhow and Qian 1994 , these two predictor variables, which have been proven to be important predictors in many lake w ater quality models, re ect both the phosphorus mass loading and the water volume of the water body.
Our approach to the modeling problem has two steps to achieve the double goals of this study. In the rst step, the phosphorus mass loading rate is used as the single predictor variable:
where, T P is the out ow total phosphorus concentration in mg L, LD is the total phosphorus mass loading rate in g m ,2 yr ,1 , and " is the error term of the model. The function f 1 is assumed to be monotonic, based on both the phosphorus retention mechanism and the observed data from NADB. The model in equation 8 can be used to estimate the appropriate mass loading rate level for the proposed constructed wetland, such that the out ow phosphorus concentration will be below the water quality standard with certain con dence. In the second step, the water level of WCA2A is added to the model: logT P = f 1 logLD + f 2 W L + " 9 where, W L is the water level measured in the center of WCA2A. With this model, we can provide guidance on how the water level should be managed if the input phosphorus mass loading rate is expected to be substantially di erent from the designed input level.
To apply the nonparametric Bayesian regression procedure presented earlier, prior information with respect to the shape of f 1 and f 2 must be rst provided. In this study, prior information for f 1 was obtained from the nonlinear model tted to the cross-sectional data NADB equation 10 and Figure 10 in Reckhow and Qian 1994 , and the prior information for f 2 was elicited from an expert in Everglades wetlands. Cross-sectional data and expert opinions represent the two important sources of information in these type of studies. This section will present 1 the process of eliciting prior information and 2 the resulting posterior model for WCA2A.
Eliciting Prior Information
There are two reasons the piecewise linear function was used as the prior expected shape G for the loading rate. The rst is that the piecewise linear function is derived from a cross-sectional data set, and it should represent the general pattern of how the e uent concentration changes as a function of loading rate. The second is that the piecewise linear function re ects the concept of phosphorus accumulation in wetlands described by the conceptual model of phosphorus retention presented in Richardson and Craft 1993 . The e uent phosphorus concentration does not change very much when the mass loading rate is less then a certain level, which may correspond to the long-term phosphorus accumulation rate of a wetland; beyond this level, the e uent concentration increases linearly as the mass loading rate increases. Both the concentration and the loading rate are expressed in a logarithm scale.
The expected shape consists of two lines connected at the changepoint; the line to the left of the changepoint has a mush smaller slope then the line to the right. Furthermore, it is assumed that the changepoint for the prior model is at the loading rate of 1 g m ,2 yr ,1 , the upper limit proposed by Richardson and Craft 1993 . For WCA2A, the upper bound on the loading rate is assumed to b e 1 0 g m ,2 yr ,1 , a rate that is quite unlikely to be exceeded in WCA2A.
The prior expected shape G can be described by three points: a, fa, b, fb, and c, fc, where a, b, and c are phosphorus loading rate values, and fa, fb, and fc are the corresponding concentration values see These values were selected based on the piecewise linear model presented in Reckhow and Qian, 1994 and the belief that phosphorus concentration in WCA2A is lower than the average of the wetlands included in the NADB.
The units for the loading rate in the original WCA2A data set are kg month. They were converted to g m ,2 yr ,1 using the estimated e ective area of WCA2A from Qian 1997a about 97 km 2 , or 22.4 of the entire area. Water level elevation above sea level data are not available in the NADB, and water level is not routinely recorded in most wetlands used for wastewater treatment. However, the e uent phosphorus concentration is strongly related to the water level as shown in Figure 3 of Reckhow and Qian 1994 . It is therefore important to include the water level in the predictive model of e uent phosphorus concentration. In Bayesian studies, prior models are often elicited by i n terviewing experts in the eld of interest e.g., Reckhow, 1988 . In this study, the expert Dr. Curtis J. Richardson was asked to predict the out ow phosphorus concentration for a set of di erent w ater levels. The expert gave the median as well as an estimate of the standard error of the out ow phosphorus concentration for each w ater level. In addition, the expert also pointed out that the response of the out ow total phosphorus concentration to water level is most likely monotonic; i.e., the higher the water level, the lower the concentration. Based on this assertion, the expert's predictions were modi ed slightly to re ect the monotonous assumption and to stabilize the Monte Carlo simulation algorithm Figure   4 . The dashed line in Figure 4 re ects the 95 con dence interval, or 2 times standard error.
The solid line represents the expected shape, or G.
The precision parameters for each of the two regression functions are selected based on a simulation study, where 10,000 random samples were generated from each of the Dirichlet process priors with di erent values. The value used in the model is the one that yields 95 of the samples inside the 95 con dence interval. The con dence interval for the expected shape of TP loading rate is obtained from the model tted in Reckhow and Qian 1994 . The con dence interval for the water level function is shown in Figure 4 3.2 The Design Criterion: Simple Regression Model A simple regression model is considered in the rst step: logT P = f 1 logLD + " 10 which can be used to select the appropriate phosphorus mass loading rate for the proposed constructed wetland, such that the e uent total phosphorus concentration will be less than the relevant water quality standard. In the model, f 1 is the regression function to be estimated. It represents the long-term mean of the out ow total phosphorus concentration. " is the model error, and logT P is the logarithm of the predicted T P concentration. The predictive distribution or the distribution of the monthly mean in our case can be approximated by combining the distribution of f 1 and the distribution of ". We use the piecewise linear function as the prior expected shape for the function and a precision parameter of 50 is used. The posterior model of f 1 for WCA2A was obtained by applying the Gibbs sampler procedure described in section 2.3. As we h a ve mentioned, results from a nonparametric Bayesian regression model are presented in terms of probability distributions for the regression function values at a given grid for the predictor variable. Since the number of distinct values of the predictor variable in a data set is usually large, it would be tedious to present the distributions of f 1 for all of them. We choose to present these distributions by plotting the medians of the distributions of f 1 against the predictor variable LD solid line in Figure 4 , along with their 5th and 95th percentiles dotted lines in Figure 4 . Since parameters of the model error distribution are also estimated in the process, the probability density function of " is estimated Figure 4 . It is noted that the distribution is slightly asymmetric.
One frequently asked question about a wastewater treatment facility is its reliability. Using the model of the posterior mean in this study, this question can be answered in terms of the probability o f the mean e uent phosphorus concentration exceeding the standard. Figure 4 shows the probability of the mean e uent total phosphorus concentration exceeding a standard of 0.05 mg L as a function of phosphorus mass loading rate.
The predictive distribution of out ow T P can be estimated by combining the distribution of f 1 the mean and the error distribution ". As a result, we are able to show the probability of the predicted T P exceeding the standard of 0.05 mg L Figure 4 . To keep the probability o f standard violation below 0.2, the loading rate should be kept below 0.4 g m ,2 yr ,1 . Compared to Figure 4 , the standard violation probability shown in Figure 4 is much higher, which re ects the high variability of the WCA2A data used in developing the posterior model.
Both Figures 4 and 4 show that higher loading rate leads to higher risk of e uent standard violation. Lower loading rate, however, means a larger land requirement for the constructed wetland. Therefore, when selecting a loading rate for the proposed constructed wetland, the decision maker should select the acceptable risk level by balancing the risk of standard violation with the cost of land, and then use either Figure 4 or Figure 4 to select the proper mass loading rate. This way o f decision making accounts for not only the uncertainty w e h a ve on the relationship between out ow phosphorus concentration and the phosphorus mass loading rate, but also other factors that may in uence the decision. Using the probability of standard violation makes it easy to consider both the scienti c uncertainty and other factors such as social, economical, and political aspects of the problem.
Management Strategy: Multiple Regression Model
Once the constructed wetland is in operation, it is expected that the actual total phosphorus mass loading rate will change from time to time. When loading rate substantially exceeds the designed loading rate, it is likely to have out ow total phosphorus concentrations much higher than the standard. In this regard, we consider a second predictor variable, the water level of WCA2A, to study the possible management strategy with the following model:
The piecewise linear model is used as the prior expected shape for f 1 , a s w e did earlier; the predictions from the expert the solid line in Figure 4 is used as the prior expected shape for f 2 . The estimated values of for f 1 and f 2 are 50 and 25, respectively. The Gibbs sampling procedure for multiple regression models described earlier was used to characterize the posterior model Figures correctly. Figure 4 shows the posterior median e uent total phosphorus concentration as a function of the loading rate and water level. The 90CI of the predicted median not shown are smaller than those in Figure 4 when the second variable water level is included. This means that the variance of the predicted mean e uent phosphorus concentration is smaller. This is also re ected in the error density Figure 4 . Compared with the error density from the simple regression model Figure 4 , the density shown in Figure 4 is more concentrated around 0. Figures 4 and 4 also indicate that normal density is not a good approximation of the error densities in this study.
The probability of standard violation for the mean out ow total phosphorus concentration is plotted in Figure 4 , as a function of both the total phosphorus mass loading rate and the water level. As expected, when water level is high the model predicted very low probability of standard violation. In fact, when the water level of WCA2A is higher than 3.7 meters, all the observed e uent total phosphorus concentration is less than 0.04 mg L. When the water level is less than 3.5 meters, the observed e uent concentration has a very large variance. When an acceptable risk probability of standard violation is chosen, we can locate the appropriate water level along the contour line of the same risk according to the anticipated loading rate level.
In short, the design loading rate is selected from Figure 4 or 4 based on a pre-chosen acceptable risk level. This design loading rate level considers all possible water level values represented in the data used to develop the model. To maintain the acceptable level of risk when the actual loading rate is higher than the designed one, Figure 4 should be used to choose the appropriate water level.
Discussion and Conclusion
This study was motivated by the need for a reliable model that could be used to predict the out ow total phosphorus concentration for the proposed constructed wetlands and provide a design criterion to determine the size of the constructed wetlands. Since the proposed constructed wetlands are to be designed similar to WCA2A SFWMD, 1992 , this study used data from WCA2A to develop the model.
Previous modeling attempts e.g., SFWMD, 1992 and Walker, 1995 were based on some assumptions that may not be fully justi able Qian, 1997b . An objective of this study was to impose few assumptions or constraints on the model; for this reason, nonparametric regression was used to characterize the functional relationship between the total phosphorus e uent concentration and the predictor variables. The results of the nonparametric statistical analysis of the NADB, a crosssectional data set, indicate a piecewise linear relationship between the total phosphorus e uent concentration and the input areal mass loading rate. This piecewise linear relationship is also visible in WCA2A data, but not as strong. To improve the predictability of the model for WCA2A, a nonparametric Bayesian approach w as implemented to pool data from di erent sources. This nonparametric Bayesian approach used the results from NADB to construct the prior function where possible; when cross-sectional data were not available, the prior function was elicited from expert opinion.
One of the bene ts of using a Bayesian approach is that the results of the study can be represented in terms of the probability of the e uent concentration violating a standard or the risk. The rst Bayesian model developed for WCA2A uses only the total phosphorus areal mass loading as the predictor variable; therefore, this probability of standard violation is a function only of the loading rate. Using this relationship between the probability of standard violation and the input mass loading rate, a decision-maker can select a loading rate that is associated with an acceptable level of risk as the design criterion of the proposed constructed wetlands. If the probability of standard violation for the long term mean of the total phosphorus e uent concentration is desired to be less than 0.01, and the probability of standard violation of the monthly mean is desired to be less than 0.2, the design loading rate of the proposed constructed wetlands should be 0.4 g m ,2 yr ,1 . This design loading rate value is very close to the overall average of the phosphorus accretion rate measured in WCA2A the measured value is 0.46 g m ,2 yr ,1 , Richardson and Craft, 1993 . Using water level as the second predictor variable, the model provides a management strategy to address the anticipated variation in the actual phosphorus mass loading rate of the constructed wetlands. This second Bayesian model for WCA2A presents the probability of standard violation as a function of both the loading rate and the water level. When the actual loading rate varies, this function can be used to determine the proper water level to maintain an acceptable probability o f standard violation.
As an example, we can compare the results from this study and the results from the Walker 1995 study for the design of the proposed constructed wetland, the Stormwater Treatment Areas STAs, using the projected annual total phosphorus loading rate of 34,608 kg provided by Walker 1995 . Using the Bayesian model, it is estimated that an area of 8,652 hectares will treat an areal loading rate of 0.4 g m ,2 yr ,1 . Based on the univariate model of this study, the predicted phosphorus e uent concentration is about 0.02 mg L, the probability of standard violation exceeding 0.05 mg L of the long term mean is far less than 0.01, and the probability of standard violation of the monthly mean is about 0.2. In contrast, Walker 1995 estimated the required area to be about 2,625 hectares, which translates to an areal loading rate of 1.32 g m ,2 yr ,1 . Using the univariate model from this study, the predicted phosphorus e uent concentration for Walker's design is about 0.04 mg L, and the probability of standard violation for the e uent concentration is less than 0.05 for the long term mean and is slightly over 0.3 for the monthly mean. Comparing these two options, there is a large di erence in the estimated area of STAs, but the model predicted phosphorus e uent concentration, and especially the probabilities of standard violation do not di er notably. More study would be useful to better characterize these nonlinearities.
The need for subjective judgment in decision making is widely understood. However, it is di cult to elicit personal beliefs exactly, since personal preferences are unstable Shafer, 1986 . Initially, w e used the lottery method Savage, 1971 in the interview with our expert. Since the process of using lottery questions is time consuming, and as one referee pointed out, people prefer to use the constructed" probabilities based on their understanding of the problem, our expert decided to give us his prediction directly. This preference accords with the discussion in Shafer 1986 of how people arrive at personal probabilities. We w ere fortunate that we had numerous opportunities to discuss the problem with our expert to ensure the elicited prior expected shape does not con ict with his experience.
When the prior models are uncertain, it is important t o e v aluate whether the posterior model is sensitive to the prior model speci cation. The method we presented in this paper is not sensitive t o the speci cation of prior models when the sample size of the site speci c data is large. We explain this brie y using equation 5. Posterior samples are generated from the rst factor on the righthand-side of equation 5, and accepted with probability pr = " ; Y i;j jf i =C. If the distribution of the rst factor equation 4 has a very small variance, the posterior distribution will be dominated by the prior. However, when we h a ve a large number of data points i.e., n is large, it is easy to see that g i s, the jumps of the rescaled prior expected shape, tend to be small. In the case of this study, the sample size of WCA2A data set is 126; therefore, g i s of equation 4 is very small 0:01. The parameters of the beta distributions of equation 4 are all less than 0.5, which results in a large variance. When the sample size n is small, the prior model should play a more important role since the site-speci c information is limited. In the WCA2A case, We found that the e ect of on the posterior model is negligible. When prior expected shape is modi ed, the posterior model does not change signi cantly Qian, 1995a . One source of error is the estimated area of WCA2A that is a ected by the agricultural runo , which m a y cause the so called errors-in-variables" problem. In this regard, we suggest that additional data be collected in a constructed wetland with a xed e ective area. If the relationship of the probability of standard violation and the loading rate is of interest, the Bayesian nonparametric binary response regression model presented in Qian 1995b can be used to update the relationship based on the observed data. The relationship of the probability of standard violation and the loading rate from this study Figures 4 and 4 can be used as the prior model.
In this study, w e used a nonparametric approach such that we can impose few assumptions on the functional relationships between out ow phosphorus concentration and predictor variables. Because of the nonparametric nature of our model, it is not e cient to nd some speci c parameters of interest, such as the changepoint of the piecewise linear function. If we are willing to further assume the piecewise linear function as the functional relationship between out ow phosphorus concentration and input phosphorus mass loading rate, a parametric analysis can be applied Qian and .
As a nal comment, further research should bene t from the application of Bayesian statistics. Since no mechanistic model is perfect, by using Bayesian statistical inference we can treat a mechanistic model as a representation of our knowledge on the subject before we observe the data the prior, and then the data-adjusted posterior model can serve as the inference base. In contrast, a typical water quality modeling study does not often question the functional representation of the model once the model is chosen. Data are used only for estimating model parameters. The Bayesian approach employed in this study has the exibility of incorporating science and data into both model functions and model parameters. This exibility should serve to make Bayesian inference increasingly common in environmental modeling.
The cost of computing is moderate. In this study, the number of initial iteration k in the Gibbs sampler section was 500,000. Thereafter, one set of samples was taken for every 100 iterations to avoid serial correlation. Posterior distributions were evaluated based on 1,000 sets of samples. We found that the generated samples converged to the posterior distributions after 5000 iterations, and no apparent serial correlation if the samples were taken one in every 10 iterations. Judgment about convergence is made by comparing generated posterior distributions with 1,000, 5,000, 10,000, 100,000, and 500,000 initial iterations. 
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