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I. INTRODUCTION
V ERTICAL-EXTERNAL-CAVITY surface-emitting semiconductor lasers (VECSELs) are an interesting alternative to edge-emitters in high-power applications when fundamental transverse mode performance is required [1] . They are also suitable for intracavity frequency conversion, gain-switching and mode-locking applications. The external-cavity offers interesting features for mode-locking: good beam quality, possibility of laser mode control, and repetition rates up to tens of gigahertz. The initial demonstrations of mode-locked VECSELs used optically pumped devices, and active mode-locking was achieved via synchronous pumping [2] while passive mode-locking was obtained with semiconductor saturable absorber mirrors (SESAM) [3] . These devices generated picosecond pulses with output powers larger than 200 mW [4] , [5] . Later studies demonstrated that sub-ps pulses can be obtained when the VECSEL operates in the so-called quasi-soliton mode-locking regime [6] , [7] -an adequate amount of cavity dispersion compensates for unbalanced chirp in the amplifier and the saturable absorber. The greatest average optical power reported to date is 1 W, and it seems that the electrical and thermal engineering of the device are the key to an improved performance [8] . The development of electrically driven VECSELs is challenging, in part, due to the unavoidable optical losses and heating generated in the doped layers. Notwithstanding, several demonstrations of electrically Manuscript received April 6, 2005 ; revised May 27, 2005 . This work was supported in part by the Project TIC2002-04255-C04-01 and COST288 Action "Nanoscale and Ultrafast Photonics." The work of J. Mulet The regeneration of a signal in a vertical cavity device simultaneously involves amplification/absorption and filtering due to the high finesse of the Fabry-Pérot cavities defined by the distributed Bragg reflectors (DBRs). A correct description of these processes is essential since it determines the saturation properties of the device and defines the attainable pulsewidth. Different theoretical frameworks have been used to analyze passive mode-locking in VECSELs: 1) Haus master equation [13] ; 2) numerical iterative models [6] , [14] ; and 3) a fully distributed time-domain model [15] . The classical viewpoint in Haus master equation is that of a pulse circulating in the resonator defined by the two vertical cavities. The pulse experiences regeneration when passing through the emitter and absorber cavities; dispersion and nonlinearity are treated separately and lumped into characteristic operators. The numerical iterative models follow the master equation but they incorporate in succession the effects encountered by the pulse, so the weak saturation approximation can be avoided. On the other side, a fully distributed time-domain model for extended-cavity VCSELs has recently been developed [15] . This model provides a detailed description of the propagation of the intracavity electric fields (within the vertical cavities) and the interaction with the active quantum wells (QWs). Thereby, the intracavity electric field directly experiences the effect of nonlinear gain saturation and dispersion while multiple pass regeneration accounts for bandwidth filtering. Therefore, no a priori assumptions on either the filtering function or dispersion are required since they naturally arise from the user-defined optical structure. The major drawback, however, is the larger computational requirements associated with the spatial discretization along the cavity axis.
In this paper, we develop an analytical approximation to the bidirectional traveling-wave equations that allows us to alleviate the complexity of the distributed time-domain models. Our approach is justified in VECSELs since the light-matter response is linear everywhere except at the several QW layers distributed along the cavity. Therefore, the electric fields can be analytically propagated in the different linear layers, e.g., using the scattering matrix formalism, whereas the interaction with the thin QWs can be reduced to ordinary evolution equations. The paper is organized as follows. In Section II, the details of the VECSEL structure under consideration are specified. Section III presents the physical model for describing the interaction of a monochromatic optical field with the emitter and absorber cavities. In Section IV, we derive evolution equations in the time-domain by invoking the slowly varying approximation. Numerical simulations of the time-domain model are reported in Section V. For operation close to the laser threshold, we obtain stable mode-locked pulses of few tens of picoseconds at 15-GHz repetition rate in agreement with experimental findings [11] . The mechanisms that determine the onset of mode-locking and the pulsewidth are discussed. Finally, Section VI is devoted to concluding the paper and to outline potential applications of our model.
II. LASER STRUCTURE
The mode-locked laser under study is sketched in Fig. 1 . The structure of the VECSEL is similar to that of the device used in the experiments of [11] . It consists of two similar verticalcavity structures (emitter and absorber) a distance apart. The repetition rate is selected by adjusting the external-cavity length . The emitter contains a multiple quantum well (MQW) gain structure embedded in a cavity defined by two distributed Bragg reflectors. The bottom, p-type DBR has high reflectivity 0.997 while the top, n-type DBR has only moderate reflectivity, 0.7-0.8, and it incorporates a ring-contact that allows for electrical injection. The moderate reflectivity of the top DBR increases the optical losses in the emitter up to the point that it cannot lase by itself unless it receives feedback from the external saturable absorber mirror. Hence, it acts as a Fabry-Pérot optical amplifier where the larger the reflectivity the larger the amplified gain at the cost of reducing the available bandwidth.
The saturable absorber has a single quantum well (SQW) active region in order to reduce the unsaturated losses. The cavity is reverse biased to provide fast recovery of the absorption. Moreover, the reflectivity of the top mirror is approximately that of a semiconductor-air interface 0.3 .
Both emitter and absorber are optically coupled through a microlens and a beam splitter with transmissivity , which is also used as output coupler. The angled beam splitter introduces different losses for the TE and TM modes, hence, helping to select a linear polarization for the electric field.
III. PHYSICAL MODEL
In order to derive an optical model for the VECSEL, we start from the wave equation for a monochromatic wave expressed in the frequency domain. The propagation equation for the fundamental transverse mode is solved in the linear layers, and the boundary conditions that define the three coupled cavities-the emitter, the absorber and the external cavity-are imposed.
A. Optical Model
As depicted in Fig. 1 , our system comprises the two vertical cavities plus the external cavity. Thus, the profile of each transverse mode varies along the cavity. Within the vertical cavities, the wave equation for a linearly polarized electric field in the frequency domain reads (1) where stands for the distribution of the background refractive index of the GaAs spacers, and the distribution of material polarization from the QWs. The lateral distribution of arises from the temperature dependence of the index of refraction and possible oxide apertures.
The field profiles in both vertical cavities are mutually dependent through propagation in the external cavity. In the external cavity, the paraxial optical beams can be propagated using, for instance, the Huygens' integral in the Fresnel approximation [16] . Following this procedure it is possible to determine the fundamental transverse mode everywhere in the compound cavity. We assume that the microlens has a stronger effect defining the spatial mode than the refractive index distribution inside the vertical cavities. Hence, the fundamental transverse mode will be approximated by a paraxial Gaussian beam and weak spatial mode distortions, due to dynamical Kerr and thermal lensing effects, will be disregarded.
We consider fundamental transverse-mode operation of the VECSEL. We recall that this is the usual operation condition obtained experimentally after a proper design of the resonator. Within each vertical cavity, the electric field is expressed as a longitudinal profile times the fundamental transverse mode (2) We have assumed that the mode varies little while propagating within the vertical cavity. By using the effective-index approximation, the equation for reads (3) with , and being the modal refractive index.
Once the transverse profile is determined for the VECSEL structure in Fig. 1 , the optical problem is reduced to the longitudinal propagation of the optical field. The active region of each vertical cavity has a QW structure. In the general case, the QWs are distributed in several antinodes of the standing wave pattern of the cavity. In order to simplify the description, we assume that all the wells are identical and in the same electronic state, so that the MQW structure is replaced by a SQW structure with a relative confinement factor scaled by the number of wells. In the limit that the QW thickness is much smaller than the wavelength, , the distribution of material polarization can be approximated by a Dirac's delta (4) with the optical susceptibility of the active QW layer at a carrier density the background contribution to the refractive index of InGaAs, the QW thickness, and the position of the QW in the cavity. In this limit, the longitudinal field obeys
where stands for the modal optical susceptibility. The problem thus becomes linear everywhere in the optical cavity except for the interaction with the QW layers. In the limit of thin QWs, these interaction terms appear only as boundary conditions, since (5) imposes the continuity of the electric field at every point in space with a discontinuity of its longitudinal derivative at each QW plane (7) We solve the longitudinal propagation by expressing the axial dependence of the electric field as a set of counter-propagating waves (8) with
, and the (modal) refractive indexes of the emitter and absorber, respectively. The wells are located at and in the cavities. Within the external cavity, we take into account localized loss at the position of the beam splitter with transmissivity . Distributed losses due to other possible sources are modeled as
, that results in a one-way field attenuation . The different plane waves in (8) must verify adequate boundary conditions. At the position of the QWs, the electric field has to be continuous and (7) must be imposed. The reflectivity and transmissivity of the distributed Bragg reflectors impose the remaining boundary conditions. Their spectra are obtained from the classical transfer matrix method [17] . Primed symbols are used to indicate external reflectivity and transmissivity, i.e., when a field is injected from the external cavity to a vertical cavity.
The next step is to write the aforementioned boundary conditions in a more convenient form. At this point, it is worth noting that the nonlinear interactions involve the electric fields at the QW layers and defined in (8) for and , respectively. After a tedious although straightforward algebra, the boundary conditions at the emitter can be written in the form (9) (10) with , and the number of QWs. Equation (9) only involves the electric field at the QW layer and the externally injected field acting onto the QW plane. The term on the left-hand side of this equation is the usual Fabry-Pérot function that describes multiple pass regeneration and introduces bandwidth filtering. The different parameters are , and the relative confinement factor . Close to resonance can be as large as two [18] . Similarly for the absorber, we arrive at (11) (12) For convenience, is defined as the injection field referenced at the absorber QW plane. The other parameters read , and . Equations (9)- (11) are the starting point of our optical model. They describe the fields in two Fabry-Pérot cavities which experience optical injection. In our case, however, the injection fields are not independent but connected through multiple pass propagation in the external cavity. The injected fields are expressible as (13) (14) where and are given in Appendix I. These equations could be used to eliminate the fields in (9)-(11). However, we prefer not to do so since, in the present form, there is a clear separation between internal and external time scales that solely appear in the terms of (13)- (14). This will be a key point when deriving the time-domain equations in Section IV.
B. Material Model
As found experimentally, the typical duration of the pulses emitted by the electrically driven VECSEL is of the order of tens of ps. In this limit, the material polarization can be safely adiabatically eliminated and effectively described by an optical susceptibility. The imaginary part of this function describes the absorption spectrum and the real part contains the carrier-induced refractive index spectrum, that is generally found invoking the Kramers-Krönig relations.
Ultrafast processes, such as, spectral hole-burning (SHB) and carrier heating, modify the saturation properties of these devices [19] . Recently, it has been demonstrated that the effect of SHB can be analytically described through a field-dependent broadening of the optical transitions, which results in compression of both the gain and carrier-induced refractive index [20] . This analytical approximation allows for an efficient description of the nonlinear gain saturation and self-phase modulation effects at time scales above one picosecond.
In this paper, we use the analytical expressions for the full optical susceptibility (gain and refractive index) given in [20] and [21] (15) with the gain compression coefficient, and the normalized frequency . phenomenologically describes bandgap renormalization with the carrier density that has been normalized to the transparency value . Finally, stands for the material polarization dephasing-rate. The value of is taken as a free parameter to achieve a material gain about 1500 cm per well at . In the saturable absorber, the expressions for the optical susceptibility are equivalent to (15) except for . Due to the quantum confined Stark effect in InGaAs/GaAs QWs, the bandgap experiences a redshift of 5 meV per volt in reverse bias [22] .
A final point consists in determining the carrier densities in the wells. In order to find a simple and efficient description, the transverse spatial dependence is eliminated by assuming homogeneous saturation energies in regions defined by the mode areas. As already mentioned, this approximation is justified when the transverse profiles are mainly defined by the microlens and the influence of Kerr and thermal lensing effects is weak. The evolution equations for the spatially averaged carrier densities, reads [23] 
where the material polarization reads (18) Note that the electric fields and carrier densities are expressed as dimensionless quantities and nonradiative recombination has been neglected. The meaning of the different parameters is is the effective spontaneous recombination constant [18] , , and the absorber recovery time obtained from fitting of the experimental data [24] , ps for . The factor that multiplies the stimulated recombination term in the absorber equation reads , with the -beam waists of the modes in the each cavity. A rough estimate of the spot-area ratio is obtained assuming that the optical system is such that the emitter and absorber facets are conjugated planes through the microlens. The scaled current injected into the emitter is the elemental charge, the total thickness of QWs, and the total injected current. The details of the current distribution, that should be obtained by solving the electrical conduction equation [25] , [26] , only define the effective active area in the emitter . The structure must provide good current confinement around the symmetry axis in order to reduce the effective active area and, in turn, the laser threshold current. Current spreading reduces the gain difference among transverse modes. Moreover, moderate threshold currents prevent self-heating of the emitter. The average increase in temperature can be expressed as (K/W) being the thermal resistance [27] , and the total amount of heat dissipated in the emitter. Due to the temperature increase, the main resonance shifts toward the blue side of the gain spectrum, which causes thermal roll-over. In addition, unbalanced heating in the emitter and absorber provides different resonant wavelengths, even though the cavities were resonant by construction.
IV. TIME-DOMAIN EQUATIONS
The physical model developed in the previous section describes the interaction of a monochromatic electric field with the QW layers. In this section, a time-domain version of the physical model is derived in order to access the mode-locking dynamics. A widely used method is the modal expansion in terms of compound-cavity modes, as performed in frequency-domain theories of mode-locking [28] , [29] . However, they may become unpractical when the number of modes is large, as in the present case. Instead, we shall look for an analytical approximation of the Fourier integrals to time-domain. This approach is justified because of the different time scales-the round-trip times in the vertical cavities and the repetition rate of the external resonator-are clearly separated.
We define the slowly varying envelope (SVE) of the electric fields with respect to the carrier frequency . The evolution of the electric fields at the QW layers, (9)- (11), admits a formal solution in the time-domain that is obtained by replacing , thus accounting for dispersion at all orders. In order to arrive to a more treatable description, we look for an approximation of the resulting operator. For sufficiently long optical pulses, the Fabry-Pérot functions and the optical susceptibility can be expanded in Taylor series around .
After Fourier transforming back to time-domain, the SVE of the electric fields at the QW layers evolves according (19) (20) with , and . All quantities are computed at the SVE frequency . The (complex) internal round-trip delays are defined by (21) (22) where is the group velocity in the spacers, and the reflection delays of the DBRs. It is worth noting that the last terms in the rhs of the above expressions describe, up to first order, gain and carrier-induced refractive index dispersion. More important retain the dependence with the carrierdensities, hence, describing small timing adjustments through carrier-density fluctuations.
The structure of (19)- (20) is indeed very similar to the equations of two semiconductor lasers with mutual optical injection. The terms and represent the effective injection terms acting onto the QW layers. Their evolution is governed by the iterative equations (23) (24) that are obtained after Fourier transforming (13)- (14) . As usual, hat denotes a slowly varying amplitude, is the one-way field attenuation, and the total one-way delay time , with the transmission delays of the DBRs. The functions are specified in Appendix I. Equations (23)- (24) define an iteration for the injection fields as a function of the delayed memory of the system valid for arbitrarily strong coupling. This effect can be easily numerically implemented by defining vectors that allocate the electric fields at the QWs and the injection fields. In this way, multiple reflections in the external cavity are naturally described.
The evolution of the carrier densities is governed by (16)- (17) except that the stimulated recombination terms are computed after a first-order expansion of the material polarization (18) around [23] (25) Fig. 2 ."Off"-state compound-cavity modes (inversion versus frequency) computed from the complete model (}) and the time-domain model (3) . The parameters are given in Section IV-A and t = 0:90. The minima of these curves determine the laser threshold current and frequency ! .
As a final remark, we would like to show that the time-domain model is a reasonable good approximation of the complete physical model. An easy way to understand the effect of the vertical cavities is to consider monochromatic injection fields. In this case, the solution of (19)- (20) has a Lorentzian lineshape whose modulus introduces filtering and its phase cavity dispersion. Hence, the Lorentzian lineshape approximates the characteristic Airy function of a Fabry-Pérot cavity around the carrier frequency, as a result of the truncated expansion in dispersion terms. Another test consists in comparing the compound-cavity modes at the "off"-state obtained from the complete and time-domain models. The monochromatic solutions at the "off" state verify the characteristic equation (26) that is a complex equation for two unknowns, and . The coefficients of the matrix obtained from the complete physical model are given in Appendix II. The solutions of the characteristic equation are graphically shown in Fig. 2 for both the complete model (diamonds) and the time-domain model (stars). It can be seen that the modal frequencies and thresholds predicted by both models are in good agreement in a frequency interval 150 GHz around the threshold mode; outside this interval, the expansion of the Fabry-Pérot functions becomes less accurate. The agreement between both models justifies the validity of the approximations involved in the time-domain model.
A. Parameters
The different parameter values used in the model are taken to reproduce the experimental conditions in [11] . For both the emitter and the absorber, the reference Bragg wavelength is nm, while the reflectivity of bottom DBRs (23 pairs) is . The reflectivity of the top DBR in the emitter is (4 pairs) while in the absorber we consider (1 pair). The modal refractive indexes are , and the group refractive index is . The QW thickness is nm, and the number of QWs and . The susceptibility prefactor is , the empty band contribution to the susceptibility in the emitter is and in the absorber . The gain suppression coefficient m , the reference bandgap for the gain in the emitter eV and in the absorber eV, the reverse bias in absorber V, the polarization dephasing rate in the emitter s and in the absorber s , the bandgap shrinkage coefficient in the emitter , the effective spontaneous recombination constant m /s, the carrier density at transparency in the emitter m and in the absorber m . Finally, the effective active region area is m , and the beam waist ratio 2. In order to operate close to the Bragg wavelength, the cavity lengths fulfill the usual resonance condition in a cavity that reads (27) with the total thickness of the QWs for . The QW layers are placed in the center of the cavity close to an antinode of the standing wave pattern.
V. NUMERICAL SIMULATIONS
The time-domain model presented in the preceding section is defined as a system of nonlinear ordinary differential equations coupled to an algebraic delayed iteration for the injection fields. Tools for continuation and stability analysis of the mode-locked solutions are currently suitable for simpler delayed systems, e.g., as those describing two weakly coupled vertical cavities or a passively mode-locked ring laser [30] . This fact forces us to provide a numerical study of the mode-locked solutions.
A. General Considerations
In the emitter, the detuning between the Bragg and bandgap frequencies is set to in order to operate close to the peak of maximum gain at typical carrier densities -. Slightly red-shifted operation is beneficial due to the larger saturation fluence of the gain medium being the (differential) saturation energy and the saturation fluence; although in this case there is an increase in threshold current. Alternatively, the ratio of saturation energies can be controlled by adjusting the aspect of mode beam waists within reasonable limits. A crucial condition to obtain stable mode-locking close to the laser threshold is the adjustment of the mode sizes and intensities of the standing-wave patterns in the emitter and the absorber. In particular, the mode has to be more tightly focused on the absorber facet in order to favor mode-locking. In the absorber, the nominal bandgap and the reverse bias are adjusted to obtain similar saturation fluences in the emitter and absorber. Hence, the operation in the absorber occurs around the absorption edge although not too far from the bandgap in order to have moderate absorption and positive alpha factors. The Henry alpha-factors, as function of the carrier frequency and the carrier density , can be analytically obtained from the optical susceptibility (15) ,
. The typical values we obtain are -in the emitter and -in the absorber.
We start investigating the formation of the pulse train when the injection current in the emitter is gradually increased from the laser threshold. Fig. 3 shows the pulse train for different injection levels in the emitter. The repetition rate is set to 15 GHz as in the experiments reported in [11] . The initial transients that appear after each change in bias current have been removed. The general scenario is the following. When setting the bias current sufficiently close to the laser threshold, the VECSEL operates in Fig. 4 . Optical spectra for the same conditions described in Fig. 3 . The plots have been vertically shifted for the sake of clarity.
B. Scenario Upon Increase of the Injection Current
a stable "on" compound-cavity-mode that corresponds to cw emission near the threshold mode . Increasing the bias current, the output intensity undergoes harmonic oscillations at a frequency near the inverse of the cavity round-trip time. This fact is associated with the activation of longitudinal side modes. In fact, the optical spectrum for a bias current in Fig. 4 , already displays the weak excitation of side modes of the main mode. This stage is followed by a rapid onset of multilongitudinal mode emission. A frequency comb, characteristic of mode-locking, develops in the different optical spectra. In the time-domain, the harmonic oscillations reshape into pulses when the current is increased. We consider the system to operate in a fully developed mode-locked regime when the suppression between the first and second harmonic peaks in the power spectrum is less than 3 dB.
The dependence of the pulsewidth on the injection current is shown in Fig. 5 . For well developed pulses, the pulsewidth is of the order of 10 ps in agreement with experimental findings [11] . The pulses slightly shorten when the injection current increases. Nevertheless, there exists a maximum injection current accessible for fundamental transverse mode operation. The pulses are slightly chirped due to the combined effect of self-phase modulation effects and cavity dispersion, leading to a spectral broadening of the pulses. The time-bandwidth product computed for these pulses is 0.5.
For certain injection currents beyond threshold, modelocking may enter into an irregular region as shown in Fig. 3(e) and (f). In simulations, this instability leads to pulse splitting and a slow ns s modulation of the pulse train. Experimentally, there is evidence that the laser can display a similar unstable self-pulsation regime [11] . At this stage, the quantities characterizing the pulse, such as the pulse energy, become time dependent. The instability point can be moved to higher currents by increasing the reverse bias applied to the absorber. 
VI. CONCLUSION
We have developed a novel time-domain description of passive mode-locking in electrically driven VECSELs. Our description analytically deals with the bidirectional traveling wave propagation in two coupled vertical cavities. In the time-domain, the model can be reduced to a set of algebraic differential equations with time delay that physically represents the delayed injection from one vertical cavity into its counterpart. The effects of dispersion and nonlinear saturation imposed by the vertical cavities are naturally accounted for by directly describing the evolution of the intracavity electric fields. In this sense, the description fills the gap between numerical iterative models and more sophisticated finite-difference theories. Our model enables a thorough understanding of the role played by the different design parameters on the mode-locking performance.
The results obtained from numerical simulations of the timedomain model show a good agreement with the experimental results reported recently by several groups. Stable mode-locked pulses of 10-ps temporal duration are obtained at 15-GHz repetition rate. The optimization of the pulsewidth is an important issue in electrically driven devices that would require further investigation. The pulsewidth could be shortened by reducing the reflectivity of the top DBR in the emitter, the fact that also facilitates the mode-locking onset. However, there is a tradeoff between gain and bandwidth that has to be optimized in order to maintain the threshold characteristics of the device. We find that mode-locking starts near the laser threshold when the saturation energies in the emitter and absorber are adjusted through their saturation fluences, beam spot sizes, and standing wave intensities in the cavities. Thus, the effect of the mode coupling between the vertical cavities must be investigated in detail in order to identify the relevant design parameters defining the mode-locking onset.
Finally, we would like to mention other potential applications and extensions of the model. Since no a priori assumption on the solution is used, the formation of the pulse train can be analyzed as well as other general aspects of mode-locking, namely, noise characteristics, synchronization locking, etc. Transverse effects in the present model have been taken into account at a level that ensures accuracy and efficiency. The range of single transverse mode operation could be determined by allowing the oscillation of several transverse modes in the structure. For Gaussian mode operation, the influence of inhomogeneous gain saturation on the pulsewidth and pulse stability could be investigated by including the spatial hole-burning effects.
APPENDIX I ITERATION FUNCTIONS FOR THE INJECTION FIELDS
The functions and define the iteration of the injection fields (28) (29) (30) (31)
The following notation is used: primed symbols stand for external reflectivity and transmissivity, , and , and .
APPENDIX II COEFFICIENTS OF THE MATRIX
(32)
with and and are the functions defined in Appendix I.
