Abstract-This paper considers the problem of continuous-time model identification with arbitrary time-delay from irregularly sampled data. The proposed method estimates the plant and the time-delay in a separable way, when estimating one of them, the other is assumed to be fixed. More precisely, the plant is estimated by the iterative instrumental variable SRIVC method while the time-delay is estimated by the Gauss-Newton method. Because of the nonlinear relationship between the loss function and the time-delay, a low-pass filter is employed to extend the global convergence region for the time-delay estimation. Numerical examples are presented to illustrate the properties of the proposed method.
I. INTRODUCTION
Irregularly sampled data occurs quite frequently in many application areas. For example, in astronomy, particularly in stellar physics, the obtained data always has unknown periodicity. In even-based sampling (e.g. Lebesgue sampler), the sampler is triggered by the arrival of a certain event process. When one wants to model a system from irregularly sampled data, the use a continuous-time (CT) model is preferable, since the CT model parameters are independent of the sampling period (see e.g. [5] , [2] ). Many processes have intrinsic delay, as it is the case in thermal and chemical processes, therefore it is a common practice to assume a time-delay in the model. The problem of time-delay estimation based on a discrete-time (DT) model has been studied a lot. Usually the time-delay is assumed to be an integer number of the sampling period, thus the delayed output of the system can be obtained by adjusting the phase-shift. However, this flexibility is lost in the situation of non-uniform sampling because of the time-varying sampling intervals. To handle irregularly sampled data, the algorithm must be capable of estimating arbitrary time-delay. Several methods have been proposed for CT model parameter and time-delay estimation. A linear filter-based method was introduced in [1] , where the time-delay along with the transfer function parameters are estimated in an iterative way through simple linear regression. Iterative global nonlinear least-squares and instrumental variable methods were suggested in [10] , where the plant parameters and time-delay are estimated in a separable way. More recently, a wavelet correlation method was introduced in [8] to estimate the time-delay for MIMO dynamical systems, by calculating and Fengwei Chen, Hugues Garnier and Marion Gilson are with the Centre de Recherche en Automatique de Nancy, Université de Lorraine, CNRS, 2 rue Jean Lamour, 54519 Vandoeuvre-lès-Nancy, France. Email: fengwei.chen, hugues.garnier, marion.gilson@univ-lorraine.fr handling the cross-correlation between the CWT coefficients of the input and the output data. In this paper, the time-delay and the plant parameters are also estimated in a separable way, but a low-pass filter is introduced to improve the convergence performance for the time-delay estimation (see [3] ). More precisely, the plant and the time-delay are estimated by the iterative instrumental variable (IV) and the Gauss-Newton methods, respectively. For the IV method, the simplified refined instrumental variable method for CT systems (SRIVC) is adopted. It was first developed by Young and Jakeman in the open-loop situation [12] and recent developments can be found in [4] , [11] . This paper is organized in the following way. We first define the parameter estimation problem in Section II. Subsequently, the SRIVC method for plant parameter identification is recalled in Section III. Then the time-delay estimation problem is discussed in Section IV. The final algorithm for time-delay system identification is detailed in Section V. Finally, in Section VI, numerical examples are presented to illustrate the properties of the proposed method.
II. PROBLEM STATEMENT
Consider the following CT output error (COE) model
where u(t), x(t) and τ o are the excitation signal, the noisefree response and the time-delay, respectively. p denotes the differentiation operator, i.e. px = dx/dt. B(p, θ o ) and A(p, θ o ) are polynomials assumed to be coprime of the following form
The unknown parameters are stacked columnwise in
The input-output signals of the system are observed at irregular time-instant t k , for k = 1, 2, · · · , N , the sampling interval is denoted as
In most practical measurement situations, it is reasonable to consider that x(t k ) is corrupted by a DT measurement noise e(t k ), which is assumed to be white here. The identification problem can be stated as: assume the orders n and m are known, the identification objective is to estimate the unknown parameters and time-delay from irregularly sampled data
Amongst the different implementation of the optimal IV approach, the SRIVC method is known to be one of the most effective and is used here to identify the CT transfer function parameters. In this section, the time-delay is assumed to be known (τ = τ o ). The SRIVC method makes use of a low-pass filter to generate the (filtered) input/output timederivatives of the differential equation model. The filter F (p) takes the following form
Then, the COE model can be equivalently reformulated in the following regression form
where
where x(t k ,θ j , τ o ) is the noise-free response of the following auxiliary model
From N measured input-output data, the SRIVC parameter estimates are given bŷ
with
where t s ≥ τ o . As it can be noted from (9), the SRIVC method uses an adaptive procedure where the parameter estimates are iteratively refined. At each iteration, an auxiliary model is used to generate the instrumental variables and filter based on the parameters obtained at the previous iteration. When performing the CT filtering operation, the intersample behavior is required to reconstruct a 'CT input signal' from the irregularly sampled data. In many situations, as it is the case in computer controlled systems, the intersample behavior of the input u(t k ) is always known, such as piece-wise constant (zero-order hold) or piece-wise linear (first-orderhold). However, the intersample behavior of the sampled output y(t k ) is missing. It is then a common practice to assume y(t) is first-order hold. The 4th-order Runge-Kutta (RK4) method can then be used to compute the filtered timederivatives for the output signal at the required irregular timeinstants.
IV. EXPANSION OF GLOBAL CONVERGENCE REGION IN TIME-DELAY ESTIMATION
In this section, the plant-independent time-delay estimation is investigated, so θ = θ o is assumed in the sequel. τ is assumed to be a 'pure delay' and appears as an explicit parameter in the CT model. With these assumptions, the estimated error can be formulated as
The time-delay can be estimated by minimizing a certain criterion of (t, θ o , τ ). Here the energy of the estimated error is considered. The estimate of τ can be obtained by the following fittinĝ
Numerical methods are typical ways to solve (11), such as the Gauss-Newton or the Levenberg-Marquardt algorithm.
Since the cost function J(θ o , τ ) is multi-modal with respect to τ , the numerical method suffers from local minima and the final estimateτ is highly dependent on the initial value τ 0 . To increase the chance of converging to the global minimum, the use of a low-pass filter was suggested in [3] . This result is used in this paper to improve the convergence performance of the proposed method. Let L(p) be a CT low-pass filter with the cutoff frequency ω LF c . The estimateτ can be obtained by minimizing the energy of the filtered estimated error
From the Parseval theorem,J(θ o , τ ) also has the following frequency-domain interpretation (see e.g. [6] , [3] )
where Φ u (ω) and Φ e (ω) are the power spectral densities (PSD) of u(t) and e(t), respectively. Let the time-delay error denoted as
Let us now defineV (θ o , τ ) as the noise-free version of (14)
From (16), it can be observed thatV (θ o , δτ ) depends on δτ and the following transfer function
Since T (iω) requires the knowledge of the true model G(iω, θ o ), which is not known in practical situations, the following theorem provides an alternative to computeV (θ o , δτ ) from filtered data. Theorem 1 (see [3] ): Assume the PSD of u(t) is denoted by Φ u (ω) and let z(t) be the noise-free output of the following filter
Then an estimate ofV (θ o , δτ ) can be obtained bȳ
where R z is the autocorrelation function of z(t). Proof:V (θ o , δτ ) can be given as
is the PSD of z(t). By using the well-known Wiener-Khinchin theorem, (19) can be reformulated as
The second equation in (20) uses the fact that R z (δτ ) is an even function.
To illustrate the low-pass filtering effects on the global convergence, let us consider the following example. Example 1: Consider the following system
a) The system (with a 
3) Filter 3:
Actually the cut-off frequency ω LF c of L(iω) can take any positive value, given the fact the purpose of the low-pass filtering is to extend the global convergence region. [3] )
Let δτ max denote the maximum delay uncertainty (or admissible region uncertainty), for which |δτ | ≤ δτ max , such thatV (θ o , δτ ) is unimodal. Equation (22) can then be transformed to make a cardinal sine function appear
A cardinal sine function has many extrema. An approximation of the t-coordinate (t ≥ 0) of the i-th extremum is
Because t 0 = 0 is the global minimum, t 1 can then be used to compute the maximum delay uncertainty δτ max . By equating t 1 to ω The normalized cost functionV (θ o , δτ )/R z (0) versus δτ is plotted in Figure 1 . It can be observed that without any low-pass filtering, δτ L1 max ≈ 1.9. When a low-pass filtering is applied, the admissible region is extended to δτ L2 max ≈ 8.6 and δτ L3 max ≈ 8.5. The global convergence region is clearly enlarged by using a low-pass filter. From Figure 1 , it can also be noticed that δτ o ) ≈ constant, its corresponding T (iω) can also be regarded as an ideal low pass filter. In the remainder of the paper, the ideal low-pass filter is used
Remark. 1: If the data are regularly sampled, the filtering operation can be carried out in the frequency domain by using the Fourier transform and its inverse, by adding a rectangular window to the frequency data. In the present case of irregularly sampled data, the non-uniform fast Fourier transform (NUFFT) and its inverse can be used (see e.g. [9] ).
V. SEPARABLE METHOD FOR TIME-DELAY SYSTEM IDENTIFICATION
From the previous statements, θ is estimated by the SRIVC method while τ is estimated by a numerical method. So it is natural to use a separable way to estimate θ and τ , when estimating each of them, the other is assumed to be fixed. The regression model once the additional filter L(p) is applied, takes the following form
where ρ = θ T , τ T , andx means x is filtered by L(p). The cost function to be minimized is given as
where s is chosen to guarantee that t s ≥ τ . The parameters can be estimated by the following separable method (see [7] ). Compared with the original separable non-linear leastsquares method, we propose to estimate the linear part by the SRIVC method instead of the simple least-squares method, and perform a low-pass filtering operation in the first few iterations of the algorithm to widen the convergence region for the initial time-delay search. Theorem 2: Let
Thenτ can be obtained as arg min
whereJ
The proposed Gauss-Newton method is then given aŝ
A. The Proposed SRIVC-based Algorithm
The complete algorithm (tdsrivc) for time-delay system identification can be summarized as 1) Initialization: Set boundaries ∆τ min , ∆τ max , τ min , τ max , the cut-off frequencies ω 
go to step (c). iii) Estimate θ using srivc
Update auxiliary model and prefilter
Compute the filtered signals in 
≥ ∆J N (τ ) min , go to step (a), else break. end 3) Refined plant parameter and delay estimation for j=M :convergence Repeat step 2) without applying the low-pass filter L(iω). end
Note that in the above algorithm, tdsrivc runs in the end without low-pass filtering to obtain a refined estimate. The reason for using a two-step scheme is that the lowpass filtering increases the convergence region at the price of slightly decreasing the accuracy of the final estimate, so a refinement step is suggested. In addition, the maximum number of iterations M for the initial time-delay search can be typically chosen between 5 to 10.
B. The Possibility of Handling Arbitrary Time-delay
As discussed in Section III, when performing CT filtering, the actual input of the filter is a 'CT signal', which is reconstructed from the irregularly sampled data and the provided inter-sample behavior. With this reconstructed CT signal, it is possible to predict the output of a filter at any desired time-instant with the specified time-delay. In this way, the proposed method can therefore handle arbitrary time-delay identification.
VI. NUMERICAL EXAMPLES In this section, all the systems to be identified are assumed to be excited by a pseudo random binary sequence (PRBS), which is generated from a 9-stage shift register and the clock is set to 0.5s. The time-varying sampling period h k is assumed to be uniformly distributed in the following interval
The stopping rule for the iterative algorithm is that the relative change inJ N (τ ) orJ N (τ ) is lower than 10 −4 ; the maximum iteration number of stage 2) is M = 10; the timedelay boundaries are τ min = 0 and τ max = 10.
A. Noise-free Case
To illustrate the positive effect of the low-pass filtering strategy on the convergence performance, let us first consider the noise-free situation. The second-order system to be studied is given as 
B. Noisy-output Case
In this subsection, it is assumed that the measured output is corrupted by a discrete-time white noise, the signal to noise ratio (SNR) is 15dB. The SNR is defined as SNR = 10log P x P e
where P x and P e represent the average power of the noisefree signal x(t k ) and the disturbance e(t k ). The number of observed data is N = 2000. The cut-off frequency of the initial SVF filter is fixed to ω SVF c = 2π. Due to the fact that the time-delay of the system to be studied is lower than 10, any choice of ω In this noisy-output case, the criterion for global convergence fit satisfies the following inequality fit ≤ 100 1 − √ P e √ P x + P e = 100 1 − 1 + 10 SNR/10 −1/2 ≈ 82.5
The criterion for 'success' is fit > 81. The estimated results are given in Table I . This table shows that when no filter is applied (scheme A), the global convergence ratio is less than 60%, while the success ratio surges to 84% ∼ 100% when a filtering option (scheme B) is adopted. The good performance does not come for free, the cost is the slight increase of the iteration number to converge.
VII. CONCLUSION
In this paper, identification of continuous-time system with arbitrary time-delay from irregularly sampled data has been considered. The proposed algorithm estimate the plant parameters and the time-delay in a separable way, more precisely, the plant is estimated by the SRIVC method and the time-delay is estimated by the Gauss-Newton method, respectively. An ideal low-pass filter is introduced to extend the global convergence region. Numerical examples have been used to show that, under mild initializations, the global convergence ratio can be increased to 80%∼100% after the use of a low-pass filter.
