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We develop an analytical framework for nonreciprocal radiative heat transfer in two-body planar
systems. Based on our formalism, we identify effects that are uniquely nonreciprocal in near-field
heat transfer in planar systems. We further introduce a general thermodynamic constraint that
is applicable for both reciprocal and nonreciprocal planar systems, in agreement with the second
law of thermodynamics. We numerically demonstrate our findings in an example system consisting
of magneto-optical materials. Our formalism applies to both near- and far-field regimes, opening
opportunities for exploiting nonreciprocity in two-body radiative heat transfer systems.
I. INTRODUCTION
Understanding radiative heat transfer [1–3] is essen-
tial in many applications ranging from radiative cooling
[4–6] and thermal diodes [7] to thermal transistors [8–
11] and thermophotovoltaic systems [12–16]. The major-
ity of works investigating radiative heat transfer consider
materials that satisfy Lorentz reciprocity [17–30]. On
the other hand, it is known that breaking the constraint
of reciprocity is necessary in order to reach the thermo-
dynamic limit of thermal radiation harvesting [31–33].
Therefore, in recent years there has been emerging inter-
est in exploring radiative heat transfer with nonreciprocal
materials. Examples include the design of photonic struc-
tures for complete violation of Kirchhoff’s law in far-field
thermal radiation [34], as well as the proposal for the
thermal Hall effect [35], and persistent heat current in
equilibrium in near-field heat transfer [36].
For near-field heat transfer, the most studied geometry
is that between two planar bodies, separated by a vacuum
gap (Fig. 1), whereas previous works on nonreciprocal
near-field heat transfer focus on non-planar geometries
[36–38]. There has not been a systematic study as to how
nonreciprocity manifests itself in planar systems. Ref. 39
considered near-field heat transfer between two planar
structures incorporating magneto-optical materials, but
did not specifically address whether the observed effect
is a manifestation of nonreciprocity.
In this paper, we provide a systematic treatment of
near-field heat transfer between two planar bodies. We
address how the second law of thermodynamics and reci-
procity constrain heat transfer in these systems. Specif-
ically, we highlight signatures that are uniquely nonre-
ciprocal, i.e., they cannot occur in reciprocal systems.
Our work clarifies the role of nonreciprocity in one of the
most commonly studied near-field heat transfer geome-
tries, and may prove useful for the design of nonreciprocal
heat transfer devices.
∗ shanhui@stanford.edu
FIG. 1. Schematic of the geometry under consideration:
Two semi-infinite planar slabs are separated by a vacuum gap
of size d. Each slab has an in-plane (x − y) homogeneous
dielectric permittivity, which can be inhomogeneous in the
z-direction, represented with ˆ1(z), ˆ2(z). S1→2 and S2→1
represent the radiative heat flux density from body 1 to 2
and body 2 to 1, respectively.
The paper is organized as follows: In Section II, we
provide a derivation of the formalism for computing near-
field heat transfer between planar bodies. This formal-
ism is similar to the standard treatment of radiative heat
transfer with fluctuational electrodynamics [1], however,
here we place special emphasis to ensure that it is ap-
plicable to both nonreciprocal and reciprocal systems.
Using this formalism, in Section III and IV, we address
how the second law of thermodynamics and reciprocity
constrain near-field heat transfer in planar geometries.
We highlight the uniquely nonreciprocal aspects of near-
field heat transfer that cannot exist in reciprocal systems.
In Section V, we provide numerical demonstration of the
theoretical predictions in Section III and IV. We conclude
in Section VI.
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2II. THEORETICAL FORMALISM
Throughout the paper, we consider the general heat
transfer setting as shown in Fig. 1. Body 1 and body 2
are semi-infinite, separated by vacuum with a gap size
of d, and maintained at temperatures T1 and T2, respec-
tively. Body 1 and 2 are described by a dielectric per-
mittivity distribution ˆ1(z) and ˆ2(z), respectively, which
are uniform in the in-plane directions, but can be nonuni-
form along the z-direction. In general, the tensors ˆ1(z),
ˆ2(z) are 3×3 permittivity tensors. From the fluctuation
dissipation theorem [40], the strength of the fluctuating
current sources that generate thermal radiation is propor-
tional to the imaginary part of the permittivity tensor,
Im ˆ ≡ 12j (ˆ− ˆ†).
First, we compute the heat flux density from body 1 to
body 2, S1→2(r‖, z, t), which is defined as the absorption
of body 2 from the electric and magnetic field vectors
E(r‖, z, t) and H(r‖, z, t) generated by the fluctuating
current sources in body 1, and r‖, z, and t, are, respec-
tively, the in-plane spatial dimension, distance along the
vertical axis, and time. In the vacuum region between the
two planar bodies in Fig. 1, the Poynting vector along
the z direction is given by:
S1→2(r‖, z, t) = zˆ ·
〈
E(r‖, z, t)×H(r‖, z, t)
〉
, (1)
where 〈· · · 〉 represents an ensemble average. Throughout
the paper we adopt the following Fourier transformation
conventions in time and space, respectively:
A(t) = Re
∫ ∞
0
dωA(ω)ejωt, (2)
A(r‖) =
∫
dk‖
(2pi)2
A(k‖)e−jk‖·r‖ . (3)
S1→2(r‖, z, t) is independent of r‖ by translational sym-
metry, and independent of t since the thermal process is
a stationary random process [41, 42]. Therefore, we have〈
E(k‖, z, ω)×H∗(k′‖, z, ω′)
〉
=
〈
E(k‖, z, ω)×H∗(k‖, z, ω)
〉
δ(k‖ − k′‖)δ(ω − ω′),
(4)
where k‖, k′‖ are the in-plane wavevector, and ω, ω
′ are
the frequency. With these notations from Eqs. 1-4, we
obtain,
S1→2(r‖, z, t)
=
∫ ∞
0
dω
∫
dk‖
(2pi)4
1
2
Re zˆ · 〈E(k‖, z, ω)×H∗(k‖, z, ω)〉 .
(5)
Below we treat each k‖, ω components separately at a
fixed z in the vacuum gap, and suppress the arguments
of k‖, z, and ω.
We aim to express the near-field heat transfer between
the two planar bodies, i.e., Eq. 5, in terms of the reflectiv-
ity matrix of each body. For this, we start by considering
the electric field E1 as generated by body 1 in the ab-
sence of body 2 (Fig. 2a). Note that in the Appendix,
we provide an analytical derivation of the field emission
relations shown below. For propagating waves, defined
to have an in-plane wavevector k‖ < ωc , where c is the
speed of light in vacuum, immediately near the surface
of body 1, the field emission is expressed as:〈
E1E
†
1
〉
= (2pi)2
Z
pi
Θ(ω, T1)
[
Iˆ − Rˆ1Rˆ†1
]
, (6)
whereas for evanescent waves with k‖ > ωc , we have:〈
E1E
†
1
〉
= (2pi)2
Z
pi
Θ(ω, T1)
[
Rˆ1 − Rˆ†1
]
. (7)
The parameter Z in Eqs. 6, 7 represents the wave
impedance. We separate Z into Zs and Zp, i.e., Z =
diag(Zs, Zp), pertaining to s- and p-polarized waves, de-
fined to have the electric field or magnetic field paral-
lel to the material interfaces, respectively. The func-
tion Θ(ω, T ) is the mean energy of photons per fre-
quency ω at temperature T , defined as Θ(ω, T ) =
~ω
[
1
2 +
1
exp(~ω/kBT )−1
]
. Here, ~ is the reduced Planck
constant, kB is the Boltzmann constant. The reflectivity
matrix of the i-th body Rˆi is given by:
Rˆi =
[
Rssi R
sp
i
Rpsi R
pp
i
]
, (8)
whereRσµi represents the reflection coefficient for light in-
cident from vacuum into the i-th body, with a µ-polarized
incident wave and a σ-polarized outgoing wave.
In the presence of body 2, the electric field between the
two bodies can be decomposed into forward and back-
ward components (Fig. 2b), i.e., E = Ef +Eb, which can
be related to E1 as:
Ef = E1 + Rˆ1Rˆ2e
−j2kzdE1 + (Rˆ1Rˆ2e−j2kzd)2E1 + · · ·
= Dˆ12E1 (9)
Eb = Rˆ2Dˆ12e
−j2kzdE1 = Dˆ21Rˆ2e−j2kzdE1, (10)
where Dˆmn = [Iˆ − RˆmRˆne−j2kzd]−1 represents multiple
reflections between the two bodies. In the alternative
expression of Eb, we have used the identity,
Rˆ2Dˆ12 = Dˆ21Rˆ2. (11)
By representing electric and magnetic fields with Ef and
Eb components, the Poynting vector in Eq. 5 can then
be written as:
1
2
Re{zˆ · 〈E×H∗〉} = 1
2
Re Tr
[
(Ef +Eb)
[
Z−1(Ef −Eb)
]†]
.
(12)
which holds for propagating as well as evanescent modes,
and Ef and Eb denote the forward and backward field
components on the s and p polarization basis. Note that
the basis vector for the p-polarization has opposite signs
3for forward and backward waves. For propagating waves,
Eq. 12 becomes:
1
2
Re{zˆ · 〈E×H∗〉}
= Tr
[
1
2Z
(Iˆ − Rˆ†2Rˆ2)Dˆ12
〈
E1E
†
1
〉
Dˆ†12
]
, (13)
whereas for evanescent waves, Eq. 12 becomes:
1
2
Re{zˆ · 〈E×H∗〉}
= Tr
[
1
2Z
(Rˆ†2 − Rˆ2)Dˆ12
〈
E1E
†
1
〉
Dˆ†12e
−2αd
]
. (14)
In the latter case, the field components Ef and Eb de-
note exponential decay and growth, respectively, along
the z+−direction, where kz = −jα, with α being a real
number.
Plugging Eq. 6 and Eq. 7 into Eq. 13 and Eq. 14, re-
spectively, and by recalling Eq. 5, we obtain the total
heat flux density from body 1 to body 2:
S1→2 =
∫ ∞
0
dω
2pi
∫
dk‖
(2pi)2
Θ(ω, T1)S1→2(k‖, ω), (15)
FIG. 2. Theoretical framework for computing the heat trans-
fer in a two-body planar system using the generalized recip-
rocal relation. (a) Thermal emission of body 1. Poynting
vector from body 1 to 2, S1→2(ω,k‖) is proportional to the
electric field emission < E1E
†
1 > near the source surface. (b)
Heat exchange between bodies 1 and 2 via multiple scatter-
ing process. (c) and (d) illustrate the method to compute
the field emission from a planar body using the generalized
reciprocity relation. (c) The emission of body 1 can be equiv-
alently computed by evaluating the absorption of the comple-
mentary body in the presence of the external source. (d) The
absorption of the complementary body as shown in (c) can
be computed in terms of its reflection coefficients.
where S1→2(k‖, ω) is given by:
S1→2(k‖, ω)
= Tr{
[
Iˆ − Rˆ†2(k‖, ω)Rˆ2(k‖, ω)
]
Dˆ12(k‖, ω)[
Iˆ − Rˆ1(k‖, ω)Rˆ†1(k‖, ω)
]
Dˆ†12(k‖, ω)}, (16)
for propagating waves, and
S1→2(k‖, ω)
= Tr{
[
Rˆ†2(k‖, ω)− Rˆ2(k‖, ω)
]
Dˆ12(k‖, ω)[
Rˆ1(k‖, ω)− Rˆ†1(k‖, ω)
]
Dˆ†12(k‖, ω)e
−2αd}, (17)
for evanescent waves. The heat flux density from body
2 to body 1 can be obtained from Eqs. 16 and 17 by
exchanging the subscripts 1 and 2. We note that the
derivation above does not assume reciprocity. The results
are therefore generally applicable for either reciprocal or
nonreciprocal systems.
III. CONSTRAINT FROM THE SECOND LAW
OF THERMODYNAMICS
In this section, we show that Eqs. 16 and 17 satisfy the
second law of thermodynamics, by showing that the heat
flux from body 1 to body 2 is balanced with the heat flux
from body 2 to body 1, at each frequency ω, and in-plane
wavevector k‖, i.e.,
S1→2(k‖, ω) = S2→1(k‖, ω). (18)
We start by providing a direct proof of Eq. 18 from
Eqs. 16 and 17. For this purpose, we first state a few
mathematical observations: We recall Eq. 11 above as
well as the analogous relation:
Rˆ1Dˆ21 = Dˆ12Rˆ1. (19)
By expanding Dˆ12, Dˆ21 in series, we note that
Dˆ12 = Iˆ + Rˆ1Dˆ21Rˆ2e
−j2kzd, (20)
Dˆ21 = Iˆ + Rˆ2Dˆ12Rˆ1e
−j2kzd. (21)
First, we consider the case of propagating waves. The
heat flux S1→2(k‖, ω) can be written as the sum of four
terms, i.e.,
S1→2(k‖, ω) = Z1 + Z2 + Z3 + Z4, (22)
where
Z1 = −Tr[Rˆ†2Rˆ2Dˆ12Dˆ†12] = −Tr[Rˆ2Dˆ12Dˆ†12Rˆ†2], (23)
Z2 = −Tr[Dˆ12Rˆ1Rˆ†1Dˆ†12] = −Tr[Rˆ1Dˆ21Dˆ†21Rˆ†1]. (24)
From Eqs. 23 and 24, it can be shown that Z1 + Z2 is
symmetric with respect to exchanging the subscripts 1
4and 2. Furthermore, for the last two terms in Eq. 22, we
can write:
Z3 = Tr[Dˆ12Dˆ†12]
= Tr[Iˆ + Rˆ1Dˆ21Rˆ2(Rˆ1Dˆ21Rˆ2)
†]
+ Tr
[
Rˆ1Dˆ21Rˆ2e
−j2kzd
]
+ Tr
[
Rˆ1Dˆ21Rˆ2e
−j2kzd
]†
,
(25)
Z4 = Tr[Rˆ†2Rˆ2Dˆ12Rˆ1Rˆ†1Dˆ†12] = Tr[Rˆ2Dˆ12Rˆ1(Rˆ2Dˆ12Rˆ1)†].
(26)
From Eqs. 25, 26, Z3+Z4 is also symmetric with respect
to the subscript exchange between bodies 1 and 2. This
can be seen by applying Tr
[
Rˆ1Dˆ21Rˆ2
]
=Tr
[
Rˆ2Dˆ12Rˆ1
]
as derived from Eqs. 11, 19. This proves Eq. 18 for prop-
agating waves.
We now consider the case of evanescent waves, and we
write S1→2(k‖, ω) as a sum of four terms (Eq. 22), where:
Z1 = Tr
[
Rˆ†2Dˆ12Rˆ1Dˆ
†
12
]
e−2αd
= Tr
[
Dˆ12Rˆ1(Rˆ2Dˆ12)
†
]
e−2αd, (27)
Z2 = Tr
[
Rˆ2Dˆ12Rˆ
†
1Dˆ
†
12
]
e−2αd
= Tr
[
Dˆ21Rˆ2(Rˆ1Dˆ21)
†
]
e−2αd. (28)
From Eqs. 27, 28, Z1 + Z2 remains symmetric with re-
spect to the exchange between bodies 1 and 2. Further-
more,
Z3 = Tr
[
−Rˆ2Dˆ12Rˆ1Dˆ†12
]
e−2αd = Tr
[
−Dˆ21Dˆ†12 + Dˆ†12
]
,
(29)
Z4 = Tr
[
−Rˆ†2Dˆ12Rˆ†1Dˆ†12
]
e−2αd = Tr
[
−Dˆ12Dˆ†21 + Dˆ12
]
.
(30)
It can, therefore, be seen that Z3 + Z4 also is symmet-
ric with respect to exchanging bodies 1 and 2, using
Tr Dˆ12 = Tr Dˆ21 via Eqs. 20, 21. This proves Eq. 18 for
every frequency ω and in-plane wavevector k‖, of evanes-
cent waves. Thus, we have proven here that Eqs. 16 and
17 obey the second law of thermodynamics, even in the
presence of nonreciprocity. Furthermore, Eq. 18 repre-
sents a general constraint on the heat transfer between
two planar bodies, which must be satisfied in both recip-
rocal and non-reciprocal systems.
We also note that the second law of thermodynamics
requires the net energy exchange between bodies 1 and
2 to be zero, when T1 = T2 = T , which can be written
as: S1→2 = S2→1. From Eqs. 15 and 18, it can be seen
that Eq. 18 satisfies the second law of thermodynamics.
Next, suppose we place in a lossless filter between the
two bodies, as shown in Fig. 3. The filter allows unity
transmission from body 1 to 2 and vice versa, at ω and
k‖ as shown in Figs. 3a and b, and completely reflects at
all other frequencies and in-plane wavevectors as shown
in Figs. 3c and d. In the presence of such a filter, when
the two bodies are maintained at the same temperature
T , we expect that the net energy transfer between the
two bodies must be zero, thereby intuitively suggesting
the constraint given by Eq. 18.
IV. CONSTRAINTS FROM RECIPROCITY
In this section, we show that in reciprocal systems, i.e.
systems where both planar bodies consist of reciprocal
materials, an additional constraint arises:
S1→2(k‖, ω) = S2→1(−k‖, ω). (31)
To prove Eq. 31, we start by observing that the scattering
matrix of a reciprocal system is symmetric [43]. Hence,
its reflectivity matrix satisfies:
Rˆi(−k‖) = σˆzRˆTi (k‖)σˆz, (32)
where σˆz = diag[1,−1]. Note that the matrix σˆz ap-
pears because of the electric field components for the
p-polarization acquire opposite signs for k‖ and −k‖.
Henceforth, the argument ω is suppressed for brevity,
since the derivation applies to each frequency separately.
From Eq. 32, we have Dˆ12(−k‖) = σˆzDˆT21(k‖)σˆz, as can
be proved by inspecting Dˆ12 and Dˆ21 in the form of its
series expansion.
Similar to the treatment in the previous section, we
FIG. 3. Radiative heat transfer between bodies 1 and 2 in
the presence of a lossless nonreciprocal filter placed in the
vacuum gap, depicted with yellow. (a)-(b) The filter allows
plane waves with a specific in-plane wavevector component k‖
to pass through. (c)-(d) The filter prohibits all other plane
waves with in-plane wavevector components different from k‖
from passing through.
5first consider propagating waves, for which:
S1→2(−k‖)
= Tr{σˆz
[
Iˆ − Rˆ∗2(k‖)RˆT2 (k‖)
]
DˆT21(k‖)[
Iˆ − RˆT1 (k‖)Rˆ∗1(k‖)
]
Dˆ∗21(k‖)σˆz}
= Tr{
[
Iˆ − Rˆ†1(k‖)Rˆ1(k‖)
]
Dˆ21(k‖)[
Iˆ − Rˆ2(k‖)Rˆ†2(k‖)
]
Dˆ†21(k‖)}
= S2→1(k‖). (33)
Similarly, for evanescent waves, it holds:
S1→2(−k‖)
= Tr{σˆz
[
Rˆ∗2(k‖)− RˆT2 (k‖)
]
DˆT21(k‖)[
RˆT1 (k‖)− Rˆ∗1(k‖)
]
Dˆ∗21(k‖)σˆze
−2αd}
= Tr{
[
Rˆ†1(k‖)− Rˆ1(k‖)
]
Dˆ21(k‖)[
Rˆ2(k‖)− Rˆ†2(k‖)
]
Dˆ†21(k‖)e
−2αd}
= S2→1(k‖). (34)
Hence, for any system consisting of two planar bodies,
if Eq. 31 is violated, then Eq. 32 must also be violated for
at least one of the bodies. Thus, at least one of the bodies
must consist of a nonreciprocal material. Therefore, the
violation of Eq. 31 is a uniquely nonreciprocal effect in
heat transfer between planar bodies. We can refer to
the violation of Eq. 31 as a nonreciprocal heat transfer
effect. By contrast, however, satisfying Eq. 31 does not
guarantee that the underlying system is reciprocal. In
fact, one can construct systems in which the reflectivity
matrix of each individual body violates Eq. 32, and hence
each individual body is nonreciprocal, but the resulting
heat transfer ought to satisfy Eq. 31. We provide such an
example in the numerical demonstration section below.
V. NUMERICAL DEMONSTRATIONS
In this section, we demonstrate the findings of the pre-
vious sections by performing numerical calculations of
heat transfer between two planar slabs. First, we con-
sider a reciprocal system consisting of two planar slabs
of reciprocal materials, as shown in Fig. 4a. We set body
1 to have an isotropic dielectric permittivity, ˆ1 = p,
where p is the dielectric function of a plasmonic metal
that takes the Drude model form p = 1− ω
2
p
ω(ω+j/τ) . ωp is
the plasma frequency, and 1/τ = 0.1ωp characterizes the
plasmonic scattering rate. We choose the permittivity of
the second body to be anisotropic and have the form:
ˆS2(ω) =
 p 0 00 d f
0 f d
 , (35)
with d = 1− ω
2
p(1+j
1
τω )
(ω+j/τ)2−ω2B
, f = −ωBω
ω2p
(ω+j/τ)2−ω2B
. Here,
ωB is chosen to be ωB = 0.2ωp. The permittivity form
of Eq. 35 is chosen to facilitate the comparison to the
nonreciprocal case as we will show below. This form
resembles the permittivity of a magnetized plasma, ex-
cept that the permittivity tensor is symmetric and hence
the material is reciprocal. We define the plasma wave-
length λp = 2pic/ωp, and set the thickness of both slabs
as ds = λp. The width of the vacuum gap between two
slabs is set to be d = λp/10, for probing near-field effects.
To remove the effect of any bulk free-space propagating
modes that occur at high frequencies, we place a perfect
electric conductor (PEC) on the back-side of both slabs.
Based on the formalism described in Section II, we
compute the radiative heat transfer between these two
bodies, for the in-plane wavevector k‖ along the y-
direction, as shown in Figs. 4b and c, corresponding
to S1→2(k‖, ω) and S2→1(k‖, ω), respectively. We see
that S1→2(k‖, ω) = S1→2(−k‖, ω), as expected for a
reciprocal system (Eq. 31). Furthermore, for each fre-
quency and in-plane wavevector, we have S1→2(k‖, ω) =
S2→1(k‖, ω), confirming the validity of Eq. 18. We em-
phasize that these constraints are satisfied despite the
lack of any mirror symmetry in the system. Bodies 1
and 2 are made of different materials, and moreover the
permittivity of body 2 is chosen to be anisotropic such
that different k‖ are not equivalent.
Next, we study a nonreciprocal case, where Eq. 31 is
violated. We consider a system where body 1 remains the
same as in the previous example, however body 2 has a
permittivity tensor of the form (Fig. 4d):
ˆA2 (ω) =
 p 0 00 d jf
0 −jf d
 . (36)
This permittivity tensor is asymmetric, thus breaking
Lorentz reciprocity. The heat transfer spectra for this
system are shown in Figs. 4e and f. We see, here,
S1→2(k‖, ω) 6= S1→2(−k‖, ω). Hence, based on the dis-
cussions in Section IV, we have shown that this system
can achieve nonreciprocal near-field heat transfer in a
planar geometry. Furthermore, by comparing Figs. 4e
and f, we see that S1→2(k‖, ω) = S2→1(k‖, ω) for all fre-
quencies ω and in-plane wavevectors k‖, in consistency
with Eq. 18. This numerical example demonstrates that
Eq. 18 is satisfied despite the lack of both reciprocity and
mirror symmetry in the considered system.
Finally, we consider a nonreciprocal case, which
demonstrates that even in the presence of nonreciproc-
ity, Eq. 31 can hold. Hence, we set both bodies to have
the permittivity tensor of Eq. 36. In this case, the sig-
nature of nonreciprocity by each individual body is can-
celled out via their combination. Consequently we have
S1→2(k‖, ω) = S1→2(−k‖, ω) despite the fact that the
response for each individual body is nonreciprocal. Fur-
thermore, similar to the previous cases, the constraint
S1→2(k‖, ω) = S2→1(k‖, ω) is preserved since Fig. 4h is
6FIG. 4. Numerical simulations of heat transfer between two planar bodies. Body 1 is an isotropic plasmonic medium in panels
(a)-(f), and a magneto-optical material with an asymmetric permittivity tensor (ˆA2 in Eq. 36) in panels (g)-(i). Body 2 is an
anisotropic material with a symmetric dielectric permittivity tensor (ˆS2 in Eq. 35) in panels (a)-(c), and a magneto-optical
material with ˆA2 (Eq. 36) in panels (d)-(i). The thickness of the slabs is set to dS = λp, whereas the vacuum gap has width
of d = 0.1λp, where λp is bulk plasma wavelength. Panels (b), (e), (h) represent heat flux density from body 1 to 2, i.e.,
S1→2, panels (c), (f), (i) represent heat flux density from body 2 to 1, i.e., S2→1. Panels (e), (f) demonstrate the violation of
reciprocity constraint for heat transfer, i.e., Eq. 31, whereas panels (b), (c) and (h), (i) satisfy Eq. 31. All results agree with
the general thermodynamic constraint of Eq. 18.
identical to Fig. 4i, once again verifying the general ther-
modynamic constraint Eq. 18.
To conclude this section, we provided a numerical
demonstration showing that Eq. 18 holds both in recip-
rocal (Fig. 4a) and nonreciprocal systems (Figs. 4d, g).
Furthermore, we showed that the generalized detailed
balance (Eq. 31) holds for reciprocal systems, and the
violation of Eq. 31 can only be achieved in nonreciprocal
systems. Finally, we demonstrated a case where Eq. 31
holds even when the underlying bodies are nonreciprocal.
VI. CONCLUSION
We presented a formalism for computing radiative heat
transfer between two planar bodies. This formalism is
applicable for both reciprocal and nonreciprocal systems.
We introduced a constraint imposed by the second law
of thermodynamics and reciprocity, that holds for every
in-plane wavevector and frequency. Therefore, our for-
malism identifies the unique signature of nonreciprocity
in heat transfer in two-body planar systems.
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7Appendix
In this Appendix, we provide a proof of Eqs. 6 and 7
presented in the main text, regarding the fields emit-
ted by a single planar body, based on the generalized
reciprocity theorem. Eqs. 6 and 7 have been previously
proven in Refs. 44–47 by using the second fluctuation-
dissipation theorem, which directly relates the field emis-
sion to the imaginary part of the Green’s function. The
proof of Refs. 44–47 applies to both reciprocal and non-
reciprocal systems. Here, we provide an alternative proof
based entirely on the current correlation. This proof fa-
cilitates the understanding of the differences between re-
ciprocal and nonreciprocal systems.
We first summarize a few relations in electromagnetics
that we will use below, applicable to reciprocal as well as
nonreciprocal systems. For simplicity, for both theorems
discussed below, we consider a non-magnetic (µ = µ0)
system, described by relative dielectric permittivity ˆ.
Theorem 1. Conservation of energy. Let us consider a
system that has two steady-state solutions as described
by electric fields Eσ and Eµ. At each frequency ω, we
have: ∫
dV ω0E
∗
σ ·
[
ˆ− ˆ†
2j
]
Eµ
= −1
2
∫
dSnˆ · (E∗σ ×Hµ +Eµ ×H∗σ). (37)
The proof of Eq. 37 can be found in Ref. [48]. In
the geometry of Fig. 2a, where body 1 occupies the
half space z < 0, suppose that the fields Eσ(z)e
−jk‖·r‖ ,
Hσ(z)e
−jk‖·r‖ and Eµ(z)e−jk‖·r‖ , Hµ(z)e−jk‖·r‖ are so-
lutions to Maxwells equations at the in-plane wavevector
k‖. Then, Eq. 37 becomes:∫ 0
−∞
dzω0E
∗
σ ·
[
ˆ− ˆ†
2j
]
Eµ
= −1
2
(E∗σ ×Hµ +Eµ ×H∗σ) · zˆ |z=0+ . (38)
Theorem 2. Generalized reciprocity theorem. For non-
magnetic systems, the electric field E can be obtained
by solving the equation ∇ × ∇ × E − k20 ˆE = −jωµ0J,
where k0 = ω/c and J is the current density. The Greens
function for this system is defined by:
∇×∇×G− k20 ˆG = Iδ(r− r′), (39)
where I is the identity dyad. Generalized reciprocity
states:
G˜(r′, r) = GT (r, r′), (40)
where G˜ is the Greens function of its complementary sys-
tem described by a permittivity of ˆT . For reciprocal sys-
tems, ˆ = ˆT , and hence G(r′, r) = GT (r, r′). The proof
of Eq. 40 closely parallels the standard proof in reciprocal
systems, and can be found in Ref. [49].
Next, we consider the field emission in Eqs. 6 and 7.
For the system shown in Fig. 2, by taking the Fourier
transform of G˜ and G, we obtain:
G˜(k‖, z′, z0) = GT (−k‖, z0, z′). (41)
For the system shown in Fig. 2a, we calculate the elec-
tric field emission of E1(k‖, z, ω) near the surface z =
0+ ≡ z0. Using the relation E(r) = −jωµ0
∫
dr′G(r, r′) ·
J(r′), as well as the fluctuation dissipation theorem [2],
which takes the following form:〈
J(k‖, ω, z)J†(k′, ω, z′)
〉
= (2pi)2
4
pi
ω0Θ(ω, T )
[
ˆ− ˆ†
2j
]
δ(k‖ − k′‖)δ(z − z′),
(42)
we obtain the electric field emission in Eqs. 6 and 7 in
the following form:〈
E1E
†
1
〉
= (ωµ0)
2
∫
dz′
∫
dz′′G(k‖, z0, z′)〈
J(k‖, ω, z′)J†(k‖, ω, z′′)
〉
G†(k‖, z0, z′′)
= (2pi)2
4
pi
Θ(ω, T )(ωµ0)
2∫ 0
−∞
dz′ω0G(k‖, z0, z′)
[
ˆ− ˆ†
2j
]
G†(k‖, z0, z′)
= (2pi)2
4
pi
Θ(ω, T )(ωµ0)
2
[∫ 0
−∞
dz′ω0G˜†(−k‖, z′, z0)
[
˜− ˜†
2j
]
G˜(−k‖, z′, z0)
]T
,
(43)
where in the last step we have used generalized reci-
procity as described in Eq. 41. Here, the electric field E1
is expressed as E1 = E1ss+ E1pp+, where s and p+ are
the polarization unit vectors for the s− and p−polarized
outgoing waves, in consistency with the definition of re-
flectivity matrix in Eq. 8. For subsequent use, we also
define p− as the unit polarization vector for the incoming
p−polarized wave.
The Green’s function, G˜(−k‖, z′, z0) for the com-
plementary system ˜ = ˆT , takes the dyadic form
G˜(−k‖, z′, z0) = 1−jωµ0 [E˜ss˜+E˜pp˜−]. Here, E˜s,p stand for
the electric field at z′, generated from s− or p−polarized
current source at z0 with unit amplitude in the comple-
mentary system. We define the polarization basis vectors
s˜, p˜+, p˜− equivalently to s, p+, p−, but for the in-plane
wavevector −k‖. The polarization basis vectors are con-
nected via s˜ = −s, p˜+ = p−, p˜− = p+. In terms of the
polarization basis s˜ and p˜−, Eq. 43 is expanded into four
terms:〈
E1E
†
1
〉
= (2pi)2
4
pi
Θ(ω, T )
(Fsss˜s˜
† + Fspp˜−s˜† + Fpss˜p˜
†
− + Fppp˜−p˜
†
−).
(44)
8where
Fσµ =
∫ 0
−∞
dz′ω0E˜∗σ ·
[
ˆ− ˆ†
2j
]
E˜µ
= −1
2
(E˜∗σ × H˜µ + E˜µ × H˜∗σ) · zˆ |z=z0 . (45)
On the other hand, E˜s = −ωµ02kz [(1 + R˜ss1 )s˜ + R˜
ps
1 p˜+],
E˜p = −ωµ02kz [R˜
sp
1 s˜ + p˜− + R˜
pp
1 p˜+] are the electric fields
near the surface z = z0 ≡ 0+. The magnetic fields can
be computed to be, Hs = − k02kz
[
−p˜− − R˜ss1 p˜+ + R˜ps1 s˜
]
and Hp = − k02kz
[
−R˜sp1 p˜+ + s˜+ R˜pp1 s˜
]
. By evaluating
the right hand side of Eq. 45, we obtain the following
relation for propagating waves:
4F/Z =
(
1− |R˜ss1 |2−|R˜ps1 |2
)
ss†
+
(
R˜sp∗1 R˜
ss
1 + R˜
ps
1 R˜
pp∗
1
)
sp†+
+
(
R˜sp1 R˜
ss∗
1 + R˜
ps∗
1 R˜
pp
1
)
p+s
†
+
(
1− |R˜pp1 |2−|R˜sp1 |2
)
p+p
†
+, (46)
whereas for evanescent waves, we have:
4F/Z =
(
R˜ss1 − R˜ss∗1
)
ss†
−
(
R˜sp∗1 − R˜ps1
)
sp†+
−
(
R˜sp1 − R˜ps∗1
)
p+s
†
+
(
R˜pp1 − R˜pp∗1
)
p+p
†
+. (47)
Here, the reflectivity matrix R˜1 corresponds to the com-
plementary system with ˜ at the in-plane vector −k‖, in
the form of Eq. 8. We also note that Z = diag[Zs, Zp],
Zs = Zp = Z0
k0
kz
, and Z0 =
√
µ0
0
is the impedance in vac-
uum. The reflectivity matrix Rˆ1 of the original system
with ˆ at k‖ is related to R˜1 in the complementary sys-
tem with ˜ at −k‖ via R˜1(−k‖) = σˆzRˆT1 (k‖)σˆz, as can be
proved via symmetry by rotating the coordinate axes to
transform the dielectric permittivity tensor [43]. Also, by
recalling that Rˆ1 = R
ss
1 ss+R
sp
1 sp++R
ps
1 p−s+R
pp
1 p−p+,
we express the field emission in Eq. 44 as:〈
E1E
†
1
〉
= (2pi)2
Z
pi
Θ(ω, T1)
[
Iˆ − Rˆ1Rˆ†1
]
, propagating waves[
Rˆ1 − Rˆ†1
]
, evanescent waves
(48)
We note that the derivation above does not use reci-
procity, and hence is applicable to both reciprocal and
nonreciprocal systems.
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