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Abstract
Examples of noncommutative self-coverings are described, and spectral
triples on the base space are extended to spectral triples on the inductive
family of coverings, in such a way that the covering projections are locally
isometric. Such triples are shown to converge, in a suitable sense, to
a semifinite spectral triple on the direct limit of the tower of coverings,
which we call noncommutative solenoidal space. Some of the self-coverings
described here are given by the inclusion of the fixed point algebra in a
C∗-algebra acted upon by a finite abelian group. In all the examples
treated here, the noncommutative solenoidal spaces have the same metric
dimension and volume as on the base space, but are not quantum compact
metric spaces, namely the pseudo-metric induced by the spectral triple
does not produce the weak∗ topology on the state space.
Keywords: spectral triples; inductive limits; solenoidal spaces; self-
coverings.
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0 Introduction
Given a noncommutative self-covering consisting of a C∗-algebra with a unital
injective endomorphism (A, α), we study the possibility of extending a spectral
triple on A to a spectral triple on the inductive limit C∗-algebra, where, as in
[19], the inductive family associated with the endomorphism α is
A0
α−→ A1 α−→ A2 α−→ A3 . . . , (0.1)
all the An being isomorphic to A. The algebra An may be considered as the
n-th covering of the algebra A0 w.r.t. the endomorphism α. As a remarkable
byproduct, all the spectral triples we construct on the inductive limit C∗-algebra
are semifinite spectral triples.
Let us recall that the first notion of type II noncommutative geometry appeared
in [18], where semifinite Fredholm modules were introduced, a notion then gener-
alized in [11], see also [12], with that of semifinite unbounded Fredholm module.
The latter is essentially the same definition as that of von Neumann spectral
triples of [5], where some previous constructions [4, 15, 38, 28] were reinterpreted
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as examples of such concept. In the same period, [30] considered semifinite
spectral triples for graph algebras and posed the problem of exhibiting more
examples of the kind, which was done in [31] using k-graph algebras and in [1]
inspired by quantum gravity. Further examples have been considered in [10, 41].
In the cases we analyze, it is possible to construct natural spectral triples on
the C∗-algebras An of the inductive family, which converge, in a suitable sense,
to a triple on the inductive limit, and the latter triple is indeed semifinite.
The leading idea is that of producing geometries on each of the noncommuta-
tive coverings An which are locally isomorphic to the geometry on the original
noncommutative space A. This means in particular that the covering projec-
tions should be local isometries or, in algebraic terms, that the noncommuta-
tive metrics given by the Lip-norms associated with the Dirac operators via
Ln(a) = ‖[Dn, a]‖ (cf. [16, 35]) should be compatible with the inductive maps,
i.e. Ln+1(α(a)) = Ln(a), a ∈ An. In one case, this property will be weakened
to the existence of a finite limit for the sequences Ln+p(α
p(a)), a ∈ An.
The above request produces two related effects. On the one hand, the noncom-
mutative coverings are metrically larger and larger, so that their radii diverge
to infinity, and the inductive limit is topologically compact (the C∗-algebra has
a unit) but not totally bounded (the metric on the state space does not induce
the weak∗-topology). On the other hand, the spectrum of the Dirac operator
becomes more and more dense in the real line, so that the resolvent of the limit-
ing Dirac operator cannot be compact, being indeed τ -compact w.r.t. a suitable
trace, and thus producing a semifinite spectral triple on the inductive limit.
Pursuing this idea means also that we see the elements of the inductive family
in a more geometric way, namely as distinct (though isomorphic) algebras of
“functions” on noncommutative coverings, and the inductive maps as embed-
dings of a sub-algebra into an algebra of “less periodic” functions. In this sense
the inductive limit is a noncommutative version of the solenoidal spaces in [29],
see also the noncommutative solenoids in [25, 26].
The first four sections are devoted to the study of noncommutative regular (self-
)coverings with finite abelian group, namely in particular of a C∗-algebra A1
acted upon by a finite abelian group Γ whose fixed point algebraA0 is isomorphic
to A1. A further property, which we call regularity, requires that the eigenspaces
of A1 w.r.t. the action of Γ contain invertible elements. This turns out to imply
that A1 can be seen as a subalgebra of a matrix algebra on A0, and in this
way the algebras An forming the inductive family described above are naturally
embedded into A0⊗Mr(C)⊗n, r = |Γ|. The resulting embedding of the inductive
limit into A0 ⊗ UHF(r∞) provides the semifinite environment for the spectral
triple on the inductive limit. The regularity assumption also implies that the
“can” map is an isomorphism (cf. Section 1.4), namely the regularity property
of the covering according to [6].
In Sections 2, 3 and 4 we study coverings of the torus and generalizations to non-
commutative tori and to crossed products with Zn, based on a non-degenerate
integer-valued matrix B. This implies in particular that the regularity prop-
erty holds and the invertible elements in the eigenspaces of the action Γ can be
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chosen in terms of a section s of the exact sequence
0→ Zp → (BT )−1Zp → (BT )−1Zp/Zp → 0, (0.2)
cf. equation (2.2). The choice of a particular section plays no role in the defini-
tion of the Dirac operator and of the Lip-norm on the n-th covering quantum
spaces, however such section enters the formulas for the identification of the
covering algebras as algebras of matrices on the base algebra. It turns out that
choosing “minimal” sections and requiring the matrix B to be purely expanding
guarantees a suitable convergence of the Dirac operators on the n-th covering
to a Dirac operator on the inductive limit.
As mentioned above, the first example of regular covering is described in Sec-
tion 2, and is indeed a classical covering, namely the self-covering of the p-torus
Rp/Zp given by a non-degenerate matrix B ∈Mp(Z). We assume detB 6= ±1 to
avoid the automorphism case. The covering map is the projection Rp/BZp −→
Rp/Zp, the group of deck transformations being Γ = Zp/BZp. The corre-
sponding embedding for the algebras is C(Rp/Zp) →֒ C(Rp/BZp), the group
Zp/BZp acts on the larger algebra having the smaller as fixed point algebra.
As mentioned before, the algebras An, consisting of continuous functions on
the n-th covering, can be represented as matrices on A0, namely embed into
A0 ⊗Mr(C)⊗n. Endowing the n-th covering with the pullback of the metric
on the base space makes the covering projections locally isometric. The corre-
sponding Dirac operator on An is formally identical to that on A0; when An is
described as a sub-algebra of A0⊗Mr(C)⊗n, the Dirac operator Dn is affiliated
to B(H) ⊗Mr(C)⊗n, H being the Hilbert space of the spectral triple on A0.
When n→∞, A∞ ⊂ A0⊗UHF(r∞) ⊂ B(H)⊗R, where R is the unique injec-
tive type II1 factor obtained as the weak closure of the UHF algebra in the GNS
representation of the unital trace. Moreover, with a suitable choice of the sec-
tion s in (0.2) and under the assumption that the matrix B is purely expanding,
the sequence Dn converges to an operator D∞ affiliated with B(H) ⊗ R. The
triple (A∞,B(H) ⊗ R, D∞) turns out to be a semifinite spectral triple and the
metric dimension, given by the abscissa of convergence d∞ of the zeta function
τ((1+D2∞)
s/2), and the noncommutative volume, given by the residue in d∞ of
the zeta function, coincide with the corresponding quantities for the base torus.
Section 3 contains the extension of the results for the torus to the case of rational
noncommutative 2-toriAϑ, ϑ = p/q. In this case we get a self-covering if detB ≡
1 mod q. With this proviso, for B purely expanding, we get a semifinite spectral
triple on the inductive limit, and the metric dimension and the noncommutative
volume are the same as those of the base torus.
The third example of noncommutative regular self-coverings with finite abelian
group is treated in Section 4, where we consider the covering Z ⋊ρ Z
p →֒ Z ⋊ρ
(BT )−1Zp, B ∈Mp(Z) with detB 6∈ {0,±1} as above. The action of Zp/BZp by
translation on C(Rp/BZp) induces an action on Z⋊ρ(B
T )−1Zp whose fixed point
algebra is Z⋊ρ Z
p. We get a self-covering if the actions g ∈ Zp → ρg ∈ Aut(Z)
and g ∈ Zp → ρ(BT )−1g ∈ Aut(Z) are conjugate by an automorphism β of
Z. Under this assumption the C∗-algebras An are all isomorphic and may be
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described as Z ⋊ (BT )−nZp, with the action defined in terms of the action of
Zp and the automorphism β.
The study of the extension of a spectral triple on a C∗-algebra to a triple on
crossed products was initiated in [7] and then pursued in [22, 32]. Such exten-
sion requires a choice of a (proper, translation bounded, matrix-valued) length
function on the group. We assume Z is endowed with a spectral triple, and
use the mentioned results to extend such triple to the algebras An, with a suit-
able choice of a length function on (BT )−nZp. However a further assumption
is required in order to prove that the covering projection is locally isometric.
The same results as in the previous sections hold for the spectral triple on the
inductive limit C∗-algebra.
The subsequent section contains the analysis of an example of covering which
is not given by an action of a finite abelian group. It consists of a UHF algebra
with the shift endomorphism, the spectral triple being the one described in
[14]. In this case the C∗-algebras An are naturally given by tensoring A0 with
M(C)⊗n, and we choose the Dirac operators to have the same form as that on
A0. However in this way local isometricity is not exactly satisfied, while, as
mentioned above, the sequence Ln+p(α
p(a)) converges when n → ∞, for a in
a suitable dense sub-algebra of An. As in the previous sections, we obtain a
semifinite spectral triple on the inductive limit C∗-algebra with the same metric
dimension and noncommutative volume of the base space.
Section 6 deals with the metric properties induced by the limit spectral triple
on the inductive limit C∗-algebra. We show that, in all the examples consid-
ered, the radii of the algebras An diverge, giving rise to a non totally bounded
noncommutative space. As explained before, this is a consequence of the fact
that the covering projections are locally isometric.
In the second part of the section we compare our results with those in [26], where
the direct limits of noncommutative tori, called noncommutative solenoids, are
seen as twisted group C∗-algebras acted upon by the solenoid group. It is
shown there that the inductive sequence of noncommutative tori converges in the
quantum Gromov-Hausdorff metric (and in the Gromov-Hausdorff propinquity)
to the noncommutative solenoid, when the latter is endowed with a Lip-norm
given by a suitable choice of the length function on the solenoid group (cf. [34]).
It turns out that our seminorm on the inductive limit is also induced, a la
Rieffel, by a length function on the solenoid group, but our function is infinite
on some elements, thus giving rise to a non totally bounded space. It would be
interesting to know if also our sequence of quantum compact metric spaces tends
to the direct limit w.r.t. some kind of (pointed) quantum Gromov-Hausdorff
convergence.
We mention in conclusion that a motivation for the study of spectral triples
for direct limits is the attempt to extend the constructions in [7, 22, 32] to
the case of a crossed product by a single endomorphism, that is, to the case
of self-covering. The corresponding results are contained in [2]. An example
of self-covering with ramification and the study of the corresponding crossed
product is contained in a further paper [3].
1 NONCOMMUTATIVE COVERINGSW.R.T. A FINITE ABELIANGROUP6
1 Noncommutative coverings w.r.t. a finite abelian
group
1.1 Spectral decomposition
The aim of this section is to describe a spectral decomposition of an algebra
in terms of an action of a finite abelian group. For more details and a general
theory the interested reader is referred to [33].
Let B be a C∗-algebra and Γ be a finite abelian group which acts on B (we
denote the action by γ). Let
Bk := {b ∈ B s.t. γg(b) = 〈k, g〉b ∀g ∈ Γ}, k ∈ Γ̂.
Proposition 1.1. With the above notation,
(1) BhBk ⊂ Bhk; in particular each Bk is an A-bimodule, where A is the fixed
point subalgebra,
(2) if bk ∈ Bk is invertible, then b−1k , b∗k ∈ Bk−1 ,
(3) each b ∈ B may be written as ∑k∈Γ̂ bk with bk ∈ Bk.
Before proving this proposition we recall that by the Schur orthogonality rela-
tions, [37], given Γ a finite abelian group, Γ̂ its dual,∑
k∈Γ̂
〈k, g〉 = δg,e · |Γ| ∀g ∈ Γ. (1.1)
Proof. The first two properties follow by definition. Let us set
bk ≡ Ek(b) def= 1|Γ|
∑
g∈Γ
〈k−1, g〉γg(b).
Then, by (1.1), ∑
k∈Γ̂
bk =
1
|Γ|
∑
k
∑
g
〈k−1, g〉γg(b)
=
1
|Γ| |Γ|
∑
g
δg,eγg(b) = b.
Finally, bk belongs to Bk since, for any g ∈ Γ,
γg(bk) =
1
|Γ|
∑
h∈Γ
〈k−1, h〉γgγh(b)
= 〈k−1, g−1〉 1|Γ|
∑
h∈Γ
〈k−1, h〉γh(b)
= 〈k, g〉bk.
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1.2 Noncommutative coverings
Definition 1.2. A finite (noncommutative) covering with abelian group is an
inclusion of (unital) C∗-algebras A ⊂ B together with an action of a finite
abelian group Γ on B such that A = BΓ. We will say that B is a covering of A
with deck transformations given by the group Γ.
Let us denote by MΓ̂(B) the algebra of matrices, whose entries belong to B and
are indexed by elements of Γ̂. Then, to any b ∈ B, we can associate the matrix
M˜(b) ∈MΓ̂(B) with the following entries
M˜(b)hk = bh−k, h, k ∈ Γ̂.
By the definition of bk the following formula easily follows
M˜(b)M˜(b′) = M˜(bb′). (1.2)
The following definition is motivated by Theorem 1.9 below.
Definition 1.3. We say that the finite covering A ⊂ B w.r.t. Γ is regular if
each Bk has an element which is unitary in B, namely we may choose a map
σ : Γ̂→ B such that σ(k) ∈ U(B) ∩Bk, with σ(e) = I.
Remark 1.4.
(i) Example 1.7 shows this assumption does not always hold.
(ii) In the previous definition, it is enough to ask that each Bk has an element
which is invertible in B. Indeed, if C ∈ Bk is invertible, and C = UH is its
polar decomposition, then H = (C∗C)1/2 ∈ A. It follows that U is unitary and
belong to Bk.
(iii) Regularity also implies that the action is faithful. Indeed, if g ∈ Γ acts
trivially, we may find k ∈ Γ̂ such that 〈k, g〉 6= 1, therefore the equation γg(b) =
〈k, g〉b is satisfied only for b = 0, and Bk does not contain invertible elements.
For regular coverings, we can define an embedding of B into MΓ̂(A). Set
M(b)hk = σ(h)
−1M˜(b)hkσ(k) = σ(h)
−1bh−kσ(k), h, k ∈ Γ̂.
It follows from Proposition 1.1 that M(b)hk ∈ A.
Theorem 1.5. Under the regularity hypothesis, the algebra B is isomorphic to
a subalgebra of matrices with coefficients in A, i.e. we have an embedding
B →֒ A⊗MΓ̂(C). (1.3)
Proof. It is easy to show that M(b∗)jk = (M(b)kj)
∗, ∀b ∈ B, j, k ∈ Γ̂. That the
product is preserved, namely
M(bb′)hk =
∑
j
M(b)hjM(b
′)jk
follows easily from (1.2).
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In this paper we are mainly interested in self-coverings, namely when there exists
an isomorphism φ : B→ A or, equivalently, A is the image of B under a unital
endomorphism α = j ◦ φ, where j is the embedding of A in B.
Theorem 1.6. Given a (noncommutative) regular self-covering with abelian
group Γ, we may construct an inductive family Ai associated with the endo-
morphism α as in [19]. Then, setting r = |Γ̂| = |Γ|, we have the following
embedding:
lim−→Ai →֒ A⊗ UHF (r
∞).
Proof. By applying Theorem 1.5 j times, we get an embedding of Aj into A⊗
M⊗jr . The result immediately follows.
The following example shows that the regularity property in Definition 1.3 is
not always satisfied.
Example 1.7. Let B = M3(C), Γ = Z2 = {0, 1}. We have the following action
γ on B: γ0 = id, γ1 = ad(J), where
J =
 1 0 00 −1 0
0 0 −1
 .
Therefore
B0 = A = B
Γ =
x ∈ B : x =
 a 0 00 b c
0 d e
 , B1 =
x ∈ B : x =
 0 a bc 0 0
d 0 0
 .
Hence B1 has no invertible elements.
1.3 Representations
Proposition 1.8. Consider a (noncommutative) regular self-covering A ⊂ B
with abelian group Γ.
(1) A representation π of A on a Hilbert space H produces a representation π˜
of B on H ⊗ Cr, r = |Γ̂|, given by π˜(b) := [π(M(b)hk)]h,k∈Γ̂ ∈ MΓ̂(B(H)) =
B(H ⊗ Cr), ∀b ∈ B.
(2) If the representation of A is induced by a state ϕ via the GNS mechanism, the
corresponding representation of B on H ⊗ Cr is a GNS representation induced
by the state ϕ˜, where ϕ˜(b) = ϕ ◦EΓ, and EΓ is the conditional expectation from
B to A. Moreover, the map
B → A⊗ Cr
b 7→ (aj)j∈Γˆ
, aj = σ(j)
−1bj (1.4)
extends to an isomorphism of the Hilbert spaces L2(B, ϕ˜) and L2(A, ϕ)⊗ Cr.
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Proof. (1) It is a simple computation.
(2) Denoting by ξϕ the GNS vector in H , we set ξ˜ϕ to be the vector ξϕ in He
and 0 in the other summands. It is cyclic, because
π˜(b)ξ˜ϕ = ⊕k∈Γ̂ σ(k)−1bkξϕ.
Since ξϕ is cyclic for A, {σ(k)−1bkξϕ : bk ∈ Bk} is dense in H . It induces the
state ϕ˜, since
(
ξ˜ϕ, π˜(b)ξ˜ϕ
)
=
(
ξϕ, beξϕ
)
= ϕ
 1
|Γ|
∑
g∈Γ
γg(b)
 = ϕ ◦ EΓ(b).
The isomorphism in (1.4) follows by the GNS theorem.
1.4 Finite regular coverings
In this subsection we discuss the relation between our definition of (noncommu-
tative) finite regular covering and the classical notion of regular covering. As a
byproduct of an analysis on actions of compact quantum groups, it was proved
in [6] that a finite covering is regular iff the “can” map is an isomorphism. More
precisely, if X and Y are compact Hausdorff spaces and π : X → Y is a covering
map with finite group of deck transformations Γ, X is a regular covering of Y
if and only if the canonical map
can : C(X)⊗C(Y ) C(X)→ C(X)⊗ C(Γ)
f1 ⊗ f2 → (f1 ⊗ 1)δ(f2),
is an isomorphism of C∗-algebras, where δf =
∑
g∈Γ γg−1(f) ⊗ χg, γg : Γ →
Aut(C(X)) and χg denote the action induced by Γ and the characteristic func-
tion on elements of Γ, respectively.
The map can for classical coverings makes perfect sense in our case too
can : B⊗A B→ B⊗ C(Γ),
where can(x⊗y) = (x⊗1)δ(y) and δ(y) =∑g∈Γ γg−1(y)⊗χg. In our framework,
however, the canonical map is no longer a morphism of C∗-algebras, it is a
morphism of (B − A)-bimodules. In fact, this map clearly commutes with the
left action of B. Moreover, the right action A commutes with can since δ|A = id.
The following theorem shows that, under the regularity property of Definition
1.3, the can map is an isomorphism, that is, the regularity property according
to [6].
Theorem 1.9. Under the above hypotheses, the map can : B⊗AB→ B⊗C(Γ)
is an isomorphism of (B−A)-bimodules.
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Proof. The group Γ × Γ clearly acts on B ⊗A B, the eigenspaces being (B ⊗A
B)j,k = {σ(j)a⊗σ(k) : a ∈ A}, (j, k) ∈ Γ̂× Γ̂. Therefore the elements of B⊗AB
can be written as
z =
∑
j,k∈Γ̂
σ(j)aj,k ⊗ σ(k) aj,k ∈ A.
Suppose that can(z) = 0. We want to prove that z = 0. Using the fact that B
is the direct sum of its eigenspaces we get
can(z) =
∑
g∈Γ
∑
j,k∈Γ̂
〈g−1, k〉σ(j)aj,kσ(k) ⊗ χg = 0
⇒
∑
j,k∈Γ̂
〈g−1, k〉σ(j)aj,kσ(k) = 0 ∀g ∈ Γ,
where aj,k ∈ A. Now we show that any aj,k is zero. In fact, multiplying by
〈g, ℓ〉 and summing over g ∈ Γ, we get
0 =
∑
g∈Γ
〈g, ℓ〉
∑
j,k∈Γ̂
〈g−1, k〉σ(j)aj,kσ(k) =
∑
j,k∈Γ̂
〈g, ℓk−1〉σ(j)aj,kσ(k) = |Γ|
∑
j∈Γ̂
σ(j)aj,kσ(k),
which implies that aj,k = 0 for all j, k ∈ Γ̂, so that z = 0.
Consider
∑
g∈Γ b(g)⊗χg, we want to show that it can be obtained as can(z) for
some z ∈ B⊗A B. By the above computations, it suffices to solve the following
equation, for any ℓ ∈ Γ̂,∑
g∈Γ
〈g, ℓ〉b(g) =
∑
g∈Γ
〈g, ℓ〉
∑
j,k∈Γ̂
〈g−1, k〉σ(j)aj,kσ(k),
which, using (1.1), may be rewritten as∑
g∈Γ
〈g, ℓ〉b(g)σ(k)−1 = |Γ|
∑
j∈Γ̂
σ(j)aj,k.
Since each b(g) is given, the cofficients aj,k can be uniquely determined using
again the decomposition of B in its eigenspaces.
2 Self-coverings of tori
2.1 The C∗-algebra and its spectral triple
We consider the p-torus Tp = Rp/Zp endowed with the usual metric, inherited
from Rp. On this Riemannian manifold we have the Levi-Civita connection
∇LC = d and we can define the Dirac operator acting on the Hilbert space
C2
[p/2] ⊗ L2(Tp, dm)
D = −i
p∑
a=1
εa ⊗ ∂a,
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where εa = (εa)∗ ∈ M2[p/2](C) furnish a representation of the Clifford algebra
for the p-torus (see [27] for more details on Dirac operators). Therefore, we have
the following spectral triple
(C1(Tp),C2
[p/2] ⊗ L2(Tp, dm), D = −i
p∑
a=1
εa ⊗ ∂a).
2.2 The covering
Consider an integer-valued matrix B ∈ Mp(Z) with |det(B)| =: r > 1. This
defines a covering of Tp as follows. Let us set T1 = R
p/BZp seen as a covering
space of T0 := T
p. Clearly Zp acts on T1 by translations, the subgroup BZ
p
acting trivially by definition, namely we have an action of ZB := Z/BZ
p on T1,
which is simply the group of deck trasformations for the covering. We denote
this action by γ. We are now in the situation described in the previous section,
with A = C(T0) the fixed point algebra of B = C(T1) under the action of ZB .
These algebras can be endowed with the following states, respectively
τ0(f) =
∫
T0
fdm, f ∈ A,
τ1(f) =
1
|det(B)|
∫
T1
fdm, f ∈ B,
where dm is Haar measure.
Proposition 2.1. The GNS representation π1 : B→ B(L2(B, τ1)) = B(L2(T1, dm))
is unitarily equivalent to the representation π˜0 obtained by π0 : A→ B(L2(A, τ0)) =
B(L2(T0, dm)) according to Proposition 1.8.
Proof. By the GNS theorem it is enough to check that τ1 = τ0 ◦ E, where E
denotes the conditional expectation fromB to A. This follows from the following
observation on the associated measures: they are both probability measures that
are traslation invariant, by the results on Haar measures the claim follows.
In order to apply the results of the previous section, we need to choose unitaries
in the eigenspaces Bk, k ∈ ẐB, namely a map σ : g ∈ ẐB → U(B) ∩Bg.
With T0 = R
p/Zp, T1 = R
p/BZp, ZB = Z
p/BZp as above, set A = (BT )−1,
〈x, y〉 = exp (2πi∑pa=1 xaya), x, y ∈ Rp.
Lemma 2.2. With the above notation
(1) The cardinality |ZB | of ZB is equal to r,
(2) the following duality relations hold: T̂0 = (R
p/Zp)̂ = Zp, T̂1 = (R
p/BZp)̂ =
AZp, ẐB = (Z
p/BZp)̂ = AZp/Zp.
In particular, the duality 〈z, g〉, g ∈ T1, z ∈ AZp induces the duality 〈k, g〉o,
g ∈ ZB , k ∈ ẐB , namely if g ∈ ZB ⊂ T1, 〈z, g〉 = 〈z˙, g〉o, where z˙ denotes the
class of z in ẐB. For this reason we drop the subscript o in the following.
2 SELF-COVERINGS OF TORI 12
Proof. The proofs of the claims are all elementary. We only make some com-
ments on the first one. It is well known that each finite abelian group is
the direct sum of cyclic groups and that the order of these groups can be
obtained with the following procedure. Let D = SBT the Smith normal
form of B, where S, T ∈ GL(p,Z) and D = diag(d1, · · · dp) > 0. There-
fore, we have that ZB = Z
p/BZp ∼= Zp/DZp. As B is invertible, so is D
and all the diagonal elements are non-zero. Thus, ZB = Zd1 ⊕ . . . ⊕ Zdp and
|ZB| = d1 · . . . · dp = det(D) = ± det(B).
Let us consider the short exact sequence of groups
0 −→ Zp −→ AZp −→ ẐB −→ 0. (2.1)
Such central extension AZp of ẐB via Z
p can be described either with a section
s : ẐB → AZp or via a Zp-valued 2-cocycle ω(k, k′) = s(k)+s(k′)−s(k+k′), see
e.g. [9]. We choose the unique section such that, for any k ∈ ẐB , s(k) ∈ [0, 1)p.
Remark 2.3. The mentioned choice of the section s will play a role only later. For
the moment, we only note that it implies s(0) = 0, hence ω(k, 0) = 0 = ω(0, k).
The covering we are studying is indeed regular according to Definition 1.3, since
we may construct the map σ as follows:
σ(k)(t) := 〈s(k), t〉, k ∈ ẐB , t ∈ T1. (2.2)
2.3 Spectral triples on covering spaces of Tp
Given the integer-valued matrix B ∈ Mp(Z) as above, if Tp is identified with
Rp/Zp, then there is an associated self-covering π : t ∈ Tp 7→ Bt ∈ Tp. We
denote by α the induced endomorphism of C(Tp), i.e. α(f)(t) = f(Bt). Then
we consider the inductive limit A∞ = lim−→An described in (0.1), where An = A
for any n.
In the next pages it will be convenient to consider the following isomorphic
inductive family: An consists of continuous B
nZp-periodic functions on Rp,
and the embedding is the inclusion. In this way A∞ may be identified with a
generalized solenoid C∗-algebra (cf. [29], [25]).
Since Tn = R
p/BnZp is a covering space of T0 := T
p, the formula of the Dirac
operator on Tn doesn’t change. Therefore, we will consider the following spectral
triple
(C1(Tn),C
2[p/2] ⊗ L2(Tn, 1
rn
dm), D = −i
p∑
a=1
εa ⊗ ∂a).
The aim of this section is to describe the spectral triple on Tn in terms of the
spectral triple on T0. Consider the short exact sequences of groups
0 −→ BnZp −→ Bn−1Zp −→ ZB −→ 0, (2.3)
0 −→ An−1Zp −→ AnZp −→ ẐB −→ 0, (2.4)
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where ZB is now identified with the finite group in (2.3), hence is a subgroup
of Tn. The central extension A
nZp of ẐB via A
n−1Zp can be described either
with a section sn : ẐB → AnZp or via a An−1Zp-valued 2-cocycle ωn(k, k′) =
sn(k) + sn(k
′) − sn(k + k′), see e.g. [9]. We choose the unique section such
that, for any k ∈ ẐB, sn(k) ∈ An−1[0, 1)p, and observe that this is the same as
choosing sn(k) = A
n−1s1(k). In the same way, the second extension B
n−1Zp
of ZB via B
nZp can be described either with a section ŝn : ZB → Bn−1Zp or
via a BnZp-valued 2-cocycle ω̂n(k, k
′) = ŝn(k) + ŝn(k
′)− ŝn(k+ k′). We choose
the unique section such that, for any k ∈ ZB, ŝn(k) ∈ Bn[0, 1)p. The following
result holds
Proposition 2.4. Any function ξ on Ti can be decomposed as ξ =
∑
k∈ẐB
ξk,
where
ξk(t) ≡ Ek(ξ)(t) = 1
r
∑
g∈ZB
〈−k, g〉ξ(t− g), t ∈ Ti = Rp/BiZp.
Moreover, this correspondence gives rise to unitary operators
vi : L
2(Ti, dm/r
i)→
∑⊕
k∈ẐB
L2(Ti−1, dm/r
i−1) = L2(Ti−1, dm/r
i−1)⊗ Cr
ξ 7→
∑⊕
k∈ẐB
σ(k)−1ξk .
The multiplication operator by the element f ∈ Ai is mapped to the matrix
Mr(f) acting on L
2(Ti−1, dm/r
i−1)⊗ Cr given by
Mr(f)j,k(t) = 〈s(j)− s(k), t〉fj−k(t), j, k ∈ ẐB.
In particular, when f is Bi−1Z-periodic, namely it is a function on Ti−1, then
Mr(f)j,k(t) = f(t)δj,k, i.e. a function f on Ti−1 embeds into B(L
2(Ti−1, dm/r
i−1))⊗
Mr(C) as f ⊗ I.
Proof. The statement follows from the analysis of Proposition 1.8, in particular
here bk = ξk, M(b) =Mr(f).
Theorem 2.5. The Dirac operator Dn acting on C
2[p/2] ⊗ L2(Tn, 1rn dm) gives
rise to an operator, which we denote by D̂n, when the Hilbert space is identified
with the Hilbert space C2
[p/2]⊗L2(T0, dm)⊗(Cr)⊗n as above. The Dirac operator
D̂n has the following form:
D̂n = VnDnV
∗
n = D0⊗ I− 2π
p∑
a=1
εa⊗ I⊗
( n∑
h=1
I⊗h−1⊗diag(sh(·)a)⊗ I⊗n−h
)
,
where diag(sh(·)a)j,k = δj,ksj(k)a for j, k ∈ ẐB , the unitary operator Vn :
C2
[p/2] ⊗ L2(Tn, 1rn dm) → C2
[p/2] ⊗ L2(T0, dm) ⊗ (Cr)⊗n is defined as Vn :=
I ⊗ [(v1 ⊗
⊗n−1
j=1 I) ◦ (v2 ⊗
⊗n−2
j=1 I) ◦ · · · ◦ vn]. Moreover, we have the following
spectral triple
(Ln := C
1(Tn),C
2[p/2] ⊗ L2(T0, dm)⊗ (Cr)⊗n, D̂n).
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Proof. First of all we prove the formula for n = 1. We give a formula for D1
acting on C2
[p/2] ⊗ L2(T1, 1rdm) ∼= C2
[p/2] ⊗ L2(T0, dm)⊗ Cr. Let us denote by
{ηk}k∈ẐB a r-tuple of vectors in C2
[p/2]⊗L2(T0, dm), so that ξ :=
∑
k∈ẐB
σ(k)ηk
is an element in C2
[p/2] ⊗ L2(T1, 1rdm), and Ek(ξ) = σ(k)ηk, k ∈ ẐB. Then, for
any t ∈ T1, we get
D̂1
(∑⊕
k∈ẐB
ηk(t)
)
= V1D1V
∗
1
(∑⊕
k∈ẐB
ηk(t)
)
=
∑⊕
j∈ẐB
1
r
〈s(j), t〉
∑
g∈ZB
〈−j, g〉D
( ∑
k∈ẐB
〈s(k),−t+ g〉ηk(t− g)
)
=
∑⊕
j∈ẐB
∑
k∈ẐB
1
r
〈s(j), t〉
∑
g∈ZB
〈k − j, g〉D(〈s(k),−t〉ηk(t))
=
∑⊕
k∈ẐB
〈s(k), t〉D(〈s(k),−t〉ηk(t))
= −i
p∑
a=1
∑⊕
k∈ẐB
〈s(k), t〉εa∂a(〈s(k),−t〉ηk(t))
= −i
p∑
a=1
∑⊕
k∈ẐB
εa
(− 2πis(k)aηk(t) + ∂aηk(t))
=
p∑
a=1
(
− 2πεa ⊗ I ⊗ diag(s(k)a)
k∈ẐB
− iεa ⊗ ∂a ⊗ I
)∑⊕
k∈ẐB
ηk(t).
The formula for n > 1 can be obtained by iterating the above procedure.
2.4 The inductive limit spectral triple
The aim of this section is to construct a spectral triple for the inductive limit
lim−→An. We begin with some preliminary results. A matrix B ∈Mp(Z) is called
purely expanding if, for all vectors v 6= 0, we have that ‖Bnv‖ goes to infinity.
Proposition 2.6. Assume detB 6= 0, A = (BT )−1. Then the following are
equivalent:
(1) B is purely expanding,
(2) ‖An‖ → 0,
(3) the spectral radius spr(A) < 1,
(4)
∑
n≥0 ‖An‖ <∞.
Proof. (1)⇔ (2) Consider a vector w = Bnv/‖Bnv‖, then, from the identity
‖Bnw‖ = ‖v‖‖Bnv‖ ,
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we deduce that (1) is equivalent to ‖B−nv‖ → 0, for all v 6= 0. The latter is
equivalent to (2) by the identity (Anv, u) = (v,B−nu), for any vectors u, v.
(2) ⇒ (3) We argue by contradiction. Let λ ∈ sp(A) have modulus |λ| ≥ 1,
and consider an associated eigenvector v 6= 0. Then, we have that ‖Anv‖ =
|λ|n‖v‖ 6→ 0.
(3)⇒ (4) Let A = C−1(D +N)C be the Jordan decomposition of A, where D
is the diagonal part, and N the nilpotent one. Then
‖(D +N)n‖ = ‖
p−1∑
j=0
(
n
j
)
Dn−jN j‖ ≤
p−1∑
j=0
(
n
j
)
‖Dn−j‖
=
p−1∑
j=0
(
n
j
)
spr(A)n−j ≤ spr(A)n
p−1∑
j=0
njspr(A)−j

= spr(A)n
(n/spr(A))p − 1
n/spr(A) − 1 <
np
n− 1spr(A)
n−p,
(2.5)
where we used Np = 0, ‖N j‖ ≤ 1, ‖D‖ = spr(A), so that the series∑n≥0 ‖An‖
converges.
(4)⇒ (2) is obvious.
Theorem 2.7. Assume now that B is purely expanding and consider the C∗-
algebras An = C(R
p/BnZp), which embed into M2[p/2](C) ⊗ B(L2(T0, dm)) ⊗
Mrn(C), and the Dirac operators D̂n∈̂B(H0)⊗UHF (r∞), where H0 := C2[p/2]⊗
L2(T0, dm). As a consequence, A∞ embeds in the injective limit
lim−→B(H0)⊗Mrn(C) = B(H0)⊗UHF(r
∞)
hence in B(H0) ⊗ R, where R is the injective type II1 factor. Moreover, the
operator D̂∞ has the following form:
D̂∞ = D0 ⊗ I − 2π
p∑
a=1
εa ⊗ I ⊗
( ∞∑
h=1
I⊗h−1 ⊗ diag(sh(·)a)
)
.
In particular, D̂∞ is affiliated to B(H0)⊗R = M and has the form D0⊗ I +C,
with C = C∗ ∈ B(H0)⊗UHF(r∞) ⊂ B(H0)⊗ R = M.
Proof. The formula and the fact that D̂∞ is affiliated toM follow from what has
already been proved and the following argument. We posed sn(k) ∈ An−1[0, 1)p,
therefore
max
k∈ẐB
‖sn(k)‖ ≤ sup
x∈[0,1)p
‖An−1x‖ ≤ ‖An−1‖√p.
As a consequence, for any a ∈ {1, . . . , p},
‖ diag(sn(k)a)k∈ẐB‖ = max
k∈ẐB
|sn(k)a| ≤ max
k∈ẐB
‖sn(k)‖ ≤ ‖An−1‖√p.
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Recalling that D̂∞ = D0 ⊗ I + C, with C = 2π
p∑
a=1
εa ⊗ I ⊗
( ∞∑
h=1
I⊗h−1 ⊗
diag(sh(k)
a)
)
, we get, by Proposition 2.6 and the estimate above, that C is
bounded and belongs to M2[p/2](C)⊗ C⊗UHF(r∞), while D0∈̂B(H0).
Theorem 2.8. Let {(An, ϕn) : n ∈ N ∪ {0}} be an inductive system, with
An
∼= A0, and ϕn : An →֒ An+1 is the inclusion, for all n ∈ N. Suppose that,
for any n ∈ N ∪ {0}, there exists a spectral triple (Ln,Hn, D̂n) on An, with
Hn = H0 ⊗ (Cr)⊗n, D̂n = D0 ⊗ I + Cn, Cn ∈ B(H0) ⊗Mr(C)⊗n ⊂ B(H0) ⊗
UHF (r∞) is a self-adjoint sequence converging to C ∈ B(H0) ⊗ UHF (r∞),
and D̂∞ = D0 ⊗ I + C. Let d be the abscissa of convergence of ζD0 and sup-
pose that ress=d(τ(D
2
0 + 1)
−s/2) exists and is finite. Let L∞ := ∪∞n=0Ln. Then
(L∞,B(H0)⊗R,H0⊗L2(R, τ), D̂∞) is a finitely summable, semifinite, spectral
triple, with the same Hausdorff dimension of (L0,H0, D0). Moreover, the vol-
ume of this noncommutative manifold coincides with the volume of (L0,H0, D0),
namely the Dixmier trace τω of (D̂
2
∞+1)
−d/2 coincides with that of (D20+1)
−d/2
(hence does not depend on ω) and may be written as:
τω((D̂
2
∞ + 1)
−d/2) = lim
t→∞
1
log t
∫ t
0
(
µ(D20+1)−1/2(s)
)d
ds.
Proof. As for the commutator condition, we observe that for each f ∈ Ln we
have that [D̂∞, f ] is bounded since [D̂n, f ] is bounded.
We now show that D̂∞ has τ -compact resolvent, where τ is the unique f.n.s.
trace on B(H0)⊗R. Indeed, on a finite factor, any bounded operator has τ -finite
rank, hence is τ -compact. Therefore, since D0 has compact resolvent in B(H0),
D0 ⊗ I has τ -compact resolvent in B(H0)⊗ R. We have (D0 ⊗ I + C + i)−1 =
[I+(D0⊗I+i)−1C]−1(D0⊗I+i)−1 = (D0⊗I+i)−1[I+C(D0⊗I+i)−1]−1, where
I+C(D0⊗I+i)−1 and I+(D0⊗I+i)−1C have trivial kernel and cokernel. Indeed
Ran(I+(D0⊗I+i)−1C)⊥ = ker(I+C(D0⊗I−i)−1), and (I+C(D0⊗I±i)−1)x =
0 means (C + D0 ⊗ I)y = ∓iy with y = (D0 ⊗ I ± i)−1x, which is impossible
since C +D0 ⊗ I is self-adjoint. Moreover, ker(I + (D0 ⊗ I + i)−1C) is trivial.
In fact, (I + (D0 ⊗ I ± i)−1C)x = 0 implies that (D0 ⊗ I +C)x = ∓ix which is
impossible because D0 ⊗ I + C is self adjoint. Therefore I + C(D0 ⊗ I + i)−1
has bounded inverse, hence D0 ⊗ I + C has τ -compact resolvent.
Since D0 has spectral dimension d, ress=d(τ(D
2
0 + 1)
−s/2) exists and is finite.
Then, applying Proposition A.4, in the appendix, we get ress=d(τ(D
2
0+1)
−s/2) =
ress=d(τ(D
2
∞ + 1)
−s/2). The result follows by [13], Thm 4.11.
Corollary 2.9. Let (Ln,Hn, D̂n) be the spectral triple on Tn constructed in
Theorem 2.5, and let us set L∞ := ∪∞n=0Ln, M∞ := B(H0) ⊗ R, H∞ :=
H0 ⊗ L2(R, τ). Then (L∞,M∞,H∞, D̂∞) is a finitely summable, semifinite,
spectral triple, with Hausdorff dimension p. Moreover, the Dixmier trace τω of
(D̂2∞+1)
−p/2 coincides with that of (D20+1)
−p/2 (hence does not depend on ω)
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and may be written as:
τω((D̂
2
∞ + 1)
−p/2) = lim
t→∞
1
log t
∫ t
0
(
µ(D20+1)−1/2(s)
)p
ds.
Proof. By construction, L∞ is a dense ∗-subalgebra of the C∗-algebra A∞ ⊂
M∞. The thesis follows from Theorem 2.8 and the above results.
3 Self-coverings of rational rotation algebras
3.1 Coverings of noncommutative tori
Let Aϑ be the noncommutative torus generated by U, V with UV = e
2πiϑV U ,
ϑ ∈ [0, 1). Given a matrix B ∈ M2(Z), detB 6= 0, B =
(
a b
c d
)
, we may
consider the C∗-subalgebra ABϑ generated by the elements
U1 = U
aV b, V1 = U
cV d. (3.1)
We may set W (n) := Un1V n2 with n ∈ Z2. By using the commutation relation
between U and V , it is easy to see that
W (m)W (n) = e−2πiθm2n1 ,
W (n)k = e−πiθk(k−1)n1n2W (kn), ∀k ∈ Z.
(3.2)
Lemma 3.1.
(i) ABϑ = Aϑ ⇐⇒ r = |detB| = 1.
(ii) ABϑ
∼= Aϑ′ , where ϑ′ = rϑ.
(iii) ABϑ
∼= Aϑ iff r ≡q ±1.
Proof. (i)(⇐) By using equation (3.2) it can be shown that the generators of
(ABϑ )
B−1 are
U2 = e
πiϑbd(1−a+c) detBU,
V2 = e
πiϑac(1+b−d) detBV.
Hence Aϑ = (A
B
ϑ )
B−1 ⊂ ABϑ ⊂ Aϑ, namely these algebras coincide.
(ii) We compute the commutation relations for U1 and V1, getting U1V1 =
e2πidetBϑV1U1. Since AdetBϑ ∼= Arϑ, the statement follows.
(iii) We have Aϑ ∼= Aϑ′ ⇔ ϑ±ϑ′ ∈ Z⇔ (r± 1)ϑ ∈ Z. This means in particular
that ϑ = p/q, for some relatively prime p, q ∈ N, and r ≡q ±1.
(i)(⇒) Finally, we observe that Aϑ = ABϑ ⇒ Aϑ ∼= Aϑ′ . In the following section
(Remark 3.2) we show that ABϑ is a proper subalgebra of Aϑ when r 6= ±1, thus
completing the proof of (i).
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On the one hand, the previous Lemma shows that, setting ϑn = r
−nϑ, the
algebras Aϑn form an inductive family, where Aϑk−1 can be identified with
the subalgebra ABϑk of Aϑk . The inductive limit is a noncommutative solenoid
according to [25, 26].
On the other hand, since in this paper we are mainly concerned with self-
coverings, we will, in the following, consider only the rational case ϑ = p/q,
with r ≡q ±1. Possibly replacing B with −B, this is the same as assuming
detB ≡q 1.
3.2 The C∗- algebra, a spectral triple and the self-covering
A description of Aθ
We are now going to give a description of the rational rotation algebra making
small modifications to the description of Aθ, θ = p/q ∈ Q, seen in [8]. Consider
the following matrices
(U0)hk = δh,ke
2πi(k−1)θ, (V0)hk = δh+1,k + δh,qδk,1 ∈Mq(C)
and
J =
(
0 1
−1 0
)
∈M2(C).
We have that U0V0 = e
2πiθV0U0. Let n = (n1, n2) ∈ Z2 and set W0(n) def=
Un10 V
n2
0 , γ˜n(f)(t) := ad(W0(Jn))[f(t−n)] = V n10 U−n20 f(t−n)Un20 V −n10 . Since
formula (3.2) holds whenever two operators satisfy the commutation relation
UV = e2πiθV U , the following formula holds
W0(n)
k = e−πiθk(k−1)n1n2W0(kn) ∀k ∈ Z. (3.3)
We have the following description of Aθ (cf. [8])
Aθ = {f ∈ C(R2,Mq(C)) : f = γ˜n(f), n ∈ Z2}.
This algebra comes with a natural trace
τ(f) :=
1
q
∫
T0
tr(f(t))dt,
where we are considering the Haar measure on T0 and tr(A) =
∑
i aii. We
observe that the function tr(f(t)) is Z2-periodic. The generators of the algebra
are
U(t1, t2) = e
2πiθt1U0,
V (t1, t2) = e
2πiθt2V0.
They satisfy the following commutation relation
U(t)αV (t)β = e2πiθαβV (t)βU(t)α, α, β ∈ Z.
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We set W (n, t) = U(t)n1V (t)n2 , ∀t ∈ R2, n ∈ Z2, and note that
W (m, t)W (n, t) = e2iπθ(m,Jn)W (n, t)W (m, t),
U(t) = W ((1, 0), t),
V (t) = W ((0, 1), t).
We observe that γ˜n(f)(t) = ad(W (Jn, t))[f(t− n)], ∀t ∈ R2, n ∈ Z2.
A spectral triple for Aθ
Define
Lθ :=
{∑
r,s
arsU
rV s : (ars) ∈ S(Z2)
}
,
where S(Z2) is the set of rapidly decreasing sequences. It is clear that the
derivations ∂1 and ∂2, defined as follows on the generators, extend to Lθ
∂1(U
hV k) = 2πihUhV k
∂2(U
hV k) = 2πikUhV k.
Moreover, the above derivations extend to densely defined derivations both on
Aθ and L
2(Aθ , τ).
We still denote these extensions with the same symbols. We may consider the
following spectral triple (see [17], or section 12.3 in [21]):
(Lθ,C
2 ⊗ L2(Aθ, τ), D = −i(ε1 ⊗ ∂1 + ε2 ⊗ ∂2)),
where ε1, ε2 denote the Pauli matrices. In order to fix the notation we recall
that the Pauli matrices are self-adjoint, in particular they satisfy the condition
(εk)2 = I, k = 1, 2.
The noncommutative self-covering
Let A
.
= Aθ be a rational rotation algebra, ϑ = p/q, B ∈ M2(Z) be a matrix
such that detB ≡q 1, r := |detB| > 1, and set CB =
(
d −c
−b a
)
the cofactor
matrix of B, and A = (BT )−1. Then a self-covering of A may be constructed in
analogy with the construction for the classical torus. Consider the C∗-algebra
B := {f ∈ C(R2,Mq(C)) : f = γ˜Bn(f), n ∈ Z2}.
This algebra is generated by the elements
UB(t) = e
πiϑbd(1−a+c)e2πiθ〈Ae1,t〉W0(CBe1),
VB(t) = e
πiϑac(1+b−d)e2πiθ〈Ae2,t〉W0(CBe2),
e1 =
(
1
0
)
, e2 =
(
0
1
)
,
(3.4)
3 SELF-COVERINGS OF RATIONAL ROTATION ALGEBRAS 20
and can be endowed with a natural trace
τ1(f) :=
1
q|detB|
∫
T1
tr(f(t))dt, f ∈ B.
The action γ˜ of Z2 on B, being trivial when restricted to BZ2, induces an action
of ZB .
Remark 3.2. The algebra A coincides on the one hand with the fixed point
algebra w.r.t. the action of ZB , and on the other hand with the algebra B
B
constructed as in (3.1). In fact, by using (3.3), a straightforward computation
shows that the elements U, V that generate A are given by U = Ua
B
V b
B
, V =
U c
B
V d
B
, proving that the inclusion A ⊂ B is a non-abelian self-covering w.r.t.
the group ZB. Since C(T1) is the center of B, the action of ZB restricts to
the action of ZB on C(T1) described in the previous section. Therefore, the
covering we are studying is regular according to Definition 1.3, with the same
map σ as that for the commutative torus, see (2.2). In particular the action
of ZB is faithful (cf. Remark 1.4), hence the inclusion A ⊂ B is strict since
|ZB| = | detB| > 1.
Proposition 3.3. The GNS representation π1 : B → B(L2(B, τ1)) is unitarily
equivalent to the representation obtained by π0 : A→ B(L2(A, τ)) according to
Proposition 1.8.
Proof. It is enough to prove that τ1 = τ0 ◦E, where E is the conditional expec-
tation from B to A. We have that
τ0[E(f)] =
1
q
∫
T0
tr[E(f)(t)] =
=
1
qr
∫
T0
∑
n∈ZB
tr[γn(f)(t)] =
=
1
qr
∫
T0
∑
n∈ZB
tr[f(t− n)] =
=
1
qr
∫
T1
tr[f(t)] = τ1(f).
3.3 Spectral triples on noncommutative covering spaces
of Aθ
Given the integer-valued matrix B ∈ M2(Z) as above, there is an associated
endomorphism α : Aθ → Aθ defined by α(f)(t) = f(Bt). Then, we consider the
inductive limit A∞ = lim−→An described in (0.1), where An = A for any n.
As in Section 2, it will be convenient to consider the following isomorphic induc-
tive family: An consists of continuous B
kZ2-invariant matrix-valued functions
on R2, i.e
Ak := {f ∈ C(R2,Mq(C)) : f = γ˜Bkn(f), n ∈ Z2},
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with trace
τk(f) =
1
q|detBk|
∫
Tk
tr(f(t))dt,
and the embedding is unital inclusion αk+1,k : Ak →֒ Ak+1. In particular,
A0 = A, and A1 = B. This means that A∞ may considered as a generalized
solenoid C∗-algebra (cf. [29], [25]).
On the n-th noncommutative covering An, the formula of the Dirac operator
doesn’t change and we can consider the following spectral triple
(L
(n)
θ ,C
2 ⊗ L2(An, τ), D = −i(ε1 ⊗ ∂1 + ε2 ⊗ ∂2)).
The aim of this section is to describe the spectral triple on An in terms of the
spectral triple on A0 = Aθ.
We will consider the two central extensions (2.3) and (2.4) (case p = 2) with
the associated sections sn : ẐB → AnZ2 and ŝn : ZB → Bn−1Z2 defined earlier.
The following result holds:
Theorem 3.4. Any b in Ai can be decomposed as b =
∑
k∈ẐB
bk, where
bk(t) =
1
r
∑
g∈ZB
〈−k, g〉γg(b(t)) ∈ (Ai)k. (3.5)
Let ug be the unitary operator on L
2(Ai, τi) implementing the automorphism γg.
Then, any ξ ∈ L2(Ai, τi) can be decomposed as ξ =
∑
k∈ẐB
ξk, where
ξk(t) =
1
r
∑
g∈ZB
〈−k, g〉ug(ξ(t)). (3.6)
Moreover, this correspondence gives rise to unitary operators vi : L
2(Ai, τi) →
L2(Ai−1, τi−1) ⊗ Cr defined by vi(ξ) = {σ(k)−1ξk}k∈ẐB . The multiplication
operator by an element f on Ai is mapped to the matrix Mr(f) acting on
L2(Ai−1, τi−1)⊗ Cr given by
Mr(f)h,k(t) = 〈s(k)− s(h),−t〉fh−k(t), t ∈ R2, h, k ∈ ẐB.
Proof. The statements follow as in Proposition 2.4.
Theorem 3.5. Set H0 := C
2⊗L2(A0, τ0). Then the Dirac operator Dn acting
on C2 ⊗ L2(An, τn) gives rise to the operator D̂n when the Hilbert space is
identified with H0 ⊗ (Cr)⊗n as above. Moreover, the Dirac operator D̂n has the
following form:
D̂n := VnDnV
∗
n = D0⊗I−2π
2∑
a=1
εa⊗I⊗
( n∑
j=1
I⊗j−1⊗diag(sj(k)a)k∈ẐB⊗I
⊗n−j
)
,
where Vn : C
2 ⊗ L2(An, τn) → H0 ⊗ (Cr)⊗n is defined as Vn := I ⊗ [(v1 ⊗⊗n−1
j=1 I) ◦ (v2 ⊗
⊗n−2
j=1 I) ◦ · · · ◦ vn].
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Proof. We prove the formula for n = 1, the case n > 1 can be obtained by iter-
ating the procedure. Let us denote by {ηk}k∈ẐB an element in C2⊗L2(A0, τ0).
V1D1V
∗
1
(∑⊕
k∈ẐB
ηk(t)
)
= V1D1
( ∑
k∈ẐB
〈s(k),−t〉ηk(t)
)
=
∑⊕
j∈ẐB
〈s(j), t〉1
r
∑
g∈ZB
〈−j, g〉ug
( ∑
k∈ẐB
D
(〈s(k),−t〉ηk(t)))
(a)
=
∑⊕
j∈ẐB
∑
k∈ẐB
〈s(j), t〉1
r
∑
g∈ZB
〈−j, g〉D(〈s(k),−t+ g〉ηk(t))
=
∑⊕
j∈ẐB
∑
k∈ẐB
〈s(j), t〉1
r
∑
g∈ZB
〈k − j, g〉D(〈s(k),−t〉ηk(t))
=
∑⊕
k∈ẐB
〈s(k), t〉D(〈s(k),−t〉ηk(t))
= −i
∑⊕
k∈ẐB
〈s(k), t〉
2∑
a=1
〈s(k),−t〉εa(− 2πis(k)aηk(t) + ∂aηk(t))
=
(
−i
2∑
a=1
εa ⊗ ∂a ⊗ I − 2π
2∑
a=1
εa ⊗ I ⊗ diag(s(k)a)
k∈ẐB
)∑⊕
k∈ẐB
ηk(t) ,
where in (a) we used the facts that ug ◦ D = D ◦ ug, and ug ≡ id on C2 ⊗
L2(A0, τ0).
3.4 The inductive limit spectral triple
Proposition 3.6. The C∗-algebra An embeds into B(H0) ⊗ Mrn(C). As a
consequence, A∞ embeds into the injective limit
lim−→B(H0)⊗Mrn(C) = B(H0)⊗UHF(r
∞)
hence in B(H0)⊗ R, where R is the injective type II1 factor.
Theorem 3.7. Assume that B is purely expanding and that det(B) ≡q 1. Let
us set Lθ = ∪nL(n)θ , M = B(H0)⊗ R, and define
D̂∞ := D0 ⊗ I − 2π
2∑
a=1
εa ⊗ I ⊗
( ∞∑
j=1
I⊗j−1 ⊗ diag(sj(k)a)k∈ẐB
)
.
Then (L,M,H0 ⊗ L2(R, τ), D̂∞) is a finitely summable, semifinite, spectral
triple, with Hausdorff dimension 2. Moreover, the Dixmier trace τω of (D̂
2
∞ +
1)−1 coincides with that of (D20+1)
−1 (hence does not depend on the generalized
limit ω) and may be written as:
τω((D̂
2
∞ + 1)
−1) = lim
t→∞
1
log t
∫ t
0
(
µ(D20+1)−1/2(s)
)2
ds.
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Proof. The formula for D̂∞ follows from what has already been proved. We
want to prove that D̂∞ is of the form D0 ⊗ I + C, with C = −2π
2∑
a=1
εa ⊗ I ⊗( ∞∑
j=1
I⊗j−1 ⊗ diag(sj(k)a)
)
∈ B(H0)⊗ R and D̂∞∈̂B(H0)⊗ R.
By construction, Lθ is a dense ∗-subalgebra of the C∗-algebra A∞ ⊂ M. We
now prove that D̂∞ is affiliated to M. We posed sn(k) ∈ An−1[0, 1)2, therefore
max
k∈ZˆB
‖sn(k)‖ ≤ sup
x∈[0,1)2
‖An−1x‖ ≤ ‖An−1‖
√
2.
As a consequence, for a = 1, 2, j ∈ N,
‖ diag(sj(k)a)‖ = max
k∈ZˆB
|sj(k)a| ≤ max
k∈ZˆB
‖sj(k)‖ ≤ ‖Aj−1‖
√
2.
By Proposition 2.6 and the estimate above, we get that C is bounded and
belongs to M2(C)⊗ C⊗UHF(r∞), while D0 ⊗ I∈̂B(H0)⊗ C.
The thesis follows from Theorem 2.8 and what we have seen above.
4 Self-coverings of crossed products
4.1 The C∗-algebra, its spectral triple and the self-covering
The algebra and the noncommutative covering
Let B ∈ Mp(Z), with r = |det(B)| > 1, and set A = (BT )−1. Consider a
finitely summable spectral triple (LZ,H, D) on the C
∗-algebra Z and assume
the following:
• there is an action ρ : G1 = AZp → Aut(Z);
• sup
g∈G1
‖[D, ρg(a)]‖ <∞, for any a ∈ LZ.
Assuming, for simplicity, that Z ⊂ B(H), recall that the crossed product AG1 =
Z ⋊ρ G1 is the C
∗-subalgebra of B(H ⊗ ℓ2(G1)) generated by πG1(Z) and Uh,
h ∈ G1, where
(πG1(z)ξ)(g) := ρ
−1
g (z)ξ(g),
(Uhξ)(g) := ξ(g − h), z ∈ Z, g, h ∈ G1, ξ ∈ ℓ2(G1;H) ∼= H ⊗ ℓ2(G1).
Set G0 = Z
p ⊂ G1. The embedding Z⋊ρG0 ⊂ Z⋊ρG1 is a finite covering with
respect to the action γ : ZB → Aut(Z⋊ρ G1) defined as
γj(
∑
g∈G1
agUg) =
∑
g∈G1
〈ŝ(j), g〉agUg, j ∈ ZB,
where ŝ : ZB → Zp is a section of the short exact sequence
0→ BZp → Zp → ZB → 0.
In fact, the fixed point algebra of this action is AG0 := Z⋊ρ G0.
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The spectral triples
Define the map ℓ : Zp →M2⌈p/2⌉(C) as ℓ(m) :=
∑p
µ=1mµε
(p+1)
µ+1 , where {ε(p+1)i }p+1i=1
denote the generators of the Clifford algebra Cl(Rp+1), and m ∈ Zp.
Theorem 4.1. The following triple is a spectral triple for the crossed product
AG0 = Z⋊ρ G0
(L0 = Cc(Z
p,Z),H0 = H ⊗ C2
⌈p/2⌉ ⊗ ℓ2(Zp), D0 = D ⊗ ε(p+1)1 ⊗ I + I ⊗Mℓ).
where Cc(Z
p,Z) := {∑g∈ Zp πG1(zg)Ug : zg ∈ LZ, zg 6= 0 for finitely many
g ∈ Zp}, and Mℓ is the operator of multiplication by the generalized length
function ℓ (cf. [21, p. 333]). If the Hausdorff dimension d(LZ,H, D) = d, then
d(L0,H0, D0) = d+ p.
Proof. The triple in the statement is indeed an iterated spectral triple in the
sense of [22], sec. 2.4. Equivalently, ℓ(g) is a proper translation bounded matrix-
valued function (cf. [22, Remark 2.15] ). For the sake of completeness we sketch
the proof of the statement. For the bounded commutator property it is enough
to show that the commutators with πG0(z), z ∈ LZ, and with Uh, h ∈ G0 are
bounded. The norm of the first is bounded by supg∈G0 ‖[D, ρg(a)]‖, which is
finite for any a ∈ LZ, the norm of the second is bounded by ‖ℓ(h)‖. We then
explicitly compute the eigenvalues of D20: they are given by λ
2 + ‖g‖22 , with λ
belong to the sequence of eigenvalues of D and g ∈ Zp. The compact resolvent
property follows. The formula for the dimension can be obtained as in [22,
Thm.2.7].
In a similar way we define the following spectral triple for the crossed product
AG1 = Z⋊ρ G1
(L1 = Cc(G1,Z),HG1 = H⊗C2
⌈p/2⌉ ⊗ ℓ2(G1), D1 = D⊗ ε(p+1)1 ⊗ I + I ⊗Mℓ1).
where ℓ1 : G1 = AZ
p → M2⌈p/2⌉(C) is defined as ℓ1(g) :=
∑p
µ=1 gµε
(p+1)
µ+1 ,
g ∈ G1.
Remark 4.2. In this case the triple is not an iterated spectral triple in gen-
eral, but ℓ1(g) is still a proper translation bounded matrix-valued function. An
explicit proof may be given as above.
Regularity and self-covering property
In order to show that the covering is regular according to Definition 1.3, we need
to define a map σ which takes values in the spectral subspaces of γ. Consider
the section s : ẐB → AZp defined for the short exact sequence (2.1). Define
σ : ẐB → U(Z ⋊ρ AZp) as
σ(k) = Us(k). (4.1)
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We observe that Us(k) ∈ (Z⋊ρ AZp)k, k ∈ ẐB.
We first consider the crossed-product C∗-algebras AG0 and AG1 as acting on the
Hilbert spaces H⊗ C2⌈p/2⌉ ⊗ ℓ2(G0) and H ⊗C2⌈p/2⌉ ⊗ ℓ2(G1). As remarked in
section 2.3, a short exact sequence of groups can be described either via a section
s : ẐB → G1 or a 2-cocycle ω : ẐB × ẐB → G0, ω(j, k) = s(j) + s(k)− s(j + k),
where G1/G0 = ẐB. Since G1 is a central extension of ẐB by G0, the group G1
may be identified with (G0, ẐB), with g ∈ G1 identified with (g− s◦ p(g), p(g)),
p(g) denoting the projection of g to ẐB . The multiplication rule is given by
(a, b) · (a′, b′) = (a + a′ − ω(b, b′), b + b′), [9]. The above choice of the section s
implies that in particular s(0) = 0, hence ω(0, g) = ω(g, 0) = 0.
Consider the unitary operator
V : ξ ∈ ℓ2(G1;H ⊗ C2
⌈p/2⌉
) −→ V ξ ∈ ℓ2(G0 ×G1/G0;H ⊗ C2
⌈p/2⌉
)
(V ξ)(m, j) := ξ(m+ s(j)), m ∈ G0, j ∈ G1/G0 . (4.2)
Proposition 4.3. The representation πG1 : Z ⋊ρ G1 → ℓ2(G1;H ⊗ C2
⌈p/2⌉
) is
unitarily equivalent, through V , to the representation obtained by πG0 : Z ⋊ρ
G0 → ℓ2(G0;H ⊗ C2⌈p/2⌉) according to Proposition 1.8.
Proof. Since AG1 is generated by πG1(z), z ∈ Z, and Uh, h ∈ G1, it is enough to
prove the statement for the generators. Observe that, for any z ∈ Z, m,n ∈ G0,
j, k ∈ G1/G0, η ∈ ℓ2(G0 ×G1/G0;H ⊗ C2⌈p/2⌉), we have
(V πG1(z)V
∗η)(n, k) = (πG1(z)V
∗η)(n+ s(k)) = (ρ−1n+s(k)(z)V
∗η)(n+ s(k))
= ρ−1n+s(k)(z)η(n, k),
(V Um+s(j)V
∗η)(n, k) = (Um+s(j)V
∗η)(n+ s(k)) = (V ∗η)(n −m+ s(k)− s(j))
= η(n−m− ω(j, k − j), k − j) .
In order to obtain the representation of these operators inMG1/G0(B(ℓ
2(G0;H⊗
C2
⌈p/2⌉
)), choose any ϕ, ψ ∈ ℓ2(G0;H⊗C2⌈p/2⌉), and denote by {ej}j∈G1/G0 the
canonical basis of ℓ2(G1/G0), so that, for any j, k ∈ G1/G0, we get
〈ϕ, (V πG1(z)V ∗)jkψ〉 = 〈ϕ⊗ ej, V πG1(z)V ∗(ψ ⊗ ek)〉
=
∑
i∈G1/G0
∑
n∈G0
ej(i)ek(i)〈ϕ(n), ρ−1n+s(i)(z)ξ(n)〉
= δjk
∑
n∈G0
〈ϕ(n), (πG0 (ρ−1s(j)(z))ξ)(n)〉,
which implies that (V πG1(z)V
∗)jk = δjkπG0(ρ
−1
s(j)(z)); analogously, for m ∈ G0,
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ℓ ∈ G1/G0,
〈ϕ, (V Um+s(ℓ)V ∗)jkψ〉 = 〈ϕ⊗ ej , V Um+s(ℓ)V ∗(ψ ⊗ ek)〉
=
∑
i∈G1/G0
∑
n∈G0
ej(i)ek(i − ℓ)〈ϕ(n), ψ(n−m− ω(ℓ, i− ℓ)〉
= δk,j−ℓ
∑
n∈G0
〈ϕ(n), ψ(n−m− ω(ℓ, j − ℓ)〉,
which implies that (V Um+s(ℓ)V
∗)jk = δk,j−ℓUm+ω(ℓ,k). On the other hand,
M(πG1(z))jk = U
∗
s(j)Ej−k(πG1(z))Us(k) = δjkU
∗
s(j)πG1(z)Us(k),
so that
〈ϕ,M(πG1(z))jkψ〉 = δjk〈ϕ⊗ ej , U∗s(j)πG1(z)Us(k)(ψ ⊗ ek)〉
= δjk〈ϕ⊗ ej , πG1(ρ−s(j)(z))(ψ ⊗ ek)〉
= δjk
∑
i∈G1/G0
∑
n∈G0
ej(i)ek(i)〈ϕ(n), ρ−1n (ρ−1s(j)(z))ψ(n)〉
= δjk
∑
n∈G0
〈ϕ(n), (πG0 (ρ−1s(j)(z))ψ)(n)〉,
which implies that M(πG1(z))jk = δjkπG0(ρ
−1
s(j)(z)). Finally,
M(Um+s(ℓ))jk = U
∗
s(j)Ej−k(Um+s(ℓ))Us(k) =
1
r
∑
g∈ZB
〈k − j, g〉U∗s(j)γg(Um+s(ℓ))Us(k)
=
1
r
∑
g∈ZB
〈k − j, g〉〈ŝ(g),m+ s(ℓ)〉U∗s(j)Um+s(ℓ)Us(k)
=
1
r
∑
g∈ZB
〈k − j + ℓ, g〉Um+s(ℓ)+s(k)−s(j) = δk,j−ℓUm+ω(ℓ,j−ℓ),
which ends the proof.
Corollary 4.4. The following diagram commutes:
AG0 −→ AG1
↓  ↓
B(H ⊗ C2⌈p/2⌉ ⊗ ℓ2(G0)) −→ B(H ⊗ C2⌈p/2⌉ ⊗ ℓ2(G0))⊗Mr(C)
(4.3)
where vertical arrows are the representations, the elements of AG1 being iden-
tified with matrices as in the previous Proposition, and the horizontal arrows
are given by the monomorphisms a → Ma, (Ma)j,k = δj,kU∗s(j)aUs(j), both for
a ∈ AG0 and for a ∈ B(H ⊗ ℓ2(G0)).
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So far we have defined a finite noncommutative covering. In order to obtain
a self-covering, B has to be isomorphic to A, and we have to make further
assumptions. Suppose that there exists an automorphism β ∈ Aut(Z) such that
β ◦ ρAg ◦ β−1 = ρg, g ∈ Zp; (4.4)
The following result tells us that the above algebras yield a noncommutative
self-covering.
Proposition 4.5. ([42]) Under the above hypotheses, the sub-algebra AG0 =
Z⋊G0 ⊂ AG1 is isomorphic to AG1 , the isomorphism being given by
α :
∑
g∈Zp
agUAg ∈ AG1 7→
∑
g∈Zp
β(ag)Ug ∈ AG0 .
The map α may also be seen as an endomorphism of AG1 .
4.2 Spectral triples on covering spaces of Z⋊ρ Z
p
As above, given an integer-valued matrix B ∈ Mp(Z) we may define an en-
domorphism α : AG1 → AG1 . Then, we may describe the inductive limit
A∞ = lim−→An where An = AGn , Gn = A
nZp, and the embedding is the in-
clusion. Endow Gn with the length function ℓn : Gn → M2⌈p/2⌉(C) defined as
ℓn(g) :=
∑p
µ=1 gµε
(p+1)
µ+1 , g = (g1, . . . , gp) ∈ Gn (ℓn is indeed a proper transla-
tion bounded matrix-valued function, [22, Remark 2.15]). Let us observe that
Gn ⊂ Gn+1 and that |Gn/Gn−1| = |detB| =: r.
Let us define the action ρ(n) of Gn on Z as follows:
ρ
(n)
Ang = β
−n ◦ ρg ◦ βn, g ∈ G0.
Lemma 4.6. For any m < n, g ∈ Gm, we have that ρ(n)g = ρ(m)g , namely the
family {ρ(n)}n∈N defines an action ρ of ∪nGn.
Proof. From equation (4.4), we have
ρ(m+1)g = β
−(m+1) ◦ ρA−m−1g ◦ βm+1 = β−m ◦ ρA−mg ◦ βm = ρ(m)g , g ∈ Gm.
The thesis follows.
Suppose that
sup
g∈Gn
‖[D, ρ(n)g (a)]‖ <∞,
for any a ∈ Ln := Cc(Gn,Z). Then, the algebra AGn has a natural spectral
triple
(Ln,H⊗ C2
⌈p/2⌉ ⊗ ℓ2(Gn), Dn = D ⊗ ε(p+1)1 ⊗ I + I ⊗Mℓn).
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Remark 4.7. In order to define a spectral triple for AGn , we stress that one
could make the stronger assumption
‖[D, ρg(a)]‖ ≤ c(ρ)‖[D, a]‖, ∀g ∈ G1,
‖[D, βk(a)]‖ ≤ c(β)‖[D, a]‖, ∀g ∈ G1, k ∈ Z,
for any a ∈ Ln, and some constants c(ρ), c(β) > 0. An even stronger assumption
could be
‖[D, ρ(n)g (a)]‖ = ‖[D, a]‖,
for any a ∈ Ln and g ∈ Gn.
The aim of this section is to describe the spectral triple on AGn in terms of the
spectral triple on AG0 . Before proceeding, we observe that as in (4.2) we may
define a family of unitary operators vi : H ⊗ C2⌈p/2⌉ ⊗ ℓ2(Gi)→ H ⊗ C2⌈p/2⌉ ⊗
ℓ2(Gi−1)⊗ ℓ2(Gi/Gi−1).
Theorem 4.8. Set H0 := H ⊗ C2⌈p/2⌉ ⊗ ℓ2(G0). Then the Dirac operator Dn
acting on H ⊗ C2⌈p/2⌉ ⊗ ℓ2(Gn) gives rise to the operator D̂n when the Hilbert
space is identified with H0⊗
⊗n
i=1 ℓ
2(Gi/Gi−1) as above, where Gi/Gi−1 ∼= ẐB .
The Dirac operator D̂n has the following form:
D̂n := VnDnV
∗
n = D0 ⊗ I⊗n + Cn,
with Cn ∈ B(H0)⊗Mr(C)⊗n defined, for η ∈ ℓ2(G0×G1/G0×. . .×Gn/Gn−1;H⊗
C2
⌈p/2⌉
), as
(Cnη)(m, j1, . . . , jn) :=
n∑
h=1
(I ⊗ ℓh(sh(jh)))(η(m, j1, . . . , jn)),
and Vn : H ⊗ C2⌈p/2⌉ ⊗ ℓ2(Gn) → H0 ⊗
⊗n
j=1 ℓ
2(Gj/Gj−1) given by Vn :=
(v1 ⊗
⊗n−1
j=1 I) ◦ (v2 ⊗
⊗n−2
j=1 I) ◦ · · · ◦ vn.
Proof. For simplicity, we prove the case n = 1, the case n > 1 can be proved
by iterating the procedure. For any η ∈ H ⊗ C2⌈p/2⌉ ⊗ ℓ2(G0) ⊗ ℓ2(G1/G0) ∼=
ℓ2(G0 × (G1/G0);H ⊗ C2⌈p/2⌉), we get, for m ∈ G0, j ∈ G1/G0,
(V1D1V
∗
1 η)(m, j) = (D1V
∗
1 η)(m+ s(j))
= (D ⊗ ε(p+1)1 )(V ∗1 η)(m+ s(j)) + (I ⊗ ℓ1(m+ s(j)))(V ∗1 η)(m + s(j))
= (D ⊗ ε(p+1)1 )(η(m, j)) + (I ⊗ ℓ1(m+ s(j)))(η(m, j))
= (D ⊗ ε(p+1)1 + I ⊗ ℓ1(m))(η(m, j)) + (I ⊗ ℓ1(s(j)))(η(m, j))
= (D0η)(m, j) + (C1η)(m, j),
where (C1η)(m, j) := (I ⊗ ℓ1(s(j)))(η(m, j)) belongs to I ⊗B(C2⌈p/2⌉ ⊗ ℓ2(G0×
G1/G0)). We stress that (C1η)(m, j) dos not depend on m because ℓ1 is a linear
map.
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For any n ∈ N0 and x ∈ Ln, set LDn(x) := ‖[Dn, x]‖. An immediate conse-
quence of the previous result is that, under a suitable assumption, these semi-
norms are compatible.
Corollary 4.9. Suppose that
‖[D0,Ad(Ug)(x)]‖ = ‖[D0, x]‖ ∀x ∈ ∪nLn , ∀g ∈ ∪nGn .
Then for any positive integer m, we have that
LDm+1(x) = LDm(x) ∀x ∈ Lm .
Proof. We give the proof for m = 0. As in section 1.2, the elements in A1 may
be seen as matrices with entries in A0 acting on ℓ
2(G1/G0;H0). A0 itself is then
embedded in A1 as diagonal matrices, the matrix M(x) associated with x ∈ A0
being M(x)kk = (σ(k)
∗xσ(k))kk = (U−s(k)xUs(k))kk = (ρ−s(k)(x))kk , where the
action ρ has been naturally extended to A0. D0⊗I may as well be identified with
the diagonal matrix (D0⊗I)kk = D0, therefore their commutator is the diagonal
matrix ([D0, ρ−s(k)(x)])kk . As for the commutator with the second term of D̂1,
let us describe the Hilbert space as ℓ2(G1/G0; (H ⊗ ℓ2(G0)) ⊗ C2⌈p/2⌉). Then
both x and C1 act as diagonal matrices, whose entries jj are ρ−s(j)(x)⊗I for the
first operator and I ⊗ ℓ1(s(j)) for the second, showing that the corresponding
commutator vanishes. The thesis now follows by the assumption.
4.3 The inductive limit spectral triple
The aim of this section is to describe the Dirac operator on A∞.
Theorem 4.10. Assume B is purely expanding, set H0 := H⊗C2⌈p/2⌉⊗ℓ2(G0),
L = ∪nLn, M = B(H0)⊗ R, and define the Dirac operator D̂∞ as follows:
D̂∞ := D0 ⊗ IUHF + C,
where C = limCn, Cn = C
∗
n ∈ B(H0) ⊗ UHF (r∞). Then (L,M,H0 ⊗
L2(R, τ), D̂∞) is a finitely summable, semifinite, spectral triple, with the same
Hausdorff dimension of (L0,H0, D0) (which we denote by d). Moreover, the
Dixmier trace τω of (D̂
2
∞ + 1)
−d/2 coincides with that of (D20 + 1)
−d/2 (hence
does not depend on the generalized limit ω) and may be written as:
τω((D̂
2
∞ + 1)
−d/2) = lim
t→∞
1
log t
∫ t
0
(
µ(D20+1)−1/2(s)
)d
ds.
Proof. The Dirac operator D̂∞ is of the form D0⊗ I +C. First of all, we prove
that D̂∞∈̂B(H0) ⊗ R by showing that C ∈ B(H0) ⊗ R. This claim and the
formula follow from what has already been proved and the following argument.
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Since we posed sn(k) ∈ An−1[0, 1)p, by using the properties of the Clifford
algebra and the linearity of ℓn, we get
‖ℓn(
n∑
h=1
sh(jh))‖ = ‖
n∑
h=1
ℓn(sh(jh))‖ = ‖
n∑
h=1
sh(jh)‖
≤
n∑
h=1
‖sh(jh))‖ ≤ √p
n∑
h=1
‖Ah−1‖,
so that
‖Cn‖ = ‖ℓn(
n∑
h=1
sh(jh))‖ ≤ √p
n∑
h=1
‖Ah−1‖.
As D̂∞ = D0 ⊗ I + C, we get, by Proposition 2.6 and the estimate above, that
C is bounded and belongs to B(H0)⊗ UHF (r∞), while D0∈̂B(H0).
Moreover, by construction, L is a dense ∗-subalgebra of the C∗-algebraA∞ ⊂M.
The thesis follows from Theorem 2.8 and the above results.
Remark 4.11. The inclusionGn → Gn+1 gives rise to inclusions in : Hn → Hn+1
and jn : AGn → AGn+1 in such a way that{
in(aξ) = jn(a)in(ξ),
in(Dnξ) = Dn+1in(ξ),
a ∈ AGn , ξ ∈ Hn.
5 Self-coverings of UHF-algebras
5.1 The C∗-algebra, the spectral triple and an endomor-
phism
We want to consider the C∗-algebra UHF (r∞). This algebra is defined as the
inductive limit of the following sequence of finite dimensional matrix algebras:
M0 = Mr(C)
Mn = Mn−1 ⊗Mr(C) n ≥ 1,
with maps φij : Mj → Mi given by φij(ai) = ai ⊗ 1. We denote by A the
UHF (r∞) C∗-algebra and set M−1 = C1A in the inductive limit defining the
above algebra. The C∗-algebra A has a unique normalized trace that we denote
by τ .
Now we follow [14]. Consider the projection Pn : L
2(A, τ)→ L2(Mn,Tr), where
Tr :Mr(C)→Mr(C) is the normalized trace, and define
Qn = Pn − Pn−1, n ≥ 0,
E(x) = τ(x)1A .
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Lemma 5.1. The projection Qn : L
2(A, τ)→ L2(Mn, τ) ⊖ L2(Mn−1,Tr) (n ≥
0) is given by
Qn(x0 ⊗ · · · ⊗ xn ⊗ · · · ) = x0 ⊗ · · · ⊗ xn−1 ⊗ [xn −Tr(xn)1Md(C)]τ(xn+1 ⊗ · · · ),
where Tr :Mr(C)→ C is the normalized trace.
Proof. The proof follows from direct computations.
For any s > 1, Christensen and Ivan ([14]) defined the following spectral triple
for the algebra UHF (r∞)
def
= A
(L, L2(A, τ), D0 =
∑
n≥0
rnsQn)
where L is the algebra consisting of the elements of A with bounded commutator
with D0. It was proved that for any such value of the parameter s, this spectral
triple induces a metric which defines a topology equivalent to the weak∗-topology
on the state space ([14, Theorem 3.1]).
Introduce the endomorphism of A given by the right shift, α(x) = 1⊗ x. Then,
according to [19], we may consider the inductive limit A∞ = lim−→An with An =
A as described in (0.1). As in the previous sections, we have the following
isomorphic inductive family: Ai is defined as
A0 = A,
An = Mr(C)
⊗n ⊗A0,
A∞ = lim−→Ai
and the embedding is the inclusion.
We want to stress that this case cannot be described within the framework
considered in section 1. In fact, it would be necessary to exhibit a finite abelian
group that acts trivially on 1Mr(C)⊗
⊗∞
i=1Mr(C) and that has no fixed elements
in Mr(C) ⊗ 1⊗∞
i=1 Mr(C)
. However, since all the automorphisms of Mr(C) are
inner, there cannot be any such group.
5.2 Spectral triples on covering spaces of UHF-algebras
Each algebra Ap has a natural Dirac operator (the one considered earlier)
(Lp, H = L2(Ap, τ), Dp =
∑
n≥−p
rnsQn),
where Lp is the algebra formed of the elements of Ap with bounded commutator.
The spectral triple on A1
We are going to describe the Dirac operator on the first covering.
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Lemma 5.2. Let ξ1 ⊗ ξ∞ ∈ L2(A, τ), ξ1 ∈Mr(C), we have that
Qn(ξ1 ⊗ ξ∞) =
{
(1⊗Qn−1)(ξ1 ⊗ ξ∞) if n > 0
(F ⊗Qn−1)(ξ1 ⊗ ξ∞) if n = 0,
where F : Mr(C) → Mr(C)◦ is defined by F (x) = x − tr(x), and Mr(C)◦ are
the matrices with trace 0.
Proposition 5.3. The following relation holds:
D1 = r
−sF ⊗ E + I ⊗D0.
Proof. Let eij ⊗ x ∈ D(D1) ⊂ L2(A1, τ). We have that
D1(eij ⊗ x) =
∑
n≥−1
rnsQn(eij ⊗ x) =
= r−sFeij ⊗ Ex+
∑
n≥0
rnseij ⊗ (Qnx) =
= [r−sF ⊗ E + I ⊗D0](eij ⊗ x).
The thesis follows by linearity.
The spectral triple on An and the inductive limit spectral triple
In this section we will consider the Dirac operators on An and A∞.
Theorem 5.4. The Dirac operator Dn has the following form
Dn = I
⊗n ⊗D0 +
n∑
k=1
r−skIn−kr ⊗ F ⊗ E. (5.1)
Proof. Let x ∈ D(Dn) ⊂ L2(An, τ). We have that
Dnx =
∑
k≥0
r(k−n)sQkx =
∑
k≥0
r(k−n)s(I⊗k ⊗ F ⊗ E)x
=
n−1∑
k=0
r(k−n)s(I⊗k ⊗ F ⊗ E)x+
∑
k≥n
r(k−n)s(I⊗k ⊗ F ⊗ E)x
=
n∑
h=1
r−sh(I⊗(n−h) ⊗ F ⊗ E)x+ (I⊗n ⊗D0)x.
Corollary 5.5. The Dirac operator D∞ has the following form
D∞ = I−∞,−1 ⊗D0 +
∞∑
k=1
r−skI−∞,−k−1 ⊗ F ⊗ E, (5.2)
where I−∞,k is the identity on the factors with indices in [−∞, k].
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Theorem 5.6. Set L = ∪nLn, M = R ⊗ B(L2(A0, τ)). Then the triple
(L,M, L2(R, τ) ⊗ L2(A0, τ), D∞) is a finitely summable, semifinite, spectral
triple, with Hausdorff dimension 2s . Moreover, the Dixmier trace τω of (D
2
∞ +
1)−1/s coincides with that of (D20 + 1)
−1/s (hence does not depend on ω) and
may be written as:
τω((D
2
∞ + 1)
−1/s) = lim
t→∞
1
log t
∫ t
0
(
µ(D20+1)−1/2(s)
) 2
s
ds.
Proof. By construction, L is a dense ∗-subalgebra of the C∗-algebra A∞ ⊂ M.
Since D∞ = I−∞,−1 ⊗D0 + C, where C ∈ R⊗ I, D∞ is affiliated to M.
The thesis follows from Theorem 2.8 and what we have seen above.
6 Inductive limits and the weak∗-topology of their
state spaces
First of all, we recall some definitions. Let (L, H,D) be a spectral triple over
a unital C∗-algebra A. Then we can define the following pseudometric on the
state space
ρD(φ, ψ) = sup{|φ(x)− ψ(x)| : x ∈ A, LD(x) ≤ 1}, φ, ψ ∈ S(A),
where LD(x) is the seminorm ‖[D, x]‖.
We have the following result proved by Rieffel.
Theorem 6.1. ([34]) The pseudo-metric ρD induces a topology equivalent to
the weak∗-topology if and only if the ball
BLD := {x ∈ A : LD(x) ≤ 1}.
is totally bounded in the quotient space A/C1
If the above condition is satisfied, the seminorm LD is said a Lip-norm on A.
In our examples we determined a semifinite spectral triple on A∞. Our aim is
to prove that the seminorm LD̂∞ , restricted to An, is a Lip-norm equivalent to
LDn , for any n, while it is not a Lip-norm on the whole inductive limit A∞.
Therefore, the pair (A∞, LD̂∞) is not a quantum compact metric space, whilst
A∞ is topologically compact (i.e. it is a unital C
∗-algebra).
Theorem 6.2. Consider the Dirac operators D̂∞ determined in the previous
sections. Then the sequence of the normic radii of the balls BLDn diverges. In
particular, the seminorm LD̂∞ on the inductive limit is not Lipschitz.
Proof. Our aim is to show that BL
D̂∞
is unbounded. Actually, we will exhibit a
sequence in BL
D̂∞
with constant seminorm and diverging quotient norm, which
means that it is an unbounded set in lim−→Ak/C.
In the first place we consider the cases of the commutative and noncommutative
torus. The noncommutative rational torus has centre isomorphic to the algebra
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of continuous functions on the torus. Thus, it is enough to exhibit a sequence
only in the case of the torus.
Consider the following sequence
xk = e
2πi(Ake1,t)
where A := (BT )−1.
Each xk ∈ C(Tk) ⊂ limiC(Ti). We have that
[Dk, xk] =
∑
a
εa[∂a, xk] ≤
∑
a
[∂a, xk]
=
∑
a
∂a(xk) =
∑
a
2πi(Ake1, ea)xk
≤ 2pπ‖Ake1‖ ≤ 2pπ‖Ak‖ → 0
where we used Proposition 2.6.
Consider the sequence yk := xk/‖[Dk, xk]‖. This sequence has constant semi-
norm LD̂∞ ≡ LDk . Since each element xk has spectrum T, then the quotient
norm of xk is equal to ‖xk‖ and thus the sequence {yk} is unbounded.
We now consider the case of the crossed products. With the same notations as
above, consider the following sequence
xk = UAke1
Each xk ∈ Ak ⊂ lim−→Ai. We have that
‖[Dk, xk]‖ = ‖[Mℓk , UAke1 ]‖ ≤ sup
g
|ℓk(g)−ℓk(g−Ake1)| ≤ ‖Ake1‖ ≤ ‖Ak‖ → 0.
Since sp(xk) = T, again the sequence yk := xk/‖[Dk, xk]‖ has constant semi-
norm LD̂∞ ≡ LDk and increasing quotient norm.
Finally we take care of the UHF-algebra. Consider any matrix b ∈ (Mr(C) \
CI
) ⊂ UHF (r∞). We define the following sequence
xn = I[−∞,−n−1] ⊗ b⊗ I[−n+1,+∞],
where with the above symbol we mean that the matrix b is in the position −n
inside an infinite bilateral product where each factor is labelled by an integer.
A quick computation shows that
[Qk, xn] =

0 if k > −n
id−∞,k−1 ⊗ (bTr(·)− Tr(b·))⊗ τ if k = −n
id−∞,k−1 ⊗ F ⊗
(⊗−n−1
i=k+1 Tr(·)
) ⊗ (Tr(b·)− bTr(·)) ⊗ τ if k < −n.
This means that [D∞, xn] =
∑
k≤−n r
ks[Qk, xn].
We observe that each xn has non-zero seminorm. In fact,
‖[D∞, xn]‖ = sup
‖ξ‖=1
‖[D∞, xn]ξ‖
≥ ‖[D∞, xn]x∗n‖
= r−ns‖Tr(bb∗)− bTr(b∗)‖ > 0
6 INDUCTIVE LIMITS AND THEWEAK∗-TOPOLOGYOF THEIR STATE SPACES35
where in the last line we used that [Qk, xn]x
∗
n = 0 for all k 6= −n. Moreover, we
have that
‖[D∞, xn]‖ ≤ 2‖b‖
 ∑
k≤−n
rks
 = 2‖b‖ rs−ns
1− rs
which tends to zero as n goes to infinity.
The sequence yk := xk/‖[D∞, xk]‖ has bounded seminorm LD̂∞ and increasing
quotient norm.
We end this proof with an explanation of the second part of the statement of this
Theorem. First of all, we observe that if the sequence of the normic radii of the
balls BLDn diverges, then BLD̂∞ contains an unbounded subset with unbounded
quotient norm. Therefore, since a compact subset is bounded, the ball BL
D̂∞
cannot be compact.
In a recent paper ([26]) Latre´molie`re and Packer studied the metric structure
of noncommutative solenoids, namely of the inductive limits of quantum tori.
In particular, they considered noncommutative tori as quantum compact metric
spaces and proved that their inductive limits, seen as quantum compact met-
ric spaces, are also limits in the sense of Gromov-Hausdorff propinquity (hence
quantum Gromov-Hausdorff) of the inductive families. In our setting the in-
ductive limit of the quantum tori is no longer a quantum compact metric space.
The different result is a consequence of the different metric structure consid-
ered. Latre´molie`re and Packer described the inductive limit as a twisted group
C∗-algebra on which there is an ergodic action of G∞ := lim←−T, and according to
Rieffel ([34]) a continuous length function on G∞ gives rise to a Lip-seminorm.
In our setting the seminorm may also be described in the same way, however
the corresponding length function is unbounded, thus not continuous. We give
an explicit description of this situation in a particular example.
Example 6.3. Consider the two-dimensional rational rotation algebra Aθ, with
θ = 1/3. With the former notation, set
B =
(
2 0
0 2
)
,
and define the morphism α : Aθ → Aθ by α(U) = U2, α(V ) = V 2. Now we may
consider the inductive limit lim−→Bn where Bn = Aθ (see (0.1)). We observe that
this case also fits in the setting of Latre´molie`re and Packer (see [26, Theorem
3.3]). Then, there exists a length function that induces the seminorm LD̂∞.
Proof. Consider the standard length function on the circle l (e2πit) := |t| for
t ∈ (−1/2, 1/2]. There is an induced length function on T2, namely ℓ0(z1, z2) :=
max{l (z1), l (z2)}. We define the following length function ℓ(g) := supn 2nℓ0(gn)
on the direct product
∏
T2, thus by restriction also on the projective limit
G∞ := lim←−T (with respect to the projection π ≡ α
∗ : T2 → T2, π((z1, z2)) =
(2z1, 2z2)). For any φ ∈ R2 we define the following action on Aθ: ρ˜φ(f)(t) :=
f(t + 3φ). Since θ = 1/3, ρ˜ is the identity on Aθ when φ ∈ Z2, hence there
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is an induced action of T2 = R2/Z2 on Aθ. We denote this action with ρ.
There is a naturally induced action ρ∞ of the group
∏∞
i=0 T
2 on
∏∞
i=0Aθ
given by ρ∞g (f0, f1, . . .) := (ρg0(f0), ρg1(f1), . . .) for any g ∈
∏∞
i=0 T
2 and any
(f0, f1, . . .) ∈
∏∞
i=0Aθ. We now check that the restriction of this action to G∞
gives rise to an action on lim−→Aθ. It is enough to prove the claim on the algebraic
inductive limit alg− lim−→Aθ. Let (f0, f1, . . .) ∈ alg− lim−→Aθ. By definition there
exists n ∈ N such that fn+i = αi(fn) for all i ∈ N. For any g ∈ G∞, we have
that
ρgn+i(fn+i) = ρgn+i(α
i(fn)) = α
i(ρπn(gn+i)(fn)) = α
i(ρgn(fn)).
For any g ∈ G∞ and any X ∈ lim−→Aθ we define the following seminorm
Lρ∞,ℓ(X) := sup
g∈G∞
‖ρ∞g (X)−X‖
ℓ(g)
.
Any element fn ∈ Bn embeds into lim−→Aθ asX = (0, . . . , 0︸ ︷︷ ︸
n
, fn, α(fn), α
2(fn) . . .).
We have that
Lρ∞,ℓ(X) = sup
g∈G∞
‖ρ∞g (X)−X‖
ℓ(g)
= sup
g∈G∞
lim sup
i
‖αi(fn)(z + 3gn+i)− αi(f)(z)‖
ℓ(g)
= sup
g∈G∞
‖fn(z + 3gn)− fn(z)‖
ℓ0(gn)
ℓ0(gn)
ℓ(g)
=
(
sup
gn
‖fn(z + 3gn)− fn(z)‖
ℓ0(gn)
)(
sup
g∈G∞
ℓ0(gn)
ℓ(g)
)
=
L0(f)
2n
,
where the last two equalities hold because, for any gn ∈ T2, we may find a se-
quence g = {gi} such that ℓ(g) = 2nℓ0(gn) (if gn = e2πit for t ∈ (−1/2, 1/2] con-
sider gn+k = e
2πit/2k) and L0 is the Lipschitz seminorm suph∈T2
‖f(z+h)−f(z)‖
ℓ0(h)
,
which is equivalent to LD0 (see [34]). Denote by ϕn : Bn = Aθ → An the natu-
ral isomorphism given by ϕn(W (m, t)) := e
2πiθ(2−nm,t)W0(2
nm) (cf. (3.4)) and
consider the following seminorm on Bn: Ln(x) := LD(ϕn(x)) = ‖[Dn, ϕn(x)]‖.
Since the seminorm LD is expressed in terms of the norm of some linear combi-
nations of the two derivatives, one has that Ln(x) = 2
−nL0(x). Therefore, the
former computation leads to Lρ∞,ℓ = Ln, when restricted to Bn.
A Some results in noncommutative integration
theory
Let (M, τ) be a von Neumann algebra with a f.n.s. trace, T ∈̂M a self-adjoint
operator. We use the notation eT (Ω) for the spectral projection of T relative
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to the measurable set Ω ⊂ R, and λT (t) := τ(e|T |[t,+∞)), µT (t) := inf{s :
λT (s) ≤ t}, for a τ -compact operator T .
Lemma A.1. Let (M, τ) be a von Neumann algebra with a f.n.s. trace, T ∈̂M a
self-adjoint operator, such that ΛT (s) := τ(eT (−s, s)) <∞ for any s > 0. Then
(1) ΛT (s) = sup{τ(e) : ‖Te‖ < s, e ∈ Proj(M)}, s > 0,
(2) if C ∈ Msa, and c := ‖C‖, then τ(eT+C(−s, s)) < ∞ for any s ≥ 0, and
ΛT+C(s) ≤ ΛT (s+ c),
(3) if eT ({0}) = 0, T−1 is τ-compact and ΛT (s) = λ|T |−1(s−1), s > 0.
Proof. (1) Indeed,
a := τ(eT (−s, s)) = sup{τ(eT (−σ, σ)) : 0 ≤ σ < s} ≤ sup{τ(e) : ‖Te‖ < s}.
Assume, by contradiction, there is e ∈ Proj(M) such that τ(e) > a and ‖Te‖ <
s. For ξ ∈ eH ∩ e|T |[s,∞)H, ‖ξ‖ = 1, we have (ξ, T ∗Tξ) < s2 and (ξ, T ∗Tξ) ≥
s2, namely e ∧ e|T |[s,∞) = {0}. As a consequence,
e|T |[s,∞) = e|T |[s,∞)− e ∧ e|T |[s,∞) ∼ e ∨ e|T |[s,∞)− e ≤ I − e
where ∼ stands for Murray - von Neumann equivalence. Passing to the orthog-
onal complements we get a = τ(eT (−s, s)) ≥ τ(e) > a, which is absurd.
(2) Set ΩT,s = {e ∈ Proj(M) : ‖Te‖ < s}; since ‖Te‖ ≤ ‖(T +C)e‖+ c, we have
that ΩT+C,s ⊆ ΩT,s+c, . The thesis follows from (1).
(3) A straightforward computation shows that e|T |−1(s,+∞) = eT (−1/s, 1/s).
Therefore T−1 is τ -compact [20] and the equality follows.
Lemma A.2. Let (M, τ) be a von Neumann algebra with a f.n.s. trace, T ∈̂M
a positive self-adjoint operator T , with τ-compact resolvent, d, t > 0. Then, the
following are equivalent
(1) exists ress=d τ(T
−seT [t,+∞)) = α ∈ R,
(2) exists ress=d τ((T
2 + 1)−s/2) = α ∈ R.
Proof. Let us first observe that
τ(T−seT [t,+∞)) =
∫ ∞
t
λ−sdτ(eT (0, λ)), (A.1)
τ((T 2 + 1)−s/2) =
∫ ∞
0
(λ2 + 1)−s/2dτ(eT (0, λ)), (A.2)
and
(t2 + 1)−s/2 ≤ (λ2 + 1)−s/2 ≤ 1, ∀λ ∈ [0, t],
ts(1 + t2)−s/2λ−s ≤ (λ2 + 1)−s/2 ≤ λ−s, ∀λ ∈ [t,+∞),
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therefore the finiteness of any of the two residues in the statement implies the
finiteness of the two integrals (A.1), (A.2) above for any s > d. Then,
|τ(T−seT [t,+∞))− τ((T 2 + 1)−s/2)| =
∣∣∣∣ ∫ ∞
t
λ−sdτ(eT (0, λ))−
∫ ∞
0
(λ2 + 1)−s/2dτ(eT (0, λ))
∣∣∣∣
≤
∫ t
0
(λ2 + 1)−s/2dτ(eT (0, λ)) +
s
2
∫ ∞
t
λ−s−2dτ(eT (0, λ)),
where the inequality follows by
λ−s − (λ2 + 1)−s/2 = λ−s[1− (1 + 1
λ2
)−s/2] ≤ s
2
λ−s−2,
which, in turn, follows by
g(x) = 1− (1 + x)−s/2 ≤ sup
ξ∈[0,x]
g′(ξ)x =
s
2
x, for x ≥ 0
Finally, taking the limit for s→ d+, we get
lim
s→d+
|τ(T−seT [t,+∞))−τ((T 2+1)−s/2)| ≤ τ(eT (0, t))+d
2
∫ ∞
t
λ−(d+2)dτ(eT (0, λ)) <∞,
where the last integral is (A.1) with s = d + 2, hence is finite, and we have
proven the thesis.
Lemma A.3. Let (M, τ) be a von Neumann algebra with a f.s.n. trace, T a
self-adjoint operator affiliated with M with bounded compact inverse, C ∈ Msa
such that T + C has bounded inverse. Then, the following are equivalent
(1) exists ress=d τ(|T |−s) = α ∈ R,
(2) exists ress=d τ(|T + C|−s) = α ∈ R.
Proof. It is enough to prove that (1) =⇒ (2). Set c := ‖C‖. From Lemma A.1,
we get ΛT+C(s) ≤ ΛT (s+ c) for every s > 0, hence λ|T+C|−1(s) ≤ λ|T |−1( s1+cs ).
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Then, for 0 < ϑ < 1,
µ|T+C|−1(t) = inf{s ≥ 0 : λ|T+C|−1(s) ≤ t}
≤ inf{s ≥ 0 : λ|T |−1(
s
1 + cs
) ≤ t}
= inf{ h
1− ch ≥ 0 : λ|T |−1(h) ≤ t}
= inf{ h
1− ch : 0 ≤ h < c
−1, λ|T |−1(h) ≤ t}
≤ inf{ h
1− ch : 0 ≤ h ≤ ϑc
−1, λ|T |−1(h) ≤ t}
≤ (1− ϑ)−1 inf{h : 0 ≤ h ≤ ϑc−1, λ|T |−1(h) ≤ t}
=
{
(1− ϑ)−1 inf{h ≥ 0 : λ|T |−1(h) ≤ t}, if λ|T |−1(c−1ϑ) ≤ t,
+∞, otherwise,
=
{
(1− ϑ)−1µ|T |−1(t), if λ|T |−1(c−1ϑ) ≤ t,
+∞, otherwise.
As a consequence,
τ(|T + C|−s) =
∫ ∞
0
µ|T+C|−1(t)
s dt
≤
∫ λ|T |−1 (c−1ϑ)
0
µ|T+C|−1(t)
s dt+
∫ +∞
λ|T |−1 (c
−1ϑ)
(1− ϑ)−sµ|T |−1(t)s dt
=
∫ λ|T |−1 (c−1ϑ)
0
(
µ|T+C|−1(t)
s − (1− ϑ)−sµ|T |−1(t)s
)
dt+ (1− ϑ)−sτ(|T |−s)
≤ (‖(T + C)−1‖s + (1− ϑ)−s‖T−1‖s)λT−1(c−1ϑ) + (1 − ϑ)−sτ(|T |−s) <∞.
Passing to the residues, we get lim sups→d+(s−d)τ(|T+C|−s) ≤ (1−ϑ)−dress=d τ(|T |−s),
hence, by the arbitrariness of ϑ, lim sups→d+(s−p)τ(|T+C|−s) ≤ ress=d τ(|T |−s).
Exchanging T with T + C we get ress=d τ(|T |−s) ≤ lim infs→d+(s − p)τ(|T +
C|−s), hence the thesis.
Proposition A.4. Let (M, τ) be a von Neumann algebra with a f.n.s. trace,
T a self-adjoint operator affiliated with M with compact resolvent, C ∈ Msa.
Then, the following are equivalent
(1) exists ress=d τ((T
2 + 1)−s/2) = α ∈ R,
(2) exists ress=d τ((T + C)
2 + 1)−s/2) = α ∈ R.
In particular, the abscissas of convergence coincide.
Proof. By Lemma A.2, the thesis may be rewritten as
∃ ress=d τ(|T |−se|T |[t,+∞)) = α ∈ R⇐⇒ ∃ ress=d τ(|T+C|−se|T+C|[t,+∞)) = α.
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Since the operator
C′ :=(T + C)e|T+C|[t,+∞)− Te|T |[t,+∞)
= (T + C)e|T+C|[0,+∞)− Te|T |[0,+∞)− (T + C)e|T+C|[0, t) + Te|T |[0, t)
= C − (T + C)e|T+C|[0, t) + Te|T |[0, t)
is bounded and self-adjoint, we may apply Lemma A.3 to the operators (T +
C)e|T+C|[t,+∞) and Te|T |[t,+∞), proving the Proposition.
Acknowledgement This work was supported by the following institutions: the
ERC for the Advanced Grant 227458 OACFT “Operator Algebras and Con-
formal Field Theory”, the MIUR PRIN “Operator Algebras, Noncommutative
Geometry and Applications”, the INdAM-CNRS GREFI GENCO, and the IN-
dAM GNAMPA.
References
[1] J. Aastrup, J. Grimstrup, R. Nest, A new spectral triple over a space of
connections, Commun. Math. Phys. 290 (2009) 389-398.
[2] V. Aiello, D. Guido, T. Isola, Spectral triples on crossed products with a
single endomorphism, work in progress.
[3] V. Aiello, D. Guido, T. Isola, work in progress.
[4] M.F. Atiyah, Elliptic operators, discrete groups and von Neumann algebras,
Asterisque 32-33 (1976) 79-92.
[5] M.T. Benameur, T. Fack, Type II non-commutative geometry. I. Dixmier
traces in von Neumann algebras, Adv. Math. 199 (2006) 29-87.
[6] P. Baum, K. De Commer, P. M. Hajac, Free actions of compact quantum
groups on unital C∗-algebras, preprint arXiv:1304.2812, 2013.
[7] J. Bellissard, M. Marcolli, K. Reihani, Dynamical Systems on Spectral Met-
ric Spaces, preprint arXiv:1008.4617, 2010.
[8] O. Bratteli, G. A. Elliott, D. E. Evans and A. Kishimoto, Noncommutative
spheres II: rational rotations, J. Operator Theory 27 (1992) 53-85.
[9] K. S. Brown, Cohomology of Groups, Springer, 1982.
[10] A. L. Carey, V. Gayral, A. Rennie and F. A. Sukochev. Index theory for
locally compact noncommutative geometries. Mem. Amer. Math. Soc., 231
(2), 2014.
[11] A. L. Carey, J. Phillips, Unbounded Fredholm modules and spectral flow
Canadian J. Math 50 1998, 673-718.
REFERENCES 41
[12] A. L. Carey, J. Phillips, Spectral flow in θ-summable Fredholm modules, eta
Invariants and the JLO cocycle, K-Theory, 31 (2) (2004), 135-194.
[13] A. L. Carey, A. Rennie, A. Sedaev, F. A. Sukochev, The Dixmier trace and
asymptotics of zeta functions, Journal of Functional Analysis 249 (2007)
253-283.
[14] E. Christensen, C. Ivan, Spectral triples for AF C∗-algebras and metrics on
the Cantor set, Journal of Operator Theory 56 (2006) 17-46.
[15] A. Connes, Sur la the´orie non commutative de l’integration, LNM 725
(1979) 19-143.
[16] A. Connes, Noncommutative Geometry, Academic Press, 1994.
[17] A. Connes, Gravity coupled with matter and foundation of noncommutative
geometry, Commun. Math. Phys. 182 (1996), 155-176.
[18] A. Connes, J. Cuntz, Quasi homomorphismes, cohomologie cyclique et pos-
itivite´, Commun. Math. Phys. 114 (1988), 515-526.
[19] J. Cuntz, The internal structure of simple C∗-algebras, Proc. Sympos. Pure
Math. Vol. 38 part 1 (1982) 85-116.
[20] T. Fack, H. Kosaki, Generalized s-numbers of τ-measurable operators, Pa-
cific J. Math., 123 (1986) 269-300.
[21] J. M. Gracia-Bondia, J. C. Va´rilly, H. Figueroa, Elements of noncommu-
tative geometry, Birkhauser Boston, 2000.
[22] A. Hawkins, A. Skalski, S. White, J. Zacharias, On spectral triples on
crossed products arising from equicontinuous actions, Mathematica Scan-
dinavica 113 (2013) 262-291.
[23] J. Kaad, R. Nest, A. Rennie, KK-Theory and spectral flow in von Neumann
algebras, J. K-Theory, 10:241-277, 2012.
[24] R.V. Kadison, J.R. Ringrose, Fundamentals of the theory of operator alge-
bras II, Academic Press, London, 1986.
[25] F. Latremoliere, J. Packer, Noncommutative solenoids and their projective
modules, Commutative and Noncommutative Harmonic Analysis and Ap-
plications 603 (2013) 35.
[26] F. Latremoliere, J. Packer. Noncommutative solenoids and the Gromov-
Hausdorff propinquity, preprint arXiv:1601.02707, 2016.
[27] H. B. Lawson, M. Michelsohn, Spin Geometry, Princeton Univeristy Press,
1989.
[28] M. Lesch. On the index of the infinitesimal generator of a flow, J. Operator
Theory 25 (1991) 73-92.
REFERENCES 42
[29] M. C. McCord, Inverse limit sequences with covering maps, Transactions
of the American Mathematical Society 114 (1965) 197-209.
[30] D. Pask, A. Rennie, The noncommutative geometry of graph C∗-algebras I:
the index theorem, Journ. Funct. Anal. 233 (2006), 92-134.
[31] D. Pask, A. Rennie, A. Sims, The noncommutative geometry of k-graph
C∗-algebras, J. K-Theory, 1, (2) (2008), 259-304.
[32] A. L. T. Paterson, Contractive spectral triples for crossed products, Math-
ematica Scandinavica 114 (2014), 275-298.
[33] G. K. Pedersen, C∗-algebras and their automorphism groups, Academic
Press, London, 1979.
[34] M. A. Rieffel, Metrics on states from actions of compact groups, Doc. Math
3 (1998) 215-229.
[35] M.A. Rieffel, Metrics on state spaces, Doc. Math. 4 (1999) 559-600.
[36] S. Sakai, C∗-algebras and W∗-algebras, Springer Verlag, Berlin, 1971.
[37] J. P. Serre, Linear representations of finite groups, Springer, 2012.
[38] M.A. Shubin, Pseudodifferential almost periodic operators and von Neu-
mann algebras, Trans. Moscow Math. Soc. 1 (1979) 103-166.
[39] P. J. Stacey, Endomorphisms of rational rotation C∗-algebras, Math. Proc.
Camb. Phil. Soc. 127 (1999) 289-294.
[40] M. Takesaki, Theory of operator algebras I, Springer Verlag, Berlin, 1979.
[41] C. Wahl, Index theory for actions of compact Lie groups on C∗-algebras, J.
Operator Theory, 63 (2010), 217-242.
[42] D.P. Williams, Crossed products of C∗-algebras, American Mathematical
Society, Providence, 2007.
