The focus of this paper is the discovery of anomalous spatio-temporal windows. We propose a Discretized SpatioTemporal Scan Window approach to address the question of how we can treat Space and Time together without compromising on the properties of each and their impact on each other. In doing so we discover anomalous SpatioTemporal windows, identify at what point in time the window changes, identify the spatial patterns of change over time and identify a spatial extent in time which is completely deviant with respect to the rest of the anomalous spatiotemporal windows. None of the current approaches address all these issues in combination. Subsequently we perform experiments on several real world datasets to validate our approach while comparing with the established approach of discovering a cylindrical spatio-temporal Scan window.
Introduction
Spatial and Spatio-Temporal data mining provides the knowledge necessary to make informed decisions in several critical applications such as analyzing the data transmitted by satellites, discovering potential disease outbreaks in a region, evaluating the drinking water monitoring data for safety, studying tumor growths, to name a few.
The ability to represent time in Geospatial Information Systems has been a major concern [1] . Similarly ability to represent space in time has also posed several challenges [21] . Many of the spatio-temporal data mining techniques consider time as another dimension or feature of the spatial data. However the temporal element of the spatial data presents new challenges that need to be addressed in a distinct manner, such that it can evolve into another aspect of the analysis.
The focus of this paper is the discovery of Anomalous Spatio-Temporal windows. Before we discuss Spatio-Temporal Windows we talk briefly about anomalous windows and more specifically Spatial windows [13] which are contiguous spatial points occurring in the data, such as a set of contiguous counties belonging to a disease outbreak window.
A number of techniques have been proposed to address the problem of identifying anomalous windows * Corresponding Author [13, 18, 20] . However, most of these techniques limit to identifying individual unusual objects [2] (e.g., outliers), traditional partitioning (clusters) [3] or fixed size windows [20] . Scan statistic extends this to varying size windows and proposes an intuitive framework for identification of unusual groupings in the data. Scan Statistics pertains to the testing of a point process to see if it is purely random or a cluster can be identified. A one dimensional Scan statistics identifies the largest number of objects in a window of fixed or variable length as compared to the entire distribution. This comparison is quantified using the likelihood ratio of the scan window as occurring by chance vs. occurring due to certain non-random process.
Kulldorff proposed a spatial [13, 14] (region scanned with a circular window) and spatio temporal [15, 16] (region scanned with a cylindrical window) scan statistic. The window with a large number of points as compared to the points outside the window is observed and its likelihood ratio is computed. The window with the maximum likelihood ratio over all possible windows is recorded and compared to its distribution under the null hypothesis of a purely random process, thus providing a significance value.
We consider anomalous Spatio-Temporal Windows as the unusual groupings of contiguous spatio-temporal points in space. Thus the window comprises of a set of spatial points across various temporal points which are unusual as compared to the rest of the data. The process of discovery of such anomalous windows across both space and time becomes even more critical to several applications. For instance, (a) evaluating the health risks over a period of time,(b) fluctuating disease clusters and unusual death rates (tracking disease clusters), (c) unusual rates of accidents along highways over time, (d) unusual seasonal geospatial hot-spots of plant or animal species and (e) a localized temporal deviant disease phenomenon which may not follow the general trend(e.g: bio terrorism attack).
In spatio-temporal scan statistic [15] , the window shape is cylindrical where the height represents the time dimension. The circular base represents the spatial area. The window iterates over a limited number of geographical grid points and then gradually increase the circle radius from zero to some maximum value defined by the user. The height of the cylinder represents the number of days, for example, all cylinders with a height of either 1, 2, 3, 4, 5, 6 or 7 days are considered. For each center and radius of the circular cylinder base the method iterates over all possible temporal cylinder lengths. Thus the cylinder size is variable. The spatio-temporal scan statistic provides a measure of whether the observed number of cases is unlikely for a window of that size, using reference values from the entire study area and entire time span [16] . Although the Spatio-Temporal Scan Statistic is a promising technique for analysis of Space Time data it has the following issues:
Temporal and Spatial autocorrelation: at any iteration the spatio-temporal scan window is a cylinder comprising of spatial points along the temporal axis of the height H of the cylinder. So, spatial points at time T 1 , T 2 and so on till time T H are part of the window formed based on the cylinders dimensions. The likelihood ratio is computed after the window is formed. Based on this likelihood ratio comparison with other windows, the window may or may not be identified as unusual. Thus, spatio-temporal scan statistic is based on the implicit assumption that the points that fall within the cylindrical window are similar and can be considered to be part of the same window. However it does not really break up the window based on differing behavior of Temporal autocorrelation and Spatial autocorrelation of the points within the window. Specifically, all the spatial points falling within the window may not necessarily be spatially correlated for instance two adjacent spatial regions in time may not exhibit similar unusual behavior. Similarly spatial points in two adjacent time periods may not necessarily be anomalous. This is primarily due to the Spatio-temporal variations in the data. The set of spatial points within the cylindrical window identified are the same across the various points on the temporal axis of height H of the Cylinder. So, spatial points at time T 1 are in the same window as spatial points at time T 2 and so on till time T H . Thus implicitly the cylindrical window assumes no variations in the spatial patterns over time. That is it ignores Spatial heterogeneity emerging due to the change in time.
Cylindrical Shape : The window [15] identified is a fixed shape of a cylinder, however it is very much possible that the spatial points in the window shift over a period of time. So let us say county s 1 , s 2 are part of the window at time T 1 but at time T 2 county s 2 , s 3 are part of the window. Thus the window may very well be morphing over space and time into a free form window.
We next outline a motivating example to illustrate these issues. Example 1. Salmonella Outbreak: Let us consider the scenario of Salmonella outbreak in the country [4] . CDC currently evaluates the outbreaks in a timely and efficient manner and the reports are made available to the general public. Let us look at some of the maps of the number of people infected with Salmonella as per the CDC reports. Figure 1 (derived from [4] ) shows 4 such maps across a span of several days. If we look at figure 1(a) on 6/24/08 we can see that New Mexico and Texas appear as areas with over 75 outbreaks, however in figure 1(b) on 6/27/08 Illinois also becomes a high intensity area with over 75 outbreaks. In the rest of the time slices these areas continue to be of high intensity outbreaks. Now in figures 1(a) and (b) we also can see that Arizona has high outbreaks between 26 and 75. In addition in figure 1(c) on 7/11/08 some other states, New York, Virginia and subsequently (in figure 1(d) on 7/21/08) Georgia, also emerge as high outbreaks with 26 to 75 outbreaks. We can clearly see that the outbreak patterns change over time and space. Firstly the spatio-temporal windows in this scenario should consider temporal and spatial autocorrelation, such that the regions in the windows are similar in their behavior. So for example TX and NM may be in the window however AZ may not be part of this window due to different intensity even though it is adjacent to TX and NM. Similarly NY, VA and GA are part of one window as their behavior is similar across time even though they are not part of the window at all times. Thus the window should take into account the spatio-temporal variation. This is possible if the window is allowed to morph into a shape over a period of time rather than applying a fixed shape over the space and time.
In this paper we propose a Discretized SpatioTemporal Scan Window approach which addresses these issues. We aim to address the question of how can we treat Space and Time together without compromising on the properties of each and their impact on each other. To that our contributions are as follows: 4. Identify a spatial extent in time which is completely deviant with respect to the rest of the anomalous spatio-temporal window.
It is important to note that none of the approaches [8-13, 15, 19, 20] address all of these aspects of anomalous spatio-temporal window detection in combination.
While [19] addresses emerging space time clusters it does not address the discovery of the point in time when the change occurs and what is the spatial pattern of change and deviant extents. Our approach first discretizes the spatio-temporal data into time steps. Subsequently we perform the scan statistic computation for windows within each time step. Next we compute the Composite Likelihood for the anomalous window formed across the bins. We then identify various properties of the window namely temporal change points, spatial pattern of change and deviant spatial extents. We also discuss various theoretical properties of our spatiotemporal window and for the scan statistics evaluation in general. Our experiments show promising results in identifying spatio-temporal windows in various real world datasets. The rest of the paper is organized as follows: Section 2 outlines some preliminaries for our approach. In section 3 we outline our approach, in section 4 we discuss detailed results in several real world datasets and various theoretical properties for evaluating the results. In section 5 we discuss some theoretical properties of the discretized Spatio-temporal scan Window. We conclude in section 6.
Preliminaries
We first begin with some preliminaries to explain spatial and temporal terminologies: Spatial Nodes: A spatial region comprises of a set of spatial locations, which we call as spatial nodes. Let S = {s 1 , . . . , s n } be the set of spatial nodes, where each s i ∈ S is associated with a pair of spatial coordinates (s ix , s iy ) and a set of attributes A i = {a i1 , . . . , a im }.
Each spatial node may have associated attributes across several temporal points. So let us say for node s i ∈ S the attribute a i1 may have several temporal values such that a i1 = {a (values separated by a time lag or delay, values occurring before or after each other). Here q, r are the two points in time where the attribute a i1 is measured. Spatio Temporal Scan window: A window is nothing but a subset of the nodes in the data. A spatio temporal window must have spatial relationships between the nodes and the temporal relationship between the temporal attributes of the nodes within the window, such that it forms a contiguous set of temporal values. For instance, if we consider a cylinder shaped scan window, then all nodes and their corresponding temporal attribute values falling within the cylinder are part of the spatio-temporal scan window such that they have spatial relationships of adjacency between the nodes in the cylinder and temporal relationship between the attribute values in the cylinder. In a traditional sense the spatio-temporal scan window is defined as follows:
Given a set of spatial nodes S, and a set of temporal attribute values T a Spatio Temporal Window st = {st 1 , . . . , st m }, such that st ⊂ S, T where each st i ∈ st is associated with a pair of spatial coordinates (s ix , s iy ) and a set of attributes A i = {a i1 , . . . , a im } where each a i1 may have several temporal values such that a i1 = {a 1 i1 , . . . , a t i1 } and there exists sr(s p , s q )∀s p , s q ∈ st and there exists tr(a
If there is a spatial link between two nodes (by virtue of two nodes having spatial relationships), then this link can potentially propagate at all temporal states. However since these links are also impacted by the temporal process in play, these spatial links may for the same two nodes across time. Our goal here is to create a combined spatio-temporal model which embodies these spatial and temporal relationships in such data. Let us say that s 1 , s 2 are two spatial nodes that are related spatially such that they can have a link between them. This essentially could mean that each spatial node has some possibility (not quantified yet) to transition to a similar link across time. However this is a purely spatial perspective. To bring in a temporal perspective we begin by performing an equal width binning to form discrete temporal intervals. Now if we consider these two spatial nodes s 1 , s 2 across such spatio-temporal slices of the data this linkage between them may change and it may be possible that at some point in time these nodes may not necessarily be similar.
A temporal interval allows for the discretization of a continuous temporal attribute. We formally define a temporal interval [17] as follows:
For our illustration purposes we consider these intervals to be approximately equal width intervals such that for any two intervals int i , int j ∈ I int i size = int j size . However an unequal width interval can also be used. A temporal relationships also translates to temporal intervals. We outline an algorithm for the temporal discretization in 1. In the algorithm we deal with a scenario when the last bin may or may not be equal in frequency to the other bins. The complexity of algorithm 1 is O(B.bw), which in the worst case could be O(bw), where B is the number of bins and bw is the number of items in a bin.
Spatio Temporal Window
We next perform the spatial scan [13] across each temporal interval. So at the end of this process we get a set of circular scan windows such that each scan window corresponds to a temporal interval. So let us say we have a set of intervals I, now let us consider an interval i, within this interval the region is scanned with a varying size window. For each window a likelihood ratio is computed. The likelihood value is defined by the underlying distribution used such as Poisson or Bernoulli [13] . For each interval int i = append(a px ) 15: x + + 16: end while we have a set of windows
The window with the maximum likelihood ratio from all w i z windows is selected as the window for this interval. A p-value is computed for this window [11] , so that a significance is associated with this window identified. Thus we identify a set of interval windows W I ={w 1 . . . w τ }. Each window w i =< S i , t i , cx i , cy i , bx1 i , bx2 i , λ i , α > where S i is the set of spatial nodes that are part of this window, t i are all the temporal values associated with the nodes, cx i , cy i are the coordinates of the center of the window, bx1 i , bx2 i , are the border coordinates of the window (the end points of the diameter, incidentally we do not need to record the y coordinate), λ i is the likelihood ratio of this window and α is the p-value for this window. A spatio-temporal window comprises of these unusual windows. We next define the discretized spatio-temporal window in the context of our approach: Traditionally α threshold is p-values < 0.005 or significant in 5% of the tests (say in 10000 Monte Carlo simulations). To quantify the unusualness of the discretized window, we consider something called as a Composite Likelihood [7, 22] to quantify the entire Spatio-Temporal window deriving from the individual intervals windows. We define the composite likelihood in the context of our approach as follows:
, where f ={sum, max, average} of λ i associated with each w i Due to the nature of the discretized spatio-temporal window we are able to not only discover anomalous Spatio-Temporal windows, but also identify at what point in time does the window change, identify the spatial pattern of change over time and identify a spatial extent in time which is completely deviant with respect to the rest of the anomalous spatio-temporal window. We talk more specifically about the discovery process.
We next show that the maximum likelihood of the discretized spatio-temporal scan window (referred to as global) is the sum of the likelihoods of the individual spatio-temporal scan windows (local). The lemma follows:
Lemma 3.1. The maximum likelihood of the number of anomalies in the aggregate spatio-temporal scan window (referred to as global) is the sum of the likelihoods of the individual spatio-temporal scan windows (local), assuming the anomalies are Poisson distributed.
Proof. If there are n spatio-temporal scan windows and x 1 , . . . , x n are the number of anomalies for each local spatio-temporal scan window, the following holds for the global spatio-temporal scan window, where λ is the expected value (also the variance) of the number of anomalies in the global window, which proves the lemma.: if p − value i < T hreshold signif icance then 8:
C dsts = C dsts + λ i 10:
{Temporal Change Point} T C i ← append(i, s i ) 
Definition 7. [Deviant Spatial Extent]
Given a discretized spatio-temporal window W
>, Deviant Spatial Extent SE dsts is the set of spatial nodes s z of the sub window z such that the boundary coordinates < bx1 z , bx2 z > != < bx1 i , bx2 i > ∀ w i ∈ W .
We outline algorithm 2 for the discovery of the discretized Spatio-temporal scan window, temporal change point, spatial pattern of change and deviant spatial extent. The procedure for the discovery of the discretized Spatio-Temporal Scan Window is specified on lines 1-17. On lines 10-13 we identify Temporal Change point during the discovery of the discretized window. The Spatial pattern of change is identified on lines 14-15. Subsequently the procedure for the discovery of deviant spatial extent is outlined on lines 18-27. The overall complexity of the algorithm 2 is O(I 2 ) where I is the number of intervals.
Experimental Results
In this section, we apply the Discretized SpatioTemporal Scan Window (DSTS) approach to three datasets. It is important to note that these results pertain to the algorithmic proof of concept and should not in any way be construed as results for medical implications of these datasets:
• New Mexico Lung Cancer [23] : this data covers a 228-month-period, beginning January 1973 and ending December 1991. It contains the instances of malignant lung cancer during this period with 9,254 total cases. The population data are based on the census and as of July of each year. The coordinates are measured in kilometers.
• HIV/AIDS [5] : The data is provided by state and local health departments and categorized by demographics, location and time of diagnosis, reported on monthly basis. The population under consideration is the United States population from January 1981 through December 2002.
• We compare the results using the Discretized SpatioTemporal Scan Window (W I sig )which we refer here as (DST S) with Kulldorff's spatio-temporal Scan Window (ST S) [15] . Note that the DST S includes most-likely clusters that are considered statistically significant, i.e. where P-values are less than 0.05. Thus unlike the ST S our windows may have holes in them and are not a contiguous cylindrical shape as is the case in ST S. Metrics Used: Subsequently we discuss some theoretical properties of the metrics we have used namely LLR and p-value and give a justification of why only the significant subwindows are selected as part of the DST S. These properties are also discussed to show why our metrics are indeed appropriate for the analysis. Figure 3 shows the results obtained for the New Mexico lung cancer, based on the Poisson probability model, (a)using the retrospective space-time analysis over the entire time span in ST S and (b) using 4-bin discretization in DST S.
Here each bin contains exactly 57 periods. We observe that the same counties (Eddy, Lea, and Chaves) appear only in 3 out of 4 bins. Furthermore, an inspection of the results shows that all 228 periods are included in this discretization with no breaks or discontinuities. That is in every discrete bin we found a significant part of the DST S window. Finally, the log likelihood ratios are aggregated to obtain the composite LLR value. When we compare the composite likelihood to the likelihood obtained by the STS we find that we are able to identify windows with higher Composite LLR as compared to ST S.
In contrast to the 4-bin discretization where every bin had a significant component of the DSTS Window, in a 12-bin discretization we observed that only 8 out of the 12 bins have been included; the other 4 have been omitted because they are considered to be statistically insignificant. The spatial node distributions are of particular interest in this case. An analysis of the counties involved shows that areas represented in different windows are not homogeneous. Furthermore, unlike the 4-bin discretization, not all of the 228 time periods are included in the overall results and there are breaks and discontinuities.
This also brings us to an important point that as the number of bins increases the composite likelihood will not necessarily increase as more and more windows Figure 4 shows the windows for the 4-bin and 12-bin discretization. For simplicity and clarity, we have opted to show the windows in two dimensions, where the vertical axis is time and the horizontal axis is the x-coordinate in space. The undiscretized window found with ST S is super-imposed for comparative purposes in figure 4(a,c) .
We also depict the temporal change point for the 4-bin discretization as shown in figure 4(b) . The Temporal change point in the 4-bin is Jul-82 when a totally new window is introduced in the third bin. In the case of 12-bins even though these windows have some common nodes, there are some that clearly fall outside and therefore the intersection of each two windows is a temporal change point. So in case of the 12 -bins the starting point of each new window corresponds to a temporal change point resulting in 12 temporal change points.
For a representation of the Spatial pattern of change we identify the centers of each window and plot the curve running through these points. In addition the trajectory may reveal a periodic pattern. So in essence the trajectory allows us to view the temporal changes at a slightly higher granularity. Although it is important to note that at this point this is a purely visual observation.
Deviant Spatial Extent in Time
We can see from figure 3 (b) that for the 4-bin discretization the 3rd window is, in fact, a completely deviant spatial extent in time since it does not overlap with any other windows within the discretized spatio-temporal window. This may indicate some event that pushed the window out from the spatial extent entirely. That, however, is not the case with the 12-bin discretized windows as there is no window which lies entirely outside of the aggregated spatio-temporal window, with no overlapping nodes.
We also obtained and analyzed the results of a number of other discretized windows (i.e. 6-bins, 19 bins, 38 bins), however, the results were comparable to either 4-bin or 12-bin discretization and hence we have not included these results here.
Results with AIDS Data Spatio Temporal
Windows: Figure 5 shows the results obtained for the AIDS dataset for the United States, based on the Poisson probability model, (a)using the retrospective space-time analysis over the entire time span in ST S and (b) using 4, 11 bin discretization in DST S. The time period under consideration spans from 1/1/1981 to 12/31/2002.
It is interesting to note that regardless of the number of bins in the discretization each bin resulted in some significant spatio-temporal window. However the ST S identified a window with much larger Likelihood as compared to any of the DST S methods. Figure 5 shows the windows for the 4-bin and 11-bin discretization. In terms of change points despite of the number of bins again we see some similar patterns. In case of 11-bins one change point occurs on 1/1/1986 where the area under consideration expands to include NJ and CT. Note that even though there are 11 distinct bins, there are only 6 temporal change points, the first one occurring on 1/1/1986 when the spatial node changes from NY to NY, NJ and CT. However in case of the 4 bins there are 2 change points and the fist change point corresponds to the first change point in 11 bins. Thus again we can see that even though the number of bins is different we still retain some of the important patterns in the data. Unlike the NM dataset, where we were able to clearly identify a complete deviant spatial extent in time in the 4-bin discretized set, there are no deviant spatial extents related to the AIDS/HIV dataset, regardless of which bin is examined. For example, in the 11-bin discretized set, each window has at least one node in common with all the other nodes.
Bin # nth bin
State Start Date End Date LLR p-values 2 1 TX, NM, IL 06/24/08 07/07/08 3,425.003 0.001 2 2 TX, IL, NM, VA, DC, MD, NY, MA 07/07/08 07/21/08 5,527.018 0.001 ∑ 8,952.021 28 1 TX, NM, IL 06/24/08 06/24/08 321.947 0.001 28 2 TX, NM, IL 06/25/08 06/25/08 368.437 0.001 28 3 TX, AZ, NM, IL 06/27/08 06/27/08 328.019 0.
Results with Salmonella Data Spatio Tem-
poral Windows: Figure 6 shows the results obtained for the Salmonella dataset, (a) using the purely spatial, retrospective analysis, using the ordinal probability distribution. (b) using 2, 4, 7, 14 and 28 bin discretization in DST S. The time period under consideration spans from 6/24/2008 to 07/21/2008.
Note that, unlike the lung cancer and HIV datasets, where only the most-likely clusters were used, in this instance both most-likely and secondary clusters have been taken into account. The reason for this change is that the poisson probability distribution is used with continuous data whereas the ordinal distribution is used with discrete data. Therefore, in case where Poisson distribution is used, a continuous area is identified even though there may not be a spatial auto-correlation. Ordinal distribution however identifies discrete areas and lists the outcome as distinct, sorted based on their LLR. Hence, to identify all relevant areas, we have included all spatial nodes as long as there are considered statistically significant. Figure 6 shows the results of the un-discretized as well as the discretized datasets for the Salmonella Saint Paul outbreak. We experimented with five different discretized datasets containing 2, 4, 7, 14 and 28 bins respectively. We present here the results from 2 and 28 bins where the start date, end date, log likelihood ratio (LLR), P-value and the composite LLR is presented.
Temporal Change Point, Spatial pattern of change, Deviant Extent: In the various discretizations we found that this is a fast evolving phenomenon and several change points are detected. For instance in the 2 bin discretization also there is a change from day one of the outbreak to day 2. Throughout the various discretizations we observed several change points as the data was constantly being updated by the CDC. We can however see stabilizing of the trajectory in some time periods as seen from the 12-bin discretization.
Observations: Overall we made the following observations:
• The different number of bins in DST S does not loose the high level patterns in the data.
• The change in number of bins does not necessarily mask a significant window or a trajectory of spatial pattern.
• As the number of bins increases the composite likelihood does not necessarily increase as shown in figure 7.
• the deviant spatial extent may depict some event that causes a sudden shift in the pattern. This is particularly seen in the New Mexico data in figure  4 .
• In general we identified the windows that overlap with ST S however in some cases we identified the windows with higher likelihoods and better pvalues. We study the theoretical properties of three aspects of the results, namely, the likelihood ratio, the probability value and the relative risk associated with each cluster. This discussion essentially shows that the metrics we have used are indeed an indication of anomalous spatiotemporal windows. In addition we also discuss some quantitative results which justify considering only significant sub windows in our discretized Spatio-temporal window.
Log Likelihood Ratio (LLR) vs. Relative
Risk (RR) An examination of the results reveals some interesting relationships between the variables. The first, and perhaps most obvious, is the relationship between the Log Likelihood Ratio test (LLR) and the Relative Risk (RR).
It is intuitively obvious that as the likelihood of the occurrence of an event increases, so does the relative risk. This observation is also corroborated by the results. For example let us consider the results from the 4-bin discretized set in the NM dataset for the following discussions. We start with the relationship between LLR and RR for only the significant clusters as shown in figure 8 .
There is however one caveat: the relationship in figure 8 only holds true to the extent that the Log Likelihood Ratio (LLR) is relatively large. As the value of LLR decreases, the relationship between LLR and RR starts to disappear, as can be seen in figure 9 , where we look at all clusters significant and non significant.
5.2
Using bins with significant P-value Now in considering an appropriate threshold for the significance we would like to answer the question: At what point, or under what circumstances does the relationship between LLR and RR starts to disappear? To answer this question, we first examine the changes in P-value as the value of LLR changes and show that the two are related. Finally, we see how changes in P-values will impact the relationship between LLR and RR. Figure 10 shows the graph of LLR vs. P-values. As evident from this figure, while LLR is less than 1, P-value remains at or very close to 1. P-values drop sharply as LLR increases in magnitude from 1 to 5 and then start to level off for values greater than 5, leveling completely off for values greater than close to 10 and above. In general, the larger LLR value becomes, the closer P-value gets to zero. Note, however, that the Pvalue never actually equals zero; i.e. the curve is never crossing the x-axis. It is important to point out that there are no restrictions on LLR and P-values and that this relationship holds regardless of the magnitude of either of these two metrics. Figure 9 indicates that LLR and RR are correlated, for large values of likelihood ratios (roughly, when LLR > 5). There is also a relationship between LLR and P-value, as indicated by figure 10 . Further analysis of the data and graphs, however, does not reveal direct relationship between Pvalues and the relative risk (RR). If however, figure 10 is super-imposed on figure 9 an interesting pattern reveals itself which indicates when the direct relationship starts to disappear. Figure 11 illustrates the combined result of plotting the two graphs simultaneously. As can be inferred from this figure, as long as the P-value is less than 0.05, LLR and RR will be directly proportional. However, as LLR decreases in magnitude, every small decrement results in increasingly steep and rapid increase in the P-value. Under these conditions, the relationship between LLR and RR will fail to hold.
Impact of P-value
Based on these experimental results, it follows that the smaller the probability value is, the stronger the relationship between LLR and RR tend to be; i.e. the correlation between RR and LLR holds to the extent that the P-values remain statistically significant. The relationship above holds, or fails to do so, depending on the P-value. Therefore, in order to determine the components of our spatio-temporal window, we have considered those windows in the bins which are significant i.e. their P-value is less than 0.05. To get the composite likelihood we sum up all the likelihood ratios generated for all clusters in each bin as long as the P-value is less than 0.05, irrespective of the cluster type.
The P-value is the probability of obtaining a statistic as different or more different that specified in the null hypothesis. This probability is calculated based on the assumption that the null hypothesis is true. As the P-value decreases, there is stronger support to reject the null hypothesis. Although the P-value is user-defined, most often, the null hypothesis is rejected at a significant level less than 0.05 or .005(depending on the number of Monte Carlo Simulations). Essentially p-value is set to 5% of the number of Monte Carlo Simulations to reject or not to reject the null hypotheses.
It is important to note that P-values should only be used to reject, or not reject the null hypothesis. P-values do not provide any evidence that the null hypothesis should be accepted; acceptance requires further examination.
Based on the results we believe the most accurate results can be obtained by SaTScan, if the data is first discretized over time and then the LLR for each distinct set is calculated. The set with the highest likelihood ratio, calculated based on the procedure above, should be used. In our approach we have used an equal frequency binning, however further investigation is required to determine the optimal binning strategy and optimal discrete interval points in the data. This is indeed a challenging problem which we intend to address in our future work.
Conclusions and Future Work
In this paper we have proposed an approach to identify anomalous windows in space and time. In identifying these windows we also address certain critical aspects namely, the discovery of the anomalous SpatioTemporal windows, the associated Temporal Change Point, the Spatial Pattern of Change and the Deviant Spatial Extent. We have utilized a discretization of the temporal data and then performed a spatial scan on the data to identify the anomalous windows. While our empirical results are encouraging this work can be seen as laying the foundation of the important theoretical hypotheses that an optimal discretization can lead to the discovery of interesting and non trivial knowledge in space and time. Thus in our future work we propose to address this major challenge of identifying unequal width optimal discretization points which should demarcate the change in the temporal processes. Subsequently we would like to study how such a discretization technique would facilitate the discovery of the spatio temporal knowledge while also comparing with other established discretization techniques.
