Abstract. In this paper, we establish gradient estimates for positive solutions to the following equation with respect to the p-Laplacian ∆pu = −λ|u| p−2 u with p > 1 on a given complete Riemannian manifold. Consequently, we derive upper bound estimates of the first nontrivial eigenvalue of the p-Laplacian.
Introduction
It is well-known that, by using a comparison theorem for the first Dirichlet eigenvalue of the Laplacian of a geodesic ball on a complete Riemannian manifold with Ricci curvature bounded from below, Cheng [1] derived an estimate for the bottom of L 2 -spectrum on such manifolds by letting the radius of the ball to infinity. In particular, if the Ricci curvature bounded from below by −(n − 1)K 2 for a constant K, Cheng obtained the following upper bound estimate(see Theorem 4.2 in [1] ) on the first nontrivial eigenvalue of the Laplacian:
As we know, using the maximum principle to deal with gradient estimates on Laplacian equations is a power tool in geometric analysis. For example, Yau [15] showed that every positive or bounded solution to the heat equation is constant. Li [3] derived several Liouville type theorems with respect to the weighted Laplacian. Generalizing the Theorem 4.2 of Cheng [1] , Wang [11] and Wu [14] obtained upper bound estimates of weighted Laplacian with respect to the Bakry-Émery Ricci curvature, respectively.
It is a natural question to derive upper bound estimates of the first eigenvalue of the p-Laplacian. The p-Laplacian on an n-dimensional Riemannian manifold (M n , g) is defined by
with p > 1, which can be seen as a generalization of the Laplacian. The first nonzero eigenvalue of ∆ p is defined by the variational characterization
It has been proved by Serrin and Tolksdorf in [6, 7] that the infimum defined in (1.2) is attained by a C 1,α eigenfunction u which satisfies Euler-Lagrange equation
3) In this paper, we first derive locally gradient estimates of positive solutions to (1.3) on a geodesic ball. Then main results of this paper follow from letting the radius of the geodesic ball to the infinity. Our main results are as follows:
) be an n-dimensional complete Riemannian manifold with the sectional curvature K M ≥ −K 2 for some positive constant K. Let u be a positive solution to (1.3) with p > 2, then for h = (p − 1) log u,
(1.4) and the first eigenvalue λ 1 of eigenvalue problem (1.3) satisfies
) be an n-dimensional complete Riemannian manifold with the sectional curvature K M ≥ −K 2 for some positive constant K. Let u be a positive solution to (1.3) with 1 < p < 2, then for h = (p−1) log u,
(1.6) and the first eigenvalue λ 1 of eigenvalue problem (1.3) satisfies
In particular, we obtain the following estimate to positive p-harmonic function u satisfying ∆ p u = 0 (1.8) by letting λ = 0 in (1.4) and (1.6), respectively: Corollary 1.3. Let (M, g) be an n-dimensional complete Riemannian manifold with the sectional curvature K M ≥ −K 2 for some constant K. Let u be a positive solution to (1.8) and h = (p − 1) log u. Then,
(1) for p > 2,
(2) for 1 < p < 2,
(1.10)
, we obtain the upper bound (1.1) of the first nontrivial eigenvalue of the Laplacian of Cheng [1] . We also obtain that |∇h| ≤ (n − 1)K (1.11) by letting p → 2 in (1.9) or in (1.10). In particular, the constant (n − 1)K is sharp in light of the results of [4, 15] for p = 2. As a direct consequence, we derive from (1.9) and (1.10) that if (M, g) is a complete Riemannian manifold with nonnegative sectional curvature, then any positive p-harmonic(p > 1) function must be a constant. Remark 1.2. It has been shown in [13] that the estimate given in (1.7) is sharp when 1 < p < 2. Similarly, we can prove that the estimate given (1.5) is also sharp when p > 2. Some related results for the lower bound of the first nontrivial eigenvalue of p-Laplacian can be found in [5, [8] [9] [10] 12, 16] and the references therein.
The Proof of the Case p > 2
We define h = (p − 1) log u. (2.1) Then from (1.3), we obtain that h satisfies
Next, we give a key lemma which has been proved by Wang and Li [9] (see Lemma 3.2 in [9] ):
Lemma 2.1. We introduce the elliptic operator L defined by
we have
4)
where α := min{2(p − 1),
Let θ be a cut-off function satisfying θ(t) = 1 for 0 ≤ t ≤ 1 2 and θ(t) = 0 for t ≥ 1 such that
Define the function ϕ : M n → R by
then a direct calculation shows
and
For the proof of (2.6), we refer to [2] . LetG = ϕG. Next we will apply the maximum principle toG on B p (R). We assume thatG = ϕG achieve its maximal value at x 0 . Then at the point x 0 , we have
It is easy to see that
Next, we estimate each terms on the right hand of (2.8) for p > 2. From (2.4), we have
(2.9) By the definition of A, we obtain 2 ∇ϕ, A(∇G) |∇h| p−2 =2 ∇ϕ, ∇G + (p − 2) ∇ϕ, ∇h ∇h, ∇G |∇h| 2 |∇h| 11) which shows that
Putting (2.9), (2.10) and (2.12) into (2.8) yields
Using the Cauchy inequality, for any positive constant ε 1 , we have 14) and for or any positive constant ε 2 ,
Inserting (2.14) and (2.15) into (2.13), we derive
16) where
Here we used (2.5) and (2.6) in the last inequality of (2.16). By virtue of Holder inequality again, one has
where ε 3 is a positive constant to be determined. Thus, (2.16) can be written as
18) which gives at the point
(2.19) In order to obtain the bound ofG by using the maximum principle for (2.19), it is sufficient to choose the coefficient ofG 2 in (2.19) is positive by taking ε 2 , ε 3 small enough. Since x 0 is the maximum point of the functioñ
On the other hand, using the fact that
it is easy to see that
where σ(R) is defined by
Thus, at the point x 0 , (2.19) gives
By using the inequality
with a > 0, then
we obtain from (2.20)
(2.24) Taking ε 1 → 0 and ε 2 → 0 in (2.24), we have
25) with
In particular, letting R → ∞ and ε 1 → 0, ε 2 → 0 in (2.22), we obtain
This shows that
where
When p > 2, the coefficient of λ 2 in (2.28) positive, that is,
Hence, we have
Minimizing the right hand side of (2.29) by taking
we obtain
In particular, when ε 3 satisfies (2.30), the estimate (2.25) becomes Similarly, we assume thatG = ϕG achieve its maximal value at x 0 , where ϕ is defined in Section 2. Then at the point x 0 , we also have that (2.7) is
