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Abstract
In this note recent comparison results for preconditioned Gauss–Seidel (GS) methods are discussed. A new strict
comparison result between two different preconditioned GS methods is given, some errors in a recent article by
Niki et al. (J. Comput. Appl. Math. 164–165 (2004) 587) are pointed out and a new proof for the corresponding
results in Niki et al. is presented.
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1. Introduction
In this note we consider the following linear system
Ax = b, (1.1)
where A is an n × n diagonally dominant nonsingular M-matrix, x and b are n-dimensional vectors, a
preconditioned system of (1.1) is
PAx = Pb. (1.2)
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The preconditioned system (1.2) has been discussed by many authors (e.g., see [1–5,7–9,11–13]). Let
A = I − L − U , where L and U are a strictly lower triangular and a strictly upper triangular matrices,
respectively, and let PA=MP −NP be the Gauss–Seidel splitting (for the deﬁnition see [11]), then the
MGS method is given by
x(k+1) = TP x(k) + bP , k = 0, 1, 2, . . . , (1.3)
where TP =M−1P NP and bP =M−1P Pb.
The preconditioner P was introduced by Gunawardena et al. [2] as follows:
P = I + S, (1.4)
where
S =


0 −a12 0 · · · 0
0 0 −a23 · · · 0
...
...
...
. . .
...
0 0 0 · · · −an−1,n
0 0 0 · · · 0

 . (1.5)
Kohno et al. [4] proposed to use preconditioner (1.4) with some parameters, i.e.,
P = I +D()S
instead of P = I + S, where D()= diag(1, . . . , n−1, 1).
In 2002, Kotakemori et al. [5] proposed to use the preconditioner
P = I + Sm, (1.6)
where
(Sm)ij =
{−ai,ki , j = ki,
0 otherwise
and ki =min{j |maxj (>i)|aij |, i < n}.
In [11] the authors considered the preconditioner with P = I + S + R, where S is given in (1.5) and
R =


0 · · · 0 0
...
. . .
...
...
0 · · · 0 0
−an1 · · · −an,n−1 0

 . (1.7)
Several of their results in [11] were given below.
Theorem 1.1 (Niki et al. [11, Theorem 2.6]). Let A = (aij ) ∈ Rn×n(n2) be an M-matrix. Then the
Gauss–Seidel splitting A>1 = (I + S>1)A = M>1 − N>1 is weak regular, and (M−1>1N>1)
(M−1=1N=1)< 1.
Theorem1.2 (Niki et al. [11,Theorem2.8]). LetAbeanonsingularM-matrixwithai,i+1ai+1,j ai,ki aki,j ,
i = 1, . . . , n − 1, ji , and let As =Ms − Ns and Asm =Msm − Nsm be the Gauss–Seidel splittings
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of As and Asm , respectively. Then
(Tm)(Ts)< 1. (1.8)
Theorem 1.3 (Niki et al. [11, Theorem 2.5]). Let A = (aij ) ∈ Rn×n(n2) be an M-matrix and let
A=1 = M=1 − N=1 and A<1 = M<1 − N<1 be the Gauss–Seidel splittings of A=1 and A<1,
respectively. Then (M−1=1N=1)(M
−1
<1N<1).
Theorem 1.4 (Niki et al. [11, Theorem 2.9]). Let A be an M-matrix. Then A=1 =M=1 − N=1 and
AR =MR −NR are the Gauss–Seidel regular splittings A=1 and AR , respectively, and
(M−1R NR)(M
−1
=1N=1)< 1. (1.9)
The rest of this note is organized as follows.
In Section 2, two counter-examples are given to illustrate that Theorems 1.1 and 1.2 are not true; see
Examples 2.1 and 2.2. For Theorem 1.3, there is an error in the proof; see Remark 2.2. In Section 3, a
correct proof of Theorem 1.4 is presented. Moreover, a new result that the leftmost inequality of (1.9) is
strict is given in this section; see Theorem 3.5.
2. Some counter-examples
Let A = (I + S)A, where S =D()S, and let A =M −N be the Gauss–Seidel splitting, i.e.,M
and−N are lower triangular and strict upper triangular parts ofA. The iteration matrix for this splitting
is denoted by T(=M−1 N).
First we consider Theorem 1.1. A counter-example is given below.
Example 2.1. Let
A=


1 −1 0 0
0 1 −1 0
0 0 1 −1
−0.5 0 0 1

 .
Then A is an irreducibly diagonally dominant M-matrix. As explanation as in [11] the parameters are
taken to 1 = 1, 2 = a and 3 = b. Then
A =


1 0 −1 0
0 1 −1+ a −a
−0.5b 0 1 −1+ b
−0.5 0 0 1

 ,
and hence the iteration matrix of the Gauss–Seidel splitting of A is given by
T =


0 0 1 0
0 0 1− a a
0 0 12b 1− b
0 0 12 0

 ,
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which is not nonnegative whenever b> 1 and a > 1. This implies that A>1 =M>1 −N>1 is not weak
regular. Furthermore, (T>1)= |(1/4)b+ (1/4)
√
(b2 + 8− 8b)|. Particularly, if b= 5/3, then we have
(T>1)= 0.57735> (T=1)= 0.5. It is also noted that Zhuang in [13] pointed out the inequalities that
(T>1)(T=1) and NN0<<1N=1N>1 are not true.
Remark 2.1. It is difﬁcult to compare the spectral radii of the two different iteration matrices which are
not nonnegative. BecauseM−1>1N>1 is not nonnegative, we cannot say more for this case. By a number
of numerical examples it seems right that there is > 1 such that (T>1)< (T=1) for any nonsingular
M-matrix A.
For Theorem 1.2 a counter-example is given below.
Example 2.2. Let
A=


1 −0.1 −0.1 −0.1 −0.2
−0.1 1 −0.1 −0.1 −0.2
−0.1 −0.1 1 −0.1 −0.2
−0.1 −0.1 −0.1 1 −0.2
−0.1 −0.1 −0.1 −0.1 1

 .
Then
(Tm)= 0.1555> 0.1497= (Ts).
Remark 2.2. Example 2.2 also illustrates that Theorem 3.6 of [5] and Theorem 3.5 of [8] are not true
because they misused the Neumann and Plemmons’ result [10].
Remark 2.3. The authors in [11] also asserted that (T=1)(T<1) under the assumption that A is
an irreducibly diagonally dominant Z-matrix (see [11, Theorem 2.5]). But there are some errors in their
proof because the author obtained thatA−1=1A
−1
<1, which is not true.A counter-example is given below.
Let A be as in Example 2.1 and D()= diag(0.5, 1, 0.5, 1). A simple computation gives
A−1<1 =


2.0 1.0 1.0 1.5
1.0 1.5 0.5 1.75
1.0 0.5 1.5 1.25
1.0 0.5 0.5 1.75

 and A−1=1 =


2.0 0 2.0 0
1.0 1.0 1.0 1.0
1.0 0 2.0 0
1.0 0 1.0 1.0

 .
Hence the inequality that A−1=1A
−1
<1 is not true. However, this result is true (see [3]).
By AS and AR we denote AS = (I + S)A and AR = (I + S + R)A, respectively, where S and R are
given by (1.5) and (1.7), respectively, TS and TR are denoted the iteration matrices of their Gauss–Seidel
splittings, respectively. By AS and AR we denote AS = (I + S)A and AR = (I + S +R)A, respectively,
where S and R are given by (1.5) and (1.7), respectively, TS and TR are denoted the iteration matrices of
their Gauss–Seidel splittings, respectively.
Now we point out an error in the proof of Theorem 2.9 of [11] (see Theorem 1.4), in which the authors
asserted: since AS and AR are (nonsingular)M-matrices, we have
A−1S A
−1
R 0.
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For this assertion, a counter-example is given below. LetA be as in Example 2.1. Then it is easy to obtain
AS =


1 0 −1 0
0 1 0 −1
−0.5 0 1 0
−0.5 0 0 1

 , A−1S =


2.0 0 2.0 0
1.0 1.0 1.0 1.0
1.0 0 2.0 0
1.0 0 1.0 1.0


and
AR =


1 0 −1 0
0 1 0 −1
−0.5 0 1 0
0 −0.5 0 1

 , A−1R =


2.0 0 2.0 0
0 2.0 0 2.0
1.0 0 2.0 0
0 1.0 0 2.0

 .
Hence the inequality A−1S A
−1
R is not true. However, the result of Theorem 2.9 in [11] is true, which
will be proved in the next section.
3. A comparison result with preconditioner (I + S +R)
In this section, we ﬁrst prove Theorem 1.4. The following lemma is a slight modiﬁcation from [12],
which is useful in the sequel.
Lemma 3.1. Let A be a nonsingular M-matrix and let A =M − N be the Gauss–Seidel splitting of
A, 0i1. If (T)> 0, then for any nonnegative Perron vector x of T we have Ax0.
Proof. Let = (T), and x be a nonnegative Perron vector of T, i.e., Tx= x, x0. It is easy to see
that
Ax = 1− 

(I + S)−1Nx. (3.1)
Let F = (I + S)−1N and E = (I + S)−1M. Then Ax = ((1− )/)Fx. Since < 1 (e.g., see
[9]), it need only to prove that Fx0. Clearly,
E = (I + S)−1(I − L− SL),
= (I + S)−1 − L,
= [I + S2 (I − S2 )−1](I − S)− L. (3.2)
Since N = U − S + SU = (I + S)U − S and US, we have
F = U − (I + S)−1S
=U − S + S2 − S3 + · · · + (−1)n−1Sn−1 + · · ·
S2 − S3 + · · · + (−1)n−1Sn−1 + · · ·
= S2 [I − S + · · · + (−1)n−1Sn−3 + · · ·]
= S2 (I + S2 + · · ·)(I − S)
= S2 (I − S2 )−1(I − S). (3.3)
86 W. Li / Journal of Computational and Applied Mathematics 182 (2005) 81–90
Since A= E − F, we have T = E−1 F =M−1 N, and thus Fx = Ex, which together with (3.2)
and (3.3) gives that
{[I + S2 (I − S2 )−1](I − S)− L}xS2 (I − S2 )−1(I − S)x,
from which one may deduce that[
I − 1− 

S2 (I − S2 )−1
]
(I − S)xLx. (3.4)
Notice that (1− )/> 0 and S2 is a strict upper nonnegative matrix. Then [I − ((1− )/)S2 (I −
S2 )
−1]−1 is nonnegative. By (3.4) we have (I − S)x0, which together with (3.3) gives that Fx0.
This proves the lemma. 
It is noted that the inequality Ax0 does not hold if  = 0. In fact, let
A=
(1 −1 0
0 1 −1
0 0 1
)
.
Then
AS =
(1 0 −1
0 1 0
0 0 1
)
.
Hence (TS)= 0 and x = (1, 2, 0)T is an eigenvector corresponding to the eigenvalue 0. However, Ax is
not nonnegative.
Lemma 3.2 (Li [8]). Let A be an irreducible nonsingular M-matrix with ai,i+1 = 0, i = 1, . . . , n − 1,
and let AS =MS −NS be the Gauss–Seidel splitting. Then TS has a positive Perron vector.
Lemma 3.3. Let A be a nonsingular M-matrix. Then for any sufﬁciently small positive number , A()=
(aij ()) is also a nonsingular M-matrix, where
aij ()=
{
aij if aij = 0,
− if aij = 0.
Proof. Let A= I − B, B = (bij )0 and (B)< 1. Then A()= I − B(), where B()= (bij ()) and
bij ()=
{−aij () if i = j,
0 if i = j.
Since eigenvalues of a matrix depend continuously upon its entries, lim→0 (B())= (B)< 1. Hence
for any sufﬁciently small positive number , (B())< 1, and thus A() = (aij ()) is a nonsingular
M-matrix. 
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Proof of Theorem 1.4. Let us consider two cases.
Case 1: If A is irreducible and ai,i+1 = 0, i = 1, . . . , n − 1, then it follows from Lemma 3.2 that TS
has a positive Perron vector x. Hence
TSx = (TS)x.
It is easy to see thatMR −MS = RA. Then
M−1S −M−1R =M−1R RAM−1S . (3.5)
Notice that NS =NR . Then it follows from (3.5) that
TS − TR =M−1R RAT S. (3.6)
Multiplying by x on the right-hand sides of (3.6) gives
(TS)x − TRx = (TS)M−1R RAx. (3.7)
If (TS)> 0, then it follows from Lemma 3.1 that Ax0. By (3.7) we have
TRx(TS)x. (3.8)
It follows from Perron–Frobenius Theorem and (3.8) that (TR)(TS).
If (TS)= 0, then in view of the equality that TSx= (TS)x we haveNSx= (TS)MSx= 0, and hence
NRx = 0. Since NR0 and x is positive, we have NR = 0. Hence TR = 0, of course (TR) = 0, i.e.,
(TR)(TS).
Case 2: IfA is reducible, then letA()=(aij ()) be deﬁned as in Lemma 3.3. ThenA() is a nonsingular
irreducible M-matrix for any sufﬁciently small positive number  by Lemma 3.3, and so are AS() =
(I + S())A() and AR()= (I +R()+ S())A(). Hence AS()=MS()−NS() is the Gauss–Seidel
splitting of a nonsingular irreducibleM-matrix with ai,i+1() = 0, i = 1, . . . , n− 1. By case 1 we have
(TR())(TS()).
Now let  → 0. The desired inequality (1.9) is then derived. 
Remark 3.1. A natural question is under which active assumptions inequality (1.9) is strict. Particularly,
if A is irreducible, are inequality (1.9) strict? This question is negative. For example, let A be as in
Example 2.1. Then by a simple computation we have
TS =


0 0 1 0
0 0 0 1
0 0 0.5 0
0 0 0.5 0

 , TR =


0 0 1 0
0 0 0 1
0 0 0.5 0
0 0 0 0.5

 .
It is easy to see that (TR)=(TS)=0.5. Hence in order that the inequality (TR)< (TS) holds, some
additional assumptions are needed for A.
Lemma 3.4. Let A be a nonsingular M-matrix. Then so is AR .
Proof. Easy. 
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Theorem 3.5. Let A = (ai,j ) ∈ Rn×n(n3) be a nonsingular M-matrix with ai,i+1ai+1,i > 0, i =
1, . . . , n− 1, and there exists an i, in− 2 such that an,i = 0. Then
(TR)< (TS). (3.9)
Proof. First we show that AR is irreducible. The assertion for n = 3 is obvious. Now we only consider
the case when n4. Let AR = (a′ij )n×n. Then
a′ij =
{
aij − ai,i+1ai+1,j , 1i < n,
−∑n−1(j =)k=1 ankakj , i = n. (3.10)
By (3.10) and the assumption of the theorem we have a′n,n−2 − an,n−1an−1,n−2< 0 and a′i+1,i < 0,
i = 1, . . . , n− 2 and a′i,i+2 = ai,i+2 − ai,i+1ai+1,i+2< 0, i = 1, . . . , n− 2.
This implies that the directed graph(AR) (for the deﬁnition see [9]) ofAR has some paths such as (n−
1, . . . , 3, 2, 1), (n, n−2), (1, 3, . . . , n) and (2, 4, . . . , n−1)whenn is odd, and (n−1, . . . , 3, 2, 1), (n, n−
2), (1, 3, . . . , n−1) and (2, 4, . . . , n)when n is even, and hence there is a closed path (1, 3, . . . , n, n−2,
n− 3, n− 1, n− 3, . . . , 4, 2, 1) when n is odd, and (1, 3, . . . , n− 1, n− 2, n, n− 2, n− 4, . . . , 4, 2, 1)
when n is even. Hence AR is irreducible. Similarly, AS is irreducible. It follows from Lemma 3.4 that
AR =MR − NR and AS =MS − NS are the Gauss–Seidel regular splittings of nonsingular irreducible
M-matrices AR and AS , respectively. Since the last n − 2 columns of NR (NS) are nonzero. It follows
from Corollary 4.2 of [6] that
TR =
(
0 T21
0 T22
)
, TS =
(
0 T ′21
0 T ′22
)
,
where T22 is an irreducible nonnegative matrix of order n− 2. Hence 0< (TS)< 1.
It follows from Perron–Frobenius Theorem of nonnegative matrices that there is a positive n − 2
dimension vector z˜ for which z˜TT22 = (TR)z˜T and a positive vector x such that TSx = (TS)x. Let
z= (0, z˜T)T be an n dimension vector. Then
zTTR = (0, z˜TT22)= (TR)zT. (3.11)
By the assumption on A, the last n− 1 entry of Lx are positive. Since
[
I − 1− (TS)
(TS)
S2(I − S2)−1
]−1
I + 1− (TS)
(TS)
S2(I − S2)−1
I + 1− (TS)
(TS)
S2,
by (3.4) we have
(I − S)x
[
I − 1− (TS)
(TS)
S2(I − S2)−1
]−1
Lx

(
I + 1− (TS)
(TS)
S2
)
Lx,
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which implies that (I − S)x is positive. Hence
Ax = 1− (TS)
(TS)
FSx
1− (TS)
(TS)
S2(I − S2)−1(I − S)x.
This implies that the ﬁrst n − 2 entries are positive. By the assumption of the theorem, there is an i,
in − 2 such that an,i = 0, hence the last entry of (TS)M−1R RAx is positive. By the deﬁnition of
z, zTx > 0 and (TS)zTM−1R RAx > 0. By (3.7) and (3.11) we have
((TS)− (TR))zTx > 0,
from which we have (TR)< (TS). 
Remark 3.2. (1) The assumptions that there is an i, in− 2 such that an,i = 0 cannot be omitted. For
example, let
A=


1 −0.5 0 0
−0.5 1 −0.5 0
0 −0.5 1 −0.5
0 0 −0.5 1

 .
Then
AR =


0.75 0 −0.25 0
−0.5 0.75 0 −0.25
0 −0.5 0.75 0
0 −0.25 0 0.75

 and AS =


0.75 0 −0.25 0
−0.5 0.75 0 −0.25
0 −0.5 0.75 0
0 0 −0.5 1

 .
A simple computation gives that
TR =


0 0 0.33333 0
0 0 0.22222 0.33333
0 0 0.14815 0.22222
0 0 7.4074× 10−2 0.11111

 and TS =


0 0 0.33333 0
0 0 0.22222 0.33333
0 0 0.14815 0.22222
0 0 7.4074× 10−2 0.11111

 ,
from which one can compute that (TR)= 0.25926= (TS).
(2) It is also noted that inequality (3.9) does not hold when n= 2. For example, let
A=
(
1 −1
−0.5 1
)
.
Then it is easy to see that (TR)= (TS)= 0.
(3) By Remark 3.1, it is known that the assumption ai,i+1ai+1,i > 0, i=1, . . . , n−1 cannot be omitted.
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