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Abstrakt
Tato práce se zabývá tvorbou nových datových sad pro účely strojového učení rozpoznávání
textu z fotografií a experimenty s konvolučními neuronovými sítěmi na těchto sadách. Po-
pisuje architekturu konvolučních sítí, problémy rozpoznávání z fotografií a současné práce
využívající tyto sítě. Dále tvorbu anotace datové sady fotografií stránek dokumentů, poříze-
ných mobilními telefony, nazvané Mobile Page Photos. K anotaci je využit Tesseract OCR.
Z této sady jsou vyříznutím znaků z fotografií vytvořeny dvě další. Jedná se o sady znaků
dobře čitelných Mobile Nice Page Photos Characters a dobře i spatně až nečitelných Mobile
Page Photos Characters, ve formátu datové sady číslic Street View House Numbers. S třemi
vytvořenými modely konvolučních sítí jsou na datových sadách provedeny experimenty s
rozpoznáváním textu, s jejichž pomocí je také odhadnuta chyba anotace.
Abstract
This thesis aims at creation of new datasets for text recognition machine learning tasks and
experiments with convolutional neural networks on these datasets. It describes architecture
of convolutional nets, difficulties of recognizing text from photographs and contemporary
works using these networks. Next, creation of annotation, using Tesseract OCR, for dataset
comprised from photos of document pages, taken by mobile phones, named Mobile Page
Photos. From this dataset two additional are created by cropping characters out of its
photos formatted as Street View House Numbers dataset. Dataset Mobile Nice Page Photos
Characters contains readable characters and Mobile Page Photos Characters adds hardly
readable and unreadable ones. Three models of convolutional nets are created and used
for text recognition experiments on these datasets, which are also used for estimation of
annotation error.
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Kapitola 1
Úvod
V moderní lidské společnosti je text jedním ze základních nástrojů pro komunikaci a předá-
vání informací [13]. Je všude kolem nás, ať už v podobě tištěné, elektronické, nebo ve formě
různých informačních cedulí a nápisů. Jelikož má písmo velkou informační hodnotu, je vý-
hodné umět jej automatizovaně převést do elektronické podoby, kde s ním lze dále pracovat.
Tato diplomová práce se zabývá tvorbou nových datových sad použitelných pro úlohy
strojového učení, řešící problematiku rozpoznávání textu z fotografií tištěných dokumentů.
Dále pak vytvořením modelů konvolučních neuronových sítí pro rozpoznávání textu z foto-
grafií a experimenty s těmito modely na nových datových sadách.
Od svého vedoucího diplomové práce, doktora Michala Hradiše, jsem dostal k dispozici
datovou sadu fotografií stránek textových dokumentů, pořízených mobilními telefony. K této
datové sadě jsem vytvořil anotaci a pojmenoval ji Mobile Page Photos (Kapitola 4). Anotace
zachycuje kompletní strukturu stránky, tedy znaky, slova, řádky, odstavce a bloky textu.
Dle mých informací žádná podobá datová sada (a takového rozsahu) neexistuje, která by
se dala využít k trénování sítí pro rozpoznávání textu z fotografií tištěných stránek.
Z těchto nově anotovaných dat jsem následně vytvořil datové sady výřezů znaků z fo-
tografií stránek (Kapitola 5), které jsem pojmenoval Mobile Nice Page Photos Characters
(kap. 5.3) a Mobile Page Photos Characters (kap. 5.4). Při jejich tvorbě jsem vycházel
z formátu datové sady číslic Street View House Numbers (kap. 5.2), kterou jsem zvolil jako
referenční pro porovnání s novými datovými sadami. Na všech datových sadách jsem prová-
děl experimenty (Kapitola 6) s modely neuronových sítí (kap. 6.2), za účelem rozpoznávání
textu a také pro ověření správnosti vytvořených datových sad.
Definici problému rozpoznávání textu popisuje Kapitola 2, která uvádí i obtíže vyskytu-
jící se při rozpoznávání z fotografií. Tato kapitola dále shrnuje současné metody využívající
konvoluční neuronové sítě k rozpoznávání textu z fotografií (kap. 2.2) a nástroj Tesseract
OCR (kap. 2.1), jenž jsem využil při tvorbě anotace.
Popis základní architektury a podstatu funkce konvolučních neuronových sítí, jichž jsem
v této práci využil, popisuje Kapitola 3.
Kapitola 7 obsahuje shrnutí celé práce. Tedy zhodnocení anotace poskytnutých dat,
tvorby nových datových sad a výsledků experimentů s modely konvolučních sítí na těchto
datových sadách.
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Kapitola 2
Rozpoznávání textu
Rozpoznávání textu (anglicky Optical Character Recognition – OCR) [28] je převod
naskenovaných nebo vyfocených obrázků obsahujících text do takové elektronické podoby,
ve které lze text upravovat a dále s ním pracovat. Tato technologie tedy umožňuje zautoma-
tizovat procesy přepisu textu a tím pádem zefektivnit jeho digitalizaci, jelikož není potřeba
lidského pracovníka. Otevírají se tím nové možnosti aplikací, kde by lidské prostředky
nestačily. Jako jednoduchý příklad poslouží rozpoznávání registračních značek vozidel v re-
álném čase a jejich následné vyhledání v databázi vozidel. Dalším příkladem je např. přepis
tištěných dokumentů do elektronické podoby. Dále může jít i o získání textů [12] z videí
a fotografií reálných scén a jejich následné zpracování, např. překlad nebo pro vyhledání
obrázků, které tento text obsahují.
V dobře vymezených oblastech, jako je např. zpracování naskenovaných dokumentů, je
rozpoznávání textu poměrně dobře zvládnutý problém [9][32][13], jelikož nasnímaný obraz
je velmi kontrastní a text jasně vystupuje nad pozadím. Při rozpoznávání libovolného textu
z fotografií se však situace komplikuje a tato oblast ještě stále nabízí mnoho prostoru
ke zlepšování. Obtíže vznikají z důvodů vysoké vizuální rozmanitosti písma, tj. velkého
množství typů písma (fontů), barev, stylů, orientace a uspořádání znaků. Rozpoznávání dále
komplikují vlivy prostředí jako osvětlení, stíny, odrazy a také různá zkreslení a zašumění
spojená s pořizováním fotografií, kde hraje roli např. rozlišení fotoaparátu, optika, pohyb
a kvalita zaostření.
V této kapitole zběžně popisuji rozpoznávací software Tesseract OCR (kap. 2.1), zá-
stupce OCR metod nevyužívajících neuronové sítě, který jsem využil při tvorbě anotace
nové datové sady (Kapitola 4). Druhým tématem této kapitoly je přehled současných prací
zabývajících se rozpoznáváním textu z reálných fotografií (kap. 2.2).
2.1 Tesseract OCR
Tesseract OCR [30] je multiplatformní open source nástroj pro rozpoznávání textu s dlou-
holetým a stále aktivním vývojem. Architektura [28][30] je založena na tradičním schématu
jednotlivých dílčích kroků propojených za sebou v řetězci (obr. 2.1).
Vstupem je obraz obsahující text k přepsání. Prvním krokem je adaptivní prahování
(adaptive thresholding), které ze vstupu vytvoří binární obraz. Na tento se následně
aplikuje analýza propojených komponent (connected component analysis), sloužící pro
nalezení propojených pixelů z binárního obrazu, tedy kontur znaků, jejich označení a vzá-
jemné hierarchické uspořádání. Použití této metody umožňuje Tesseractu rozpoznávání i bí-
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Obrázek 2.1: Architektura Tesseract OCR [28]
lého textu na černém pozadí, jelikož je z této hierarchické struktury možné zjistit i text
inverzní. Následně jsou kontury uspořádány do tzv. Blobů a to po řádcích, ze kterých se
zjišťuje, jestli je rozteč jednotlivých znaků pevná nebo se jedná o proporcionální písmo.
V dalším kroku se řádky rozdělí na jednotlivá slova, která se následně segmentují na
jednotlivé znaky. U neproporcionálního písma se slova rozseknou pomocí pevně dané šířky
znaku, kdežto u proporcionálního se aplikují další techniky na zjištění správných míst pro
rozdělení slova.
Klasifikace pak probíhá ve dvou průchodech. V prvním se pokouší rozpoznat co nejvíce
slov, které vyhoví požadovanému ohodnocení klasifikátoru. Každé vyhovující slovo pak jde
na vstup adaptivního klasifikátoru, který s přibývajícími slovy zvyšuje přesnost rozpozná-
vání.
Jelikož se adaptivní klasifikátor mohl v prvním průchodu něco naučit a vylepšit tím roz-
poznávání, přichází na řadu průchod druhý. V něm se zkoumají znovu slova, která v prvním
průchodu nezískala dostatečně velké ohodnocení a provádí se samotné rozpoznání textu.
2.2 Současné metody rozpoznávání textu
Metody rozpoznávání textu [12] se zaměřují na získání výřezu slova z obrazu (detekci
textu) a jeho rozpoznání, které lze rozdělit do dvou hlavních skupin – rozpoznávání po
znacích [13][32] nebo po celých slovech [9][13]. Při rozpoznávání po jednotlivých znacích se
výsledné slovo získá sjednocením těchto rozpoznaných znaků a při celých slovech se rozpo-
znává přímo, bez jejich předchozího segmentování.
Goodfellow a kol. [9] využívají konvoluční sítě pro přepis číslic domů ze SVHN (kap. 5.2)
datové sady. Rozpoznávají celou sekvenci tak, že natrénují hlubokou síť, která se naučí
v předposlední vrstvě vnitřní reprezentaci celého vstupního obrazu číselné sekvence, kterou
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pak klasifikují pomocí softmax klasifikátorů (kap. 3.3). Těch je dohromady šest, pět z nich
reprezentují číslice na jednotlivých pozicích v sekvenci a šestý délku celé sekvence. Jednotlivé
klasifikátory na sobě nejsou závislé a výsledná rozpoznaná sekvence je vybrána na základě
součtu pravděpodobností nejpravděpodobnějších čísel a celkové délky. Tuto architekturu
dále otestovali na reCAPTCHA [31] obrázcích, sloužících pro rozpoznání člověka od stroje
přepisem vizuálně deformovaného textu, kde dosáhli 99,8% úspěšnosti rozpoznávání.
Jaderberg a kol. [13] prezentují tři metody pro rozpoznávání textu z reálných fotografií
a metodu pro generování syntetických trénovacích dat. Základem všech tří modelů je kon-
voluční sít, na jejímž vstupu je černobílý obraz slova. Modely se od sebe různí v posledních
vrstvách sítí.
První metodou je rozpoznávání celých slov, kde využívají velký slovník čítající 90 tisíc
anglických slov i s jejich různými tvary. K základnímu modelu sítě je připojena poslední
vrstva provádějící vícetřídní (multi-class, kap. 3.3) klasifikaci slov ze slovníku, kde jedna
třída odpovídá jednomu slovu. Natrénování takto velikého klasifikátoru jim umožnila syn-
teticky generovaná data.
Druhou metodou je rozpoznávání sekvence znaků. Na rozdíl od použití jednoho slovní-
kového klasifikátoru jich poslední vrstva obsahuje více nezávislých, které predikují znaky na
každé pozici ve slově. Tento přístup má výhodu, že není omezen slovníkem a tedy dokáže
rozpoznávat jakákoli slova, ovšem s horší přesností.
Poslední metodou je tzv. Bag of N-grams, kterou modelují slova kompozitně. Slova
vyjadřují jako složení neuspořádané kolekce N-gramů, což jsou podřetězce za sebou jdoucích
N písmen ze slova, začínající od prvního, druhého, atd. písmena jdoucí až do délky slova
menší o jedna. I při malém 𝑁 = 4 takto dokáží kódovat celý svůj 90tisícový slovník s pouze
sedmi kolizemi. Poslední vrstva sítě u tohoto modelu klasifikuje jaké N-gramy se ve slově,
potažmo vstupním obraze nachází.
Podobný model konvoluční sítě využívající slovník využil Jaderberg i v práci [12], kde
jej spojil do komplexního systému pro detekci a rozpoznávání textu z fotografií reálných
scén, tzv. text spotting, kde dosáhl vynikajících výsledků.
V práci [14] použil Jaderberg konvoluční sítě jak k detekci, tak k rozpoznávání textu.
Jeho metoda využívá čtyři konvoluční sítě, které sdílejí první dvě vrstvy, jež modelují zá-
kladní znaky textu, končící ve specializovaných klasifikátorech. Jedná se o text/žádný text
klasifikaci, dva znakové klasifikátory (uvažující a neuvažující malá a velká písmena) a kla-
sifikátor bigramů. Rozpoznávání probíhá podle ohodnocení z fixního slovníku kombinací
výstupů pravděpodobností všech čtyř sítí.
Tao Wang a kol. [32] taktéž využívají dvě samostatné konvoluční sítě, jednu pro detekci
text/žádný text a druhou pro rozpoznávání po jednotlivých znacích.
Práce Manolis Delakis a Christophe Garcia [4] se zaměřuje pouze na detekci textu v ob-
raze reálných scén. Lokalizuje vodorovné linky textu přímo ze vstupního obrazu a to pouze
pomocí konvoluční sítě, kterou trénuje na uměle generované sadě obrázků pomocí pozitiv-
ních (obsahujících text) a negativních (scény bez textu, špatně oříznutý nebo víceřádkový
text) příkladů.
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Kapitola 3
Konvoluční neuronové sítě
Konvoluční neuronové sítě [5][21][22] se v 90. letech ukázaly jako efektivní nástroje v klasi-
fikačních úlohách typu rozpoznávání ručně psaných číslic a znaků.
V poslední době konvoluční sítě předvedly svou výkonnost [34] i v mnohem kompliko-
vanějších klasifikačních úlohách rozpoznávání objektů. Krizhevsky a kolektiv [20] ukázali
jejich velmi vysokou výkonnost, kdy na datové sadě ImageNet 2012 dosáhli nejlepšího vý-
sledku s chybovostí 16, 4% oproti druhému nejlepšímu, který měl přesnost mnohem nižší
s chybovostí 26, 1%. Girshick a kolektiv [8] navázali na tuto práci a na datové sadě PASCAL
VOC taktéž dosáhli nejlepšího výsledku.
Za tímto strmým nárůstem výkonnosti lze najít několik faktorů [34]. Předně jde o do-
stupnost trénovacích datových sad a jejich velikost, která se mnohonásobně zvětšila na
milióny označených příkladů, a také příchod výkonných GPU implementací, díky kterým
je trénování velkých modelů efektivní.
V této kapitole popisuji základní architekturu a podstatu funkce konvolučních neurono-
vých sítí (kap. 3.1 a 3.2). Dále Softmax klasifikaci (kap. 3.3) a princip trénování s učitelem
(supervised learning, kap. 3.4) pro klasifikační úlohy.
3.1 Architektura
Cílem neuronových sítí [17] byla z počátku snaha o vytvoření systému modelujícího biolo-
gické neurony. Ta se však změnila za účelem dosažení lepších výsledků v úlohách strojového
učení a tomu odpovídá i jejich architektura.
Základním výpočetním prvkem je neuron [17][27]. Na obr. 3.1 je znázorněn jeho běžný
matematický model, symbolika je převzatá z biologie. Do každého neuronu vstupují signály
skrz dendrity, v jeho těle se zpracují a výstupní signál putuje přes axon. Ten se potom
větví a skrze synapse se pojí s dendrity dalších neuronů.
Ve výpočetním modelu neuronu [17] signály putující skrz axony (𝑥0) jsou násobeny
(𝑤0𝑥0) s dendrity ostatních neuronů v závislosti na synaptické váze (𝑤0). Myšlenka je
taková, že váhy 𝑤 se dají naučit a svou hodnotou ovlivňují míru působení neuronů mezi
sebou. V základním modelu přes dendrity signály putují do těla neuronu, kde se všechny
sečtou. Pokud je součet nad určitou rozhodovací hranicí, neuron se aktivuje („vypálí“)
a pošle výboj po svém axonu. Ve výpočetním modelu uvažujeme, že informaci nese frekvence
těchto výbojů a nazýváme ji aktivační funkcí 𝑓 (kap. 3.2).
Neuronové sítě transformují [27][17] svůj vstup v podobě jediného vektoru skrz sérii
skrytých vrstev, na které jsou aplikovány nelineární aktivační funkce. Kombinace těchto
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Obrázek 3.1: Matematický model neuronu [17]
vrstev pak aproximuje funkci, kterou modeluje celá síť, a která se naučí řešení pro daný
problém. Každá vrstva je tvořena neurony, které jsou propojené se všemi ostatními z před-
chozí, ale v rámci vrstvy pracují zcela samostatně a nejsou nikterak mezi sebou propojené.
Takováto vrstva se nazývá plně propojená (angl. Fully Connected) a pokud je v rámci sítě
poslední, pak výstupní vrstva (Output Layer), která při klasifikační úloze reprezentuje
ohodnocení jednotlivých tříd.
Plně propojené vrstvy se však příliš nehodí pro obrazová data [17], jelikož velmi rychle
roste počet parametrů sítě nad únosnou mez. Pro příklad mějme obrazová data ve formátu
𝑊𝑥𝐻𝑥𝐶 (šířka, výška, počet barevných kanálů). Při rozměrech 32x32x3 by počet parame-
trů v první skryté vrstvě byl 32·32·3 = 3 072. Pokud by však rozměry byly např. 200x200x3,
pak by se již jednalo o 120 000 parametrů a to pouze v první skryté vrstvě. Takto velký
nárůst parametrů je plýtváním zdrojů a přináší s sebou problémy s přetrénováním.
Konvoluční neuronové sítě jsou uzpůsobeny [17] pro zpracovávání obrazových vstupů
a jejich architektura je tomuto způsobu využití přizpůsobena. Díky tomu jsou efektiv-
nější [34] a výrazně redukují počty parametrů sítě. Na rozdíl od sítí klasických jsou neurony
ve vrstvách uspořádány tří-rozměrným způsobem a to ve formátu šířka, výška a hloubka.
Takovému uspořádání odpovídají i vstupní obrazová data se svými rozměry a hloubkou
v počtu barevných kanálů.
Obrázek 3.2: Ilustrace vrstev neuronových sítí. Vlevo klasická, vpravo konvoluční. [17]
Obrázek 3.2 znázorňuje uspořádání vrstev v neuronových a konvolučních sítích. Každá
vrstva sítě transformuje svůj vstup na mapu aktivací neuronů [17], v případě první vrstvy
je vstupem obraz. Propojení vrstev je omezeno pouze na malou oblast z předchozí vrstvy
a je více rozepsáno v kapitole 3.1.1. Poslední vrstva má rozměry 1x1xK, kde K je počet
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klasifikačních tříd. V takovém zapojení pak odpovídá plně propojené vrstvě klasických sítí.
3.1.1 Konvoluční vrstva
Konvoluční vrstva [17] je základním stavebním blokem konvolučních sítí. Je tvořena kon-
volučními filtry, jejichž parametry se optimalizací sítě učí. Jsou plošně malé, ale pokrývají
všechny kanály vstupní mapy. Na její výstup lze nahlížet jako na trojrozměrnou aktivační
mapu neuronů, kdy jednotlivé filtry jsou poskládány za sebou (obr. 3.3).
Při dopředném průchodu sítí se tyto filtry konvolvují se všemi kanály vstupní mapy,
čímž vzniká dvojrozměrná mapa aktivací pro každý filtr zvlášť. Při posouvání filtru se
počítá skalární součin mezi jeho parametry a vstupem. Krok, o který se při konvoluci
filtry posouvají, se nazývá stride. Při tzv. zero padding se před konvolucí okraje vstupní
mapy rozšíří o nulové prvky, aby výsledek konvoluce tuto mapu nezmenšil. Optimalizací
parametrů se síť naučí tyto filtry, aby se aktivovaly na základě specifických vlastností vstupu
v určitém místě.
Obrázek 3.3: Vlevo: Příklad konvoluční vrstvy. Pět neuronů pěti rozdílných filtrů nahlížející
na stejnou oblast vstupního obrazu. Vpravo: Pooling operace. [17]
Každá hodnota ve výstupním kanálu reprezentuje výstup neuronu, jenž se dívá pouze
na malou oblast ze vstupu a sdílí parametry se všemi ostatními neurony ve stejné aktivační
mapě (stejném kanálu výstupní mapy).
Zpětný průchod je taktéž konvoluční operace s tím rozdílem, že filtry jsou v ploše pře-
vrácené.
3.1.2 Pooling vrstva
Je běžnou praxí [17] opakovaně vkládat pooling (podvzorkovací) vrstvy mezi konvoluční.
Jejich účelem je postupně snižovat prostorovou velikost vnitřní reprezentace ke snížení počtu
parametrů sítě a její výpočetní náročnosti, což pomáhá i s problémem přetrénovaní sítě.
Tato vrstva provádí operace přímo na jednotlivých filtrech vstupní aktivační mapy, které
zmenšuje, jak je uvedeno na obr. 3.3. Lze na ni nahlížet jako na okénko malé velikosti, které
prochází vstupní mapou a vždy z hodnot v tomto okénku zachová pouze jednu. Nejčastěji
se používá operace MAX, která z okolí vybírá maximální hodnotu. Krok, o který se okénko
posouvá, se nazývá stride podobně, jako je tomu u konvoluční vrstvy (kap. 3.1.1)
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3.2 Aktivační a hodnotící funkce
Aktivační funkce [27] je základem všech neuronových sítí. Aplikuje se na výstupy neuronů,
čímž se získají jejich aktivace. Tato funkce je nelineární a diferencovatelná, tedy lze nalézt
její směr růstu (gradient), což je důležité pro trénování (učení) sítě.
Aktivace neuronu, potažmo v tomto případě výstup neuronové sítě skládající se z jedi-
ného neuronu [27] je definován následující funkcí, která se nazývá hypotézou nebo hod-
notící funkcí (score function):
ℎ𝑊,𝑏(𝑥) = 𝑓(𝑊𝑥) = 𝑓(
∑︁
𝑖
𝑊𝑖𝑥𝑖 + 𝑏) (3.1)
kde parametr 𝑊 reprezentuje sílu (váhu) jednotlivých vstupů 𝑥𝑖 a parametr 𝑏 (angl.
bias nebo intercept term) [23] se využívaná k posunutí rozhodovací hranice neuronu od
jejího počátku, což zlepšuje výpočetní kapacitu sítě. Obvykle se nastavuje na hodnotu +1
a pro zjednodušení se přidává k vstupnímu vektoru 𝑥. Tyto parametry se trénováním sítě
optimalizují (učí, kap. 3.4).
V klasických sítích je běžně používána [17] sigmoidová aktivační funkce 𝜎, protože
na svůj vstup přijímá reálné hodnoty (součet signálů v těle neuronu) a produkuje výstup
v rozmezí 0–1.
𝜎(𝑧) =
1
1 + 𝑒−𝑧
(3.2)
Typická aktivační funkce konvolučních sítí se nazýváRectified Linear Unit [17] neboli
ReLU. Je definována jako:
𝑓(𝑥) = max(0, 𝑥) (3.3)
Obrázek 3.4 znázorňuje její průběh. Stala se velmi oblíbenou díky svým vlastnostem,
které urychlují učení, jelikož jí lze implementovat pomocí jednoduchého prahování mapy
aktivací v bodě 0.
Obrázek 3.4: Aktivační funkce Rectified Linear Unit [17]
3.3 Objektivní funkce v Softmax klasifikaci
Softmax klasifikace [17] neboli multinominální logistická regrese [27] je zobecnění logis-
tické regrese do případu, kdy je zapotřebí rozpoznávat více tříd než jen dvě, jak je tomu
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u logistické regrese. Takováto klasifikace je nazývána vícetřídní (multi-class) klasifikací.
Vstupní data spadají do𝐾 různých tříd, které jsou příslušně označené. Úkolem softmaxu
je přiřadit pravděpodobnost s jakou data do které třídy patří. Jejím výstupem pro každý
obraz je vektor pravděpodobností o délce 𝐾 možných tříd, určující s jakou jistotou každou
jednotlivou třídu obraz obsahuje.
Je popsána vzorcem 3.4, kde 𝑓𝑗 znamená, že j-tý prvek výstupního vektoru je ohodnocení
j-té třídy a nazývá se softmax funkcí. Jednotlivá ohodnocení ve výstupním vektoru funkce
jsou v rozsahu 0 – 1 a jejich součet se rovná 1.
𝑓𝑗(𝑧) =
𝑒𝑧𝑗∑︀𝐾
𝑘 𝑒
𝑧𝑘
(3.4)
Objektivní funkce (objective/loss function) [17][27] se využívá při trénování sítě. V učení
s učitelem (supervised learning, kap. 3.4), kdy jsou k dispozici třídy, do kterých vstupní
obrazy spadají, je objektivní funkce mírou souladu mezi predikcí třídy sítí (výsledkem hod-
notící funkce, hypotézy, kap. 3.2) a její skutečnou třídou, tzv. ground truth. Počítá se
jako průměr této míry přes všechna trénovací data pro každou třídu a je popsána vzorcem
3.5, kde 𝑁 značí počet trénovacích dat.
𝐿 =
1
𝑁
𝑁∑︁
𝑖=1
𝐿𝑖 (3.5)
Pro softmax klasifikaci se využívá [17] objektivní funkce 3.6, kde 𝑓 = 𝑓(𝑥𝑖;𝑊 ) = 𝑊𝑥𝑖
jsou aktivace neuronů výstupní vrstvy sítě (hodnotící funkce, hypotézy) a 𝑦𝑖 ground truth
třída. Výstupem funkce jsou normalizované pravděpodobnosti příslušnosti do jednotlivých
tříd.
𝐿𝑖 = − log
(︃
𝑒𝑓𝑦𝑖∑︀𝐾
𝑗 𝑒
𝑓𝑗
)︃
(3.6)
3.4 Princip učení s učitelem
Neuronové sítě svým zapojením [27] reprezentují kolekci do sebe vnořených jednodušších
funkcí parametrizovaných vahami𝑊 , které jako celek aproximují složitější komplexní funkci.
Při vícetřídní klasifikační úloze (kap. 3.3) síť modeluje právě takovou funkci, která vstup-
nímu obrazu přiřadí pravděpodobnosti, do jakých tříd tento obraz spadá. Tuto funkci na-
zýváme hypotézou nebo hodnotící funkcí, jak již bylo psáno v kapitole 3.2.
Pro optimalizaci (učení) sítě je potřeba definovat způsob, kterým lze správnost predikce
tříd hodnotit. Využívá se k tomu tzv. objektivní (loss) funkce (kap. 3.3). Ta určuje
míru správnosti výsledků predikce funkce hypotézy vůči očekávanému správnému řešení,
tzv. ground truth. čím je predikce přesnější, tím je hodnota objektivní funkce nižší.
Učení pak probíhá formou úpravy parametrů sítě [17] a to na základě objektivní funkce,
která se minimalizuje přes všechna trénovací data. Tato funkce i všechny použité aktivační
funkce musí být diferencovatelné, tedy lze určit jejich směr růstu (gradient), aby učení bylo
možné.
K optimalizaci sítě se využívají optimalizační algoritmy [17], z nichž nejčastěji používaný
se nazývá Stochastic Gradient Descend – SGD (kap. 3.4.1).
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3.4.1 Stochastic Gradient Descend
Optimalizační algoritmus Stochastic Gradient Descend [17] provádí optimalizaci na-
jednou pouze z malé podmnožiny trénovacích dat, tzv. mini-batch, jelikož počítat s celou
datovou sadou čítající tisíce obrazových dat pro jeden krok úpravy parametrů není efektivní.
Jedna tréninková iterace pak vypadá následovně [27]. Při dopředném průchodu sítí
jsou vypočteny aktivace neuronů a z výstupní vrstvy je spočtena chyba predikce vyjádřena
objektivní funkcí (kap. 3.3). Ve zpětném průchodu (tzv. backpropagation) se pak spočítají
gradienty aktivačních funkcí s ohledem na chybu predikce a upraví se parametry sítě tak,
aby se postupně objektivní funkce blížila ke svému minimu. Úpravy hodnot parametrů
se provádí o velikost nastavenou parametrem učení learning rate, který ovládá, o jak
velký skok se upraví parametry sítě ve směru opačném vůči gradientu (směru růstu funkce
aproximované sítí). Tato hodnota se v průběhu učení snižuje, jak se objektivní funkce blíží
svému minimu. Learning rate se snižuje například skokově po nastaveném počtu trénovacích
iteraci.
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Kapitola 4
Datová sada Mobile Page Photos
Pro účely této práce jsem dostal k dispozici od doktora Michala Hradiše datovou sadu foto-
grafií tištěných stránek textových dokumentů. Fotografie byly pořízeny mobilními telefony
a zachycují stránky různých velikostí. K těmto datům bylo potřeba vytvořit anotaci, aby
se daly použít pro úlohy strojového učení s učitelem (supervised learning, kap. 3.4), tedy
v této práci pro konvoluční neuronové sítě.
Dle mých informací neexistuje žádná podobná datová sada, a takového rozsahu, která by
se dala využít k trénování sítí pro rozpoznávání textu z fotografií tištěných stránek. Proto
jsem data anotoval a vytvořil tím novou datovou sadu, kterou jsem pojmenoval Mobile
Page Photos – MPP.
Tato kapitola popisuje tvorbu anotace (kap. 4.4), její popis a strukturu (kap. 4.2),
a statistiky anotovaných dat (4.3). Samozřejmostí je také popis dat (kap. 4.1), ke kterým
jsem anotaci tvořil a nástroje (kap. 4.4.1), jichž jsem využil.
Z anotovaných dat jsem následně vytvořil datové sady samostatných znaků pro tréno-
vání neuronových sítí (Kapitola 5), na kterých jsem provedl experimenty s rozpoznáváním
(Kapitola 6).
4.1 Složení a popis dat
Datová sada se skládá z 3 069 fotografií stránek textových dokumentů různých rozměrů,
pořízených fotoaparátem mobilního telefonu. Jedná se převážně o technické zprávy (mnoho
rovnic, obrázku a grafů). Ke každé fotografii stránky existuje korespondující obrázek téže
stránky – vzor.
Každý vzor stránky v datové sadě byl vytvořen ze stránky dokumentu, na jejíž obvod
byly přidány ArUco značky (viz následující odstavec). Tento vzor stránky pak byl vytištěn
a vyfocen fotoaparátem mobilního telefonu. Následně se fotografie stránky zarovnala se
svým vzorem. V datech se vyskytuje více fotografií stejných stránek dokumentů, každá je
ale odlišná a tedy i jejich zarovnání mezi vzorem a fotografií je jedinečné.
Zarovnání fotografie na vzor stránky je docíleno pomocí ArUco [6][7] značek, určených
pro nalezení vzájemných bodů mezi skutečným (3D) prostředím a jeho 2D projekcí (foto-
grafií). Z korespondujících ArUco značek se vytvoří homografie mezi vzorem a fotografií,
pomocí které se fotografie stránky na její vzor zarovná (rektifikuje). Toto zarovnání ne-
může být úplně přesné, jelikož list stránky může být různě zvlněn či prohnut a tedy netvoří
čistou rovinu. Následuje tedy nerigidní registrace vzoru stránky na zarovnanou fotografii,
která transformuje vzor tak, aby odpovídal této zarovnané fotografii. Tím jsou mezi sebou
13
správně zarovnány prvky stránky, které byly deformované různými prohnutími listu apod.,
tj. nerovnostmi listu stránky. Jelikož jsou některé fotografie velmi rozmazané (či jinak kva-
litativně degradované), není podmínkou, že je zarovnání všech stránek na pixel přesné.
Takováto příprava je provedena z důvodů očekávaného využití těchto dat pro rozpo-
znávání textu z fotografií stránek. Zarovnání, zde pomocí ArUco značek, lze provést také
manuálně uživatelem po vyfocení fotografie určením rohů listu stránky nebo i automaticky
detekcí hranic listu stránky. Projekce listu stránky ale nebude i po zarovnání ve fotografii
přesná, jelikož focený list nemůže být přesně rovný. Proto se v těchto datech dále provádí
nerigidní registrace vzoru stránky na tuto zarovnanou fotografii, aby se pak systémy, které
těchto dat budou využívat k učení, dokázaly s těmito nerovnostmi ve fotografii vyrovnat
a fungovaly tak správně i na různě zvlněném textu.
Na obrázku 4.1 je ukázka jedné fotografie stránky z datové sady zarovnané se svým vzo-
rem. Po obvodu stránky se nacházejí ArUco značky. Soubory fotografií stránek dokumentů
nesou příponou _rec-full.png a jejich vzory _reg-full.png.
Obrázek 4.1: Zarovnaná fotografie stránky (vlevo) na její vzor (vpravo). Po obvodu stránek
se nachází ArUco značky.
K této datové sadě jsem vytvořil anotaci, jejíž tvorbu popisuje kapitola 2.1. Využil
jsem přitom právě vzorů stránek, na kterých jsem prováděl rozpoznávání textu. Díky jejich
zarovnání s korespondujícími fotografiemi stránek lze využít výsledků rozpoznávání také na
těchto fotografiích.
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4.2 Definice anotace datové sady
Anotací datové sady míním zjištění a uložení pozic, přesněji ohraničujících obdélníků (boun-
ding box), jednotlivých znaků na stránce, slov, řádků, odstavců a ucelených bloků textu.
K uložení jsem vytvořil JSON strukturu, uchovávající pozice těchto obdélníků a u znaků
i samotné jejich symboly, popsanou v kap. 4.2.1.
Anotace v této struktuře jsou posléze využity k přípravě dat pro neuronové sítě (Kapi-
tola 5). Postup tvorby anotace popisuje kapitola 4.4.
4.2.1 Struktura anotace stránky
Všechny anotované části stránky jsou uchovány v JSON struktuře, která je uložena jako
soubor se stejným názvem obrázku, ke kterému se vztahuje, s příponou _struct.json.
Tento soubor obsahuje strukturu stránky, pozici oblasti textu (oříznutí zarovnávacích zna-
ček) a jméno souboru, ze kterého byla získána.
Struktura stránky se skládá z do sebe vnořených polí elementů tvořících logické hierar-
chické uspořádání: bloky textu -> odstavce -> řádky -> slova -> znaky.
Celá stránka se tedy skládá z vícero bloků, kde každý z nich obsahuje odstavce, ty zas
řádky, ve kterých jsou slova a v nich znaky. Díky tomuto uspořádání lze zjistit jaký znak
náleží jakému slovu, a ve kterém řádku, odstavci a bloku se nachází.
Kompletní JSON struktura jedné stránky vypadá následovně:
1 {
2 "textblock": ["bbox"],
3 "blocks":
4 [{
5 "box": ["bbox"],
6 "paragraphs":
7 [{
8 "box": ["bbox"],
9 "lines":
10 [{
11 "box": ["bbox"],
12 "words":
13 [{
14 "box": ["bbox"],
15 "chars":
16 [{
17 "box": ["bbox"],
18 "c": "A",
19 }]
20 }]
21 }]
22 }]
23 }],
24 "filename": "reg_file_name"
25 }
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Hodnota "[bbox]" značí pole souřadnic ohraničujícího obdélníku (bounding box) ve tvaru
[x1, y1, x2, y2]. Uvažuji souřadný systém, který má počátek (0, 0) v levém horním
rohu, tedy (x1, y1) značí levý horní roh a (x2, y2) pravý dolní roh obdélníku. Význam
jednotlivých elementů je následující:
∙ "textblock" – Ohraničení oblasti, ve které se nachází samostatná stránka. Slouží
k oříznutí zarovnávacích značek z obrázku.
∙ "blocks", "paragraphs", "lines", "words", "chars" – Bloky textu, odstavce,
řádky, slova a znaky. Každý element obsahuje své ohraničení v "box" a pole násle-
dujících vnořených elementů končících u znaků, kde "c" obsahuje přímo samostatný
znak (v tomto případě znak "A").
∙ "filename" – Jméno souboru, na kterém byla struktura vytvořena.
Grafické zobrazení výsledné struktury anotace, jejíž tvorbu popisuje kapitola 4.4, v de-
tailu fotografie jedné stránky zobrazuje obrázek 4.2.
Obrázek 4.2: Výřez fotografie stránky s vykreslenými ohraničujícími obdélníky anotovaných
prvků stránky. Vnější červená: oblast textu bez zarovnávacích ArUco značek, světle modrá:
blok textu, fialová: odstavec, modrá: řádek, zelená: slovo, červená: znak.
4.3 Rozdělení a statistiky anotovaných dat
Anotovaná data, která tvoří novou datovou sadu Mobile Page Photos – MPP, jsou
rozdělena do následujících složek podle kvality fotografií – čitelnosti textu pouhým okem:
∙ Kořenový adresář – Fotografie stánek, ve kterých lze text na první pohled přečíst
pouhým okem. Jejich počet je 1 037.
∙ blurred – Hůře čitelný až nečitelný text, zapříčiněný nízkou kvalitou fotografie (vesměs
z důvodů velkého rozmazání). Počet těchto stránek je 772.
Ostatní složky – equation, image, ref, skipped, table – obsahují nesprávně ano-
tované stránky a jejich názvy korespondují s většinovými příčinami tohoto špatného roz-
poznání. Dohromady čítají 1 257 fotografií stránek, které z důvodu špatné anotace nejsou
využitelné. Detaily tohoto rozdělení popisuje kapitola 4.4.8.
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Z celkového počtu 3 069 fotografií stránek, ke kterým jsem vytvářel anotaci (kap. 4.4),
jich je správně anotováno, a jsou připraveny na další zpracování, celkem 1 809 (kořenový
plus blurred adresář).
Těchto 1 809 fotografií obsahuje celkem 15 487 bloků textu, ve kterých se nachází 21 141
odstavců. Odstavce jsou složeny z 94 879 řádků, ve kterých se nachází 820 871 slov. Celkový
počet znaků těchto slov je 4 227 590.
Dělení textu na bloky a odstavce nemusí v některých případech odpovídat skutečnosti,
protože se odstavec v textu detekoval jako nový blok textu. Toto se stává v případech větší
vertikální mezery mezi odstavci.
Statistiky znaků a jejich grafické znázornění rozložení četnosti obsahují kapitoly zabý-
vající se tvorbou datových sad výřezů znaků. Jedná se o datovou sadu Mobile Nice Page
Photos Characters (kap. 5.3), vytvořenou z dobře čitelných fotografií stránek (pouze foto-
grafie z kořenového adresáře), a sadu Mobile Page Photos Characters (kap. 5.4), vytvořenou
ze všech správně anotovaných dat.
4.4 Tvorba anotace
K vytvoření anotace popsané v kap. 4.2 je zapotřebí rozpoznat z fotografií text. Tedy
přesněji jaké znaky a na jakých místech se ve fotce vyskytují. Obdobně je třeba vytvořit
ohraničení dalších logických částí stránky – slov, řádků, odstavců a bloků textu.
Jelikož datová sada čítá 3 069 různých fotografií stránek (kap. 4.1), nepřipadá ruční ano-
tace v úvahu. Je tedy potřeba tento proces alespoň částečně automatizovat. K rozpoznání
textu (znaků a struktury stránky) jsem se rozhodl využít nástroj Tesseract OCR (kap. 2.1),
který je určen k detekci struktury stránky a textu v ní. Jeho výstupem jsou bloky souvis-
lého textu, odstavce, řádky, slova a samozřejmě znaky. Vstupem rozpoznávání jsou obrázky
vzorů stránek, na které jsou fotografie korespondujících stránek zarovnány (viz kap. 4.1).
Následující kapitoly popisují použité nástroje a postup tvorby anotace. Jsou zde uvedeny
i problémy s rozpoznáváním textu a jejich řešení.
4.4.1 Použité nástroje
K přípravě anotace datové sady využívám programovacího jazyka Python a nástroje pro
rozpoznávání textu Tesseract OCR (kap. 2.1). Pro přístup k jeho API prostřednictvím
Pythonu využívám knihovnu Tesserwrap [16], která poskytuje základní nástroje pro práci
s Tesseractem.
Načítání, úpravu, zobrazení a uložení obrázků provádím pomocí knihovny OpenCV [1]
a jejího Python modulu cv2. Pro kontrole pravopisu využívám knihovnu PyEnchant [18]
a pro uložení struktury anotace modul json jazyka Python.
4.4.2 Příprava rozpoznávání
Pro rozumnou přesnost rozpoznávání Tesseractu je doporučena jemnost vstupního obrazu
textu alespoň 300DPI1 pro velikost textu 10 pt. Při nižších jemnostech je již jen velmi malá
šance dosažení správných výsledků.
Rozlišení obrázků stránek je různorodé a to v závislosti na rozměrech stránky. U obrázků
s nejvyšším rozlišením není jemnost vyšší než 160DPI. Pro výpočet DPI jsem si vybral
1https://github.com/tesseract-ocr/tesseract/wiki/FAQ
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stránky, které by svou velikostí měly odpovídat rozměrům A4. Z jejich rozměrů a rozlišení
obrázku jsem získal hodnotu DPI.
Tato jemnost zobrazení tedy není dostačující, takže před samotným rozpoznáváním ob-
rázek zvětším pomocí OpenCV na dvojnásobek jeho velikosti. Takovéto zvětšení se ukázalo
být velmi přínosné ve výsledcích rozpoznávání napříč celou datovou sadou.
Zvětšení rozlišení (a tedy i jemnosti) předchází ještě jemné zaostření obrazu, jelikož se
ukázalo, že zvyšuje přesnost i úspěšnost rozpoznávání.
Oblast pro rozpoznávání textu, která neobsahuje zarovnávací značky po obvodu stránky,
vybírám poměrově k rozlišení obrázku. Tyto značky zabírají určitou poměrnou část stránky,
takže jednoduchým výpočtem z rozlišení dostanu velikost, o kterou posunu oblast od okrajů
obrázku.
4.4.3 Problémy rozpoznávání
Zpočátku jsem se snažil celý proces co nejvíce automatizovat. Ve stránkách datové sady
se ale nachází mnoho obrázků, různých grafů a rovnic, které Tesseractu dělají problémy.
Ten v obrázcích povětšinou detekoval různě umístěné bloky textu, prázdné znaky, případně
posloupnosti znaků netvořící žádné anglické slovo. V případě grafů byla situace ještě horší,
jelikož různé čáry (křivky, histogramy) detekoval jako text (řádky, bloky).
Podobné problémy nastávaly u matematických výrazů. Jejich speciální znaky a řecká
abeceda vedla v kombinaci s anglickým textem k velmi nespolehlivému rozpoznávání. Vy-
zkoušel jsem i rozpoznávání osamostatněných matematických rovnic na vstupu, ale s velmi
špatným výsledkem. I při nastavení jazyku Tesseractu na rovnice se jakýkoli složitější výraz
přepsal jako změť nesmyslů. Při kombinaci rovnic s anglickým textem docházelo u mate-
matických symbolů k rozeznání, jako by se jednalo o znaky anglické abecedy. Proto jsem se
rozhodl zavrhnout rozpoznávání matematických výrazů a zaměřil jsem se pouze na anglický
text.
Rozpoznání samotného textu nebylo dostatečně spolehlivé, jelikož i při akceptování
znaků (i elementů stránky) s vysokou jistotou rozpoznání docházelo k chybným detek-
cím a zároveň velká část správně rozpoznaných znaků byla zahozena. Nejčastěji chybně
rozpoznaným znakem bylo spojení znaků „f“ a „i“, tedy „fi“, které detekoval jako jediný
Unicode znak podle mého pozorování téměř ve všech případech.
Metriku jistoty rozpoznaných elementů Tesseractu jsem tedy shledal nespolehlivou při
detekci na těchto datech.
Výše popsané problémy tedy znemožňovaly spolehlivou plně automatizovanou segmen-
taci stránek (odstranění obrázků, grafů, atd.) a rozpoznávání textu. Jejich řešení popisují
následující kapitoly.
4.4.4 Kontrola pravopisu slov
Problémy popsané v kap. 4.4.3 jsem se snažil co nejvíce omezit, aby se automatická detekce
struktury a rozpoznání textu stala spolehlivější.
Ke zvýšení přesnosti rozpoznávání jsem vycházel z předpokladu, že ze stránek potřebuji
rozpoznat pouze anglicky psaný text. Detekci matematických výrazů a značení jsem zavrhl
z důvodů její vysoké nespolehlivosti (viz kap. 4.4.3).
Přistoupil jsem tedy ke kontrole slov tvořených rozpoznanými znaky. Využil jsem k tomu
knihovnu pro kontrolu pravopisu PyEnchant [18].
Jelikož Tesseract detekuje slova i s interpunkčními znaménky, závorkami a uvozovkami,
musí být tyto před a pouze pro kontrolou pravopisu ze slova odstraněny. Využívám k tomu
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regulární výrazy, pomocí kterých z obou stran slova tyto znaky odstraním. Zároveň se však
mezi nimi nesmí nacházet žádný jiný znak, jinak by se mohlo jednat o špatně rozpoznané
slovo, které nesmí být akceptováno. Tvary regulárních výrazů zapsaných v jazyce Python
vypadají následovně:
∙ re.compile(r"^[\(\[\{\"\’]+") pro levou stranu slova a
∙ re.compile(r"[\)\]\}\"\’.,?!:;%]+$") pro pravou.
Následně je u slova zkontrolován pomocí knihovny PyEnchant pravopis a pokud žádné
anglické slovo tohoto tvaru neexistuje, pak s největší pravděpodobností došlo ke špatnému
rozpoznání některých znaků ve slově. Takováto slova zahazuji, díky čemuž se přesnost a spo-
lehlivost rozpoznávání dramaticky zvýší za cenu zahození i správně rozpoznaných slov, které
se nenachází ve slovníku použitém pro kontrolu pravopisu. Jelikož cílím na co nejspolehlivější
rozpoznávání, je takovýto kompromis zcela opodstatněný, i vzhledem k velkému množství
dat, ze kterých se rozpoznává.
Před samotnou kontrolou pravopisu ještě zahazuji řetězce symbolů, které zcela jistě
nemohou tvořit slovo a to pomocí regulárního výrazu re.compile(r"^[\W]+$"). Je to
z toho důvodu, že pokud by se „slovo“ skládalo pouze z bílých znaků, pak by ho PyEnchant
přijal jako správné slovo.
Na základě pozorování odmítám ještě některá další slova, která se často chybně rozpo-
znávala. Jde především o „[l]“ a „[I]“, která byla výsledkem detekce „[1]“ ve stránce.
4.4.5 Kontrola jednopísmenných slov a čísel
Kromě kontroly pravopisu (kap. 4.4.4) se bylo potřeba vypořádat i se slovy tvořenými jed-
ním písmenem, jelikož na tyto kontrola pravopisu principiálně nemůže fungovat ve smyslu,
jestli je slovo rozpoznáno správně. Toto platí taktéž pro detekci číslic.
Z pozorování jak často docházelo k nesprávnému rozpoznání těchto jednoznakových slov
a číslic vzhledem k metrice Tesseractu udávající jistotu rozpoznaného elementu (confidence),
jsem pro tyto elementy zvolil vyšší hranici hodnoty jistoty potřebné k jejich akceptování.
Elementy s hodnotou nižší jsou zahazovány.
U čísel sestávajících z více číslic a případně interpunkčních znamének (desetinné tečky,
čárky, oddělovače tisíců) a závorek kontrola pravopisu taktéž nemůže fungovat. Proto po-
mocí regulárního výrazu zapsaného v Pythonu jako re.compile(r"^[\d\W]+$") kontroluji,
zda zkoumané slovo má strukturu a dovolenou podobu čísla. Pokud vyhoví této kontrole
a zároveň je jeho hodnota jistoty vyšší, stejně jak u jednoznakových slov, pak jej akceptuji,
v opačném případě jej zahazuji.
4.4.6 Množina rozpoznávaných znaků
Tesseract rozpoznává znaky v Unicode UTF-8 [33] kódování, což na těchto datech vnáší do
výsledků další chyby nebo spíše nekonzistentnost. Jelikož zpracovávám pouze anglický text,
rozhodl jsem se rozpoznané znaky převést do ASCII [29] kódování. Znaky, které nemají
v tomto kódování svůj ekvivalent vyřazuji a slova, ve kterých jsou obsaženy zahazuji.
Jedinými výjimkami jsou symboly uvozovek, apostrofů a pomlčky. V UTF-8 kódování
mají tyto více variant. Všechny jejich varianty převádím na odpovídající základní symbol
v ASCII kódování. Tuto konverzi provádím z důvodů chování Tesseractu, který uvozovky
(a apostrofy, pomlčky) rozpoznával jako jejich různé varianty v UTF-8 kódování, pro které
do ASCII neexistuje přímý převod. Při mém pozorování jsem zjistil, že v textu se nachází
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pouze základní varianty těchto symbolů a proto tato konverze dává smysl pro zachování
konzistentnosti a zvýšení počtu rozpoznaných znaků
4.4.7 Automatické rozpoznávání
Kombinací omezení množiny rozpoznávaných znaků (kap. 4.4.6), kontroly pravopisu (kap.
4.4.4) a jednopísmenných slov a čísel (kap. 4.4.5) jsem eliminoval podstatnou část problémů
popsaných v kap. 4.4.3 a díky tomu dosáhl rozumné spolehlivosti a přesnosti automatizo-
vaného rozpoznávání. Přesné určení výsledné spolehlivosti by vyžadovalo ruční kontrolu
každého znaku a to není v mých silách.
Náhodnou ruční kontrolou několika stránek jsem vypozoroval, že rozpoznávání anglic-
kých slov funguje výborně a všechna akceptovaná slova jsou správně detekována. U detekce
slov složených z jediného znaku jsem pár chyb objevil, převážně se jednalo o rozpoznání
znaku „∧“ jako znak „A“. Rozpoznávání čísel se zdálo býti spolehlivé, ale stejně jak u osa-
mostatněných znaků se ani tady nedala použít nějaká forma kontroly znaků v kontextu,
jako v případě celých slov. Je tedy velmi pravděpodobné, že tímto se do výsledků rozpo-
znávání vnese nějaké procento chyb. Detekci těchto znaků ale považuji za nezbytnou, takže
toto malé procento chyb je zanedbatelné.
Zároveň segmentace stránky se zlepšila, jelikož tyto filtrace rozpoznaného textu a bloků
v nichž byl obsažen velmi dobře eliminují z výsledku rozpoznávání i obrázky, grafy a do
určité míry i matematické výrazy a symboly.
Prvním krokem tedy bylo zpracovat všechna data touto automatizovanou metodou,
která ke každé stránce vytvoří odpovídající soubor obsahující její strukturu popsanou v kap.
4.2.1. Postup procesu rozpoznávání, implementovaném v skriptu tesseract_ocr.py, je
následující:
1. Na každý obrázek vzorové stránky (kap. 4.1) aplikuj Tesseract rozpoznávání, jehož
výstupem jsou pozice (ohraničující obdélníky) elementů stránky (bloky, odstavce,
řádky, slova, znaky) a jejich odpovídající textová hodnota.
2. Následně projdi tyto výsledky a na základě pozic jejich ohraničujících obdélníku vy-
tvoř hierarchické uspořádání ve tvaru bloky->odstavce->řádky->slova->znaky, po-
psané kapitolou 4.2.1, se kterým pak dále pracuj.
3. Aplikuj omezení množiny znaků (kap. 4.4.6), kontrolu pravopisu (kap. 4.4.4), kontrolu
jednopísmenných slov a čísel (kap. 4.4.5). Slova, která neprošla těmito kontrolami
odstraň a v případě, že se jednalo o poslední slovo na řádku, pak odstraň i tento
řádek a pokračuj obdobně až po kořen struktury.
4. Výsledek ulož do souboru s příponou _struct.json ve formátu JSON.
4.4.8 Revize automatického rozpoznávání
Výsledek automatického rozpoznávání (kap. 4.4.7) bylo potřeba stránku po stránce ručně
projít a zkontrolovat.
Kontrolu jsem prováděl na úrovni struktury stránky, tj. hlavně správné pozice bloků
textu a řádků v nich. Kontrolovat jednotlivá slova, či dokonce písmena není v mých silách
a automatické rozpoznávaní je dle mého názoru dostatečně spolehlivé (viz kap. 4.4.7).
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Pro každou stránku jsem si zobrazil její vzorovou verzi, do které jsem vykreslil struk-
tury získané automatickým rozpoznáváním. Pomocí myši jsem odstraňoval chybně roze-
znané bloky textu (detekované na obrázku, tabulce, matematických vzorcích) a výslednou
strukturu jsem si opět ukládal.
Pokud byla segmentace stránky velmi špatná, což bylo způsobeno hlavně z důvodů
vysokého počtu matematických výrazů v řádcích textu nebo i osamostatněných rovnic, pak
jsem tyto stránky odděloval od zbytku a kopíroval do zvláštní složky s názvem equation.
Podobě jsem postupoval u všech špatně segmentovaných stránek s tím rozdílem, že jsem je
dělil do složek podle většinového zastoupení toho co na stránce je. Jedná se tedy o složky
image pro obrázky, table pro tabulky, ref pro seznam literatury a skipped pro ostatní,
např. špatně zarovnané stránky.
Takto jsem oddělil všechny stránky, jejichž rozpoznaná struktura nebyla ideální a její
ruční úprava nedávala smysl a to z důvodu, že by po odstranění těchto bloků textu na
stránce zbylo jen málo anotovaných částí. Díky tomu jsem snížil chybovost rozpoznání
a zároveň zachoval co největší počet stránek.
Dále jsem si zobrazoval i vyfocenou verzi téže stránky, čehož jsem využíval k rozřazení
jednotlivých správně rozpoznaných a segmentovaných stránek podle celkové kvality a čitel-
nosti. Do složky blurred jsem tedy oddělil fotografie stránek, které byly na první pohled
velmi špatně čitelné až skoro nečitelné, převážně z důvodů nízké kvality fotografie (velké
rozmazání).
Tohoto rozřazení jsem využil k tvorbě „lehčí“ (Mobile Nice Page Photos Characters, kap.
5.3) a „těžší“ ( Mobile Page Photos Characters, kap. 5.4) datové sady znaků pro neuronové
sítě. Celkové statistiky anotovaných dat, tedy nově vytvořené datové sady Mobile Page
Photos, obsahuje kapitola 4.3.
Skript využitý k manuální revizi automatického rozpoznávání, popsané v této kapitole,
se nachází v souboru ocr_review.py.
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Kapitola 5
Příprava datových sad pro
neuronové sítě
Nově anotovaná datová sadaMobile Page Photos – MPP (Kapitola 4) obsahuje anotace
pro veškeré elementy tvořící strukturu stránky. Tedy pro bloky textu, odstavce, řádky, slova
a samozřejmě znaky. V prvé řadě bylo potřeba zvolit, na jaké části z nich budu provádět
experimenty (Kapitola 6) a tedy podobu úlohy rozpoznávání pro neuronové sítě.
Jelikož jsou znaky základním stavebním prvkem textu, zvolil jsem pro účely experimentů
jejich výřezy z fotografií stránek a vytvořil tak nové datové sady výřezů znaků. Jedná
se o sadu Mobile Nice Page Photos Characters – MNPPC (kap. 5.3), vytvořenou
z dobře čitelných stránek, a saduMobile Page Photos Characters – MPPC (kap. 5.4),
získanou ze všech stránek MPP, tedy i hůře čitelných až nečitelných.
V této kapitole je dále popsána datová sada Street View House Numbers – SVHN
(kap. 5.2), kterou jsem se při tvorbě sad znaků inspiroval a také ji využil k experimentům
a porovnáním mezi datovými sadami.
Data pro neuronové sítě bylo potřeba rozdělit na trénovací, validační a případně tes-
tovací sadu (kap. 5.1) a připravit do formátu, který akceptuje nástroj pro implementaci
a trénování neuronových sítí. V mém případě se jedná o nástroj Caffe [15] a efektivní
databázi LMBD [3] (kap. 6.1).
5.1 Rozdělení datových sad
Trénovací sada, jak název napovídá, se používá k učení (tréninku) sítě. Na validační sadě
se v průběhu tréninku zjišťuje přesnost predikce sítě – její chyba. Testovací sada slouží jako
referenční k porovnávání úspěšnosti různých modelů (přístupů). Tyto sady musí obsahovat
různá data pokrývající řešenou problematiku (nesmí se v nich objevit identické prvky),
v tomto případě různé obrázky. Trénováním na jedněch datech a testováním na datech,
které síť doposud neviděla, se zjišťuje, jak moc dobře se síť daný problém naučila. U nově
vytvořených datových sad v této práci využívám jednu sadu dat pro validaci i testování.
5.2 Datová sada Street View House Numbers
Datovou sadu Street View House Numbers – SVHN [26] jsem zvolil jako referenční proto,
že svým složením z výřezů jednotlivých číslic z fotografií reálných scén je podobná vý-
řezům znaků z fotografií stránek. Podle jejího formátu jsem vytvořil datové sady znaků
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MNPPC (kap. 5.3) a MPPC (kap. 5.3). Učinil jsem tak z toho důvodu, abych výsledky
jednotlivých modelů sítí mohl přímo mezi sebou a těmito datovými sadami porovnávat.
Zároveň jsem si ověřil, že datové sady MNPPC a MPPC jsou vytvořeny správně pro úlohy
strojového učení a neuronové sítě se na těchto datech dají natrénovat.
5.2.1 Popis datové sady
Street View House Numbers – SVHN [26] je datová sada vytvořená pro úlohy strojo-
vého učení zaměřené na rozpoznávání, která obsahuje výřezy popisných čísel z fotek domů
získaných pomocí Google Street View. Je dostupná ve dvou formátech.
První formát obsahuje obrázky s celou číselnou sekvencí, které mají definované ohrani-
čující obdélníky jednotlivých číslic a k nim příslušné označení třídy. Druhý formát se skládá
z obrázků o velikosti 32x32 pixelů, které obsahují výřezy jednotlivých číslic. Číslice jsou
vyříznuty tak, aby výsledný obrázek byl čtvercový, tedy aby při změně velikosti obrázku
na 32x32 pixelů nedošlo ke změně poměru stran a tím ke zkreslení. Toto má za následek,
že kromě číslice ve středu obrázku, ke které se váže označení třídy obrázku, se v jejím
okolí mohou nacházet (a nachází) další číslice nebo jejich části. Úkolem rozpoznávání je
tedy určit číslici ve středu obrázku. Pro přípravu a práci s touto datovou sadou jsem zvolil
druhý popsaný formát, jelikož jej využívají v práci [10], ze které jsem vycházel při prvotním
návrhu modelu neuronové sítě.
Dohromady sada obsahuje je přes 600 000 fotek číslic rozdělených do deseti tříd, tedy
jedna třída pro jednu z číslic 0 až 9. Data jsou rozdělena na 732 575 trénovacích a 26 032
testovacích obrázků. Dalších 531 131 obrázků je méně složitých na rozpoznávání a využívají
se jako dodatečná trénovací data.
Jelikož se jedná o fotky reálných scén, je obtížnost rozpoznávání vysoká, protože zde
působí vlivy prostředí a způsobu záznamu fotek podobně jako u nově anotované datové
sady Mobile Page Photos (Kapitola 4). Obrázek 5.1 zobrazuje několik ukázek této datové
sady.
5.2.2 Příprava databází datové sady
Datová sada SVHN ve formátu 32x32 pixelů (kap. 5.2) je dostupná z webových stánek1
v souborech train/test/extra_32x32.mat. Jedná se o binární formát2 využívaný progra-
mem MATLAB k uložení proměnných pracovního prostředí.
Nejprve jsem z tohoto formátu extrahoval jednotlivé obrázky a rozdělil je do složek podle
jejich třídy. Zároveň jsem si uložil cesty k jednotlivým obrázkům spolu s jejich třídami a to
z důvodů zpřehlednění obsahu datových sad a zároveň ke zjednodušení dalšího zpracovávání.
Extrakce je implementována ve skripu svhn_32x32_prep_from_mat.py, kde pro čtení .mat
souborů využívám Python knihovny scipy. Soubory datové sady jsou však v novějším
formátu, než který dokáže scipy číst a tak jsem je musel převést do formátu staršího
(Verze 7) pomocí MATLABu na školním serveru Merlin.
Při tvorbě validační sady jsem postupoval podle [10]. Pro každou třídu vybírám náhodný
vzorek 400 obrázků z trénovací sady a 200 obrázků z extra sady. Dohromady pro všech 10
tříd tedy čítá validační sada 6 000 obrázků. Zbývající obrázky z obou sad jsou použity pro
sadu trénovací.
1http://ufldl.stanford.edu/housenumbers/
2http://www.mathworks.com/help/matlab/import_export/mat-file-versions.html
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Obrázek 5.1: Ukázka datové sady Street View House Numbers ve formátu 32x32 pixelů
výřezů jednotlivých číslic [26].
Skript svhn_32x32_prep_train_val(400_200).py, který implementuje toto rozdělení,
ukládá obrázky do adresářové struktury popsané výše. Záznamy v souboru s cestami k jed-
notlivým obrázků a jejich třídami jsou náhodně zamíchány, aby po sobě jdoucí obrázky
nebyly stejné třídy, což by znesnadňovalo trénování.
Pomocí skriptu svhn_32x32_prep_lmdb.py jsem pak vytvořil LMDB databáze tréno-
vacích, validačních a testovacích sad z výše popsaných připravených dat.
5.3 Datová sada Mobile Nice Page Photos Characters
Pro tvorbu této datové sady znaků jsem se inspiroval sadou SVHN (kap. 5.2). Pojmenoval
jsem ji Mobile Nice Page Photos Characters – MNPPC, jelikož k tvorbě sady jsem
využil fotografie stránek, ve kterých je text čitelný pouhým okem.
Sada se, podobně jako SVHN, skládá z barevných obrázků o rozměrech 32x32 pixelů
obsahujících ve svém středu znak třídy tohoto obrázku. V jeho okolí se mohou vyskytovat
další znaky a úkolem neuronové sítě je se naučit rozpoznávat znaky ze středu těchto obrázků.
Tyto obrázky znaků jsem získal z nově anotované datové sady Mobile Page Photos
(Kapitola 4) vyříznutím znaků z řádků stránky. Pro každý znak v řádku jsem zjistil pozici
jeho středu z ohraničujícího obdélníku a z tohoto místa jsem vyřízl okolí z fotografie stránky
o velikosti výšky řádku. Výšku řádku jsem jednoduše zjistil z jeho ohraničujícího obdélníku,
ve kterém se znak nachází a to díky hierarchické struktuře anotací popsané v kap. 4.2.1.
Jelikož výška řádků v datové sadě se různí, ať už z důvodů různého rozlišení obrázků
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nebo velikosti písma, upravuji velikost získaných výřezů na 32x32 pixelů, aby všechny ob-
rázky v datové sadě měly stejnou velikost. Změnu velikosti provádím pomocí OpenCV.
Takto získané obrázky ukládám do LMDB databáze společně s označením jejich třídy.
Třída je reprezentovaná čísly od 1 do počtu rozdílných znaků vyskytujících se v anotaci
obrázků, ze kterých databázi tvořím. Každé číslo tedy vyjadřuje jeden znak z množiny všech
znaků v anotacích zpracovávaných souborů. Pořadí, v jakém jsou znaky číslovány, je dáno
podle jejich vzájemného uspořádání v ASCII tabulce.
Tvorbu validační a trénovací sady provádím ze seznamu vstupních fotografií stránek,
který zamíchám a rozdělím jej na dvě části, validační a trénovací, se kterými dále pra-
cuji. Rozdělení provádím zvolením počtu validačních stránek ze začátku seznamu. Zbývající
stránky jsou použity jako trénovací.
Aby se v databázi nevyskytovaly podobné obrázky (a stejné třídy) v pořadí za sebou,
což by mohlo znesnadnit trénování sítí, při výřezu jednotlivých znaků postupuji náhodně.
Vstupem je zamíchaný seznam stránek. Z každé stránky zpracovávám řádky v náhodném
pořadí. V rámci řádku již postupuji zleva doprava, protože ve slovech se mnoho stejných
znaků za sebou nevyskytuje. Zde by již náhodný výběr mohl spíše uškodit.
Obrázek 5.2 zobrazuje několik ukázek této datové sady. Tvorba databází těchto validač-
ních a testovacích dat je implementována v Python skriptu create_svhn_like_lmdb.py.
Parametry skriptu pro tvorbu této datové sady jsou popsány na přiloženém DVD (pří-
loha B).
Obrázek 5.2: Ukázka datové sady Mobile Nice Page Photos Characters.
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5.3.1 Rozdělení a Statistiky
Z celkového počtu 1 037 pěkných (dobře čitelných, kap. 4.3) fotografií stránek jsem jich pro
tvorbu validační sady použil 100 (cca 10%), zbývající pak pro trénovací sadu. Výsledný
počet výřezů znaků ve validační datové sadě je 223 079 a v trénovací 2 031 405, což dává
dohromady 2 254 484 znaků.
Rozložení celkové četnosti znaků zobrazuje graf 5.3. Zastoupení jednotlivých znaků je
poměrně nerovnoměrné. Pohybuje se od cca 271 299 pro znak „e“ až po nejméně zastoupený
znak „!“ s 24 výskyty.
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Obrázek 5.3: Graf četnosti výskytů znaků datové sady Mobile Nice Page Photos Characters
Ve validační a trénovací sadě rozložení znaků poměrově odpovídá celkovému rozložení
znaků vyobrazenému v grafu 5.3. Nejčastěji se vyskytujícím znakem v sadě validační je tedy
znak „e“ s 27 220 výskyty, v sadě trénovací je pak tento znak zastoupen v počtu 244 079.
Nejméně se vyskytujícím znakem obou sad je rovněž znak „!“ s celkovým počtem 3 v sadě
validační a 21 v trénovací.
Podrobný výpis zastoupení jednotlivých znaků obsahuje soubor statistics.txt ve
složce datové sady na přiloženém DVD (příloha B).
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5.4 Datová sada Mobile Page Photos Characters
Tvorba a struktura této sady vychází z Mobile Nice Page Photos Characters datové sady
(kap. 5.3) a v dalších částech práce ji budu nazývat zkratkou MPPC. Liší se v datech, ze
kterých byla vytvořena a rozdělením na trénovací a validační sady.
Datová sada Mobile Page Photos Characters je vytvořena ze všech anotovaných foto-
grafií stránek datové sady Mobile Page Photos (Kapitola 4), tedy z dobře i hůře čitelných
až nečitelných fotek (kap. 4.3). Tyto dva seznamy vstupních fotografií (lehčí a obtížnější
fotografie na rozpoznání) stránek zamíchám a rovnoměrným proložením z nich vytvořím
jeden, se kterým dále pracuji. Zbytek tvorby je shodný s postupem popsaným kapitolou
5.3 a rovněž skript, ve kterém je tvorba této databáze implementována, je stejný, tedy
create_svhn_like_lmdb.py. Parametry skriptu pro tvorbu této datové sady jsou popsány
na přiloženém DVD (příloha B). Obrázek 5.4 zobrazuje několik ukázek této datové sady.
Obrázek 5.4: Ukázka datové sady Mobile Page Photos Characters.
5.4.1 Rozdělení a Statistiky
Celkový počet fotografií stránek použitých pro tvorbu této datové sady je 1 809. 1 037 dobře
čitelných, plus 772 hůře čitelných až nečitelných (kap. 4.3). K vytvoření validační sady jsem
použil cca 10% z celkového počtu fotografií stránek, tj. 181. Zbytek fotografií posloužil pro
tvorbu sady trénovací. Výsledná validační sada se skládá z 442 926 výřezů znaků a sada
trénovací jich obsahuje 3 784 664. V součtu se jedná o 4 227 590, což je 1, 88 krát více než
u MNPPC datové sady (kap. 5.3).
Rozložení celkové četnosti znaků zobrazuje graf 5.5 a je podobně nerovnoměrné jako
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u MNPPC datové sady. Nejvíce zastoupeným znakem je opět „e“ (509 917) a nejméně znak
„!“ (36).
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Obrázek 5.5: Graf četnosti výskytů znaků datové sady Mobile Page Photos Characters
Graf 5.5 zároveň poměrově vystihuje i rozložení znaků v trénovací a validační sadě.
Nejčastějším znakem je tedy znak „e“, který je v sadě validační obsažen v počtu 52 866,
v sadě trénovací se pak jedná o 457 051 výskytu tohoto znaku. Nejméně četným znakem je
tedy znak „!“, jehož počet je 3 v sadě validační a 33 v sadě trénovací.
Podrobný výpis zastoupení jednotlivých znaků obsahuje soubor statistics.txt ve
složce datové sady na přiloženém DVD (příloha B).
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Kapitola 6
Experimenty s rozpoznáváním
textu
Abych mohl rozpoznávat text z obrázků, musel vytvořit model neuronové sítě, která se
toto dokáže naučit. Vycházel jsem z práce [10], jejíž autoři vytvořili model konvoluční
neuronové sítě řešící klasifikační úlohy, který je popsán v kapitole 6.2.1. Tento model mimo
jiné natrénovali na Street View House Numbers – SVHN datové sadě (kap. 5.2), která
díky tomu, že se jedná o výřezy čísel z fotografií, je podobná mnou nově vytvořeným sadám
výřezů znaků Mobile Nice Page Photos Characters – MNPPC (kap. 5.3) a Mobile
Page Photos Characters – MPPC (kap. 5.4).
Účelem experimentů s tímto modelem bylo vyzkoušet si práci s neuronovými sítěmi
a jejich trénováním a zároveň ověřit funkčnost modelu na SVHN, abych měl výchozí funkční
model pro experimenty na nových datových sadách.
Tato kapitola popisuje nástroje (kap. 6.1), se kterými jsem experimenty prováděl. Dále
jednotlivé modely konvolučních neuronových sítí využitých k experimentům (kap. 6.2),
postup trénování těchto modelů (kap. 6.3) a vyhodnocení experimentů na jednotlivých
datových sadách (kap. 6.4).
6.1 Použité nástroje
Pro práci s konvolučními neuronovými sítěmi jsem zvolil open-source nástroj hlubokého
učení Caffe [15] vyvíjený Berkley Vision and Learning Center. Je implementován v jazyce
C++ a disponuje rozhraními pro Python, Matlab a obsahuje taktéž aplikace příkazové
řádky pro práci se sítěmi. Caffe implementuje výpočet jak na CPU, tak i na GPU pomocí
platformy NVIDIA CUDA [19] a díky své architektuře je přepínaní mezi těmito výpočetními
jednotkami otázkou nastavení jediného parametru.
Sítě se definují ve formě Google Protobuf [2] textových souborů, což usnadňuje jejich
vytváření, protože není potřeba jednotlivé vrstvy sítě implementovat přímo v programova-
cím jazyce ručně. Ke zdrojovým souborům Caffe jsou přibaleny ukázky definic sítí spolu
se skripty připravujícími datové sady pro tyto modely. K dispozici jsou taktéž nástroje
v Pythonu demonstrující jak pracovat s trénovacími záznamy Caffe.
Pro uchovávání a předávání všech dat v síti (obrazy, parametry, aktivace, derivace) se
využívá tzv. Blob, což je čtyřrozměrná struktura ve formátu NxKxHxW, kde N je počet
dat zpracovávaných v jednom průchodu (mini-batch), K počet kanálů, H výška a W šířka
Blobu. Vstupní obrazová data mohou být načtena přímo jako soubory obrázků a k nim
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v textové formě označení jejich tříd, nebo lze využít efektivní databáze LMDB a LevelDB.
V této práci jsem využil databázi LMBD [3] k přípravě dat pro neuronové sítě, kterou
popisuje Kapitola 5.
K vytvoření sítě je potřeba nejprve formulovat její architekturu, což znamená definovat
jednotlivé vrstvy, jejich parametry a propojení s ostatními vrstvami, připravit potřebná
data a nastavit parametry učení. Následně již lze síť trénovat prostřednictvím dostupných
rozhraní Caffe nebo přímo pomocí aplikace příkazové řádky. Ta při svém běhu poskytuje
bohaté záznamy o vytvoření definované sítě, jejich parametrech, rozměrech aktivačních map
a průběhu tréninku, jež poskytují dobré informace k ladění sítě.
Ke zpracování záznamů o trénování a zobrazení jeho průběhu za účelem úpravy para-
metrů tréninku využívám jazyk Python.
6.2 Modely neuronových sítí
Popis architektur všech modelů konvolučních neuronových sítí využitých v experimentech
(kap. 6.4) je uveden v následujících podkapitolách. Grafické znázornění jejich architektur
obsahuje příloha A.
Počet klasifikovaných tříd se liší v závislosti na datové sadě a je popsán u experimentů
s datovými sadami. Vstupní obrazová data všech modelů jsou normalizována tak, aby hod-
noty pixelů v obraze byly v rozmezí 0 až 1, což usnadňuje trénování z počáteční inicializace
sítě. Tohoto je docíleno vydělením každého pixelu ve všech barevných kanálech vstupního
obrazu hodnotou 255.
6.2.1 Model Maxout Network
Model Maxout Network je implementací modelu z práce Goodfellow a kol. [10]. Zvolil jsem
jej jako výchozí model, na kterém jsem se učil tvorbu sítí v Caffe a způsobu jejich tréninku
tak, abych se přiblížil úspěšnosti rozpoznávání této práce a ověřil si správnost postupů při
práci s neuronovými sítěmi jako základ pro další experimenty. Vybíral jsem na základě
rozumné složitosti modelů vůči jejich úspěšnosti na datové sadě SVHN1.
Síť (obr. A.3) se skládá ze tří, za sebou zapojených, konvolučních vrstev a dvou plně
propojených. Všechny konvoluční vrstvy využívají filtry o velikosti 5x5 pixelů s konvoluč-
ním krokem 1. Počty filtrů v pořadí zapojení vrstev jsou 128, 256 a 256. První konvoluční
vrstva využívá zero padding o velikosti 4, zbylé dvě pracují s velikostí 3. Za každou kon-
volucí je aplikována Maxout aktivační funkce [10], která kanály výstupních map konvolucí
rozdělí na dvě částí a z dvojic kanálů vybere vždy maximální hodnotu aktivací. Za ní ná-
sleduje podvzorkování pooling vrstvou a dropout vrstva. Pooling vrstvy operují s krokem
2 a velikostí okna 3x3 pixelů, ze kterého vybírají maximální hodnotu aktivací.
Dropout vrstva [11] se využívá k předcházení přetrénování a tím zvýšení schopnosti
generalizace modelu tak, že při tréninku náhodně nastavuje polovinu neuronů v aktivačních
mapách na 0 [24].
První plně propojená vrstva (čtvrtá celkově) se skládá ze 400 neuronů a na její výstup
je aplikována Maxout aktivační funkce s rozdělením na 5 výstupů, ze kterých se vybírají
maximální hodnoty aktivací.
Poslední vrstva (plně propojená) je klasifikována Softmaxem a tedy počet neuronů v této
vrstvě odpovídá počtu klasifikovaných tříd. Síť na svém vstupu očekává obrázky o velikosti
32x32 pixelů.
1http://rodrigob.github.io/are_we_there_yet/build/classification_datasets_results.html
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6.2.2 Model Simplenet
Při tvorbě modelu menší sítě, který jsem pojmenoval Simplenet, jsem se inspiroval prací
Jaderberga a kol. [13] a v ní modelem sítě pro rozpoznávání textu po jednotlivých znacích.
Bližší popis jejich práce obsahuje kapitola 2.2.
Síť (obr. A.1) je složena ze tří konvolučních vrstev a dvou plně propojených. Poslední
plně propojená vrstva obsahuje tolik neuronů, kolik je počet tříd k rozpoznání a je klasifiko-
vána Softmaxem. Všechny vrstvy jsou propojeny za sebou. Počet neuronů v plně propojené
vrstvě je 128 a počty filtrů konvolučních vrstev jsou: 48, 64 a 96 v pořadí jejich zapojení.
Velikosti hrany filtrů jsou 5, 3 a 3 s konvolučním krokem 1 a není aplikován zero pad-
ding pro zachování rozměrů výstupní aktivační mapy. U každé konvoluční vrstvy je použita
ReLU aktivační funkce. MAX pooling je aplikován na výstupy prvních dvou vrstev s kro-
kem 2 a velikostí hrany okna 3 pro první vrstvu a 2 pro druhou. Vstupem sítě jsou obrázky
o velikosti 32x32 pixelů.
6.2.3 Model Simplenet Cross Channel
Tato síť je plně konvoluční a vychází z modelu Simplenet (kap. 6.2.2), kde místo posledních
dvou plně propojených vrstev se nachází vrstvy konvoluční. Síť je tedy složena z pěti, za
sebou propojených, konvolučních vrstev (obr. A.2).
První tři konvoluční vrstvy, stejně jako v případě Simplenet, mají v pořadí zapojení ná-
sledující parametry: Velikost hran filtrů je 5, 3, a 3 s konvolučním krokem 1 a není aplikován
zero padding pro zachování rozměrů výstupní aktivační mapy. Počty filtrů ve vrstvách jsou
48, 64 a 96. U každé konvoluční vrstvy je použita ReLU aktivační funkce. MAX pooling je
aplikován na výstupy prvních dvou vrstev s krokem 2 a velikostí hrany okna 3 pro první
vrstvu a 2 pro druhou.
Čtvrtá konvoluční vrstva má velikost hrany filtru 1 a jejich počet je 128. Tato vrstva
provádí váženou lineární rekombinaci kanálů vstupní mapy [24], což umožní, aby se učila
vzájemné komplexní vazby mezi kanály vstupní mapy. Konvoluční krok je 1, bez využití
zero paddingu.
Poslední konvoluční vrstva je klasifikována Softmaxem. Pro klasifikaci jednoho vstup-
ního obrázku jako jednu třídu musí být vstup Softmaxu jednorozměrný – jeden vektor neu-
ronů, jak je tomu v případě výstupu plně propojené vrstvy. Při vstupní velikosti jednoho
klasifikovaného obrázků 32x32 pixelů, stejné jako u modelu Simplenet, se výstup poslední
konvoluční vrstvy ve formátu vektoru získá nastavením filtru na velikost 4x4 pixelů, jelikož
vstupem této vrstvy je aktivační mapa o rozměrech kanálu 4x4 pixelů. Jejím výstupem je
mapa o velikosti Nx1x1, kde N značí počet kanálů odpovídající počtu klasifikačních tříd.
Jinými slovy se na plně propojené vrstvy může nahlížet jako na konvoluce, jejichž filtry
mají velikost odpovídající rozměrům kanálů vstupní mapy [25]. Jako v případě ostatních
vrstev je konvoluční krok 1 a nevyužívá se zero paddingu.
Plně konvoluční síť zpracováním vstupního obrázku produkuje klasifikační mapu. V tomto
případě při vstupu o velikosti 32x32 pixelu se jedná pouze o označení jeho třídy. Pokud je
však vstup velikosti 32xW, kde W rozumím šířku obrázku, a nachází se v něm více tříd, pak
je výstupem klasifikační mapa o výšce 1, označující horizontální pozici výskytu jednotlivých
tříd.
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6.3 Postup tréninku modelů sítí
Sítě jsem implementoval a trénoval v nástroji Caffe (kap. 6.1) pomocí optimalizačního
algoritmu Stochastic Gradient Descend (SGD, kap. 3.4.1). Nastavení trénování sestávalo ze
zvolení hodnot parametrů tréninku a velikosti mini-batch sítě pro jeden krok tréninku.
Průběh tréninku jsem ukládal vždy po epochách datové sady, tedy po zpracování všech
obrázků v datové sadě. Velikost mini-batch jsem zvolil 64 pro větší model (Maxout Network,
kap. 6.2.1) a 320 pro menší modely (Simplenet, kap. 6.2.2 a Simplenet Cross Channel, kap.
6.2.3). Z velikosti mini-batch vychází počet iterací pokrývající veškerá data v datové sadě,
tedy jednu epochu datové sady. Získá se vydělením počtu obrázků v sadě velikostí mini-
batch. Jelikož počet iterací se zadává celočíselně, jedna epocha je reprezentována zaokrouh-
lením na celé číslo.
Testování na validační sadě (zjištění chyby, objektivní funkce) probíhalo po epochách
trénovací sady. Počet testovacích iterací a velikost mini-batch byla nastavena tak, aby se
při testování využily všechny obrázky ve validační sadě přesně jednou, tedy jedna epocha
této sady.
V první fázi jsem sítě trénoval s fixní hodnotou learning rate. Průběh trénování s fixním
learning rate jsem analyzoval a na základě rychlosti snižování chyby sítě, objektivní funkce
a velikosti zlepšení či zhoršení chyby mezi jednotlivými testy na validačních datech jsem
odhadl vhodný interval kroku, po kterém by snížení learning rate přineslo užitek. Tento
interval jsem vždy volil tak, aby byl dělitelný počtem iterací, ze kterých sestává jedna
trénovací epocha. S nastaveným intervalem po kolika krocích tréninku se bude learning
rate snižovat, jsem stejnou síť trénoval znovu nebo pokračoval v jejím tréninku od bodu
prvního snížení learning rate. Velikost, o kterou se sníží jsem volil na základě změny chyby
sítě mezi testovacími záznamy validační sady. Pokud hodnoty chyby sítě velmi oscilovaly,
tj. v blízkých testovacích záznamech se objevovaly velké přírůstky, ale stejně tak velké
propady, pak jsem learning rate snižoval o vetší hodnoty. Detaily nastavení tréninku a sítí
je možno dohledat v jednotlivých složkách modelů sítí na přiloženém DVD (příloha B).
V natrénovaných sítích jsem dále kontroloval průběhy objektivních funkcí jak na tré-
novací, tak i na validační sadě, abych si ověřil, že se sít nepřetrénovala. To by se projevilo
tím, že by hodnota objektivní funkce na validační sadě začala stoupat, kdežto na trénovací
sadě by klesala.
Z výsledků natrénovaných sítí jsem vybral modely, ukládané po epochách v průběhu
trénování, jež měly nejmenší chybu na validačních datech. V případě datové sady SVHN
(kap. 5.2) byla k dispozici i testovací data, na které jsem nejlepší modely otestoval a vy-
bral ty, které měly nejmenší chybu na těchto testovacích datech. U datových sad MNPPC
(kap. 5.3) a MPPC (kap. 5.4) zastávala sada validační i roli sady testovací (kap. 5.1).
6.4 Experimenty na datových sadách
Modely konvolučních neuronových sítí (kap. 6.2) jsem trénoval na připravených datových
sadách (Kapitola 5) podle postupu popsaném kapitolou 6.3. Všechny experimenty jsem pro-
váděl na grafické kartě NVIDIA GeForce GTX 960 se 4GB pamětí. Jelikož tento hardware
není z nejvýkonnějších, je možné, že natrénované sítě nedosahují svých nejlepších možných
výsledků, protože se netrénovaly dostatečně dlouhou dobu potřebnou pro jejich dosažení.
Nejlepší dosažené výsledky jednotlivých modelů sítí na každé datové sadě, spolu s jejich
vyhodnocením a porovnáním s předchozími experimenty, popisují následující podkapitoly.
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6.4.1 Experimenty na Street View House Numbers
Na datové sadě Street View House Numbers (SVHN, kap. 5.2) jsem trénoval modely všech
sítí (kap. 6.2), jejichž nejlepší výsledky popisuje tato kapitola. U této datové sady je k dis-
pozici i testovací sada pro porovnávání výsledků, jelikož validační sada je vytvořena náhod-
ným výběrem části trénovacích dat. Uvádím zde procentuální chyby sítí jak na validační,
tak i testovací sadě. Počet klasifikačních tříd je 10, tedy čísla 0 až 9.
Model sítě Maxout Network (kap. 6.2.1) se mi podařilo natrénovat na nejmenší chybu
na validační sadě 3, 4%. Na testovací sadě je tato chyba rovna 2, 69%. Oproti výsledku
2, 47% z práce [10], podle které jsem tento model vytvořil, se podle mého názoru jedná
o dostatečné přiblížení mého výsledku jejich. Dostatečné pro účely porovnání modelu s no-
vými datovými sadami vytvořenými v této práci i vzhledem k menším výpočetním možnos-
tem, než jaké měli k dispozici autoři této práce. Velikost natrénovaného modelu této sítě
je 11, 8MB. Obrázek 6.1 ukazuje několik výsledků predikce modelu Maxout Network na
testovací sadě SVHN.
Obrázek 6.1: Ukázka výsledků predikce modelu Maxout Network na testovací sadě SVHN.
Značení: predikce | ground truth. Vlevo správně rozpoznané vůči ground truth, vpravo
špatně.
U modelu Simplenet (kap. 6.2.2) se mi podařilo dosáhnout nejlepší chyby na testovací
sadě 4, 62%. To odpovídá chybě 4, 68% na sadě validační. Velikost tohoto modelu je de-
setinová (1, 1MB) oproti Maxout Network. Rozdílná velikost modelů se projevila v chybě
na testovací sadě, kde Simplenet má chybu o 71, 74% vyšší (horší) než Maxout Network.
I přes poměrně velký rozdíl v chybě mezi oběma modely se jedná o dobrý výsledek, vzhledem
k jejich velkému rozdílu ve velikosti.
Hodnota nejlepší chyby na testovacích datech u modelu Simplenet Cross Channel (ka-
pitola 6.2.3) se zastavila na 4, 72%. Na validačních datech je chyba modelu 5, 05%. Tento
model je ze všech tří modelů se svou velikostí 468KB nejmenší. Jeho chyba na testovací
sadě je v porovnání se Simplenet vyšší (horší) o 2, 16%, což vzhledem k více než poloviční
velikosti modelu je velmi pěkný výsledek. Oproti Maxout Network je chyba vyšší o 75, 46%
při pouze 4% velikosti modelu.
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6.4.2 Experimenty na Mobile Nice Page Photos Characters
Na datové sadě Mobile Nice Page Photos Characters (MNPPC) se klasifikovalo celkem
78 různých znaků. Popis této sady, spolu s výčtem a rozložením četností znaků, obsahuje
kapitola 5.3. Opět jsem trénoval všechny tři modely sítí (kap. 6.2). Jejich nejlepší dosažené
výsledky jsou popsány v této kapitole. Pro porovnávání modelů využívám nejlepší dosaženou
chybu na validační datové sadě, která zároveň slouží jako referenční testovací.
Nejlepšího výsledku ze všech sítí jsem dosáhl s modelem Maxout Network (kap. 6.2.1)
a to s chybou 0, 5978%. Velikost tohoto modelu činí 11, 8MB. Oproti výsledku na SVHN
(2, 69%, kap. 6.4.1) jde o velký rozdíl, z čehož usuzuji, že MNPPC datová sada je o mnoho
jednodušší na natrénování pro tento model. Takovýto výsledek není překvapivý, jelikož
MNPPC je složena z výřezů znaků z fotografií stránek, na nichž lze text poměrně dobře
přečíst pouhým okem. Oproti SVHN zde navíc není tolik rušivých vlivů v pozadí a variability
fontů a barvy písma, které by ztěžovali rozpoznávání.
Obrázek 6.2 zobrazuje několik výsledků predikce tříd na obrázcích validační sady. Jak
je vidět u špatně rozpoznaných tříd, predikce vůči ground truth selhává z několika důvodů.
Jednak síť v některých případech podobné, správně anotované znaky od sebe nerozezná, což
může být způsobeno neúplným natrénováním sítě, případě její kapacitou. Druhým důvodem
jsou chyby v anotaci datové sady, tedy špatným zarovnáním znaku do středu obrázku
a/nebo jeho chybným označením. V některých případech model predikuje správný znak,
ale jelikož je jeho ground truth špatná, tak je tato detekce označena za chybnou. Celková
chyba tohoto modelu je však poměrně malá (0, 5978%) a z výše popsaného lze usuzovat,
že velmi podobná bude i chyba anotací datové sady MNPPC.
Obrázek 6.2: Ukázka výsledků predikce modelu Maxout Network na datové sadě MNPCC.
Značení: predikce | ground truth. Vlevo správně rozpoznané vůči ground truth, vpravo
špatně.
S modelem Simplenet (kap. 6.2.2) se mi podařilo dosáhnout nejmenší chyby 0, 8269%.
Velikost tohoto modelu činí 1, 1MB. Oproti modelu Maxout Network je tato chyba o 38, 32%
vyšší, při desetině velikosti modelu. Toto odráží výsledky porovnání modelů na datové sadě
SVHN (kap. 6.4.1), ovšem s menším rozdílem mezi těmito modely. U SVHN rozdíl chyby
34
činil 71, 72%. Tento menší rozdíl mezi modely lze opět přisuzovat menší náročnosti MNPPC
oproti SVHN a tomu, že již Simplenet se svoji kapacitou dokáže pojmout velkou část pří-
znaků potřebných pro dobrou klasifikaci.
Model Simplenet Cross Channel (kap. 6.2.3) se mi podařilo natrénovat na nejmenší
chybu 0, 7731%. Oproti modelu Simplenet (chyba 0, 8269%) je chyba o 6, 96% nižší i při
jeho nepatrně menší velikosti (1, 02MB proti 1, 1MB). U experimentů na SVHN je po-
řadí úspěšnosti těchto modelů opačné. Model Simplenet Cross Channel je se svou velikostí
1, 02MB na této datové sadě větší oproti 468KB u sady SVHN. Toto je zapříčiněno ar-
chitekturou sítě. Předposlední vrstva dále nezmenšuje velikost kanálů aktivační mapy, ale
namísto toho se učí vzájemné souvislosti mezi kanály. To má za následek, že vstupem po-
slední (klasifikační) vrstvy je poměrně velká mapa aktivací, ze které se klasifikuje výsledný
počet tříd. Díky tomu se velikost modelu velmi liší v závislosti na počtu klasifikovaných tříd.
Jak je ale z výsledné chyby vidět v porovnání s modelem Simplenet a těmito dvěma modely
z experimentů na SVHN, s vyšším počtem klasifikovaných tříd se projeví schopnost modelu
naučit se vzájemné struktury mezi třídami a tím pádem i schopnost je lépe rozpoznávat.
6.4.3 Experimenty na Mobile Page Photos Characters
Počet klasifikovaných znaků na datové sadě Mobile Page Photos Characters (MPPC) je
78, stejně jako u sady MNPPC (kap. 5.3). Rozložení četnosti znaků a popis MPPC sady
obsahuje kapitola 5.4. Na datové sadě MPPC jsem opět trénoval všechny tři modely sítí
(kap. 6.2). Jejich nejlepší dosažené výsledky na validační sadě, která slouží i jako referenční
testovací, popisuje tato kapitola.
S modelem sítě Maxout Network (kap. 6.2.1) jsem opět dosáhl nejlepšího výsledku
s chybou na validačních datech 4, 1653%. Velikost tohoto modelu je 11, 8MB. Nejlepší chyba
tohoto modelu na sadě MNPPC činila 0, 5978% (kap. 6.4.2), což je obrovský rozdíl, ale ne
překvapivý. Výřezy znaků v datové sadě MPPC jsou z více než 40% (kap. 5.4.1) z velmi
špatně čitelných až nečitelných stránek (kap. 4.3). Velká část obrázků znaků této sady tvoří
rozmazané šmouhy v místech anotovaného znaku a tudíž jsou tyto znaky nečitelné. Do hry
vstupuje ale i přesnost zarovnání ohraničujících obdélníků (bounding box) těchto znaků,
jelikož zarovnání fotografie stránky se svým vzorem (kap. 4.1) nemusí být přesné u takto
nekvalitních fotografii. Z těchto důvodů velmi trpí kvalita anotace.
Pominu-li tyto problémy, pak se sada MPPC jeví o mnoho náročnější na rozpoznávání
než MNPPC. V porovnání s chybou na SVHN (2, 69%, kap. 6.4.1), je chyba na této datové
sadě o 54, 84% větší. Z toho lze usuzovat, že je náročnější i než SVHN a/nebo její anotace
není dostatečně kvalitní. Případně, že takováto úroveň rozmazání je již jednoduše příliš
velká na to, aby se z ní dalo určit, jaký znak se v ní nachází.
Obrázek 6.3 zobrazuje několik výsledků predikce modelu Maxout Network na této da-
tové sadě (MPPC) spolu s ground truth značením jednotlivých obrázků. Jak je vidět, velká
část obrázků je jednoduše nečitelná. Je tudíž velmi obtížné určit, zda je anotace správná
a tedy i vyhodnocení správnosti predikce modelu sítě. Také zarovnání znaků do středu ob-
rázku není dokonalé, jak již bylo popsáno výše. Síť se sice naučila rozpoznávat i nečitelné
znaky, otázkou však zůstává, do jaké míry anotace takovýchto obrázků odpovídá skuteč-
nosti. Chybně rozpoznané znaky mohou být způsobeny nedostatečným natrénováním sítě
nebo její kapacitou, ale jelikož síť dokázala správně rozpoznat i chybně anotované znaky
(toto se bohužel projevilo jako chybné rozpoznání ve výsledcích), je z větší míry na vině
chybná anotace datové sady MPPC.
Druhé nejmenší chyby 4, 8087% jsem dosáhl s modelem Simplenet (kap. 6.2.2). Velikost
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Obrázek 6.3: Ukázka výsledků predikce modelu Maxout Network na datové sadě MPPC.
Značení: predikce | ground truth. Vlevo správně rozpoznané vůči ground truth, vpravo
špatně.
tohoto modelu je 1, 1MB. Oproti modelu Maxout Network je chyba pouze o 15, 45% procent
vyšší, což vzhledem k rozdílů mezi těmito modely na ostatních sadách je podstatně méně.
U datové sady MNPPC je chyba oproti Maxout Network o 38, 32% větší a v případě SVHN
dokonce o 71, 72%. Při pohledu na tyto rozdíly lze vyvodit několik závěrů.
Pokud jsou tyto rozdíly zapříčiněny kvalitou anotace a výsledek na SVHN budu uvažovat
jako referenční, tedy 100% správnost anotace, pak její kvalita na datové sadě MNPPC
oproti SVHN je 53, 43% a na sadě MPPC pouze 21, 54%. Toto ovšem může být způsobeno
i náročností datových sad na rozpoznávání a modely, které na datové sadě SVHN vykazují
dobré výsledky, se nehodí na sady MNPPC a MPCC, případně jen nejsou plně natrénované
nebo nemají dostatečnou kapacitu.
Nejhorší chyby 5, 0322% jsem dosáhl s modelem Simplenet Cross Channel (kap. 6.2.3)
při velikosti modelu 1, 02MB. Chyba je v porovnání s modelem Simplenet o 4, 64% vyšší.
Pořadí těchto dvou modelů zůstalo stejné jako v experimentech na datové sadě SVHN, kde
chyba oproti modelu Simplenet byla o 2, 16% vyšší. Ve výsledcích na MNPPC je ale pořadí
opačné a chyba modelu Simplenet Chross Channel je o 6, 96% nižší oproti Simplenetu. Tyto
rozdíly jen potvrzují závěry popsané výše u výsledků modelu Simplenet.
Model Simplenet Cross Channel se v experimentech na MNPCC ukázal býti lepším,
při porovnávání výsledků chyb mezi modely, než na SVHN a této sadě (MPCC), z důvodů
vyššího počtu klasifikovaných tříd (a tím pádem i jeho vyšší velikostí, viz kap. 6.4.2). Avšak
výsledky na této datové sadě jej opět řadí na poslední místo. Z toho vyplývá, že i přes
jeho nepochybně vyšší kapacitu při více klasifikovaných třídách, je nejpravděpodobnější
příčinou jeho horšího výsledku právě horší kvalita anotace. Ta musí obsahovat nepochybně
více chyb než datová sada MNPCC, jak již bylo popsáno výše u výsledků experimentu
s Maxout Network na této datové sadě.
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Kapitola 7
Závěr
Cílem této diplomové práce byla tvorba nových datových sad pro účely rozpoznávání textu
z fotografií tištěných dokumentů a experimenty s rozpoznáváním textu na těchto sadách
s využitím modelů konvolučních neuronových sítí.
V Kapitole 2 jsem definoval problém rozpoznávání textu, jeho současný stav a obtíže
vznikající při snaze rozpoznávat text z fotografií, místo z kvalitních naskenovaných ob-
rázků, kde lze problém rozpoznávání považovat za vyřešený i bez využití neuronových sítí.
V této kapitole jsem dále shrnul současné metody využívající konvoluční neuronové sítě
k rozpoznání textu z reálných fotografií (kap. 2.2).
Dále jsem se seznámil s konvolučními neuronovými sítěmi, jejichž popis obsahuje Kapi-
tola 3. V ní je popsána základní architektura a podstata funkce konvolučních neuronových
sítí (kap. 3.1 a 3.2). Dále Softmax klasifikace (kap. 3.3) a princip trénování s učitelem (su-
pervised learning, kap. 3.4), pro klasifikační úlohy, s využitím optimalizačního algoritmu
Stochastic Gradient Descend.
Následně jsem vytvořil novou datovou sadu Mobile Page Photos popsanou v Kapitole 4.
K její tvorbě mi doktor Michal Hradiš poskytl datovou sadu fotografií tištěných textových
dokumentů, které byly vyfoceny mobilními telefony. Dle mých informací žádná podobná
sada pro účely strojového rozpoznávání textu dosud neexistovala. Její složení a popis obsa-
huje kapitola 4.1. K těmto datům jsem definoval podobu anotace stránek (kap. 4.2). Jedná
se o hierarchickou strukturu všech elementů stránky, od bloků textu až po znaky, které tvoří
slova. Poté jsem s využitím nástroje pro rozpoznávání textu Tesseract OCR (kap. 2.1) data
anotoval. Tvorbu anotace popisuje kapitola 4.4. Snažil jsem se ji co nejvíce automatizovat,
ale nevyhnul jsem se alespoň částečné ruční kontrole, při níž jsem také fotografie rozdělil
podle kvality na poměrně dobře čitelné a hůře čitelné až nečitelné. Popis výsledných ano-
tovaných dat, spolu s jejich statistikami, obsahuje kapitola 4.3. Kvalitu vytvořené anotace
jsem se pak snažil ověřit při experimentech s konvolučními neuronovými sítěmi.
Abych mohl provést experimenty s rozpoznáváním textu, musel jsem se rozhodnout,
na jakou část z anotované struktury stránky se zaměřím. Vybral jsem si znaky, jelikož jsou
základním stavebním prvkem textu a tedy i stránky, ve které se nachází. Při přípravě da-
tových sad znaků pro neuronové sítě (Kapitola 5) jsem se inspiroval datovou sadou Street
View House Numbers (SVHN, kap. 5.2). Podle jejího formátu jsem vyříznutím znaků z fo-
tografií stránek Mobile Page Photos vytvořil nové datové sady Mobile Nice Page Photos
Characters (MNPPC, kap. 5.3) a Mobile Page Photos Characters (MPPC, kap. 5.4). Pro
přípravu první jmenované jsem použil vesměs dobře čitelné fotografie a pro druhou i hůře
čitelné až nečitelné. Rozložení četnosti znaků v těchto sadách je poměrně nerovnoměrné
a blíže popsané v kapitolách datových sad.
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V poslední části jsem se věnoval experimentům s konvolučními neuronovými sítěmi
na připravených datových sadách (Kapitola 6). V nástroji hlubokého učení Caffe (kap. 6.1)
jsem vytvořil tři modely sítí (kap. 6.2), jeden vetší a dva menší. Jedná se o model Maxout
Network (kap. 6.2.1), který je z nich největší, na němž jsem se učil sítě vytvářet a tréno-
vat, jelikož jsem měl k dispozici jeho popis a nejlepší dosažené výsledky na datové sadě
SVHN. Druhý model, Simplenet (kap. 6.2.2), má oproti modelu Maxout Network desetino-
vou velikost a vytvořil jsem jej proto, abych mohl porovnávat složitost nově vytvořených
datových sad a odhadnout chybu jejich anotací. V třetím modelu, Simplenet Cross Channel
(kap. 6.2.3), jsem zkoušel, jak úspěšnost rozpoznávání ovlivní, pokud se model dokáže učit
souvislosti mezi kanály aktivačních map sítě.
Tyto modely jsem posléze trénoval (kap. 6.3) na všech datových sadách, vyhodnotil
jejich nejlepší dosažené výsledky a porovnal je mezi sebou jak v rámci každé datové sady,
tak i mezi nimi (kap. 6.4).
Na všech datových sadách se mi podařilo dosáhnout nejlepších výsledků s modelem
Maxout Network. Hodnoty jeho chyb na jednotlivých sadách jsou následující: SVHN 2, 69%,
MNPPC 0, 5978% a MPPC 4, 1653%. Takovýto výsledek není překvapením, jelikož se jedná
o největší model sítě, který je ověřený na sadě SVHN a v této práci vytvořené datově sady
MNPPC a MPPC jsou svou podobou jí blízké.
Lepší úspěšnost na MNPPC ukazuje, že je tato datová sada jednodušší na rozpoznávání
než SVHN. Je to proto, že výřezy znaků v této datové sadě jsou z poměrně dobře čitelných
fotografií stránek. Při porovnání správně a chybně predikovaných znaků jsem odhadl, že
chyba anotace této sady se blíží chybě predikce dosažené tímto modelem. Tento odhad
jsem učinil z toho, že síť dokázala správně určit i špatně anotované znaky, což se v jejích
výsledcích projevilo jako chybné rozpoznání, ale zároveň i správně rozpoznané znaky mohly
být chybně anotovány. Chyba anotace čitelných fotografií stránek datové sady Mobile Page
Photos by se této chybě sady MNPCC měla blížit, jelikož z těchto fotografií byla výřezem
znaků sada MNPPC vytvořena.
Velikosti nejmenších chyb, kterých jsem s modelem Simplenet dosáhl, jsou: 4, 62% na
SVHN, 0, 8269% na MNPPC a na 4, 8087% MPPC. U modelu Simplenet Cross Channel
jsou tyto výsledky následující: SVHN 4, 72%, MNPPC 0, 7731% a 5, 0322% MPPC.
Při pohledu na výsledky modelu Simplenet lze pozorovat, že pořadí výsledků na da-
tových sadách zůstalo nezměněno, ovšem rozdíly mezi tímto modelem a Maxout Network
v rámci jednotlivých datových sad se postupně zmenšovaly. Z předpokladu, že model Sítě
Maxout Network má mnohem větší kapacitu oproti modelu Simplenet by tedy rozdíl mezi
těmito modely by měl být velký. Pokud se tento rozdíl snižuje, značí to snižující se kva-
litu anotace (zvyšující se počet chybně anotovaných znaků). Toto tvrzení je potvrzeno tím,
že rozdíl v chybě mezi těmito modely je na SVHN největší (71, 72%), menší na MNPPC
(38, 32%) a vůbec nejmenší na MPPC (15, 45%).
Odhadnout správnost anotace datové sady MPPC šlo jen obtížně, jelikož se skládá i z vý-
řezů znaků z velmi nekvalitních fotografií, kde se objevují i naprosto nerozeznatelné šmouhy,
které mají reprezentovat znak. Zároveň zarovnání pozic znaků je hodně diskutabilní, protože
určení přesných pozic v takto nekvalitních fotografiích stránek jde jen velmi těžko. Anotace
datové sady MPPC tedy pravděpodobně bude obsahovat vyšší procento chyb. Naznačují
to i výsledky modelu Simplenet Cross Channel, který ukázal svou výhodu naučení se sou-
vislostí mezi kanály aktivačních map a tedy i mezi jednotlivými rozpoznávanými třídami,
při klasifikaci většího počtu tříd. Na MNPPC v porovnání s modelem Simplenet se ukázal
být lepší než na SVHN, kde se klasifikoval menší počet tříd. V případě MPPC však dosáhl
horších výsledků než model Simplenet. Z toho lze usuzovat, že je na vině kvalita anotace.
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Pokud tedy uvážím nejlepší výsledek na sadě MPPC, dosažený modelem Maxout Ne-
twork s chybou 4, 1653%, zahrnující i téměř nerozpoznatelné obrázky, ke kterým pravdě-
podobně nelze ruční kontrolou určit o jakou třídu se jedná, pak tato chyba bude odpovídat
i chybě anotace datové sady MPPC. Pokud se však podívám na rozdíly chyb modelů Ma-
xout Network a Simplenet, v rámci sad MNPPC a MPPC, pak by chyba anotace této
datové sady byla o 148% vyšší v porovnání s datovou sadou MNPCC. To by odpovídalo
chybě anotace 1, 4825%, přičemž zbytek chyb by byl způsoben vyšší obtížností této sady
oproti MNPPC, při předpokladu z větší části správné anotace prakticky nečitelných znaků.
Výsledná chyba tedy bude někde mezi těmito dvěma hodnotami a pouze ruční kontrolou
výsledků rozpoznávání a samotných dat by se dala určit přesněji. Tyto výsledky by měly
odrážet i chybu anotace všech fotografií stránek datové sady Mobile Page Photos, tedy
dobře i špatně čitelných až nečitelných, jelikož z nich byla sada MPPC vyříznutím znaků
vytvořena.
Shrnutí popsané touto kapitolou ukazuje, že jsem splnil všechny body zadání této di-
plomové práce. Krátké video prezentující tuto práci je obsaženo na přiloženém DVD, jehož
obsah je popsán v příloze B.
7.1 Možnosti dalšího vývoje a využití
Vytvořené datové sady se dají použít v navazujících pracích při tvorbě systémů využívajících
strojového učení k rozpoznávání textu z fotografií stránek.
Díky struktuře anotací datové sady Mobile Page Photos (Kapitola 4), zachycující veškeré
elementy stránky ve fotografii, jí lze využít pro tvorbu datových sad bloků textu, odstavců,
řádků, slov a samozřejmě také znaků, jak jsem učinil v této práci.
Experimenty na datové sadě výřezů znaků Mobile Nice Page Photos Characters (kapi-
tola 5.3) ukázaly, že k rozpoznání znaků je dostačující i poměrně malý model konvoluční
neuronové sítě. Také kvalita anotace této sady je, podle mého způsobu odhadu, velmi dobrá.
Tedy i dobře čitelné fotografie stránek sady Mobile Page Photos, ze kterých byla vyříznutím
znaků vytvořena, by měla být kvalitně anotována. Toho by se dalo využít v systémech, které
mají omezený výpočetní výkon, např. v mobilních telefonech. Takovýto systém by umožňo-
val vyfocení listu stránky mobilním telefonem i přímo její následný přepis do editovatelného
formátu.
Kvalitu anotací jsem vyhodnocoval pouze z výsledků rozpoznávání nejlépe natrénova-
ných modelů konvolučních neuronových sítí. Přesnějšího vyhodnocení by se dalo dosáhnout
ruční kontrolou všech anotovaných dat, ale vzhledem k jejich počtu jsem od tohoto upustil.
Tato kontrola by však velmi průkazně zjistila opravdovou chybu anotací.
U datové sady výřezů znaků Mobile Page Photos Characters (kapitola 5.4) je výsledná
odhadnutá chyba poměrně velká. Tato sada je získána výřezem znaků ze všech fotografií
stánek datové sady Mobile Page Photos, tedy z čitelných i velmi špatně čitelných až nečitel-
ných. Zde by bylo vhodné ručně zkontrolovat anotace, případně naprosto nečitelné stránky,
respektive znaky z těchto sad odstranit a opakovat na nich experimenty. Toto by ale bylo
velmi časově náročné.
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Diagramy architektur sítí
A.1 Architektura modelu Simplenet
Obrázek A.1: Architektura modelu Simplenet (kap. 6.2.2)
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Obrázek A.2: Architektura modelu Simplenet Cross Channel (kap. 6.2.3)
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A.3 Architektura modelu Maxout Network
Obrázek A.3: Architektura modelu Maxout Network (kap. 6.2.1)
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Příloha B
Obsah DVD
Z důvodu velikosti anotované datové sady Mobile Page Photos jsou soubory této práce
rozděleny na dva disky DVD.
Adresářová struktura souborů obsažených na prvním přiloženém DVD (DVD 1/2) je
následující:
∙ Datové sady – Ve složce „MPP_part_1“ se nachází první část ZIP archivu anoto-
vané datové sady Mobile Page Photos. Složky „MNPPC“ a „MPPC“ obsahují postup
přípravy datových sad Mobile Nice Page Photos Characters a Mobile Page Photos
Characters. U všech sad se nachází jejich ukázky a statistiky.
∙ Modely sítí – V podsložkách jednotlivých datových sad se nachází modely konvoluč-
ních neuronových sítí natrénovaných na těchto sadách. Tyto složky jsou pojmenovány
„maxout_net“ pro model Maxout Network, obsahující i ukázky výsledků rozpozná-
vání, „simplenet“ pro model Simplenet a „simplenet_cross_ch“ pro model Simplenet
Cross Channel.
∙ Nástroje
– CNN tools – Nástroje pro analýzu sítí a zpracování trénovacích záznamů.
– LMDB tools – Nástroje pro práci s datovými sadami ve formátu LMDB.
– MPP tools – Nástroje pro tvorbu anotace datové sady Mobile Page Photos,
tvorbu sad Mobile Nice Page Photos Characters, Mobile Page Photos Characters
a získání statistik těchto sad.
∙ Technická zpráva – PDF dokument této diplomové práce s jeho zdrojovými soubory.
∙ Videoprezentace – Video prezentující tuto diplomovou práci.
Adresářová struktura souborů obsažených na druhém přiloženém DVD (DVD 2/2) je
následující:
∙ MPP_part_2 – Druhá část ZIP archivu anotované datové sady Mobile Page Photos.
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