Abstract-Recurrence time of a symbol in a string is defined as the number of symbols that have appeared since the last previous occurrence of the same symbol. It is one of the most fundamental quantities that can be used in universal source coding. If we count only the minimum required number of symbols occurring in the recurrence period, we can reduce some redundancy contained in recurrence time coding. The move-to-front (MTF) scheme is a typical example that shares the idea. In this correspondence, we establish three such schemes, and make a basic comparison with one another from the viewpoint that they can be thought of as different attempts to realize the above idea.
It is known that recurrence time coding is redundant, although a kind of redundancy contained in symbolwise recurrence time coding is easy to reduce. The move-to-front (MTF) scheme, which was developed independently of recurrence time coding under the name of book stack [10] and has been known fairly formerly as various names in various contexts [8] , can be regarded as an improvement of recurrence time coding. The recurrence time of a symbol is defined as the number of symbols that have appeared since the last previous occurrence of the same symbol. If we encode the number of distinct symbols occurring in that interval, we obtain the MTF scheme [3] , [7] . Another improvement of recurrence time coding, which counts the number of alphabetically bigger or smaller symbols in the interval, is also known [2] , [9] .
These improvements of recurrence time coding share an idea that one should encode the minimum number of symbols required to specify the current symbol. Since the minimum required number naturally depends on how to specify symbols, redundancy reduction in recurrence time coding should be analyzed in relation to how to specify the symbols in a string.
In this correspondence, we begin with three different representations for specifying symbols via recurrence times, and establish their respective schemes for reducing redundancy, which include the MTF scheme. The three schemes have already been known, and actually applied to the block-sorting compression algorithm [4] as its second step component [2] , [6] . However, they have not been analyzed and compared from the viewpoint that they can be thought of as different attempts to realize redundancy reduction in recurrence time coding. Especially, very little attention has been paid to theoretical aspects of the newer two schemes, whereas even a redundancy analysis with no symbol extension is given to the MTF scheme [1] . This correspondence explores these three improved schemes by highlighting their common natures, and compares relatively the expectations of their outputs for memoryless sources. We also reveal the entropies assumed by the three schemes on binary memoryless sources.
II. REPRESENTATIONS OF RECURRENCE TIME CODING
When we consider redundancy reduction in recurrence time coding, the representation of a recurrence time itself plays an essential role. In this section, we give three different representations of a recurrence time, which will be used to derive three different methods for redundancy reduction.
Let A = fa 1 ; a 2 ; . . . ; a g denote a source alphabet of finite size . Elements of the alphabet are called symbols. We assume that the symbols are totally ordered by some ordering relation. We say that the symbol a i is alphabetically smaller than the symbol a m for 1 i < m , and conversely the symbol a m is alphabetically bigger than the symbol ai. The ordering relation is usually inherent in the alphabet.
However, as we will see later, it may be determined after the data string is processed. For example, we can use actual symbol frequencies to define the order of symbols.
Suppose that we are going to encode an n-tuple of symbols (i.e., a string)
x n 1 = x 1 x 2 11 1x n ; x k 2 A; k = 1; 2; . . . ; n on which we measure how far two positions are using the distance d(k; j) = k 0 j; 1 j < k n:
For the kth symbol x k = a 2 A, if we have no a in fx 1 ; x 2 ; . . . ; x k01 g then we say that the symbol x k is the initial 0018-9448/$20.00 © 2006 IEEE occurrence of the symbol a. If x k is not the initial occurrence of any symbol, then there exists such a position j that xj = x k (= a); 1 j < k n; a 6 2fx j+1 ; x j+2 ; . . . ; x k01 g I :
(1)
Then, the recurrence time of the kth symbol x k is defined as
in which the second term "01" is introduced only for convenience so that the value of recurrence time is greater than or equal to zero. When we regard this value as a quantity associated with the position j instead of k on a fixed string x n 1 , we writẽ
As long as the treatment of initial occurrences of symbols is properly defined, the original string x n 1 is unambiguously recovered from the sequence of r(1); r(2); r(3); . . . ; r(n). Also, the sequence of r(1);r(2);r(3); . . . can be used to recover the same string. If we gather recurrence times for every symbol, we have another representation that can be used for a similar purpose. For x k being the initial occurrence of a symbol a, let s1(a) = k 01. For the second and subsequent occurrences of the same symbol, when x j is the m 0 1st
occurrence of a and x k is the mth occurrence of the same symbol, we represent the interval between these two symbols by s m (a) = d(k; j ) 0 1:
According to (2) , (3), and (4), we have three different representations of the recurrence time coding. These representations produce the same multiset of integers, but have different orders of elements. In this correspondence, however, we will not investigate the difference in such orders; instead we regard the three representations as starting points, from which we consider redundancy reduction in recurrence time coding.
III. REDUNDANCY REDUCTION IN RECURRENCE TIME REPRESENTATIONS

A. Redundancy Reduction in fr(k)g
The most typical method for reducing redundancy in recurrence time coding is the MTF scheme. As seen above, a usual recurrence time is defined as the number of symbols that have appeared since the last previous occurrence of the current symbol. If we encode the number of distinct symbols in that interval, we obtain the MTF scheme. In this correspondence, we represent the output of the scheme at time k by mtf (k) = jIj = number of distinct symbols occurring between xj = a and x k = a:
Usually, the output of the MTF scheme is regarded as a property associated with the position k provided that the condition (1) holds. The scheme reduces redundancy contained in the r(k)-representation in the sense that
The MTF scheme has been extensively studied from various viewpoints (see, e.g., [8] , [1] ). We will not discuss their details. We simply consider the MTF scheme to be qualified for the bench mark when we compare its related schemes. 
B. Redundancy Reduction in fsm(a)g
We proceed to redundancy reduction in the fs m (a)g-based representation.
Let us first consider a simple example. Assume that we have A = fa; b; c; dg with ordering relation a < b < c < d. The coding scheme based on (4) first encodes a list of recurrence times of symbol a, which is followed by the encoding of all occurrences of symbol b, and so on. Therefore, its corresponding decoder initially decodes all a's in x n 1 , then decodes all b's, all c's, and all d's, in this order.
In this scheme, as known from Fig. 1 , after decoding all a's, we can use a list of quantities which are obtained by removing the contribution of symbol a from sm(b), instead of the original list fsm(b)g itself, to recover all the positions of symbol b. That quantity is called an inversion rank [2] (also inversion frequency), or ordered recurrence time (ort) [9] , which is now defined formally.
For a given string x k01 1 and for the next symbol x k = a, provided that the condition (1) holds for some j , let ort k (a) represent the number of symbols in x k01 j+1 that are alphabetically bigger than a. When x k is the initial occurrence of a, ort k (a) is defined as the number of symbols in x k01 1 that are alphabetically bigger than a. As an example, suppose that we are given the following string over the same four-symbol alphabet as shown earlier: When we compute ort11(b), for example, we first observe the interval between x6 and x11 noting that x6 = x11 = b. In this interval we count the number of symbols that are alphabetically bigger than x 11 = b to yield ort 11(b) = 2. Thus, we have In general, we cannot uniquely recover an original string of symbols from a sequence of fort k (x k )g n k=1 . For instance, if we proceed to x12 after the above example, we may have ort 12(a) = ort 12(c) = 1 or ort 12 (b) = ort 12 (d) = 0. In either case, we cannot unambiguously determine x12 from ort 12(x12) = 0 or ort 12(x12) = 1. But, this difficulty can be overcome when we add a list of the numbers of occurrences of all symbols in x n 1 , or when we append an imaginary sentinel to the end of the original string that can match any symbol in A. Since the scheme adopting the former idea has already been reported [9] , [2] , we present coding and decoding procedures which are based on the latter idea. 1 We assume that the string length n is shared by the procedures in advance.
[Encoder 1]
2) Set xn+1 ai .
3) Compute and output an ordered multiset fort k (a i ) j x k = a i ; 1 k n + 1g.
1 An anonymous referee pointed out that it is possible to omit some of the outputs for the sentinel. The method suggested by the referee can be extended so that the whole outputs representing the sentinel are completely excluded. In order to do so, it is enough to redefine the ort value for the initial occurrence of symbol a (i 2) by the sum of ort (a ) and ort (a ), where k is the position of the initial occurrence of a . The author thanks the referee for the suggestion. as an ordered multiset (i.e., linear list), not as a simple set, as shown earlier.
The decoding can be performed by the following procedure.
[Decoder 1]
1) Set x k nil for k = 1; 2; . . . ; n + 1.
2) Set i 1 and S concatenation of fort k (ai) j x k = ai; 1 k n + 1g for i = 1; 2; . . . ; .
3) Set k 1. 4) Let t be the first element of S. Delete it from S.
5) While x k 6 = nil, set k k + 1.
6) If k = n + 1, then go to Step 8). 7) If t = 0, then set x k ai, k k + 1, and go to Step 4).
Otherwise (t 6 = 0), set t t 0 1, k k + 1, and go to Step 5).
8) If i < , then set i i + 1 and go to Step 3). Otherwise (i = ), terminate.
Note that the positions of the last symbol a in the alphabet can be automatically determined even if the encoding of its positions is omitted. We will refer to the method for encoding fort k (ai)g for i <
by the ORT scheme.
C. Redundancy Reduction in fr(j)g
The difference between the methods based on (2) and on (3) lies in the output order of recurrence times. The method based on (3) encodes r(j) when it reads x j . At that time, although the encoder must read x k in advance in order to calculater(j), its current position is still at the jth symbol. After emittingr(j), it proceeds to the j+1st symbol x j+1 . Fig. 2 gives a decoding example, in which the topmost row shows that the j 0 1st symbol has just been processed. Continuing from this state, we can recover x n 1 from a sequence ofr(j);r(j + 1), and so on. This method can be improved by an idea similar to that used to derive the ORT scheme. For example, in the topmost state in Fig. 2 , we use xj = a andr(j) = 5 to fix x j+r(j)+1 = xj+6 = a. But, at this moment, since we have already had x j+1 = b, x j+2 = c, and x j+5 = d, we can remove the contribution of these symbols fromr(j) to obtain xj+6 = a. Namely, we can introduce a new method that encodes urc(j) = number of unrecovered symbols between xj and x j+r(j)+1 at the processing of x j instead ofr(j). Then, we can show the following equality.
Theorem 1: For any string x n 1 , if we have no a 2 A in the interval between x j = a and x k = a (1 j < k n), then we have urc(j) = r(k) 0 mtf(k):
Proof: When the jth symbol x j is processed in decoding, those symbols between x j and x j+r(j)+1 that have already been recovered are all distinct. They cover all the different symbols appearing in that interval. Hence, the number of these symbols should be mtf(k) = mtf(j +r(j) + 1). Since the number of unrecovered symbols in the interval is equal to the difference between the interval length r(k) and the number of recovered symbols, it is given by (5).
The most characteristic point of the method for encoding furc(j)g is that we can correctly decode x n 1 even if we give no codeword to urc(j) = 0 when we have r(k) = mtf(k) = 0 in (5). That is to say, if W denotes the full sequence of urc(j)'s, and W a subsequence of W obtained by removing such urc(j) = 0 that its corresponding mtf(k) is equal to zero, then the original string can be completely recovered from W provided that the initial occurrences of all the symbols in A are given in advance. The following are concrete encoding and decoding procedures, in which W is explicitly used for clarity. Actually, however, we can emit the codeword representing the value of u directly, not via W . An auxiliary array f of 1-bit flags is required only in the encoding procedure. Again, the string length n is assumed to be known by the procedures.
[Encoder 2]
1) Set f k false for k = 1; 2; . . . ; n. d) Set l l + 1 and go to Step 8a). 9) Set j j + 1, and if j = n then terminate else go to Step 4).
The above encoding and decoding procedures are essentially the same as those in distance coding (see, for example, Deorowicz [6] ). In the following, we will call the pair of the above procedures the URC scheme. Considering average behaviors of these random variables on a double-sided stationary source implies that we are performing steady state analyzes. In a finite-source case, however, the above random variables depend on the initial state, and are not stationary even when the source is so, which should be noted [1] .
IV. OUTPUT STATISTICS FOR MEMORYLESS SOURCES
A. Comparison of Expected Values
We first make a comparison among the expected values of the above random variables, taking it into account that redundancy reduction involves decreasing these values near to zero. We will not discuss concrete coding details for any of the schemes. If any random variable Z taking values on nonnegative integers is encoded into a codeword of length f(Z), and if f is continuous, convex-\, and monotonically nondecreasing, then the expected codeword length E[f(Z)] is upper bounded by f (E[Z] ). Based on these, we concentrate on the expectation of integer outputs of the coding schemes.
As a special case of Kac's lemma [12] , [13] , the expectation of Si;m is, independently of m, given by
Thus, the expectation of R k for the source is
The expectation of T k is also independent of k, and given by the following theorem [9] . 
Suppose that in I we have t symbols that are alphabetically bigger than ai. The probability that such a situation occurs, so T k = t is given by we can show
Therefore, the (10) now becomes 
Summed over all symbols, the expectation of T k is given by
This completes the proof. The above theorem is intuitively obvious. It follows from the equalities (6) and (9) If we remove from this the contribution of symbols that are alphabetically smaller than a i , then we obtain the expectation (11) of T k for a i , which includes only symbols that are alphabetically bigger than a i .
From this, we can easily reach the final result of the theorem. If the ORT scheme incorporates the numbers of symbols actually occurring in the original string, we can make use of the symbol frequencies to define the alphabet order. When we define the alphabet, it is natural to assume that p 1 p 2 111 p > 0: (12) In the rest of this subsection, we assume (12) to continue our analysis.
The expectation (8) has another interpretation. Let us turn to the MTF scheme. Assume that the symbols are linked linearly as the MTF list, in which the position of every symbol represents the corresponding mtf value. When the symbols are arranged in alphabetic order in this list, the expectation of the mtf value is equal to (8) . On the assumption (12), the expectation E[M k ] is minimized in this state. If the MTF list is in a different state from this, the expectation of E[M k ] is never smaller than (8) . Namely, we have
(i 0 1)p i (13) which is combined with (8) to yield
Let E[U j ] denote the expectation of an element of W . Note that we do not use W when we consider E[U j ]. Then, the expectations of the three schemes are related in the following way.
Theorem 3: For a memoryless source with (12), we have
Proof: From (5), (7), and (14), we have Summarizing (14), (17), and this, we have the inequalities in (15). Theorem 4: For a memoryless source with (12),
Proof: The first inequality holds for = 2 with equality, which comes from (8) . For 3, subtracting the lefthand side of (18) from the second one, we have The above results for a memoryless source with (12) can be summarized in words:
• The ORT scheme is superior to the other two schemes in average sense, although it requires the encoding of symbol frequencies, or of sentinels. The extra spaces required to encode these overheads are both O( log n).
• The outputs of the MTF scheme are upper bounded by a constant (= 0 1), while the other two schemes may take any nonnegative integers. Comparing the schemes on expectation of their outputs can be validated only when the outputs of every scheme are encoded by the same code. This presupposition is not satisfied in many situations, tending to make the comparison unfair to the MTF scheme.
• The URC scheme can eliminate some of the codewords, although the (15) and (16) are not benefited by this fact. When mtf(k) = 0, no codeword is required for the corresponding urc(j) = 0. The probability that M k = 0 is given by i=1 p 2 i = 2 + 1 ;
We know from the above observation that the three schemes have their respective advantages, which are, however, difficult to compare with one another. Although a detailed redundancy analysis of the MTF scheme has been done even for sources with memory [1] , it seems rather harder to apply a similar technique to the other schemes. Since we cannot reach such a conclusion that one scheme always outperforms another, we further investigate them in a more restricted case.
B. Comparison on a Binary Memoryless Source
Consider a binary memoryless source: fX k : PrfX k = a 0 g = p; PrfX k = a 1 g = 1 0 pg, where 0 p 1. For this source, we now compute model entropies assumed by the three schemes. By model entropy, we mean the shortest codeword length per input bit that can be attained by the scheme when its output is ideally encoded. In the following, all logarithms are taken to the base 2. The binary entropy function is denoted by H(p) = 0p log p 0 (1 0 p) log(1 0 p).
The MTF scheme produces only 0's and 1's for the source. Since their probabilities are the entropy assumed by the MTF scheme is given by H(2p(1 0 p)).
Next, we proceed to the ORT scheme. It is sufficient for the scheme to encode a 0 's only. For X k = a 0 , its ort value has probabilities Hence, the per-bit entropy assumed by the ORT scheme is equal to H(p). This means that, for a binary memoryless source, the ORT scheme attains the source entropy. However, in order for the scheme to actually attain the entropy of the empirical distribution, it must encode the frequencies of a0 's and a1 's beforehand. In this situation, its performance on a binary source will be equivalent to enumerative codes (see, for example, Schalkwijk [11] and Cover [5] ). Finally, as seen in Fig. 3 , we have for the URC scheme which equals the entropy assumed by the ORT scheme when p = 0; 1=2; 1. When the parameter p takes other values, the difference between the entropies assumed by the URC and ORT schemes increases (see Fig. 4 ). In summary, the URC scheme shows a remarkable improvement when it eliminates redundant codewords, but it still inferior in model entropy to the ORT scheme at least on binary memoryless sources.
V. CONCLUSION
We have compared three methods for reducing redundancy in recurrence time coding. The three methods are the MTF, ORT, and URC schemes. Although these schemes are difficult to analyze independently, we have overcome the difficulty by making a relative comparison. We conclude that the ORT scheme is relatively favorable, which is consistent with empirical observations [2] . However, the results are not sophisticated; they correspond only to the zeroth order analysis on memoryless sources. In addition, while the MTF scheme can be incorporated into a real-time system, the other two schemes may restrict their applications within those admitting unbounded coding/decoding delays. We have analyzed the schemes on the assumption that they produce multisets of integers, but actually they produce ordered linear lists of integers. Thus, there still remains much work for future exploration in considering orders of their elements.
