We analyze relations between various forms of energies (reciprocal capacities), the transfinite diameter, various Chebyshev constants and the so-called rendezvous or average number. The latter is originally defined for compact connected metric spaces (X, d) as the (in this case unique) nonnegative real number r with the property that for arbitrary finite point systems {x 1 , . . . , x n } ⊂ X, there exists some point x ∈ X with the average of the distances d(x, x j ) being exactly r. Existence of such a miraculous number has fascinated many people; its normalized version was even named "the magic number" of the metric space. Exploring related notions of general potential theory, as set up, e.g., in the fundamental works of Fuglede and Ohtsuka, we present an alternative, potential theoretic approach to rendezvous numbers.
Introduction
Rendezvous numbers, studied usually in metric spaces, have already attracted much attention. The existence and uniqueness of such a miraculous number in compact connected metric spaces was shown by O. Gross [17] . Later many authors were fascinated
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The customary topology on M (or on M ± ) is the vague topology which is the locally convex topology determined by the seminorms µ → X f dµ , f ∈ C c (X), where C c (X) denotes the space of continuous functions with compact support. In most places we consider only the family M 1 (K) of probability measures supported on the same compact set K. In this case, by the Riesz Representation Theorem, M ± (K) = C(K) ′ , moreover, the weak * -topology determined by C(K) and the vague topology coincide. We will use nets to describe convergence in X or in M. For example, we will use the filtering family K (directed upwards) of all compact subsets of X. Given µ ∈ M(X) we define its traces µ K on compact sets 1 K ⋐ X by µ K (A) := µ(A ∩ K). Using the above terminology the regularity of µ implies that lim K µ K = µ in the vague topology. This, among others, means that lim K µ K = µ .
The potential and energy of µ ∈ M are defined as k(x, y) dµ(y) dµ(x) .
The existence of these two integrals follow because k ≥ 0 and it is lower semicontinuous -however, W (µ) and U µ may attain +∞ as well. There are three different definitions of energy (reciprocal capacity) in use in the fundamental work of Fuglede, see [14, p. 150] , [14, Eq. (1) and (2), p. 153]. All these are related to the supremum of the potential U µ (x) over particular subsets of X. In some less widely known works, however the theory have already been extended to generalized mutual energies and "dual energies" of two sets as variables, see [15] and [26] : moreover, even generalized, two-variate Chebyshev constants were defined in [26] as well. We add here the notion of dual Chebyshev constants, too. These allow to present a fairly general approach to rendezvous numbers.
We try to make this paper as self-contained, as possible. In particular, we use only a basic familiarity with the monographic paper of Fuglede [14] , which we consider and use as our basic reference to potential theory in general. For all material above those directly quoted from [14] we give a precise description, or at least sketch a proof. Nevertheless, for historical completeness we will refer to various potential theoretical papers and many potential theoretical results throughout.
Definitions and preliminaries
For our purposes we consider the following notion of "energy", among whose special cases will be the three quantities used in [14, p. 150-153] (and recalled also in Definition 2.2 below).
Definition 2.1. Let H ⊂ X be fixed, and µ ∈ M 1 (X) be arbitrary. Furthermore, let us recall the dual notions [26] q(H, L) := sup These extended definitions -with different notation -appear already in the work of Fuglede [15] and Ohtsuka [26] . Recall the following univariate versions of energies, commonly used in linear potential theory. Definition 2.2. a) Let µ ∈ M 1 be any measure. Then we write b) Accordingly, the "uniform", "de la Vallée-Poussin" and "Wiener" energies (reciprocal capacities) of any set H ⊂ X are
respectively, where equivalence of the last forms can be proved based on [14] . Instead of doing that, we will prove the similar, but more general statement for q below in Lemma 2.4.
Equipping the set M 1 (H) with the vague topology the following functions are lower semicontinuous a)
Proof. Part a) and b) are taken from [14, Lemma 2.2.1], while part c) follows from part a) by noticing that Q(µ; L) is a pointwise supremum of l.s.c. functions.
is obvious. Second, for any measure µ ∈ M 1 (H) and compact set
Plainly, for any measure µ ∈ M 1 (X) we have µ K ≤ µ, and thus for nonnegative kernels k also the potentials satisfy U µ K ≤ U µ . Now let us select some sequence of increasing compact sets K n ⋐ H with µ(K n ) > 1− 1 n . Such a sequence exists by regularity of the measure µ, since µ ∈ M 1 (H) entails that the set H is µ-measurable (cf. [14, p. 146] ). Thus we find
for all n ≥ 1 and hence
On combining this with (2.13) gives the last two formulations of (2.11). The proof of (2.12) is similar.
Remark 2.5. Although one would like to have q(H) = inf K⋐H q(K), this is false in general.
Example 2.6. As an example one can consider a two point metric space X = {a, b} with the discrete metric as the kernel k, and take H = X. It is obvious that for #K = 1 we have q(K) = 0, while Q(µ; H) = max(µ(a), µ(b)) ≥ 1/2 for any µ ∈ M 1 , hence q(H) = 1/2 inf K⋐H q(K) = 0. The reason for the occurrence of this difficulty is lack of monotonicity of q(H). On the other hand, fixing one variable of the two-set function q, the functions q(·, L) and q(H, ·) are monotonous (see also Lemma 3.5 below). That is why involving two-set functions is necessary here and throughout the paper.
Not surprisingly, a kind of a dual statement holds for q, at least for compact L.
Lemma 2.7. Let H ⊂X be arbitrary and L ⋐ X be compact. Then we have
is trivial. Similarly to the proof of Lemma 2.4 let µ ∈ M 1 (H) be arbitrary and consider its traces µ K on compact sets K. Further define
(Note that µ K > 0 can be assumed by fixing some compact set K ⋐ H with µ( K) > 0 and considering only compact sets K ⊃ K here.) Then clearly ν K ∈ M 1 (K). By lower semicontinuity of U ν K (cf. Lemma 2.3 a)) and referring to compactness of L we find an element
Because µ is a regular Borel measure lim K∈K ν K = µ in the vague topology.
Also, by compactness of L we have a subnet N of K such that lim K∈N y K = y 0 for some y 0 . Again by l.s.c. we obtain (using ν K → µ and y K → y 0 along N , and referring to Lemma 2.3 a)),
Taking supremum in µ and comparing to (2.17) yields the assertion. The proof of (2.16) is analogous.
The quantities of n th diameters, transfinite diameters and Chebyshev constants were generalized from the classical logarithmic kernel case to some more general kernels already by Pólya, Szegő [30] , Carleson [5] and Choquet [6] the way we present below. (Note that another direction of generalization, due to Zaharjuta [41] , is also considered in C n .) Definition 2.8. Let H ⊂ X be fixed. The n th diameter of H is defined as follows.
Definition 2.9. For an arbitrary H ⊂ X the n th Chebyshev constant of H is defined as
In fact, even in the classical literature another variant of the Chebyshev constant occurs. Namely, for an arbitrary H ⊂ X the modified n th Chebyshev constant of H is defined as
that is, allowing the "zeroes" w j spread out in X, but considering the values only on H.
To put these Chebyshev constants into a general framework was probably a reason why Ohtsuka considered the following notion [26] . Our motivation is mentioned already in Remark 2.5 and will be even clearer in view of Proposition 4.5.
th Chebyshev constant of L with respect to H is defined as
Remark that Ohtsuka [26] defines these quantities essentially without any assumption on the kernel k. To prove the convergence of these sequences one has to assume that the kernel does not take the value −∞, then on compact set an l.s.c. kernel will be bounded from below. The symmetry assumption -here -does not play any role.
Finally, let us define -in a slightly more general setting, that is, forgetting about the metric, usually involved in the context -the (weak) rendezvous number(s), or average distance number(s) of the space X, or even of subsets of X. Again, for good reasons we define these notions in dependence of two sets as variables.
Definition 2.11. For arbitrary subsets H, L ⊂ X the n th (weak) rendezvous set of L with respect to H is
Similarly, one defines the (weak) average set of L with respect to H as
Remark 2.12. Denoting the interval
we see that R n (H, L), R(H, L) and A(H, L) are all of the form µ A(µ, H), with µ ranging over all averages of n Dirac measures at points of H, over all probability measures finitely supported in H (and of rational probabilities, but compare to Lemma 3.9 below) and over all of M 1 (H), respectively.
Remark 2.13. If k is a continuous kernel -in particular when it is a metric on X, -then it suffices to take convex hull instead of closed convex hull whenever L is compact, since then together with k also U µ (x) is continuous for any probability measure µ. Thus for compact subsets L of metric spaces a real number r ∈ R + belongs to R(H, L) if and only if for any finite system of (not necessarily distinct) points x 1 , . . . , x n ∈ H (of number n ∈ N taken arbitrarily) we always have points y, z ∈ L satisfying 23) which is the usual definition of weak rendezvous numbers in metric spaces (see [36] ). Moreover, in case the set L is connected, this is further equivalent to the existence of a "rendezvous point" x ∈ L with
In particular, for compact and connected L in a metric space (or in a locally compact space with continuous kernel k) the rendezvous set R(H, L) consists of a unique point, say R(H, L) = {r(H, L)}, if this latter property is satisfied only for r = r(H, L).
Remark 2.14. If k is only l.s.c., also potentials are l.s.c., which entails that they take their infimum over compact sets. Thus for compact L the first half of the above equivalent formulation (2.23) remains valid even for general kernels. However, for the second part we must already write that "∀s < r ∃z ∈ L such that 1 n n j=1 k(z, x j ) > s". Such modification of the formulation is necessary also when we consider sets L ⊂ X which are not compact, or when we are discussing the case when +∞ ∈ R(H, L). Clearly, in our settings R n (H, L), R(H, L) and A(H, L) are subsets of [0, ∞], but note that traditionally rendezvous numbers or average numbers are considered only among the reals. Hence even in metric spaces our notions slightly differ from the usual ones regarding the role of +∞.
Example 2.15. For example we say that even +∞ ∈ R(H, L) if for all finite systems of (not necessarily distinct) points x 1 , . . . , x n ∈ H and for all real s, however large, there is z ∈ L satisfying 1 n n j=1 k(z, x j ) > s. Thus, e.g., taking X := R with the usual Euclidean metric k(x, y) := |x − y|, the four possible variations with the sets R and I :
(and thus r(I) = 1/2 exists uniquely; see [7] ) and R(R) := R(R, R) = {+∞}, see Proposition 4.3. Note that this last case classically would be interpreted as a case when there is no rendezvous number, while in our notation this is a case of uniqueness with r(R) = +∞. Similar phenomena occur also in case of finite accumulation points not belonging to the "restricted sense rendezvous sets", interpreted without closure.
The aim of the present work is to study properties of these sets and set functions. First we look at the various energies (reciprocal capacities) and Chebyshev constants associated to a set H ⊂ X.
Basic properties of the quantities defined
Most of the results in this section were already obtained by Fuglede [15] and Ohtsuka [26] . To be self-contained we present full proofs to them.
Let us start by recalling from [6] and [26] the definition of the Chebyshev constant and the transfinite diameter as the limit of the respective sequences. It is shown in [6] that the sequence of n th diameters is monotonically increasing (cf. [12] or [31] for the classical case; see also [5, 8] 
In particular, sup
Proof. Since M n (H, L) is quasi-monotone increasing, once M n (H, L) = +∞ holds, the subsequent terms are all infinity as well, i.e.,
is finite for all n ∈ N Lemma 3.1 applies. For the classical Chebyshev constants themselves see [12, p. 233] or [31] , part I, Ch. 3, §1, Problem 98, p. 23 & p. 198 or [8] . For more general kernels and of a similar notation (with respect of taking logarithms of classical formulations) see [5, Chapter IV].
In the two special cases the terminology for the limit is the following:
The following result on the relation of M and D was shown in [8] , but follows also from the combination of [6] and [26] . Let us recall the connection of the transfinite diameter D and the energy w from [6] , [8] .
Theorem 3.4. The following assertions hold for D and w.
The following proposition is trivial from the definitions, but should be stated explicitly here.
Lemma 3.5. Let X be a locally compact Hausdorff space and k be any nonnegative, l.s.c., symmetric kernel on X and L ⊂ X fixed. Then the set functions
are non-increasing. Also, the set-to-set functions
and also the set-to-set functions
Proof. Trivial by observation of the definitions. Allowing infima or suprema over larger sets results in smaller or larger values, respectively. 
Taking supremum and infimum over µ and ν respectively it follows, also by applying Lemma 2.4 and 2.7, that
So by Lemma 3.5 and taking infimum for L ′ with the use of Lemma 2.4 again, we obtain
hence the assertion.
Lemma 3.6 and the trivial assertions in Lemma 3.5 have the following corollary.
Proof. In view of Lemma 3.6 we have both q(H, L) ≤ q(L, H) and q(L, H) ≤ q(H, L).
On the other hand the monotonicity properties in Lemma 3.
On combining the first, resp. the second set of inequalities, the assertion follows both ways.
Now we turn to further relationships between various capacities and Chebyshev constants. The following lemma is standard, we only state it for completeness and because we could not find a standard reference containing exactly the form we need. Proof. Denote B the unit ball in the Banach space M ± (K). Writing 1 for the constant one function on K, we have
Since B is weak * -compact in view of the Banach-Alaoglu Theorem, By the above lemma, given any measure µ ∈ M 1 (K) we can approximate it in the weak * -topology by a finitely supported measure. On the other hand, finitely supported measures can further be approximated even in a more strict sense. 
Proof. Let ν = 1 n n j=1 α j δ w j with the coefficients α j being strictly positive. Choose 
One can always take also α i ∈ Q. Furthermore, in case f ≥ 0 the coefficients α i can be chosen from Q + .
Lemma 3.11. Let K ⊂ X be compact and k be continuous on K × K. Then the mapping
is continuous from the weak * -topology to the sup-norm topology of C(K).
Proof. Fix µ ∈ M 1 (K) and take ν ∈ M 1 (K). Further, for k| K×K take g(x, y) =
So we obtain
Using the particular form of g we can write
if ν is in an appropriate weak * -neighborhood of µ. Combining this with (3.2) finishes the proof. 
Proof. Let us first prove q(K
there is nothing to prove, hence let us assume that q(K ′ , K) < +∞. For an arbitrarily fixed ε > 0 take µ a probability measure supported in
Using Lemma 3.8 and Lemma 3.9 we find points x j ∈ K ′ (j = 1, . . . , n, n ∈ N) such that the measure ν = 1 n n i=1 δ x i is close to µ (lies in an arbitrarily prescribed weak * -neighborhood of µ), so by Lemma 3.11 the estimate |Q(µ;
, and taking infimum in ε yields the statement for compact sets K ′ . We conclude the proof by referring to Lemma 2.4.
Dual Chebyshev constants
Analogously to the dual formulations q and q, we define the dual Chebyshev constants. This will enable us to identify the rendezvous intervals.
Showing the quasi-monotonicity of M n (H, L) and using Lemma 3.1 give immediately the following.
Proposition 4.2. The sequence M n (H, L) of dual Chebyshev constants has limit.
Proof. Suppose that M n (H, L) < +∞ for some n ∈ N. This means that there are
k(x i , y) < +∞ But then taking x n+1 := x n , we see that M n+1 (H, L) is also finite. Summing up, we see that the sequence M n (H, L) is either constant +∞ or eventually finite in which case Fekete's Lemma 3.1 is applicable, because M n (H, L) is quasi-monotone decreasing. In both cases the limit exists.
Note that by quasi-monotonicity we have M n (H, L) ≥ M (H, L) for n ∈ N. The limit is denoted by M(H, L), and in particular by M (H).
It is easy to see that for arbitrary sets H, L ⊂ X the n th Chebyshev constants and dual Chebyshev constants are just the lower, resp. upper endpoints of the intervals of the n th rendezvous sets (2.19) and rendezvous sets (2.20); and similarly with the energies q(H, L) and dual energies q(H, L) regarding (2.21).
Proposition 4.3. For arbitrary subsets H, L ⊂ X we have
That is, we have
Proof. By Remark 2.12 all the intervals are intersections of certain families F of closed intervals. Hence the supremum (resp. infimum) of the lower (resp. upper) endpoints of the elements of F is the lower (resp. upper) endpoint of F .
Remark 4.4. It is important to note that intervals appearing in the proposition above may be empty. This occurs, for example for R(H, L), if M (H, L) < M(H, L)
2 . Thus, for example, proving that the rendezvous interval is non-empty is the same as showing 
Since this holds for all ε, η > 0, the proof concludes. The case of q # is similar. 
Chebyshev constant and energy
The results presented in this section are complementary to those in Lemma 3.6. Indeed, the mentioned lemma gives q(H, L) ≤ q(L, H), but we prove here equality under certain assumptions. The relation to M(H, L) is also observed. Already Fuglede [15] proves (even under more general assumptions) the relationship between the dual notions of energies.
Remark 5.1. To prove q(H, L) = q(L, H) obviously requires some minimax results. If our kernel was finite-valued, then a perfect tool would be Kneser's or Kassay and Kolumbán's minimax theorem. In the setting of rendezvous numbers, Thomassen applies the Neumann minimax theorem, Stadje refers to a more game-theoretically formulated minimax theorem in Ferguson [11] . Why is this confusing abundance of occurrences of various minimax results? Probably, the reason is best explained by Frenk, Kassay and Kolumbán in [13] , who in fact show that all these and many other well-known minimax results (e.g., Ky-Fan, Kakutani) are (more or less elementarily) equivalent to each other. However, our kernel may take infinite values, thus we need a respective minimax theorem. A possible choice would be to refer to Glicksberg's apparently unfindable work [18] , which is mentioned by Fuglede [15] . Actually, Fuglede tackles the problem by an approximation argument. Instead we choose to present our version with a full proof, which is based on the lecture notes of Pollard [29] .
Let C be a convex set in a linear space. A function f : C → (−∞, +∞] said to be convex, if
the multiplication 0 · f (x) is interpreted as 0 and α · +∞ = +∞, α = 0. Analogously one defines concavity. Proof. The inequality "≤" is trivial. For the converse we may assume that the left hand side is finite, otherwise we are done. Let both R > S be strictly greater than the left hand side. We have to show that the right hand side does not exceed R. For this purpose define A y,r := {x ∈ A : k(x, y) ≤ r} for y ∈ B and r ∈ R. By assumption on R we have A y,R = ∅ for all y ∈ B. Now we have to prove that also y∈B A y,R = ∅. Indeed, if x 0 belongs to this intersection, then sup y∈B k(x 0 , y) ≤ R and the claim follows. So let us turn to proving the non-emptyness of the intersection. Since the sets A y,R are all compact (and non-empty), it suffices to prove that every finite family A y i ,R , i = 1, . . . , n (n ∈ N) has non-empty intersection.
Let first n = 2. We argue by contradiction, i.e., suppose that A y 1 ,R ∩ A y 2 ,R = ∅. Introduce the notations A ′ := {x : x ∈ A, k(x, y 1 ) < +∞, k(x, y 2 ) < +∞} and A j := A y j ,R ∩ A ′ , j = 1, 2. By assumption, all these sets are convex, too. We will first find an α ∈ [0, 1] such that
If x ∈ A y 1 ,R ∪ A y 2 ,R , then the above inequality holds for all α ∈ [0, 1]. In case x ∈ A 1 , we must choose α so that
In view of the disjointness assumption A y 1 ,R ∩ A y 2 ,R = ∅ we have for any x ∈ A y 1 ,R k(x, y 2 ) > R ≥ k(x, y 1 ), hence we get the equivalent form
Similarly, for the case x ∈ A 2 the constraint on α will be α(k(x,
Note that by the assumption of disjointness, the two constraints are independent, thus α can be chosen satisfying both requirements if and only if
As the denominators are positive, some computation leads to the equivalent formulation
So let x 1 ∈ A 1 and x 2 ∈ A 2 be arbitrary. Note that the terms on the right hand side are necessarily positive in view of the choice of x 1 , x 2 and the assumption of disjointness. So we may assume that also on the left hand side of (5.2) both terms are strictly positive. Then there exists θ ∈ (0, 1) with
Define x θ = θx 1 + (1 −θ)x 2 for this particular θ. By convexity k(x θ , y 1 ) ≤ R, so x θ ∈ A y 1 ,R and therefore x θ / ∈ A y 2 ,R . On the other hand
Combining (5.3) and (5.4) we arrive at
which gives (5.2).
Suppose that incidentally α = 1. Then k(x, y 1 ) ≥ R holds for all x ∈ A ′ . Note that M := inf x∈A k(x, y 2 ) is a finite minimum value because of the lower semicontinuity of k and the compactness of A. Now let β := (S − M)/(R − M) and y 0 := βy 1 + (1 − β)y 2 . By concavity of k in the second variable, we find
Hence in both cases k(x, y 0 ) ≥ S. It follows that inf x∈A k(x, y 0 ) ≥ S, a contradiction with the choice of S. Therefore, we conclude that α = 1 is not possible. Similarly we find that α = 0 can not hold. So we obtain that there is α ∈ (0, 1) satisfying (5.1). But then, actually, for all x ∈ A, since α ∈ (0, 1). By the concavity of k this implies inf
which, in view of αy 1 + (1 − α)y 2 ∈ B would be a contradiction to the choice of R.
For completing the proof, we apply induction. Let n ≥ 2 and assume that the assertion has already been proved for n. Then replacing A by the compact, convex set A y n+1 ,R and considering the sets A ym,R ∩ A y n+1 ,R , m = 1, . . . , n, we can deduce 
holds. Observe that A := M 1 (K) is a convex, nonempty, and weak * -compact subset of U := M ± (K), while B := M 1 (L) is a convex, nonempty subset of the vector space V := M ± (X); moreover, the mapping
is affine on A × B (in fact linear on U × V ), while for any fixed measure ν ∈ B := M 1 (L) it is lower semicontinuous in µ ∈ A := M 1 (K) by Lemma 2.3 b). Hence we can continue (5.5) by an application of the Minimax Theorem 5.2 to obtain
Thus all expressions in (5.6) must be equal. By Lemma 3.6 and by what we proved in (5.6)
where the last inequality follows because δ y ∈ M 1 (K) whenever y ∈ K. This concludes the proof.
Among other related things, and even under more general assumptions, Ohtsuka shows also the following results [26] . Notice that again the symmetry of the kernel is actually not important. 
Again by weak * -compactness we may assume that µ α converges to some µ 0 ∈ M 1 (K), and again by lower semicontinuity we find that
These last two relations imply
The left-hand side of (5.7) equals q(K, L) = q(L, K) by Theorem 5.3, hence the assertion follows in case L is compact. Now let ∅ = L ⊂ X be arbitrary. Let ν 0 ∈ M 1 (L) be with supp ν 0 ⋐ L. Then we have
where we used what we had proved above for the compact case together with Lemma 3.5. Now applying (2.15) from Lemma 2.7 concludes the proof.
Rendezvous numbers
Before drawing some consequences of the above results, let us summarize them as follows.
If K ⊂ X is compact and k is continuous, then
Let us shortly comment on the above proved (in)equalities. This is not closely related to rendezvous numbers, but complements the abstract potential theoretic point of view. Remark 6.2. We say that the kernel k satisfies the maximum principle if for every
Note that if the kernel k has the maximum principle then w(H) = v(H) = u(H) as discussed in [14] , but since w(H) ≤ q(H) ≤ u(H), the energy q(H) equals the other ones, too.
In [8] it is shown that assuming the maximum principle for the kernel implies D(K) = w(K) = u(K) = M(K) for all K ⊂ X compact set. In this case we also have w(K) = q(K) = u(K) = M(K). Without assuming the maximum principle, in general we only know M(K) = q(K) by Equality (6.2) in the above corollary. Keeping in mind Theorem 3.4, we see that indeed the maximum principle implies the equality
Recall that, in the classical case of the logarithmic kernel k(x, y) = − log |x − y| on C, the equality of the two Chebyshev constants C(K) = M(K) holds. Indeed, as proved above
Let us start with a result showing that our definitions for rendezvous intervals are non-trivial. 1] ), but, as well-known, k has maximum principle, so w = q = u. Remark 6.6. It is easy to construct examples, when the rendezvous intervals are "almost empty": consider, e.g., R n (R, R) = {+∞}. This and Remarks 2.13 and 2.14 explain the slightly disturbing situation that some papers state that "there is no rendezvous number" for cases where we find one. However, not only +∞ can show up in the closure of intervals for the definition of rendezvous numbers, hence not only +∞ can be a rendezvous number for us while does not exist for other authors. For the case of the ℓ p spaces see [10] . 
Concluding remarks and hints of further work
The modified Definitions 2.20 and 2.21 of rendezvous numbers and average numbers lead to quite general existence results, well over the restrictions usual in the theory. The reason is the use of closure: in many cases, e.g., in cases when the kernel is not continuous, but only l.s.c., considering closure saves the day. Basic results of the theory of rendezvous numbers extend quite well in the new setting. For concrete results and also as regards heuristic ideas and general perception of the topic, general potential theory with a l.s.c. kernel on a locally compact, Hausdorff space turns out to be the relevant setting.
Given the above state of the matter, we aimed at understanding the working force and the general principles behind further, particular results. In metric spaces, there is a theory of rendezvous numbers related to invariant measures [22] and in relation to maximal energy [4, 39] . These results -even if not the available proofs! -can all be conveniently described by potential theory, hence it is natural to expect general versions of the results known so far. For these see [9] .
As for Banach spaces, extension of the existence and uniqueness results from locally compact spaces even to infinite dimensional normed spaces, deserves attention. We can accomplish this, showing that the new definition works definitely better than the old one of, say, strong rendezvous numbers without use of closure. One can describe a few further, fairly general results on rendezvous numbers of normed spaces, and therefore computations of rendezvous sets and numbers of concrete normed spaces become accessible. All this is most interesting in cases where up to now general understanding stopped at the fact that (strong) rendezvous numbers do not exist. Our results regarding the above questions will be presented in the forthcoming work [10] .
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