One traditional application of queueing models is to help set staffing requirements in service systems, but the way to do so is not entirely straightforward, largely because demand in service systems typically varies greatly by the time of day. This paper discusses ways -old and newto cope with that time-varying demand.
Introduction
The purpose of this paper is to provide a brief high-level overview of one important topic involving stochastic models. We discuss queueing models that can be used to set staffing requirements in service systems. There are many possible applications, but we have in mind telephone call centers and their generalizations to customer contact centers, allowing contact by other means besides the telephone, such as email and web chat. Gans et al. [6] provide a good introduction to call centers with an operations research perspective. The traditional management perspective is nicely described by Cleveland and Mayben [2] .
An illustrative specific context is a medium-sized financial-services call center, which employs about 200 agents at peak periods. An important feature of this call center, as well as most other service systems, is that demand for service varies greatly by time of day, as shown in The problem we discuss is: How can we set appropriate staffing levels in the face of such time-varying demand? Our discussion here is an abridged version of our recent survey in Green et al. [9] , including recent research in Feldman et al. [5] . 
The Staffing Problem
The staffing problem is to determine the required number of agents as a function of time. The goal is to provide a satisfactory quality of service at all times, without having more agents than necessary.
In call centers, agents often possess different call-handling skills, so that we need to determine the required numbers of agents with different skill sets. There often are multiple classes of customers as well, so the staffing problem is related to a complex "skill-based" routing problem; e.g., see Gans et al. [6] . However, in this discussion of how to cope with time-varying demand, we restrict attention to the single-skill special case. It is important, though, that the methods for coping with time-varying demand should be relevant for the more general multi-skill settings. That is so, and there are two reasons: First, with a limited amount of cross-training, the total staffing in multi-skill cases can often be set the same as for the singleskill case; see Wallace and Whitt [17] , Gurvich and Whitt [10] and references therein. Second, the methods for coping with time-varying demand discussed here do indeed extend naturally to more complex service networks.
The single-skill staffing problem can be expressed as an optimization problem: Minimize the total agent hours assigned, subject to specified quality-of-service constraints holding at all times. We may have performance constraints for (i) the proportion of customers that abandon before an agent can respond, (ii) the average waiting time before an agent can respond, among served customers, and (iii) the proportion of served customers that have to wait more than 20 seconds (or some other threshold) before an agent can respond. In applications, the precise definition of performance targets can be important. For example, both poor service and inefficient staffing can occur if the performance requirements are allowed to be expressed as long-run averages, because those targets can then be met by alternating periods of understaffing and overstaffing. We assume that the performance targets are to be met locally at all times (or in all sufficiently short time intervals). Stochastic queueing models can play an important role, because customer arrivals, abandonment and service times are variable and uncertain. It is important to recognize that there are two kinds of variability: There is the predictable variability of the demand rate as a function of the time of day and the day of the week, and there is the stochastic variability about the predictable average caused by the random behavior of customers and agents.
Here we are concerned with the number of agents required as a function of time, assuming for simplicity that the number can change continuously through time. In practice, however, staffing changes typically can occur only periodically, such as once every 30 minutes, so that the staffing level is constant during staffing intervals. One simple staffing rule is to use throughout each staffing interval the maximum number of agents required at any single time in that staffing interval.
After having set staffing requirements, managers often may be able to make further adjustments in real time, moving agents in and out of the line of duty, to respond to unanticipated deviations in demand. Such adjustments are made possible by having extra agents on site doing alternative work or being trained, or by being able to use remote agents on short notice.
Without that extra flexibility, extra agents are needed to provide insurance against unexpected high demand. With that extra flexibility, management may be able to circumvent the entire staffing problem. From a practical perspective, it is important to recognize that it may be more effective to provide appropriate flexibility to do real-time adjustments than to carefully determine the "best" staffing level in advance. Here we are assuming that such extra flexibility is not available.
Queueing Models
The first thing to observe when we consider ways to cope with the time-varying demand is that there is a fundamental disconnect between basic queueing theory and practice: Standard textbook queueing theory does not apply directly because it is concerned with the long-run steady-state behavior of stationary models. If we were to act as if that perspective were relevant, then we would presumably use the long-run average arrival rate and necessarily use one fixed staffing level throughout time. Needless to say, with typical time-varying demand such as in Figure 1 , that approach -called the simple stationary approximation (SSA) -usually fails badly, producing alternating periods of understaffing and overstaffing. it is natural to assume that λ(t) is a periodic function, but that extra assumption is not too important because we usually are concerned with performance within a single day.
The first GI in the model indicates that the service times are independent and identically distributed (i.i.d.), independent of the arrival process, each distributed as a random variable S
The s t in the model indicates that the number of servers is allowed to be time-dependent, which we assume is a deterministic function s(t), which is for us to determine. We assume that there is unlimited waiting space and that customers enter service in order of arrival.
The final +GI in the model indicates that we allow customer abandonments. We assume that each waiting customer may elect to abandon before starting service, but no customer abandons after service has begun. We assume that customer times to abandon after arrival are i.i.d. random variables, independent of the arrival process and the service times, each distributed as a random variable T with cdf
The independence assumption is realistic for the invisible queues usually occurring in call centers; then customers do indeed make abandonment decisions without knowing what other customers are doing. If our targeted quality of service is high, then we might elect to leave abandonment out of the model, but it often is better to take account of customer abandonment when it is present, because it can reduce the required staffing level. More importantly, as we will explain next, taking account of customer abandonment can actually make analysis easier! Solution Methods. In general, the M t /GI/s t + GI model is difficult to analyze mathematically, so that the staffing problem is challenging. However, there is one special case that is amazingly tractable: the Markovian M t /M/s t + M model in which θ = µ (the individual abandonment rate equals the individual service rate). In that special case, the stochastic process representing the number of customers in the system is distributed the same as for the associated infinite-server M t /M/∞ model, which is tractable, as we explain in §6. The whole problem becomes very manageable if we can work with that special case.
Measurements show that it can be important to consider non-exponential service-time and time-to-abandon distributions; see Brown et al. [1] . In practice, both distributions can be non-exponential, but the non-exponentiality in the time-to-abandon distribution has a greater impact upon performance; e.g., see Whitt [19] . However, with these last two approaches, it remains to examine the extraordinarily large number of alternative staffing functions s(t). Hence, until recently, those computational approaches have only been applied to evaluate alternative pre-determined staffing strategies.
Feldman et al. [5] show that the computational approaches can be used to identify a good staffing function in a remarkably efficient manner, as we will explain in §7. But before we discuss that, we review the traditional way to cope with time-varying demand.
The Pointwise Stationary Approximation (PSA)
There is a long history of using queueing models to set staffing requirements in the face of time-varying demand. The classical call center was a group of telephone operators. In the early days of telephony, a human telephone operator set up each telephone call.
The standard way to cope with time-varying demand is to use a pointwise stationary approximation (PSA) -it provides a time-dependent description of performance based on the steady-state behavior of a stationary model, using the arrival rate and other model parameters that prevail at the time at which we want to describe the performance. That is, we approximate the distribution of the number of customers in the system at time t in the M t /GI/s t + GI model by the steady-state distribution of the number of customers in the associated M/GI/s+ GI model, having the same service-time and time-to-abandon distributions, but with the (constant) arrival rate and number of servers equal to the values of the functions λ(·) and s(·) at time t. The term PSA was coined by Green and Kolesar [8] , who conducted research in a series of papers investigating how it and variants perform.
Whitt [18] showed that PSA is asymptotically correct as the arrival rate changes less rapidly; a proper formulation is not quite as obvious as the basic idea. Massey and Whitt [16] went further to develop asymptotic "uniform-acceleration" asymptotic expansions, where PSA appears as the leading term. From the expansions, we can see when PSA will perform well: when the second and higher terms are negligible.
Staffing with Stationary Models
Given that we do apply PSA (or use an alternative method, such as the modified-offered-load approximation to be discussed in §6), we succeed in replacing our initial M t /GI/s t + GI model The Square-Root-Staffing Formula. From the normal approximation, we immediately obtain the square-root-staffing formula: To specify the QoS parameter β, it is convenient to focus on the delay probability, i.e., the probability that a customer must wait before starting service. With the normal approximation, we can directly relate the QoS parameter β in (5.1) to any desired steady-state delayprobability, which we denote by α. Letting Q be the steady-state number of busy servers in the infinite-server model, we approximate the steady-state delay probability α by
where Φ is the cdf of the standard (mean 0 and variance 1) normal distribution.
Many-Server Heavy-Traffic Limits. In the actual M/GI/s + GI model, the steady-state number of customers in the system is usually not exactly normally distributed. Thus, it is often desirable to refine the normal approximation outlined above. Fortunately, there is an effective way to do so based many-server heavy-traffic limits, as in Halfin and Whitt [11] , Garnett et al. [7] , Whitt [20] and references therein.
The idea is to let s → ∞ and λ → ∞, while leaving the service-time cdf G and the time-toabandon cdf F unchanged. (Note that this is exactly how a typical call center becomes large.)
But we need to specify how the limits for λ and s are related. Halfin and Whitt showed for the M/M/s model that we should let s → ∞ and λ → ∞, so that This implies that the delay probability is a good performance measure, because it tends to have meaning independent of scale. That is not true for most other performance measures.
For example, the mean waiting time is asymptotically of order 1/ √ s in the limiting regime (5.3).
From the defining limit in (5.3), we see that the many-server heavy-traffic regime also produces a square-root-staffing law, for in the limit we have s ≈ a + β · √ a, which coincides with (5.1).
As a consequence of the many-server heavy-traffic limit for the M/M/s model, there is a continuous strictly increasing function mapping the QoS parameter β into the limiting delay probability α, now commonly called the Halfin-Whitt delay function:
where, again, Φ is the cdf and φ is the associated probability density function (pdf) of the standard normal distribution. Jennings et al. [13] proposed using the Halfin-Whitt delay function in (5.4) instead of the normal delay function in (5.2) to represent the relation between β and α.
For the stationary Markovian M/M/s + M model with customer abandonment and general abandonment rate θ, Garnett et al. [7] established a corresponding many-server heavy-traffic limit and showed that a corresponding continuous strictly increasing function maps the QoS parameter β and the ratio of the abandonment rate to the service rate, θ rat ≡ θ/µ, into the limiting delay probability α. This is now commonly called the Garnett delay function:
is the hazard rate of the standard normal distribution.
The QoS parameter β can be based on the targeted probability of delay, α, because they can be related, as shown in Figure 2 Figure 2 shows the error caused by using formula (5.2) when θ rat = 1. We see that the degree of abandonment, as measured by θ rat can make a big difference in the staffing, when the quality of service is not too high.
The Infinite-Server Model
We have just described how we can staff with stationary models once we decide to apply PSA. Now we go on to consider when it makes sense to apply PSA and what to do if it does not. An Amazingly Tractable Model. As emphasized in Eick, Massey and Whitt [3, 4] and subsequent papers, we can learn a lot about how to cope with time-varying demand in manyserver queues by considering the associated infinite-server M t /GI/∞ model, having the same arrival process and the same service times, but infinitely many servers. When the required number of servers is large in the M t /GI/s t + GI model and the quality of service provided is consistently good, it is evident that the M t /GI/∞ model should behave similarly. Indeed, for the M t /M/s t + M model with θ = µ, the stochastic process representing the number of customers in the system has the same law (finite-dimensional distributions) as in the corresponding M t /M/∞ model, because the time-varying birth-and-death process has death rate kµ in state k, independent of the number of servers.
In general, from the perspective of staffing, the M t /GI/∞ model provides an offered-load perspective. The time-dependent distribution of the number of customers in the infinite-server system shows how many agents would actually be used if unlimited agents were available. We thus might staff in a time-varying way so that, at any time with the infinite-server model, there would be a small fixed probability that the demand would exceed the supply. Indeed, that is the approach advocated by Jennings et al. [13] .
The main reason that it is good to look at the closely related M t /GI/∞ model is that it is so tractable, yielding insightful closed-form formulas. The number of busy servers at time t Garnett (1) Garnett (4) Garnett (16) 
where S e is a random variable with the stationary-excess (or residual lifetime) cdf associated with the service-time cdf G, i.e.,
see Theorem 1 of Eick et al. [3] . Equation ( 
(t − E[S])E[S].
It is natural to expect that there should be a lag, because each customer remains in the system a random time (his service time) after his arrival time.
The first component of (6.1) shows that the PSA is correct except for a random time lag, with the random time lag being the stationary-excess variable S e defined in (6.2), rather than just S. Thus, the mean E[S e ] is a natural candidate for the approximate lag, but this interpretation is not direct, because the expectation appears outside the arrival-rate function instead of inside. We discuss how to move the expectation inside later in this section.
The second component of (6.1) shows that the mean is the integral of the arrival rate over a random interval before time t, specifically, over the interval [t − S, t]. The second formula can be interpreted as saying that PSA is correct except that λ(t) should be replaced by an average of the arrival rate in an interval before time t, where the length of that interval should be about E [S] . The second formula also supports the notion of a time lag, showing that the extent of the lag is related to the random service time S.
(Here S appears instead of S e , but the results are actually not inconsistent.) Finally, the third component of (6.1), an integral,
shows that the exact mean can be computed numerically, given the arrival-rate function λ(t) and the service time cdf G.
An Idealized Mathematical Model. The methods introduced so far apply to arbitrary arrival-rate functions, but we can gain insight into system physics from a structured mathematical model that captures the spirit of typical arrival-rate functions. The dynamic character of the demand function is reasonably characterized by a sinusoid: 
t) ≡ λ(t)E[S] = λ(t). Having specified E[S], the rate of fluctuation depends only on c.
Theorem 4.1 of Eick et al. [4] provides an explicit formula for the time-dependent infiniteserver mean, namely,
We can apply formula (6.4) to understand the system physics. For example, the extreme values of λ(t) in (6.3) occur at times t λ = π/2c + πn/c for integer n. The corresponding extreme values of m ∞ (t) in (6.4) occur at the later times 
For the special case of exponential service times, (6.4) reduces to
while (6.5) and (6.6) become
From equations (6.7) and (6.8), we can readily see how performance depends on the parameters.
Taylor-Series Approximations. We can also obtain important insights without making such strong sinusoidal assumptions. The first representation m
is complicated since the random time lag S e appears inside the general function λ(t), inside the expectation. We could move the expectation inside to produce the deterministic time lag
if λ(t) were linear and, more generally, we could directly express m ∞ (t) in terms of moments of S e if the arrival-rate function λ(t) were a polynomial. Of course, the arrival-rate function λ(t)
will usually not be a polynomial, but a smooth function can be approximately by polynomials in the neighborhood of individual arguments, by virtue of Taylor-series approximations. We proceed on this basis, following Eick et al. [3] ; also see Massey and Whitt [15] .
Suppose that we are interested in the performance at some time t. We can approximate the arrival-rate function in a time interval before time t by using a first-order Taylor-series approximation for λ(t) centered at t:
where λ (k) (t) is the k th derivative of λ(t) evaluated at time t, from which we obtain from (6.1) the approximation 10) showing that m ∞ (t) is approximately m P SA (t) modified by the deterministic time lag E[S e ].
We can also consider a second-order Taylor-series approximation for the arrival-rate function λ(t):
from which Eick et al. [3, Theorem 9] obtain the approximation
The first term in (6.12) is the first-order linear approximation given in (6.10), with the deterministic time lag, and the second term can be interpreted as a deterministic magnitude shift.
The Modified-Offered-Load (MOL) Approximation. It is often possible to apply the infinite-server model as the first step in a two-step procedure to generate a better approximation for the time-dependent performance measures and the required staffing than can be provided by either PSA or a direct application of the infinite-server model: This is the modified-offeredload (MOL) approximation, first proposed by Jagerman [12] 
E[S]
= 3 minutes (and again increase the arrival rate), then all three curves fall on top of each other, so that PSA is sufficiently accurate.
Simulation-Based Iterative Staffing Algorithms
The MOL method suggests staffing in the M t /GI/s t + GI model by (the least integer above)
, where m ∞ (t) is the time-dependent mean in the associated infiniteserver model, which is easily computed via (6.1). We can apply (5.4) or (5.5) to choose the QoS parameter β given any desired delay probability α, but the validity of that refinement depends on exponential-distribution assumptions. More generally, we can apply simulation to search over possible values of β, aiming to reach time-stable performance with any desired α. We greatly simplify the search over staffing functions by restricting attention to the onedimensional family indexed by β. For more complex models, we can even use simulation to estimate m ∞ (t) as the time-dependent mean in the associated infinite-server model.
Feldman et al. [5] developed an alternative simulation-based iterative staffing algorithm (ISA) for the M t /GI/s t + GI model, which works directly with the targeted delay probability α. The ISA approach can be extended directly to more general models, for which analytic results are unavailable. It is self-validating, because we directly verify that the performance will be as desired (assuming of course that the simulation model itself is appropriate). The ISA keeps staffing constant over small subintervals. It does a sequence of iterations, starting with an infinite-server system at iteration 0. Let Q n (t) be the number of customers in the system at time t in iteration n; and let s n (t) be the staffing function in iteration n, with s 0 (t) = ∞ (or some large value) for all t. Given the staffing function s n (t) in the n th iteration, we perform multiple (say 5000) independent replications of the full planning period (the day) in order to estimate the distribution of Q n (t), the number of customers in the system, at each time t.
Given that estimated distribution of Q n (t), we then create a new staffing function s n+1 (t), by choosing the value at each time t that just meets the specified delay-probability target at each time t: P (Q n (t) ≥ s n+1 (t)) ≤ α < P (Q n (t) ≥ s n+1 (t) − 1) .
(7.1)
Having found the new staffing function s n+1 (t), we simulate again to find the distribution of Q n+1 (t) for each t. We continue to iterate until there is negligible change (e.g., at most a Finally, Figure 4 shows that the refined staffing methods are helpful even for the relatively well behaved example in Figure 1 , where the service times were quite short, having mean only 6 minutes. In this case, ISA and lagged PSA produce essentially the same desired time-stable result (as does MOL, which is not shown), but PSA fails to achieve time-stable performance, but not too badly. In real service systems, PSA or lagged PSA will often be effective, but the methods here help us understand when and why, and what to do when these simple methods fail. 
