Automated cervical cancer screening systems require high resolution analysis of a large number of epithelial cells, involving complex algorithms, mainly analysing the shape and texture of cell nuclei. This can be a very time consuming process. An initial selection of relevant fields-of-view in low resolution images could limit the number of fields to be further analysed at a high resolution. In particular, the detection of cell clusters is of interest for nuclei segmentation improvement, and for diagnostic purpose, malignant and endometrial cells being more prone to stick together in clusters than other cells. In this paper, we propose methods aiming at evaluating the quality of fields-of-view in bright-field microscope images of cervical cells. The approach consists of the construction of neighbourhood graphs using the nuclei as the set of vertices. Transformations are then applied to such graphs in order to highlight the main structures in the image. The methods result in the delineation of regions with varying cell density and the identification of cell clusters. Clustering methods are evaluated using a dataset of manually delineated clusters and compared to a related work.
INTRODUCTION
According to the World Health Organization (WHO) cervical cancer is the second most common type of cancer among women, annually killing close to 300,000 world wide. Out of these deaths 86% occur in developing countries (WHO/ICO Information Centre on HPV and Cervical Cancer (HPV Information Centre), 2012). An important reason to the large difference is the absence of organized screening programmes using the Papanicolaou test (Pap test) developed by Dr. Georges Papanicolaou in the 1940s (Papanicolaou et al., 1943) . For this test cells are obtained from the uterine cervix through a simple scraping/brushing operation and smeared onto a glass slide of 25x75 mm, fixated and stained and then inspected through a normal light microscope at high resolution.
Based on a Pap-test, trained cytologists can not only find proof of invasive cancer but also detect certain cancer precursors, allowing for early and effective treatment. If detected early, invasive cancer is curable and the 5-year survival rate as high as 92% (Saslow et al., 2012) .
Most screening programmes revolve around visual screening performed by cytotechnicians in specialized laboratories. The screening work is tedious and, often due to fatigue, error prone. Because of the hazards of fatigue some recommendations say that a cytotechnician should not work more than 7 hours a day and analyse no more than 70 samples (Elsheikh et al., 2012) . This implies an average time to analyze a specimen of 6 minutes, a very short time given the complexity of the task. Although the Pap test has shown its worth through decades of use it is hampered by a number of difficulties, e.g., variable smear thickness, uneven cell distribution, dense cell groupings (clusters), obscuring elements such as blood and inflammatory cells and variable fixation and staining results (Grohs and Husain, 1994) .
To overcome some of the human limitations several attempts to automate the screening process have been made since the 1950s with varying degree of success. Today there are systems that are able to perform a scan of a sample but they all have in common that they require very specific sample preparation and are complicated and expensive to run (Bengtsson, 2005) .
A fundamental problem in developing a screening system is the vast areas that need to be analysed. A regular PAP-smear covers an area of at least 25x50 mm. The resolution needed for determining the malignancy of a cell leads to a pixel size of around 0,2 microns. This translates to 31 billion pixels on a specimen. Handling this amount of data in a few minutes poses serious challenges both on the initial scanning side and on the subsequent data analysis side. One way of improving the situation is to use a modified technique for depositing the slides on the specimen. So called Liquid Based Preparations, LBP, typically deposit the material in a circle with a diameter of 20 mm. This reduces the number of pixels to around 8 billion, still a substantial number, at the cost of a substantially more complex and costly slide preparation procedure. For the final analysis of a cell to be reliable it has to be in perfect focus and the algorithms to extract the relevant features are typically quite elaborate and thus time consuming. Autofocus and complex analysis algorithms thus make the automated screening problem even more challenging.
One way to attack this difficulty is to have a two stage approach, an initial search phase for areas or cells of interest followed by a detailed analysis of the interesting regions. This approach was first suggested and analyzed by Poulsen (Poulsen, 1973) and later implemented in the Diascan system (Nordin, 1989) . There have been huge improvements in scanning and computer technology since the 1970-80 ies when these projects were conducted but the fundamental problem holds. We thus need to find efficient ways of determining where on the slide we should focus our attention to reach a reliable decision about whether the specimen is normal or possibly show some abnormalities.
The initial analysis can be conducted of fields of view of lower resolution and with less stringent requirement on perfect focus. Whether these fields are obtained by merging pixels or subsampling images scanned at full resolution or by a separate scan of the specimen with different optics is a technical issue that requires a complicated technical/economical analysis to find the best solution for a particular setting. We will not discuss those issues further in this paper. For the study in this paper we have worked with images with a pixel size of 0.5 microns and with a single rough focus setting. This represents between one and two orders of magnitude less data than the perfectly focused, high resolution images needed for the final analysis.
The task of this low resolution analysis is to find areas that should be analysed more in detail. This will trivially mean to discard completely empty areas or areas where the cells are spread so dense that they cannot be resolved. We will be looking for areas with suitable density of cells of potential diagnostic interest. This could be extended to only look for cells that are larger than normal, since malignant cells usually are larger than normal ones. But stretching this criterion too far risks leading to missing some specimens where the malignant cells are of normal size (such malignancies exists). So we will be counting cells that are of a relevant size for further analysis, not only cells significantly bigger than normal.
Another important task is to look for clusters. It is known that malignant cells tend to cluster more than normal ones so when the human screener see a cluster of cells they take an extra look. We should thus note and flag the appearance of clusters in the analysed fields.
So to summarize we will in this paper present a study of image fields of moderate resolution from standard PAP smears and LBP specimens generating data that can be used to prioritize which areas should be used for the subsequent more expensive high resolution analysis. Thus optimizing the overall throughput of a system without sacrificing detection quality. The methods described in this paper can also work towards the overall classification task by locating diagnostically important structures that are often overlooked in conventional cell by cell classification schemes. We have not found any studies in the recent literature with this goal, most papers on PAPsmear analysis deal with segmentation or classification problems of images at a single resolution level. However, Raymond et al. (Raymond et al., 1993) made use of graphs and mathematical morphology to analyse neighbourhood relationship between cells in the study of germinal centers. Also, in a recent publication Chandran et. al (Chandran et al., 2012) presented a method for detecting clusters in cervical smears that is of interest and that is used for comparison in this paper.
MATERIALS AND METHODS

Microscope Setup
The images were acquired using an Olympus BX51 optical microscope with a 20X, 0.75 NA objective and a Hamamatsu ORCA 05G monochrome digital camera providing images of 1344 x 1024 with an effective square pixel size of 0.5 microns. The illumination was filtered through a narrow green filter centered at 570 nm in order to optimize nuclear contrast.
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Methodology
The methods developed to analyse an image field from a cervical smear sample are based on transformations applied to graphs that are built using the cell nuclei as vertices. The first step consists of the segmentation of the cell nuclei. Then, neighbourhood graphs are constructed and several transformations are applied to the different graphs in order to separate the image field into three regions according to how densely the nuclei are spaced and to locate the cells belonging to clusters.
Nuclei Segmentation
In order to build graphs on an image field, we need to segment the cell nuclei. A preprocessing step is used to reduce the background noise and improve the image quality. It consists of the implementation of a median filter. The contrast of the grayscale image is enhanced using Contrast-Limited Adaptive Histogram Equalization (Zuiderveld, 1994) . As a first stage of the segmentation, grayscale morphological closings with annular flat structuring elements are applied to identify nuclei-like objects, which will serve as seeds. The nuclear boundaries are then delineated using seeded watershed segmentation (Moshavegh et al., 2012) .
The resulting segmented nuclei-like objects are then classified into two groups, nuclei and artifacts, using Support Vector Machine. To evaluate the classification results, a Graphical User Interface (GUI) was developed to permit a user to identify nuclei in a set of images. A total of 24 images, belonging to different samples, have been marked. 2478 objects were manually identified as nuclei and 5474 identified as artifacts. The sensitivity, the specificity and the accuracy of the classification are 96,6%, 86,0% and 89,3% respectively. Although the results of segmentation and classification present some errors (missing nuclei, remaining artifacts), the objects identified as nuclei after the classification will be considered as true nuclei throughout the analysis. These imperfections affect the results obtained by the methods herein presented.
Graph Generation
After the segmentation of the cell nuclei, we have the vertex set on which we build neighbourhood graphs. Formally, a graph G = (V, E) is defined as a set V of vertices of the graph and a set E of edges of the graph. The methods developed uses the Voronoi diagram and neighbourhood graphs stemming from the Voronoi diagram: the Delaunay triangulation (DT), Gabriel graph (GG) and the euclidean minimum spanning tree (MST). Neighbourhood graphs are used in image analysis to model geometric structures and connectedness. The edges define the neighbourhood relation "is connected to" on the set of vertices. According to Vincent (Vincent, 1989) , and to Heijmans and Vincent (Heijmans H., 1992) , MST, GG and DT are very interesting for studying proximity problems because they are connected, unique (except for MST), they do not depend on any parameter (e.g. a maximal distance between objects or a minimal number of neighbours) which implies that they are independent of scaling and they are included into one another MST ⊆ GG ⊆ DT [ fig. 1 ], enabling a modelling of neighbourhood relationships of increasing strength. 
GLOBAL ANALYSIS -IMAGE FIELD SCORE
In order to facilitate the subsequent high resolution processing of the images we wish to detect regions with low, medium and high density of cell nuclei. To achieve this, a global analysis was performed to separate the image field according to cell density.
• Low density regions: Some regions in the image field are empty or contain very few nuclei.
• Medium density regions: These regions contain many nuclei distributed quite evenly and belonging mostly to free-lying cells. These are the regions of biggest interest and they should be further studied, the numerous nuclei allowing to build a large database of features and measurements.
• High density regions: These regions contain a very large number of nuclei or artifacts. Most of the cells are overlapping and closely gathered in clusters, some are folded and the dense regions are more prone to be partly out of focus. The nuclei can be deformed or barely visible. Their segmentation can be very difficult, leading to useless measurements. Hence, special care should be taken when studying these regions and thus it is important to identify them. The Global Analysis method uses both the Voronoi Diagram and Gabriel Graph. The main steps of the method are given in figure 2. Each step is further discussed in the following sections. Throughout the global analysis method, the parameters tuned (such as thresholds) are normalized by the diameter of the image, in order for the code to be adaptable to any image size. All the parameters have been set by changing values experimentally.
Determining the Low Density Regions
Low density regions are defined as containing no or few nuclei. Consequently, these regions hold very few, spaced out, vertices, and are thus paved by large Voronoi cells. In order to determine low density regions, the cells in the Voronoi diagram were thresholded according to their area. Each cell in the Voronoi diagram with an area superior to a threshold is considered as belonging to a low density region. The rest of the Voronoi cells are considered as belonging to medium (or high) density regions [ fig. 3 (a) ].
Medium Density Regions Growth
After step 3 [ fig. 2 ], we can observe on the Gabriel graph that some vertices within the initial low density regions are close (Euclidean distance) neighbours of vertices situated inside the medium density regions. These nuclei should thus be included in the medium density regions, resulting in larger medium density region. This operation is repeated as long as vertices are added. Once all the close-by vertices have been added to the regions, we apply the convex hull on each of the grown set of vertices, and thus obtain the final medium density regions. The result is stored in a binary image, where medium density regions are assigned the value 1 and low density regions (the rest of the image) are assigned the value 0. The contours in this binary image represent the external contours of the final medium density regions. The internal contours of the medium density regions will be the external contours of the high density regions [ fig. 3 (b) ].
Initial High Density Regions
High density regions are defined as containing many closely located nuclei. They are thus paved by small Voronoi cells. In order to determine high density regions, the cells in the Voronoi diagram were thresholded according to their area. Each cell in the Voronoi diagram with an area less than a threshold is considered as belonging to a high density region [ fig. 3 (c) ].
High Density Regions Growth and Final Borders of the High Density Regions
Likewise step 4 [ fig. 2 ], after step 5, we can observe on the Gabriel graph that some vertices outside the initial high density regions are close (Euclidean distance) neighbours of vertices situated inside the high density regions. These vertices are added to the high density regions, but contrary to step 2, the operation is just executed once, to avoid a too large growth of the high density regions. Indeed, it was observed experimentally that further iterations would result in adding irrelevant vertices. Once these nearby vertices have been added, one can notice that farther vertices belonging to high density regions are still considered as belonging to medium density regions. To solve this problem, we take into account the grey value of the Voronoi cells situated in the neighbourhood of the high density regions, from which we removed the nuclei that generated the Voronoi cell. If the mean grey value is inferior to a threshold (dark Voronoi cell), or if the standard deviation of the grey value is superior to a threshold with a mean grey-value still quite low (Voronoi cell with a dark part and a part of higher intensity, often found at the border of a high density region), the vertex that generated this Voronoi cell is added to the high density regions vertices, resulting in larger high density regions. This operation is repeated as long as vertices are added. Indeed, high density regions are often very dark due to the closeness of cells, which justifies taking grey-value into account [ fig. 3  (d) ]. Once this step has been accomplished, we obtain n sets of vertices belonging to the grown high density regions. We extract the Voronoi cells generated by these vertices, and store them in a binary image with value 1. Value 0 is assigned to the rest of the image. This binary image and the medium density regions binary image mentioned above are combined using the logical operation AND [ fig. 3 (e) ]. The binary image thus obtained is the final high density binary image, where regions with value 1 represent high density regions. Indeed, high density regions should be included in the regions that had previously been identified as medium dense, and not encroach upon low density regions. The contours in this binary image represent the contour of the final high density regions [ fig. 3 (f) ].
Overview of the Results of
the Global Analysis Figure 4 shows the results obtained with the global analysis method, for a set of 30 images, 10 images with mostly high density regions (HDR), 10 images with mostly medium density regions (MDR) and 10 images with mostly low density regions (LDR). Four ratios are calculated:
Ratio 1: Proportion of nuclei in MDR and nuclei in LDR compared to nuclei in HDR.
nuclei in MDR + nuclei in LDR nuclei in HDR + 1
Ratio 2: Proportion of MDR area compared to LDR and HDR areas.
MDR Area LDR Area
Ratio 3: Proportion of HDR area compared to LDR and MDR areas. 
The values obtained for the different ratios differ according to the density of the nuclei in the image. Ratio 1 increases when the nuclei density decreases. For ratio 2 the proportion of MDR area compared to LDR and HDR areas is much higher for medium density images than for low or high density images. Likewise, for ratio 3, the proportion of HDR area compared to LDR and MDR areas is much higher for high density images than for low or high density images, and for ratio 4, the proportion of LDR area compared to HDR and MDR areas is much higher for low density images than for medium or high density images. 
DETECTING CELL CLUSTERS USING GRAPHS
Cervical cell images usually contain single cells, clusters of cells as well as artifacts. It is important to define the regions containing cells, clusters of cells, or regions void of cells in order to reduce the area to be studied. The detection of cell clusters in an image is of interest for two reasons. First, cells have different features when in a cluster, their nuclei can be overlapping or out of focus, resulting in the impossibility to detect or to segment them properly. Special analysis should be applied when studying cells in a cluster, and therefore it is important to identify the position of these clusters in the images. Secondly, the presence of cell clusters in the slide has a diagnostic value, because malignant cells are more prone to stick together in clusters than normal cells. Thirdly, endometrial cells, which also should be detected, usually form clusters. Graph theory is known for its ability to analyse complex interactions and relationships in diverse systems. Vertices correspond to the objects in the system and the edges describe the neighbouring relations between these objects. We have therefore used graph theoretical methods to detect clusters. Throughout the clustering method, the parameters tuned (such as thresholds) are normalized by the diameter of the image, in order for the code to be adaptable to any image size. All the parameters have been set by changing values experimentally.
Clustering the Euclidean Minimum Spanning Tree
Two alternative approaches were tested to analyse the clusters, which main steps are given in figure 5 . The first method was based on clustering the Euclidean Minimum Spanning Tree (EMST).
Initial Clustering by Thresholding of the Euclidean Minimum Spanning Tree
In order to obtain initial clusters, the edges in the EMST are thresholded. Indeed, one feature characterising clusters in the EMST is their short edges. Each edge in the EMST with a length superior to a threshold t Edges is removed from the graph. The graph resulting from the thresholding of the EMST is a forest and the N C different connected components thus obtained represent N C initial clusters.
Cluster Growth
From the previous step, we have obtained N C initial clusters. The purpose of this step is to make each cluster grow, by adding neighbouring edges similar (in terms of length) to the edges already present in the initial cluster. A neighbouring edge is added if its length divided by the average length of the edges in the initial cluster is inferior to a threshold t Edges−growth . Once every neighbouring edge has been visited, and possibly added, the resulting cluster is larger. Then the operation is repeated on the resulting grown cluster, as long as neighbouring vertices are added. Once this step has been accomplished for each initial cluster that had been obtained after thresholding of the EMST, we obtain N C clusters CG(grown clusters). Edges and vertices have been added, and some clusters CG are actually connected in the EMST. They are then merged in order to identify each connected components that will form our final set of clusters. We end up with a number of clusters N CG ≤ N C .
Removal of Small Connected Components
Connected components containing few vertices are most of the time "false clusters", free-lying cells close enough from each other to be mistaken as a cluster. The clusters containing less than a threshold t Comp vertices are removed.
Removal of Connected Components Including Large Delaunay Triangles
Clusters of cells are constituted of several cells very close to each other (most of the time overlapping), thus vertices (or nuclei) in clusters are also close to each other and the Delaunay Triangles made up of these vertices have a small area. As a result, connected components that include Delaunay triangles of large area are removed from the clusters list. The result of the detection of clusters with the EMST is shown for two cytology images in figure 6. 
Clustering with the Delaunay Triangulation
The second cluster analysis method was based on clustering with the Delaunay triangulation (DT).
Initial Clustering by Thresholding of the Delaunay Triangulation
In order to obtain initial clusters, the triangles in the Delaunay triangulation were thresholded relatively to their area and perimeter. Indeed, as noted previously, vertices in clusters are close to each other, thus the Delaunay triangles made up on these vertices have small area and perimeter. Consequently, each triangle in the Delaunay triangulation with an area superior to a threshold t Area and a perimeter superior to a threshold t Perimeter is removed from the graph. The new graph resulting from the thresholding of the Delaunay triangulation is a collection of connected components. The N C different connected components thus obtained represent N C initial clusters.
Removal of Small Connected Components
Before applying any transformation to the initial clusters, we remove small connected components from the initial clustering. Indeed, small connected components are most of the time linking closely located free-lying cells together and "real clusters" are already represented by quite large connected components after the initial clustering. Moreover, some of the small connected components can grow considerably, and then be kept as a cluster after step 4 (Removal of small connected components after the cluster growth), when it is in fact only a grouping of closely located free-lying cells.
Delaunay Clusters Growth
N C initial clusters have been obtained from the previous step. The purpose of this step is to make each cluster grow, by adding neighbouring triangles similar (in terms of area and perimeter) to the triangles ClusterDetectionandField-of-ViewQualityRating-AppliedtoAutomatedPap-smearAnalysis already present in the initial cluster. A triangle is defined as a neighbouring triangle of a cluster, if at least one of its apexes is a vertex belonging to the cluster. A neighbouring triangle is added to a cluster if its area divided by the average area of the triangles in the initial cluster is inferior to a threshold t Area−Growth and if its perimeter divided by the average perimeter of the triangles in the initial cluster is inferior to a threshold t Perimeter−Growth . Once every neighbouring triangle has been visited, and possibly added, the resulting cluster is larger. Then the operation is repeated on the resulting grown cluster, as long as neighbouring triangles are added. Once this step has been accomplished to each initial cluster, we obtain N C clusters CG(grown clusters). Triangles, and so, vertices, have been added, and some clusters CG are actually connected in the Delaunay Triangulation. They are then merged in order to identify each connected components that will form our final set of clusters. We end up with a number of clusters N CG ≤ N C . As well as for clustering with EMST, small connected components are removed from the clusters list.
Results of the clustering with Delaunay triangulation are shown in figure 7. 
Combining Clustering Methods
In this section we combine the results obtained by clustering with the Euclidean minimum spanning tree with the results obtained by clustering with the Delaunay triangulation.
The method employed returns a set of vertices considered to be in clusters. Two ways of combining the methods have been considered. For the first way, the vertices kept in this set are the vertices that were considered as being in clusters both by the clustering with EMST method and by the clustering with DT method.
For the second way, the vertices kept in this set are the vertices that were considered as being in clusters by the clustering with EMST method or by the clustering with DT method. Figure 8 illustrates the results obtained while detecting clusters using the intersection of above-presented methods, and figure 9, using the union.
From both sets of vertices VCombined, we identify the different connected components (connected in the Delaunay triangulation), in order to separate the different clusters. We obtain several sets of vertices, each set containing the vertices of a specific cluster.
Results
Ground Truth
The performance of the clustering methods was evaluated relative to manual definition of the clusters. A Graphical User Interface (GUI) was developed to permit a user to delineate regions containing clusters in a set of images. A cervical cell image analysis expert used the GUI to trace the clusters boundaries. A total of 48 images, belonging to different samples, have been labelled and used to evaluate and compare the methods. The accuracy of the methods is calculated using the 48 images, containing a total of 2307 nuclei labelled as belonging to a cluster and 8116 nuclei labelled as not belonging to a cluster.
The Cellgraph Method
In order to compare our method to the cellgraph based method developed by Chandran et al. (Chandran et al., 2012) , we implemented that method using the centroids of the segmented nuclei as a set V of vertices of the graph. Some results using the cellgraph method are illustrated in figure 10 . The cellgraph method, as developed by Chandran et al., uses the Waxman Model (Waxman, 1988) , in which edges are probabilistically assigned between vertices and the probability of linking a pair of vertices v and w with an edge decreases with the increase in the Euclidean distance between them. 
Evaluation
Each method classifies nuclei (or vertices) as belonging to a cluster or not belonging to a cluster. To measure the performance of each method, we calculate the sensitivity and specificity defined as follow: (8) where a positive refers to a nucleus belonging to a cluster and a negative, to a nucleus belonging to a free-lying cell. True or false states the correctness of the classification in one of the two above mentioned groups.
The specificity represents the probability that the nucleus is classified as not in a cluster given that the nucleus is indeed not in a cluster.
The sensitivity represents the probability that the nucleus is classified as in a cluster given that the nucleus is indeed in a cluster. Figure 11 shows the resulting specificity and sensibility for each method. As expected, specificity increases and sensitivity decreases when using the intersection of both methods and conversely, specificity decreases and sensitivity increases when using the union of both methods. Segmentation issues (nuclei that had not been detected or that had been removed after classification, or artifacts that had been mistaken as nuclei) often causes the methods to be imprecise and improving the segmentation would benefit to the clustering results. It is also difficult to define precisely a cluster, and it was observed that some clusters detected by the method, which had not been marked as ground truth clusters, could actually be clusters. 
CONCLUSIONS
In this paper, we presented a low resolution cell finding system for fields-of-view quality rating and cluster detection in bright-field microscope images of cervical cells. Neighbourhood graphs have been fit to the image nuclei in order to model neighbourhood relationships between cells. Transformations on such graphs resulted in the detection of cell clusters and the delineation of regions with varying degree of cell density. The evaluation of our clustering methods in term of sensitivity and specificity, as well as a comparison to a related work in the literature shows that our approach is accurate, effective and relevant for the detection of cells in clusters. We believe that the performance of our methods can be further increased by improving nuclei segmentation results.
