Abstract This paper deals with the problem of predicting biomass and grain protein content using improved particle filtering (IPF) based on minimizing the Kullback-Leibler divergence. The performances of IPF are compared with those of the conventional particle filtering (PF) in two comparative studies. In the first one, we apply IPF and PF at a simple dynamic crop model with the aim to predict a single state variable, namely the winter wheat biomass, and to estimate several model parameters. In the second study, the proposed IPF and the PF are applied to a complex crop model (AZODYN) to predict a winter-wheat quality criterion, namely the grain protein content. The results of both comparative studies reveal that the IPF method provides a better estimation accuracy than the PF method. The benefit of the IPF method lies in its ability to provide accuracy related advantages over the PF method since, unlike the PF which depends on the choice of the sampling distribution used to estimate the posterior distribution, the IPF yields an optimum choice of this sampling distribution, which also utilizes the observed data. The performance of the proposed method is evaluated in terms of estimation accuracy, root mean square error, mean absolute error and execution times.
Introduction
Crop models such as EPIC Williams et al. (1989) , WOFOST Diepen et al. (1989) , DAISYHansen et al. (1990) , STICS Brisson et al. (1998) , and SALUS Basso and Ritchie (2005) are non-linear and describe the growth and development of a crop interacting with environmental factors (soil and climate) and agricultural practices (crop species, tillage type, fertilizer amount, and others). They are developed to predict crop yield and quality or to optimize the farming practices in order to satisfy agricultural objectives, as the reduction of nitrogen lixiviation. More recently, crop models are used to simulate the effects of climate changes on the agricultural production. Nevertheless, the prediction errors of these models may be important due to uncertainties in the estimates of initial values of the states, input data, parameters, and the equations Leisenring and Moradkhani (2011) , Elsheikh et al. (2013) . The measurements needed to run the model are not much, but the field spatial variability and the climatic temporal fluctuations over the field may be high. The degree of accuracy is therefore difficult to estimate, apart from numerous repetitions of measurements. For these reasons, the problem of state/parameter estimation represents a key process in such nonlinear and non-Gaussian crop models, including a large number of parameters, while measurement noise exists in the data. For example, it is useful to predict the evolution of variables, such as the biomass and the grain protein content during the crop life cycle. State estimation techniques can be of a great value for these predictions since they have the potential to estimate the variables and several parameters simultaneously.
The state estimation problem addressed here can be viewed as an optimal filtering problem, in which the posterior distribution of the unobserved state, given the sequence of observed data and the state evolution model, is recursively updated , Matthies et al. (1989) , Liu et al. (2010) . Several techniques for prediction and modeling in environmental systems are developed and used in practice. These techniques include classical and GGE biplot methods Frutos et al. (2014) , Yan et al. (2000) , the extended Kalman filter (EKF) Lee and Ricker (1994) , , the ensemble Kalman filter (EnKF) Shu et al. (2005) , Evensen (2003) , the unscented Kalman filter (UKF) Sarkka (2007) , Kandepu et al. (2008) , the particle filter (PF) Arulampalam et al. (2002) , Kotecha and Djuric (2003) , and more recently the variational Bayesian filter (VBF) .
The objectives of this paper are threefold. The first objective is to use an improved particle filtering (IPF) based on KLD minimization for improving nonlinear and non-Gaussian crop model predictions. The second objective is to investigate the effects of practical challenges on the performances of state estimation algorithms such as PF and IPF. Such practical challenges include (i) the effect of measurement noise on the estimation performances and (ii) the number of states and parameters to be estimated. The third objective is to apply the proposed state estimation techniques PF and IPF for prediction and modeling of biomass and grain protein content. In a first step, we present an application of the IPF to a simple dynamic crop model with the aim of predicting a single state variable, namely winter wheat biomass. In a second step, we apply the IPF for updating predictions of complex nonlinear crop models in order to predict protein grain content.
The rest of the paper is organized as follows. In Sect. 2, a statement of the problem presented, followed by the description of the IPF. Then, in Sect. 3, the performances of the proposed IPF are evaluated and compared with the standard PF through the application cases. Finally, concluding remarks are presented in Sect. 4.
Material and methods

State evolution model
Here, the estimation problem of interest is formulated for a general system model. Let a nonlinear complex crop model be described as _ x ¼ gðx; u; h; wÞ; y ¼ lðx; u; h; vÞ; ð1Þ where x 2 R n is a vector of the state variables, u 2 R p is a vector of the input variables, h 2 R q is an unknown parameter vector, y 2 R m is a vector of the measured variables, w 2 R n and v 2 R m are process and measurement noise vectors, respectively, and g and l are nonlinear differentiable functions. Discretizing the state space model (1), the discrete model can be written as
which describes the state variables at some time step ðkÞ in terms of their values at a previous time step ðk À 1Þ. Since we are interested in estimating the state vector, x k , as well as the parameter vector, h k , let us assume that the parameter vector is described by the model
meaning that it corresponds to a stationary process, with an identity transition matrix, driven by white noise. In order to include the parameter vector h k into the state estimation problem, let us define a new state vector z k that augments the state vector x k and the parameter vector h k as
where z k 2 R nþq . Also, defining the augmented noise vector as
the model (2) can be written as
where F and R are differentiable nonlinear functions. Thus, the objective here is to estimate the augmented state vector z k , given the measurements vector y k . In the next section, algorithms for the PF and IPF are presented, where IPF algorithm results from the KullbackLeibler divergence (KLD) minimization for the proposal distribution generation within the PF framework. The main advantage of the IPF is that it allows the PF to incorporate the latest observation into the prior updating scheme, and hence it yields an optimal choice of the sampling distribution pðz k jz kÀ1 ; y k Þ by minimizing a KLD criterion that also utilizes the observed data y k .
In summary, PF suffers from one major drawback. Its efficient implementation requires the ability to sample from pða k ja kÀ1 Þ, which does not take into account the current observed data, y k , and thus many particles can be wasted in low likelihood (sparse) areas. This issue is addressed by the proposed IPF, which is described in Sect. 2.2.
Particle filter and its improvement
The PF method is an implementation of the recursive Bayesian estimator Gustafsson et al. (2002) , Arulampalam et al. (2002) . Bayesian estimation relies on computing the posterior pðz k jy 0:k Þ, which is the density function of the unobserved state vector, z k , given the sequence of the observed data y 0:k fy 0 ; y 2 ; . . .; y k g. However, instead of describing the required posterior distribution in a functional form, in this PF scheme, it is represented approximately as a set of random samples of the posterior distribution. These random samples, which are called the particles of the filter, are propagated and updated according to dynamics and measurement models Kotecha and Djuric (2003) , Arulampalam et al. (2002) . The advantage of the PF is that it is not restricted by the linear and Gaussian assumptions, which makes it applicable to a wide range of applications. The basic form of the PF is simple, but may be computationally expensive. Thus, the advent of cheap, powerful computers over the last 10 years has been a key to the introduction and utilization of PFs in various applications. For a given dynamical system describing the evolution of the states and parameters that we wish to estimate, the estimation problem can be viewed as an optimal filtering problem Andrews et al. (2006) , in which the posterior density, pðz k jy 0:k Þ, is recursively updated. Here, the dynamical system is characterized by a Markov state evolution model, pðz k jz 0:kÀ1 Þ ¼ pðz k jz kÀ1 Þ, and an observation model, pðy k jz k Þ. In a Bayesian context, the task of state estimation can be formulated by recursively calculating the predictive density pðz k jy 0:kÀ1 Þ and the filtering density pðz k jy 0:k Þ as
where the normalizing constant pðy k jy 0:kÀ1
The nonlinear nature of the system model leads to intractable integrals when evaluating the marginal state distribution, pðz k jz kÀ1 Þ. Therefore, Monte Carlo approximation is utilized, where the joint posterior density, pðz 0:k jy 0:k Þ, is approximated by the point-mass distribution of a set of weighted samples (particles) fz Kotecha and Djuric (2003) 
ðiÞ k are the corresponding importance weights and N is the total number of particles. Based on the same set of particles, the marginal posterior density of interest, pðz k jy 0:k Þ, can also be approximated as Arulampalam et al. (2002) 
In this Bayesian importance sampling (IS) approach, the particles fz
are sampled from the density (called also importance density) Arulampalam et al. (2002) given by
where l k defines the expectation of the state z k and k k defines the covariance matrix of the state z k .
Resampling is performed whenever the effective sample size N eff drops below a certain threshold N threshold , where a smaller N eff means a larger variance for the weights and hence more degeneracy. Then, the estimate of the augmented state b z k can be approximated by a Monte Carlo scheme as Kotecha and Djuric (2003) 
where ' 
A common problem with the sequential importance sampling-based PF is the degeneracy phenomenon, where after a few iterations, all but one particle will have negligible weights. It has been shown Yang et al. (2005) that the variance of the importance weights can only increase over time, and thus it is impossible to avoid the degeneracy phenomenon. This degeneracy implies that a large computational effort is devoted to update particles whose contribution to the approximation of pðz k jy 0:k Þ is almost zero. A suitable measure of degeneracy of the algorithm is the estimate effective sample sizeN eff , which is introduced in Gustafsson et al. (2002) and Liu and Chen (1998) , and is defined aŝ
where ' ðiÞ k are the normalized weights obtained using (13). The PF method for state/parameter estimation is summarized in Algorithm 1.
The choice of optimal proposal function is one of the most critical design issues in IS schemes. In Kotecha and Djuric (2003) , the optimal proposal densitypðz k jz 0:kÀ1 ; y 0:k Þ is obtained by minimizing the variance of the importance weights given the states z 0:kÀ1 and the observations data y 0:k . This selection has also been studied by other researchers. However, this optimal choice suffers from one major drawback. The particles are sampled from the prior density pðz k jz 0:kÀ1 Þ and the integral over the new state need to be computed. In the general case, closed form analytic expression of the posterior density of the state is untractable Gustafsson et al. (2002) . Therefore, the density pðz k jz 0:kÀ1 Þ is the most popular choice of the proposal distribution. One of its advantages is its simplicity in sampling from the prior density pðz k jz 0:kÀ1 Þ and the evaluation of weights ' ðiÞ k (as presented in the previous section). However, the latest observation is not considered for the computation of the weights of the particles as the importance density is taken to be equal to the prior density Sarkka (2007) . The transition prior density pðz k jz 0:kÀ1 Þ does not take into account the current observation data y k , and many particles can be wasted in low likelihood areas. This choice of the IS function simplifies the computational complexity, but it can cause filtering divergence Sarkka (2007) . In cases where the likelihood function is too narrow as compared to the prior density, very few particles will have considerable weights. Next, we present an overview of KLD-based IPF.
The IPF is proposed for approximating intractable integrals arising in Bayesian statistics. By using a separable approximating densityqðz k Þ ¼qðz k jz 0:kÀ1 ; y 0:k Þ ¼ Q iq ðz i k Þ to lower bound the marginal likelihood, an analytical approximation to the posterior density pðz k jy 0:k Þ is provided by minimizing the KLD given by
the Lagrange multiplier scheme is used to yield the approximate densitŷ
where Eð:Þ qðz j k Þ denotes the expectation operator related to the densityqðz j k Þ. Therefore, these dependent parameters can be jointly and iteratively updated. Taking into account the separable approximate densityqðz kÀ1 Þ at time k À 1, the posterior density pðz k jy 0:k Þ is sequentially approximated according to
Hence, the particles fz 
The recursive estimate of the importance weights can be derived as 
Equation (19) provides a mechanism to sequentially update the importance weights, given an appropriate choice of the proposal densityqðz k jz 0:kÀ1 ; y 0:k Þ. Then, the estimate of the augmented state b z k can be approximated by a Monte Carlo scheme as
The IPF which based on minimizing the KLD for proposal distribution generation within a PF framework is detailed in Algorithm 2.
Data analysis
In this work, the data used were obtained under temperate climate, in a field located at Gembloux (50.56N, 4.71E) (Belgium) in seasons [2008] [2009] . They concern the growth of winter wheat (Triticum aestivum L.) in silt loamy soil (% clay, % silt, % sand). A nitrogen level of 180 kgN/ha was applied in three fractions and according to three equivalent doses, respectively at the tillering (stage 23), redress (Zadoks stage 30), and last-leaf stages (Zadoks stage 39). The above ground biomass was defined here as the sum of straw and grain yields. It was measured at a bi-weekly interval from mid-February until harvest. The model parameters as well as other physical properties are shown in Table 1 . E b is the radiation use efficiency which expresses the biomass produced per unit of intercepted radiation, E imax is the maximal value of the ratio of intercepted to incident radiation, K is the coefficient of extinction of radiation, L max is the maximal value of LAI, T s1 defines a temperature threshold, and A and B are two additional parameters.
To perform the comparison between the various estimation techniques, the root mean square error (RMSE) and the mean absolute error (MAE) criteria are used for the estimated states with respect to the noise free data as
and,
where x (respectively b x) is the true state/parameter vector (respectively the estimated state/parameter vector). This paper focuses on the biomass growth, described by the MASEC output within the STICS model, over 2 years (crop seasons 2008e09). The aboveground biomass measurements were performed at a bi-weekly interval from mid-February (about Julian day 410) until harvest. Next, we present two case studies: in the first one, we apply the IPF and PF at a simple dynamic crop model with the objective to predict a single state variable, namely the winter wheat biomass, and to estimate several model parameters. In the second study, the proposed IPF and PF are applied to a complex crop model (AZODYN) to predict a winter-wheat quality criterion, namely the grain protein content. They are also used to estimate the model parameters.
Case 1: a dynamic model simulating wheat biomass
Here, we describe a simple dynamic crop model that is used to compare the performances of the PF and IPF. The crop model has a single state variable representing aboveground winter-wheat biomass. This state variable is simulated on a daily basis in function of the daily temperature and the daily incoming radiation according to the classical method presented in (Varlet-Grancher et al. 1982) . The biomass at time k þ 1 is linearly related to the biomass at time k as Makowski et al. (2004) 
where k is the day number since sowing, B k is the true above-ground plant biomass on day k, P k is the incoming photossynthetically active radiation on day k, L k is the leaf-area index on day k, E imax is the maximal value of the ratio of intercepted to incident radiation, K is the coefficient of extinction of radiation and w k is a random term representing the model error. The crop biomass at sowing is set equal to zero: B 1 ¼ 0. L k is calculated in function of the cumulative degree-days (over a basis of 0 C) from sowing until day k, noted T t , as Makowski
where the parameter T s2 is set equal to B logð1 þ e ÀA½T k ÀT s1 Þ in order to have L 1 ¼ 0. The model includes two input variables X k ¼ ½T k P k > and seven parameters ðE b ; E imax ; K; L max ; A; B; T s1 Þ. E b is the radiation uses efficiency, which expresses the biomass produced per unit of intercepted radiation, L max is the maximal value of L, T s1 defines a temperature threshold, and A and B are two additional parameters. At this stage, the parameter values are assumed to be known and obtained from Makowski et al. (2004) . We suppose that measurements of biomass, y 1 ; . . .; y N , are made at different times before harvest on the site-year of interest. In practice, values of y k can be derived from plant samples or from remote-sensing data. We assume that each measurement y k is related to the biomass B k by
where v k is a random term representing measurement errors. In the next subsection, we show how such measurements can be used to improve the accuracy of biomass predictions. Based on Eq. (23), biomass is estimated at each date of measurement using both the IPF and PF algorithms (Fig. 1) . Table 2 illustrates the RMSE and MAE using Algorithms 1 and 2. Figure 1 and Table 2 show that the IPF outperforms the PF. These advantages of the IPF are due to the fact it provides an optimum choice of the sampling distribution used to approximate the posterior density, which also accounts for the observed data. Table 2 presents the performance comparison of the state estimation techniques in terms of RMSE and MAE and execution times.
Model in (23) assumes that the parameters are fixed and/ or have been determined previously. However, the model involves several parameters that are usually not exactly known, or that have to be estimated. Estimating these parameters to completely define the model usually requires several experiment setups, which can be expensive and challenging in practice. Hence, in a second step, we propose to use the PF and IPF to simplify the task of modeling compared to the conventional experimental intensive methods. Here, we are interested in examining the effect of the number of estimated states and parameters on the estimation performances of the PF and IPF when used to estimate the states and the model parameters. In other words, the state vector that we wish to estimate, z k , includes the model states, x k , as well as some (or all) of the model parameters (i.e., E b , E imax , K, L max , T s1 , A and B) that are assumed to be unknown. Hence, the equations (23), (24) and (25), we obtain
and L k is given by
Combining (23) and (26), we get
where f fj21;...;8g are some nonlinear functions. In other words, we are forming the augmented state
which is the vector that we wish to estimate. It can be given by the 8 Â 1 matrix given by The idea here is that, if a dynamic model structure is available, the model parameters can be estimated using one of the state estimation techniques, PF or IPF. To characterize the ability of the different approaches to estimate both the states and the parameters at same time, we have chosen true parameter values and then tested each technique to see how well it could retrieve these true parameter values given the data. It was thus possible to calculate the quality of the estimated parameters and the predictive quality of the adjusted model for each method. It can be seen from the results presented in Tables 3 and 4 that the IPF outperforms the PF [i.e., it provides smaller RMSE for the state variables (respectively MAE)]. These results confirm those obtained in the first comparative study, where only the state variables are estimated. The advantages of the IPF over the PF can also be seen through its abilities to estimate the model parameters. The results also show that the number of estimated parameters affects the estimation accuracy of the estimated state variables. In other words, for all estimation techniques, the estimated RMSE of biomass increases from the first comparative study (where only the state variables are estimated) to case 1 (where seven parameters E b , E imax , K, L max , T s1 , A and B are estimated). Tables 3 and 4 compare the estimates of the crop model parameters using the two techniques PF and IPF for the different number of states and parameters to be estimated. For example, for the PF estimation technique, estimated RMSEs and MAEs of B k increase from the first comparative study (states and parameters to be estimated = 2) to the case where the number of states and parameters to be estimated = 8. For example, the RMSEs obtained using PF where the number of states and parameters to be estimated = 2 and = 8 are 6.346 and 6.768, respectively, which increase as the number of states and parameters to be estimated increases (refer to Table 3 ). This observation is valid for the estimated MAE and the IPF technique (refer to Table 4 ). We assume that a Gaussian noise is added to the time profiles of biomass. In order to show the performance of the PF and IPF estimation algorithms in the presence of measurement noise, four different measurements noise values, 10 À1 , 10 À2 , 10 À3 and 10 À4 , are considered. The final estimated values of the crop model are summarized in Tables 5 and 6 . The simulation results of estimating the states biomass using PF and IPF, when the variances noise vary in {10 À4 , 10 À3 }, are shown in Tables 5 and 6 . In other words, for the PF estimation technique, estimated RMSE of B k increases from the first comparative study (noise variance = 10 À4 ) to the case where the noise variance = 10 À1 .
For example, the RMSEs obtained using the PF for biomass where the noise variance=10 À4 and = 10 À1 are 6.248, and 6.674, respectively, which increase as the noise variance increases (see Table 5 ). This observation is valid for the estimated MAE and the IPF algorithm (see Table 6 ).
Case 2 : IPF for complex nonlinear crop models
The AZODYN crop model (Jeuffroy and Recous 1999) is a nonlinear dynamic model simulating winter-wheat crop in function of environmental variables (characteristics of the crop at the end of winter, soil characteristics, climate) and of nitrogen fertilization (dates and rates of fertilizer applications). We consider a particular site-year (2008) (2009) . This model can be used to predict grain yield, soil mineral nitrogen, and grain protein content at harvest. AZODYN is a useful tool for studying the effects of nitrogen management on crop yield, grain quality and risk of pollution by nitrate Meynard et al. (2002) . Before flowering, five state variables are simulated each day by AZO-DYN: nitrogen uptake (NU), dry matter (DM), nitrogennutrition index (NNI), leaf-area index (LAI), soil mineral nitrogen supply (SNS). We consider chlorophyll-content measurements obtained with a chlorophyll meter. These measurements are correlated to one of the model state variables, namely nitrogen uptake, and can be easily performed by farmers, collecting-firm operators, or farmers' advisors. Here, we suppose that only one chlorophyllcontent measurement is performed at flowering and that this measurement is linearly related to the model state variables as Makowski et al. (2004) 
where ym k and xm k are, respectively, the chlorophyllcontent measurement and the (5 Â 1) vector of the true state-variable values at flowering, w is an intercept parameter, and H is a one-row matrix defined by H ¼ ða; 0; 0; 0Þ, with a being the slope of the linear equation relating the measurement to nitrogen uptake. We assume that the error term vm k is normally distributed, vm k Ã NðO; RÞ. The IPF is used to update the five states variables NU, DM, NNI, LAI, and SNS given a single chlorophyll-content measurement ym k performed at flowering. Yield and grain protein content at harvest are then estimated from the updated state variables. Figures 2, 3 and Table 7 show the estimation of the states variables yield and grain protein content using the PF and IPF. The results show the performance of the IPF over the PF. Efficiency of the IPF is due to the fact it uses the KLD divergence to compute the optimum sampling Fig. 3 Updated value of yield (kg/ha) versus N (days) using PF and IPF techniques distribution used to approximate the posterior density, which also accounts for the observed data.
Compared with PF, the RMSE (respectively MAE) has been improved in the IPF, but the execution time has not been improved significantly (see Table 7 ). This is because the IPF technique optimizes the sampling distribution by minimizing the KLD (which utilizes the observed data) during the state and parameter estimation phase. Table 7 presents the performance comparison of the state estimation techniques in terms of RMSE, MAE and execution times. We can see from Table 7 that, compared with PF, the RMSE and the MAE have been improved in the IPF, but the execution time has not been improved significantly. This is because the IPF technique optimizes the sampling distribution by minimizing the KLD (which utilizes the observed data) during the state and parameter estimation phase.
Conclusions
In this paper, the problem of nonlinear biomass and grain protein content predictions was addressed using the improved particle filter. Various state estimation techniques, which include the particle filter and the improved particle filter, are compared. Furthermore, we investigated the effect of practical challenges (e.g., measurement noise, number of states and parameters to be estimated) on the performances of the particle filter and improved particle filter. The simulation results of both comparative studies showed that the improved particle filter provided an improvement over the particle filter. This is because, unlike the particle filter which depends on the choice of sampling distribution used to estimate the posterior distribution, the improved particle filter yields an optimum choice of the sampling distribution, which also utilizes the observed data. The performance of the proposed method was evaluated on a synthetic example in terms of estimation accuracy, RMSE, MAE and execution times. 
