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This paper is concerned with the stability and asymptotic stability of θ-methods for the
initial value problems of nonlinear stiff Volterra functional differential equations in Banach
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1. Introduction
Many real-life phenomena in physics, biology, medicine, economics, etc. can bemodelled as stiff initial value problems in
Volterra functional differential equations (VFDEs). In the last few decades, many authors discussed numerical methods for
solving stiff delay differential equations (DDEs), such as Baker [1], Bellen and Zennaro [2], in’t Hout [3], Torelli [4], Koto [5],
Guglielmi [6], Huang et al. [7,8], Zhang and Zhou [9], Liu and Spijker [10] and so on, which can be regarded as special cases
of VFDEs. Recently, Li [11,12] has established B-stability and B-convergence theories for both Runge–Kutta methods and
general linear methods for general stiff VFDEs in Hilbert spaces, where each problem is assumed to satisfy a one-sided
Lipschitz condition. However, for some stiff problems, it may happen that the one-sided Lipschitz constant is very large
even if the problem is well conditioned (see Example 2.2 in the following section), which implies that the B-theory in Hilbert
space is impracticable for these problems. Therefore, for these problems, we must establish new stability criteria.
In this paper, we review the test problem class of VFDEs in Banach spaces in Section 2, then in Sections 3 and 4, we
establish the stability and asymptotic stability criteria of θ-methods when they are applied to the aforementioned initial
value problems, respectively. In Section 5, we expound the relationship and difference between our results and the existing
results in the literature. In Section 6, a numerical example is conducted to confirm our analytic results. We note that in
Example 2.2, the right-hand-side function f (t, u, ψ) of the problem satisfies a one-sided Lipschitz conditionw.r.t. the second
argument of f with a large one-sided Lipschitz constant. However, the stability criteria established in the present paper are
still applicable.
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2. Test problems
LetX be a real or complex Banach spacewith the norm‖·‖. For any given closed interval I ⊂ R, let the symbolCX (I)denote
a Banach space consisting of all continuous mappings x : I → X , on which the norm is defined by ‖x‖∞ = maxt∈I ‖x(t)‖.
Consider the initial value problem{
y′(t) = f (t, y(t), y(·)), a ≤ t ≤ b,
y(t) = ϕ(t), a− τ ≤ t ≤ a, (2.1)
where a, b, τ are constants, −∞ < a < b < +∞, 0 ≤ τ ≤ +∞, ϕ ∈ CX [a − τ , a] is a given initial function,
f : [a, b] × X × CX [a− τ , b] → X is a given continuous mapping satisfying the conditions
(1− α(t)(λ− λ∗))Gf (λ∗, t, u, v, ψ) ≤ Gf (λ, t, u, v, ψ)
∀λ ≥ 0, t ∈ [a, b], u, v ∈ X, ψ ∈ CX [a− τ , b] (2.2)
and
‖f (t, u, ψ1(·))− f (t, u, ψ2(·))‖ ≤ β(t) max
t−µ2(t)≤ξ≤t−µ1(t)
‖ψ1(ξ)− ψ2(ξ)‖
∀t ∈ [a, b], u ∈ X, ψ1, ψ2 ∈ CX [a− τ , b],
(2.3)
where
Gf (λ, t, u, v, ψ) = ‖u− v − λ[f (t, u, ψ(·))− f (t, v, ψ(·))]‖
∀λ ∈ R, t ∈ [a, b], u, v ∈ X, ψ ∈ CX [a− τ , b], (2.4)
λ∗ ≤ 0 is a given constant, α(t) and β(t) are continuous functions, µ1(t) and µ2(t) satisfy
0 ≤ µ1(t) ≤ µ2(t) ≤ t − a+ τ ∀t ∈ [a, b]. (2.5)
It is easily seen from (2.3) that f (t, ψ(t), ψ(·)) is independent of the values of the function ψ(ξ) with t < ξ ≤ b,
i.e. f (t, ψ(t), ψ(·)) is a Volterra functional.
Note that the constant bmay also be+∞, but in this case the interval [a, b] and [a−τ , b] should be replaced by [a,+∞)
and [a− τ ,+∞) respectively.
Throughout this paper we assume that the problem (2.1) has a unique true solution y(t), and we shall always use the
symbol Dλ∗(α, β, µ1, µ2) to denote the problem class consisting of all the problems (2.1) satisfying the condition (2.2) and
(2.3).
Remark 2.1. For the special case where X is a (real or complex) Hilbert space, 〈·, ·〉 is an inner product and ‖ · ‖ the
corresponding norm on X , when λ∗ = 0, the condition (2.2) is equivalent to a one-sided Lipschitz condition (cf. [15])
Re〈u− v, f (t, u, ψ(·))− f (t, v, ψ(·))〉 ≤ α(t)‖u− v‖2
∀t ∈ [a, b], u, v ∈ X, ψ ∈ CX [a− τ , b]. ((2.2)
′)
Example 2.2. Consider the initial value problem
y′1(t) = −2y1(t)+my2(t)+ sin y2(t)−
1
8
y1(t − 1)+ 14
∫ t
t−1
y1(s)ds+ φ1(t),
y′2(t) = −(2+m)y2(t)− sin y2(t)−
1
68
y2(t − 1)+ 14
∫ t
t−1
y2(s)ds+ φ2(t),
t ≥ 0, (2.6a)
{
y1(t) = exp(−2t),
y2(t) = exp(−t) sin(4t), − 1 ≤ t ≤ 0, (2.6b)
where
φ1(t) = −m exp(−t) sin(4t)− sin(exp(−t) sin(4t))+ 18 exp(−2t),
φ2(t) =
(
69
68
+m
)
exp(−t) sin(4t)+ 69
17
exp(−t) cos(4t)+ sin(exp(−t) sin(4t))
− 1
17
exp(1− t) cos(4(t − 1)),
and m > 0 is a given constant. This problem has a unique true solution y(t) =
(
exp(−2t)
exp(−t) sin(4t)
)
. Under standard inner
product, the smallest one-sided Lipschitz constant of f (t, u, ψ(·)) in the Eq. (2.6a) with respect to argument u is α =
1
2 (
√
2 − 1) × m − 1. It is obvious that the constant α is very large for given large constant m > 0. However, under 1-
norm, it is easily checked that the problem (2.6) belongs to the classD −1
m+3
(−2, 38 , 0, 1).
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Proposition 2.3. Suppose (2.1) ∈ Dλ∗(α, β, µ1, µ2), and the real constants λ1, λ2 satisfy λ∗ ≤ λ1 ≤ λ2, λ2 ≥ 0, and
α(t)λ2 < 1+ β(t)λ∗ (t ∈ [a, b]), then
Gf (λ1, t, u, v, ψ) ≤ 1− α(t)(λ1 − λ
∗)
1− α(t)(λ2 − λ∗)Gf (λ2, t, u, v, ψ) ∀t ∈ [a, b], u, v ∈ X, ψ ∈ CX [a− τ , b]. (2.7)
Proof. Put λ1 = µλ2 + (1− µ)λ∗, 0 ≤ µ ≤ 1. Noting the convexity of Gf (λ, t, u, v, ψ), it is easy to see that
Gf (λ1, t, u, v, ψ) ≤ µGf (λ2, t, u, v, ψ)+ (1− µ)Gf (λ∗, t, u, v, ψ)
≤ µGf (λ2, t, u, v, ψ)+ (1− µ) Gf (λ2, t, u, v, ψ)1− α(t)(λ2 − λ∗)
= 1− α(t)(λ1 − λ
∗)
1− α(t)(λ2 − λ∗)Gf (λ2, t, u, v, ψ).
This completes the proof of Proposition 2.3. 
Proposition 2.4. Assume α1(t) ≤ α2(t) ≤ 0, λ1 ≤ λ2 ≤ 0, then we have
Dλ1(α1, β, µ1, µ2) ⊂ Dλ2
(
α2
1− α1(λ2 − λ1) , β, µ1, µ2
)
. (2.8)
Especially, if α(t) ≤ 0, λ∗ ≤ 0, then we have
Dλ?(α, β, µ1, µ2) ⊂ D0
(
α
1+ αλ∗ , β, µ1, µ2
)
. (2.9)
Proof. Assume (2.1) ∈ Dλ1(α, β, µ1, µ2), and α1(t) ≤ α2(t) ≤ 0, λ1 ≤ λ2 ≤ 0. For any given λ ≥ 0, it follows from
Proposition 2.3 that
Gf (λ2, t, u, v, ψ) ≤ 1− α1(t)(λ2 − λ1)1− α1(t)(λ− λ1) Gf (λ, t, u, v, ψ)
for t ≥ 0. Therefore[
1− α2(t)
1− α1(t)(λ2 − λ1) (λ− λ2)
]
Gf (λ2, t, u, v, ψ) ≤ 1− α1(t)(λ− λ1)1− α1(t)(λ2 − λ1)Gf (λ2, t, u, v, ψ) ≤ Gf (λ, t, u, v, ψ),
which means that (2.1) ∈ Dλ2( α21−α1(λ2−λ1) , β, µ1, µ2). This completes the proof of Proposition 2.4. 
More properties about the class Dλ∗(α, β, µ1, µ2) can be found in [13–15], for example, in [15] we have obtained the
following results:
Theorem 2.5. Suppose the problem (2.1) ∈ D0(α, β, µ1, µ2), and write c = supa≤t≤b(α(t)+ β(t)). Then we have
‖y(t)− z(t)‖ ≤ exp(c+(t − a)) max
a−τ≤ξ≤a ‖ϕ(ξ)− χ(ξ)‖ ∀t ∈ [a, b]. (2.10)
Here and later, z(t) denotes a perturbed solution of the problem (2.1)with ϕ(t) replaced by χ(t) ∈ CX [a− τ , a], and we always
define
x+ =
{
x for x ≥ 0,
0 for x < 0.
Note that the inequality (2.10) characterizes the stability properties of the true solution of the problem (2.1) provided
that the constant c is of moderate size and the length b − a of the integration interval is not too large, and for the special
case of c = 0, also characterizes the generalized contractivity properties.
Theorem 2.6. Suppose the problem (2.1) ∈ D0(α, β, µ1, µ2) with b = +∞, and that
lim
t→+∞(t − µ2(t)) = +∞, supa≤t<+∞α(t) < 0, supa≤t<+∞(β(t)/|α(t)|) < 1. (2.11)
Then the following are true:
(i) For any given constant µ > 0, there exists a strictly increasing sequence {tk} which diverges to +∞ as k → +∞, where
t0 = a, such that
max
tk≤t≤tk+1
‖y(t)− z(t)‖ ≤ Ckµ maxa−τ≤ξ≤a ‖ϕ(ξ)− χ(ξ)‖, k = 0, 1, 2, . . . , (2.12)
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where{
Cµ = ν + (1− ν) exp(α0µ) ∈ (0, 1),
ν = sup
a≤t<+∞
(β(t)/|α(t)|) < 1, α0 = sup
a≤t<+∞
α(t) < 0.
(ii)
lim
t→+∞ ‖y(t)− z(t)‖ = 0. (2.13)
The relations (2.12) and (2.13) characterize the generalized strict contractivity and asymptotic stability properties of the
theoretical solution of the problem (2.1) respectively.
Remark 2.7. From Proposition 2.4, it is easy to see that, when (2.1) ∈ Dλ∗(α, β, µ1, µ2) with λ∗ < 0, the true solution of
(2.1) possesses the properties similar to that of Theorems 2.5 and 2.6.
Remark 2.8. For the DDEs with X = CN , the stability results similar to (2.10) with c = 0 and (2.13) are already obtained
by many authors, such as [9] (under inner product norm) and [2] (Theorems 9.1.3 and 9.1.4 and Remark 9.1.6, under an
arbitrary norm). Therefore our results can be regarded as an extension of them.
It is natural to ask whether the numerical solution of the problem (2.1) can also possess some stability, contractivity and
asymptotic stability properties similar to that of the true solution mentioned above.
For simplicity, from now on, we only consider the case that α(t) and β(t) are independent of t , i.e. α, β are real constants.
3. Stability analysis of θ-methods
The θ-method
yn+1 = yn + θhf (tn+1, yn+1)+ (1− θ)hf (tn, yn) (3.1)
for ordinary differential equations (ODEs) together with an appropriate interpolation operatorΠh can generally lead to the
θ-method{
yh(t) = Πh(t;ϕ, y1, y2, . . . , yn+1), a− τ ≤ t ≤ tn+1, (a)
yn+1 = yn + θhf (tn+1, yn+1, yh(·))+ (1− θ)hf (tn, yn, yh(·)) (b) (3.2)
for solving problem (2.1) in VFDEs, where the appropriate interpolation function yh(t) is an approximation to the true
solution y(t) on the interval [a− τ , tn+1], yn ∈ X is an approximation to the true solution y(tn),
y(t0) = yh(t0) = ϕ(t0), (3.3)
tn = t0 + nh (n = 0, 1, . . . ,N) are grid points, t0 = a, h is the constant integration stepsize.
Similarly, applying the same method to the perturbed problem of (2.1) with initial value function χ(t), we have{
zh(t) = Πh(t;χ, z1, z2, . . . , zn+1), a− τ ≤ t ≤ tn+1, (a)
zn+1 = zn + θhf (tn+1, zn+1, zh(·))+ (1− θ)hf (tn, zn, zh(·)) (b). (3.4)
It iswell known that the order of the θ-method for ODEs atmost 2. Fromnowon,wewill only use the following piecewise
Lagrangian interpolation as interpolation procedure in (3.2)
yh(t) =
{1
h
[(ti+1 − t)yi + (t − ti)yi+1], if ti ≤ t ≤ ti+1, i = 0, 1, . . . , n,
ϕ(t), if a− τ ≤ t ≤ a,
(3.5)
and in (3.4)
zh(t) =
{1
h
[(ti+1 − t)zi + (t − ti)zi+1], if ti ≤ t ≤ ti+1, i = 0, 1, . . . , n,
χ(t), if a− τ ≤ t ≤ a.
(3.6)
For the sake of brevity, we denote{
ωn = yn − zn, Qn = f (tn, yn, yh(·))− f (tn, zn, yh(·)),
gn = f (tn, zn, yh(·))− f (tn, zn, zh(·)),Gn(λ) = Gf (λ, tn, yn, zn, yh(·)), n = 0, 1, . . . . (3.7)
We also define the function
η(t) = min{m : the integerm ≥ 0, tm ≥ t} − 1. (3.8)
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Theorem 3.1. Assume that
(1) the method (3.2) satisfies 12 ≤ θ ≤ 1,
(2) the problem (2.1) ∈ Dλ∗(α, β, µ1, µ2) with α ≤ 0, λ∗ < 0,
(3) (tn, ϕ, y1, y2, . . . , yn)→ (tn+1, ϕ, y1, y2, . . . , yn+1) and (tn, χ, z1, z2, . . . , zn)→ (tn+1, χ, z1, z2, . . . , zn+1) are any two
parallel integration steps defined by (3.2) and (3.4) respectively.
Then when h(θ − 1) ≥ λ∗ we have
‖ωn+1‖ ≤ 1+ αλ
∗
1− α(hθ − λ∗)Gn+1(hθ), (3.9a)
and
Gn+1(hθ) ≤ 1+ α(h(1− θ)+ λ
∗)
1− α(hθ − λ∗) Gn(hθ)+ hθβ maxtˆn≤ξ≤tn+1
‖yh(ξ)− zh(ξ)‖
+ h(1− θ)β max
tˆn≤ξ≤tn
‖yh(ξ)− zh(ξ)‖, (3.9b)
where
tˆn = min{tn − µ2(tn), tn+1 − µ2(tn+1)}. (3.10)
Proof. Since h(θ − 1) ≥ λ∗, from Proposition 2.3, we have
‖yn+1 − zn+1‖ = Gn+1(0) ≤ 1+ αλ
∗
1− α(hθ − λ∗)Gn+1(hθ),
which shows that (3.9a) holds for n = 0, 1, . . ..
In order to prove (3.9b), subtracting (3.4)(b) from (3.2)(b) and using (3.7), we get
ωn+1 − hθQn+1 = ωn + h(1− θ)Qn + hθgn+1 + h(1− θ)gn. (3.11)
Taking the norm on both sides of (3.11), we obtain
Gn+1(hθ) ≤ Gn(h(θ − 1))+ hθ‖gn+1‖ + h(1− θ)‖gn‖. (3.12)
Applying Proposition 2.3, we obtain
Gn(h(θ − 1)) ≤ 1− α(h(θ − 1)− λ
∗)
1− α(hθ − λ∗) Gn(hθ),
therefore (3.12) shows
Gn+1(hθ) ≤ 1− α(h(θ − 1)− λ
∗)
1− α(hθ − λ∗) Gn(hθ)+ hθ‖gn+1‖ + h(1− θ)‖gn‖. (3.13)
In view of (2.3), (3.10) and (3.13), we have (3.9b). This completes the proof of Theorem 3.1. 
Theorem 3.2. Assume that
(1) the method (3.2) satisfies 12 ≤ θ ≤ 1,
(2) the problem (2.1) ∈ Dλ∗(α, β, µ1, µ2) with α ≤ 0, λ∗ < 0 and
α + β + αβλ∗ ≤ 0, (3.14)
(3) (tn, ϕ, y1, y2, . . . , yn)→ (tn+1, ϕ, y1, y2, . . . , yn+1) and (tn, χ, z1, z2, . . . , zn)→ (tn+1, χ, z1, z2, . . . , zn+1) are any two
parallel integration steps defined by (3.2) and (3.4) respectively.
Then when h(θ − 1) ≥ λ∗ we have the generalized contractivity inequality
1− α(hθ − λ∗)
1+ αλ∗ ‖yn+1 − zn+1‖ ≤ Gn+1(hθ)
≤

σ(h) max
nˆ≤i≤n
Gi(hθ) for η(tˆn) ≥ 0, (a)
σ (h)max
{
max
1≤i≤n
Gi(hθ),
1− α(hθ − λ∗)
1+ αλ∗ maxa−τ≤t≤a ‖ϕ(t)− χ(t)‖
}
for η(tˆn) < 0 (b)
(3.15)
holds, where
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σ(h) = 1+ αλ
∗ + hν
1+ αλ∗ − hαθ ∈ (0, 1],
ν := α + β + αβλ∗ − αθ,
nˆ = min{n, η(tˆn)}.
(3.16)
Here and later, η(tˆn) is determined by the formulas (3.8) and (3.10), and it is easily seen that η(tˆn) ≤ n+ 1, nˆ ≤ n.
Proof. It is easily checked from the assumptions of Theorem 3.2 that 0 < σ(h) ≤ 1 and σ(h) = 1 if and only if
α + β + αβλ∗ = 0. Using (3.2)(a), (3.4)(a), (3.5) and (3.6), we have
max
tˆn≤t≤tn+1
‖yh(t)− zh(t)‖ = max
tˆn≤t≤tn+1
‖Πh(t;ϕ, y1, y2, . . . , yn+1)−Πh(t;χ, z1, z2, . . . , zn+1)‖
≤ max
η(tˆn)≤i≤n+1
‖ωi‖ (3.17)
for η(tˆn) ≥ 0, and
max
tˆn≤t≤tn+1
‖yh(t)− zh(t)‖ ≤ max
{
max
1≤i≤n+1
‖ωi‖, max
a−τ≤t≤a ‖ϕ(t)− χ(t)‖
}
(3.18)
for η(tˆn) ≤ 0. For the case of η(tˆn) ≥ 0, it follows from (3.9) and (3.17) that
1− α(hθ − λ∗)
1+ αλ∗ ‖ωn+1‖ ≤ Gn+1(hθ)
≤ 1+ α(h(1− θ)+ λ
∗)
1− α(hθ − λ∗) Gn(hθ)+ hθβ maxη(tˆn)≤i≤n+1 ‖ωi‖ + h(1− θ)β maxη(tˆn)≤i≤n ‖ωi‖. (3.19)
If maxη(tˆn)≤i≤n+1 ‖wi‖ 6= ‖wn+1‖, then we have
max
η(tˆn)≤i≤n+1
‖wi‖ = max
η(tˆn)≤i≤n
‖wi‖ ≤ max
nˆ≤i≤n
‖wi‖,
and the inequality (3.19) yields
Gn+1(hθ) ≤ 1+ α(h(1− θ)+ λ
∗)
1− α(hθ − λ∗) Gn(hθ)+ hβ maxnˆ≤i≤n ‖wi‖
≤ 1+ α(h(1− θ)+ λ
∗)
1− α(hθ − λ∗) Gn(hθ)+ hβ
1+ αλ∗
1− α(hθ − λ∗) maxnˆ≤i≤nGi(hθ)
≤ σ(h) max
nˆ≤i≤n
Gi(hθ),
which is equivalent to (3.15)(a), otherwise, (3.19) yields
Gn+1(hθ) ≤ 1+ α(h(1− θ)+ λ
∗)
1− α(hθ − λ∗) Gn(hθ)+ hβ‖wn+1‖
≤ 1+ α(h(1− θ)+ λ
∗)
1− α(hθ − λ∗) Gn(hθ)+ hβ
1+ αλ∗
1− α(hθ − λ∗)Gn+1(hθ).
Thus we have
Gn+1(hθ) ≤ 1+ αλ
∗ + hα(1− θ)
1+ αλ∗ − h(αθ + β + αβλ∗)Gn(hθ).
Since α + β + αβλ∗ ≤ 0, it is easy to check that
1+ αλ∗ + hα(1− θ)
1+ αλ∗ − h(αθ + β + αβλ∗) ≤
1+ αλ∗ + hν
1+ αλ∗ − hαθ ,
thus the inequality (3.15)(a) also holds. For the case of η(tˆn) < 0, it follows from (3.9) and (3.18) that
1− α(hθ − λ∗)
1+ αλ∗ ‖ωn+1‖ ≤ Gn+1(hθ)
≤ 1+ α(h(1− θ)+ λ
∗)
1− α(hθ − λ∗) Gn(hθ)+ hθβmax
{
max
1≤i≤n+1
‖ωi‖, max
a−τ≤t≤a ‖ϕ(t)− ψ(t)‖
}
+ h(1− θ)βmax{max
1≤i≤n
‖ωi‖, max
a−τ≤t≤a ‖ϕ(t)− χ(t)‖} (3.20)
Using similar arguments, (3.20) yields (3.15)(b). This completes the proof of Theorem 3.2. 
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Furthermore Theorem 3.2 lead to
Theorem 3.3. Under the assumptions of Theorem 3.2, when h(θ − 1) ≥ λ∗ we have the stability inequality
‖yn+1 − zn+1‖ ≤ σˆ (h)max{‖y′+(a)− z ′+(a)‖, maxa−τ≤t≤a ‖ϕ(t)− χ(t)‖}, (3.21)
where
σˆ (h) = σ(h)max
{
1+ αλ∗
1− α(hθ − λ∗) max
{
(1+ h(1− θ))(1− α(hθ − λ∗))
1− α(hθ − λ∗)− hθβ(1+ αλ∗) , 1+ hθβ + h(1− θ)
}
, 1
}
,
and the meaning of other symbols are the same as mentioned in Theorem 3.2.
Proof. For n = 1, using (3.2) and (3.4)–(3.6), we get
1− α(hθ − λ∗)
1+ αλ∗ ‖ω1‖ ≤ G1(hθ)
≤ ‖ω0‖ + h(1− θ)‖y′+(t0)− z ′+(t0)‖ + hβθ max{‖ω1‖, maxa−τ≤t≤a ‖ϕ(t)− χ(t)‖}.
If max{‖ω1‖,maxa−τ≤t≤a ‖ϕ(t)− χ(t)‖} = ‖ω1‖, then we have
G1(hθ) ≤ (1+ h(1− θ))(1− α(hθ − λ
∗))
1− α(hθ − λ∗)− hθβ(1+ αλ∗) max
{
‖y′+(a)− z ′+(a)‖, maxa−τ≤t≤a ‖ϕ(t)− χ(t)‖
}
,
otherwise,
G1(hθ) ≤ (1+ hθβ + h(1− θ))max
{
‖y′+(a)− z ′+(a)‖, maxa−τ≤t≤a ‖ϕ(t)− χ(t)‖
}
.
Let
σˆ (h) = σ(h)max
{
1+ αλ∗
1− α(hθ − λ∗) max
{
(1+ h(1− θ))(1− α(hθ − λ∗))
1− α(hθ − λ∗)− hθβ(1+ αλ∗) , 1+ hθβ + h(1− θ)
}
, 1
}
,
thus (3.21) follows from (3.15), which completes the proof of Theorem 3.3. 
4. Asymptotic stability analysis of θ-methods
In this section, we shall make use of all the notational conventions introduced in Sections 2 and 3.
Theorem 4.1. Assume that the problem (2.1) has integration interval [a,+∞) (i.e. b = +∞), all the assumptions of
Theorem 3.2 are satisfied, and that
α + β + αβλ∗ < 0, lim
t→+∞(t − µ2(t)) = +∞. (4.1)
Then when h(θ − 1) ≥ λ∗, we have
lim
n→+∞ ‖yn − zn‖ = 0. (4.2)
Proof. First, from limt→+∞(t − µ2(t)) = +∞, for any given stepsize h, we can construct a strictly increasing sequence of
integers {nk} (n0 = 0) which diverges to+∞ as k→+∞, such that
nˆ := min{n, η(tˆn)} > nk, ∀ n > nk+1. (4.3)
In fact, assume nk has been chosen appropriately, where k ≥ 0. Since limt→+∞(t − µ2(t)) = +∞, there exists a constant
M > tnk+1 such that for all t ≥ M , the inequality t − µ2(t) > tnk+1 holds. Since limn→∞ tn = +∞, we can get a constant
N > 0 such that for all n ≥ N , the inequality tn > M holds. We thus choose nk+1 = max{nk+ 1,N}. It is easily checked that
the sequence {nk} satisfies nk+1 > nk and (4.3).
For any given integers k ≥ 1 and j = 1, 2, . . . , nk+1 − nk, using (4.1), (4.3) and Theorem 3.2 we get
Gnk+j(hθ) ≤ σ(h) max̂nk+j−1≤i≤nk+j−1
Gi(hθ)
≤ σ(h) max
nk−1+1≤i≤nk+j−1
Gi(hθ). (4.4)
358 L. Wen et al. / Journal of Computational and Applied Mathematics 230 (2009) 351–359
By induction on jwe can easily obtain
max
nk+1≤i≤nk+1
Gi(hθ) ≤ σ(h) max
nk−1+1≤i≤nk
Gi(hθ) ≤ (σ (h))k+1 max
1≤i≤n1
Gi(hθ). (4.5)
In view of Theorem 3.3, we have
max
1≤i≤n1
Gj(hθ) ≤ σˆ (h)max{‖y′+(a)− z ′+(a)‖, maxa−τ≤t≤a ‖ϕ(t)− ψ(t)‖}
and therefore the equality (4.2) follows. This completes the proof of Theorem 4.1. 
Remark 4.2. The equality (4.2) expresses that the numerical solution is asymptotic stable, which can be regarded as a
numerical analogue of (2.13) for the true solution of the problem (2.1).
Remark 4.3. Especially, when θ = 1, inequality h(θ − 1) ≥ λ∗ holds for any given h > 0, which means that the implicit
Euler methods is unconditionally asymptotic stable.
5. Comparison with the existing results
(1) In order to surmount the restriction of the inner product norm, in 1979, Nevanlinna and Liniger [17] first considered
ODEs test problem class in Banach space and studied nonlinear stability of one-leg methods applied to ODEs. In 1983,
Vanselow [18] researched stability of linear multistep methods for classes K1, K2λ∗ and K3µ in Banach space. In 1987,
Shoufu Li [20,21] introduced test problem classes K(α, λ∗) and K(α, λ∗, δ) of stiff ODEs in Banach space, obtained a series
of stability results of numerical methods for these test problem class, including linear multistep methods and explicit and
diagonally implicit Runge–Kutta methods, and proved that some numerical methods can preserve the contractivity of the
systems under some conditions. However, these studies dealt only with ODEs.
(2) In 2001, Zhang and Li [19] introduced the problem class N(η) of neutral functional differential equations:{
y′(t) = f (t, y(·), y′(·)), t ≥ t0,
y(t) = ϕ(t), −τ ≤ t ≤ t0. (5.1)
For any u, v, u˜, v˜, uˆ, vˆ ∈ X and t ∈ [t0,+∞), using the mapping f , they defined a nonnegative function
Hu,v,u˜,v˜,uˆ,vˆ,f (ξ) = ‖u− v − ξ [f (t, u˜, uˆ)− f (t, v˜, vˆ)]‖ ∀ξ ∈ R (5.2)
where X was a real or complex Banach space with the norm ‖ · ‖, and f : [t0,+∞)× X × X was a given smooth mapping.
The problem class N(η)was defined as following.
Definition 5.1. The class of problems (5.1) is called the class N(η) iff there exists a real number η ≤ 0 such that
(1− ηξ)H(0) ≤ H(ξ) ∀ξ ∈ R+. (5.3)
We can note that the ‘‘H-function’’ which is defined by (5.2) looks like the ‘‘G-function’’ which is defined by (2.4), but
they have essential differences. In fact, only few problems of the form (5.1) do satisfy condition (5.3).
(3) In 2005, Wen et al. [22,23] extended the results about K(µ, λ∗) and K(µ, λ∗, δ) [20,21] of stiff ODEs to test problem
classes D(α, β, λ∗) and D(α, β, λ∗, δ) of stiff DDEs and gave some stability results of numerical methods for these problem
classes. Next, in 2006Wen et al. [13,16] extended the test classes of stiff ODEs to Dλ∗(α, β, µ1, µ2) and Dλ∗,δ(α, β, µ1, µ2)
of nonlinear VFDEs in Banach spaces, obtained nonlinear stability results of explicit and diagonally implicit Runge–Kutta
methods for these problem classes. It is well known that, as a particular case of Runge–Kutta method, a θ-method is
algebraically stable if and only if θ = 1, i.e. implicit Euler method [24]. Hence the stability results of Runge–Kutta methods
cannot straightforwardly be applied to θ-method.
(4) Recently, Wang et al. [25,26] studied the stability of θ-methods and explicit and diagonally implicit Runge–Kutta
methods for nonlinear neutral delay differential equations (NDDEs) in Banach space:{
y′(t) = f (t, y(t), y(η(t)), y′(η(t))), 0 ≤ t ≤ T ,
y(t) = ϕ(t), t−1 ≤ t ≤ 0.
A series of new numerical stability results were obtained. However, these results depend on a Lipschitz constant of right-
hand-side function f (t, y, u, v)with respect to y directly or indirectly. Therefore these resultswere available only for nonstiff
problems.
Therefore, our results obtained in this paper are more deep and general than the existing results in the literature.
6. Numerical experiments
In this section, we apply method (3.2) to (2.6). According to Theorem 3.2, when h(1 − θ) ≤ 1m+3 , the computation is
stable. Now we let m = 197, θ = 45 , h = 0.01 and plot the curve of the numerical solutions in Fig. 1. In Table 1, we
list the difference ‖yn − zn‖1 of two numerical solutions {yn}, {zn} of (2.6) with respect to different initial value functions
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Fig. 1. The numerical solutions of (2.6) by applying method (3.2) with h = 0.01.
Table 1
The difference ‖yn − zn‖1 of two numerical solutions {yn}, {zn} of (2.6) with respect to different initial value functions (θ = 45 ).
m h T = 1 T = 2 T = 5 T = 10
0.1 3.8275e−001 5.6590e−002 1.4266e−004 6.3809e−009
47 0.01 3.5677e−001 4.6663e−002 6.8658e−005 1.1330e−009
0.01 3.5674e−001 4.6323e−002 6.8036e−005 1.1226e−009
197 0.001 3.5397e−001 4.5323e−002 6.2167e−005 8.9434e−010
ϕ(t) =
(
exp(−2t)
exp(−t) sin(4t)
)
and χ(t) =
(
exp(−2t)+ cos(t)
exp(−t) sin(4t)+ cos(3t)
)
respectively, where yn and zn are approximations to the true
solutions y(T ) and z(T ) respectively. The numerical results confirm our theoretical analysis.
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