This paper evaluates the performance of a level set algorithm for segmenting the endocardium in short-axis ultrasound images. The evaluation is carried out using an anthropomorphic ultrasound phantom. Details of the phantom design, including comparison of the ultrasound parameters with invitro measurements, are included.
Introduction
This paper has two goals: The first is to comprehensively evaluate a level set algorithm for segmenting the endocardium in B-mode short-axis cardiac ultrasound images. The second is to propose an extension of the standard evaluation methodology. The extension provides an explanation of what limits the ultimate performance of the segmentation algorithm. It does so by providing insight into the relative effectiveness of the energy function and the energy minimization strategy.
The segmentation algorithm we evaluate is a maximum-a-posteriori (M.A.P.) level-set scheme [1] using Gamma probability densities [2] using an energy minimization strategy called tunneling descent [3] . Tunneling descent is a deterministic technique derived from gradient descent, but is capable of escaping from poor local minima. Although tunneling descent does not guarantee a global minimum, its performance in practice is superior to gradient descent [3] .
Evaluating and explaining accuracy
Most ultrasound segmentation algorithms are evaluated by comparison with manual segmentation [4] [5] [6] [7] . The algorithm is considered validated if its performance measures are within the variation range of manual segmentation results. Although popular, evaluation with manual segmentation may suffer from observer bias and inter-and intraobserver variability.
which provide ground truth. Some researchers use physical phantoms [10] , but the number of such studies is surprisingly low. This may be due to the difficulty of constructing a physically realistic phantom and the low interaction between the image processing and phantom design communities. Almost all of the reported cardiac-like ultrasound phantoms, are designed for tissue characterization or strain measurements [11] [12] [13] rather than for assessing segmentation of the boundary of the myocardium.
We evaluate the segmentation algorithm by using an anthropomorphic phantom whose geometry mimics short-axis cardiac geometry. Simulated ribs are also included in the phantom. The phantom provides an operator-free ground truth to assess the accuracy of the algorithm.
Having measured accuracy, we additionally want to know which part of the algorithm is responsible for limiting the accuracy. A segmentation algorithm can be limited in accuracy because either its energy function is a simplified approximation to the "exact" energy function (and hence ultimately not capable of accurate segmentation), or because the energy minimization is stuck at a poor local minimum.
We propose to distinguish between the two by using a global minimization algorithm. The idea is to segment the phantom images first using the algorithm, and then using a global minimizer with the same energy function. If the global minimizer segmentation differs substantially from the ground truth, then we may be suspicious of the energy function because these are the best segmentations that it is capable of. On the other hand, if the segmentations of the global minimizers are close to the ground truth but those of tunneling descent are not, then inaccuracy can be attributed to the optimization strategy.
Cardiac Segmentation using Tunneling Descent
Due to lack of space, we only give a brief sketch of the segmentation algorithm here. The reader is encouraged to refer to [3] for details. The energy function J of the algorithm is the negative posterior likelihood of the image gray levels: where, φ is the level set function, H is Heaviside function, and δ 0 is the Dirac delta function. Further, p 0 (I | α 0 , β 0 ) and p 1 (I | α 1 , β 1 ) are Gamma distributions modeling the gray levels of ventricular cavity and myocardial tissue [2] and α 0 , α 1 are the shape parameters and β 0 , β 1 are the scale parameters of the Gamma distribution. The shape parameters are assumed to be known, while the scale parameters are estimated from the data, and the term p β (β 0 , β 1 ) is the prior on βs. Finally, λ 1 is the external energy parameter, and λ 2 is the internal energy parameter.
Since α 0 , α 1 are known, the task of the segmentation algorithm is find the φ, β 0 , β 1 that minimize J. Minimization with respect to the βs is carried using standard gradient descent while minimization with respect to φ is carried out using a technique called Tunneling Descent (TD). Reference [3] contains a detailed description of this method including an evaluation of the sensitivity to parameters and initial conditions.
Ultrasound Phantom
We designed the ultrasound phantom shown in Fig. 1 for the short-axis section of the left ventricle at end diastole. Fig. 1(a) shows the design and Fig. 1(b) shows the tissue-mimicking (TM) myocardium part of the phantom during casting.
The phantom is essentially two-dimensional; it only models the short-axis cross section of the ventricle rather than the entire three dimensional shape. The phantom has two simulated ribs and two pairs of parallel fibers for aligning the scan plane of the ultrasound transducer. Each alignment fiber is a 0.3 mm diameter nylon fiber with a simple knot at 1 cm intervals along its length.
The phantom has four components: 1) a TM chest wall with simulated ribs embedded in it; 2) the TM myocardium; 3) blood; 4) a low echo TM background. All of these components are made from water, agarose, ultrafiltered whole bovine milk, n-propanol, glass bead scatterers (7 micron diameter in blood and 22 micron diameter in the rest of the phantom [14] ). Ultrasonic properties of the materials are given in Table 1 . The propagation speeds and attenuation coefficients were measured by the method of [15] , and the backscatter coefficients by [16] .
Finding the Global Minimum
Recall that we intend to use global minimizers to understand what limits segmentation accuracy. In fact, we use two global minimizers: simulated annealing and random search.
Simulated Annealing (SA)
Simulated annealing (SA) [17, 18] is a well-known minimizer which works by making random moves on the energy landscape. To minimize J(φ, β 0 , β 1 ) the random moves correspond to perturbing the level set according to φ [n] = φ [n−1] + Δφ. Downhill perturbations are always accepted; uphill perturbations are accepted with a probability that depends on the algorithm's "temperature" which varies according to a "schedule". We use three different temperature schedules. They all start from an initial temperature T 1 
Random Search (RS)
This is a heuristic algorithm developed by us. The basic idea is to maintain a set of m feasible energy minimizers which is updated at every iteration such that the new set has better minimizers than the previous set. Denoting this set in the n th iteration as A [n] , the recipe for creating A [n] is as follows: all level sets in A [n−1] are randomly perturbed and a new set B [n] is created according to
where Δφ are the random perturbations. B [n] has 2m level sets as its elements. These are sorted according to energy and the m lowest energy level sets form A [n] . After N iterations, the lowest energy curve in A [N] is taken as the global minimizer. The algorithm is initialized by setting to A [1] to an initial level set plus m−1 random perturbations of it. The pseudo-code for the algorithm is listed in Table  2 . The level set random perturbation in both algorithms is taken to be a weighted sum of Gaussian radial basis functions. Thus, , where N rbf is the total number of basis functions, ω j is the amplitude of the RBF, and , where μ j and σ j are the center and the standard deviation. The parameters ω j , μ j , σ j are generated randomly. The variances σ j are uniformly chosen from the range σ j = 6 ~ 15. By informal experimentation we determined that this range of σ j gave perturbations of the speckle size in the image. We also determined that N rbf = 100 gave sufficient basis functions for a rich perturbation.
The best optimizer
Typically global minimizers give the global minimum after infinite iterations. In practice, they have to be terminated after a finite number of iterations and they do not all find the same minimum at termination. For any image, we call the global minimizer that has found the lowest energy, the best minimizer (b.o.). Thus, b.o.∈ {RS, SA TS1, SA TS2, SA TS3}. We use the best minimizer results for comparison with tunneling descent.
Experiments and Discussion
The phantom was imaged by a Phillips SONOS 7500 ultrasound system at 3.0, 5.5 and 7.5 MHz settings. The speckle size at these frequencies were 11, 9, and 8 pixels respectively. The 3.0 and 7.5 MHz images are shown in left column of Fig. 2 .
All images were processed in the following way: First, the boundary of the endocardium in the image was segmented using tunneling descent. For each image, tunneling descent was deployed with three different internal energy parameters (λ 2 = 40, 60, 80), and a fixed external energy parameter (λ 1 = 500). Thus, for each image, nine segmentation experiments were performed and indexed as experiments 1 through 9 (see Table 3 ). After the tunneling descent segmentation, the global minimizers RS, SA TS1, TS2, and TS3 were used and the best optimizer found for each image.
The middle column of Fig. 2 shows the tunneling descent segmentation overlayed with the best optimizer segmentation. The right column shows the best optimizer segmentation overlayed with the phantom ground truth (GT).
The accuracy of the segmentations was evaluated by using the ground truth of the phantom. Two criteria were used for comparison: (1) The Hausdorff Distance (HD) between the segmentation and the ground truth HD(C 1 , C 2 ) = max a∈C 1 min b∈C 2 ||a−b||, and (2) the Mean Absolute Distance (MAD):
, with d(a i , C 2 ) = min j ||b j − a i ||. In these formulae, C 1 , C 2 are the two curves being compared.
The top four rows of Table 3 show the accuracy of tunneling descent and the best optimizer in comparison to ground truth. Since the speckle size in these images is 8 ~ 11 pixels, in all cases, tunneling descent and the best optimizer segmentations have an accuracy of one to two times the speckle size.
Next, recall from the discussion in section 1 that we are interested in not only evaluating accuracy, but also in understanding what limits the accuracy. We argued in section 1 that this could be done by comparing tunneling, the best optimizer, and the ground truth. We carried out this comparison in two ways. First, we asked whether the best optimizer minimum was significantly lower energy than the tunneling descent minimum. We did this by calculating ΔE (TD, b.o.) = (J(φ 2 , β 0,2 , β 1,2 ) − J(φ 1 , β 0,1 , β 1,1 ))/|J(φ 2 , β 0,2 , β 1,2 )|, where J(φ2, β 0,2 , β 1,2 ) is the b.o. minimum energy and J(φ 1 , β 0,1 , β 1,1 ) ) is the TD minimum energy. The fifth row of Table  3 shows ΔE for the nine segmentations. The numbers show that the b.o. minimum energy is smaller than the TD minimum energy by only about 2%.
Second, we compared the geometry of the segmentations found by tunneling descent and the best optimizer by calculating the Hausdorff distance and the mean absolute distance between them. The results are shown in rows six and seven of Table 3 . These rows show that Hausdorff distances are less than 6 pixels and the mean absolute distances are less than 1 pixel.
It is clear from rows 5-7 that for all practical purposes, the energy minimum found by tunneling descent is as good as the minimum found by the best optimizer. In turn, this suggests that it is the energy function rather than the optimization strategy that limits the segmentation accuracy. Support for this conclusion also comes from examining the right column of Fig. 2 . The figure shows very vividly that the most significant difference between the b.o. and ground truth is near sharp corners. Apparently, the energy function prevents the segmentation from entering into these sharp corners. If higher accuracy is required, the energy function will have to be modified so that some sharp corners are permitted while still constraining the rest of the segmentation curve to be smooth.
Conclusion
In this paper, we evaluated the accuracy of a segmentation algorithm with a phantom study. We also argued that it is important to understand the origin of any segmentation inaccuracy, and that the origin could be understood by using phantoms with global minimizers. The experiments show that TD is accurate to one to two times the speckle size, and the TD finds a minimum that is very close to the global minimum. Furthermore, the residual inaccuracy of the segmentation can be attributed to the energy function rather than the minimization scheme. Left column: ultrasound images of the phantom, acquired at 3.0 MHz(top), and 7.5 MHz (bottom). Middle column: segmentations of the best optimizers (yellow) overlaid on the segmentations of the tunneling descent (red) for the experiment 2 and and 8 (see Table 3 ). Right column: the segmentations of the best optimizers (yellow) overlaid on the ground truth (green). Table 1 Ultrasonic properties of the soft-tissue mimicking materials in the phantom Values deduced based on concentrations of glass bead scatterers relative to the same type of beads (same diameter distribution) contained in the TM myocardium.
Table 2
Random research
Initialize A [1] = {φ i |φ i = φ [1] + Δφ i , i = 1, …, m} where φ [1] is a given initial level set Sort all φ ∈ B [n] according to their energy J(φ, β̂0, β̂1).
Set A [n] to the m smallest energy φ's in B [n−1] .
End do
Return the smallest energy φ in A [N] . Table 3 Evaluation of the segmentation using the ultrasound images of the phantom. 
**
HD and MAD are measured in pixels.
