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摘要 ? 本文在对经典聚 类模型和现 有改进 聚 类模 型优点 与 不 足剖析 的 基础上 , 通过定义 客观加权

主成分距离 为 分类 统计量
,
提 出 了 一种 自 适应賦权的 主 成分聚类 模 型 . 与 现 有同 类才 法相比 , 新

模型克服 了 指标之间 的 高 度共线性 , 能够对指标重要性的 客观差异进 行 自 适应賦权 , 每一 步 都 有

充 分的 理论保 i E 其必要性 、 合理性 . 应用 加权主成分 聚 类 对 中 国 区域创析 能力 进行集 团 划 分 , 分

类 结果的 可解释性明 显提高 , 统计检验 效果显著 , 所得的结论对 了 解和推动 中 国 区域创 新能力 发

展 具有借鉴意 义 .
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随着现代数据存储技术的 飞速发展 , 海量数据库的 内 在规律愈加复杂难辨 。 在对海量数

据分类挖掘时 , 传统的 系统聚类和 K 均值聚类等经典模型面临诸多局 限 。 事实上 , 每一经
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典的聚类分析技术都是有针对性地分析数据中的 某类规律 , 如果忽略模型的适用前提和待聚

类对象的具体特点 , 简单地套用传统聚类技术难以取得理想的分类效果 。 关于如何解决传统

聚类分析处理海量数据时凸现的弊端 , 国 内外学者做了许多有益的探讨 。 M i c h e l  M o u c h a r t 和

J e r o e n V . K . R o m o u t s l 1 ! 将逐步回 归方法与聚类分析结合 , 解决了数据缺失的单指标面板数据聚

类 问题 ; S h i a  B e n - C h a n g 等 在 F i s h e r 典型判别分析基础上 , 将模糊聚类理论引入判别分析

中 , 提出 了 一种能够处理模糊现象分类的 聚类模型 ; 郑兵云 ⑶ 详细分析多指标面板数据的数

据格式 , 通过重构面板数据的相似性测度拓展了 面板数据的聚类分析方法 ; 任娟 ⑷ 、 肖 泽磊

等 1 5 1 从多元统计分析理论角度提出 多指标面板数据的三维信息融合技术 , 改进了多指标面板

数据的 因子分析和系 统聚类 , 弥补了 单一分析的 片面性和局限性 ; 毛 国敏 R 孙锐 ⑺ 、 袁建

新 1 8 ] 、 陆根亮 1 9 1 和庞丽 1 1 Q ] 等通过主成分因子分析将原始指标体系 压缩为少数综合指标 , 以

综合指标代替原始指标进行聚类 , 一定程度上拓展 了经典聚类分析的应用 。 综观 国 内 外近年

来关于分类问题的研究文献发现 , 聚类分析在 自 然科学领域和社会科学领域均有广泛的应用 ,





聚类分析 的分类质量取决于两个核心问题 : 一是用 什么指标构建聚类统计量以 表征样本

之间的相似程度 ; 二是采用何种具体聚类技术对样本进行类属划分 I 3 # 。 从理论角度看 , 现有

聚类技术的改进研究都是从所研究的具体问题出 发 , 鲜有方法论框架下的聚类技术理论分析 ,

改进的聚类模型缺少理论基础 , 普遍适应性较差 . 从应用 角度看 , 由 于没有系统 、 规范的理论

指导 , 聚类过程缺乏科学性 , 分类结果难以合理解释 。 基于以 上认识 , 本文对经典聚类模型和

改进聚类技术的优势与不足进行梳理 , 提出 一种无先验知识的 自 适应赋权聚类方法 , 并应用







1 . 1 传统聚类分析的不足

传统的聚类分析多是基于样本 ( 指标 ) 之间距离 ( 相关系数 ) 的亲疏关系进行分类 , 相似性

度量不仅取决于指标之间的亲疏程度 , 而且依赖于指标重要性的 内在差异 , 因此 , 用于构建聚

类统计量的指标选择至为重要 。 传统的 聚类算法要求描述样本 的指标重要性相同并且彼此独

立
, 然而对于复杂的海量数据库 , 系统层次结构的指标体系 中各指标重要性相差悬殊 , 指标之

间不可避免地信息重叠 。 如果对存有高度共线性的指标不加处理直接聚类 , 那么聚类统计量

将同类指标重复计算 , 过于放大共线性指标 的作用 f 淹没独立性指标的贡献 , 导致难以解释

的分类结果 。 应用传统聚类模型处理实际分类 问题士 , 为了克服指标体系 的高度共线性往往

是定性分析指标之 间的机理关系 , 主观副 除信息重叠的指标以达到聚类指标彼此独立的 目 的 ,

同时通过专家打分赋予不同 指标相应的权重以体现指标重要性的差异 。 显然 , 定性地筛选指

标和 主观赋权需要对每一指标的实际意义有深入的 了解 , 并且要求分析者具有相关的领域知

识和客观公正的赋权标准 , 这在实际应用中难以 保证 .

1 . 2 主成分聚类分析及其不足

主成分分析是降低数据空间维数的重要方法 , 其分析结果是将原始错综复杂的 指标体系

通过线性变换转化为少数相互独立的 主成分综合指标 , 并且要求低维主成分空间能够体现原
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始指标体系的绝大部分信息 。 受主成分分析方法的启 发 , 文献 [ 6 - 7 ] 将主成分分析与聚类分析

集成 , 即应用主成分分析克服原始指标之间的共线性影 响 , 然后用少数主成分代替原始指标

进行聚类 ( 为叙述方便 , 下文称上述方法为主成分聚类分析 ) 。 值得肯定的是 , 主成分聚类克服

了传统聚类模型不能处理指标之间髙度共线性的缺点 , 但应该注意到 , 不同主成分体现原始

指标体系信息 的能力 ( 方差贡献率 ) 往往相差悬殊 . 极端情形下 , 如果忽略不同主成分重要性

的客观差异 , 不加区别地直接将主成分代替原始指标聚类则必然会影响 主成分聚类分析的准

确性 f 1 2 _ 气

为 了体现主成分重要性的差异 , 文献 [ 8 - 1 0 ] 提 出 以各个主成分的方差贡献率大小为权重

构造主成分综合得分 , 然后以主成分综合得分代替原始指标聚类分析 ( 下文称上述方法为主成

分综合得分聚类 ) 。 主成分综合得分融合了 多个主成分的信息含量 , 重要性的差异也通过方差





事实上 , 设 朽 , 丹 , … , S  P ) 为 由 P 维指标向量 X  =  ( X t , X 2 , - ' - ,  X P ) T 提取的主成

A ! > A 2 > - - - > A p > 0  为主成分 F i  =	, p ) 对应的特征值 , 定义 a i  =  \ i /  E U 、

为主成分 F t 的方差贡献率 , 则主成分综合得分为 :

F  =  a \ F i  +  0 : 2 巧  H	h  a m F m .	 ( 1 )

由 于 F i 与 F j	=  1 , 2 , … , m ; m  <  p ) 不相关 , 所以有

V a r ( F ) = 若 a ? V a x ⑷ ) = 若办 < A i ￡	<  A x  =  V a r ^ ) ,





1 . 3 加权主成分聚类分析

影响经典聚类分析分类质量的 因素多种多样 , 其中指标之 间的高度共线性 ( 信息重叠 ) 和

不同指标重要性存在的客观差异是典型的两个影响因素 。 现有关于经典聚类分析拓展 的研究

文献多 数只解决了 上述 问题之一 , 改进聚类模型的分类质量是否一定优于经典聚类分析需要

理论分析和实践应用 的双重检验 . 对经典聚 类分析的拓展应该综合考虑共线性影响和重要性

差异两个方面 , 基于上述分析 , 借鉴主成分聚类的 思想 , 本文按照方差贡献率大小对不同主成

分进行 自 适应赋权以体现其聚类效率的差异 .

定义 设 只 , 、
,
叫 =  1 , 2 , … , m ;  m 幺 p ) 分别为主成分向量及其对应的特征根和方差贡

献率 , 令 汍 = Q fc / ( fc  =  1 , 2 , … , m ) 为主成分 F k 的距离权重 。 称










聚类距离的定义需要满足正定性 、 对称性和三角不等式 [ 1 4 ] , 不难证明公式 ( 2 ) 满足上述

三条性质 。 与现有聚类分析改进的研究成果相 比 , 加权主成分聚类的核心优势在于同 时克服

了 经典聚类分析存在的两个典型缺陷 : ( 1 ) 通过主成分 的特征提取剔除了原始指标体系高度的

重叠信息 ; ( 2 ) 每一主成分的距离权重 汍 来源于原始指标数据 , 体现了 不同 主成分聚类效率
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的差异 , 赋权准则客观合理 。 应该注意到 , 当不同主成分信息 含量相差不大时 , 加权主成分聚

类等同于普通主成分聚类 , 也即 文献 [ 6 - 1 0 1 中的改进方法为本文的特例 . 本文拓展的 自 适应

赋权主成分聚类分析每一步都有充分的理论保证其必要性 、 合理性 , 具体步骤如下 :










步骤 3 进行主成分分析 , 提取方差贡献率并按 汍 的定义式计算距离权重 , 以 ( 2 ) 式为相





问题时 , 为了排除次要信息干扰以简化数据运算复杂程度 , 通常提取方差贡献最大的前 m 个





客观公正地评判模型的分类质量是困难而复杂的 问题 , 目 前没有评判所有聚类模型 有效

性的统一标准 。 在众多的 评判标准中 , 比较客观的是将聚类模型的分类结果与预先 已知 的本来

类属进行对比 , 以 错分率为标准判断不同聚类模型的优劣 。 为验证拓展聚类模型的有效性 , 本

文选用 F i s h e r  R  A 在 1 9 3 6 年分类研究使用 的鸢尾花数据为标准测试数据 [ 1 5 ] , 三类鸢尾花的

属性特征由 花瓣长度 、 花瓣宽度 、 萼片 长度 、 萼片宽度四个指标刻 画 . 计算原始数据的 K M O

值为 0 . 5 9 9 , 表 明原始指标之 间的信息高度重叠 。 提取信息含量最大的前两个主成分方差贡献









一 植物品种	_ 植物 品种
分英- “呆 变色 弗吉尼亚 刚毛 变色 弗吉尼亚 刚毛 变色 弗吉尼亚

1	5 0 0 0 4 9 0 0	5 0 0	 0






0 1 5 4 9
	








合计 _  5 0  ~ ~ 5 0 ~  5 0  _  5 0  ~ 5 0 ~  5 0 5 0  ~ 5 0 ~  5 0

错分率  %	 1 0 . 6 7 2 2 . 7 6 . 6 7

注 : 由于鸢 尾花类属预先已知 , 本文统一采用 g  =  2 的 K - m e a n s 聚类准则 .

从表 1 的结果对 比 可知 , 三种聚类模型的分类质量存在 明显差异 . 以错分率为评判模型

分类质量优劣的标准 , 依次是加权主成分聚类模型 、 经典聚类模型和主成分聚 类模型 , 印证了

本文拓展模型的优效性 。 需要注意的是 , 主成分聚类模型分类质量明显劣 于本文拓展的加权主

成分聚类模型 , 甚至显著低干传统的经典聚类模型 。 结合主成分分析结果 , 究其原因在于两个

主成分的方差贡献率相差悬殊 , 即二者体现原始数据的信息能力存在显著差异 , 等同地直接以





2 . 1 实证对象的确定及数据来源

在经济全球化的背景下 , 区域创新能力 日 益成为 国际竞争优势的决定性因 素 。 中国 的区

域创新能力相差较大 I 1 6 】 , 从 区域角度分析 比较省级创新能力 的异同具有重要的现实意义 [ 1 7 】 。
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习惯上的东部 、 中部和西部的定性划分带有主观任意性 , 缺乏科学的定量分析基础 。 如果就每

个省 ( 区 ) 市进行研究 , 结果只 能反映单个省 ( 区 ) 市的个例特征 , 难从总体上把握区域之间创

新发展的不平衡分布状态 , 同时也忽略了相关省 ( 区 ) 市之间创新能力的 有机联系 . 所以有必

要对省 ( 区 ) 市的 创新能力进行定量的集团聚类 , 综合比较分析 以加深对各类区域技术创新能

力 的认识 , 为整体上把握技术创新活动 、 科学制定创新政策提供依据 。 基于上述考虑 , 本文以

《 中 国区域创新能力报告 2 0 1 1 》 ( 以 下简称 《 报告 〉> ) 综合指标数据为基础 , 综合运 用新提 出 的





2 . 2 数据处理及结果分析

《 报告 > 〉从知识创造 内 ) 、 知识获取 ( 為 ) 、 企业创新 ( X 3 ) 、 创新环境 ( X 4 ) 和 创新绩效 ( X 5 )

五个方面表征地区的整体创新能力 , 数据分析发现五个指标的相关系数介于 0 . 7 - 0 . 8 2 , K M O

值为 0 . 8 3 2 , 表 明 《 报告 〉〉 中的 五个指标之间存有高度的共线性 , 而且上述五个方面对形成 区

域整体创新能力 的贡献程度也存在差异 【 1 7 】 。 破坏了经典聚类模型有效应用 的前提假设 . 依照





丄 』 丨 特征根 方差贡献 ( % ) 权重	因子载荷	r ^ T T T "
主成分 ~ :	~n t ; r—7 ;~ ~ f— " "” 1- ^ ~  因 子命名
A , Q . I	P t A i A 2 A 3 A 4 A 5

~ ￥i 4 . 0 6 5 8 1 . 3 0 6 0 . 9 2 4 2 0 . 3 9 5 0 . 6 0 4
" ”
0 . 8 3 6 0 . 7 9 6 0 . 8 5 5 创新因子

F 2 0 . 3 3 3
	
6 . 6 6 8 0 . 0 7 5 8  0 . 8 9 5  0 . 6 7 9  0 .4 2 7  0 . 4 6 6  0 . 3 9 1  知识因子

由 表 2 可知 , 前两个主成分的方差贡献率巳达 8 7 . 9 7 % , 基本体现了原始指标数据的核心

信息 。 结合因子载荷矩阵发现 , 主成分 朽 在企业创新 、 创新环境和创新绩效三个指标上的载

荷较大 , 主要反映创新能力形成的基础及背景 , 将其命名为创新因子 ; F 2 在知识创造 、 知识获

取指标上的载荷较大 , 主要反映知识因 素对创新能力 的贡献 , 将其命名 为知识因子 . 应该注意

到 , 两个主成分的信息含量相差 1 2 倍多 , 如果忽略主成分之间客观存在的悬殊差异 , 直接以

主成分代替原始指标聚类 , 分类结果的准确率有待商榷 。 仿照 《 报告 〉〉 将省 ( 区 ) 市分为 5 类

的研究思路 , 本文统一以 q  =  2 的欧氏距离为样本相似性测度 , 采用离差平方和法将 3 1 个省

( 区 ) 市分为 5 类 , 不同聚类模型的分类结果对 比如表 3 所示 。

由 于没有预先定义的类别标准来表明数据集 中哪种期望关系是有效的 , 评价聚类模型的

有效性必须定量分析和定性分析综合考虑 。 “可解释性” 是评判分类效率的重要依据 , 聚类模

型的优劣首先表现在能否对聚类结果做出合理的解释 . 表 3 的分类结果显示 , 六种聚类模型

基本都能将江苏 、 广东 、 北京 、 上海 、 浙江 、 山东与其它省 ( 区 ) 市分开 , 原因在于上述六省

( 区 ) 市各项创新能力指标值都远远领先其它省 ( 区 ) 市 , 类别界限 明显 。 但其余 2 5 个省 ( 区 )

市的创新指标取值相差不大 , 聚类空间狭窄 , 六种聚类模型的分类结果存在较大差异 , 具体表

现为第四 、 五类的样本数 目 较多 , 各样本归属于哪一类的规律性不明显 。 若以 每一类中样本数

目 的均匀性来看 , 加权主成分聚类分析优于其它聚类模型 。 特别的是 , 第一主成分聚类与加权





) 式计算的聚类统计量中第一主成分占绝对的主导作用 , 在此极端情况下 , 加权主成分聚类

等 同于第一主成分聚类 。 尤为引起注意的是 , 普通主成分聚类将浙江 、 山东 、 天津与江苏 、 广

东归类为创新水平高于北京 、 上海的领先集团 . 结合 《报告 》 中 的原始数据发现 , 除知识创造
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指标外 , 江苏和广东的其它指标都领先上海 、 北京 , 但浙江 、 山东和天津的多数指标落后于北

京 、 上海 , 三个省市的综合排名也落后于北京 、 上海 , 所以将浙江 、 山东和天津划分为领先于

北京 、 上海的集团难以解释 。 出 现上述极端聚类结果 的原因在于 , 普通主成分聚类未 曾区分不










i 类模型 第一类 第二类 第三类	第四 类	第五类	—

Z 7 7 1  Z ~ 辽宁 四川 重庆	河南 江西 河北

tm	=	輔賊《	默江 0 1 西 内 蒙古






新疆 宁夏 青海 西藏

" 7 3 7 7 7  i r T T T I 辽宁 四川 重庆 祐i + 媒	山 西 甘肃 贵州
曰 通主成分 a ? 北足 湖南 陕西 湖北 云南 新疆 宁夏

河南 江西 河北 青海 海南





S i	~ ~ 辽宁 四 川	安徽 吉林 广西 山西 甘肃

广东	= 重庆 湖南	河南 江西	贵州 云南 新疆







士 曲 江苏	凇 、n *  辽宁 四川	安徽 吉林 河南 江西 A 苜
主成分综 口 广东 重庆 湖南	河北 黑龙江 广西

北京 陕西 湖北 山西 甘肃 贵州 云南 I ?
得分聚类分析 上海
_ 		
新疆 海南 喊古 西藏
	
+  A 八 江苏	辽宁 E 9 川	安徽 吉林	广西 山西 甘肃

广 东	= 重庆 湖南	河南 江西 贵州 云南 新疆






?	天津 辽宁 四川	江西 黑龙江 广西
^  _	重庆 輔随 喊古 山西 甘肃

聚类分析 广东	上海 山 东

I
厂  I J : 丨
	
吉林 河南 河北	青海 西藏 海南

特定问题的结构影响特定聚类算法的性能 , 聚 类模型的分类质量除了能科学合理地解释

外 , 还必须通过定量分析的统计检验 。 显然地 , 如果模型分类效果显著 , 则同一类内 样本的指

标离差较小 , 而类与类之间 样本的指标离差较大 。 为了 比较各种聚类模型的相对优越性和稳

定性 , 本文进一步做方差分析 , 结果如表 4 所示 。

表 4 中 的对比结果显示 , 若以 F 值大小为标准 : ( 1 ) 普通主成分聚类的分类效果明显劣于

其它聚类模型 , 特别的 , 在主成分信息含量相差悬殊的极端情况下 , 普通主成分聚类的分类质

量甚至低于经典聚类分析 , 这再次说明忽略不同主成分重要性的差异 , 等权地以主成分代替原

始指标直接聚类未必一定提高聚类质量 。 ( 2 ) 第一主成分聚类结果的各项指标 F 值均大于主成

分综合得分的聚类结果 , 印证了第一主成分的聚类效率优于主成分综合得分的聚类效率 ; ( 3 )

加权主成分聚类结果的 指标 F 值大于普通主成分聚类和主成分综合得分聚类结果 F 值 , 说 明

加权主成分聚类模型较现有改进聚类模型的分类效果明显提高 。 ⑷ 相比 《 报告》 的分类方法 ,

加权主成分聚类通过降维不仅使复杂的分类 问题简化 , 而且以方差贡献率对参与聚 类的主成

分客观赋权 , 避免了 《 报告 》 中专家赋权的主观任意性 , 依此所做的结论建议更客观 、 可信 。
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综合表 3 的分类结果和表 4 的统计检验发现 , 本文提出 的加权主成分聚类对样本的 区分度更

高 , 所分类别之间差异的统计检验效果更显著 。 因此 , 本文的研究结论可以作为 《 报告 》 的有





聚类模型 创新指标 平均类间离差平方和 平均类 内离差平方和 平均总离差平方和 F 值

J C i 1 0 7 1 . 2 5 1 3 9 . 6 3 9 1 7 7 . 1 8 7	2 7 . 0 2 5

原始指标 X i 8 8 7 . 4 8 4 4 2 . 2 4 2 1 5 6 . 1 4 1	 2 1 . 0 0 9

X 3 1 5 1 1 . 9 5 8 2 1 . 4 1 0 2 2 0 . 1 4 9	7 0 . 6 2 1






6 5 9 . 5 5 6
	
2 3 . 5 5 4
	
1 0 8 . 3 5 5	2 8 . 0 0 1

^ 1 0 3 6 . 9 0 5 4 4 . 9 2 3 1 7 7 . 1 8 7	2 3 . 0 8 2

普通主成分 X 2 7 9 8 . 5 3 9 5 5 . 9 2 6 1 5 6 . 1 4 1	1 4 . 2 7 8

X 3 1 3 4 4 . 7 0 9 4 7 . 1 4 0 2 2 0 . 1 4 9	2 8 . 5 2 6






6 1 3 . 2 6 6
	
3 0 . 6 7 6
	
1 0 8 . 3 5 5
	
1 9 . 9 9 2

Y i 1 1 1 1 . 8 5 0 3 3 . 3 9 3 1 7 7 . 1 8 7 3 3 . 2 9 6

第一主成分 X 2 9 4 1 . 1 3 4 3 3 . 9 8 9 1 5 6 . 1 4 1	 2 7 . 6 9 0

X 3 1 4 0 5 . 0 7 4 3 7 . 8 5 3 2 2 0 . 1 4 9	3 7 . 1 1 9






6 7 5 . 4 1 2
	
2 1 . 1 1 5
	
1 0 8 . 3 5 5	3 1 . 9 8 7

X [ 1 0 9 1 . 5 2 5 3 6 . 5 2 0 1 7 7 . 1 8 7	2 9 . 8 8 8

主成分综合 X 2 9 1 3 . 9 2 7 3 8 . 1 7 4 1 5 6 . 1 4 1	 2 3 . 9 4 1

X 3 1 3 8 4 . 4 0 6 4 1 . 0 3 3 2 2 0 . 1 4 9	 3 3 . 7 3 9






6 6 1 . 5 4 4
	
2 3 . 2 4 9
	
1 0 8 . 3 5 5	 2 8 . 4 5 5

X [ 1 1 1 1 . 8 5 0 3 3 . 3 9 3 1 7 7 . 1 8 7	3 3 . 2 9 6

加权主成分 X 2 9 4 1 . 1 3 4 3 3 . 9 8 9 1 5 6 . 1 4 1	 2 7 . 6 9 0

X 3 1 4 0 5 . 0 7 4 3 7 . 8 5 3 2 2 0 . 1 4 9	 3 7 . 1 1 9

聚类分析 X i 4 1 3 . 3 6 9 1 4 . 1 5 1 6 7 . 3 8 0	 2 9 . 2 1 2

		
6 7 5 . 4 1 2
	
2 1 . 1 1 5
	
1 0 8 . 3 5 5	3 1 . 9 8 7

X [ 1 0 9 1 . 8 3 3 3 6 . 4 7 3 1 7 7 . 1 8 7	2 9 . 9 3 6

《创新报告 》 X 2 8 4 5 . 8 3 4 8 . 6 5 1 1 5 6 . 1 4 1	1 7 . 3 8 6

X 3 1 4 2 8 . 6 4 0 3 4 . 2 2 8 2 2 0 . 1 4 9	 4 1 . 7 3 9

聚类分析 X 4 4 3 2 . 6 1 0 1 1 . 1 9 1 6 7 . 3 8 0	 3 8 . 6 5 8

X 5 6 6 6 . 9 0 4 2 2 . 4 2 4 1 0 8 . 3 5 5	2 9 . 7 4 0





统计方法和统计模型的层 出 不穷为学术研究提供了广阔的方法论选择空间 , 但是如果对





性展开讨论 , 系统分析了现有改进聚类模型的优点 与不足 ; 借鉴现有主成分聚类分析的思 想 ,

提出 了基于方差贡献率的 自 适应赋权主成分聚类模型. 理论分析表明新模型有机集成 了多个

理论和方法的长处 , 每一步都有充分的理论基础保证其必要性 、 合理性 。 实践检验表 明新方法
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能够有效解决现有聚类模型极端情形下的失效 问题 , 有着复杂分类问题下的普适性 。

应用新提出 的加权主成分聚类对 2 0 1 1 年全国 3 1 个省 ( 区 ) 市创新能力静态分类发现 , 区

域创新能力呈现长江三角 洲 、 珠江三角 洲和京津地 区多元化的竞争格局 。 整体来看 , 我国 目前

的 区域创新能力仍未摆脱从东部沿海向 西部 内 陆 由高到低阶梯分布 的格局 , 表明创新能力 与

经济发展存在显著的正向反馈机制 . 针对上述情况 , 要增强和提升中国的创新能力 , 必须分集

团而不是整齐划一地制定和实施增强区域 自 主创新能力的对策建议 . 一方面 , 要采取适宜对

策强化创新能力强的领先集团 , 把提高原始性创新能力 作为该类地 区科技创新的重点 , 使其

成为研发核心技术的集中源发地 ; 另一方面 , 要加大对落后区域的创新投资 , 构建和增强区域

集成创新能力和消化吸收再创新能力 。 由 于 朽 ( 创新因子 ) 的方差贡献最大 , 体现了创新能力

水平的 主要方面 , 在经济能 力受限的条件下 , 落后区域应该集中精力优先发展企业创新 、 创新
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