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Abstract  
Face recognition and retrieval is developed into a very active research area specializing on how to extract and 
recognize faces within images. The various methods has been proposed for face recognition and retrieval each methods 
has advantage and drawbacks. The complexity in process will affects performance of the existing system make 
insufficient. In this paper presented a Fiducial Point Feature based segmentation of face image in the generation of 
feature sets. The feature set is generated based on the fiducial points such as eye brow, eye, iris, mouth and nose are 
extracted and segment the image based on rectangular features. The feature is generated and matching is done by 
Euclidean distance is used to measures a distance between two images. The experimental result shows that Fiducial 
Point Feature method provides better recognition rate when compared with the existing methods such as PCA and PCA 
with DWT. 
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1. Introduction 
The face recognition and retrieval is a challenging task in biometric based security system. Face 
image segmentation is an important task in face recognition. In this process the features of the face are 
organized in such a way to identify its type and to optimize the feature for further processing. The various 
models have been analyzed on face image segmentation is proposed. A FPF based technique is proposed for 
face image segmentation in the generation of face features. 
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The proposed technique is applied to extract the fiducial point features of the face image. The 
various fiducial point features are eye brow, eye, nose and mouth are considered for the face segmentation 
in the generation of features. The main objective of image segmentation is to make the feature extraction 
and the recognition process more efficient and in accurate. 
1.1.1 Face Image Classification 
Face recognition can be done in both a still image and video which has its origin in still image face 
recognition. Different approaches of face recognition for still images can be categorized into tree main 
groups such as 
x Holistic approach  
x Feature based approach 
x Hybrid approach, Object Description and Recognition  
Object Description and Recognition  
The notion of shape representation is essential step for object recognition. The low level image 
processing operations extracts useful information from the image, but a means to combine this data for 
recognition is missing without the notion of shape representation.  
Classical Template Matching  
Classical template matching uses correlation for finding likeliness to a fixed size template. 
Correlation is usually implemented using convolution. The template gives higher responses in the regions 
where the feature being searched appears. Classical Template Matching is an easy and fast approach and it 
performs very well in certain problems with the major limitations templates have a fixed size. Objects 
appear in different sizes in reality. In addition to the same object might appear in different sizes because of 
the proximity to the imaging device. In reality objects does not have ideal fixed shapes. Even the same 
object can appear in different shapes because of 2D projection to the imaging surface. 
 
2. Related Work 
  Yuille et al.,[1] presented a model for detection of face features using deformable templates. The 
face features are described by a parameterized template for an energy function is defined which connect 
edges, peaks and valleys in the image intensity to the corresponding template properties. The template 
interacts dynamically with the input image by manipulating its parameter values to minimize the energy 
function. Kin et al., [2] developed a method to identify head boundary and the approximate positions of 
eyes are estimated. Kin et al., [3] proposed an analytic-to-holistic approach which can identify faces at 
different perspective variations. The first step is to locate 15 feature points on a face. A head model is 
proposed and the rotation of the face can be estimated using geometrical measurements. In the second step 
to set up windows for the eyes, nose, and mouth. These feature windows are compared with those in the 
database by correlation. Yunhui Liu et al., [4] presented a face normalization method based on the location 
of eyes. The face has been detected based on the boosted cascade of simple Haar features. This method 
detects the position and the distance between the face and the eyes with the orientation properties. Jia Wu et 
al.,[5] developed a model for detecting a common nasal feature for face image with four descriptors. The 
various features are been developed for face recognition and three additional nasal features associated with 
prominent nasal root, tubular appearance and small nasal alae are extracted.  
 
3. Methodology 
In order to overcome the limitations in the existing methodology proposed a method for face 
image segmentation in the generation of facial features. In this method the segmentation process is done 
with the face image block segmentation features are extracted such as eyebrow, eye, nose and mouth.  The 
below figure 1.1 shows the proposed technique is represented as follows. 
 
 
 
 
 
 
 
                                 Fig 1.1 Proposed FPF based technique 
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3.1 Proposed Fiducial Point Feature 
Face image segmentation is important processes to make the feature extraction process efficient in 
face image recognition and retrieval. There are various models and methods are available for face image 
segmentation based on template, eigen face etc., These models are not suitable for providing accuracy in 
segmentation process. Hence a novel segmentation technique called fiducial point feature based technique 
to generate face image as a template for face image recognition and retrieval.  
3.1.1 Eyebrow 
The extraction of left and right eyebrows a parametric deformable template is developed. The 
template exploits the intensity, edge and corner potentials of the eyebrow. The geometry of the template is 
constructed by considering the possible occurrences of an eyebrow, analyzing the occurrences in the 
available databases and determining the most likely deformation segments informally. An eyebrow 
template geometry composed of three points is used. Three points are enough to describe the rough shape 
of the eyebrow, but considered this template unsatisfactory for describing the shape of the eyebrow in 
detail. As a result, a template with more parameters is designed to develop an energy function (Eprior) this 
will aid us during matching.  
3.1.2 Eye 
             The extraction of left and right eyes a parametric deformable template is developed. The template 
exploits the intensity and edge potentials of the eye. To define a potential energy function for the image this 
will be minimized as a function of the parameters of the template. This energy function not only ensure that 
the algorithm will converge by acting as a Lyapunov function but also gives a measure of the goodness of 
fit of the template. The complete energy function is gives combination of terms due to valley, edge, peak, 
image and internal potentials.  
v e i p priorcE E E E E E       ... (1) 
      The valley potentials are given by the integral over the interior of the circle divided by the area of the 
circle is, 
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        The image potentials have contributions that attempt to minimize the total brightness inside the circle 
divided by its area is 
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and maximize it between the circle and the parabola (again divided by the area) 
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The peak potentials are evaluated at the two peak points is given by 
6 1 2
1 1
{ p) )}( ( )   ) 
p e e
C px e x eE   .  ... (6) 
  The prior potentials are given by 
1 2
1 2
3 4
2
2
2 2 2
{
            
2
( })
2 2
( 2 ) ( 2 ) ( 2 )
2
 

   
    
prior e e
k k
p p r b
k k
b r b a a c
x xE              ... (7) 
Here , ,  and   b wb w R RR R w w correspond to this iris, the whites of the eye and their 
boundaries. Their areas or length are given by| |,| |,| |and| |w b wwRR R Rww . A and s correspond to area 
and arc-length respectively. To find the most salient parts of the eye in order. It first uses the valley 
potential to find the iris then the peaks to orient the template and to implement the strategy need to divide 
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the search into number of epochs with different values of the parameters { }ic  and { }ik . The updating in 
each epoch is done by steepest descent in the total energy v p e i priorE E E E E E    . The energy 
terms are written as explicit functions of the parameter values.  
 
4. Generation of Feature Set 
The face fiducial point feature plays an important role in face image recognition and retrieval. In 
this section discussed about the extraction of face fiducial points features are extracted separately and 
matched. 
4.1.1 Generation of Feature Set with Rectangle  
  The image analysis is extracted with edge map are bounded with rectangular grids. Apply ones in 
the positions of the bounded area of shapes within the grid and zeros for non bounded area of shape within 
the rectangular grids as mentioned in equation.9. Finally, the rectangular grid of each sub-image is 
represented in matrix of size (mxn) as shown in the equation 9. 
  1,   if the presence of shape area within the grid,
0,  otherwise
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 Where m and n are the number of rows and columns of the rectangular grid. The general features 
such as area, perimeter and centroid, mass are computed for rectangular grid in which it satisfies ¼ of 
presence of shape. 
 
Centroid          
 The centroid of each bounded shapes are defined as respective positions of the rectangular grid of 
the input image with the positional values either 0 (or) 1. Let coordinates of  of centroid (c) be 
defined as  
                  
   , ,c
x y x y
X f x y x f x y u¦¦ ¦¦      … (10) 
       
   , ,c
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,c cC f x y        … (12) 
    Where (x,y) are positional coordinates and f(x,y) is set to 1 for pixels 
within the  
    shape and 0 otherwise as discussed in equation 8. 
Area 
 Area is defined as the number of pixels in the region described by the shape. The real area of each 
shape may be taken into consideration to get the real size of a region and represented on grid to compute 
the area (A) of the each shape with the following equation 9. 
 ,
yx
f x yA  ¦¦          … (13) 
Perimeter 
 Perimeter is defined as the number of outermost pixels of the bounded rectangular shape with the 
following equation 14. 
    2 1 1P m n            ... (14) 
    Where m, n are number of rows and column of the bounded rectangular 
grid. 
 
Mass  
 Mass of a shape is defined as average mean  x  of the pixel values of the rectangular shape. 
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    Where,  is pixel value of shape n is number of pixels with in the 
shape. 
 The part of feature set  is computed with the above mentioned general feature viz. centroid 
coordinates  ,i jC C , Area  KA , Perimeter  KP , and Mass  kM  of the kth  bounded shape of 
input image are represented as,  ^ `, , , ,Gk i j k k kF C C A P M       … (16) 
4.1.2 Generation of Feature Set for Eyebrow 
  The feature set is generated with the eyebrow based feature vectors for all the bounded rectangular 
sub images of their general eyebrow features. The feature set of the input image under analysis is 
represented as follows, 
              ^ ` ,EB LEB REBF F F                             … (17) 
     Where, 
      , ,
,
LEB LEB
LEB
LEB LEB
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F
F height F width
 ­ ½® ¾¯ ¿
 
     
, ,
,
REB REB
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REB REB
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F
F height F width
 ­ ½® ¾¯ ¿
 
       // F-Face, EB-Eye Brow,L-Left, R-Right// 
     Where ^ `,LEB REBF F are the eyebrow based general 
feature vectors of the input image.  
 Finally, the feature database F  is established to store the feature set of all the images available in 
IDB. 
 
4.1.3 Generation of Feature Set For Eye 
 The feature set is generated with the eye based feature vectors for all the bounded rectangular sub 
images of their general eye features. The feature set of the input image under analysis is represented as 
follows, 
                                    ^ ` ,E LE REF F F                              … (18) 
         Where, 
      ^ `, , , ,LE EC ER CUD DU HUDF F F F F F  
      ^ `, , , ,RE EC ER CUD DU HUDF F F F F F  
      
//F-Face, E-Eye, L-Left, R-Right, C-Center,
   UD-Up Down,H-Horizontal, DU-Distance Up//
 
 The ^ `,LE REF F are eye based general feature factors of the input image, finally the feature 
database set of all the images available in IDB. 
 
4.1.4 Generation of Feature Set For Mouth 
 The feature set of generated with the mouth based feature vectors for all the bounded rectangular 
sub images of their general mouth features. The feature set of the input image under analysis is represented 
as follows, 
                                ^ ` ,M MU MLF F F                   … (19) 
     Where,   ^ `, , ,MU MLUU MLLU DU DMF F F F F  
      ^ `, , ,ML MLLL MLUL DL DMF F F F F  
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//F-Face, MU-Mouth Upper, ML-Mouth Lower, 
   MLUU- Upper boundary of upper lip, 
   MLLU-Upper boundary of lower lip, 
   MLLL- Lower boundary of lower lip,
   MLUL-Lower boundary of upper lip, 
   DU-Upper lip region, DM- Regions between two lips//
 
  The ^ `,MU MLF F are mouth based general feature vectors of the input image. Finally the feature 
database is established to store the feature set of all the images available in IDB. 
 
4.1.5 Generation of Feature Set For Nose 
 The feature set is generated with the nose based feature vectors for all the bounded rectangular sub 
images of their general nose features the feature set of the input image under analysis is represented as 
follows, 
       ^ ` ,N NHNTF F F                     … (20) 
         
//F-Face, N-Nose, T-Tip, H- Height// 
 The^ `, NHNTF F are nose based general feature vectors of the input image. Finally the feature 
database is established to store the feature set of all the images available in IDB. 
 
4.1.6 Generation of Feature with Entropy  
The entropy is a measure of the average information of an image and the background regions of 
the fingerprint has lower entropy and the fingerprint with clear ridges and valleys has higher entropy. This 
feature is used for feature extraction for more accuracy. 
  
240
w=0
 - log pws wH p ¦       … (21) 
    Where k
 x 
 nkP Z Z   and nk is the number of all pixels 
whose gray  
    value equals to k. So pk indicates the probability that the gray 
level k.  
 The fiducial point may be changed and compared with the original image without any changes in 
the features. In face without eye, eyebrow, iris, mouth and nose is considered. The fiducial points of face 
are generated with each feature set blocks. Here, facial fiducial point feature set generation FFPF are 
considered for the image matching (or) retrieval. The establish a feature set of face image matching and 
retrieval, En is the entropy value of the image as presented in equation, 
  ^ `, , , , nFPF EB E M NF F F F F E        … (22) 
 
5. Similarity and Performance Measures 
 To find the Similarity Measures between the images, various metrics are used to measure the 
distance between features of the images, some of the well known distance metrics used in for image 
retrieval is presented below. The Euclidean distance  1 2,Ed x x  is calculated as 
            21 2 1 2
1
 ,
i n
E
i
d x x x i x i
 
 
 ¦         … (23) 
    Where x1(i) is the feature vector of input image i, and x2(i) is 
the 
feature vector of the target image i in the image database. 
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5.5.1 False Rejection Rate (FRR) 
 It is the probability that system incorrectly matches with images stored with input image database. 
The false rejection rate is computed to evaluate the performance of the face image matching using 
following equation 24. The idea behind this parameter is if the system should accept the genuine and reject 
the false face and it is formulated as follows, 
     
No.of persons accepted out of database
FAR=
Total no. of persons in database      
… (24) 
5.5.2 False Acceptance Rate (FAR) 
 It is the ratio of number of correct persons rejected in the database to the total number of persons 
in database. The false acceptance rate is computed to evaluate the performance of the face image matching 
using following equation 25. The idea behind this parameter is if the system should reject the imposter face 
and it is formulated as follows, 
   No.of correct persons rejectedFAR=
Total no. of persons in database     
… (25) 
 
6.1 Algorithm 
 The segmentation process of the face images is takes place into two phases and defined as 
Algorithm I and Algorithm II. In algorithm I the face template is generated and the corresponding feature 
set is established. In algorithm II the face matching takes places and the FAR and FRR has estimated as 
follows: 
6.1.1 Algorithm – I 
 
 
 
 
 
 
 
 
 
 
 
6.1.2 Algorithm-II 
 
 
 
 
 
 
 
 
 
Procedure FPF_feature ( ) 
{ 
 Step 1: Identify the closed edges of the input image with rectangular grid. 
 Step 2: Fill the grid values either “1” for presence of rectangular (or) “0” for other as mentioned  
              in the equation 4.22. 
 Step 3: Eliminate the shape present in the rectangular grid if the area less than ¼ of the  
              bounded rectangular grid area and count no. of shape (n) for feature extraction. 
 Step 4: Calculate rectangular based general features such as centroid, area, perimeter and mass of  
              selected Kth rectangular grid area as discussed in the sub section for 4.5. 
 Step 5: Establish the rectangular based general feature set FGK with the features computed in 
Step 5. 
// Generating feature sets // 
  Input : Preprocessed image size from IDB 
  Output : Feature database 
Begin 
Step 1: Read an image (Ii) from the image database (IDB) of size M×N. 
Step 2: Divide the input image (Ii) into non-overlapping blocks of size. 
Step 3:  Perform procedure FPF Feature (  ) 
Step 4: Repeat Step 1 through Step 4 for all the images in IDB. 
Step 5: Establish feature database set with the equation (22). 
End 
//Retrieving top m relevant images corresponding to the target image// 
 Input  : Target Image 
  Output  : Face image matching 
Begin 
Step 1: Select the target image L of size M×N and divide into block. 
Step 2: Repeat Step 3 to Step 5 as in algorithm I. 
Step3: Compute the Euclidean distance between the target image and the image set for matching using the equation 23. 
Step 4: Compute the FRR and FAR using the equation 24 and equation 25. 
Step 5: Stop 
End
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  ^ `, , , ,Gk i j k k kF C C A P M  
Step 6: Calculate the FPF features of the input image as mentioned in equation, 
  ^ `, , , , nFPF EB E M NF F F F F E  
Step 7: Repeat Step 2 through Step 6 for all the input images and find the feature vectors  
            of each rectangular features. 
Step 8:  Return 
} 
 
7. Experimentation and Results 
 The proposed face fiducial point feature based technique for face matching with segmentation is 
experimented with the images collected from the standard face database. The face images considered in this 
experiment are of size (R×R) with pixel values in the range 0-240. Some of the sample images considered 
in the experimental is presented in the figure 1.2.  
       
101_1   102_1   103_2   104_1 
        Fig.1.2 Sample Images considered for experimentation 
  The proposed algorithm 6.1.1 is applied on the image from the selected image database for the 
experimentation. The image 103_1 which is considered as the input image. Initially the fiducial point 
features are extracted to generate feature sets along with entropy feature. The extraction of entire process 
by using the equation 22. The resultant of fiducial point features feature set is generated for the input image 
103_1 is presented below. 
   ^ `, , , , nFPF EB E M NF F F F F E  
 
After establishing the feature set of the input image, the feature set is to be generated for the target 
image given by the user for matching and retrieval purpose. One such target image 103_2 is shown in 
figure 1.2 and the above mentioned steps performed for the target image. The generated feature set of the 
target image 103_2 is compared with the feature sets in the feature database using the Euclidean distance 
measure as discussed in the equation 23.  In order to evaluate the performance of the proposed system with 
the existing system the FRR and FAR are computed with the selective image sets. The performance 
evaluation is computed using the equation 24 and equation 25. The obtained results of the face image with 
the proposed model is tabulated in the following tables 1.1 shows the performance are evaluated with the 
existing the PCA and DWT with PCA model.  
Table 1.1 Matching Rate of Face images 
Model Total Images Match Non-match Acceptance % Rejection % 
FPF 200 193 07 96.5% 3.5% 
PCA+DWT 200 180 20 89.5% 10.5% 
PCA 200 160 40 80% 20% 
   Target Image 
 
     103_2 
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103_1        103_8          103_3      103_7   103_5 
      
 
             101_6               101_1  102_4   103_4      103_9 
Fig 1.3  Retrieval results obtained with the proposed method 
From the above figure 1.3 shows the experimental results of the proposed fiducial point features. 
The image 103_2 is considered for the matching and it gets match with the 10 same face images and 1 face 
image with different face image has been matched. Similarly, in case of retrieval the same input image gets 
matched with image set of same face image and the considered input image is ranked in top 1 and the 
relevant images of the same face images are listed in top 10 among the top 8.  
 
8. Conclusion 
 In this paper, the face recognition and retrieval with Fiducial Point Feature (FPF) based technique 
to generation of face images features and the extraction of facial features with rectangular based has been 
presented. The experimental result proves the effectiveness of the FPF methods provides good recognition 
rate when compared to existing methods. The performances of FPF method when compared to existing 
methods such as PCA and PCA+DWT are investigated independently. The Fiducial Point Feature technique 
produces better results with 96.05% accuracy compared with existing methods  gives 89.5% accuracy for 
PCA+DWT and PCA with 80%. Moreover, the computational cost of the algorithm is very low also used 
for face recognition and retrieval. 
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