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В статье предложена математическая модель интеллектуальной масштабируемой рас-
пределенной микросети и получены математические соотношения для вычисления точных значе-
ний общего времени выполнения множества параллельных процессов, возникающих при взаимо-
действии конкурирующих источников распределенной генерации электрической энергии с конеч-
ными потребителями. 
 
Проектирование и создание эффективных взаимно–интегрированных распределенных 
microgrid и компьютерных систем управления прежде всего связано с математическим моделиро-
ванием функционирования сложных многокомпонентных систем, разработкой принципов синтеза 
структур таких систем, определением процедур анализа их эффективности и оптимальности, рас-
четом оптимальных технических характеристик источников microgrid, характеристик оптимальной 
организации выполнения большого числа параллельных процессов, определением границ эффек-
тивности и оптимальности их взаимодействия, количественной и качественной оценки различных 
стратегий управления такими процессами, развитием управляющих алгоритмов и численных ме-
тодов, созданием системного и прикладного программного обеспечения с учетом конкретных 
условий функционирования microgrid. 
Одной из центральных в этих направлениях и во многом объединяющая их является про-
блема оптимального распределения ресурсов microgrid. Это порождает, в свою очередь, множе-
ство конкурирующих за их использование процессов. Поэтому, от успешного решения проблем 
оптимальной организации выполнения множества конкурирующих процессов, зависит работоспо-
собность, надежность и эффективность микроэлектросистем в целом. 
Математическая модель интеллектуальной масштабируемой распределенной микросети 
включает в себя: 2n  – количество источников распределенной генерации электрической энер-
гии; 2p  – количество конечных потребителей электроэнергии; 2s  – количество порций 
(блоков) структурированных конкурирующих потоков электроэнергии от источников распреде-
ленной генерации с учетом ценовых диапазонов; ][ ijtT  , ni ,1 , sj ,1  – матрицу времен 
передачи электрической энергии  i –м источником из j –го ценового диапазона; snijсС  ][  – 
матрицу стоимости единицы электроэнергии из j –го ценового диапазона при генерации i –м ис-
точником; 0  – параметр, характеризующий системное время, затрачиваемое Smart Grid на 
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организацию параллельной передачи электрической энергии от n  источников p  конечным по-
требителям. 
Будем считать, что взаимодействие конкурирующих источников распределенной генера-
ции электрической энергии с конечными потребителями подчинено следующим условиям: 
1) ни один из источников порцию электроэнергии  не может передавать одно-
временно более чем одному потребителю; 
2) ни один из конечных потребителей не может принимать одновременно бо-
лее одной порции электрической энергии от источников распределенной генерации; 
3) передача (прием) каждой порции электроэнергии осуществляется без пре-
рываний; 
4) распределение порций электрической энергии от источников распределен-
ной генерации конечным потребителям компьютерной системой осуществляется циклически по 
правилу: блок с номером ikpj  , sj ,1 , pi ,1 , 0k , передается потребителю с номе-
ром i ; 
5) для каждого конечного потребителя момент завершения получения порции 
энергии от l –го источника совпадает с моментом начала получения электрической энергии от  
)1( l –го источника распределенной генерации, 1,1  nl . 
Условия 1–5 определяют синхронный режим, обеспечивающий непрерывное получение 
электрической энергии всеми конечными потребителями от источников распределенной генера-




Рисунок 1 – Синхронный режим взаимодействия 4 распределенных источников 
электрической энергии и 3 конечных потребителей 
 
Распределенную микросеть будем называть неоднородной, если времена передачи элек-
трической энергии конечным потребителям разные для разных источников. 
Получение математических соотношений для вычисления точных значений общего време-
ни выполнения множества параллельных процессов, возникающих при взаимодействии конкури-
рующих источников распределенной генерации электрической энергии с конечными потребите-
лями, позволит в реальном времени оптимально управлять любыми сегментами микросети, пла-
нировать подключение новых объектов, оперативно перераспределять потоки электроэнергии, об-
рабатывать большие массивы информации. 
Будем рассматривать 2n  неоднородных распределенных источников, которые конку-
рируют за передачу электрической энергии 2p  конечным потребителям, причем передача 




























мального общего времени ),,,(2 snpTн  передачи n  источниками электрической энергии p  
потребителям в условиях непрерывного обеспечения энергией последних. Рассмотрим следующие 
случаи. 
а) В случае, когда число блоков структурированных потоков электрической энергии равно 




































2 max),,,(  .                         (1) 
Здесь ][  ijtT   – sn –матрица времен передач блоков электрической энергии  i –м 
























tt  , 1,1  pj , определяют моменты начала передачи 







 – время обеспечения 
электрической энергией последнего p –го потребителя всеми источниками. 
 
Пример 1. Пусть имеется 4n  неоднородных распределенных альтернативных источ-
ника, которые конкурируют за передачу электрической энергии 3p  потребителям. Каждый 
поток структурирован на 3s  ценовых блока. Матрица времен передачи электроэнергии источ-























































б) Рассмотрим случай, когда число конечных потребителей микроэлектросистемы больше 
числа блоков структурированных энергопотоков ( ps  ). В этом случае выполним разбиение 
множества  потребителей на 1k  группу по s  потребителей в каждой, т. е. rksp  , 1k , 
sr 1 . Если  p  не кратно s , то в последней группе будет только r  потребителей. Результи-
рующая матрица RM  времен передачи электроэнергии источниками конечным потребителям 







































С учетом формулы (1) минимальное общее время обеспечения n  альтернативными источ-
никами электрической энергии p  конечных потребителей при условии ps   будет определять-
ся из выражения: 
























































































2 max),,,(  . 
 















T . Т. к. 12  sp , то 2k , 
















Согласно формуле (2) минимальное общее время передачи составит (рис. 2): 
 




Рисунок 2. – Функционирование microgrid при 5p , 3n , 2s  
 
в) Пусть число блоков структурированных конкурирующих потоков электроэнергии 
2s  больше числа конечных потребителей микроэнергосистемы 2p , т. е. является ограни-
ченным ( ps  ). Тогда произведем разбиение множества блоков на 1k  группу по p  блоков в 










































rkps  , 1k , pr 1 . Это равносильно разбиению исходной матрицы времен передачи 
электрической энергии i –м источником из j –го ценового диапазона с учетом системных расхо-
дов  0  ][

ijtT  , ni ,1 , sj ,1 , на 1k  подматрицу по p  столбцов в каждой, при-
чем подматрица 1k  в случае, когда s  не кратно p , будет содержать r  столбцов. 
Рассмотрим частный случай, когда s  кратно p , т. е. kps  , 1k . Учитывая, что число 
блоков больше числа потребителей в k  раз, выполним разбиение множества блоков на k  групп 
по p  блоков в каждой. Следовательно, исходная  матрица времен передачи электрической энер-
гии 
T  разобьется на k  подматриц по p  столбцов в каждой. Взаимодействие конкурирующих 
источников распределенной генерации электрической энергии с конечными потребителями с уче-
том времен передачи электрической энергии для l –й группы, kl ,1 , можно изобразить в виде 
линейных диаграмм Ганта, каждая из которых отображает во времени передачу p  блоков раз-
личных ценовых диапазонов  n  конкурирующими альтернативными источниками p  конечным 
потребителям. 















































































































































Время 41),9,4,3(2  snpTн  передачи источниками электрической энергии  
потребителям можно существенно сократить, если воспользоваться приемом совмещения после-
довательных диаграмм Ганта по оси времени справа налево (рис. 4). 
 
 
Рисунок 4. – Совмещенная диаграмма Ганта 
 
В дальнейшем будем использовать следующие обозначения: 






 – времена передачи порции электрической энергии 
из j –го ценового диапазона  i –м источником в l –й группе блоков с учетом параметра  , 
ni ,1 , sj ,1 , kl ,1 ; 
▪ 

lT  – общее время передачи  l –й группы блоков электрической энергии p  потре-





 – время завершения передачи j –го блока  i –м источником в l –й группе 
блоков, kl ,1 . 
В силу формулы (1) для вычисления  
























































































, max  , ni ,1 , pj ,1 , kl ,1 . 






 будем обозначать время начала передачи  j –го блока в l –й груп-





































, pj ,1 .                         (5) 









22 ),,,(),,,(  ,                        (6) 
где 

lT  находится по формулам (4), а величина   является величиной максимально допу-
стимого суммарного совмещения соседних диаграмм по оси времени. Имеет место следующая 
лемма. 
Лемма. Величина   максимально допустимого суммарного совмещения соседних диа-




















































" min  , 1,1  kl .     (8) 
Здесь 
'
l  и 
"
l  представляют собой отрезки максимально допустимого совмещения по оси 
времени l–й и  )1( l –й диаграмм. 
В формуле (7) стоит знак не строгого равенства, так как каждое значение },min{ "' ll  , 
1,1  kl , учитывает только величину максимально допустимого совмещения по оси времени 
между парами соседних диаграмм Ганта, но не всегда учитывает возможные совмещения между 
подряд идущими группами блоков электроэнергии, передающихся одному и тому же потребителю 
в двух соседних диаграммах. На рис. 3 и рис. 4 приведен пример, когда имеет место равенство, а 

























Рисунок 6. – Cовмещенная диаграмма Ганта 
 
С учетом исходных данных, приведенных на рис. 3 и рис. 4, а также формул (7) и (8) лем-






ll  , 
так как  4}5,5,4{min
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С учетом исходных данных, приведенных на рис. 5 и рис. 6, величина    также определя-
ется из неравенства (7) и равна 14 единицам времени. Но, учитывая возможное совмещение групп 
блоков второй и первой диаграмм, передающихся первому потребителю, появляется дополнитель-
ный резерв времени в 1 единицу для последующего совмещения третьей и второй диаграмм. В 
результате величина   суммарного максимально допустимого совмещения составит 15 единиц 
времени. 
Подставляя далее значение 

lT  из (3) в (6) и в силу леммы, получаем оценку для вычисле-

















.                        (9) 
Для случая, когда s  не кратно p , т. е. rkps  , 1k , pr 1 , общее время 
),,,(2 rkpnpTн   передачи n  источниками электрической энергии p  потребителям в усло-


































































































































" min  .         (12) 
 
Теорема. В условиях взаимодействия источников распределенной генерации электроэнер-
гии с конечными потребителями во втором синхронном режиме, для любых параметров интеллек-
туальной масштабируемой неоднородной микросети  2p , 2n , 2s , 0 , минималь-



































2 max),,,(   при ,ps   

























































где ),,,(2 snsTн , ),1,,1(
2 nTн  и ),,,(
2 rnrTн  определяются по формулам (3), 

lT  – 
по формуле (4), 
'
l  и 
"
l  – по формулам (8), 

1kT  – по формуле (11), 
'
k  и 
"
k  – по формулам 
(12). 
 
В заключении хотелось бы отметить, что создание современных энергетических систем 
представляет собой довольно сложную научно–техническую проблему, решение которой связано 
с разработкой архитектур параллельных систем, созданием системного и прикладного программ-
ного обеспечения, развитием алгоритмов и численных методов, математическим моделированием 
функционирования параллельных систем с целью анализа эффективности и оптимальности их 
функционирования.  
В настоящее время в этой области ведутся интенсивные исследования. Однако, понимание 
ряда аспектов, связанных с параллельными системами, находятся на интуитивном уровне. Это 
трудные в математическом отношении проблемы по расчету оптимальных характеристик как са-
мих параллельных энергетических систем, так и характеристик оптимальной организации большо-
го числа одновременно взаимодействующих параллельных процессов, вопросы границ эффектив-
ности применения методов распараллеливания, количественная и качественная оценка различных 
стратегий управления параллельными процессами, включая проблемы синхронизации, проблемы 
создания эффективных параллельных алгоритмов и соответствующего программного обеспечения 
с учетом характеристик конкретных энергетических систем параллельной обработки данных и др. 
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Проведен регрессионный анализ динамики популяций охотничьих млекопитающих. Прове-
дено моделирование популяционной динамики охотничьих млекопитающих с использованием логи-
стической системы рекуррентных уравнений на основе Mathcad и доказана адекватность модели. 
Ключевые слова: математическое моделирование, популяционная динамика, регрессион-
ный анализ, межвидовые взаимодействия, динамическая модель. 
 
Использование математического моделирования открывает новые возможности создания 
модели динамики численности и прогнозирования численности населения, что значительно облег-
чает анализ первичных данных. В то же время возникают трудности: а) данные моделирования 
требуют достаточно длительного периода времени (поскольку точность модели определяется ко-
личеством данных в количестве); б) в обычных моделях сложно отразить влияние определенных 
факторов и межвидовых отношений [2-5]. 
На основе статистики динамики численности охотничьих млекопитающих Хмельницкого 
лесного хозяйства (ЛХ) проведен их регрессионный анализ с помощью программы Statistica 6.1. В 
качестве регрессионной модели использовалась экспоненциальная функция, соответствующая мо-
делированию динамики отдельных популяций без межвидовых взаимодействий. 
В результате регрессионного анализа были получены математические модели изменения 
численности отдельных популяций охотничьих животных в экспоненциальном приближении. 
Кроме того, функциональный индекс включает параметры рождаемости,  смертности, миграции и 
антропогенного воздействия (охота, браконьерство, сельское хозяйство, транспортные системы и 
т.д.). 
Проанализирована корреляционная связь между популяциями некоторых видов охотничь-
их млекопитающих Хмельницкого лесничества. В частности, зависимость между популяциями 
пятнистого оленя и зубра, лисицы и зайца-русака, пятнистого оленя и кабана (рис. 1). 
В результате корреляционного анализа между популяциями оленя пятнистого и зубра в 
Хмельницком ЛГ полученный коэффициент корреляции 0,69, который указывает на тесную связь 
этих популяций. Это объясняется тем, что экологические ниши зубра и оленя пятнистого совпа-
дают. Хотя, в оленя пятнистого она значительно шире за счет лучшего приспособления существо-
вания в небольших лесных массивах. Пятнистый олень и зубр, в плане трофических связей, не 
конкурируют. В данном случае, такой высокий коэффициент корреляции объясняется тем, что 
зубр конкурирует с оленем, как фактор беспокойства. В весенне-летний период, когда у копытных 
происходит отел, олени стараются избегать встреч с другими животными. При этом, места вывода 
молодняка в большинстве случаев заросшие вырубки и молодняки. Во время питания зубры ис-
пользуют эти же заросшие вырубки и молодняки. При этом стадо расходится по всей территории, 
создавая громкий шум и треск. Другие виды животных, которые вывели потомство в таком месте, 
пытаются его покинуть, что сопровождается смертью части молодняка [1-5]. 
 
