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.1. INTRODUCAO t 
A determina~ao das rela~oes de causalidade entre variaveis 
tem sido um dos principais dominios da aplica~ao empirica de tecnicas eco­
nometricas nau1tima decada. Grande"parte dos estudos efectuados insere­
-se no ambito'do debate sobre a eficacia da po~itica monetaria, centrando­
-se um dos argumentos dos "monetaristas" precisamente no efeito de causa­
lidade sobre 0 produto que os choques morretarios revelam exercer em di-
versos casos. 
o presente estudo tem p~r objectivo detectar 0 padrao de 
causalidade entre a moeda e 0 rendimento na economia portuguesa para 0 
J/ 
periodo de'1958 a 1984, recorrendo para esse fim ap's testes empiricos mais 
frequentemente utili..zad,os na .1iteratura sobre 0 assunt'o. o conceito de 
causalidade implicito no trabalho, e 0 definido p~r ~ranger [7], que, 
grosse mo~o, se baseia no poder predictivo incremental de uma variave1 
relativamente a outra. No segundo capitulo come~a-se por analisar a's pa-: 
rametriza~oes do modelo que,dao informa~ao acerca do tipo de'rela~ao causal 
existente entre as variaveis. o problema da fi1tragem das variaveis e 
abordado no capitulo 3, procedendo-se, no seguinte, aos testes empiricos 
de causalidade. o mesmo teste e efectuado no capitulo 5, mas admitindo­
-se a possibilidade de existencia de padroes de causalidade diferentes nos 
periodos anterior e posterior a 1974. As principais conclusoes a retirar 
dos testes elaboraqos, juntamente com 'alguns comentarios adicionais, sao 
apresentados no capitulo 6. 
t Agrade~o a Antonio S. Pinto Barbosa as sugestoes efectuadas a uma 
versao anterior deste traba1ho. 
I 
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.2. PARAMETR~ZAQ6ES DO MODELO QUE CARACTERIZAM OS PADROES DE t 
CAUSALIDADE DAS SUAS VARIAVEIS t 
,
Seja [Y(t) m(t) Ju~ processo estocastico bivariavel com 
covari'ancia estacionaria~ estrftamente nao deterministico. Um Sistema 
nestas condi~oes admite uma representa~ao de media move1: I 
[all (B) 
(1) [ ::::,] & Ct (B)21 
onde e um vector de ruidos brancos (choques no sistema[el(t) e2 (t) J 

no pe.riodo t) 

/ 

00 ./
r r 
e Ct •• (B) :: r Ct. j B i = 1,2 e j"= 1,2, p01inomios noope!ador de ~J r=O ~. \ 
atraso (B), convergentes 
..,. 
para r~~zes fora do 
circu10 unit,ario q B.J > 1) • 
I 
I 
A esta represent"a~ao corresponde, sob determinadas condi~oes ! 
(de invert{bi1idade),uma representa~ao autoregressiva do sistema: I 
=(2) 
- 3 ­
A imposi~ao de restri~oes nos parametros do modelo: 
0 '0 0 0(3) Ct = 0. = = = 0, par forma a assegurar 4 identifica~ao12 21 1312 821 
das equa~oes do mode10(equiva1e a 
.....
'pressupor a ausencia de causa1idade 
instanta~ea) e 

0 '0 0 0
(4) = 0. = = ='1 que 'traduz a norma1iza~ao do sistema ,all 22 1311 822 
permite apresentar a sua representa~ao autoregiessiva como 
C (B) C (B) y (t) el(t)11 12[Y(t) 
(5) = + 
C (B). C (B) m(t)m(t) e2(t}21 22 
! 
00 
'rcom C (B) = L c' r•• B i = 1,2 e j = 1,2.. 1J1J r=l 
Se uma tal representac;ao auto~eBressivado sister.'l8. existir·, entao se 
C (B) ~ 0, os va10res passados de m tem um poder predictivo incremental12
em relac;ao a y, dizendo-se, neste caso, que m causa y no sentido de 
Granger. Se alern disso se tern C (B) = 0, essa causa1idade e unidirec­21 
ciona1. No caso de se verificar simu1taneamente C (B) ~ 0 e C (B) ~ 0,12 21 
entao a causa1idade processa-se nos dois sentidos e tern-se uma re1a~ao de 
feedback entre as variaveis. Finalmente,se 
as variaveis sao independentes(ou apenas se relacionam no periodo conte~ 
poraneo, hipotese, n~ entanto, excluida a partida atraves de (3». 
1 
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, 
Os padroes de causa1idade tambem podem ser caracterizados 
. .- Iem fun~ao dos parametros da representa~ao de media mOve1 do mode10. Com 
1 1efeito, m nao - causa y se e so-- se a '(B)'= 0 . [14] , pe10 que, nesse f 
caso, e tendo em aten~ao as 
[All (B)Y(t) 
(6) = 
A (B)m(t) 21 
Reso1vendo a 
tuindo na segunda, obtem-se 
12 ., 
restri~oes (3) e (4), 0 sistema(l) reduz-se a t 
el(~1
:22(BJ e?(t) 
-primeira equa~ao em ordema e1(t) e substi­
/ 
! 
que da m(t)como fun~ao dos va10res passados e presente de y. 
.-- .Dadaa.nao corre1a~ao entre e1(t) e e2(t)' as var1ave1S 
independentes (Y(t) = A11 (B) 'e1(t» tambem nao se corre1acionam com 0 
residuo (A~2(B) e2(t»' pe10 que a ap1ica~ao dos minimos- quadrados ordi­
narios a equa~ao (7) conduz a obten~ao de estimadores consistentes para 
os parametros. 
-Assim, tomando como referencia um mode10 em que m e y sao 
dados em fun~ao dos va10res passados, presente e futuros de y e m, res­
pectivamente, 
devido a restri~ao (4) impor 
- 5 ­
. 
,
t 
0 D12 (B). Y(t') . ~Yet) ~l(t) 
=:(8) , onde 	 f 
t+ 
D (B) 0 '~2(t)'met) . met)21 
00 
(9) 	 D (B) =: I d r Bl! i =: 1 j =: 2 e i =: 2 j =: 1 , 
ij r=:-OO ij 
/';2 (t)reo vector dos choques no sistema no· periodo t, 
a ausencia de causalidade de m para y e consistente com a nao t 
rejei~ao da hipotese de nulidade conjunea dos c~efic~~ntes d~l com 
; Ir < 0, ou seja, dos p~rimetros adstrictos aos valores futuros de Y. 
,
; 
j 
i 
.. 
i 
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3. FILTRAGEM DAS VARIAVEIS 
. ·3.1. Objectivo I 
fNo quadro de um modelo bivariav.el·, como 0 do presente estudo, 	 t 
Jadmite-se implicitamente que'o andamento de cada variavel apenas e determi­
~nado pela sua evolu~ao passada, bem como a da outra variavel do sistema, 
isto e, 0 padrao de causalidade detectado· tem subj~cente um conjunto de in- I 
forma~ao composto apenas pelas duas variaveis que integram 0 modelo. Assim, l I
·subsiste 0 ris·co de omissao de informa~ao adicionat, relevante para .a expli- ! 
Ica~ao do andamento das variaveis do modelo, cuja considera~ao poderia, ) 
eventualmente, alterar as conclusoes relativas a rela~ao de causalidade 
entre 0 rendimento e a moeda,l • 
.\ / 
De mOdo\a expurgaro sistema bivariavel em analise das gran­
des tendencias comuns a generalidade das ~ariaveis economicas, por forma 
a isola-lo 0 mais possivel dos efeitos das variaveis nao incluidas no mode­
10, procedeu-se ao tratamento previo das variaveis. Assim, a analise $ubse­
quente centra-se nos movimentos ciclicos entre as'duasvariaveis que 
integram 0,' conjunto de informa~ao cons1.derado. Os efeitos das variaveis 
relevantes omissas reflectir-se-iam na correla~ao serial dos residuos das 
equa~oes do· sistema bivariavel, pelo que a sua remo~ao e 0 objectivo cen­
tral da filtragem das variaveis do modele. Com efeito, embora as estima­
tivas dos minimos quadrados dos parametros C(B) e D(B), 
1 0 procedimento correcto seria incluir no modelo todas as variaveis 
aconselhadas pela teoria economica. 
. .... 
- z ­
com C(B) = 
o 
e D(B) 
D2l (B) 0 
fossem consistentes, as estimativas da~ suas variancias poderiam ser envie­
sadas, em virtude da existencia de correla~ao serial nas residuos. o en­
viesamento seria, mais provavelmente, no sentido descendente, pelo que os 
valores das estatisticas t e F, nas quais assenta a inferencia sobre a 
rela~ao de causalidade entre variaveis, viriam sobreavaliados. A presen~a
/' 
-/ 
#JIIt#. ., . ." . . .de correla~ao ser1al nos res1duos ret1ra, ass1m,~eg1t1m1dade aos resulta­
dos obtidos, prin~ipal~ente se eles apontarem para a existencia de causa­
lidade, independentemente do sentido em que se processe. ' 
Assim, sendo e as variaveis que integram 0 
conjunto de informa~ao considerado, aplicaram-se-lhes transforma~oes (Ty 
e T , res'Pectivamente) por forma 'a que 0 vector das variaveis trans for-M rmadas (t). met) ], 
com e 
seguisse um processo estocastico do tipo ruido branco. 
I 
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3.2. Me~odologia 
Admitiu-se a hipotese de nao estacionaridade estocastica 
das series temporais em estudo. . Box e Jenkins ~] sugerem que essa nao 
estacionaridade pode ser elimiriada por diferencia~a9 sucessiva das varia- t 
. t
veis, ou sej~, pela aplica~ao do filtro (1 - B)d, sendo d 0 numero de 
diferencia~~snecessarias para se alcan~ar a estacionaridade (Nelson e 
Plosser [12] demonstraram que a maior parte das va~iaveis economicas sao 
.
I 
processos estocasticos estacionarios nas diferen~a:s) •• 
Como passo previo na determina~ao de series temporais esta­
cionarias, procedeu-sea Iogaritmiza~ao das series em estudo. Com base 
. ¥/ 
~s series'dos logaritmos, passou-se entaa a estima~ao do filtro que empi­
ricamente se reyelo\l mais aprop'r~ado,utilizando para tal a metodologia pro­
posta por Box e Jenkins [3]. Seguindo" as etapes de identifica~ao, esti­
t" ma~ao e valida~ao,determinaram-se modelos ARlMA (p, d, q) univariaveis, do 
tipo , 
j 
onde q, (B) e e (B) sao polinomios de ordem p e q em" B, com raizes p q 
fora do circulo unitario 
(l-B)d Z(t) e a serie das isima~",s diferen<;as de Z(t) (serie dos loga­
ritmos) e u(t) e a serie dos residuos. 
- 9 -

Como 	 cada serie'temporal nao possui u~ representa~ao ARIMA 
unica, procedeu-se ao ensaio de modelos alte~nativos. Uma vez que os 
filtros ARIMA transformam se~ies t~mporais em ruidos brancos(serie residual 
dos modelos AR]MA univariaveis), ~ respectiva adequabilidade e aferida 
testando se a serie dos residuos e um processo estocastico desse tipo. 
No caso em estudo, 0 teste conjunto da independenGia serial dos residuos 
'.' 1baseou-se na estatistica 'Q de LJung-Box , tendo-se tambem procedido a 
- - - 2 ­inspec~ao directa das fun~oes -de autoc~rrela~ao e autocorrela~ao parcial 
da serie dos residuos, bem como dosdiagramas de dispe~sao de (u(t) , u(t-l» e 
(u(t)' ~(t-2»· Como teste adicional, calcularam-se as correla~oes cru­
zadas entre os residuos (u(t» e ,o~ valores passados e futuros da serie 
diferenciada «l-B)d Z(t»; teoricamente, os ruidos/brancos es'tao correla­
ciona.dos com os valores corrente e futuros da serie diferenciada, mas nao 
com os seus valores pas'sados. 
1 	 Para pequenas amostras, a estatistica ~propriada para t~star a hipo­
tese 	nula de independencia serial dos residuos eo .. Q ,de Ljung-Box, 
que 	assintoticamente segue uma distribui~ao de Qui-quadr~do com m 
graus de liberdade: 
~ (N-K)~l rK2~, y2Q 
= 	
N (N+2) k~l ''In 
com 	N - numero de observa~oes apos deferencia~ao da serie original, 
m - numero de autocorrela~oes consideradas, 
e r - valor da fun~ao de autocorrela~ao para um desfazamento temporalk 
de 	 k periodos. 
2 	 Sendo u(t) um ruido branco, caracteriza-se por ter media nula, varian­
cia const~nte e por nao ser serialmente correlacionado, ou seja, 
- to ­
A serie residual . (u (t» . pod~ ser interpretada como a serie 
das ~nova~oes .do processo e~tocastico Z(t) - eomponente de Z(t) que nao ! 
pode ser prevista a partir do conhecimento dos seus valores passados ­
resultante da aplica~ao da estimativa ARlMA (p, ~, q) do filtro univariavel ,.
I 
F(B) 
~ (B) (l-B)d
P 

F (B) = --=---:--:--­9 (B) Iq , 
I 
~I 
No caso do sistema bivariavel em estudo,.. tem-se, assim, que 
J 
/ 
a serie 
0 Y(t) Y(t).[Fll(~) ./ 
= I 
0 F (B) 
-M(t). m(t)22 Ionde Y(t) e m(t) sao series temporais resultantes da aplica~ao dos fil­
trosunivariaveis Fll(B) e F22 (B) a Y(t) e M(t)' respect~vamente. I I 
(2 , .... Cont. pag. ant. 
K = 0 
K :f 0 
Em consequencia, a sua fun~ao de autocorrela~ao (P ) anula-se para todosk
os desfazamentos temporais k, com k ~ o. 
I 
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3.3. Determinasao dos filtros para" as variav£!is do modelo 
3.3.1. Rendimento 
Para representar 0 rendimento tomou-se 0 Prod~to Interno 
.. Bruto a prec;os de 1977 (PIBp77)', tal como se obtem em [4] • 
.Apos a passagem aos logaritmos da serie original, procedeu­
-se ao ajustamento de urn modele ARlMA para a serie Yet)' 
com Yet) = In PIBp77 ' 
utilizando para tal a metodologia descrita na secc;ao - anterior. 
"" 
.I 
.\ / 
i) Identificac;ao 
. \ 
Dep'ois de diferenciada duas vezes, a. serie" Y(t) passou a 
apresentar sinais claros de estacionaridade, conforme se conclui da inspec­
.c;ao dir.ecta do seu grafico, bem como do andamento da respectiva func;ao de \ I 
.1 
autocorrelac;ao, que tende a anular-se a medida que aumenta 0 nUmero de I 
desfazamen~os temporais (graficos A.I.l.l. e A.I.l.2.). Por outro lado, 
a quebra verificada pela func;ao de autoc?rrelac;ao parcial do segundo para I I 
o terceiro desfazamento temporal, sugere um processoautoregressivo de 2~ I 
ordem para a serie (1,-B)2 Yet). 
ii) Estima~ao e validac;ao 
A sugestao atras referida nao impediu que se tivessem ensaiado 
outros modelos para a serie (I-B) 2- Yet). Os testes da validac;ao confirma­
i 
12 

ram, no entanto, arepresenta~ao ARIMA·(2, 2,.0) co~o a mais adequada para 
a serie Yet)' tendo-se obtido os seguintes resultados: 
• 
iI 
I 

I 
(-2,69) (-3,21) 	 Q(24) =' 14,67 
onde Yet) e a serie das estimativas dos re!iiduos e entre .parentesis figu­
r~m os valores da estatisticp t. 
o valor da estatistica Q de Ljung-Box, calculado apos - as 
24 primeiras autocorrela~oes, e consistente com.a hipotese nula de inde­
pendencia serial dos residuos, para um nivel de significancia de 0.1. 
No mesmo sentido apontam os valores da e~tatistica .)~,; calculada com base 
. 2 
nas 12 primeiras correla~oes cruzadas entre (I-B) Yet-i)' sendo 
.". 	 ~" \ 
o numero de desfazamentos temporais. Com. efeito, Q(-~2) = 13,86 
nao 	permite rejeit~r a hipotese de ·independencia entre Y(t)' e os valo­
2 
res passado's de (I-B) Y(t)' para ·um tiivel de significancia de 0,1 e 
Q(12) =' 23,54 1 indicia uma forte probabilidade de os residuos es­
tarem correlacionados com os valores futuros de (I-B) 2 Yet). Finalmente, . 
a configur~~ao das fun~oes de autocorrela~ao e autocorrela~ao parcial de 
Y(t) e dos diagramas de dispersao de (Y(t) , Y(t-l») e(y (t) I~ Y(t-2»­
- razoavelmente distribuidos em torno da origem - (graficos A.I.2.2. a 
A. 1.2.5.), confirmam a conclusao acima referida. 
~ Nao permite aceitar a independencia dos residuos relativamente aos 
2 . .". 
valores futuros da serie (I-B) Y(t)' ao n1vel de significancia 
de 0.1.• 
/ 
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Como as estimativas dos parametros verificam as condi~oes 
-4>2 + <P t < 1, <P2 - <PI < i e - -1 < 4>2 < 1, .as·.rCiJzes da equa~ao caracte" 
ristica 
estao fora do circulo unitario, estando assim assegurada a estacionaridade 
do processo autoregressivo da 2~ ordem estima~o [3] 
Deste modo, retiyeramrse.os residuos (Y~t» da representa~ao 
ARlMA (2, 2, 0) da serie Y{t)' componente ,nao - antecipada de a par­
tir do conhecimento dos seus valores passados, que na analise subsequente 
constituem a variavel rendimento. 
/ 
/ 
3.3.2 •. 'Moeda 
, 
" "­A ~ase Monetaria (BM), definida como circula~ao monetaria + 
+ reservas + ou.tras responsabilidadesmonEtarias do Banco de Portugal", 
foi 0 agregado'monetario seleccionado.para representar' 0 stock de moeda, 
tendo os dados sido retirados de [1] 1 A serie temporal BM(t) foi 
previamentetransformada pela aplica~ao de logaribmos, determinando-se 
em seguida a representa~ao ARIMA da serie assim obtida: ~t) = In BM(t) • 
1 Como na referencia [i] os dados estatisticos nao vao alem de 1983, 
o valor para 1984 foi retirado do Relatorio do Banco de Portugal 
relativo ao mesmo ano. 
14 
i) Identifica~ao 
I 
.- . I 
Como resulta ~laro ~a observa~ao do -seu grafico e do da sua ! 
func;ao de autocorrela~ao, (graficos A.II.2.l. e A.II.2.2.), a serie das 
primeiras diferen~as pode ·ser considerada estacionaria com um razoavel 
grau de confian~a. As quebras registadas pelas f~n~oes de autocorrela~ao 
e autocorrela~ao parcial- (grafico A.II.2.3.) entre 0 primeiro e 0 segundo 
desfazamento temporal indiciam, respe~tivamente, processos de media movel 
e autoregressivo da l~ ordem para a.serie (I-B) M(t)- . 
ii) Estima~ao e valida~ao 
./' 
Os resultados alcan~ados aconselharam a reten~ao da repre­
~enta~ao ARIMA (0, 1, ~) de M(t)~ 
(I-B) M(t) = 0,~22 + (1 + O,60lB) m(t) 
(5.00) (-4.76) Q(24) = 21,27 
com.m(t) - estimativa do residuo do periodo t. 
As primeiras24 autocorrela~oes, em conjunto, apontam para 
a independencia serial dos residuos, a urn nivel de significancia de 0,1. 
Por outro lado, os valores da estatistica Q calculada apos as 12 pri­
meiras correla~oes cruzadas entre m(t) e (I-B) M(t-f)' com i = 1 a 12 
e i = -1 a -12 - Q(-12) = 11,5l.~ e Q(12) = 18,87 2 respectivamente­
1 Consistente com a independencia dos residuos em rela~ao aos valores 
passados da serie (I-B) M(t)' ao nivel de significancia de- 0,1. 
2 Nao permite aceitara hipotese nula de independencia de m(t) em re­
Ia~ao aos valores futuros de (I-B) M(t)' ao nlvel de significancia de 0,1. 
- 1? ­
A inspecc;ao I 
. I I 
directa das func;oes de autocorreIac;ao e.autocorrelac;ao·parcia1 de m(t) ':. 
. I 
Ido~ di~gramas de di.spersao de- m(t)" .com· os . seus· val~res /des£azados 'de 1 -e 2 I I 
periodos (graficos A.II.2.2. a A.ll.2. 5.), confirmam a qua1idade do ajus­
tamento retido. 
No caso dos mode10s de media move1 de l~ ordem, a conqic;ao 
de invertibilidade requer que as raizes da equac;ao caracteristica 0 (B) = 
= 1 - e B = 0 caiam fora do circulo unitario, 0 que equiva1e a estimati­1 
va do parametro cair dentro do circulo unitario (1911< 1),0 que se veri­
fica no caso presentee 
/ 
Como resu1tado deste ponto obteve-s~ a serie temporal met)' 
serie dos residuos d~ representac;ao de media move1 de l~ ordem de (I-B) M(t)' 
que, na analise que.~ se ,segue, e a variavelLJllonetaria"'La!: 
.. L 
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4. 	 TESTES EMPIRICOS DE CAUSALIDADE 
4.1. Teste de Haugh-Pierce 
o teste de Haugh-Pierce e um teste de independencia de duas 
series'temporais estacionarias ~'basera-se nas corre:a~oes cruzadas entre elas: 
na hipotese nula de independencia, a fun~ao de ~orrela~ao cruzada anula-se 
para todos os desfazamentos temporais (K) '1- • Todavia, as.correla~oes 
cru~adas podem tambem ser utilizadas para -investigar acerca da existencia 
e direc~ao da causalidade no sentido de Granger' entre duas series tempQ­
rais estacionarias, uma vez que a fun~ao de correla~ao cruzada e suges­
tiva da rela<;ao de lead//lag existente entre elas roJ. Desta forma, a 
rela~ao de causalidade existente entre asvariaveis do/sistema em estudo 
/ 
pode 	ser inferida a partir das corr:::.la~oescruzada!}/entre as respectivas 
inova~oes univariav~is ',(Y (t). e m(t»· Assim, para k < 0 (k > 0)' 2 , 
correla~oes cruzadas significativamente nao nulas sao consistentes com a 
hipotese de que y(m) causa m(y). Para k = 0, correla~oes cruzadas sig­
nificativamente diferentes de zero nao permitem rejeitar qualquer hipotese. 
de causalidade instantanea e~tre y e m. 
As estimativas das correla~oes cruzadas de duas series tern: 
porais (c(k» seguem assintoticamente uma distribui~ao normal com media 
nula e variancia ~ 
1 	 sims [15J demonstrou que este teste e enviezado em favor da aceita~ao 

da hipotese nula de independencia. 

2 	 Valores de y atrasados (adiantados) em rela~ao aos de m. 
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onde·N e 0 numero de observa~oes sub­
jacent; a determina~ao de c(O). 
Para efectuar 0 teste conjunto da signi~icancia de 2M + 1 coirela~oes cru­
zadas consecutivas utiliza-se a estatistica S = N ~ c 2 (K), que, na hi­
K=-M 
potese nula de independencia, distribui-se assintoticamente de acordo com 
uma qui-quadrf!do com 2M + 1 graus de liberdade:' 
M 

S =N L 

K=-M 
Todavia,no caso de amostras de pequena.dimensao e para a mesma hipotese nula, 
essa distribui~ao e seguida,mais aproximadamente pelaestatistica S*, com 
S* = N2 M 'f -1 2L '(N -' rK) c (K). 
K=-M 
/ 
/ 
Os resultados ~btidos (cf. Quadros I e II) sugerem a rejei~ao 
da hipotese nula de independencia das series 'Yet) Com efeito, 
,no teste conjuuto da nulidade das correla~aes cruzadas entre valores de 
Y(t) desfazadas de met) r..o maximo de dois periodos ( tKI ::;; 2), a estatis'­
tica S* cai na regiao critica.para um nivel de significancia de 0,05. 
No caso de K < 0, o valor assumido pela estatistica S* 
para 0 teste conjunto da nulidade da fun~ao de correla~ao cruzada para 
K= -1 e -2 e signifi,cativo ao nivel de.O,l, resultado consistente com a 

existencia de causalidade unidireccional de y para m. Por outro lado, 

o pica bem definido patentado pela fun~ao de correla~ao cruzada para K = -2 
sugere uma precedencia de y em rela~ao a m, de dois periodos, sendo 0 
efeito de sinal positivo. 
, I 
! 
QUADRO I - Estimativa da'fun~~o de c6rre1a~80 cruzada 
Y(t+k)' rn(t) 
k = 1 a 8 -.26 -.25 -.08 .01' .06 .04 -.10 .03. 
Y(t)' rn(t-k) 
k = 0 -;36 
k I: -1 a -8 .17 .40 .15 -.17 -.08 -.37 -.07 .01 
Nota: as estirnativas compara~ com urn erro padrao de 0.20c(k) 
QUADRO II - Teste de Haugh-Pierce 
C(O) 
N2 1 -1 k:-1 (N - Ik I) 
N2 
2 
. I I -1E (N - k)
k:;::-2 
. N2 3 . I -1 r (N - Ik)
k=-3 
2 4 -1 
N. k~-4 (N - fk I) 
2 
c(k) 
2c(k) 
2 
c(k) 
2 . 
c(k) 
-.36 ** 
5.75 
** 11.80 . 
*** 12.62 
13.48 
-2 
· 2N k~-l (N 
2 -3 
N k~~l (N 
-4 
2·N k~-l (N 
. 
r I -1 2 
- k) c(k) 
, 
-1 2 
- rkl) c(k) 
I 
I I -1 2 
- k) c(k) 
. 
. *** 5.10 
, 
5~74 
6.60 
2 
. N 
2 
N 
2N 
. 
2 -1k~l (N-I k t) 
3 -1 k~l (N-Ik I) 
4 I I -1k~l (N- k) 
2. 
C(k) ~ 
2. 
c(k) 
2·c(k) 
3·46 . 
3.64 
3.64 
" 
I** Significativamente diferente de zero ao nive1 de 0.05. ..... . 
.
"'-J
*'In": >Idem, ao rtive1 de 0.1. 
-------.---'....'''''''" ~-......... ..---'..."~".~.,.....--~-.-- ...... -------,""';- -- ---,.~~,.--~-- --- - ......~...... • ...."IW#'*'''..,.... .....~.• 
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Para K> 0, os result~dos apontam para'a inexistencia de 
caus~lidade de m relativamente. a y. De facto, os valores assumidds pe­
* 	 .la estatistica . S , para 0 teste conjunto da nulidade das correla~oes cru­
zadas, c~em dentro da regiao de aceita~ao para os niveis de significancia 
convencionais. 
A estimativa da correla~ao.cruzada entre os valores contempo­
raneos de y e m (c(O» na6 permite excluir qualquer dos padroes de cau­
salidade instantanea entre y e m. Esta incerteza poderia, eventualmente, 
ser resolvida se se pudesse reduzir a periodicidade das observa~oes, 0 que, 
todavia, nao e possivel devipo a limita~ao da informa~ao estatistica. 
·\ 4.2. Teste directo de causalidade 
4.2.1. .Identifica~ao do processo autoregressivo vectorial 
Uma das questoes preliminares na'aplica~ao do teste directo 
de causalidade - teste de causalidade atraves da aplica~ao directa do can­
ceito de causalidade ~ la Granger 1· - tem a ver com a especifica~ao do 
numero de d~sfazamentos temporais das variaveis, a incluir nas regressoes 
em que assenta 0 referido teste, ou seja, mais precisamente, com a deter­
min~~ao do grau dos polinomios 
1 	 Cuja primeira aplica~ao pratica e devida a Sargent [13J. 
2 	 Em principio, 0 grau dos polinomios afectos a variavel endogena 
(Cll(B) e C22 (B» devera ser grande, de modo a minimizar a probabi­
lidade de excluir desfazamentos da vari~vel endogena com coeficientes 
significativos, que poderia t;esul tar na correla~ao serial dos -residuo's 
el(t) e e2(t)' assim como na reten~ao de coefici~ntes ilegitimamente . 
significativos da variavel independente. Por outro lado, 0 grau dos 
polinomios C (B) e C (B) devera ser reduzidQ por forma a aumentar a12 21
 
potencia do teste. 
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Com esta finalidade; seguiu-se um procedimento utilizado por 
HSIAO [8] que,' com base no criterio da minimiza~ao do erro de previsao'de 
Akaike, utiliza os 9.ados para cieterminar a estrl,ltura de desfazamentos do 
modelo, evitando, assim, a imposic;ao de especificac;oes de uma forma arbitraria. 
Ao seleccionar a especificac;ao que minimiza 0 erro de*previsao, este proce­
uimento entra em,considerac;ao com 0 enviesamento das estimativas dos para~ 
metros e a reduc;ao de graus de liberdade que advem ~a escolha de modelos, 
respectivamente, de ordem inferior e superior a verdadeira. Deste modo, 
c:ontrariamenteao.s ensaios de hipoteses classicos, 'em que os niveis de sig­
nificancia sao pre-determinados de uma forma mais ou menos arbitraria, 
neste metodo a decisao de inclu'sao dos sucessivos desfazamentos das varia­
veis e baseada na analise do seu poder predictivo ma:ftinal, isto e, num. 
./
. ,\ 	
criterio explic.ito. o metodo tern ainda a vantage~ de pe.rmitir que as 
variaveis entrem na equAc;ao com um diferente numero de desfazamentos, evi­
tando assim a introduc;ao de restric;oes aprioristicas nao fundamentadas 1 • 
o erro de previsao (FPE), definido como 0 erro quadratico 
medio de previsao, pode ser estimado por . 
T + m + n SSR (m; n)FPE (m, n) 
=T-m nX T 
onde m + n e 0 numero de regressores da equac;ao, ou seja, men sao - os 
graus dos polinomios no operador de atraso que a integram, SSR (m, n) e 
a soma dos quadrados dos desvios da regressao e Teo numero de observac;oes. 
'I 	 No entanto, admite-seainda que todos os coeficientes de ordent inferior 
a seleccionada sao significativos. 
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o .procedimento de Hsiao consiste, assim, na minimizagao do erro de previ­
sao em ordem a men, admitindo-se a priori. um limite superior para 0 
grau dos polinOmios de C(B). 
Os resultados obtidos (ct. Quadro III) sugeriram a seguinte 
especifica~ao para o sistema autoregressivo (~) : 
2 
Cll(B) C~2(B) ; el(t)Yet)Yet) 
&:: +2C2l (B) C~ (B) e2(t)met) met) 
Para alem da identifica~ao do processo autoregressivo vec­
torial (5), 0 procedimento de HSIAO permite tambem fa~f!r"'inferencia acerca 
/ 
do padl;o de~causalidade das variaveis. Com efeit(;{, para cada equa~ao, a 
compara~ao do erro de previsao minime das representa~oes univariavel e bi­
variavel permite.tirar conclusoes a respeito' do tipo de ~el~~ao de causali­
dade existente entre as series temporais;. . Assim, se 0 erro de previsao for 
minimizado para uma especifica~ao da equa~ao que inclua desfazamentos de am-
bas as variaveis e porque os desfazamentos relativos a variavel independente 
tem um poder ~redictivo marginal, pete "que e de ~oncluir que a variavel in­
dependente causa, no sentido de Granger, a variavel dependente. No caso 
de ser a representa~ao univariavel a minimizar 0 erro de previsao, entao ou 
a variavel dependente e exogena ou existe causalidade instantanea entre as 
.,.. .
var1ave1S. 
No caso em estudo, 0 erro de previsao e minimizado, em ambas 
as equa~oes, por uma representa~ao bivariavel, pelo que nao e de rejeifar 
a existencia de causalidade em qualquer dos sentidos. No entanto, a re­
......;:.... 
! 
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QUADRO III - Identifica~ao do processo 'abtoregressivo vectorial 
Om 
C11 (B) 
m i
=0 .L1 ell1= 
Bi 
n 
e j Iijn 
.L1C12 (B) = J= 12 C~2(B) = 
p 1 .1 1~1 e 22 ,B 6 
0 k k 
: C21 (B) ~= k~l c2i B 
0\ 
-
\ 
m 
1 
1 
1 
1 
2 
2 
2 
2 
3 
3 
3 
3 
n 
0 
1 
2 
3 
0 
1 
2 
3 
0 
1 
2 
3 
FPE x 10-2 
0.1120 
0.1142 
0.1165 
0.1275 
0.li52 I, 
0.1195 
0.1109 
0.1176 
0.1258 
0.1311 
0.1216 
0.1291 
.. 
p 
1 
1 
1 
1 
2 
2 
2 
2 
3 
3 
3 
3 
0 
0 
1 
. 2/ 
3 
0 
1 
2 
3 
0 
1 
2 
3 
. 
. 
FPE x 10-2 
0.6645 
0.6966 
'" 
0.6446 
. 
0.6920 
0.7209 
0.7408 
... 
0.5954 
0.6447 
0.7846 
. 0.8124 
0.6404 
0.6601 
,Nota: 	 A periodi~idade anua1 dos dados estatisticos permitiu que a imposi~ao previa 
de um desfazamento temporal maximo de 3 periodos nao detelminasse uma grande 
earga de ca1cu1os a executar no processo de identifica~ao do mode10. 0 mes­
mo nao sucederia no caso de se ter uti1izado informa~ao estatistica de periodi­
eidade superior, situa~ao em que haveria que recorrer ao processo iterativo 
sugerido por HSIAO, para determina~ao do grau dos po1incmios de C(B). 
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du~ao do erro de previsao, decorrente da introdu~ao de desfazamentos tempo­
rais da variave1 independente, e mtiito mais ~~~ntuada no caso da equa~ao 
de met)' pe10 que a evidencja de .causa1idade e mais significativa de y 
para m do que no sentido inverso~ . 
4.2.2. Teste de causa1idade 
Para a1em da parametriza~ao finita das equa~oes do sistema (5), 
oBjecto da secc;ao anterior, 0 teste directo de causa1idade envo1ve a estima­
~ao das equac;oes do mode10 e 0 ensaio das hipoteses 
Assim, para 0 teste da causa1idade unidirecciona1 de m para y, a estima­
- -~ao da equac;ao do mode10 re1ativa a y conduziu aos seguintes resultados: 
~/ 
Yet) = -0,076 Y(t~l) -0,391 Y(t-2) -0,104 m(t-1) -0,174 m(t-2) + e1(t) 
(-0,35) (-1,71) (-1,16) (-1,88) 
-2R. 	= 0,148 SER = 0,038 DW = 2,11 
t 	 Consistente com a independencia serial dos resIduos ao nive1 de sig­
nificancia de 0,1. 
o valor assumido pe1a estatistica F, no teste de 
2 	 .". .Ho: C12 (B) = 0, e inferior ao valor critico da distribuic;ao F aos n1ve1s 
de significancia convencionais, 0 que nao permite rejeitar a hipotese de, 
em conjunto, os coeficientes adstrictos aos va10res de m desfazados de 
urn e dois periodos nao serem significativamente diferentes de zero. Em 
-
consequencia, a componente nao antecipada da moeda nao tern um contributo 
\ - 22 

...;
adiciona1 para.a previsao da componente nao antecipada dp rendimento, pe10 
que e de conc1uir pe1a ausencia de causa1idade no sentido de Granger.da 
• 	 \ i 
moeda 	.para orend1mento 
Para 	testar a causa1idade "de J para m, esti~ou~se a se­" 
-v.uinte equa~ao para m: 
m(t) = 0,659 Y(t-1) + 1,399 Y(t-2) +.q,078 m(t-1) + 0,411 m(t-2) + e2"(t) 
(1,27) (2,64) . (0,37) " (1,92) 
-2 +R = 0,218 SER = 0,069 DW = 2,25 = 27,81- F(2/19) = 4,356 ** 
** 	 .Significativamente diferente de zero ao nive1 de 0 2 9.5. 
,/ 
t Consistente com a hipotese de inciependencia serial dos residuos, ao 
.. , \ 
nive1 de significincia de 0;1•. 

2
o valor da estatistica F para 0 teste de Ho: C (B) = 0 I21 I 
e consistente com a existe1.1Cia de causa1idadede Y para. m. Este efei- I 
I 
to, de sinal positivo, exerce-se predominantemente com urn desfazamento 
temporal de ,'dois periodos, confonne. atesta 0 t-racio correspondente a 
2 2 .- - .... • ­ Ic	 e que, a11as, esta em consonanC1a com 0 pica revelado pe1a fun~ao2i 
de corre1a~ao cruzada entre Y(t)e met) para 0 lag de 2 periodos. 
1 	 Nao obstante, 0 coeficiente e significativo ao nive1 de 0,1, 
sendo de sinal neg~tivo 0 efeito 'de m(~_2) em Y(t). 
2 	 c 2 f 0 ao nive1 de significancia de 0.05.2l 
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,A equa~ao caracteristica do sistema bivariavel estimado, 
11'- C(B) 1=0, onde I e a matriz identid~de,. sO'tem raizes comple~as: 
0,863 ~ 1,228i e -2,058 ~ 1,064i. Como a parte real 'do primeiro pa~ 
de raizes esta no interior docirculounitario, nao esta assegurada a esta­
cionaridade do modelo. Por outro lado, os valores ~ssumidos pelas esta-
I 
~ tistica Q, no teste da independencia serial dps residuos el(t) e e2(t)' 
sugerem a validade dainferencia feita com base nas estatisticas t e F. 
f 
I 
tPara se averiguar'acerca da exogeneidade.de y em rala~ao 
a. m, hipotese mais forte do que a ausencia de causalidade de m para y 
-;qae apenas assegura a exogeneidade de - y em rela~ao aos valores passa­ t 
dos de m - procedeu-se -a investiga~ao da existencia de~uma eventual cor­
// 
rela~ao contemporanea entre as estimativas dos resid~os el(t) e e2(t). I t 
Com efeito, uma vez.que~a especifica~ao do sistema (5) nao contempla a 
-existencia de uma eventual rela~ao contemporanea entre as,variaveis, a 
. sua ocorrencia reflectir-se-ia na correla~ao entre os residuos das equa­
.... ~oes do modelo. A regressao de el(t) em e (t) conduziu aos seguintes2
resultados: I 
el(t) = -0,09 e2(t) + v (t) I 
(-1,00) 

-2
R = 0,044 SER = 0,027 DW - 2,05 
onde v(t) e a s~rie residual. 
Os resultados obtidos naa permitem rejeitar a inexistencia 
de uma correla~ao cont~nporanea significativa entre as residuos e e 
1ft) 
e senda assim consistentes cam a ausencia de causalidade instantanea2(t)' I 
entre y erne, consequentemente, com a exageneidade de y em r¢la~ao a m. 
po 
24 
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4.3~ Teste de Sims 
r 
IComo se viu at,as, os padroes de cau~a1idade tambem podem" 
ser caracterizados em fun~ao dos parametros da representa~ao de media move1 I 
ldo mode10. Assim, procedeu-se a estima~ao do sistema (8), considerando-se, 
para 0 efeito, como sendo de dois periodos 0 maior desfazamento temporal 
entre as variaveis, para q"ue .a re1a~ao entre e1as' ainda seja significativa, 
ou seja, admitiu-se a seguinte concret~za~ao de (9): 
2 r 
D (B) = 1: B i = 1 j = 2 e i = 2 j
ij r=-2 
Para 0 teste da causa1idade unidirecciona1 de 
efectuou-se a regressao'de m nos desfazamentos (po~itivos e 
/ 
de y I' com base na qual se procedeu ao tes te da n~l idade, em 
Os resuita~os a1can~ados, 
. met) = 0,361 Y(t-2)-+ 0,157 Y(t-1) 
(Q,62) (0,32») 
- 0,41R Y(t+1) 
(-0,87) 
-2 
- 1~1~4 -Y{t) ­
(-:-2,02) 

- 0,709 Y(t+2) + ~2(t) 
'(-1,32) 
= 1 
m para y 
negativos) 
conj unto, de 
R = 0,247 SER = 0,069 DW = 2,45 F(2/16) = 1,372 
tConsistente com a hipotese de independencia serial dos.residuos ao nive1 
de significancia de 0,1. 
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sugerem a au~incia de causalidade no sentido d, Granger de 
.. 
m para y. Com efeito, 0 valor da estatistie~ F -nao permite reje~tar 
a hipoteses de, em conjunto, os coeficientes associados aos valores futu­
ros de y nao serem significativ~s, p·elo que m pode ser obtido apenas 
em fun~ao dos valores passados e presente de y. 
r 
.. 
f 
Para 0 tes te da. causalidade no sentido oposto,- inverteu-se 
a posi~ao das variaveis na equa~ao ant~rior, tendo a respectiva estima~ao 
conduzido aos seguintes resultados: 
y(t) = -0,056 m(t-2) 
(-0,67) 
- 0,085 m(t-l) 
(-1,19) 
- 0,171 m(t) 
(-2,36) 
+ 
-2R = 0,340 SER 
+ 0,061 m(t+l) + 0,~83 m(t+2)'/~ ~l(t) 
(0,83) (2,53) 
= 0,026 DW = 2,392 F(2/17) ** = 3,653 
** Significativamente diferente de zero ao nivel de 0,05 
t Consistente com a hipotese de independincia serial dos residuos 
vel de significancia de 0,1. 
ao ni­
o valor assumido pela e~tatistica F, correspondente ao en­
saio da significancia conjunta de d-l.e d-2 , e compativel com a existencia12 12 
de causalidade de y para ru, efeito que se processa predominanteruente com 
urn desfazamento temporai de dois periodos, de acordo·com os t-racios rela­
tivos a m( 1) em· , e e de sinal positivo.t+ (t+2) 
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Na medida em. que, para alem dos valores passados, este teste 
tambem requer a presen~a dos vaiores futuros da variavel independente, ele 
tema desvantagem,comparativamente ao teste directo de causalidade, de in­
correr nllm maior dispendio de graus de liberdade·. 
/ 
.\ ! 
, 
t 
'j 
f 
f 
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5. TESTE DA ALTERACAO ESTRUTuitAL DO PADRAO DE- CAUSALIDADE EM 1974 
Para 0 teste d~ a1te'~a~ao do tipo de .re1a~ao de causa1idade 
entre as variaveis, do periodo 1958-r973 para 1974-1984, uti1izou-se 0 tes­
te directo de causa1idade, introduzindo·variaveis artificiais nos coefici­
entes associados as variaveis independ~ntes, p~r forma a admitir a' possibi­
1fdade de existencia de padroes de'causa1idade diferentes em cada um dos 
referidos periodos. 
Dada a presen~a de um desfazamento temporal entre as variaveis 
independentes e a variave1 endogena, houve necessidade de considerar a exis­
tencia de um periodointermedio, construido de modo~osva1ores desfazados 
/' 
da' variave1' independente estarem no mesmo regime da/variave1 dependente 
(exceptuando, natur~lmente, 0 caso .do periodo de transi~ao). Assim, conside­
raram-se tres variaveis artificiais, DI,DII e DIll, com a,seguinte defini~ao: j 
!t == 1958 a 1973 t == 1958 a 1973 e 1976 a 1984 !DI ~l: t = 1974 a 1984 t == 1974 e 1975 I 
'I 
I 
I 
t == 1358 a 1975DIll 
=\: t == 1976 a 1984 
Deste modo, a admissibi1idade de a1tera~ao da re1a~ao de cau­
sa1idade do periodo anterior a 1974 para 0 periodo de 1976 a 1984, determi­
nou a necessidade de modificar, em conformidade, ~ mode10 subjacente a inves­
tiga~ao dos padroes de causa1idade entre variaveis. Assim, considerou-se 
a seguinte versao do mode1o (5): 
o 
= 
o 
Y(t) 
I 

Y(t) 
II 

Y(t) 

III 

Y(t) 

x 

ID(t) 

I 

m(t) 

II 

ID(t) 

.\ 

III 

ID(t) . 

i

onde x = ni x 

-ebet) S2(t) JI 

k 
_._----,.._--------­
I 
,
I 

t 
I 
 CIII(B)o o . o· C (B)12
 12 

o o o 
 ~ 
I, 

I 

l [ 
i 

+ [ Sl(t~]
s2(t) I 

r 
I 

"" 
/ 
/ 
I 

/ 
com i = I, II, III e x .= y, m, 

o vector dos choques no sistema no periodo t 
-
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e C.• (B) com k = I, II, III e i = 1 j = 2 e i 2 j = 1 sao
1J 
po1inomios no operador de atraso. 
Os resultados do teste da modifica~ao do padrao de causa1idade 

entre a moeda e 0 rendimento, do periodo 1958-1973 para 0 posterior a 1976 

(cf. Quadro IV), sugerem que a re1a~ao de causalidade entre as variaveis foi 
sen~rvel i altera~~o de re~ime. Assim, no que respeita ao periodo de 
1958 a 1973, a evidencia empirica aponta para a independencia entre as 
QUADRO IV - Test~ de a1tera~ao do padrao de causa1idade 
I 	 I II II III III 
Y(t) ~ -0.332 Y(t-1) - 0.239 Y(t-2) + 0.037 m(t-1) - 0.090 m(t-2) - 0.796 m(t-1) - 1.672 m(t-2) - 0.029 m(t-l) - 0.215(t_2) + sl(t) 
(-1.58) (-1.18) (0.18) (-0.50) (-4.54) (-3.16) (-0.34) (-2.52) 
-2 I IIIR = 0.546 DW = 1.65 SER = 0.022 Q(22) = 16.61 t F(2/15) = 0.132 F(2/15) = 3.344 *** 
_ 	 _ , I _ . I II. II III III 
m(t) - 0.037 m(t-1) + 0.427 rn(t-2) 1.18_ Y(t-1) 0.867 Y(t-2) + 0.424. Y(t-1) + 4.852 Y(t-2) + 1.368 Y(t-1) + 0.980 Y(t-2)+ s2(t) 
(0.17) 	 (2.02) (-0.95) (-0.62), (0.43) (3.17) (2.08) (1.57) 

__ t

-2 	 I III ** R = 0.424·, 
11 
DW = 2.24 SER = 0.059 Q(22) = 15.07 F(2/15) = 0.453 F(2/15) = 4.908 . 
** Significativamente diferente de zero ao.nive1 de 0.05. 
*** ..,.Idem, ao n1ve1 de 0.1. 
t 
Consistente com a hipotese de independencia serial dos residuos ao nive1 de significancia de 0.1. 
\, 
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I 
. series Com efeito, os va10res das estatisticas F , paramet)· 
I I "­os testes de Ho: C12 (B) = 0 e C21 (B) = 0, nao permitem rejeitar a hipo­
tese de independencia entre y e m no periodo anterior a 1974. Par~'o 
regime de 1976 a 1984, os resu1taqos·obtidos sao consistentes com a e~isten-
cia de uma re1aC;ao de "feedback" entre-as variaveis, 0 que decorre dos va­
10res assumidos pelas estatistica~ F~IIt re1ativas aos testes de 
III CIII c ~. 0 e = o. For outro 1ado, re1ativamente ao teste da causa1i­12 21 
dade de y para m, os t-racios sugerem que 0 efeito da componente nao an­
tecipada do rendimento nos choques monetarios produz-se predominantemente 
~om um desfazamente temporal de um ·ano. A analise no sentido. inverso per-
mite conc1uir que os choques monetarios dasfazado.s de dois periodos sao os 
que reve1am um maior poder exp1icativo da evo1uC;ao de ~y • 
./" 
/ 
- 30 ­
6. CONCLUSOES 
Os testes efectuados para aeterminar 0 padrao de causalidade 
entre a moeda e 0 rendimento na economia portuguesa, no periodo de 1958 'a 
1984, sao Lazoavelmente conclusivos quanto a detec~ao da existencia de cau- , 
.salidade unidirecciona1 do rendimento para a moeda, processando-se 0 efei~ 
.to da componente nao antecipada do rendimento nas inova~oes univariaveis 
da moeda.com um desfazamento temporal de dois anos. 
No que respeita a causa1idade no sentido oposto, os testes 
feitos nao sao unanimes nas ~uas conclusoes, nao sendo, todavia, arrisc~do 
afirmar que, a existir,'acausalidade de m para y rtao - -e seguramente 
.,./ 
·\ t~o "forte,i como a existente de y para m.. / / 
A subdivisao do periodo ~ase em tres regimes permitiu testar 
. a a1tera~ao do padrao de causa1idade entre os periodos 1958-1973 e 1976­
I 
i 
-1984. Os resultados obtidos sugerem ·a independencia entre os choquesdo 
lrendimento e da moeda no periodo anterior· a 1974 e a existencia de causa­
1idade em ambos os sentidos, ou seja, de "feedback" entre 0 rendimento e a 
moeda, no periodo de 1976 a 1984. 
• __ ._~, ..._____'IIII<'.AW""""'\"""",," , ••.~..~~,~ .....,_.,,,,,-;.,_ ........ __ ...........-- ,_.'''_,,,,._.. ,. • ...--~_~____....-A.,,.._-..~..,"~__~~~....... 
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ANEXOS 
I. Determina~ao da representa~ao ARIMA do rendimento 
1. Identifica~ao do modelo 
Serie: 
GRAFICO A.I.l.l. 
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Autocorre1a~oes 
- 1lags desvio padrao 
1 a 12 .20~'i -~30 -.41 .46 ~.29 -.15 .46 '-.30 -.07.30 -.15 -.06 .13 
13 a 24 .. 353 -.12 .02 .03 -.04 .02 -.01 -~01 .01 -.04 ;02 -.01 -.00 
1 	 Para 0 ca1cu10 dos desvios padroes uti1izou-se'a aproxima~ao de 

Bart1et: 

q1 
+ 2 	 LN {l 
v=l 
, 
na hipotese de se tratar de urn process~ estoca~tico .~ que a fun~ao de au­
.I 
.\ tocorre1a~ao (p) se anu1a a partir de uma deterhtinada"ordem q = k - 1 
v . , ­
(p =0 para v >q), 'o~ s~ja, na,hipotese de se tratar de um processo de media 
v 
move1 de ordem q, em que r e 0 valor da autocorre1a~ao'de ordem k dak 

amostra e . N e 0 numero de observa~oes. 

2 Desvio padrao de r(l) 
3 Desvio ,padrao de r(13) 
• • 
I 
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B e C definem os limites superior e inferior da regiao de 
rejei<;ao do teste de Ho: P = 0, ou seja, de que a serie em 'analise e urnk 
processo de media movel de ordem q = k-1, construida com base na distri­
17
 
. - (l [ ~ rv2 J' 2 ) e tendo em considera<;ao um nivelbu~<;ao rk ~ N 0, --- 1+2 v~l iN 
de significancia de 95%. 
-	 4.•A ­
Aut~corre1a~oes parciais 
lags 	 ~esvio .padrao = 0.20 1 

1 a 12 -.30 -.55 .16 -.44 -.12 ".02 -.19 .03 -.09 .22 -.02 .06 
13 a 24 .07 .06 -.05 .00 -.03 -.04 ~.07 -.08 -.04 -.11 -.08 -.03 
1 para k ~ p+1, na'hipotese da serie tempora1'seguir 
um processo autoregressivo de ordem p e sendo '0kk aautocorre1a~ao 
parcial de ordem k da amostra. 
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Bee definem os limites superior e inferior da regiao de 
rejeicao do teste de Ho: 0kk = 0,. ou seja, 'de que a serie em anilis~ e um 
processo autoregressivo de ordem p ~ K:-l, construido com. ba'se na distri­
-buicao 0kk "" N (0,1 I TN) e no niyel de significancia de 95%. Deste mo­
do, a acentuada queda registad~ pela funcao de ~utocorrelacao parcial, entre 
o segundo e 0 terceiro lag, sugere para a serie temporal (I-B) 2 Y(t). um 
processo autoregressivo de segunda ordem. 
2. 	 Valida~ao do'modelo· 

2 2
Serie: Y(t) = (1 + 0,47lB + O,S77B ) (I-B) Y{t) 
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Autocor~ela~oes 
1aes desvio padrao 
1 a. 12 .20. .09 -.23 -.12 -.35 -.06 .30 -.09 .14 .20 -.11 ~.09 .01 
13 a 24 .27._ -.10 .03 .00 -.02 .02 .01 "-.04 -.01 -.04 ~.OO -.02-.01' 
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Autocorre1acoes parc~ais 
lags 	 desvio padrao = 0.20 
1 	a 12 .09 -.24 -.08 -.42 -.07 .10 -.2S .1S .11 .OS -.06 .12 
. 
13 a 24 .1.0 -.09 -.09 • 04 -.OS -.15 .-.07 -.02 -.12 -.OS -.03 -.00 
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Diagrama de dispersao 	 (xx Y{t)' YY Y{t-l» 
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Diagrama de dispersao (xx: Y(t)' YY:'Y(t-2» 
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,II. 	 Determina~ao dare?resenta~aoARIMA·da moeda 
,1. 	 Identifica~ao domodelo 
Serie: (l-B) M(t) f 
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Autoco~;r:e1ac~~s 
lags desvi~ padrio . 
1 a 12 .20 • 55 .15 .10 .13 .02 .19 .37 .14 ~.11 -.09 -.10 -.25 
13 a 24 .• 29 -.27 -.24 -.20 -.14 -.04 -.11 -.19 -.22 -.15· -.10 .00 .05 t 
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Apenas para k =1 r cai na regiao critica do teste dek 
Ho: Pk = 0, verificando-se que r 2 e acentuadamente inferior, 0 que indicia 
uma representa~ao de media movel de primeira ordem para a serie temporal 
(I-B) M(t)­
I 
I 
l 
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Autocorrela~~~~ par~~is I 
desvio padrao = 0.20lags I, 
1 a 12 ~',55 -.21 .17' .03 -.12 .39 .10 -.30 .01 -.04 -.19 -.10 I• 
J. 
.23 .05 -.02 .01 .03 ..e. 00 .• 13 ",;,.1'6 -.09 .0313 a 24 --.25 -.24 
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Apenas para k = 1 0 cai na regiao critica do teste dekk 
Ho: ~kk = 0, verificando-se que 0 e ~i8nificativamente inferior. 0 que22 
sugere um modelo autoregressivo de primeira ordem para a serie temporal 
(l-B) M (t) 
• • 
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2. Valida~ao do modelo 
_ (I-B) M(t) - 0.122 
Serie: met) - 1 + O.601B 
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tAutocor~~e1S:.csQ.e~ , 
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Autocorre1a~oes parciais 
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Diagrama de dispersao (xx: met)' yy: m{t-l») 
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Diagrama de dispersao (xx: m(t)' YY: m(t-2» 
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III. 	 Determina~ao das raizes da equa~ao caracteristica do processo auto­
regressivo vectorial (5) 
Dados os va10res estimados para os parametros do modelo biva­
riave1 (5), a respectiva equa~ao caracteristica I - C(B)I = 0 assume a for­
ma de um po1inomio do quarto grau, 
1 + 0.0424 B2 ~ 0.1976 ~3 + 0.0827 B4 = 0 (1) 
Como (1) so tem raizes comp1exas, como e facilmente verificave1, 
para resolver essa equa~ao teve que se proceder a factoriza~ao do seu pri­
meiro membro no produto de 2 po1inomios do 29 grau, uti1izando para tal 0 
metoda dos.coeficientes indeterminados. 
/ 
Assim, come~ou por decompor.~se (1) em 
(0.0827 B2 + a B + b) (~2' + c B + d) = 0 (2) 
reduzindo-se assim 0 ca1cu10 das raizes de (1) a determi~a~ao dos coefici-. 
entes 	a, b, c e d, e a reso1u~ao de duas equa~oes do segundo grau. 
A equiva1encia entre as igua1dades (1) e (2) determina 0 se­
guinte sistema de equa~oes em a,b, c e d: 
bd = 1 

ad + bc = 0 

(3) <==-> 
a + 0.0827 c = 0.1976 
0.0827 d + b + ac 0.0424 
bd = 1 
2 
c = -ad 
0.1976 
a = --------~~~ 21 - 0.0827 d
2 3 
0.0827 	d2 _ 0.1976 d 
- 0.0424 d + 1: rl 
(1 - 0.0827 d2)2 
I 
- 19.A ­
·._---------------------­
~	 0.08273 d6 '_ 0.0424 x O.03272dS + (P.OS27 2 0.0827 x 0.1654) d4 + (0.0424 x 
x 0.1654 - 0.19762) d3 + (O,A827 - 0.1654) 42.- 0.0424 d + 1 = 0 (4) 
Dado 0 caracter real dos coeficientes de (1), a equa~ao (4) e, 

consequentemente, 0 sistema (3),'deverao admitir pelo menos um par' de soIu­
. 
~oes 	reais. No entanto, basta uma raiz reald~ (4) para se obter uma concre­
tizac;ao de (2), a partir 'da qual se podem det"erminar as raizes da equa~ao ca- ­
racteristica (1). Oua1quer outra soIu~ao'reaI de (4) conduzira, necessaria­
mente, ao mesmo .conjunto ~de.~aizes complexas de "(1). 
A pesquisa.das raizes reais' de (4) conduziu a obten~ao de um 
,," 
vaior para d (d = 2.2523) a partir ~o qual se obte~e' uma soIu~ao para (2): 
(0.0827 B2 + 0.3404 B + 0.4440) (B2 - I.726~ B + 2.2523) = 0 
I 
Resolvendo a equac;ao anterior, obtiveram-se, finalmente', as. I 
raizes da equa~ao caracteristica (1): 
-2.0581 + 1.0643 i (raizes do primeiro polinomio) 
e 
0.8634 + 1.2275 i (raizes do segundo polinomio). 
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