Abstract. The aim of this paper is to present a numerical approximation for quasilinear parabolic differential functional equations with initial boundary conditions of the Neumann type. The convergence result is proved for a difference scheme with the property that the difference operators approximating mixed derivatives depend on the local properties of the coefficients of the differential equation. A numerical example is given.
1. Introduction. We will denote by C(U, V ) the class of all continuous functions w: U → V with U and V being any metric spaces. Let M n×n be the set of n × n matrices with real elements. For x = (x 1 , . . . , x n ) ∈ R n and X ∈ M n×n , X = [X kj ] n j,k=1 , we put
Writing a vectorial inequality we mean that the same inequality holds for the corresponding components. Let a > 0, R + = [0, +∞), and b = (b 1 , . . . , b n ) ∈ R n be given, where
are given functions of the variables (t, x, w) and (t, x, w, p) respectively. We consider a quasilinear differential functional equation with Neumann initial boundary conditions For h ∈ ∆ we write h = h 0 + h 1 + · · · + h n and h = h 1 + · · · + h n . It is required that ∆ = ∅ and that there exists a sequence {h (j) } in ∆ such that lim j→∞ h (j) = 0.
Nodal points are defined by:
where
).
The norm of any z:
) ∈ E * h }. For any t (i) we will need the norm
and denote by F(E * h , R) the set of all functions w:
are given functions. We will approximate solutions of problem (1) by means of solutions of a difference equation with initial boundary condition of Neumann type. To do that, for every (
where α = |α 1 | + · · · + |α n |, and
h ∪ E h . Now we consider the difference problem
with Neumann boundary conditions
Let us notice that (
are defined in the following way:
].
There exists exactly one solution u h : E * → R of problem (2)- (4) . Let the operator F h be defined by
). (10)
Our purpose is to examine the relation between the solution u h of (2)- (4) and a function v h :
The function v h satisfying the above relations is considered to be an approximate solution of problem (2)- (4).
Under these assumptions we have
The function ε h = u h − v h satisfies the difference functional equation
on ∂ 0 E h . Let us deal with ε h on E h first. Write
From (5) and the mean value theorem, we can rewrite (18) as
By (7)- (9) and regrouping terms, the function ε h satisfies on E h the recursive
Let ω h and ω h be given by
With this notation Λ h (see (19)) can be estimated as follows:
We conclude from (12), (20), (21) and (24) that the functions ω h and ω h satisfy the recursive inequalities
for 0 ≤ i ≤ N a − 1 and
Consider the difference equations
and its solutions
L .
It follows from (25)- (27) that
This gives (16), (17) and Theorem 1 is proved.
Difference method for the mixed problem. We will need an interpolating operator
In the above formulas we adopt the convention that 0 0 = 1.
Lemma 2. Suppose that
It is easy to prove by induction that
Thus, it is easily seen that
Finally, by the Taylor formula, (28), (32) and (33) we obtain
From (31) and (34)-(36) we get
which implies assertion (30).
Now we will approximate the solution of the functional differential problem (1) by the solution of the difference problem
By the Taylor formula we get
and finally Table 1 t Let ε max be the largest and ε mean the mean value of all ε h for a given t (i) . The values are listed in Table 2 . The computation was performed on a PC computer.
