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ABSTRACT OF THESIS

SPRING RESPONSES TO STORMS AND SEASONAL
VARIATIONS IN RECHARGE IN THE
MIDDLE ATLAS REGION OF MOROCCO
Springs in the Middle Atlas Mountains of Morocco are significant sources for
public water supply. From March 2014 to May 2015, water temperatures were measured
hourly at three springs (Ribaa, Sidi Rached, and Zerouka); water levels were measured
hourly at Sidi Rached and Zerouka; and daily turbidity data were obtained from Ribaa.
From March 2014 to March 2015, daily water samples were taken at Zerouka for
analyses of the stable isotopes deuterium and oxygen-18. Hourly weather data
(precipitation and air temperature) were available from March 2014 to May 2015 from
Ifrane, near Zerouka. Temperature responses varied between the springs, showing a timelagged seasonal signal at Sidi Rached, near-constant values at Zerouka, and relatively
stable dry-season values followed by flashy wet-season behavior at Ribaa. Stage at Sidi
Rached and Zerouka tracked together, with a broad minimum in late summer and
responses to individual storms superposed on the signal. Stable isotopes fluctuated daily
but were frequently out of phase with each other. Autocorrelation analyses of spring
parameters indicate that Sidi Rached and Zerouka have greater inertia than Ribaa. Crosscorrelation analyses show characteristic time lags between (1) precipitation and stage, (2)
air temperature and water isotopes, and (3) air and water temperatures. However, as
shown in previous work, there is a broad range of time lags between precipitation and
turbidity. The variety of spring behaviors is consistent with differences in hydraulic
connectivity within each spring basin.
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Chapter I: Introduction
A. Background
Karstic springs on and around the Middle Atlas plateau are the headwaters for
tributaries of two of the largest rivers in Morocco, the Sebou and the Oum-er-Rbia. In
addition, these springs are utilized as public water supplies for local communities.
Understanding how these springs respond to precipitation events is important for current
and future water resources management. Relatively few studies regarding spring
responses to storm events have been done in this particular region. Of the studies that
have been undertaken, most have concentrated on discharge, turbidity, and the responses
of those parameters to precipitation. Two specific studies (Bouchaou et al., 2002;
Amraoui et al., 2003) looked at how turbidity was related to precipitation for springs used
for water supply in the Beni Mellal Atlas and Middle Atlas in Morocco. The pair of
studies concluded that storm events that occur after long dry periods flush sediments out
of the system in waves, which in turn causes major problems for local water treatment
plants. Furthermore, storm events account for the rapid movement of water through
karstic features, such as conduits and fractures, causing resuspension of previously
deposited sediment. Both studies showed that turbidity is affected both by the timing and
intensity of precipitation events. Additionally, both studies found the springs in question
to have high inertia with regard to discharge and low inertia with regard to turbidity.
Morocco has a Mediterranean-type climate, with highest precipitation and lowest
temperatures from November through February, and lowest precipitation and highest
temperatures from mid-June to late September. Understanding this North African climate
and how it is changing over time is of great importance because climate change could
1

have a detrimental effect on Moroccan water supplies. For example, a prolonged drought
in the region during the 1980’s and 1990’s caused a decrease in spring discharge
(Amraoui et al., 2005). Regional climate modeling forecasts a mean annual temperature
increase of 1.1–3.5°C by the 2060’s and 1.4–5.6°C by the 2090’s (McSweeney et al.,
2008). Mean precipitation, average annual runoff, maximum monthly runoff, and
available water resources are projected to decrease as well. It has already been noted that
mean precipitation on the Saiss plain has been decreasing from an average of 490–560
mm/year since 1981 (Arnell, 1999; Amraoui et al., 2005; Benaabidate and Fryar, 2010;
Bennani et al., 2001; Chaponniere and Smakhtin, 2006; Driouech et al. 2010). Together
an increase in temperature and decrease in precipitation will lead to prolonged periods of
drought, followed by spikes in turbidity when storm events do occur. In addition to being
public water supplies, Moroccan springs also provide baseflow for streams, which supply
water for agriculture, hydroelectric power, and industry. A reduction in water resources
will not only have an impact on public water supply, but also on the country’s
infrastructure (Chaponniere and Smakhtin, 2006; Driouech et al., 2010).
Although few studies of Moroccan springs have been published in the refereed
scientific literature, other researchers have studied spring responses to precipitation in
areas of the USA such as the Valley and Ridge province of Pennsylvania (Herman et al.,
2009), east Tennessee (Desmarais and Rojstaczer, 2002), south-central Kentucky (Ryan
and Meiman, 1996), and southeastern Minnesota (Luhmann et al., 2011). Additional
studies have focused on the use of the stable isotopes oxygen-18 and deuterium as tracers
in spring systems in Europe (Austria, Germany, Italy, and Slovenia), Turkey, and the
USA (Indiana and Missouri) (Doctor et al., 2006; Lakey and Krothe, 1996; Lauber and
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Goldscheider, 2014; Liebminger et al., 2006; Maloszewski et al., 2002; Ozyurt and
Bayari, 2007; Poage and Chamberlain, 2001; Winston and Criss, 2004).
Spring temperature can be used to determine conduit volume and connectivity,
estimate recharge rate, and potentially serve as a response indicator of rainfall and/or
snowmelt events. Some spring systems respond quickly to storm events, such as springs
in Kentucky and Minnesota (Ryan and Meiman, 1996; Reed et al., 2010; Luhmann et al.,
2011, 2012), while others do not. The response time is partially controlled by the
connectivity between the land surface and the bedrock drained by the spring. Highlyfractured bedrock will allow for a more rapid response, as will a spring that is part of a
well-developed conduit system. In most cases, water temperature and spring temperature
are related, and it has been observed that air temperature varies in a sinusoidal fashion.
Stage and spring temperature can also exhibit sinuous patterns that can be either in phase
or out of phase with air temperature.
This study focuses on the Sidi Rached, Zerouka, and Ribaa Aval springs of the
Middle Atlas region. The primary goals of this study were to determine (1) how storm
events affect the discharge of these springs, (2) how these springs respond to seasonal
variability in precipitation, (3) what sort of input-response relationships can be inferred
from the collected data through the use of correlation and spectral analyses, (4) what the
stable isotopes of H2O suggest about recharge elevation and evaporation during recharge,
(5) how the weather data recorded during this study period compares to the previous
decade, and (6) how results from this study compare with those of other studies in
Morocco and elsewhere (e.g., Amraoui et al., 2003; Bouchaou et al., 2002; Herman et al.,
2009; Lakey and Krothe, 1996; Luhmann et al., 2011).
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B. Study Area/Site Description
Most of the fresh water that supplies the country of Morocco comes from the
Atlas Mountains region that trends SW-NE across a majority of the country. The Middle
Atlas plateau, which is the primary focus of this study, is located on the north side of the
SW-NE trending structure. This region is bounded by the Saiss plain to the north and the
High Atlas Mountains to the south. The Saiss plain (basin) stratigraphy contains a
sequence of Paleozoic schists, sandstones, and quartzites; Triassic redbeds, evaporites,
and tholeiitic basalts; Jurassic (Liassic) dolomites and limestones; Miocene sandy marls,
sandstones, conglomerates, and shales (otherwise known as molasse); and Pliocene to
Quaternary sands, silts, limestones, travertines, and some basalts. Stratigraphy of the
Middle Atlas plateau is similar to that of the Saiss plain, the main difference being that
Triassic and Jurassic formations outcrop at the surface due to the absence of the Pliocene
and Quaternary strata and are capped in places by younger volcanics, specifically basalts.
The stratigraphic sequence has a slight structural dip to the north in the region as well.
Figure 1 illustrates the stratigraphy in cross-sectional view from the Saiss plain to the
Middle Atlas plateau (Amraoui et al., 2003, 2005, Benaabidate and Fryar, 2010).
A series of SW-NE trending normal faults runs through the plateau and plain.
Two springs located along these faults, Ribaa and Bittit, have been previously monitored
for turbidity responses to precipitation events (Amraoui et al., 2003). These SW-NE
trending normal faults are believed to have formed during rifting that was initiated during
the Triassic, and are a remnant of the orogenic events that led to the formation of the
Atlas Mountains. Normal faulting, or extension, produced the basin in which the strata
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found in the Saiss plain were originally deposited (Arboleya et al., 2004). The carbonaterich Jurassic (Liassic) sequence, located primarily at the surface along the plateau, is
susceptible to chemical weathering. Over millennia, weakly acidic rain and snow have
partially dissolved the carbonate rocks, creating karstic features such as sinkholes,
springs, and solution-enhanced porosity. These features facilitate infiltration of rainfall
and snowmelt, thus promoting recharge and discharge rather than runoff. Consequently, a
significant aquifer system has developed within the Liassic sequence. However, the
limestones can be highly dolomitized in areas, which inhibits dissolution, therefore
hindering the formation of a well-developed conduit system. Amraoui (2005) described a
conceptual model in which isolated fractured blocks occur in the saturated zone beneath
superficial karst. On the plateau, carbonates are tabular and more faulted than folded, and
faulting creates horsts and grabens. Although karst is poorly developed, sinkholes are
focal points for infiltration.
Bittit and Ribaa are the largest of a group of springs along the base of the Middle
Atlas plateau near Meknès. For the period 1975–2001, Amraoui (2005) reported average
annual discharge of 1510 L/s for Bittit and 895 L/s for the two Ribaa orifices combined
(Amont = 605 L/s; Aval = 290 L/s). Other springs are located below and on the plateau
itself. Along with Ribaa (Aval), two additional springs, Zerouka and Sidi Rached, located
on the plateau, were monitored for this study. Zerouka, the public water supply for the
town of Ifrane, is located at N 33° 32’ 35.6”, W 05° 05’ 39.7”, ~ 1614 m above mean sea
level (amsl). Sidi Rached provides water to the town of Azrou and is situated at N 33°
27’ 33.6”, W 05° 08’ 49.9”, ~ 1553 m amsl. Ribaa (Aval), one of several springs that
supply the city of Méknès with fresh water, is located at N 33° 45’ 28.0”, W 05° 13’
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54.2”, ~ 879 m amsl. Regional groundwater flow is northward toward the valley of the
Sebou River (Figure 1). Error! Reference source not found. illustrates the location of the
tudy area and all three monitored springs.

6

Figure 1: Hydrostratigraphic cross-section of the region, spanning the Middle Atlas
plateau to the Sais plain (Benaabidate and Fryar 2010). Strata regionally dip to the
north, with groundwater flowing northward as well. Line of cross-section shown on
Figure 2.
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Map Scale
1:1,200,000

A’

A

Figure 2: Location map of study area. Yellow text denotes spring localities, while
white text denotes cities (except Fès) that receive potable water from the springs. Line AA’ refers to cross-section in Figure 1. Inset image taken and edited from Google Earth;
larger basemap taken and edited through ArcMAP (ESRI).

8

Chapter II: Methods
A. Data Collection
Monitoring at Ribaa, Sidi Rached, and Zerouka springs began March 18, 2014,
and ended May 15, 2015. Water temperatures were measured hourly at all three springs
and water pressures were measured hourly at Sidi Rached and Zerouka. Hobo Water
Temp Pros, which came with a precision sensor for ±0.2 °C accuracy, were deployed
within the spring houses to record water temperature. A Solinst model 3001 Levelogger
(LT F15/M5) was installed in a stilling well at each of two locations, within a spring run
at Sidi Rached and in the spring house at Zerouka, to record water pressure with an
accuracy of 0.3 cm. Instruments were installed by Drs. Alan Fryar and Lahcen
Benaabidate and downloaded three times during the study. On April 22, 2014, it was
found that the Hobo at Ribaa was not submerged. Temperature values prior to that date
fluctuated erratically and probably reflected air rather than water temperature. Those data
are thus not shown. The Hobo was then repositioned below the anticipated minimum
water level and erratic behavior ceased. Additional downloads occurred on May 19 and
September 13, 2014, as well as after the removal of the sensors on May 15, 2015.
At Zerouka, water samples were collected at ~ 9:00 AM each day from March 19,
2014, to March 28, 2015, for analyses of deuterium and oxygen-18. Samples were taken
in 12-mL amber glass vials with minimal headspace and stored at room temperature for
up to 8 months until they were returned to the University of Kentucky, after which they
were refrigerated. In addition, we acquired hourly precipitation, air temperature, and
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barometric pressure data from March 1, 2014, to May 31, 2015, as well as daily
precipitation and maximum and minimum air temperature data for the preceding decade
(January 1, 2004, to February 28, 2014), from the Maroc Météo station at Ifrane (N 33°
30’, W 05° 10’, 1664 m amsl). Barometric pressure data were used to convert water
pressures to relative water levels (stage). We also obtained daily turbidity data at Ribaa
for the duration of the study from the Office National de l’Electricité et de l’Eau,
Méknès.

B. Isotope Analysis
Isotope analyses were performed in the Department of Earth and Environmental
Sciences at the University of Kentucky using a Picarro cavity ring-down mass
spectrometer (model L1102-i analyzer with a V1102-i vaporization module connected to
a CTC Analysis autosampler). Analytical protocols followed the method of van Geldern
and Barth (2012), which was based on the same model of instrument. Those authors
provided a downloadable Microsoft Excel spreadsheet that took raw data from the Picarro
software (Coordinator) to calculate δ18O and δ2H values. All values were reported in
standard delta notation in per mil (‰) versus VSMOW:
𝑅𝑠𝑎𝑚𝑝𝑙𝑒

𝛿 = ((𝑅

𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒

) − 1) × 1000

(1)

where R is the ratio of the heavy and light isotopes (e.g., 2H/1H) in the sample and the
reference.
Three external standards were purchased from the U.S. Geological Survey
(USGS) for use in this study. USGS 45 consists of water from the Biscayne Aquifer of
southeastern Florida, USGS 49 consists of Antarctic ice-core water, and USGS 50
consists of water from Lake Kyoga, Uganda (http://isotopes.usgs.gov). Table 1 displays
10

isotope abundances for the USGS standards. Filtered Lexington, Kentucky, tap water
was used as an internal standard. A regression line was fit to the average values
calculated for the standards using the spreadsheet for each run. If R2 = 1.000, the results
were accepted. Otherwise, the analyses were repeated using replicate samples in new
vials with new caps and septa. Replicate injections of the internal standard for each set of
analyses gave average standard deviations of 0.06‰ for δ18O and 0.92‰ for δ2H. Results
of analyses for 10 samples (highlighted in Appendix D) were questionable; those
samples were thus reanalyzed in the Stable Isotope Facility at the University of California
(UC) – Davis. For internal consistency, statistical analyses of isotopic data (described in
the next section) only used results obtained at the University of Kentucky.

USGS ID
USGS 45
USGS 49
USGS 50

Isotope Abundance δ18O (‰)

Isotope Abundance δ2H (‰)

δ18O = -2.238‰
δ18O = -50.55‰

δ2H = -10.3‰
δ2H = -394.7‰

δ18O = +4.95‰
δ2H = +32.8‰
Table 1: Summary of the USGS standards that were used in this study.

C. Time Series Analysis – Statistical Testing
Multiple statistical analyses were run on the data collected in this study, including
autocorrelation, cross-correlation, spectral analysis, and the Mann-Kendall and MannWhitney tests. Applying signal theory to hydrologic processes, Mangin (1984) utilized
spectral analysis and correlation in a study of recharge-discharge relationships in karst
aquifers. These tools have subsequently been used by multiple researchers in karst
geology (e.g., Amraoui et al., 2003, 2005; Bouchaou et al., 2002; Cao and Zheng, 2016;
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Herman et al., 2009; Padilla and Pulido-Bosch, 1995). Such statistical tests are used to
measure system inertia and response times of spring parameters (commonly stage,
discharge, and turbidity) to different forcings. In this study, the software package
XLSTAT, an add-in for Microsoft Excel, was used. XLSTAT, created and maintained by
the company Addinsoft, contains a full suite of prebuilt applications designed for timeseries analysis.

1. Autocorrelation
Autocorrelation can be described as the linear dependence of sequential events for
increasing time intervals (Amraoui et al., 2003). In other words, the autocorrelation
function examines how a value depends on the preceding values over a period of time
(Mayaud et al., 2014). The autocorrelation coefficient at any point in the series, rk, is
defined as follows:
𝑟𝑘 =

∑𝑛−𝑘
𝑖=1 (𝑥𝑖 −𝑥̅ )(𝑥𝑖+𝑘 +𝑥̅ )

(2)

2
∑𝑛
𝑖=1(𝑥𝑖+𝑘 −𝑥̅ )

where n is the length of the time series, k is a point in the series, x is the data series with
the trend removed, and 𝑥̅ is the mean of the series (Amraoui et al, 2003; Herman et al.,
2009; Larocque et al., 1998; Padilla and Pulido-Bosch, 1995). The equation can be
simplified as follows:
𝑟𝑘 =

𝐶𝑘
𝐶0

1

with 𝐶𝑘 = ∑𝑛−𝑘
𝑖=1 (𝑥𝑖 − 𝑥̅ ) (𝑥𝑖+𝑘 − 𝑥̅ )
𝑛

(3)

where k is the time lag (k = 0, …, m); C0 is the value of Ck for k = 0; m is the cut-off
point, which determines the interval over which the analysis is carried out; x is the value
of the variable of concern; and 𝑥̅ is the average of this variable (Amraoui et al., 2003;
Larocque et al., 1998; Padilla and Pulido-Bosch, 1995). The autocorrelation is visually
12

represented by a correlogram, which displays the autocorrelation function over some
period of time, otherwise known as lag. Exactly like standard correlation coefficients,
autocorrelation coefficients can range from value of 1 to -1. In most situations, the
autocorrelation function begins at a value close to 1. According to Mangin (1984), m can
only be as large as 1/3 of the length of the full dataset. This is done to reduce the chance
that stability problems will arise. The cutoff point (m) for each spring was different due to
varying amounts of hourly data collected at each location. Sidi Rached had the largest
dataset, containing 10,149 hourly observations, so m must be ≤ 3,383. Zerouka was
second largest, with 10,146 observations, indicating that the value for m must be ≤ 3,381.
Ribaa was the smallest, with 9,307 observations, as a result of the first month of data
being discarded due to instrument error, so m has to be ≤ 3,102. The calculations shown
in this study used the maximum allowed m value.
The slope of the correlogram illustrates whether or not an individual data point
has a long- or short-term effect on the entire dataset. If there is a steep decline in the
autocorrelation function, then it can be inferred that specific data points have little effect
on the dataset. Conversely, a gradual decline in the slope of the autocorrelation function
is indicative of individual data points having a long-term influence on the full dataset.
The slope of the correlogram can also be used in determining if a system has high or low
inertia. A steep slope is indicative of low inertia, while a gentle slope refers to a system
with high inertia (Amraoui et al., 2003; Herman et al., 2009; Mayaud et al., 2014). It is
common practice to take the lag time corresponding to rk = 0.2 because noise dominates
the signal beyond this point (Amraoui et al., 2003; Herman et al., 2009; Mayaud et al.,
2014, Mangin, 1984).
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2. Cross-Correlation
Cross-correlation is used to determine the relationship between input and output
variables (signals). For this study, such relationships included air temperature-water
temperature, precipitation-water temperature, precipitation-stage, precipitation-turbidity,
air temperature-stable isotopes, and precipitation-stable isotopes. Similar to
autocorrelation, cross-correlation is represented by a correlogram, but with both negative
and positive time intervals. The cross-correlation equation is written as:
𝑟𝑥𝑦 (𝑘) =

𝐶𝑥𝑦 (𝑘)
𝜎𝑥 𝜎𝑦

1

with 𝐶𝑥𝑦 (𝑘) = 𝑛 ∑𝑛−𝑘
̅)
𝑖=1 (𝑥𝑖 − 𝑥̅ )(𝑦𝑖+𝑘 − 𝑦

(4)

where σx and σy are the standard deviations of the time series (Lacocque et at., 1998). If
the input time series is random, the cross-correlation function rxy(k) represents the
impulse response of the system (Amraoui et al., 2003; Mayaud et al., 2014). The
maximum rxy(k) and the corresponding time lag represent the delay between input and
output signals. According to Amraoui et al. (2003), the cross-correlation function is not
symmetrical in principle because rxy(k) ≠ ryx(k). When the input signal has an influence
on the output signal, the positive time interval of the correlogram will display peak values
(i.e., rxy(k) > 0 for k > 0). For the purpose of our study, the largest absolute value of rxy(k)
for k > 0 was recorded. When the largest rxy(k) value is negative, an inverse relationship
between output and input can be inferred.
3. Spectral Analysis
In spectral analysis, the time domain is changed into the frequency domain
through a Fourier transformation of the correlogram in the form of a spectral density
function. The spectral density function S(f) is written as:
𝑆(𝑓) = 2[1 +

2 ∑𝑚
𝑘=1 𝐷(𝑘)𝑟(𝑘) cos(2𝜋𝑓𝑘)]
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with 𝐷(𝑘) =

𝑘
𝑚

[1+𝑐𝑜𝑠𝜋( )]
2

(5)

where f is a given frequency and D(k) is the Tukey filter (Amraoui et al., 2003; Herman
et al., 2009; Mangin, 1984). Following Herman et al. (2009), our spectral density
functions were plotted in log-log space. The interpretation of the spectral density function
begins by picking inflection points throughout the function. Each inflection point
represents a periodic signal in the system that corresponds to a specific frequency. It
should be noted that there is some subjectivity in choosing inflection points, and they
were chosen until a point where the function became too noisy to select further
inflections with confidence. The cut-off frequency occurs where S(f) ≈ 0; the lower the
cut-off frequency, the more inertia that is present in the system and vice versa.
Another calculation that can be derived from the spectral density function is the
regulation time Treg. In this study, regulation time is calculated by determining where S(f)
is at its maximum, halving that value, and inverting the frequency that corresponds to that
value (Herman et al., 2009; Larocque et al., 1998). Another way to calculate Treg is by
specifying an arbitrary value of the spectral density function (Herman et al., 2009; Lee
and Lee, 2000; Bouchaou et al., 2002). Larger values of Treg imply higher inertia in the
system.
4. Trend Analysis (Mann-Kendall and Mann-Whitney)
We were also interested in determining if the weather data collected during the
study period were representative with regards to the previous decade. To accomplish this,
two different non-parametric trend tests were conducted, the Mann-Kendall and MannWhitney tests.
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a. Mann-Kendall
The Mann-Kendall test was utilized to identify possible trends in daily
precipitation, maximum air temperature, and minimum air temperature (Cao and Zheng,
2016). Data for the period January 2004 through December 2013 were compared to data
for January 2004 through May 2015. The Mann-Kendall test takes each data value and
compares it to all succeeding data values. The Mann-Kendall statistic, S, is used to
determine if there is a trend in the data and is initially assumed to be 0. The MannKendall statistic is defined as:
𝑛
𝑆 = ∑𝑛−1
𝑘=1 ∑𝑗=𝑘+1 𝑠𝑖𝑔𝑛(𝑥𝑗 − 𝑥𝑘 )

(6)

where x represents a data point at time j or k (Chattopadhyay and Edwards, 2016), and

𝑠𝑖𝑔𝑛(𝑥𝑗 − 𝑥𝑘 ) = 1 𝑖𝑓 𝑥𝑗 − 𝑥𝑘 > 0
= 0 𝑖𝑓 𝑥𝑗 − 𝑥𝑘 = 0

(7)

= −1 𝑖𝑓 𝑥𝑗 − 𝑥𝑘 < 0
The variance associated with S can be calculated as:
𝑔

𝑉(𝑆) =

𝑛(𝑛−1)(2𝑛+5)−∑𝑝=1 𝑡𝑝 (𝑡𝑝 −1)(2𝑡𝑝 +5)

(8)
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where n is the number of data points, g is the number of tied groups (sets of sample data
having the same value), and tp is the number of data points in group k. The test statistic,
Z(S), is calculated when the sample size is > 10 as:
𝑆−1
√𝑉(𝑆)

𝑍(𝑆) = 0

𝑖𝑓 𝑆 = 0
𝑆+1

{

, 𝑖𝑓 𝑆 > 0

√𝑉(𝑆)

(9)

, 𝑖𝑓 𝑆 < 0
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The value of S implies if there is an increasing or decreasing trend, depending upon
whether the value is positive or negative, respectively. However, in order for the trend to
be considered statistically significant, the probability associated with S and the sample
size must be calculated using the following equation:
𝑓(𝑧) =

1
√2𝜋

𝑧2

𝑒2

(10)

To be considered significant, f(z) must be less than α (i.e., p < 0.05 here). In that case,
there is a significant increasing trend if S and Z(S) are positive, and a significant
decreasing trend if S and Z(S) are negative (Cao and Zheng, 2016; Chattopadhyay and
Edwards, 2016).
b. Mann-Whitney
The Mann-Whitney test was used to compare mean monthly values of total
precipitation, maximum air temperature, and minimum air temperature from 2004-2013
to the period January 2014–May 2015. The goal was to determine if values for individual
months from the study period (2014-2015) were significantly different from those of the
previous decade (2004-2013). The Mann-Whitney statistic, U, was calculated as follows:
𝑈 = 𝑛1 𝑛2 +

𝑛1 (𝑛1 +1)
2

− 𝑅1

(11)

where n1 is the sample size from group 1, n2 is the sample size of group 2, and R1 the sum
of the ranks given to values in n1. Like the Mann-Kendall test, the Mann-Whitney test is
only considered significant if the probability (p-value) associated with the value of U is
less than the designated value of α (0.05). In that case, the null hypothesis can be rejected
(Mustapha, 2013; Snyder and Sloan, 2005; Snyder et al., 2002).
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D. Data Processing
Depending upon how much noise was present within the raw time series data,
autocorrelation functions, or cross-correlations, a moving average was applied to the
dataset. A 10-point moving average was applied to daily isotope values to smooth the
data so trends could be identified qualitatively and peaks/troughs could be compared to
precipitation spikes (storm events). For all auto- and cross-correlograms, we chose a 24point moving average, equivalent to a daily mean moving window, since the data were
recorded hourly. After applying a moving average, the process of identifying where an
autocorrelation function falls below r(k) = 0.2 was much simpler. Some of the datasets
contained short gaps where the dataloggers had been removed from the springs for
downloading or where daily isotope values were suspect. Since autocorrelation and crosscorrelation procedures require there to be no gaps in the data, we averaged those gaps
with preceding and subsequent values in XLSTAT.
After the precipitation data were acquired from Maroc Météo, all parameters that
were monitored at each spring were plotted against precipitation values for the duration
of the study. Relationships with spring temperature, spring stage, turbidity, stable
isotopes of water, and antecedent precipitation were examined to estimate how much
time had elapsed between the onset of precipitation and the corresponding peak under
scrutiny. We looked for spikes in precipitation followed within several days by positive
spikes in stage and turbidity, and positive or negative spikes in water temperature and
stable isotope values.
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Chapter III: Results
A. Raw Time Series
Each of the three springs had different temperature profiles throughout the
monitoring period (Figure 3). Sidi Rached showed a time-lagged seasonal signal, with a
minimum of 11.86°C in May and June 2015 (~ 3 months after the air temperature
minimum [Figure 4]) and a maximum of 12.27°C on October 12. Water temperature at
Zerouka was relatively stable around a mean of 12.54°C, with a minimum of 12.49°C on
February 1–2 and a maximum of 12.61°C between November 30 and December 4. Ribaa
fluctuated from 16.13 to 16.20°C from April to November 2014, followed by more flashy
behavior through May 2015, with a minimum of 15.89°C on December 3 and a
maximum of 16.70°C on January 24. Water-temperature fluctuations were damped
considerably relative to diurnal and seasonal air-temperature variations recorded at Ifrane
(Figure 4). Water-temperature fluctuations occasionally appeared to follow storms,
particularly in late September and in late November – early December 2014 at Sidi
Rached and Zerouka (Figures 5–6), and in November – early December 2014 at Ribaa
(Figure 7). Estimated time lags in water-temperature responses to individual storms,
based on the elapsed time from the onset of a precipitation event to a temperature
increase or decrease, ranged from 2.0 to 7.5 d at Sidi Rached (average 4.8 d), 0.8 to 4.9 d
at Zerouka (average 2.7 d), and 2.0 to 3.2 d at Ribaa (average 2.7 d) (Table 2).
Unlike water temperature, stage at Sidi Rached and Zerouka tended to track
together, although stage showed greater diurnal variability at Zerouka than at Sidi Rached
(Figure 8). Stage declined from May to a broad minimum in late July – early August
2014, then rebounded from August to November. The stage minimum lagged the water19

temperature minimum by ~ 1 month at Sidi Rached. Stage fluctuated from December
2014 to May 2015 (within a range of ~ 0.3 m at Zerouka and ~ 0.2 m at Sidi Rached).
The total stage range was 0.44 m at Zerouka and 0.30 m at Sidi Rached. The elapsed (lag)
time between precipitation events and stage responses, picked from Figure 8, ranged
from 0.88 to 6.67 d at Sidi Rached (average 4.05 d) and from 1.08 to 6.13 d at Zerouka
(average 3.68 d) (Table 2). No stage data were available for Ribaa.
Baseline daily turbidity at Ribaa was typically < 10 NTU. Turbidity gradually
declined from 6.5 NTU in mid-March 2014 to 2.5 NTU in late September, then exhibited
peaks lasting several days in early October, early November, late November – early
December, late January 2015, and early February (Figure 9). The turbidity maximum
(360.9 NTU) occurred December 1, 2014. In general, turbidity peaks closely followed
periods of intense rainfall recorded at Ifrane, including 170 mm between October 29 and
November 15, 2014; 191 mm between November 23 and December 4; and 151 mm
between January 16 and 23, 2015 (Figure 9). However, no turbidity peak was evident
following rainfall that totaled 129 mm between March 17 and 25, 2015. Lag times
between precipitation and turbidity responses ranged from 3 to 6 d (Table 2).
Daily values of δ18O and δ2H at Zerouka fluctuated but did not show pronounced
seasonality, in contrast to stage at Zerouka. Values of δ18O varied from -8.28‰ on April
5, 2014, to -7.22‰ on October 11, 2014 (Figure 10), with a median of -7.84‰. Values
of δ2H varied from -51.00‰ on March 23, 2015, to -44.12‰ on November 1, 2014
(Figure 11), with a median of -47.44‰. A plot of 10-day moving averages of δ18O and
δ2H, which smooths day-to-day variability, shows the two signals moving in and out of
phase during the study period (Figure 12). In particular, δ18O and δ2H tracked together in
20

March-April 2014 and February-March 2015. Identifying possible isotopic responses to
precipitation events is challenging because of variability in the daily signals, but δ18O and
δ2H decreases appear in particular to have coincided with rainfall on March 29 – April 2,
2014, and March 17–23, 2015 (for δ2H) (Figures 10–11). On a plot of δ2H versus δ18O,
Zerouka water samples scatter along and below the local meteoric water line (LMWL)
(Figure 13) for Fès (δ2H = 6.9 δ18O + 6.9 [Benaabidate and Fryar, 2010]), which in turn
is subparallel to the global meteoric water line (GMWL; δ2H = 8 δ18O + 10 [Craig,
1961]). Depending upon the time of year, the spread of water samples varied: samples
from late winter and early spring (March–April 2014 and February–March 2015) tended
to fall closer to the LMWL and to be more depleted than samples from May to January
(Figure 13).
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Figure 3: Water temperature of each spring for the study period (March 18, 2014 –
May 18, 2015, for Sidi Rached and Zerouka; April 22, 2014 – May 15, 2015 for
Ribaa).
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Figure 4: Air temperature at Ifrane and water temperature of each spring for the study
period (March 18, 2014 - May 15, 2015).
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Figure 5: Precipitation at Ifrane and water temperature at Sidi Rached (March 18,
2014 – May 15, 2015). Note difference in temperature scales relative to Figures 4,
6, and 7.
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Figure 6: Precipitation at Ifrane and water temperature at Zerouka (March 18,
2014 – May 15, 2015). Note difference in temperature scales relative to Figures 4,
5, and 7.
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Figure 7: Precipitation at Ifrane and water temperature at Ribaa (April 22, 2014 –
May 15, 2015). Note difference in temperature scales relative to Figures 4–6.
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Figure 8: Precipitation at Ifrane and stage at Sidi Rached and Zerouka
(March 18, 2014 – May 15, 2015).
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Figure 9: Precipitation at Ifrane and turbidity at Ribaa (March 18, 2014 – May 18,
2015).

28

Figure 10: Precipitation at Ifrane and δ18O at Zerouka (March 19, 2014 – March 28,
2015).
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Figure 11: Precipitation at Ifrane and δ2H at Zerouka (March 19, 2014 – March 28,
2015).
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Figure 12: 10-day moving averages of δ18O and δ2H at Zerouka.

31

Figure 13: Plot of δ2H vs δ18O at Zerouka with the established local (Fès) meteoric water
line (dashed). Fields of data points are circumscribed for different times of year; results
for 10 samples analyzed at UC-Davis are included (see Chapter II.B and Appendix D).
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Table 2: Elapsed time (lag time) between a precipitation event and a response signal for
different parameters at each spring. Dashed boxes indicate no definitive response signal in
that variable. 3/29/14 and 12/15/14 do not have time stamps because those are based on
daily values.

B. Autocorrelations
Like raw time series data, autocorrelation calculations show distinctly different
responses for different parameters and springs. For some hourly data (i.e., water
temperature at Zerouka; stage at Sidi Rached and Zerouka; air temperature and
precipitation at Ifrane), a 24-point moving average was applied because the unaveraged
autocorrelograms were too noisy to determine the cut-off at r(k) = 0.2 accurately. Water
temperature autocorrelograms vary greatly among Sidi Rached, Zerouka, and Ribaa
(Figure 14). The autocorrelogram for Sidi Rached declines gradually and monotonically
with a lag time of 71 d. The stability of water temperature at Zerouka results in a low
initial value of r(k) (0.28) and a lag time of 1.5 d. The water temperature autocorrelogram
is most variable for Ribaa, crossing the r(k) = 0.2 threshold twice (at 9 d and 18 d). For
stage, Sidi Rached has two lag times, at 44 and 54 d, while the lag time at Zerouka is 67 d
(Figure 15). The autocorrelogram for turbidity at Ribaa shows a steep drop to an initial
lag time at 5 d, followed by secondary lags at 19 and 24 d (Figure 16). The
autocorrelograms for stable isotopes at Zerouka are relatively similar, with lag times of
10 d for δ18O and 12 d for δ2H (Figure 17). The air temperature autocorrelogram displays
a gradual decrease with a lag time of 69 d, whereas the autocorrelogram for precipitation
decreases extremely rapidly, with a lag of 0.4 d. Autocorrelograms for air temperature
and precipitation are shown in Appendix A.
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Figure 14: Autocorrelograms for water temperature at Sidi Rached, Zerouka
(24-point moving average), and Ribaa.
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Figure 15: Autocorrelograms for stage at Sidi Rached and Zerouka
(24-point moving average).
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Figure 16: Autocorrelogram for turbidity at Ribaa.
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Figure 17: Autocorrelograms for δ18O and δ2H at Zerouka.
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C. Cross-Correlations
Cross-correlograms grouped by location for different pairs of input and output
parameters reinforce observations from raw time series and autocorrelograms. Values of
r(k) and corresponding lag times are summarized in Table 3. Cross-correlations
conducted for both Sidi Rached and Zerouka include air temperature-spring temperature,
precipitation-spring temperature, and precipitation-stage. As can be seen in Figure 18,
the simplest, most significant relationship is between air temperature and water
temperature at Sidi Rached, with an r(k) peak of -0.528 and lag of 61 d. The negative r(k)
implies an inverse relationship between air temperature (input) and water temperature
(output). The relationship between precipitation and water temperature is less
pronounced, opposite, and phase-shifted relative to the air-water temperature relationship,
with a broad maximum for r(k) between 31 and 50 d (peak r(k) = 0.173 at 47 d). The
precipitation-stage cross-correlogram for Sidi Rached is noisier, with a maximum r(k)
value of 0.176 corresponding to a lag of 22 d.
All hourly cross-correlation functions for Zerouka are relatively noisy within
limited r(k) ranges (Figure 19). As at Sidi Rached, there is an inverse relationship
between air and water temperatures at Zerouka, with an r(k) peak at -0.233 that
corresponds to a lag of 62 d. However, r(k) varies by as much as 0.17 in 1 d. For the
cross-correlogram between precipitation and water temperature for Zerouka, all points
are within a range of 0.10. The largest r(k) peak occurs at a value of 0.071 with a lag of
108 d. The precipitation-stage cross-correlogram at Zerouka has a maximum r(k) of 0.115 at 116 d.
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In contrast to both Sidi Rached and Zerouka, cross-correlograms for Ribaa tend to
be multi-peaked (Figure 20). The air-water temperature cross-correlogram for Ribaa
displays two positive r(k) peaks that are relatively close in magnitude: the first peak at
0.291 with a corresponding lag of 46 d, and the second at 0.298 with a lag of 66 d. For
the cross-correlogram between precipitation and water temperature, the largest r(k) peak
is at -0.114, with a lag time of 47 d. For the precipitation-turbidity cross-correlogram,
there are multiple positive r(k) peaks. In order from highest to lowest r(k) value, the four
largest peaks are 0.256, 0.231, 0.216, and 0.186. The corresponding lag times for those
peaks are 48, 2, 14, and 113 d, respectively.
For Zerouka, cross-correlograms indicate an inverse relationship between daily air
temperature (maximum [Tair-max], minimum [Tair-min], and maximum – minimum [ΔTair])
and stable isotope abundances in spring water. Values of r(k) for these various crosscorrelograms range between -0.220 and -0.305; corresponding lag times range from 34 to
43 d and are nearly synchronous for δ18O and δ2H (Table 3). Figure 21 shows Tair-maxδ18O and Tair-max-δ2H cross-correlograms, with peak r(k) = -0.285 for δ18O
(corresponding to a lag of 36 d) and -0.291 for δ2H (corresponding to a lag of 38 d). In
contrast, the precipitation-δ18O and precipitation-δ2H cross-correlograms are noisier and
more dissimilar from each another (Figure 22). The precipitation-δ18O cross-correlogram
has a peak r(k) of 0.174 for a lag of 101 d, while the precipitation-δ2H cross-correlogram
has a peak r(k) of 0.178 for a lag of 33 d.
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Table 3: Summary of input-output responses for each cross-correlogram. The highest
r(k) value(s) and corresponding lag time(s) (days) are listed. Cross-correlations that are
listed in this table but not plotted in this chapter are in Appendix B.
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Figure 18: Cross-correlograms for different pairs of input and output parameters
at Sidi Rached.
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Figure 19: Cross-correlograms for different pairs of input and output parameters at
Zerouka. Note the low correlation coefficients compared to the other two springs.
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Figure 20: Cross-correlograms for different pairs of input and output parameters at
Ribaa.
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Figure 21: Cross-correlogram for maximum air temperature (input) and δ18O and
δ2H (outputs) at Zerouka.
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Figure 22: Cross-correlogram for precipitation (input) and δ18O and δ2H
(outputs) at Zerouka.
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D. Spectral Analysis
According to Herman et al. (2009), the spectral density function can reveal
characteristics of the time series that are not obvious in the autocorrelation function, such
as different stages of system memory. As was done in that study, the spectral density
functions of this study were plotted in log-log space, with each having a distinct shape in
the frequency domain. Since time is represented in the frequency domain, the inverse of
the frequency was taken at each slope break, or inflection point, to determine the
equivalent time. Slope breaks were selected until the spectral density function became too
erratic to continue. Four to five slope breaks were identified for each monitored spring
parameter.
Slope breaks in the spectral density functions for water temperature and stage at
Sidi Rached and Zerouka indicate some common frequencies (Table 4). For water
temperature at Sidi Rached (Figure 23), slope breaks were identified at frequencies of
0.003, 0.007, 0.015, and 0.043, corresponding to times of 333, 143, 67, and 23 d,
respectively. For stage at Sidi Rached (Figure 24), slope breaks were identified at
frequencies of 0.003, 0.007, 0.010, 0.015, and 0.022. The time equivalents for those
frequencies are 333, 143, 100, 67, and 38 d. Slope breaks for water temperature at
Zerouka (Figure 25) occurred at frequencies of 0.004, 0.009, 0.015, and 0.022,
corresponding to 250, 111, 67, and 45 d. For stage at Zerouka (Figure 26), slope breaks
occurred at frequencies of 0.004, 0.007, 0.010, 0.015, and 0.026, equivalent to 250, 143,
100, 67, and 38 d.
For Ribaa, the spectral density function for water temperature (Figure 27) shares
some characteristic frequencies with the water-temperature functions at the other two
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springs. Slope breaks occur at frequencies of 0.003, 0.006, 0.018, and 0.121,
corresponding to times of 333, 111, 56, and 8 d. In contrast, the frequencies for turbidity
(Figure 28) are much higher, with slope breaks at 0.030, 0.044, 0.059, 0.104, and 0.170,
corresponding to 33, 23, 17, 10, and 6 d. Stable isotopes at Zerouka exhibit similarly high
frequencies: for δ18O, slope breaks occur at 0.050, 0.117, 0.151, and 0.235, equivalent to
20, 9, 7, and 4 d (Table 4). Similar results were found for δ2H, except the highest
frequency occurs at 0.201 (5 d) rather than 0.235 (4 d). Past the frequencies of 0.201 and
0.235 the functions become erratic. Plots of the spectral density functions for the stable
isotopes are shown in Appendix C.
For comparison with spring parameters, spectral density functions were created
for air temperature and precipitation at Ifrane. For air temperature, slope breaks occur at
frequencies of 0.003, 0.007, 0.009, 0.015, and 0.022, corresponding to 333, 143, 111, 67,
and 45 d. For precipitation, slope breaks occur at frequencies of 0.003, 0.007, 0.010,
0.015, and 0.028, equivalent to 333, 143, 100, 67, and 36 d. These two spectral density
functions can be viewed in Appendix C.
In addition to determining the timing of inflection points, values of regulation
time (Treg) were calculated by finding the maximum spectral density, halving that value,
determining the corresponding frequency of that halved value, and taking the inverse of
the frequency (Table 4). For Sidi Rached, Treg is 333 d for water temperature and 250 d
for stage, whereas Treg is 200 d for water temperature and 333 d for stage at Zerouka.
Values of Treg for Ribaa are much shorter: 22.2 d for water and 18.2 d for turbidity.
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Table 4: Summary of inflection points and slope breaks chosen from the spectral
density plots and their equivalent time values (in days). The chosen values for
regulation time are exhibited, as well as the frequency from which those values were
derived. The far right column refers to lag times calculated through the autocorrelation
procedure.
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Figure 23: Log-log plot of the spectral density function for water temperature
at Sidi Rached.
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Figure 24: Log-log plot of the spectral density function for stage at Sidi Rached.
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Figure 25: Log-log plot of the spectral density function for water temperature at
Zerouka.
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Figure 26: Log-log plot of the spectral density function for stage at Zerouka.
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Figure 27: Log-log plot of the spectral density function for water temperature
at Ribaa.
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Figure 28: Log-log plot of the spectral density function for turbidity at Ribaa.
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E. Trend Analyses
Results of the Mann-Kendall test (Table 5) show that for the three meteorological
variables under consideration (precipitation, maximum air temperature, and minimum air
temperature), only precipitation has a value of p ≤ 0.05 (the specified level of
significance α). With p = 0.038 for 2004-2013 and 0.037 for 2004-2015, and a positive
value of S, there is an increasing trend for precipitation at Ifrane, both for the decade
preceding the study and for the 11.4 y including the study period (Figure 29). The MannWhitney test examined significant (α = 0.05) monthly differences in the same
meteorological variables between the study period and the preceding decade. Only two
months from the study period were significantly different from those of the previous
decade with regard to precipitation (Table 6). During the study period, mean precipitation
was less in April and greater in November. For maximum temperature, means were
significantly different from those of the prior decade for six months: February, June, and
July were lower, while April, May, and October were higher (Table 7). For minimum
temperature, five months during the study period were significantly different than the
preceding decade: March and July were lower, and May, October, and November were
higher (Table 8).
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Figure 29: Daily precipitation recorded at Ifrane over an 11.4 year period.
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Table 5: Summary of the results from the Mann-Kendall test. Each weather
parameter (precipitation and temperature) is separated into its own section.
58

Table 6: Summary of the Mann-Whitney test results for precipitation. Rows listed as
“Month” represent the 2004-2013 time period, while rows listed as “Month(2)”
represent the 2014-2015 time period. Rows highlighted in gold indicate months that
are statistically significant.
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Table 7: Summary of the Mann-Whitney test results for maximum air temperature.
Rows listed as “Month” represent the 2004-2013 time period, while rows listed as
“Month(2)” represent the 2014-2015 time period. Rows highlighted in gold indicate
months that are statistically significant.
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Table 8: Summary of the Mann-Whitney test results for minimum air temperature. Rows
listed as “Month” represent the 2004-2013 time period, while rows listed as
“Month(2)” represent the 2014-2015 time period. Rows highlighted in gold indicate
months that are statistically significant.
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Chapter IV: Discussion
Analyses of the original time series data enable inferences about how the three
springs compare and differ from each another. The low amount of variability in water
temperature at Zerouka implies that the system is highly insulated. Water temperature
recordings from Sidi Rached were more variable, indicating that the system is not as well
insulated and is more susceptible to air-temperature influences. Ribaa displayed the most
variability in water temperature, especially after November 2014, implying that this
system is the least insulated and is much more vulnerable to external influences.
The fact that water temperatures were lowest for Sidi Rached (mean 11.97°C)
suggests that it has the highest recharge elevation, even though Sidi Rached is ~ 60 m
lower than Zerouka. Given a geothermal gradient in the study area of ~ 0.35°C/100 m
(Rimi et al., 1998, Figure 4B), the difference in temperatures between Sidi Rached and
Zerouka could also be explained by groundwater circulating to ~ 160 m greater depth for
the latter spring. Mean water temperature for Zerouka (12.54°C) was 0.45°C higher than
mean air temperature for March 1, 2014 – February 28, 2015, at the Maroc Météo station
at Ifrane, which is ~ 50 m higher than Zerouka. Mean water temperature for Ribaa
(16.15°C) was slightly higher than the 112-year mean annual air temperature at El Hajeb
(16.0°C) (www.weatherbase.com/weather/weather.php3?s=603448&cityname=El-HajebMorocco, accessed July 4, 2016). The El Hajeb weather station (N 33° 41’, W 05° 22’,
1050 m amsl) is the closest to Ribaa and is 171 m higher than Ribaa. For comparison,
Heath (1983) noted that mean groundwater temperatures at depths of 10–25 m in the
conterminous USA are 1–2°C higher than mean annual air temperatures.
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The water-temperature time series can be assigned to generalized classes of
signals identified by Luhmann et al. (2011) based on springs in Minnesota. Sidi Rached
and Zerouka signals fall into classes 3 and 4: there is efficient thermal exchange with the
aquifer matrix, which means flow is not conduit-dominated. This is consistent with the
limited karstification of dolomitic carbonates found in the study area. Sidi Rached is an
example of class 3: a system that displays seasonal fluctuations but is out of phase with
air temperature, which is suggestive of cooling and heating of the matrix. Zerouka is an
example of class 4: a system that is relatively insensitive to seasonal temperature
fluctuations, which implies that groundwater residence time is longer and (or) flow is
below the depth of seasonal heating and cooling. The water temperature signals at Ribaa
are the most complicated. The first portion of the time series, April–November 2014, was
relatively insensitive (class 4), while the second portion, November 2014 – May 2015,
was relatively flashy (class 1). Because it is at the foot of the plateau, Ribaa may be fed
by multiple flow systems: a more distal flow system from the plateau that dominates
during the dry season, plus a local one that becomes more significant during the wet
season. This local flow system may be recharged by infiltration beneath the bed of Oued
Tizguit, an intermittent stream that drains the plateau (Amraoui, 2005).
In contrast to water temperature, spring stage at Sidi Rached and Zerouka tended
to track together, with a broad minimum in late summer and greater amplitude for
Zerouka. Zerouka displayed larger diurnal variability than Sidi Rached, which may
reflect larger diversions for public water supply at Ifrane. Distinct dry- and wet-season
behaviors of the stage hydrographs for Sidi Rached and Zerouka suggest that there is
slow, matrix-dominated drainage and refilling, as inferred by Amraoui (2005) based on
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discharge hydrographs for Ribaa and the adjoining Bittit spring. Even so, there were wetseason spikes in spring stage at Sidi Rached and Zerouka, as well as temperature spikes
or troughs at both those springs and Ribaa. Clusters of precipitation events appear to
“prime” the system, resulting in pressure pulses and quick flow along preferential
pathways. Luhmann et al. (2011) noted that springs marked by efficient thermal exchange
can also have quick flowpaths. Similarly, turbidity values at Ribaa were relatively low
during the dry season, while the wet season was marked by peaks following rainfall
totaling > 150 mm over periods of 8–18 d. Some turbidity peaks coincided with spikes or
troughs in water temperature. Amraoui et al. (2003) attributed turbidity peaks following
intense rainfall to resuspension of sediment deposited within the aquifer (autochthonous
turbidity) or inflows of surface sediment from the recharge zone (allochthonous
turbidity).
Variable δ18O and δ2H signals at Zerouka provide insights on the timing and
mechanisms of recharge. The tendency of δ18O and δ2H to co-vary from February to
April (Figure 12) suggests that more-evaporated, diffuse recharge is displaced by lessevaporated, focused recharge as the aquifers refill during the wet season. This inference
is consistent with Figure 13: δ18O and δ2H tended to become more enriched with time
from March-April 2014 to November-January 2015, then became relatively depleted
again in February-March 2015, perhaps reflecting seasonal shifts in the isotopic
composition of precipitation. For Ribaa and Bittit springs, Amraoui (2005) noted that
discharge was greatest during late winter and early spring. He inferred that stored
groundwater does not contribute to discharge following intense rainfall, when runoff can
cause focused infiltration beneath topographic depressions such as sinkholes.
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Nonetheless, the prevalence of stable isotope data falling below the LMWL (Figure 13)
indicates that recharge to Zerouka is commonly diffuse rather than focused, consistent
with the limited extent of karstification on the Middle Atlas plateau. Similarly, Lakey and
Krothe (1996) suggested that divergence of δ18O and δ2H values away from the GMWL
at Orangeville Rise spring, Indiana, could reflect diffuse drainage from the vadose zone
during storm-flow recession. In contrast, δ18O and δ2H values for springs and wells in the
Liassic aquifer in the Sebou valley fall along the GMWL and LMWL (Kabbaj et al.,
1979; Cidu and Bahaj, 2000; Benaabidate and Fryar, 2010). This suggests that the timing
and (or) mechanism of recharge to the regional, confined aquifer may be different than
for shallow spring basins. Using the δ18O-elevation relationship of Kabbaj et al. (1979,
Fig. 10) for the Middle Atlas region, recharge for Zerouka can be inferred to occur at ~
1600–1900 m amsl, above the mean recharge altitude of ~ 1400 m amsl inferred by
Kabbaj et al. (1979) for the Liassic aquifer. Meltwater infiltration below a snowpack,
which does not result in evaporative fractionation of water isotopes, occurs in the High
Atlas Mountains (N’da et al., 2016) but does not appear to be important for Zerouka.
Based on the work of Mangin (1984) and Herman et al. (2009), we determined the
inertia of each spring from autocorrelation analyses. Sidi Rached displays gradual
declines in autocorrelation functions for water temperature (lag time = 71 d) and stage
(lag time = 54 d), indicating high inertia for those parameters. Likewise, Zerouka has a
gradually decreasing autocorrelogram for stage, with a lag of 67 d. In contrast, lag times
for δ18O and δ2H at Zerouka are 10 and 12 d, respectively; lag time for water temperature
at Zerouka is 1.5 d; and lag times for water temperature and turbidity at Ribaa are 18 d
and 5 d, respectively. The turbidity autocorrelogram exhibits secondary lag times at 19
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and 24 d. For a period of 770 d during 1995-98, Amraoui et al. (2003) calculated
autocorrelation lag times of 66 d for discharge at Ribaa, 37 d for discharge at Bittit, 21 d
for turbidity at Ribaa, and 23 d for turbidity at Bittit, with secondary turbidity lags at 30
and 60 d. Bouchaou et al. (2002) calculated lag times of 75 d for discharge and 4–5 d for
turbidity from September 1989 to December 1992 at Ain Asserdoune spring, which
drains Liassic dolomitic limestone in the Beni Mellal Atlas southwest of our study area.
The broad similarities in lag times for similar parameters between our study and previous
studies suggest that there are characteristic ranges of system inertia for those parameters
in Middle Atlas springs.
Cross-correlation analyses indicate sets of characteristic lag times for pairs of
input and output variables, although the magnitude and sign of the correlation
coefficients vary among the springs. Water temperature responded to air temperature with
a lag of 61–66 d at all three springs and to precipitation with a lag of 47 d at Sidi Rached
and Ribaa. Stage responded to precipitation with a lag of 22 d at Sidi Rached and
Zerouka, similar to lags between precipitation and discharge (20 d at Ribaa, 25 d at Bittit)
calculated by Amraoui et al. (2003) for 1995–98 data. Like water temperature, turbidity
at Ribaa responded to precipitation with a primary lag of 48 d, but there were secondary
lag times (as short as 2 d), consistent with responses to individual storms. Amraoui et al.
(2003) calculated a primary lag time of 5 d and a secondary lag time of 21 d between
precipitation and turbidity at Ribaa and Bittit. At Zerouka, δ18O and δ2H responded to air
temperature more quickly (34 to 43 d) than water temperature did. The negative
correlation between air temperature and isotopic abundances could reflect delayed
drainage of isotopically depleted, wet-season recharge extending into late spring and
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early summer, followed by drainage of more-evaporated, isotopically enriched water
from the less-transmissive matrix extending into autumn.
As Herman et al. (2009) stated, plotting spectral density functions in log-log space
can provide additional information that autocorrelation does not, such as breaks in slope
that correspond to slow and quick flow components. Spectral density analyses indicate
that air temperature and precipitation at Ifrane, water temperature and stage at Sidi
Rached, and water temperature at Ribaa have similar long-term memories. Each displays
approximate annual (333 d) and seasonal (100–143 d) responses as the longest-term
signals in the system. Water temperature and stage at Zerouka also show seasonal (100–
143 d) responses, but with a longest-term signal of 250 d. Air temperature and
precipitation, water temperature at all three springs, stage at Sidi Rached and Zerouka,
and turbidity at Ribaa also show monthly to bimonthly (33–67 d) responses. The
bimonthly responses are similar to autocorrelation lag times for air temperature, for water
temperature and stage at Sidi Rached, and for stage at Zerouka. At high frequencies,
water temperature at Ribaa and Sidi Rached, turbidity at Ribaa, and isotopes at Zerouka
show spectral responses comparable to event timescales (4–23 d). Calculated regulation
times are equal to the 333-d response for air temperature and for water temperature at
Sidi Rached, but fall between the seasonal and annual responses for precipitation, water
temperature at Zerouka, and stage at Sidi Rached. Values of Treg for turbidity and water
temperature at Ribaa (18 and 22 d, respectively) and for δ18O and δ2H at Zerouka (10 and
12 d, respectively) are similar to response times picked from inflection points and to
autocorrelation lag times. Amraoui et al. (2003) calculated similar values of Treg for
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turbidity (23 d at Ribaa, 26 d at Bittit), but much shorter Treg values for discharge (57 d at
Ribaa and 35 d at Bittit) compared with the Treg values for stage in this study.
Statistical analysis of weather data revealed that the study period was
representative in some regards but not others. The Mann-Kendall test identified no trends
in air temperature and positive trends in precipitation for January 2004 – December 2013
and January 2004 – May 2015. However, the Mann-Kendall test cannot determine
whether there is a difference in precipitation trends between the study period and the
previous 10 years. The Mann-Whitney test revealed that certain months from the study
period were statistically different than the same months from the decade prior. In
particular, during the study period, mid-spring (April–May) and mid-autumn (October–
November) had higher mean air temperatures (Tair-max or Tair-min), which coincided with
lower mean precipitation in April and higher mean precipitation in November.
Conversely, mean air temperatures were lower in late winter (February–March) and early
summer (June–July) during the study period.
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Chapter V: Conclusions/Recommendations for Future Work
A thorough analysis of 14 months’ worth of data has provided insight on how
three springs in the Middle Atlas region of Morocco respond to temperature and
precipitation forcings at event to seasonal time scales. To our knowledge, there are no
previous published studies of (1) temperature time series for springs in Morocco or (2) of
long-term, daily δ18O and δ2H data for springs anywhere. Autocorrelation, crosscorrelation, and spectral analyses used in this study generally yield similar results to prior
work on discharge and turbidity at other Middle Atlas springs (Amraoui et al., 2003;
Bouchaou et al., 2002). However, such statistical analyses have typically not been applied
to temperature (exceptions include Kovačič [2010] and Mudarra et al. [2014]) or to stable
isotope time series for springs.
The parameters monitored in this study (water temperature, stage, turbidity, and
stable isotopes) respond to air temperature and precipitation at multiple time scales
(annual, seasonal, bimonthly to monthly, and event-scale [days to weeks]). Some of these
time scales are similar for the same parameter at different springs (e.g., cross-correlation
lags between air temperature and water temperature and between precipitation and stage),
while other time scales are similar for different parameters at the same spring (e.g., crosscorrelation lags between precipitation and water temperature and between precipitation
and turbidity at Ribaa). Non-parametric tests on weather data indicate that the study
period was reasonably representative relative to the preceding decade.
The use of multiple parameters provides insights on the timing and mechanism(s)
of recharge. Wet-season rainfall and infiltration are followed by slow drainage from the
matrix before refilling occurs. Stable isotopes indicate that diffuse infiltration, consistent
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with evaporation, is important; δ18O constrains the recharge elevation for Zerouka. Water
temperatures suggest that Sidi Rached is recharged at higher elevation and Ribaa is
recharged at lower elevation than Zerouka, although spring temperatures are also likely to
be affected by the depth of groundwater circulation in each basin.
The relative insensitivity of Sidi Rached and Zerouka to storm events, as
supported by autocorrelation lag times and spectral regulation times, indicate significant
inertia in those spring basins, which is consistent with limited karstification of dolomitic
limestone. This inertia suggests that those springs will not respond quickly to anticipated
changes in precipitation and air temperature, although turbidity and water temperature at
Ribaa may be more sensitive, particularly during the wet season. These findings have
practical relevance for water management because they suggest that spring discharges
can be sustained for periods of several years if weather patterns do not change drastically
and abruptly. However, prolonged drought over decades may significantly reduce spring
discharges, as observed by Amraoui et al. (2005) for Bittit between 1977 and 1996.
The length of the study period should be taken into account when conducting the
statistical methods used in this study. Shorter time periods tend to produce
autocorrelation and cross-correlation functions that are noisier than those with longer data
sets. During our 14-month study period, we had a maximum of 10,150 data points
(hourly data for Sidi Rached) and a minimum of 375 data points (daily isotope
measurements at Zerouka). The correlation functions for the daily data were much noisier
than those for the hourly data, due to the decreased number of observations. The addition
of another 10 months’ worth of data (increasing the length of study period to a total of 2
years) would probably have made the statistical procedures more robust. Nonetheless, the
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similarities between our results and those of Amraoui et al. (2003) and Bouchaou et al.
(2002) give us confidence in our findings.
Future work should include delineating recharge areas for the springs monitored
in this study. This would involve locating surficial divides on topographic maps,
identifying points of possible focused recharge such as sinkholes, and conducting tracer
tests with fluorescent dyes from those points to the springs. Land use should also be
mapped within the recharge areas and water quality should be monitored to provide
additional information on the susceptibility of the springs to pollution. Such work, when
shared with planners, managers, and local communities, would facilitate protection of
public water supplies in the Middle Atlas region.
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Appendix B: Additional Cross-Correlation Plots
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Appendix C: Additional Spectral Density Function Plots
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Appendix D: Daily Isotope Data
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Appendix E: Daily Weather Data (Ifrane) and Turbidity Data (Ribaa)

87

Appendix E: Daily Weather Data and Turbidity Data

88

Appendix E: Daily Weather Data and Turbidity Data

89

Appendix E: Daily Weather Data and Turbidity Data

90

Appendix E: Daily Weather Data and Turbidity Data

91

Appendix E: Daily Weather Data and Turbidity Data

92

Appendix E: Daily Weather Data and Turbidity Data

93

Appendix E: Daily Weather Data and Turbidity Data

94

Appendix E: Daily Weather Data and Turbidity Data

95

Appendix E: Daily Weather Data and Turbidity Data

96

Appendix E: Daily Weather Data and Turbidity Data

97

References
Amraoui, F., 2005. Contribution à la connaissance des aquifères karstiques: cas de Lias
de la plaine du Saïs et du Causse Moyen Atlasique tabulaire (Maroc). Doctoral thesis,
Université Hassan II Aïn Chock, Casablanca, Morocco
Amraoui, F., Razack, M., Bouchaou, L., 2003. Turbidity dynamics in karstic systems.
Example of Ribba and Bittit springs in the Middle Atlas (Morocco): Hydrological
Sciences Journal, v. 48, p. 971-984
Amraoui, F., Razack, M., Bouchaou, L., 2005. Impact of a long drought period on a large
carbonate aquifer: the Liassic aquifer of the Sais plain and Middle Atlas plateau
(Morocco). In: Regional Hydrological Impacts of Climate Change – Hydroclimatic
Variability. International Association of Hydrological Sciences Publication 296, p. 184193
Arboleya, M.L., Teixell, A., Charroud, M., Julivert, M., 2004. A structural transect
through the High and Middle Atlas of Morocco: Journal of African Earth Sciences, v. 39,
p. 319-327
Arnell, N.W., 1999. Climate change and global water resources: Global Environmental
Change, v. 9, p. S31-S49
Benaabidate, L., Fryar, A.E., 2010. Controls on ground water chemistry in the central
Couloir Sud Rifain, Morocco: Groundwater, v. 48, p. 306-319
Bennani, A., Buret, J., Senhaji, F., 2001. Communication nationale initiale à la
convention cadre des Nations Unies sur les changements climatiques. Ministère de
l’Aménagement du Territoire, de l’Urbanisme, de l’Habitat et de l’Environnement.
Government of Morocco, Rabat, 101 p
Bouchaou, L.H., Mangin, A., Chauve, P., 2002. Turbidity mechanism of water from a
karstic spring: example of the Ain Asserdoune spring (Beni Mellal Atlas, Morocco):
Journal of Hydrology, v. 265, p. 34-42
Cao, G., Zheng, C., 2016. Signals of short-term climatic periodicities detected in the
groundwater of North China Plain: Hydrological Processes, v. 30, p. 515-533
Chaponniere, A., Smakhtin, V., 2006. A review of climate change scenarios and
preliminary rainfall trend analysis in the Oum er Rbia Basin, Morocco. Working Paper
110, International Water Management Institute, Colombo, Sri Lanka
Chattopadhyay, S., Edwards, D.R., 2016. Long-term trend analysis of precipitation and
air temperature for Kentucky, United States: Climate, v. 4, no. 10, 15 p

98

Cidu, R., Bahaj, S., 2000. Geochemistry of thermal water from Morocco: Geothermics, v.
29, p. 407-430
Craig, H., 1961. Isotopic variations in meteoric water. Science, v. 133, p. 1702-1703
Desmarais, K., Rojstaczer, S., 2002. Inferring source waters from measurements of
carbonate spring response to storms: Journal of Hydrology, v. 260, p. 118-134
Doctor, D.H., Alexander, E.C. Jr., Petrič, M., Kogovšek, J., Urbanc, J., Lojen, S.,
Stichler, W., 2006. Quantification of karst aquifer discharge components during storm
events through end-member mixing analysis using natural chemistry and stable isotopes
as tracers: Hydrogeology Journal, v. 14, p. 1171-1191
Driouech, F., Déqué, M., Sánchez-Gómez, E., 2010. Weather regimes – Moroccan
precipitation link in a regional climate change simulation: Global and Planetary Change,
v. 72, p. 1-10
Heath, R., 1983. Basic ground-water hydrology: U.S. Geological Survey Open-File
Report 2220, p. 86, http://pubs.usgs.gov/wsp/2220/report.pdf
Herman, E.K., Toran, L., White, W.B., 2009. Quantifying the place of karst aquifers in
the groundwater to surface water continuum: A time series analysis of storm behavior in
Pennsylvania water resources: Journal of Hydrology, v. 376, p. 307-317
Kabbaj, A., Zeryouhi, I., Carlier, P., Marce, A., 1979. Contribution des isotopes du milieu
á l’etude de grands aquifers du Maroc. In: Proceedings, International Symposium on
Isotope Hydrology, v. 2, p. 491-523
Kovačič, G., 2010. Hydrogeological study of the Malenščica karst spring (SW Slovenia)
by means of a time series analysis. Acta Carsologica, v. 39, p. 201-215
Lakey, B., Krothe, N.C., 1996. Stable isotopic variation of storm discharge from a
perennial karst spring, Indiana: Water Resources Research, v. 32, p. 721-731
Larocque, M., Mangin, A., Razack, M., Banton, O., 1998. Contribution of correlation and
spectral analyses to regional study of a large karst aquifer (Charentes, France): Journal of
Hydrology, v. 205, p. 217–231
Lauber, U., Goldscheider, N., 2014. Use of artificial and natural tracers to assess
groundwater transit-time distribution and flow systems in a high-alpine karst system
(Wetterstein Mountains, Germany): Hydrogeology Journal, v. 22, p. 1807-1824
Lee, J., Lee, K., 2000. Use of hydrologic time series data for identification of recharge
mechanism in a fractured bedrock aquifer system: Journal of Hydrology, v. 229, i. 3-4, p.
190-201

99

Liebminger, A., Haberhauer, G., Papesch, W., Heiss, G., 2006. Correlation of the isotopic
composition in precipitation with local conditions in alpine regions: Journal of
Geophysical Research, v. 111, D05104, doi:10.1029/2005JD006258, 10 p
Luhmann, A.J., Covington, M.D., Peters, A.J., Alexander, S.C., Anger, C.T., Green, J.A.,
Runkel, A.C., Alexander, E.C. Jr., 2011. Classification of thermal patterns at karst
springs and cave streams: Groundwater, v. 49, p. 324-335
Luhmann, A.J., Covington, M.D., Alexander, S.C., Chai, S.Y., Schwartz, B.F., Groten,
J.T., Alexander, E.C. Jr., 2012. Comparing conservative and nonconservative tracers in
karst and using them to estimate flow path geometry: Journal of Hydrology, v, 448-449,
p. 201-211
Maloszewski, P., Stichler, W., Zuber, A., Rank, D., 2002. Identifying the flow systems in
a karstic-fissured-porous aquifer, the Schneealpe, Austria, by modelling of environmental
18
O and 3H isotopes: Journal of Hydrology, v. 256, p. 48-59
Mangin, A., 1984. Pour une meilleure connaissance des systemes hydrologiques a partir
des analyses correlatoire et spectrale – The use of autocorrelation and spectral analyses to
obtain a better understanding of hydrological systems: Journal of Hydrology, v. 67, p.
25–43
Mayaud, C., Wagner, T., Benischke, R., Birk, S., 2014. Single event time series analysis
in a binary karst catchment evaluated using a groundwater model (Lurbach system,
Austria): Journal of Hydrology, v. 511, p. 628-639
McSweeney, C., New, M., Lizcano, G., 2008. UNDP Climate Change Country Profiles.
p. 26, http://country-profiles.geog.ox.ac.uk (accessed July 2012)
Mudarra, M., Andreo, B., Marín, A.I., Vadillo, I., Barbará, J.A., 2014. Combined use of
natural and artificial tracers to determine the hydrogeological functioning of a karst
aquifer: the Villaneuva del Rosario system (Andalusia, southern Spain): Hydrogeology
Journal, v. 22, p. 1027-1039
Mustapha, A., 2013. Application of Mann-Whitney U test non-parametric statistical tool
to temperature variation in Kano metropolitan, Nigeria: International Journal of
Innovative Environmental Studies Research, v. 3, p. 69-76
N’da, A.B., Bouchaou, L., Reichert, B., Hanich, L., Ait Brahim, Y., Chehbouni, A.,
Beraaouz, E.H., Michelot, J.-L., 2016. Isotopic signatures for the assessment of snow
water resources in the Moroccan high Atlas mountains: contribution to surface and
groundwater recharge. Environmental Earth Sciences, no. 75:755, 11 p
Ozyurt, N.N., Bayari, C.S., 2007. Temporal variation of chemical isotopic signals in
major discharges of an alpine karst aquifer in Turkey: implications with respect to
response of karst aquifers to recharge: Hydrogeology Journal, v. 16, p. 297-309
100

Padilla, A., Pulido-Bosch, A., 1995. Study of hydrographs of karstic aquifers by means of
correlation and cross-spectral analysis: Journal of Hydrology, v. 168, p. 73–89
Poage, M.A., Chamberlain, P., 2001. Empirical relationships between elevation and the
stable istope composition of precipitation and surface waters: considerations for studies
of paleoelevation change: American Journal of Science, v. 301, p. 1-15
Reed, T.M., McFarland, J.T., Fryar, A.E., Fogle, A.W., Taraba, J.L., 2010. Sediment
discharges during storm flow from proximal urban and rural karst springs, central
Kentucky, USA: Journal of Hydrology, v. 383, p. 280-290
Rimi, A., Chalouan, A., Bahi, L., 1998. Heat flow in the westernmost part of the Alpine
Mediterranean system (the Rif, Morocco): Tectonophysics, v. 285, p. 135-146
Ryan, M., J. Meiman. 1996. An examination of short-term variations in water quality at a
karst spring in Kentucky. Groundwater v. 34, p. 23–30
Snyder, M.A., Sloan, L.C., 2005. Transient future climate over the western United States
using a regional climate model: Earth Interactions, v. 9, n. 11, p. 1-21
Synder, M.A., Bell, J.L., Sloan, L.C., 2002. Climate responses to a doubling of
atmospheric carbon dioxide for a climatically vulnerable region: Geophysical Research
Letters, v. 29, n. 11, p. 1-4
van Geldern, R., Barth, J.A.C., 2012. Optimization of instrument setup and post-run
corrections for oxygen and hydrogen stable isotope measurements of water by isotope
ration infrared spectroscopy (IRIS): Limnology and Oceanography: Methods, v. 10, p.
1024-1036
Winston, W.E., Criss, R.E., 2004. Dynamic hydrologic and geochemical response in a
perennial karst spring: Water Resources Research, v. 40, W0506,
doi:10.1029/2004WR003054, 11 p

Web References
www.weatherbase.com/weather/weather.php3?s=603448&cityname=El-Hajeb-Morocco.
Accessed July, 2016

101

Vita

Summer 2016

Brett Andrew Howell
Education
Bachelors of Science, Geology, Illinois State University, Normal, IL. May 2014.
Associates of Science, Parkland College, Champaign, IL. May 2014.

Publications
Howell, B.A., Malone, D.H., Craddock, J.P., 2013. Detrital Zircon U/Pb Provenance of
the Lower Cretaceous Cloverly Formation, Big Horn and Power River Basins, Wyoming:
Geological Society of America Abstracts with Programs, v. 45, n. 7, p. 584
Howell, B.A., Fryar, A.E., Benaabidate, L., 2015. Spring Responses to Storms and
Seasonal Variations in Recharge in the Middle Atlas Region on Morocco: American
Geophysical Union Fall Meeting Abstract H43D-1527.

102

