Abstract. Let h(d) be the class number of indefinite binary quadratic forms of discriminant d, and let ε d be the corresponding fundamental unit. In this paper, we obtain an asymptotic formula for the k-th moment of h(d) over positive discriminants d with ε d ≤ x, uniformly for real numbers k in the range 0 < k ≤ (log x) 1−o(1) . This improves upon the work of Raulf, who obtained such an asymptotic for a fixed positive integer k. We also investigate the distribution of large values of h(d) when the d's are ordered according to the size of their fundamental units ε d . In particular, we show that the tail of this distribution has the same shape as that of class numbers of imaginary quadratic fields ordered by the size of their discriminants. As an application of these results, we prove that there are many positive discriminants d with class number
where
is the Kronecker symbol, and L(s, χ d ) is the Dirichlet L-function associated to χ d . Gauss [3] asserted without proof that
an asymptotic formula that was later proved by Siegel [15] . However, Gauss also observed that unlike the quantity h(d) log ε d , the class number h(d) appears to behave rather erratically on average. In fact, for almost two centuries following Gauss's Disquistiones Arithmeticae no asymptotic formula was proposed, let alone proved, for the average of h(d) over d, until Hooley [6] formulated a conjecture for this average. Using a refined analysis of the behaviour of the fundamental units ε d , Hooley [6] conjectured that
Proving such an asymptotic appears to be one of the most difficult problems in this theory. The main difficulty comes from the erratic behaviour of the fundamental unit ε d which can be as small as √ d but might as well be as large as exp( √ d). A few years prior to Hooley's work, Sarnak [13] Based on a subsequent work of Sarnak [14] , Raulf [11] obtained a similar asymptotic for the average of h(d) over fundamental discriminants d. Her approach avoids the use of the Selberg trace formula at the cost of a weaker error term. Later in [12] , Raulf generalized her method to obtain an asymptotic formula for the k-th moment of h(d), for any fixed natural number k. We improve on this result, by obtaining an asymptotic formula for the k-th moment of h(d) over positive discriminants d with ε d ≤ x, uniformly for all real numbers k in the range 0 < k ≤ (log x) 1−o(1) . Our approach is different, and relies on the methods of Granville and Soundararajan [4] and the author ( [7] and [8] ) for computing large moments of L(1, χ d ). Here and throughout we let log j be the j-fold iterated logarithm; that is, log 2 = log log, log 3 = log log log and so on. Theorem 1.1. Let x be large. There exists a positive constant B such that uniformly for all real numbers k with 0 < k ≤ log x/(B log 2 x log 3 x) we have
where the constant H(k) is defined in (4.1) below. Moreover, we have
3 k , and for p ≥ 3 we have
Note that
uniformly in k > 0, and hence we deduce the following corollary.
Corollary 1.2. Let x be large. There exists a positive constant B such that uniformly for all real numbers k with 0 < k ≤ log x/(B log 2 x log 3 x) we have
One can obtain similar results for the corresponding moments of class numbers over fundamental discriminants, by using the techniques of this paper together with [11] . Note that when d is fundamental, h(d) is the narrow class number of the real quadratic field Q( 
Moreover, Littlewood [10] conjectured that the shorter Euler product over the primes p ≤ log d still serves as a good approximation for L(1, χ d ). More precisely we have
In [4] , Granville and Soundararajan investigated the distribution of L(1, χ d ) and their results give strong support to this conjecture. Since √ d ≤ ε d , we deduce from the class number formula (1.1) that
where γ is the Euler-Mascheroni constant. We shall prove that one can save a factor of 3 over these bounds. This saving comes from the fact that the discriminants d for which ε d is very close to
It follows from Theorem 1.1 that h(d)(log ε d )/ε d has a limiting distribution as ε d → ∞. This also follows from the results of [12] . This distribution function is difficult to compute, due to complicated nature of its moments (see (4.1) below). Nevertheless, using the saddle-point method, we are able to obtain a precise estimate for its large deviations. More specifically, using Theorem 1.1 we show, in a large uniform range, that the tail of this distribution has the same shape as that of class numbers of imaginary quadratic fields ordered by the size of their discriminants, which was derived by Granville and Soundararajan [4] . As a consequence, we prove that the second bound in Theorem 1.4 is best possible, and is attained for many discriminants d ∈ D with ε d ≤ x. Theorem 1.5. Let x be large. There exists a positive constant C, such that uniformly in the range 1 ≪ τ ≤ log 2 x−log 3 x−log 4 x−C, the proportion of positive discriminants d with ε d ≤ x and such that
Corollary 1.6. There are at least
The paper is organized as follows. In Section 2, we prove the conditional result Theorem 1.4. In Section 3, we establish an asymptotic formula for the sum
This will be one of the main ingredients to compute the moments of h(d) and prove Theorem 1.1, which shall be completed in Section 4. In Section 5, we investigate the distribution of large values of h(d) and prove Theorem 1.5.
2.
A conditional bound for the class number in terms of the fundamental unit: proof of Theorem 1.4
We shall only establish the first bound under GRH, since the second can be obtained along the same lines by assuming Conjecture 1.3 and replacing (log d)
2 by log d in the argument below. Assume GRH and let d be a large positive discriminant. Then, it follows from (1.3) that
Thus, from the class number formula (1.1) we derive, assuming GRH
To complete the proof, we will show that for all
is even and we deduce that d = m 2 − 1. Then, similarly to the previous case, one has
as desired.
3. An asymptotic formula for the sum
The purpose of this section is to prove the following result, which is one of the main ingredients to compute the moments of class numbers of indefinite binary quadratic forms.
Theorem 3.1. Let m be a positive integer. Then, for any real number 0 < k ≤ log x/ log 2 x we have
and g k (m) is the multiplicative function defined by
for a ≥ 1, and for p > 2 and a ≥ 1 we have
if a is even.
Our starting point is a parametrization of the set of discriminants
We shall prove that summing over d ∈ D such that ε d ≤ x amounts to essentially summing over the corresponding pairs (t, u) in a certain range. This follows from the arguments in [13] and was used by Raulf [11] to compute the first moment of class numbers over fundamental discriminants. Here and throughout we define
Then we have
Lemma 3.2. Let x > 0 be large. There is a one-to-one correspondence between the pairs (d, n) such that d ∈ D and ε n d ≤ x, and the pairs of positive integers (t, u) such that 2 < t ≤ X and d(t, u) ∈ D, where X is the unique solution to the equation
Moreover, the relation between a pair (d, n) and its corresponding pair (t, u) is given by
Proof. First, let (t, u) be such that 2 < t ≤ X and d(t, u) ∈ D. Hence (t, u) is a solution to Pell's equation
. Therefore, it follows from the theory of Pell's equation that there exists a positive integer n such that
2 ) then t = a + 4u 2 ℓ and hence d = 16u
, where P a,u is the quadratic polynomial defined by
One of the key ingredients in the proof of Theorem 3.1 is the evaluation of the following complete character sum , where e 1 ≥ 0 and e j ≥ 1 for 2 ≤ j ≤ r. Also, let m 0 be the squarefree part of m/2 e 1 .
Proof. Since C m (P a,u ) is a complete character sum then
First, since P a,u (ℓ) ≡ d(a, u) (mod 8) for all ℓ, then we obtain
if e 1 ≥ 1. This equality is also valid if e 1 = 0. On the other hand, for 2 ≤ j ≤ r we have
Since every ℓ ∈ {1, 2, . . . , p e } can be written in the form i = b+np with b ∈ {1, 2, . . . , p} and n ∈ {0, 1, . . . , p e−1 − 1} we deduce that for all 2 ≤ j ≤ r, we have
Now, it follows from Lemma 2.14 of [11] that if e j is even we have
while if e j is odd we have
Combining these estimates completes the proof.
Note that when m is even, the value of the character sum C m (P a,u ) depends on whether d(a, u) ≡ 0 (mod 4) or d(a, u) ≡ 1, 5 (mod 8). Before completing the proof of Theorem 3.1 we need the following Lemma which is a special case of Lemma 3.1 of [11] .
Then, writing u = 2 r 1 u 0 , where r 1 ≥ 0 and u 0 is odd, we obtain
and
otherwise, where η(u) = |{p ≥ 3 : p|u}|.
We now have the necessary ingredients to complete the proof of Theorem 3.1.
Proof of Theorem 3.1. First, by Lemma 3.2 we have
Moreover, it follows from Lemma 2.1 of [11] that
for any 0 < δ < 1/2. Choosing δ = 1/10 and noting that
On the other hand, since d ≤ ε
by (1.2). Therefore, we deduce that
For u ≤ x 1/10 fixed, consider the sum (3.6)
Now, if t ≡ a (mod 4u
2 ) and 2 < t ≤ x, then t = a + 4u 2 ℓ where 0 ≤ ℓ ≤ (x − a)/(4u 2 ). 
where P a,u (ℓ) is defined in (3.3) above. For any integers ℓ ≥ 1 and 2 < a ≤ 4u 2 + 2 we have P a,u (ℓ) = 16u 2 ℓ 2 + O(u 2 ℓ), and hence P a,u (ℓ)
. Therefore, we obtain (3.7)
. The inner sum can be computed from the sum ℓ≤y Pa,u(ℓ) m using partial summation. Now observe that for a real number y ≥ 2 we have
Therefore, by partial summation we deduce that (3.8)
Thus, inserting the estimate (3.8) in (3.7) we deduce that
Write m = 2 e 1 p e 2 2 · · · p en n , where e 1 ≥ 0 and e j ≥ 1 for 2 ≤ j ≤ n, and let m 0 be the squarefree part of m/2 e 1 . Then, it follows from Lemma 3.3 that C m (P a,u ) = 0 only when (u, m 0 ) = 1, and in this case we have
Write u = 2 r 1 u 0 , where r 1 ≥ 0 and u 0 is odd. We shall distinguish two cases according to Lemma 3.3. First, if e 1 = 0 then b a,u (m) = 1 and hence by Lemma 3.4 we obtain that
On the other hand, if e 1 ≥ 1 then we have
otherwise.
Furthermore, we define Combining these estimates with (3.5) and (3.6) we deduce that
Moreover, we have
Now, using that F m (u) is multiplicative, we obtain
The first factor ∞ a=0 F m (2 a )/2 a(k+2) depends on whether m is even or odd. Indeed, in the first case (which corresponds to e 1 ≥ 1) we have
.
On the other hand, if m is odd (that is e 1 = 0) then
Moments of the class number: Proof of Theorem 1.1
We shall first define the constant H(k) that appears in the asymptotic formula of Theorem 1.1. For k ∈ R, let d k (m) be the k-th divisor function, which is the multiplicative function defined on prime powers by
where C(k) and g k are defined in Theorem 3.1. Note that H(k) = p H p (k), where
by (3.1). We begin by proving the estimates for H p (k) that are stated in Theorem 1.1.
Lemma 4.1. Let k be a large positive real number. Then we have
and for p ≥ 3,
Proof. Observe that for any prime p, and real numbers k and t such that |t| < p we have
We first consider the case p = 2. In this case we have
by (4.3). The lemma follows upon combining these estimates with (4.2).
Let k be a positive real number. By the class number formula (1.1) we have
Hence, in order to find an asymptotic formula for this moment it suffices to estimate the sum
Indeed, an easy application of partial summation together with the following result imply Theorem 1.1.
Theorem 4.2. Let x be large. There exists a positive constant B such that uniformly for all real numbers k with 0 < k ≤ log x/(B log 2 x log 3 x) we have
For any k ∈ R, and Re(s) > 1 we have
We now recall some standard bounds for the divisor function Proof. First, by Lemma 3.2 we have
The contribution of the pairs (d, n) such that n ≥ 2, d ∈ D and ε n d ≤ x is negligible. Indeed, we have
by (1.2). Hence, combining this bound with (3.4) we deduce that
In order to bound the number of pairs (t, u) for which L(s, χ d(t,u) ) has a zero in R(x), we shall use the following zero-density result of Heath-Brown [5] , which states that for 1/2 < σ < 1 and any ǫ > 0 we have
where there exists a unique j ∈ {1, 2, . . . , M} such that d(t, u) = d j · ℓ 2 for some ℓ ∈ N. This implies that t 2 − 4 = d j u 2 ℓ 2 , which shows that (t, ℓ) is a solution to Pell's equation
, and therefore we must have
where ε d j u 2 is the fundamental unit associated to the discriminant d j u 2 . Since ε n d j u 2 ≤ t we obtain that |{(t, ℓ) : 2 < t ≤ x, ℓ ≥ 1, and
Thus, we deduce that
Choosing δ = 1/4 and using the bound (4.7) completes the proof.
We are now ready to prove Theorem 4.2.
thus for any real number k such that 0 < k ≪ log x/(log 2 x log 3 x), we have
for some constant c > 0, which follows from the standard bound
does not have a zero in the rectangle R(x). Then, it follows from Lemma 4.4 that
Therefore, using this bound together with (4.8) we obtain
Let y = x 1/60 , and ℓ = [k] + 1. Then, it follows from Proposition 4.3 that for any
if k ≤ log x/(B log 2 log 3 x) with a suitably large constant B. Hence, we derive
We now extend the main term of the last estimate, so as to include all discriminants d ∈ D with ε d ≤ x. Using (4.5) and (4.9), we deduce that
Combining this bound with Theorem 3.1 we obtain
Proof of Proposition 5. 
since f (t) = t 2 /2 + O(t 4 ) for 0 ≤ t < 1. Now, using the prime number theorem in the form π(t) − Li(t) ≪ t/(log t) 3 , together with partial summation, we obtain (5.3)
by a change of variables u = k/t, and since Therefore, it follows from (1.2) together with Corollary 1.2 and Proposition 5.1 that for 1 ≪ k ≤ log x/(B log 2 x log 3 x), we have (5.5)
Define κ := e τ −A 0 so that τ = log κ + A 0 . Also, let K = κe δ where δ > 0 is a small parameter to be chosen later. Then, it follows from (5.5) that Furthermore, since N x (t) is non-increasing as a function of t we can bound the above integral as follows
Inserting these bounds in (5.6), and using the definition of κ we obtain as desired.
