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1. Introduction 
In this paper ways of extending both the pe- 
ripheral hopscotch method [4,5] and the AD1 
hopscotch method [7] to include a mixed deriva- 
tive term are considered. This is an alternative 
approach to that of Gourlay and McKee [8], who 
extended the odd-even hopscotch [6] and the line 
hopscotch [7] to deal with a cross derivative, and 
the block methods of Evans and Danaee [3]. 
Consider the linear parabolic equation 
+, = L9 + g(x, YV I) (1.1) 
where 
L@ = atx,YY t>&,, + 2b(x,_Y* +#+ + C(X?L’? t)+,, 
subject to a > 0, c > 0, ac - b* > 0 in the region of 
(x, y, I) space given by R X [0 G t G T] where R is 
a closed region of the x, y plane with a continuous 
boundary aR. Initial and boundary data are given 
on t = 0 and dR X [O < t < T] respectively. 
Assume R is a square region and define a 
square grid system R, with mesh length h on R 
and let U,,” denote an approximation 
u(ih,jh, mk) where k is a uniform time step 
(ih, jh)E R,. 
2. Peripheral schemes for the mixed term 
to 
and 
Two peripheral methods for dealing with the 
mixed term may be defined using the finite dif- 
ference notation given in [8]. 
Peripheral I is similar to the ordered odd-even 
approach of Gourlay and McKee [8, (3.3)] and 
uses (see Fig. l), for points on 
(i) side 1 
(ii) side 2 
(iii) side 3 
(iv) side 4 
x 
Fig. 1. 
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This combination of schemes round the periph- 
eral is necessary to minimize the bandwidth of the 
resulting implicit equations that are periodic tridi- 
agonal. These may be solved using the method of 
Evans and Atkinson [2]. 
Peripheral Ii uses the same approximation to 
the cross derivative term as that used for the line 
method by Gourlay and McKee [8, p. 2021. This 
approximation may be applied at each point on 
the peripheral. Each implicit step then requires the 
solution of periodic quindiagonal equations (see 
111). 
ADI hopscotch. Neither of the above approxi- 
mations can be used with the y-AD1 hopscotch 
scheme. Following the notation of Gourlay and 
McGuire [7, (3.12)] a feasible scheme may be 
obtained using 
Similar expressions may be used to generate an 
x-AD1 hopscotch method. As with the line method 
each implicit step requires the solution of a system 
of tridiagonal equations. 
3. Numerical comparisons 
3.1. Parabolic equations 
The six methods, odd-even, line, block, AD1 
and the two peripheral schemes described above 
were used to solve a variety of parabolic equations 
of the form (1.1) with both constant and variable 
coefficients. The results given below form a repre- 
sentative sample. The results given for the 
line/AD1 hopscotch method represent the more 
accurate of the x-line/AD1 and y-line/AD1 
schemes. 
R is taken to be the unit square (0 < x, y < 1) 
and 1, = T = 0.5. All calculations were performed 
using a CDC 7600. The floating point arithmetic 
uses a 48-bit mantissa that is equivalent to ap- 
proximately 14 decimal digits accuracy. 
Example 3.1. This problem consists of (1.1) with 
a = 0.1, b = 0.05, c = 0.15 together with the initial 
conditions (p( x, y, 0) = sin( x + y ) and boundary 
conditions 
~(0, y, 1) = exp( - (a + 2b + c)t) sin(y) 
+(l,y,t)=exp(-(a+2b+c)l) sin(1 +y) 
+(x, 0, r) = exp( - (a + 26 + c)t) sin(x) 
+(x, l,t)=exp(-(a+2b+c)t)sin(l+x) 
and g(x, y, t) = 0. 
The theoretical solution is +(x, y, t) = exp( -(a 
+ 26 + c)t) sin(x +y). 
With h = 0.1 the calculations were performed 
for four values of the mesh ratio r. The absolute 
error at the central node at t = 0.5 was used to 
compare the accuracy of the methods. These errors 
are given in Table 1 and the CPU time, in seconds, 
required to obtain each approximation is given in 
Table 2. 
Example 3.2. This consists of (1.1) with 
a=ix*+ * 
2 y , b= -$(x2+y2), c=xz+ 2Y2 
together with the initial condition 
+,Y,o)=x2Y+Y2x 
and the boundary conditions 
9(0,y,t)=~(x,O,r)=O~ 
+(l,v, t)= [y+y’lexp(-1). 
+(x, 1, t) = [x + x*]exp( -t), 
with g( x, y, t) = 0. 
Table 1 
Example 3.1 - Mid point errors at f = 0.5 
Ordered Peripheral I 
r odd-even 
0.1 O.l08e-2 0.462e - 3 
0.5 O.l06e-2 0.451e-3 
1.0 0.994e - 3 0.417e-3 
5.0 O.l13e-2 0.674e - 3 
Block 
0.183e-3 
0.173e-3 
0.142e-3 
0.875e - 3 
ADI 
0.156e-3 
0.152e-3 
0.136e-3 
0.360e - 3 
Line 
O.l57e-3 
0.149e-3 
0.123e-3 
0.218e-3 
Peripheral II 
0.146e - 3 
0.135e-3 
O.i02e-3 
0.965e - 3 
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Table 2 
Example 3.1 - CPU time in seconds 
Ordered Peripheral I Block ADI Line Peripheral II 
r odd-even 
0.1 1.149 1.327 1.783 I.477 1.167 1.445 
0.5 0.231 0.280 0.36 1 0.297 0.247 0.302 
1.0 0.124 0.148 0.183 0.149 0.131 0.158 
5.0 0.039 0.043 0.04 1 0.03 1 0.040 0.044 
Table 3 
Example 3.2 - Mid point errors at r = 0.5 
Ordered Peripheral I Block AD1 Line Peripheral II 
r odd-even 
0.1 0.705e - 2 0.605e - 3 O.l50e-5 0.649e - 5 O.l48e-5 O.l39e-5 
0.5 0.670e-2 0.637e - 3 0.376e - 4 O.l63e-3 0.369e - 3 0.348e - 4 
1.0 0.684e - 2 0.736e - 3 O.l5Ie-3 0.652e - 3 O.l48e-3 O.l39e-3 
5.0 0.335e - 3 0.428e - 2 0.544e-2 O.l50e- 1 0.541e-2 0.474e - 2 
Table 4 
Example 3.2 - CPU time in seconds 
Ordered Peripheral I Block ADI Line Peripheral II 
r odd-even 
0.1 0.964 1.238 1.592 1.390 1.041 1.342 
0.5 0.204 0.260 0.322 0.279 0.220 0.280 
1.0 0.111 0.139 0.144 0.140 0.119 0.148 
5.0 0.034 0.040 0.036 0.03 1 0.036 0.041 
The theoretical solution is 
The values of h and r used are as for Example 3.1. 
The errors and timing are given in Tables 3 and 4, 
respectively. 
In both the examples considered the accuracy 
of the Peripheral I scheme and the AD1 scheme 
lies between the odd-even and the more accurate 
of the line methods. Neither however can be con- 
sider cost effective because of the execution time 
required. 
On the other hand the Peripheral II and block 
schemes do appear to have an advantage over the 
line method. For the second example considered 
the more accurate of the line methods is an order 
of magnitude better than the worse; and it is not 
obvious, a priori, which of the two schemes will be 
superior for problems with a mixed term. Both the 
Peripheral II and block schemes give an accuracy 
compatable with the better of the line methods 
without the need to choose a direction. The Pe- 
ripheral II method consistently executed faster 
than the block method. 
3.2. Elliptic problems 
In this section equations of the form 
Q = g(x, Y) (3.1) 
where L is defined as in (1. l), are solved using the 
line, odd-even, block, AD1 and Peripheral II 
hopscotch methods and the method of McKee and 
Mitchell [9]. The parameter f in McKee and 
Mitchell’s method is set to cc to ensure that the 
finite difference replacement is consistent with 
(3.1). 
The average absolute error 
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Table 5 
Example 3.4 - CPU time in seconds 
Method 30 steps 60 steps 
Odd-even 0.103 0.203 
Line 0.102 0.204 
Peripheral II 0.119 0.239 
Block 0.158 0.317 
ADI 0.198 0.398 
McKee and Mitchell 0.401 0.802 
where range over & internal grid points, 
used to measure how well is con- 
verging to the true It was felt 
a better overall view how 
is performing than just 
a range of iteration 
for m = 30 m 60 
in Table 5. 
of (1.1) with a = 1.0, 
b = 0.5, c = 1.0 y) 0. 
by 
9(O,Y) = 0 =+(x9 
PROBLEII 1 30 ITERTS 
VALUES ff R 
+(LY)=.Y+y*, 
$(x, 1) =x +x2. 
The theoretical solution is 
C#l(x,y) = x*y + xy’. 
The value of h was chosen as 0.1 and the initial 
values q,” = 1 for all i, j. The results are given in 
Figs. 2 and 3. 
Example 3.4. This consists of ( 1. I) with a = 1 .O, 
b = - 0.5, c = 1.0 and g(x, y) = 0. The boundary 
conditions are given by 
+(O,Y) = exp[fy]cos[tfiy], 
G(l,y)=exp[l +fv]cos[tJSy], 
+(x, 0) = exp(x), 
C#J(X, 1) = exp[l + ix]cos[+fi] 
that has a true solution 
9(x,y)=exp[x+ty]cos[t~y]. 
Once again h was chosen as 0.1 and q,” = 1 for all 
i, j as the initial guess (see Figs. 4 and 5). 
These examples illustrate the superiority of the 
ADI method and McKee and Mitchell’s method 
KEY 
BEST LIE 
PERIPHERAL 
nm Ml nm5L 
BEST A.O.I. 
EVANS AND DAN&E 
3 
-e _I 
Fig. 2. 
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PROBLEfl 1 66 ITERTS 
WJES OF R 
8.8 a.6 1.6 2.1 3.2 1.0 
ma ; I 
-1+.087- 
3 
-16.168 - 
KEY 
BEST LINE 
FEUIPHRN 
ImE ANU HITMBL 
BEST A.D.I. 
EVANsbNn DANAEE 
Fig. 3. 
both in overall accuracy and for the range of the ADI hopscotch is always superior to the better 
values of the iteration parameter for which conver- 
gence was obtained. From an accuracy viewpoint 
line, block, peripheral and odd-even hopscotch 
for a particular value of the iteration parameter. 
PROBLEII 2 38 ITERTS 
VUJE.5 OF R 
a.e 8.6 1.2 1.8 2.1 
8.88 f 
3.9 
-0.55 - 
-1.18 - 
-1.65 - 
-2.28 - 
-2.75 - 
-3.36 - 
I -3.65 - 
3 
-1.90 - 
KEY 
BEST LIE 
w1FlmL 
WEE MI IlITClQL 
BEST A.D.I. 
EvNENoDbNxE 
Fig. 4. 
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PROBLEfl 2 60 ITERTS 
VALLES OF R 
e.0 8.8 1.6 2.1 3.2 t.e 
0.w ’ 
-3.450 -
Fig. 5. 
The range of values of the iteration parameter for 
which convergence is obtained is far larger for the 
AD1 hopscotch and the McKee and Mitchell 
scheme than for the other four hoscotch methods. 
From a timing viewpoint the AD1 method is twice 
as fast as McKee and Mitchell’s scheme and ap- 
proximately 50% slower than the other hoscotch 
methods. 
4. Conclusion 
Peripheral and AD1 hopscotch methods have 
been proposed for the solution of elliptic and 
parabolic equations containing a mixed derivative 
term. Both schemes are slightly more expensive 
computationally than the methods proposed by 
Gourlay and McKee [8]. The performance of the 
block method is irregular, varying in accuracy 
from as good as Peripheral II to worse than the 
better line. However it is consistently more expen- 
sive computationally than both the line and pe- 
ripheral methods. 
Numerical evidence suggests that: 
(i) For a given iteration parameter/space-time 
discretization the peripheral scheme will produce a 
more accurate solution than both the odd even 
KEY 
labEVEN 
BEST LINE 
PEwlERAL 
HCKEE AND HITCH&L 
BEST h.O.1. 
EVANS Mn OMAEE 
and line hopscotch methods. Also, unlike the line 
method, the accuracy of the peripheral scheme is 
not dependent on the choice of direction. 
(ii) For elliptic problems the ADI hopscotch 
offers a good compromise between the speed of 
the other hopscotch schemes and the accuracy and 
the large range of possible iteration parameter 
values of McKee and Mitchell’s method. 
All the algorithms may be extended to three 
space dimensions and although not applicable in 
general regions the peripheral method may be 
useful in both circular and annular regions and for 
problems on open plane regions [S]. 
References 
111 
121 
[31 
[41 
A. Benson and D.J. Evans, Algorithm 80: an algorithm for 
the solution of periodic quindiagonal systems of linear 
equations, Comput. J. 16 (1973) 278-279. 
D.J. Evans and L.V. Atkinson. Algorithm S 1: An algorithm 
for the solution of general three term linear systems, Com- 
put. J. 13 (1970) 323-324. 
D.J. Evans and A. Danaee, A new group hopscotch method 
for the numerical solution of partial differential equations, 
SIAM J. Numer. Anal. 19 (1982) 588-598. 
CR. Cane, Computational techniques for the numerical 
solution of parabolic and elliptic partial differential equa- 
tions Ph.D. Thesis, Loughborough Univ. of Tech. 1974. 
M.A. Broom, T. R. Hopkins / Peripheral and ADI hopscotch methods 245 
[5] C.R. Cane and A.R. Gourlay, Block hopscotch procedures 
for second order parabolic differential equations, J. Inst. 
Math. Appl. 19 (1977) 205-216. 
[6] A.R. Gourlay, Hopscotch: a fast second order partial dif- 
ferential equation solver, J. Inst. Math. Appl. 6 (1970) 
375-390. 
(71 A.R. Gourlay and G.R. McGuire, General hopscotch algo- 
rithm for the numerical solution of partial differential equa- 
tions, J. Inst. Math. Appl. 7 (1971) 216-227. 
[S] A.R. Gourlay and S. McKee. The construction of hop- 
scotch methods for parabolic and elliptic equations in two 
space dimensions with a mixed derivative, J. Camp. Appl. 
Math. 3 (1977) 201-206. 
[9] S. McKee and A.R. Mitchell, Alternating direction methods 
for parabolic equations in two space dimensions with a 
mixed derivative, Compur. J. 13 (1970) 8I-86. 
