ABSTRACT
designed to support rapid dynamic reconfiguration at runtime as the prime feature of the architecture. The key objective of the Zippy research effort is to identify the potential of rapid reconfiguration in an embedded computing context. In particular, we have studied hardware virtualization as one particularly interesting application domain for dynamic reconfiguration which allows for exploring new performance versus chip-size versus energy trade-offs in the architecture design phase. For increasing the efficiency of hardware virtualization, we have augmented the Zippy architecture with specific hardware components that implement the execution models required for hardware virtualization directly in hardware.
This chapter is structured as follows. In Section Background we present an overview of the area of reconfigurable processors. We present related work and discuss the motivation and need for hardware virtualization as a new approach to balance performance, energy efficiency and chip size in embedded processors. We introduce two hardware virtualization approaches denoted as virtualized execution and temporal partitioning that we have explored in our work. In Section Zippy dynamically reconfiguraBle processor architecture we present the architecture of the Zippy reconfigurable processor and point out the dedicated hardware units for efficient hardware virtualization. In Section tool flows we briefly introduce the hardware tool flow for mapping hardware accelerators to the reconfigurable array and the compilation tool chain. Section systemlevel cycle-accurate co-simulation introduces our system-level co-simulation environment that allows us to accurately evaluate a broad variety of reconfigurable processor architectures. In Section system-level cycle-accurate co-simulation we explain how the hardware virtualization techniques outlined in Section Background are supported by the Zippy architecture and we present two detailed case studies that demonstrate and evaluate the benefits of hardware virtualization on our architecture. Finally, we present an outlook on future trends in Section future trends and summarize the conclusions from our work in Section conclusions.
BACkgRound
The design and implementation of embedded systems is generally challenging due to the stringent performance, power and cost constraints. It has been shown for many applications that co-processors based on field-programmable reconfigurable hardware devices, such as FPGAs, allow for significant speedups, cost and energy savings over embedded systems based on generalpurpose microprocessors or microcontrollers. However, mapping complete applications rather than kernels to a reconfigurable device is difficult and often inefficient. It is useful to offload the performance hungry and latency sensitive application kernels to a reconfigurable coprocessor, while relying on a comparatively simple CPU core for handling the system management and control tasks that are not performance critical. Hence a processor architecture that combines reconfigurable hardware with a general-purpose CPU core in an integrated device is an attractive platform for building embedded systems. These architectures, denoted as reconfigurable processors have received increasing attention in the last years and a number of architectures have been introduced both in academic research and in the commercial marketplace.
Another trend that has emerged in recent years is the exploration of coarse-grained reconfigurable architectures. While fine-grained FPGAs are suitable for accelerating bit-oriented and custom operations, coarse-grained architectures operate on word-sized data and are particularly suitable for arithmetically intensive digital signal processing applications, as they occur in many embedded computing applications. Around the year 2000, a number of academic research projects have been started to study the potential of coarse-grained arrays in reconfigurable processors (Singh et al., 2000 , Miyamori & Olukotun, 1999 , Baumgarte, May, Nückel, Vorbach, & Weinhardt, 2001 , Salefski & Caglar, 2001 . These projects have shown that even rather small coarse-grained reconfigurable arrays can substantially improve the performance and energy-efficiency of an embedded systemon-chip. In contrast to competing technologies, such as ASICs, reconfigurable processors are fully programmable and hence allow to implement a wide range of application-specific co-processors, which can even be changed at runtime using dynamic reconfiguration.
While these results are highly encouraging, reconfigurable processors architectures still pose a number of challenges that delay the adoption of these architectures in the industrial practice. One particular area we have studied in our research presented here is finding ways of weakening the strong mutual dependence of the hardware accelerator circuits and the reconfigurable array architecture. While we take it for granted that the instruction set abstraction makes CPUs compatible, that is, the same binary code can be executed on any device in a processor family, configurations for reconfigurable accelerators are targeted to one specific device in a family without any compatibility on the binary (bitstream) level. Similarly, we take it for granted that CPUs can execute programs of arbitrary size by virtue of virtual memory, while the maximum size of a hardware accelerator circuit is strictly limited by the hardware resources provided by a specific reconfigurable array.
To overcome these limitations and to achieve a higher level of device independence of hardware accelerators and reconfigurable devices, researchers have studied approaches to transfer ideas from virtual memory to hardware and have coined the term hardware virtualization. In the area of reconfigurable architectures hardware virtualization is still an emerging field without a generally accepted terminology. In (Plessl & Platzner, 2004) we have presented a survey of different approaches and have proposed a taxonomy. In our research we have focussed on two approaches which we denote as virtualized execution and temporal partitioning.
• Virtualized Execution. The motivation for virtualized execution is to achieve a certain level of device-independence within a device family. An application is specified in a programming model that defines some atomic unit of computation. This unit is commonly called a hardware page. Hence, an application is specified as a collection of tasks (that fit into a hardware page) and their interactions. The execution architecture for such an application is defined as a whole family of devices. All devices support the abstractions defined by the programming model, that is, the hardware page and the interactions (communication channels). The members of a device family can differ in the amount of resources they provide, for example, the number of hardware pages that are executing concurrently, or the number of tasks that can be stored on-chip. Since all implementations of the execution architecture support the same programming model, an application can run on any member of the device family without resynthesis. In this respect, this approach is comparable to the device independence achieved for microprocessors by the definition of an instruction set architecture. The resulting independence of the device size allows the designer to trade off performance for cost. Furthermore, the forward compatibility lets us exploit advances in technology that result in larger and faster devices. • Temporal Partitioning. The motivation for this virtualization approach is to enable the mapping of an application of arbitrary size to a reconfigurable device with insufficient hardware capacity. Temporal partitioning splits the application into smaller parts, each of which fits onto the device, and runs these parts sequentially. Conceptually, this approach is similar to paged virtual memory, where applications can use an arbitrary amount of memory, which is divided into pages that are loaded into the processor on demand. Temporal partitioning was the first virtualization style that has been studied. It was a necessity when reconfigurable devices were too small for many interesting applications, but it is still of importance with today's multi-million gate FPGAs-in particular in embedded systems-for saving chip area and thus cost.
ZIppy dynAmICAlly ReConfIguRABle pRoCeSSoR ARChITeCTuRe
In this section we introduce a new dynamically reconfigurable processor architecture named Zippy. Zippy is not a single, concrete architecture but an architectural simulation model of a dynamically reconfigurable processor. The model integrates an embedded CPU core with a coarse-grained reconfigurable processing unit (RPU). Such architectures are commonly known as Reconfigurable Processors or hybrid CPUs (Compton & Hauck, 2002) . The design of the Zippy architecture is guided by two objectives. First, we want to provide an experimentation framework to study the use of coarse-grained, dynamically reconfigurable CPUs and the associated design tools in the embedded system domain. Hence, for exploring a wide variety of architectures, we have designed a widely parametrized architectural model that specifies a whole family of reconfigurable CPUs. Second, we aim at investigating dynamic reconfiguration and hardware virtualization in an embedded systems context. Hardware virtualization demands that circuits are partitioned into a number of smaller communicating sub-circuits at compiletime and that these sub-circuits are executed on reconfigurable hardware in a time-multiplexed way at runtime. Although hardware virtualization can be used with any reconfigurable architecture, an efficient implementation requires support by dedicated hardware components in the reconfigurable architecture, namely: 1. fast reconfiguration, 2. fast, repeated activation of a fixed sequence of configurations, and 3. efficient data-transfers between configurations.
The Zippy architecture supports these operations with the following architectural features:
that is, several configurations are stored onchip concurrently. The activation of a stored configuration happens within a single cycle 2. dedicated context sequencers that autonomously activate a programmable sequence of configurations for a given time, and 3. data-transfer register-files that are shared between different configurations for communicating data within the reconfigurable array, and FIFO memory-queues for communication between configurations and with the reconfigurable processor's CPU core.
System Architecture
Zippy is a reconfigurable processor composed of two main units: the CPU core and the reconfigurable processing unit (RPU) . Figure 1 presents a schematic drawing of the Zippy system architecture. The RPU acts as a coprocessor to the CPU, that is, the CPU's coprocessor interface is attached to the RPU's register interface. All data-transfers between the CPU and the RPU are performed via this coprocessor interface. Additionally, the various functions of the RPU (for example, configuration loading, context sequencer programming or synchronization of CPU and RPU) are exposed to the CPU via read and write operations on the register interface. We assume that the CPU and the RPU use the same clock. For the CPU core of the Zippy architecture we use the SimpleScalar PISA architecture, as defined by the SimpleScalar CPU simulator. Thus the CPU core is not a real CPU core, but a cycleaccurate simulation model (Austin, Larson, & Ernst, 2002) . SimpleScalar is a well established tool for CPU architecture research and provides a highly configurable 32-bit super-scalar RISC architecture that allows for configuring the number of functional units (integer, floating-point, and multipliers), the degree of super-scalar processing, branch prediction, cache hierarchies and much more. These configuration parameters allow for customizing the CPU to model a broad range of architectures, from small low-end CPUs with a single integer ALU and small caches to powerful super-scalar CPU architectures with multilevel cache hierarchies.
Attached to the CPU via a co-processor interface is the RPU that features a coarse-grained reconfigurable array as a computational resource. To provide the reconfigurable array with configurations and data, the RPU offers memories for storing the configurations and FIFO memory queues for data-transfers between CPU and RPU. For supporting efficient hardware virtualization, dedicated context sequencers allow for switching between different configurations during runtime. Just as the CPU core, the RPU architecture model is also highly configurable which enables us to explore and evaluate a whole family of reconfigurable processors. Customizable RPU parameters include the width of the data-path, the size of the memory queues, number of configuration contexts, dimensions of the reconfigurable array and the interconnect between the cells of the array.
Reconfigurable processing unit Architecture
A schematic diagram of the reconfigurable processing unit is shown in Figure 1 . Zippy is a multicontext architecture, i.e., several configurations can be stored concurrently on-chip in the configuration memory. The RPU can switch rapidly between these configurations. The activation and sequencing of configurations is controlled by the context sequencer. The FIFOs are accessible by both, the reconfigurable array and the CPU core and are used to pass input data and results between the CPU core and the reconfigurable array and also between different configurations (contexts) of the RPU. The register interface provides the CPU with access to the RPU function blocks.
Reconfigurable Array
The reconfigurable array is the core unit of the Zippy architecture. It is organized as an array of uniform, coarse-grained reconfigurable cells, which are connected by two programmable interconnection structures: a local interconnect and a bus interconnect. The reconfigurable array has two input and two output ports and that connect the internal buses to the IO-controllers of the RPU. The bit-width of the ALU in the cells, the interconnection wires, and the FIFOs can be configured. Typically, the bit-width is set to 16 bit or 24 bit, which are common bit-widths for many fixed-point signal processing algorithms.
Interconnection Network
The Zippy architecture uses two interconnection structures: a local interconnect between neighboring cells, and a bus interconnect, between cells in the same row or column. The local interconnect allows each cell to read the output data from all of its 8 immediate neighbors. To make the array's interconnect fully symmetric and uniform, the local interconnect is cyclically continued at the edges. For the bus interconnect, the array provides three types of horizontal buses: the horizontal north buses that connect cells in adjacent rows, horizontal south buses that connect cells in the same row, and the memory buses that connect all cells in a row to one on-chip memory block per row. Additionally, vertical buses provide connectivity between the cells in the same column. An example for the schematic of the interconnect is shown in Figure 6 .
Reconfigurable Cell
The reconfigurable cell is composed of three main structures: a versatile input structure with overall three inputs, an operator block, and an output structure. Figure 2 presents a detailed schematic of the cell.
The function of all shaded parts is controlled by the configuration. As Zippy is a multi-context architecture every context has a distinct configuration for these parts. In addition to the inputs, the current context selector is also fed into the cell to control the input multiplexers of the input and output register-files.
The input multiplexers (inpX select) connects each input (inpX) to either of six sources: to one of the cell's inputs (horizontal bus, vertical bus, any local neighbor), to a configurable constant, to the cell's output register (feedback path), or to one of the registers of the input register-file. The input register-file provides a dedicated register per input and context, which stores the selected bus or local input. The input register-files can be used for transferring data between the contexts; since the input multiplexer (inX select) has also access to input registers that have been written in all different contexts.
The operator block is based on a fixed-point ALU and performs the cell's computation. The operator takes up to three inputs and computes one output value. Figure 2 includes a table of supported cell operations.
Most arithmetic and logical operations are self-explaining. The pass operation forwards the unmodified input value to the output, which can be useful for routing purposes. The testbitat operations are used for bit-tests. The mux (sel,a,b) operator is a ternary operator that forwards input a or input b to the output, depending on the value of the least-significant bit of sel. Each row of cells has access to a shared ROM memory block The rom(addr) operation of a cell reads the contents at address addr of the ROM associated with this cell.
Like the input register-file, the output registerfile provides a dedicated register per context. The output of the operator block is stored in a dedicated register of the output register-file. The output of the cell can be selected either as the combinational output of the operator block, or as the contents of an output register. Since the output multiplexer has access to all output registers it can also be used for data-transfers between different contexts.
Memory Blocks
Each row of the reconfigurable array has an associated ROM memory block. The depth of the ROM is an architecture parameter, the content of the ROM is defined by the configuration.
FIFO Memory Queues and IO controllers
The RPU provides two FIFO memory queues. The depth of the FIFOs is parametrized. The FIFOs are used for transferring input data from the CPU to the RPU and for reading the results back to the CPU after processing. As the FIFOs are accessible from any context they can be also used for passing data between contexts. This is particularly important for the virtualized execution hardware virtualization mode, where FIFOs are The reconfigurable array accesses the FIFO contents via input and output buses that are connected to IO ports, that is, input ports (INP0/1) and output ports (OUTP0/1), as well as to the bus interconnect. For controlling the access to the FIFOs, the architecture provides dedicated IO controllers, which are simple yet effective controllers for generating many important FIFO activation sequences. For example, the controllers can generate repetitive activation sequences, for example, enabling the FIFO in every fourth cycle. Additionally, the controllers can generate more complex activation schemes that depend on the number of execution cycles without fixing this number at circuit compilation time. For example, writing to a FIFO can be stopped a given number of cycles before the end of the last cycle. This activation mode is important for pipelined circuits when the transient data-samples, caused by filling and clearing the pipeline, shall be discarded.
Register Interface
The register interface implements the interface from the CPU's coprocessor port to the RPU and vice versa. It is accessed with the coprocessor instructions that we have added to SimpleScalar. Table 1 provides an overview of the commands supported by the register interface.
The FIFO functions offer FIFO read and write access to the CPU, further the FIFO's fill-level can be queried. The configuration memory command initiates the upload of a configuration to a context memory. The cycle count command sets the number of execution cycles if the cyclecounter context sequencer is used. This register is also polled by the CPU for detecting the end of the execution. Context select activates a context for execution. Optionally, the registers in the cell's register-files that are associated with the selected context can be reset on activation. The remaining context sequencer commands are used for selecting the context sequencer mode and setting the sequencer's parameters.
Context Sequencers for Hardware Virtualization
Hardware virtualization requires the execution of a sequence of configurations (contexts) where each context is executed for a predefined number of cycles. Efficient context sequencing is a precondition for efficient hardware virtualization, but has so far not been explicitly targeted in related work. The requirements on the efficiency depend on the hardware virtualization approach (see Section Background). Hardware virtualization using temporal partitioning requires a context switch in every cycle and hence demands for a context sequencer with low timing overhead. If the virtualized execution hardware virtualization method is used, the execution can tolerate longer context switching overheads, since context switches occur less frequently. Hence, the context sequencing could be controlled either by the reconfigurable processor's CPU core or a dedicated sequencer. However, a dedicated sequencer as it is provided in the Zippy architecture increases the performance. The Zippy architecture offers a choice of three different context sequencers that are designed to match the requirements for hardware virtualization: the cycle-counter sequencer, the virtualized execution sequencer, and the temporal partitioning sequencer. These sequencers handle the activation and switching of contexts without CPU intervention and thus relieve the CPU from this task. Figure 3 shows the activation sequences that are generated by the sequencers with timing-diagrams. a) Cycle-Counter Context Sequencer. The Cycle-Counter Context sequencer is the basic form of a context sequencer. It executes a single context for a configurable number of cycles, after which the execution is stopped. This sequencer is very similar to the mechanism proposed by Hauser to control the execution of the GARP architecture (Hauser, 1997) . Figure 3 (a) illustrates the generated activation patterns. In this example, context 0 is activated for 128 cycles. The CPU detects the end of the execution phase by polling the cycle down register for reaching zero. b) Vi r t u a l i z e d E x e c u t i o n C o n t e x t Sequencer. The Virtualized Execution Context Sequencer executes a programmable sequence of contexts. After a context has been executed, the next context is activated and executed, until the whole sequence of contexts has been processed. The duration of the execution can be configured per context. Figure 3(b) shows an example for a virtualized execution sequencer with 3 contexts: Context 0 is executed for 128 cycles, then context 2 is executed for 2 cycles, and finally, context 1 is executed for 64 cycles. The termination of the sequence is detected by polling the context sequencer status register.
c) Te m p o r a l P a r t i t i o n i n g C o n t e x t
Sequencer. The Temporal Partitioning Context Sequencer is specifically designed for hardware virtualization through temporal partitioning. Temporal partitioning requires a very specific, cyclic execution sequence.
Figure 3. Context sequencers
Each context is executed for a single cycle, after which the next context is activated and executed. After the last context, the sequence is cyclically repeated. Due to the frequent context switches, a context sequencer with low switching overhead is mandatory for efficient temporal partitioning. Our design allows for switching contexts in a single cycle, that is, without any timing overhead. Figure 3 (c) shows an example with 3 contexts that are repeated 128 times. Note, that this sequencer has no overhead for context switching in contrast to the virtualized execution sequencer (see Figure 3 (b)).
Multi-Context Architecture
In order to support rapid reconfiguration, we have designed Zippy as a multi-context architecture. Multi-context architectures concurrently store several configurations-denoted as contexts-onchip and allow for switching rapidly between these configurations. While multi-context devices do not decrease the time for initial loading a configuration, they can dramatically reduce the reconfiguration time because they allow for fast switching between preloaded contexts. All contexts share the computation elements in the data-path, but each context has its own set of registers. This allows us to store and share intermediate results generated by a context until the next context invocation. These registers eliminate memory to store this data and render time-consuming context store and restore phases unnecessary.
Configuration Architecture
The configuration architecture of Zippy is similar to the configuration architecture of fine-grained FPGAs. The configurations are stored in the configuration memory (SRAM) and determine the function of the cells and the IO controllers, and configure the interconnection network. If the active configuration is switched, for example, by the context sequencer, the configurations of all cells change at once. The configuration bitstream is uploaded from the CPU to the RPU via the register interface. The RPU supports the download of full and partial configurations for any of the contexts. A partial reconfiguration can be used to make small changes to a configuration and prevents the overhead of loading a full configuration.
The size of a configuration depends on the architecture parameters, for example, the size of the array, the bit-width, the size of the on-chip memory blocks, etc. Given an array instance with 4×4 cells, a data-width of 24 bits, 2 horizontal north buses, 2 horizontal south buses, 2 vertical buses and a 128x24bit ROM per row, the configuration size of a context is 1784 bytes.
Tool flowS
For implementing hardware accelerated applications on the Zippy architecture, we have developed an automated hardware and software tool flow which is graphically outlined in Figure 4 .
The starting point of the tool flow is an application specification as C source code. In a manual codesign process the application is decomposed into a hardware part, a software part, and a context sequencer configuration. The software part is specified as C source code and uses a communication and reconfiguration library for accessing the RPU. The hardware part is a circuit that uses the resources of the reconfigurable array and is specified as a netlist. In the subsequent hardware implementation tool flow, an automated placement and routing process determines a valid implementation of the circuit on the reconfigurable array. This implementation is transformed into configuration data that is downloaded to the RPU. When implementing applications that use hardware virtualization, the placement and routing process is repeated for every sub-circuit. In a final step, the software part of the application is compiled into an executable with a C compiler.
hardware Tool flow
In this section, we provide a brief overview over the Zippy hardware tool flow, which transforms the specification of a circuit into configuration for the reconfigurable array. A detailed discussion of the hardware tool flow can be found in (Plessl, 2006) .
We assume that the circuit to be implemented is defined as a netlist of technology-mapped coarsegrained operators that can be implemented by the cells of the reconfigurable array. The netlist is a directed graph composed of the following elements: primary inputs, primary outputs, coarse-grained cells, and registers. Given the coarse grained nature of the cells, the netlist can be obtained easily from signal-flow diagrams, which are a frequently used specification formalism in digital signal processing. Figure 5 presents an example for a graphical representation of the netlist of a first order FIR filter, which is a canonical signal processing application.
For mapping the components of the circuit's netlist to the coarse-grained reconfigurable array, we have developed an automated placement and routing tool named zroute. zroutes builds on core methods and algorithms from the VPR (versatile place and route) tool (Betz, Rose, & Marquardt, 1999) which is the most widely used academic placement and routing framework for fine-grained FPGAs. Just like VPR, we place netlists with a randomized placement procedure and use simulated annealing to optimize the placement. For routing we use an algorithm that is an adapted version of the Pathfinder algorithm (Ebeling, McMurchie, Hauck, & Burns, 1995) . Our modifications to the place and route algorithms (for details see (Plessl, 2006) ) mainly concern the The configuration of the reconfigurable array is determined by the results of the placement and routing process which determines the locations to which each netlist element is mapped and the settings for the programmable switches, multiplexers, and cell input/output blocks. The configuration for the reconfigurable array is specified as a hierarchical VHDL data-structure which can be directly used by the VHDL simulation model of the RPU in the performance evaluation framework (see Section system-level cycle-accurate co-simulation). We use VHDL as the native configuration format because it is human readable and allows for manual modification. Additionally, our tool flow implements an automated translation from the VHDL configuration data structures to a compact binary format and vice versa. This binary configuration bitstream is the data that is finally stored in the configuration memory. Figure  6 shows the place and routed FIR filter on a 2x2 cell instance of the Zippy architecture.
Software Tool flow
This section introduces the software tool flow for the Zippy architecture. The result of the software tool flow is the executable for the reconfigurable processor's CPU core. The executable incorporates the software parts of the application, the configuration for the context sequencers, and the configuration bitstreams that have been created by the preceding hardware tool flow.
Our software tool flow is based on the GNU C compiler tool chain for the SimpleScalar PISA architecture. Since we have extended the PISA instruction set with new co-processor instructions for accessing the RPU we need to extend the code generation capabilities to support these instructions. As modifying the assembler and compiler with support for new instructions requires significant modifications of the code, we have developed a pragmatic approach for code generation that avoids any modification of the assembler and the compiler. Instead we use the unmodified compilation tools and extend the standard compilation flow with additional pre and post processing steps.
We exploit the fact that the C compiler passes any inline assembler instructions directly to the assembler. This mechanism allows us to pass arbitrary, pseudo-instructions to the assembler without modification. The GNU C compiler simplifies this task by supporting powerful inline-assembler macros. These macros can create high-level wrappers around inline-assembler commands that can be used like ordinary C functions. The assembler code within these macros can interact with surrounding C code and can access variables using their symbolic names. The application thus never calls a coprocessor instruction directly, but always uses the function wrappers which are provided to the developer as a communication and configuration library allowing to conveniently access the RPU's functions.
While the proposed method enables the C compiler to issue the new coprocessor instructions, the assembler still cannot process them, because they are not part of the PISA instruction set. We solve this problem by splitting the compilation process into two phases: the compilation phase and the assembly phase. In an intermediate processing step (instruction encoding) the coprocessor instructions are replaced by instructions that are understood by the assembler. The coprocessor instructions in the application's assembly code serve as pure pseudo-instructions that cannot be directly executed. But, although the instructions are not executable, the inline-assembler has determined the register allocation for the instruction's operands. The final instruction encoding step removes these pseudo-instructions from the assembly and replaces them with the binary instruction encoding for the instructions and their register operands. The instruction encoding is specified with a.word assembler directive, which can insert arbitrary data in the assembled object code. Figure 7 depicts the augmented software tool flow and presents the implementation of the RU_readfifo function wrapper which reads the contents of a FIFO on the RPU.
SySTem-level CyCle-ACCuRATe Co-SImulATIon
In this section we introduce our co-simulation framework for accurately assessing the performance of the reconfigurable processor architecture, which we have introduced in (Enzler et al., 2003a (Enzler et al., , 2005 . The design of a reconfigurable processor involves a multitude of design decisions related to finding an optimal architecture of the reconfigurable processing unit (RPU) and a suitable system integration of the CPU and Figure 6 . Implementation of a first order FIR filter on a 2x2 instance of the reconfigurable array the RPU. The design decisions for the RPU (for example, the type of reconfigurable logic cells, interconnect, configuration architecture), the CPU (for example, the kind of execution units, degree of parallelism, memory and cache architectures), and the bandwidth and latency characteristics of the interface have complex interactions. Also dynamic effects in the CPU core, variable delay for communication between CPU and RPU, and possibly data-dependent processing times in the RPU, render pure functional RPU models for the performance evaluation of the reconfigurable processor inaccurate because the raw (best-case) performance of the RPU and the actual performance when integrated in a reconfigurable processor can differ significantly.
To address this performance evaluation we have created an execution based performance evaluation method based on co-simulation. Instead of writing a single simulator that simulates Figure 7 . Tool-Flow for generating software executables running on the CPU the whole architecture, we combine two existing cycle-accurate simulators, the cycle-accurate SimpleScalar CPU simulator and the ModelSim simulator, which executes a cycle-accurate VHDL model of the RPU. This co-simulation strategy allows us to perform system-level performance evaluation and to use the most productive simulation tool for each simulation task. Figure 8 shows the architecture of the co-simulation framework.
Cpu Simulation model
As introduced in Section system architecture we use the SimpleScalar CPU simulator (Austin et al., 2002) for simulating the CPU core and the memory hierarchy of the Zippy architecture. Since SimpleScalar is available in source code and can be easily extended with new instructions and even functional units, it is well suited for building a functional-simulation-based simulator for a reconfigurable processor. We have extended SimpleScalar with a coprocessor interface, which is modeled as a functional unit, and with instructions for accessing the coprocessor interface.
Conceptually, the RPU coprocessor is attached to this coprocessor interface. But while the coprocessor interface is modeled within SimpleScalar, the RPU itself is modeled outside of SimpleScalar with a VHDL simulator that executes a cycle-accurate VHDL model of the RPU. The co-simulation framework takes care of bridging the coprocessor access of SimpleScalar to the external VHDL simulator and returning results from the VHDL simulation to SimpleScalar again.
Rpu Simulation model
The RPU is modeled as a cycle-accurate VHDL model. We prefer using VHDL over other discrete event simulation approaches, since VHDL supports the modeling at different levels of abstraction ranging from high-level behavioral modeling over register transfer level modeling down to structural modeling. In spite of these different levels of abstraction, VHDL allows for retaining overall cycle accuracy, while using the expressiveness of behavioral modeling for parts of the model. Further, a VHDL model can not only be used for a system-level co-simulation of the reconfigurable processor, but the same model can be refined to the synthesizable VHDL subset from which a prototype VLSI chip implementa-
Figure 8. Co-simulation framework integrating the SimpleScalar and ModelSim simulators
tion can be generated. Hence, we can get a perfect match of the architecture simulation model and the architecture implementation.
We use the ModelSim simulator (ModelSim SE User Manual, 2005) for executing the RPU's VHDL model. ModelSim is a powerful mixedlanguage simulator supporting VHDL, Verilog, and SystemC. ModelSim provides the programmer with direct access to the simulation kernel via the foreign language interface (ModelSim SE Foreign Language Interface, 2004) . This extension interface allows for loading user-defined shared libraries with access to ModelSim's simulation kernel into the simulator. We use this extension interface to integrate SimpleScalar and ModelSim into a common co-simulation environment.
Co-Simulation framework
The system-level co-simulation framework for the Zippy architecture combines the cycle-accurate simulation models for the CPU core and the RPU into a common simulator.
The main result obtained from the co-simulation is the application's execution time measured in cycles. Since the co-simulation is execution-based, the execution of the application includes also the process of loading the configurations to the RPU, transferring data between CPU and RPU and switching between configurations. Additionally, SimpleScalar collects a multitude of execution statistics for the CPU core, for example, cycles per instruction, cache and branch-prediction missrates, and dispatch rates for the instruction fetch, load-store and register updated units. Assuming a certain CPU clock rate, the CPU utilization (load) can be computed as a derived metric. The CPU utilization is of interest for applications that demand for fixed-rate processing (for example real-time audio signal processing) instead of throughput maximization.
In the co-simulation framework, both simulators run in parallel as separate processes that communicate using a shared memory area. The SimpleScalar simulator acts as the master of the simulation and exerts complete control over the RPU simulation via ModelSim's foreign language interface. Whenever SimpleScalar encounters a coprocessor instruction, it relays the corresponding command to ModelSim, which executes the RPU's VHDL model and transfers the results back to SimpleScalar.
hARdwARe vIRTuAlIZATIon on The ZIppy pRoCeSSoR
In this section we present case studies that demonstrate the use of hardware virtualization on the Zippy architectures. While the virtualization techniques introduced in Section introduction can be generally used with any dynamically reconfigurable architecture, hardware virtualization can lead to very high performance penalties when used on arbitrary architectures. The key to efficient hardware virtualization is to provide mechanisms for fast reconfiguration, for automated low overhead activation of configurations sequences, and support for storing the state of a previous context while another context is active. When designing the Zippy architecture, we have addressed exactly these features in order to provide a reconfigurable architecture that is tailored for hardware virtualization.
In the following, we elaborate how the Zippy architecture supports the virtualized execution and temporal partitioning virtualization techniques and we present case studies that demonstrate and evaluate these hardware virtualization modes.
virtualized execution
Virtualized execution mainly asks for two architectural features: a basic unit of computation (called operator, or hardware page), and a mechanism for communication between these operators.
In the Zippy architecture, a configuration of the reconfigurable array can be treated as the operator. The multi-context support can be used to hold several operators concurrently on-chip, without reloading them. Since each context has a dedicated set of registers, the contexts can operate without interfering with each other.
Since all configurations have access to the FIFOs on the RPU, these FIFOs can be used to implement the communication between the operators. Hence, the Zippy architecture is appropriate to implement applications that use a coordination model based on tasks communicating via FIFOs, for example, applications specified as a process network.
Virtualized execution works at the task level and sequencing between configurations is required rather infrequently. Thus, context switching and sequencing performance is less critical than in the case of temporal partitioning where a context switch is required in every cycle. Hence, the runtime system can be implemented in software on the CPU core and a dedicated context sequencer is not strictly required.
Case Study: Virtualized Execution of a Digital Filter
In this case we study an application of hardware virtualization by virtualized execution on the Zippy architecture. Virtualized execution is suited for data streaming applications that map well to (macro-)pipelines where each pipeline stage is implemented by one configuration of the reconfigurable array. Hence, the basic unit of computation (hardware page) in this example is a 4×4 instance of the Zippy reconfigurable array. Macro-pipelining is a special case of virtualized execution and restricts the communication between the subcircuits to forward pipelining, hence feedback exists only within a subcircuit.
As an example, we present the partitioning and mapping of Finite Impulse Response (FIR) filters (see for example, Oppenheim & Schafer, 1999) which are important building blocks in many digital signal-processing applications. We show how FIR filters of arbitrary order-that are too large to fit entirely into an RPU configuration-can be implemented with virtualized execution. We consider the implementation on three architectural variants of the Zippy architecture: an implementation that uses only the CPU core, an implementation on a single-context RPU, and an implementation on a multi-context RPU with 8 contexts.
FIR Filter Partitioning and Mapping
Macro-pipelined virtualized execution requires that the application is split into a sequence of operators with forward-pipelining between operators only. For FIR filters it is possible to split a large filter into a sequence of communicating subfilters with algebraic manipulations of the transfer function. 
The answer Y(z) of an FIR filter, specified by its transfer function H(z), to an input signal X(z) can be computed as Y(z)=H(z)⋅X(z). H(z) is defined as a polynomial in
 E a c h o f these polynomials represents an FIR filter of lower order. Hence, this algebraic manipulation splits up the initial FIR filter into a cascade of FIR filters (subfilters), where each subfilter implements a part of the factorized transfer function. If the input data-stream is filtered through a cascade of these subfilters, the initial FIR filter function is computed.
In this case study we implement a 56th-order FIR filter as a cascade of eight 7th-order filter stages. Each stage is implemented in the so-called 'transposed direct form'. Figure 9 shows a simplified schematic of the mapping of one of these stages onto the reconfigurable array. The filter coefficients are part of the configurations and are computed by factorizing the initial transfer function of the filter.
Each FIR subfilter comprises delay registers (see Figure 9) , which form the state of the RPU context. At the next invocation of the context, the subfilter requires that the state, that is, the register contents, is restored before the context is executed again. Figure 10 illustrates the execution schedule for the application on the single-context and the 8-context implementation.
In the single-context implementation, each execution of a subfilter is preceded by a configuration load, switch (activation), and restore phase. The execution phase can run for an arbitrary number of cycles. The output of a subfilter is intermediately stored in a FIFO of the RPU and constitutes the input data for the subsequent subfilter. The length of an execution phase is bounded by the size of the FIFOs.
The restore phase restores the delay registers to their values at the end of the last execution. The restore phase is needed, since the singlecontext architecture provides only a single set of registers whose contents are overwritten if a different configuration is executed. We implement the restore operation by overlapping subsequent data blocks (Oppenheim & Schafer, 1999) , which results in an execution overhead. In the case of the 8-context implementation the state is preserved automatically and no overlapping of data blocks 
Experimental Setup
In total, we process 64k samples organized in data blocks in each simulation run. The size of the data blocks is a simulation parameter and corresponds to the depth of the FIFO buffers available on the RPU. We vary the depth of the FIFOs between 128 and 4k words. A data block is written to the RPU, processed sequentially by the eight FIR subfilter stages, and finally the result is read back from the RPU.
A control task running on the CPU core controls the loading and activation of contexts according to Figure 10 . In the case of the 8-context implementation, each context is loaded only once at initialization. In the single-context implementation the configurations must be loaded at each invocation of a context. Further, the delay registers of the context are restored by overlapping the data-blocks by 57 samples (filter taps of the non-virtualized FIR filter).
The RPU architecture in this example features a 4×4 instance of the Zippy architecture with 2 horizontal north buses, 1 horizontal south bus and no vertical buses. The parameters of the CPU core are summarized in Table 2 .
Results and Discussion
The simulation results, that depend on the implementation architecture and on the FIFO buffer size, are presented in Table 3 and Figures 11 and 12.  Table 3 shows the execution time in cycles for the various architectures. For comparing the performance of the implementation, the table also shows the execution time normalized to cycles/ Figure 11 . Relative speedup of reconfigurable processor implementation in the virtualized execution case study (tap⋅sample). The execution time of the filter for the pure CPU implementation varies only slightly with the block size and amounts to 110.65 million cycles on average. Figure 11 shows the speedups relative to this execution time. Figure 12 presents the CPU load on the CPU core for the different architectures. For computing the CPU load, we assume a real-time system that filters blocks of data samples at a given rate. When the filter computation is moved from the CPU to the reconfigurable array, the CPU is relieved from these operations and can use this capacity for running other tasks. However, the CPU still has to transfer data to and from the FIFOs, load the configurations to the RPU on demand, and control the context switches. The load given in Figure 12 determines the spent CPU cycles normalized to the CPU only system. This case study shows, that we can not only implement the large FIR filter, but also achieve two main benefits over a pure CPU implementation: First, the computation is accelerated, and secondly, the CPU is relieved from some operations and can devote the free capacity to other functions.
We point out the following observations:
• Using an RPU we achieve significant speedups, ranging from a factor of 2.4 for a 128 word FIFO single-context device up to a factor of 9.5 for an 8-context RPU with a 4096 word buffer.
•
The system performance in terms of speedup and CPU load depends on the length of the FIFO buffers. Enlarging the FIFOs increases the performance but also the filter delay. For instance, a single-context RPU using a FIFO with 1k words instead of 128 words improves the speedup from 2.43x to 6.85x (factor 2.82) and reduces the CPU load from 28.4% to 6.4% (factor 4.43). But at the same time, the latency is increased by a factor of 8. Practical applications, for example, real-time signal processing, could limit these potential gains by imposing delay constraints. This case study shows, that virtualized execution is a useful technique for implementing a macro-pipelined application on the Zippy architecture. We have shown, that a large FIR filter can be partitioned and executed on the Zippy architecture. One configuration for the RPU corresponds to the hardware page required for virtual execution. The hardware pages communicate via the on-chip FIFOs that are accessible from all contexts. The runtime system for sequencing the contexts is implemented by the CPU core.
The results of the case study also emphasize the importance of the system-level cycle-accurate simulation for architectural evaluation and optimization. Only a system-level evaluation approach allows us to accurately quantify the design trade-offs.
Temporal partitioning
An efficient implementation of temporal partitioned circuits demands for a modified hardware implementation tool flow and for additional dedicated hardware. The key requirements are: 1. fast switching between configurations, 2. fast cyclic sequencing of a pre-defined sequence of configurations, and 3. efficient and fast communication between contexts. Dedicated hardware support for all of theses requirements has been incorporated in the Zippy architecture: We compare the execution of an ADPCM application on a large instance of the Zippy architecture with the execution on a smaller instance of the same architecture. The large instance requires more area but allows to map the complete application into one configuration. The smaller instance requires temporal partitioning to run the application. For reference, we compare both implementations to a pure software implementation of the application running on the same CPU core.
Application
Adaptive Differential Pulse Code Modulation (ADPCM) is a speech coding algorithm which compresses the data rate by a factor of 4 while providing acceptable quality for voice signals. The decoder uses a simple predictor that predicts the next 16bit output value as the sum of the current output value and an increment. The increment is adapted based on a 4bit input signal using a non-linear function, which is defined by two look-up tables.
Figure 13. ADPCM: application netlist
Based on a ADPCM reference implementation, we have designed a hardware implementation of the ADPCM decoder which is shown in Figure 13 .
ADPCM uses 31 combinational operators (that can be directly implemented by a cell), 3 dedicated registers, 1 input, and 1 output port. The dedicated registers can be implemented within the input register files of the Zippy cells, see Figure 2 . Thus the hardware implementation requires an execution architecture with at least 31 cells.
Experiments
We have performed three experiments:
A. For the non-virtualized implementation, we have chosen a reconfigurable array of size 7×7. Although a 6×6 array would provide a sufficient number of cells, the dense interconnect structure of the ADPCM netlist leads easily to congestion and makes placement and routing on a 6×6 array rather difficult. Using a 7×7 array relaxes the implementation constraints and allows the tools to quickly find a routable implementation. B. For the virtualized implementation the full netlist has been manually partitioned into three smaller sub-netlists, such that each of them fits onto an array of size 4×4. Figure  13 presents the division of the initial netlist into three contexts. As previously explained, we use the output register files of the cells for inter-context communication. To simplify the hardware implementation process for this case study, we used dedicated cells with fixed placement as virtualization registers (denoted by t_x_y). For each sub-netlist a configuration is generated using the Zippy hardware implementation tool flow. The constraints for the fixed placement of the virtualization registers have been manually added to the sub-circuit's netlists. Figure  13 shows that for this temporal partitioned implementation of the ADPCM algorithm all feedback paths of the circuit stay within a single context. It must be emphasized that this is not a requirement for hardware virtualization by temporal partitioning. Thanks to the virtualization registers, arbitrary feedback cycles between contexts are possible. C. The pure software implementation uses the C source code of the ADPCM reference implementation. The code has been compiled with SimpleScalar's GNU C compiler. 
Experimental Setup and Results
We have evaluated the performance of these three implementations using our system-level cosimulation framework. For the simulation of the CPU core we approximate an Intel StrongARM architecture by useing the same parameter settings as in the previous case study, see Table 2 . For the RPU configuration we use the parameters shown in Table 4 , the size of the array is set to 4×4 and 7×7, respectively. We have used the software tool flow for creating the applications binaries. Since using memory-mapped IO for accessing the RPU requires to strictly retain the order of instructions, we have turned off compiler optimization for all three experiments to prevent any disarranging of instructions.
For performance evaluation we determine the execution time for decoding 250'000 AD-PCM samples, processed as 250 blocks of 1000 samples each. By averaging over 250 iterations we try to approximate the sustained application performance and to reduce the effect of the application setup phase.
The execution time is cycle-accurate on the system-level. That is, the execution time includes all overheads, such as reading the input data from memory, transferring data between CPU and RPU and vice versa, downloading the configurations, etc. Table 5 summarizes the results of the case study and demonstrates the trade-off involved in hardware virtualization with temporal partitioning. We point out the following observations:
• Using a reconfigurable co-processor yields a speedup over the pure CPU implementation of 1.64 when using the large reconfigurable array without temporal partitioning, and a slightly reduced speedup of 1.58 for the temporal partitioned implementation. The rather small difference of 6% in the speedups for the temporal partitioned and the non-partitioned case suggests, that the zero-overhead temporal partitioning sequencer handles the context sequencing efficiently.
•
Comparing only the raw performance of the hardware accelerated kernel can be seriously misleading. The non-partitioned ADPCM decoder decodes 1 sample per cycle, while the temporal partitioned implementation is 3 times slower (3 cycles per sample). While this large difference of Table 5 presents also data about the performance of the simulation environment. The total simulation time increases as a consequence of the additional RPU simulation by a factor of 21 for the experiment without temporal partitioning, and a factor of 86 for the temporal partitioned implementation. The temporal partitioning case is slower, since changing the active configuration of the RPU in every cycle leads to more signal transitions and the computational effort of discrete event simulation correlates with the number of signal changes.
With this case study we have demonstrated that hardware virtualization with temporal partitioning is feasible. We have studied the trade-offs between execution time and hardware requirements. We conclude that temporal partitioning offers a sensible approach to reduce the hardware requirements while still making use of the high performance of application-specific accelerator circuits. The reduction in hardware requirements is in particular attractive for embedded systems, where chip area is scarce due to cost constraints.
fuTuRe TRendS
Our research in hardware virtualization for processors with attached coarse-grained reconfigurable arrays has shown that hardware virtualization is feasible with only moderate architectural modifications over a regular, single context array. While hardware virtualization is currently still in its infancy and a subject of academic research, the expected practical implications are manifold. We believe that hardware virtualization may be a valuable key technology for designing new energy-efficient processors for mobile computing that are better suited to exploit performance versus chip-area versus power consumption trade-offs.
One could argue that the current trend to homogeneous multi-core processors that applies also to the embedded processor domain could be a threat to reconfigurable processor architectures. Admittedly the development of applications for reconfigurable processors is more complex because of the necessity to deal with hard and software design and two different tool chains, whereas multi-core CPUs are programmed using standard compilers and well known programming models. Still, in our view reconfigurable co-processors have at least two distinctive advantages over multi-core CPUs: First, as Enzler has shown in his dissertation (Enzler, 2004 ) the reconfigurable co-processor outperforms a CPU core by large in computational density (performance/area). For example, for a digital filter application it has been shown that increasing the chip size by approximately 20% result in a 9x speedup, where-assuming linear speedup-a multi-core CPU would require an increase in chip size by 900% for the same performance gain. Second, a multi-core processor requires the application to exhibit thread-level parallelism to achieve any speedups. In contrast reconfigurable accelerators can exploit many forms of spatial parallelism and can be used to improve single-thread performance. Hence we consider reconfigurable accelerators not merely as a competing but as a complementary technology that can be used to build heterogeneous multi-core processors that combine the benefits of both worlds.
ConCluSIon
In this chapter we have presented our work on a coarse-grained reconfigurable processor architecture that was developed in the Zippy research effort at ETH Zürich and University of Paderborn. The design of this architecture was guided by the objective to support novel, innovative usage modes that are enabled by fast dynamic reconfiguration. A specific focus of our work, which we have presented in this chapter, is the investigation of hardware virtualization concepts. Hardware virtualization has been peripherally touched in related work, but has not been considered in a holistic approach for reconfigurable processors like ours that reaches from the fundamentals of hardware virtualization, over dedicated hardware units for increasing the efficiency of hardware virtualization, to design methods and tool flows for hardware virtualization.
In this chapter we have focused on the hardware architecture and have presented two detailed case study that demonstrate how these virtualization techniques can be applied and what benefits can be achieved. Our case studies underpin our proposition that coarse-grained reconfigurable processors are promising target architectures for embedded systems as they allow for significantly increasing the performance at a moderate increase in chip size. The hardware virtualization techniques introduced in this chapter show a new way for balancing performance and chip size which opens up new points the computer architecture design space.
In order to allow other researchers to take up, expand or contribute to our work, we have released the ZIPPY architecture model and all the associated tool flows as open source software under the permissive BSD license. The source code is available on http://github.com/plessl/zippy.
In our future work we plan to address the topic of design tools for hardware virtualization. While we have automated placement and routing, the process of creating the configurations for temporal partitioning and virtualized execution is still a manual process. For promoting hardware virtualization, the development of new methods and algorithms for decomposing application specifications into parts suitable for hardware virtualization and the integration of these methods into a coherent tool flow is highly desirable. For temporal partitioning, we have already presented initial work on a new design method that addresses this problem on the netlist level. An alternative approach is to address this problem in high-level synthesis tools. Since these tools operate on more abstract application specifications, for example, control data flow graphs, they have knowledge about the temporal behavior of the application which could be exploited to find the best contexts for virtualized execution. Finally, we plan to evaluate hardware virtualization with more benchmarks to show the applicability of the approach for a wide range of applications.
