Legumes are the third largest plant family in the world and the second most important crop family. Medicago truncatula has been chosen as a reference legume for genome sequencing because of its importance as a model for rhizobial and mycorrhizal relationships (Limpens and Bisseling, 2003; Cook, 2004) , its relatively small genome (Arumuganathan and Earle, 1991; Blondon et al., 1994) , tractable genetics, excellent genetic and physical map resources, and extensive synteny with larger legume crop and forage genomes. Previously, Medicago was the target of survey bacterial artificial chromosome (BAC) sequencing at the University of Oklahoma and funded by the Samuel Roberts Noble Foundation (May and Dixon, 2004) . In 2003, the U.S. National Science Foundation and European Union 6th Framework Program initiated support for large-scale genome sequencing, coordinated by an international steering committee.
Substantial new bioinformatics resources now are needed to sequence and annotate the Medicago genespace. They include data management and project coordination for the sequencing effort, as well as convenient access, query, and visualization for the broader user community. Delivering genomic resources to the user community while simultaneously coordinating the sequencing project requires the implementation of existing open-source tools, and the rapid development of mechanisms to process and display a rapidly growing body of genomic information.
A BAC-by-BAC strategy was selected for Medicago by the international steering committee because previous research indicated that most genes are found in relatively gene-rich euchromatic arms, with few found in or around centromeres (Kulikova et al., 2001; Pedrosa et al., 2002; Kulikova et al., 2004; Young et al., 2005) . Thus, a BAC-by-BAC strategy targeting euchromatic arms is expected to efficiently capture most of the Medicago genespace. Substantial supporting tools for sequencing also were in place early in the Medicago effort, including a dense genetic map composed of BACbased markers, a physical map with approximately 11 3 coverage, and deep BAC-end sequence data with more than 160,000 sequences from two BAC libraries. Both Lotus japonicus and tomato, two other plants with apparently similar genome organization, are also being sequenced BAC-by-BAC. In contrast, since the maize genome is organized with gene-rich islands interspersed among repeat-rich tracts, it likely will be sequenced using a combination of gene-enriched wholegenome shotgun (WGS) and targeted BAC sequencing (Palmer et al., 2003; Whitelaw et al., 2003; Okagaki and Phillips, 2004) .
It is expected the Medicago BAC-by-BAC approach will produce contiguous, marker-anchored sequence that will reach chromosome-arm scale in size. These arm-length sequence contigs will be important, as Medicago is intended to serve as a reference for crop legumes with genomes too large or complex to be sequenced efficiently at this time. Contiguous Medicago genome sequence also will be valuable for comparative evolutionary studies. In particular, another model legume, L. japonicus, now is being sequenced with a similar strategy at the Kazusa Institute in Japan (Kato et al., 2003) . The availability of two reference legume genomes will facilitate important studies of genome evolution, symbiosis, nitrogen fixation, secondary metabolism, and other biological properties in this important plant family (Young et al., 2005) .
There are distinct informatics and database requirements for a BAC-based sequencing project that change over the course of the project. The remainder of the paper describes the informatics and computational resources that support genetic and physical mapping, BAC and BAC-end relationships, construction of long sequence assemblies, and, finally, annotation through ab initio predictions and comparisons to EST, gene, and genomic sequences.
PROJECT ORGANIZATION AND STATUS
Sequencing is under way at four centers worldwide. In the United States, the University of Oklahoma Advanced Center for Genome Technology (OU/AGCT) is sequencing chromosomes 1, 4, 6, and 8, while the Institute for Genomic Research (TIGR) is sequencing chromosomes 2 and 7. In the United Kingdom, the Sanger Institute is sequencing chromosome 3 with mapping and organizational support from the John Innes Center, while in France, Genoscope is sequencing chromosome 5 with support from the Institut National de la Recherche Agronomique (INRA). Primary bioinformatics associated with sequencing (such as BAC sequence assembly and selection of new clones) is managed within each sequencing center. Central organizational and informatics management is provided at the University of Minnesota and the 
DATABASES AND WEB ACCESS TO THE MEDICAGO GENOME SEQUENCE
The participation of multiple centers in mapping and sequencing makes it essential to have common data access and organization, while also allowing for distributed ownership and manipulation of specialized data. Accordingly, the project was designed as a federation, with multiple sequencing and informatics centers participating in data generation, annotation, and display. Web and database resources are distributed, but with a common access point. For example, BAC fingerprinting has been done at a single site (Cook and Kim lab, UC Davis) , and these data have been made available to the project via both Web interface and direct database access. This information has been incorporated and expanded in databases at medicago.org/genome to include information on sequencing progress, mapping, and BAC overlap and orientation. Similarly, the acceptance across the project of a single final gene annotation (described below) is one of the hallmarks of cooperation in this project.
The central project portal, http://medicago.org/ genome, located at UMN, has an underlying database that mirrors all common-resource data in the project (markers, BACs, contigs, sequence, and relationships). This database provides a Web interface with links from any single data item to the center responsible for that data, including genetic markersand finger print contigs (FPC) at UCD (http://mtgenome.ucdavis.edu), raw BAC sequences at GenBank, and annotation views for each BAC by MIPS, CCGB, TIGR, or OU. Additionally, bulk data sets are available, including all current BAC sequences, all markers and marker sequences, and all BAC-end sequences. To support the genome sequence assembly, the site also offers visualization tools for BAC overlap relationships and se-quence assemblies (Fig. 1) , and specialized queries, for example, to determine the relationships of sequenced BACs via paired BAC-ends.
Two project management features are designed specifically for centers involved in the sequencing effort and require login and password for modification but are viewable by visitors. A BAC registry tracks BACs being sequenced at all sequencing centers, all the way from ''intention to sequence'' to finished sequence. This is updated twice weekly, and records the sequencing phase, sequencing center, BAC size, and other information. The Registry is associated with a data anomalies system that provides a way for sequencing consortium members to submit, revise, or resolve comments about BACs, markers, or contigs. These comments become part of the database record for the described entity, and are displayed in reports for any such entity. In effect, this serves as bug tracking software for the project.
Marker and physical (FPC-based) map resources, essential to the success of the sequencing effort, are maintained at UC Davis (mtgenome.ucdavis.edu; Fig. 2 ). This resource includes a database of marker, genotype, primer, marker-BAC, and BAC-contig relationships. Additionally, the site provides Web visualization tools for exploring the genetic map, markers in the context of nearby markers, and FPC contigs. A mapping tool allows a user to input genotypic scoring data and to place new markers in the context of existing markers. The site also provides stored BLAST results between BAC-end and BAC sequences, and between other legume sequences and Medicago BAC sequences.
An example suggests how these sites might be used by a biologist interested in a mapped trait. First, the chromosome of interest can be browsed from the medicago.org/genome home page, using either tabular reports or a chromosome-viewer applet (Fig. 1) . A search for a linked marker (using the search field on each page) will locate the marker and associated BAC. From the report or the applet, the user can then link to marker, contig, or BAC reports or genome browsers, or a graphic of the FPC contig (Fig. 2) .
GENOME ANNOTATION
The IMGAG consortium has selected a canonical gene prediction and annotation procedure for generating a project-wide protein and coding sequence data set. Annotation involves a multi-institution pipeline, relying on Medicago-trained FGENESH (Salamov and Solovyev, 2000) predictions, the EuGene (Foissac et al., 2003) predictor and gene combiner software, and the TIGR PASA (Haas et al., 2003) procedure for aligning expressed sequence tags (ESTs) to genomic sequence. Eugene combines data from a variety of extrinsic and intrinsic methods. Examples of intrinsic data are results from FGENESH predictions, SpliceMachine (Degroeve et al., 2005) , and NetGene2 (Hebsgaard et al., 1996) , while examples of extrinsic data are results from BLASTX (Altschul et al., 1997) against predicted peptides from EST clusters, comparisons against ProDom (Bru et al., 2005) , and comparisons against ESTs from other legumes. The processing pipeline is described in more detail in a whitepaper at http://medicago.org/genome/about.php. Figure 1 . BAC sequence assembly viewer. The database and Web interface at http://medicago.org/genome includes a variety of visualization tools and data formats, including this sequence assembly viewer. The viewer accesses database information for each BAC, shown in the popup menu. Links from the popup menu lead to other database reports and directly to other data sources and views: GenBank records, contig and marker reports, contig images (such as one shown in Fig. 2) , and genome viewers.
In addition to the consortium annotation, independent analysis pipelines and annotation viewers are in place at each sequencing and major bioinformatics center. These resources are integral to the activities at each center and complement the project as a whole, and each browser provides somewhat different data sets and features. For example, the sequencing center at OU maintains a GBrowse (Stein et al., 2002) viewer and analysis pipeline. This gives OU immediate feedback about their newly sequenced BACs, including gene features, overlaps with other BACs, and identification of repetitive DNA. The annotation viewers at all centers will display consensus gene calls from the combined IMGAG annotation effort. In addition, a GBrowse viewer also is available at TIGR, a DBBrowser at MIPS, and an Ensembl at viewer at CCGB (for URLs, see Table I ).
THE CCGB ENSEMBL GENOME ANALYSIS ENVIRONMENT
Tightly associated with the medicago.org/genome central portal and BAC Registry database is an Ensembl (Birney et al., 2004) genome analysis pipeline and viewer. In turn, the Ensembl pipeline depends on transcript information from MtDB (Medicago truncatula database; described below) and many other data sets. The pipeline is an extended version of Ensembl. Details about the pipeline's computational resources and data targets are available at http://decifr.ccgb.umn. edu/Medicago_truncatula.
Once the BAC sequences within the pipeline are associated with a chromosome and chromosome location using the MySQL BAC Registry database, they are processed through a modified Ensembl pipeline to iden- tify repetitive regions that are masked via RepeatMasker (Smit et al., 2004) . Then, genic regions and associated transcripts are identified by ab initio Genscan and FGENESH gene prediction (Burge and Karlin, 1997; Salamov and Solovyev, 2000) and BLASTX and BLASTP sequence similarity searches (Altschul et al., 1997 ). An M. truncatula-specific Fgenesh target has been developed and is available upon request. Subsequent similarity searches are then performed against the current versions of the nonredundant UniRef100 set from the Uniprot Consortium (Apweiler et al., 2004) , dbEST from National Center for Biotechnology Information (NCBI), the CCGB M. truncatula unigene set (Lamblin et al., 2003) , and the TIGR gene indices for M. truncatula and Glycine max (Lee et al., 2005) . Primary input to the analysis pipeline consists of BAC sequences provided by the sequencing consortium (all phase 3 BACs and oriented single-gap phase 2 BACs). This and other sequence data are retrieved by scheduled nightly download processes, subjected to preliminary quality assessments, and fed into the pipeline as appropriate. This automation helps ensure the freshness and completeness of the sequences to be analyzed. Updates to the BLAST targets for UniRef100 and dbEST also are automated on a similar schedule. Releases made at the data source sites are recognized and appropriate files are downloaded. Subsequent processes perform quality assessments of these downloads and trigger the creation of BLAST targets and ancillary metadata. Bioinformatics administrators are notified of these events.
The analysis pipeline is database-centric, relying intrinsically on data storage support from a MySQL database. Two schema types are used: The first is for pipeline processing support and the retention of intermediate results, while the second is for collecting the computed annotations from the pipeline. The latter schema retains genomic sequences, repeats, markers, predicted genes and transcripts, exons, alignments, and protein translations, and provides the BAC annotation information needed for the production of graphical displays at the local Ensembl Web interface.
In addition to the familiar graphical Web interfaces, access to this information is available through two mechanisms: a distributed annotation server (DAS; Dowell et al., 2001) , and direct access to the stored information. The reference DAS server for the M. truncatula genome can be used to provide reference sequence for a standalone DAS client, for uploading DAS annotation via the Ensembl Web interface, and for DAS annotation servers and clients based at IMGAG member sites allowing local display of consensus gene calls as DAS features locally. Direct network access to the MySQL-stored annotations also is available through standard programming (e.g. database connections via Java JDBC, Perl DBI) and through Ensembl APIs (Birney et al., 2004) .
INTEGRATING AND EXPLORING THE MEDICAGO TRANSCRIPTOME
While the genomic sequence is the foundation for annotation, accurate annotation also depends on the extensive Medicago EST resources. EST data will also remain important as an indication of expression patterns, transcript frequencies, and alternate splicing. Four Medicago EST databases have been produced: Medicago EST Navigation System (MENS; Journet et al., 2002) , the TIGR Medicago Gene Index (MGI; Lee et al., 2005) , which later evolved into the Legume Information System (Bell et al., 2001) , and the CCGB MtDB (Lamblin et al., 2003) . The MtDB, its successor Nimbus, and supporting analysis pipelines and linkages to Ensembl are described here.
The M. truncatula community also has the MtDB investigative database tool, available on-line at http:// medicago.org/MtDB2, providing researchers the ability to explore information about the Medicago transcriptome in a variety of ways. EST data from the project is stored along with its associated clone library metadata, and the ESTs themselves are associated with the reports obtained from shotgun sequence assembly. Also stored is information on the unigene sequences (Rhee et al., 2003) . These information linkages allow sophisticated queries to be created from a Web-based interface. An example of such a query is ''Identify all unigenes that appear in infected-leaf libraries and show sequence similarity to a known legume peptide.'' The report from this query provides information digests and links to further information. It is important to note the queries available at this site were developed in direct response to surveys of the research community. Feedback from the community was used to design the query pages, the kinds of information presented, and the page layout. In turn, this has allowed the MtDB development team to customize the site for the special interests of this community.
The success of MtDB and the experience with the system itself led to the creation of a next-generation tool, Nimbus, which extends the capabilities of MtDB while addressing the need for hosting multiple transcriptome projects at a single site. In particular, these exploration entry points quickly lead to further queries based on pathways and functional classifications. This system makes heavy use of established standards, e.g. the UniRef100 peptide set; Pfam, TIGRFAMs, and SMART HMM (hidden Markov model) sets, and controlled vocabularies available from the Gene Ontology Consortium. Reference information such as peptide and motif descriptions are retained and maintained in a shared schema (nimbus_shared), and each individual project contains information on its ESTs, unigenes, and computed annotations, and is maintained in another schema (nimbus_project) by a designated biologist curator.
While the Nimbus system and Ensembl pipelines make no demands upon the freshness of the information it stores and queries, it is still a concern of the project administrator to create new releases periodically. For this reason, we have established a reliable system for downloading target information available at remote sites and automatically creating BLAST, HMM, and other targets (Fig. 3) . This system consists of two components: one, which polls remote sites for information changes and downloads new information as appropriate, and the second, which digests this information and creates sequence, HMM, and metadata figure) , and associated metadata. Core database resources, including BAC and EST sequences, BLAST hits, gene predictions, and other features (left and center of figure) are generally maintained in a relational format, and are accessible to all aspects of the projects. Software resources are generally deployed across compute clusters, and are managed by a scheduling system that directs loading and submission of work to cluster queues. files for target creation. The use of common source information sets is important for CCGB bioinformatics since targets are created for different platforms (Linux clusters, single machine use, TimeLogic Decypher server) and these different targets must remain coherent and consistent. The processing pipeline is managed with a MySQL RDBMS. The system consists of two schemas: pipeline processing management and postprocessing annotation. The collection schema contains sequence, repeats, markers, predicted genes, and transcripts, as well as exons, alignments, protein translations, and annotated BACs. A meta-scheduler, called the grid-manager, has been created for Medicago and other species maintained in the database. The scheduler sits between pipeline jobs described in the database and resources available to complete those jobs. The grid-manager directs loading and submission of work to three distinct cluster queues. Jobs move through the pipeline and their progress is retained within the pipeline database. As results are generated, they populate the collection database and are immediately ready for display via the Web. More details about the pipeline are available at http://decifr.ccgb. umn.edu/Medicago_truncatula/project_status.
DATA MANAGEMENT OPPORTUNITIES AND CHALLENGES
A BAC-by-BAC project like the one under way in Medicago depends on detailed genetic and physical maps, management of the complex relationships among data from these disparate types of maps, and integration into the growing body of genome sequence data. In the case of Medicago, marker-based genetic maps were developed over the course of a decade at multiple labs using different parental crosses. An early task in the sequencing project, therefore, was collecting all marker data, including genotypic scoring information, marker names, marker aliases, marker type, parents, map position, linkage group, and association with BAC clones. Where mapping crosses were made using different parents, approximate map positions had to be extrapolated. In some cases, markers mapped to multiple locations. For example, there is a translocation between chromosomes 4 and 8 in one parent of the primary mapping population (Choi et al., 2004) . This means that markers in this region consistently score poorly or map to both 4 and 8. Separately, some markers are associated with multiple BACs, either because the marker is not single-copy or because multiple BACs span the same genomic region. The job of collecting, organizing, and databasing marker and BAC-marker associations is managed in mirrored databases at http://mtgenome.ucdavis.edu and http:// medicago.org/genome.
The original Medicago physical map was developed at UCD with restriction digests of nearly 45,000 BACs and construction of a FPC map (Marra et al., 1997; Soderlund et al., 2000) . The FPC build produced 1,370 contigs and 2,441 singletons, a solid foundation for genome sequencing with relatively few gaps. Information about BAC membership and contig position is housed and displayed graphically at http:// mtgenome.ucdavis.edu and is used internally in databases at UMN and the sequencing centers.
As with genetic marker data, physical map data also presents significant data challenges. Inherent in FPC, a BAC contig may be chimeric, with two or more biologically legitimate contigs joined by BACs that only coincidentally share similar fingerprint patterns. A BAC also can be a member of multiple FPC contigs. Still other contigs overlap, but do not have sufficient shared fingerprint patterns for a successful FPC join. All of these relationships are accommodated in the project relational database at the UMN, but interpreting the relationships is nontrivial.
The Medicago sequencing project therefore employs several approaches to deal with inconsistencies in the FPC contig data. First, the FPC map is treated as suggestive rather than definitive. Once a seed BAC has been sequenced from a contig, BAC-end sequence is used where possible to confirm location and overlap among adjacent BACs. In most cases, BACs are refingerprinted to confirm clone identity. New SSR markers also are designed from BAC or BAC-end sequences on unmapped contigs and for contigs that have only one marker and appear to be weakly joined in the center. Finally, contigs are linked where possible by direct BAC sequence overlap or by multiple, paired BAC-end matches to sequenced BACs from two contigs.
Another important type of relationship to be managed in a clone-by-clone project is that of overlapping BAC sequences, and ultimately, the construction of chromosome arm-scale sequence assemblies. While BAC sequence overlap may seem a straightforward relationship, in practice there are several complications. Sequencing errors and allelic differences result in overlapping regions that usually contain nucleotide substitutions or indels. Large segmental duplications, caused either by transposable elements or events such as slipped-strand mispairing, can generate apparent regions of near-identical matches, either between nonoverlapping clones or in other regions of legitimately overlapping clones. For example, GAG-POL-like retrotransposon sequences occur more than 250 times in Medicago BACs sequenced so far, and are responsible for at least 72 nearly perfect matches (.99% identity) up to nearly 11 kbp in length between nonoverlapping BACs. While RepeatMasker (Smit et al., 2004) helps to avoid spurious associations, additional steps are needed to verify overlaps.
BAC overlaps in the project are represented as regions of perfect or high quality overlap (HQOR) and flanking regions of overhang. For example, two BACs might have an HQOR of 9,000 nucleotides (nt), extending from the first through the 9,000th nt of one of the overlapping BACs, followed by a short indel, followed by an overhang of 1,000 nt. Because of the likelihood of transpositions and local duplications, corroborating support for an overlap generally needs to be provided by information such as paired end sequences from other BACs or by FPC contig proximity. Overlap data is stored in two types of files: a local file representing overlaps, orientations, and evidence for triplets of overlapping BACs; and a global file representing the start and end coordinates of each BAC in a chromosomal pseudo-assembly. Overlap relationships are calculated and maintained within each center and are also calculated and displayed genome-wide at http://medicago.org/genome, both as text files (at the ''Overlap tables'' page) and in the java BAC overlap and map information viewer (Fig. 1) .
PERSPECTIVES
A genome sequencing project depends on comprehensive data integration. Certainly, the long-range biological goals for both the sequencing and transcriptome projects are integrative: to help identify all genes, regulatory environment, and evolutionary history of an organism, and, eventually, to extend this information to understand the biology of whole systems far beyond any sequenced model genome. The information that needs to be integrated includes physical map (BAC fingerprints), genetic map (markers, genotypic records, marker-BAC associations), BAC-end sequences, BAC-BAC overlaps and BAC-BAC-end relationships, ESTs, EST contigs and metadata, and complex predicted and external data relationships required for annotation. In a multi-institution sequencing project (of a genome, transcriptome, or any other -ome), an additional layer of integration is essentially sociological. Project databases and associated architectures and Web technologies need to accommodate change and to foster communication and data exchange. As in any large, public, multi-year project, the databases and interfaces must provide biologists access to intermediate data products.
The present Medicago sequencing and EST databases have both drawn from and may provide lessons for other sequencing projects. The BAC-by-BAC sequencing approach depended on particular conditions and extensive cumulative resources: strong genetic and physical maps, a relatively small and gene-rich euchromatic genespace, deep EST and BAC-end sequencing, and the experiences of genome sequencing initiatives that came before. Common, project-wide databases with eb access have been important, including the mtgenome.ucdavis.edu.edu physical map and marker database/interface and the project BAC Registry and portal at medicago.org/genome. Even as the project has depended on central databases, it has been important for each sequencing and informatics center to be able to develop specialized working databases and annotation viewers. To avoid fragmentation, a central portal attempts to provide transparent access to public resources and viewers.
Beyond the goal of producing high quality raw genome sequence, the highest value in the sequence information will be in genes and transcript information and in the record of conservation and change with respect to other plant genomes. Some comparative genomic tools are now part of the Medicago Ensembl implementation. These will be expanded as the genome sequence nears completion, and initial comparisons with other plant genomes are already possible at least over portions of the Medicago and Lotus genomes (Young et al., 2005) . Gene identification and transcript information depends, in large part, on EST data. Much of the utility in EST data comes through comparing transcript frequencies in different tissues and in related species. The MtDB2 and Nimbus database/interface provide query options that link information on homology, tissue expression, and species origin. Gene prediction and annotation depends both on ab initio predictions and use of external information such as homologies to other genes and matches to transcripts. Several annotation pipelines and viewers are active in the sequencing project. This provides both local control of analysis as well as several independent analyses and data displays. As with the project databases, to avoid fragmentation, a consensus consortium annotation will be available, broadcast using DAS and displayed on each browser. The annotation pipelines are complex and computationally intensive, and in some senses, are the most integrative stage in the project, drawing on diverse data and analyses. The consortium IMGAG annotation pipeline likewise draws on processing steps at several institutions, producing a consensus proteome for the entire project.
