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Abstract

Business to Business (B2B) sales forecast can be described as a decision-making process,
which is based on past data (internal and external), formalized rules, subjective judgment,
and tacit organizational knowledge. Its consequences are measured in profit and loss. The
research focus of this paper is aimed to narrow the gap between planned and realized
performance, introducing a novel model based on machine learning techniques. Preliminary
results of machine learning model performance are presented, with focus on distilled
visualizations that create powerful, yet human comprehensible and actionable insights,
enabling positive climate for reflection and contributing to continuous organizational
learning.
Keywords: B2B sales modeling, machine learning, visual data mining, organizational learning,
forecasting error reduction, knowledge engineering.

1. Introduction
Organizational ability to grasp knowledge and transform it into continuous learning curve is
a multifaceted problem (Gronhaug and Stone, 2012; Kljajić Borštnar, Kljajić, Škraba, Kofljač
and Rajkovič, 2011). Learning ability is needed to preserve capacity to adapt to changes in
the environment in order to achieve organizational goals and purpose. Learning curve
increases from ignorance and converges towards full understanding while approaching the
goal (Kljajić Borštnar et al., 2011). This logic is rooted in Locke’s philosophy (1924)
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postulating that knowledge of the world can only be gained by experience (and its
generalization by reflection).
The learning is characterized by the change of behavior as a result of an individual and/or
group exposure to experience (Kljajić Borštnar et al., 2011). Two types of learning are
distinguished: the single-loop and the double-loop learning (Argyris, 1996; DiBella and Nevis,
1998; Gephart, Marsick, Mark, VanBuren and Spiro, 1996, Nonaka and Takeuchi, 1995). The
double-loop learning refers to not just changing the behavior in order to achieve the stated
goal (single loop), but changing mental models, visions and beliefs, and therefore
organizational knowledge. With the proposed approach we build a foundation to achieve the
double-loop learning – as a basis to establish new premises (i.e. paradigms, schemes, mental
models or perspectives), with potential to override existing ones (Nonaka and Takeuchi,
1995). Same authors are fully aware that an effort to question and rebuild existing
perspectives, interpretation of frameworks or decision premises can be very difficult to
implement in an organization; it requires persistent activities. Organizational learning
presents ongoing effort of creating organizational knowledge. Team learning, personal
mastery and mental models principles (Senge, 1990) are built-in into organizational
knowledge.
In this paper we propose a classification model, which builds on insights from B2B sales
professionals. Insights are presented in a form of sales history described with features
reflecting attributes of sales process and B2B relationships (Bohanec et al., 2015). Machine
learning techniques are applied to build the classification model, which is capable to classify
future, unseen sales opportunities. The classification model represents the organizational
knowledge which is presented and visualized in a human comprehensible form to support
the double-loop learning process within an organization.
Our aim is to investigate whether it is possible to develop such a model, based on B2B sales
history, which supports process of forecasting and transparent reasoning.

2. Literature review and methodology
Comprehensive research by Ngai, Xiu and Chau (2009) reveals that application of data
mining techniques is widespread in the field of Customer Relationship management (CRM).
Applicants are benefiting from customer data and past purchase behavior. However, in
specific field of B2B sales forecasting, which is influenced by dynamics of markets, loosely
structured information and possible noise in data, lack of academic approach and modeling
is obvious (Monat, 2011). As Monat concludes, a final step of making the forecast is left to a
decision maker. Despite improved statistical and organizational learning capabilities, Rieg
(2010) identified environmental uncertainty as a significant reason why there is no evidence
about increased forecasting performance. Different approaches and solutions are proposed
as forecasting support systems (FSS), however it was reported that they are not delivering
on their promise, mostly pointing out low trust in FSS recommendations and suggesting
improvements in explanations, work on better past perception of FSS systems and more
comprehensible format of information delivery (Alvarado-Valencia and Barrero, 2014).
To represent the B2B sales domain knowledge is an important first step in order to build a
learning data set. Following Monat (2011) conclusions, an overview of attributes (features)
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was compiled using research articles from academic databases and sales professionals’
additions (Bohanec, Kljajić Borštnar and Robnik-Šikonja, 2015). A selection of attributes,
which sales experts can reflect upon for cases from their sales history, defines “descriptive
language” of specific sales organization. This creates a foundation to describe sales context
of both successful and failed sales opportunities.
To secure a high quality learning data set, literature is outlining different data preparation
techniques, e.g. focus on outlier’s detection, data normalization, handling of missing data,
noise detection and noise reduction, feature enhancements, data reduction or generation
etc. A decision which techniques to use is highly dependent on a particular problem. The
approach is guided by a process of data preparation based on insights, created knowledge in
the process of building learning data set, and selected machine learning algorithms (Maaß,
Spruit and Waal, 2014). Therefore builders of data set need to pay an extra attention to
secure high data quality and enable good performance of machine learning techniques. Lack
of attention to data quality can possibly lead to “Garbage In, Garbage Out” problem.
Machine learning (ML) in our context is interpreted as an acquisition of structural
descriptions from examples (Witten, Eibe and Hall, 2011). The fact that it leverages different
models and algorithms to approximate complex theories which are difficult to be exactly
represented with other mathematical tools, connects it to the field of artificial intelligence.
ML has been successfully applied in different fields, e.g. medical diagnostics, spam filtering,
OCR, internet browsers etc. (Liao, Chu and Hsiao, 2012; Ngai et al., 2009; Bose and
Mahapatra, 2001). ML techniques take training data set to learn relationships needed to
categorize new, yet unseen, objects to target categories (Witten et al., 2011; Robnik-Šikonja
and Kononenko, 2008). Some classification models produced are able to explain their
decisions, which can help in better adoption of ML techniques in practice due to
participant’s faster understanding of ML insights (Robnik-Šikonja and Kononenko, 2008;
Collopy, Adya and Armstrong, 2006).

2.1. Methodology
Our research methodology is best described as the action design research (Sein,
Henfridsson, Purao, Rossi and Lindgreen, 2011). Selected method supports our goal to create
an IT artifact within the context of organization both in development and use phase. The
nature of organizational learning requires continuous process to maintain organizational
agility as a response to internal and external market dynamics.
In Figure 1 we present the research framework, combining machine learning methods for
model building and introduction of extracted knowledge to the forecasting learning loop.
Each cycle of forecasting is evaluated (forecasts, supported by the classification model, are
compared to actual results) and the feedback is used twice: first in the machine learning
model and second in a decision maker. The process is iterative and each plan-act-reflect
cycle is done in a natural setting of the organization.
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Figure 1: The research framework

The proposed approach was presented to selected companies participating in the research.
They expressed the interest and some shared their CRM data for an initial review. Practical
experience shows that this approach is quite challenging, because it seems that typical CRM
implementations are missing sales opportunity’s attributes reflecting relationship dynamics,
individual and organizational attributes (Bohanec et al., 2015) and thus a context of
particular case is not described in a suitable way for machine learning techniques to perform
adequately as the existing CRM attributes have low information and prediction value. CRM
systems should therefore be updated from technical point of view and sellers shall adapt
their process of information collection. This created new level of complexity and effectively
stalled participation of companies. Therefore we leveraged anonymized sales history from
the company founding the research. We applied R package semiArtificial (Robnik-Šikonja,
2014) to generate sufficient number of instances to allow modeling and development. A full
CRISP-DM process (Chapman, Clinton, Kerber, Khabaza, Reinartz, 2000) was followed in
combination with visual data mining as portrayed in Figure 2. Such approach supports well
the modeling presented in this paper, and can serve as a reference for inclusion of new
external organizations with their B2B sales historical data in the future.

Figure 2: Visual data mining process - Simoff et al. (2008)
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At the beginning we have a roughly defined set of real-world sales opportunities historical
data with their outcomes, minus sign representing failure to close the deal and plus sign
reflecting successful closure of it (Figure 3). This represents the starting point where
business understanding (thru expert’s reflection) needs to be demonstrated.
As a next step, a subset of most influential features needs to be defined, which at the
beginning is determined by the judgment of sales team. Starting point could be (but not
limited to) a list of features proposed in Bohanec et al. (2015). Based on the selection of
features, real world cases reflecting sales history need to be described with values of these
features. In Figure 3, table view reflects selection of N features and M cases, with different
type of values to illustrate versatility of the approach.

Figure 3: Real-world training cases transformation to learning data set.

Frequently the question about the number of cases needed arises. According to Shmuelli,
Patel and Bruce (2007) some authors recommend as a rule of thumb ten records for every
feature. They are also citing Delmar and Hancock, which propose the number of cases equal
to 6 * m * p, where p represents the number of selected features and m represents the
number of class values (two in our case). In case of p=10 and m=2, we would therefore need
120 past cases, which is practically possible, provided several experienced sellers participate
in the construction of training data set.
It is important to note iterative nature of this process. In case ML ranking and classification
techniques will not immediately perform at the expected level, we should “go back” and
select additional attributes, not yet part of the subset. In this phase our goal could be to add
new attributes, while keeping existing ones. We might reconsider values of particular
attributes with the help and argumentation of participating sales experts.
Our aim is to build a compact, comprehensible model, intended for use by sales force and
sales management as a source of insight. Therefore the final selection of features should be
limited to a number, which can be cognitively handled. According to Miller’s (1956)
recommendation, this would be 7 ± 2 features. In this way the complexity of the model is
still cognitively feasible, and overfitting of data set is unlikely. However, the parsimony of the
model has to be balanced with model’s performance on real world cases, to prevent
excessive elimination of attributes at the expense of model accuracy. Machine learning
techniques need sufficient information to expose valuable information. An efficient way to
achieve this goal is by ranking features.

2.2. Ranking features
Ranking features helps us to identify which features are the most important in the training
data set, by ranking them according to how informative they are. To estimate feature
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significance several different scoring techniques are available, some of them are used in
Table 1. We use Orange data mining suite (Demšar and Zupan, 2013) for majority of ML
techniques applied in this paper.
Attribute
ReliefF
Inf. gain
Gain Ratio Gini
RF
Negotiations
0,961
0,819
0,523
0,215
Reaction
0,913
0,848
0,332
0,223
Prospect_authority
0,900
0,802
0,802
0,213
S_A_Pilot
0,822
0,830
0,362
0,220
Need_defined
0,783
0,775
0,775
0,207
Product
0,490
0,324
0,137
0,099
Client_growth
0,323
0,098
0,056
0,032
Other_solution
0,308
0,110
0,122
0,037
Source
0,246
0,226
0,156
0,072
Owned
0,233
0,183
0,110
0,055
Budget_limits
0,226
0,020
0,018
0,007
Existing_client
0,146
0,174
0,305
0,047
Familiary_wVendor
0,132
0,030
0,027
0,009
External_svcs
0,106
0,026
0,060
0,009
Competitors
-0,005
0,034
0,089
0,010
Deal_size
-0,013
0,083
0,041
0,028
Table 1: Features evaluation – some different techniques from Orange suite.

2,078
0,085
11,717
0,876
17,405
0,000
1,007
1,041
0,137
0,055
0,400
1,169
0,125
0,191
0,232
0,437

A scoring technique ReliefF measures attribute’s ability to detect conditional dependencies
between attributes and provides a unified view on the attribute estimation in regression and
classification. In addition, its attribute importance estimates have natural interpretation
(Robnik-Šikonja and Kononenko, 2008). The Inf. gain is measuring information entropy of
attributes conditioned upon class with a downside that this measure prefers features with
more values. Gain Ratio prevents this by normalization with attribute entropy (Quinlan,
1993). Similarly, Gini index estimates purity of conditional class values split by the values of
attribute. RF represents Random Forest, an ensemble learning technique, which can also
output attribute importance score estimated on internal set of instances. Random forest
method is fast, robust to noise, does not overfit and offers possibilities for explanation and
visualization of its output (Breiman, 2001).
In our case, looking across all scoring approaches, a general observation from B2B sales
domain perspective is that there are approximately 5 informative features out of 16, namely
Negotiations, Reaction, Prospect authority, S_A_Pilot (how easy was to get a pilot of a
solution) and Need defined (by a buyer). The rest of the features show low importance,
except for features Source and Existing Client for which some methods indicate contribution.
We present insights into analysis and topics of discussion with a team of experts when
modeling the description of sales history. On one side it is expected that some features are
considered very important; however, it is rather surprising that others produce so low
estimates. For example, in presented case it looks that familiarity with vendor (seller’s
company), Deal size and competition have very little relevance. These scores shall encourage
sales experts to thoroughly analyze each surprising result and eventually update learning
data set with additional cases, providing values for missing values or introducing different
features into the training data set. Alternatively, they can accept the insight as a learning
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opportunity and update their beliefs and mental models. Continuous movement back and
forth between phases Analytical Reasoning and Data preparation in Figure 2 is therefore
required. McCarthy Bryne, Moon and Mentzer (2011) have shown in their research that
inclusion of sales professionals is important; however they need to be included in such a way
to maintain a positive attitude towards the learning potential of the model in the light of the
forecasting task.
When sales experts agree that the model seems to be correct and no obvious or hidden
flaws are identified, we can proceed to the next step and verify how well machine learning
techniques are capable to learn based on the produced data set. The training data set is
considered stable from the point of view of accepted features, number of missing values,
and number of provided training instances.

2.3. Building and testing machine learning model
Based on prepared training data set different machine learning techniques can be utilized to
build an automated reasoning system. Results of learning are presented in Table 2 and show
that three selected classification techniques are performing quite well, as they are exceeding
70% classification accuracy (CA), which can be considered as good performance taking into
account difficulty of this real-world problem. The performance estimates were computed
using “Leave-one-out” cross-validation (Elisseeff and Pontil, 2003). AUC stands for Area
Under the ROC curve, which is a standard machine learning assessment measure giving
information about quality of the produced classification probabilities (Witten et al., 2011).
Method
Random Forest
Naive Bayes
Classification Tree

CA
0,9624
0,9474
0,9398

AUC
0,9934
0,9764
0,9315

Table 2: Performance of some classification techniques (classification accuracy (CA) and area under
the ROC curve (AUC)), produced by Orange system.

Random Forest technique is performing best with the CA of 96%. The case study training set
has 133 examples, 73 classified as NO (lost deal), and 60 classified as YES (won deal).
Additional analysis of Confusion matrix reveals that 5 opportunities which should be
classified into the class NO, were incorrectly classified as YES. For the class YES all cases were
classified correctly.

2.4. Testing machine learning model with a limited set of features
As evident from Table 1, top ranked attributes represent less than a half of all features. We
indicated that we would prefer to work with less attributes to maintain simplicity and
parsimony of a model in a balance. The question is how ML performance will be affected if
selected techniques would use only top 7 attributes (as ranked by ReliefF). In Table 3 results
of this limited feature set are presented. Comparison of CA results in Table 2 and Table 3
reveals that Random Forest and Classification tree were not affected and (surprisingly) Naïve
Bayes has even slightly improved its score compared to Table 2, indicating some noise in the
excluded features.
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Method
Random Forest
Naive Bayes
Classification Tree

CA
0,9624
0,9549
0,9398

AUC
0,9852
0,9588
0,9311

Table 3: Evaluation using only top 7 features (from Table 1, as ranked by ReliefF).

3. Results - representation of B2B sales knowledge
In this section we apply different ML techniques and visualizations to emphasize the insights
and to create an input to the double-loop learning within B2B forecasting task. The results
are preliminary and are based on conceptual model building, its evaluation and validation.
Sales domain interpretations are related to the case study presented in this paper; for a
different organization they could be completely different, reflecting their training data set.

3.1. Sieve Multigram projection
Sieve Multigram shows how features are correlated. Red color indicates negative correlation
and blue color indicates positive correlation. Thickness of lines indicates how strong the
correlation is. For example, from Figure 4 we can see that value Yes for the feature Need
defined is negatively correlated to the value Mid for the feature Prospect authority, however
it is positively correlated to the value High of the same feature. There are some other
interesting relationships revealed, for example that client stability (value Stable) and
presence of competitors are positively correlated, meaning stable organizations look for
offers from more vendors, compared to organizations in transition.

Figure 4: Sieve multigram - correlations among selected features (Orange).
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3.2. Generating association rules
Using RStudio (www.rstudio.com) and R library arules, we created a set of association rules
(Table 4). For each rule we present three standard evaluation metrics: support, confidence
and lift. The support measures the proportion of transactions in the training data set which
contain the lhs items (left side of a rule). The confidence reflects the proportion of cases
satisfying rule preconditions (i.e., lhs), that also satisfy rule consequences, i.e., rhs (right side
of a rule). The lift reports the ratio of the observed support to that expected lhs and rhs
were independent (Witten et al., 2011). To illustrate: the first rule from Table 4 reveals that
buyer’s need accompanied by high prospect authority occurs in 45% of all cases in training
data set (therefore 45% support), and when this is true, it yields a 95% confidence for this
rule to lead to a contract signature. The lift value of 2.1 reports that support of a rule “lhs
implies rhs” (i.e. its confidence) is 2.1 times more likely than support of rhs and lhs estimated
independently in the whole population.
This (shortened) list of association rules is transparently reveling “preconditions” for sales
opportunity to be closed or not in the next observational period. Transparent representation
of rules creates a solid foundation for an individual or group review of forecasts.
lhs
1

{Need_defined=Yes,

2

{Competitors=No,

3

{Need_defined=Yes,

Prospect_authority=High}
Prospect_authority=High}

rhs

support

confidence

lift

=> {Signed=YES} 0.4511278

0.9523810 2.111111

=> {Signed=YES} 0.4436090

0.9516129 2.109409

=> {Signed=YES} 0.4436090

0.9516129 2.109409

=> {Signed=YES} 0.3834586

0.9444444 2.093519

Competitors=No,
Prospect_authority=High}
4

{External_svcs=Yes,
Need_defined=Yes,
Prospect_authority=High}

a {Need_defined=Info_Gathering,
Prospect_authority=Mid,
Negotiations=Not_started}
b

=> {Signed=NO} 0.4812030

1.0000000 1.821918

=> {Signed=NO} 0.4962406

1.0000000 1.821918

=> {Signed=NO} 0.4736842

1.0000000 1.821918

=> {Signed=NO} 0.4887218

1.0000000 1.821918

{Existing_client=No,
Need_defined=Info_Gathering,
Negotiations=Not_started}

c

{External_svcs=Yes,
Need_defined=Info_Gathering,
Negotiations=Not_started}

d

{Existing_client=No,
Need_defined=Info_Gathering,
Prospect_authority=Mid}

Table 4: Association rules for positive (YES) and negative (NO) outcome (RStudio, library arules).

3.3. Classification tree
Based on the case study training data set, classification tree presented in Figure 5 was built.
It reveals an importance of the attribute Negotiations, ranked highest by the ReliefF
algorithm. First insight is that it’s good to be in some kind of negotiations; when negotiations
did “not_started” yet, no deal was closed (quite obvious, though). Second insight reveals
that success is high when moderate negotiations take place and there is a possibility of some
other solution. Here it’s important to make a distinction between competing with other
providers and competing with other solutions. In the context of our case study, other
solution could be an old solution, which needs to be replaced, or a manual solution, which
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needs to be upgraded; therefore a client is not really comparing different external providers,
competing for the business but investigating different alternatives within our portfolio.

Figure 5: Decision tree with ReliefF attribute selection criterion (Orange).

Next insight reveals that when sellers are involved in moderate negotiations and they offer a
solution to the existing client, they always win. This insight reflects organizational strength
for cross selling and could be recognized as one of key sales approaches for future growth.
However, when sellers offer the same solution to a new prospect, they always fail. This
indicates the importance of the client relationship for the analyzed case study.

3.4. Parallel Coordinates – Visualization
When dealing with multiple features, a parallel view of training data is presented in Figure .
Each training instance is presented with one connected line and we can see frequently
occurring patterns. The whole graph reveals a “broader story” of what is working and which
scenarios should be avoided. Blue lines represent won deals and red represent lost deals.
For our case study, we can learn that selling to existing clients who have some level of
dynamics from growth perspective, with their business needs clearly expressed by a person
with high authority to secure the budget and who is eager to start negotiations with us only
(no competitors), creates a great likelihood for a success. Sellers are used to storytelling
practice and such interpretation is compelling to them to position their sales into the context
of what need (or can) be changed to fit into the “story”. For different training data set, a
different story could emerge.
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Figure 6: Parallel coordinates (Orange).

3.5. Scatter plot
In comparison to parallel coordinates the scatter plot deals with fewer interacting features;
however those are compared against each other and thus create new perspective. Figure 7
shows the relationship between ability to secure pilot (or trial) testing of offered solution
and a prospect’s authority to execute the deal. One insight from this visualization is
prevailing – sellers should work hard to secure a person with high authority on the other side
of a table, who needs to be keen to try the solution. Other scenarios do not close the deals.

Figure 7: Scatter plot (Orange).
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Such visualization is important, as it helps to quickly assess new sales opportunities; if an
opportunity fails this “test”, it is safe to go for “No” in the forecasting task. If a positive
answer is secured in the “test”, the opportunity needs to be further analyzed before a
conclusion about the forecast is reached, taking into account different models and
visualizations. For example, a different scatter plot could be produced comparing familiarity
with vendor with budget limits, enriched with what was offered to the prospect (Product)
and the size of the used shape defined with the relative size (Deal size) of an offer. From this
perspective our case study offers mixed results. It might indicate low flexibility on price or
other client’s priorities have higher budgetary attention – the case has to be further
researched with sales professionals.
Comparing insights in Figure 4 to Figure 7, we can see that different insights were presented
in a transparent way, revealing the important knowledge for development of broader
understanding of sales dynamics. These different views contribute to and stimulate strong,
facts based dialog and assessment of sales opportunities and create an improved
understanding needed for a more realistic B2B forecasting, with a goal to decrease the
forecasting error.

5. Discussion and Conclusions
In this paper a novel approach towards organizational learning using machine learning and
specific domain knowledge from the field of B2B forecasting is proposed. Our goal is to
develop a model supporting the decision-maker in the process of forecasting by transparent
reasoning, based on the real-world data. Insights provided by the ML model must be
presented in a comprehensible way, enabling decision-makers to reflect on in the doubleloop learning and so to update their sales knowledge. New knowledge should give direction
to adapt or change behaviors thereby create new sales opportunities and thus improve
decision-makers ability to decrease their forecasting error. We applied transparent ML
techniques capable to explain their recommendations, which is essential for the double-loop
learning.
The training data set consisting of 133 unique cases was built from anonymized sales history
of a company providing services to their clients. Initial list of 16 features (attributes),
describing sales history, was assessed by 5 different ML attribute evaluation techniques.
Based on the results we selected 7 out of 16 features which contain important information
for the development of the prediction model. Using several feature evaluation techniques
we reduced the probability of biased and subjective prioritization, frequently observed when
working with individuals. Several visualization techniques were evaluated within Orange and
RStudio data mining suites but only a small subset of interesting visualizations is presented
in this paper. For a given case study, selected ML prediction models achieved high
classification accuracy. Altogether the presented methods reveal several important insights
enabling modification of seller’s behavior and challenge their traditional intuitive forecasts
of new opportunities by comparing them with insights of ML techniques.
The goal of this paper was to investigate the possibility to develop a classification model,
based on B2B sales history, which supports forecasting process and provides transparent
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reasoning, supported by machine learning techniques. We are convinced that the research
presented in this paper has positively confirmed viability of the novel approach.
To further develop the model, we need additional companies from different industries to
participate with their data. However, getting well-structured tabulated data with attributes
describing B2B sales opportunities presents the biggest challenge, mainly because of the fact
that currently companies and sales personnel put no attention to specific attributes, needed
to create domain knowledge reflection framework. Further research is also needed on the
machine learning process: number of cases needed to create acceptable level of forecasting
accuracy, effect of adding new attributes to training data set, statistical quantification of
predictive confidence etc.
The work presented in this paper establishes a basis for a further research in domains other
than sales and stimulates a critical discussion about selection of powerful and insightful
visualizations used with machine learning and data mining techniques. This will increase
trust in forecasts and so bridge the gap between users and technology.

6. Acknowledgement
We are grateful to the company Salvirt ltd. for funding the research and development of the
model, presented in this paper.

7. References
Argyris C. (1996): “On Organizational Learning”, Blackwell, New York.
Alvarado-Valencia J.A., Barrero L. H. (2014): “Reliance, Trust and Heuristics in Judgmental
forecasting”, Computers in Human Behavior, Vol. 36, pp. 102-113.
Bohanec M. (2014a): “Modeling knowledge for reducing opportunity based forecasting error
in B2B scenario with help of machine learning methods”, Proceedings of 33rd Conference of
Organizational science developments, Portorož, Slovenia.
Bohanec M. (2014b): “Reducing sales forecast error by leveraging machine learning
techniques for B2B opportunity-based forecasting”, Proceedings of 27th Bled eConference,
Bled, Slovenia.
Bohanec M., Kljajić Borštnar M., Robnik-Šikonja M. (2015); “Modeling attributes for
forecasting B2B opportunities acquisition”, Proceedings of 34th Conference of Organizational
science development, Portorož, Slovenia.
Bose I., Mahapatra R.K. (2001): “Business data mining - a machine learning perspective”,
Information & Management, Vol. 39, No.3, pp. 211-225.
Bradley A. P. (1997): “The use of the area under the ROC curve in the evaluation of machine
learning algorithms”, Pattern Recognition, Vol. 30, No. 7, pp. 1145-1159.
Breiman L. (2001): “Random forests”, Machine Learning Journal, Vol. 45, pp. 5–32.
350

Collopy F., Adya M., Armstrong J.S. (2001): “Expert Systems for Forecasting”, In Principles of
Forecasting: A Handbook for Researchers and Practitioner, Kluwer.
Chapman P., Clinton J., Kerber R., Khabaza T., Reinartz T., Shearer C., Wirth R. (2000): CRISPDM 1.0 Step-by-step data mining guides”, ftp://ftp.software.ibm.com/software/analytics/spss/
support/Modeler/ Documentation/ 4/UserManual/CRISP-DM.pdf

Demšar J., Zupan B. (2013): “Orange: Data Mining Fruitful and Fun – a Historical
Perspective”, Informatica, Vol. 37, pp. 55–60. http://orange.biolab.si
DiBella AJ, Nevis EC. (1998): “How Organizations Learn”, Jossey‐Bass, San Francisco, USA.
Elisseeff A., Pontil M. (2003): “Leave-one-out error and stability of learning algorithms with
applications”, Advances in Learning Theory: Methods, Models and Applications, J.A.K.
Suykens, ed., IOS Press, 2003.
Gephart MA, Marsick VJ, Mark E, VanBuren ME, Spiro MS. (1996): “Learning organizations
come alive”, Training Development, Vol.50, No.12, pp. 36-41.
Gronhaug K., Stone R. (2012):”The learning organization”, Competiveness review: An
international business journal, Vol. 22, No. 3.
Katz D.M., Bommarito M.J., Blackman J. (2014): “Predicting the Behavior of the Supreme
Court of the United States: A General Approach”, Social Science Research Network,
http://ssrn.com/abstract=2463244 (27.2.2015).
Kljajić Borštnar, M., Kljajić, M., Škraba, A., Kofjač, D., Rajkovič, V. (2011): “The relevance of
facilitation in group decision making supported by a simulation model”, System dynamics
review, ISSN 0883-7066, vol. 27, no. 3, pp. 270-293.
Liao SH., Chu PH., Hsiao PY. (2012): “Data mining techniques and applications – a decade
review from 2000 to 2011”, Expert systems with Applications, Vol. 39.
Locke J. (1924): “An Essay Concerning Human Understanding (Slovenian translation)”,
Slovenska šolska matica, Ljubljana.
Quinlan, J.R. (1993): “C4.5: Programs for Machine Learning”, Morgan Kaufmann, San
Francisco.
Rieg, R. (2010): “Do forecast improve over time?”, International Journal of Accounting and
Information Management, Vol. 18, no. 3.
Robnik-Šikonja M. (2014): “semiArtiﬁcial: Generator of semi-artiﬁcial data”, R package
version 1.2.0. http://cran.r-project.org/package=semiArtiﬁcial
Robnik-Šikonja M., Kononenko I. (2008): “Explaining Classification for Individual Instances”,
IEEE Transactions on Knowledge and Data Engineering, Vol. 20, no. 5, pp. 589-600.
Maaß, D., Spruit, M., Waal, P. D. (2014): “Improving short-term demand forecasting for
short-lifecycle consumer products with data mining techniques”, Decision Analytics,
Springer, pp. 1–17.
351

McCarthy Byrne T.M., Moon M.A., Mentzer J.T. (2011): “Motivating the industrial sales force
in the sales forecasting process”, Industrial Marketing Management, Vol. 40, pp. 128-138.
Miller, G.A. (1956): “The Magical Number Seven, Plus or Minus Two: Some Limits on our
Capacity for Processing Information”, Psychological Review, Vol. 63, pp. 81-97.
Monat, J. P. (2011): “Industrial sales lead conversion modeling”, Marketing Intelligence &
Planning, Vol. 29, Iss: 2, pp.178 – 194.
Ngai E.W.T., Xiu Li, Chau D.C.K. (2009): “Application of data mining techniques in CRM: a
literature review and classification”, Expert Systems with Applications, Vol. 36, pp. 2592–
2602.
Nonaka I., Takeuchi H. (1995): “The knowledge creating organization”, Oxford University
Press, New York.
Senge P. (1990): “The Fifth discipline: The Art & Practice of the Learning Organization”,
Doubleday Currency, New York.
Sein M.K., Henfridsson O., Purao S., Rossi M., Lindgreen R. (2011): “Action Design Research”,
MIS Quarterly, Vol 35, pp. 37-56.
Shmueli G., Patel N.R., Bruce P.C. (2007): “Data Mining for Business Intelligence: Concepts,
Techniques, and Applications in Microsoft Office Excel with XLMiner “, John Wiley & Sons.
Simoff S. J., Böhlen M. H., Mazeika A. (eds.) (2008): “Visual data mining“, Lecture Notes in
Computer Science, Springer.
Witten, I.H., Eibe F., Hall M.A. (2011): “Data mining – Practical Machine Learning Tools and
Techniques”, third edition, Elsevier.

352

