Integrating volume morphing and visualization  by Srinivasan, Rajagopalan & Fang, Shiaofen
Computational Geometry 15 (2000) 149–159
Integrating volume morphing and visualization
Rajagopalan Srinivasan a,∗, Shiaofen Fang b
a Kent Ridge Digital Labs, 21 Heng Mui Keng Terrace, Singapore 119613, Singapore
b Department of Computer and Information Science, Indiana University–Purdue University, Indianapolis, IN, USA
Abstract
In this paper, we introduce a new deformable volume rendering algorithm. By embedding deformation into
the visualization loop, we render the deformed volume directly without going through the expensive and non-
interactive volume reconstruction process. The volume deformation is done using a radial basis function that is
piecewise linearly approximated by an adaptive space subdivision of the octree encoded target volume. The octree
blocks in the target volume are reverse morphed and projected in a front-to-back order. A template based ray-block
intersection method is used to speed up the rendering process. Our algorithm renders the morphing of a 2563
volume in seconds. While the resultant timings is slower than real time, it is much faster than existing volume
morphing/rendering pipelines. Ó 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
1.1. Volume morphing and volume rendering
Volume morphing is a technique for generating smooth 3D image transformation and reformation.
While its application in entertainment industry is obvious, it also has potential use in the morphological
study of biological systems, and analysis and simulation of shape deformation due to growth, evolution
or surgical reconstruction.
Volume rendering, on the other hand, is widely used in visualizing the internal structures of large
and complex volumetric objects. Rendering the volume deformation process using the current volume
rendering techniques is, however, very difficult since it requires the construction of all the intermediate
deformed volumes. Such a process is often very expensive, and far from being real-time or interactive.
In this paper we present a new deformable volume rendering algorithm that avoids the deformed volume
construction process and significantly improves the rendering speed.
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1.2. Related work
Earlier work in volume morphing includes the scheduled Fourier method [9] and the wavelet-based
method [8]. They involved morphing of simple objects and the results exhibited non-smooth movements
of isosurfaces. A more recent work on feature based volume morphing by Lerios et al. [12], is a
3D extension of a 2D feature-based image morphing algorithm [1]. This method shows much more
complicated and smooth morphing results for both the CT volume datasets and polygonal objects. The
quality of the morphing results, however, largely depend on the placement of the feature landmarks. The
algorithm is not suitable for applications where only a relatively small number of point landmarks are
available.
There are a large number of publications on the topic of volume rendering. They can be roughly
classified into two categories: image space approaches [2,14,21], and object space approaches [11,19,
20]. They are, however, all based on regular volume datasets. Therefore, in order to render a deformed
volume, a new regular volume dataset has to be constructed, which can take hours for a 2563 volume
[3,12]. Even the approximate reconstruction method proposed in [12] takes several minutes to create a
single volume.
Another relevant work is the ray deflector based raycasting by Kurzion and Yagel [10]. In their
approach, the deformation is modeled by ray deflectors that deform the rays during raycasting to generate
visual deformation effects. Since the rays are bent into curves, the ray/object intersection is more difficult
than normal raycasting. No information about rendering speed is given in their paper.
1.3. Overview
Section 2 gives a description of our method of computing the landmark-based morphing function
for volume deformation. In biomedical cases, landmarks are homologous biological feature points that
can be defined with high precision on objects of interest. Since the landmarks are often irregularly
distributed across the volume, a scattered data interpolation problem has to be solved. We use the radial
basis function methods to fit into the volume morphing problem. Section 3 describes the deformable
volume rendering algorithm. It is an object space algorithm based on octree block projection [18]. The
implementation issue of the algorithm is also discussed, with experimental results and performance data.
Section 4 concludes the paper with some further remarks and future work.
2. Landmark-based volume morphing methods
A landmark based 3D morphing can be defined as a global smooth interpolation between scattered
data points in 3D space. This problem has been widely studied in computer aided geometric design.
Several methods have been proposed in using scattered data interpolation for volume morphing and
image warping [3,12,17]. One particular radial basis function method, Hardy’s interpolation, has been
especially useful for morphing purposes because of its global smoothness and robustness [3,5]. In our
approach, Hardy’s interpolation is used as the deformation function, but in the reverse direction, i.e., it is
a backward morphing that transforms the points in the deformed volume back to the original volume for
voxel association.
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For given source landmarks {L0i = (x0i , y0i , z0i )} (i = 1, . . . , n) in the original volume and target
landmarks {Li = (xi, yi, zi)} (i = 1, . . . , n) in the deformed volume, the morphing function is defined
as
H(P )=
n∑
i=1
hi
(
d2i (P )+ r2i
)α +L(P ), (1)
where L(P ) is a linear function to absorb any global linear transformation to the whole landmark set,
di is the distance function from Li , and α is the exponent parameter that should be either 0.5, −1 or 1
for good results. ri is a set of parameters that can control the stiffness of the deformation. We set it to
min
j 6=i di(Pj )
to ensure that the deformation is soft in the region where landmarks are sparse and stiff in the region
where landmarks are dense.
The coefficients {hi} (hi ∈ R3) and L are computed by solving the following linear system from the
interpolation equations to ensure that landmarks are mapped to their corresponding landmarks up to a
linear transformation:
H(Li)= L0i , (2)
n∑
i=1
hi · xi =
n∑
i=1
hi · yi =
n∑
i=1
hi · zi =
n∑
i=1
hi = 0. (3)
More details about Hardy’s interpolation and other scattered data interpolation methods can be found in
[3,6,7,15–17].
Computing H(P ) is quite expensive since the distances from each point P to all landmarks need to
be computed individually. However, it was pointed out in [6,17] that, when α =−1, an influence radius
Ri can be defined for each landmark point Li , so that its contribution (the ith term in the summation
in (1)) to points outside its influence area (the sphere centered at Li with radius Ri) is smaller than a
pre-defined tolerance τ , and therefore can be neglected. We use this influence radii and locally bounded
Hardy’s interpolation scheme to speed up the interpolation computation. The concept of influence radius
also plays a significant role in the adaptive subdivision of the target volume to be discussed in the next
section.
3. Deformable volume rendering
In order to render the volume deformation process, the conventional approach is to construct an
intermediate volume for each frame of the deformation. This is too expensive for many practical
applications. In this section, we will develop an integrated volume rendering algorithm that takes only
the original volume with the deformation function, and directly renders the deformed volume without
the intermediate volume construction. The algorithm uses raycasting formulation, and is very efficient in
terms of both speed and memory, as shown in Fig. 5. Faster speed can be achieved by using hardware
assisted 3D texture mapping [4], with a price of lower image quality and higher hardware cost.
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Fig. 1. Discontinuity in neighboring blocks with different levels of subdivisions.
3.1. Adaptive subdivision of target blocks
The first step of the algorithm is to adaptively subdivide the target volume space into target blocks for
the approximation of the deformation function F , i.e., within each target block, only the block vertices
need to be computed by F , and all other points can be trilinearly interpolated. To efficiently represent
such an adaptive subdivision process, an octree data structure is utilized. This target octree is initially set
to a complete tree representing a preliminary uniform subdivision with a pre-determined depth level.
At any point of the subdivision, the current leaf nodes of the octree are considered the current target
blocks, and recursively subdivided into and replaced by eight smaller target blocks until the function F
can be approximated by trilinear interpolation within the blocks. To determine whether a block needs to
be subdivided, we adopt an approach used in [12]. In this approach, several sample points in each target
block are selected (often the center of the block and the centers of its six faces, since these points will be
part of the vertices if subdivision is needed) and deformed separately by the morphing function F and the
trilinear interpolation. If the distance between the morphed results and the interpolated results are under
a given tolerance, the block is considered acceptable, otherwise subdivision is needed. This continues
recursively until all target blocks meet the tolerance requirement.
This process, however, is likely to create sampling discontinuity between the neighboring blocks that
are created at different levels of subdivision. As shown in Fig. 1, a small gap (or overlap) may occur
along the common boundary of the neighboring blocks as a result of linear interpolation. Consequently,
the volume data within this small gap or overlapping area can get mis-sampled (omitted) or double-
sampled (stretched). To avoid artifacts, the tolerance has to be small. In our examples, a tolerance of the
size of three voxels for 2563 volumes seems to be sufficient to avoid noticeable artifacts.
3.2. Sorting of octree blocks
The next step in the rendering algorithm is to sort the target blocks created from the subdivision process
in a front-to-back order so that the blocks can be projected according to their viewing order. Since the
target blocks are already organized in the target octree, sorting for a given viewing direction is fairly
simple. Assuming the viewing direction vector is (x, y, z), relative to the orthogonal coordinate system
of the octree, the signs of the coordinates determine the order in which the eight child octants of each
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Fig. 2. The order of the octants for a given viewing direction.
node are visited, as shown in Fig. 2. Based on this view-dependent child access order, a view-dependent
depth first traversal of the target octree will automatically pick the target blocks in back-to-front order.
3.3. Target block projection
The final step of the rendering algorithm is to project all the target blocks to the projection plane in a
front-to-back order. This projection is essentially a raycasting process within the block, except that the
voxel values are not directly available from the target block – they have to be fetched from the original
volume through the deformation function. Each of such projections consists of three steps:
– Computing the intersection between the rays emanating from all pixels and the block. The results are
all the ray segments that reside within the target block.
– Sampling each intersecting ray segment and performing color/opacity compositing and blending. This
involves the morphing of the sampling points to obtain their color/opacity values from the original
volume.
– Shading of the sampling points based on the target volume’s gradients at the sampling points.
3.3.1. Template-based ray-block intersection
Since there can be hundreds and sometimes thousands of target blocks, computing the ray-block
intersection for all of them directly would be too expensive. However, for parallel projection, a template
can be used to take advantage of the fact that all target blocks have the same orientation, shape and only
a few fixed sizes. Intuitively, the result of the ray-block intersection for one sample should be usable by
all other blocks of the same size with a simple translation. To describe this approach, let us first define:
– the active pixels: the pixels that the block projects to;
– the active sampling points: the raycasting sampling points along the rays from the active pixels that
are within the block.
For blocks of the same size, the active pixels and active sampling points should be identified only once,
saved in a template, and pasted to all other blocks.
A template is defined as a 2D array containing the screen area of the active pixels. Each entry of the 2D
array contains simply two index numbers indicating the interval of the active sampling points. To build
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Fig. 3. The order of the octants for a given viewing direction.
the template, a sample block for each block size is used. The 2D screen projection of the bounding box
of the rotated sample block forms a rectangular screen area containing all the active pixels of the sample
block. For every ray emanating from each active pixel, the ray segment within the block is computed by
normal ray-block intersection, and the interval of the sampling points on this ray segment is stored on the
template.
For each block in the sorted block list, a displacement vector from the sample block is first computed.
A template of appropriate size is translated by the displacement vector to obtain the active pixels and
active sampling points of the block to perform raycasting within the block.
There is one complication, however, in using the template. The set of all raycasting sampling points
forms a 3D grid in the viewing space. If we use the center of the rotated block as the reference point,
and define the block offset as the offset of the reference point to its nearest grid point, it is easy to see
that such offsets are usually different for different blocks, even if they have the same size and orientation.
Ideally, if the offset of the sample block used for building the template is the same as that of the block to
be projected, there would be no problem in translating the template to project the block. But when their
offsets are different, the active pixels and active sampling points got from the translated template can be
slightly different from what it should be if it is directly computed by ray/block intersection.
Our solution to the above problem is to increase the size of the sample block to form a so called
extended sample block for building the template, so that it covers all possible offsets. Without loss of
generality, we assume that the resolution (grid step) of the grid is 1. Thus, the offset values in X, Y
and Z for any block can only be between −0.5 and 0.5. In other words, an extended sample block with
reference point at a grid point P should contain the union of all the possible sample blocks of the same
size with their reference points within a unit cubic cell centered at P . To illustrate this idea, a 2D analog
is shown in Fig. 4. The extended sample block is obtained by extending the four (six in 3D) sides of the
original sample block (dashed) outward by an amount of√2 (the largest offset magnitude, should be√3
in 3D). This is to ensure that all sample blocks with reference points within the unit cell are included. As
shown in Fig. 4, the sample block with its reference point Q at a corner of the unit cell, for instance, is
still contained within the extended sample block.
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Fig. 4. 2D analog of the extended sample block.
Using the extended sample block to build the template does ensure that the set of active pixels and
active sampling points of a block is a subset of the translated template. But if we directly use such
a template to project the blocks, double sampling can occur along the boundaries of the neighboring
blocks. To avoid double sampling, during the projection of a block, we have to first test a few points
at the start and end of the sampling point interval of each ray to remove those sampling points that are
not within the block, so that the raycasting is done for the sampling points within the block only. In
fact, such a test is not expensive because the world coordinates in the original volume for the sequence
of sampling points along a ray in each block are needed anyway and incrementally computed for the
trilinear interpolation of the intensity values, testing whether a point is inside or outside an un-rotated
block is very easy. Besides, there are, in general, at most one or two points that need to be skipped, thus
the overhead of this test is fairly small compared to the savings.
3.3.2. Morphing of the sampling points
In order to perform color/opacity compositing and blending, the color/opacity values of the sampling
points on the intersecting ray segments have to be obtained from their morphed points in the source
volume. As stated before, computing the morphing function for all the sampling points is costly. However,
since the morphing can be approximated by trilinear interpolation within each target block, only the
eight vertices of each target block need to be morphed, and all other sampling points in the block can be
interpolated from these eight vertices. This greatly reduces the morphing computation time, and allows
for faster overall rendering speed. Animation of the intermediate steps of the morphing can be simply
done by linear interpolation of the original block vertices and their morphed results.
3.3.3. Gradient computation for shading
Shading is done the same way as normal volume rendering [13] except that the gradient vector needed
for the shading formula is not directly available from the target volume, size the voxel values are not
explicitly stored in the target volume. It can, however, be computed through the original volume and the
morphing function F .
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Let the intensity function of the source volume V0 be f :R3→ R, the intensity function of the target
volume V1 be g :R3→R. For any pointQ= (u, v,w) ∈ V1, its morphed point is P = (x, y, z)= F(Q) ∈
V0, i.e., g(Q)= f (P )= f (F (Q)).
The gradient of V1,
Dg =
(
∂g
∂u
,
∂g
∂v
,
∂g
∂w
)T
,
can be computed as follows:
Dg(Q)= JF (Q) ·Df (P ),
where
Df =
(
∂f
∂x
,
∂f
∂y
,
∂f
∂z
)T
is the gradient of the source volume, and JF is the Jacobian matrix of the morphing function:
JF =
(
∂F
∂u
,
∂F
∂v
,
∂F
∂w
)T
.
While Df is directly available from V0, computing JF for every point is, however, expensive. But within
each target block the function F can be approximated by trilinear interpolation, similar to the morphing
function evaluation, we only need to compute the Jacobian matrices for the block vertices and use trilinear
interpolation to get the Jacobian matrices for all other points within the block.
3.4. Implementation
The algorithm presented here has been implemented in C++ on an SGI-VTX (R4400) workstation of
150 MHz with 128 MBytes memory. To test the algorithm, CT-scanned data sets of a modern human
(Homo sapiens) head, some primate heads, and casts of fossil primates were used. Approximately
56 homologous biological landmark points were located on these datasets at the Johns Hopkins
University School of Medicine. Fig. 6(a) is the original modern human head rendered to show the skull.
Figs. 6(b) and (c) are the morphed results (using landmarks collected from an Old World monkey (Macaca
mulatta) for 2563 and 1283 volumes, respectively. Fig. 6(d) is an image of a 2563 volume morphing from
modern human to the fossil cast of Homo Erectus. Fig. 6(e) shows an image of Homo Erectus from a
2563 volume, which is morphed to a chimpanzee (Fig. 6(f)). Figs. 6(g)–(i) show some more deformable
rendering results for morphed 2563 volumes.
The algorithm’s performance data for the images in Fig. 6 are given in Fig. 5. A partitioned rendering
time is given for each case. It is the rendering time for each new angle or deformation frame. The setup
time is for building the morphing function and the target blocks, and occurs only when there is a change
of landmarks. In the table, the total memory usage is also given. It includes the representation of the
original volume, the target octree and the templates. Since an octree volume representation, which can
effectively cut out the empty space, is used to store the original volumes as well, the total memory use is
small.
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Fig. 5. Rendering performance data.
Fig. 6. Results of volume rendered 3D morphs.
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4. Conclusions
We have presented a new raycasting based rendering algorithm for deformable volumes. We have used
the locally bounded Hardy method as the morphing function. The rendering algorithm is able to render
the deformable volumes without constructing the intermediate deformed volumes. By taking advantage of
the uniform shape and orientation of octree blocks, a fast-template based ray-block intersection approach
is introduced. An adaptive volume space subdivision scheme allows the approximation of the deformation
(morphing) function using trilinear interpolation, which further speeds up the rendering process.
In future, we intend to investigate different forms of volume deformations, including physically-
based approach, to achieve more natural and intuitive volume manipulation by deformation. Further
improvement in the rendering speed is still very important in order to be able to interactively deform and
visualize at the same time.
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