Statistical tests that assume an additive model are commonly employed in genetic association studies. However, the true models for genetic variants are rarely known. A misspecified genetic model may lead to loss of power in identifying the potential markers associated with a disease. In this paper, we develop a robust test based on modified Ftest statistics for quantitative trait genetic association studies and a simple method to compute its statistical significance and power. We also study sample size calculations for designing such an association study. Numerical results, including simulation studies and a real data example, show that the proposed robust test has satisfactory performance when the model is unknown and is more robust than some existing procedures when the model is mis-specified.
INTRODUCTION
Recent advances in biomedical technology have made genome-wide association studies (GWASs) a popular tool to identify disease susceptibility markers using single nucleotide polymorphisms (SNPs). In a typical GWAS, singlemarker analysis under the additive model of genetic inheritance for 500,000 to 1 million SNPs is commonly employed. Although the assumption that risks are additive is correct for some conditions [17, 18] , the true models for these SNPs are unknown for most. It is simple to apply an association test based on the additive model, but it may fail to detect the associated SNPs when the true models are not additive (e.g., recessive and dominant) due to the loss of power under the model mis-specification. SNPs associated with binary traits (diseases) with non-additive genetic models have been identified in GWASs (e.g., [9, 11] ), which would not have been identified if the tests derived under the additive model were used.
When the true genetic model is unknown but most likely one of the three common genetic models: recessive, additive * Corresponding author.
and dominant, robust tests are preferred, which take into account the uncertainty of the genetic models. Some robust tests have been developed and applied in GWASs for binary traits, including MAX3 (the maximum of three trend tests derived respectively under the three genetic models) ( [2, 4, 9, 14] ), CHI2 (the two-degree-of-freedom chi-squared test) ( [15] ), MIN2 (the minimum of the p-values of CHI2 and the trend test under the additive model) ( [3, 11] ), CLRT (the constrained likelihood ratio test) ( [12] ), and MAX (the maximum of trend tests over all the genetic models between recessive and dominant) ( [1, 6] ). Numerical results showed that MAX3, MIN2, MAX, and CLRT all have comparable performance across different genetic models and are more efficient and robust than the test statistics based only on the additive model. See Zheng et al. ( [18] ), chapter 6.
To date, the above robust tests have mainly focused on the genetic association with binary traits. However, it is common to have quantitative traits in GWASs, let alone that many binary traits are obtained from quantitative traits using a threshold model. For example, hypertension (yes/no) can be obtained from blood pressure measures. To the best of our knowledge, few robust tests have been studied for quantitative traits. So and Sham [10] recently employed MAX3 based on the score test statistics for quantitative traits. They applied Lin's Monte-Carlo simulations idea [7] and employed the efficient score function to construct the score test for a given genetic model. They then considered the maximum of the three score test statistics under the the three genetic models, and used 3-fold integration to derive the significance and p-value of MAX3.
For quantitative traits, the F-test derived from a linear model with additive model is commonly used. We study how to obtain MAX3 based on the three F-tests derived under the three genetic models and derive its asymptotic distributions under either a null or alternative hypotheses. The asymptotic distribution of MAX3 under the alternative hypothesis was not studied in [10] . With our results, one can design an association study for quantitative traits with MAX3. In order to apply MAX3 more computationally efficiently, we modify the usual F-tests and actually study MAX3 based on the modified F-tests. The main results are presented in Section 2, including the statistical significance, sample size and power calculations of MAX3. Section 3 presents simulation results to investigate the performance of various test statistics, and a real data example. Finally the implications of the methods are discussed.
METHODS

Notations
When testing the association between a SNP, with alleles A and B, and a quantitative trait of interest, we assume that B is the risk allele, which corresponds to the high trait value, if the SNP is associated with the trait. Assume that the genotypes, traits and other covariates of n subjects are obtained. Denote the ith observation, i = 1, . . . , n, by {y i , z i , g i }, where y i is the trait value, and
τ is the vector of covariates with 1 for the intercept and τ for the transpose, and g i is the genotype value, which takes 0, 1, or 2 corresponding to the number of B allele. Without loss of generality, assume the first n 0 subjects have genotype AA with g i = 0 (i = 1, . . . , n 0 ), the next n 1 subjects have genotype AB with g i = 1 (i = n 0 + 1, . . . , n 0 + n 1 ), and the last n 2 = n − n 0 − n 1 subjects have genotype BB with g i = 2 τ . For the additive model, the genetic effect on the trait increases with the number of B allele, so genotypes are coded as G 1 = G, where G is given before. The three genetic models are indexed by δ = 0, 1, 2. Also denote
τ , and X = (Z, x 1 , x 2 ).
A modified F -test statistic with a genetic model
To derive our proposed robust test, we need to first introduce a modified F -test statistic given a genetic model δ. Assume y i and (z i , g i (δ)) follow the linear model,
where γ γ γ is the nuisance parameter, β is the parameter of interest, σ 2 is the unknown variance of random error, and g i (δ) is the genotype under a given genetic model δ. The null hypothesis of no association is H 0 : β = 0 and the alternative hypothesis is given by
Like the analysis of case-control genetic association studies ( [13] ), an F-test for quantitative trait association varies among different genetic models because genotypes are coded differently. In practice, the potential genetic model is often unknown. Different δ (∈ [0,1]) indicates a different genetic model. There are three commonly used genetic models: recessive, additive and dominant models, which are corresponding to δ = 0, δ = 0.5 and δ = 1, respectively ( [10] ). For the above three genetic models, we propose three modified F-tests. Under the recessive, additive and dominant models, corresponding to δ = 0, 1, 2, the proposed F -test statistics can be written as
It is worth pointing out that the F -test in (2) is different from the one that is usually used. The difference lies between the choice of the denominators. Here we adopt a robust estimator of the residual sums of squares because we estimate the variance without assuming any genetic models by taking three genotypes as a categorical variable in the linear model. One important advantage is that, for any given genetic model, the numerator of the modified F -test is independent of its denominator, which helps reduce the computation burden from 5-fold integration to 3-fold integration for the robust test that we propose later without loss of power; see simulation results. The following result, whose proof is given in the Appendix A, gives the asymptotic distribution for the modified F -test under H 0 .
Theorem 1. Let F a,b be the F distribution with degrees of freedom a and b. Then, under H
We consider a special case with no covariates (k = 0).
Denote the mean trait value of
where J m1×m2 is a m 1 ×m 2 matrix with all 1's and O m1×m2 is a m 1 × m 2 matrix with all 0's. Then the F -tests under the three genetic models can be written as
where n *
A robust test, MAX3, for linear models
The F -test given in (2) depends on the underlying genetic model δ, which is often unknown. We propose a robust test for the linear model (1) 
where f (z 0 , z 2 ; 0, Σ 02 ) is the pdf of the bivariate normal distribution with zero mean vector and the covariance ma-
, and
Under the special case without covariates,
1/2 , and v 02 = [n 0 n 2 /{(n 0 + n 1 )(n 1 + n 2 )}] 1/2 . Calculating p-values of MAX3 requires evaluation of three-fold integrals, which can be done using the R-package "mvtnorm".
Power and sample size calculation for MAX3
For a given genetic model δ, assume the genetic effect is β, the significance level is α, and c 1 satisfies Pr H0 (MAX3 ≥ c 1 ) = α. Denote 
The above formula can be used for power and sample size calculations when designing an association study for a quantitative trait. For example, in order to determine the sample size n, one can assume the Hardy-Weinberg equilibrium (HWE) holds in the population and let n 0 = n (1 − p) 2 , n 1 = 2np(1 − p), and n 2 = np 2 , where p is the minor allele frequency (MAF) of a SNP. Given β under a genetic model, n can be calculated numerically using (3) for a specified power.
NUMERICAL RESULTS
To illustrate the performances of the proposed method, simulation studies and a real data analysis of the Trinity Student Study GWAS were conducted. Three procedures were compared: the proposed MAX3, F (the commonly used F test derived under the additive model) and SCORE (the method proposed by [10] based on score tests).
Simulation studies
We first compare the performances between the proposed modified F-tests (F 0 , F 1 , F 2 ) and the commonly used F-tests (F r, F a, F d) derived under the recessive, additive, and dominant models. The data were generated respectively from the recessive model with y i = 0.5 + z i + 0.5g i + i , the additive model with y i = 0.5 + z i + 0.15g i + i , and the dominant model with y i = 0.5 + z i + 0.25g i + i , for i = 1, 2, . . . , n, where i ∼ N (0, 0.64). 2,000 replicates were generated. Figure 1 shows the results, which indicate that the modified F-test and the commonly used one almost have the same power. For example, when MAF is chosen to be 0.15, power of F 3 and the commonly used F-test are both equal to 0.884 under the dominant model.
To test whether the proposed procedure maintains the type I error rates, we generated the data set from the null model
with γ 0 = 0.5, γ 1 = 1.0, z i ∼ N (0, 1), and i ∼ N (0, 0.64). The sample size n was chosen from {250, 500, 750, 1, 000}. The significance level was 0.05 and again 2,000 replicates were generated. We assumed HWE holds in the population and the MAF was 0.15, 0.30 and 0.45, respectively.
For comparison, we denote the MAX3 test based on the three score statistics of [15] as SCORE. Table 1 presents the empirical type I error rates. It shows that both the proposed MAX3 and SCORE preserve the type I error rate at the desired level, although SCORE is slightly more conservative with a small sample size and small MAF. We next compare the power between the proposed MAX3 with SCORE. The data were generated respectively from the recessive model with y i = 0.5 + z i + 0.5g i + i , the additive model with y i = 0.5 + z i + 0.2g i + i , and the dominant model with y i = 0.5 + z i + 0.3g i + i , for i = 1, 2, . . . , n, where i ∼ N (0, 0.64). Figure 2 shows the power results. It indicates that MAX3 has similar power to SCORE when the genetic model is additive or dominant. However, MAX3 has a noticeable power gain, as compared to SCORE, under the recessive model. The power of MAX3 can increase by up to 15%. For example, when n = 250 and p = 0.15, the power of MAX3 and SCORE are 0.252 and 0.085, respectively.
The above results show that the proposed MAX3 is relatively more powerful than SCORE for small MAF or sample size when the trait measurements are normally distributed. One might wonder if this continues to be true for other distributions. We generated the data as above with the random error following a Laplace distribution with location parameter 0 and scale parameter 0.8. Figure 3 gives the results, which reveal similar patterns. MAX3 has similar power to SCORE when the genetic model is additive or dominant. However, MAX3 has noticeable power gain, as compared to SCORE, under the recessive model. The power of MAX3 can increase by up to 10%. For example, when n = 250 and p = 0.15, the power of MAX3, SCORE and F are 0.143, 0.045, and 0.082, respectively.
Sample size calculation
To apply the results to address the question of power in a genetic association study with a quantitative trait, we calculate the sample size to achieve 80% power. Assume σ 2 = 0.64 and HWE holds so that n(1 − p) 2 , n2p(1 − p) and np 2 subjects with genotypes AA, AB, and BB, respectively, are obtained for a given MAF p. The results are presented in Table 2 for three commonly used genetic models. They indicate that the sample sizes vary among different genetic models, and the sample size using MAX3 is far smaller than that based on F a. For example, when MAF is 0.15, 7,823 subjects are needed for MAX3, which is much smaller than 277,33 subjects needed for using the modified F -test under the recessive model.
An application
The Trinity Student Study GWAS was conducted in 2003-2004 by investigators at the Epidemiology Branch, Eunice Kennedy Shriver National Institute of Child Health and Human Development (NICHD), Trinity College, Dublin, National Human Genome Research Institute (NHGRI), and the Health Research Board of Ireland. The study enrolled 2,507 students from the University of Dublin, Trinity College, who had Irish grandparents, who had no major medical problems, and who completed the study questionnaire and provided the necessary blood samples. Written informed consent and IRB approval were obtained. DNA was collected for the GWAS and over 750,000 SNPs were assayed via the Illumina system. The analysis of GWAS is ongoing. Serum samples were collected, processed and stored until they were shipped to laboratories that measured over 40 target phenotype measures including hematologic factors, liver function tests, B vitamins and related metabolites.
In this application, a vitamin related biochemical analyte as the phenotypic variable and a specific SNP as the genotypic variable, along with 6 baseline measurements as covariates, were used. Since the main GWAS analysis is still ongoing, detailed information on the selected variables is omitted here.
The genotypic-phenotypic association adjusted for the covariates was tested using MAX3, the modified F -test under the additive model, and SCORE. The p-values of the three tests are 8.59 × 10 −6 , 0.01, and 0.33, respectively. Under Bonferroni, MAX3 shows moderate genotype-phenotype association, while the other two tests fail to detect such an association.
DISCUSSION
A linear model is often employed to explore the association between genetic susceptibilities and human diseases with quantitative traits. MAX3, the maximum of trend tests or score tests under recessive, additive, and dominant models is commonly used for qualitative trait analysis because of its simplicity and ease of interpretation. As is well known, the F -test is commonly employed in a linear model, and is more powerful than the Wald test and Score test for relatively small sample sizes. In the present paper, we constructed MAX3 based on F -test statistics, and provided a 3-fold integration formula to calculate its statistical significance. Our F-test statistic is different from the commonly used one, in the sense that we adopted a robust estimator to estimate the random variance without assuming any genetic models. Numerical results show that the modified F-test has the same performances as the commonly used one and the proposed MAX3 is more robust than other methods.
An important issue in a GWAS is the computation speed. In a GWAS, 500,000-1,000,000 SNPs are genotyped and tested, the significance level per SNP is less than 10 −7 to control the false positive rate. If resampling procedures such as permutation or bootstrap are used to evaluate the statistical significance, at least 10 13 runs are needed. This is prohibitive with the capacity of most computers. However, our procedure is based on three-fold integration and could be readily applied to GWAS.
We conducted simulation studies under the assumption that there was perfect linkage disequilibrium (LD) between the observed SNP and the functional SNP as many investigators did for single-marker analysis ( Another issue in a GWAS is the population stratification (PS), which might lead to false-positive findings in population-based GWAS. Given a large panel of markers, several principal components ( [5, 8, 13] ) (PCs) that capture the ancestry backgrounds are recommended to be as covariates in the model. As shown in the method section, our procedure could easily handle these as [10] 
