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Abstract
We introduce ConceptVision, a method that
aims for high accuracy in categorizing large num-
ber of scenes, while keeping the model relatively
simpler and efficient for scalability. The pro-
posed method combines the advantages of both
low-level representations and high-level semantic
categories, and eliminates the distinctions be-
tween different levels through the definition of
concepts. The proposed framework encodes the
perspectives brought through different concepts
by considering them in concept groups. Differ-
ent perspectives are ensembled for the final de-
cision. Extensive experiments are carried out on
benchmark datasets to test the effects of different
concepts, and methods used to ensemble. Com-
parisons with state-of-the-art studies show that
we can achieve better results with incorporation
of concepts in different levels with different per-
spectives.
1 Introduction
With the advancement of digital cameras and
smart phones, billions of images have been stored
in personal collections and shared in social net-
works. Due to the limitation and subjectivity of
tags associated with images, methods that can
categorize images based on visual information
are required to manage such a huge volume of
data. On the other hand, it is still a challenge to
classify images when the number and the variety
of images are large.
Scene categorization has been attacked by
many studies in computer vision and multime-
dia literature. Low-level features extracted over
the entire image are commonly used to classify
scenes, such as for indoor versus outdoor, or city
versus landscape categorization [1, 2, 3, 4]. Re-
cently, Oliva and Torralba proposed to represent
scenes with a set of holistic spatial scene prop-
erties, which are referred to as Spatial Envelope,
such as degree of naturalness, openness, rough-
ness, etc [5].
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Figure 1: While image (a) can be described
through semantic categories such as chair, ta-
ble, floor, wood, image (b) can only be described
with the help of low-level features such as color,
texture.
Histogram of quantized local descriptors, usu-
ally referred to as visual words, is shown as a sim-
ple but effective way for representation of scenes
[6, 7, 8] as an alternative to global features. Spa-
tial pyramid matching is proposed in [9] where
histograms are computed for different levels of
image partitions.
On the other direction, with the idea that se-
mantics is not sufficiently captured by low-level
features, object detector responses have been
used as high-level representations [10, 11]. While
the number of objects could reach to hundreds
-thanks to recent availability of good detectors
that can be generalized for a large variety of ob-
jects [12]-, the main drawback of object-based
approaches is the requirement for manual label-
ing to train the object models. Moreover, it may
be difficult to describe some image through spe-
cific objects.
Recently, use of attributes as mid-level rep-
resentations has also gained attention [13, 14,
15]. Objects are described through a set of at-
tributes that are shared between object cate-
gories, such as object parts (wheels, legs) or ad-
jectives (round, striped). However, these meth-
ods also heavily depend on training to model
human-defined attributes.
These problems bring us back to the discus-
sion of semantic concepts for classification and
retrieval of images and videos [16, 17]. How can
we describe scenes through a set of intermedi-
ate representations? Should they correspond to
only semantic categories? How many of those
are required to capture all the details?
Let’s consider the images in Figure 1. The ob-
ject names such as chair, table, floor, and the
attributes such as wood are relatively easier to
come up with in describing the scene. On the
other hand, how much can we describe the image
on the right with nouns or adjectives that can
be learned through examples in training? How
much information can be captured in both im-
ages through only low-level features such as the
color or edge distribution?
We argue that, while the advantages of mid-
or high-level semantic categories cannot be dis-
carded, because of the high cost of training -even
if we do not consider the question of definability-
, it could be provided only in limited numbers.
Therefore, low-level information, which is less-
costly to obtain, should be taken advantage of.
The main question is how can we melt represen-
tations with different characteristics in the same
pool?
In this study, we introduce ConceptVision, in
which we use the term concept for any type of
intermediate representation, ranging from visual
words to attributes and objects. We do not
restrict ourselves with only semantic categories
that can be described by humans, but consider
also low-level representations. We handle the
variations between different levels of concepts,
by putting them into concept groups. Separate
classifiers are trained for each concept group.
The contributions of each concept group to the
final categorization are provided in the form of
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confidence values that are ensembled through a
set of methods for the final decision.
In the following, first we present our proposed
method in Section 2. We describe the datasets
used and discuss about the implementation de-
tails in Section 3. Section 4 shows our experi-
mental results with ConceptVision and Section
5 provides comparisons with other methods.
2 Our Method
As depicted in Figure 2, ConceptVision brings
the ability of using different levels of descrip-
tors through the definition of concepts and con-
cept groups. Low-level local or global descrip-
tors could be quantized to obtain concepts in the
form of visual words, and then concept group can
be represented as Bag-of-Words. On the other
hand, each object category could correspond to
a concept, and as a whole the concept group
could be represented through a vector of con-
fidence values of object detectors.
ConceptVision is designed to allow the inte-
gration of different concept groups for classifica-
tion. Note that our definition does not necessar-
ily require concept groups to have any semantic
meaning; we suppose that, with a capable com-
bination technique, each concept group can add
a different perspective for classification. Hence,
the proposed framework tries to capture the per-
spective of each concept group and consider it
during the final classification.
Our classification has two main parts; individ-
ual classification and ensemble of classifiers. In-
dividual classification is applied to each concept
group separately, and sequentially each classifi-
cation result is combined in ensemble of classi-
fiers stage before making a final prediction. Fol-
lowing sub-sections discuss these stages in more
detail.
2.1 Individual Classification
To support our hypothesis of trying to examine
the different perspectives of each concept group,
we consider each group independently in the be-
ginning. That is, we assume that the individ-
ual classification performance of a concept group
has no effect on another, and should therefore be
treated completely separately. This also allows
us to have an agnostic classification method that
can be used with any type of concepts.
In order to implement this idea, we train a sep-
arate, individual probabilistic classifier for each
concept group. For a given image query, the role
of each individual classifier is to give the prob-
ability of the image belonging to each class. In
ConceptVision, we use probabilistic SVM as our
classifier type. SVM is a popular classifier that
is used widely in any area that involves machine
learning. While the regular SVM outputs a sin-
gle prediction class for a given query, a proba-
bilistic SVM gives class-confidences, the proba-
bility of the query belonging to each class.
The individual classification phase is simple,
and can be summarized in the following steps:
1. Collect the extracted concepts for each con-
cept group using the training set.
2. Train a separate multi-class SVM classifier
for each concept group.
3. During the testing phase, apply concepts ex-
tracted from test set to the corresponding
trained probabilistic SVM model. Output
of the model gives the probabilities of query
images belonging to each class.
2.2 Ensemble of Classifiers
Ensemble of classifiers is the most important
stage of our framework. After training a sep-
arate classifier for each concept group, we must
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Figure 2: A visual representation of ConceptVision. In the training stage, concepts in each concept
group are obtained from training images. Then, an individual classifier is trained for each concept
group. Also, for each trained individual classifier, we compute a concept-priority value. In testing
stage, a test image, represented by concepts, is fed to the individual classifier of each concept
group. Class-confidence values of each classifier incorporated with the concept-priority values, are
combined in the ensemble stage to make a final prediction.
be able to combine them properly before making
a final decision. Before making any further ad-
vancement, we must first answer a simple ques-
tion. How do we consider each individual clas-
sifier? Do we consider them equally, or do we
assign more priority to some of them than oth-
ers? And if latter, what criteria should we use to
assign more priority to an individual classifier?
We first examine the first option, not assigning
any priorities to individual classifiers and treat-
ing them equally. This approach would simply
take outputs of each classifier and combine them
without making any other operations. However,
just after a brief pondering we can intuition-
ally detect some flaws or misjudgments with this
approach. First of all, how can we guarantee
that each individual classifier will perform well?
In fact, we cannot guarantee anything with un-
known data, and a single poor- performing clas-
sifier would have the same contribution in the fi-
nal decision making process as a well-performing
classifier. This would include many noisy factors
for the final prediction making; therefore we de-
cide to explore the second approach, giving pri-
orities to each individual classifier.
This brings us to the second question, how do
we decide which individual classifier gets which
priority? To answer this question, we must find
a way to have an estimate on how a classifier
would work on general unseen data, so we can
assign more weight to decisions of those that are
expected perform well, and less weight to those
that are predicted to perform poorly.
We introduce the notation of concept-priority
value. Concept-priority value is a value which
serves as an estimate on how each classifier would
perform generally. We find this value by per-
forming a k-fold cross-validation on the training
set using each each classifier and assigning the
average accuracy value as the concept-priority
value of the corresponding individual classifier.
Now that we have a generalized estimation for
the performance of each individual classifier, we
can weigh their outputs accordingly. Probabil-
ity outputs of each single classifier is multiplied
by its concept-priority value. After obtaining the
weighted class-confidence probabilities from each
classifier, we ensemble them together in the final
step. At the end, the class that obtains the high-
est value is selected as the final prediction. Dif-
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ferent techniques considered for the ensembling
will be discussed in Section 4.
3 Implementation
To demonstrate the ConceptVision idea, it is
desired to include concepts at different levels.
In order to eliminate effort for the manual la-
beling of objects or attributes, we take the
advantage of two datasets where the semantic
categories are already available in some form.
We performed our experiments on two different
datasets, MIT Indoor [18] and SUN Attribute
Dataset [19]. MIT Indoor Dataset is a chal-
lenging scene dataset because of its large intra-
class variations and cluttered scenes. SUN At-
tribute Dataset contains a large number of im-
ages in a variety of scene categories. MIT Indoor
Dataset was an appealing option, because of its
pre- trained object models made available by Fei
Fei Li et al. [10]. Sun Attribute Dataset meets
our demands with its pre-trained 102 discrimi-
native attribute classifiers.
3.1 MIT Indoor Dataset
MIT Indoor dataset contains 15620 images from
67 indoor categories. Categories do not have the
same number of images, but each category has
at least 100 images. Some of these categories are
similar and hard to distinguish, such as kitchen
and restaurant kitchen, corridor and lobby etc.
For our implementation in the MIT Indoor
Dataset, we split the data into test and training
sets using the recommended setup by its authors.
We use 80 images from each class for training
and 20 images from each class for testing. Our
implementation on this dataset consists of using
four concept groups.
While our framework supports any number
of concept groups, to demonstrate our idea, we
have only used four different types of concept
groups for the MIT Indoor Dataset. These con-
cept groups are well-known low-level features like
PHOW [20], HOG [21], and OPP-PHOW , be-
sides the object detection confidence values ob-
tained using Object Bank [10] detectors.
3.2 SUN Attribute Dataset
Sun Attribute Dataset is a large scale dataset
consisting of more than 700 categories and
14,000 images. Most of the categories are very
similar to each other with little or no difference.
This setup makes it extremely hard for scene
recognition, caused by not having enough data
for each category, and inter-class category simi-
larity.
In order to make the scene recognition in this
dataset more feasible for our task, we have de-
cided not to work with original We have decided
to use the images in the second-level hierarchy
category that they belong to. Some of the ex-
amples of these categories are “indoor sport and
leisure”, “outdoor natural water, ice, snow”, and
“outdoor man-made sports fields, parks, leisure
spaces”.
SUN Attribute Dataset dataset comes with a
set of pre-computed visual features that is avail-
able on its website. Among these descriptors,
we used HOG, SSIM, and Attribute Confidence
Vectors. Please refer to the original paper [22]
for more details).
4 Experiments
This section discusses our experiments and their
results, and is divided into two parts; self-
evaluation and comparison with others. In the
first sub-section, we discuss our experiments
with different configurations of ConceptVision,
and show their results. Then in the second part,
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we compare the results of our method with other
methods and discuss the differences.
4.1 Self Evaluation
In order to evaluate ConceptVision thoroughly,
see its behavior by making slight changes and
find the most efficient and simple version of our
method, we experimented with various modifica-
tions. In this section, we discuss each modifica-
tion, and compare their results that we obtained
using MIT Dataset. We recommend reader to
revisit Figure 2 in order to have a visual repre-
sentation of our framework before reading this
section.
4.1.1 Evaluation Using Different Ensem-
ble Techniques
This section presents the possibilities of using
different ensemble methods to combine vectors
from different concept groups before using a clas-
sifier to make a final decision.
Confidence Summation without
Weighted Classifier Ensemble: This
version of our framework simply sums the confi-
dence values obtained from classifiers of different
concept groups. For the scenario of eliminating
the weighted classifier ensemble step, we treat
each classifier with equal importance and do not
consider any weighting to their results. This
approach can be disadvantageous when one or
more classifiers do not perform well with the
test data, and effect the final prediction in a
negative way.
Confidence Summation with Weighted
Classifier Ensemble: This scenario is an ex-
tended version of the configuration presented in
the first bullet of this sub-section. For this con-
figuration, before combining the confidence val-
ues of each classifier in the summation step, we
multiply each of them by the corresponding class
priority value, which is explained in Section 2.
Using this approach, classifiers that are expected
to perform poorly would have less negative im-
pact on the final decision, and classifiers that are
expected to perform well would have more posi-
tive impact.
Ranking without Weighted Classifier
Ensemble: To experiment with a different
ranking method we integrate a classic ranking
system [23] to combine different features. In-
stead of using exact confidence values, we sort
the confidence values of each class and rank each
class in the order of preference. If we assume
there are m classes, the class with the highest
confidence receives the rank m, while the class
with the lowest confidence receives 1. This quan-
tizes the rank of each class to a whole number,
but some information about the classifier results
can be lost by avoiding the exact probabilities of
each class. In our experiment, instead of sum-
ming up exact confidence values; we sum their
ranks to come up with a final decision.
Ranking with Weighted Classifier En-
semble: This variety of ensemble methods
weighs the class ranks from classifier by its
concept-priority value, in order to avoid the pos-
sible issues that can rise from treating each clas-
sifier equally. As described in confidence sum-
mation with weighting, this approach hopes to
assign appropriate weights to the classifiers that
are expected to behave well or poorly.
Two-Layer Classifier as Ensemble: An-
other approach to combine results of individual
classifiers is using another classifier as the ensem-
ble method. The input of this classifier would
be the output of the previous classifiers concate-
nated together. This approach has a danger of
over-fitting on the second classifier.
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Figure 3: The Results of Different Ensemble
Techniques in Sun Attribute Dataset
Figure 4: The Results of Different Ensemble
Techniques for MIT Indoor Dataset
The comparison of these approaches for SUN
Attributes Dataset and MIT Indoor Dataset can
be seen in Figure 3 and Figure 4 respectively.
We can see that although changing the ensemble
method did not have much effect in the Sun At-
tribute Dataset, the results of the MIT Indoor
Dataset are more distinct. In MIT Indoor, en-
sembling concept groups using confidence sum-
mation and weighted methods is clearly more
advantageous than using a ranking system or a
non-weighted system. Using confidence- based
methods reduces the probability of losing infor-
mation classifier information, and class-priorities
give each classifier their assumed generalized
performance rate. We can argue for the same
trend in SUN Attribute Dataset, but the dif-
ference of accuracies in SUN Attribute Dataset
is much less. Two-layer Classifiers gives us the
worst results for both datasets, because the sec-
ond level classifier is extremely prone to over-
fitting the output of the first layer classifier dur-
ing the training stage, hence not working well in
the testing stage.
4.1.2 Evaluation Using Different Num-
ber of Concept Groups
The second different set of experiments we per-
formed on ConceptVision was done by chang-
ing the number of different concepts used in
each dataset. For individual classifiers, we use
probabilistic SVM, and for ensemble of classifiers
phase, we use the weighted versions of methods
discussed in Section 4.1.1. SVM parameters are
set using cross-validation on training data. Re-
sults for both datasets are reported in Figure 5.
Based on our experiments, we can also observe
that the accuracy of the classifier also generally
increases as we add more concept groups to our
system. For both datasets, we obtain the best
results by using the highest amount of concept
groups. This can serve as a proof that the com-
bination features from completely different con-
cept groups can be beneficial to the overall clas-
sifier, and that our method makes use of this
relation in a meaningful way.
4.1.3 Evaluation Using Different Classi-
fiers
For this set of experiments, we used a fixed en-
semble configuration and changed the type of our
classifier in order to observe any different be-
haviors. We originally designed ConceptVision
considering the popular Support Vector Machine
classifier, however we believe it would also be
necessary to see the performance of our frame-
work using different classifiers. To test our
framework, we also use Random Forests [24] and
Ada- Boost [25].
Ada-boost is a famous ensemble method rely-
ing on the ensemble of weak classifiers (ID3, De-
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(a) MIT Indoor Dataset - Weighted Con-
fidence Method
(b) SUN Attribute Dataset - Weighted
Confidence Method
(c) MIT Indoor Dataset - Weighted
Ranking Method
(d) SUN Attribute Dataset - Weighted
Ranking Method
Figure 5: Experimental results for comparing ConceptVision with different numbers of concept
groups.
cision Stumps). Each weak classifier is weighted
iteratively with respect to its classification ac-
curacy compared to preceding ones, and they
are trained with a weighted boosting approach
where the probability of an instance being se-
lected is proportional to its hardness of classifi-
cation. Random Forests [24] is a descendant of
Ada-boost that also uses the group of different
Decision Trees. Each decision tree is branched
up to leaves by a randomly chosen subsample of
the training data and each node is selected by
any measure that considers randomly sampled
features from the whole feature space.
For these two experiments, ensemble of SVMs
gives better accuracy for the given datasets, as
seen on Table 1 and 2. These results underline
Confidence Ranking
Random Forests 37.3% 32.3%
Ada-Boost 35.8% 33.9%
SVM 43.6% 43.2%
Table 1: Comparison of different classifiers on
MIT Indoor Dataset.
the fact that, LIBSVM’s [26] implementation of
SVM outperforms the other two classifiers with
its capability of constructing non-linear decision
boundaries. Random Forests and Ada-Boost
methods are based on weak classifiers dividing
the decision space with linear boundaries.
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Confidence Ranking
Random Forests 32.7% 33.3%
Ada-Boost 33.2% 34.7%
SVM 40.9% 39.6%
Table 2: Comparison of different classifiers on
SUN Attribute Dataset.
Method Accuracy
Feature Concatenation 9.48%
OB-LR [10] 37.6%
ConceptVISION 40.9%
Table 3: Comparison of ConceptVision with fea-
ture concatenation and Object Bank [10] in MIT
Indoor Dataset.
4.2 Comparison with Other Studies
In this section we compare the results of Con-
ceptVision from Section 4.1 with some of the
other methods used in literature. Since the Sun
Attribute Dataset is relatively recent and there
are not many experimental results with it in the
literature, we make our comparisons using the
results obtained from MIT Indoor Dataset. You
can see the comparisons on Table 3, and see the
detailed explanations of the compared methods
in the following sub-sections.
For comparing with other methods, we des-
ignate the feature concatenation method as our
baseline, and also compare ConceptVision with
Object Bank [10], which we consider the state-
of-art.
4.2.1 Object Bank
Object Bank [10] is a well known method with
the idea of having a higher semantic level de-
scription of images, exposing scene’s semantic
structure similar to human understanding of
views. Although ObjectBank provides a good
interpretation of the image, it produces a very
high dimensional vectors, such as 42588 dimen-
sions with the configuration in the original pa-
per.
4.2.2 Feature Concatenation
Lastly, classical method to combine different
concepts or features is to just concatenate them
horizontally. This method is extremely simple
and widely used, but it can have many disad-
vantages, such as resulting features being in very
high dimensions. Also, combining features from
very different concepts, such as low- level and
high-level features, does not necessarily add any
meaning for classification purposes, and can pro-
vide low results.
4.2.3 Results Comparison
When comparing our results with those of Ob-
ject Bank and feature concatenation on MIT In-
door Dataset, we can see that our method per-
forms better than Object Bank. Results of the
comparison can be seen Table 2. The results of
feature concatenation performing poorly are not
surprising, as we had expected a large concate-
nation of features from different levels not to per-
form well. In the second comparison, our method
performs actually better than Object Bank on
this dataset, without having an as complex ob-
ject representation as Object Bank does. This
shows us that, when combining different concept
groups from different levels, their resulting accu-
racy can be higher than using one of the concepts
groups.
5 Discussion and Feature Work
We proposed ConceptVision as a framework for
combining concept groups from many different
levels and perspective for the purpose of scene
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categorization. The proposed framework pro-
vides flexibility for supporting any type of con-
cept groups, such as those that have semantic
meanings like objects and attributes, or low-level
features that have no meanings semantically but
can provide important information about the
structure of an image. There is no limit in the
definition of concepts, and it is easy to be ex-
panded through inclusion of any other interme-
diate representation describing the whole or part
of the image in content or semantics.
Although our work can be further improved in
many ways, the experimental results from Sec-
tion 4 look very promising. We show that in-
dividual concept group classification accuracies
are lower compared to their combination with
ConceptVision framework. Furthermore, as we
improve the number of concept groups that are
used, we also obtain higher accuracies. This can
be seen especially in the MIT dataset, where
even a concept group like the object represen-
tation, which has a poor accuracy overall, in-
creases the overall accuracy when combined with
the other low- level features.
Another conclusion we can derive from our ex-
periments is that weighting the results of each
individual classifier by its class- priority value
also improves the overall accuracy. This can also
be seen by our experiments, where the weighted
versions of both ensemble methods provide bet-
ter results than their non-weighted version for
both datasets.
Although we are encouraged by its results, we
must also express that ConceptVision is far from
perfect and there are many improvements that
can be made on top of it. Our framework ex-
amines each concept group on the same level,
by assuming that their classification models are
completely independent from each other. We can
extend our framework by modifying this idea,
and establishing dependence between each con-
cept group by their semantic meanings. This
way, we would still be able to incorporate all
kinds of concepts groups from different levels,
but we would use them in different hierarchical
levels in more meaningful way.
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