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Preliminary test estimators are defined for estimating vector parameters. 
This note illustrates the use of the Rao-Blackwell theorem for uniformly 
reducing the risk of these estimators when one is based upon the sufficient 
statistic. The results given are valid for a class of risk functions, including the 
generalized mean squared error, the trace, and the largest characteristic root. 
1. INTRODUCTION 
Though estimators based on the sufficient statistic have many desirable 
properties, it is not true that they are uniformly superior when one is not 
restricted to the class of unbiased estimators. There are situations where 
unbiased estimators do not even exist. Preliminary test procedures have been 
considered by several authors including Waikar (1968), Bancroft (1964), and 
Arnold (1965, 1967). In this note we define a preliminary test estimator for the 
simultaneous estimation of K parameters and show that several realistic risk 
functions can be uniformly reduced when one of the estimators used in the 
preliminary test is based on the sufficient statistic. 
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2. RESULTS 
Let p be a vector parameter and let x and y be estimators of l.~, based on the 
same sample, and such that neither estimator has a uniformly smallest risk 
function. The applications given below rely upon the following result. 
LEMMA. Let y and x be vector statistics of any order such that E(y 1 x) = 4(x) 
is independent of any unknown parameters occurring in the joint distribution of 
(y, x). Further let A = E(y - p)(y - IL)’ and B = E(+(x) - 1)(+(x) - p)‘, 
where p is an unknown vector parameter. Then A - B is nonnegative dejinite. 
Proof. The proof follows along the same lines as Rao [5, results (iii), p. 260 
and (A.2), p. 2651, observing that in Rao’s proofs the additional assumption of 
sufficiency of x is used only to assure that E(y j x) is independent of I*. We note 
that the Rao-Blackwell theorem refers to any chosen y but if x is not sufficient, 
the property that E(y 1 x) be independent of l.~ may hold only for particular 
choices of y. 
As an application of the above lemma for preliminary test estimators we will 
define two estimators using the generalized mean squared error as the risk 
function. As will be noted later, other risk functions useful in vector estimation 
may also be used. 
Th e generalized mean squared error (GMSE) is defined as the determinant 
of the moment matrix with E(y, - pi)(yj - Pi) as the (i, j)-th element. 
In order to apply the lemma we assume that E(y 1 x) is independent of l.r which 
is of course assured when x is sufficient for lo.. Let 
R = {or I GMSE(x I IL) < GMSE(Y I 141. 
A preliminary test estimator for p, denoted by I;, is defined as 
if XER 
if xER. (1) 
A second preliminary test estimator fi is defined as 
’ = :(xX, = E(y / x), I if XER if xei?. (2) 
It is easily seen from (1) and (2) that E(& 1 x) = $. Hence, applying the above 
lemma we have 
GMWF I 14 < GMWP I 1.4, 
since A - B being nonnegative definite implies that / A j > ) B I. 
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3. COMMENTS 
It is of interest to note that E[#(x)] = Ey since E,,,(y) = E,(E,,,(y)). 
It should be mentioned that the GMSE risk reduces to the usual mean squared 
error for the univariate case and to the generalized variance (see Cramer [4], p. 309, 
which is proportional to the square of the volume of the ellipsoid of concentration, 
when the estimators are unbiased. 
In the application of the above lemma we used generalized mean squared 
error as the risk function. However, A - B being nonnegative definite allows 
more general risk functions. The ordering A > B also implies that in addition 
to using the determinate, we could also use the trace, the largest characteristic 
root, and any other symmetric function of the characteristic roots in which the 
ordering A > B is preserved. 
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