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Abstract
This PhD thesis aims at investigating the possibility of designing energy-
efficient high-capacity (up to Tbit/s) optical network scenarios, leveraging
on the effect of collective switching of many bits simultaneously, as is inher-
ent in high bit rate serial optical data signals. The focus is on short range
highly dynamic networks, catering to data center needs. The investiga-
tion concerns optical network scenarios, and experimental implementations
of high bit rate serial data packet generation and reception, scalable op-
tical packet labeling, simple optical label extraction and stable ultra-fast
optical packet switching, with the constraint that there must be potential
energy savings, which is also evaluated. A survey of the current trends
in data centers is given and state-of-the-art research approaches are men-
tioned. Optical time-division multiplexing is proposed and demonstrated
to generate Tbit/s data packets, and time lens based serial-to-parallel con-
verter is employed to demultiplex each high-capacity packet into lower bit
rate tributaries. A novel optical label scheme is suggested and experimen-
tally demonstrated, where the label information is inserted in-band in the
broad signal spectrum and its scalability is demonstrated by generating up
to 65.536 distinct optical labels for 1.28 Tbit/s data packets. The optical
label information is extracted and decoded using a simple opto-electronic
based label detection module. In particular, four stable switching control
signals are decoded from 640 Gbit/s variable length data packets. Finally,
three optical switching scenarios of high-capacity data packets, including a
record-high 1×2 optical packet switching of 1.28 Tbit/s serial packets, are
experimentally demonstrated using electro-optic based LiNbO3 switches.
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Resumé
Denne Ph.d. afhandling adresserer muligheden for at designe energieffek-
tive høj kapacitets (op til Tbit/s) optiske netværks scenarier, der kan ud-
føre samlet switching af mange bits simultant som er typisk for høj bit rate
optiske signaler. Fokus er på særdeles dynamisk kort-distance netværk
som kendetegner data centre. De optiske netværks scenarier udforsker
eksperimentelt høj kapacitets pakke dannelse og modtagelse, skalerbare
optisk pakke labels, simpel label ekstraktion, stabil og ultrahurtig optisk
pakke switching samt evaluering af de mulige potentielle nødvendige en-
ergibesparelser. Et overblik af de nuværende trends i datacentre bliver
præsenteret og state-of-the-art forsknings løsningsforslag bliver resumeret.
Det bliver beskrevet og demonstreret hvorledes en optisk tids-deling mul-
tiplexing sender benyttes til at danne Tbit/s datapakker. En seriel til
parallel konverter tidslinse, er benyttet til at demultiplekse hver enkelt høj
kapacitets pakke ned til de lave bitrate signaler som indgår i signalet. Op-
tisk label information er inkluderet i det brede spektrum af signalet ved
at benytte en ny optisk båndstopfilter label teknik. Denne tekniks skaler-
barhed er eftervist ved at generere op til 65.536 forskellige optiske labels til
1.28 Tbit/s datapakker. Informationen i disse optiske labels er ekstraheret
og aflæst ved at benytte et simpelt optisk-elektronisk baseret label detek-
terings modul. Særligt bør fremhæves hvorledes fire stabile switch kontrol
signaler er blevet aflæst i 640 Gbit/s data pakker med variabel længde.
Til sidst er tre optiske switching scenarier med høj kapacitets data pakker,
herunder rekord høj 1×2 optiske pakke switching af 1.28 Tbit/s serielle
pakker, blevet eksperimentelt demonstreret ved at benytte elektrisk-optisk
baserede LiNbO3 switches.
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Chapter 1
Introduction
Optical communication has been playing a key role in revolutionizing
telecommunications and data communications industries to satisfy the con-
tinuously growing bandwidth demand. The unprecedented growth of cur-
rent bandwidth demand is mainly driven by emerging services such as ultra-
high and high definition videos on demand, and cloud computing just to
mention few. Figure 1.1 shows the continuing, relentless global IP traffic
growth that is forecasted by Cisco [1] to increase nearly three times from
2014 to 2019, corresponding to a compound annual growth rate (CAGR) of
23%. Albeit to its indisputable contributions, further research in the opti-
cal communication systems is paramount in order to cope with this large
data traffic demand for bandwidth.
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Figure 1.1: Cisco visual networking index forecasts 168 exabytes per month
of IP traffic by 2019 [1].
1
i
i
“Main” — 2015/11/17 — 9:26 — page 2 — #16 i
i
i
i
i
i
Introduction
Optical fiber, known as a low loss transmission medium, provides
enormous bandwidth, beyond 10 THz [2], that is being used for high-
capacity data transmission. A lot of research and innovation have
been conducted to efficiently harvest the huge fiber capacity mainly us-
ing wavelength-division multiplexing (WDM) [3, 4], orthogonal frequency-
division multiplexing (OFDM) [5], space-division multiplexing (SDM) [6] or
multi-dimensional multiplexing techniques [C4] as well as by introducing
advanced data modulation [C3]. In par with those techniques, optical time-
division multiplexing (OTDM) has been pursued to increase the capacity of
an individual data channel serially similar to an electrical time-division
multiplexing (ETDM) but at very high bit rate.
Serial optical communication can be very attractive for optical networks
because it can add flexibility to the high-capacity serial data on the optical
domain [7]. The current optical networks, which are mostly deployed using
high capacity WDM technologies complemented by lower bit rate ETDM,
can only acquire flexibility with the help of optical-to-electrical-to-optical
(OEO) conversions at each switching node. OEO may not only consume
considerable electrical power but processing speed of the OEO interface
may also be a major concern as the data rate, for instance Ethernet data
rate [8], is scaling at high pace to live up with the exponential growth of
IP traffic [1]. Moreover, the slow processing speed can introduce unwanted
delay to latency critical application. These limitations may have severe
consequences in high-capacity short-range network like datacenter (DC) and
high-performance computing (HPC).
High-capacity serial optical data packets, using OTDM functionality,
may be beneficial for highly dynamic short range networks, for example
intra- and inter-DC. Because OTDM, like ETDM, has the potential to add
flexibility to high-capacity data packets on the optical domain that can re-
duce if not eliminate the power-hungry OEO conversions even though the
enabling technologies are at their infancy stage. In this PhD thesis, serial
optical communication has been investigated to design network scenarios
for high-capacity short-range networks including high-capacity data packet
generation, scalable optical packet labeling, simple optical label extraction
and very fast optical packet switching (OPS).
1.1 Description and scope of the thesis
This PhD work is part of a five year European Research Counsel (ERC)-
project called Serial Optical Communications for Advanced Terabit Ether-
2
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1.1 Description and scope of the thesis
net Systems (SOCRATES) which started in September 2009. The explosive
growth of telecommunication bandwidth demand [1] and power consump-
tion of the Internet are the two main motivations behind SOCRATES. The
primary focus of SOCRATES is to develop a new technology, based on se-
rial optical communications, that can accommodate for the ever growing
bandwidth demand and reduced power consumption. In modern telecom-
munication, cost-per-bit may not be the key issue due to the enormous
bandwidth of optical fiber, but power-per-bit can be. SOCRATES has aimed
at developing all-optical power-efficient serial communication scenario as se-
rial communication uses fewer components by relying on ultra-short pulses
and very high bit rates. Scaling the serial data rate have traditionally lead
to reduced complexity and lower power consumption. Hence, SOCRATES
has targeted to reach the ultimate serial bit rate, which can be perfectly
matched with the future standards of the Ethernet alliance road-map shown
in Figure 1.2 [8], and develop network scenarios to fully take advantage of
the serial nature of the data, whilst maintaining a focus on limiting the
power consumption.
As part of SOCRATES, this PhD work has focused on designing optical
network scenarios for Tbit/s serial data packets in compliance with future
Ethernet road-map (see Figure 1.2) that can help to build a 1 Tbit/s optical
Ethernet scenario. Moreover, this PhD project has addressed ultra-fast
switching scenarios including a variety of functionalities, enabling complex
networks based on high bit-rate serial optical data signals.
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Figure 1.2: Past, present and future standards of the Ethernet (source:
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1.2 Contribution of the PhD thesis
The following list briefly describes the main results and contributions of
this PhD:
• Scalable in-band notch-filter labeling Technique. A novel op-
tical labeling scheme is proposed for high-capacity (640 Gbit/s or
above) serial data packets. The optical label is encoded by carving
out of the broad data spectrum. A maximum of eight and sixteen
spectral notches (holes) are applied to optically labeled 640 Gbit/s
and 1.28 Tbit/s serial data packets, respectively. This makes the op-
tical labeling very scalable as up to 216= 65.536 unique labels can be
generated.
• Packet length independent label detection scheme. A simple
opto-electronic based module has been built to generate stable and
clean electrical control signal using optical label information of each
640 Gbit/s and 1.28 Tbit/s serial packets. Stable electrical control
signals are generated from 640 Gbit/s variable length data packets,
thus verifying both the optical labeling and label detection modules
are packet-length independent.
• Optical networking scenarios for high-capacity serial data
packets. Each high-capacity data packet is routed using very fast
LiNbO3 optical switch after the electrical control signal is extracted
from the data packet. A record-high 1×2 OPS of 1.28 Tbit/s serial
data packet is experimental proposed and demonstrated for short
range networks like DCs.
1.3 Structure of the thesis
The PhD thesis is organized in four main chapters: Chapter 3, Chap-
ter 4, Chapter 5 and Chapter 6 complementing each other to realize optical
switching scenarios for high-capacity serial data packets.
Chapter 2 deals with short range high-capacity networks in general
and DCs in particular. After a brief introduction about DCs, it focuses on
the state-of-the art of current DCs including evolution, organization and
traffic characteristics. Then, the chapter discusses the biggest challenges
in DCs today such as scalability and power consumption, mainly driven
by the rapid growth of bandwidth demand inside DCs. At the end of the
4
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chapter, optical technologies are reviewed focusing on the state-of-the-art
research approaches to overcome the current DC challenges by proving huge
bandwidth and reducing power-hungry operations like OEO conversions.
Chapter 3 introduces a high-capacity optical network scenario using
standard OTDM transceiver blocks and links the four main chapters to-
gether. The chapter starts with the evolution of serial optical communica-
tion through time and reviews the major milestones achieved in terms of
capacity and spectral efficiency. A short range optical network scenario is
proposed for high-capacity serial data packets including a brief description
on how the main functional blocks are implemented through out the thesis.
640 Gbit/s and 1.28 Tbit/s serial data packet generations from 10 Gbit/s
tributaries are described using a standard OTDM transmitter setup after the
main building blocks of the scheme are illustrated. Finally, working princi-
ples of two commonly used OTDM demultiplexers: a pulse-by-pulse switch
and a time lens based serial-to-parallel conversion are briefly discussed and
followed by successfully experimental demonstration of high-capacity data
packet receptions.
Chapter 4 presents an optical labeling of high-capacity data packets
scheme using a newly proposed in-band notch-filtering techniques. The
chapter starts with a thorough investigation of different optical labeling
schemes that has been demonstrated in the lab. After the optical label-
ing scheme is proposed using a simplified network scenario, it is charac-
terized in terms of transfer function, bandwidth and suppression ratio of
the filter that encodes the label information, and spectral position when
employing it to label high-capacity serial packets. Since it is in-band la-
beling, its impact on data quality is investigated in simulation evaluating
the eye-opening penalty (EOP). Finally, the proposed optical labeling is
experimentally verified using 640 Gbit/s and 1.28 Tbit/s data packets and
its impact on the data quality is characterized using bit-error ratio (BER)
measurements. Scalability of the labeling technique is verified by employ-
ing eight and sixteen optical notch-filters (ONFs) within the spectra of the
640 Gbit/s and 1.28 Tbit/s data packets leading to 256 and 65.536 unique
optical labels, respectively.
Chapter 5 deals with extraction of the optical label of the high-capacity
data packet and generation of stable electrical signals that can control an
optical switch fabric. The label extraction is characterized in simulation
using simple opto-electronic module and confirmed by detailed experimen-
tal demonstrations for 640 Gbit/s and 1.28 Tbit/s data packets. Quality of
the detected optical label is studied in simulation for different parameters
5
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of the in-band labeling and label detection modules. Packet length inde-
pendence of both modules is experimentally demonstrated using 640 Gbit/s
variable length data packets. Finally, the chapter discusses scalability of
the label detection module to extract many in-band optical labels from a
given high-capacity data packet.
Chapter 6 concerns OPS of high-capacity serial data packets using elctro-
optical based LiNbO3 switches. After a brief introduction on the working
principle, architecture and power consumption of the optical switch are
presented, three different OPS scenarios are experimentally demonstrated
using the proposed optical labeling and label detection schemes. The first
experimental demonstration deals with 1×2 OPS of 640 Gbit/s serial data
packets whereas the second scenario discusses 1×4 OPS of variable length
640 Gbit/s serial data packets. At the end of the chapter, a record-high
1×2 OPS of 1.28 Tbit/s data packets is demonstrated.
Finally, Chapter 7 summarises the main results presented in this thesis
and provides a brief outlook on possible future developments..
6
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Chapter 2
Short range high-capacity
networks
2.1 Introduction
Traditionally, optical networks are categorized as long haul, metropolitan
and access networks based on their technical and operational requirements
such as capacity and distance of coverage [9]. Optical networks that inter-
connect continents and countries, covering thousands of km with the help of
optical amplifiers, are considered as long haul networks. Metropolitan (re-
gional) networks are mostly used to interconnect regions and cities whereas
access networks are the “last mile” optical networks providing access to the
end users. Long haul networks carry high-capacity data traffic aggregated
from metropolitan networks, whilst access networks carry low bit rate data
traffic within short distances. Fiber optical technologies are the “de facto
standard” solutions to deal with the aggregated data traffic at the long
haul and metropolitan networks because of their enormous bandwidth. In
the last decade, broadband access networks based on optical technologies
such as fiber-to-the-home have been deployed at a tremendous speed that
enabled the booming of various Internet based applications ranging from
the traditional online search engines to new web applications such as inter-
active maps, social networks, cloud services, mobile applications, software
packages and high definition video streaming [10].
Almost all of the aforementioned applications are running in short range
networks called datacenters (DCs) that are transparent to the end user [10].
A DC is a public or privately owned-facility that is used to house a physical
and virtual network-based infrastructures such as computer systems and
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associated telecommunications and storage systems. It is a pool of compu-
tational, storage and network resources interconnected using a communica-
tion network called datacenter network (DCN). As a standard requirement,
any DC requires extensive back-up (redundant) of power supplies, network-
ing devices and connections, cooling systems, and security devices. Hence,
large DCs are industrial scale operations that consume as much electrical
power as a small town [11].
Current DCs are constructed using tens of thousands of servers [10] to
form the backbone of a wide variety of bandwidth-hungry services offered
via the Internet today. Due to the emergence of these bandwidth-hungry
Internet technologies, global DC IP traffic has continued to rise by 23%
compound annual growth rate (CAGR) from 2013 to 2018 as shown in Fig-
ure 2.1. It is forecasted to reach 8.6 zettabytes per year by the end of 2018
compared to the current 4.7 zettabytes per year [12]. This will definitely
make the DC traffic one of the fastest growing sectors of the global Internet
industry [12].
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Figure 2.1: Global DC IP Traffic growth [12].
This chapter summarizes the state-of-the-art of current DC. In partic-
ular, Section 2.2 covers the evolution of DC up to date, commonly used
hierarchical architecture and current traffic characteristics within the DC.
Due to the tremendous growth of bandwidth-hungry applications and ser-
vices, the traffic characteristic with the DC is mostly server-to-server. The
need for more bandwidth and shift in traffic flow are creating many chal-
lenges to the current DCN organization. The main challenges, as detailed
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in Section 2.3, are scalability and power consumption. Hence, a lot of re-
search works have been reported to overcome these challenges, for instance,
by employing different types of optical switches in the DC architecture as
discussed in Section 2.4.
2.2 Datacenters today
This section concerns the evolution of current DC over time, typical DC
organization and traffic flow in the DC.
Evolution
Over the last few decades, DCs have gone through a tremendous transfor-
mation [11, 13]. During the pre-DC era, desktop personal computers were
used to provide computing, storage and the networking that interconnected
them. However, high performance computing devices such as servers and
mainframe computers were installed to handle the growing storage demand,
the need for higher processing capabilities and the necessity for collabora-
tion between enterprises. As time went on, the high performance com-
puting devices could not cope with the continually growing load and the
widespread collaborative needs of the clients. Hence, the DCs were mi-
grated into more centralized structure that facilitated easy management,
operation and maintenance. The architecture of these modern DCs were
originally designed by physically isolating servers (i.e, computing devices),
storage devices and the networking technologies used to interconnect them.
In the last decade, DCs have seen a fundamental paradigm shift due
to the introduction of new and quickly emerging technologies and services:
virtualization, cloud computing and elasticity. These technologies enabled
DCs to evolve into complex ownership scenario unlike traditional DCs that
have been fully owned and operated by a single enterprise. The main at-
tributes of virtualization are consolidation and cost savings within a DC and
high level aggregation across DCs. These attributes allow to realize the pos-
sibility of “DC out-sourcing”, for example Amazon web services [11], where
many enterprises are able to operate a large DC without ownership of the
physical infrastructure. Cloud computing, a service whose foundation is
built by virtualization, is the delivery of on-demand computing resources
for short periods, for instance, based on pay-for-use while underlying man-
agement of these computing resources is done without the knowledge of
the end-user. The quick growth of these services are causing shift in the
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networking traffic pattern that can be a big challenge to the current DC
network architecture.
Organization
In principle, a fully meshed DCN is the most suitable architecture as ev-
ery server is interconnected with every other server and this provides a
full bisection bandwidth, easy network management and better computing
resource utilization. However, such a DCN is unpractical as it is very expen-
sive and extremely complex to implement. Hence, most DC architectures
today are constructed using a massively parallel computing infrastructure,
consisting of clusters with thousands of powerful serves interconnected to-
gether in three- or four-tier hierarchical networking structure [10]. Typical
block diagram of current DC architecture, adapted from [9], is depicted in
Figure 2.2 using a three-tier structure. The main objective of the content
switches and load balance devices is to handle the request from the DC
clients that is arrived through the Internet. Each individual racks consists
of hundreds of servers that are connected to top-of-rack (TOR) switches,
typically Ethernet commodity switches. Each TOR switch is then connected
to aggregate switches, commonly using optical transceivers.
4 C. Kachris et al.
…ToR
switches
Aggregate
switches
Rack
Core
switches
Servers
Internet
Data Center Clients
Rack Rack Rack
Data Center 
Content switches & 
the data center. In the front end, the content switches and the load balance devices
are used to route the request to the appropriate server. A request may require the
communication of this server with many other servers. For example, a simple web
search request may require the communication and synchronization between many
web, application, and database servers.
Most of the current data centers are based on commodity switches for the
interconnection network. The network is usually a canonical fat-tree 2-Tier or 3-
Tier architecture as it is depicted in Fig. 1.1 [7]. The servers (usually up to 48
in the form of blades) are accommodated into racks and are connected through a
Top-of-the-Rack Switch (ToR) using 1 Gbps links. These ToR switches are further
inter-connected through aggregate switches using 10 Gbps links in a tree topology.
In the 3-Tier topologies (shown in the figure) one more level is applied in which
the aggregate switches are connected in a fat-tree topology using the core switches
either at 10 Gbps or 100 Gbps links (using a bundle of 10 Gbps links). The main
advantage of this architecture is that it can be scaled easily and that it is fault tolerant
(e.g., a ToR switch is usually connected to 2 or more aggregate switches).
Load balance
Figure 2.2: Architecture of current data centers [9].
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When the scale of the two-tier architecture is not enough, for example
due to limited number of ports [14], a third level is required, as in the case of
the architecture shown in Figure 2.2, to interconnect the aggregate switches
using core switches. The hierarchical architecture can be easily upgraded
by adding new hardware with higher capacity when a given system, for
example a TOR switch, cannot support the bandwidth demand. But, the
up-front investment of scaling-up network fabrics can be very expensive
especially at the higher tier levels where the high-capacity (aggregated)
traffic needs to be handled with higher availability and reliability.
In addition to cost, other main drawbacks of the architecture are its
inability to scale beyond the current capacity limit, high power consumption
of the electrical switches, and large end-to-end latency. The main sources
of the power consumption are the redundant optical-to-electrical-to-optical
(OEO) conversions performed at each switch of each tier and the electronic
switch fabric including the associated buffering. Therefore, future DCN
architectures should be built based on scalable, innovative and agile designs
in order to handle the rapidly growing traffic demand using better resource
utilization including reduced power consumption.
Traffic characteristics
Based on their destinations, data traffic flow in the DC can be categorized
in three broad groups [12] namely: data traffic that remains within the DC
itself, traffic that flows from DC to DC and data traffic that flows from the DC
to end users over the Internet. Figure 2.3 shows the three traffic categories
in 2013 and by 2018 based on the Cisco Global Cloud Index forecast [12].
In 2013, more than three-quarter of the data traffic flow was within the DC
and such flow will still remain as the dominant category by 2018 albeit its
slight decline in percentage. Traffic flow within the DC is driven by many
factors such as database and storage replication (redundancy), data backup
and read/write operations between application servers and storage devices.
Due to the emergence of cloud services and content distribution networks,
the data traffic between DCs is scaling at faster rate compared to the other
categories, whilst the data traffic from DC to end users is forecasted to flow
at almost steady rate as it will grow only by 0.3% from 2013 to 2018.
The hierarchical three-tier DC as shown in Figure 2.2 is designed around
the traffic of client-server based applications where the data traffic flows in
North/South pattern. This means, the data traffic flows from the servers
up to the TOR, aggregate and core switches and finally reaches the Inter-
net. While the majority of the traffic in university campus DCs may flow
11
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Figure 2.3: Global DC traffic by destination. Most traffic flows within the
DC. Source: Cisco Global Cloud Index, 2013–2018 [12].
in North/South pattern, private DCs, which are dominated by the virtu-
alization and cloud services, generate traffic flow between server-to-server
or virtual machine-to-virtual machine [15] as shown in Figure 2.3. Hence,
handling such traffic pattern using the current hierarchical architecture is
becoming a challenging task for the DC.
2.3 Challenges in datacenters
As DCs today see a noticeable growth and evolution to deal with the non-
stop transformation towards digital business, the giant companies such as
Google, Amazon, Facebook and Microsoft are keep scaling the number of
servers in their warehouses. However, increasing the computing and stor-
age hardware infrastructure is becoming a challenging task as, for instance,
connecting all these servers using the current architecture raises two big
issues: power consumption and scalability due to the limited port density
of the best available network equipment.
Scalability
As previously mentioned, the hierarchical approach is not suitable for the
current traffic flow, thus the need for scalable architecture is paramount.
Large-scale DCs can be built using clusters of hundreds of servers with TOR
switches on top that are aggregated on group of large, high-radix cluster
switches [16], for example a merchant switch silicon [17]. In spite of the
main objective of the “cluster” approach being to solve some limitation of
the traditional networks such as over-subscription, its scalability is limited
by the port density of the switches. Port density limitations can be solved
by increasing the number of cluster switches, however, they need the biggest
networking devices that can add enormous complexity to the network on
12
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top of the associated capital and operational cost. Moreover, the impact of
network failure in these large DCs can be paramount as all large switches
have proprietary internal architectures that need extensive platform-specific
knowledge to properly operate and troubleshoot them. As a final remark,
the current electrical switches including those expensive high-radix cluster
switches from a limited set of vendors [16] are not scalable enough to cope
with growing bandwidth demand.
Power consumption
Power consumption is quickly becoming the main concern of the current
deign and deployment of DCNs, as DCs are consuming a tremendous amount
of electricity. For example, the electrical energy consumption of all USA
stationed DCs in 2013 was 91 billion kilowatt-hours, according to the natural
resources defense council report [18], and it is forecasted to increase up to
139 billion kilowatt-hours, i.e., 53% increase by 2020. This high power
consumption of the DC has a big impact on the environment. 14% 1 of the
total ICT greenhouse gases emission in 2007 was accounted by DCs and it
is expected to reach 18% by 2020 [19].
This energy consumption is the result of the many power hungry func-
tionalities including cooling and IT related processing. Figure 2.4(a) shows
distribution of the power consumption inside a DC [20]. 40% of the total
IT power is consumed by servers while 37% and 23% of the IT power is
consumed by storage and associated networking devices, respectively. In-
creasing the number of servers, storage devices or networking equipments
will not only increase the total IT power in the DC but it will also scale the
power needed for cooling and other associated devices. Therefore, power-
efficient networking devices have the potential to significantly reduce the
overall power consumption of the DC. For example, 1 W reduction in IT
power corresponds, as reported in [21], approximatively to 2.8 W saving in
total power consumption. Hence, reducing the power consumption of net-
working devices can have a major impact on the total power consumption
of the DC.
As switches are the most power hungry networking devices, their power
consumption distribution [11] is depicted in Figure 2.4(b). While more
than half of the switch power is consumed by chassis, 47% of the power is
consumed by line-cards and port transceivers. Power consumption at the
port transceivers includes the mandatory OEO conversions. Minimizing the
1This accounts for 2% of the global greenhouse gases emission [19].
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Figure 2.4: (a) Power consumption within the DC that is distributed based
on the report in [20]. (b) Power consumption of a typical electrical switch
in the DC [11].
OEO conversions can result in reduction of the IT power consumption and
thus, can reduce the overall power consumption of the DC.
2.4 Optics for datacenter networking
As we have discussed in the previous sections, current DCs are facing many
critical challenges including scalability, power consumption and end-to-end
latency. To solve some of these challenges, different hardware and software
technologies have been proposed and adapted, such as software defined
network (SDN) in the control plane [11] and merchant switch silicon in the
architecture [17]. Moreover, several optical network schemes have been
presented to provide high bandwidth, reduced end-to-end latency and low
power consumption. Optical links using low cost multi-mode fiber (MMF)
are commonly used in current DC for short range point-to-point connections
between the electrical switches that have employed fiber-based small form-
factor pluggable transceivers at 1 Gbit/s up to 10 Gbit/s. Even though
MMFs have replaced most of the bandwidth limited copper cables, single
mode fiber (SMF) optical cables are currently getting a tremendous atten-
tion for long-term solutions as they are more suitable for WDM technologies.
Despite point-to-point SMFs and MMFs are playing a crucial role in current
DCN as high-capacity (up to 100 Gbit/s [22]) interconnection links, the
power consumption of the associated OEO conversions at the fiber-based
pluggable transceivers is a major concern especially when the bit rate in-
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creases [23]. These OEO conversions in the current DCN are inevitable as
the data packet flexibility and routing within the DC are performed using
electronic switches.
In order to reduce the power consumption by minimizing the OEO con-
versions, optical switching technologies have been proposed both for DCN
and telecommunication networks. Telecommunication networks have al-
ready started using high-capacity optical switching technologies [24]. With
the growing demand for higher bandwidth in current DCNs [12], high-
capacity all-optical interconnections with switching ability in the optical
domain could provide enormous benefits to the DC such as reduced power
consumption and higher bandwidth. Many optical interconnection schemes
have been researched, as summarized in [25], for DCN over the past years as
all-optical or hybrid electronic-optical technologies using circuit or packet
connection supporting single or WDM channels.
A hybrid electrical-optical network [26] has been proposed in 2010 to en-
hance the current DCN. The main advantage of a hybrid network is handling
the bandwidth hungry data traffic using optical circuit switches while net-
work flexibility can be achieved using electrical packet switches. However,
its main drawbacks are a limited scalability and a high power consumption
mainly due to the electrical switches. In [27], a reconfigurable all-optical
circuit switches was proposed for high-performance computing (HPC) that
can be housed within DCNs. The main advantage of the architecture is a
low power consumption as the transceivers can be adjusted according to
the available traffic. But, reconfiguration time of the optical circuit switch
is very slow that it may not provide the much needed flexibility in the DC.
All-optical packet switching networks [28–30] have been proposed using
tunable wavelength converters and all-to-all (cyclic) arrayed waveguide-
grating (AWG) router. The wavelength converters were introduced to solve
possible wavelength contentions and additional electrical buffer was em-
ployed in [28, 29]. In addition to the higher power consumption associated
with the electrical buffering, scalability of the AWG router can be limited
by the number of wavelength channels. The scalability problem has been
addressed in [30] using cascaded cyclic AWG routers. However, the lack of
simple wavelength converters and device costs could be the main limitations
of such optical networks in DCN.
In order to deal with the current traffic pattern shift in DC, for example
around 75% of the traffic flows within the DC [12], flat DCN architectures
are currently proposed using the latest optical communications and silicon
photonics technologies [4, 6, 31]. Figure 2.5 shows a recently demonstrated
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Figure 2.5: Multidimensional (space-wavelength-time) switching using ring
topology. The detailed nodes structure shows the switches deployed in each
dimension. Courtesy of V.Kamchevska et al [J4].
Tbit-class DC architecture [C7,J4] using the latest off-the-shelf optical de-
vices and seven-core fibers to perform multi-dimensional switching in the
space-wavelength-and time-domain. The main purpose of the hierarchical
optical switching scenario is to enable each node to perform an aggregated
data traffic bypassing at fiber (space) level while allowing adding/dropping
of low capacity traffic using reconfigurable WDM and time-slot based opti-
cal switches. Even though the SDN controlled ring architecture suites the
current traffic flow [32], the fiber and wavelength switches have very slow
reconfiguration time while the time-domain optical switches need time-slot
reservation before data transmission starts which may lead to large end-to-
end latency and inefficient resource utilization.
Another recently proposed compact silicon-photonics based all-optical
architecture for HPC nodes is depicted in Figure 2.6 [31]. The proposed
network is based on optical core switch fabrics that are configured as many
planes of high-port count WDM switches assisted by semiconductor opti-
cal amplifier (SOA) as gain medium [33]. Each node in the 64-node HPC
machine of Figure 2.6 was proposed to support more than 10 Tbyte/s band-
width which could be realized using 256 fiber pairs per HPC node, each fiber
contained 16 WDM channels operating at 20 Gbit/s. Therefore, the 256 op-
tical switch planes could support a very large bandwidth that can help to
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networks of equivalent bandwidth. 
However, rapidly reconfigurable, high-
port-count opti-cal switches with low 
insertion loss do not yet exist. Switching 
times of few nanoseconds have been 
demonstrated with chip-scale opti-cal 
switches, but their radices have been 
lim-ited to 16 r 16 ports at best.4-7 
Researchers have used optical switches 
based on MEMS mirrors with hundreds 
of ports in circuit-switched network 
topologies within datacen-ters and 
supercomputers,8 but the millisec-ond-
scale reconfiguration times greatly 
exceed the target message latencies for 
big-data appli-cations. Furthermore, 
building a low-latency network around 
fast photonic switches re-quires optical 
links that support rapid reconfi-
guration, often called burst-mode 
capability.9
As part of the multiy ar DARPA 
Photo-nically O timized Embedded 
Microproces-sors (POEM) program 
(www.darpa.mil/Our Work/MTO/
Programs/Photonically Optimized 
Embedded Microprocessors %
28POEM%29.aspx), IBM Research is 
de-veloping an optimized network 
architecture and requisite optical 
transceiver and switch technology to 
enable a petascale computer in a 
single or few racks. The IBM Through-
put Optimized POEM System (TOPS) 
program aims to develop technologies 
and architectures required to implement 
a distrib-u t e d -
m e m o r y s y s t e m w i t h
h i g h b a n d w i d t h  and low 
latency enabled by a transparent pho-
tonic core circuit switch capable of rapid 
reconfiguration. The computing nodes 
may incorporate technologies developed 
by other groups that are part of the larger 
POEM pro-gram.10,11 The proposed 
photonic switch fab-ric offers unique 
capabilities that overcome pin-count and 
power-dissipation limitations of electrical 
networks to deliver bandwidth of multiple 
terabytes per second. This could allow a 
departure point from the current com-
puter-architecture trajectory of lightly 
con-nected systems tuned for peak 
performance, to a new path toward highly 
connected distrib-uted-memory systems 
that excel at sustained productivity on 
data-intensive workloads.
A circuit-switched 
optical n t ork for 
data-intensive 
computing
The TOPS network is based on a fast 
optical core switch. The all-to-all 
network fabric shown in Figure 1, 
configured as
16 wavelengths
per fiber
Computing nodes 
1...64
M: Memory
P: Processors
M M
M M
Hub
P P
PP
Switch
planes
1...256
Ingress
Control path
Egress
Connection
to external
data sources
Streaming devices, 
Internet,
storage, ...
4×4 4×416×16-port
SOA
Arrays
... optical
... switches
Drivers
Scheduler logic
Figure 1. A 64-node system interconnected by 256 reconfigurable photonic-switch planes. Each switch 
plane contains 16 wavelength channels operating at 20 Gbits per second. Such a network could provide 
the enormous all-to-all bandwidth that may be required to solve large-scale graph applications in real 
time.
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Figure 2.6: A 64-node system interconnected by 256 reconfigurable
photonic-switch planes. E ch switch plane contain 16 waveleng h channels
operating at 20 Gbit/s. Such a network could provide the enormous all-to-
all bandwidth that may be required to solve large-scale graph applications
in real time. Courtesy of L.Schares et al [31]
cope with ever-growing traffic within the DC. The high-radix switch can
offer path diversity to minimize latency and maximize throughput by opti-
mizing t e schedulers and allo ation algorithms. Howev r, reconfiguration
time of the circuit based optical network is very slow, hence it may lack
the r quired flexibili y for the current highly dynamic DC.
Optical links can easily satisfy the rapidly growing bandwidth demand
in current DC. However, the DC traffic demand has two main requirements:
high capacity and flexibility. Optics is not mature enough to provide highly
flexible servic like its electrical counterpart r ga dless of the ongoing re-
search. To add flexibility in the optical domain, optical buffering is manda-
tory but it is still at its infancy stage and acquiring the flexibility using OEO
is not attractive solution especially for high-capacity data packets. Hence,
the current research direction is focusing n bringing the optics to the core
switch to deal with the aggregated high-capacity data while electrical tech-
nologies are still used at low levels, as TOR for instance, to add flexibility
to the aggregated data at much reduced power consumption.
This PhD thesis has addressed the capacity and flexibility demands
of short range networks in general, DCs in particular, using serial optical
communication based technologies (see Section 3.2). High-capacity (up to
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Tbit/s) optical switching scenarios with very-fast reconfiguration time, typ-
ically around 10 ns, are proposed and experimentally demonstrated based
on the following two assumptions:
• Buffering: Due to the lack of mature optical buffers, we have assumed
that electrical buffering technologies can be employed at both ends
of the network scenarios: before the high capacity data packets are
aggregated and after each high-capacity packet is demultiplexed into
lower bit rate tributaries.
• Synchronization: Addressing networking scenarios of a few km range,
we have assumed that all devices are well synchronized. Furthermore,
optical switching of the high-capacity data packets is performed asyn-
chronously, thus resource reservation and packet synchronization are
not required.
Compared to the previously discussed optical network architectures, the
serial optical communication based networking scenario can add flexibility
to the aggregated high-capacity packets in the optical domain by employing
few components that may lead to power consumption and cost savings.
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Chapter 3
OTDM packet generation
and reception
3.1 Introduction
Since early 90s, OTDM has been extensively researched in parallel with
WDM systems, which have been successfully commercialized in the telecom-
munication industry, for high-speed high-capacity optical communica-
tions [34–38]. OTDM has attracted considerable research interests to demon-
strate high-capacity transmission systems, high-speed signal processing and
monitoring techniques at serial data rates well beyond the speed of the cur-
rent bandwidth limited electronics. Figure 3.1 summarizes the evolution
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Figure 3.1: Capacity evolution of single polarization serial optical data
rates. The results are extracted from published papers [34–36,39,40].
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of the total capacity of single channel single polarization OTDM systems
over the last three decades based on different publications. A 160 Gbit/s
serial data generation and reception has successfully demonstrated as early
as 1994 in [34]. Impressive error-free experimental results have success-
fully demonstrated for 200 Gbit/s [35] and 400 Gbit/s [36] OTDM data over
transmission distances of 100 km and 40 km, respectively.
The first single polarization 640 Gbit/s serial data transmission over
60 km fiber span has been reported in 1998 [39]. However, highlight of
the evolution is reaching the record-high symbol rate of 1.28 Tbaud/s
which has been reported for the first time in [40]. Even though scaling
the symbol rate of a single polarization serial data beyond 1.28 Tbaud/s
remains a challenge up-to-date, the capacity has been further increased
up to 2.56 Tbit/s [41], 5.1 Tbit/s [42] and even 10.2 Tbit/s [43] by us-
ing polarization-division multiplexing (PDM) and advanced modulation
formats. Besides capacity upgrade, spectral efficiency of OTDM systems
has also attracted noticeable research interest. Recently, 1.28 Tbaud
Nyquist optical time-division multiplexing (N-OTDM) serial data transmis-
sion have been demonstrated over 100 km single mode fiber (SMF) [44]
and 67 km 7-core fiber [C4], enabling both high-capacity and highly spec-
tral efficient. In [C3], 43 Tbit/s single laser data generation using space-,
wavelength-, time- and polarization-division multiplexing and transmission
over 67 km 6-core fiber has been performed in which each core consists of
6-WDM×1.2 Tbit/s N-OTDM - PDM - quadrature phase-shift keying data.
In addition to the capacity and spectral gain, OTDM based optical net-
works have the potential to offer a genuinely flexible bandwidth on demand
like their counter-part electrical time-division multiplexing (ETDM) based
networks, but up to at burst symbol rates of Tbaud/s [37, 38] which is
well beyond the electronics. In this chapter, we start our discussion with
an optical network scenario for high-capacity short range networks using
ultra-high speed serial data packets where lower bit rate tributaries are
aggregated into a high-capacity packet, optically switched based on an op-
tical header and converted back into lower bit rate tributaries. This network
scenario, presented in Section 3.2, can be advantageous to reduce switching-
energy-per-bit at the optical switch as all lower bit rate data packets are
switched as one high-capacity packet.
In Section 3.3, we discuss generation of the high-capacity data packets
using an ultra-short optical pulse source based standard OTDM transmit-
ter. 640 Gbit/s and 1.28 Tbit/s serial data packets are optically generated
corresponding to an aggregate data traffic of 64 and 128 tributary channels
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at 10 Gbit/s bit rate, respectively. Section 3.4 investigates how the high-
capacity serial data packets can be optical time demultiplexed into their
lower bit rate channels using pulse-by-pulse switching and serial-to-parallel
conversion techniques. The second technique holds an attractive features in
terms of power efficiency because of its unique ability to convert the serial
data packet into many lower bit rate packets simultaneously.
3.2 High-capacity optical network scenario
An optical network scenario of high-capacity serial data packets is de-
picted in Fig. 3.2 which is referred to as straw-man architecture of our
work in this thesis. We envisage an optical networking system consists
of M high-capacity optical networks acting as transmitters (senders), N
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Figure 3.2: Sketch of an envisaged optical network scenario for short
range networks using high-capacity serial data packets. M transmitter net-
works (Tx) are interconnected with N receiver networks (Rx) using a M×N
high-capacity switch. Lower bit rate tributaries data from K hosts are ag-
gregated into a high-capacity packet at each transmitter network, optically
switched based on an optical header, transmitted to their receiver network
and converted back into K lower bit rate tributaries.
21
i
i
“Main” — 2015/11/17 — 9:26 — page 22 — #36 i
i
i
i
i
i
OTDM packet generation and reception
optical networks as receivers (Rx) of the high-capacity data packets and
a M×N optical switch to interconnect them. Five main functionalities are
required to fully realize the optical network scenario. They include parallel-
to-serial conversion (multiplexing), scalable optical packet-header addition,
fast packet-header processing, high-capacity optical switching and serial-
to-parallel conversion (demultiplexing). A global control layer, compatible
with a dynamic software defined network (SDN) controller, manages the
reconfigurable head adder and header processor modules.
Each M high-capacity Tx networks is composed of K source hosts fol-
lowed by time division multiplexing (TDM) based parallel-to-serial converter
module which generates high-capacity packets by aggregating the lower bit
rate data of the K sources based on their final destinations. An optical
header is appended to each high-capacity data packets using a head adder
module. The optical header of each M high-capacity packets is a unique
address information which is very helpful to the optical switch to differen-
tiate one high-capacity packet from others. After such high-capacity serial
data packets arrive at the optical switch, their optical header is extracted
using a header processor module and it generates switch control signals.
Each high-capacity serial data packet is then switched based on its ex-
tracted switch control signal of the header processor applied to the optical
switch. Once the switched data packets are forwarded to their respective
Rx networks, they are time demultiplexed into lower bit rate packets using
serial-to-parallel converters and finally, received by their destination hosts.
The main advantages of the envisaged optical network scenario are re-
duced switching-energy-per-bit and the need for fewer components beside
its attractive feature to reduce the end-to-end latency. At the optical
switch, the power consumed to forward a given data packets is indepen-
dent of the bit rate [23]. Hence, as the bit rate of the data packets in-
creases, switching-energy-per-bit decreases. Furthermore, serial communi-
cation needs fewer components compare to parallel communication. Even
though data aggregation at the TDM module may not be straight forward
due to a random arrival time of the lower bit rate data, treating them
as one high-capacity data packet can overcome congestion at the optical
switch and thus may lead to low end-to-end latency.
As a final remark, the PhD work implements the high-capacity serial op-
tical communication based network scenario as follows. The high-capacity
data packet generation is investigated in Section 3.3 whereas Section 3.4 ex-
plains experimental demonstrations of time demultiplexing techniques. The
head adder module is implemented, both in simulation and experimental
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demonstrations, in Chapter-4 while the header processor module and op-
tical packet switching are experimentally demonstrated in Chapter-5 and
Chapter-6. Hence, this thesis has covered almost all the functionalities of
the optical network scenario sketched in Figure 3.2 except the M×N optical
switch is experimentally demonstrated only for M=1. For M≥ 2, a packet
collision can occur when two or more data packets want to use the same
output port at the optical switch and handling such scenario is beyond the
scope of this thesis.
3.3 OTDM packet generation
A conventional OTDM transmitter is illustrated in Figure 3.3 where a high-
capacity serial data is bit-interleaved at single carrier wavelength from K
tributaries working at a base rate (B). The OTDM transmitter basically
consists of three parts: a short pulse source, parallel data modulators and
passive delay-lines based bit multiplier. The transmitter needs a single
pulse source to generate a single wavelength optical pulses, thus enables
a given serial optical system to acquire fewer components. Assuming that
the pulse source and data modulator modules are synchronized, the symbol
rate of the aggregated high-capacity data packet is equivalent to K×B.
Pulse  
Compressor 
Mod. 2 
Mod. 1 
ERGO 
10 GHz 
Δt2
Short Pulse Source  Data Modulator Parallel-to-Serial 
ΔtK
Δt1
Mod. K 
Figure 3.3: Basic OTDM transmitter: a pulsed light source generates short
optical pulses at base rate (B) and the pulse duration is further reduced
using a pulse compressor. The narrow optical pulses are divided into K
arms emulating K independent hosts and data modulated with different
user defined pattern. After the modulation, the pulses are precisely delayed
by ∆tn for n=1, 2, ..., K and bit-interleaved to constitute a high-capacity
(K×B) serial data.
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Short pulse source
High quality short pulse sources are essential to generate transform limited,
chirp-free and narrow optical pulses with low time jitter. The most popu-
lar pulsed light sources that can be applied in the OTDM transmitter are
semiconductor mode-locked laser [45], mode-locked fiber-ring lasers [46],
gain-switched distributed feedback lasers [47], erbium glass oscillator pulse
generating laser (ERGO-PGL) [48] and electroabsorption modulator (EAM)
bases optical pulse sources [49]. As shown in Figure 3.3, a 10 GHz ERGO-
PGL is used as a pulsed light source in the convectional OTDM transmit-
ter and all the experimental demonstrations of this thesis are carried out
using commercially available ERGO-PGL lasers. The ERGO-PGL is a pas-
sively mode-locked solid-state laser which relies on a laser diode pumping
an erbium-doped glass and a semiconductor saturatable absorber mirror to
start and stabilize the pulse forming process.
A standard high-capacity optical systems like Tbaud/s testbeds needs
a very narrow optical pulses with handers of fs at full-width at half-
maximum (FWHM) of the pulse intensity. Since the sub-picosecond pulses
of the ERGO-PGL are too broad for the Tbaud systems, a pulse compressor
is often used to reduced the pulse width up to hundreds of fs. The pulse
compression is a laborious task due to the burden associated with keeping
the original pulse quality unaffected while the initial pulse width should
be reduced to the required level. In this thesis, we use an optimized pulse
compression module [40,42,44] which is constructed using a highly nonlin-
ear fiber (HNLF) to generate a super-continuum by exploiting a nonlinear
process called self-phase modulation (SPM) [50] in the HNLF.
Data modulator
The generated ultra-short optical pulses are split into K separate tributary
channels and each channel can be return-to-zero (RZ) modulated at bit rate
of B with a user defined data. The user data is originated, for example,
from each K hosts of a given Tx network shown in Figure 3.2. The data
modulation can be performed using an electro-optic based LiNbO3 Mach-
Zehnder modulator (MZM) which is the most widely used data modulator
albeit being bulky compared to compact EAM [51]. MZM, which works
by the principle of interference, can be applied to modulate the optical
pulse in amplitude, phase, polarization and carrier frequency [52]. In many
laboratory works, the user defined data of each K host is emulated by
generating pseudo-random binary sequence (PRBS) bits from a bit pattern
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generator (BPG). PRBS is essentially a random sequence of binary numbers
which are generated using a linear feedback shift registers. It is “random”
in a sense that the value of a given bit of the sequence is independent of the
values of any of the other bits. It is “pseudo” because it is deterministic and
after 2n -1 bits it starts to repeat itself, unlike real random sequences, where
n is the number of the shift registers. Hence, a sequence of consecutive 2n-1
bits comprise one data pattern, and this pattern will repeat itself over time.
All experimental demonstrations in this thesis are performed using a 27-1
PRBS bits generated by a 10 GHz BPG.
Parallel-to-serial converter
As shown in Figure 3.3, each modulated optical pulses are bit-interleaved
or time multiplexed to constitute the aggregated high-capacity serial data
after they are delayed using K passive delay lines. The passive delay lines
can be constructed using an optical fiber or an integrated planner light-
wave circuit [53]. In most laboratory works, the parallel-to-serial converter
is performed using a bit multiplier module in which only one data modu-
lated tributary channel is enough to generate the high bit rate data. As
shown in Figure 3.4, several replicas of the modulated tributary channel
are combined together with specific relative delays in cascaded interfero-
metric structures. Each interferometer is constructed using two standard
3 dB (50:50) couplers, a delay line followed by a VOA in the upper arm
and adjustable free space optical delay line in the lower arm. The VOA
and free space delay line are very useful for precise amplitude equalization
and relative delay adjustment of the multiplexed signal at output of each
interferometer.
Stage-KStage-2 
D1
VOA
D2
VOA VOA
DK
Mod. 
Tributary Channel
Stage-1 
Bit-Multiplier 
Figure 3.4: A standard bit-multiplier for laboratory works. A high bit
rate data packet is generated from a single tributary channel at base rate
using K interferometric stages. Each interferometric stage is constructed
using delay lines (D1,D2,..., DK) and VOAs at the upper arm, and tunable
free space delay lines in the lower arm.
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K stages of the time multiplexer sketched in Figure 3.4 multiples the
base rate tributary data by 2K . For example, K=7 multiplexer stages are
enough to generate an aggregated 1.28 Tbit/s serial data starting from
10 Gbit/s tributary channel. By introducing a relative delay time longer
than the one bit period, a strong decorrelation can be achieved between
the adjacent multiplexed bits at the output of each interferometer. Thus, if
the modulated data sequence has a specific PRBS pattern, the pattern can
also be preserved at all bit-multiplier stages by employing relative delay
time equals to half of the pattern length of the PRBS at the input of each
stage. For example, to preserved 27-1 PRBS pattern of a 10 Gbit/s tributary
channel, the relative delays at stage-1 equals to (127/2)·T=6.35 ns where
T is 100 ps (1/10 Gbit/s), at stage-2 equals to 3.175 ns ((127/2)·T where T
is 1/(20 Gbit/s)=50 ps) and so on. To achieve such relative delays, length
of D2 at stage-2 is set to half of D1 at stage-1 and so on.
3.3.1 640 Gbit/s data packets
As previously mentioned, a standard OTDM transmitter is made-up of an
optical pulse source, a pulse compressor, a data modulator and a bit-
multiplier modules. Figure 3.5 shows the experimental setup of a high
bit rate transmitter that generates 640 Gbit/s serial data packets. An
ERGO-PGL at 1542 nm is used to generate optical pulses at a repetition
rate of 10 GHz and a FWHM pulse width of 1.5 ps. After the optical
pulses are amplified, they are filtered using a 5-nm wide optical band-
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Figure 3.5: Experimental setup of a 640 Gbit/s transmitter. 10 GHz
optical pulses are OOK modulated with PRBS bits followed by sequence of
zero after their pulse width is reduced in a pulse compressor. The 10 Gbit/s
data is then bit-interleaved using a 27-1 PRBS preserving multiplexer to
constitute a 640 Gbit/s serial data packet.
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pass filter (OBPF) to remove out-of-band noise. The pulse width is fur-
ther reduced using a super-continuum generation based pulse compres-
sion in a 400 m of dispersion-flatten highly nonlinear fiber (DF-HNLF) [50].
The super-continuum generation is performed by exploiting SPM in the
DF-HNLF which has a dispersion of -0.45 ps/nm/km and dispersion slope of
0.006 ps/nm2/km at 1550 nm and a nonlinear coefficient of 10.5 W−1km−1.
The FWHM duration of the compressed pulses is reduced to 560 fs after off-
carrier filtering using a 13-nm wide OBPF centered at 1552 nm.
The spectrum of the optical pulses at the output of the ERGO-PGL is
shown in Figure 3.6(a) which also depicts the super-continuum spectrum
before and after off-carrier filtering. Autocorrelation traces of the optical
pulse before and after compression are depicted in Figure 3.6(b) using the
solid and dotted lines, respectively. The autocorrelation traces are gener-
ated based on second-harmonic generation (SHG) [50,54].
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Figure 3.6: (a) Spectra of an optical pulse at the output of the ERGO-
PGL (black) and after the pulses are broaden in the DF-HNLF (red). The
spectrum of the compressed pulses (blue) is achieved by off-carrier filtering
the super-continuum. (b) Autocorrelations of the ERGO-PGL optical pulses
(solid line) and the compressed pulses (dotted line).
The ultra-short pulses are encoded using a OOK modulation format
with a 10 Gbit/s custom pattern in a LiNbO3 MZM. The custom pattern
is provided by a BPG which is programed to generate a certain number
of 27-1 PRBS bits as data payload followed by a fixed sequence of zero
bits. Amplitude modulation using such custom pattern enables genera-
tion of optical data packet as shown in the inset of Figure 3.5 (signal-A).
The sequence of zero bits are introduced to reserve the free-time slot for
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inter-packet gaps and packet multiplexing. The OOK modulated pulses are
multiplexed using a 27-1 PRBS preserving bit interleaver (see Figure 3.4) to
constitute the 640 Gbit/s serial data packet. Duration of the multiplexed
data packet is increased by 12.5 ns from 134 ns at 10 Gbit/s to 146.5 ns
at 640 Gbit/s (refer signal-B in Figure 3.5) due to the large relative-delays
introduced in the bit-multiplier stages to preserve the 27-1 PRBS sequence.
For instance, the first stage of the bit multiplier introduces a relative delay
of (127/2)·T=6.35 ns where T is 100 ps (1/10 Gbit/s), hence the packet
length at 20 Gbit/s is 6.35 ns longer than at 10-Gbit/s.
Duration of the optical packet can be quite flexible as it solely depends
on the total number of the PRBS bits. In all experiments, duration of the
data packets are adapted from IEEE 802.3 standard [55] for 10 Gbit/s
which states that the normal frame size have to be in the ranges 51.2-
1214.4 ns. In [C2], duration of the data is defined using 1340 PRBS bits
corresponds to 134 ns (see Signal-A in Figure 3.5). Burst Internet traffic
have a duration that varies from very short control signal to very large
jumbo packets. In order to emulate such traffic, a variable length custom
patterns are generated using 2304 bits 27-1 PRBS followed by 4444 zero bits
and 1024 bits of 27-1 PRBS followed by 8576 zero bits in [C5]. Durations
of the two data packets after being bit-interleaved using the 27-1 PRBS
preserving multiplexer are 234 ns and 115 ns.
3.3.2 1.28 Tbit/s data packets
Until now, 1.28 Tbaud is the highest achieved symbol rate in serial optical
communications. As all the 1.28 Tbaud/s works have been reported based
on continuous optical pulses, it can be interesting to generate Tbaud data
packets to experiment high-capacity highly flexible optical networks. Fig-
ure 3.7 shows an experimental setup of a 1.28 Tbit/s transmitter which is
constructed in similar way as the 640 Gbit/s transmitter.
A 10 GHz ERGO-PGL generates an optical pulses centered at 1557 nm
with FWHM of 1.5 ps which is too broad for Tbaud packets. FWHM of
the optical puses is then reduced using the pulse compressor to 0.4 ps
after they are filtered at 1548 nm using a 16-nm wide OBPF. The ultra-
short pulse is then data modulated using OOK with a 10 Gbit/s custom
pattern of 1411 bits of 27-1 PRBS bits as data payload followed by 2173
zero bits, which are used to reserve a free time slot for packet multiplexing
and inter-packet gap. A 1.28 Tbit/s serial data packet is then generated
using a 27-1 PRBS preserving bit interleaver. The 1.28 Tbit/s data packets
corresponds to aggregated data traffic of 128 tributary channels working at
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Figure 3.7: Experimental setup of a 1.28 Tbit/s transmitter. 10 GHz
ultra-short optical pulses are OOK modulated and bit-interleaved using a
27-1 PRBS preserving multiplexer to constitute a 1.28 Tbit/s data packet.
base rate of 10 Gbit/s. In Figure 3.7, inset signal-A and signal-B represent
oscilloscope traces of a 141.1 ns long 10 Gbit/s and a 152 ns long 1.28 Tbit/s
data packets, respectively. Section 4.5.2 deals with optical labeling of the
generated 1.28 Tbit/s data packet while Section 6.5 presents an optical
switching scenario of the labeled Tbit data packets.
3.4 OTDM packet reception
After transmission and switching, the high-capacity serial data packets
should be successfully received and processed. Even though enormous ef-
fort has been made to increase the speed of photodiodes (PDs), for example
>100 GHz [56], it is still well below the required bandwidth to receive
such a high-capacity serial data. Normally, successful reception of a given
high-capacity serial data packets is achieved using a typical OTDM receiver
sketched in Figure 3.8. The high-capacity serial data, aggregated from K
tributary channels, is converted back into M (1≤M≤K) lower base rate
channels and successfully received by M receiver hosts. A clock recovery
circuit extracts a base rate control signal from the high-capacity serial data
and uses it to synchronize the demultiplexer and receiver hosts.
Converting a given high-capacity serial data into many lower bit rate
parallel channels perfectly matches the network scenario depicted in Fig-
ure 3.3. However, in contrast to the parallel-to-serial converter of the OTDM
transmitter which relies only on passive delay lines, the serial-to-parallel
converter of the OTDM receiver is a more challenging task as it needs a
recovered control signal. Moreover, all the tributary channels of the high-
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Figure 3.8: Basic OTDM receiver: high-capacity data aggregated from N
tributary channels is converted back to M lower base rate tributaries using
an optical demultiplexer and detected by M receivers. A clock recovery
circuit extracts the base rate control that can be used to synchronize the
demultiplexer and receiver.
capacity data may not be converted at once mainly due to fiber bandwidth
limitation and working principle of the serial-to-parallel converter.
Extracting a base rate channel from 640 Gbit/s and 1.28 Tbit/s serial
data needs a very narrow switching gate that opens for very short duration
(typically <1 ps) covering only a single pulse. The serial-to-parallel con-
verter should work based on processes that have a very fast response time,
making Kerr-effect based non-linear processes the first candidate due to
their instantaneous (<10 fs) response time [50]. The non-linear optical loop
mirror (NOLM) [39, 57] and Kerr shutters [58] are the two well-know fiber-
based switches employed to demultiplex a given high-capacity serial data
down to its tributary channels. In addition to silica fiber based switching,
time demultiplexing experiments have been demonstrated using a semicon-
ductor optical amplifier (SOA) [59], semiconductor laser amplifiers [60] and
chalcogenide waveguide [61]. These demultiplexing techniques can only ex-
tract a single tributary channel from the high-capacity serial data because
of their work principles. Considerable effort has been made to simultane-
ously demultiplex several tributary channels using a number of schemes.
Time lens base serial-to-parallel converter is one of the widely used tech-
niques for simultaneous demultiplexing by applying parametric processes
such as four-wave mixing (FWM) [62].
In Section 3.4.1, we employ a pulse-by-pulse switching using the NOLM
to demultiplex a 640 Gbit/s serial data packet into its 10 Gbit/s tributary
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channels that are successfully detected using a direct detection receiver. In
Section 3.4.2, a 1.28 Tbit/s serial data packet is dempltiplexed into many
simultaneous 10 Gbit/s tributary channels using a time lens based serial-
to-parallel converter. Addressing short range networks of a few km range,
we assume that clock recovery module is not required. The control signal of
the serial-to-parallel converter is either taken directly from the short pulse
source or co-propagated with the data packet.
3.4.1 Pulse-by-pulse switching
Demultiplexing techniques that extract a single tributary channel out of the
high-bit rate serial data can be referred as pulse-by-pulse switches. In this
section, a simplified working principle of the NOLM is presented followed
by an experimental demonstration of the NOLM as pulse-by-pulse switch to
demultiplex 640 Gbit/s serial packets into 10 Gbit/s tributary channels.
Working principle
The working principle of the NOLM is based on a nonlinear Sagnac inter-
ferometer switch [63]. As shown in Figure 3.9, the NOLM is constructed by
connecting output ports of a standard 3-dB coupler into a fiber loop with a
nonlinear medium such as HNLF which acts as phase-shifting element. The
fiber loop is also composed of an additional standard coupler as a base rate
control signal inlet to the loop and a polarization controller to control the
polarization state of the signal circulating in the loop.
A high-capacity serial data, denoted by its field Edata, is injected into
the standard 3-dB coupler of the NOLM shown in top of Figure 3.9. The
3-dB coupler splits the serial data into two signals: a clock-wise (Ecw =√
1/2Edata) and a counter clock-wise (Eccw = i
√
1/2Edata) signal, which
traverse the fiber loop in opposite direction. Ecw and Eccw, which defer by
pi/2 due to nature of the coupler, will be recombined by the same coupler
after the round trip and will accumulate an extra by pi/2 difference. The
two output fields of the NOLM can expressed as:
Er =
√
1/2Eccw + i
√
1/2Ecw = iEdata (3.1)
Et =
√
1/2Ecw + i
√
1/2Eccw = 0 (3.2)
where Er and Et are reflected and transmitted fields, respectively. Without
any external source, the two counter prorating will interfere constructively
and destructively at each input of the 3-dB couplers in such a way that the
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Figure 3.9: The NOLM as serial-to-parallel converter. The first stage
depicts working principle of the NOLM as pulse-by-pulse switch. M NOLM
stages are cascaded to demultiplex M tributaries.
entire signal will be reflected, Er, as shown in Equation 3.1 and 3.2. The
word “mirror” in the NOLM is coined from this working principle.
In the presence of a high intensity base rate control signal, Ectrl, at
different carrier wavelength, the unidirectional Ectrl creates a phase shift on
one tributary channel of the Ecw signal1 via cross-phase modulation (XPM)
in the HNLF. Assuming that the Ecw and Ectrl signal have the same group
velocity to neglect walk-off effect and are in the same linear polarization
state, the XPM induced phase shift on Ecw from Ectrl can be written as:
∆φ = 2γLPctrl (3.3)
where γ and L are nonlinear coefficient and length of the HNLF whereas
Pctrl is the temporal power profile of the control signal. Er and Et can be
rewritten, after XPM induced phase shift, as:
Er =
i
2Eccw[exp(−i∆φ) + 1] (3.4)
1Eccw can also experience a phase shift [63] that may affect the switching performance
but such phase shift is neglected [64] in our discussion.
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Et =
1
2Eccw(exp(−i∆φ)− 1) (3.5)
The transmissivity: T=|Et|2/|Edata|2 and reflectivity: R=|Er|2/|Edata|2 of
the NOLM at the inputs of the 3-dB (50:50) coupler can defined as:
T = 12(1− cos(∆φ)) (3.6)
R = 12(1 + cos(∆φ)) (3.7)
When ∆φ = 0 (in the absence of the control signal), T=0 and R=1
which means all tributaries of the serial data will be reflected. Whereas,
when ∆φ = pi, the tributary channel overlapping with Ectrl will be trans-
mitted (as T=1 and R=0) while the other channels will be reflected. As
shown in Equation 3.3, ∆φ is directly proportional to the Pctrl and by
adjusting the input power of Ectrl, it is possible to achieve ∆φ = pi and
demultiplex the tributary of our interest for example channel-1 at the first
NOLM shown in Figure 3.9.
As pulse-by-pulse switch, the NOLM can be used to drop a signal tribu-
tary channel at a time from the high-capacity serial data. To demultiplex
M simultaneous tributary channels, it is inevitable to employ M cascaded
NOLM stages. Figure 3.9 shows a block diagram of a serial-to-parallel con-
verter using M NOLM stages connected in series. After the first NOLM takes
the serial data and the control signal, the first tributary is demultiplexed
as channel-1. The remaining serial data and the control signal are reflected
at the NOLM and guided by an optical circulator to the second NOLM.
The second tributary is demultiplexed at the second NOLM after the serial
data and control signal are amplified, re-timed, delayed2 and split using a
2R optical module and so on. Finally, the last tributary is demultiplexed
using the last NOLM as channel-M. Compared to time lens based serial-
to-parallel converter, the NOLM as serial-to-parallel converter is bulky as
it is fiber based. However, single NOLM is enough for our experimental
demonstrations as all tributary channels can be received one by one using
a tunable delay line.
Experimental demonstration
The experimental setup shown in Figure 3.10 is the NOLM based optical
time demultiplexing of a 640 Gbit/s serial data packet to 10 Gbit/s tribu-
2The control signal is delayed by one-time, for example 1.56 ps for 640 Gbit/s data
packet, so it will overlap with the second tributary.
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Figure 3.10: Experimental setup for optical time demultiplexing of
640 Gbit/s serial packet into 10 Gbit/s tributary channels using the NOLM.
tary channels. A high-capacity serial data with packet duration of 146.5 ns
is generated by bit-interleaving a OOK modulated 0.56 ps wide optical puses
at the 640 Gbit/s transmitter. After amplification, the 640 Gbit/s data
packet is launched into the NOLM. A 10 GHz control pulse is taken from
the control arm of the 640 Gbit/s transmitter module and coupled to the
NOLM after it is filtered using a 13-nm wide OBPF centered at 1565 nm.
The control pulse is used as gating window by introducing a proper phase
shift to one tributary channel of the clock-wise propagating data signal
using XPM inside a 50 m of HNLF. The HNLF has a γ =10.5 W−1km−1,
zero dispersion wavelength λ0=1551.8 nm and a dispersion slope of 0.018
ps/(nm2.km) at 1550 nm. The dempltiplexed 10 Gbit/s data, is filtered
out at 1551 nm using a 1-nm wide OBPF and sent to a 10 Gbit/s receiver
for bit-error ratio (BER) measurement.
An autocorrelation trace of the 640 Gbit/s serial data packet and control
signal are shown in Figure 3.11(a) using a solid and dotted lines, respec-
tively. Figure 3.11(b) shows spectra of the 640 serial data packet centered
at 1552 nm, the 10 GHz control signal centered at 1565 nm and a demulti-
plexed 10 Gbit/s channel centered at 1551 nm. Using a tunable free space
delay line at the input of the NOLM, all the 64 tributary channels can be
demultiplexed by introducing the right amount of delay in the range of
0 ≤ ∆τ ≤100 ps and time-overlapped with the control pulse.
Figure 3.11(c) shows eye diagrams of a 10 Gbit/s optical time demul-
tiplexed channel using the NOLM from the 640 Gbit/s serial data packet.
System performance of the OTDM transmitter and receiver is investigated
using BER measurements of the 64 tributary channels in which they all
achieve a BER ≤10−9. Figure 3.11(d) shows receiver sensitivity of all de-
multiplexed channels measured at BER ≤10−9. The average receiver sen-
sitivity of all the channels is -33.75 dBm whereas the maximum variation
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Figure 3.11: (a) Auto-correlation traces of a 640 Gbit/s serial data packet
(solid line) and a control signal (dotted line). (b) Spectra of a 640 serial
data packet, a 10 GHz control signal and a demultiplexed 10 Gbit/s channel
centered at 1552, 1565 and 1551 nm, respectively. (c) An eye diagram trace
of a 10 Gbit/s demultiplexed channel. (d) Receiver sensitivity, at BER of
10−9, of all 64 tributary channels of a 640 Gbit/s serial data packet after
it is time demultiplexed using the NOLM.
in sensitivity is 2.13 dB. The time traces of each demultiplexed tributary
channel is similar to the signal-A trace shown in Figure 3.5 which consists
of 134 ns data followed by 198.8 ns empty time slot. Almost all the optical
power of each channel is carried by the data which accounts for 40% of
the total duration. Hence, the receiver sensitivity is calibrated by 4 dB
which corresponds to 40% duty cycle. Such calibration is applied for all
experiments that involve the NOLM.
3.4.2 Serial-to-parallel conversion
A bit rate and modulation format independent serial-to-parallel converter
is a key functionality to fully receive and process each high-capacity serial
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data packets in optical packet networks, for example, the network scenario
depicted in Figure 3.2. A WDM grid [65] compatible time lens based serial-
to-parallel converter has been proposed for simultaneous demultiplexing of
all channels of a 320 Gbit/s [66], most channels of a 640 Gbit/s [66, 67]
and several channels of a 1.28 Gbaud [44] serial data via FWM in nonlinear
devices. The main attractive features of the time lens based optical time
demultiplexing technique are a reduced complexity and lower power con-
sumption due to its ability to convert a given high-capacity serial data into
many lower bit rate parallel tributary channels. In this section, we discuss
the working principle of the time lens based serial-to-parallel converter and
present an experimental demonstration of a serial-to-parallel conversion of
a 1.28 Tbit/s data packet into many 10 Gbit/s data packets.
Working principle
Space-time duality [68], based on a mathematical analogy between parax-
ial diffraction of a space-confined beam and the propagation of an optical
pulse in a dispersive medium, has been employed as a promising technique
to implement ultra-fast optical signal processing functionalities such as
pulse compression [69] and temporal imaging [70]. The envisaged serial-to-
parallel conversion which is also called time-to-frequency conversion [44,67],
can be demonstrated using this concept. Extending the duality to lenses,
the equivalent of thin lens effect on a spatial beam is a quadratic phase
modulation on the temporal profile of an optical pulse. The device that
imparts a quadratic phase on the optical pulses is often referred as “time
lens” [62]. A serial-to-parallel conversion can be achieved by introducing an
accumulative dispersion D on a given waveform in a dispersive element fol-
lowed by quadratic phase modulating it with a linear chirp rate C=1/D [67].
Hence, the time profile of a bit interleaved pulses spaced by a time inter-
val ∆t can be mapped into frequency interleaved WDM channels spaced by
∆ω = ∆tC (as detailed in [67]). In principle, the frequency spacing of the
WDM channels ∆ω can adjusted according to our interest by introducing a
proper D and C on the serial data.
Accumulated dispersion can easily introduced using very dispersive me-
dia, for example dispersion compensating fiber (DCF), whereas quadratic
phase modulation can be imparted on the optical pulses using a quadratic
voltage driven phase modulator [68] and parametric processes such as FWM
[62] and sum-frequency generation [70]. The chirp rate induced by the
phase modulator is inadequate because of the limitation on the maximum
driving voltage that can applied on the modulator. Unlike sum-frequency
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generation that can happen using second-order nonlinearity, FWM occurs
by exploiting third order Kerr nonlinearity in a well know devices such as
silica glass and silicon.
Figure 3.12 shows a working principle of the time lens based serial-to-
parallel conversion which is implemented using FWM-based quadratic phase
modulation. First, the OTDM serial data and the control signal (running at
base rate equivalent to the repetition rate of each OTDM tributary channel),
are propagated though dispersive media to accumulate dispersion Ddata and
Dctrl, respectively. While propagating through the dispersive media both
the data and control pulses become broader in the time domain and gain
a linear chirp at rates of 1/Ddata and 1/Dctrl as shown in the horizontal
axis of Figure 3.12. Then, the FWM-based quadratic phase modulation is
imparted to the broadened data pulses at a rate of Cdata=1/Ddata to cancel
the dispersive chirp. During the FWM process in a nonlinear medium, the
high-capacity serial data is converted into lower bit rate parallel tributary
(WDM) channels which combine the phase of the control signal and the
complex conjugate of the serial data [67]. In FWM processes, the field of
converted channel, also called idler, is directly proportional to the square
of the control field. So, the following condition should be fulfilled in order
Converted 
 Channels 
Spectra 
Control Signal 
Spectrum 
OTDM Data 
Spectrum 
Time 
Serial to Parallel 
 Converted Channels 
Linear Chirped 
 Control Signal 
Linear Chirped 
 Data 
Figure 3.12: Time lens based serial-to-parallel conversion using FWM in
a HNLF. A dispersed high-capacity serial data packet is launched together
with a linearly chirped control signal to convert the serial data into parallel
WDM channels. Sketch is kindly adapted from [71].
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to achieve a successful time lens based time to frequency conversion:
Cctrl = Cdata/2 ⇔ Ddata = Dctrl/2 (3.8)
where Cctrl is the linear chirp rate of the control signal. Equation 3.8
states that the control signal should be broadened twice as much as the
data pulses before the quadratic phase modulation is applied. The FWM-
based quadratic phase modulation is achieved over the temporal broadening
of the control pulse. Hence, the number of convertible tributary channels
is related to temporal extension of the broadened control pulses.
Experimental demonstration
Figure 3.13 shows a 1.28 Tbit/s serial data packet reception using the pre-
viously discussed time lens based serial-to-parallel converter after the Tbit
data packet is generated (refer Section 3.3.2) and co-propagated with a
10 GHz control signal over an optical link. The control signal, centered at
1565 nm, is used in the time lens based serial-to-parallel converter module.
The dispersion compensated short optical link is made up of 3 km of SMF
followed by a 500 m of DCF.
Chapter-3 
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Figure 3.13: Experimental setup for time lens based serial-to-parallel con-
version where a 1.28 Tbit/s serial data packet is optical time demultiplexed
into K 10 Gbit/s tributary channels simultaneously.
After the Tbit data packet and control signal are separated using a
wavelength selective switch (WSS), they are sent into the time lens based
serial-to-parallel converter. The 1.28 Tbit/s packet can be optically time
demultiplexed into many parallel 10 Gbit/s tributary channels using the
effect of a second order chromatic dispersion (β2) followed by a FWM -
based quadratic phase modulation [44]. Hence, the Tbit data packet is
passed through a DCF1 with D= β2LDCF1= 1.243 ps2 while the optical
control pulse is dispersed using DCF2, β2LDCF2=2.486 ps2. LDCF1 and
LDCF2 are length of the DCF1 and DCF2, respectively.
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Figure 3.14: Power spectra of a 1.28 Tbit/s data packet, an optical control
pulse and generated idler at the output of the HNLF. Inset shows an optical
eye diagram of the 1.28 Tbit/s.
To map the demultiplexed 10 Gbit/s channels into a 100 GHz frequency
spacing (∆ω), compatible with a standard WDM grid [65], the required chirp
rate for the 1.28 Tbit/s data is K=1/D= ∆ω/∆t; where ∆t is a bit-slot
time. The optical control pulse is also linearly chirped with a rate of K/2
as it is dispersed twice of the Tbit data packet. Inset of Figure 3.14 shows
an optical eye diagram of the 128 Tbit/s data using a sampling oscilloscope
with a timing resolution of 1 ps. The 1.28 Tbit/s bit-slot (∆t) is 0.78 ps,
thus the eye appears slightly distorted. The dispersed data packet and con-
trol pulse are now amplified and launched together into a 50 m of HNLF:
λ0=1565 nm and γ =10 W−1km−1. FWM is exploited inside the HNLF to
map the individual 10 Gbit/s data channels to different wavelengths by
mixing the phases of the linearly chirped control pulse and the dispersed
Tbit data packet. Figure 3.14 shows the spectra of the 1.28 Tbit/s se-
rial data, optical 10 GHz control pulse and converted parallel 10 Gbit/s
channels at the output of the HNLF. The control signal is filtered using a
super-Gaussian transfer function in the WSS and the resultant spectrum is
top flat [67]. Finally, the 10 Gbit/s WDM channels are filtered out using a
40 GHz wide tunable OBPF.
Performance of all the time demultiplexed tributary channels is evalu-
ated through BER measurements. The optical signal-to-noise ratio (OSNR)
of the Tbit input data signal to the HNLF is fixed to 36 dB which is
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a theoretical limit of RZ-OOK data to achieve error free performance at
1.28 Tbit/s [52]. Like in the NOLM, all the 128 tributaries of the Tbit
packet are first demultiplexed by introducing the right amount of delay
using a tunable free space delay line at the input of the serial-to parallel
converter. The BER measurements of all the tributary channels is shown
in Figure 3.15(a). All the 128 demultiplexed 10 Gbit/s channels achieved
BER performance well below the forward error correction (FEC) of 3×10−3
which corresponds to 6.6% overhead, resulting in a bit rate of 1.2 Tbit/s.
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Figure 3.15: (a) BER measurements of all the 128 tributary channels of
the 1.28 Tbit/s data packet. (b) BER measurements of simultaneously
demultiplexed 19 tributary channels.
Furthermore, Figure 3.15(b) shows the BER measurements, all below
FEC limit, of nineteen 10 Gbit/s channels of the 1.28 Tbit/s serial data
packet which are simultaneously optical time demultiplexed. The average
channel spacing between the nineteen channels is 100 GHz, allowing for
commercial arrayed waveguide-grating (AWG) to be used for filtering. In
principle, all tributaries may be converted to individual WDM channels
simultaneously. In this experiment, however, only 19 channels are converted
because we are limited by the fiber bandwidth3 and the large frequency
spacing of the converted WDM channels. However, the large spacing can
help to reduce the effect of crosstalk between the converted channels. As
shown in Figure 3.15(b), BER performance of the two furthest tributaries
(with respect to channel-0 centered at 1586.4 nm) is deteriorated because
they may not be fully overlapped with the dispersed control signal.
Introducing FEC for short range networks may not be the best solution
as it needs a power hungry digital signal processing (DSP) modules at each
M receivers of Figure 3.8. However, considering the practical challenges
3we use a narrow (8 nm at 3-dB bandwidth) control signal which is not enough to
cover the whole Tbit data spectrum.
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associated with bit-interleaving of 128 data modulated ultra-short pulses
within 100 ps to constitute a 1.28 Tbaud/s, it remains ultimately difficult
task, up-to-date, to receive all tributaries of the Tbaud successfully without
the help of DSP.
3.5 Summary
This chapter has described serial optical communication based network
scenario for high-capacity data packets, that has been referred as straw-
man architecture of this PhD thesis. After brief explanation of a standard
OTDM transmitter main functional blocks, 640 Gbit/s and 1.28 Tbit/s data
packets have been generated using the OTDM transmitter by aggregating
data traffic of 64 and 128 tributaries each at 10 Gbit/s, respectively. The
10 Gbit/s tributary data has been packetized using OOK modulation with a
certain number of 27-1 PRBS bits followed by a fixed sequence of zero bits.
Amplitude modulation using such custom pattern has enabled generation
of high-capacity serial data packets with flexible durations as it depends
on the number of 27-1 PRBS bits. A successful reception of the packetized
640 Gbit/s and 1.28 bit/s serial data packets have been investigated using
two well known optical demultiplexer schemes. System performance in-
cluding the high-capacity data packatization and demultiplexing have been
measured using BER. After the working principle of the NOLM has been il-
lustrated as pulse-by-pulse switch, it has been employed to demultiplex the
640 Gbit/s data packet into its lower bit rate (10 Gbit/s) tributaries. All 64
tributary channels have achieved error free performance, i.e., BER ≤10−9.
Whereas, the 1.28 Tbit/s serial data packet has been demultiplexed into
its 10 Gbit/s tributaries using time lens based serial-to-parallel converter.
The main advantage of this technique is its ability to demultiplexed many
(nineteen in our case) tributary channels at once which makes it more power
efficient than the NOLM. All the demultiplexed 128 tributary channels have
achieved BER performance well below the FEC of 3×10−3, resulting in a bit
rate of 1.2 Tbit/s. The FEC could be performed using DSP modules that
increase power consumption of the Tbit system. However the only success-
ful way, up-to-date, to receive all tributaries error free is performed with
help of DSP.
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Chapter 4
Optical packet labeling
4.1 Introduction
Optical networks which consist of high-capacity optical links andWDM tech-
nologies [72], are the main building blocks of the current telecommunication
industry. High-capacity optical networks up to a bit rate of 100 Gbit/s [24]
have been already deployed and the Ethernet alliance is currently stan-
dardizing 400 Gbit/s technologies [8] using high speed links such as op-
tical fibers. Recently, 100 Gbit/s active optical links [22] are receiving a
considerable interest for datacenter network (DCN) and high-performance
computing (HPC) interconnections. However, the high-capacity optical data
is streaming over these optical technologies in continuous mode namely opti-
cal circuit switching (OCS)1. In this case, network flexibility is achieved with
the help of electrical technologies such as Ethernet commodity switches [26].
The high-bit rate optical data is converted, at each input port of the
electrical switch, into electrical data thus the network flexibility such as
buffering and switching are preformed in the electrical domain. Finally, the
switched electrical data is converted back into optical domain. Despite its
flexibility and higher degree of functionalities, electrical switching demands
high electrical power during the optical-to-electrical-to-optical (OEO) con-
versions [73]. Moreover, slow processing speed and unfavorable scalability
of electrical switches may be among the main fundamental limitations of
such high-capacity optical networks [23]. Data format independent all-
optical packet/flow based switching technologies [74–77] can be a potential
solution for high-capacity optical networks because of their ability to pro-
1A dedicated channel (optical link) has to be established. The channel is reserved to
that specific user no matter whether it has data to be sent or not.
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cess the optical data in the optical domain, replacing some OEO conversions.
Driven by the continual growth of IP data traffic [1, 12], optical packet
switching (OPS) [75,77] and optical burst switching (OBS) [76,77] technolo-
gies have been actively researched over many years to switch and route
chunks of data stream optically. Like electrical packet switching, OPS can
help to utilize the network resources more effectively than OCS. Compared
to its electrical counter part, OPS can handle burst traffic at ultra-high bit
rate (up to Tbaud [C6]) with sub-picoseconds switching time [78].
Scalable optical switches are one of the key infrastructures of OPS tech-
nologies to ensure the successful delivery of a high-capacity optical data
from a given source to its final destination. Like electrical switch, the main
task of the optical switch is to direct the optical data carried by a single
or multiple wavelengths from an input port to an output port. To perform
this simple task, the switch needs: (i) an optical control information to
make the switching decision, (ii) a fabric or back plane to physically inter-
connect the input and output ports and (iii) an optical buffer to hold the
data until switching decision is made and the output port is ready to use.
In electrical packet switching technologies, the switch control information
are sent as part of the data packets, for example, IP addresses in IP/TCP
packets and media access control addresses in Ethernet frames. Using the
same analogy, an optical address (label) is required to fully realize the OPS
functionalities and perform low latency packet routing and forwarding.
In this Chapter, we present detailed characterizations of a scalable in-
band optical labeling technique based on notch-filtering of the broad data
spectrum of a given high-capacity packet. After different types of optical
labeling schemes are reviewed in Section 4.2, a detailed numerical char-
acterization of the proposed optical notch-filter labeling technique is dis-
cussed in Section 4.3. Based on a notch-filtering effect on data and re-
covered label qualities, the filter is designed as a 0.3-nm wide, 30-dB deep
4th order super Gaussian filter. Notch-filtering effects on the quality of
high-capacity data packet are charactered in Section 4.4 using eye-opening
penalty (EOP). In Section 4.5, the in-band notch-filter labeling scheme is ex-
perimentally demonstrated, based on the simulation results, for 640 Gbit/s
(Section 4.5.1) and 1.28 Tbit/s (Section 4.5.2) serial data packets. Scalabil-
ity of the labeling scheme is investigated by applying up to eight and sixteen
optical notch-filters (ONFs) on the 640 Gbit/s and 1.28 Tbit/s data spec-
tra, respectively. The notch-filtering effects is investigated using bit-error
ratio (BER) measurements.
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4.2 Optical labeling schemes
OPS technologies have the capability to process optical data packets directly
at the optical layer using a switch control information that is appended to
the data packet as an optical header or optical label2. To reduce the com-
plexity of the OPS, the optical header should be easily encoded at the source
and detached/attached at a given OPS node using simple optical or elec-
trical modules. Easy header detachment/attachment at intermediate OPS
nodes increase flexibility of the over all optical network architecture. Other
characteristics of a good optical labeling scheme includes small network
overhead, minimal effect on the optical data (for instance, low crosstalk)
and high signal fidelity across the optical link and associated nodes [77].
Several optical labeling schemes have been demonstrated over the last
three decades in which the optical header has been inserted mainly using
two approaches: bit-serial [79–81] and parallel [82–94] to the optical data
payload. In the bit-serial approach, the optical label is placed bit-serial
to the data payload and transmitted on the same wavelength. In addi-
tion to the inter-packet guard time (gap), another guard time is applied
between the optical label and the data payload allowing for easy header
detachment/attachment at intermediate switching nodes. However, this
approach is suitable for OPS working with synchronous and fixed length
data packets as it needs a strict control of the timing. For instance, in a
1.646 µs fixed time slot of KEOPS OPS system demonstration [79], a 180 ns
optical header at 622 Mb/s has been appended as bit-serial to a 1.35 µs
data payload (at variable bit rate up to 10 Gbit/s [80]) with around 26 ns
guard time separation and another 64 ns guard time as inter-packet gap.
Even though the low bit rate optical label could easily be processed us-
ing simple electronics, the system throughput may be reduced due to the
unused guard time between the packet payload and the optical header.
In the parallel approach, the optical header is placed in a separate
frequency, wavelength, modulation format or code facilitating parallel pro-
cessing of the optical label and switching of variable-length data packet,
arriving asynchronously. The frequency-domain optical labeling can be
performed using a widely utilized subcarrier multiplexing [82–85] and a
wavelength multiplexing [86, 87] techniques. Subcarrier multiplexing has
been originally demonstrated in [82] using an optical header inserted as
a double-sideband of a baseband data payload. The quality of the op-
tical header on the double-sideband signal can be affected (for example,
2In this thesis, both names are used interchangeably.
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as researched in detail for microwave subcarrier multiplexing [95]) due to
the coherent interference between the sideband signal and the baseband
signal. To overcome the drawback of the two-sideband technique, single-
sideband [83] and carrier suppressed [84,85] have been studied to carry the
optical header. Detection of the optical header of any of the three subcar-
rier multiplexing techniques has been achieved using an optical filterer like
a fiber Brag grating (FBG) or arrayed waveguide-grating (AWG). However,
the optical header in subcarrier multiplexing techniques has to be encoded
in separate wavelength or frequency which can lead to spectral inefficiency.
The second frequency-domain based optical labeling has been studied
in [86] using a wavelength multiplexing header technique. This technique
can have the easiest label extraction method as the optical header can be ap-
pended at a separate wavelength3, for example at 1510 nm or 1410 nm [87].
Simple all-optical module can be employed to detach and attach the optical
label at the OPS node but chromatic dispersion induced time mismatch can
be created specially if the wavelength spacing between the header and pay-
load is large. Despite its simplicity, this scheme is not spectrally efficient.
Various OPS scenarios have been proposed by encoding both the header
information and data payload at the same optical carrier but with orthog-
onal modulation formats in the amplitude, phase or polarization domains.
This innovative optical label technique has been demonstrated for OPS with
on-off keying (OOK) modulated payload using phase [88] or frequency [89]
encoded optical header. Another work has been reported in [90] demon-
strating OPS of phase modulated optical data using OOK-encoded opti-
cal header. Both reported techniques are exposed to payload and optical
header crosstalk effects as it can be extremely difficult to maintain orthogo-
nality between the amplitude modulated data and phase/frequency optical
label, for instance due to frequency chirp introduced by the amplitude mod-
ulation, or vice versa. To overcome such crosstalk effect, electroabsorption
modulator (EAM) with negligible frequency chirp has been used in [91] to
amplitude modulate a 2.5 Gbit/s label into a phase-encoded 40 Gbit/s op-
tical payload while orthogonal polarization modulation has been embedded
with amplitude modulated data payload in [92]. This scheme has a better
spectral efficiency and an easy header detection using simple electronics.
Another type of OPS networking have been pursued in [93, 94] by en-
coding/decoding a set of optical code using optical code-division multiple
access as optical labels which are mainly a combination of time and wave-
length attributes. The decoding process in such labeling technique is typi-
3Wavelength that is reserved for control and management plane in WDM networks.
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cally performed with matching optical codes in which the matched optical
label shows a strong peck intensity. Albeit its very fast optical process that
eliminates the need of timing consuming table lookup, decoding of multiple
optical labels needs many parallel optical devices which adds complexity to
the OPS node.
As a final remark, it is worth-mentioning that all the aforementioned
labeling schemes have been thoroughly investigated only in the research en-
vironments and OPS technology is still in the very early stage even though
it has been actively researched with considerable efforts. In 1997 [96],
an optical optical label switching (OLS) technology has been proposed
to fully realize OPS, OBS and OCS using an optical header and associ-
ated contention resolution methods in the wavelength, time and space do-
mains [97, 98]. OLS has been proposed in the same year, by chance, with
the same objectives as multiprotocol label switching (MPLS) [99] which has
later adopted MPLambdaS for WDM networking and generalized multipro-
tocol label switching (GMPLS) as a signaling technology to unify the time,
space, and wavelength domain multiplexing of packet and circuit technolo-
gies [100]. However, GMPLS supports neither OPS nor OBS directly on the
optical layer. Moreover, GMPLS has not gained the required commercial
success as a unified control plane of the current photonic networks. Re-
cently openFlow/software defined network (SDN) [101] has been proposed
as a better unified control plane technologies due its significant advantages
over MPLS for dynamic interaction between electrical packet and optical
circuit networks. Therefore, the need for innovative optical labeling tech-
nology is still an open area of research that has kept receiving considerable
attention to add flexibility to the optical data in the optical domain.
4.3 In-band optical notch-filter labeling
Generally, all the frequency-based labeling techniques [82–87] can be cat-
egorized as in-band or out-of-band based on the way how the information
is embedded with respect to the data spectrum. In-band optical labeling
techniques encode the label information within the data spectrum whereas
out-of-band optical labeling schemes send the information outside the data
spectrum bandwidth. Compared to out-of-band labeling, in-band optical
labeling is more bandwidth efficient because of its ability to embed the
label information inside the data spectrum. One key requirement of a
standard OTDM system is having an ultra-short optical pulses source typi-
cally achieved using super continuum generation. During our discussion in
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Section 3.3, a 640 Gbit/s and a 1.28 Tbit/s serial data packets are gener-
ated using ultra-short return-to-zero (RZ)-optical pulses. Thus, the signal
spectrum bandwidth of these high-capacity packets is very broad that an
in-band optical labeling technique can be an attractive method to add an
optical header by utilizing the larger bandwidth with minimum impact on
the data quality.
OPS of 640-Gbit/s OTDM packets, the highest bit rate data prior to our
work, has been demonstrated in [7] using optical label information inserted
as two in-band frequency components in the broad data spectrum. The
labeling scheme has been first proposed in [102] for different modulation
formats and its scalability has been studied in [103] using six labels where
continuous wave (CW) sources and FBGs have been used to generate and in-
sert/extract labels from a 160-Gbit/s OTDM data spectrum. In this section,
we propose an in-band optical labeling scheme based on notch-filtering of
the broad data spectrum of a given high-capacity packets
4.3.1 Working principle
The working principle of the optical switching scenario shown in Figure 3.2
can be simplified to the sketch shown in Figure 4.1 using the envisaged opti-
cal labeling scheme. Four networks: A, B, C and D are interconnected using
a high-capacity 2×2 optical switch. Both Network-A and Network-B pre-
pare high-capacity data packets by aggregating lower bit rate data packets
from N source hosts using a parallel-to-serial converter module (see Sec-
tion 3.3). Aggregated packet-1 and packet-3 of Network-A and aggregated
packet-2 and packet-4 of Network-B are forwarded to their corresponding
optical labeling module. The main function of the optical labeling mod-
ule is to insert a control information inside the data spectrum of each
packet so that the 2×2 optical switch can easily differentiate packets going
to network-C and network-D. The label information of a packet going to
network-D is added by making a narrow band spectral hole in the right
side of the spectrum whereas a packet going to network-C is labeled with
no hole in its spectrum. Hence, packet-1 and packet-3 of network-A are
labeled with none (‘0’) and one (‘1’) spectral hole in their spectra, respec-
tively. Similarly, the optical labeling module of network-B labels packet-2
with ‘1’ notch and packet-4 with ‘0’ notch. Finally, all four packets are
forwarded to the 2×2 switch.
Once the packets arrive at the switch, the optical labels are extracted
using a label detection module, which is shown as the top part of the
optical switch in Figure 4.1. The label detection module first checks for
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FIGURE 4.1 
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Figure 4.1: Working principle of a high-capacity OPS using the proposed
in-band notch-filter labeling scheme. High-capacity network-A, -B, -C and
-D are interconnected using a 2×2 switch. High-capacity packets are aggre-
gated from N hosts of Network-A and -B, labeled using a packet labeling
module, optically switched by extracting the optical label, converted back
into lower bit rate packets and received by N hosts of Network-C and -D.
the presence of a spectral hole on the right side of each data spectrum by
filtering out the optical power. Then, it generates a switch control signal
based on the extracted optical power. The control signal is at high voltage
level if a hole is detected in the data spectrum otherwise at low voltage
level. The extracted control signals are shown below the label detection
module for packets of network-A (left side) and network-B (right side).
Addressing high-capacity networks of a few km range, we assume that
the optical switch and hosts are well synchronized. Based on the extracted
label information from each packet, the 2×2 optical switch can swiftly
forward the data packet optically. Hence, packets with low voltage level,
i.e. packet-1 and packet-4, are sent to network-C, whereas packets with
high voltage level, packet-2 and packet-3, are forwarded to Network-D.
Following the switching, each high-capacity data packet is converted into
many parallel low bit rate data streams using, for instance, the optical time
lens based serial-to-parallel conversion (see Section 3.4.2).
In recent years, migration of IP addressing from 32-bit IPv4 to 128-bit
IPv6 took place mainly to cope with the exponential growth of the In-
ternet and the impending of the IPv4 address space [104]. As one of the
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fundamental requirements of any packet switched network, a given optical
packet labeling scheme should generate abundant addresses (unique labels)
allowing interconnection of as many networks as possible. The proposed
optical notch-filter labeling scheme can be made scalable, for example, by
increasing the number of spectral holes in both side-lobes of the data spec-
trum. Using N spectral holes, up to 2N unique labels can be generated,
which paves the way for 2N×2N OPS operation. In [C1], we increased the
number of spectral holes to eight so that up to 28=256 labels can be created
for 640 Gbit/s serial data packets. The number of the spectral holes can
be further increased using very narrow ONFs or by increasing the symbol
rate of the data packet. One can increase N by applying very narrow ONFs
in order not to distort the signal quality significantly but applying narrow
filters can be very challenging in practice. Doubling the bit rate of the
packet, for example from 640 Gbit/s to 1.28 Tbit/s [C6], allows scaling of
N considerably.
Figure 4.2 shows block diagrams of an optical labeling of 640 Gbit/s
serial data packet using the proposed in-band notch-filtering technique. In
simulation, 33% RZ-optical pulses with full-width at half-maximum (FWHM)
duration of 0.515 ps are generated at a repetition rate of 640 GHz and OOK
modulated with a 27-1 pseudo-random binary sequence (PRBS) pattern.
The modulated data emulates a payload of a 640 Gbit/s serial packet whose
spectrum is shown in Figure 4.2(a). The high bit rate packet is labeled using
an optical packet labeling module, which consists of eight 0.3-nm wide 4th
order super-Gaussian ONFs. Center frequencies of the ONFs are set at eight
spectral positions; P1, P3, P5 and P7 on the lower frequency side, and P2,
P4, P6 and P8 on the higher frequency side of the data spectrum as shown
in Figure 4.2(b). The module labels each packet by employing up to eight
ONFs so that a label word (LW) can be generated based on a permutation
of the spectral position of these ONFs as:
LW (binary value) = P8P7P6P5P4P3P2P1 (4.1)
where Pi is 1 if the ONF at Pi is used; 0 otherwise for i=1, 2, ..., 8. The
one-byte (8-bit) LW is encoded based on how far the spectral holes are
positioned from the center of the spectrum. The two least significant bits
(P2 & P1) are the farthest positions on each side of the spectrum whereas
the two most significant bits (P8 & P7) are the closest positions toward
the center of the spectrum. The LW can be used as a network identifier in
which packets with the same LW are forwarded to the same network by the
intermediate optical switches.
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Figure 4.2: Block diagram of in-band optical labeling of a 640 Gbit/s OOK
modulated serial data packet. (a) Power spectrum of the data packet. (b)
Spectral positions of eight ONFs within the data spectrum.
4.3.2 Notch-filter characterization
In the proposed in-band optical labeling technique, the optical header, i.e.
the spectral notches, are inserted in the data signal bandwidth. Hence,
careful selection of the ONF parameters such as filter transfer function,
spectral position, 3 dB bandwidth (BW), suppression ratio (SR) and total
number of the ONFs is very important in order to have a stable and scalable
optical labeling scheme with minimum impact on the data quality. As one
can notice, for any selection of the aforementioned parameters, there exists
a trade-off between the data signal quality and the label quality (scala-
bility). In this section, we discuss selection of the filter transfer function,
spectral position, 3 dB BW and SR whereas further characterization about
the signal and extracted labels qualities are presented in Section 4.4 and
Section 5.3, respectively.
Filter transfer function
Notch filters are suitable for applications which require strong suppression
on selected narrow spectral bands while allowing maximum transmission
on the remaining bands [105]. Hence, the term notch-filter indicates the
availability of a hole (gap) within a broad transmission spectral range. The
shape of the spectral hole or “notch” is defined by frequency response of
the filter. Frequency response of the notch-filter, HNF , that is used to
characterize the optical labeling technique is defined by a super-Gaussian
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function [106] and HNF can be expressed as:
HNF (ω) = 1− SR · exp
[
− ln(2)
(2(ω − ω0f )
∆ωf
)2m]
(4.2)
where m is any positive integer referring to order of the super-Gaussian
and SR, ω0f and ∆ωf are suppression ratio, center frequency and 3 dB
BW of the ONF, respectively. In the label detection module of the optical
switch shown in Figure 4.1, the optical label is extracted using an optical
band-pass filter (OBPF) with a super-Gaussian transfer function, HBF . For
large suppression ratio (SR≈ 1), HBF can be defined as a reciprocal of the
ONF, HBF = 1−HNF and can written as:
HBF (ω) = exp
[
− ln(2)
(2(ω − ω0f )
∆ωf
)2m]
(4.3)
Assuming SR=0.999 (30-dB deep), a normalized ω0f and ∆ωf=37 GHz,
frequency response of both HNF and HBF for m=1, 2 & 4 are shown in
Figure 4.3(a) and Figure 4.3(b), respectively. For m=1, both equations
are reduced to normal Gaussian functions whereas for higher orders, m=2
and m= 4, the shape of all transfer functions are top flat (bottom-flat
for the ONF) resembling to rectangular windows. A good profile match
between ONF and OBPF is essential in order to detect a good-quality label
at the optical switch and to reduce filtering effect on the signal quality.
Figure 4.3(c) shows the profile matching between the ONF and OBPF for
m=1 whereas the profile matching for m= 4 is shown in Figure 4.3(d). It
is clearly noticeable that the 4th order Gaussian profiles have a very small
non-overlapping areas: small A1, A2, A3 and A4 compared to the 1st order
profiles. Therefore, we characterize the optical labeling scheme using higher
order super-Gaussian functions both in simulation (m=4) and experimental
demonstrations (m=8).
Notch filter spectral position
The spectral positions of the ONFs are chosen based on two main criteria:
signal and extracted label qualities. The ONFs are carving notches in the
data spectrum by removing optical power from specific spectral components
leading to signal quality degradation. So, the ONFs should be positioned
as far as possible from the center frequency of the broad data spectrum to
minimize their effect on the signal quality. On the other hand, in order
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Figure 4.3: (a) Frequency response of a super-Gaussian ONF for SR=0.999,
∆ωf=37 GHz and for different super-Gaussian order (m=1, 2 & 4). (b)
Transfer function of super-Gaussian OBPF for ∆ωf = 37 GHz and for
different super-Gaussian order (m=1, 2 & 4). Profile matching of both the
ONF and OBPF with non-overlapping areas: A1, A2, A3 and A4 for (c) m=1
and (d) m=4 that has very small non-overlapping areas.
to minimize the effect of noise on the extracted label quality, the position
of the ONFs should be placed as close to the center frequency of the data
as possible. Hence, there exists a trade-off between signal and extracted
label qualities. To address this trade-off, we set, as a rule of thumb, two
boundaries based on a chirp-free transform limited Gaussian pulse4. In
the case of amplitude modulated pulses, the spectral lines (spikes) mostly
at multiples of the bit rate are not considered when the two boundaries
are applied. The first boundary states that every notch filter has to be
positioned outside the 3 dB BW of the data spectrum in order to minimize
the signal quality degradation. The second boundary is defined in such a
way that each notch filter has to be centered inside the 20 dB bandwidth of
the data spectrum to ensure a certain signal-to-noise ratio of the extracted
labels. When more than one ONFs are applied in either side of the data
4 Chirp free transform limited pulses have the minimum time-bandwidth product and
the two boundaries are, thus, set to the minimum values.
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spectrum, the frequency spacing between the filters at each side is set to
50 GHz to allow practical filtering, for instance, using an AWG.
Filter suppression ratio and 3 dB bandwidth
Beside the position, other parameters of the notch filter that can affect
the label and signal qualities are the 3 dB BW and SR. Section 5.3 dis-
cusses the detail characterization of the 3 dB BW and the SR of the ONF
with respect to label quality. Based on that, we use a 30-dB deep ONF
for simulations while the maximum SR achieved during the experiment is
20 dB. Whereas, considering the practical implementation and quality of
the signal, we use 0.3-nm wide ONFs and OBPFs both in simulations and
experimental demonstrations.
4.4 Impact of notch-filtering on data quality
In this section, we present a detailed numerical characterization to inves-
tigate the effect of optical notch-filtering on the quality of the data signal.
Using MATLAB R©, we generate a 640 Gbit/s serial data packet and opti-
cally label it by employing up to eight ONFs centered at the same spectral
positions as shown Figure 4.2. The data packet is simulated using chirp
free Gaussian pulses whose time-bandwidth product is 0.44 [2]. We study
the effect of the ONF for a single Gaussian pulse in which the notch-filtering
effects is quantified using pulse-to-tail extinction ratio (PTER). Then, we
investigate the effects of the labeling technique on the 640 Gbit/s using
EOP.
Single Gaussian pulse
We simulate a single Gaussian pulse at repetition rate of 640 GHz that
gives a pulse period (bit time) of 1.5625 ps. To model RZ-Gaussian pulse,
the FWHM of the intensity profile is set to 0.515625 ps which corresponds to
33 % duty cycle. Using the minimum time-bandwidth product of chirp-free
Gaussian pulse [2], the FWHM of the power spectrum is set to 0.853 THz.
The Gaussian spectrum is filtered using eight ONFs which are simulated
using the previously defined parameters: m =4, SR= 0.999 (30 dB) and
3 dB BW of 0.3 nm. Figure 4.4(a) shows power spectra of the Gaussian
pulse before (dashed line) and after (solid line) the ONFs are applied. The
intensity profile of the normal (dashed line) and the 8×notched (solid line)
Gaussian pulses are shown in Figure 4.4(b). The 8×notched Gaussian pulse
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Figure 4.4: (a) Normalized power spectra of a chirp-free 33% RZ-Gaussian
optical pulse before (dashed line) and after (solid line) eight optical ONFs
(see Figure 4.2(b)) are applied. (b) Normalized intensity profiles of the
Gaussian pulse before (dashed line) and after (solid line) notch-filtering.
is clearly distorted due to the notch-filtering effects. Temporal duration of
the notched pulse is increased while new pedestals (tails) are generated in
both side of the pulse. The second effect can be quantified using a PTER
which can be defined as:
PTERdB = 10.log(P1/P0). (4.4)
where P1 and P0 are the peak value of the intensity of the Gaussian pulse
and peak value of the newly generated tail. The PTER value is increased to
-24 dB, as shown in Figure 4.4(b), as consequence of the employed ONFs.
The observed pulse broadening and trails generation effects can lead to
inter-symbol-interference between the ultra-short pulses of a high-capacity
serial data packets.
OOK modulated data packet
Using the previously characterized 33% RZ-optical pulse, trains of Gaussian
pulses are simulated at a repetition rate of 640 GHz with FWHM of 0.515 ps.
High-capacity 640 Gbit/s serial data is generated by OOK modulating the
ultra-short RZ-optical train pulses with a 27-1 PRBS pattern emulating a
data payload. Considering the limited extinction ratio of a practical inten-
sity modulator, for example Mach-Zehnder modulator (MZM), the ratio of
the peak intensity of bit-one and peak intensity of bit-zero is set to 15 dB.
After the OOK modulated data packet, is generated, it is optically labeled
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using multiple ONFs centered at different spectral positions of the data
packet as shown in Figure 4.2.
Applying ONFs to the data spectrum means removing small portion
of optical powers from the different spectral position which undoubtedly
degrades the signal quality in general and its amplitude in particular. An
eye-diagram or eye pattern can be a useful tool for understanding the notch-
filtering effects, and quantifying the amplitude and time distortions that
degrades the signal quality [107]. Focusing on solo notch-filtering effects, we
simulate an ideal high-capacity transmitter using MZM intensity modulator
with a limited extinction ratio set to 15 dB. The 640 Gbit/s optical data
packet is photo-detected using an ideal photodiode (PD) and its eye-diagram
is displayed using an ideal time sampling oscilloscope. Figure 4.5 shows eye-
diagrams of a 640 Gbit/s RZ-OOK data packet before (a) and after (b) eight
ONFs are applied on the data spectrum. One can clearly see that the filtered
data packet has closed eye which can relate to amplitude jitter due to the
notch-filtering effects.
 1
5
 d
B
.
  E
O
 .
(a) (b) 
Figure 4.5: Eye diagrams of a 640 Gbit/s RZ-OOK serial data: (a) with EO
of 15 dB, and (b) after eight ONFs (refer Figure 4.2(b)) are applied on the
data spectrum that leads to EO < 15 dB.
For OOK modulated data packets, the notch-filtering effects is charac-
terized using an EOP which can be quantified as:
EOP (dB) = 15 dB − EO (dB) (4.5)
where 15 dB is the extinction ratio of the OOK modulator and EO is cal-
culated as the distance between the inner-most traces in the eye diagram.
When the 640 Gbit/s data spectrum is not notch-filtered, the EO is 15 dB
as depicted in Figure 4.5(a), which means there is no EOP. Whereas, the
notched-filtered 640 Gbit/s data (see Figure 4.5(b)) has an EO less than
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15 dB due to the filtering effect, which leads to EOP. During the simula-
tion, transmitter imperfections, link impairments and receiver effects are
neglected in the EOP calculation leaving notch-filtering effects as the only
source of signal quality degradation.
Figure 4.6 shows the EOP for the 640 Gbit/s packet that is labeled
using different LWs, generated based on Equation 4.1. The 8-bit LW is
represented in its equivalent decimal value ranging from 0 (00000000) up
to 170 (10101010) above which the EOP remains > 1.12 dB but below
2.2 dB. The top part of Figure 4.6 shows eye diagrams (with their LW and
EO) corresponding to specific EOP points. As expected, the EOP increases
when the most significant bits are ‘1’, i.e. when there are spectral holes at
positions close to the center frequency of the data. However, the EOP is
not steadily increasing with decimal value as it also depends on the total
number of notches in addition to their spectral position, for instance, as
one can see from the EOP values corresponding to LW 60 (00111100) and
128 (10000000). LW 60 is created using four ONFs centered at P6, P5, P4
and P3 whilst LW 128 is generated using single ONF centered at P8 and
understandably that yields to lower EOP compared with LW 60.
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Figure 4.6: The low part shows EOP of the longest packet for LWs up to
decimal value of 170, above which the EOP remains >1.12 dB but below
2.2 dB. The upper part shows eye diagrams of selected LWs with their EO.
As a rule of thumb and reference for our discussion, we set EOP of
1 dB as the maximum tolerable penalty to achieve error free performance.
Hence, more than 60 LWs for high-capacity 640 Gbit/s serial data packets
can be generated at the expense of <1-dB EOP whereas 76 and 92 LWs can
be achieved with EOP of <1.1 dB and <1.12 dB, respectively. We have
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found that all LWs, generated by employing up to four ONFs at the same
time, can achieve an EOP below or close to 1 dB. As a final remark, it is
important to note that the EOP is used as a rule of thumb for the effects
of notch filtering on the signal quality but does not directly predict the
receiver sensitivity changes in the final system performance. Hence, there
is no straight forward relationship between EOP as it is used here and the
experimental BER results of Section 4.5.
4.5 Experimental demonstration
In this section, we present an experimental demonstration of the proposed
in-band optical labeling scheme based on the previous numerical character-
izations. In Section 4.5.1, five 640 Gbit/s serial data packets are generated
using a standard OTDM transmitter and optically labeled by employing
up to eight ONFs demonstrating the scalability of the labeling scheme for
possible 1×256 switching operation. Further experimental demonstration
of the in-band optical labeling scheme is presented in Section 4.5.2 for a
record-high 1.28 Tbit/s serial data packets. A maximum of sixteen ONFs
are applied to the Tbit/s spectrum that leads to 65.536 unique labels. Ef-
fect of the optical labeling is investigated using the BER measurements.
4.5.1 640 Gbit/s packet labeling
Experimental setup
Experimental setup of the proposed optical labeling scheme for 640 Gbit/s
packets is shown in Figure 4.7. The setup is constructed using three mod-
ules: a 640 Gbit/s transmitter module based on a standard OTDM trans-
mitter (refer Section 3.3.1), an optical packet labeling module and the non-
linear optical loop mirror (NOLM) as pulse-by-pulse switch to demultiplex
the 640 Gbit/s serial into its 10 Gbit/s tributaries as explained in Sec-
tion 3.4.1. The short pulse source generates a 10 GHz ultra-short optical
train pulse with very broad spectrum. The optical pulses are split in two
paths: a data signal and a control signal which is used in the NOLM. FWHM
of the optical puses of the data signal is 540 fs after they are filtered using
a 13-nm wide at 3 dB OBPF centered at 1552 nm.
The filtered optical pulses are OOK modulated with a 10 Gbit/s pattern,
which consists of 1340 bits of 27-1 PRBS followed by 1988 zero bits. The
amplitude modulation enables creation of optical packets shown as Signal-
A in Figure 4.7. The modulated pulses are then time multiplexed using
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Figure 4.7: Experimental setup of the proposed notch-filter labeling scheme
using 640 Gbit/s serial data packets.
a 27-1 PRBS preserving bit interleaver to constitute 640 Gbit/s serial data
packets. The packet length is increased by 12.5 ns from 134 ns at 10 Gbit/s
to 146.5 ns at 640 Gbit/s (see Signal B in Figure 4.7), due to the delay
introduced in the bit interleaver to preserve the 27-1 PRBS sequence. Signal
B has a 146.5 ns duration of data packet followed by 20.6 ns inter-packet
gap and a 146.5 ns sequence of zero bits is used to reserve a free time slot
for another data packet followed by another 20.6 ns inter-packet gap.
The 640 Gbit/s serial data packet is labeled using the proposed in-band
labeling scheme in the packet labeling module using a commercialized pro-
grammable wavelength selective switch (WSS) [108]. In this experimen-
tal demonstration, the multi-purpose WSS provides three main functional-
ities. The first task of the WSS is to broadcast the whole spectrum of the
640 Gbit/s data packet into two ports which gives the freedom to treat
the data packet at each port independently. The data packet at port-1 is
referred as Packet-1 whereas Packet-2 represents the data packet at port-2.
As we have explained in Section 4.3.2, the ONF is characterized using an
ideal transform limited Gaussian pulses in order to achieve the minimum
time-bandwidth product. Therefore, the WSS is also used as wave-shaper
to emulate transform limited Gaussian pulses by shaping the optical spec-
tra of both Packet-1 and Packet-2. Figure 4.8(a) shows the unshaped data
spectrum input to the WSS whereas Figure 4.8(b) depicts the shaped data
spectrum of Packet-1 after the WSS is used as wave-shaper by applying
amplitude and phase filtering profiles. The shaped and unshaped spectra
are compared with an ideal transform limited Gaussian pulse as shown in
Figure 4.8 using a dashed line. As expected, the shaped spectrum shows
good agreement with the transform limited Gaussian pulse.
The third functionality of the WSS is to label the shaped data spec-
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Figure 4.8: (a) Power spectrum of a 640 Gbit/s serial data input to the
WSS. The data spectrum is fitted with a transform limited Gaussian pulse
(dashed line). (b) Power spectrum of the 640 Gbit/s serial data after it
is shaped using the WSS to emulate transform limited pulses and shows a
good agreement with the ideal transform limited Gaussian pulse.
tra optically using the proposed in-band notch-filtering scheme. The ONF
parameters are selected based on characterization results of Section 4.3.2.
Ideally, the filter is designed as a 0.3-nm wide 30-dB deep 4th order super-
Gaussian filter even though it is challenging to practically achieve all these
parameters. For example, it is difficult to achieve super-Gaussian filer with
sharp transition due to limited resolution of the WSS5 [109]. Figure 4.9(a)
shows frequency response of the ONF after the WSS is programmed with the
aforementioned ONF parameters. Frequency response of the ideal 4th order
super-Gaussian filter shown in Figure 4.3(a) is used as a reference (fit) of
the WSS generated frequency responses in Figure 4.9(a). For m=4, the SR
is 26 dB which is not as deep as the fit and the filter shape also resembles
to a normal Gaussian function.
Then, the WSS is reprogrammed with m=8 where the SR is close to
30 dB but the shape of the ONF still resembles to a normal Gaussian func-
tion. By introducing a pi phase change (phase filtering effect) on the higher
frequencies i.e., from 0 up to 20 GHz, the SR and shape of the ONF are
further improved as shown in Figure 4.9(a) which shows a good agreement
with the fit. For all experimental demonstration we apply the 8th order
super-Gaussian filter with the introduced pi phase change. Figure 4.9(b)
shows portion of Packet-1 (black) and Packet-2 (red) data spectra after a
0.3-nm wide ONFis applied on Packet-2 at 1559 nm. Even though more
5Frequency resolution of the commercialized WSS is limited to 1 GHz
60
i
i
“Main” — 2015/11/17 — 9:26 — page 61 — #75 i
i
i
i
i
i
4.5 Experimental demonstration
1558.6 1558.8 1559.0 1559.2 1559.4
 
5
 d
B
 /
 d
iv
Wavelength (nm)
 Un-notched
 Notched
    20 dB
0.3 nm
-40 -20 0 20 40
60
50
40
30
20
10
0
 M=4
 M=8
 M=8, pi
  Fit (M=4)
 
S
R
 (
d
B
)
Relative Frequency (GHz)
(a) (b) 
Figure 4.9: (a) Frequency responses of WSS generated 4th and 8th order
super-Gaussian ONFs that are fitted with ideal 4th order super-Gaussian
filter. (b) 3 dB BW and SR of the ONF after it is employed on a 640 Gbit/s
data spectrum.
than 30 dB of SR is shown in Figure 4.9(a), the applied ONF is only 20-dB
deep because the WSS attenuates the specific spectral position with respect
to the peak power of the whole data spectrum.
The WSS labels the shaped data spectrum by employing up to eight
ONFs centered at different spectral positions which are outside the 3 dB
but inside the 20 dB bandwidth of the data spectrum. Like in the simula-
tion part, the 3 dB and 20 dB bandwidth boundaries are defined without
considering the scattered spectral lines shown in Figure 4.8. Packet-1 is
labeled without making any notch while Packet-2 is labeled by making
one spectral hole at 1559 nm as shown in Figure 4.10(a). Further more,
three different labels are applied on Packet-2 by making two (centered at
1546.1 nm and 1559 nm), four (centered at 1545.7 nm, 1546.1 nm, 1559 nm
and 1559.4 nm) and eight (centered at 1544.9 nm, 1545.3 nm, 1545.7 nm,
1546.1 nm, 155 nm, 1559.4 nm, 1559.8 nm and 1560.2 nm) spectral holes
at both sides of their spectra as shown in Figure 4.10(b)-(d). In total,
five data packets are labeled using the optical labeling module and up to a
maximum of eight ONFs are employed at once.
Each labeled data packet is launched into a 640 Gbit/s to 10 Gbit/s time
demultiplexer built using the NOLM. A 10 GHz control pulse with pulse
duration of 900 fs FWHM is taken from the control arm of the 640 Gbit/s
transmitter module and coupled to the NOLM after it is filtered at 1565 nm
using a 13-nm wide optical filter. The control pulse is used as gating win-
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Figure 4.10: Power spectra of 640 Gbit/s data packets after they are opti-
cally labeled using (a) one, (b) two, (c) four and (d) eight ONFs.
dow of the NOLM which works as a pulse-by-pulse switch. The resulting
demultiplexed 10 Gbit/s data channel, is filtered out at 1551 nm using a
1 nm OBPF and sent to a receiver for BER measurement.
Result and discussion
Figure 4.11(a)-(e) show eye diagrams of an extracted 10 Gbit/s channel
from five different 640 Gbit/s data packets which are labeled using zero,
one, two, four and eight spectral holes. The effect of the proposed in-band
labeling scheme on the quality of the five data packets is investigated by
measuring BER performance of all the demultiplexed 10 Gbit/s tributary
channels. All channels of the five data packets have achieved error free
performance, i.e. BER ≤10−9. Figure 4.11(f) shows receiver sensitivities,
at a BER of 10−9, of all the 64 channels of the data packet with no, one,
two, four and eight spectral holes.
The difference in receiver sensitivities between the best and worst chan-
nels of each data packet is less than 3 dB. As expected, the un-notched
data packet has the best receiver average sensitivity (-33.75 dBm), which
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Figure 4.11: Eye diagram of demultiplexed 10 Gbit/s data signals of
(a) unnotched, (b) 1×notched, (c) 2×notched, (d) 4×notched and (e)
8×notched data packets. (f) Receiver sensitivities of all channels of zero
(rectangular), one (circle), two (triangle), four (star) and eight (pentagon)
times notched packets. (g) Full BER curves of 10 Gbit/s data signals with
zero (rectangular), one (circle), two (triangle), four (star) and eight (pen-
tagon) spectral holes.
is 0.14 dB less than the data packet with one spectral hole. On the other
hand, the data packet with eight spectral holes has the worst average sen-
sitivity (-32.87 dBm), which is 0.17 dB and 0.43 dB higher than the data
packets with four and two spectral holes, respectively. The average sen-
sitivity of the data packet with eight notches is only 0.88 dB higher than
the average sensitivity of the un-notched packet and this demonstrates the
scalability of the labeling scheme allowing 1×256 switching operation as up
to 256 different labels can be created with a system penalty of less than
1 dB. Finally, Figure 4.11(g) shows full BER performance of a single channel
of the five data packets: unnotched, one spectral hole, two spectral holes,
four spectral holes and eight spectral holes.
4.5.2 1.28 Tbit/s packet labeling
The proposed notch-filter labeling scheme is very suitable for high symbol
rate data packets while it may incur in substantial system penalty for lower
bit rate packets. In serial communication, the high symbol rate data is
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achieved using ultra-short optical pulses. Very short optical pulses has a
very broad spectrum which means a 1.28 Tbaud data packet can a handle
large number of ONFs with low penalty compared to a 640 Gbit/s data.
Therefore, doubling the symbol rate can enable the labeling technique to
generate high number of distinct labels by employing more than eight ONFs.
Here, we experimentally demonstrate scalable optical packet labeling for
1.28 Tbit/s data packets. A maximum of sixteen ONFs are applied to the
Tbit/s spectrum that leads to generation of 65.536 unique labels. Effect of
the sixteen ONFs is investigated using the BER measurements.
4.5.3 Experimental setup
Figure 4.12 shows an experimental setup of the 1.28 Tbit/s optical packet
generation, Tbit/s packet labeling, transmission and reception. The main
building blocks of the experimental setup are a Tbit/s transmitter, packet
labeling and a serial to parallel converter. The Tbit/s transmitter module,
as previously discussed in Section 3.3.2, is built using the same procedure as
the 640 Gbit/s transmitter except for some small details. The short pulse
source module consists a 10 GHz erbium glass oscillator pulse generating
laser (ERGO-PGL) centered at 1557 nm whereas the signal pluses are filtered
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Pulse 
Source 
Tbit/s  Transmitter
x128 
MUX 
Data 
MOD 
1548 nm 
1565 nm 
8 nm 
16 nm 
Packet Labeling 
3 km 
SMF 
½ km 
DCF 
Transmitter 
Optical 
  Link 
W
S
S 
2 
1 
2 
Control Pulse 
DCF1 
DCF2 
10 Gbit/s 
Rx 
50 m 
HNLF 
λ1
λ2
λk
Serial to Parallel 
Receiver 
EDFA 
EDFA 
EDFA 
EDFA 
EDFA 
PC 
PC 
WSS1 
Figure 4.12: Experimental setup of a 1.28 Tbit/s optical packet generation,
label allocation, transmission and reception.
at 1548 nm using a 16-nm wide OBPF. The optical pulses after filtering have
a FWHM duration of 400 fs which corresponds to 50% duty cycle as the bit
time for 1.28 Tbit/s is 780 fs. The ultra-short pulse is then data modulated
using OOK format with a 10 Gbit/s custom pattern of 1411 bits of 27-1 PRBS
followed by 2173 zero bits, which are used to reserve a free time slot for
packet multiplexing and inter-packet gap. A 1.28 Tbit/s serial data packet
is generated using a 27-1 PRBS preserving bit interleaver.
In-band optical labeling of the 1.28 Tbit/s packet is performed using
a WSS1 which shapes the Tbit/s data spectrum and insert label informa-
tion by carving spectral holes outside 3 dB but within 20 dB bandwidth
64
i
i
“Main” — 2015/11/17 — 9:26 — page 65 — #79 i
i
i
i
i
i
4.5 Experimental demonstration
of the data spectrum. Figure 4.13(a) shows the shaped Tbit/s data spec-
trum emulating a chirp-free transfer-limited Gaussian pulses. Then, the
WSS1 is reconfigured to apply a 0.3-nm wide ONF (see Figure 4.8(b)) and
Figure 4.13(b) shows the Tbit/s data spectrum with one spectral hole at
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Figure 4.13: Tbit/s data spectra: (a) with no spectral hole and (b) with
a 0.3-nm wide spectral hole at 1541 nm.
1541 nm. Furthermore, a total of sixteen ONFs are employed on the Tbit/s
data spectrum, as shown in Figure 4.14(a), to demonstrate the scalability
of the in-band labeling scheme. Figure 4.14(b) shows eight ONFs centered
at position: P1, P3, P5, P7, P9, P11, P13 and P15 on the lower wavelength
side of the Tbit/s spectrum whereas the remaining eight ONFs centered at
P2, P4, P6, P8,P10, P12, P14 and P16 on the higher wavelength side are
depicted in Figure 4.14(c). The eight spectral holes at each side of the data
spectrum are separated by 50 GHz spacing to relax filtering challenges dur-
ing label detection. Using the sixteen ONFs, a 16-bit LW can be generated
in binary value as:
LW = P16P15P14P13P12P11P10P9P8P7P6P5P4P3P2P1 (4.6)
where Pi is 1 if the notch filter at Pi is used or 0 otherwise for i=1, 2, ..., 16.
Like the one byte LW that is given by Equation 4.1, the two byte (16-bit) LW
is encoded based on how far the spectral holes are positioned from the center
of the spectrum. The two least significant bits are the farthest positions
(on each side of the spectrum) whereas the two most significant bits are the
closest positions toward the center of the spectrum. The maximum number
of unique LWs that can be generated using the sixteen ONFs is 216 = 65.536.
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Figure 4.14: (a) Tbit/s spectrum of 16×notched packet using: (b) eight
ONFs centered at lower wavelength side and (b) eight ONFs centered on the
higher wavelength side.
In total, the WSS1 labels three Tbit/s data packets with zero, one and
sixteen spectral hole(s). The labeled data packets and a 10 GHz optical
control signal are launched together into a 3 km of single mode fiber (SMF)
followed by a 0.5 km of dispersion compensating fiber (DCF). After trans-
mission, a second WSS filters the Tbit/s data and control signal out to
port-1 and port-2, respectively. The Tbit/s data packet is sent into the
time lens based serial-to-parallel converter together with the transmitted
control pulse. As previously explained in Section 3.4.2, both the data and
control pulses are linearly chirped [44] to allow for chirped-pulse four-wave
mixing (FWM) in a 50 m long highly nonlinear fiber [66], which ensures an
optical serial-to-parallel conversion to a 100 GHz frequency spaced WDM
grid. The converted WDM data channels are filtered out using a 40 GHz
tunable OBPF on a 100 GHz.
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Figure 4.15: BER performance of all demultiplexed tributary channels of un-
notched (rectangle), 1×notched (circle) and 16×notched (triangle) Tbit/s
serial data packets. BER is measured at OSNR of 36 dB.
Result and discussion
Performance of all the time demultiplexed tributary channels is evaluated
using BER measurements. The OSNR of the Tbit/s input data signal to
the highly nonlinear fiber (HNLF) is fixed to 36-dB which is a theoretical
limit of RZ-OOK data to achieve error free performance at 1.28 Tbit/s [52].
The BER measurements of unnotched and 1×notched and 16×notched data
packets are shown in Figure 4.15. All the measured 384 channels achieve
BER performance well below the forward error correction (FEC) limit of
3.3×10−3. This demonstrates scalability of the labeling technique to be
compatible with up to 1×65.536 OPS using sixteen ONFs. As expected, the
16×notched Tbit/s data packet has the worst system performance due to
the presence of the sixteen ONFs on its spectrum. Nevertheless, the penalty
is acceptable as the BER measurements of all the 10 Gbit/s tributary chan-
nels are below the FEC limit.
4.6 Summary
In this chapter, we have proposed a new in-band notch-filter labeling tech-
nique for high-capacity serial optical data packets. Detailed characteriza-
tion of the optical labeling scheme has been presented in simulation using
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4th order super-Gaussian ONFs whose 3 dB BW and SR have been set, based
on data packet and extracted label qualities, to 0.3 nm and 30 dB, respec-
tively. Scalability of the optical labeling technique has been illustrated by
employing up to eight ONFs inside the data spectrum of a 640 Gbit/s data
packets and a maximum of 256 LWs have been generated based on per-
mutation of the eight spectral position. As the optical labeling has been
performed by filtering out optical power from selected spectral components
of the data spectrum, the data quality has been affected by the number
and position of the ONFs. Hence, we have investigated the notch-filtering
effects on OOK modulated data signals using EOP. We have found that 60,
72, and 92 LWs for 640 Gbit/s serial data packets can be generated, by em-
ploying up to four ONFs simultaneously, at the expense of <1-dB, <1.1-dB
and <1.12-dB EOPs, respectively.
Furthermore, the in-band optical labeling has been experimentally
demonstrated, based on the simulation results, for 640 Gbit/s and and 1.28
Tbit/s serial data packets and the notch-filtering impact has been thor-
oughly investigated using BER measurements. A maximum of eight ONFs
have been applied to the data spectrum of 640 Gbit/s packets to verify scal-
ability of the in-band notch-filter labeling scheme for possible 1×256 OPS
operation. It has been found that the difference on average sensitivities (at
BER ≤10−9) between the data packet with no notch and with eight notches
is only <1 dB. Finally, the optical labeling technique has been applied for
1.28 Tbit/s serial data packets and its scalability has been experimentally
demonstrated by employing sixteen ONFs as the same time leading to gen-
eration of 65.536 unique LWs. Impact of notch-filtering on the Tbit/s data
quality has been quantified using BER measurements and all tributaries of
the Tbit/s data packet have achieved BER below the FEC limit of 3×10−3.
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Optical label detection
5.1 Introduction
In Section 4.2, we have discussed various optical labeling techniques that
have been employed to add an optical header to the data payload. The
appended optical header is a switch control signal containing the informa-
tion on where to route the optical packet in a given OPS network scenario.
At each OPS node, the optical packet header is extracted using an opti-
cal header processing module that can be implemented using all-optical
or opto-electronic blocks. The main attractive attributes of any header
processor are speed, scalability and robustness. All-optical header proces-
sors have been actively studied mainly due to their ultra-fast processing
speed [110–114]. In [111], the label information has been optically decoded
after the packet header has been tapped in to the label detection module.
The optically decoded label can directly control the OPS operation [115] or
it can be converted into the electrical domain and drive an electro-optic
based OPS node [111]. Albie to the ongoing research to develop optical pro-
cessing modules such as all-optical flip-flop [112] and optical logic gate [113],
the all-optical header processioning approach is still limited by the lack of
flexible, stable and robust optical bit-level processing technologies.
Opto-electronic based header processing modules has been imple-
mented, in most optical labeling techniques, using the matured, flexible
and stable electronic processing technologies. Typically, the header pro-
cessing module is constructed using optical module to separate the optical
header from the data payload, an optical-to-electrical converter and a label
processor to decode the label information. Complexity of this label de-
tection module depends on how the label information is appended to the
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data payload. The label information can be sent as a digital bit sequence
that are appended serially to the data payload [79–81] or using out-of band
wavelength multiplexing [83, 87]. Appending digital information as an op-
tical header adds flexibility and high-degree of functionalities to the optical
label detection module at the expense of higher complexity and larger label
processing time that an optical memory may be needed to buffer the data
payload. The label processing time can be reduced by increasing the sym-
bol rate of the optical header and receive it using high-speed electronics
(for example, at repetition rate of 10 GHz which corresponds to 100 ps per
bit) but the higher the symbol rate the more bandwidth it requires.
A very fast and simple opto-electronic based label detection module can
be employed to process an optical header that is sent as an analog signal
and perform OPS operation of the data payload. In section 4.3, an in-band
notch-filter labeling technique is introduced to send an analog switch control
information in the optical spectrum of a given high-capacity serial data.
The main role of the control information is to act as an address (similar to
IP address) of the given optical data packet. The OPS node should have
the means to detect the label control information, interpret it correctly
and apply it to forward each data packet to its respective destination. The
optical label detection module is the responsible block for extracting the
switch control information from each data high-capacity serial packets as
show in Figure 4.1.
In Section 5.2, we start our discussion with detailed illustration of the
opto-electronic based optical label detection in simulation. The optical la-
bel information is successfully decoded from 640 Gbit/s data packets using
an experimental demonstration. Furthermore, stability of the label detec-
tion is experimentally demonstrated by decoding the optical information
from sixteen spectral positions of 1.28 Tbit/s serial data packets. The im-
pact of notch-filter parameters such as 3 dB bandwidth (BW), suppression
ratio (SR) and offset in center frequencies of the ONF and OBPF, on the
decoded switch control information is discussed in Section 5.3 using la-
bel contrast (LC), calculated as the ratio between optical power of a given
spectral position before and after the notch filter is applied. A mismatch
between central frequencies of the two optical filters leads to a penalty in
LC. Moreover, packet length independence of the optical labeling and la-
bel detection modules is experimentally verified by extracting four switch
control signal from 640 Gbit/s variable length data packets. Finally, we
discuss scalability of the optical label detection module to extract switch
control signal from more than one spectral positions.
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5.2 Label detection
In Chapter 4, the in-band notch-filter labeling technique is introduced
to send a switch control information in the optical spectrum of a given
high-capacity data packet. The switching control information is embedded
within the signal bandwidth using ONFs. At an OPS node, the control infor-
mation has to be extracted using a label detection module. In this section,
we discuss the optical label detection module which is constructed with
a narrow OBPF, an optical-to-electrical converter, and a simple electronic
circuit. The module is explained using a numerical analysis followed by
experimental demonstrations.
5.2.1 Numerical analysis
The numerical analysis is developed using MATLAB R© based on the block
diagram shown in Figure 5.1 which is an extension of Figure 4.2. Two high-
capacity optical data packets are simulated using the 640 Gbit/s transmit-
ter which are referred as Signal-A in Figure 5.1. Similar to the numerical
work of Section 4.4, the data packets are generated using 33% RZ-OOK mod-
ulated optical pulses at a repetition rate of 640 GHz. The packet labeling
module shown in Figure 5.1(a) labels packet-1 and packet-2 by turning
on/off an ONF centered at f1. Packet-2 has a notch at the right side of the
data spectrum centered at f1 while packet-1 is labeled by turning off the
ONF as shown in Signal-B of Figure 5.1.
Figure-5.1 
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Figure 5.1: (a) Schematics of the in-band notch-filter labeling of two
640 Gbit/s serial data packets, optically labeled by turning on/off the notch
at f1. (b) Block diagram of the proposed label detection module where the
label information are extracted, photo-detected and low-pass filtered to
generate the rectangular like electrical control signal.
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The label extraction module shown in Figure 5.1(b) has an OBPF con-
nected to an opto-electronic module consisting of a photodiode (PD) fol-
lowed by a electrical low-pass filter (ELPF). Like the ONF, the OBPF is 0.3-
nm wide 4th order super Gaussian filter centered at f1. The main function
of the OBPF is to check for a notch (switch control information) made by
its corresponding ONF in the packet labeling module and sends the output
to an ideal PD converting it to an electrical signal. Signal-C of Figure 5.1
shows the switch control information of both data packets at the output of
the PD.
Due to the availability of a notch at f1, packet-2 has smooth low volt-
age control signal. On the other hand, packet-1 has a distorted control
signal with strong ripples in the entire duration mainly due to bit-pattern
dependence of the optical power at f1. Since the bandwidth of an ideal
PD is infinite, optical power (amplitude modulation leads to high power for
1-bit low power for 0-bit) of all the bits can be detected by the PD. In
order to detect the envelope of packet-1, the electrical signal at the out-
put of the PD is filtered using a 400-MHz wide 4th order Bessel ELPF. As
shown by signal-D in Figure 5.1, the output of the ELPF is a rectangular
like electrical signal where its slow rising and falling time is inherited from
the bandwidth-limited ELPF.
The label detection module is further characterized by scaling the num-
ber of ONFs to eight which are centered at eight different spectral positions
(see Figure 4.2). The ability of the notch-filter labeling scheme to control
OPS operation is verified using five variable length 640 Gbit/s serial data
packets as depicted at the top in Figure 5.2. The duration of each packet
from left to right is: 300 ns, 26 ns, 128 ns, 240 ns and 70 ns, respectively,
whereas the inter-packet gap is set to 10 ns. All the high bit rate data
packets are labeled by employing their corresponding notch filters in which
the five label words range from 38 (P2, P3 and P6 are used) up to 233
(P1, P4, P6, P7 and P8 are used).
After all labels of each packet are extracted as high/low voltage levels
from each data spectrum as shown in the middle part of Figure 5.2, the
label word (LW) which is defined using Equation 4.1, is reconstructed by
decoding the voltage level of each extracted label, Li. For instance, a LW
of the shortest optical packet is decimal value 97 which consists of all Li
at high voltage level except L1, L6 and L7, whereas the label word of
the longest optical packet is 156 (i.e., binary 10011100) which consists of
L1, L2, L6 and L7 at high voltage level and L3, L4, L5 and L8 at low
voltage level as depicted bottom of Figure 5.2.
72
i
i
“Main” — 2015/11/17 — 9:26 — page 73 — #87 i
i
i
i
i
i
5.2 Label detection
Data 
Packets
0
1
0
0
0
0
0
0
0
1
1
1
1
0
1
1
0
1
0
0
0
0
1
0
1
0
1
1
0
1
0
1
1
0
1
0
10
1
1
L8 
Label 
Word 97156 38 90 233
L1
L2
L3
L4
L5
L6
L7E
xt
ra
ct
ed
 L
ab
el
 
Figure 5.2: The top shows five labeled variable length 640 Gbit/s serial
optical packets with 10 ns gap. The middle shows voltage levels of eight
extracted labels for each packet. The bottom shows reconstructed label
words in decimal value for each packet.
Due to power differences between the eight selected spectral positions,
the extracted control signal may not have the same voltage levels. More-
over, the falling/rising time between the voltage levels is not sharp as clearly
seen from the shortest packet in Figure 5.2. From practical perspective, du-
ration of the control signal should match with the packet length in order
to switch the whole data packet successfully. Furthermore, depending on
the type of the optical switching, the high voltage level should be set to the
optimum value to drive the switching operation properly. The voltage level
can be regulated to the required value, for instance, using an electrical
amplifier. However, sharpness of the rising/falling time and smoothness
of the control signal should remain unaffected during the amplification.
All these practical issues are addressed in Section 5.2.2 using experimental
demonstrations.
5.2.2 Experimental demonstration
Any optical switch requires a stable control signal to perform packet based
data forwarding within a given time interval. In most cases, the control
signal is recovered at the optical switch from a specific information set
by the sender along with the data packet or separately. In our case, the
control signal is encoded within the signal bandwidth at the sender using
notch-filter labeling. In this section, we address how the switch control
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signal is experimentally regenerated from the specific spectral position of
a given data packet using the proposed label detection module. We start
characterizing the label detection technique using 640 Gbit/s serial data
packets. Then, we scale the symbol rate of the data packets to 1.28 Tbit/s
where sixteen switch control signals are successfully recovered from the
Tbit/s data spectrum.
640 Gbit/s data packets
Based on the numerical characterization, an experimental demonstration
is performed using the setup shown in Figure 5.3. The setup is made-up
of a 640 Gbit/s transmitter, optical labeling and label extraction modules.
The 640 Gbit/s transmitter, as detailed in Section 3.3.1, generates a high-
capacity data with packet duration of 146.5 ns followed by inter-packet
gaps and free time slot for packet multiplexing as shown using packet-1
trace in Figure 5.3. In the optical labeling module, the data packet is split
into two arms and multi-casted to port-1 and port-2 of a WSS that treats
the data packet at each port independently. The data packet at port-1,
referred as packet-1, is labeled without any spectral notch while the data
at port-2 (packet-2) is labeled by inserting a notch at 1559 nm using a 0.3-
nm wide ONF. After packet-2 is delayed using a 30 m of SMF (see packet-2
in Figure 5.3), it is time multiplexed with packet-1. The oscilloscope traces
of the multiplexed packet-1 and packet-2 is shown in Figure 5.3, thus the
spectrum of every second packet has a notch at 1559 nm.
The label detection module is responsible to extract an electrical control
signal from the spectra of data packet-1 and packet-2. The module is
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Figure 5.3: Experimental setup of the proposed optical label detection for
640 Gbit/s data packets, labeled using the in-band notch-filtering scheme.
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constructed using an OBPF followed by a PD, similar to the block diagram
shown in Figure 5.1(b). The OBPF has 0.3-nm wide at 3 dB BW and it is
centered at 1559 nm where the notch of packet-2 is positioned. Figure 5.4(a)
shows a top flat transfer function of the OBPF and a simulated 4th order
super Gaussian function as reference. The experimental transfer function,
represented by solid line, shows a good agreement up to 3 dB BW with
the simulated fit depicted by dash line. However, the experimental transfer
function diverges from the fit as bandwidth increases and it can be related
to slow frequency transition of the OBPF.
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Figure 5.4: (a) Transfer function of the OBPF used in the experiment (sold
line) and simulated 4th order super Gaussian function (dashed line). (b)
Power spectra of the extracted label before (blue) and after (red) the EDFA.
We first characterize the labeling detection scheme using packet-1 while
port-2 of the WSS is disconnected. Hence, packet-2 is not time multiplexed
with packet-1 which enables us to investigate effects such as amplified spon-
taneous emission (ASE) noise from an EDFA that is primarily used to boost
output of the OBPF. As we discuss in more details in Section 5.3, EDFA in-
troduced ASE noise which can fill-up the spectral notch and affect quality of
the extracted control signal. In order to extract optical switch control infor-
mation from packet-1, the OBPF filters out the optical power from the data
spectra. For reference measurements, the payload of packet-1 gives high
optical power whereas the padded zero bits (act as a notched spectrum)
gives low optical power at 1559 nm. Figure 5.4(b) shows power spectra of
the filtered control signal before and after the EDFA. Due to ASE noise from
the EDFA, noise floor of the amplified control signal has increased by 5 dB
and this can lead to reduction in LC. However, we expect negligible impact
on the final outcome as the OSNR of the extracted label remains >30 dB.
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The label detection module is further characterized by reconnecting
port-2 of the WSS and the control signal is extracted from the multiplexed
data packet-1 and packet-2. Figure 5.5(a) shows oscilloscope traces of mul-
tiplexed packet-1 and packet-2. Duration of both packet-1 and packet-2 is
146.5 ns while their inter-packet guard time is set to 20.6 ns. The output
of the OBPF, as shown in Figure 5.5(b), has an optical power from packet-1
as there is no notch at 1559 nm. The filter optical power is then amplified
using the per-amplifier EDFA and converted to an electrical voltage using
a 50-MHz PD. The finite bandwidth of the PD enables it to act as a low-
pass filter and additional ELPF is not required in contrary to the numerical
module shown in Figure 5.1(b). Figure 5.5(c) shows an oscilloscope traces
of the electrical signal at the output of the PD. Even though the electrical
signal has a rectangular shape which can be employed to control switching
operation, for example based on electro-optical effect [78], it is not the final
outcome because of a slow rising/falling time, a ripples on the high voltage
level and a short high voltage level duration.
Multiplexed 
Data Packets 
OBPF Output
PD Output 
  Switch Control 
Signal 
(a) 
(b) 
(c) 
(d) 
100 ns/div 
Figure 5.5: Oscilloscope traces of: (a) multiplexed packet-1 and packet-2
input to the OBPF; (b)oOptical label information that is extracted from
packet-1 and packet-2 using the OBPF, centered at 1559 nm; (c) a rect-
angular like electrical control signal after the extracted optical power is
received by the 40 MHz PD; and (d) clean and sharp electrical control
signal regenerated by the electronic circuit.
The slow rising/falling time of the electrical control signal originates
from the bandwidth-limited PD whereas the ripples on the high voltage
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level can be related to a bit pattern dependence of the power spectrum
of packet-1 which leads to power fluctuation of the optical signal after the
OBPF. At best, duration of the high voltage level is 140 ns long which is
7 ns shorter than the duration of packet-1. This is the most critical issue as
the switch control signal will not stay at fixed-voltage level until packet-1
is fully switched. This issue can be related to the way the high-capacity
data packet is generated at the 640 Gbit/s transmitter. As explained in
Section 3.3.1, the 640 Gbit/s data packet is generated using a 27-1 PRBS
preserving bit interleaver where each multiplexing stage introduces up to
63-bit time delay. This leads to a data packet with less number of bits (lower
optical power) at its leading and trailing edges as shown in Figure 5.6 using
a simulated intensity profile of OOK modulated 640 Gbit/s data packet.
Hence, such profile leads to shorter high-voltage level duration.
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Figure 5.6: Simulated intensity profile of OOK modulated 640 Gbit/s data
packet generated using a 27-1 PRBS preserving bit-multiplier that results in
less number of bits at the leading and trailing edges of the packet.
These three practical challenges of the rectangular electrical control
signal can be tackled using a very fast 1-bit analog to digital converter
which is also called a comparator. The output of a comparator is a binary
digital value that is generated based on a given threshold voltage. Hence,
the output of the PD is fed into two comparators to get a clean control
signal with two voltage levels. Figure 5.5(d) shows oscilloscope traces of the
regenerated electrical control signal at the output of the electrical circuit.
In order to drive the switching operation using the required electrical signal,
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a field-effect transistor is used to regulate the voltage level and invert the
sign of the electrical control signal in a way that if there is a notch, the
switch control signal is at high voltage level otherwise it is at low voltage
level. From Figure 5.5(d), it clear that the electrical circuits has smoothen
the ripples and reduced the rising/falling time significantly.
The two comparators in the electrical circuit are connected in series
so that an extra duration can be added to the high voltage level to make
sure that the whole data packet is switched using the extracted control
signal. As one can observe from the falling time of the PD and rising time
of the comparator output electrical signals shown in Figure 5.5(c) and (d),
the high voltage level duration of the comparator output is 10 ns longer.
Nevertheless, the extra duration is not restricted to 10 ns as it can be
controlled using a delay circuit between the two comparators.
1.28 Tbit/s data packet
In this section, we discuss a successful optical label detection from
1.28 Tbit/s serial packets that are packetized, optical notch-filter labeled,
amplified and transmitted over 3 km of SMF. The label detection is char-
acterized using an experimental setup shown in Figure 5.7. The Tbit/s
transmitter, which is detailed in Section 3.3.2, generates a 152 ns long
Tbit/s data packet followed by 25 ns inter-packet gap and 152 ns free
time slot reserved for packet multiplexing. In-band optical labeling of the
1.28 Tbit/s packet is performed using a reconfigurable WSS1. The WSS1
broadcasts the Tbit/s data into port-1 and port-2 and the data at port-1
of the WSS1 (packet-1) is labeled using no notch while the data at port-2
(packet-2) is labeled by carving 0.3-nm wide notches at sixteen different
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Figure 5.7: Experimental setup of an optical label detection from 1.28
Tbit/s serial data packets labeled using the in-band notch-filter scheme.
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spectral position between the 3 dB and 20 dB of the data bandwidth as
depicted in Figure 5.8(a). After packet-2 is delayed using a 47 m of SMF,
it is time multiplexed with packet-1 on the free time slot reserved by en-
coding a sequence of zero bits. The multiplexed 1.28 Tbit/s data packets
have a duration of 152 ns followed by 25 ns inter-packet gap as guard time.
Oscilloscope traces of packet-1 and packet-2 before and after packet mul-
tiplexing are shown in Figure 5.7. After amplification using an EDFA, the
packets are launched into a 3 km of SMF followed by a 0.5 km of DCF.
After the data packets are transmitted over 3 km of SMF, they are power
tapped into a label detection module that extracts the optical label infor-
mation from the data spectrum of each packet and generates an electrical
control signal. As explained previously, the label detection module consists
of an OBPF, centered at a spectral position where the label is placed; a
PD to convert the optical power to an electrical voltage; and a comparator
circuit to regenerate a stable electrical control signal. For a given spec-
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Figure 5.8: (a) Tbit/s spectrum of 16×notched packet. (b) Extracted labels
of sixteen spectral positions from multiplexed 16×notched and not-labeled
packets. All sixteen switch control signals are recovered by tuning the
center wavelength of the OBPF to the sixteen spectral positions while the
threshold voltage of the comparators is kept at a fixed value.
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tral position, the switch control signal is at high voltage level if there is a
spectral hole made by a notch filter otherwise it is at low voltage level.
As shown in Figure 5.8(a), the optical power filtered out from each of the
sixteen spectral holes may not be the same because of their relative position
from the center wavelength and due to the fact that the power spectrum
of OOK modulated Tbit/s data packets is bit-pattern dependent. In or-
der to investigate resilience of the label detection to small optical power
fluctuation of a given spectral position, sixteen switch control signals of
multiplexed packet-1 and 16×notched packet-2 are extracted from all spec-
tral positions where the sixteen ONFs are centered. Threshold voltage of the
comparator is kept constant for all sixteen scenarios. Figure 5.8(b) shows all
the extracted labels in which the low voltage levels correspond to packet-1
whereas the high voltage levels belong to the 16×notched packet-2. The
durations of the high/low voltage levels of all control signals are identical
and stable regardless of their possible optical power differences.
5.3 Label quality
In Section 4.3.2, we have presented detailed characterization of the notch-
filter parameters like spectral position, and filter transfer functions. The
effect of the notch-filter on the high-capacity data packets is quantified in
Section 4.4 and Section 4.5 using EOP and BER measurements, respectively.
In this section, we discuss in simulation the effect of notch filter parameters
on the extracted label quality by varying the 3 dB BW and SR of the ONF.
In Section 5.2, we explain that the ONF in the packet labeling module
and the OBPF in the label detection module have the same 3 dB BW and
are centered at the same spectral positions. In reality, there may exist a
mismatch between center frequencies of both filters which can lead to error
during the OPS operation. Tolerance of the label detection module for such
scenario is also presented in this section by varying center frequency of the
OBPF while keeping the notch-filter position fixed.
The voltage level of the extracted electrical control signal is directly
proportional to the PD input optical power. The quality of the extracted
label is characterized by using the contrast between the high and low voltage
levels, which means the ratio of the detected optical power when there is
no notch and the optical power in the presence of a notch at the specific
spectral position. Label contrast, LC, of a given spectral position can be
defined as:
LCi (dB) = 10 log(PowerPi=0/PowerPi=1) (5.1)
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where i = 1, 2, ...., 8, PowerPi=0 is an optical power input to the PD when
the ONF at Pi is off while PowerPi=1 is an optical power input to the PD
when the ONF at Pi is on.
ASE noise from optical amplifiers is one of the main link impairments
that can affect the label contrast that is given by Equation 5.1. Once the
data packet is labeled using the ONF(s), the carved spectral hole(s) can be
filled by noise when the data packet is amplified as the OSNR of the data is
also reduced, hence, it may lead to reduction in LC. Therefore, the ONFs
should be positioned close to the 3 dB BW of the signal to minimize the
effect of ASE by increasing the initial LC.
Other parameters of the ONF that can affect the label quality are the
3 dB BW and SR in which their effect is characterized using LC for the eight
spectral positions shown in Figure 4.2. Due to symmetry of the 640 Gbit/s
spectrum, notches centered at left side of the spectrum have the same LC
with their corresponding (the same relative position to the center of the
data spectrum) right side notches. For example, P1 has the same LC as P2
while P3 has the same LC as P4 and so on.
Suppression ratio
Beside noise and notch position, SR of the ONF can affect the quality of
the extracted label. SR measures how deep the spectral hole can penetrate
the data spectrum at a specific position. The optical power, PowerPi=1,
decrease as the depth of the spectral hole (SR) increases. Therefore, the LC
value increases, based on Equation 5.1, as SR increases. In simulation, we
investigate the effect SR on the LC for eight 0.3-nm wide ONFs which are
centered at eight different spectral positions as shown in Figure 4.2.
Table 5.1 shows LC summary of the eight spectral potions for varying
SR value from 6 dB to 40 dB. For SR=6 dB, the LC value of each spectral
position is less than 10 dB. The LC increases by more than 5 dB when
the SR value is set to 16 dB. As expected, the LC increases for all spectral
positions as the SR of the notch filter increases. But the LC of the 40-dB
deep ONF is only 0.6 dB higher than the LC of 16-dB deep ONF due to the
fact that 16 dB SR of each ONF is deep enough to remove almost all the
optical power. In our work, we use a 30-dB deep ONF in all simulations
whereas the maximum SR we achieve during the experiment demonstration
is 20 dB1, which only results in 0.2 dB lower LC than for 30 dB depth.
1We used different SR values as the experimental demonstration is performed after
the simulations.
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Table 5.1: LC for different suppression ratio of eight ONFs centered at eight
spectral positions as shown in Figure 4.2.
SR LCi (dB)
(dB) i=1 (2) i=3 (4) i=5 (6) i=7 (8)
6 9.64 9.63 9.7 9.69
10 13.48 13.44 13.6 13.58
12 14.53 14.47 14.67 14.64
16 15.56 15.48 15.73 15.69
20 15.94 15.85 16.11 16.06
30 16.14 16.05 16.32 16.27
40 16.16 16.07 16.34 16.29
3 dB bandwidth
3 dB BW of the ONF is another important parameter that can affect the
extracted switch control signal. By fixing the SR at 30 dB but varying the
3 dB BW of the eight ONFs, we measure LC of eight spectral positions (see
Figure 4.2) using Equation 5.1 in the absence of noise. Table 5.2 summarizes
the LC of the eight ONFs for 3 dB BW ranging from 0.225 nm (28.1 GHz)
to 0.373 nm (46.6 GHz). The LC of the eight spectral positions is almost
independent(with maximum variation of 0.5 dB) of the 3 dB BW because LC
is a ratio of the two optical powers; PowerPi=0 and PowerPi=1. So, when
the BW of each ONF changes, the value of the optical powers also varies
but their ratio can still remain constant. The exact shape of the optical
data spectrum depends on the bit pattern of the PRBS sequence. Hence,
the spectrum OOK modulated data packet is full of small modulation peaks
which can lead to the 0.5-dB variation in LC.
One parameter of the notch filter that does not affect the label quality
considerably is the 3 dB BW because the LC is a relative value as it is a
ratio of two optical powers. However, applying narrow filters with super
Gaussian transfer function can be very challenging in practice. Considering
the practical implementation and quality of the signal, we use 0.3-nm wide
ONFs and OBPFs.
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Table 5.2: LC for different 3 dB BWs of eight ONFrs centered at eight
spectral positions that are shown in Figure 4.2.
BW LCi (dB)
(nm) i=1(2) i=3(4) i=5(6) i=7(8)
0.227 16.25 16.29 16.23 16.31
0.251 16.28 16.49 16.17 16.25
0.275 15.94 16.11 16.32 16.41
0.3 16.14 16.05 16.32 16.27
0.324 16.23 15.99 16.35 16.3
0.348 16.12 16.02 16.19 15.9
0.373 16.05 16..05 16.26 15.94
Mismatch in center frequencies
Here we investigate the impact of a possible center frequency mismatch
between both ONFs and OBPFs. First, a 640 Gbit/s serial data packets
is generated in simulations by using the same procedure of Section 4.3.2
and optically labeled using eight ONFs (see Figure 4.2). Hence, the cen-
ter frequency of all the ONFs is fixed at eight specific spectral positions.
We evaluate the LC value of each spectral position by intentionally vary-
ing center frequencies of their corresponding OBPFs. Figure 5.9 shows the
calculated LC versus offset in center frequencies of the ONF and OBPF for
eight different spectral positions. As expected, the LC is maximum when
the frequency offset is zero for all spectral positions whereas every ±1 GHz
mismatch in center frequency leads to around 1 dB reduction in LC for all
eight spectral positions. Though a couple of GHz mismatch in center fre-
quency can be tolerable, the LC is deteriorated considerably for a frequency
mismatch ≥3 GHz.
5.4 Scalable label detection
The envisaged optical notch-filter labeling scheme is highly scalable that
a maximum of sixteen ONFs are applied within the Tbit/s data spectrum
as shown in Figure 5.8(a). In principle, this enables the generation of
216 = 65.536 unique labels that can be utilized by many high radix opti-
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Figure 5.9: LC versus offset in center frequencies of the ONF and OBPF for
eight different spectral positions that are shown in Figure 4.2.
cal switches. In order to control these switches properly, a scalable label
detection module is mandatory. Here, we address how the label detection
can be adapted to extract optical labels from N≥2 spectral positions.
Two spectral positions
So far, we explain the extraction of an electrical control signal from a sin-
gle spectral position. Then, the decoded electrical signal can be applied
to control a 1×2 optical switch. Scaling the number of spectral positions
to N means up to 2N switch control signals can be extracted and sub-
sequently applied to control 1×N optical switching operation. For N=2,
four high-capacity data packets can be optically labeled using the in-band
notch-filtering technique. Here, we experimentally demonstrate extraction
of four switch control signals for 640 Gbit/s serial data packets and the ex-
tracted control signal are applied in Section 6.4 to switch a variable length
640 Gbit/s serial data packets. Figure 5.10(a)-(d) shows the power spectra
of the four data packets. Packet-1 is labeled with zero notches whereas
packet-2, -3 and -4 are labeled by carving two, four and eight spectral
notches. Highlighted areas marked L1 (1548.3 nm) and L2 (1560.1 nm)
show where the two ONFs of our interest are positioned. The four data
packets are optically labeled by turning on/off these two ONFs.
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Figure 5.10(e) shows the experimental set-up of a label detection module
that extracts two optical labels from L1 and L2. It is an extension of
the label detection scheme shown in Figure 5.1. Two 0.3-nm wide OBPFs,
centered at 1548.3 nm and 1560.1 nm, extract the optical power of L1
and L2. After each extracted optical label is amplified and converted to
electrical signals using two PDs, the electrical signals are regenerated as
digital values, In1 and In2, using two comparator modules. These two
binary values are processed using a 2-bit decoder and four switch control
signals are generated using logical interpretation of In1 and In2.
Oscilloscope trace of the variable length four data packets are shown
in Figure 5.10(f). As summarized in Table 5.3, the four data packets
are optical labeled by turning the two ONFs at L1 and L2 ON/OFF. Fig-
ures 5.10(g) and (h) shows the In1 and In2 binary electrical signals of each
OBPF2
PD1
(e) 
Com1
Com2
-80
-60
-40
-20
-80
-60
-40
-20
-80
-60
-40
-20
1544 1548 1552 1556 1560 1564
-80
-60
-40
-20
Packet-1
No Notch
Packet-2
2xNotched
Packet-4
8xNotched
Packet-3
4xNotched P
o
w
e
r 
(d
B
m
)
Wavelength (nm)
(a) 
(b) 
(c) 
(d) 
PD2
OBPF1 
EDFA 
EDFA 
 2-bit 
Decoder 
Out1
Out2
Out3
Out4
In1
In2
L1
L2
Data 
Packet- 
(f)  
In1(g)  
In2(h)  
Out1
(i)  
Out2(j)  
Out3
(k)  
Out4
(l)  
 1  2    3  1   4   3   2  4   1 
L2L1
Figure 5.10: Power spectra of notch-filter labeled 640 Gbit/s data packets:
(a) unnotched, (b) 2×notched, (c) 4×notched and (d) 8×notched. High-
lighted areas marked L1 and L2 shows where the OBPFs are positioned. (e)
Experimental set-up of the label detection module used to extract optical
labels from L1 and L2. (g) In1 and (h) In2 are electrical control signals
extracted from L1 and L2, respectively. Output of the 2×4 decoder when
binary value of In2In1 is: (i) “00”, (j) “01”, (k) “10” and (l) “11”.
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Table 5.3: Generation of four electrical control signals using in-band optical
label inserted in two spectral position as shown in Figure 5.10.
Data Notch at Voltage level at Output Control Signal
Packets L1 L2 In1 In2 Out1 Out2 Out3 Out4
1 OFF OFF 0 0 high low low low
2 OFF ON 0 1 low high low low
3 ON OFF 1 0 low low high low
4 ON ON 1 1 low low low high
packet that are extracted from L1 and L2, respectively. As shown in Ta-
ble 5.3, both In2 and In2 of packet-1, for instance, are at zero voltage level as
there is no notch on the data spectrum (see Figure 5.10(d)). Figure 5.10(i)-
(l) depicts the oscilloscope traces of the four switch control signals that are
applied to a 1×4 OPS node to switch the four data packets. As summarized
in Table 5.3, each electrical control signal is generated based on the pres-
ence of spectral notch(es) at L1 or/and L2. For example, a high voltage
level control signal is generated at Out2 of the 2-bit decoder when there is
a notch only at L1, i.e., in case of packet-2.
N spectral positions
Figure 5.11 shows two block diagrams of label detection modules that can
used to extract 2N switching control signals from N spectral positions of
a given high-capacity data packets. The block diagram shown in Fig-
ure 5.11(a) is an extended version of the label detection module shown
in Figure 5.10(e) in which N OBPFs are connected to N PDs followed by
N 1-bit comparators. 2N switching control signals can be generated based
on the output of all N comparators using a N-to-2N decoder. Despite the
label detection module is cost-ineffective because each input port of the
optical switch requires N OBPFs, N PD and N comparator modules, it is
simple to implement the heart ot the optical label processing module using
robust electronic circuits such as analog-to-digital converters and a N to
2N decoder. But, the labeling module is bulky and it may introduce high
splitting loss to the optical label information, especially when N is large.
In the second block diagram shown in Figure 5.11(b), the N OBPFs are
replaced by one compact 1×N AWG filter while one EDFA may be enough to
compensate the insertion loss of all N optical label information. Moreover,
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Figure 5.11: Scalable N optical label detection block diagrams. (a) An
extended version of the label detection module shown in Figure 5.10. (b)
A compact label detection module.
the N optical label information can be extracted from the optical data
using an optical circulator and a FBG for N spectral positions of the data
spectrum. By doing so, any high capacity data packet can experience the
same notch-filtering effects regardless of the number of available spectral
holes in its spectrum. The labeling module can also pave the way for easy
header deattachment and attachment at the OPS node. Once the optical
header is removed using the FBG, a new header information can be attached
easily by filtering the output a broadband source according the new LW and
coupling it within data signal bandwidth. However, such method need a
strict timing control as duration of the newly added optical label should
match with the data packet length.
5.5 Summary
This chapter has presented detailed illustration of an opto-electronic based
label detection module which has been experimentally applied to regener-
ate stable electrical control signals using optical labels of 640 Gbit/s and
1.28 Tbit/s data packets. The opto-electronic module has been constructed
using a OBPF, a PD and 1-bit comparator circuits. The optical labels have
been inserted within the signal bandwidth using the in-band optical notch-
filtering labeling scheme, hence, quality of the extracted label information
has been investigated in LC for different parameters of the ONF including
3 dB BW and SR, and offset in center frequencies of ONFs and OBPFs. It
has been found that LC is almost independent of the 3 dB BW, whilst only
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0.6 dB difference in LC has been calculated when the SR has increased 16 dB
to 40 dB. Furthermore, every ±1 GHz mismatch in center frequencies of
eachONF and OBPF has bean observed leading to almost 1 dB reduction
in LC. Finally, packet length independence of the opto-electronic module
has been experimentally verified by extracting four electrical control signals
from variable length 640 Gbit/s data packets while further scalability of the
label detection module has been addressed by using two approaches.
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Chapter 6
Optical packet switching
6.1 Introduction
Recently, the need for fast and high-capacity optical switches in short-
range networks including datacenters (DCs), could computing and high-
performance computing (HPC) has considerably increased. Optical switch-
ing networks can be very helpful to deal with the unprecedented growth of
the DC global Internet traffic [12], because they possess the attractive fea-
ture of offering fast reconfiguration of high-capacity data at a potentially
low cost and better power efficiency1 than conventional electrical switch
networks. OCS, OBS and OPS are the most popular optical networking
technologies that are proposed to realize switching operation in the space,
wavelength and time domains [116].
In recent years, space domain based optical switching technologies such
as 3-D micro-electro-mechanical system (MEMS) have accomplished a re-
markable progression compared to the other optical technologies though
they are not as matured and sophisticated as the electronics counterpart
yet. MEMS switches are very scalable to large number of space ports,
mainly optical fibers [117], where high-capacity optical data are switched
with low polarization and wavelength dependent losses. Unfortunately,
they have a very slow reconfiguration time, typically in the order of mil-
liseconds [118]. Hence, they are mainly suitable for reconfigurable OCS
technologies where switching operation is performed at the granularity of
a lightpath. The lightpath can be based on wavelength in which high-
capacity data-streams carried by multiple WDM channels can be routed
together using the MEMS switch. On the other hand, optical switching
1Due to the possible reduction in optical-to-electrical-to-optical (OEO) conversions.
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of each individual WDM channel can be achieved in the wavelength do-
main using wavelength selective switchs (WSSs) [119] or a combination of
arrayed waveguide-gratings (AWGs) and tunable lasers [120]. Such WDM
switches are typically used in OCS networks. WDM based OPS networks
have been proposed in [112,121] as a possible solution to reduce power con-
sumption of the current electronic packet switching technologies. However,
such OPS technologies may not be full realized using the wavelength based
switching due to the possible wavelength contention albeit to the ongoing
efforts to handle the problem using different types of wavelength conver-
sion schemes [122–124]. Moreover, OPS operation at the wavelength level
may not be the most power efficient solution for high-capacity short-range
networks as the switching-energy per bit of the OPS node may scale with
the number of separately routed WDM channels.
Internet traffic in TCP/IP networks is bursty in nature mainly due
to TCP self-clocking and queuing at congested bottleneck networking ele-
ments [125]. Because of the burstiness of the data traffic which is dominat-
ing the network and since OCS are not suitable for such traffic, OPS and OBS
technologies have been actively researched for decades [75–77,79,126–129].
OBS has been mainly researched as as trade-off between OPS and OCS. Like
OPS, OBS is a packet based switching technology that makes it more band-
width and resource efficient than OCS. However, OBS needs resource reser-
vation before the packets, which are aggregated into larger data bursts, are
sent through the network. Hence, OPS offers better flexibility and resource
utilization than OBS though OPS requires ultrafast switching time (typically
in a ns time scale). Along side the fast reconfiguration time, scalability is
another important requirement of an optical switch to perform ultra fast
forwarding of high-capacity data packets with low insertion and wavelength
dependent losses.
The packet forwarding at the OPS node requires an optical label to
make switching decisions and an optical back plane to connect input ports
with output ports. In electronic switches, the switch control information
is sent inside data packets like IP address in IP/TCP packets. To realize
OPS, the same analogy is proposed in Chapter 4 using in-band labeling
scheme where switch control information is carried within the optical data
bandwidth. The switch control signals can be regenerated, as explained in
Chapter 5, to perform the OPS operation, for instance, using an electro-optic
effect [78]. The highest switched data rate prior to our work is experimen-
tally demonstrated in [7] where 1×4 OPS of 640-Gbit/s OTDM data packets
has been performed using an electro-optic effect inside a LiNbO3 switch.
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In this chapter, we experimentally investigate an OPS of a 640 Gbit/s
and a 1.28 Tbit/s serial data packets using the proposed notch-filter labeling
scheme. In Section 6.2, we discuss the basic working principle of an electro-
optic based OPS node, particularly using a LiNbO3 based Mach-Zehnder
switch (MZS). The first experimental demonstration of an OPS is carried
out for 640 Gbit/s serial data packets using a 1×2 LiNbO3 optical switch as
detailed in Section 6.3. Modulation format and packet duration indepen-
dence are among the most important features of an optical labeling scheme.
In Section 6.4, we demonstrate a 1×4 OPS of variable length 640 Gbit/s
serial data where four types of packets are generated with two durations:
243 ns and 115 ns. In Section 6.5, a record high 1×2 optical switching
scenario is experimentally demonstrated where a 1.28 Tbit/s serial data
stream is packetized, labeled using the notch-filter labeling scheme, trans-
mitted over 3 km of single mode fiber (SMF) and optically switched. As we
have discussed in Section 4.5.2, up to sixteen optical notch-filters (ONFs) are
applied to the Tbit/s data demonstrating scalability of the optical labeling
scheme. The switched 1.28 Tbit/s data packet is time demultiplexed into
10 Gbit/s channels using a time lens based serial-to-parallel converter [66].
6.2 Electro-optic based OPS
Despite OPS is still in its infancy stage compared to its electrical coun-
terpart, a lot of research work has been conducted in the area of time
domain based OPS using all-optical [114, 115] or electro-optic [7, 130–132]
switching operations. All-OPS technologies can have ultra-fast switching
time (in the order of fs scale) as they have been typically demonstrated by
utilizing the instantaneous response of nonlinear processes such as cross-
phase modulation (XPM) [115]. However, all-OPS can be very challenging
to fully realize because generating a stable switch control signal using an
all-optical label detection and performing a scalable all-OPS without pos-
sible wavelength contention (both for the data and the control signals) are
very challenging tasks.
On the other hand, electro-optic based OPS technologies can be very
attractive solutions as they posses the stability and flexibility of the opto-
electronic based optical label detection module and a very fast switch-
ing time, for instance, using Pockels electro-optic effect [78]. Electro-optic
based OPS can be performed using very fast optical switching technologies
such as LiNbO3 based MZS [130], silicon based MZS [131,132], semiconduc-
tor optical amplifier (SOA) gate arrays [133] and hybrid MZS-SOA [134]. In
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addition to switching time and scalability, other important characteristics
of all types optical switches are insertion loss, cross talk, extinction ratio,
and wavelength and polarization dependent losses while power consumption
can be seen as their valuable asset compared to electrical switches. Scala-
bility of the LiNbO3 based MZS to a large port count can be a challenge as
LiNbO3 is sensitive to polarization hence may introduce high polarization
dependent loss. Nonetheless, all of our OPS demonstration are performed
using off-the-shelf LiNbO3 based MZSs. Here, we discuss working principle,
scalability and power consumption of the electro-optic switch.
Working principle
Like Mach-Zehnder modulator (MZM), the LiNbO3 based MZS works based
on the principle of interference in a Mach-Zehnder interferometric structure.
To illustrate the working principle of the switch, we consider a simplified
interferometric structure as shown in Figure 6.1. The Mach-Zehnder inter-
ferometer is constructed using two standard 3 dB couplers by connecting
output ports of the first coupler with input ports of the second coupler
while the electro-optic material, LiNbO3 crystal, is inserted in the upper
arm. Assuming that the standard input and output couplers have a power
splitting and combining ratio of 1/2 and the optical path of the two arms
are equal, the power at the two output ports of the MZS depends on the
phase shift difference between the lightwave propagating in the two arm of
the interferometric structure.
When an optical signal, represented by its amplitude field Ain, is
launched to the MZS using In1 port, it will be split into two arm of the
LiNbO3
V(t)
t 
Ain
In1 Out1 
Out2 
Aout1
Aout2
1x2 MZS 
Applied Voltage 
Vπ
Packet-2 Packet-1
Figure 6.1: Working principle of a 1×2 LiNbO3 based electro-optic switch.
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interferometer using the first 3 dB coupler and recombined using the sec-
ond coupler. During the recombination process, the optical signals of each
arm can interfere constructively or destructively depending on their phase
shift difference that is introduced by the LiNbO3. If the LiNbO3 introduces
zero phase shift difference, the two optical fields will interfere constructively
at Out1 but destructively at Out2. Hence, the total optical power will route
to Out1 as Aout1. Whereas, if the LiNbO3 introduces a pi phase shift dif-
ference, the two fields will interfere constructively at Out2 and the total
field will appear as Aout2. Hence, the Mach-Zehnder interferometer can
be used as an optical switch to forward a given data packet from In1 to
either Out1 (bar) or Out2 (cross) by controlling the LiNbO3 induced phase
shift. The optical properties of the LiNbO3 crystal can be controlled with
an external electrical signal using Pockels effect where a refractive index of
the crystal changes proportionally to the applied electric field. The change
in refractive index leads to a phase shift difference between the lightwaves
propagating in the two arms of the interferometric structure.
In Figure 6.1, high capacity data packet-1 and packet-2 are launched
into the In1 port of the 1×2 MZS while their electrical control signal is
applied to upper arm of the optical switch as a time-dependent voltage,
V(t). The applied electrical signal can be extracted from the optical label
of the two data packets as previously illustrated in Section 5.2.1. When
V(t) is applied to the MZS, the refractive index of the LiNbO3 becomes
time-dependent and, in turn the transmission of the MZS varies with time.
An applied voltage that enables the LiNbO3 to impart a pi phase shift to
the optical field is commonly referred as Vpi. Hence, the voltage level of
packet-2 is set to Vpi whereas the low voltage level of V(t) corresponds
to data packet-1. During the OPS operation, packet-1 cannot exhibit any
phase shift effect from the LiNbO3, as the applied voltage is at low voltage
level hence it is switched to Out1. On the other hand, since the applied
voltage of packet-2 is at Vpi of the switch, the refractive index of the LiNbO3
crystal changes in which packet-2 exhibits a pi phase shift difference hence
it is routed to Out2.
Scalability
The electro-optic switch shown in Figure 6.1 can be, in principle, scaled
to large port count fabric as the interferometric structure introduces low
insertion and wavelength dependent losses [135, 136]. The LiNbO3 crystal
makes the optical switch very suitable for OPS due to its very fast reconfig-
uration time. But, the crystal may increase the insertion loss of the switch
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and introduce polarization dependent loss. Moreover, a large port count
MZS can suffer from crosstalk mainly due to the limited extinction ratio of
the switch, typically around 15 dB [130].
Scalability of the electro-optical based optical switch can be demon-
strated using a “broadcast and select” concept and a cascaded approach.
Figure 6.2(a) shows a 1×4 optical switch that is constructed based on
“broadcast and select” switching. After the data packets are broadcasted
using a 1×4 passive splitter, the OPS operation is performed using four 1×1
based optical switches. Even though such architecture has bee proposed
in [135] for up to 1×16 OPS operation with low crosstalk, the high inser-
tion loss to broadcast the high-capacity data packets to all electro-optic
switches limits the scalability of the switch for higher port count. The scal-
ability problem can be solved by cascading the optical switches as shown
in Figure 6.2(b). Using cascaded approach, up to 16×16 optical switch has
been proposed in [136]. The cascaded architecture can overcome the 6 dB
loss of the passive splitter of Figure 6.2(a). In this thesis, we experimen-
tally demonstrate OPS operation of high-capacity serial data packets using
1×2 and 1×4 LiNbO3 based optical switches that are constructed using the
“broadcast and select” concept.
φ 
φ 
φ 
In 
Out1 
Out2 
Out3 
Out4 
φ 
φ 
φ 
φ 
Out1 
Out2 
Out3 
Out4 
In 
(a) (b)   
Figure 6.2: 1×4 Mach-Zehnder interferometer based LiNbO3 optical
switching architecture as: (a) “broadcast and select” using 1×4 passive
splitter and four 1×1 parallel optical switches and (b) cascaded using three
2×2 optical switches. The phase shift difference, ϕ, is introduced using
LiNbO3 crystal.
Power consumption
The main objective of the proposed optical switching scenario in this thesis
is to reduces energy consumption by minimizing if not replacing electrical-
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power hungry operations like OEO conversions. The LiNbO3 optical switch
is capable of forwarding a given high-capacity data packets in the optical
domain. However, the OPS operation of each data packet is controlled using
electrical signals, hence, the electro-optic switch consumes an electrical
power. The total power consumption of the electro-optic switch that have
employed in the experimental demonstration can be expressed as [23,137]:
PT = Pcontrol + Plabel_detection (6.1)
where Pcontrol is the power consumed by the electrical control signal and
Plabel_detection is the total power consumed by the label detection module,
for instance, the one detailed in Section 5.2.2. The electro-optic switch
is usually controlled by applying the time-dependent driving voltage, V(t),
(alternating between 0 V and Vpi at relatively low frequency) and a constant
bias voltage, Vcons, to adjust V(t) to the desired operating values. Hence,
the Pcontrol can written as :
Pcontrol = Pdrive + Pbias =
(Vpi)2
Z0
+ (Vcons)
2
Z0
(6.2)
where Z0 is a total impedance which may have different valued for the two
voltage levels of V(t) and the typical Z0 value for Vcons is 50 Ω.
6.3 1×2 OPS of 640 Gbit/s serial data packets
In principle, the proposed in-band optical labeling scheme could be used
for all-OPS by generating an optical control signal like in [115, 138] using
the extracted optical labels. However, all network scenarios in this thesis
are investigated using electro-optic switches. In this section, we present
experimentally demonstration of 1×2 OPS of 640 Gbit/s serial data packets
using a LiNbO3 optical switch.
Experimental setup
The experimental setup of the 1×2 OPS of 640 Gbit/s serial data packets
is shown in Figure 6.3. The setup consists of five main modules: a 640
Gbit/s transmitter, a packet labeling, a label detection, an optical switch
and the non-linear optical loop mirror (NOLM) as 640 Gbit/s to 10 Gbit/s
demultiplexer. The 640 Gbit/s transmitter which is similar to the standard
OTDM transmitter of Figure 3.5, generates a 146.5 ns long high-capacity
data packet followed by 20.6 ns inter-packet gap as its traces is shown by
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Signal-B in Figure 6.3. In addition, a 146.5 ns sequence of zero bits are
used to reserve free time slot for another data packet followed by another
20.6 ns inter-packet gap.
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Figure 6.3: Experimental setup of 1×2 OPS labeling scheme for 640 Gbit/s
serial data packets.
In the packet labeling module, a WSS takes the amplified 640 Gbit/s
data packet and broadcasts the whole data spectrum in two to arms. The
WSS shapes the 640 Gbit/s data at each arm so that it resembles to a
transform limited signal. The shaped data packet at arm-one is sent to
output port -1 and it is represented as packet-1 in Figure 6.3. Whereas,
the data packet at arm-two, packet-2, is labeled by making a notch at
1559 nm using 0.3-nm wide optical notch-filter (ONF). Figure 6.4(a) shows
spectra of packet-1 with no notch and packet-2 with one notch. The inset in
Figure 6.4(a) depicts the 3 dB bandwidth (BW) and suppression ratio (SR)
of the carved optical notch at 1559 nm. The measured SR is 20-dB deep
which is 10 dB less than the simulation value. However, as summarized
in Table 5.1, reducing the SR from 30 dB to 20 dB results only in 0.23-dB
of penalty in label contrast (LC). Once packet-2 is forwarded to output
port-2 of the WSS, it is delayed using a 33 m of SMF and placed at the
reserved 146.5 ns free time slot during packet multiplexing with packet-1.
The polarization state of the multiplexed data packets, shown in Figure 6.3,
is aligned by a polarizer. The multiplexed data packets are fed to the packet
switching and label detection modules.
As previously explained in Figure 5.3 of Section 5.2.2, the detection
module is made up of an optical band-pass filter (OBPF), a photodiode (PD)
and a 1-bit comparator circuit which are responsible for extracting the
optical label information from the multiplexed data packets. The 0.3-nm
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wide OBPF centered at 1559 nm selects the optical label and sends it to
the PD which converts the optical power to a rectangular-like electrical
signal. Output of the PD is fed to the comparator circuit to generate a clean
electrical control signal. For a switching operation, a field-effect transistor
is used to swing the voltage level between 0 V and Vpi. It also inverts the
sign of the control signal in such a way that if there is a notch, the control
signal is at high voltage level otherwise it is at low voltage level.
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Figure 6.4: (a) Power spectra of packet-1 (with no notch) and packet-2
(with a notch at 1559 nm). Inset figure shows 3-dB BW and SR of the
ONF. Oscilloscope traces: (b) multiplexed packets input to the switch, (c)
electrical control signal, (d) switched packet-1 and (e) switched packet-2.
The core part of the experimental setup shown in Figure 6.3 is the op-
tical switching module. The multiplexed packets are delayed using 21 m
of SMF while the electrical control signal is extracted in the label detection
module. Figure 6.4(b) shows oscilloscope traces of the multiplexed data
packets whereas their corresponding electrical control signal is depicted in
Figure 6.4(c). The delayed high-capacity data packets are sent to a 1×2
LiNbO3 optical switch which works as “broadcast and select’ using two 1×1
optical switches. The 1×2 optical switch forwards packet-1 (un-notched)
and packet-2 (1×notched at 1559 nm) using their respective electrical con-
trol signal. Packet-1 is switched when the electrical control signal is at low
voltage level whereas packet-2 is switched when the electrical control signal
is at high voltage level (at Vpi). Oscilloscope traces of switched packet-1
and packet-2 are shown in Figure 6.4(c) and (d), respectively.
Each switched data packet is sent to a pulse-by-pulse based standard
OTDM receiver consisting of a 640 Gbit/s to 10 Gbit/s time demultiplexer
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built using the NOLM. A 10 GHz control pulse with pulse duration of
900 fs at full-width at half-maximum (FWHM) from the control pulse of the
640 Gbit/s transmitter module is launched into the NOLM together with
the optically switched packet-1 or -2. Reference measurements are made
for packet-1 and -2 by feeding them directly to the demultiplexer before
they are switched. The resulting demupltiplexed 10 Gbit/s data channel
is filtered out at 1551 nm using a 1-nm wide OBPF and sent to bit-error
ratio (BER) analyzer for system performance measurement.
Results and discussion
640 Gbit/s eye diagrams of the switched data packet-1 (upper) and data
packet-2 (lower) are shown in Figure 6.5(a). Time demultiplexed 10 Gbit/s
eye diagrams of data packet-1 and packet-2 before (upper part) and after
(lower part) switching are shown in Figure 6.5(b). Signal quality of all
the time demultiplexed channels of both data packet-1 and packet-2 before
and after switching is analyzed using BER measurements. The receiver
sensitivities of packet-1, packet-2, switched packet-1 and switched packet-2
at a BER of 10−9 are shown in Figure 6.6(a). All the 256 measured channels
achieve BER below 10−9 and the maximum variation in receiver sensitivity
of the 64 channels of each of the four packets is below 3 dB.
On average, packet-1 has -33.8 dBm, the best receiver sensitivity, which
is 3.2 dB lower than the multiplexed and switched packet-1. Whereas, the
labeled and switched packet-2, have the highest average receiver sensitiv-
ity (-29.7 dBm), which is 1.2 dB higher than the not-switched packet-2.
(a) (b) 
Switched Packet-2 Switched Packet-1 
Original Packet-2 
Switched Packet-1 
Original Packet-1 
Switched Packet-2 
Figure 6.5: (a) 640 Gbit/s eye diagram of switched serial data packet-
1 (upper) and packet-2 (lower). (b) Eye diagram of a demultiplexed 10
Gbit/s channel data signal of packet-1 and packet-2 (upper), and switched
packet-1 and switched packet-2 (lower).
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Figure 6.6: (a) Receiver sensitivities of all channels of packet-1 (circle),
packet-2 (triangle), switched packet-1 (star) and switched packet-2 (pen-
tagon). (b) Full BER curves of 10 Gbit/s back-to-back and a given chan-
nel of packet-1 (circle), packet-2 (triangle), switched packet-1 (star) and
switched packet-2 (pentagon).
Therefore, the system full implementation penalty is 4.1 dB, calculated as
the difference between the lowest and highest average receiver sensitivi-
ties. Finally, Figure 6.6(b) shows BER performances of 10 Gbit/s back to
back, and one channel of packet-1, packet-2, switched packet-1 and switched
packet-2. Comparing the slopes of the BER curves of Figure 4.11(g) and
Figure 6.6(b), multiplexing of the high-capacity data packets seems to give
rise to a penalty. This is expected to be due to the limited SR of the ‘0’-bits
used to reserve free time slots for packet multiplexing, which may lead to
crosstalk when the packets are placed in the free time slot.
6.4 1×4 OPS of variable length 640 Gbit/s serial
data packets
In the previous section, we have experimentally demonstrated 1×2 OPS of
640 Gbit/s serial data packets using the in-band optical labeling technique.
Here, we extend the work by investigating 1×4 OPS of 640 Gbit/s variable
length OTDM data packets and further demonstrate scalability of the in-
band labeling scheme to 1×256 OPS operation using eight ONFs.
Experimental setup
Figure 6.7 shows the experimental setup of the proposed 1×4 OPS of 640
Gbit/s variable length serial data packets. The 640 Gbit/s transmitter
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Figure 6.7: Experimental setup of 1×4 OPS of 640 Gbit/s variable length
serial data packets.
module uses a short pulse source (see Figure 3.5) to generate optical pulses
at 10 GHz repetition rate with pulse duration of 540 fs after the optical
pulses are filtered at 1554 nm. The ultra-short optical pulses are on-off
keying (OOK) modulated with a 10 Gbit/s custom pattern of 16384 bits,
generated in such a way that the first 2304 bits are 27-1 pseudo-random
binary sequence (PRBS) followed by 4444 zero bits and 1024 bits of 27-1
PRBS followed by 8576 zero bits. All zero bits are introduced for inter-
packet gaps and to reserve time slots for packet multiplexing, performed at
the packet labeling module. Here, we use two different lengths of the PRBS
sequence to emulate data payloads of variable length. The modulated signal
is multiplexed using a 27-1 PRBS preserving bit interleaver to constitute the
640 Gbit/s OTDM data packet represented as signal A in Figure 6.7. The
packet durations are: D1=243 ns and D2=115 ns and the inter-packet gap
is set to 25 ns.
In the packet labeling module, a WSS appends an optical label informa-
tion in the variable length 640 Gbit/s serial packets by splitting the high-
capacity data into four arms and applying up to eight ONFs. So, packet-1,
data at output-1 of the WSS, is labeled without any spectral holes, while
the data at output-2 (packet-2), is labeled by making two spectral holes (at
1548.3 nm and 1560.5 nm). Finally, Packet-3 at output-3 and packet-4 at
output-4 of the WSS, are labeled by making four and eight spectral holes,
respectively. Figure 6.8 shows data spectra of the four serial data packets.
Highlighted areas marked as L1 at 1548.3 nm and as L2 at 1560.1 nm are
the two spectral positions where the optical label information is inserted
into/extracted from to generate four electrical control signals.
The four variable length data packets are multiplexed using a 6 dB cou-
pler after packet-2, packet-3 and packet-4 are delayed using 240 m, 80 m
and 160 m of SMFs, respectively, and placed in the reserved free time slots as
shown in trace A of Figure 6.7. The multiplexed data packets, represented
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Figure 6.8: (a) Not-notched spectrum of packet-1. (b) Packet-2 spectrum
with two notches. (c) Packet-3 spectrum with four notches. (d) Packet-4
spectrum with eight notches. Highlighted areas marked L1 and L2 are the
two spectral positions where the optical labels are extracted from.
by trace B in Figure 6.7, are filtered using a polarizer so that all packets are
aligned to the same polarization state. The final multiplexed signal consists
of data packets with different number of notches and two different packet
durations, where both packet duration and number of notches are changing
for every packet in the sequence. Optical switching of the high-capacity
serial data packets is carried out using four electrical control signals, which
are extracted from two fixed spectral positions (L1 and L2) even though
up to eight notches are used. The label detection is responsible of extract-
ing the optical label and regenerate the four electrical control signals. The
detailed implementation of the label detection module is illustrated in Fig-
ure 5.10. Two 0.3-nm wide OBPFs, centered at 1548.3 nm and 1560.1 nm,
are used to extract the optical power of L1 and L2. The optical power of
L1 is low for both packet-2 and -4 due to the presence of a notch in their
spectra while packet-1 and -3 have high optical power. On the other hand,
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L2 has low optical power for packet-3 and -4 and high optical power for
packet-1 and -2. The output of the two OBPFs is fed to two PDs, which
convert the optical power of L1 and L2 to electrical signals. The output of
each PD is sent into two comparator modules, which smoothen the photo-
detected electrical signal and generate clean electrical control signals: In1
and In2. The digital value of In1 and In2 is related to the availability of
a notch or optical power at L1 and L2. As summarized in Table 5.3, In1
(In2) is binary value ‘0’, if there is no notch at L1(L2) and binary value ‘1’
otherwise. Four electrical control signals are generated by a 2-bit decoder
(see Figure 5.10) using logical interpretation of the two inputs signals, In1
and In2. For example, a high voltage level control signal is generated at
Out1 of the label detection when there is no notch at L1 and L2, i.e., in
case of packet-1.
The main module of the setup is the packet switching block in which
the multiplexed data packets are delayed using 22 m of SMF until their
respective electrical control signals are generated. Using the four electrical
control signals, a specific data packet, represented as trace C in Figure 6.7,
is switched to one of the four output ports of a 1×4 LiNbO3 optical switch.
The 1×4 optical switch works based on “broadcast and select” approach
at it is depicted in Figure 6.2(a). Figure 6.9 shows the 1×4 OPS operation
based on extracted optical label information from L1 and L2. Figure 6.9(a)
shows the multiplexed data packets input to the 1×4 optical switch, while
Figure 6.9(b) and (c) are In1 and In2 input signals of the 2-bit decoder,
which are generated from L1 and L2, respectively. Data packet-1 is switched
when both In1 and In2 are at low voltage level, which means no spectral
hole is detected at 1548.3 nm and 1560.1 nm (see Figure 6.9(d)) whereas
data packet-2 is switched when In1 and In2 are at high and low voltage
levels, respectively, as shown in Figure 6.9(e). As depicted in Figure 6.9(f),
packet-3 is switched when In1 and In2 are at low and high voltage levels,
respectively, while packet-4, which has 8-notches, is switched when both
In1 and In2 are at high voltage levels (see Figure 6.9(g)).
As we have discussed in Section 3.4.1, the NOLM is used as pulse-by-
pulse switch to demultiplex the switched 640 Gbit/s to 10 Gbit/s tributary
channels. A control pulse train with pulse duration of 900 fs and one of
switched the 640 Gbit/s data packet are sent to the NOLM, which contains
50 m of highly nonlinear fiber (HNLF) to introduce a XPM induced pi shift
on the tributary channel of our interest. The demultiplexed 10 Gbit/s
tributary channel is then filtered out at 1557 nm using a 1-nm wide OBPF
and sent to the receiver for BER measurements.
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Figure 6.9: 1×4 OPS operation: (a) Variable length data packets input to
the optical switch. (b) In1 electrical control signal extracted from L1. (c)
In2 electrical control signal extracted from L2. (d) Switched packet-1 when
both In1 and In2 are at low voltage levels. (e) Switched packet-2 when
In1 and In2 are at high and low voltage levels, respectively. (f) Switched
packet-3 when In1 and In2 are at low and high voltage levels, respectively.
(g) Switched packet-4 when both In1 and In2 are at high voltage levels
Results and discussion
Figure 6.10(a) shows receiver sensitivities at a BER of 10−9 for all 64 chan-
nels of packet-1, -2, -3 and -4. All 256 channels achieve error free per-
formance, BER≤ 10−9. On average, packet-1 (not notched) has the best
receiver sensitivity (-31.99 dBm), while packet-4, which is labeled using
eight notches, has the worst sensitivity (-29.3 dBm). The difference be-
tween the best and worst sensitivity is 2.7 dB, which accounts for the full
system penalty. This indicates that 1×256 OPS is possible, as the number
of notches required for 256 labels is eight, just like the case of packet-4. Fur-
thermore, Figure 6.10(b) shows BER curves of a single channel of packet-1,
-2, -3 and -4. From the slopes of the BER curves, multiplexing of the four
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data packets is seen to give rise to a penalty. As previously mentioned, this
can be related to the limited SR of the ‘0’-bits used to reserve free time
slots for packet multiplexing.
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Figure 6.10: (a) Receiver sensitivities of all channels of packet-1 (rectangle),
-2 (triangle), -3 (circle) and -4 (star). (b) Full BER curves of packet-1
(rectangle), -2 (triangle), -3 (circle) and -4 (star). (c) Full BER curves of
long and short duration data packets for B2B and one channel of packet-3.
We also investigate the performance of the long and short data packets
separately for back to back at 10 Gbit/s and for one channel of packet-3
as shown Figure 6.10(c). Both short and long data packets have almost
identical BER curves. The 1×4 OPS has the capability to switch long (short)
data packets, which are placed between two short (long) data packets, with
the same performance. Hence, the proposed in-band optical labeling and
label detection schemes are packet-length independent.
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6.5 1×2 OPS of 1.28 Tbit/s serial data packets
In this section, we propose and demonstrate for the first time an optical
switching scenario, where 1.28 Tbit/s serial data streams are packetized,
optically labeled, transmitted over 3 km of SMF and subsequently optically
switched in a 1×2 LiNbO3 switch. Moreover, up to sixteen ONFs are applied
to the Tbit/s data demonstrating scalability of the optical labeling scheme.
Experimental setup
The 1×2 Tbit/s OPS is demonstrated using an experimental setup shown
in Figure 6.11 consisting of a transmitter, an optical link and a receiver.
The main building blocks of the setup are a Tbit/s Tx and a label allocator
at the transmitter. And, a label detector, an optical switch and a serial-
to-parallel converter at the receiver. In the Tbit/s Tx module, a 10 GHz
short pulse source generates an ultra-short optical pulse with FWHM of
0.4 ps duration after it is filtered at 1548 nm using a 16-nm wide OBPF.
The ultra-short pulse is then data modulated using a OOK format with a
10 Gbit/s custom pattern of 1411 bits of 27-1 PRBS followed by 2173 zero
bits, which are used to reserve a free time slot for packet multiplexing and
inter-packet gap. A 1.28 Tbit/s serial data packet is then generated using
a 27-1 PRBS preserving bit interleaver. This corresponds to aggregated
data traffic of 128 channels each at bit rate of 10 Gbit/s. The packetized
1.28 Tbit/s data is then sent to the label allocation module.
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Figure 6.11: Experimental setup of Tbit/s optical packet generation, label
allocation, transmission, optical packet switching and reception.
In-band optical labeling of the 1.28 Tbit/s packet is performed using a
reconfigurable WSS1. The WSS1 broadcasts the Tbit/s data to two different
arms namely port-1 and port-2. This gives us the degree of freedom to
insert distinct label information by carving spectral holes in the Tbit data
spectrum of each packet. Hence, the data at port-1 of the WSS1 (packet-1)
is labeled by making zero spectral holes while the data at port-2 (packet-2)
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is labeled by making one 0.3-nm wide spectral hole (refer Figure 4.9(b))
at 1541 nm as shown in Figure 6.12(a) and (b). After packet-2 is delayed
using a 47 m of SMF, it is time multiplexed with packet-1 on the free time
slot reserved by encoding a sequence of zero bits. Figure 6.12(c) shows
the multiplexed 1.28 Tbit/s data packets which have a duration of 152 ns
followed by 25 ns inter-packet gap. Finally, the Tbit/s packets and a 10 GHz
optical control signal are launched together into a 3 km of SMF followed by a
0.5 km of dispersion compensating fiber (DCF). Detailed characterization of
the optical labeling scheme and its scalability for 1×256 OPS of 640 Gbit/s
data are presented in the previous section. Here, a total of sixteen ONFs
are employed on packet-2 (see Figure 6.13) to further demonstrate the
scalability of the in-band labeling scheme. Hence, three Tbit/s data packet
are optical labeled: packet-1, 1×notched packet-2 and 16×notched packet-
2. Using the sixteen ONF, the maximum number of unique labels that can
be generated is 65.536.
(c) Switch Input Tbit/s Packets
(d) Switch Control Signal
(e) Switched Packet-1
(f) Switched Packet-2
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Figure 6.12: Power spectra of: (a) un-notched Tbit/s packet-1 and (b)
1×notched Tbit/s packet-2. Oscilloscope traces of: (c) Tbit/s packets input
to optical switch, (d) electrical control signal, (e) switched Tbit/s data
packet-1 and switched Tbit/s data packet-2.
The data packets are now transmitted over 3 km of SMF together with
the optical control signal needed for the serial-to-parallel conversion. A
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second WSS2 filters the Tbit/s data and control signal out to port-1 and
port-2, respectively. At the optical switch module, a label detection block
extracts the optical label information from the Tbit data spectrum of each
packet and generates an electrical control signal. As we have explained in
Section 5.2.2, the label detection module is made up of an OBPF which is
centered at a spectral position where the label is placed; a PD to convert
the optical power to an electrical voltage; and a comparator circuit to
determine whether the detected label is at high or low level. For a given
spectral position, the electrical control signal is at a low voltage level if
there is no notch otherwise it is at a high voltage level. Figure 6.12(d)
shows the oscilloscope traces of an electrical control signal that is extracted
from the multiplexed Tbit/s data packet-1 and packet-2. As the spectrum
data packet-1 does not have any notch, its control signal is at 0 V while the
electrical control signals of packet-2 (both the 1×notched and 16×notched)
are at Vpi due to the presence of notch at 1541 nm.
At the optical switch, the multiplexed data packets are delayed using
20 m of SMF while the electrical control signals are generated from the op-
tical label inserted at 1541 nm. Based on the electrical control signal, a
1×2 LiNbO3 optical switch forwards packet-1 to port-1 and packet-2 (both
1×notched and 16×notched) to port-2. Figure 6.12(e) shows the oscillo-
scope traces of the switched Tbit packet-1 while 1×notched packet-2 is
shown in Figure 6.12(f). A 10-ns switching time is measured from the ris-
ing/falling time of the electrical control signal that is sufficient to switch
the Tbit/s packets within the 25 ns inter-packet gap. The total power con-
sumption of the optical switch used to forward a 1.28 Tbit/s data packet,
including the label detection, is 1.5 W which is calculated using Equa-
tion 6.1 and Equation 6.2. This leads to 1.25 pJ/bit switching energy [23].
For comparison with commercial Ethernet switches, we investigated the
energy per bit of the Cisco Nexus 7000 and 9000 series and the Juniper
EX8200 and EX9200 series. We found that for input capacities ranging
from 640 Gbit/s to 10.24 Tbit/s, these Ethernet switches used from 0.6
nJ/bit [139] or 4.6 nJ/bit [140] up to 10 nJ/bit. It is important to note
that this comparison is only relevant in cases where the added functionality
of a full Ethernet switch is not required.
After each Tbit/s data packet is optically switched, it is sent into the
time lens based serial-to-parallel converter together with the transmitted
control pulse. As previously illustrated in Section 3.4.2, the serial-to-
parallel conversion of the 1.28 Tbit/s packet into many 10 Gbit/s tribu-
tary channels is performed using chromatic dispersion effect followed by
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quadratic phase modulation [44]. Hence, the switched packet is passed
through a DCF1 while the optical control pulse is dispersed using DCF2, af-
ter it is filtered using a top-flat super-Gaussian transfer function in WSS2.
To map the demultiplexed 10 Gbit/s channels into a 100 GHz frequency
spacing (∆ω) compatible with a standard WDM grid, the required chirp rate
for the 1.28 Tbit/s data is K=1/D= ∆ω/∆t; where ∆t is a bit-slot time
and the optical control pulse is also linearly chirped with a rate of K/2. The
dispersed data packet and control pulse are amplified and launched together
into a 50 m of HNLF: zero dispersion wavelength of 1565 nm and nonlin-
ear coefficient γ = 10 W−1 km−1. Four wave mixing (FWM) is exploited
inside the HNLF to map the individual 10 Gbit/s data channels to different
wavelengths by mixing the phases of the linearly chirped control pulse and
the dispersed data packet. Figure 6.13 shows the switched spectra (with
sixteen notches) of the 1.28 Tbit/s serial data packet-2, the top flat optical
control pulse and converted parallel 10 Gbit/s channels at the output of
the HNLF. The 10 Gbit/s WDM channels are filtered using a 40-GHz wide
tunable OBPF and sent to 10 Gbit/s receiver for BER measurement.
Results and discussion
Performance of all the time demultiplexed tributary channels is evaluated
using BER measurements. The optical signal-to-noise ratio (OSNR) of the
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Figure 6.13: Power spectra of a 16xnotched 1.28 Tbit/s data packet-2, a
top flat control pulse and generated idler at the output of the HNLF.
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Tbit/s input data signal to the HNLF is fixed to 36 dB [52]. For comparison
purpose, two system performance scenarios, with and without the optical
switch, are investigated for not-notched packet -1, 1×notched packet-2 and
16×notched packet-2. The BER measurements of packet-1 and 1×notched
packet-2 with and without the optical switch are shown in Figure 6.14. All
the 512 channels achieved BER performance well below the forward error
correction (FEC) limit of 3×10−3. As expected, both un-switched data
packets show better performance than the switched ones due to limited
extinction ratio of the LiNbO3 switch.
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Figure 6.14: BER measurements of all tributaries of Tbit/s data packet-
1 (rectangular), 1×notched packet-2 (circle), switched packet-1 (triangle)
and 1×notched switched packet-2 (star).
Furthermore, Figure 6.15 shows the BER measurements of 16×notched
packet-2 with and without the switch. The system performance in Fig-
ure 6.15 has a BER penalty compared to Figure 6.14 due to the sixteen
ONFs applied on the data spectrum. However, the penalty is acceptable as
the BER measurements of all the 10 Gbit/s tributary channels are below
the FEC limit. This demonstrates scalability of the labeling technique to be
compatible with up to 1×65.536 OPS using sixteen ONFs. The main attrac-
tive feature of the time lens based optical time demultiplexing technique
is its ability to reduce power consumption by converting the 1.28 Tbit/s
serial data into many parallel 10 Gbit/s tributary channels. As shown in
Figure 3.15(b), up to nineteen 10 Gbit/s channels are simultaneously opti-
cal time demultiplexed, all below FEC limit, in to 100 GHz frequency grid,
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Figure 6.15: BER measurements of all tributaries of 16×notched Tbit/s
data packet before (triangle) and after (circle) the optical switching. The
BER is measurement is performed by setting the OSNR of each Tbit/s serial
data packet at 36 dB [52].
allowing for commercial AWGs to be used for filtering. The FEC limit of
3×10−3 corresponds to 6.6% overhead, resulting in a bit rate of 1.2 Tbit/s.
6.6 Summary
In this chapter, three high-capacity optical switching scenarios have been
demonstrated for 640 Gbit/s and 1.28 Tbit/s serial data packets using
electro-optical based LiNbO3 switches. Systems performance of the three
network scenarios have been investigated using BER measurements. The
first OPS experiment has been demonstrated for 640 Gbit/s serial data
packets. After two packets have been optically labeled with/without a
notch on their spectra, they have been optically switched using the 1×2
LiNbO3 switch after the optical label has been extracted. All tributaries
of the two switched data packets have achieved BER 10−9 at the expense
of only 4.1-dB system penalty. On average, the packet with one notch has
0.8 dB high receiver sensitivity than the packet without notch. We have
observed a non-uniform BER curves of a selected tributary channels of the
two switched packets mainly due to the limited SR of the ‘0’-bits used to
reserve free time slots for packet multiplexing.
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The second network scenario has dealt with the experimental demon-
stration of 1×4 OPS of 640 Gbit/s variable length serial data packet. Four
packets, with two durations, have been labeled by carving up to eight
notches using ONFs and switched using a LiNbO3 switch. Error free oper-
ation, i.e. BER ≤ 10−9, has been achieved at the expense of only 2.7-dB
system penalty. Using the eight ONFs scalability of the optical labeling for
1×256 OPS has been suggested. The OPS has showed similar performance
for the short and long packet durations.
Finally, we have reported an experimental demonstration of 1.28 Tbit/s
OPS using the scalable in-band notch-filter labeling scheme for short-range
networks including a transmission distance of 3 km. The 1.28 Tbit/s data
packets have been labeled and optically switched using a 1×2 LiNbO3
switch. Up to sixteen ONFs have been applied to the 1.28 Tbit/s data spec-
trum to demonstrate scalability of the in-band labeling scheme for 1×65.536
OPS operation. The BER performance of all the demultiplexed 10 Gbit/s
data packets have been measured below the FEC limit of 3×10−3, suggesting
OPS of 1.2 Tbit/s packets using only 1.25 pJ/bit switching energy. Thus,
introducing high-capacity optical switching in parts of a network, where
simple switching functionality is sufficient, can deliver significant energy
saving and reduced complexity.
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Chapter 7
Conclusion
As datacenters (DCs) today remain the fastest growing part of the Inter-
net, efficient resource utilization (energy, space, complexity and latency) is
paramount. Contemporary DCs are most commonly based on commodity
Ethernet switches that may impose constraints such as high power con-
sumption and slow (low bit rate) switching ability. Optical networking
technologies, on the other hand, offer features like low power consump-
tion by switching many bits per switching operation, high bandwidth and
reliability [7], though limited to simple functionalities [23].
This PhD thesis has presented power-efficient serial optical communi-
cation based high-capacity short-range networking scenarios as serial com-
munication uses few components with ultra-short pulses and very high
bit rates. The optical networking scenarios have concerned high-capacity
data packets generation and reception (Chapter 3), optical packet labeling
(Chapter 4), optical label detection (Chapter 5) and optical packet switch-
ing (Chapter 6). The key results of each chapter are summarized.
7.1 Summary
High-capacity serial packet generation and reception
A high-capacity optical networking scenario has been introduced for ultra-
high bit rate serial data packets. 640 Gbit/s and 1.28 Tbit/s serial data
packets have been generated and it has been shown that their duration can
be very flexibility. However, the way the data streams have been packetized
is only applicable for amplitude modulations formats. Hence, techniques
such as packet carving [115] should be employed for phase modulations
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formats. Furthermore, the 640 Gbit/s and 1.28 Tbit/s packets have been
successfully demultiplexed in to 10 Gbit/s tributary channels using the non-
linear optical loop mirror (NOLM) and time lens based serial-to-parallel
converter, receptively. It has been found that the fiber based NOLM is
bulky and it can only demultiplex one channel while the serial-to-parallel
converter has the ability to demultiplexed many (up to nineteen) tributary
channels at once. The 1.28 Tbit/s tributaries have achieved bit-error ratio
(BER) performance well below the forward error correction (FEC) of 3×10−3
but the FEC uses digital signal processing (DSP) modules which can increase
power consumption of the Tbit system in short-range networks. However,
it remains ultimately difficult task, up-to-date, to receive all tributaries
successfully without the help of the DSP.
Optical packet labeling
A novel optical labeling technique has been proposed and demonstrated
to embed optical information within the spectrum of a high-capacity serial
data packet using an in-band notch-filtering scheme. After the scheme
has been numerically characterized using 0.3-nm wide and 30-dB deep 4th
order super-Gaussian optical notch-filters (ONFs), up to eight ONFs have
been employed within the 3 dB and 20 dB signal bandwidth of high-capacity
data packets. It has been found that a maximum of a 256 label words (LWs)
can be generated based on permutation of the eight spectral positions of the
ONFs. The notch-filtering effects on the data has been investigated using
eye-opening penalty (EOP) and it has been shown that 60, 72, and 92 LWs
for 640 Gbit/s serial data packets can be generated, by employing up to
four ONFs simultaneously, at the expense of <1-dB, <1.1-dB and <1.12-dB
EOPs, respectively.
The scalable optical labeling scheme has been experimentally demon-
strated for 640 Gbit/s and and 1.28 Tbit/s serial data packets and the
notch-filtering impact has been investigated using BER measurements. Scal-
ability of the labeling scheme for 640 Gbit/s data packets has been verified
by employing a maximum of eight ONFs. The impact of the eight ONFs on
the data quality has led to <1-dB of penalty in receiver sensitivity, paving
the way for up to 1×256 optical packet switching (OPS) operation. Fur-
thermore, the optical labeling technique has been employed for record-high
1.28 Tbit/s serial data packets. It has been shown that the optical labeling
can be made very scalable by employing sixteen ONFs simultaneously and
up to 65.536 unique LWs have been generated. Impact of the notch-filtering
on the Tbit data quality has been investigated using BER measurements and
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all tributaries of the Tbit/s data packet has achieved BER below the FEC
limit of 3×10−3.
The main attractive features of the proposed optical labeling scheme
are simplicity, scalability, and modulation format and packet length inde-
pendence. But, it lacks flexibility as the narrow-band ONFs were applied
using a wavelength selective switch (WSS) that has a slow reconfiguration
time. In the future, the drawback can be solved using tunable filters, for
instance, based on programmable ring resonators [141,142].
Optical label detection
Successful extraction of optical labels of the high-capacity data packets has
been achieved using a simple opto-electronic module consisting of a narrow-
band optical band-pass filter (OBPF), a slow speed photodiode (PD) and 1-
bit comparator circuits. The module has been employed to extract electrical
control signals for 640 Gbit/s and 1.28 Tbit/s data packets. It has been
found that the extracted optical power, containing the label information,
varies with spectral position of the optical label due to bit-pattern depen-
dence of the on-off keying (OOK) modulated spectra of the high-capacity
data packets. Resilience of the opto-electronic module to such optical power
fluctuations has been verified by extracting stable electrical control signals
from sixteen different spectral positions.
The optical label has been embedded within the signal bandwidth using
ONFs and quality of the extracted label information has been investigated
in label contrast (LC) for different parameters of the ONF. It has been
found that the 3 dB bandwidth doesn’t affect the quality whereas the LC
increases with the suppression ratio (SR) of the ONF. Furthermore, every
±1 GHz mismatch between center frequencies of the ONF and OBPF has led
to around 1-dB reduction in LC. Packet length independence of the optical
labeling and label detection schemes has been verified by extracting four
stable electrical control signals from variable length 640 Gbit/s data pack-
ets. Finally, scalability of the opto-electronic module to extract electrical
control signals from large number of optical labels has been discussed using
two approaches.
From a practical perspective, each regenerated control signal should be
at two stable voltage levels with very fast falling/rising transitions. More-
over, the duration of the control signal at each level should match with the
length of its respective packet and the high voltage level should be set to
the optimum value to drive the switching operation properly. The 1-bit
comparator circuit has been used to regenerate the two voltage level con-
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trol signal with rising/falling time of 10 ns (on average) and to adjust the
duration of the high/voltage levels using delay line. Whereas, a field-effect
transistor has been employed to regulated to the high voltage level to the
required value with minimal effect on the sharpness of the rising/falling
time and smoothness of the control signal.
Optical packet switching
Three high-capacity OPS scenarios have been experimentally demonstrated
in electro-optic based LiNbO3 switches. System performance of the optical
networking scenarios have been thoroughly analyzed using BER measure-
ments. In the first experiment, a 1×2 OPS of 640 Gbit/s serial data packets
has been demonstrated. After the two data packets have been optically la-
beled with/without notch in their spectra carved by using the notch-filter
labeling scheme, the label detection module has generated a stable electri-
cal signal that controls operation of the optical switch. The NOLM has been
employed to demultiplex each switched 640 Gbit/s packet into its 10 Gbit/s
tributaries. Error free operation, i.e., BER ≤ 10−9, has achieved at the ex-
pense of 4.1-dB penalty caused by packet generation, labeling, switching
and demultiplexing. A non-uniform BER curves have been observed mainly
due to the limited SR of the ‘0’-bits used to reserve free time slots for packet
multiplexing.
Furthermore, a 1×4 OPS of 640 Gbit/s variable length serial data pack-
ets has been demonstrated. After in-band optical labeling of four data
packets by employing up to eight ONF, four electrical control signals haven
been generated from two (out of the eight) spectral positions and derived
the 1×4 OPS operation. Each switched packet has been demultiplexed us-
ing the NOLM and all tributaries have achieved error free performance at
the expenses of only 2.7-dB system penalty, thus scalability of the optical
labeling for 1×256 OPS has been verified.
Finally, a record-high 1×2 OPS of 1.28 Tbit/s data packets has been
demonstrated. The data packets have been packetised, optically labeled,
transmitted over 3 km of standard fiber and subsequently optically switched
in the LiNbO3 switch. Scalability of the notch-filter labeling scheme for
1×65.536 OPS operation has been verified by employing sixteen ONFs. Each
switched Tbit/s data packets, including the 16×notched, has been demulti-
plexed in to 10 Gbit/s tributaries using the time lens based serial-to-parallel
converter. All tributaries have achieved BER performance below the FEC
limit of 3×10−3, suggesting OPS of 1.2 Tbit/s packets using only 1.2 pJ/bit
switching energy.
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It has been found that the total power consumption of both the label
detection module and the 1×2 optical switch is 1.5 W, and this leads, at a
data rate of 1.2 Tbit/s, to 1.25 pJ/bit switching energy [23]. Comparing it
with commercialized Cisco Nexus 7000 and 9000 series, and Juniper EX8200
and EX9200 series Ethernet switches in case where the added functionality
of a full Ethernet switch is not required, it has been found that energy per
bit of the Ethernet switches varies from 0.6 nJ/bit [139] or 4.6 nJ/bit [140]
up to 10 nJ/bit for data rates ranging from 640 Gbit/s up to 10.24 Tbit/s.
Thus, introducing high-capacity optical switching in parts of a network,
where simple switching functionality is sufficient, can deliver significant
energy and cost savings at reduced complexity.
7.2 Outlook
In this section, we present a brief outlook and suggest for possible future
work on OTDM and OPS.
OTDM
Even though OTDM has been actively researched for more than thirty
years [34], future innovative works are still required for low loss multi-
plexing and easy demultiplexing of the high-capacity data packets using
stable and resilience techniques. Recently, a coherent receiver based de-
multiplexing technique has been proposed for Nyquist optical time-division
multiplexing (N-OTDM) data [143, 144] though such technique can be ex-
pensive and power inefficient for short range networks. Moreover, only
preliminary research has been carried out, for instance in [145], to identify
one tributary channel from other tributaries during the demultiplexing and
it still remains a challenge that needs further investigations. Finally, the
high-capacity serial data packets can be vulnerable to small polarization
mode dispersion (PMD). For instance, a 1.28 Tbit/s data packet has a bit
period of 0.78 ps which means the tolerance to PMD is as small as 78 fs
(10% of a bit period). Therefore, the performance of the high-capacity
networking scenarios can be enhanced using a polarization diversity [145]
and PMD compensation [146] techniques.
Optical packet switching
The proposed optical network scenarios can be further improved by intro-
ducing optical buffering schemes, for example using programmable delay
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lines [147,148] or a compact optical memory [149], to solve possible packet
contention at each OPS node. Furthermore, both the optical labeling and
the label detection schemes can be reconfigured using external controllers,
for example using software defined network (SDN) [6,101], and implement-
ing such controllers can add further flexibility to the proposed network
scenarios. Finally, features such as error detection using parity bits can be
added to the 8-bit and 16-bit LWs so that the label detection module can
have a means to identify erroneous optical labels of a given high-capacity
data packet.
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Acronyms
ASE amplified spontaneous emission
AWG arrayed waveguide-grating
BER bit-error ratio
BPG bit pattern generator
BW bandwidth
CAGR compound annual growth rate
CW continuous wave
DC datacenter
DCF dispersion compensating fiber
DCN datacenter network
DF-HNLF dispersion-flatten highly nonlinear fiber
DSP digital signal processing
EAM electroabsorption modulator
EDFA erbium-doped fiber amplifier
ELPF electrical low-pass filter
EO eye-opening
EOP eye-opening penalty
ERGO-PGL erbium glass oscillator pulse generating laser
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ETDM electrical time-division multiplexing
FBG fiber Brag grating
FEC forward error correction
FWHM full-width at half-maximum
FWM four-wave mixing
GMPLS generalized multiprotocol label switching
HNLF highly nonlinear fiber
HPC high-performance computing
LC label contrast
LW label word
MEMS micro-electro-mechanical system
MMF multi-mode fiber
MPLS multiprotocol label switching
MZM Mach-Zehnder modulator
MZS Mach-Zehnder switch
NOLM non-linear optical loop mirror
N-OTDM Nyquist optical time-division multiplexing
OBPF optical band-pass filter
OBS optical burst switching
OCS optical circuit switching
OEO optical-to-electrical-to-optical
OFDM orthogonal frequency-division multiplexing
OLS optical label switching
ONF optical notch-filter
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OOK on-off keying
OPS optical packet switching
OSNR optical signal-to-noise ratio
OTDM optical time-division multiplexing
PD photodiode
PDM polarization-division multiplexing
PMD polarization mode dispersion
PRBS pseudo-random binary sequence
PTER pulse-to-tail extinction ratio
RZ return-to-zero
SDM space-division multiplexing
SDN software defined network
SHG second-harmonic generation
SMF single mode fiber
SOA semiconductor optical amplifier
SOCRATES Serial Optical Communications for Advanced Terabit Ethernet
Systems
SPM self-phase modulation
SR suppression ratio
TDM time division multiplexing
TOR top-of-rack
VOA variable optical attenuator
WDM wavelength-division multiplexing
WSS wavelength selective switch
XPM cross-phase modulation
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