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Let ,4(G) denote the automorphism group of the group G. Since the com- 
mutator subgroup of G is characteristic, there is a homomorphism 
A(G) + A(G/‘G’). 
The kernel of this map, which contains the inner automorphisms, is called 
the group of IA-automorphisms of G. The purpose of this paper is to prove the 
following theorem. 
THEOREM 1. Let F be a free group of rank 2, and let R be a normal subgroup 
of F satisjving 
(A) R -SF’, and 
(B) Z(F/R), the integral group ring of FIR, is a domain. 
Then the kernel of 
.4(F/R’) ---f A(F/F’) 
consists entirely of inner automorphisms of FIR’. 
The case R == { 1} is a classical theorem of [6]. The case R = F’ was proved 
by [2, Theorem 21. We emphasize that in the hypotheses of Theorem I, we 
do not assume that Z(F/R) is embeddable in a division ring. 
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We state a second theorem in which Condition (&4) is relaxed but at the 
expense of strengthening Condition (B). 
THEOREM 2. Let F be a free group of rank 2, and let R # 1 be a normal 
subgroup of F such that G r: FIR is not cyclic and satisfies 
(A’) G/G’ has at least one in$nite cyclic factor, and 
(B’) ZG is an Ore domain which has onlzl trivial units. 
Then the group of IA-automorphisms of FIR’ equals the group of inner auto- 
morphisms of FIR’. 
In particular, the hypotheses of Theorem 2 are satisfied if G F/R is 
Iocally indicable (every nontrivial finitely generated subgroup has a homo- 
morphic image which is infinite cyclic) and solvable. The main ingredient of 
Hypothesis (B’) not assumed in (B) of Theorem 1 is that ZG has only trivial 
units. That ZG is an Ore domain is stronger than necessary, but we assume it 
for simplicity. Theorem 2 is false if F/R is infinite cyclic. 
The paper is divided into four sections. The first section describes a basic 
tool, the Magnus representation ofF/R’ as a certain group of 2 x 2 matrices. 
The second section discusses the group ring Z(F/R) and includes technical 
results needed in the final two sections, which are devoted to the proofs of 
Theorems 1 and 2, respectively. 
We assume the hypotheses of Theorem 1 (with R -f 1) up until the final 
section. More precisely, we let 
F : F(g,r) be free of rank 2 with generators x andy. 
G =- F/R, where R is a normal subgroup ofF such that 
1 + R ci F’ and ZG is a domain. 
Since we work almost entirely with elements of G == F/R rather than 
elements of F or F/R’, we adopt the somewhat unusual convention that 
elements of F and FIR’ will have bars, while elements of G will not. If g E F, 
then s will denote its image in FIR’ and g will denote its image in G == F/R. 
1. THE IUAGNCS REPRESENTATION 
Let T = ZGt, + ZGt, be a free left ZG-module with basis t, , t, , and let 
A is a group under matrix multiplication. \Ve now describe the Magnus 
representation of F/R’ in A’ and one of its basic properties. 
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LEMMA 1. (1) Magnus [5]. The kernel of the homomorphism F + A’ 
defined by 
is R’. Hence there is an induced monomorphism II: FIR’ - A?‘, called the IMagnus 
representation of F/R’. 
(2) Remeslennikoz-Sokolov [9, Theorem 21. The matrix 
( 
g aA -t- a2t2 
0 1 1 
is the image of an element g of FIR’ under p if and only if 
1 - g = a,( 1 - x) f a2( 1 - y). I 
2. GROUP RINGS 
ZG’, being a subring of ZG, is also a domain. Consider the subgroups of G 
jG\ 
(G’, Yi (G’, x> 
\/ 
G’ 
Each nonzero element of Z(G’, y) h as a unique expression of the form 
a = a,yi + ... + ai,ryl+r, 
where i, r E Z, r $ 0, aj E ZG’, ai , a+, f 0. We define r to be the degree of a 
in y (relative to the above decomposition) and we write 
Z(G’, y) = ZG’[y] 
which we call the twisted polynomial ring in y over ZG’. \;\ie have similar 
decompositions 
Z(G’, x, = ZG’[x]; ZG =: Z(G’, y)[x] = Z(G’, x)[y]. 
Note that since ZG is a domain, deg(ab) = deg a + deg b whenever a, b # 0. 
22 BACHILIUTH, FORMANEK AND MOCHIZUKI 
We can also form the ring ZG’[[y]] of Laurent series in y over ZG’. Its 
elements are all formal infinite sums 
a = a,yi + uiilyZTl - ..', 
where i E Z, aj E ZG’. It is clear that ZG’[[y]] is a ring containing ZG’[y]. 
Conjugation by x defines an automorphism of ZG’[y], and since 
“(a,yy x-1 q’yi for any ai E ZG’ (where a,’ E ZG’), this automorphism 
extends to an automorphism of ZG’[[y]]. Hence we can form the twisted 
polynomial ring zG’[[y]][~] where nonzero elements are finite sums 
where i, r E Z, r l;. 0, uj E ZG’[[y]], ai , ai+ ,. 4; 0, and Y is the degree of a in X. 
We have defined degree in x for three rings, namel) 
Z(G’, x) =- ZG’[x], ZG Zs’G’, y)[x], ZG’[[Y11[4, 
but these degrees coincide for elements common to these rings. Hence we 
can use the term “degree in x” (similarly “degree in y”) without ambiguity. 
We summarize some standard properties of these rings. 
LEMMA 2. (1) ZG’[[y]][.r] is a domain. 
(2) Any element 1 - uy, where a E G’, is a unit ofZG’[[y]][x]. 
(3) Any unit of ZG’[[ y]][x] has degree zero in x. I 
The next two technical lemmas are of fundamental importance. Their use 
will be to show that elements which look as if they lie within an extension ring 
of ZG actually lie within ZG. 
LEMMA 3. Suppose a, b E ZG, and 
a - (1 - .x)( 1 - y)-lb 
has degree zero in x as an element of ZG’[[y]][x]. Then b E (1 - y) ZG. 
Proof, Since 
a - (1 - x)(1 - y)-lb = [a - (1 - x)c] - (1 - x)(1 - y)-l[b - (1 - y)c], 
we may assume by replacing b by b - (1 - y)c and a by a - (I - W)C for a 
suitable c E ZG that either b = 0 or 
b = b,x’ -j- ... $ b,+dx’+d (1) 
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where d > 0, bi E Z(G’, y>, b,. and b,,, are nonzero, and 
if Of # 0, then b, $ (I - y) Z(G’, y>. (2) 
We will show that the second case cannot occur. Suppose that (1) and (2) 
hold. Yote that if 
c = c,xs f ... + c,+~x~‘~~ E ZG’[[y]][x], 
then c E ZG if and only if each cj E Z(G’, y\. Hence writing 
(I - X)(1 - y)-lb = (1 - y)-‘6# + ‘.. + (-x)(1 - y)-rb,+,Xr+d 
~2 a + P, 
where P E ZG’[[y]][x] has degree zero in X, we conclude that if 6 # 0 either 
(1 - y-‘h, or (1 - y)-lb,,, lies in Z(G’,y); i.e., either b, or b,.+d lies in 
(1 - y) Z(G’, y). This contradicts (2) and therefore b = 0. 
LEMMA 4. Let ac be an automorphism of G such that 
a: E Ker{A(G) -+ B(G/G’)). 
Suppose a, b E ZG, and 
a - [I - a(~)][1 - a(y)]-lb 
has degree zero in x as an element ofZG’[[y]][x]. Then b E [I - a(y)] ZG. 
Proof. Since 01 is an IA-automorphism of G, cy. induces an automorphism 
C? of ZG’[[y]][x] which preserves degree in x. The lemma follows by applying 
&-l to a - [l - a(~)][1 - a(y)]-lb, using Lemma 3, and then applying &. 1 
The next lemma is a variant of a result of [3, Theorem I]. 
LEMMA 5. Suppose u is a unit of ZG and uGu-’ = G. Then u E &G. 
Proof. By multiplying u by a suitable element of G, we may assume that 
1 lies in the support of U, so that 
u = alul + a2u2 + ... + a,u, , 
where 0 + ai E Z, ui E G, u, = 1. Suppose g E G and ugu-l = g’. Then 
ug = g’u, or 
a,w + w2g + ... + a,u,g = a,g’u, + a2g’u2 + ... + a,g’u, . 
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The sets {z+gj and (g’uiJ are equal, so there is a permutation TT~ of [I,..., k) 
such that 
u7r,(i)g zz g'"i for i = l,..., k. (*I 
Since 
g’h’uj y = g’u,,L(i)h == u,7,,,(i)gh, 
the map g - ng is a homomorphism from G into S, . Since S, is finite, the 
kernel H of this homomorphism has finite index in G. ITsing (*) and the fact 
ui : I, it follows that H centralizes ur ,..., uIC . Hence u lies in Z[O], where 
il = [g E G i g has finitely many conjugates:. 
Since ZG is a domain, G is torsion-free, and a theorem of B. H. Neumann 
[S, Lemma 2.21 says that d is torsion-free abelian. Then $d is the group of 
units of Z[O][S, Sect. 261, so u E +O. I 
3. PROOF OF THEOREM 1 
THI~~RE~I 1. Let F be free of rank 2, and let G -= F/R where R is a normal 
subgroup of F such that R .:< F’ and Z[G] is a domain. Then the kernel of 
A(F/R’) + A(F/F’) 
consists of inner automorphisms. 
Proof. If R == 1, the result follows from Nielsen’s work [7, p. 1691, 
so we assume R -+ 1. Suppose in. E Ker{il(F/R’) ---f A(F/F’)}. By a theorem of 
Auslander-Schenkman [l], R/R’ is a characteristic subgroup of F/R’. Hence a: 
induces automorphisms of G = F/R and of ZG, both of which we will also 
denote by 01. 
Using the ;\Iagnus representation, we will identify FIR’ with its image in 
In particular, the given generators of F/R’ are 
Xoting that a-1 satisfies the same hypotheses as 01, let 
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If zc 5 FIR’, espressing w as a product of x and y shows that 
i w Wit, 1- wg, 44 b@l) a11 + "@2) a211 t1 a ZT 'x+ 
0 1 ) i 4- [4%) a12 -c 4202) a221 0 1 t2 1 
and ~-I(W) can be computed similarly. Then computing CX(O+(X) = 
&(a(%)) = 3 and a(&@)) = a-l(a((y)) = y yields 
4M 452) 
c:: au~)L(h,,) a(b22)) = c;:;:; $:$ c’,: “n;:) 
By Lemma 1, part (2), 
a,,(1 - x) + a,,(1 - y) = 1 - “(X) 
a,,(1 - .y> + a,,(1 -Y) = 1 - 4Y) 
b,,(l - x) + b,,(l - y) = 1 - CC’(x) 
b,,( 1 - x) + b2-( 1 - y) = 1 - a-‘(y). 
1 0 
= 0 1' (  
(1) 
In the following computations, we will work in the ring S = ZG’[[y]][x] 
and use degree in x; when invoking symmetry, we will, in effect, be working 
in ZG’[[x]][y] d an using degree in y. We will freely use inverses of suitable 
elements as permitted by Lemma 2, in which case equations are to be inter- 
preted in the appropriate ring. We note that both ZG’[[y]][x] and ZG’[[x]][y] 
are subrings of ZG’[[x, y]], which consists of infinite formal sums 
C aijxiyj, i 3 i,, , j > j,, , afj E ZG’, 
and that all of the following equations take place in this ring. 
Since a(y) = y mod G’, 1 - a(y) is a unit of S (Lemma 2). Hence the 
matrices 
A = (0 1 -[l 
- 
a@)][1 
- 
1 a(y)]-’ 19 BE i 1 0 1-x 1 l-y 
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are invertible over S. Direct computation using (1) shows that 
A !:I:: 
;;I) B :_ p - [1 - CY(x)][l - cx(y)]~~‘aa, 0 
% 1 - tk(y) 
B-1 !a(6,) c&J 
4J11) “@y A--l --_ ( 
~46,~) ~ (1 - x)(1 - y)mb(h,,) 
(1 _--_ y)~.la(6,1) 
[l - Z(y),-?. 1 I 
Hence 
u = a,, - [I - &)][I - a(y)]-‘a,, (4 
is a unit of S =: ZG’[[y]][x]. In particular, u has degree zero in .x (Lemma 
2(3)), SO 
uzl E [I ~ u(y)] ZG. (3) 
by Lemma 4. Hence u E ZG. The same argument shows that u -1 
a(&) - (1 - x)(1 - y)-‘“(bar) lies in ZG. Hence u is a unit of ZG. 
By symmetry (reversing the roles of s and y) 
%’ 1~ 0 22 - [I -- ol(y)][l - +gm’uL.J 
is a unit of ZG and 
n,, E [I ~ a(x)] ZG. 
By the first line of (1) and (5) 
a,,(1 -- x) t [I - O(X)] ZG; 
hence 
(4) 
(5) 
u( 1 ~ A-) E [ 1 - N(S)] ZG. 
Let ~(1 - 3) -= [l - CX(X)]ZU, where u: E ZG. Since CY(X) 1~: s mod G’ and 
ZJ has degree zero in x, by uniqueness of coefficients of polynomials in x, WC 
must have 
ll = zu, ux -= a(x)w, 
or 
a(x) ~~~ uxu 1. (6) 
By symmetry, 
“(Y) .zyv-‘. (7) 
Hence ~(1 - x) u- i : 1 - 01(x), ~(1 -y) 7~~ = 1 ~ a(y) and using (l), 
(2), and (4) gives 
u [ 1 - a(x)]P’u(l - x!) 
:z [l - +)]~‘ull(l - x) - [ 1 -- a(y)] ~‘a,l( I -. x) 
-7 1 ~ [l - a!(x)]-‘u12( 1 - y) ~- 1 + [I - cK(y)]~~iu22( 1 - y) 
: [l - a!(()]---‘(1 - y) 
2’. 
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Since uxu-r = a(x), uyu-r = zy-‘yz’-l L: a(y), u normalizes G. Hence 
u E &G, by Lemma 5. We have thus shown that ct:F/R’+F/R’ induces an 
inner automorphism on G := F/R. It remains to show that 01 itself is inner 
on FIR’. 
Using (4) and the fact that u = z’, we have 
[l - a(y)] u = (1 - uyu-1) u 
= u(1 -?‘) 
= u&I -- y) - [I - a(y)][I - (Y(x)]-1u12( 1 - y). 
Multiplying on the left by [I - a(y)]-’ and using (I), we then obtain 
u -= [ 1 ~ a(y)]-‘a,,( 1 - y) - [ 1 - +)]-‘CQ2( 1 - 4’) 
-- 1 - [l - 01(y)]-ruar(l - x) - [l - +)]-‘a,,( 1 - y) (8) 
1 - u = [ 1 - a(y)]-%z,,( 1 - X) t [I - a(x)]-%z,,(l - y). 
We have shown that [l - oc(y)]-ra2r and [I - ~(~)]%~a lie in ZG, and 
that u E &G. Since the right-hand side of (8) lies in the augmentation ideal 
of ZG, only the plus sign is possible. Thus u E G. 
By the fundamental theorem of Remeslennikov-Sokolov (Lemma l(2)), (8) 
shows that the matrix 
t 
u [l - N(y)]-%r,rt, + [l - ul(x)]-Qz,,t, 
0 1 ) 
lies in the image ofFIR’ under the Magnus representation. Direct computation 
shows that conjugation by this matrix induces the automorphism CL, so a: is 
inner. I 
4. PROOF OF THEOREM 2 
THEOREM 2. Let F be a free group of rank 2, R f 1 a normal subgroup of F, 
and G = F/R be not cyclic. Assume that G/G’ has at least one injinite cyclic 
factor and that Z(F/R) is an Ore domain zuith onlv trizial units. Then the 
kernel of 
iZ(F/R’) - A(F/F’R) = 4(G/G’) 
consists entirely of inner uutomorphisms. 
If R :< F’, then Theorem 2 is a special case of Theorem 1, so we assume 
that R < F’. We may suppose that x and y have been chosen in such a way 
that xG’ and yG’ form an invariant factor basis for G/G’ (see e.g., 
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[4, Lemma 21). In particular, we assume that mG’ has infinite order and yG’ 
has finite order in G/G’. 
If N = <G’, JV>, then ZN is an Ore domain w-ith division ring of quotients 
Q(ZN). In the twisted polynomial ring ZN[X] ZG, conjugation by s 
induces an automorphism of Q(ZN), and thus we may form Q(ZK)[x]. 
The degree in s is defined as before in both ZN[x] and Q(ZN)[x] and agree 
for those elements in ZN[x]. The units of ZN[x] have degree zero in x and 
Lemma 3 holds for Z~;[X]. Finall?; we note that ZG and Q(ZN)[x] are both 
Ore domains with the same division ring of quotients Q(ZG). 
P7oof of Theoven? 2. In what follows we will be explaining the modifi- 
cations in the proof of Theorem 1 needed to prove Theorem 2. We therefore 
adopt the same notation and numbering as in the previous section and will 
continue the numbering into this section. 
The proof of Theorem 2 is the same as that of Theorem 1 up to 
and including Eqs. (I). At this point we work within Q(ZN)[X] and use the 
same arguments as in the proof of Theorem 1 to show that 
u - a11 - [ 1 - CY(X)][ 1 - C%(y)]-~‘u2t (2) 
is a unit of ZG, so that 
u,, E [ 1 ~ CY( y)] ZG. (3) 
Our h\:pothesis is that ZG has onlp trivial units, and therefore u E &G. Since 
and since for every element 
i 
:: a,t, -+- ad, - ” 
%O 1 1 
t(F(R’)‘, 
a, , a, are in the augmentation ideal of ZG, it follows that u is mapped to 1 
under the augmentation map ZG --f Z. Therefore, u E G. Recall that 
rL( = $2 - [l - cX!(y)][l - cX(<X)]-‘u*2. (4) 
We now work within Q(ZG). From (l), (2), and (4), we have 
[l - cY(X)]--’ U(l - X) 
m-7 [I - CX(X)]P’ull(l - X) - [l -. ol(Y)lP’ a,,(1 - X) 
--- 1 - [I - CY(x)]-’ Ui2( 1 - y) - 1 + [l - a!(y)]-1 up& 1 - y) 
-= [l - a!(y)]-1 u&I - y) - [l - CX(X)]P’ Ui2( I - y) 
= [I ~ a(y)]-’ T( 1 - y). 
Thus 
IA-AUTOMORPHISM 29 
u(l -A-) =-~ [I - +)][I - a(y)]-‘v(l -y). (9) 
Since u has degree zero and a(x) = x mod G’, (9) implies that z’ also has 
degree zero and 
and 
24 == [l - a(y)]-b(1 -y) 
= [I - lx(x)]-‘U(l - x), 
ux = cx(x)[l - Lx(y)]-‘z(l -y) 
(10) 
= a(x)u. 
x) := [l - ol(x)]u, and hence using (2) and (3), we have 
ull( 1 ~ x) E [ 1 - c+)] ZG. 
In particular, U( 1 
From the first line of (I), it follows that 
U12( I - y) = [ 1 - c+)] 20, WEZG. 
Using the division algorithm in ZN[x], we have 
a,, L= [l - CL(x)] c + d, 
where c, d E ZN and deg d = 0 or d = 0. 
[l - Q)] w = a,,(1 -y) = [l - a(x)] ~(1 -y) + d(1 -y) 
and deg d( 1 - y) << 0. If d f 0, then 
[l - cy(x)][w - c(1 -y)] = d(1 -y) 
and degree of left-side 21. Therefore, d = 0 and aI2 E [I - a(x)] ZG. 
From (4) we see that v E ZG. In a similar manner, vu-l E ZG, and we use the 
same argument as with u to show that ‘L* E G. From (lo), we have 
[I - Lx(y)] U = v(1 -4’) 
implying that 
U=V and a(y) 24 = vy :-= U)‘. 
We now complete the proof of Theorem 2 as in the proof of Theorem 1. 1 
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