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Using a multivariate extension of Hayman’s notion of admissible function, we 
generalize Cantield’s asymptotic formula for coefficients of polynomials of binomial 
type. Combinatorial applications are discussed. 6 1986 Academic Press, Inc. 
1. INTRODUCTION 
Suppose f(x) = C a,x” has finite radius of convergence R >O. If the 
singularities of f(x) on 1x1 = R are algebraic, then Darboux’s theorem lets 
us deduce asymptotic information about a, from a knowledge off(x) near 
these singularities. An extension to several variables was applied to com- 
binatorial problems in [2]. Unfortunately, this does not include all 
generating functions of combinatorial interest. Formal power series were 
studied by Wright [6] and codified in [l]. Functions with the unit circle 
as natural boundary arise in partition problems and have an extensive 
literature for single variable functions. Multivariate extensions to such 
functions as n( 1 - x”y)-’ appear difficult. 
There is another class of functions of combinatorial interest. These are 
functions which are much more peaked on 1x1 = r than functions with 
algebraic singularities. Included in this class is eeXp i, which generates the 
Bell numbers. Hayman [4] studied such functions. Polynomials of 
binomial type are generated byf( x, u) = exp(xg(u)) and have coefficients of 
combinatorial interest. The bivariate generating function f(x, u) is covered 
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by the natural multivariate extension of Hayman’s ideas. It was studied by 
Canfield [ 31 for certain polynomials g(u). 
We will extend Canfield’s formula to exp(P(x)), where P(x) is a mul- 
tivariate polynomial and prove his conjecture on uniformity of the 
asymptotics. In order to do this, we state a multivariate definition of 
“admissibility” which extends Hayman’s idea and state an asymptotic result 
for admissible functions. It can be shown that other functions than 
exp(P(x)) are admissible. Since our results is this direction are fragmen- 
tary, messy and of little combinatorial interest, we omit them. 
2. ANALYTICAL RESULTS 
All vectors are d dimensional. By re” we mean the vector with jth com- 
ponent rjeiel. Let x’ denote the transpose of x. Let f(x) be a formal power 
series with non-negative coefficients and, for E >O, let Ve be the subset of 
(E, ~o)~ on which f(x) converges. In computing boundaries, we use R*d, 
where R* is the reals with cc adjoined. Let &9E be the “upper” boundary of 
gE ; that is, 
(2.1) 
This is the points on the boundary between SE and the region of divergence 
off(x). Let 
(2.2) 
and 
(2.3) 
We say that f is admissible in W if for some set valued function 
9: r + [-q ~1~ such that 0 E 9(r) for all r; 
f(reie)wf(r) exp{ ia( 0 - l/20' B(r) 0) (2.4) 
uniformly for 8 E 9(r) and r + ge through W; 
4f (r)) 
fcrere’=~ (2.5) 
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uniformly for 8 E [ - rr, nld- Q(r) and r + ge through B?; the eigenvalues 
of B(r) are real and the smallest satisfies 
LiJB(r)) + +a (2.6) 
uniformly as r + ~8~ through 9. 
This definition is vacuous if %?n@c = 4, but the theorem allows this. 
When d = 1 and 89 n S$ # 4, we have essentially Hayman’s definition. The 
only difference is that he did not explicitly focus on the upper boundary of 
the interval of covergence for f(x). 
THEOREM 1. If E > 0 and f(x) = cf. x” is admissible in 952, then, with 
v=a(r)-n, 
fW-" 
fn = (2n)“/’ pqr)l l/2 i [ exp 
-;v’B-‘(r)v +0(l) 1 I (2.7) 
uniformly in n and r as r --, gG in 9, where f, = 0 if any component of n is 
negative. 
COROLLARY 1. If r(n) is defined by a(r(n))=n, then 
h(n)) 
fnwr(n)“(2n)42 lB(r(n)) 1 ‘I2 (2.8 1 
uniformly as max ni + 03 in such a way that r(n) + ~8~ in 9. 
We partition the subscripts of n into two sets denoted 1 and 2. Thus n, is 
the vector of components of n whose indices are in the first set. Partition B 
into a block matrix according to these indices: 
B= 
One can verify (e.g., [S, pp. 25-261) that 
B-l = (4 -B&‘B;)-’ 
( 
-B;‘B,(B,-B;B,‘B3)-’ 
-B,‘B;(B,-B, B;‘B;)-’ (B,-BjB;‘B,)-’ > 
(2.9) 
COROLLARY 2. 
/.,(r2)=~dr2”?-(,n:~~r~, (I”‘-~~““‘)‘;’ (2.10) 
It? 1 
uniformly as r + ~43~ in provided a(r,) = n,. Here B= B(r). 
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COROLLARY 3. 
(2.11) 
uniformly as max ni + cc in such a way that r(n) + 9$ in 9. 
When d= 1, Theorem 1 and Corollary 1 correspond to Hayman’s 
Theorem I and Corollary II. Corollary 3 extends Canfield’s (3.10) as dis- 
cussed in Example 4.1 below. 
Of the many theorems Hayman proves that allow one to construct 
admissible functions, we have extended one in two ways: 
THEOREM 2. Suppose f(x) = e’(I), where P(x) = C p,, x” is a polynomial 
with p,, > 0. Suppose E = {n: p. > 0} spans Zd over Z. Then f(x) is 
admissible in 
LA?= (xe (E, ~0)~: minxi> (rnax~~)*/~+~} 
for every 0 < 6 < l/3. 
THEOREM 3. Suppose f (x) = epcX), where P(x) = Cp,,x” is a polynomial 
with p. > 0. Suppose Ej = {n : p,, > 0 and nj # 0} spans Zd over E for every 
1 6 j < d. Then f(x) is admissible in %?G = (E, 0~) * for every E > 0. 
When d= 1, these are special cases of Hayman’s Theorem VIII. In 
Example 4.1 we will show that Theorem 3 and (2.7) extend Canfield’s for- 
mula for the case P(x) = xi g(x2). The p,, > 0 assumption can be weakened, 
but we do not know the most general statement, a reasonable proof or any 
combinatorial applications. 
3. PROOFS OF THE THEOREMS 
Our argument for Theorem 1 parallels Hayman’s. By Cauchy’s theorem 
1 - f. ” = @)d s s 
. . . f CT ,ie) e -in’B &. (3.1) 
We break this into a sum of two integrals I, and f2, the former over 9(r) 
and the latter over [ -71, A]~- 9(r). By (2.5) we have 
(3.2) 
54 BENDER AND RICHMOND 
uniformly. By (2.4), 
1 -f@) 
i I l Pc)d La(r) 
**. [1+0(l)] exp 
i 
iv% - fWB(r) 8 
i 
de 
(3.3) 
Since B = B(r) is positive definite, there is a d by d real matrix S such 
that B = S’S. Set u = SO. Then (3.3) can be rewritten as 
(3.4) 
where llSlj = IBI “’ is the absolute value of the determinant of S. The o[ ] 
term is o( 1). Combining (3.2) and (3.4), we can rewrite (3.1) as 
forn= (27~)~ 1 B(r)1 ‘I2 
f(r) {js9,.) . ..~exp{ivfs-lu~ufu}du+o(~)~. (3.5) 
By (2.4) and (2.5), it follows that 
U%I =8’ B(r) 8 + +OO (3.6) 
uniformly on t@(r) as r + L?ZI~ through 9. 
Since OE Q(r) by the definition of admissibility, OE ,98(r). By this, (3.5) 
and (3.6), 
f(r) a”r”=(2~)dl B(r)l’/’ 
iv’S~‘u-~u’u}duco(l)). (3.7) 
By completing the square 
ic*u - tutu = - $w’w - fc’c, 
where w = u - ic. Setting c = (S l)r v and applying Cauchy’s theorem to the 
integral in (3.7) gives Theorem 1. 
Corollary 1 is in immediate consequence of the theorem. Corollary 3 
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follows easily from (2.10) and (2.8) by solving the former for f(r). It 
remains to establish Corollary 2. By (2.7) with a(rl) = n, 
fnl(r2) = I., 
f(r)(exp[ -+‘B-‘(r) v] + o(l)} 
(2~)~” /f?(r)/ “* r;’ 
f(r) 
N (27C)“j’ IB(r)l l/*ryl IL, exp [ -ivis:‘)(r) v2]. 
The summation is an approximation to a multivariate normal integral. 
Using (2.9) we obtain the asymptotic approximation 
(27c)“2’2 
IB,-B’B-‘B,)-‘I”* 3 1 
for the summation. Corollary 2 follows. 
The remainder of this section is devoted to a proof of Theorems 2 and 3. 
At each appearance C denotes a positive constant, not always the same, 
that may depend on f, 6 and E. 
LEMMA. rf a* denotes CI reduced modulo 27~ to lie in [ - 71, x] and FE Z“ 
spans Zd then there is a constant C such that for all 8 E [-q xId and ail 
1 <k<d there is an mEFsuch that 
Proof We may assume that F is finite without loss of generality. By 
assumption there exist integral ck(n) such that 
where 6(k) is the vector of zeroes except for a one in the kth component. 
Hence 
Ok = S(k)% = C ck(n) n%. 
IIEF 
(3.8) 
For integers mi 
ICC mid*1 GC hl Iail*. 
lekl G 1 IcAn) IW* 
IICF 
Q jF[max 
IlZGF 
I +(n) I yfa,x In’f4 *. 
This proves the lemma. 
Sincef(x) is entire, %$ = (E, co)4 Let p = p(r) = max rj. Then r -P ~3~ in ‘;FE 
means E < min rj and p + co. We begin with the matrix B(r). Note that if 
G c Zd is finite and spans Zd over Z, then 
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Since O,* = ek, we have from (3.8) 
is a positive definite quadratic form and so has a positive minimum on 
u’u = 1. From 
B(r) = Cp. ni nj r” 
and the formula 
A,i,(B(r)) = min U’ B(r) u 
u’u = 1 
for the least eigenvalue of a matrix B= B’, we have 
A,in > min Cpnr”(nru)‘, 
UC = 1 E 
from which it follows that 
imin > Cp213 + a min 1 (n’ u)~ 
E 
for Theorem 2 and 
;Imin > C p min 1 (n’ U)’ 
E/ 
for Theorem 3, where p = rj. In either case, this proves (2.6). 
Let 
Q*(r) = 
i 
0: C ((d O)*)2(r”p’/3)2/3 Q 1 
PteE I 
(3.9) 
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and define g(r) the same with asterisks removed. We will show that for 
large p, g*(r) = g(r). Suppose PIE g*(r), then every ln’tIl* is small and 
hence so is lOkl for every k by the lemma. Since 10,I is small, so is In’ 81. 
Hence (n’ 0)* = n%. Thus L@*(r) = Q(r) for large p. 
Using Taylor’s theorem for I?, we have in G@(r) 
P(x)C pnr” ei”” 
= 
= [ 
pnrs 1 + in% - i (n’Q2 + 0( (nrt3)3) 1 (3.10) 
= P(r) + ia(r)V -i tYB(r) 8 
+0 
i 
Cpnro(n’O)3 . 
I 
Since (n’8)2d (r”p”3)-2’3 in 9(r), the big-oh term in (3.10) is 
O(P-“~) = o( 1). This proves (2.4). 
It remains to prove (2.5). We will use 
Re(e’“le) G 1 - C(n*8)*2. (3.11) 
Suppose e@(r) and p is large. Then 0$9*(r). By (3.9) 
(n%)*2 2 C(r”p1/2)-2’3 
for some n E E. Suppose r” > Cp2J3 + *. 
From (3.11), 
Re P(re”) < P(r) - Crn(nfO)*2 
<P(r) - C(r” p-2/3)1/3 
<P(r) - QI*‘~. 
Since l@r)l is a polynomial in r, (2.5) holds in this case. Thus we are left 
with Theorem 3 and 
(nze)*2> C(rnp1/3)-2/3 2 C(p1+B)-2/3. 
Since 6 < I/3, 10, I 2 Cp - 419 for some k. Suppose p = j r . By the lemma, 
lm~81*~CIe,l~Cp-4/9 
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for some m E Ej. Thus by (3.11) 
Re P(re”) < p(r) - CrmPp8/9 
< P(r) - Cp119. 
This completes the proof of (2.5). 
4. APPLICATIONS 
EXAMPLE 1. Canfields formula. Suppose 0 < 1 -c L and 
g(u) = i g,u’ 
I=/ 
has positive coefficients. Define Q,(x) by EQJx) u”/n! = exp(g(u) x). These 
are polynomials of binomial type. Let s(n, k) be the coefficient of xk in 
Q,(x). Theorem 3 applies with P(x) =g(xl) x2. Then fn = s(n,, nz) n, ! and 
fn,(rJ = Q,,(rd n 1 ! The equation a(n) = (n, k) gives 
rlg’(rl) r2 = n, g(r, 1 r2 = k. (4.1) 
Also 
B(r) = rs’(r, 1 r2 + rfg”(rl) r2 n 
n 1 k 
By (2.11) 
s(n, k)- Qn(r2 1 
r’; J!GiZ?j$ 
(4.3) 
where t = rlg’(r,) r2 + rfg”(r,) r2, provided max(r,, r2) -+ cc and 
min(r,, r2) > E. This result is uniform in r. When r2 = p is a constant this is 
Canfield’s (3.10) and his uniformity conjecture. 
EXAMPLE 2. Permutations. Let .Y and f be disjoint finite sets of 
positive integers and let a(n, k) be the number of permutations rr of an n set 
with exactly k of the cycles K having lengths in f and the remaining 
lengths in 9. Then 
(4.4) 
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If Af = (j-j’:j,j’ E$} spans Z, then Theorem 3 applies. It provides 
asymptotic information for 
min f + 6 < n/k < max(Y u I). 
If AY u 44 spans E, then Theorem 2 applies; however, it gives information 
only in a rather narrow range of n/k. 
EXAMPLE 3. Partitions of a set. Let Y be a collection of ordered pairs 
of non-negative integers, excluding (0,O) and let A and B be disjoint sets of 
size n, and n,, respectively. Define b(n,, nz) to be the number of partitions 
rc of A u B such that for each block .CJ E rc 
(193nA 1, IBn Bl)cY. (4.5) 
It is easily seen that 
If IYI < cc, it is likely that Theorem 2 or 3 will apply. 
As a specific example, suppose no block size exceeds 3 and the number of 
elements from A and B in each block are nearly equal; this rules out (0,2), 
(2,0)(0,3) and (3,O) in Y. 
Then 
f(Xl? ( 
x1-4 x,)=exp x,+x,+x,x,+- 4x2 
2 +2. 1 
Theorem 3 applies. Let us estimate b(n, n) using (2.8). By symmetry 
rl = r2 = r and we have 
r + r2 + 3r3/2 = n, 
from which it follows by some calculation that 
where t = ( 2n/3)‘13. Thus 
f(r, r) = exp(2r + r* + r3) 
= exp(2/3(2r + r2/2 + n)) 
-exp(t3 + t*/3 + 32t/27 - 32/81) 
(4.7) 
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and 
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r*“= czn(l-2/9t- 14/81t* +92/3’ t3 + O(~C~))*~ 
= t*“exp{2n( -2/9t- 16/81t* + O(t-“)} 
- t2” exp( -2t*/3 - 16t/27). (4.8) 
By (2.7), (4.7), (4.8) and the easy calculation IB(r, r)l in*, we have 
& 
7 
.)_w t-*” 2nn exp(t3 + t* + 16t/9 - 32/81), (4.9) 
where t = (2n/3)1’3. 
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