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1. Introduction
Probabilistic automata (PAs) [1] feature both non-deterministic choice (as transition systems) and probabilistic choice
(as Markov chains). Thanks to this expressiveness, they form a central model for distributed systems considered in, e.g.,
artificial intelligence, security, and the analysis of network protocols.
As in the setting of transition systems, bisimulation and simulation relations are means to compare the behavior of
probabilistic automata [1–3]. The notable difference of PAs to transition systems is that a transition from some state s leads
to a sucessor distributionμ over states instead of just a single successor state. A successor distributionμ gives the probability
μ(s′) of entering successor state s′. This probabilistic transition structure is reflected in the definition of simulation. A binary
relation R is a simulation relation if, for all (s, t) ∈ R, t can mimic all stepwise behavior of s with respect to R. Intuitively,
this means that every distribution μ leaving state s with label a has a distribution μ′ leaving state t with the same label a
such that the distributionsμ andμ′ are related: relations between distributions are established by weight functions [3]. The
largest simulation preorder  is the union of all simulation relations R. This notion of simulation for PAs is a conservative
extension of simulation for transition systems; the latter corresponds to the special case where only Dirac distributions
(μ(s′) = 1 for some state s′) are considered.
Probabilistic simulation [1], on the other hand, is a variation of simulation specific to the probabilistic worldwhere a state
t simulates a state s if and only if, for every transition leaving s, there is a corresponding convex combination of transitions
leaving t. This condition is more relaxed because a transition of s can be matched by combining several transitions from t.
Strongly related to the concept of simulation are bisimulations. A bisimulation (∼) relate states that behave in the same
way, i.e., two states are in relation if they can mimic each other’s stepwise behavior. As for simulations, this definition can
also be relaxed to convex combinations of transitions, obtaining so-called probabilistic bisimulation [1].
Both simulation and bisimulation have various applications. Simulation relations can be used to prove the correctness
of abstraction techniques in probabilistic model checking [4–7]. Simulation can also be used to verify security protocols [8].
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Bisimulation is the foundation of state-aggregation algorithms [9,10] that compress models by merging bisimilar states.
State aggregation is routinely used as a preprocessing step before model checking. In general, simulation and bisimulation
are very useful concepts of high practical and theoretical importance since they preserve important classes of temporal
properties expressible in quantitative logics such as PCTL [11,12] and CSL [13,14].
This paper considers simulations, probabilistic simulations, bisimulations, and probabilistic bisimulations. We study
logical characterizations, the connecting link of these relations with the logics in which temporal properties are expressed.
A logic characterizes a relation if two conditions hold: (i) soundness: the validity of logical formulas is preserved by the
relation and (ii) completeness: the logic is as expressive as the relation. So, a sound and complete characterization of, say,
bisimulation means that two states are bisimilar if and only if they are equivalent with respect to the logic, i.e., they satisfy
the same formulas.
If a logic does not characterize a bisimulation completely, thismeans that logically equivalent statesmay not be bisimilar.
On the other hand, unsound characterizationmeans that bisimilar states are distinguishable by the logic. Analogously, a logic
characterizes a simulation preorder if a state simulates another state if and only if the simulating state fulfills all formulas
fulfilled by the simulated state. Intuitively, soundness of a characterization guarantees preservation of properties. Soundness
and completeness together guarantee that the considered relation is the coarsest relation guaranteeing preservation.
Our focus is on logical characterization for probabilistic automata. Parma and Segala [15] solved this characterization
problem for strong (probabilistic) bisimulations. Technically, they extended theHennessy–Milner logic of Larsen andSkou [2]
with distribution semantics, which then enables a sound and complete characterization of bisimulation and probabilistic
bisimulation for image-finite probabilistic automata.
1.1. The challenge
We continue and significantly extend the line of work on logical characterization by Parma and Segala [15] along two
major dimensions:
• We study both simulation and bisimulation relations, instead of only bisimulations as in [15].
• We consider image-infinite PAs, i.e., infinite non-determinism between transitions with the same action label. Image
infiniteness arises, for instance, whenmodeling systems reading inputs from an unbounded value domain, or if transition
probabilities are only known up to a certain confidence interval due to uncertainties in estimation or measurement [16].
Parma and Segala [15] considered image-finite PAs. They proved soundness and completeness based on bisimulation up to
n, denoted by ∼n, as for labeled transition system [17]. The intersection ∩n ∼n induces another relation ∼ω : s ∼ω t iff
s ∼n t for all n ∈ N. For image-finite PAs,∼ω and∼ coincide, and thus both the soundness and the completeness proof can
be carried out by induction on n. However, for image-infinite PAs, this, unfortunately, does not hold anymore: relation ∼ω
is strictly coarser than∼ for image-infinite PAs. Therefore different proof techniques are needed, which are sketched in the
next paragraph, along with our contributions.
1.2. Contribution
This paper provides a complete taxonomy of the logical characterization of simulation and bisimulation on PAs. We give
the first logical characterizations for image-infinite PAs:
• The first contribution of this paper is the alternative definition of simulation and bisimulation relations by a fixpoint
characterization giving us insight intowhy∼ and∼ω coincide for image-finite PAs anddiffer for image-infinite PAs. Using
the fixpoint-based definition, we are able to prove, in a uniform and concise way, the respective results for simulations,
probabilistic simulations, bisimulations and probabilistic bisimulations.
• For image-infinite PAs, we give logical characterization results for both∼ and∼ω . We show that the logic L introduced
in [15] is even rich enough to characterize ∼ for image-infinite PAs. The proof in [15] exploits properties of simulation
relation∼ω which do not fit with relation∼ on image-infinite PAs. To this end, we develop a new proof strategy for the
soundness and completeness proof of∼. To characterize∼ω we prove that a fragment of the same logic, where formulas
are of finite depth, is sufficient: the proof then proceeds by induction on n similar to [15] for image-finite PAs.
• For simulations, it turns out that a characterization proof along the lines of bisimulation, where formulas characterize
equivalence classes, leads to a logic with uncountable conjunction. To avoid this, we employ an alternative but equivalent
definition of simulation relations based on upwards-closed sets. The alternative definition enables us to prove that the
negation-free sub-logic restricted to finite depth formulas characterizes the iteratively-defined simulation (ω) for
image-infinite PAs. For the co-inductive simulation relation (), we show that the negation-free sub-logic characterizes
simulation.
• We also prove that, for image-finite PAs, binary conjunction is sufficient to characterize simulation and bisimulation
relations. This finding extends results of [18,19] where binary conjunction is shown to be sufficient for LMPs. Moreover,
we extend all of the results to characterize probabilistic bisimulation and probabilistic simulation relations.
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1.3. Outline
Thepaper is structuredas follows:Section2gives thebasicmathematicalbackground, andSection3 introduces simulation
and bisimulation relations by fixpoint characterizations. In Section 4 we present an extension of the Hennessy–Milner logic
for PAs. Logical characterizations for simulations and bisimulations are in Section 5 and Section 6, respectively. Section 7
discusses related works, and the paper is concluded by Section 8.
2. Preliminaries
In this section, we recall basic concepts like distributions, relations and well-known results from lattice theory. The
lattice-theoretical notions admit an elegant treatment of infinite branching in connection with simulation and bisimulation
relations over probabilistic automata (in Section 3).
2.1. Relation
Let S be a set. For a binary relation R ⊆ S × S, we write s R t if (s, t) ∈ R. A preorder relation R is a reflexive and
transitive relation. A partial order R is a reflexive, antisymmetric and transitive relation. If R is a partial order, the pair (S, R)
is called a partially ordered set, or poset for short. An equivalence relation is a reflexive, symmetric and transitive relation.
An equivalence relation R partitions a set S into equivalence classes. For s ∈ S, we use [s]R to denote the unique equivalence
class containing s. We drop the subscript R if the relation considered is clear from the context.
The kernel ≡R of a preorder relation R is the largest equivalence relation contained in R. Let R(s) denote the set{s′|(s, s′) ∈ R}, and R(A) = ∪s∈AR(s) for A ⊆ S. A set A is upwards R-closed if it holds that R(s) ⊆ A for all s ∈ A.
2.2. Complete lattice
Let P be a set and ≤ ⊆ P × P a binary relation such that the pair (P,≤) is a partially ordered set. For a subset P′ ⊆ P, a
lower bound is an element a ∈ P that is smaller than all elements of P′, i.e., for all a′ ∈ P′, a ≤ a′. An element a ∈ P is an
infimum (or greatest lower bound) of P′ if it is a lower bound of P′ and all lower bounds a† ∈ P of P′ fulfill a† ≤ a. Similarly,
an upper bound of P′ is an element that is greater than all elements of P′, and a supremum is a least upper bound of P′.
Let (L,≤) be a partially ordered set. The pair (L,≤) is a (complete) lattice if each subset of L has both an infimum and
a supremum in L. We use meet and join operators

,

: 2L → L to denote these infima and suprema, respectively. For a
given subset L′ ⊆ L, the infimum is denoted by L′ and the supremum by

L′.
Let S be a countable set. The power set of S × S forms a complete lattice with set inclusion ⊆ as a partial order, and
intersection as a meet
 = ⋂ and union

= ⋃ as a join operator, respectively.
For a monotone function f : L → L over a lattice (L,≤), Tarski’s theorem [20] guarantees existence of least and greatest
fixpoints, lfp f and gfp f , respectively. Let x ∈ L. If f (x) ≤ x, element x is called a pre-fixpoint. If x ≤ f (x), element x is called
a post-fixpoint. The theorem guarantees that Fix(f ) = {x ∈ L|f (x) = x} is a lattice and that least and greatest fixpoint are
given by the least pre-fixpoint and greatest post-fixpoint, respectively:
lfp(f ) = Fix(f ) = {x ∈ L|f (x) ≤ x}
gfp(f ) =

Fix(f ) =

{x ∈ L|f (x) ≥ x}.
As a shorthand notation we denote

{li|i ∈ N} by i∈Nli, and {li|i ∈ N} by i∈N li. Then, f is called continuous if, for all
increasing sequences l0, l1, . . . (i.e., li ≤ li+1 for all i ∈ N) in the lattice L, we have f ( i∈Nli) = i∈Nf (li). Likewise, f is
called co-continuous if, for all decreasing sequences l0, l1, . . . (i.e., such that li+1 ≤ li for all i ∈ N) in the lattice L, we have
f (

i∈N li) = i∈N f (li).
2.3. Distribution
A distribution over S is a function μ : S → R≥0 such that ∑s∈S μ(s) = 1. We let μ(A) denote the sum ∑s∈A μ(s) for
all A ⊆ S. The support of μ is defined as the set Supp(μ) := {s|μ(s) > 0}. Denote by Dist(S) the set of discrete probability
distributions over S and, given an element s ∈ S, denote by δs the Dirac distribution on s that assigns probability 1 to s, i.e.,
δs(s) = 1. Given a countable set of distributions {μi}i∈I and a multi-set {pi}i∈I of weights from the interval [0, 1] such that∑
i∈I pi = 1, we define the convex combination∑i∈I piμi of the distributions {μi}i∈I as the probability distribution μ such
that, for each s ∈ S, μ(s) = ∑i∈I piμi(s).
3. Simulation and bisimulation for probabilistic automata
In this section, we recall the definition of probabilistic automata. Further, we review the notions of simulations and
bisimulations for them, and also probabilistic simulations and bisimulations [2,21,22].
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Asmentioned in Section 1, we introduce two kinds of simulation: the co-inductive () and the iteratively-defined variant
(ω). For simulations, it has been proved that andω coincide for image-finite PAs.Wewillmake use of this result and the
corresponding results for probabilistic simulations and bisimulations. To this end, we provide an alternative way of defining
bisimulation and simulation relations in terms of greatest fixpoints of suitable functions, just like in the setting of labeled
transition systems [23].We then use the alternative fixpoint-based definition to characterize (probabilistic) simulations and
(probabilistic) bisimulations.
3.1. Probabilistic automata
We first recall the definition of probabilistic automaton [21], or PA for short.
Definition 3.1. A probabilistic automaton is a tripleM = (S, Act, Steps), where S is a countable set of states, Act is a countable
set of actions, and the relation Steps ⊆ S × Act × Dist(S) is the transition relation.
Obviously, PAs comprise labeled transition systems (LTS) for the special case that for all (s, a, μ) ∈ Steps, μ is a Dirac
distribution.
We denote a transition (s, a, μ) ∈ Steps by s a−→ μ. We refer to the distributions leaving a state s by action a as an
a-distributionof s.Wedenote the set of a-distributions of a state sby Stepsa(s) = {μ|s a−→ μ}.We say thatM is image-finite
(resp. image-infinite) if for all s ∈ S and a ∈ Act, the set Stepsa(s) is finite (resp. countable). We remark that image finiteness
does not necessarily mean that the number of states reachable with one transition is finite, as there may be infinitely many
labels. In the rest of the paper, we prove results with and without the assumption of image-finiteness and we use the word
“image-infinite” with the meaning “not necessarily image-finite”, i.e., all PAs.
Let {s a−→ μi}i∈I be a set of transitions, and let {pi}i∈I be a multi-set of probabilities such that∑i∈I pi = 1. Then the
triple (s, a,
∑
i∈I piμi) is called a combined transition and is denoted by s a μ, where μ = ∑i∈I piμi.
3.2. Weight function
We recall the notion of weight functions (as proposed by Jonsson and Larsen and Segala [3,21]), which are used to lift
relations between S to relations between probability distributions on S.
Definition 3.2. Let R⊆ S× S be any relation. The lifting of relation R is a binary relation over distributions such thatμ R μ′
iff there exists a weight function  : S × S −→ [0, 1]with respect to R such that the following lifting conditions hold:
• (s, s′) > 0 implies s R s′ for all s, s′ ∈ S,
• μ(s) = ∑s′∈S (s, s′) for all s ∈ S, and• μ′(s′) = ∑s∈S (s, s′) for all s′ ∈ S.
If R ⊆ R′, then, μ R μ′ implies that μ R′ μ′ (with the same weight function). Moreover, if the relation R is symmetric,
it holds that μ R μ′ iff μ′ R μ. Below we recall some useful lemmas related to weight functions.
Lemma 3.1. Let μ,μ′ be distributions on Dist(S), and let R ⊆ S × S. Then, it holds:
(a) [5] Let R be a preorder on S. Then, μ R μ′ iff μ(U) ≤ μ′(U) for each upwards R-closed set U ⊆ S.
(b) [24,25] μ R μ′ iff μ(U) ≤ μ′(R(U)) for each set U ⊆ S.
(c) [25] μ R μ′ iff μ(U) ≤ μ′(R(U)) for each set U ⊆ Supp(μ).
This lemma provides another way of characterizing μ R μ′. If R is a preorder, U is R-closed implies that R(U) = U. Thus,
in this case (a) and (b) trivially coincide. The characterization (b) is introduced in [24] for a more general class of models
with continuous state space. The last characterization is a simplification of (b). With Lemma 3.1, it is easy to prove that for
equivalence relation R, μ R μ′ is equivalent to that μ and μ′ agree on each equivalence class:
Lemma 3.2. Let R be an equivalence relation on S, andμ,μ′ be distributions in Dist(S). Then,μ R μ′ iffμ(C) = μ′(C) for each
equivalence class C of R.
Proof. Assumeμ R μ′ and letC ∈ S/R. By Lemma3.1 (C is upwardsR-closed),μ(C) ≤ μ′(C)holds. Exploiting the symmetry
of Rwe haveμ′ R μ, which impliesμ′(C) ≤ μ(C), thusμ(C) = μ(C′). The other direction follows directly as each upwards
R-closed set is a union of equivalence classes. 
The following lemma shows that for a non-increasing sequence of relations {Ri}i∈I and a converging sequence of distri-
butions μ′i , if μ Ri μ′i for all i, the limit distribution μ′ = limμ′i is related with μ by the intersection R = ∩i∈JRi of these
relations.
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Lemma 3.3. Let S be a countable set. Let J ⊆ N be an infinite set of indices. Let {Ri}i∈J be an infinite sequence of decreasing
relations on S, i.e., Ri+1 ⊆ Ri for all i ∈ J. Let R = ∩i∈JRi. Moreover, let μ,μ′, μ′i ∈ Dist(S) for all i ∈ J. Assume that {μ′i}i∈J
converges to μ′ point-wise: for all s ∈ S, it holds limi∈J μ′i(s) = μ′(s). Then,
∀i ∈ J. (μ Ri μ′i) ⇒ μ R μ′.
Proof. Let A ⊆ Supp(μ). By assumption for all i ∈ N, it holds:
μ(A) ≤ μ′(Ri(A)) = μ′
(
∩ik=1Rk(A)
)
. (1)
Obviously, limi→∞ ∩ik=1Rk(A) = R(A). Taking the limit i → ∞ on both side of Eq. (1) implies that μ(A) ≤ μ′(R(A)) with
R = ∩∞i=1Ri. 
The above lemmawas used to show that simulation agreeswith simulation up to all n [26] for image-finite PAs (cf. Lemma
3.5). It is interesting to note that with Lemma 3.1, the proof is very straightforward. The proof in [26] is rather technical: it
involves the construction of a weight function out of infinitely many existing weight functions (with respect to μ Ri μ
′
i).
3.3. Simulation
We now review the notions of simulation, and bisimulation in terms of suitable monotone functions over the power set
lattice (with set inclusion as a partial order).
We begin with simulation and consider the function F defined as follows:
F : 2S×S → 2S×S, R →
{
(s, t) ∈ S × S|∀s a−→ μ ∃t a−→ μ′ : μ R μ′
}
. (2)
Intuitively, F(R) contains all pairs of states (s, s′) such that each transition s
a−→ μ can bematched by a corresponding
transition t
a−→ μ′ with respect to the relation R. We call F the simulation function.
Definition 3.3. We say that a relation R ∈ 2S×S is a simulation relation if R is a post-fixpoint of F, i.e., R ⊆ F(R).
The greatest simulation preorder is defined as the greatest fixpoint of F. It holds that s  t if there exists a simulation
R with (s, t) ∈ R. Function F is monotone. Recall that Tarski’s fixpoint theorem [20] says that the fixpoints of a monotone
function form a complete lattice and that the greatest fixpoint is the union of all post-fixpoints. This guarantees that 
is well-defined and forms the greatest simulation relation, i.e., the union of all simulation relations. The following lemma
shows that for image-finite PAs, F is co-continuous:
Lemma 3.4. LetM = (S, Act, Steps) be an image-finite PA, and let the function F as defined in (2). Then, F is co-continuous.
Proof. Let l0, l1, . . . be a decreasing sequence in the power set lattice. We need to show that F (
⋂
k∈N lk) = ⋂k∈N F(lk).
First, let (s, t) ∈ F (⋂k∈N lk). By definition, for all s a−→ μ, there exists t a−→ μ′ such that μ R μ′ with R = ⋂k∈N lk .
Observe that R ⊆ lk for all k ∈ N, thus μ lk μ′ for all k ∈ N. This implies that (s, t) ∈ F(lk) for all i ∈ N, thus
(s, t) ∈ ⋂k∈N F(lk).
For the other direction let (s, t) ∈ ⋂k∈N F(lk), implying that (s, t) ∈ F(lk) for all k ∈ N. Thus, for all s a−→ μ,
there exists t
a−→ μ′k such that μ lk μ′k (let k be the corresponding weight function) for all k ∈ N. For image-finite PAs
the Pigeonhole principle applies, and there must exist μ′ ∈ Stepsa(t) such that μ′k = μ′ for infinitely many k ∈ K , i.e.,
μ′ = limk∈K μ′k . Since lk is decreasing, by Lemma 3.3, we have μ R μ′ for R =
⋂
k∈K lk implying (s, t) ∈ F (⋂k∈N lk). 
Hennessy and Milner coined the term “simulation up to n” [17] for the following iterative sequence: 0 = S × S and
n = F(n−1) = (F)n(S × S) for n > 0. Taking the intersection over all simulations up to n, we define theω-simulation
relationω = ⋂n∈N n where we let (F)0(S × S) = S × S.
Sequence n is a special case of Kleene iteration, which, under certain conditions, converges to the greatest fixpoint
of F, in which case the largest simulation coincides with ω-simulation. This holds for finite PAs where additionally the
sequence n eventually stabilizes, which leads to an iterative algorithm [27] to compute the largest simulation (and also
the largest bisimulation with a different function). In the following, we scrutinize the somewhat more intricate relationship
between ω-simulation relation and simulation in the more general setting of infinite PAs with finite and infinite branching,
respectively.
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Fig. 1. Relations andω do not coincide for image-infinite PAs.
First, we prove thatω and coincide for image-finite PAs exploiting that F is co-continuous. This result has already
beenestablished in [26, Lemma3.7.6].Werestate it here, as itwill beused toestablishancorresponding result forprobabilistic
simulation relations.
Lemma 3.5. LetM = (S, Act, Steps) be an image-finite PA. Then,ω =.
Proof. One can show⊆n by induction on n. Thus,⊆ω= ∩n n. SinceM is image-finite by assumption, applying
Lemma 3.4, we get that F is co-continuous, which implies thatω is a fixpoint:
F(ω) = F
⎛
⎝⋂
n∈N
(F)
n(S × S)
⎞
⎠ = ⋂
n∈N
(F)
n+1(S × S) =ω
and, because of⊆ω , it must be the greatest fixpoint. 
Lemma 3.5 guarantees that Kleene iteration converges to the greatest fixpoint. This is a generalization of a similar result
for image-finite labeled transitions systems, where the simulation function can also be shown to be co-continuous implying
that=ω [23]. In general, F is not co-continuous for image-infinite PAs, and in that case, relationω may neither be a
simulation nor a fixpoint of F, as illustrated by the following simple example:
Example 3.1. Fig. 1 shows an image-infinite PA with S = {s, t, t0, t1, t2, . . . }. Initially, we have 0 = S × S. The absorb-
ing state t0 has no out-going transitions. So, by removing pairs (u, t0) with u = t0 from 0, we subsequently obtain
1 =0 \ {(u, t0)|u = t0}. In the next step, we get the relation2 =1 \ ({(ti, t1)|i > 1} ∪ {(s, t1), (t, t1)}) because t1
leads directly to t0 which cannot simulate successor states of ti with i > 1 up to 1. Thus we have
i+1 =i \ {(tj, ti)|j > i} ∪ {(s, ti), (t, ti)}. In the limit, we get the relation
ω = {(u, v)|v ∈ {s, t}} ∪ {(ti, tj)|i ≤ j}.
Notably, ω is not a simulation (and thus also cannot be a fixpoint): (t, s) /∈ F(ω) because t can go back to t while s
cannot go to any state s′ such that t ω s′. We note that=ω \ {(t, s)} and thusω is clearly coarser.
Example 3.1 shows thatω and do not generally coincide in presence of infinite branching.
We observe that andω-simulation relations are not necessarily symmetric, as illustrated below.
Example 3.2. Consider the PA depicted in Fig. 2. Obviously, we have s  s′ and s ω s′. However, the other direction can
not be established, i.e., s′  s: since the middle transition out of s′ can not be simulated by any transition out of s. Similarly,
it holds: s′ ω s.
3.4. Probabilistic simulation
Probabilistic simulation is defined in the sameway by replacing transitionswith combined transitions so that the greatest
probabilistic simulation is the greatest fixpoint of the function:
Fp : 2S×S → 2S×S, R →
{
(s, t) ∈ S × S|∀s a−→ μ ∃t a μ′ : μ R μ′
}
. (3)
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Fig. 2. PA illustrating simulation.
A relation R ⊆ S × S is a probabilistic simulation if it is a post-fixpoint of Fp . The greatest probabilistic simulation
preorderp is defined as the greatest fixpoint of Fp . Similar to plain simulation, we define the probabilisticω-simulation by
pω=
⋂
n∈N(Fp)n(S×S). Then, in general, it only holds thatp ⊆pω , and, as for simulations, we can show thatp andpω
coincide for image-finite PAs. The proof is, however, more complicated because of combined transitions. As a preparation
for this proof, the following lemma shows that an infinite sequence of combined transitions contains at least a subsequence
admitting a limit distribution, which corresponds to a combined transition. A similar result is shown in [28].
Lemma 3.6. LetM = (S, Act, Steps) be an image-finite PA. Moreover, let s ∈ S, and let {s a μk}k∈I be an infinite sequence of
combined transitions, where I ⊆ N is an infinite set of indices. Then there exists a subset J ⊆ I such that μ = limk∈J μk and
s
a
 μ.
Proof. Let Stepsa(s) = {μ′1, . . . , μ′m}. Let μk =
∑m
j=1 qk,jμ′j with
∑m
j=1 qk,j = 1 for each k ∈ I. Consider the infinite
sequence (qk,1)k∈I . Since qk,1 ∈ [0, 1] is bounded, there must exist an infinite index set J1 ⊆ I such that the subsequence
(qk,1)k∈J1 is convergent. Inductively, form > 1, we have an infinite index set J := Jm ⊆ Jm−1 ⊆ . . . J1 such that (qk,i)k∈Ji is
convergent for i = 1, 2, . . . ,m. We define μ by μ(s) = limk∈J μk(s) for all s ∈ S. For each 1 ≤ j ≤ m, let qj = limk∈J qk,j .
Then,
μ(s) = lim
k∈J μk(s) = limk∈J
⎛
⎝ m∑
j=1
qk,jμ
′
i(s)
⎞
⎠ = m∑
j=1
(
lim
k∈J qk,j
)
· μ′i(s) =
m∑
j=1
qjμ
′
i(s)
implying that μ = ∑mj=1 qjμ′j , implying further that μ is a combined transition: s a μ. 
Now we show that pω = p for image-finite PAs. The Pigeonhole principle of Lemma 3.4 does not apply because of
infinitely many combined transitions. This is remedied by exploiting the previous lemma.
Lemma 3.7. LetM = (S, Act, Steps) be an image-finite PA, and let the function Fp as defined in (3). Then, Fp is co-continuous.
Moreover,pω =p.
Proof. To show that Fp is co-continuous, let l0, l1, . . . with lk ⊆ S × S and lk+1 ⊆ lk for all k ∈ N. We show that
Fp (
⋂
k∈N lk) = ⋂k∈N Fp(lk). The direction Fp (⋂k∈N lk) ⊆ ⋂k∈N Fp(lk) can be obtained as in the proof of Lemma 3.4
by using the combined transitions. For the other direction, let (s, t) ∈ ⋂n∈N Fp(lk), which implies that (s, t) ∈ Fp(lk) for
all k ∈ N. By definition of Fp , for all s a−→ μ, there exists t a μ′k such that μ lk μ′k for all k ∈ N. By Lemma 3.6, there
exists a subsequence {μ′k}k∈J such that μ′ := limk∈J μ′k exists, and moreover, t a μ′. By Lemma 3.3, we have μ R μ′ for
R = ⋂k∈N lk . The co-continuity property implies thenpω =p (cf. the proof of Lemma 3.5). 
By definition,p andpω are coarser than andω , respectively. It is easy to see that the inclusion is strict. To see that,
let us again consider states s and s′ in the PA of Fig. 2. We have s′  s, due to the middle transition leaving s′ (Example 3.2),
and s′ p s, since the middle transition can be simulated by combining the two transitions (each with probability 0.5) out
of s.
The following example shows that, as simulation, probabilistic simulation is also not necessarily symmetric.
Example 3.3. Consider the PA depicted in Fig. 3. It holds that s p s′: the left transition out of s can be expressed by taking
the two transitions out of s′ with equal probabilities, and the right transition out of s can be expressed by taking weights
1
3
and 2
3
of the two transitions, respectively. States s′, s are not in the probabilistic simulation relation (s′ p s), since both
transitions out of s reach s1 with probability strictly less than
1
2
, and there is no way to combine them to simulate the left
transition out of s′.
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Fig. 3. PA illustrating probabilistic simulation.
3.5. Bisimulation
Bisimulations are also defined co-inductively in terms of greatest fixpoints. The corresponding function is a symmetric
variation of the function for simulation:
F∼ : 2S×S → 2S×S, R →
⎧⎨
⎩(s, t) ∈ S × S
∣∣∣∣∣∣
∀s a−→ μ ∃t a−→ μ′ : μ R μ′
∀t a−→ μ′ ∃s a−→ μ : μ R μ′
⎫⎬
⎭ .
Definition 3.4. We say that a relation R ∈ 2S×S is a bisimulation relation if R is a post-fixpoint of F∼, i.e., R ⊆ F∼(R).
The greatest bisimulation ∼ is defined as the greatest fixpoint gfp F∼, which is an equivalence relation. Analogous to
simulation, we defineω-bisimulation∼ω= ⋂n∈N(F∼)n(S × S) iteratively and, analogous to simulation,∼ and∼ω coincide
for image-finite PAs:
Lemma 3.8. LetM = (S, Act, Steps) be an image-finite PA. Then, function F∼ is co-continuous. Moreover,∼ω = ∼.
Adapting the proofs of Lemma 3.4 and Lemma 3.5 to the above lemma is routine. Again, Lemma 3.8 does not hold for
image-infinite PAs. Consider for instance Example 3.1, in which (s, t) ∈ ∼ω but (s, t) /∈ ∼.
Bisimulation can be expressed in terms of simulation. The following lemma shows that R is a bisimulation relation if and
only if both R and R−1 are simulation relations:
Lemma 3.9. Let R ∈ 2S×S be a relation. Then, R ⊆ F∼(R) iff R ⊆ F(R) and R−1 ⊆ F(R−1).
Proof. Let us assume R ⊆ F∼(R), which implies R ⊆ F(R) directly. Let (t, s) ∈ R−1, i.e., (s, t) ∈ R ⊆ F∼(R). By definition
of F∼, for all t
a−→ μ′ there exists s a−→ μwithμ R μ′, thus we haveμ′ R−1 μ, implying (t, s) ∈ F(R−1). For the other
direction assume R ⊆ F(R) and R−1 ⊆ F(R−1) and let (s, t) ∈ R. Firstly, (s, t) ∈ F(R) implies that for all t a−→ μ′
there exists s
a−→ μ with μ R μ′. Moreover, (t, s) ∈ R−1, so (t, s) ∈ F(R−1) which implies that for all t a−→ μ′ there
exists s
a−→ μ with μ′ R−1 μ. Thus, (s, t) ∈ F∼(R). 
The previous lemma says that R is a bisimulation if R and R−1 are simulations. The same statement holds for LTSs [29]:
this is of no surprise as our PAs subsume LTSs. Usually bisimulations are required to be equivalences in the probabilistic
setting [2,21], in which case the above lemma does not hold anymore. As in [30], our definition of bisimulation does not
require R to be an equivalence relation.
3.6. Probabilistic bisimulation
The function F∼p for probabilistic bisimulation is defined analogously, however using combined transitions:
F∼p : 2S×S → 2S×S, R →
⎧⎨
⎩(s, t) ∈ S × S
∣∣∣∣∣∣
∀s a−→ μ ∃t a μ′ : μ R μ′
∀t a−→ μ′ ∃s a μ : μ R μ′
⎫⎬
⎭ .
A relation R ⊆ S × S is a probabilistic bisimulation if it is a post-fixpoint of F∼p . The greatest bisimulation ∼p is defined as
the greatest fixpoint gfp F∼p . It is easy to see that∼ is an equivalence relation. Moreover, define probabilisticω-bisimulation
by∼pω =
⋂
n∈N(F∼p)n(S × S): it holds∼p ⊆ ∼pω in general, and they coincide for image-finite PAs:
Lemma 3.10. LetM = (S, Act, Steps) be an image-finite PA. Then, the function F∼p is co-continuous. Moreover, ∼pω = ∼p.
The proof follows along the line of the proof of Lemma 3.7 and is skipped.
For probabilistic systems, the maximal (or minimal) probability of reaching a certain set of states is of great interest [31].
It is well known that both bisimulation and probabilistic bisimulation preserve this class of properties. Being strictly coarser
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than simple bisimulation, probabilistic bisimulation would lead to a smaller quotient in state aggregation. On the other
hand, while both kinds of bisimulation can be decided in polynomial time [27,32], decision procedures for probabilistic
bisimulation are more expensive than the ones for bisimulation.
4. Logics
In this section, we introduce the logic which will be used to characterize both (bi-)simulations and probabilistic
(bi-)simulations. It is a probabilistic extension of Hennessy–Milner logic [17] with the probabilistic modal operator [ϕ]p
and consists of the following set of formulas:
ϕ ::= |¬ϕ|∧
i∈I
ϕi|〈a〉ϕ|[ϕ]p
where p ∈ [0, 1], I is a countable index set and a ∈ Act. We shall use disjunctions which are expressible as∨
i∈I ϕi := ¬(∧i∈I ϕi). The logic allows infinite conjunction (over the countable index set I) and is necessary for character-
izing bisimulation for image-infinite PAs. The above logic is introduced in [15] to characterize (probabilistic) bisimulations
for image-finite PAs.
Rather than in terms of single states, the semantics of the logic is given in terms of probability distributions to account for
the specifics of probabilistic automata. Intuitively, a distribution μ satisfies the probabilistic formula [ϕ]p if the probability
of the set of states satisfying ϕ is at least p. Together with conjunctions this allows us to characterize the distribution
entirely.
LetM = (S, Act, Steps) be a PA, and let μ ∈ Dist(S). The semantics of ϕ is given by:
• μ |  holds for each probability distribution μ.
• μ | ¬ϕ iff μ | ϕ.
• μ | ∧i∈I ϕi iff, for each i ∈ I, μ | ϕi.
• μ | 〈a〉ϕ iff, for each state s ∈ Supp(μ), there exists a transition s a−→ μ′ such that μ′ | ϕ.
• μ | [ϕ]p iff μ({s|δs | ϕ}) ≥ p.
For the temporal operator 〈a〉, the transition can be either a normal transition a−→ or a combined transition a. We will
use the same logic to characterize both bisimulation and probabilistic bisimulation. For bisimulation, we require that there
is a transition s
a−→ η, and for probabilistic bisimulation, we require that there is a combined transition s a η in the
definition. By definition, it holds that μ | 〈a〉ϕ if and only if, for each state s ∈ Supp(μ), δs | 〈a〉ϕ.
We let L and Lp denote the logic for bisimulation and probabilistic bisimulation, respectively. Note that L and Lp are
syntactically identical, however semantically different. We will show later that, L and Lp characterize bisimulations and
probabilistic bisimulations for image-infinite PAs. For image-finite PAs, binary conjunction suffices.
The logics L and Lp for simulations and probabilistic simulations are the negation-free sub-logics resulting from L and
Lp, respectively, which reflects that simulation relations need not be symmetric and is a common approach also pursued
by [33,34]. More precisely, the logics consist of formulas:
ϕ ::= |∧
i∈I
ϕi|ϕ ∨ ϕ|〈a〉ϕ|[ϕ]p.
For a finite set of indices K , disjunction∨i∈Kϕi is defined as usual. Again, L and Lp are syntactically identical and seman-
tically different.
The logic for characterizing simulations has infinite conjunction, but interestingly, it only has binary disjunction. The
infinite conjunction is necessary because of the image-infiniteness. The reason that binary disjunction is sufficient will
be implied by an alternative characterization of simulations (see Lemma 5.2) which shows that it is sufficient to focus on
finitely-generated sets.
We introduce some convenient notations. For a logic L, the depth of ϕ ∈ L is the maximal nesting depth of temporal
operators occurring in ϕ. Let FL be the set of the formulas of a given logic L, let FL,n denote the set of the formulas of L
of depth at most n, and FL,ω = ∪n∈NFL,n the set formulas of finite depth. We also write Lω = FL,ω for the sub-logic
of L consisting of formulas of finite depth. Let FL(s) and FL(μ) be the sets of the formulas of L that are satisfied by the
state s and by the distribution μ, respectively. Moreover, we denote by FL,ω(s) and FL,ω(μ) the sets of finite formulas of
L that are satisfied by the state s and by the distribution μ, respectively. Given a logic L, the notation [[ϕ]]L = {s|s | ϕ}
stands for the set of all the states that satisfy a formula ϕ of L. If δs | ϕ, we also write s | ϕ. Thus, it holds triv-
ially FL(s) = FL(δs) and FL,n(s) = FL,n(δs) for all n ∈ N. We drop the subscript L whenever it is clear from the
context.
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5. Logical characterization of simulation
In this section, we give logical characterizations of (probabilistic) simulation relations. We first provide a stronger condi-
tion than Lemma 3.1.(a) in Section 5.1, by showing that it is sufficient to consider a countable class of upwards R-closed sets.
Then we present the characterization result for andω for image-infinite PAs in Sections 5.2 and 5.3, respectively. In Sec-
tion 5.4 we consider image-finite PAs and show that binary conjunction1 is sufficient, exploiting the Pigeonhole principle.
Section 5.5 treats probabilistic simulations.
5.1. Weight function for preorder
The following lemma states that any upwards R-closed set U ⊆ S can be expressed as a union of equivalence classes of
≡R.
Lemma 5.1. Let R be a preorder on S, and let U ⊆ S be an upwards R-closed set. Then U is a union of equivalence classes of ≡R.
Proof. Let s ∈ U be any element of U. By definition, the whole class [s] of ≡R is contained in U. Thus for each equivalence
class C of≡R, either C ⊆ U or C ∩ U = ∅. Thus, R is a union of equivalence classes of≡R. 
LetRbeapreorderonS. ForA ⊆ S,we let cl(A)denote thesmallestupwardsR-closedset containingA. AnupwardsR-closed
set U is finitely-generated if there is a finite family of classes {[s1], . . . , [sk]} of≡R generating U, i.e., U = ∪ki=1[cl([si])]. The
set of equivalence classes≡R is countable, implying that the set of finitely-generated upwards R-closed sets is also countable.
Lemma 5.2. Let M = (S, Act, Steps) be a PA and let μ,μ′ ∈ Dist(S). Let R be a preorder on S. Then μ R μ′ iff for each
finitely-generated upwards R-closed set U, μ(U) ≤ μ′(U).
Proof. If U is a finitely-generated upwards R-closed set, μ(U) ≤ μ′(U) follows trivially from Lemma 3.1.(a). For the other
direction assume that for each finitely-generated upwards R-closed set U, μ(U) ≤ μ′(U). For the sake of contradiction let
U be an upwards R-closed set with μ(U) > μ′(U), and let  := μ(U) − μ′(U) > 0. By Lemma 5.1, U = ⋃i∈I cl([si])
with a (possibly countable) index set I ⊆ N. Define Ui = ⋃{j|j≤i} cl([sj]) for i ∈ I. By definition, Ui is finitely-generated
upwards R-closed set, implying μ(Ui) ≤ μ′(Ui) for i ∈ I. Observe the sequence {μ(Ui)}{i∈I} is monotone, non-decreasing
and converges to μ(U). Thus, there existsm ∈ I with μ(Um) > μ(U) − 2 , implying:
μ(Um) > μ(U) − 
2
= μ′(U) + 
2
> μ′(U) ≥ μ′(Um).
which is a contradiction. 
With the above lemma, we can give an alternative formulation of simulation (and, in an analogous way, a formulation for
probabilistic simulation): a relation R⊆ S × S is a simulation if for s R s′ and s a−→ μ, there existsμ′ such that s′ a−→ μ′
and for each finitely-generated upwards R-closed set U, μ(U) ≤ μ′(U). As a consequence of Lemma 5.2, it is sufficient to
consider the countable set of finitely-generated upwards closed sets rather than the potentially uncountable set of upwards
R-closed sets.
5.2. Logical characterization of for image-infinite PAs
Wewould like to prove that L characterizes. We first give the strategy of the proof as it will also be similar for other
characterizations we shall consider later. In technical terms, we want to prove s  s′ iff FL(s) ⊆ FL(s′).
• The soundness part requires to show that s  s′ implies FL(s) ⊆ FL(s′). Exploiting FL(s) = FL(δs), we instead
prove a more general statement about distributions:
∀μ,μ′ ∈ Dist(S). μ  μ′ ⇒ FL(μ) ⊆ FL(μ′) (4)
which is usually achieved by structural induction on ϕ.
• For the completeness proof, we consider the relation R = {(s, s′)|FL(s) ⊆ FL(s′)} and show that R is a simulation.
Then, for each (s, s′) ∈ R, we show that (s, s′) ∈ F(R), i.e., s a−→ μ implies the existence of s′ a−→ μ′ such that
μ R μ′. By Lemma 5.2, it is equivalent to show that μ(U) ≤ μ′(U) for each finitely-generated upwards R-closed set U.
As there are only countably many such U, the countable conjunction operator is sufficient.
1 The result for image-finite PAs can be considered as an extension of [5,33]: For LMPs [5] (image-finite PAs with continuous state space and deterministic
transition with respect to the same action), Desharnais et al. characterized simulation completely with only binary conjunctions.
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Theorem 5.3. Given the logic L, for each pair of states s, s′ of a PA, s  s′ iff F(s) ⊆ F(s′).
Proof. For soundness let μ,μ′ ∈ Dist(S) with μ  μ′. Let ϕ ∈ F(μ), we prove ϕ ∈ F(μ′), i.e., μ′ | ϕ by structural
induction on ϕ (see (4)).
• If ϕ = , then the result is trivial.
• If ϕ = ∧i∈I ψi, then for each i ∈ I,μ | ψi. Sinceψi ∈ F for each i ∈ I, then by induction,μ′ | ψi. Thus,μ′ | ∧i∈I ψi.
The case ϕ = ψ1 ∨ ψ2 is similar.• If ϕ = [ψ]p, thenμ([[ψ]]) ≥ p. By hypothesis of the structural induction, [[ψ]] is upwards-closed. By Lemma 3.1.(a),
we have μ([[ψ]]) ≤ μ′([[ψ]]), proving μ′ | ϕ.
• If ϕ = 〈a〉ψ : we show s2 | ϕ for arbitrary, fixed s2 ∈ Supp(μ′). We show first μ  μ′ and s2 ∈ Supp(μ′) imply the
existence of s1 ∈ Supp(μ) with s1  s2. Let  denote the corresponding weight function w.r.t. μ  μ′. We observe
that: 0 < μ′(s2) = ∑s∈S (s, s2). Hence, there exists s1 ∈ Supp(μ) such that(s1, s2) > 0. By the definition of weight
function it holds thus s1  s2. Moreover,μ | ϕ implies that there exists s1 a−→ μ1 withμ1 | ψ . Thus, there exists a
transition s2
a−→ μ2 such that μ1  μ2. By induction hypothesis, we have that μ2 | ψ , thus s2 | ϕ. Thus, μ′ | ϕ.
To show completeness, define R = {(s, s′)|F(s) ⊆ F(s′)}. Let {[sj]}j∈J be an enumeration of the equivalence classes of≡R (the kernel of R). We first introduce the characterizing formula for upwards-closed set cl([sl]) for l ∈ J. By definition of
R, for eachm ∈ J with sm ∈ cl([sl]), there exists a formula ϕlm ∈ F such that sl | ϕlm and sm | ϕlm. For each l ∈ J, define
ϕl = ∧sm ∈cl([sl]) ϕlm. Then, by construction, for l ∈ J we have [[ϕl]] = cl([sl]).
Now it remains to prove that R is a simulation relation. Let (s, s′) ∈ R, and s a−→ μ, we show that there exists a transition
s′ a−→ μ′ withμ R μ′. Let {Ui}i∈I be the countable set of the finitely-generated upwards R-closed sets. By Lemma 5.2, it is
sufficient to show thatμ(Ui) ≤ μ′(Ui) for all i ∈ I. Since Ui is finitely-generated, for each i ∈ I, there exists a finite index set
Ki ⊆ J such that Ui = ⋃k∈Ki cl([sk]). For each i ∈ I, define ϕKi = ∨l∈Kiϕl . Since Ki is finite, the formula ϕKi has only binary
disjunctions. Then, ϕKi is satisfied only by states in Ui, that is, [[ϕKi ]] = Ui. Now, define ϕ =
∧
i∈I[ϕKi ]pi with pi = μ(Ui) for
i ∈ I. By definition,μ | ϕ, implying that s | 〈a〉ϕ. By the definition of R, s′ | 〈a〉ϕ aswell. Thus, there exists a distribution
μ′ such that s′ a−→ μ′ and μ′ | ϕ. By definition, μ′(Ui) = μ′([[ϕKi ]]) ≥ pi = μ(Ui) for each i ∈ I, as needed. 
Theorem 5.3 states that the logic L characterizes simulation soundly and completely. The following example illustrates
that the infinite conjunction in the logic is actually needed for image-infinite models.
Example 5.1. Consider the PA depicted in Example 3.1 and recall that t  s. Consider the formula ϕi defined as follows:
ϕ0 = , and ϕi+1 = 〈a〉ϕi, and let ϕ = 〈a〉∧i∈N ϕi. If a state satisfies ϕ, the infinite conjunction in ϕ requires that after an
action a, the successor state can perform still a sequence of n a-actions, for all n. Thus, the formula is satisfied by t but not s.
There is noway, however, to construct a formulawith only binary conjunctions such that it is satisfied by t but not s. From
both s and t, there is a sequence of n a-actions. The only additional behavior out of t is the infinite sequence of a-actions.
Consider the formula ϕ which has only binary conjunctions and is satisfied by t. By induction, formula ϕ has only finite
length, thus its satisfiability is witnessed by a sequence of a-actionswith finite length. Obviously, such a sequence also exists
from s. The key point is that the additional behavior of t does not contribute to the distinguishing power at all.
5.3. Logical characterization ofω for image-infinite PAs
Nowwe consider the relationω , which is strictly coarser than for image-infinite PAs. By Theorem 5.3, F(s) ⊆ F(s′)
implies that s  s′, thus s ω s′. This implies that L is complete forω . The soundness, however, does not follow. In the
following theorem, we use the fragment FL,ω , namely the set of formulas of finite depth, to characterizeω .
Theorem 5.4. Given the logic L restricted to formulas with finite depth, for each pair of states s, s′ of a PA, s ω s′ iff
Fω(s) ⊆ Fω(s′).
Proof. For soundness let s ω s′, which implies δs ω δs′ . Since Fω(s) = Fω(δs) = ∪n∈NFn(s), it is sufficient to show the
following implication:
∀μ,μ′ ∈ Dist(S). ∀n ∈ N. μ n μ′ ⇒ FL,n(μ) ⊆ FL,n(μ′). (5)
Let μ,μ′ ∈ Dist(S) be arbitrary distributions. We prove the implication by induction on n, where for each n we proceed
by induction on the structure of the formula ϕ. The structural induction follows in exactly the same way as the proof of
Theorem 5.3. The base case (n = 0) considers only formulas out ofF0 which do not contain any formulas with 〈a〉. Since the
first three cases of the inductive step below do not rely on the inductive hypothesis on n, they suffice the base case n = 0
as well. For the inductive step on n, suppose μ n μ′ ⇒ Fn(μ) ⊆ Fn(μ′). Let μ n+1 μ′ (with weight function ).
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Fig. 4. An example for illustrating that finite conjunction is not sufficient to characterizeω .
Let ϕ ∈ Fn+1, and assume ϕ ∈ Fn+1(μ). It remains to prove ϕ ∈ Fn+1(μ′), i.e., μ′ | ϕ. The cases ϕ = ,∧i∈I ψi and
ψ1 ∨ ψ2 are easy. For other cases:
• Ifϕ = [ψ]p, thenμ([[ψ]]) ≥ p. Byhypothesisof thestructural induction, [[ψ]] isupwardsn+1-closed.ByLemma3.1.(a),
we have μ([[ψ]]) ≤ μ′([[ψ]]), proving μ′ | ϕ.
• If ϕ = 〈a〉ψ : ϕ ∈ Fn+1 implies that ψ ∈ Fn. We show s2 | ϕ for arbitrary, fixed s2 ∈ Supp(μ′). Observe that
s2 ∈ Supp(μ′) and μ n+1 μ′ implies that there exists s1 ∈ Supp(μ) such that (s1, s2) > 0. By the definition of
weight function, it holds that (s1, s2) ∈n+1. Moreover, μ | ϕ implies that there exists s1 a−→ μ1 withμ1 | ψ . By
definition ofn+1, there exists a transition s2 a−→ μ2 such thatμ1 n μ2. Sinceψ ∈ Fn, by the inductive hypothesis
on n, we have that μ2 | ψ , implying that s2 | ϕ.
Now we prove completeness. Assume that Fω(s) ⊆ Fω(s′) holds. Recall Fω(s) = ∪n∈NFn(s). By induction on n, we
have Fn(s) ⊆ Fn(s′) for all n. We define a family of relations Rn as follows: Rn = {(s, s′)|Fn(s) ⊆ Fn(s′)}. Obviously, Rn is a
preorder for all n. It is sufficient to show Rn ⊆n for all n. We prove the claim by induction on n. The base case is trivial since
s 0 s′ holds. For the induction step, assume that Rn ⊆n. We need to show Rn+1 ⊆n+1. Let s Rn+1 s′ and s a−→ μ. It
suffices to find μ′ such that s′ a−→ μ′ and μ Rn μ′. Since by definition, we then have s n+1 s′, implying Rn+1 ⊆n+1.
To find theμ′ with s′ a−→ μ′ andμ Rn μ′, we follow the samepart of the completeness proof of Theorem5.3: let {[sj]}j∈J
be an enumeration of the equivalence classes of ≡Rn . We first introduce the characterizing formula of upwards-closed set
cl([sl]) for l ∈ J. By definition of Rn, for eachm ∈ J with sm ∈ cl([sl]), there exists a formula ϕlm ∈ Fn such that sl | ϕlm and
sm | ϕlm. For each l ∈ J, define ϕl = ∧sm ∈cl([sl]) ϕlm. Then, by construction, for l ∈ J we have ϕl ∈ Fn and [[ϕl]] = cl([sl]).
Let {Ui}i∈I be the countable set of the finitely-generated upwards Rn-closed sets. By Lemma 5.2, it is sufficient to show that
μ(Ui) ≤ μ′(Ui) for all i ∈ I. Since Ui is finitely-generated, there exists a finite index set Ki ⊆ J such that Ui = ⋃k∈Ki cl([sk]).
For each i ∈ I, define ϕKi = ∨l∈Kiϕl . Then, ϕKi ∈ Fn is satisfied only by states in Ui, that is, [[ϕKi ]] = Ui. Now, define
ϕ = ∧i∈I[ϕKi ]pi with pi = μ(Ui) for i ∈ I. By definition, μ | ϕ, implying that s | 〈a〉ϕ. Since 〈a〉ϕ ∈ Fn+1(s), by the
definition of Rn+1, s′ | 〈a〉ϕ as well. Thus, there exists a distribution μ′ such that s′ a−→ μ′ and μ′ | ϕ. By definition,
μ′(Ui) = μ′([[ϕKi ]]) ≥ pi = μ(Ui) for each i ∈ I, as needed. 
Note that the set of formulas in Lwith infinite depth has the power of distinguishing andω , which is the same case
as for LTSs. In Example 5.1 we have constructed a formula with infinite depth for illustrating that binary conjunction is not
sufficient for characterizing. In the following example we show that for LTSs (thus also for PAs) finite conjunction is also
not sufficient to characterizeω .
Example 5.2. Consider Fig. 4. It is easy to see that t ω s. The formula ϕ defined as 〈a〉∧i∈N〈bi〉 is satisfied by t but not s.
By structural induction, it is a routine exercise to show that with only binary conjunctions s and t cannot be differentiated.
5.4. Logical characterization of for image-finite PAs
In this section, we consider image-finite PAs. Recall from Lemma 3.5, for an image-finite PAM = (S, Act, Steps), and
ω coincide. Given the logic L, then, together with Theorem 5.3 and Theorem 5.4, we have for s, s′ ∈ S:
F(s) ⊆ F(s′) ⇐⇒ s  s′ ⇐⇒ s ω s′ ⇐⇒ Fω(s) ⊆ Fω(s′).
This implies that both L, and Lω characterize  = ω for image-finite PAs. Stated differently, for image-finite PAs, the
distinguishing power for formulas of infinite length disappears. We show in the following theorem an even stronger result,
namely that the logic L restricted to finite conjunction (thus formulas are also of finite depth) is sufficient to characterize
simulation for image-finite PAs.
Theorem 5.5. Given the logic L restricted to only binary conjunctions, for each pair of states s, s′ of an image-finite PA, s  s′
iff F(s) ⊆ F(s′).
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Theorem5.3 implies soundness trivially. The completeness proof of Theorem5.3, however, is not strong enough anymore,
since it is basedon formulaswith infinite conjunctions (namely formulaϕl). Belowweshowhowtoavoid this for image-finite
PAs.
The crucial point is the construction of an infinite sequence of formulas of finite depth, whose behaviors converge to ϕl .
This idea is borrowed from Desharnais et al. [5,18,33] where it is shown that binary conjunction is sufficient to characterize
simulation andbisimulation for LMPs (image-finite PAswith continuous state space anddeterministic transitionwith respect
to the same action).
Proof. Assume F(s) ⊆ F(s′), and let the relation R, {[sj]}j∈J , {ϕlm}m ∈cl([sj]), {Ui}i∈I and the corresponding finite index sets
{Ki}i∈I as defined in Theorem5.3.Wefix an arbitrary index k ∈ J. For each l ∈ J, define	kl =
∧
m≤k∧sm ∈cl([sl]) ϕlm. Intuitively,
	kl is satisfied by all the states in cl([sl]), but not satisfied by states in [sx] with sx ∈ cl([sl]) ∧ x ≤ k. However, since the
maximal index of the finite conjunction is k,	kl may be satisfied by the states in [sx]with x > k. For i ∈ I, define pi = μ(Ui),
	kKi = ∨l∈Ki	kl and 	k =
∧
j∈I∧j≤k[	kKj ]pj . It holds that, for i ∈ I:
Ui ⊆ [[	kKi ]] ⊆ Ui ∪
⋃
j∈I∧j>k
cl([sj]). (6)
Let (s, s′) ∈ R and s a−→ μ, we now show the existence of s′ a−→ μ′ with μ(Ui) = pi ≤ μ′(Ui) for all i ∈ I. Because of
the left part of Eq. (6), we haveμ(Ui) = pi ≤ μ([[	kKi ]]) for all i ≤ k, implyingμ | 	k , thus s | 〈a〉	k. Since k is arbitrary,
s | 〈a〉	k for all k ∈ J. Since the index set Ki is finite for all i ∈ I, all of the formulas 	k are finite. Thus, by definition of
R, s′ | 〈a〉	k holds for all k ∈ I. The set Stepsa(s′) is finite for image-finite PAs, thus the Pigeonhole principle applies and,
there exists s′ a−→ μ′ such that μ′ | 	k for infinitely many indices k ∈ Z with Z ⊆ I. This implies for k ∈ Z and i ∈ I:
pi ≤ μ′([[	kKi ]])
(6)≤ μ′(Ui) + μ′
⎛
⎝ ⋃
j∈I∧j>k
cl([sj])
⎞
⎠ . (7)
The sequence
{
μ′
(⋃
j∈I∧j>k cl([sj])
)}
k∈Z is monotone non-increasing, and converges to 0. Taking limk→∞ on both sides
leads to pi ≤ μ′(Ui) as needed. 
5.5. Probabilistic simulation
To simplify matters a bit, we first prove a lemma which generalizes the definition of probabilistic simulation. It shows
that, if s p s′, then each combined transition performed by s can be simulated by a combined transition of s′.
Lemma 5.6
1. For each pair of states s, s′, if s p s′, then, for each combined transition s a μ, there exists a combined transition s′ a μ
such that μ p μ′.
2. For each pair of states s, s′ and for each n, if s pn+1 s′, then, for each combined transition s
a
 μ, there exists a combined
transition s′ a μ such that μ pn μ′.
Proof. By definition, given s
a
 μ, there exists μ = ∑i∈I piμi with μi ∈ Stepsa(s) for i ∈ I. By definition, for each
μi ∈ Stepsa(s), there exists a combined transition s′ a μ′i such thatμi p μ′i . Defineμ′ =
∑
i∈I piμ′i . This means that there
exists a combined transition s
a
 μ′, andμ p μ′ by construction. The proof of the second part follows in a similar way. 
The following theorem states the soundness and completeness result for the logic Lp with respect to probabilistic
simulation. For image-finite PAs, we also show that logic Lp with only binary conjunction is sufficient.
Theorem 5.7
1. Given the logic Lp , for each pair of states s and s′ of a PA, s p s′ iff F(s) ⊆ F(s′).
2. Given the logicLp restricted to formulaswith finite depth, for each pair of states s and s′ of a PA, s pω s′ iffFω(s) ⊆ Fω(s′).
3. Given the logic Lp restricted to only binary conjunctions, for each pair of states s, s′ of an image-finite PA, s p s′ iff
F(s) ⊆ F(s′).
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Proof. The soundness of the theorem follows by the following statements:
∀μ,μ′ ∈ Dist(S). μ p μ′ ⇒ FLp (μ) ⊆ FLp (μ
′)
∀μ,μ′ ∈ Dist(S). ∀n ∈ N. μ pn μ′ ⇒ FLp ,n(μ) ⊆ FLp ,n(μ
′).
Combining with Lemma 5.6, the proof for them can be obtained by using combined transitions
a
 instead of
a−→ in the
proofs of (4) and (5), respectively.
The completeness proofs proceed similarly to the completeness proofs of Theorems 5.3, 5.4 and 5.5, respectively, by using
the adequate semantics for the temporal operator and combined transitions where necessary. The Pigeonhole principle of
Theorem 5.5, however, does not apply to the last claim directly because there are infinitelymany combined transitions, even
for image-finite PAs. Fortunately, this can be repaired by exploiting Lemma 3.6: Let s′ a μ′k be the infinite sequence of
combined transitions such that μ′k | 	k for all k ∈ I (cf. proof of Theorem 5.5). By Lemma 3.6, there exists a subsequence
{μ′k}k∈J′ such that J′ ⊆ I and μ′ := limk∈J μ′k exists, and moreover, s′ a μ′. Thus, μ′k | 	k for infinitely many indices
k ∈ J′. By the set inclusion in (6), for k ∈ J′ and i ∈ I, we have:
pi ≤ μ′k([[	kKi ]])
(6)≤ μ′k(Ui) + μ′k
⎛
⎝ ⋃
j∈I∧j>k
cl([sj])
⎞
⎠ .
Similar to Inequality (7), taking the limit over k ∈ J′, we have pi ≤ limk∈J′ μ′k(Ui) + 0 = μ′(Ui) which completes the
proof. 
6. Logical characterization of bisimulation
In this section, we consider logical characterization of bisimulations. As for simulations, we consider image-infinite PAs,
and also the special case of image-finite PAs. For image-infinite PAs,we show that∼ can be characterized byL in Theorem6.1,
and∼ω can be characterized by the sub-logic of L restricted to formulas with finite depth in Theorem 6.2. For image-finite
PAs, it is then shown in Theorem 6.3 that L restricted to binary conjunction is sufficient.
We give a short discussion of the main differences to the corresponding proofs for simulations (Theorems 5.3, 5.4 and
5.5, respectively). Since the logic used to characterize simulations is a sub-logic of the corresponding one for characterizing
bisimulations, the soundness proof needs to be extendedwith negations. To this end, the soundness proof has to be adjusted
slightly (cf. (8)): for distributions μ,μ′ and formula ϕ, F(μ) = F(μ′) is shown by structural induction. It is interesting
to note that showing separately F(μ) ⊆ F(μ′) and F(μ′) ⊆ F(μ) would not work, as the induction step with respect
to negations would then fail. The completeness proofs are, in general, less involved than the corresponding proofs for
simulations because the characterizing formulas are easier to construct in presence of equivalence classes.
Theorem 6.1. Given the logic L, for each pair of states s, s′ of a PA, s ∼ s′ iff F(s) = F(s′).
Proof. First, we show soundness. It is sufficient to show that:
∀μ,μ′ ∈ Dist(S). μ ∼ μ′ ⇒ FL(μ) = FL(μ′). (8)
Letμ,μ′ ∈ Dist(S),μ ∼ μ′ andϕ ∈ F:we showμ | ϕ ⇔ μ′ | ϕ by structural induction onϕ. The casesϕ = ,∧i∈I ψi
are trivial. Now we consider other cases:
• If ϕ = ¬ψ : μ | ϕ ⇔ ¬(μ | ψ). By structural induction, we have the equivalence μ | ψ ⇔ μ′ | ψ , thus
μ | ϕ ⇔ ¬(μ′ | ψ) ⇔ μ′ | ϕ.
• Ifϕ = 〈a〉ψ : Assumingμ | ϕ, we show thatμ′ | ϕ (the other direction is similar). Let s2 ∈ Supp(μ′). Sinceμ′(s2) > 0
and μ ∼ μ′, then μ′([s2]) = μ([s2]) > 0. Thus, there exists an element s1 ∈ Supp(μ) such that s1 ∼ s2. The fact that
μ | ϕ implies that there exists s1 a−→ μ1 with μ1 | ψ . Thus, there exists s2 a−→ μ2 with μ1 ∼ μ2. By induction
hypothesis, we have that μ2 | ψ , implying that s2 | ϕ. Then, μ′ | ϕ follows by definition.• If ϕ = [ψ]p: Assuming μ | ϕ, we show that μ′ | ϕ (the other direction is similar). Let s, s′ ∈ S with s ∼ s′. By
hypothesis, δs satisfies ψ iff δs′ satisfies ψ . Thus, ψ is satisfied either by all or none of the states of an equivalence class
of ∼, and [[ψ]] is a union of equivalence classes of ∼. Since μ ∼ μ′ holds, μ([[ψ]]) = μ′([[ψ]]). Since μ | ϕ implies
that μ([[ψ]]) ≥ p, thus μ′([[ψ]]) ≥ p and μ′ | [ψ]p as needed.
For completeness, we define R = {(s, s′)|FL(s) = FL(s′)}. Obviously, R is an equivalence relation. It is sufficient to show
that R is a bisimulation relation. Let {[sj]}j∈J be an enumeration of the equivalence classes of R. By definition of R, for each
l,m ∈ J, there exists a formula ϕlm ∈ F such that sl | ϕlm and sm | ϕlm. For each l ∈ J, define ϕl = ∧m =l ϕlm, then,[[ϕl]] = [sl].
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Now let (s, s′) ∈ R, and s a−→ μ: it remains to show that there exists a transition s′ a−→ μ′ with μ([si]) = μ′([si])
for all i ∈ J. Define ϕ = ∧i∈J[ϕi]pi with pi = μ([si]) for i ∈ J. By definition, μ | ϕ, implying that s | 〈a〉ϕ. By the
definition of R, s′ | 〈a〉ϕ as well. Thus, there exists a distribution μ′ such that s′ a−→ μ′ and μ′ | ϕ. By definition,
μ′([si]) = μ′([[ϕi]]) ≥ pi = μ([si]) for each i ∈ J. Since∑i∈J pi = 1, we have μ([si]) = μ′([si]) for i ∈ J, as needed. 
Belowwe characterize theω-bisimulation∼ω . The soundness follows by structural induction on the formulas. Addition-
ally, because of the iteratively defined∼ω , another induction on n is needed. We give the full proof, which is not difficult in
the light of the theory developed so far.
Theorem 6.2. Given the logic L restricted to formulas with finite depth, for each pair of states s, s′ of a PA, s ∼ω s′ iff
Fω(s) = Fω(s′).
Proof. For the soundness proof, we show the following implication:
∀μ,μ′ ∈ Dist(S). ∀n ∈ N. μ ∼n μ′ ⇒ FL,n(μ) = FL,n(μ′). (9)
Let μ,μ′ as above, we prove the implication by induction on n, where for each nwe proceed by induction on the structure
of the formula ϕ. The base case (n = 0) considers only formulas out of F0, which can be handled easily (cf. Theorem 5.4).
For the inductive step on n, suppose soundness holds for n, i.e.,μ ∼n μ′ ⇒ Fn(μ) = Fn(μ′). Letμ ∼n+1 μ′. It remains to
prove Fn+1(μ) = Fn+1(μ′), i.e., for all ϕ ∈ Fn+1, μ | ϕ ⇔ μ′ | ϕ. The proof follows by structural induction on ϕ. The
cases ϕ = ,∧i∈I ψi are easy. Now we consider other cases:
• If ϕ = ¬ψ :μ | ϕ ⇔ ¬(μ | ψ). Sinceψ ∈ Fn+1 as well, by structural induction, we haveμ | ψ ⇔ μ′ | ψ , thus
μ | ϕ ⇔ ¬(μ′ | ψ) ⇔ μ′ | ϕ.
• Ifϕ = 〈a〉ψ : assumingμ | ϕ, we show thatμ′ | ϕ (the other direction is similar). Let s2 ∈ Supp(μ′). Sinceμ′(s2) > 0
andμ ∼n+1 μ′, thenμ′([s2]) = μ([s2]) > 0, and there exists s1 ∈ Supp(μ) such that s1 ∼n+1 s2. The fact thatμ | ϕ
implies that there exists s1
a−→ μ1 with μ1 | ψ . Thus, there exists s2 a−→ μ2 with μ1 ∼n μ2. Since ψ ∈ Fn, by
induction hypothesis on n, it holds μ2 | ψ , thus s2 | ϕ. Then, μ′ | ϕ follows by definition.• If ϕ = [ψ]p: assuming μ | ϕ, we show μ′ | ϕ (the other direction is similar). For ψ ∈ Fn+1, [[ψ]] is a union
of equivalence classes of ∼n+1. Since μ ∼n+1 μ′ holds, we have μ([[ψ]]) = μ′([[ψ]]). Since μ | ϕ implies that
μ([[ψ]]) ≥ p, thus μ′([[ψ]]) ≥ p and thus, μ′ | [ψ]p as needed.
Nowwe prove completeness. Assume that Fω(s) = Fω(s′) holds. By induction on n, we get immediately Fn(s) = Fn(s′)
for all n. We define a family of relations Rn as follows: Rn = {(s, s′)|Fn(s) = Fn(s′)}. Obviously, Rn is an equivalence relation
for all n. It is sufficient to show Rn ⊆ ∼n for all n. We proceed by induction on n. The base case is trivial since s ∼0 s′ holds.
For the induction step, assume that Rn ⊆ ∼n. We need to show Rn+1 ⊆ ∼n+1. Let s Rn+1 s′ and s a−→ μ. It suffices to find
μ′ such that s′ a−→ μ′ and μ Rn μ′, since then by induction hypothesis μ ∼n μ′. By definition, we then have s ∼n+1 s′,
implying Rn+1 ⊆ ∼n+1.
To find the μ′ with s′ a−→ μ′ and μ Rn μ′, we follow the same part of the completeness proof of Theorem 6.1: let{[sj]}j∈J be an enumeration of the equivalence classes of Rn. By definition of Rn, for each l,m ∈ J, there exists a formula
ϕlm ∈ Fn such that sl | ϕlm and sm | ϕlm. For each l ∈ J, define ϕl = ∧m =l ϕlm. Then, by construction, for l ∈ J we have
ϕl ∈ Fn and [[ϕl]] = [sl]. Now, define ϕ = ∧i∈J[ϕi]pi with pi = μ([si]) for i ∈ J. By definition, μ | ϕ, implying that
s | 〈a〉ϕ. Since 〈a〉ϕ ∈ Fn+1(s), by the definition of Rn+1, s′ | 〈a〉ϕ as well. Thus, there exists a distribution μ′ such that
s′ a−→ μ′ and μ′ | ϕ. By definition, μ′([si]) = μ′([[ϕi]]) ≥ pi = μ([si]) for each i ∈ I. Since ∑i∈J pi = 1, we have
μ([si]) = μ′([si]) for i ∈ J, as needed. 
In [15], image-finite PAs were considered, and it was shown that L (with infinite conjunction) characterizes bisimulation
soundly and completely. In the following theorem we show that, as for simulations, binary conjunction is already sufficient
to characterize bisimulations.
Theorem 6.3. Given the logic L restricted to only binary conjunction, for each pair of states s, s′ of an image-finite PA, s ∼ s′ iff
F(s) = F(s′).
Proof. Theorem 6.1 implies soundness. For completeness let R and {[sj]}j∈J be defined as there. We fix an arbitrary index
k ∈ J. For each l ∈ J, define 	kl =
∧
m≤k ϕlm. It is then easy to show that for l ∈ J, it holds:
[sl] ⊆ [[	kl ]] ⊆ [sl] ∪
⋃
j∈J∧j>k
[sj]. (10)
For k ∈ J, define 	k = ∧j∈J∧j≤k[	kj ]pj where pj = μ([sj]).
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Let (s, s′) ∈ R and s a−→ μ, we want to show that there exists a transition s′ a−→ μ′ with μ([si]) = μ′([si]), i.e.,
pi = μ′([si]) for all i ∈ J. For i ∈ J, by the set inclusion in (10), we have μ([[	ki ]]) ≥ μ([si]) = pi for i ≤ k, implying
μ | 	k, thus s | 〈a〉	k. By construction, all of the formulas 	k contain only binary conjunctions. By definition of R,
s′ | 〈a〉	k holds for all k ∈ J. The set Stepsa(s′) is finite for image-finite PAs, thus the Pigeonhole principle applies and,
there exists s′ a−→ μ′ such that μ′ | 	k for infinitely many indices k ∈ Z with Z ⊆ J. This implies for k ∈ Z and i ∈ J
with i ≤ k:
pi ≤ μ′([[	ki ]])
(10)≤ μ′([si]) + μ′
⎛
⎝ ⋃
j∈J∧j>k
[sj]
⎞
⎠ . (11)
The sequence
{
μ′
(⋃
j∈J∧j>k[sj]
)}
k∈Z is monotone non-increasing, and converges to 0. Taking limk→∞ on both sides
leads to pi ≤ μ′([si]) as needed. 
6.1. Probabilistic bisimulation
Now we consider the logic Lp for probabilistic bisimulation. First, we prove a lemma which generalizes the definition of
probabilistic bisimulation, showing that if two states s and s′ are probabilistically bisimilar, then each combined transition
performed by s can be simulated by a combined transition performed by the state s′.
Lemma 6.4
1. For each pair of states s, s′ and for each n, if s ∼p s′, then, for each combined transition s a μ, there exists a combined
transition s′ a μ′ such that μ ∼p μ′.
2. For each pair of states s, s′ and for each n, if s ∼pn+1 s′, then, for each combined transition s a μ, there exists a combined
transition s′ a μ′ such that μ ∼pn μ′.
Proof. The proof follows in a similar way as the proof of Lemma 5.6. 
Theorem 6.5
1. Given the logic Lp, for each pair of states s, s′ of a PA, s ∼p s′ iff F(s) = F(s′).
2. Given the logic Lp restricted to formulas with finite depth, for each pair of states s, s′ of a PA, s ∼pω s′ iff Fω(s) = Fω(s′).
3. Given the logic Lp restricted to only binary conjunction, for each pair of states s, s′ of an image-finite PA, s ∼p s′ iff
F(s) = F(s′).
Proof. The soundness follows directly by the following statements:
∀μ,μ′ ∈ Dist(S). μ ∼p μ′ ⇒ FLp(μ) = FLp(μ′)
∀μ,μ′ ∈ Dist(S). ∀n ∈ N. μ ∼pn μ′ ⇒ FLp,n(μ) = FLp,n(μ′).
Combining with Lemma 6.4, the proof for them can be obtained by using combined transitions
a
 instead of
a−→ in the
proofs of (8) and (9), respectively. The completeness proof is similar to the completeness proof of Theorems 6.1, 6.2, 6.3,
respectively, by using the adequate semantics for the temporal operator and combined transitions where necessary. The
Pigeonhole principle used in Theorem 6.3 can be adapted exactly the same way as Theorem 5.7. 
7. Related work
7.1. Bisimulation
This paper gives a taxonomy of logical characterization results for probabilistic automata. While these are novel results
for PA, logical characterizations of simulation and bisimulation for discrete-time and continuous-time Markov chains are
well-studied.
For discrete-time Markov chains (DTMCs), the logic PCTL [11,34] characterizes bisimulations, while PCTL without next-
state formulas characterizes weak bisimulations. The logic CSL characterizes bisimulations for continuous-time Markov
chains (CTMCs), and CSL without next-state formulas characterizes weak bisimulations [34]. A subset of the logic CSL is
actually sufficient for CTMCs and bisimulations even in a setting with continuous state spaces [35].
Hennessy and Milner [17] have introduced a simple modal logic with a single temporal operator 〈a〉. The operator 〈a〉 is
interpreted over states: state s satisfies 〈a〉ϕ if there exists a transition s a−→ s′ such that s′ satisfiesϕ. They have shown that,
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for usual image-finite labeled transition systems (LTSs), the logic characterizes bisimulation soundly and completely. van
Glabbeek [36] has considered image-infinite LTSs, and has also extended the binary conjunction of the Hennessy andMilner
logic with an infinite conjunction operator. With this extended logic (and sub-logic without negations) he has characterized
bisimulation (and simulation) soundly and completely, andmoreover, he has also characterized bisimulation up to∼ω with
the sub-logic consisting of only formulas of finite depth.
For probabilistic systems, Larsen and Skou [2] equipped the modal operator 〈a〉 of Hennessy–Milner logic with a real
value in the interval p ∈ [0, 1] to characterize probabilistic transitions. Intuitively, state s satisfies 〈a〉pϕ if there exists a
transition s
a−→ μ such that μ([[ϕ]]) ≥ p, where [[ϕ]] can be computed recursively. It has been shown that this simple
extension characterizes bisimulation for reactive systems [2] (non-determinism within the same action is not modeled), or
labeled Markov processes [28] (reactive systems but with continuous state space). For probabilistic automata, Jonsson et
al. [37] considered image-finite PAs with a finite set of states and showed that bisimulation and probabilistic bisimulation
can be characterized by the following two-sorted logic:
F ::= |¬F|F ∧ F|〈a〉ϕ (12)
ϕ ::= |¬ϕ|ϕ ∧ ϕ|[F]p.
While non-deterministic formulas F are interpreted over states as usual, probabilistic formulas ϕ are interpreted over
distributions. Thusour logic for (probabilistic) bisimulations, originally introduced in [15], canbeconsideredasan integration
of the two-sorted logic into one level. Recently, D’Argenio et al. [38] have extend that two-sorted logic to characterize
bisimulations for non-deterministic labeled Markov processes.
7.2. Weak bisimulation
Weak bisimulation was first defined in the context of PAs by Segala and Lynch [1], and then formulated for alternating
models by Philippou et al. [39]. Alternating models can be translated to PAs, and in [40] it is shown that the definition for
alternatingmodels is essentially the one for PAs. In [28], Desharnais et al. have defined an alternative equivalent definition of
weak probabilistic bisimulation, and shown that the logic PCTL∗ is sufficient to characterizeweak probabilistic bisimulations
for image-finite alternating models. For the completeness proof, a requirement of compactness to the space of reachable
distributions is needed. It is interesting to see whether the results of this paper can be extended to weak simulations
and bisimulations for PAs, together with some compactness arguments along those of [28]. Partial results already appear
in [41].
A logical characterization of an even weaker relation, called trace distribution precongruence, has been studied in [42]. A
new operator⊕, which has more distinguishing power with respect to distributions, has been introduced for this purpose.
7.3. Coalgebraic logic
Recently, modal logics have been extensively studied in the field of coalgebra. An overview of this work is given in [43].
In the coalgebraic approach, models are transition maps ρ : W → F(W) that assign each w ∈ W ‘successors’ ρ(w)
where F is a functor. For example, functor F might be P in which case w is assigned the set of states reachable from w
in one step. PAs, as considered in this paper, correspond to transition maps of the form ρ : W → (P(D(W)))Act where
D(W) denotes the set of distributions overW . Intuitively, one associates a corresponding set of distributions overW to each
w ∈ W and every label a ∈ Act.
Modularity is a very important feature of the coalgebraic approach [44,45] which admits to logically characterize each
component of the system, for instance the non-deterministic choices P(−) or probabilistic choices D(−), and then to
combine these sub-logics (as multi-sorted logics). In this way, the logic to characterize strong bisimulation for PAs [46]
(when instantiating particular parameters) yields the two-sorted logic by Jonsson et al. [37] (see (12)). Further, if infinite
conjunction is allowed, image-infinite PAs can be characterized. Recently, the coalgebraic approach has been extended to
deal with simulations [47,48]. In the context of PAs, the results are restricted to image-finite PAs and distributionswith finite
support.
Themodularway of deriving logical characterizations for bisimulations and simulations is appealing because it generates
compositemodal logics alongwith the structure, therebyallowing for amoregeneral structure. In thispaper,wehave stressed
an orthogonal kind of modularity which concerns the step condition: if we design a new kind of observation on steps, we
just use the same logic as before and only vary the diamond operator according to the new notion of step.
Let us give more insight into these two kinds of modularities. When considering the PA in Fig. 2, the composed modular
logic is a two-sorted logic (see (12)) which distinguishes states s, s′. To see that, observe that non-deterministic formu-
las in the two-sorted logic are interpreted over states, and probabilistic formulas are interpreted over distributions. The
middle transition is then characterized by a formula faithfully representing its distribution, and this formula cannot be
satisfied by any transition out of s. While the coalgebraic modular approach is suitable for bisimulations and simulations, it
is not straightforward how to extend it to characterize probabilistic bisimulations and simulations. Note that, states s, s′ are
probabilistic bisimilar, and moreover, they are also logically identified in terms of our logic, which is interpreted over dis-
tributions. The logic is essentially the same as the one for characterizing bisimulations, just by using appropriate combined
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transitions in the semantics. For very similar reasons, our approach can be extended to characterize weak bisimulations in a
straightforwardmanner (see Section 7.2). An interesting future work is to develop an approachwhich enjoys the advantages
of both kinds of modularities.
8. Conclusion and future work
This paper has developed a taxonomy of logical characterizations for different simulation and bisimulation relations
for probabilistic automata. These results extend previous work along two major dimensions: we study both simulation
and bisimulation relations, and consider image-infinite PAs. Further, we give improved results for the image-finite case. In
this paper we have considered full distributions, i.e., distribution μ with μ(S) = ∑s∈S μ(s) = 1. Probabilistic systems
with sub-distributions have also been considered in the literature [18,34]. However, we note that our results can be easily
adapted to deal with sub-distributions. 2 As future work, we would like to extend our logic to provide sound and complete
characterization of bisimulation for continuous-time Markov decision processes [49], or Markov automata [30], a related
model.
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