INTRODUCTION
One of the methods that has been under investigation for the reduction of drag on hypersonic aircraft is the use of a plasma generator to ionize the airflow around the aircraft. Evidence for such a reduction in drag has been inferred by Russian researchers from experiments in which the shock-standoff distance for a spherical projectile fired through a weakly ionized plasma was several times the estimated thermal value.
1,2 These results are not well understood. In particular, it is not clear what the relative contributions are of thermal heating on the one hand, and ionization on the other. A series of experiments was undertaken at the Arnold Engineering Development Center to gain further insight into the pertinent mechanisms of such plasma phenomena.
The experiments were performed in AEDC's SI Hypervelocity Impact Range. A radio-frequency generator was used to create weakly ionized plasma in about 15-40 torr of air. Spherical projectiles with diameters of 9.5 and 19.1 mm were fired through the plasma, and a number of diagnostic instruments were used to investigate the resulting interactions. A comprehensive description of these experiments and their results may be found in another paper, also presented at this conference, 3 and elsewhere. 4, 5 The purpose of the present paper is to describe, in detail, the results of planar laser-induced fluorescence (PLIF) experiments in the plasma region. These experiments were performed to determine the rotational temperature of nitric oxide in the plasma, based on the principle of two-line fluorescence thermometry. The results are compared with temperature measurements obtained by the use of thermocouples and by emission spectroscopy of N 2 + .
EXPERIMENTAL SETUP
The design of the experiment was motivated by the need to fire a projectile through the plasma region. For this reason, the electrode assembly inside of which the plasma was generated was mounted in a vacuum tank at the end of the SI Hypervelocity Impact Range launcher. Figure 1 gives an overall view of the setup. Figure 2 shows a detailed schematic of the plasma region. The experiments reported here were performed without a projectile launch. Instead, two overlapping laser sheets were directed along the length of the plasma, to allow the temperature distribution along the nominal projectile path to be mapped out by two-line fluorescence thermometry. A comb was placed in the laser sheets to break the sheets up into parallel bright and dark regions, for the purpose of separating laser-induced fluorescence emission from background emission from the plasma.
Overlapped laser sheets, broken up by combAnode rods Fig. 2 . Schematic of the electrode assembly.
Both excitation sources were Nd:YAG-pumped dyelaser systems. A frequency-doubled Spectra Physics® laser was used to pump a Rhodamine 590/610-based tunable dye laser, the output of which was frequency doubled and then mixed with the Nd:YAG fundamental to produce output at 225.716 nm. A frequency-tripled Continuum® Nd:YAG laser was used to pump a Coumarin-450 based tunable dye laser. Output from it was frequency doubled using a BBO crystal, yielding the required output at the second excitation wavelength, at 225.134 nm. The choice of excitation wavelengths is discussed in Section 3.0, as are further details of the PLIF system.
Two intensified, charge-coupled device cameras were used to image the resulting fluorescence at a resolution of 578 x 384 pixels each. Schott UG-5 filter glass was used to block scattered laser light and room light. The target species was nitric oxide, formed naturally in the plasma. Measurements were made during individual runs of the plasma generator. The device was limited to a duty cycle of 30 sec on and at least 300 sec off to prevent overheating of the generator electrodes. Even so, the appearance of the plasma was typically nonuniform and varied over the course of a run. Figure 3 shows a representative snapshot image, taken with one of the PLIF cameras, but without the laser sheets present. Three streamers are discernible as bright columns in the image: Two at the ends of the upper electrode and one to the left of the image center. The number of streamers was dependent on operating conditions.
In the experiments reported here, the plasma was generated in 30 torr of air by a modified induction heater power supply, rated at 5 kW, with a cycle frequency of 369 kHz. The upper electrode consisted of a 150-mmlong copper plate, which was biased negative relative to the lower electrode rods. 6 " 9 Let 5/ and S2 be the LIF signals associated with excitation of the target species (in this case NO) by the two laser lines. Furthermore, let E, and E 2 be the pulse energies of the two lasers measured at the excitation volume. Then the ratio of the two LIF signals is given by (1) where B 2 and Bj are the Einstein coefficients for stimulated emission for the two lines, J 2 " and Ji" are the rotational quantum numbers of the ground states of the two lines, k is Boltzmann's constant, T is the rotational temperature of the target species, and Ae 2 i is the energy separation between the two ground states. The constant C 21 is an apparatus constant which is given, essentially, by the ratios of the detection efficiencies of the cameras that are used to image the LIF emissions from the plasma. Strictly speaking, C 2I also depends on the line shapes of the two lasers. This dependence is neglected because the line shapes of the two lasers are nearly identical: Both have a line shape that is approximately gaussian, with a full-width at half maximum of 1.0 cm" 1 . Also implicit in Eq. (1) are the assumptions that the two lasers are each tuned to the center of an absorption line, that attenuation of the laser sheets by absorption is negligible, and that the power density in the laser sheets is small enough that no optical saturation takes place. This last requirement is considered in more detail below, both from a theoretical and an experimental standpoint.
The choice of the two excitation lines is determined by the requirements that both lines have good separation from neighboring excitation lines, that both give strong LIF signals, and that the ratio in Eq. (1) Pulse durations for both lasers were about 10 nsec. Both cameras were operated with a 300-nsec gate. A delay of 700 nsec was used between the two pulses to avoid overlap of the emission signal from the first laser with the gate-open time of the second pulse.
To estimate the onset of optical saturation, the following expression was used for the LIF-signal S of a spectral line:
where
Here, E is the energy of the laser pulse measured at the location of the excitation volume, hcv is the energy of a laser photon, a 0 is the line-center absorption cross-section of the transition, A is the area of the laser sheet in the excitation volume, Av is the line width of the transition, and Av L is the line width of the laser. For the present purpose, the onset of optical saturation is defined as the pulse energy at which the quantity l-exp(-SR) in Eq. (3) deviates from its linear approximation (i.e., SR) by precisely 10 percent. This occurs for the value SR = 0.215. In turn, this leads to the following requirements for the laser pulse energies E at the centers of the excitation volumes:
Net pulse energies in the excitation volume were 0.65 mJ for the 225.716 line and 0.56 mJ for the 225.314 line. These values were measured without the comb that was used to break the laser sheets into parallel bright and dark bands. For these energies, Eqs. (5) implies that the crosssectional area of the laser sheets in the excitation volume should be on the order of 85 mm 2 or larger. The size chosen was 25 mm x 3 mm for both sheets. It is confirmed experimentally in Section 5 that saturation is not a problem at these conditions.
The ratio E 2 /Ei from Eq. (1) of the two pulse energies at the excitation volume was measured indirectly, by measuring the pulse energies Pi and P 2 of split-off portions of the two beams at the start of the common transmission optics. For each measurement (that is, for each pair of laser pulses), the ratio P 2 /Pi was then converted to the desired ratio E 2 /E, according to
The quantities with a subscript "ref are those measured at an initial reference condition.
4.0 DATA ANALYSIS Figure 4 shows a typical pair of PLIF images from the plasma region. The direction of the laser sheets is left to right in both images. One strong beam and one weak beam are visible. The difference in beam intensities was an unintended consequence of the nonuniform energy distributions in the laser sheets. In the top and bottom of each image in Fig. 4 , the plasma electrodes are visible, with the cathode at the top. Clearly, natural emission from the plasma is significant, particularly in the regions of the streamers. As in Fig. 3 , three streamers may be discerned: two at the boundaries of the plasma, and one to the left of the image center. The streamer structure changes with .&£ :
",-iwfeÄ-l--: .. time and from one set of images to the next. However, the structure is roughly constant over the l-|0.sec period needed to acquire both images (700-nsec delay plus 300-nsec gate-open time). The following procedure was followed for extracting net LIF signals from images such as those in Fig. 4 . First, a geometric calibration was performed, by imaging a calibration target with both cameras. See Fig. 5 , in which the bold lines form a square grid with linear cell dimensions of 25.4 mm. Next, the PLIF images were divided into 29 vertical bands each. This number was selected as a reasonable compromise between maintaining adequate spatial resolution along the direction of the laser sheets, while being able to average the weak LIF signals over a sufficiently wide region to ensure reasonable statistics. The boundaries of the bands were chosen such that a given band in the 225.716-nm image projects to the same width (6.0 mm) in the plasma as the corresponding band in the 225.134-nm image. Within each band, a single vertical profile was calculated, centered on the dark region between the strong and weak laser beams. A typical example is shown in Fig. 6 . Each vertical profile was divided into bright and dark regions, referring to whether or not laser energy is present. Figure 6 indicates the locations of these boundaries. A quadratic curve (shown as a dashed line in Fig. 6 ) was fitted to the signals in the dark regions to obtain a baseline profile for natural emission from the plasma. The fitted baseline values were subtracted from the total signals to obtain net LIF emission profiles. From these, integrated LIF signal values were obtained, for the strong and weak beams separately, by summing the positive contributions in each region. The net integrated LIF signals are thus given by
Estimates of the standard deviations of these integrated LIF signal values were calculated according to
where n Mg h is the number of points *' , in either in the weak-beam or strong-beam regions, with a positive net signal value, and o^k is an estimate of the noise level of the net signal values in the dark regions, given by
Here, n dark is the number of points i on the net-signal profile that are located in a dark region. The assumption that is implicit in the estimation of the standard deviations AS UF from Eq. (8) is that the effective noise levels in the bright regions are the same as those in the dark regions. It is found below that they are actually somewhat higher. Figure 7 shows overlays of all the vertical profiles that were extracted from the two images in Fig. 4 . The fitted baselines have been subtracted. The data are plotted as a function of relative height in the plasma. The average value of the noise levels cw* from Eq. (9) signals was identical to that described above for the images shown in Fig. 4 . Figure 9 shows the results in the form of axial signalratio profiles. One set of curves was obtained with just the 225.716-nm laser beam entering the plasma region, the other with just the 225.134-nm beam. Both sets consist of a strong-beam ratio and a weak-beam ratio. As expected, the weak-beam ratios show a larger variance about an average value than do the strong-beam ratios. For both the strong and weak beams, the variances in signal ratios are larger, by factors of about 2-3, than the variances (shown as error bars in Fig. 9 ) calculated on the basis of the estimated standard deviations from Eqs. (8) and (9). This seems to indicate that the estimates of the standard deviations of the integrated signal values from Eq. (8) It is now possible to convert the integrated LIF signals S UF from Fig. 8 to axial temperature profiles with the help of Eqs. (2) and (6). Figure 10 shows the results, including error bars. For the strong beam in Fig. 4 , one data point is plotted for each of the 29 axial locations that were selected. For the weak beam, only those data points are shown that have a calculated standard deviation of less than ±500 K. The limits of the error bars were calculated from the estimated standard deviations AS UF from Eq. (8) by replacing the signal ratios S 2 /S, in Eq. (2) with the noise-corrupted ratios (S 2 +AS^/(S r^S i) for the upper limits and (Sr-ASJ/ßi+ASj) for the lower limits. Ordinarily, this calculation would result in an American Institute of Aeronautics and Astronautics AIAA-99-0721 overestimate of the standard deviation of the ratios S 2 /Si and, hence, of the deduced temperatures. In this case, the calculation is justified on the basis that the estimated standard deviations AS LIF from Eq. (8) were found to be low in the calculation of the detection efficiency ratio C 21 in the preceding paragraph. Axial station (left to right in Fig. 4) 10. Axial distribution of LIF-deduced temperatures in Fig. 4 .
Finally, Fig. 11 shows axial profiles of the natural emission signals from the plasma. These values were obtained by evaluating the quadratic baseline fits (such as are shown in Fig. 6 ) at the center positions of the weak and strong laser beams. For each profile, a background value was subtracted, which was obtained from the lowsignal region above the cathode plate (see Figs. 3 and 4) . As will be seen in Section 5.0, the temperature profiles and the emission profiles are strongly correlated. Inspection of the emission distribution thus provides a qualitative temperature diagnostic.
DISCUSSION OF RESULTS
Summarized now are the results from a series of five plasma generator runs, Runs 27-31. For each of these, the location of the laser sheets and the comb are the same as in Fig. 4 , which shows the results of the second of the five runs, Run 28. Figure 12 shows the dual LIF-derived temperature profiles for the five runs. The weak-beam and strongbeam profiles are shown separately. For the weak beam, only data points with a calculated standard deviation of less than ±500 K are shown. Also shown for each run is the background-corrected profile of the natural plasma emission, calculated at the center of the strong beam. The emission profiles are averages of the 225.134-nm and 225.716-nm images. Thus, temporal variations in plasma structure are averaged out in a manner that is similar to that which occurs when calculating the LIF-based temperature distributions from images which are separated in time by several hundred nanoseconds.
The first observation about the results in Fig. 12 is that the weak-beam temperatures are consistent with the strong-beam values within the calculated uncertainties. To be precise, for the 80 points in Fig. 12 for which both weak-beam and strong-beam temperatures are available, the weak-beam temperatures are higher than the strongbeam values by only 21 K on average. In fact, they should be somewhat higher, given the positive correlation between plasma emission and temperature that is found below. The consistency between the weak-beam and strong-beam temperatures confirms that optical saturation, with its accompanying nonlinearities, is not a problem, in agreement with the calculations in Section 3.0.
Second, the results in Fig. 12 show that there is a distinct correlation between the shapes of the temperature profiles and the shapes of the corresponding emission profiles. In particular, regions of elevated temperature coincide consistently with the streamer regions in the plasma, which are marked by elevated emission levels. Emission deviation from avg., % Fig. 13 . Correlation between intensity variation and emission variation along strong beams.
deviations in temperature and emission are calculated relative to the average values per run. Despite the scatter of the data, a positive correlation between the two quantities is evident. A linear curve fit to the data in Fig.  13 gives a slope of 0.27 for this correlation. This implies that the temperature varies as the background-corrected emission intensity raised to the power 0.27. With this information, it is possible to estimate the temperature distribution in the whole plasma region from the emission distribution according to
where iw is the emission intensity at an arbitrary point in the plasma, E UF is the average emission along the length of the laser sheets, and T UF is the average temperature along the length of the laser sheets. For the five runs from Fig. 12 , this last value is 1368 K, with a one-sigma spread of 257 K (see Fig. 14) . Using Eq. (10), a series of vertical temperature profiles was calculated for the snapshot image from Fig.  3 . First, the 225.134-nm image was remapped to overlay the 225.716-nm image. The two images were averaged and the average emission intensity, E emis from Eq. (10), was calculated at the position of the strong laser beam in Fig. 4 . Temperatures elsewhere in the plasma were then calculated using Eq. (10), with T UF = 1368 K. Results from this calculation are shown in Fig. 15 . The range of temperatures is 630 to 2100 K, which is roughly the range of the data in Fig. 13 from which the correlation in Eq. (10) is derived. Of course, the temperatures in Fig. 15 are tentative, given the scatter in the data in Fig. 13 . In addition, the emission from the plasma is a threedimensional effect, whereas the LIF temperature values are essentially for a two-dimensional slice through the plasma. 6.0 CONCLUSIONS Rotational temperatures of nitric. oxide in a weakly ionized radio-frequency plasma were determined to be in the range 1000-2000 K by two-line laser-induced fluorescence thermometry. A positive correlation was observed between natural emission from the plasma and temperatures along the path of a 6-mm-high laser sheet. Based on this correlation, temperatures in other regions in the plasma were estimated to be in the range 630-2100 K, with the highest temperatures near the cathode. Consistent results for the LIF-derived temperatures were obtained for weak-beam and strong-beam excitation. This indicates that the power densities of the excitation light are small enough that optical saturation is avoided. The LIFderived temperatures compare reasonably well with those derived by the use of thermocouples (1150 K) and by AIAA-99-0721 emission spectroscopy of N 2 + (700 K). 3 All three temperatures are too low to account for the observed shock-standoff distances in the experiments in which spherical projectiles were fired through the plasma.
3 This result appears to confirm the conclusions reached by Russian researchers, 1, 2 namely that an as-yet notunderstood plasma phenomenon is responsible for the apparent reduction in drag on projectiles fired through a plasma.
The combination of LIF-temperature measurements and the extrapolation of the LIF-based results to the entire region in the plasma offer the opportunity to provide realistic inputs for three-dimensional computational fluid dynamic calculations of the shock formation around a spherical projectile. Initial calculations of this sort indicate that the existence of vertical temperature gradients in the plasma may have a significant effect on the resulting shock shapes, and hence on the attribution of observed shock stand-off distances to either thermal or plasma effects.
