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1 
This paper is concerned with recurrence equations of the form 
P(k) Y(k + 1) + (q(k) -P(k) -P(k - 1)) y(k) 
+ p(k- l)L’(k-1)=0 (1) 
where p(k) is real and positive for k =O, l,..., n and q(k) is real for 
k = 1, 2,..., n. In terms of the differencing operator A, Eq. (1) can be written 
in the form 
A(p(k - 1) &(k - 1)) + q(k) y(k) = 0, (2) 
which can be viewed as a discrete analogue of the self-adjoint second-order 
differential equation 
(P(X)Y’(-xl) + d-x) I’(X) = 0, P(X) ’ 0. (3) 
Sturmian comparison theorems have been derived for recurrence 
equations of the form (1) but they are neither general (e.g., [2, Lemma 21) 
nor precise (e.g., [4, p. 1531). This is surprising since sophisticated Stur- 
mian comparison theorems have been obtained for various kinds of dif- 
ferential equations [S, S]. In this note, we intend to derive some com- 
parison theorems which are comparable to those for differential equations 
of the form (3). The idea behind our investigations is not new and is similar 
to the idea of Leighton [6]. Indeed, while Leighton relates the existence of 
zeros of solutions of (3) to the positive definiteness of quadratic 
functionals, we relate the existence of “nodes” of solutions of (1) to the 
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positive definiteness of quadratic forms. Needless to say, however, the 
details presented here will be quite different. 
We first define the concept of a node and mention a few preparatory 
results. Let .f be defined on a set of consecutive integers a, a + I ,..., b. If the 
points (k,f(k)), k = a,..., h, are joined by straight line segments to form a 
broken line, then this broken line gives rise to a representation of a con- 
tinuous function, henceforth denoted by ,f’*(t), such that ,f*(k) =J’(k) for 
k = a,..., h. The zeros of .f*(t) are called the nodes of ,f(k) or the nodes of 
the vector col(f(a) ,...,, f‘(h)). 
Let A be the following symmetric tridiagonal matrix: 
(4) 
Let X(k) be the kth leading principal minors of the matrix A, then for k > 1 
(if we define X(0) = 1 ), 
X(k) = d(k) X(k - 1) - r’(k - 1) X(k - 2). (5) 
Furthermore, we have 
LEMMA 1. Let X(0) = 1 and X(k) be the k th leading principal minors qf 
the matrix A. If X(k) is not equal to zerofor k = I,..., n - 1, then for anJ> vec- 
tor y = col( y( 1 ),..., y(n)), 
yTAy = x:k(l)l) y(k) + r(k) y(k + 1) *, 
The proof follows from Jacobi’s method of completing the squares for 
quadratic forms (see Gantmacher [9, p. 3021 or Fort [4, p. 1361). 
Under the above stated conditions on p(k) and q(k), a solution of (1) is 
defined for k = O,..., n + 1. For this reason, we shall call a solution of (1) a 
solution vector and denote it by y = col( y(O),..., ~(n + 1)). It is known that 
any solution vector of (1) is uniquely determined by specifying two of its 
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consecutive terms. It is also known that two linearly independent solutions 
of (1) can be written as determinants. Indeed, let 
Q(k) = q(k) -p(k) -0 - 1) 
and let D(0) = 1 and let D(k) be the kth leading principal minors of the 
matrix (4) with d(k) replaced by -Q(k) and r(k) replaced by -p(k). Let 
E(1) = 1 and let E(k) be the (k - 1)th leading principal minors of the 
matrix 
-Q(2) -P@) 0 
-p(2) -Q(3) -p(3) 
-p(n-2) -Q(n-1) -(n- 1) 
0 -p(n- 1) -Q(n) 
LEMMA 2 (Brown Cl]). Let C(k)=p(l)...p(k) for k= l,...,n. Zj 
u = col(u(0) ,..., u(n + 1)) is CI solution qf‘ (1 ), then for k = l...., n, 
u(k + 1) = (u( 1) D(k) - u(0) (0) E(k))/C(k). 
Let G and p be nonnegative real numbers. Let B(o, p) be the matrix 
-Q(l)+0 -p(l) 0 
-P( 1) -Q(2) -A+‘) 
-p(n-2) -Q(n- 1) -p(n-1) 
0 -p(n- 1) -Q(n)+p 
then by means of (5), we can easily verify that 
LEMMA 3. The leading principal minors of B(o, p) are D( 1) + aE( l),..., 
D(n - 1) + aE(n - 1) and D(n) + crE(n) + ,u(D(n - 1) + oE(n - 1)) respec- 
tively. 
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2 
In the sequel, a and fi are nonnegative real numbers. Let G be the matrix 
-p(n--2) -Q(H-1) -p(n-1 
0 -P(- 1) -Q(n) 
0 B 
1 0 
-AnI 
1 CI 0 
-P(O) -Q(l) -p(l) 0 
0 -PC1 1 -Q(2) -P(2) 
For any vector y = col(y(O),..., y(n + 1)) define 
JCYI = Y ‘GY. 
It is easily seen that if y satisfies 
Y(O) + UYxy( 1)= 0, 
An + 1) + Mn) = 0, 
then 
JCYI = (Al),..., An)) B(ccp(O), bp(n)) col(y(OL y(n)). 
(6) 
(7) 
(8) 
Note that y satisfies (6) if and only if 1 - l/( 1 + a) is a node of y, and y 
satisfies (7) if and only if n + l/( 1 + /3) is a node of y. 
THEOREM 1. Jf (1) has a solution u = col(u(O),..., u(n + 1)) such that 
u(O)+au(l)=O and u*(t)>Ofor 1 -l/(1 --cr)<tdn+ l/(1 +fi), then for 
any nontrivial vector y satisfying (6) and (7), J[y] is strictly positive. 
Proof: Since y satisfies (6) and (7) it is trivial if an only if 
col( y( 1 ),..., y(n)) is trivial. Furthermore, since (8) holds, it suffices to show 
that B(clp(O), bp(n)) is positive definite. Indeed, by Lemma 3, the leading 
principal minors of @up(O), fip(n)) are D( 1) + up(O) E( 1 ),...,D(n - 1) + 
cxp(0) E(n - 1) and D(n) + up(O) E(n) + Bp(n)(D(n - 1) + up(O) E(n - l)), 
respectively. Moreover, by Lemma 2, for k = l,..., n, 
4k + 1) = (u(l) D(k) - 40) ~(0) E(k))lC(k! 
= 41 )(Wk) + UP(O) E(k))lC(kL (9) 
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Therefore, the above-mentioned minors satisfy 
D(k) + ap(0) E(k) = C(k) u(k + l)/U( 1) > 0, l<k<n-1 
and 
D(n) + @P(O) E(n) + Bp(n)(Wn - 1) + UP(O) an - 1 )I 
= C(n)(u(n + 1) + /I+.4(n))/u( 1) > 0 
as desired. Q.E.D. 
Similar arguments can be used to establish the fact that if (1) has a 
solution u = col(u(O),..., u(n + 1)) such that u(n + 1) + flu(n) = 0 and 
u*(t)>0 for 1 -l/(1 +a)<t<n+ l/(1 +/I), then the conclusion of 
Theorem 1 holds. 
THEOREM 2. If (1) has a solution u = col(u(O),..., u(n + 1)) such that 
u(O) + (xu( 1) = 0 and u(n + I ) + fiu(n) = 0 and u(k) > 0 for k = l,..., n, then 
,for any nontrivial vector y sati$fying (6) and (7), J[y] is nonnegative and 
J[y] = 0 if and only if y is a constant multiple of u. 
Proof: Let F(0) = 1 and let F(k) be the kth leading principal minors of 
the matrix B(ccp(O), BP(n)). As can be seen from the proof of Theorem 1, 
F(k) = D(k) + crp(0) E(k) > 0, 16kdn-1 
F(n)=C(n)(u(n+ l)+@(n))/u(l)=O. 
In view of Lemma 1 and (8) 
Equality holds if and only if 
F(k) 
-y(k)-p(k)y(k+ l)=O, 
F(k- 1) 
k = l,..., n - 1 
which is equivalent to 
y(k + 1) = F(k) Y( 1 )/C(k)> k = l,..., n - 1. (10) 
If we compare (10) with (9), we see that the vector (y(l),..., y(n)) is a con- 
stant multiple of (u( 1 ),..., u(n)). Since y and u both satisfy conditions of the 
form (6) and (7), y is a constant multiple of u. Q.E.D. 
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THEOREM 3. Zf (1) has a solution u = col(u(O),..., u(n + 1)) such that 
u*(t) > 0 for 1 - l/( 1 + a) 6 t <n + l/( 1 + fl), then for any nontrivial vector 
y satisfying (6) and (7), J[y] is strictly positive. 
Proqfi For convenience, denote (u(0) + au( 1 ))/u( 1) by r. Also, let 
F(k) = D(k) + up(O) E(k) for k = l,..., n. Let v = col(u(0) ,..., u(n + 1)) be 
defined by 
u(k) = u(k), k = l,..., n + 1 
= -cm(l), k=O 
and let 4(k), k = l,..., n, be defined by 
4W)=q(l)+vdO), k=l 
= q(k)> k = 2,..., n. 
Then v is a solution of 
p(k)y(k+ 1)+(4(k)-p(k)-p(k- l))y(k)+p(k- l).v(k- l)=O 
and satisfies u(O)+c(~‘(l)=O and v*(t)>0 for 1 -l/(1 +x)<tb 
n + l/( 1 + b). In view of the proof of Theorem 1, the matrix B 
-(ci(l)~P(1)-(o))+‘~PP(o) -P(l) 0 
I 
, 
-P(l) -Q(2) -/7(2) 
. 
-QW 1) -P(n- 1) 
-p(n - 1) -Q(n) + BP(n) , 
is positive definite so that its leading principal minors F( 1) - rp(0) 
E( 1 ),..., F(n - 1) - rp(0) E(n - 1) and F(n) - zp(0) E(n) + fip(n)(F(n - 1) - 
rp(0) E(n - 1)) are positive. Recall that E( 1) = 1 and note that 
E(2),..., E(n - 1) and 
E(n) + b(n) E(n - 1) 
-Q(2) -p(2) 0 
-P(2) -Q(3) -p(3) 
= 
-Q(n- 1) -An- 1) 
-An - 1) -Q(n) + BP(~) 
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are principal minors of the positive definite matrix & thus 
F( 1) > T/7(0) E( 1) > o,..., 
F(?l - 1) > TJ@) E(n - 1) > 0 
and 
which imply that B(ap(O), bp(n)) is positive definite as required. Q.E.D. 
To summarize, Theorems 1, 2 and 3 say that if (1) has a nontrivial 
solution y satisfying (6) (7) and J[y] is nonpositive, then every solution of 
(1) except a constant multiple of y, has a node in (1 - l/( 1 + c1), 
n+ l/(1 +B)i 
3 
Let p,(k) be positive for k = 0, l,..., n and q,(k) be real for k = l,..., n. In 
addition to (1) consider the recurrence equation 
P,(k).dk+ 1)+(4,(k)-p,(k)-p,(k- l))y(k)+p,(k- l)Ak- l)=O, 
/ 
(11) 
and its associated matrix G, and associated quadratic form J, which are 
analogues of the matrix G and the quadratic form J defined before. The 
following is a discrete analogue of the comparison theorem of Leighton and 
Swanson [8, Theorem 1.51. 
THEOREM 4. Suppose y = col(y(O),..., y(n + 1)) is a nontrivial solution of 
(11) satisfying (6) and (7). ZfJ,[y] >J[y], then every solution u of (1) has 
a node in (1 - l/(1 + tl), n + l/(1 +/I)). ZfJ,[y] =J[y], then every solution 
u of (1) has a node in (1 - l/( 1 + CI), n + l/( 1 + /3)) unless u is a constant 
multiple qf y. 
Proof Note that G,y =0 which implies J,[y] = y’G,y = 0. If 
J[y] <J, [y] = 0, then in view of Theorems 1, 2 and 3, every solution of 
(1) has a node in the interval (l-l/(l+a),n+l/(l+~)). If J[y]= 
J, [y] = 0, and if u is a solution of (1) satisfying u*(t) > 0 for 
l-l/(l+cc)<t<n+l/(l+/I), then Theorems2 and 3 imply that u is a 
constant multiple of y. Q.E.D. 
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Note that for any y satisfying (6) and (7) J,[y] -.J[y] is equal to 
(P,(O)-P(O))(l +~)Y*(l)+(Pl(n)-P(n))(l +B)y’(n) 
no- I 
+ c (P,(k)-P(k))(dY(k))*+ i (4(k)-4,fk))Y2(k). 
&=I k-l 
As a consequence, we have the following discrete anaiogue of the classical 
Sturm-Picone comparison theorem. 
THEOREM 5. 5'uppose p,(k)3p(k) ,for k=O,...,n and q(k)aq,(k) ,for 
k = l,..., n. If (11) has a nontrivial solution y which has nodes 1 - I/( 1 + a) 
and n + I/( 1 + /?), then every solution of (1) has a node in (1 - l/( 1 + (x), 
n + l/( 1 + p)) unless it is a constant multiple ofy. 
In the above theorem, various additional conditions can be imposed so 
that every solution of (1) has a node in (1 - I/( 1 + cc), n + l/( 1 + p)). The 
obvious ones are 
6) ~(0) <P,(O) or p(n) <pl(nL and 
(ii) q(i)>q,(i) and q(i+ l)>q,(i+ 1) for some integer i in 
Cl,+ 11, 
since they guarantee that J, [y] - J[y] > 0. A less obvious one is 
(iii) q(i)>ql(i) for some integer i in [l,n] and p,(k)>p(k) for 
k = l,..., n - 1. 
To see this, note that if J, [y] = J[y] then (iii) implies ,v( 1) = ... =,v(n). 
Since y( f ) is not zero, we may assume y( 1) > 0 so that dy(0) < 0, dy(n) > 0 
and y(k)=y(l)>O for k=l,..., n. If (1) has a solution which is a constant 
multiple of y, then 
(pl(i)-p(i)) dy(i)= (p,(i- 1)-d- 1)) AA- 1) 
+ (Y(i) - q,(i)) Y(i) ’ 0. 
But this implies y( i + 1) > y(i) which is contradiction. 
THEOREM 6. Suppose p,(k) >p(k) for k =O,..., n and q(k) 3 q,(k) for 
k = l,..., n. Suppose further that (i), (ii) or (iii) holds. Zf (11) has a nontrivial 
solution y with nodes 1 - l/( 1 + cx) and n + 1/( 1 + /I), then every solution of 
(1) has a node in (1 -l/(1 +cx), n+ l/(1 +/I)). 
In the special case that Eqs. (1) and (11) coincide, we obtain the well- 
known separation theorem [3, 71. 
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THEOREM 7. The nodes of linearly independent solutions of (1) separate 
each other. 
We close this section by the following example which shows that 
Theorem 5 is weaker then Theorem 4. This example is a discrete analogue 
of an example given by Leighton [6]. The vector u = col(0, J3/2, J3/2, 0) 
is a nontrivial solution of 
d2u(k - 1) + u(k) = 0, k=1,2 (12) 
with nodes 0 and 3. Let w  be a real number in (1, 3/2) and consider the 
equation 
‘4sl(k - 1) + (k + 1 -w) v(k) = 0. (13) 
Since J,[u] -J[u] = 3(3 - 20)/4>0, every solution of (13) has a node in 
(0, 3). This cannot be concluded from Theorem 5 since 1 > k + 1 -o for 
k= 1 and 1 <k+ 1 --w for k=2. 
4 
We have seen in the previous sections the relations between the positive 
definiteness of quadratic forms and the existence of nodes of solutions of 
(1). It may be questioned whether there are relations between the negative 
definiteness of quadratic forms and the existence of nodes of solutions of 
(1). Indeed, we have the following results which are complementary to 
Theorems 1 through 6. 
THEOREM 1’. Zf ( 1) has a nontrivial solution u such that u(0) + cw( 1) = 0 
and has n nodes in (1 - l/( 1 + a), n + I/( 1 + j)), then for any nontrivial vec- 
tor y satisf:ving (6) and (7) J[y] is strictly negatiue. 
THEOREM 2’. rf (1) has a nontrivial solution u such that u(0) + CLU( 1) = 0 
and u(n + 1) +/b(n) =0 and has n - 1 nodes in (1 - l/( 1 + CI), 
n + l/( 1 + fi)), then for any nontrivial vector y satisfying (6) and (7), J[y] is 
nonpositive and J[y] = 0 tf and only tf y is a constant multiple of u. 
THEOREM 3’. If (1) has a nontrivial solution u such that u has n + 1 nodes 
in (1 - l/( 1 + a), n + l/( 1 + /I)), then for any nontrivial vector y satisfying 
(6) and (7), J[y] is strictly negative. 
THEOREM 4’. Suppose y is a nontrivial solution of (11) satisfying (6) and 
(7). If J, [y] < J[y], then every nontrivial solution of (1) has at most n nodes 
in [l - l/(1 + LX), n + l/( 1 + p)]. Zf J, [y] = J[y], then every nontrivial 
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solution u of (1) has at most n nodes in [ 1 - l/( I + c1), n + l/( 1 + fl)] unless 
u is u constant mulfiple of y. 
THEOREM 5’. Suppose p,(k) <p(k) for k = O,..., n and q(k) d q,(k) for 
k = l,..., n. Zf (1) has a nontrivial solution y satisfying (6) and (7), then every 
nontrivial solution qf (1) has at most n nodes in [I1 - Ml + a), 
n + l/( 1 + /3)] unless it is a constant multiple ofy. 
THEOREM 6’. Suppose p,(k) <p(k) .for k = O,..., n and q(k) d q,(k) ,for 
k = I,..., n. Suppose further that either 
(i’) p(O) >PI(0) or p(n) >pI(n); 
(ii’) q(i)<q,(i) and q(i+l)<q,(i+l) ,for some itlteger i in 
[I, n-I]; or 
(iii’) q(i) <q,(i) for some integer i in [l, n] and p,(k)<p(k) for 
k = l,..., n - 1 holds. If (11) has a nontrivial solution y with nodes 
1 - l/( 1 + c() atzd n + l/( 1 + /I), then every nontrivial solution of (1) has at 
most n nodes in [l -l/(1 +a), n+ l/(1 +/I)]. 
The proofs of these theorems are analogous to those of Theorems l-6 
and are thus omitted. 
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