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The distribution of coherence in multipartite systems is one of the fundamental problems in the resource
theory of coherence. To quantify the coherence in multipartite systems more precisely, we introduce new co-
herence measures, incoherent-quantum (IQ) coherence measures, on bipartite systems by the max- and min-
relative entropies and provide the operational interpretation in certain subchannel discrimination problem. By
introducing the smooth max- and min- relative entropies of incoherent-quantum (IQ) coherence on bipartite sys-
tems, we exhibit the distribution of coherence in multipartite systems: the total coherence is lower bounded by
the sum of local coherence and genuine multipartite entanglement. Besides, we find the monogamy relationship
for coherence on multipartite systems by incoherent-quantum (IQ) coherence measures. Thus, the IQ coherence
measures introduced here truly capture the non-sharability of quantumness of coherence in multipartite context.
I. INTRODUCTION
The key feature of quantumness in a single system can be
captured by quantum coherence, stemming from the superpo-
sition principle in quantum mechanics. Quantum coherence,
as one of the most primitive quantum resource, plays a crucial
role in a variety of applications ranging from thermodynamics
[1, 2] to metrology [3]. Recently, the resource theory of coher-
ence has attracted much attention [4–10]. There are other no-
table resource theories including quantum entanglement [11],
asymmetry [12–18], thermodynamics [19], and steering [20],
among which entanglement is the most famous one and can
be used as a basic resource for various quantum information
processing protocols such as superdense coding [21], remote
state preparation [22, 23] and quantum teleportation [24].
In a resource theory, there are two basic elements: free
states and free operations. The free states in the resource
theory of coherence are called incoherent states, which are
defined as the diagonal states in a given reference basis
{ | i〉 }d−1i=0 for a d-dimensional system. The set of inco-
herent states is denoted by I. Any quantum state can be
mapped to an incoherent state by the full dephasing operation
∆(ρ) =
∑d−1
i=0 〈i |ρ| i〉 |i〉〈i|. However, there is still no general
consensus on the set of free operations in the resource theory
of coherence. Here, we take the incoherent operations (IO) as
the free operations, where an operation Λ is called an inco-
herent operation (IO) if there exists a set of Kraus operators
{Ki} of Λ such that KiIK†i ⊆ I for each i [4]. To quan-
tify the amount of coherence in the states, several operational
coherence measures have been proposed, namely, the relative
entropy of coherence [4], the l1 norm of coherence [4], the
max-relative entropy of coherence [25, 26] and the robustness
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of coherence [27]. These coherence measures provide the lu-
cid quantitative and operational description of coherence.
The distribution of quantum correlations in multipartite sys-
tems is one of the fundamental properties distinguishing quan-
tum correlations from the classical ones, as quantum correla-
tions cannot be shared freely by the subsystems. For example,
for any pure tripartite state, if Alice and Bob share a maxi-
mally entangled state, then neither Alice nor Bob can be en-
tangled with Charlie, which is dubbed as the monogamy of
entanglement [28–31]. Besides, the monogamy of coherence
has been investigated in Refs. [32, 33], where it has been
shown that the monogamy of coherence for relative entropy
of coherence does not hold in general. The distribution of
coherence in bipartite and multipartite systems has also been
investigated in Ref. [34] and [35], respectively. In [35], the
following trade-off relation in multipartite systems has been
demonstrated,
C ≤ CI + CL, (1)
where C is the total coherence of the whole system, CI
is called intrinsic coherence which captures the coherence
between different subsystems, CL is called local coherence
which describes the coherence located on each subsystem, and
all these three coherence measures are defined by some dis-
tance measure which is required to satisfy some conditions,
such as triangle inequality. However, it seems that none of
the coherence measures defined by l1 norm, relative entropy
or Jensen-Shannon divergence meets the requirements in Ref.
[35], as the existence of triangle inequality for relative entropy
and Jensen-Shannon divergence is still unknown, while the l1
norm is superadditive for product states, for which a coher-
ence measure is required to be subadditive so that the local
coherence will be upper bounded by the sum of the coherence
in each subsystem [35]. Thus, a rigorous characterization of
the distribution of coherence in multipartite system is impera-
tive and of paramount importance.
Here, we investigate the distribution of coherence in multi-
partite system in terms of the max- and min- relative entropies.
The well-known conditional and unconditional max- and min-
entropies [36, 37] can be derived from the max- and min- rela-
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2tive entropies. Max- and min-relative entropies have also been
used to define entanglement monotones and their operational
significance in manipulation of entanglement has also been
provided in Refs. [38–41]. Coherence measures based on
the max- and min-relative entropies have been introduced in
Refs. [25, 26], where the operational interpretations have also
been provided in Ref. [25]. In this letter, incoherent-quantum
(IQ) coherence measures on bipartite systems are introduced
in terms of the max- and min-relative entropies, which cap-
ture the maximal advantage of bipartite states in certain sub-
channel discrimination problems. By introducing the smooth
max- and min-relative entropies of IQ coherence measures on
bipartite systems, we find that the total coherence of a multi-
partite state is lower bounded by the sum of local coherence in
each subsystem and the genuine multipartite entanglement in
the multipartite system. Moreover, we obtain the monogamy
of coherence in terms of IQ coherence measure. Therefore,
the IQ coherence measures introduced here truly capture the
non-sharability of quantumness.
II. MAIN RESULT
Let H be a d-dimensional Hilbert space and D(H) the set
of density operators acting onH. The max-relative entropy of
coherence for a given state ρ ∈ D(H) is defined as
Cmax(ρ) = min
σ∈I
Dmax(ρ||σ),
where max-relative entropy Dmax [38, 39] is defined as
Dmax(ρ||σ) = min {λ ∈ R+ : ρ ≤ 2λσ } .
The coherence measure Cmax has been proved to play an cru-
cial role in some quantum information processing tasks in
Ref. [25]. For multipartite state ρ ∈ D(H⊗N ), Cmax(ρ) =
minσN∈I1:2:···:N Dmax(ρ||σN ), where the incoherent states
I1:2:···:N is the set of incoherent states D(H⊗N ) and the state
σN ∈ I1:2:···:N has the following form
σN =
∑
i
piσi,1 ⊗ . . .⊗ σi,N , (2)
with all σi,k being diagonal in the local basis.
To quantify the coherence in multipartite system more
precisely, let us introduce the following coherence measure
on bipartite system, which is called max-relative entropy of
incoherent-quantum (IQ) coherence. For a bipartite state
ρAB ∈ D(HA ⊗HB),
CA|Bmax (ρAB) := min
σA|B∈IQ
Dmax(ρAB ||σA|B), (3)
where the set of incoherent-quantum states IQ [9, 42] is given
by
IQ = {σA|B ∈ D(HA ⊗HB)|σA|B =
∑
i
piσ
A
i ⊗ τBi ,
σAi is incoherent, τ
B
i ∈ D(HB)}.
As a coherence measure on bipartite systems, CA|Bmax satis-
fies the following properties: (i) positivity, CA|Bmax (ρ) ≥ 0
and CA|Bmax (ρ) = 0 iff ρ ∈ IQ; (ii) monotonicity under
incoherent operation ΛAIO on A side, that is, C
A|B
max (ΛAIO ⊗
I(ρAB)) ≤ CA|Bmax (ρAB); (iii) strong monotonicity under in-
coherent operation on A side, that is, for incoherent op-
eration ΛAIO(·) =
∑
iK
A
i (·)KA†i with KAi IKA†i ⊂ I,∑
i piC
A|B
max (ρ˜i) ≤ CA|Bmax (ρ), where pi = Tr
[
KAi ρABK
A†
i
]
and ρ˜i = KAi ρABK
A†
i /pi; (iv) monotonicity under quantum
operation ΛB on B side, CA|Bmax (I⊗ΛB(ρAB)) ≤ CA|Bmax (ρAB);
(v) quasi-convexity, for ρAB =
∑n
i piρi, C
A|B
max (ρAB) ≤
maxi C
A|B
max (ρi).
The proof of above properties can be given in the same way
as that of Cmax in Ref. [25]. For any bipartite state ρAB with
ρA = TrB [ρAB ], C
A|B
max (ρAB) ≥ Cmax(ρA) , which comes
directly from the property (iv). If the subsystem B is trivial,
i.e., dimHB = 1, then CA|Bmax reduces to Cmax on subsystem
A.
Maximum advantage achievable in subchannel discrimi-
nation with the assistance of a quantummemory.– In the fol-
lowing, we investigate the information processing task: sub-
channel discrimination problem, which provides an opera-
tional interpretation of CA|Bmax . Subchannel discrimination is
an important information task and it tells us which branch of
the evolution a quantum system should go [43].
A subchannel E is defined to be a linear completely positive
and trace non-increasing map, and if the subchannel E is also
trace preserving, then E is called a channel. An instrument
J = { Ek }k for a channel E is a collection of subchannelsEk such that E =
∑
k Ek [43]. An incoherent instrument II
for an IO E is a collection of subchannels { Ek }k such thatE = ∑k Ek [25].
Given an bipartite state ρAB and an instrument IA =
{ EAk }k for a quantum channel EA on part A, consider the
joint positive operator valued measure (POVM) {MABk }k on
AB with MABk ≥ 0 and
∑
kM
AB
k = IAB . The probabil-
ity of successfully discriminating subchannels in IA by joint
POVM {MABk }k is given by
psucc(IA, {MABk }k , ρAB) =
∑
k
Tr
[EAk (ρAB)MABk ] .
And the optimal probability of successfully discriminating
subchannels in IA over all joint POVM is given by
psucc(IA, ρAB) = max{MABk }k
∑
k
Tr
[EAk (ρAB)MABk ] .
If the input states are restricted to be incoherent on A’s side,
i.e., IQ states, then the optimal probability over all IQ states
is
pIQsucc(IA) = max
σA|B∈IQ
psucc(IA, σA|B).
Theorem 1. Given a bipartite state ρAB ∈ D(HA ⊗HB), it
holds that
2C
A|B
max (ρAB) = max
IIA
psucc(I
I
A, ρAB)
pIQsucc(IIA)
, (4)
3AB ABM
A AMkk}{
kk}{
FIG. 1. Schematic diagram of subchannels determination problem.
In the first scenario, the subchannels are only distinguished by local
measurement on A side, and the advantage achievable by coherent
states is captured byCmax(ρA) [25]. In the second scenario, the sub-
channels are distinguished by the joint measurement on AB, and the
advantage achievable by bipartite states is captured by CA|Bmax (ρAB).
Here, MA (or MAB) denotes the measurement on A (or AB).
where the maximization is taken over all the incoherent instru-
ment IIA on part A.
The proof of Theorem 1 is presented in Appendix A. This
result illustrates that the maximal advantage of bipartite states
in such subchannels discrimination problem can be exactly
captured by CA|Bmax , which also provides an operational inter-
pretation of CA|Bmax . As for any bipartite state ρAB with re-
duced state ρA on subsystem A, C
A|B
max (ρAB) ≥ Cmax(ρA),
this means that the success probability of discriminating sub-
chanels on part A can be improved with the assistance of a
quantum memory B. ( See Fig. 1)
In Ref. [25], the min-relative entropy of coherence Cmin
has also been defined,
Cmin(ρ) = min
σ∈I
Dmin(ρ||σ),
where the min-relative entropy Dmin [38, 39] is defined as
Dmin(ρ||σ) := − log Tr [Πρσ] ,
with Πρ denoting the projector onto the support supp[ρ] of ρ.
Here, we define the min-relative entropy of IQ coherence on
bipartite states,
C
A|B
min (ρAB) = min
σA|B∈IQ
Dmin(ρAB ||σA|B). (5)
Moreover, the relative entropy of IQ coherence measureCA|Br
has also been defined in Ref. [9],
CA|Br (ρAB) := min
σA|B∈IQ
S(ρAB ||σA|B),
where CA|Br plays an important role in the assisted distilla-
tion of coherence [9, 42]. Since Dmin(ρ||σ) ≤ S(ρ||σ) ≤
Dmax(ρ||σ) for any quantum states ρ and σ [38], we have the
following relationship,
C
A|B
min (ρAB) ≤ CA|Br (ρAB) ≤ CA|Bmax (ρAB). (6)
Let us introduce the -smooth max- and min-relative en-
tropy of IQ coherence as follows,
CA|B,max (ρAB) : = min
ρ′AB∈B(ρAB)
CA|Bmax (ρ
′
AB), (7)
C
A|B,
min (ρAB) : = max
0≤OAB≤IAB
Tr[OABρAB ]≥1−
min
σA|B∈IQ
− log Tr [OABσA|B] , (8)
where B(ρ) := { ρ′ ≥ 0 : ‖ρ′ − ρ‖1 ≤ ,Tr [ρ′] ≤ Tr [ρ] }
and IAB denotes the identity on HA ⊗ HB . By the smooth
max- and min-relative entropy of IQ coherence, the equiva-
lence between CA|Bmax , C
A|B
min and C
A|B
r in the asymptotic limit
can be also obtained,
lim
→0
lim
n→∞
1
n
C
An|Bn,
max \min(ρ
⊗n
AB) = C
A|B
r (ρAB). (9)
The proof of this result is presented in Appendix B.
Now, we are ready to investigate the coherence distribution
in multipartite systems. For convenience, we denote coher-
ence measure C(A|B) := CA|B(ρAB), C(AB) := C(ρAB),
C(A|B) := CA|B,(ρAB) and C(AB) := C(ρAB). Al-
though coherence is defined to capture the quantumness in a
single system, collective coherence between different subsys-
tems needs to be considered in multipartite systems. To quan-
tify the collective coherence between different subsystems,
the local coherence needs to be omitted. Thus the minimiza-
tion over the incoherent states I1:2:···:N needs to be relaxed to
the separable states S1:2:···:N [35], where τN ∈ S1:2:···:N has
the form τN =
∑
i piτi,1⊗τi,2⊗. . .⊗τi,N with τi,k ∈ D(Hk).
For an N-partite state ρA1...AN , the max-relative entropy of
collective coherence is defined by
EA1:...:ANmax (ρA1...AN ) = min
τN∈S1:2:···:N
Dmax(ρA1...AN ||τN ),
which is the genuine multipartite entanglement among
A1, . . . , AN in terms of the max-relative entropy. The multi-
partite entanglement measureEA1:...:AN (ρA1...AN ) is denoted
by E(A1 : . . . : AN ) for short in the following context.
Since the max-relative entropy fulfils the triangle inequal-
ity, i.e., Dmax(ρ||σ) ≤ Dmax(ρ||τ) + Dmax(τ ||σ), we have
the following relation for any N-partite state ρA1...AN accord-
ing to [35],
Cmax(A1 . . . AN ) ≤ Emax(A1 : . . . : AN ) + Cmax(σsmin,N ),
where σsmin,N is the optimal separable states in S1:2:···:N such
that Emax(A1 : . . . : AN ) = Dmax(ρA1...AN ||σsmin,N ), and
the coherence in the state σsmin,N is called “local coherence ”
in Ref. [35]. Besides, Cmax is subadditive for product states,
i.e., Cmax(ρ1 ⊗ ρ2) ≤ Cmax(ρ1) + Cmax(ρ2). That is, Cmax
satisfies all the requirements except for the symmetry in Ref.
[35]. However, the relation between C(σsmin,N ) and the co-
herence
∑
k C(ρAk) is still unclear, where ρAk is the reduced
state of the k-th subsystem. We adopt the C(ρAk) ( or C(Ak)
) to be the local coherence on the k-th subsystem and concen-
trate on the relation among the total coherence of multipartite
state C(A1 . . . AN ), the local coherence {C(Ak) }k and the
genuine multipartite entanglement E(A1 : . . . : AN ).
4Distribution of coherence in bipartite systems.– Let us be-
gin with bipartite systems, for which we have the following
result for any quantum state ρAB ∈ D(HA ⊗HB),
Cr(AB) ≥ Cr(A|B) + Cr(B). (10)
The proof of this result is based on the following fact,
Cmax(AB) ≥ C
′
max(A|B) + Cmin(B),
where  > 0, ′ =  + 2
√
, Cmax and C

min are smooth
max- and min-relative entropy of coherence defined in Ref.
[25]. The details of the proof is presented in Appendix C.
As Cr(A|B) ≥ Cr(A), the relation (10) is tighter than the
known result Cr(AB) ≥ Cr(A) + Cr(B) in bipartite sys-
tems. This is because Cr(A|B) (or Cmax(A|B)) contains
not only the local coherence on part A, but also the non-
local correlation between A and B. In fact, Cr(A|B) =
Cr(A)+S(ρA)+
∑
i piS(ρB|i)−S(ρAB) ≥ Cr(A)+δA→B ,
where pi = 〈i |ρA| i〉A, ρB|i = 〈i |ρAB | i〉A and δA→B :=
S(ρA) − S(ρAB) + min{piAi }
∑
i piS(ρB|i) is the quantum
discord between A and B [44] with {piAi } being the von Neu-
mann measurements on part A. Thus, it is easy to get the rela-
tion : Cr(AB) ≥ Cr(A)+Cr(B)+δA→B . Similar result can
also be obtained under the exchange of labels A and B. There-
fore, we obtain the following relation for the distribution of
relative entropy of coherence in bipartite systems,
Cr(AB) ≥ Cr(A) +Cr(B) + max { δA→B , δB→A } , (11)
where δA→B and δB→A are the corresponding quantum dis-
cord of bipartite state ρAB .
Distribution of coherence in multipartite systems.– In
multipartite systems, the total coherence of the whole system
also contains the nonlocal correlations between the subsys-
tems.
Theorem 2. Given an N-partite state ρA1A2...AN ∈
D(⊗Nk=1HAk) with N ≥ 2, the total coherence, local coher-
ence and genuine multipartite entanglement of this state have
the following relationship,
Cr(A1A2 . . . AN ) ≥ E∞r (A1 : A2 : . . . : AN ) +
N∑
i=1
Cr(Ai),
(12)
where E∞r is the regularized relative entropy of en-
tanglement defined by E∞r (A1 : A2 : . . . : AN ) =
limn→∞ 1nEr(ρ
⊗n
A1:A2:...:AN
) with Er(ρA1:A2:...:AN ) =
minτN∈S1:2:...:N S(ρA1:A2:...:AN ||τN ) [45–47], the minimiza-
tion goes over all separable states τN ∈ S1:2:...:N .
To prove Theorem 2, we only need to prove the caseN = 3,
which depends on the following relation,
Cmax(ABC) ≥ E2max(A : B : C) + C1min(A)
+C1min(B) + C

min(C),
where 1 = +2
√
, 2 = 1+2
√
21 andEmax is the smooth
max-relative entanglement defined in Refs. [39, 40]. The de-
tails of the proof for Theorem 2 is presented in Appendix C.
This theorem illustrates that the total coherence in multipartite
system contains not only the local coherence in each subsys-
tem, but also the genuine multipartite entanglement among
the multipartite systems, where the multipartite entanglement
quantifies the collective coherence among these subsystems.
Now, we consider the distribution of entanglement (or col-
lective coherence) in multipartite system. Although the rel-
ative entropy of entanglement and its regularized version do
not have the monogamy relation in general [31], the gen-
uine multipartite entanglement for any tripartite state ρABC ∈
D(HA ⊗HB ⊗HC) can be decomposed into bipartite entan-
glement as follows,
E∞r (A : B : C) ≥ E∞r (A : BC) + E∞r (B : C), (13)
E∞r (A : B : C) ≥ E∞r (A : B) + E∞r (B : C). (14)
The proof of this result is presented in Appendix C. Note that
the relation (13) is also true for any N-partite systems, i.e.,
E∞r (A1 : . . . : AN−1 : AN ) ≥ E∞r (A1 : . . . : AN−1AN )
+E∞r (AN−1 : AN ).
That is, the genuine N-partite entanglement can be decom-
posed into the (N − 1)-partite entanglement and bipartite en-
tanglement. Moreover, since the relation (14) holds under the
exchange of labels A, B and C, we have the following relation
for the distribution of entanglement in tripartite systems:
E∞r (A : B : C) ≥
2
3
[E∞r (A : B)
+E∞r (A : C) + E
∞
r (B : C)].
Monogamy relation for IQ coherence measures.– It has
been shown in Refs. [32, 33] that, for relative entropy of co-
herence Cr, there exists some tripartite ρABC such that
Cr(ABC) ≤ Cr(AB) + Cr(AC). (15)
That is, the monogamy relation for Cr does not hold in
general. There are several reasons behind the failure of
monogamy relation for Cr. One is the following fact: the
right hand side of (15) contains two copies of local coher-
ence Cr(A), while the left hand side only contains one copy
of Cr(A). If the parts B and C are weakly correlated ( e.g.
ρABC = ρA1B⊗ρA2C withHA1⊗HA2 = HA), then the one
more copy of Cr(A) will result in the failure of monogamy.
Thus, to circumvent this problem, we define the monogamy
of coherence for anN +1-part state ρA1...ANB in terms of the
IQ coherence measure CA|Br as follows,
M =
N∑
k=1
Cr(Ak|B)− Cr(A1 . . . AN |B). (16)
It is monogamous for M ≤ 0 and polymonogamous for M >
0. Here, we obtain the following monogamy of coherence in
N + 1-partite systems.
Theorem 3. For any N+1-partite state ρA1...ANB , it holds
that
Cr(A1A2 . . . AN |B) ≥
N∑
i=1
Cr(Ai|B). (17)
5The proof of Theorem 3 is presented in Appendix D. As
Cr(AB|C) ≥ Cr(AB)+E∞r (AB : C) ≥ Cr(A)+Cr(B)+
E∞r (A : B) + E
∞
r (AB : C), i.e., Cr(AB|C) contains the
nonlocal correlation between A and B, we consider the rela-
tion between the quantity Cr(AB|C)−Cr(A|C)−Cr(B|C)
and the nonlocal correlation between A and B. For any tripar-
tite state ρABC , the following relationship holds,
Cr(AB|C) ≤ Cr(A|C) + Cr(B|C) + I(A : B|C)ρ, (18)
where I(A : B|C)ρ := S(ρAC) + S(ρBC) − S(ρC) −
S(ρABC) is the conditional mutual information of ρABC
which quantifies the correlation between subsystems A and
B with respect to C and can be used to define the squashed
entanglement [48–50] (See the proof in Appendix D).
One of the basic properties of the relative entropy of entan-
glement Er distinguishing from other entanglement measures
is the non-lockability [51], that is, the loss of entanglement
is proportional to the number of qubits traced out when some
part of the whole system is discarded, where this relation can
be improved for the regularized relative entropy of entangle-
ment E∞r [50] as follows,
E∞r (A : BC)− E∞r (A : C) ≤ I(A : B|C)ρ.
For the relative entropy of IQ coherence measure, the condi-
tional mutual information I(A : B|C)ρ also provides an up-
per bound for the loss of coherence after some subsystem is
discarded. That is, for any tripartite state ρABC ,
Cr(A|BC)− Cr(A|C) ≤ I(A : B|C)ρ, (19)
which can be regarded as the non-lockability of relative en-
tropy of IQ coherence measure. The proof of (19) is presented
in Appendix D.
III. CONCLUSION
Understanding the distribution of quantum coherence in
multipartite systems is of fundamental importance. We have
investigated the distribution of coherence in multipartite sys-
tems by introducing incoherent-quantum (IQ) coherence mea-
sures on bipartite systems in terms of the max- and min-
relative entropies. It has been found that the max-relative
entropy of IQ coherence characterizes maximal advantage of
the bipartite in certain subchannel discrimination problems.
Moreover, it has been shown that the total coherence of a mul-
tipartite system is lower bounded by the sum of local coher-
ence and the genuine multipartite entanglement. From the IQ
coherence measures, we have obtained the monogamy rela-
tion of coherence in multipartite systems.
Our results reveal the distribution of quantum coherence in
multipartite systems, which substantially advance the under-
standing of the physical law that governs the distribution of
quantum correlations in multipartite systems and pave the way
for the further researches in this direction. This will also have
deep implications in quantum information processing, quan-
tum biology, quantum thermodynamics and other related areas
of physics as well.
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Appendix A: Operational interpretation of CA|Bmax
Lemma 4. Given a bipartite quantum state ρAB ∈ D(HA ⊗
HB), CA|Bmax (ρAB) can be expressed as
2C
A|B
max (ρAB) = max
τAB≥0
∆A⊗IB(τAB)=IAB
Tr [ρABτAB ] . (A1)
Proof. Due to the definition of CA|Bmax , we have 2C
A|B
max (ρAB) =
min σAB≥0
∆A⊗IB(σAB)≥ρAB
Tr [σAB ]. Thus, to prove the result, we
only need to prove
min
σAB≥0
∆A⊗IB(σAB)≥ρAB
Tr [σAB ] = max
τAB≥0
∆A⊗IB(τAB)=IAB
Tr [ρABτAB ] .
First, it is easy to see that
max
τAB≥0
∆A⊗IB(τAB)=IAB
Tr [ρABτAB ] = max
τAB≥0
∆A⊗IB(τAB)≤IAB
Tr [ρABτAB ] ,
as for any positive operator τAB ≥ 0 with ∆A(τAB) ≤ IAB ,
we can always choose τ ′AB = τAB+ IAB−∆A⊗ IB(τAB) ≥
0, then ∆A ⊗ IB(τAB) = IAB and Tr [ρABτ ′AB ] ≥
Tr [ρABτAB ].
Next, we prove that
min
σAB≥0
∆A⊗IB(σAB)≥ρAB
Tr [σAB ] = max
τ≥0
∆A⊗IB(τAB)≤IAB
Tr [ρABτAB ] . (A2)
The left side of equation (A2) can be expressed as the follow-
ing semidefinite programming (SDP)
min Tr [C1σAB ] ,
s.t. Λ(σAB) ≥ C2,
σAB ≥ 0,
where C1 = I, C2 = ρAB and Λ = ∆A ⊗ IB . Then the dual
SDP is given by
max Tr [C2τAB ] ,
s.t. Λ†(τAB) ≤ C1,
τAB ≥ 0.
That is,
max Tr [ρABτAB ] ,
s.t. ∆A ⊗ IB(τAB) ≤ IAB ,
τAB ≥ 0.
Note that the dual is strictly feasible as we only need to choose
σAB = 2λmax(ρAB)IAB , where λmax(ρAB) is the maximum
eigenvalue of ρAB . Thus, strong duality holds, and the equa-
tion (A2) is proved.
Proof of Theorem 1. Due to the definition of CA|Bmax , there ex-
ists an IQ state σA|B such that ρ ≤ 2CA|Bmax (ρAB)σA|B . Thus,
for any incoherent instrument IIA and joint POVM {MABk }k,
psucc(I
I
A, {MABk }k , ρAB)
≤ 2CA|Bmax (ρAB)psucc(IIA, {MABk }k , σA|B),
that is,
psucc(I
I
A, ρAB) ≤ 2C
A|B
max (ρAB)pIQsucc(I
I
A). (A3)
Now, consider a special incoherent instrument such that the
equality (A3) holds. Let us take the incoherent instrument
7I˜IA = { E˜Ak }k as E˜Ak (·) = 1dAUAk (·)U
A†
k with U
A
k = e
i 2kpidA
HA
and HA =
∑
j j|j〉〈j|A. Then, for any IQ state σA|B ,
psucc(I˜
I
A, {MABk } , σA|B)
=
∑
k
1
dA
Tr
[
UAk σA|BU
A†
k M
AB
k
]
=
1
dA
Tr
[
σA|B
∑
k
UA†k M
AB
k U
A
k
]
=
1
dA
Tr
[
∆A ⊗ IB(σA|B)
∑
k
UA†k M
AB
k U
A
k
]
=
1
dA
Tr
[
σAB∆A ⊗ IB(
∑
k
UA†k M
AB
k U
A
k )
]
=
1
dA
Tr [σAB ] =
1
dA
,
where the forth line comes from the fact that ∆A ⊗
IB(σA|B) = σA|B for any IQ state σA|B , the sixth line
comes from the fact that UAk is diagonal in the local basis
{ | j〉〈j|A }dAj=1 and
∆A ⊗ IB(
∑
k
UA†k M
AB
k U
A
k )
=
∑
k
UA†k ∆A ⊗ IB(MABk )UAk
=
∑
k
∆A ⊗ IB(MABk )
= ∆A ⊗ IB(
∑
k
MABk )
= ∆A ⊗ IB(IAB) = IAB .
Besides, according to Lemma 4, there exists an pos-
itive operator τAB with ∆A ⊗ IB(τAB) = IAB , such
that 2C
A|B
max (ρAB) = Tr [ρABτAB ]. Define NABk to be
NABk =
1
dA
UA†k τABU
A
k , then N
AB
k ≥ 0 and
∑
kN
AB
k =
1
dA
∑
k U
A†
k τABU
A
k = ∆A ⊗ IB(τAB) = IAB , that is,
{NABk } is a joint POVM on A and B. Hence
psucc(I˜
I
A, {NABk } , ρAB)
=
∑
k
1
dA
Tr
[
UAk ρABU
A†
k N
AB
k
]
=
∑
k
1
d2A
Tr [ρABτAB ]
=
1
dA
Tr [ρABτAB ]
=
2C
A|B
max (ρAB)
dA
= 2C
A|B
max (ρAB)pIQsucc(I˜
I
A).
That is,
psucc(I˜
I
A, ρAB)
pIQsucc(I˜IA)
≥ 2CA|Bmax (ρAB). (A4)

Appendix B: Properties of smooth IQ max- and min- relative
entropies
Due to the definition of smooth max-relative entropy of IQ
coherence measure, it can also be rewritten as
CA|B,max (ρAB) = min
ρ′AB∈B(ρAB)
min
σA|B∈IQ
Dmax(ρ
′
AB ||σA|B)
= min
σA|B∈IQ
Dmax(ρAB ||σA|B),
where Dmax(ρ||σ) is the smooth max-relative entropy [38–
40] defined as
Dmax(ρ||σ) = inf
ρ′∈B(ρ)
Dmin(ρ
′||σ), (B1)
and B(ρ) := { ρ′ ≥ 0 : ‖ρ′ − ρ‖1 ≤ ,Tr [ρ′] ≤ Tr [ρ] }.
The equivalence between CA|B,max and C
A|B
r in the asymptotic
limit is given in the following proposition.
Proposition 5. Given a bipartite state ρAB ∈ D(HA⊗HB),
we have
CA|Br (ρAB) = lim
→0
lim
n→∞
1
n
CA
n|Bn,
max (ρ
⊗n
AB). (B2)
Proof. The set of incoherent-quantum states IAnQBn in
D((HA ⊗ HB)⊗n) has the following form σAn|Bn =∑
i piσ
A1
1 ⊗ . . .⊗ σAni ⊗ τB1...Bni with σAki being incoherent
and τB1...Bni ∈ D(H⊗nB ) for any i, k. It is easy to see that
the family of sets { IAnQBn }n with IAnQBn ∈ D((HA ⊗HB)⊗n) satisfy the five conditions required in Ref. [52] as
follows: (1) Each IAnQBn is convex and closed; (2) Each
IAnQBn contains a state σ⊗n with σ ∈ D(HA ⊗HB) being
full rank; (3) If ρ ∈ IAn+1QBn+1 , then Trk [ρ] ∈ IAnQBn
for any k ∈ { 1, ..., n+ 1 } where Trk means the partial trace
on the kth HA ⊗HB in (HA ⊗HB)⊗n; (4) If ρ ∈ IAnQBn
and τ ∈ IAmQBm , then ρ ⊗ τ ∈ IAm+nQBm+n ; (5) Each
IAnQBn is permutation invariant, that is, for every state
ρ ∈ IAnQBn , PpiρPpi ∈ IAnQBn where Sn is the symmetry
group group of order n and Ppi is the representation of the el-
ement pi ∈ Sn in the space (HA ⊗HB)⊗n which is given by
Ppi(ψ1⊗ ...⊗ψn) = ψpi−1(1)⊗ ....⊗ψpi−1(n). Thus according
to the generalized Quantum Stein Lemma [52], we have
lim
→0
lim
n→∞
1
n
CA
n|Bn,
max (ρ
⊗n
AB)
= lim
n→∞ minσAn|Bn∈IAnQBn
S(ρ⊗nAB ||σAn|Bn)
n
.
8Since
min
σAn|Bn∈IAnQBn
S(ρ⊗nAB ||σAn|Bn)
= S(∆⊗nA (ρ
⊗n
AB))− S(ρ⊗nAB)
= n[S(∆A(ρAB))− S(ρAB)]
= nCA|Br (ρAB),
we get the result.
In view of the definition of smooth min-relative entropy of
IQ coherence measure, it can be expressed as follows,
C
A|B,
min (ρAB) = min
σA|B∈IQ
Dmin(ρAB ||σA|B),
where Dmin(ρ||σ) is the smooth min-relative entropy [38–40]
defined as
Dmin(ρ||σ) = sup
0≤O≤I
Tr[Oρ]≥1−
− log Tr [Oσ] . (B3)
First, since the set of incoherent-quantum states IAnQBn in
D((HA ⊗HB)⊗n) satisfy the conditions in [52], we have the
following lemma.
Lemma 6. Given a quantum state ρAB ∈ D(HA ⊗HB),
(Direct part) For any  > 0, there exists a sequence of
POVMs {MAnBn , I−MAnBn }n such that
lim
n→∞Tr
[
(I−MAnBn)ρ⊗nAB
]
= 0, (B4)
and for every integer n and every incoherent-quantum state
σAn|Bn ∈ IAnQBn ,
− log Tr
[
MAnBnσAn|Bn
]
n
+  ≥ CA|Br (ρAB). (B5)
(Strong converse) If there exists  > 0 and a sequence of
POVMs {MAnBn , I−MAnBn }n such that for every integer
n > 0 and σAn|Bn ∈ IAnQBn ,
− log Tr
[
MAnBnσAn|Bn
]
n
−  ≥ CA|Br (ρAB), (B6)
then
lim
n→∞Tr
[
(I−MAnBn)ρ⊗nAB
]
= 1. (B7)
Proposition 7. Given a bipartite state ρAB ∈ D(HA⊗HB),
we have
CA|Br (ρAB) = lim
→0
lim
n→∞
1
n
C
An|Bn,
min (ρ
⊗n
AB). (B8)
Proof. Due to the fact that CA|Br (ρAB) =
lim→0 limn→∞ 1nC
An|Bn,
max (ρ
⊗n
AB) and D

min ≤
Dmax − log(1− 2) [25], we have
lim
→0
lim
n→∞
1
n
C
An|Bn,
min (ρ
⊗n
AB) ≤ CA|Br (ρAB). (B9)
Next, we prove the converse direction,
lim
→0
lim
n→∞
1
n
C
An|Bn,
min (ρ
⊗n
AB) ≥ CA|Br (ρAB). (B10)
According to Lemma 6, for any  > 0, there exists a sequence
of POVMs {MAnBn } such that for sufficient large integer n,
Tr
[
ρ⊗nABMAnBn
] ≥ 1− . Hence
C
An|Bn,
min (ρ
⊗n
AB) ≥ min
σAn|Bn∈InQn
− log Tr [MAnBnσAn|Bn]
≥ n(CA|Br (ρ)− ),
where the last inequality comes from the direct part of Lemma
6. Therefore,
lim
→0
lim
n→∞
1
n
C
An|Bn,
min (ρ
⊗n
AB) ≥ CA|Br (ρAB).
Appendix C: Details about the proof in the distribution of
coherence
To prove the results in the distribution of coherence, the
following lemmas is necessary.
Lemma 8. ( Gentle operator lemma [53, 54]) Suppose ρ is a
subnormalized state with Tr [ρ] ≤ 1, ρ ≥ 0 and M is an
operator with 0 ≤M ≤ I, Tr [ρM ] ≥ Tr [ρ]− , then∥∥∥ρ−√Mρ√M∥∥∥
1
≤ 2√, (C1)
where ‖A‖1 = Tr
[√
A†A
]
.
Lemma 9. Given a bipartite state ρAB ∈ D(HA ⊗HB) and
a parameter  ≥ 0,
Cmax(AB) ≥ C
′
max(A|B) + Cmin(B), (C2)
where ′ =  + 2
√
, Cmax and C

min are smooth max- and
min-relative entropy of coherence defined in [25],
Cmax(ρ) : = min
ρ′∈B(ρ)
Cmax(ρ
′),
Cmin(ρ) : = max
0≤O≤I
Tr[Oρ]≥1−
min
σ∈I
− log Tr [Oσ] ,
with B(ρ) = { ρ′ ≥ 0 : ‖ρ′ − ρ‖1 ≤ ,Tr [ρ′] ≤ Tr [ρ] }.
Proof. Due to the definition of Cmax, there exists an optimal
state ρ¯AB ∈ B(ρAB) such that Cmax(AB) = Cmax(ρ¯AB).
Let us take λ = 2C

max(AB), then there exists an incoherent
state σAB =
∑
i piσA,i ⊗ σB,i ∈ IAB with σA,i, σB,i being
incoherent such that
λ
∑
i
piσA,i ⊗ σB,i ≥ ρ¯AB . (C3)
According to the definition of Cmin(ρB) with ρB =
TrA [ρAB ], there exists an positive operator TB with 0 ≤
TB ≤ IB , Tr [TBρB ] ≥ 1 −  such that Cmin(B) =
9minσB∈IB − log Tr [TBσB ]. Thus, for any incoherent state
σB ∈ IB , 2−Cmin(ρB) ≥ Tr [TBσB ].
Applying
√
TB(·)
√
TB on the both sides of (C3), we get
λ
∑
i
piσA,i ⊗
√
TBσB,i
√
TB ≥
√
TB ρ¯AB
√
TB . (C4)
Then σ˜AB =
∑
i piσA,i ⊗
√
TBσB,i
√
TB =: µσAB with
σAB ∈ IAQB and µ = Tr [σ˜AB ] =
∑
i pi Tr [TBσB,i] ≤
2−C

min(B). Besides, ρ′AB =
√
TB ρ¯AB
√
TB ∈ B′(ρAB)
with ′ = + 2
√
 as∥∥∥√TB ρ¯AB√TB − ρAB∥∥∥
1
≤
∥∥∥√TB ρ¯AB√TB −√TBρAB√TB∥∥∥
1
+
∥∥∥√TBρAB√TB − ρAB∥∥∥
1
≤ ‖ρ¯AB − ρAB‖1 +
∥∥∥√TBρAB√TB − ρAB∥∥∥
1
≤ + 2√,
where the last inequality comes from the fact that ρ¯AB ∈
B(ρAB) and the gentle operator lemma 8. Hence, λµσA|B ≥
ρ′AB with σA|B ∈ IAQB . Thus,
C
′
max(A|B) ≤ CA|Bmax (ρ′AB)
≤ log λ+ logµ
≤ Cmax(AB)− Cmin(B).
Proof of Eq. (10). This result comes directly from the Lemma
9 and the following facts,
lim
→0
lim
n→∞
1
n
Cmin \max(ρ
⊗n) = Cr(ρ), (C5)
lim
→0
lim
n→∞
1
n
C
An|Bn,
min \max(ρ
⊗n
AB) = C
A|B
r (ρAB), (C6)
where (C5) has been proved in Ref. [25]. 
Lemma 10. Given a bipartite ρAB ∈ D(HA ⊗ HB) and a
parameter  ≥ 0, we have
Cmax(A|B) ≥ E
′
max(A : B) + C

min(A), (C7)
where ′ =  + 2
√
 and E
′
max is the smooth max-relative
entropy of entanglement defined in [39, 40] as follows,
Emax(A : B) := min
ρ′AB∈B(ρAB)
Emax(ρ
′
AB),
with B(ρ) = { ρ′ ≥ 0 : ‖ρ′ − ρ‖1 ≤ ,Tr [ρ′] ≤ Tr [ρ] }.
Moreover, for any tripartite state ρABC ∈ D(HA ⊗ HB ⊗
HC), we have
Cmax(AB|C) ≥ E
′′
max(A : B : C) + C

min(A) + C

min(B),
where ′′ = + 2
√
2.
Proof. The proof of the tripartite is similar to that of bipar-
tite case. Hence, we only prove the bipartite case. Due to
the definition of Cmax(A|B), there exists an optimal state
ρ¯AB ∈ B(ρAB) such that Cmax(A|B) = CA|Bmax (ρ¯AB). Let
us take λ = 2C

max(A|B), then there exists an incoherent-
quantum state σA|B =
∑
i piσA,i ⊗ τB,i ∈ IAQB with σA,i
being incoherent and τB,i ∈ D(H) such that
λ
∑
i
piσA,i ⊗ τB,i ≥ ρ¯AB . (C8)
According to the definition of Cmin, there exists an positive
operator TA with 0 ≤ TA ≤ IA, Tr [TAρA] ≥ 1 −  such
that Cmin(A) = minσA∈IA − log Tr [TAσA]. Thus, for any
incoherent state σA ∈ IA, Cmin(A) ≤ − log Tr [TAσA], i.e.,
2−C

min(A) ≥ Tr [TAσA].
Applying
√
TA(·)
√
TA on the both sides of (C8), one gets
λ
∑
i
pi
√
TAσA,i
√
TA ⊗ τB,i ≥
√
TAρ¯AB
√
TA. (C9)
Then σ˜AB =
∑
i pi
√
TAσA,i
√
TA ⊗ τB,i =: µσA:B
with σA:B being separable, i.e., σA:B ∈ SA:B and µ =
Tr [σ˜AB ] =
∑
i pi Tr [TAσA,i] ≤ 2−C

min(A). Besides,
ρ′AB =
√
TAρ¯AB
√
TA ∈ B′(ρAB) with ′ = + 2
√
. That
is, λµσA:B ≥ ρ′AB with σA:B ∈ SA:B . Thus,
E
′
max(A : B) ≤ Emax(ρ′AB)
≤ log λ+ logµ
≤ Cmax(A|B)− Cmin(A).
Proof of Theorem 2. Here, we only need to prove the case
N=3. Due to Lemmas 9 and 10, we have
Cmax(ABC) ≥ E2max(A : B : C) + C1min(A)
+C1min(B) + C

min(C),
where 1 = + 2
√
 and 2 = 1 + 2
√
21. It has been proved
that Emax is equivalent to the regularized relative entropy of
entanglement E∞r in asymptotic limit [39, 40], that is,
lim
→0
lim
n→∞
1
n
Emax(ρ
⊗n
AB) = E
∞
r (A : B).
Thus, combined with (C5), we obtain the theorem. 
Lemma 11. Given a tripartite state ρABC ∈ D(HA ⊗HB ⊗
HC) and a parameter  ≥ 0,
Emax(A : B : C) ≥ E
′
max(A : BC) + E

min(B : C),
Emax(A : B : C) ≥ E
′
max(A : B) + E

min(B : C),
where ′ =  + 2
√
 and E
′
min is the smooth min-relative
entropy of entanglement defined in [39, 40] as follows,
Emin(B : C) := max
0≤O≤I
Tr[OρBC ]≥1−
min
σ∈SB:C
− log Tr [Oσ] ,
with SB:C being the set of separable states.
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Proof. The proof of these two inequalities are similar, we
only prove the first one. Due to the definition of Emax(A :
B : C), there exists an optimal state ρ¯ABC ∈ B(ρABC)
such that Emax(A : B : C) = E
A:B:C
max (ρ¯ABC). Taking
λ = 2E

max(A:B:C), we have that there exists a separable state
τA:B:C =
∑
i piτA,i ⊗ τB,i ⊗ τC,i ∈ SA:B:C such that
λ
∑
i
piτA,i ⊗ τB,i ⊗ τC,i ≥ ρ¯ABC . (C10)
According to the definition of Emin(B : C), there ex-
ists an positive operator TBC with 0 ≤ TBC ≤ IBC ,
Tr [TBCρBC ] ≥ 1 −  such that Emin(B : C) =
minτB:C∈SB:C − log Tr [TBCτB:C ]. Thus, for any separable
τB:C ∈ SB:C , Emin(B : C) ≤ − log Tr [TBCτB:C ], i.e.,
E2−E

min(B:C) ≤ Tr [TBCτB:C ].
Now applying
√
TBC(·)
√
TBC on the both sides of (D3),
one obtains
λ
∑
i
pi
√
TBCτA,i ⊗ τB,i ⊗ τC,i
√
TBC
≥
√
TBC ρ¯ABC
√
TBC .
Then τ˜A:BC =
∑
i pi
√
TBCτA,i ⊗ τB,i ⊗ τC,i
√
TBC =:
µτA:BC , where τA:BC is separable with respect to the par-
tition A : BC, i.e., τA:BC ∈ SA:BC and µ = Tr [τ˜A:BC ] =∑
i pi Tr [TBCτB,i ⊗ τC,i] ≤ 2−E

min(B:C). Besides, ρ′AB =√
TBC ρ¯ABC
√
TBC ∈ B′(ρAB) with ′ =  + 2
√
. That is,
λµτA:BC ≥ ρ′ABC with τA:BC ∈ SA:BC . Thus,
E
′
max(A : BC) ≤ EA:BCmax (ρ′ABC)
≤ log λ+ logµ
≤ Emax(A : B : C)− Emin(B : C).
Proof of Eqs. (13) and (14). This result comes directly from
Lemma 11 and the equivalence between Emax and E
∞
r in the
asymptotic limit. 
Appendix D: Monogamy of coherence
Lemma 12. Given a tripartite state ρABC ∈ D(HA ⊗HB ⊗
HC), one has
Cmax(AB|C) ≥ C
′
max(A|BC) + Cmin(B|C), (D1)
Cmax(AB|C) ≥ C
′
max(A|C) + Cmin(B|C), (D2)
where ′ = + 2
√
.
Proof. The proof of these two inequalities is similar, we only
prove the second one. Due to the definition of Cmax(AB|C),
there exists an optimal state ρ¯ABC ∈ B(ρABC) such
that Cmax(AB|C) = CAB|Cmax (ρ¯ABC). Let us take λ =
2C

max(AB|C), then there exists an incoherent-quantum state
σAB|C =
∑
i piσA,i ⊗ σB,i ⊗ τC,i ∈ IABQC with σA,i, σB,i
being incoherent such that
λ
∑
i
piσA,i ⊗ σB,i ⊗ τC,i ≥ ρ¯ABC . (D3)
According to the definition of Cmin(B|C), there exists
a positive operator TBC with 0 ≤ TBC ≤ IBC ,
Tr [TBCρBC ] ≥ 1 −  such that Cmin(B|C) =
minσB|C∈IBQC − log Tr
[
TBCσB|C
]
. Thus, for any in
incoherent-quantum state σB|C ∈ IBQC , Cmin(B|C) ≤
− log Tr [TBCσB|C], i.e., 2−Cmin(B|C) ≥ Tr [TBCσB|C].
Applying
√
TBC(·)
√
TBC on the both sides of (D3) and
take a partial trace on part B, we get
λ
∑
i
pi TrB
[√
TBCσA,i ⊗ σB,i ⊗ τC,i
√
TBC
]
≥ TrB
[√
TBC ρ¯ABC
√
TBC
]
.
Then σ˜A|C =
∑
i pi TrB
[√
TBCσA,i ⊗ σB,i ⊗ τC,i
√
TBC
]
=:
µσA|C where σA|C is an incoherent-quantum state,
i.e., σA|C ∈ IAQC and µ = Tr
[
σ˜A|C
]
=∑
i pi Tr [TBCσB,i ⊗ τC,i] ≤ 2−C

min(B|C). Besides, ρ′AC =
TrB
[√
TBC ρ¯ABC
√
TBC
] ∈ B′(ρAC) with ′ =  + 2√,
as ‖ρ′AC − ρAC‖1 ≤
∥∥√TBC ρ¯ABC√TBC − ρABC∥∥1 ≤ ′.
That is, λµσA|C ≥ ρ′AC with σA|C ∈ IAQC . Thus,
C
′
max(A|C) ≤ CA|Cmax(ρ′AC)
≤ log λ+ log µ
≤ Cmax(AB|C)− Cmin(B|C).
Proof of Theorem 3. These results come directly from
Lemma 12 and the equivalence between CA|B,max \min and C
A|B
r
in the asymptotic limit. 
In the data processing, there is a chain rule for von Neu-
mann entropy, S(AB|C) = S(A|BC) + S(B|C), where
the condition entropy S(A|B) is defined by S(A|B) :=
S(ρAB) − S(ρB) with ρB being the reduced state on sub-
system B. There is also a chain rule for Cr as follows: for any
tripartite ρABC ∈ D(HA ⊗HB ⊗HC), it holds that
Cr(AB|C) ≥ Cr(A|BC) + Cr(B|C), (D4)
which results from Lemma 12 by the equivalence between
C
A|B,
max \min and C
A|B
r in the asymptotic limit.
Proof of Equation (18). The result comes directly from the
definition of coherence measure Cr. Due to the definitions,
Cr(AB|C), Cr(A|C) and Cr(B|C) can be written as
Cr(AB|C) = S(∆A ⊗∆B(ρABC))− S(ρABC);
Cr(A|C) = S(∆A(ρAC))− S(ρAC);
Cr(B|C) = S(∆B(ρBC))− S(ρBC);
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where ρAC and ρBC are the corresponding reduced states of ρABC . Thus
Cr(AB|C)− Cr(A|C)− Cr(B|C)
= S(∆A ⊗∆B(ρABC))
−S(ρABC)− [S(∆A(ρAC))− S(ρAC)]
− [S(∆B(ρBC))− S(ρBC)]
= [S(ρAC) + S(ρBC)− S(ρC)− S(ρABC)]
−[S(∆A(ρAC)) + S(∆B(ρBC))
−S(ρC)− S(∆A ⊗∆B(ρABC))]
= I(A : B|C)ρ − I(A : B|C)∆A⊗∆B(ρ)
≤ I(A : B|C)ρ,
where the last inequality comes from the fact that I(A :
B|C) ≥ 0.

Proof of Equation (19). This comes directly from (D4) and
Equation (18) in the main context. 
