The aim of this paper is to present a unifying view of four SVD-neural-computation techniques found in the scientific literature and to present some theoretical results on their behavior. The considered SVD neural algorithms are shown to arise as Riemannian-gradient flows on double Stiefel manifold and their geometric and dynamical properties are investigated with the help of differential geometry.
Introduction
The computation of the singular value decomposition (SVD) of a non-square matrix, also referred to as Autonne-Eckart-Young decomposition 18, 30 plays a central role in several signal/data automatic processing. Originally developed in numerical algebra to provide quantitative information about the structure of linear systems of equations, it has found widespread applications e.g. in signal processing, [7] [8] 17, 31 pattern recognition and classification, 26 automatic control, 24, 30 digital circuit design, time-series prediction, 28 image processing 6, 21, 25 and connectionism. Recently, some efforts have been devoted to SVD computation by neural networks in the neural community; 5,27,33 the related learning theories emerge as interesting extensions of the well-known neural principal component/subspace analysis techniques, 26 long investigated during the last 15 years. Also, recently a new light has been shed on adaptive secondorder (as well as higher-order) statistical decomposition theories by researchers interested in unsupervised learning by non-gradient techniques: For instance, in Ref. 1 a new technique was introduced to enhance the learning capabilities of linear and MLP-type neural networks by Riemannian gradient, in Refs. 4 and 13 a theoretical derivation/analysis of new principal/minor subspace rules has been carried out; also, in Refs. 9 and 12 a large class of learning rules for MLP-type neural networks, based on first/second-order non-gradient dynamics and Lie-group flows, has been introduced and discussed by the present Author as a theoretical framework for explaining many learning paradigms appeared on the scientific literature, while papers 10, 11 were devoted to a particular algorithm of this class, based on the rational kinematics of rigid bodies and its applications to real-and complex-valued signal processing.
The aim of this paper is to present some theoretical notes on parallel SVD computation by unsupervised non-gradient neural learning, with special reference to learning theories involving weight-flows on double Stiefel manifold.
Parallel techniques are considered in opposition to sequential ones that employ the deflation method, implemented by laterally connected neural architectures, to discard previously computed vectors from original data. 5, 8 In particular, we recall from the scientific literature four neural SVD learning theories appeared independently; then, as novel contribution to this field, we present:
• A unifying view of the mentioned theories, showing the main relationships among them; • A stability analysis based on Lyapunov criterion, aimed at ensuring the non-divergence of the differential equations governing the learning phases of the SVD neural networks trained via the considered methods; • A computer-based analysis of the learning differential equations carried out in order to assess their numerical properties.
Through the paper we use the following notation. Symbol I m,n denotes the pseudo-identity matrix of size m × n and I m = I m,n . Symbol X denotes the transposition of the matrix X while X * denotes Hermitian-transposition; symbol tr(X) denotes the trace of the square matrix X, i.e. the sum of its in-diagonal entries; the trace operator enjoys the following properties: tr(X ) = tr(X), tr(ABC) = tr(CAB) = tr(BCA). We also define the two ma- St(m, n, K) def = {X ∈ K m×n |X * X = I n } with m − 1, n − 1 ∈ N; the field K may be either R or C; when m = n the manifold coincides with the orthogonal group O(m, K) def = {X ∈ K m×m |X * X = I m }. We refer to the product O(m, K) × O(n, K) as double orthogonal group and to the product St(m, p, K) × St(n, p, K) as double Stiefel manifold (some definitions and notes on these geometrical entities are available in the appendix A.1). Also, the Frobenius norm of a matrix X ∈ R n×n is defined as X F def = tr(X * X).
Four Parallel SVD Learning
Algorithms: A Unifying View
Denoting as Z ∈ C m×n the matrix whose SVD is to be computed and as r ≤ min{m, n} the rank of Z, the singular value decomposition writes Z = U DV * , where U ∈ R m×m and V ∈ R n×n are orthogonal matrices and D is a pseudo-diagonal matrix that has all-zero values except for the first r diagonal entries, termed singular values. It is easily checked that the columns of U coincide with the eigenvectors of ZZ * while V contains the eigenvectors of Z * Z with the same eigenvalues.
Here we consider four parallel SVD learning algorithms, which allow to simultaneously compute the SVD vectors. The considered neural algorithms have been developed by Weingessel and Hornik 32 and by Helmke and Moore.
18 These algorithms are utilized to train in an unsupervised way a three-layer neural network with the classical 'butterfly' topology (see e.g. Refs. 8, 32 and 33): The first layer has connection matrix A, the second one has connectionmatrix B and the middle (hidden) layer provides network's output. Properly learnt, the network is able to perform the mentioned signal/data processing tasks, such as noise filtering.
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The aim of this section is to analytically show that the algorithms proposed by Weingessel-Hornik and Helmke-Moore are equivalent to some extent. Also, it is showed that when proper initial conditions are chosen the associated learning trajectories lie on the double Stiefel manifold. Let us denote as A(t) ∈ R m×p the networkconnection matrix-stream that should learn p left singular vectors and as B(t) ∈ R n×p the estimator for p right singular vectors of the SVD of matrix Z ∈ R m×n , with p ≤ r ≤ min{m, n}, where r denotes again the rank of matrix Z. The algorithm WH2
32 reads:
It has been derived by extending Brockett's work on isospectral flow systems 3 from single to double orthogonal group; the initial state A 0 , B 0 of the dynamical equations may be freely chosen. Here we consider the particular choice A 0 ∈ St(m, p, R) and B 0 ∈ St(n, p, R), as for instance A 0 = I m,p and B 0 = I n,p .
Theorem 1
If the initial states of the WH2 system belong to the Stiefel manifold, then the whole dynamics is doubleStiefel.
Proof
We wish to prove that if A 0 ∈ St(m, p, R) and B 0 ∈ St(n, p, R), then A(t) ∈ St(m, p, R) and B(t) ∈ St(n, p, R) for all t ≥ 0.
To show this for matrix A, it is sufficient to prove that the trajectory emanating from any point such The stationary points of the WH2 algorithm, when the state matrices keep within the double Stiefel manifold, may be easily characterized. In fact, we can state the following result:
Theorem 2
The steady states of WH2 learning system can be written as A = U p K and B = V p K, where K is arbitrary in O(p, R) and U p and V p denote the submatrices whose columns are p right and left singular vectors of the matrix Z, respectively.
Proof
From the WH2 learning equations we find that the steady states satisfy:
At equilibrium, the product A ZB must be symmetric. To prove this, it is sufficient to use the first of conditions (2): 
This shows that the WH2 algorithm does not actually compute the true SVD, but a SVD-subspace of dimension p.
The WH4 learning system introduced in Ref. 32 reads:
which readily rewrites:
Theorem 3
Under the hypotheses A 0 ∈ St(m, p, R) and B 0 ∈ St(n, p, R) the learning equations WH4 keep A(t) and B(t) within the Stiefel manifold.
Proof
In order to demonstrate the claim, let us compute [Ȧ, A] and [Ḃ, B]:
If A A = B B = I p then it follows from the above expression that [dA, A] = 0 and [dB, B] = 0, thus
This proves the claim.
The WH3 learning system was derived as an extension of well-known Oja's subspace rule. 26 The algorithm WH3 reads:
(4) The dynamical properties of system WH3 follow as a trivial corollary of Theorem 3:
Corollary 1
Under the hypotheses A 0 / √ 2 ∈ St(m, p, R) and B 0 / √ 2 ∈ St(n, p, R) the learning equations WH3 keep A(t)/ √ 2 and B(t)/ √ 2 within the Stiefel manifold. Moreover, WH3 is diffeomorphic to WH4.
Proof

By defining auxiliary state-matrices
, the system (4) turns out to be identical to (3).
The structure of the stationary points of the WH3-4 algorithms is similar to the structure of the equilibria of WH2 system. This is proven in the following result:
Theorem 4
The steady states of WH3 and WH4 learning systems write A = U p K and B = V p K, where K is arbitrary in O(p, R) and U p and V p denote the sub-matrices whose columns are p right and left singular vectors of the matrix Z, respectively.
Proof
The WH3 and WH4 learning equations may be given a unified expression in the following way:
where ν = 1 for the WH3 and ν = 2 for the WH4.
The steady states satisfy:
At equilibrium, the product S def = A ZB must be symmetric. To prove this, it suffices to use the first of conditions (6):
This shows that 2S = S + S and thus that S = S . The conclusion now follows from the same argument of Theorem 2.
The HM neural SVD dynamical system
The HM dynamics arises from the maximization of a specific metric-criterion
where W ∈ R n×m is a weighting matrix and Z ∈ C m×n is the matrix whose (complex-valued) SVD is looked for, in the hypothesis that m ≥ n. The dynamical system, derived as a Riemannian gradient flow (see appendix A.2) on O(m, C)×O(n, C), reads:
In the particular case that W = −I n,m and the involved quantities are real-valued, system (8) recasts into:
Such simplified system is equivalent to WH2 when p = n; in order to prove such statement, it is first worth noting from the second equation of the system (9) that the last m − n columns of A do not influence the dynamics of B; thus, it is worth defining the reduced-size matrix A n def = AI m,n and to note thatȦ n =ȦI m,n = ZBI n,m I m,n − (AI m,n )B Z (AI m,n ); thanks to the hypothesis m ≥ n it is directly verified that I n,m I m,n = I n , therefore the system (9) recasts into:
whereby the equivalence with the algorithm WH2 when p = n.
The above analysis shows that the WeingesselHornik SVD learning equations may be regarded as special cases of Helmke-Moore system; in particular, this is an indirect proof that the choice of the elements of the weighting kernel W as a pseudo-identity makes the SVD algorithm a SVD-subspace rule. A consequence of these findings is that the properties of the above mentioned learning rules may be given a unified investigation, that is the subject of the following section.
As a useful side-note, it is worth citing the opportunity to modify the HM system (8) when the ratio m/n is much larger than 1: In this case, from a numerical point of view, it is convenient to compute the thin SVD of a matrix Z instead of the regular SVD. 15 In the hypothesis that Z ∈ C m×n and n coincides with the rank of Z, the thin SVD of Z is defined as the triple (U n , D n , V ) such that
* . In this case, the HM system (8) easily recasts into a more compact form as:
with W ∈ R n×n diagonal. In this case, the neuralnetwork state-matrix A evolves on the Stiefel manifold of dimension m × n, thus its numerical representation is more advantageous under the considered hypothesis n m.
Theoretical Considerations
This section is dedicated to the statement and proof of some theoretical results about the behavior of Weingessel-Hornik and Helmke-Moore learning systems.
Derivation of WH equations
As mentioned, the WH2 equations arise as a special case of HM equations, therefore the derivation of WH2 equations are implicitly considered in the Sec. 3.2.
Weingessel and Hornik derived the WH3 learning rule from the Oja's principal subspace equation, 26 that, for a (m+n)×p network with connection matrix M , writes:Ṁ
where C is a (m+n)×(m+n) covariance matrix. By relating the (m × n) covariance Z that a SVD subspace is sought for with C and by effecting a proper block-decomposition of state-matrix M into A and B, the WH3 learning rule is easily obtained from Oja's subspace rule, as shown in the following result. 
Proof
By replacing the expressions for C and M into Eq. (11) we obtain:
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By separating the two differential equations and by properly regrouping the terms on the right-hand sides, the WH3 learning system reported in this paper is readily obtained.
It is interesting to observe that the WH3 system inherits the known and noticeable properties of Oja's subspace equations, such as the Riccati structure of the projector M M . Namely, by defining:
it is easy to show that P satisfies the differential equation:Ṗ
that is a special kind of Riccati differential equation.
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Another interesting observation is that Oja's criterion, that leads to the associated subspace rule, induces a criterion on the pair (A, B) that is a special case of the HM criterion. To show this implication, it is worth recalling the following: Having recalled this basic fact, we can state the mentioned equivalence result:
Theorem 6
Oja's criterion for the block-pair (A, B) is identical to HM criterion for the real-valued case when W = −I n,m .
Proof
By invoking again the block-partition of Theorem 5, we have:
It follows that tr(M CM ) = 2 tr(A ZB), which proves the claim.
Derivation of HM equations on Stiefel manifold with Killing metric
The rationale of the Helmke-Moore criterion Φ derives from the basic observation that the aim of SVD is to diagonalize A ZB, that in a signal processing perspective means minimizing the values of covariance among the signals that Z is the cross-covariance matrix of. Fixed thus an arbitrary diagonal matrix H 0 , this result may be achieved by minimizing, under proper constraints, the "non-diagonality" measure A ZB − H 0 2 F . However, the following identity holds:
thus minimizing the non-diagonality measure is equivalent to maximizing the function (7). It is understood that the optimization process should be performed over O(m, R)×O(n, R). In the real-valued case under consideration here, also the well-known (weighted) Rayleigh quotient (RQ) may be invoked, which is defined as:
As long as A and B belong to the orthogonal group, that implies A In any case, the quantity tr(A ZBW ) is a starting point for developing a suitable SVD learning theory, generating HM-type and WH2-type differential equation systems.
In order to derive the Riemannian-gradient flows HM or WH2, both in Refs. 32 and 18 the technique proposed by Brockett 3 was used, which involves the first-order expansion of the dynamics of A(t) and B(t) in series of skew-symmetric matrices. Here we aim at re-deriving the HM equations (for the realvalued orthogonal group) in a different way, following the more straightforward Riemannian-gradient approach suggested by Amari, 1,4 based on the geometry of the Stiefel manifolds. 
Proof
The learning criterion function is Φ r = tr(W A ZB).
A perturbation (dA, dB) of neural network state (A, B) causes a change dΦ r . In particular, up to first order:
therefore, by exploiting the properties of the elements of the orthogonal groups and of trace operator, we have:
It is now useful to introduce the differentials dX def = A dA and dY def = B dB, which form a basis of the tangent space to O(m, R) at A and to O(n, R) at B. The tangent spaces are linear spaces and, moreover, they are the sets of proper-size skewsymmetric matrices; in fact, we have dX = −dX and dY = −dY . In view of optimization, these properties must be preserved. A way to preserve the structure of the tangent space is to note that:
By summing hand-by-hand Eqs. (18) and (19) we ultimately obtain: 2dΦ r (H) = tr({W, H }dX) + tr({W , H}dY ) . (20) As our aim is to find directions dA and dB that point toward the maximum of function Φ r , we now search for the steepest ascent directions ∆X and ∆Y , that, by definition, are the variations which maximize the change ∆Φ r under finite-step-length constraints, namely ∆X 2 = ε 2 x > 0 and ∆Y 2 = ε 2 y > 0. To this aim, we need to specify the norm · ; in this case we use the standard Euclidean metric on the tangent space, that is the Killing metric (see appendix A.3), with which the constraints rewrite tr(∆X ∆X) = ε 2 x and tr(∆Y ∆Y ) = ε 2 y . In order to enforce the mentioned constraints, the standard Lagrange multipliers method may be employed, that consists in the definition of the Lagrangean function:
whose free extremes may be looked for. They find by:
Therefore the steepest ascent variations express as dX ∝ {W, H } and dY ∝ {W , H}. Coming back to the original variables in the orthogonal groups we haveȦ = A{W, H } andḂ = B{W , H}, which proves the claim. The shown learning system coincides to HM system in the real-valued case and also explains the WH2 learning theory.
Stability analysis of HM equation on orthogonal group via Lyapunov function
One of the main theoretical advantages of the learning systems on Stiefel manifolds is their inherent stability, 9 due to the compactness of these sets. In the present case, the convergence of the HM system may be proven by showing that Φ W (A, B) is a Lyapunov-type function for the HM system.
More formally, let us denote by Φ min the minimal value of the function in O(m, R) × O(n, R); note that it exists since Φ W is a continuous function defined on a compact manifold.
Theorem 8
Let us define the (lifted-criterion) time-function:
It is a Lyapunov function for the system (17).
Proof
By construction Ψ(t) ≥ 0. Also, by letting H(t) def = A (t)ZB(t) and by using Eqs. (17) 
Some mathematical work shows that the following identities hold true:
In virtue of the these results, we may rewrite the right-hand side of expression (22) as follows:
Such inequality proves the claim.
The structure of the steady-state solutions of the HM system has been studied in details by Helmke and Moore and has been reported in Ref. 18 . The convergence property of the HM system towards such steady-states now follows immediately.
Corollary 2
The HM learning system (17) converges asymptotically.
Proof
The existence of a Lyapunov function for the dynamical system under analysis, proven by Theorem 8, guarantees the asymptotic stability of its equilibria. 
Numerical Experiments
Some numerical experiments are described and commented in the following sections. They help assessing the qualitative behavior of the discussed learning equations. It is worth noting that the discrete-time implementations used to numerically solve the ODEs associated to the learning systems introduce some deviations with respect to the theoretical findings: Whereas the continuous-time versions of the learning algorithms leave the double Stiefel-manifold and orthogonal-group invariant, this is not necessarily true for their discrete-time counterparts. These aspects deserve a separated treatment and are addressed in the last section.
Numerical experiments on SVD-subspace extraction by WH2-3-4 algorithms
We performed some experiments with the Weingessel-Hornik algorithms, in order to numerically evaluate their behavior. Let us denote again with Z the m × n matrix whose SVD-subspace of dimension p is looked for and let us denote with (U, D, V ) the matrices of leftsingular vectors, singular values and right-singular vectors. The extraction of a p-dimensional SVD subspace implies that the columns of matrices A and B in the WH algorithms should span, after convergence, the same subspace spanned by the first p columns of U and V , respectively, in the hypothesis that the singular values are decreasingly ordered. Let us denote by U p and V p the sub-matrices of U and V containing their first p columns: A proper measure of the SVD-subspace extraction ability of the network is the SVD-subspace disparity error pair, defined in Ref. 32 as:
As a numeric problem we considered the case m = 8, n = 6 and p = 3. The numerical results have been obtained by randomly picking a matrix Z with normal Gaussian entries and by computing the disparity errors ε(A) and ε(B) at each iteration, for a total of 8, 000 iterations. This experiment is repeated on 100 independent trials: The average learning curves are presented. Also, if we denote with ε(A ) and ε(B ) the final values of the errors at the end of the iterations (which measure the learnt-network performance), the statistical distributions of these quantities over the 100 trials is estimated.
For the WH2 algorithm the initial values of the connection-matrices were A 0 = I m,p and B 0 = I n,p and the value of the learning stepsize was η = 0.005. The results of the numerical experiments are illustrated in the Fig. 1 . The average behavior of the algorithm is very good. No instabilities were observed and in the largest part of trials the value of the error at the end of learning is very low: The 97% of the trials gave an error less than −50 dB both for the U p -subspace and the V p -subspace. We also checked the orthonormality of the solutions A and B and found that they are orthonormal, with respect to the measures A A − I p F and B B − I p F , up to order 10 −15 . For the WH3 algorithm the initial values of the connection-matrices were A 0 = I m,p / √ 2 and B 0 = I n,p / √ 2 and the value of the learning stepsize was η = 0.005. The results of the numerical experiments are shown in the Fig. 2 . Again, the average behavior of the algorithm is very good and no instabilities were observed. It is interesting to inspect the numerical results for a single-case trial. We consider the random matrix (only four decimal digits): 
for this covariance matrix the algorithm has computed the following left singular vectors (only four decimal digits): 
In this experiment the subspace disparity errors were about −270 dB.
For the WH4 algorithm the initial values of the connection-matrices were A 0 = I m,p and B 0 = I n,p and the value of the learning stepsize was η = 0.006. The results of the numerical experiments are illustrated in the Fig. 2 . The results are as expected. We again checked the orthonormality of the solutions A and B and found that they are orthonormal up to order 10 −15 . We also checked for the "symmetrization" property of the matrix-product A ZB and found that, at the end of learning, it was (only four decimal digits): This result comes from a single trial: As expected from the theory (see Theorem 4), the form A ZB is symmetrical but not diagonal, confirming the analytical finding that the pair (A, B) is just a base of the SVD subspace, not a proper singular-value decomposition. 
Numerical experiments on SVD extraction by HM algorithm
We performed some experiments with the HelmkeMoore algorithm, in order to evaluate numerically its behavior. Again Z denotes the m × n matrix whose SVD is sought for and (U, D, V ) denote the matrices of leftsingular vectors, singular values and right-singular vectors. As in the theoretical sections, we consider m ≥ n. As indicators of the behavior of the algorithms, we consider the following measures.
First, if A n , B n , U n and V n denote the submatrices formed by the first n columns of the SVD and network matrices, it is known that the columns of A n should tend to the columns of U n , while the columns of B n should tend to the columns of B n , ordered in the same way but with a possible sign switch for every column; therefore, a proper measure of (A, B) convergence is:
where |X| stands for component-wise absolute-value extraction.
Second, it is interesting to inspect the value of the criterion function Φ(A, B) = 2 tr(W A ZB) during learning and to compare its asymptotic value with the optimum Φ = 2 tr(W U ZB).
Third, we known that the HM learning principle is defined in order to diagonalize the product-matrix A ZB, therefore an interesting error measure is the norm of the off-diagonal part of that matrix; namely we may define a corresponding index as:
with clear meaning of the symbols. Fourth, it is also extremely interesting to measure the deviation from orthonormality of the connection matrices. This may be achieved by the help of the indices:
As a numeric problem, we considered the case m = 8, n = 3. The numerical results have been obtained by randomly generating a matrix Z by computing the above-described indices at each iteration, for a total of 8, 000 iterations. This experiment was repeated on 100 independent trials in order to show average learning curves. It is important to note that, in order to compare the values of the function Φ over different trials, both the initial states and the singular values of Z must keep constant. So we first generated randomly a diagonal matrix D with n non-null entries on the diagonal that keep constant over the whole trial set, and then for each trial a pair of orthogonal matrices (U, V ) of proper size were randomly generated; then Z computes as U DV .
The results of the experiments are illustrated in the Fig. 4 . They pertain to the following parametervalues: η = −0.001, A 0 = I m and B 0 = I n ; also, the top-left diagonal part of the weighting matrix W is diag(3, 2, 1). As it is readily seen, the numerical results are very good.
As a single-trial result, it is interesting to inspect the singular-value estimation ability of the algorithm: In an experiment it was σ 1 = 5.2506, σ 2 = 3.5342 and σ 3 = 1.6557, while the diagonal part of A ZB is diag(5.2941, 3.5446, 1.6587); this shows that the estimation ability of the HM algorithm is quite good.
The last experiment concerns numerical analysis of stability: In this case, the matrix Z suddenly changes in the middle of iteration (but for the singular values which keep constant). The results of 100 independent trials are illustrated in the Fig. 5 . They pertain to the same set of parameter-values of the preceding experiment. When the matrix Z changes the performance indices present a peak but they return rapidly to the satisfactory asymptotic values.
Discussion on learning equations implementation
In this section we try to get the numerical simulation results into the right picture by expanding briefly the longer discussion on this topic already appeared in the recent contributions. In general, there are several possibilities of implementing a learning algorithm. In this paper, the results are obtained for the continuous-time case but the simulations are performed for the off-line discrete-time version, related to using a simple Euler approximation for solving the associate ODEs. This opens room to at least one question: How does the used integration algorithm affect the relevance of the obtained numerical results?
We believe a simple yet convincing answer comes from the consideration about the integration time: We classify a learning process into short-integrationtime learning, that requires few adaptation steps to get a satisfactory connection pattern, and longintegration-time learning, that involves the solution of the differential system for a long time-interval to obtain a satisfactory result or to tackle a nonstationary signal processing problem, for instance.
The quality of the solution of the continuous-time learning equations may be heavily affected by the selected integration scheme only in long-integrationtime learning processes: In this case it is not normally possible to select small learning stepsizes because this would cause an excessive computational burden, thus the learning equations are sampled with relatively high step-sizes; in this case, however, the Euler method may fail in finding accurate state-space trajectories or in fulfilling the constrains (such as orthonormality, in the present case) and more complicated integration techniques should be used, such as the ones relying on the Lie-Euler method or on second-order methods such as the Lie-Runge-Kutta technique.
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In the present case, we clearly dealt with shortintegration-time learning processess that do not need such complicated integration schemes to be adopted, as the small values of the chosen learning stepsizes ensure good convergence in a reasonably small number of iterations. This claim is confirmed e.g., by the values of the orthogonality measure reported for every simulation which shows that the degree of adherence to the invariant is excellent (up to order 10 −15 ). This consideration suggests that the results of the simulations for the discrete-time case are a legitimate mean for illustrating the theoretical results obtained for the ODEs.
Conclusions
The aim of this paper was to present a unifying view of closely-related parallel SVD-computation algorithms by neural networks learning on double Stiefel manifold. After showing a new derivation of HM theory based on Riemannian-gradient on doubleorthogonal group endowed with the Killing metric, some important properties of the algorithms have been investigated. Particularly, a suitable Lyapunov stability criterion has been constructed to prove asymptotic convergence.
Some numerical experiments also helped assessing the qualitative behavior of the discussed learning equations.
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A. Appendix
The aim of the present appendix is to recall some definitions from differential geometry and to justify some notational choices within the paper.
A.1. Double Stiefel-manifold and orthogonal-group
Let us recall the definition of group and argument on the group-structure of the Cartesian product of two orthogonal groups.
A group is a structure (G, ) formed by a set G and an operation that associates to every pair (a, b) ∈ G × G a unique element a b. The operation satisfies three axioms: (1-Associativity) (a b) c = a (b c), (2-Existence of a neutral element) there exists some e ∈ G such that e a = a for all a ∈ G and (3-Existence of the inverse) for all a ∈ G there exists an element a −1 ∈ G such that a −1 a = e.
Within the paper the matrix-set O(n, K) has been invoked frequently. It is easy to show that it is a group. In fact, by identifying the operation with the standard matrix product, it is easily verified that if a, b, c ∈ O(n, K) then (ab)c = a(bc), e = I n and there exists an element a −1 such that a −1 a = I n . Let us now consider the Cartesian product G = O(n, K) × O(m, K) and let us show that it is actually a group (of dimension m+n). It is worth considering the representation a = A 1 0 0 A 2 , with A * 1 A 1 = I n and A * 2 A 2 = I m and again the identification of with the matrix product. Then, the associativity property holds, it is readily verified that a * a = I n+m and a
. This proves the claim.
Let us also recall the definition of smooth manifold and argument on the manifold-structure of the Cartesian product of two of such geometric entities. as well as φ • ψ −1 are C ∞ maps. A C ∞ atlas of M is a set A = {(U i , φ i , n i )|i ∈ I} of C ∞ compatible charts such that M is completely covered by the union of the U i 's. An atlas A is maximal if every chart of M which is C ∞ compatible with every chart of A also belongs to A.
A smooth manifold M is a topological Hausdorff space endowed with a countable basis and equipped with a maximal C ∞ atlas. If all the coordinate charts of M have the same dimension n then the manifold is said to have dimension n.
On the basis of the above-recalled definitions, it is possible to show that the Cartesian product of two smooth manifolds is a manifold itself. The argument follows from the observation that if M and N are two smooth manifold, then any two charts (U, φ, n) and (V, ψ, m) of M and N define a chart (U × V, φ × ψ, n + m) of M × N . Therefore, M × N has the structure of a smooth manifold of dimension m + n 19 . The compact Stiefel manifold is a smooth manifold, thus the product space St(m, n, K) × St(p, q, K) is a manifold itself.
A.2. Riemannian gradient flow
As mentioned, the HM system may be derived as a gradient-flow on a Riemannian manifold. In order to clarify the relationship with the presented theory, it is useful to recall the definition of Riemannian gradient flow.
Definition 3
(Ref. 19 .) Let M be a smooth manifold. A Riemannian metric on M is a family of non-degenerate inner products, which are functions of the point on the manifold, defined on the tangent space to each point on the manifold, such that it depends smoothly on the point. When a Riemannian metric is specified, M is termed Riemannian manifold.
Let Φ: M → R be a smooth function defined on a Riemannian manifold M . The gradient vector field grad Φ of the function with respect to the selected metric is uniquely characterized by two conditions, referred to as tangency and compatibility.
On the basis of these definitions, it is possible to recall the concept of Riemannian gradient flow on a Riemannian manifold M asẋ(t) = grad Φ(x(t)), with x(t) ∈ M .
With reference to the HM algorithm, it is worth noting that it has been studied over the double orthogonal group. However, the orthogonal group is one of the classical Lie groups, which possess the noticeable property to be also manifolds. Therefore, with the arguments of the above appendix, the double orthogonal group is also a manifold. This gives the connection between the considered criterion function and the gradient-flow structure of HM equations.
A.3. Killing form and metric
In order to clarify the concepts underlying the invoked Killing metric, it is useful to first recall some notation from Lie algebra theory.
Definition 4
(Refs. 14, 19, 20.) Let us denote with so(n, R) the set of real-valued skew-symmetric matrices of dimension n.
Given a Lie algebra g and two elements of the algebra X and Y , the adjoint operator associated to X as a function of Y is defined as ad X (Y ) = XY − Y X. By definition, the adjoint operator is skew-symmetric, thus it belongs to a Lie-algebra so.
The Killing form is an inner-product on a finitedimensional Lie algebra defined by K(X, Y ) = tr[ad X ad Y ].
It is known that an inner-product defines a metric, thus the Killing form defines the Killing metric K(X, X) on a Lie algebra. In the paper we used the standard Euclidean metric in the Lie algebra so(n, R), namely tr[X X], because it is a linear space. This expression has the same structure of a Killing form because the elements of so are skew-symmetric matrices, thus we may identify the Euclidean metric on so with the Killing metric on the same space (up to an inessential constant).
