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ABSTRACT 
Geocoding has been a widely used technology in daily life and scientific research for 
at least four decades. Especially in scientific research, geocoding has been used as a 
generator of spatial data for further analysis. These uses have made it extremely important 
that geocoding results be as accurate as possible. Existing global-weighting approaches to 
geocoding assume spatial stationarity of addressing systems and address data characteristic 
distributions across space, resulting in heuristics and approaches that apply global 
parameters to produce geocodes for addresses in all regions. However, different regions in 
the United States (US) have different values and densities of address attributes, which 
increases the error of standard algorithms that assume global parameters and calculation 
weights. Region-based dynamic weighting can be used in probabilistic geocoding 
approaches to stabilize and reduce incorrect match probability assignments that are due to 
place-specific naming conventions which vary region-to-region across the US. This study 
tested the spatial accuracy and time efficiency of a region-based dynamic weighting 
probabilistic geocoding system, as compared to a set of manually corrected geocoding 
results within Los Angeles City. The results of this study show that the region-based 
dynamic weighting probabilistic method improves the spatial accuracy of geocoding 
results and has a moderate influence on the time efficiency of the geocoding system. 
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1. INTRODUCTION  
1.1 Geocoding and geocoding systems 
Each time someone uses a GPS navigation system or a mapping service application 
such as Google Maps or Apple Maps to find a location of an address, they are relying upon 
a geocoding system. Furthermore, geocoding can help spatially-based research that relies 
on mapping data which contain house addresses for further spatial analysis. Examples 
include research in the fields of both health and human geography (Amram et al., 2011; 
Baker et al. 2012; Balmes et al., 2008; Rushton et al., 2006). 
Geocoding, the process of generating a geographic coordinate (often expressed as 
latitude and longitude) from geographic data, such as street address and ZIP code, has been 
widely used in daily life and scientific research for at least the last four decades (Dueker 
1974; Goldberg 2008; Zandbergen 2008). An example of this process is translating the 
input address ‘100 main St Los Angeles, CA 90003’ into the latitude/longitude pair 
‘34.051127, -118.243606’. By translating textually formatted location information 
(addresses) into numeric geographic coordinates, geocoding spatially-enables these data, 
making them fit for further spatially-based analyses such as mapping, visualization, and 
spatio-temporal trend modeling (Goldberg et al. 2007; Krieger et al. 2002).  
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Figure 1.1 Basic components of a geocoding system 
 
A geocoding system, as its name implies, means a system that provides geocoding 
services. These systems are found as desktop software, web applications, application 
programming interfaces (APIs), or mobile device software capable of fitting the 
requirements of a variety of applications. As Figure 1.1 demonstrates, a geocoding system 
is composed of input addresses, reference datasets, a matching engine, and output 
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Researchers have advocated using geocoded data in geographic information systems 
(GISystems) as an essential component of spatial analysis. Geocoding been in use for more 
than four decades, and has been widely exploited across many research disciplines and 
application domains. These include epidemiologic research (Bonner et al. 2003; Oliver et al. 
2005; Schootman et al. 2007; Wheeler et al. 2012; Zhan et al. 2006); cancer research 
(Goldberg et al. 2012; Krieger et al. 2002; Krieger et al. 2001; Rushton et al. 2006; Rushton 
et al. 2010); transportation analysis (Dueker 1974; Ozimek et al. 2011; Qin et al. 2013); 
crime analysis (Mamalian et al. 1999; Police Foundation 2000; Ratcliffe 2004); and 
population studies (Chen  et al. 1998; Gilboa et al. 2006; McElroy et al. 2003; Robinson et 
al. 2010). 
coordinates (Levine et al. 1998; Yang et al. 2004). The matching engine is designed to 
search through the reference dataset in order to find the best matching record compared to 
an input address and compute and return the geographic coordinate of this record as the 
geocoding result. 
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Figure 1.2 Original map made by John Snow in 1854 
 
One of the classic applications in GIS, Dr. Snow’s dot map (also known as the Cholera 
map or the ghost map) can be seen as a potential exemplar use of a geocoding system. John 
Snow (1813 –1858) was an English doctor whose story is often taught in Geography, GIS, 
Spatial Statistics, and Epidemiology courses. His study is displayed in Figure 1.2. Dr. Snow 
used a dot map to display the locations of cholera death cases occurring in London in 1854. 
The key insight of his work is that through the visualization of these incidences as symbols 
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on a map, it became apparent that there were more cases clustered near a particular water 
well which led to the discovery that the well was contaminated and the source of the disease 
outbreak. This study marked the establishment of the modern-day epidemiology.  
In Dr. Snow’s study, the fundamental step of mapping deaths due to cholera cases 
could have been accomplished by geocoding the addresses of the death cases and mapping 
them with a GISystem, had geocoding systems been available at the time. Instead, mapping 
and drawing of all cases was done manually, one by one onto a map. Geocoding would 
have reduced the time and effort necessary to accomplish this same task, perhaps leading 
to timelier conclusions and fewer deaths. 
1.2 Motivation and problem statement 
International utilization within many academic, government, and business fields has 
made it extremely important to that geocoding results be as accurate as possible. Geocoding 
acts as the fundamental spatial data generator in many research disciplines and application 
domains (Bell et al. 2006; Bonner et al. 2003; Costello et al.2009; Dueker 1974; Oliver et 
al. 2005; Vine et al. 1997; Zhan et al. 2006). As such geocoding systems have become a 
crucial procedure necessary to make research progress in many spatially-based fields. In 
many spatially-based studies that investigate the locations of people, geocoding is the first 
process undertaken after data collection. This makes geocoding an important factor in the 
accuracy of subsequent research methods which utilize these data and the results they 
produce. Any errors that are generated during the geocoding process may be magnified by 
further spatial processing or analyses, which may lead to essential differences in study 
outcomes. Therefore, reducing the error during the geocoding progress has been noted as 
pressing need in the literature (Goldberg et al. 2012). 
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Table 1.1 Examples of each type of error that may exist in input addresses 
 Number 
Pre- 
directional 
Street 
name 
Suffix 
Post- 
directional 
City State 
ZIP 
code 
Correct 
address 
800 N Main St  Houston TX 77002 
Incorrect 
number 
801 N Main St  Houston TX 77002 
Missing 
part 
800  Main St 
 
 
Houston TX 77002 
Typo 800 N Man St 
 
 
Houston TX 77002 
Incorrect 
directional 
800 S Main St  Houston TX 77002 
Incorrect 
street type 
800 N Main Rd  Houston TX 77002 
Incorrect 
region scale 
800 N Main St  
North 
Houston 
TX 77002 
Incorrect 
ZIP code 
800 N Main St  Houston TX 77017 
 
 
Complications that lead to inaccurate geocoding include input address uncertainty 
errors and missing input address missing attribute problems that are contained within the 
input datasets processed by geocoding systems. Incomplete or incorrect input address data 
will cause inaccuracy and uncertainty in resulting geocoded data. Errors like missing 
address components, spelling mistakes (typos), incorrect address directionals, street types, 
sub-region, and city names, and incorrect ZIP codes can and are generated during data 
collection process and affect the quality of geocoded data. Each of these errors results in 
different amounts of spatial displacement error in output geocoded results. Table 1.1 gives 
examples of each type of error that may exist in input addresses. 
Many traditional geocoding methods assume that input addresses are correct and well 
formatted. Without taking the possible errors previously mentioned into account (in 
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addition to many more), standard geocoding methods may suffer serious problems when 
geocoding large databases of address records. This is a particularly pressing issue when 
determining a precise location is critical to health, safety, property, or policy efforts. 
Probabilistic geocoding has been developed as one approach to assist in the selection of 
the best matching results between an input dataset and large reference databases, and has 
been implemented in several geocoding systems (O’Reagan 1987; Jaro 1984) to improve 
their performance.  
Probabilistic matching approaches compare uncertain input addresses using an 
approach that separates an input address into its multiple address components and 
associates a weight, or importance, to each component based on the density of values as 
observed within a reference database. The weight for each field is determined by the 
probability of the input field matching with the field of one record in the reference database 
that is a true match and the probability of the input field matching with one random record 
from the reference database. The totals of the weights for all the components of postal 
address are usually represented by a number between 0 and 100 (Francis P. Boscoe, 2008). 
Traditionally, each weight is calculated based on the density of each possible value of each 
of the street address attributes and the same set of weights is applied nationwide. In the 
current study, this approach which uses a globally-defined set of attribute weights 
uniformly across all input data, regardless of the location of the input address data, is 
termed the global-weighting approach. 
In the US, as in other places around the globe, addressing systems vary by region 
given the history and policies of particular places. The ways that streets are named, the 
prevalence of numeric street names or single-letter alphabetic streets names, and the pattern 
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and distribution of street segments and house numbers are all characteristics that reflect 
street naming and house numbering conventions which, in the US, are controlled at the 
local government or regional level. As one moves from region to region in the US, one 
observes different values and densities of address street name attributes, due to the non-
stationarity of these naming conventions across the US as a whole. Different regions in the 
US commonly prefer different conventions for naming streets and indicating street types. 
For example, sections of Los Angeles City frequently contain Spanish names (e.g., ‘Los 
Feliz Blvd’ and ‘La Paz Dr’ in ZIP code 90027), while most of the streets in Bellevue, 
Washington State are named using numerical street names with either pre-directional or 
post-directional (or both) (e.g., ‘140th Ave SE’, ‘NE 8th St’, and ‘West Lake Sammamish 
Pkwy NE’), and New York City has a preponderance of streets with numerical names (e.g., 
‘W 57th St’ and ‘5th Ave’, in Manhattan).  
This heterogeneity of addressing and naming systems increases the error of global-
weighting geocoding algorithms that employ the same probability weights to all input 
addresses regardless of region. The application of the same set of weights for the entire 
country results in different levels of accuracy by region since the distribution of types of 
address attributes are not the same everywhere (non-stationarity). The globally-weighted 
approach which assumes constant weights globally fails to account for the local and 
regional differences in values and densities of attribute, meaning that the characteristics of 
a place are not leveraged to increase the accuracy of geocoding for that particular location. 
As a result, these methods produce lower quality data than could be produced using locally 
relevant modeling techniques. The central thesis of the following work is that incorporating 
local street naming conventions and address distribution characteristics will improve 
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results based on local conditions present in the region the input address is located. The 
proposed method, termed region-based dynamic weighting probabilistic geocoding will 
provide more accurate probabilistic geocoding result as a better data source for modern 
GISystems. 
1.3 Thesis statement 
Region-based dynamic weighting can be used in probabilistic geocoding approaches 
to stabilize and reduce incorrect match probability assignments which are due to place-
specific naming conventions which vary region-to-region across the US. 
 
1.4 Contributions of the research 
This study contributes to the knowledge in the area of geocoding in general, but more 
specifically, to the research, development, and application of a novel geocoding technique 
which uses dynamic region zoning and dynamic attribute weighting to improve the spatial 
results of geocoding systems. To achieve this goal, spatial clustering and spatial index 
technologies are developed to compute regional differentiation of reference data. Also 
developed is an automated method which breaks the world up into a series of contiguous 
regions which share addressing characteristics. In order to optimize existing probabilistic 
geocoding methods and improve resulting spatial accuracy, a probabilistic geocoding 
system was built to test the proposed method which utilizes differences in cultural and 
street naming conventions across disparate regions. 
This research contributes to society because, fundamentally, it improves the accuracy 
of geocoded results. This progress will make the geocoding process more reliable and of 
increased value to researchers, agencies, commercial groups, and individuals due to the 
fact that an incorrectly formatted or wrong address will still result in an accurate match.  
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1.5 Outline of the dissertation 
The remainder of this thesis is organized as follows.  
Chapter 2 presents a detailed literature review on the current state and utilization of 
geocoding techniques which are used as the motivation for and basis of the current research.  
Chapter 3 describes the details of the research experiment, including the data 
preparation, system design, and development.  
Chapter 4 outlines the results of the experimental design and provides a discussion 
of the results through several in-depth analyses of notable findings.  
Chapter 5 concludes the thesis by emphasizing major achievements and describing 
the potential for future work. 
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2. LITERATURE REVIEW 
2.1 Concepts of geocoding 
There are many different ways to describe locations on the surface of the Earth. These 
include for example, place names (e.g., ‘New York Central Park’), postal addresses (e.g., 
‘100 Main St Los Angeles, CA 90002’), relative directions (e.g., ‘one mile south to the 
museum’), and geographic coordinates (e.g., latitude and longitude: 30.614910, -
96.342295). Postal addresses have been, without a doubt, the most commonly used 
locational format in research studies because they are widely used, well formatted, and 
easy to remember. However, these textual addresses cannot be recognized and utilized by 
a GISystem as easily as the digital coordinates (Goldberg 2008). With the development of 
GIS, how to translate a descriptive sentence such as ‘800 main St N’ into a digital 
coordinate that could be understood by a computer system (GISystem) has become an 
essential topic for GIScience. 
2.1.1 What is geocoding 
Geocoding and reverse geocoding systems appear as the translators between 
descriptive human language and numerical geographic coordinates. Geocoding means the 
process of generating a geographic coordinate (often expressed as latitude and longitude) 
from descriptive geographic address or location information. Conversely, reverse 
geocoding describes the process of converting digital geographic coordinates (such as 
latitude/longitude data obtained from global positioning system [GPS] devices) into human 
language (such as street addresses). 
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Because addresses are fuzzy descriptive data which must be converted into digital 
coordinates, a great number of the prior studies into geocoding processes have engaged in 
reducing spatial error and uncertainty in geocoded results (Goldberg et al. 2010; Goldberg 
et al. 2012; Krieger et al. 2001). The study presented within this thesis also focuses on 
improving the accuracy of geocoding systems. In contrast, most of the research tackling 
reverse geocoding has been devoted to improving the query process time efficiency (Zarem 
et al. 2006). 
As mentioned in Chapter 1, a geocoding system (geocoder) is primarily composed 
of one or more input addresses, one or more reference datasets, a matching engine, and one 
or more output coordinates (Levine et al. 1998; Yang et al. 2004). The following sections 
describe each of these components in detail. 
2.1.2 Input and output formats 
The input street address used as the input data given to a geocoding system is the 
descriptive locational text that represents one geographic point on the surface of the Earth. 
The variety inherent in human language leads to a mass of practices used to describe 
geographic locations. These include descriptors such as postal addresses (Ge 2005; 
Goldberg et al. 2007; Rushton et al. 2006), street intersections (Guo et al. 2010; Levine et 
al. 1998), named geographic features (Lee 2002; Davis et al. 2003; Taranenko et al. 2011), 
ZIP codes (Krieger et al. 2002; Krieger et al. 2003), and free-formatted textual locational 
descriptions (Wieczorek et al. 2004). Among these different formats, postal addresses are 
favored and most commonly encountered in datasets processed by geocoding systems, 
especially those processed by scientific researchers, who obtain these data as part of many 
data collection processes. In the US, researchers have identified postal addresses as the 
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most common input to geocoding systems (Ge 2005; Goldberg et al. 2007; Rushton et al. 
2006). The focus of the research presented herein limits the scope of potential input data 
types to postal address data only. 
 
 
Figure 2.1 The components of a postal address 
 
Figure 2.1, illustrates the components that comprise a typical postal address: Street 
address, City, State, and ZIP code. Street address is usually formatted by combining a series 
of fields including the address number, the pre-directional (optional), the street name, the 
street suffix, and the post-directional (optional). Additionally, some postal address data 
may contain a suite number and suite type. However, the majority of existing geocoding 
systems in use today do not take suite level information into account when generating 
geocode outputs because of accuracy limitations in most reference datasets available to 
geocoding systems – most reference datasets do not include information down to the suite 
level. 
A geographic coordinate system is a coordinate set generated to indicate every 
possible location on the surface of the Earth with a set of numbers and/or letters (Burrough 
et al. 1998). Most geocoding systems output coordinates in the form of latitude and 
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longitude. This is also the data format of the Global Positioning System (GPS), one of the 
most popular space-based satellite navigation systems.  
2.1.3 Reference dataset 
Reference datasets are fundamental to geocoding systems. The accuracy and integrity 
of a reference dataset is a prerequisite for any geocoding system that is intended to produce 
high-quality results. Because the construction of a high-quality reference dataset requires 
intense work and high costs, most of the datasets that are used by geocoding systems are 
provided by either a national organization or large commercial company. Typically, most 
of the commonly used reference datasets are classified as two different types: street 
segment (line vector data) and address point (point vector data), although polygon 
reference datasets exist and are sometimes used as well. 
 Street segment reference datasets such as the US Census Bureau’s TIGER/Line 
shapefiles database (U.S. Census Bureau 2013) and the NAVTEQ Street Segments Database 
(Here 2013) utilize an address interpolation algorithm to generate a position for an input 
address using the address range associated with the street segment matched to by the 
geocoding system.  Because street segment databases are the type of reference dataset 
most commonly used in geocoding systems, numerous researchers have attempted to 
understand and improve the accuracy of geocodes produced using these interpolation 
methods (Bakshi et al. 2004; Dueker 1974; Nicoara 2005; O‘Reagan et al. 1987; Ratcliffe 
2001). 
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Figure 2.2 The basic address interpolation workflow 
 
𝑃𝐼𝑛𝑝𝑢𝑡 = 𝑃1 + (𝑃2 − 𝑃1)
𝐴𝑑𝑑𝑟𝑒𝑠𝑠𝑁𝑢𝑚𝑏𝑒𝑟𝐼𝑛𝑝𝑢𝑡 − 𝐴𝑑𝑑𝑟𝑒𝑠𝑠𝑁𝑢𝑚𝑏𝑒𝑟𝑃1
𝐴𝑑𝑑𝑟𝑒𝑠𝑠𝑁𝑢𝑚𝑏𝑒𝑟𝑃2 − 𝐴𝑑𝑑𝑟𝑒𝑠𝑠𝑁𝑢𝑚𝑏𝑒𝑟𝑃1
          (2.1)  
 
Figure 2.2 describes a basic workflow of the address interpolation geocoding method. 
After a best-matching street segment is found by searching a reference dataset, address 
interpolation and linear interpolation are used to estimate the latitude and longitude to 
represent the output coordinate for an input address. The first step in this process is to 
determine whether the input address should be a part of the right-hand or the left-hand sides 
of the street segment based on the parity of the house number and those associated with 
each side of the street segment. Based on the address interpolation method defined by 
Figure 2.2 and Equation 2.1, both latitude and longitude are calculated (Zandbergen 2008). 
Address point (parcel centroid point) databases such as Boundary Solutions’ National 
ParcelMap Data Portal (NPDP) and NAVTEQ Address Point Databases have been used as 
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reference datasets by some geocoding systems. As a database that stores every existing 
address in the whole country, most of these point reference databases contain millions of 
records. Due to these large data sizes, these types of databases typically see low query time 
efficiency meaning that indexing techniques and technologies are needed to assure 
adequate geocoding query processing time. In the big data age, technologies which have 
been designed for non-relational (or less relational) big datasets are becoming increasingly 
common. These include Not Only SQL (NoSQL) databases such as MongoDB, Google 
BigTable, and Oracle NoSQL Database. These data storage formats have been developed 
to begin to address query speed issues in massive datasets, such as those used in geocoding 
systems (Rischpater et al. 2013).  
2.1.4 Matching engine (algorithm) 
 
 
Figure 2.3 The matching engine workflow 
 17 
 
The main task of a matching engine is to find the best match (that with the highest 
likelihood of being correct) for an input address given all available addresses (geographic 
objects) contained within a reference dataset. Matching processes can be categorized as 
either deterministic or probabilistic. Figure 2.3 demonstrates a basic workflow of a 
matching engine. First, the geocoding system searches for an exact match for the requested 
input address. If an exact match cannot be found, the system will compare all possible 
matches and identify the most likely match (best match) for the input address. How to select 
the best match, both efficiently and accurately, is the main question under consideration in 
the current study. 
Probabilistic geocoding systems have been developed to help select the best matching 
result from reference databases (O’Reagan 1987; Jaro 1984). A probabilistic geocoding 
system scores all of the possible records available within a reference dataset against an 
input address based on the attribute similarity and the importance of each of the 
components that make up an address. A probabilistic matching algorithm accomplishes 
this by first calculating a weight for each field of the input address representing how 
important each field of the address is.   
 
Weight = ln(𝑚 𝑢⁄ )                                                      (2.2) 
 
As Equation 2.2 describes (Boscoe 2008), the weight results from two separate 
probabilities (m and u). The first of these, m, represents the probability that the input field 
agrees and the match between an input address field and that of the reference data field is 
a true match. Since the method is comparing all similar records alone, this value is usually 
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either very high (close to 1 – 100% probability) or very low (close to 0 – 0% probability). 
For example, if we consider an example where an input street name is provided as ‘Texas’ 
and the reference street name is also ‘Texas’, the value of the probability (m) should be 1. 
Even if there are a few minor typos, like ‘Texes’, it should still be consider a high match 
(like 0.95). More discussion on this topic is provided in Section 2.1.5 during the description 
of programmatically recognizing typo errors.  
The second probability, u, is the probability that the value of the input field agrees 
with the value the field on a random record in the reference dataset. In general, the value 
of this probability is low. For example, consider a dataset that includes 100 million street 
segments, of which 400,000 are named ‘Main’. In this case, the probability of a randomly 
selected record happens to have a name of ‘Main’ is 0.004. Researcher have found that in 
practice, the u probability of the pre-directional and the post-directional fields (N, S, E, and 
W) are near 0.25 (Boscoe 2008).  
The weight for each field of the input address can be calculated using Equation 2.2 
once both m and u are known. For the street name component of an address, assuming m 
is 0.95 and u is 0.004, the weight would be 5.47 (Equation 2.2). For the post-directional 
field, assuming an m of 1 and a u of 0.25, the weight would be 1.39. This result makes 
intuitive sense, because it is represents the fact that a street name should be weighted quite 
a bit higher than the post-directional field. 
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Figure 2.4 An example of a standard weight set. 
 
Traditionally, probabilistic geocoding engines assume m is 1 and generate a set of 
standard weights for each component of the address based on the value of national-level 
reference datasets. Figure 2.4 gives an example of the standard weight set. More discussion 
about standard weight sets are given in section 3.4.3. 
2.1.5 Soundex encoding 
Misspellings (typos) like ‘Mapple’, ‘Univorsity’, and ‘Las Angeles’ for the correct 
versions ‘Maple’, ‘University’, and ‘Los Angeles’ are commonly generated during a data 
collecting or data entry process. Soundex encoding, a phonetic algorithm for indexing 
English words by the way they are pronounced, is designed to programmatically recognize 
English words despite the minor differences in spelling (Zandbergen 2008). This algorithm 
has been widely used in geocoding systems in order to match misspelled words in the input 
data, with correct reference datasets (Boscoe et al. 2002; Goldberg et al. 2007; Yang et al. 
2004). For example, the Soundex code for the word ‘University’ is ‘U516’, while the 
Soundex code of the misspelled word ‘Univarsity’ is ‘U516’ as well. Therefore, to a 
geocoding engine which utilizes Soundex, these two words would be recognized as a match. 
 20 
 
2.2 Applications of geocoding 
Geocoding technology plays an important role both in the everyday lives of people 
and in scientific applications. In this section, the rich literature on geocoding technologies 
is discussed to demonstrate the utility and importance of these systems. 
2.2.1 Geocoding in health research 
Health data processing was one of the first applications of geocoding systems 
(Rushton et al., 2006). Research in this area has studied the relationships between the 
location of cancer and other epidemic diseases and environmental factors. For example, 
Amram et al. (2011) analyzed the impacts of air and noise pollution on children’s health 
development by exploring the relationship between a child’s school’s location and the 
child’s health condition. To accomplish this, the authors investigated the distance of 
schools to major roads in Canadian cities using geocoding technology. The authors found 
that traffic-generated air and noise pollution have serious effects on children’s health 
development. Since children spend most of their time at school, the location of the school 
may be an important factor of epidemiologic exposure. Their results indicated that a large 
amount of students at public schools in Canada faced high levels of air and noise pollution 
when they were at school in low income area. The locations of schools were shown to have 
potential negative impacts on students’ health development.  
Similarly, researchers have found that exposure to traffic can cause asthma in children 
using geocoding systems. Balmes et al. (2008) conducted a study to analyze the 
relationship between traffic exposures and health status in adults. Geocoding technology 
was used to generate the detailed roadway and address information that powered the 
study’s analyses. The result indicated that traffic exposures can decrease adults’ lung 
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functionality because traffic exposures increase the morbidity of asthma. The study found 
that exposure to high density traffic and distances to the nearest roadway have strong 
impacts on lung function in adults. 
There are also studies which examine the relationship between cancer incidences and 
the socioeconomic characteristics of people. For instance, Krieger et al. (2005) conducted 
a survey to test the links between US socioeconomic gradient and breast cancer. Geocoding 
technology was used to generate the breast cancer incidence points from address data. 
These geocoded cancer incidences were then linked to a socioeconomic gradient. This 
seminal work found that the cancer incidences vary by race or ethnicity. 
Other studies have investigated the relationship between health condition and health 
service accessibility. Continelli et al. (2010) analyzed the relationship between local doctor 
supply, the possibility of having a primary care doctors, and the possibility of receiving 
preventive health examination. The results indicated that the local doctor supply has an 
impact on the possibility of having a primary care doctors and affects the preventive service 
which indicates that the health service accessibility has an influence on health development. 
Ngamini Ngui et al. (2011) analyzed the spatial accessibility of mental health service in 
Canada. Through the analysis of the potential demands for mental health service and the 
supply of mental health services, the results indicated that the mental health services are 
unequally distributed in the southwest of Montreal. This research provides an indicator of 
the need for the improvement in the distribution of health service 
A second trend in geocoding research relates to geocoding accuracy in health research. 
Goldberg et al. (2012) investigated the effects of interpolation method on county-level 
cancer rates when case information is geocoded to the ZIP code level. Schootman et al. 
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(2006) examined the spatial accuracy and geographic errors of four geocoding algorithms 
within the context of epidemiologic research. In this work, the ‘point-in polygon’ method 
and the ‘look-up-table’ algorithm were compared to intersect addresses into census area. 
Zimmerman et al. (2010) quantified the effects of local street network conditions on the 
spatial accuracy of batch geocoding with epidemiologic cases.  
In sum, geocoding technology plays a significant role in the development of spatially-
based health research. It provides important evidence that improves the application of GIS 
within health research. 
2.2.2 Geocoding in crime research 
Geocoding technology has also been used widely in crime research, especially during 
early research developments in the field. Geocoding contributed to better ways of 
understanding the relationships between crime, socioeconomic, demographic, and 
geographic factors. Geocoding provided a method that police agencies could use to 
ultimately reduce the incidence of crime. 
Ceccato et al. (2004) compared crime patterns at two points in time to analyze the 
relationship between crime occurrence and investments in transportation services in a 
border area. The results indicated that improved transportation systems generated an 
increase in mobility, but the total number of crime did not increase. However, since the 
improved transportation systems that cross ‘open’ borders created easier access to places, 
this led to changes in smuggling routes and facilitated human trafficking.  Andresen (2006) 
investigated the spatial autocorrelation between local crime rates and socioeconomic 
features at the census area level. The results indicated that high unemployment and the 
presence of young people had a very strong relationship with local criminal rates. 
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Gruenewald et al. (2006) analyzed the relationship between alcohol sales volume in time 
and local violence rates. The study indicated that greater percentages of minorities and 
lower median household incomes increased the rates of violence. The greater number of 
alcohol outlets also increased the violence rates. Each of the above studies utilized 
geocoding as a fundamental component of the research design. 
2.2.3 Geocoding in transportation research 
The application of geocoding technology in transportation research has been primarily 
applied in two contexts: improving the condition of transportation systems and decreasing 
traffic crashes. 
Chou (1995) developed a decision support system for public bus routing, route order 
mapping, and passenger addresses geocoding. This system integrated GISystem mapping 
functionalities and geocoding methods with other technologies. Overall, six systems were 
contained in the complete system, including a user-based routing function which allowed 
the user to select optimal routes, a walking-distance calculation function which identified 
street addresses that were within a user-specified walking distance from users’ initial GPS 
location, a bus-stop component which generated optimal bus stops according to travel 
demand, a passenger plotting module which geocoded passengers’ addresses, plotted 
passenger’s location, a user-based routing function, and a walking-distance calculating 
function. The authors’ results showed that the system improved the condition of urban 
transportation systems.  
Geocoding is an important technology for analyzing the relationship between vehicle 
collisions and transportation system conditions which can provide invaluable resources for 
injury prevention researchers. Park et al. (2011) applied a post mile referencing dataset 
 24 
 
within a geocoding system in order to geocode collisions on expressways in South Korea 
and identified the most appropriate methodology for Korean expressways in particular. The 
results indicated that the geocoded database of expressway collisions improved the traffic 
safety and reduced fatalities. Qin et al. (2013) developed a ‘Crash-Mapping Tool’ to 
geocode locations of police crash reports and create pinpoint maps for all crashes. This 
integrated crash map provided an effective method for crash analysts to locate where 
crashes happened on the highway. 
2.2.4 Geocoding in population research 
Geocoding technology has been used in population estimation. Geocoded address data 
and housing-unit methods are often used to estimate small-area populations. However, the 
incompleteness of georeferenced address-based datasets has been known to cause low 
accuracy in population estimation. Baker et al. (2012) evaluated the influence of incorrect 
geocoding on accuracy in small-region’s population estimates. The study indicated that 
incomplete geocoding potentially introduced large amounts of error in population estimates. 
2.2.5 Geocoding in people's lives 
Geocoding technology is also an important component in many branches of people’s 
lives. For example, it is used when developing a spatio-temporal method for activity 
location reconstruction. Individual-level travel survey datasets are a valuable resource for 
analyzing human movement. However, quality issues within travel survey data have 
limited the effectiveness of these data depending on how geocoding is accomplished. 
Horner et al. (2012) presented a method to geo-enable activity locations from travel surveys 
that could not be accurately geocoded. The proposed method estimated the probabilistic 
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locations of missing trip stop points. The method generated estimated locations for 
unreferenced destinations, which improved the usefulness of the survey data. 
Geocoding technology has also been used in the assessment of environmental impacts 
on residential property prices. Kim et al. (2013) analyzed impact of light rail on residential 
property prices. Chasco et al. (2012) analyzed the impact of noise and air quality on house 
prices.  
Other studies have used geocoding technology to measure alcohol outlet density, 
analyze the impact of tobacco sale volume, and estimate the results of smoking cessation 
efforts (Matthews et al. 2011, Han et al. 2014). 
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3. EXPERIMENTAL DESIGN 
The experiment described here was designed to implement the region-based dynamic 
weighting probabilistic geocoding system and evaluate it. First, test addresses were 
geocoded by a global-weighting probabilistic geocoding system. Second, the geocoded test 
data were manually corrected with a manual geocoding correction platform. Third, the test 
input addresses were geocoded by the region-based dynamic weighting probabilistic 
geocoding system. Finally, the geocoded results from the global-weighting geocoding 
system and the region-based dynamic weighting probabilistic geocoding system were 
compared with the manually corrected results to evaluate improvements in spatial accuracy 
resulting from the proposed method. 
3.1 Geocoding evaluation metrics 
The experiments described herein were designed to facilitate the evaluation of the 
region-based dynamic weighting approach described in two ways. The first was to assess 
improvements in spatial accuracy, meaning that geocodes produced with the proposed 
method would be closer to ground truth values than those produce using global-weighting 
(non-dynamic) methods. The second was to assess the representative accuracy in match 
scores that were assigned by the region-based dynamic weighting and global-weighting 
methods. The hypothesis tested in this work was that the proposed method should have 
generated different match scores than the global-weighting method. Improvements in 
match scores would mean that results which were previously false positives (those scored 
erroneously as matches when they should not have been) should receive lower scores using 
the region-based dynamic weighting approach. Similarly, previous false negatives (those 
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scored erroneously as non-matches when they should have been matches) should receive 
higher scores using the region-based dynamic weighting approach. 
3.1.1 Geocoding spatial error measurement 
This study assumes that the coordinates derived from the manual geocoding correction 
progress are true points following the approach described in Goldberg et al. (2008). As 
such, geocoding error is defined by the bias (distance) from the geocoded result point to 
the real point (corrected longitude and latitude).  
 
Figure 3.1 The geocoding error 
 
 28 
 
Figure 3.1 demonstrates an example of geocoding error. Geocoding error in this case 
means that the geocoded point and the true point are not in the same location. These errors, 
or shifts, from the true point to the geocoding result point can be represented by either 
vector or distance metrics. This study focused on the distance from the geocoding result 
point to the true point.  
Great Circle Distance was used as the distance calculation algorithm: 
 
𝐷𝐿𝑜𝑛 = 𝐿𝑜𝑛1 − 𝐿𝑜𝑛2                                                   (3.1) 
𝐷𝐿𝑎𝑡 = 𝐿𝑎𝑡1 − 𝐿𝑎𝑡2                                                   (3.2) 
𝑎 = sin(𝑑𝐿𝑎𝑡 2⁄ )
2 + cos(𝐿𝑎𝑡1) ∗ cos(𝐿𝑎𝑡2) ∗ sin(𝑑𝐿𝑜𝑛 2⁄ )
2                (3.3) 
𝑐 = 2 ∗ 𝑎𝑡𝑎𝑛2(√𝑎 , √1 − 𝑎)                                              (3.4) 
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝑅 ∗ 𝑐    (𝑅  𝑖𝑠 𝑡ℎ𝑒 𝑟𝑎𝑑𝑖𝑢𝑠 𝑜𝑓 𝑡ℎ𝑒 𝐸𝑎𝑟𝑡ℎ: 6378.1𝑘𝑚 𝑜𝑟 3961.3𝑚𝑖𝑙𝑒𝑠) (3.5) 
 
3.1.2 Geocoding error classification based on weighting score 
Geocoding errors caused by incorrect weighting scores were classified as two types 
of errors: false positives and false negatives. False positive errors mean that the input 
addresses failed to match with the correct locations due to computed weighting scores that 
were too high. False negative errors means that the input addresses failed to match with the 
correct locations due to weighting scores which were too low. Generally, false negative 
errors will return ZIP code centroid geocode quality types while false positive errors will 
return street address quality locations, but not the correct location. 
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3.1.3 Improvement index 
The research presented here developed the concept of an improvement index which 
was designed as a tool for detecting the differences resulting from the region-based 
dynamic weighting method. 
 
Index𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡 = Distance𝑂𝑙𝑑 − 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑁𝑒𝑤                            (3.6) 
 
Equation 3.6 illustrates the definition of the improvement index of geocoding 
accuracy. This measure is the distance differential between the accuracy of global-
weighting probabilistic geocoding system and region-based dynamic weighting 
probabilistic geocoding system. 
3.2 Test data preparation and global-weighting probabilistic geocoding 
3.2.1 Research area 
Los Angeles City was selected as the research area for these experiments due to the 
availability of test and reference data and in-depth knowledge about the characteristics of 
the street addressing systems used in this region. These data were drawn from the historical 
transaction records of the Texas A&M GeoServices website (Texas A&M GeoServices 
2013) which contained over 50 million individual address queries that have been sent to 
the production version of the system by members of the public (as described below). The 
specific records chosen for this research met one of two criteria: they had a ZIP code listed 
as being within one of those valid for Los Angeles City, or they had a city named ‘Los 
Angeles’. Figure 3.2 shows the research area and the city boundary of Los Angeles City. 
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Figure 3.2 The research area and the Los Angeles City 
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3.2.2 Texas A&M GeoServices website 
 
Figure 3.3 The website interface of Texas A&M GeoServices 
 
The Texas A&M GeoServices website (Texas A&M GeoServices 2013) is an online 
platform that was developed by Dr. Goldberg and the Texas A&M GeoServices team. This 
website offers online services such as, geocoding, address parsing, and normalization, 
reverse geocoding, Census intersection and geocoding correction etc.  
The Texas A&M GeoServices website processes hundreds of thousands of user input 
addresses every day. Among these input data, some data come from users who authorize 
Texas A&M GeoServices to use their data for research purposes. Based on these data, 
19,273 records (input addresses) were selected as a test dataset for this research. 
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All test data were manual corrected with the help of the manual geocoding correction 
platform (Section 3.3). After this processing, all records had the following information 
associated with them: input address, corrected address, original geocoding result 
(probabilistic geocoding without region-based dynamic weighting method), and manually 
corrected longitude and latitude. While being processed, an addresses’ error information 
was also collected. This error information was classified by the address field on which it 
occurred. 
The Texas A&M GeoServices website was also used to represent a global-weighting 
probabilistic geocoding system as a comparison with the region-based dynamic weighting 
probabilistic geocoding system developed and evaluated as part of this research. 
3.3 Manual geocoding correction 
As part of the current study, a manual geocoding correction platform previously 
developed (Goldberg et al. 2008) was enhanced to gather additional information about the 
correctness of a geocoding result and geocoding input data. 
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Figure 3.4 The interface of the manual geocoding correction platform 
 
Figure 3.4 shows the interface of the manual geocoding correction platform. It was a 
webpage developed using the Google Maps API (application programming interface). It 
allowed users to manually correct the geocoding results in an effective and time efficient 
manner. For each input address, both the Texas A&M geocoding result point and the 
Google geocoding result point (or points in many cases) were displayed on a Google Maps 
interface. Input addresses and matched feature addresses from the multiple platforms were 
compared. Customized correction information was gathered using this approach. This 
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platform allowed users to drag and drop these point markers on the map to manually correct 
longitude and latitude coordinates. 
 
Figure 3.5 The geocoding correction notes 
 
All records were compared with the matched feature in the reference database and 
Google geocoding results using the manual geocoding correction platform. New, corrected, 
addresses were generated during this process. For example, input address ‘10100 Galaxy 
Way, Century City, CA 90067’ was compared with the computed geocode for ‘10100 
Galaxy Way, Los Angeles, CA 90067’ and Google geocoding result ‘10100 Galaxy Way, 
Los Angeles, CA 90067’. In this instance, the map interface indicated that all the address 
points in this ZIP code area (90067) were associated with the official city name ‘Los 
Angeles’. ‘Century City’ is a colloquial term that is commonly used by people in this sub-
region, but is not an official city name. Based on these facts, the address would be corrected 
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during manual processing to ‘10100 Galaxy Way, Los Angeles, CA 90067’ by the manual 
correction technicians. During the geocoding correction process, a roof-top longitude and 
latitude coordinate was also generated for each record. As Figure 3.5 indicates, error 
information at the per-attribute level was also collected for the original address, the version 
matched by Google, and the version matched by the Texas A&M GeoServices website 
(global-weighting). 
3.4 Region-based dynamic weighting probabilistic geocoding system design 
Figure 3.6 illustrates the workflow design for the region-based dynamic weighting 
probabilistic geocoding system. 
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Figure 3.6 The region-based dynamic weighting probabilistic geocoding workflow 
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It is well known within the geocoding literature that even the best interpolation 
algorithms may still result in inaccurate or erroneous geocoding results. However, there is 
consensus that an exact match will always better than probabilistic matches. As is common 
in geocoding systems and geocoding research, the priority of reference datasets and the 
matching options were ranked as follow: 1) an exact match from the NAVTEQ Address 
Point Database; 2) and exact match from the NAVTEQ Street Segments Database; 3) a 
relaxed match (with region-based dynamic weighting) from the NAVTEQ Address Point 
Database; 4) a relaxed match (with region-based dynamic weighting) from the NAVTEQ 
Street Segments Database; and 5) a ZIP code centroid. Parsed input addresses were 
compared with reference database following this ordering. 
In order to reach the objective of this study, including the construction of a geocoding 
system which implements region-based dynamic weighting method, following steps were 
accomplished. 
3.4.1 Reference database preparation 
NAVTEQ has been cited one of the best street address databases commercially 
available and has been widely used as reference dataset by many popular geocoding 
systems (Vieira et al. 2010). It provides coverage and accurate address data worldwide 
(Ludwig et al. 2011). Both NAVTEQ Address Point Database and NAVTEQ Address 
Point Database were used as reference datasets within the geocoding system developed and 
tested here. 
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Figure 3.7 NAVTEQ Street Segments Database’s folders for each state 
 
 
Figure 3.8 NAVTEQ Street Segments Database’s shapefile for one state 
 
As the Figure 3.7 and Figure 3.8 shows, the NAVTEQ Street Segments Database is 
delivered as one shapefile for each state. The shapefile format, an ESRI standard, is a 
widely used spatial vector data format designed by ESRI for GISystems (ESRI 1998). This 
format stores non-topological geometry data and attribute information for spatial features 
(i.e., points, lines, and polygons). Depending on the spatial size of the state and the density 
of the streets it contains, the size of the shapefile may vary from thousands to millions of 
records.  
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In order to be used as a reference dataset for the geocoding system, the NAVTEQ 
Street Segments Database and NAVTEQ Address Point Database was imported into a 
Database Management System (DBMS) to enable key functions like querying, updating, 
indexing, etc. In this research, Microsoft SQL Server (SQL Server) was used as the 
Relational Database Management System (RDBMS) that stored and managed these 
reference datasets. 
 
Figure 3.9 The NAVTEQ SQL Importer 
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Several pre-processing steps were run on the NAVTEQ data in order to build a fully 
functional and effective reference dataset for the geocoding system used here. In this study, 
the NAVTEQ SQL Importer (Figure 3.9) was developed as a tool for data importing and 
pre-processing. It could read each of the shapefiles for each state separately from its sub-
folder and import them into SQL Server. As the data were being imported, several 
processing steps were executed upon them to ensure proper formatting as well as 
automatically prepare the geocoding system for the approaches outlined below. 
As mentioned in Section 2.1.3, address interpolation calculates the left-hand street and 
the right-hand street separately based on the parity of the address number. Therefore, 
separating the addresses by left-hand and right-hand (even/odd) in each state significantly 
improved the query efficiency by reducing the searching range and parity determination 
time requirements. 
 
Figure 3.10 The results of addresses left-right separation 
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Figure 3.10 shows the results of addresses left-right separation. All addresses in the 
NAVTEQ Street Segments Database for the US were inserted into independent tables by 
state, and by left-right designation. 
The original NAVTEQ data did not include city name and state name associations 
with each street record. However, each street line record had both left-hand postcode (ZIP 
code) and right-hand postcode data. Based on the ZIP code database provided by the USPS 
(the United States Postal Service), all the city and state names were added into the database 
during the data importing process. 
 
Figure 3.11 Samples of Soundex code fields and their original data fields 
 
 As discussed in Section 2.1.5, the Soundex encoding technology is commonly used 
by geocoding systems to solve misspelling errors that exist in input data. The NAVTEQ 
SQL Importer pre-computed the Soundex code of street name and city name fields for each 
record as they were being imported. Pre-computed Soundex codes were stored in extra 
fields in the reference database along with the original records. These pre-computed fields 
were used to increase the real-time processing time efficiency of the system by reducing 
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the time needed to run the encoding algorithms in real-time. When the Soundex codes were 
pre-computed and stored in the reference database, only the Soundex of the input address 
needed to be computed for comparison against the reference data. 
 
Figure 3.12 The pre-generated indexes examples for each table 
 
As Figure 3.12 demonstrates, both spatial and non-spatial indexes that were related to 
the most frequently used queries were generated by the NAVTEQ SQL Importer during 
the importing process. 
After the conclusion of the importing process and the reference data preparation steps 
mentioned above, the NAVTEQ Street Segments Database was converted into a ready-for-
use SQL Server reference database. Importing the NAVTEQ Street Segments Database 
followed a similar process to that just described. 
3.4.2 Dynamic weighting regions generation 
As noted, a globally-defined attribute weighting scheme fails to capture the local street 
variations, distribution, conventions, and characteristics of a region. The purpose of the 
current research was to develop an approach that would utilize this locally-based 
knowledge to improve the accuracy of geocoding systems. To accomplish this, two tasks 
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needed to be completed. First, the concept of a local street ‘signature’ needed to be 
developed which was capable of representing the characteristics of the streets within a local 
region. Second, an automated approach to determining a ‘local region’ needed to be 
developed such that the ‘signatures’ could be derived (or more aptly ‘grown’) based on the 
characteristics of streets in a region. 
3.4.2.1 Street signature for ZIP code areas 
To accomplish the first of these tasks, the spatial unit of a ZIP code (or more precisely, 
an approximation of area based on the delivery route of the USPS [Grubesic et al. 2006]) 
was used as a first order descriptor of a ‘local region’ within which to discern the ‘character’ 
of streets. Street signatures within ZIP code areas were designed as a set of attributes which 
identified the character of streets in distinct ZIP code area. Street signatures were generated 
based on the values and density of address component types and values in each ZIP code 
area. In this study, percentage of pre-directional, percentage of post-directional, percentage 
of numerical street name (e.g., First St and 17th Ave) and percentage of Spanish street 
name (e.g., San Pedro St and La Cienega Blvd) were used as main parameters of a street 
signature. The NAVTEQ Street Segments Database was used to collecting these attributes 
and generate signatures. 
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Table 3.1 Definitions of each street signature component 
Attribute Definition (Calculation) 
Percentage of pre-
directional 
Number of streets which have pre-directionals /  
Number of total unique streets in one ZIP code area 
Percentage of post-
directional 
Number of streets which have post-directionals /  
Number of total unique streets in one ZIP code area 
Percentage of 
numerical street name 
Number of streets which are numerical street names /  
Number of total unique streets in one ZIP code area 
Percentage of Spanish 
street name 
Number of streets which are Spanish street names /  
Number of total unique streets in one ZIP code area 
 
 
In this approach, one ‘street’ was defined by a unique combination of pre-directional, 
street name, street suffix, and post directional. Therefore, each attribute of the street 
signature was defined as listed in Table 3.1. All calculations and counting were achieved 
by SQL (Structured Query Language) within SQL Server and indexed per unique ZIP code.  
Figure 3.13 demonstrates the examples of street signature sets for ZIP code area.   
 
 
Figure 3.13 The examples of street signature set for ZIP code area 
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3.4.2.2 Dynamic weighting regions consolidation  
The second step in the approach was to automatically grow regions which had similar 
street signatures into larger regions which shared the same street ‘character’. These 
weighting regions were generated by combining a set of adjacent ZIP code areas that had 
similar street signatures. 
This region consolidation approach was accomplished by grouping adjacent zip codes 
with similar street signatures. Street signature similarity was determined by comparing the 
classified values for each component of the street signature. ZIP codes that contained the 
same classification results of each of the signature fields, and were spatially adjacent, were 
consolidated into a single region. Class membership for street signatures were treated 
differently based on the type of attribute under consideration (Table 3-1), but all classes 
were derived using Jenks optimization method, also known as Jenks natural breaks 
classification method - a data clustering method designed to determine the best 
arrangement of values into different classes. 
3.4.2.3 Region statistics database table 
To speed up the processing time of the standard weight for each field, the statistical 
information for all the regions were pre-calculated and stored as a reference table in SQL 
Server.  
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Figure 3.14 The examples of statistics for region  
 
As Figure 3.14 shows, the total number of unique address numbers, total number of 
unique street names, total number of unique street types, total number of unique pre-
directionals, and the total number of unique post-directional were pre-calculated for each 
region. 
3.4.3 Weighting calculation 
The real-time generation of statistics for all attributes in every field of the address 
components for all reference features would cause large amounts of redundant work and 
intolerable processing time. As such, the weighting scores for address fields in each region 
were pre-computed by assuming the input value as a true match with the value of one 
record in the reference dataset (m=1) following the process outlined in section 2.1.4: 
 
Weight = ln(𝑚 𝑢⁄ )                                                      (3.7) 
u = 1 𝑇𝑜𝑡𝑎𝑙 𝑜𝑓 𝑈𝑛𝑖𝑞𝑢𝑒 𝑣𝑎𝑙𝑢𝑒𝑠 𝑖𝑛 𝑡ℎ𝑖𝑠 𝑓𝑖𝑒𝑙𝑑⁄                               (3.8) 
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Assuming the input street name is a true match with the street name of one record in 
the reference database in this region. (m = 1) 
 
𝑊𝑒𝑖𝑔ℎ𝑡𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 = ln(1 𝑢⁄ )                                                (3.9) 
  
This approach is best understood through the use of an example. Assume that in one 
region, there are 250 unique street names. Further assume the input street name is a true 
match with the street name of one record in the reference database in this region. This 
results in the probability (u) that one existing input street name to be a true match with a 
random street name in this region is 0.004 (Equation 3.8). In this case, the standard 
weighting for the street name field would be 5.52 (Equation 3.9). 
In each case of the matching attempt, real weighting scores were calculated based on 
the possibility (m) of one input field being a true match with the trial record’s field and the 
standard weight. 
 
Weight = ln(𝑚 𝑢⁄ ) =  ln (
1
𝑢
) + ln(𝑚) =  𝑊𝑒𝑖𝑔ℎ𝑡𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 − ln (
1
𝑚
)        (3.10) 
 
The process of searching in one region, based on the ZIP code of input address, 
assumed there was one record matching with the input address. Therefore, the possibility 
(m) of one input field being a true match with the trial record’s field could not be lower 
than the probability (u) of two fields agreeing at random. So the weight was always positive. 
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3.4.4 Feature scoring 
Figure 3.15 illustrates the workflow of feature scoring. This algorithm queried the 
database twice. The first query was to obtain the region ID of the address based on ZIP 
code. The second query was used to obtain the statistical data for the requested region. The 
weighting score was calculated based on the algorithm discussed previously (Section 3.4.3). 
 
 
Figure 3.15 The workflow of feature scoring 
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4. RESULTS AND ANALYSIS 
4.1 Results of manual geocoding correction 
 
Figure 4.1 The error counting histogram 
 
Figure 4.1 shows statistics of the resulting error information collected during the 
manually geocoding correction process. As expected, the city name field contained the 
largest amount of error. Particularly in Los Angeles City, many input addresses used a 
colloquial sub-city name (community name) instead of ‘Los Angeles’. Missing city names 
were also an issue for input addresses. 
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4.2 Result of signature and region generation 
 
 
Figure 4.2 Histograms for street signature parameters 
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Figure 4.3 Histograms for street signature parameters 
 
Figure 4.2 and Figure 4.3 shows four histograms for street signature parameters. As 
these histograms show, the parameters of the street signature are strongly inhomogeneous.  
Therefore, each parameter of the street signature was classified (2 classes, 3 classes, and 4 
classes, respectively) by Jenks optimization method.  
In order to evaluate the correctness of the region segmentation algorithm based on 
street signatures, the resulting regions were compared against neighborhood boundaries in 
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Los Angeles City. This evaluation technique leveraged the fact that communities in Los 
Angeles City, such the South Los Angeles, have street naming authority, and attempt to 
maintain a consistent street character for the regions they control. If the proposed method 
generated similar results to those which make up the borders of the neighborhoods Los 
Angeles City, it would mean that the automated approach to agglomerate areas which have 
similar street characteristics was capable of accurately mimicking the true distribution of 
heterogeneous street naming conventions. To evaluate this approach, a set of comparison 
maps were generated which overlaid all street signature parameters in different levels 
classification.   
The accuracy of the region growing approach using three different classifications was 
evaluated by comparing to a known map of LA neighborhoods (Los Angeles Almanac 
2004). Figure 4.4 (a, b, and c) shows the mapping results (2, 3, and 4 classes) of regions in 
Los Angeles City based on the similarity of street signatures in adjacent ZIP code areas. 
The Los Angeles Communities map from Los Angeles Almanac (2004) used as the base 
area comparison is displayed in Figure 4.4 (d). The regions generated by street signatures 
that are classified into 3 classes resulted in the highest degree of similarity, both in terms 
of overall shape and representative size, as compared to the Los Angeles Communities map. 
Based on the semi-official version above, regions that were generated by the 3-classes 
classified street signatures were deemed the closest match and selected as the dynamic 
weighting regions for the research area. 
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(a) 2 classes                           (b) 3 classes 
 
(c) 4 classes        (b) Los Angeles Communities map in research area  
(Los Angeles Almanac 2004) 
Figure 4.4 The region maps (2, 3, and 4 classes) and Los Angeles Communities map 
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4.3 Experimental result 
Of the total records manually corrected, 5,379 records were geocoded by both the 
global-weighting geocoding system and the region-based dynamic weighting probabilistic 
geocoding system. The improvement (I) was calculated for each record based on the 
difference between errors of both the old and the new algorithms. Based on the definition 
of improvement index above (Equation 3.6), a positive value represented an improved 
result and a negative value represented a degraded result. 
4.3.1 Results in spatial accuracy 
 
 
Figure 4.5 The distribution of improvements index 
 
Figure 4.5 shows the distribution of improvement index. 96 records (1.78%) were 
improved while 33 (0.61%) records degraded. Most of the improvements (88, 92%) were 
greater than 1 kilometer, meaning that the proposed region-based dynamic weighting 
method improved spatial accuracy by 1 kilometer over a geocoding approach which used 
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a global-weighting of address attributes (non-dynamic). By summing all the improvement 
indexes (both positive and negative index), the new system improved the geocoding results 
by 7,562.36 kilometers in total.  
87 records failed to match in the global-weighting geocoding system because they 
were given scores that were lower than the threshold value (88 match score) and were thus 
matched to a lower level of geography (ZIP code centroid) instead of matching at an 
address point or street segment. 
The weighting changes resulting from the region-based dynamic weighting versus the 
global-weighting probabilistic weighting show in Figure 4.6. 
 
 
Figure 4.6 The counts of weighting score changes 
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Figure 4.7 Error counts of the global-weighting probabilistic geocoding system 
 
Figure 4.7 shows the error counts of the global-weighting probabilistic geocoding 
system. 96 records (1.78%) improved using the region-based dynamic weighting 
probabilistic geocoding system. 5 of those records failed to generate correct geocoding 
results in the global-weighting probabilistic geocoding system because of the false positive 
errors. Their original weighting scores computed with the global-weighting method were 
higher than the scores with the proposed method. 91 of records (1.69%) failed to generate 
correct geocoding results in the global-weighting probabilistic geocoding system because 
of false negative errors. Their original weighting scores computed with the global-
weighting method were lower than the scores with the proposed method.  
For example, ‘10375 WILSHIRE BLDV Los Angeles, CA 90024’ was geocoded to 
ZIP code centroid in the global-weighting probabilistic geocoding system because the 
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misspelled  suffix name ‘bldv’ was recognized as part of the street name ‘Wilshare BLDV’ 
instead of suffix filed ‘Blvd’. This resulted in a match score which was lower than the 
threshold value (88 match score), and thus an ultimate match at the ZIP code level rather 
than the address point or street range. In the new system, this input address was computed 
to have a match score of 88.39 when compared to the record ‘10375 Wilshire Blvd Los 
Angeles, CA 90024’ in NAVTEQ Street Segments Database, resulting in an improved 
geocode output (an address point rather than a ZIP code centroid). 
 
 
Figure 4.8 The influence of the weighting changes 
 
Figure 4.8 shows the influence of the weighting changes on those records that were 
observed to have differences in match scores between the global-weighting and the region-
based dynamic weighting approaches. When compared with the global-weighting 
probabilistic geocoding system, results indicated that the majority of the weighting scores 
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for region-based dynamic weighting probabilistic geocoding system were higher, 
indicating that the system improved the false negative rate of the geocoding test dataset. 
The range of weighting changes (1 to 6) appears to have had the best influence to geocoding 
accuracy. 
4.3.2 Results in time efficiency 
The batch geocoding process using the global-weighting probabilistic geocoding 
system over 19,273 records completed 1 hour and 47 minutes. In contrast, the same input 
dataset completed in 2 hour and 23 minutes using the region-based dynamic weighting 
approach. The main increase in processing time was due to the need to issue two extra 
requests per input query for each record during the region-based dynamic weighting 
process. However, for certain records, the region-based dynamic weighting probabilistic 
geocoding system resulted in faster processing times when compared to the global-
weighting system. This was due to increased match rates resulting from matches being 
found in a higher priority dataset, meaning that the geocoding system did not have to search 
as many datasets since a match was found using the new approach when previously the 
geocoding system had to search through a larger number of datasets to find a solution. For 
example if the matching algorithm found a match in the NAVTEQ Address Point Database, 
the system would not need to subsequently search through the NAVTEQ Street Segments 
Database and ZIP code centroid database.  
The increased processing time of region-based dynamic weighting probabilistic 
geocoding system was deemed acceptable for most geocoding tasks. Because this study 
only tested the proposed method in Los Angeles City, the algorithm needed to execute an 
additional query to ensure that the input address fell within in the test area of Los Angeles 
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City every time an address was to be geocoded. When applying this method for the whole 
country in future work, this restriction would be removed and the number of requests for 
obtaining region information in real-time would likely reduce to one. Therefore, the 
processing time would be faster than observed in the present implementation. 
4.4 Discussion 
In this experiment, manually corrected geocoding results were used as ‘gold standard’ 
coordinates to evaluate a new geocoding technique. These manually corrected geocoding 
results produced using a combination of Google geocoding results, a global-weighting 
probabilistic geocoding system’s results, and human estimated results. Each of the above 
datasets and processes had its own inherent limitations and biases which are reflected in its 
output data. In some cases, the manually corrected geocoding results did not represent 
perfect ‘gold standard’ points. In some instances, this may have resulted in a biased 
evaluation of the region-based dynamic weighting probabilistic geocoding system. The 
following list of specific cases exemplifies specific problems that were observed. These 
instances motivate future work to refine the method presented here even further. 
Case 1: Directional/ZIP code confusion: For the input address ‘1357 W Vernon Ave 
LA,CA 90011’, both Google Maps and the global-weighting probabilistic geocoding 
system produced points that referred to the address ‘1357 E Vernon Ave LA,CA 90011’. 
However, the region-based dynamic weighting probabilistic geocoding system output a 
point that refers to the address ‘1357 W Vernon Ave LA, CA 90037’ (which upon review 
was determined to be a better match). In such cases, it was extremely difficult to tell where 
the original input should have been located. Either choice of the output point would 
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generate a different evaluation result when compared to that generated by the proposed 
system. 
Case 2: Pre/Post-directional/Name/City Confusion: ‘10559 eastern Ave west 
Hollywood CA 90064’ represented an ambiguous input addresses. The city name of the 
input address ‘West Hollywood’ was actually a sub-area name of Los Angeles City, and 
‘eastern Ave’ could not be found in the ZIP code listed with the address. In this case, both 
the Google geocoder and the global-weighting probabilistic geocoding system could not 
find a match for this address. Therefore, the gold standard coordinates were set as the 
geometry centroid of the ZIP code area (a degradation of geocode accuracy since this falls 
below street level). In contrast, the region-based dynamic weighting probabilistic 
geocoding system matched this address to ‘10559 Esther Ave Los Angeles, CA 90064’ 
since ‘Eastern’ was recognized as a typo of ‘Esther’ and resulted in a match score of 90.35 
which was above the minimum match threshold. Manual inspection revealed that this 
address match should be an acceptable match for the input address given the distribution 
of street names in the ZIP code and Los Angeles City. However, if an analysis of the results 
of the system only compared the manually corrected gold standard point, the region-based 
dynamic weighting probabilistic geocoding system would be judged as producing a 
degradation in quality for this record. 
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5. CONCLUSION AND FUTURE WORK 
This thesis has designed, developed, and tested a new method for using region-based 
dynamic weighting probabilistic geocoding in order to increase the level of spatial accuracy 
and decrease the level of spatial uncertainty in geocoded data. Specifically, it has 
accomplished the following tasks. Chapter 1 and 2 described the spatial errors present in 
geocoded data, and the effects on data and analyses that may result from ignoring the local 
differences between addressing and street naming conventions between regions as well as 
the need for accurate geocoding result in numerous research areas. Chapter 3 described 
the experimental design workflow as well as preparation steps, like reference dataset 
importing, pre-processing, and region information pre-calculating, that were necessary in 
order to implement and evaluate the region-based dynamic weighting algorithm. Chapter 
4 evaluated the results of this algorithm in terms of spatial accuracy, match score change, 
and time efficiency of region-based dynamic weighting in comparison to results generated 
through the global-weighting probabilistic geocoding system.  
The results of this study show that taking the place-specific naming conventions of 
different regions into account, a region-based dynamic weighting probabilistic geocoding 
system be constructed which improves the spatial accuracy of geocoding results. Based on 
an evaluation of 5,379 manually inspected and corrected records, the proposed method 
improved the spatial accuracy of geocoding results by 7,562.36 kilometer in total over the 
full research study area. Most geocoding errors generated by the global-weighting 
probabilistic geocoding method in this study area were due to false negative errors. 
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Although the time efficiency of the new method degraded, it was deemed acceptable for 
most geocoding processing tasks.  
In future work, this method will be applied across the entire US, and its results will 
be evaluated using testing data from across the country. The problem of ambiguous ‘gold 
standard points’ test data will be investigated through additional data generation methods 
such as error simulations for input address data. These test data will be generated by 
selecting point address records from reference databases and modifying the text address 
fields by randomly adding common errors resulting in test data that have text addresses 
with known errors associated with correct spatial points.  
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