In this paper we present a topology optimization technique applicable to a broad range of flow design problems. We propose also a discrete adjoint formulation effective for a wide class of Lattice Boltzmann Methods (LBM). This adjoint formulation is used to calculate sensitivity of the LBM solution to several type of parameters, both global and local. The numerical scheme for solving the adjoint problem has many properties of the original system, including locality and explicit time-stepping. Thus it is possible to integrate it with the standard LBM solver, allowing for straightforward and efficient parallelization (overcoming limitations typical for discrete adjoint solvers). This approach is successfully used for the channel flow to design a free-topology mixer and a heat exchanger. Both resulting geometries being very complex maximize their objective functions, while keeping viscous losses at acceptable level.
Introduction
The goal of the present work was to develop an optimization framework for a variety of multi-physics fluid flow problems. This framework is intended to provide consistent objective function improvement for any physical model implemented, while the numerical method is expected to allow for straightforward parallelization to achieve peak performance on clusters of modern nVidia CUDA capable GPUs.
Optimal design in fluid flow problems has received considerable attention in recent years by both engineers and mathematicians. For a survey of CFD optimization methods we refer the reader to the book by Mohammadi and Pironneau [1] . In general, flow domain optimization problems are solved with two main approaches called shape and topology optimization.
The first, more traditional approach, consists in parametrization of the geometry and subsequent finding the parameters corresponding to the best objective function [2] . This limits the range of available shapes as topology cannot change during the optimization process. Nevertheless the approach remains very efficient and accurate in assessing the influence of fine details of geometry.
The second approach defines the unknown shape using a global scalar field indicating presence of fluid or solid at each point of the domain (different scalar fields are used for this purpose, nevertheless the artificial porosity seems to be most popular [3, 4] ). This approach is very well established for solids and structures; for an extensive review we refer the reader to the book by Bendsøe and Sigmund [5] .
Discretization of a fluid problem is typically obtained by finite volume, finite element, or discontinuous Galerkin methods. These methods use fine body-fitted meshes, which may be difficult to generate for complex 3D geometries. Moreover these approaches are quite difficult to apply for multiphase flows with variable complex interfaces. In contrast Lattice Boltzmann Methods (LBM) are based on the concept of solving discrete Boltzmann equation on Cartesian grids. This in principle allows to tackle geometries of extreme complexity (e.g., see application of LBM to the filtration problems [6, 7] ). LBM is proven to converge to incompressible Navier-Stokes equations for the low Mach number limit and in recent years has gained broad recognition for calculation of micro-fluids, multi-phase problems, and flows through porous media [8, 6, 7] . For a comprehensive introduction to LBM we refer the reader to the book by Succi [9] . The geometry in LBM is described by switching specific nodes of the mesh on and off and applying a so-called Bounce Back boundary condition. This inherent immersed boundary approach is an ideal candidate for topology optimization technique, where very complex shapes are expected to appear.
To achieve acceptable efficiency of the optimization algorithm for high-dimensional design spaces, the gradient of the objective function is needed. For this purpose we use a well established adjoint approach [3, 10, 4, 1] . In the literature, two main types of this approach can be found. The first is a continuous adjoint, which bases on equation dual to the original form of the problem (e.g., Navier-Stokes equations). The resulting dual equation is discretized, in most cases, by the same scheme as the original (primal) problem [3] . The second approach is a discrete adjoint, which formulates equations dual to the already discretized form of the original problem [11, 12] . In the present work we use the latter approach, as it can be easily automated, at the same time providing the accurate value of the computed gradient.
Despite advantages, the discrete adjoint exhibits drawbacks related to parallelization. This is because many implementations use Automatic Differentiation (AD) techniques to the whole residual calculation procedure. In most cases AD tools are incapable of handling MPI directives 1 , which makes the resulting code inherently serial. In contrast, in the present work we apply AD only to small local procedures, which allows the adjoint code to be both efficient and parallel.
The optimization in the context of Lattice Boltzmann Methods was addressed previously by Pingen, Evgrafov et al. [10, 14, 15] also with the use of adjoint approach. The adjoint for Lattice Boltzmann Methods was also considered for parameter identification by Tekitek et al. [16] , but not for geometry optimization. The problem of low-Reynolds number mixing was addressed earlier with both Finite Element Method by Andreasen et al. [4] , and with LBM by Makhija et al. [15] , however the results of the latter work are limited to the 2D channel flows and represent low topological complexity. In all of the above cases, the adjoint formulation is derived by hand for a specific model.
In contrast the present work provides a fully parallel adjoint formulation for a wide class of Lattice Boltzmann schemes, and applies the method to 3D topological optimization in the context of the coupled flow and heat transfer problem. The optimization is taking advantage of a one-shot approach, which further lowers the numerical cost. The obtained 3D optimal heat exchanger has complex, almost fractal geometry.
In Section 2 we describe a framework for a class of numerical LBM schemes and provide for them an adjoint formulation. In Section 3 we show details of the current LBM presenting: (i) the topology parametrization, (ii) the optimization algorithm and (iii) the implementation for the CUDA architecture. In Section 4 we formulate two distinct topology optimization problems and analyze the results obtained. We also investigate the parallel performance of the code, considering both weak and strong scaling. The two test cases concern: a low Raynolds number mixer and a free-topology heat exchanger. The final Section presents the conclusions of the presented work.
Local Lattice Boltzmann Scheme and adjoint formulation
To address a wider class of Lattice Boltzmann Methods and to preserve important parallelization properties in the adjoint formulation, we define a subclass of Local Lattice Boltzmann Schemes (LLBS). The procedure of constructing an adjoint formulation presented in this paper can be applied to any Lattice Boltzmann Method that fits into the proposed subclass.
The main features of LLBS are locality of the collision operator and reversibility of the streaming. These constraints still allow to have a different collision operator for each lattice node, provided that the operator does not use information from the surrounding nodes (apart from the streamed information). Most Lattice Boltzmann schemes, including single and multiple relaxation time schemes, fit into this framework. Many other schemes, including those for multi-phase flows, can be suitably reformulated for this framework by adding additional densities. These properties of LLBS allow for a unified formulation of the adjoint problem, at the same time preserving high parallel efficiency for different physical models.
Local Lattice Boltzmann Scheme
For the purpose of generalization we propose the following mathematical framework. Let us define lattice L as a finite set L = {0, . . . , L x − 1} × {0, . . . , L y − 1} × {0, . . . , L z − 1}. For a fixed M we define density space R M , with its elements describing the physical state at each node. The complete state of our system is expressed by the states at all the lattice nodes f : L → R M . The linear space of all possible states will be called a state space H = {f : L → R M }. Let us also define a parameter space P ⊂ R p describing the allowable range for the optimization variables α ∈ P.
The Lattice Boltzmann Method is characterized by complete separation of communication between nodes (called streaming) and calculations at each node (called collision). This feature allows for very efficient massive parallelization and nearly linear scalability [17] .
At each lattice node x ∈ L, the streaming is defined as:
where e j denotes the shift of information related to the j-th density from the node x to the neighbouring node x + e j . The shift x + e j is assumed to be periodic in all directions (further on, the increment/decrement shift will always mean addition/subtraction modulo L x , L y and L z ). This periodicity of the streaming operator is vital for simplicity of the adjoint formulation, yet by means limits the generality of the approach. The collision operator W x (f (x), α) is defined for each node x of the Lattice, its first argument denotes the set of densities, while the second the possible dependence on all optimization parameters α ∈ P. In general we may have a separate collision operator W x : R M → R M for each node of the lattice x ∈ L. A single step n of the Local Lattice Boltzmann iterative scheme is finally defined as a composition of streaming and collision operators:
It has to be stressed again, that W x depends only on the densities at a given node, but not on the densities at the neighbouring nodes.
The stationary solutionf , forms a fixed point of the iterative scheme (1):
It should be noted that this stationary solutionf implicitly depends on all parameters α. It will be assumed now, that the objective function, we want to optimize, has the following general form:
where node dependent function F x can be quite arbitrary. Other forms of (3) are possible, yet this formula seems sufficient to represent typical optimization problems in hydrodynamics.
Adjoint Lattice Boltzmann Scheme
Before we go any further, we need to make a simple observation, based on periodicity of the shift operator S.
Lemma 1. For any
From which it follows that for any a, b ∈ H:
It can be noted that, for a scalar product a, b = x,i a i (x)b i (x) defined on H, this lemma states that the streaming operator S is unitary, and we have both a, b = Sa, Sb and a, Sb = S −1 a, b . Now we can introduce the adjoint Lattice Boltzmann equation and prove the required properties.
Theorem 1.
Iff ∈ H is a fixed point solution of the Local Lattice Boltzmann equation (2) , the objective function F is defined by (3) and v ∈ H is a solution of the equation:
then the gradient of the objective function can be calculated as
By (4) we have defined the fixed-point adjoint Lattice Boltzmann equation. It is important to notice, that v is of the same size asf , while the number of equations in (4) is independent of the number of parameters α. Solved once, it can be used to calculate gradient of the objective function with respect to any number (and any type) of parameters by using the formula (5).
Proof. Let us differentiate equation (2) with respect to α:
Now let us multipy equation (4) by
∂α (x) and sum it over all indices k:
The bracket is now substituted by equation (6):
and both sides are summed over all lattice nodes:
Finally, using Lemma 1, one obtains:
which concludes the proof.
Basing on equation (4) we propose a numerical scheme in which v(x) is obtained by explicit iterations:
We will call this scheme the Adjoint Lattice Boltzmann Scheme (ALBS). It has clearly the same form as the LLBS iteration formula (1) . However the streaming of v acts in the opposite direction, while the corresponding adjoint collision operator is defined as:
Implementation of the Lattice Bolztmann Method
In this study a set of 19 vectors e is used for 3D flow simulations [18] : For the heat transfer equation we use the first 7 of the above. For 2D cases the number of vectors is reduced to 9 for both the fluid flow and the heat transfer.
In LLMS the local collision operator plays different role at different nodes of the lattice. It is both responsible for fluid dynamics at the interior nodes, as well as for enforcing the boundary conditions. Therefore three types of nodes can be distinguished: (i) interior nodes, (ii) inlet/outlet nodes, (iii) wall nodes. For inlet/outlet nodes we use simple boundary conditions by Zou and He [19] , while for the wall nodes we use bounce back condition [9] . For the interior nodes we use a Forced Multiple Relaxation Time (FMRT) collision.
Forced Multiple Relaxation Time collision
For a classic LB scheme, a simple (BGK) collision operator is used:
where f eq are the equilibrium densities depending on the macroscopic quantities, while 1 ω is called the over-relaxation time. This over-relaxation time is directly related to the modelled viscosity coefficient
. For stabilization of the scheme an additional transformation was introduced [18] . This approach applies a linear transformation of the density set f , projecting it to a moment space (corresponding to geometric moments of the velocity set). Different relaxation factors are used in each direction of the moment space. Let U denote the matrix of this transformation. For 3D flow simulation we use the matrix proposed in [18] . We define the moment projection as m = U f . The analogue for the BGK operator (9) in the moment space can be written as:
where T is a diagonal matrix of relaxation factors. Multiplying both sides of (10) with U −1 we get MRT collision
In most cases it is less computationally expensive to calculate m eq than f eq . This is why a intermediate form is further used:
For our applications it is important to change the global quantities during the iteration process in order to:
• enforce certain values like velocity, temperature, etc. at specific points,
• optionally add a forcing term like mass force or heat source.
We introduce these changes by differentiating between pre-collision equilibrium (f eq pre ) and post-collision (f eq post ). This defines the Forced Multi Relaxation Time (FMRT) collision:
The pre-collision equilibrium f pre eq is based on global variables (like u and ρ) of the density set f prior to collision while f post eq is based on desired post-collision values. The FMRT can be seen as a natural extension of the Exact Difference Method [20] of discretization of body forces in LBM. Let us assume that f eq depends on the velocity u and the density ρ. We can apply a body force R and integrate the dynamics of u with a simple Euler step: u post = u pre + Rdt. Applying this to the FMRT scheme we get:
Let us now discard the suffix of u to obtain:
where the first bracket denotes the Exact Difference discretization of the force R. This approach can be used for any forcing terms, including: heat flux, solvent source as well as these which enforce prescribed velocity or temperature at selected points.
Topology parametrization
In order to implement topology optimization with classic optimization algorithms, one has to parametrize the design space. For this purpose at each node of the lattice L we define a parameter w, which refers to interpolation between a fluid node (w = 1) and a solid node (w = 0). For material properties like heat diffusivity, we use linear interpolation β = wβ fluid + (1 − w)β solid .
In order to represent different dynamics in the solid and in the fluid regions, the most common method is to add a fictitious Darcy body force R = −K(w)u [3, 4] . In practical implementation we use:
where switching function G assumes value G(1) = 1 (no additional Darcy force exists in the fluid part) and G(0) = 0 (corresponds to u post = 0 in the solid part). The particular selection of function G can significantly affect the convergence of the optimization process, nevertheless this issue is not discussed here being a subject of a separate study. The common choice is a power function: K(w) =Kw θ with θ = 3 [4, 10] . The final, optimized geometry should consist of either purely solid (w = 0) or purely fluid (w = 1) nodes. In this way a particular form of G becomes unimportant for the evaluation of final result. To reduce the number of nodes with intermediate values of w (between 0 and 1) during the optimization, we introduce a quadratic penalty function P :
This penalty is gradually added to the main objective function to force the optimizer to avoid non-physical values of w.
To ensure that the final geometry has a physical meaning at a final stage of optimization, every w that is below a threshold η is set to 0, while everything above η is set to 1. Finally the threshold level η giving the best objective function value is selected from the interval [0, 1]. Example of the dependence of the objective function on the threshold level can be observed in Fig. 5. 
Optimization
For optimization two methods are used in the present paper. The first is the Method of Moving Asymptotes (MMA) proposed by Svanberg [21] . In this approach, at each iteration of the optimization algorithm:
• the primal solution is iterated until convergence
• the adjoint scheme is iterated by the same number of iterations
• the objective function and the gradient are evaluated
• the optimization parameters are updated by MMA The second method is a simple descent algorithm. The optimization problem is solved simultaneously with the primal and adjoint problem using a one-shot framework [11, 22] . A single iteration consists of:
• one iteration of the primal problem
• one iteration of the adjoint problem
• one update of the parameters:
where ∂ ∂αi F denotes the present estimate of the gradient from the actual adjoint solution. The sufficiently small parameter ζ is chosen to suppress possible oscillations (caused by the delayed response).
Programming and Parallel Implementation
Both the primal and the adjoint Lattice Boltzmann Schemes are solved by the in-house solver CLB. This solver is highly parallel and tuned for nVidia CUDA architecture. It is also capable of running on multiple GPUs by using MPI directives.
To achieve high performance and to allow for automatic adjoint formulation, we have used special code generation techniques. The code is generated for every model separately. The model is described by a set of tables defining:
• Densities -Names of the densities and corresponding streaming vectors (e.g. f i and e i in (1)) • Settings -Names of global settings that influence the model (e.g., ν)
• Globals -Names and properties of global integrals (e.g., Volume Flux, Heat Flux)
• Quantities -Names of macroscopic quantities that are exported by the model (e.g., u, ρ, T )
All the source code is generated basing on this description and on the generic text templates. For this purpose an in-house R-Template (RT) tool is used, based on the R programing language [23] .
The model collision operator W is defined as a function in a C source file, operating on the defined densities. As the code includes matrix multiplications and other repeatable operations, it is written partly using the symbolic algebra. These symbolic formulas are subsequently expanded by the R-Template tool.
For adjoint formulation, the model information is augmented with adjoint densities. Then the model's dynamics is differentiated using Automatic Differentiation (AD) tool TAPENADE [24] (for reverse differentiation of operator W). The produced code is subsequently used in implementation of equation (8) .
The complete code generation and compilation procedure is presented in Fig. 1 .
Results
To verify the performance of the proposed optimization approach, two test cases were considered. The first test case deals with maximizing of the low Reynolds number mixing. The second test case concerns coupled heat and mass transfer, in which the convected heat is maximized. In both cases the new shapes are created in the channel with square cross-section. The topology optimization algorithm generates these shapes in a selected volume of this channel (called a design region).
The fluid flow is simulated using a standard 19-density 3D MRT [18] , while for the heat transfer a 7-density single relaxation time BGK is used. The temperature field is always a passive scalar and does not influence the fluid flow.
The walls of the channel are adiabatic with a no-slip boundary condition for velocity. At the inlet and at the outlet the standard Pressure Inlet/Outlet boundary conditions by Zou and He [19] are imposed. The pressure at the outlet is set to the reference level of 0 (corresponding to the LB density 1), while the pressure at inlet is set equal to the desired pressure drop. The additional constraint was imposed on the inlet, limiting (out of stability reasons) the velocity to 0.05. During the optimization process in both cases the Reynolds number remains in the range of 100-250, being strongly dependent on the shape of the generated geometry. Summary of settings for both cases can be found in Table 1 . 
Low Reynolds number mixing
The mixing test case consists of a square channel of height D and length 9D. The design region of length ∼ 6.5D is located in the middle section of the channel. At the inlet discontinuous temperature distribution was prescribed (T = −1 for y < 25 and T = 1 for y ≥ 25 -see Fig. 2a ). As the heat conduction mimics the diffusion, the evolution of temperature can be used to represent mass mixing process. To evaluate the quality of mixing we use a flux of an award function:
This simple award function brings a balance between low variance of temperature and high volume of the flow. The pressure drop of ∆p = 0.016666 was set between the inlet and the outlet. The viscosity was taken as ν = 0.02, while both the solid and the fluid heat diffusivity coefficients were set to α solid = α fluid = 0.003 (see Table 1 ).
If there is no obstacle in the channel, the temperature profile is evolving by simple heat conduction. The resulting distribution of temperature at the outlet is illustrated in Fig. 2b . This particular distribution has a standard deviation of σ = 0.761 (see Table 2 ) while the value of the objective function (14) is around 50.
The convergence of the one-shot optimization procedure can be observed in Fig. 3 . The final value of the objective is around 110 (the standard deviation of the temperature distribution is σ = 0.162). The resulting geometry consists mostly of nodes with values of w > 0.9. As the diffusivity coefficients of the solid and the fluid are the same and value of w = 0.9 seems sufficient to completely stop the flow, the sensitivity of the objective to parameter w becomes negligible. Application of the threshold, marginally reduces the objective. Dependence of the objective on the threshold level is shown in Fig. 5 . In fact the standard deviation of the temperature is reduced now to σ = 0.151, but at the same time the flow rate is reduced (see Table 2 ). The distribution of temperature at the outlet for the optimized geometry is illustrated in Fig. 2c .
The MMA optimization gives just slightly better results (see Table 2 ). On the other hand the MMA approach needs around 6 million of iterations, whereas one-shot method needs around 1 million. This difference occurs, because in MMA optimization we iterate the solution and the adjoint until converged in each optimization iteration. In the one-shot approach we use the the imprecise adjoint solution for the update, saving a lot of iterations at the early stage of the optimization.
The final geometry and the temperature contour plots in the channel are presented in Fig. 4 .
Heat exchanger
The goal of this test case is to intensify the heat exchange between a heating plate and the cooling fluid in a low Reynolds number channel flow.
The heat exchanger test case consists of a square channel of the height D and the length 7D (See Fig. 6 ). In the middle of the channel, a square D × D heating plate is placed at the bottom. The design region is the middle section of the pipe (3D). The heating plate has a fixed temperature of T = 1, while the fluid at inlet has T = 0. The goal is to increase the heat flux convected at the outlet.
The pressure drop of ∆p = 0.03 was set between the inlet and the outlet. The viscosity coefficient was assumed as ν = 0.01, while the solid and the fluid heat diffusivity coefficients were taken as α solid = 1 and α fluid = 0.003 respectively (Prandtl number = 3.33).
If there is no obstacle in the channel, the heat exchange is marginal giving value of the objective function (15) of around 2.4 and the mean temperature of 0.02.
To make a fair comparison of the performance of the optimized geometry, a series of simple geometries were first investigated. Geometries consisting of one to seven evenly spaced parallel vertical fins of width of 3-10 lattice nodes were tested with the same flow settings. An additional constraint was adopted to preserve a gap of at least 3 lattice nodes between the fins. The results for all fin geometries can be seen in Fig. 7 . Optimal free-topology mixer, generated by the one-shot algorithm. Geometry of the mixer and contour plots of temperature in the square channel.
The best heat transfer was achieved for 6 fins of width 4 (see Table 2 ). For such configuration the value of the objective is 25.2.
In contrast the one-shot topology optimization algorithm gives a result of around 31. However after application of the threshold this value reduces to 28 (see Table 2 ). This behaviour is caused by a region of w > 0.9 acting as a porous obstacle on top of the resulting geometry. To further improve the quality of the result penalization of the parameter w is used.
We add the function P (12) to the objective, and exponentially increase the weight of this function in the overall objective. The convergence of this process can be observed in Fig. 8 . As can be clearly seen the penalization does not reduce the true objective function significantly. On the other hand function P is reduced efficiently, and the resulting geometry is more binary. Finally we loose less of the performance applying the threshold then we did in the case of optimization without penalization (compare Opt and Opt+T to Opt+P and Opt+P+T in Table 2 ).
The optimized geometry is shown in Figure 10 . The increase in the objective function is 17% and in the mean temperature 21%, compared to the best fin geometry. When compared to the empty channel, the objective is 12 times higher, and the mean temperature 22 times higher.
Using the MMA optimization provides us with even better result of the objective function around 33, but is reduced to 27.8 after applying the threshold. As in the earlier case, the one-shot optimization outperforms the MMA approach. Convergence of MMA optimization is shown in Fig. 9 . The number of iterations needed for a convergence of the solution (without the optimization) is around 40 thousand, for one-shot optimization (with penalization) it is 0.4 million, and for MMA optimization it is around 3.5 million. Additionally there is no simple method of adding the penalty gradually in MMA, which could prevent the drop of the objective function caused by the application of the threshold on the geometry.
Parallel performance
Parallel performance of the final code was investigated in a series of numerical experiments. The performance of any parallel code is strongly dependent on the size of the problem and the ratio between the calculations and communication. The latter however is directly related to the ratio of volume to surface of the part of the problem that each processor/GPU is calculating. We distinguish two type of scaling: weak and strong. Weak scaling measures speedup of the code, if the size of the subproblem assigned to each processor is the same and fixed. Strong scaling on the other hand measures the speedup with a fixed size of the overall problem -causing the problem to be divided to smaller parts for higher number of processors. In most cases, as the size of the subproblems decreases, the communication starts to dominate the calculations. Such system reaches a level at which adding new processors/GPUs, doesn't improve the performance. Such level is sometimes called saturation. We selected three meshes:
• "3M" -320 × 100 × 100 -3.2×10
6 elements -83×10 6 DoF
• "400K" -160 × 50 × 50 -400×10 3 elements -10×10 6 DoF
• "12M" -320 × 200 × 200 -12.8×10 6 elements -332×10 6 DoF A series of calculations were done on 1-6 nodes with 1-8 GPUs per node (1-48 GPUs in total). Calculations were carried out on nodes of ZEUS supercomputer at the Cyfronet computing center. Each computational node of the cluster is equipped with 2 Intel Xeon E5645 processors and 8 Nvidia Tesla M2090 GPU units. Weak scaling was investigated for "3M" and "400K" meshes, by running the CLB code for MMA -Optimized with MMA algorithm; T -threshold applied, resulting in a binary (w = 0 and w = 1) geometry; P -penalty P (see (12) ) gradually added to the objective function; Fins -Optimal fin heat exchanger a mesh size proportional to the number of GPUs (in this case 3.2×10 6 and 400×10 3 elements per GPU). Strong scaling was checked for "3M" and "12M" meshes, by running the CLB code, for a fixed size mesh. The results are in Table 3 and in Fig. 11 . All calculations were performed in a single precision. The size of "12M" mesh is slightly above the upper limit for simulation of fluid with temperature and adjoint on a single Nvidia Tesla M2090 (6 GB GDDR5).
The results clearly demonstrate that the code has nearly linear weak scaling for 3.2×10 6 elements per node. Strong scaling saturates at 15 GPUs for "12M" mesh, and at 10 GPUs for "3M" mesh. The interesting feature of good parallelism of the proposed adjoint formulation is that the adjoint calculations are closer to the linear scaling, than the primal calculations. This is caused by a average higher number of operations per node, while keeping the communication at exactly the same level. The speed ratio between adjoint and primal is consistently around 2.65, which is in good agreement with theoretical estimates of 2-3 (as derivative of one multiplication is two multiplications and one addition).
Conclusions
In the present work we showed an efficient technique for addressing topology optimization in complex mesoscopic flow problems. This approach is based on solving the problem with Lattice Boltzmann Method, calculation of the sensitivity with Adjoint Lattice Boltzmann, and optimization with one-shot steepest descent method, or MMA.
This approach was successfully used for optimization of free-topology mixer and heat exchanger (see Table 2 ).
In the present work we showed an efficient technique for addressing topology optimization in complex mesoscopic flow problems. This approach is based on solving the problem using Lattice Boltzmann Method, while the sensitivities are evaluated by the Adjoint Lattice Boltzmann. The optimization process is carried out with one-shot steepest descent method, or the Method of Moving Asymptotes. This approach was successfully used for optimization of a free-topology mixer and a heat exchanger (see Table 2 ). The resulting optimal geometry has a very complex, almost fractal shape. It was also demonstrated that the code has nearly linear weak scaling, while the strong scaling saturates at 10-15 GPUs. This was made possible by application of various code generation and parallel programming techniques. Proposed adjoint problem formulation has even better parallel properties, keeping linear scalability even for smaller meshes.
Overall, we found Adjoint Lattice Bolzmann to be a powerful technique for topology optimization in mesoscopic multi-physics flow problems. Using this technique for inverse design, optimal control and timedependent problems, needs further research.
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