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Abstract
We introduce a new graph invariant Λ(G) that we call maxmaxflow, and put
it in the context of some other well-known graph invariants, notably maximum
degree and its relatives. We prove the equivalence of two “dual” definitions of
maxmaxflow: one in terms of flows, the other in terms of cocycle bases. We then
show how to bound the total number (or more generally, total weight) of various
classes of subgraphs of G in terms of either maximum degree or maxmaxflow. Our
results are motivated by a conjecture that the modulus of the roots of the chromatic
polynomial of G can be bounded above by a function of Λ(G).
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1 Introduction
An elementary result on graph colouring is that the chromatic number χ(G) of a graph
G is at most one more than the maximum degree ∆(G). A much deeper result is that
the modulus of the roots (real or complex) of the chromatic polynomial of G can be
bounded above by a linear function of ∆(G), see [14]. Indeed, a similar bound holds when
the maximum degree ∆(G) is replaced by the second-largest degree ∆2(G), although the
currently available proof of this fact [14, Corollary 6.4] is somewhat ad hoc.1
One obvious drawback in all these results is that we can make the maximum degree
and second-largest degree arbitrarily large by gluing together many copies of G in a tree-
like fashion at cut vertices, without changing the chromatic number or the chromatic
roots. Another (related) drawback is that there is no obvious way to extend these results
from graphs to matroids and thereby to obtain dual results for nowhere-zero flows and
the roots of flow polynomials.
The purpose of this paper is to introduce a new graph invariant Λ(G) that we call
maxmaxflow , which we conjecture will give a more natural upper bound on chromatic
roots. The maxmaxflow Λ(G) is defined as the maximum, over all pairs of distinct vertices
x, y of G, of the maximum number of pairwise edge-disjoint xy-paths. It is easy to see
that Λ(G) is less than or equal to ∆2(G), and that the maxmaxflow of any graph is equal
to the largest maxmaxflow in its blocks (maximal non-separable subgraphs). We will
show that Λ(G) can equivalently be defined in terms of the bases of the cocycle space of
G, so that the definition of maxmaxflow can be extended to binary matroids. We will
furthermore see that Λ(G) is at least as large as the degeneracy number D(G) of G, so
that we have χ(G) ≤ D(G) + 1 ≤ Λ(G) + 1. We conjecture that Λ(G) can also be used
to give a bound on the chromatic roots of G:
Conjecture 1.1 There exist universal constants C(Λ) < ∞ such that all the chromatic
roots (real or complex) of all loopless graphs of maxmaxflow Λ lie in the disc |q| ≤ C(Λ).
Indeed, we conjecture that C(Λ) can be taken to be linear in Λ.
This conjecture first appeared in [14, Section 7] and was inspired by a suggestion of Shrock
and Tsai [12, 13]. It has very recently been proven for series-parallel graphs by Royle and
Sokal [11].
An important step in the proof [14] that the chromatic roots of G can be bounded in
terms of ∆(G) is obtaining an exponential upper bound in terms of ∆(G) for the number
of connected m-edge subgraphs containing a fixed vertex of G. The approach in [14]
is to decompose a spanning subgraph of G into its connected components and to treat
these components as a “polymer gas”. The desired bound on chromatic roots then follows
from standard bounds on the zeros of a polymer-gas partition function, once one has the
1 Note that it is not possible to go farther and obtain a bound in terms of the third-largest degree
∆3, as the chromatic roots of the generalized theta graphs Θ
(s,p) — which have ∆ = ∆2 = p but ∆3 = 2
— are dense in the whole complex plane with the possible exception of the disc |q− 1| < 1 [15, Theorems
1.1–1.4].
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exponential bound on the number of connected m-edge subgraphs containing a specified
vertex.
Unfortunately, the number of connected m-edge subgraphs containing a fixed vertex
cannot be bounded in terms of Λ(G). This can easily be seen by taking G to be large
star: we have Λ(G) = 1 and yet there is no bound on the number of connected m-edge
subgraphs containing the central vertex.
Since both the chromatic polynomial and maxmaxflow “factorize over blocks”, it is
natural to try to prove Conjecture 1.1 by modifying the arguments of [14] to decompose
a spanning subgraph of G into its blocks rather than its connected components. The
main result of this paper, Corollary 8.5, is a first step in this direction. It shows — a
result that some readers may find surprising — that the number of non-separable m-edge
subgraphs containing a fixed edge of G satisfies an exponential upper bound in terms of
Λ(G). This will be good enough to prove Conjecture 1.1 provided that other difficulties
(such as controlling the interaction between blocks) can be overcome.
Irrespective of the potential application to bounding chromatic roots, we think that
maxmaxflow is a natural graph invariant that deserves further study and that bounds on
the number of subgraphs of various kinds in terms of ∆(G) or Λ(G) are of independent
interest.2
The plan of this paper is as follows: In Section 2 we introduce maxmaxflow and put it
in the context of some other well-known graph invariants (notably maximum degree and
its relatives and degeneracy number). In Section 3 we analyze cocycle bases and prove
the equivalence of the two definitions of maxmaxflow; an important role in this proof is
played by Gomory–Hu trees [4]. The remainder of the paper is devoted to bounding the
total number (or more generally, total weight) of various classes of subgraphs in terms
of either maximum degree or maxmaxflow. Our basic approach is to start with a bound
(sometimes a known one, sometimes a new one) in terms of maximum degree, and then
see whether we can find a similar bound in terms of maxmaxflow. After some brief pre-
liminaries (Section 4), we analyze walks and paths (Section 5) and then trees and forests
(Section 6). In Section 7 we consider connected subgraphs and in Section 8 we consider
non-separable subgraphs. Roughly speaking, the (more difficult) proofs in the later sec-
tions are constructed by adapting ideas from the (easier) proofs in the earlier sections. We
hope that, by organizing the paper in terms of gradually increasing complexity of proof,
we have helped to reduce the mental burden on the reader.
2 Maxmaxflow
Let G be a finite undirected graph with vertex set V (G) and edge set E(G); in this
paper all graphs are assumed to be loopless, but multiple edges are allowed unless explicitly
specified otherwise. We shall say that G is simple if it has no multiple edges. Let
∆(G) = maxx∈V (G) dG(x) be the maximum degree of G, and more generally let ∆k(G) be
2 See Section 2 below for references to scattered earlier work concerning maxmaxflow.
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the kth largest degree of G:
∆k(G) = min
x1,...,xk−1∈V (G)
max
x∈V (G)\{x1,...,xk−1}
dG(x) . (2.1)
We trivially have
δ(G) ≡ ∆n(G) ≤ · · · ≤ ∆3(G) ≤ ∆2(G) ≤ ∆1(G) ≡ ∆(G) (2.2)
where n = |V (G)|. A special role will be played in this paper by the second-largest degree,
∆2(G).
For x, y ∈ V (G) with x 6= y, the maximum flow from x to y in G is
λG(x, y) = max # of edge-disjoint paths from x to y (2.3a)
= min # of edges separating x from y (2.3b)
We then define the maxmaxflow of G
Λ(G) = max
x, y ∈ V (G)
x 6= y
λG(x, y) . (2.4)
[Note the contrast with the edge-connectivity, which is the minimum of λG(x, y) over
x 6= y.] Clearly λG(x, y) ≤ min[dG(x), dG(y)], so that
Λ(G) ≤ ∆2(G) . (2.5)
We will show later (Proposition 3.10) that Λ(G) ≥ ∆n−1(G). Note that several cases can
arise:
(a) Λ(G) = ∆2(G) = ∆(G). Indeed, in any regular graph one has Λ(G) = ∆i(G) for all
i (1 ≤ i ≤ n).
(b) Λ(G) = ∆2(G)≪ ∆(G). This occurs, for example, in stars K1,r and wheels K1+Cr.
(c) More generally, one can have Λ(G) = ∆j+1(G) ≪ ∆j(G) for any fixed integer j.
Moreover, such examples can be taken to be k-connected for arbitrarily large k.3
3 Proof. For 1 ≤ i ≤ j, let Hi be a k-connected graph with one vertex vi of degree ∆ ≫ k and all
other vertices of degree k. [Such graphs can be constructed by taking a (k− 1)-connected (k− 1)-regular
graph with a large number ∆ of vertices and adding a new vertex vi adjacent to every other vertex.]
Construct G from the disjoint union of H1, H2, . . . , Hj by adding k edges between each pair Hi − vi and
Hi+1 − vi+1 (1 ≤ i ≤ j − 1) in such a way that the set of edges of G which do not belong to any Hi
are independent. [This can be done as long as |V (Hi)| ≥ 2k + 1.] Then G is k-connected and satisfies
Λ(G) = ∆j+1(G) = k+1. [Since all pairs of vertices of G with degrees greater than k+1 are of the form
vs, vt with s 6= t, and hence are separated by a set of k edges, we have Λ(G) ≤ k+1. On the other hand,
if we choose two vertices x, y ∈ H1 that are both adjacent to H2, we can find k edge-disjoint xy-paths in
H1 (since H1 is k-connected) and an extra xy-path passing through H2.] But ∆j(G) = ∆.
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Note also that maxmaxflow has a naturalness property that maximum degree and kth-
largest degree lack, namely, it “trivializes over blocks”: Λ(G) = max1≤i≤b Λ(Gi) where
G1, . . . , Gb are the blocks of G (Proposition 3.11).
Maxmaxflow appears to have been considered sporadically in the graph-theoretic liter-
ature. Bolloba´s [2, section I.5] addresses some extremal problems involving maxmaxflow
in simple graphs (he uses the term “maximum local edge-connectivity” and denotes it
λ¯(G)); see likewise Mader [10, section IV]. In particular, Mader [9] has shown that when-
ever an n-vertex graph has more than k(n − 1)/2 edges, it has maxmaxflow at least k,
but that for every n ≥ k ≥ 2 there exists an n-vertex graph with exactly ⌊k(n − 1)/2⌋
edges and maxmaxflow k − 1.4
An apparently very different quantity can be defined via cocycle bases. For X, Y
disjoint subsets of V (G), let E(X, Y ) denote the set of edges in G between X and Y . A
cocycle of G is a set E(X,Xc) where X ⊆ V (G) and Xc ≡ V (G)\X . It is well-known that
the cocycles of G form a vector space over GF(2) with respect to symmetric difference;
this is called the cocycle space of G. Let Λ˜(G) be the minmax cardinality of the cocycles
in a basis, i.e.
Λ˜(G) = min
B
max
C∈B
|C| (2.6)
where the min runs over all bases B of the cocycle space of G. Since one special class
of cocycle bases consists of taking the stars C(x) = E({x}, {x}c) for all but one of the
vertices in each component of G, we clearly have
Λ˜(G) ≤ ∆2(G) . (2.7)
The relationship, if any, between maxmaxflow and cocycle bases is perhaps not obvious
at first sight. But we shall prove (Corollary 3.9) that
Λ(G) = Λ˜(G) . (2.8)
The two definitions thus give dual approaches to the same quantity.
Finally, define the degeneracy number D(G) = maxH⊆G δ(H), where the max runs
over all subgraphs H of G, and δ(H) is the minimum degree of H . It is easy to see that
D(G) ≤ ∆2(G) (2.9)
[if H has at least two vertices, then δ(H) ≤ ∆2(G); otherwise δ(H) = 0]. We shall in fact
show (Proposition 3.10) that
D(G) ≤ Λ(G) . (2.10)
In summary, therefore, we have
D(G) ≤ Λ(G) = Λ˜(G) ≤ ∆2(G) ≤ ∆(G) . (2.11)
4 For k = 2, 3 this is easy. For k = 4 it was proven earlier by Bolloba´s [1], and for k = 5, 6 by Leonard
[6, 7].
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The natural setting for the results of this paper is, in fact, that of a finite undirected
loopless (multi)graph G equipped with nonnegative real edge weights w = {we}e∈E(G).
Indeed, all of the aforementioned invariants have natural generalizations to this context.
Define first the weighted degree of a vertex,
dG(x,w) =
∑
e∋x
we . (2.12)
We then set
∆(G,w) = max
x∈V (G)
dG(x,w) (2.13)
∆k(G,w) = min
x1,...,xk−1∈V (G)
max
x∈V (G)\{x1,...,xk−1}
dG(x,w) (2.14)
δ(G,w) = min
x∈V (G)
dG(x,w) (2.15)
Λ˜(G,w) = min
B
max
C∈B
∑
e∈C
we (2.16)
D(G,w) = max
H⊆G
δ(H,w|H) (2.17)
Likewise, max-flow quantities are naturally defined when the {we} are interpreted as edge
capacities:
λG(x, y;w) = max flow from x to y with edge capacities w (2.18a)
= min cut between x and y with edge capacities w (2.18b)
and thence
Λ(G,w) = max
x, y ∈ V (G)
x 6= y
λG(x, y;w) . (2.19)
In this generality we shall prove
D(G,w) ≤ Λ(G,w) = Λ˜(G,w) ≤ ∆2(G,w) ≤ ∆(G,w) . (2.20)
The unweighted case corresponds to setting all edge weights to 1.
Let us make a remark about the treatment of multiple edges. It is easy to see that
all the quantities appearing in (2.20) are unchanged if we replace a family e1, . . . , en of
parallel edges with weights we1, . . . , wen by a single edge e with weight we =
∑n
i=1wei.
So, in proving (2.20), we could, if we wanted, restrict attention to simple graphs; but we
don’t bother, because no simplification of the proof is obtained by doing so. Likewise, the
weighted counts discussed in Sections 5 and 6 are unchanged by this replacement, because
the subgraphs in question (walks, paths, trees and forests) can include at most one edge
from a family of parallel edges. So it would suffice to prove the bounds in Sections 5
and 6 for simple graphs; but once again, we refrain from making this assumption because
nothing is gained by doing so. For the weighted counts discussed in Sections 7 and 8, by
contrast, no simple reduction of multiple edges can be performed, because the subgraphs
in question do permit the inclusion of multiple edges. We shall therefore have to deal
there with multigraphs in all our arguments.
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3 Cocycle Bases and Maxmaxflow
Given a graph G and disjoint subsets X, Y ⊆ V (G), let E(X, Y ) denote the set of
edges in G between X and Y . A cocycle of G is a set E(X, Y ) where X, Y is a bipartition
of V (G); note that X = ∅ and Y = ∅ are allowed. Let ⊕ denote symmetric difference.
The following lemma is well known:
Lemma 3.1 Let C1 = E(X1, Y1) and C2 = E(X2, Y2) be two cocycles in G. Then C1 ⊕
C2 = E ((X1 ∩X2) ∪ (Y1 ∩ Y2), (X1 ∩ Y2) ∪ (Y1 ∩X2)).
It follows that the set of all cocycles of G forms a vector space over GF(2) with respect
to symmetric difference. This is the cocycle space of G. Its dimension is |V (G)| − c(G),
where c(G) denotes the number of components of G.
Lemma 3.2 Let G be a connected graph and let C be a cocycle of G. Then C corresponds
to a unique bipartition of V (G).
Proof. Suppose C = E(X1, Y1) = E(X2, Y2). Since C ⊕ C = ∅ there are no edges in G
from (X1∩X2)∪(Y1∩Y2) to (X1∩Y2)∪(Y1∩X2). Since G is connected, it follows that either
(X1∩X2)∪ (Y1∩Y2) = ∅ and hence (X1, Y1) = (Y2, X2), or else (X1∩Y2)∪ (Y1∩X2) = ∅
and hence (X1, Y1) = (X2, Y2). 
Lemma 3.3 Let G be a connected graph, let C1, C2 be cocycles of G, and let x, y be vertices
of G. Suppose that x, y belong to the same subset in the bipartitions of G corresponding
to C1 and C2, respectively. Then x, y belong to the same subset in the bipartition of G
corresponding to C1 ⊕ C2.
Proof. Immediate from Lemma 3.1. 
Lemma 3.4 Let G be a connected graph and let C1, C2, . . . , Cm be cocycles of G. Suppose
that for each i, there exists a pair of vertices xi, yi such that xi, yi belong to different subsets
in the bipartition of G corresponding to Ci and to the same subset in the bipartition of
G corresponding to Cj for all j 6= i (1 ≤ j ≤ m). Then C1, C2, . . . , Cm are linearly
independent.
Proof. If not, then we may suppose without loss of generality that C1 = C2 ⊕ C3 ⊕
. . . ⊕ Cm. This contradicts the fact that x1, y1 belong to the different subsets in the
bipartition corresponding to C1 and to the same subset in the bipartition corresponding
to C2 ⊕ C3 ⊕ . . .⊕ Cm, by Lemma 3.3. 
Let G be a connected graph and let T be a tree on the same vertex set V as G. (We
emphasize that T need not be a subgraph of G.) Each edge e ∈ E(T ) induces a bipartition
of V into nonempty subsets X, Y given by the two components of T − e; we define the
elementary cocycle of G corresponding to e and T to be the cocycle EG(X, Y ).
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Lemma 3.5 Let G be a connected graph with n vertices, and let T be a tree on the same
set of vertices (not necessarily a subgraph of G). For each edge ei ∈ E(T ), let Ci be the
elementary cocycle of G corresponding to ei and T . Then {C1, C2, . . . , Cn−1} is a basis
for the cocycle space of G.
Proof. Using Lemma 3.4 (taking xi, yi to be the end-vertices of ei) we deduce that
C1, C2, . . . , Cn−1 are linearly independent. Since the dimension of the cocycle space of G
is n− 1, they form a basis. 
Lemma 3.6 Let G be a connected graph with n vertices, let {C1, C2, . . . , Cn−1} be a basis
for the cocycle space of G, and let x, y ∈ V (G) with x 6= y. Then x, y belong to different
subsets in the bipartition corresponding to Ci, for some 1 ≤ i ≤ n− 1.
Proof. Suppose not. Let C be a cocycle in G that separates x and y [for example,
E({x}, {x}c)]. Since {C1, C2, . . . , Cn−1} is a basis for the cocycle space of G, C is a linear
combination of C1, C2, . . . , Cn−1. This contradicts Lemma 3.3. 
Now let G be equipped with a family of nonnegative real edge weights w = {we}e∈E(G).
As in (2.18)/(2.19), we let λG(x, y;w) be the max flow from x to y with edge capacities w,
and Λ(G,w) the corresponding maxmaxflow. As in (2.16), we let Λ˜(G,w) be the minmax
weight of the cocycles in a basis. In order to prove the fundamental result (2.20), we shall
need the following classic result on flows (see [8, Section 2.3] for an excellent exposition):
Theorem 3.7 (Gomory and Hu [4]) Let G be a connected graph equipped with non-
negative real edge weights w = {we}e∈E(G). Then there exists a tree T with vertex
set V (T ) = V (G) ≡ V (note that T is not necessarily a subgraph of G!) and a set
wT = {wTe }e∈E(T ) of nonnegative real edge weights such that
(a) λG(x, y;w) = λT (x, y;w
T ) for all x, y ∈ V (x 6= y), and
(b) for each e = xy ∈ E(T ), the elementary cocycle C of G corresponding to e and T
is a minimum-weight edge cut separating x from y in G, i.e. λG(x, y;w) =
∑
f∈C
wf .
We shall call any tree T with the above properties a Gomory–Hu tree for (G,w); it is in
general nonunique. Note that, for any given tree T , there is at most one choice of wT
that satisfies (a), namely for each edge e = xy ∈ E(T ) we must set wTe = λG(x, y;w). It
can also be shown that if T satisfies (b), then this definition of wT necessarily satisfies
(a); but we shall not need this fact.
If T is a Gomory–Hu tree for (G,w), we define Λ̂(G,w;T ) = maxe∈E(T )w
T
e . We claim
that this value is independent of the choice of T , and in fact we have:
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Theorem 3.8 Let G be a connected graph equipped with nonnegative real edge weights
w = {we}e∈E(G), and let T be a Gomory–Hu tree for (G,w). Then
Λ(G,w) = Λ̂(G,w;T ) = Λ˜(G,w) ≤ ∆2(G,w) ≤ ∆(G,w) . (3.1)
In particular, the value of Λ̂(G,w;T ) is independent of the choice of T .
Proof. The equality Λ(G,w) = Λ(T,wT ) follows from Theorem 3.7(a), and it is trivial
to see that Λ(T,wT ) = maxe∈E(T )w
T
e . This proves that Λ(G,w) = Λ̂(G,w;T ) and in
particular that the latter quantity is independent of the choice of T .
The inequality Λ(G,w) ≤ Λ˜(G,w) follows from Lemma 3.6.
The inequality Λ˜(G,w) ≤ Λ̂(G,w;T ) follows from Lemma 3.5 and Theorem 3.7(a,b).
There are easy elementary proofs of both Λ(G,w) ≤ ∆2(G,w) and Λ˜(G,w) ≤
∆2(G,w), as noted in the Introduction. 
Corollary 3.9 Let G be a (not necessarily connected) graph equipped with nonnegative
real edge weights w = {we}e∈E(G). Then
Λ(G,w) = Λ˜(G,w) ≤ ∆2(G,w) ≤ ∆(G,w) . (3.2)
Proof. If G is disconnected, it suffices to apply Theorem 3.8 to each component of G.

Finally, we need to prove our claims that Λ(G,w) ≥ D(G,w) and Λ(G,w) ≥
∆n−1(G,w). We shall actually prove a slightly stronger result. Define the k
th weighted
degeneracy number
Dk(G,w) = max
H⊆G
δk(H,w) , (3.3)
where the max runs over all subgraphs H of G, and δk(H,w) denotes the kth smallest
weighted degree of H :
δk(H,w) = max
x1,...,xk−1∈V (H)
min
x∈V (H)\{x1,...,xk−1}
dH(x,w) . (3.4)
Trivially we have D(G,w) ≡ D1(G,w) ≤ D2(G,w) ≤ . . . and δk(G,w) ≤ Dk(G,w). In
particular,
D2(G,w) ≥ max[D(G,w), δ2(G,w)] . (3.5)
Proposition 3.10 Let G be a graph with n vertices (n ≥ 2) equipped with nonnegative
real edge weights w = {we}e∈E(G). Then
Λ(G,w) ≥ D2(G,w) ≥ max[D(G,w), ∆n−1(G,w)] . (3.6)
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Proof. Suppose first that G is connected, and let T be a Gomory–Hu tree for (G,w).
For any vertex x of degree 1 in T , let e = xy be the unique incident edge in T ; then the
elementary cocycle ofG corresponding to e and T is EG({x}, {x}c). Using Theorem 3.7(b),
we have Λ(G,w) ≥ λG(x, y;w) = dG(x,w). Since there are at least two such vertices x,
we have Λ(G,w) ≥ δ2(G,w).
If G is disconnected, we can apply the result just proven to each component of G; we
conclude again that Λ(G,w) ≥ δ2(G,w).
Now apply this result to each subgraph H of G: we conclude that Λ(H,w|H) ≥
δ2(H,w). But Λ(G,w) ≥ Λ(H,w|H) for every subgraph H of G, so Λ(G,w) ≥ D2(G,w).

Let us now prove a few further general properties of maxmaxflow. Let G be a graph
and x ∈ V (G). We say that x is a cut vertex of G if G \ x has more components than
G. We say that G is non-separable if G is connected and has no cut vertices.5 A block
of G is a maximal non-separable subgraph of G. We first observe that maxmaxflow
has a naturalness property that maximum degree and kth-largest degree lack, namely, it
“trivializes over blocks”:
Proposition 3.11 Let G1, . . . , Gb be the blocks of G. Then Λ(G,w) = max
1≤i≤b
Λ(Gi,w).
Proof. If x and y lie in the same block Gi, then λG(x, y;w) = λGi(x, y;w). If x and
y lie in the same component of G but in different blocks, then there exist cut vertices
v1, . . . , vk of G and blocks Gi0 , Gi1 , . . . , Gik of G such that x ∈ V (Gi0), y ∈ V (Gik),
V (Gij−1) ∩ V (Gij ) = {vj}, and every path from x to y passes through v1, . . . , vk in that
order; and in this case we have
λG(x, y;w) = min
[
λG0(x, v1;w), λG1(v1, v2;w), . . . , λGk−1(vk−1, vk;w), λGk(vk, y;w)
]
.
(3.7)
Finally, if x and y lie in different components of G, then λG(x, y;w) = 0. 
It follows immediately from the definition of maxmaxflow that for any pair of distinct
vertices x1, x2 of G, there exists a partition V (G) = X1 ∪X2 such that x1 ∈ X1, x2 ∈ X2
and
∑
e∈E(X1,X2)
we = λG(x1, x2;w) ≤ Λ(G,w). We will need the following extension of
this observation in Section 8.
Proposition 3.12 Let X ⊆ V (G) with |X| ≥ 2. Then there exist x1, x2 ∈ X and disjoint
X1, X2 ⊆ V (G) such that X ∩Xi = {xi} and
∑
e∈E(Xi,Xci )
we ≤ Λ(G,w) for all 1 ≤ i ≤ 2.
5 This concept is closely related to the more common notion of 2-connectedness. A graph G is 2-
connected if G has at least three vertices and G \ x is connected for all x ∈ V (G). Thus, a graph with
at least three vertices is non-separable if and only if it is 2-connected. However, the graphs K1 (a single
vertex with no edges) and K
(m)
2 (a pair of vertices connected by m parallel edges, with m ≥ 1) are
non-separable but not 2-connected.
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Proof. We can assume without loss of generality that G is connected. Let T be a
Gomory–Hu tree for (G,w), and let T ′ be the union of all the paths in T connecting
pairs of vertices of X . Let x1, x2 be distinct end-vertices of T
′ and e1, e2 be the edges
of T ′ incident with x1, x2 respectively. For i = 1, 2, let Xi be the vertex set of the
component of T \ ei which contains xi. Then X1 ∩ X2 = ∅. Furthermore, E(Xi, Xci ) is
the elementary cocycle of G corresponding to the edge ei of T ; so by Theorem 3.7(b) we
have
∑
e∈E(Xi,Xci )
we ≤ Λ(G,w) for i = 1, 2. 
We conclude this section with a few examples of maxmaxflow calculations:
Example 3.1. Let G be any forest, and let w be any set of nonnegative edge weights.
Then Λ(G,w) = maxe∈E(G)we. Indeed, this elementary fact was already used in the proof
of Theorem 3.8. 
Example 3.2. Let G be the cycle Cn, and let w be any set of nonnegative edge weights.
Then
Λ(G,w) = max
e∈E(G)
we + min
e∈E(G)
we . (3.8)
Proof. For any pair of distinct vertices x, y ∈ V (G), there are precisely two paths from
x to y, and together they use all the edges of G. Hence on one path the max flow is
exactly minwe, and on the other it is at most maxwe. So Λ(G,w) ≤ minwe + maxwe.
On the other hand, if we take x, y to be the endpoints of the edge with maximum weight,
we obtain equality. 
4 Some Preliminaries
Before turning to the counting of subgraphs of various classes, let us make some brief
prefatory observations.
4.1 Pointwise bounds vs. generating-function bounds
Let (G,w) be a weighted graph, and suppose that am is the total weight of all m-edge
subgraphs of G of some specified class. In the following sections we shall prove upper
bounds on am of two different types:
• “Pointwise bound”: am ≤ Cm for some specified constants Cm.
• “Generating-function bound”: ∑∞m=0 amzm ≤ C(z) for some specified function C(z)
[which is allowed to take the value +∞], for all z ≥ 0.
From each type of bound we can deduce one of the other type: am ≤ Cm trivially implies∑
amz
m ≤ ∑Cmzm; and ∑ amzm ≤ C(z) implies am ≤ infz≥0 z−mC(z). But we lose
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something in each such passage: for example,
∞∑
m=0
am ≤ 1 =⇒ am ≤ 1 =⇒
∞∑
m=0
amz
m ≤ 1
1− z =⇒ am ≤
(m+ 1)m+1
mm
=⇒ · · ·
(4.1)
So it is important to choose the best type of bound in each problem. Roughly speaking, the
pointwise bound is better in those cases where the bound can be saturated simultaneously
for all (or arbitrarily many) values of m. By contrast, in cases where the pointwise
bound can be saturated only for one value of m at a time, it may be possible to prove a
stronger bound of generating-function type. These remarks will be illustrated repeatedly
throughout the following sections.
4.2 Convex hulls in graphs
Let H be any graph, and let X be a nonempty subset of V (H). We define the convex
hull of X in H , denoted conv(X,H), to be the union of all paths in H connecting any pair
of vertices x1, x2 ∈ X (including paths of length 0 from a vertex x ∈ X to itself). Thus,
conv(X,H) is a subgraph of H whose vertex set contains X . The following properties are
elementary consequences of this definition:
(Conv1) If H is connected, then conv(X,H) is connected.
(Conv2) Any vertex of degree 0 or 1 in conv(X,H) must belong to X . Moreover,
a vertex x ∈ X is of degree 0 (i.e. isolated) in conv(X,H) if and only if
it is the only element of X in its component of H .
(Conv3) If H is a tree, then conv(X,H) is the smallest subtree of H containing
all the vertices of X .
(Conv4) If H is non-separable and |X| ≥ 2, then conv(X,H) = H . [This is
because, for any pair of distinct vertices x1, x2 of H , every edge of H lies
on some path from x1 to x2.]
Property (Conv4) can be generalized as follows. Let H be a graph and x ∈ V (H). We
say that x is an internal vertex of H if x is not a cut vertex of H . An end block of H is
a block that contains exactly one cut vertex of H .
Lemma 4.1 Let H be connected, and let X ⊆ V (H) with |X| ≥ 2. Then:
(a) conv(X,H) is a connected union of blocks of H.
(b) Each end block of conv(X,H) has an internal vertex belonging to X.
Proof. This follows easily from the definition of conv(X,H) and property (Conv4). 
We have already used convex hulls in the proof of Proposition 3.12, and they will play an
important role in our treatment of trees and block trees (Sections 6 and 8).
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5 Counting Walks and Paths
Let G be a graph equipped with nonnegative real edge weights w = {we}e∈E(G). In
this section (as well as in the following ones) we shall write ∆, ∆2, Λ, . . . as a shorthand
for ∆(G,w), ∆2(G,w), Λ(G,w), . . . ; the underlying graph G and its edge weights w will
always be understood. Similarly, we shall write λ(x, y) as a shorthand for λG(x, y;w).
For x, y ∈ V (G) and m ≥ 0, let Wm(x, y) be the set of m-step walks from x to y, i.e.
sequences ω = x0e1x1e2x2 · · ·xm−1emxm with x0 = x and xm = y such that each ei is an
edge xi−1xi. We then define the following subsets of Wm(x, y):
• WFPWm (x, y) consists of first-passage walks , i.e. walks such that xi 6= y for i < m;
• WSAWm (x, y) consists of self-avoiding walks (otherwise known as paths), i.e. walks
such that xi 6= xj for i 6= j. [We remark that a walk ω is self-avoiding if and only if
each initial segment of ω is a first-passage walk.]
Clearly WSAWm (x, y) ⊆ WFPWm (x, y) ⊆ Wm(x, y).
More generally, let x ∈ V (G) and Y ⊆ V (G). We let Wm(x, Y ) =
⋃
y∈Y Wm(x, y) be
the set of m-step walks from x to Y . We then define the following subsets of Wm(x, Y ):
• WFPWm (x, Y ) consists of first-passage walks to the set Y , i.e. walks such that xi /∈ Y
for i < m;
• WFPSAWm (x, Y ) consists of first-passage self-avoiding walks to the set Y , i.e. walks
such that xi /∈ Y for i < m and xi 6= xj for i 6= j.
Then WFPSAWm (x, Y ) ⊆ WFPWm (x, Y ) ⊆ Wm(x, Y ), and in fact WFPSAWm (x, Y ) =
WFPWm (x, Y ) ∩
⋃
y∈Y
WSAWm (x, y).
We define the weight of a walk ω = x0e1x1e2x2 · · ·xm−1emxm to be the product of its
edge weights:
w(x0e1x1e2x2 · · ·xm−1emxm) =
m∏
i=1
wei . (5.1)
Finally, we define the weighted counts
wm(x, y) =
∑
ω∈Wm(x,y)
w(ω) (5.2)
wm(x, Y ) =
∑
ω∈Wm(x,Y )
w(ω) (5.3)
and likewise for wFPW, wSAW and wFPSAW.
The weighted count of walks with a fixed initial vertex and an arbitrary final vertex
can trivially be bounded in terms of maximum weighted degree:
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Proposition 5.1 For all x ∈ V (G) and all m ≥ 0, we have∑
y∈V (G)
wm(x, y) ≤ ∆m . (5.4)
In fact, when (G,w) is ∆-regular [i.e. dG(x,w) = ∆ for all x ∈ V (G)], the bound (5.4) is
sharp simultaneously for all x ∈ V (G) and all m ≥ 0.
If we restrict to first-passage walks to a fixed target set Y , we can obtain a “generating-
function” bound that is sharper than (5.4):
Proposition 5.2 For all x ∈ V (G) and all Y ⊆ V (G), we have
∞∑
m=0
∆−mwFPWm (x, Y ) ≤ 1 . (5.5)
Proof. Define a sub-Markov chain6 with transition probabilities p(x→ x′) = ∆−1 ∑
e=xx′
we
(here the sum runs over all edges e = xx′ in G). Then
∑∞
m=0∆
−mwFPWm (x, Y ) is the
probability that Y is eventually hit, starting at x. 
Remarks. 1. If G is connected (with weights we > 0) and (G,w) is ∆-regular, then (5.5)
is equality for all x ∈ V (G) and all nonempty Y ⊆ V (G). This is because p is a finite
irreducible Markov chain, so that Y is hit with probability 1. Indeed, it suffices to have
dG(x,w) = ∆ for all x ∈ V (G) \ Y ; the degree at vertices of Y is irrelevant.
2. If x ∈ Y then wFPW0 (x, Y ) = 1 and wFPWm (x, Y ) = 0 for m ≥ 1 so equality holds in
(5.5). On the other hand, if x /∈ Y , then we can improve the upper bound in (5.5) from 1
to dG(x,w)/∆, since this is the probability for the Markov chain to survive the first step.
3. As just mentioned, (5.5) is the best-possible upper bound for first-passage walks
to a set Y . However, one might ask whether a sharper bound is possible by restricting
attention to first-passage self-avoiding walks. The answer is no, at least if one considers
a general set Y , as the following examples show:
Example 5.1. Let G be the star K1,r, let x be the central vertex, and let Y be the
remaining vertices. Set all edge weights we = ∆/r. Then w
FPSAW
1 (x, Y ) = ∆ and
wFPSAWm (x, Y ) = 0 for m 6= 1, so (5.5) is sharp. 
Example 5.2. More generally, let Tr be the infinite r-regular tree, let x be any vertex
of Tr, and fix n ≥ 1. Let G be the subtree of Tr induced by the vertices lying at a
6 A sub-Markov chain on a finite or countably infinite state space X is defined by a transition kernel
{p(x→ x′)}x,x′∈X satisfying p(x→ x′) ≥ 0 and
∑
x′∈X p(x→ x′) ≤ 1. It induces a Markov chain on the
state space X ∪ {∞} (where the new state ∞ /∈ X is called the “cemetery”) by defining p(x → ∞) =
1−∑x′∈X p(x→ x′), p(∞→ x) = 0 for all x ∈ X , and p(∞→∞) = 1.
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distance at most n from x, and let Y be the set of vertices lying at a distance exactly n
from x. Set all edge weights we = ∆/r. Then
wFPSAWm (x, Y ) =
{
r(r − 1)m−1(∆/r)m if m = n
0 otherwise
(5.6)
so that
∞∑
m=0
∆−mwFPSAWm (x, Y ) =
(
r − 1
r
)n−1
, (5.7)
which is sharp in the limit r →∞ at any fixed n. (It is also sharp for any r when n = 1,
which is the case G = K1,r.) 
For comparison with Proposition 5.3 below, it is perhaps illuminating to rephrase the
proof of Proposition 5.2 as an induction:
Second proof of Proposition 5.2. We will prove inductively that
M∑
m=0
∆−mwFPWm (x, Y ) ≤ 1
for all M ≥ 0 and all x ∈ V (G). This clearly holds for M = 0. Moreover, it holds for all
M when x ∈ Y , since wFPWm (x, Y ) = δm0. So suppose that x /∈ Y . Then wFPW0 (x, Y ) = 0
and for m ≥ 1 we have
wFPWm (x, Y ) =
∑
x′∈V (G)
(∑
e=xx′
we
)
wFPWm−1 (x
′, Y ) . (5.8)
Thus, for M ≥ 1, we have
M∑
m=0
∆−mwFPWm (x, Y ) =
M∑
m=1
∆−m
∑
x′∈V (G)
(∑
e=xx′
we
)
wFPWm−1 (x
′, Y )
= ∆−1
∑
x′∈V (G)
(∑
e=xx′
we
)
M−1∑
j=0
∆−jwFPWj (x
′, Y )
≤ 1 by the inductive hypothesis. (5.9)

There is no hope of obtaining a |Y |-independent bound on wFPWm (x, Y ) — or even on
wFPSAWm (x, Y ) — in terms of second-largest degree (much less in terms of maxmaxflow).
Indeed, let G be the star K1,r, so that ∆ = r and ∆2 = Λ = 1; let x be the central vertex
and Y the remaining vertices; then wFPSAW1 (x, Y ) = r, which is unbounded. Nor can we
bound wFPWm (x, y): considering again the star and taking y to be any vertex other than
x, we have wFPW3 (x, y) = r − 1, which is again unbounded. Nevertheless, an analogue of
Proposition 5.2 does hold for maxmaxflow if we restrict ourselves to self-avoiding walks
and to the case Y = {y}:
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Proposition 5.3 Define
F (x, y) =
{
λ(x, y)/Λ if x 6= y
1 if x = y
(5.10)
Then, for all x, y ∈ V (G), we have
∞∑
m=0
Λ−mwSAWm (x, y) ≤ F (x, y) ≤ 1 . (5.11)
Proof. We will prove inductively that
∑M
m=0 Λ
−mwSAWm (x, y) ≤ F (x, y) for all M ≥ 0
and all x, y ∈ V (G). This clearly holds for M = 0, since wSAW0 (x, y) = δxy. Moreover,
it holds for all M when x = y, since wSAWm (x, x) = δm0. So let M ≥ 1 and x 6= y. Let
C = E(X, Y ) be a cocycle in G with x ∈ X , y ∈ Y and ∑e∈C we = λ(x, y). Let e = uv
be an edge in C with u ∈ X and v ∈ Y , and let wSAWm (x, y, e) be the weighted sum over
m-step paths from x to y that use e as their first edge from X to Y . Then
wSAWm (x, y, e) ≤ we
m−1∑
i=0
wSAWi (x, u)w
SAW
m−1−i(v, y) . (5.12)
So
M∑
m=0
Λ−mwSAWm (x, y, e) ≤ Λ−1we
M∑
m=0
m−1∑
i=0
Λ−iwSAWi (x, u)Λ
−(m−1−i)wSAWm−1−i(v, y)
= Λ−1we
M−1∑
i=0
Λ−iwSAWi (x, u)
M−1−i∑
j=0
Λ−jwSAWj (v, y)
≤ Λ−1we by the inductive hypothesis (5.13)
(note that we may have here used the x = y case of the inductive hypothesis, in case
x = u or y = v or both). Therefore
M∑
m=0
Λ−mwSAWm (x, y) =
∑
e∈C
M∑
m=0
Λ−mwSAWm (x, y, e)
≤
∑
e∈C
Λ−1we
≤ λ(x, y)/Λ . (5.14)

Corollary 5.4 wSAWm (x, y) ≤ ΛmF (x, y) for all m ≥ 0 and all x, y ∈ V (G).
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Corollary 5.5 For 0 ≤ ζ ≤ Λ−1, we have
∞∑
m=0
ζmwSAWm (x, y) ≤ (ζΛ)dist(x,y)F (x, y) where
dist(x, y) is the length of the shortest path in G from x to y. (Of course, if there is no
such path, then wSAWm (x, y) = 0 for all m.)
Example 5.3. Let G be any tree, let we = w for all edges e, and let x, y be any two
vertices of G. Then λ(x, y) = Λ = w and
wSAWm (x, y) =
{
wm if m = dist(x, y)
0 otherwise
(5.15)
so that (5.11) is equality for all x, y. Note that the generating-function bound (5.11) is
here much sharper than the pointwise bound of Corollary 5.4: this reflects the fact that
the latter can be saturated here for only one value of m (for any given pair x, y). This
is the prototypical situation in which we shall seek generating-function bounds. Indeed,
the inductive “cutting” argument used in the proof of Proposition 5.3 seems to work only
for the generating-function bound; we do not know of any way of proving Corollary 5.4
without proving the stronger bound (5.11). 
Example 5.4. Let G be the complete graph Kn, and let all edge weights we equal
∆/(n− 1), so that both the maximum weighted degree and the maxmaxflow equal ∆. If
x, y are any two distinct vertices, we have
wSAWm (x, y) =
(n− 2)(n− 3) · · · (n−m)
(n− 1)m ∆
m (5.16)
if 1 ≤ m ≤ n− 1, and 0 otherwise. Approximating Riemann sums by integrals, we find
∞∑
m=0
∆−mwSAWm (x, y) ≈
√
π
2n
(5.17)
as n→∞, so Proposition 5.3 is far from sharp in this limit. Nevertheless, we see that the
exponential growth rate wSAWm (x, y) ∼ ∆m in Proposition 5.3 and Corollary 5.4 cannot
be improved. Indeed, if for each fixed m we choose n so as to maximize wSAWm (x, y)/∆
m,
we find that the maximum is achieved at n ≈ m2/2 and that the maximum value is
≈ e/(2m2). 
Example 5.5. Let G be the generalized theta graph Θ1,2,...,r (r ≥ 2), consisting of a pair
of endvertices a, b joined by r internally disjoint paths of lengths 1, 2, . . . , r. On each path
let one edge have weight w and the other edges have weight 1. Then the maxmaxflow is
Λ =
{
1 + w if 0 ≤ w ≤ 1/(r − 1)
rw if 1/(r − 1) ≤ w ≤ 1
r − 1 + w if w ≥ 1
(5.18)
while
wSAWm (a, b) =
{
w if 1 ≤ m ≤ r
0 otherwise
(5.19)
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In particular, at w = 1/(r − 1) we have
∞∑
m=0
Λ−mwSAWm (a, b) = 1 −
(
1− 1
r
)r
, (5.20)
which decreases to 1 − 1/e ≈ 0.632121 as r → ∞. So, although the bound of Proposi-
tion 5.3 is not sharp in this case, it does at least come within a constant factor of being
sharp in a situation where the maximum contribution from a single value of m goes to
zero (the opposite extreme from Examples 5.1 and 5.2). 
6 Counting Trees and Forests
Let us now extend Propositions 5.2 and 5.3 from paths to trees and forests. In Sec-
tion 6.1 we consider classes Tm(X) of trees and Fm(X, Y ) of forests. In Section 6.2 we
consider a larger class Hm(X) of forests.
6.1 The classes Tm(X) and Fm(X, Y )
For F a forest in G, let L(F ) denote the set of vertices of degree 0 or 1 in F (also
called leaves or end-vertices of F ).
For any nonempty X ⊆ V (G), let Tm(X) be the set of all m-edge trees T in G such
that L(T ) ⊆ X ⊆ V (T ). Heuristically, Tm(X) consists of trees whose leaves are “tied
down” on the set X . Note the following special cases:
• If X = {x}, then T0({x}) has as its single element the edgeless graph with vertex
set {x}, and Tm({x}) = ∅ for m ≥ 1.
• Tm({x, y}) ≃ WSAWm (x, y) under the natural identification of paths with their in-
duced subgraphs; this holds both for x 6= y and for x = y.
• T0(X) = ∅ for |X| ≥ 2.
For any X, Y ⊆ V (G) with Y 6= ∅, let Fm(X, Y ) be the set of all m-edge forests F in
G such that
(F1) L(F ) ⊆ X ∪ Y ⊆ V (F ), and
(F2) each component of F contains exactly one vertex of Y .
[Note that Fm(X, Y ) = Fm(X \ Y, Y ), so we can assume without loss of generality, if
desired, that X ∩ Y = ∅.] Heuristically, Fm(X, Y ) consists of forests whose leaves are
“tied down” on the set X ∪ Y and whose components are “tied down” on single elements
of the set Y . We have the following special cases:
• If X = ∅ (or more generally if X ⊆ Y ), then F0(X, Y ) has as its single element the
edgeless graph with vertex set Y , and Fm(X, Y ) = ∅ for m ≥ 1.
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• If X = {x}, then each F ∈ Fm({x}, Y ) is the disjoint union of a path P ∈
WFPSAWm (x, Y ) [under the natural identification of paths with their induced sub-
graphs] and the collection Y \ V (P ) of isolated vertices; this holds both for x /∈ Y
and for x ∈ Y . We express this isomorphism loosely by writing Fm({x}, Y ) ≃
WFPSAWm (x, Y ).
• For Y = {y}, we have Fm(X, {y}) = Tm(X ∪ {y}).
For H a subgraph of G, set w(H) =
∏
e∈E(H)we. [Note that if E(H) = ∅, then
w(H) = 1.] Define the weighted counts
tm(X) =
∑
T∈Tm(X)
w(T ) (6.1)
fm(X, Y ) =
∑
F∈Fm(X,Y )
w(F ) (6.2)
We will obtain two “generating-function” bounds on fm(X, Y ): a sharp bound in terms of
the maximum weighted degree ∆, and a slightly weaker bound in terms of the maxmaxflow
Λ.
Proposition 6.1 For all X, Y ⊆ V (G) with Y 6= ∅, we have
∞∑
m=0
∆−mfm(X, Y ) ≤ 1 . (6.3)
Proposition 6.2 For all X, Y ⊆ V (G) with Y 6= ∅, we have
∞∑
m=0
(m+ |Y |)−(|X|−1)Λ−mfm(X, Y ) ≤ |Y | . (6.4)
Using the identity Fm(X, {y}) = Tm(X ∪ {y}), we immediately obtain the following
corollaries for trees:
Corollary 6.3 For all nonempty X ⊆ V (G), we have
∞∑
m=0
∆−mtm(X) ≤ 1 . (6.5)
Corollary 6.4 For all nonempty X ⊆ V (G), we have
∞∑
m=0
(m+ 1)−(|X|−2)Λ−mtm(X) ≤ 1 . (6.6)
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One can envisage two different approaches to proving these bounds for forests and
trees. One is to imitate the “cutting” argument employed for walks in the proofs of
Propositions 5.2 and 5.3. The other is to exploit the result obtained for walks in Propo-
sitions 5.2 and 5.3, by reducing forests inductively to paths. The latter technique seems
to be more appropriate.
In the proof of Proposition 6.1 we shall make use of the “point-to-set” bound of
Proposition 5.2. We shall also use the following elementary lemma which splits a forest
with k end-vertices into a forest with k − 1 end-vertices and a path:
Lemma 6.5 Let G be a graph, let X, Y ⊆ V (G) with Y 6= ∅, let x ∈ X \ Y , and let
F ∈ Fm(X, Y ). Let F1 be the convex hull of (X \ x) ∪ Y in F , and let P be the unique
path in F from x to V (F1). Then F is the edge-disjoint union of F1 and P ; and for some
i (0 ≤ i ≤ m) we have F1 ∈ Fi(X \x, Y ) and P ∈ WFPSAWm−i (x, V (F1)). Moreover, the map
F 7→ (F1, P ) is a bijection from Fm(X, Y ) onto
m⋃
i=0
Fi(X \ x, Y )×WFPSAWm−i (x, V (F1)).
The proof is a straightforward exercise: let us simply observe that because x /∈ Y , the
component of F containing x must contain a vertex in Y , which guarantees that the path
P exists; and P is unique because F has no cycles.
Proof of Proposition 6.1. As noted above, we can assume without loss of generality
that X ∩ Y = ∅. We use induction on k = |X|. For k = 0 the result is trivial. For k = 1
the result follows immediately from Proposition 5.2, since Fm({x}, Y ) ≃ WFPSAWm (x, Y ) ⊆
WFPWm (x, Y ). So suppose k ≥ 2. Let x be any vertex in X ; by assumption x /∈ Y . By
Lemma 6.5, given any F ∈ Fm(X, Y ), we can decompose F into a forest F1 ∈ Fi(X \x, Y )
and a path P ∈ WFPSAWm−i (x, V (F1)); and each such pair (F1, P ) arises from a unique F
(namely, F1 ∪ P ). Since w(F ) = w(F1)w(P ), we have
∞∑
m=0
∆−m
∑
F∈Fm(X,Y )
w(F )
=
∞∑
m=0
m∑
i=0
∆−i
∑
F1∈Fi(X\x,Y )
w(F1)∆
−(m−i)
∑
P∈WFPSAWm−i (x,V (F1))
w(P )
=
∞∑
i=0
∆−i
∑
F1∈Fi(X\x,Y )
w(F1)
∞∑
j=0
∆−j
∑
P∈WFPSAWj (x,V (F1))
w(P ) . (6.7)
Now, for each fixed F1 we have
∑∞
j=0∆
−j
∑
P∈WFPSAWj (x,V (F1))
w(P ) ≤ 1 by Proposition 5.2,
so that
∞∑
m=0
∆−m
∑
F∈Fm(X,Y )
w(F ) ≤
∞∑
i=0
∆−i
∑
F1∈Fi(X\x,Y )
w(F1) ≤ 1 (6.8)
by the inductive hypothesis. 
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Examples 5.1 and 5.2 show that Proposition 6.1 is best possible (at least for a general
set Y ), even when |X| = 1.
Proof of Proposition 6.2. As before, we assume that X ∩ Y = ∅ and we use
induction on k = |X|. If k = 0 the result is trivial. Suppose next that k = 1 and
X = {x}. Since fm({x}, {y}) = wSAWm (x, y), we have
∞∑
m=0
Λ−mfm({x}, {y}) ≤ 1 for each
y ∈ Y by Proposition 5.3. Thus
∞∑
m=0
Λ−mfm({x}, Y ) ≤ |Y | and the proposition holds for
k = 1.
Suppose now that k ≥ 2. Let x be any vertex in X ; by assumption x /∈ Y . By
Lemma 6.5, given any F ∈ Fm(X, Y ), we can decompose F into a forest F1 ∈ Fi(X \x, Y )
and a path P ∈ WFPSAWm−i (x, V (F1)); and each such pair (F1, P ) arises from a unique F .
Since w(F ) = w(F1)w(P ), we have
∞∑
m=0
(m+ |Y |)−(k−1)Λ−m
∑
F∈Fm(X,Y )
w(F )
=
∞∑
m=0
(m+ |Y |)−(k−1)
m∑
i=0
Λ−i
∑
F1∈Fi(X\x,Y )
w(F1) Λ
−(m−i)
∑
P∈WFPSAWm−i (x,V (F1))
w(P )
=
∞∑
i=0
Λ−i
∑
F1∈Fi(X\x,Y )
w(F1)
∞∑
j=0
Λ−j(i+ j + |Y |)−(k−1)
∑
P∈WFPSAWj (x,V (F1))
w(P ) .
(6.9)
Now, for each fixed F1 we have
∑∞
j=0Λ
−j
∑
P∈WFPSAWj (x,V (F1))
w(P ) ≤ |V (F1)| by the base
case k = 1. Since |V (F1)| = i+ |Y | ≤ i+ j + |Y |, we have
∞∑
m=0
(m+ |Y |)−(k−1)Λ−m
∑
F∈Fm(X,Y )
w(F ) ≤
∞∑
i=0
(i+ |Y |)−(k−2)Λ−i
∑
F1∈Fi(X\x,Y )
w(F1)
≤ 1
(6.10)
by the inductive hypothesis. 
When |X| = 1, Proposition 6.2 is in some sense best possible. To see this, take G
to be a star, X to be the central vertex and Y to be the end-vertices: this gives Λ = 1,
f1(X, Y ) = |Y | and fm(X, Y ) = 0 for m 6= 1, so that
∑∞
m=0 Λ
−mfm(X, Y ) = |Y |. When
|X| = k ≥ 2, by contrast, Proposition 6.2 is perhaps not best possible. If we take G to
be the disjoint union of k isomorphic stars (again with central vertices in X and end-
vertices in Y ), we have
∑∞
m=0 Λ
−mfm(X, Y ) = (|Y |/k)k. This shows that if there is a
universal upper bound on
∑∞
m=0 Λ
−mfm(X, Y ), the right-hand side has to grow at least
like (|Y |/|X|)|X|. We suspect the following conjectures are true:
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Conjecture 6.6 For all X, Y ⊆ V (G) with Y 6= ∅, we have
∞∑
m=0
Λ−mfm(X, Y ) ≤ |Y ||X| . (6.11)
Conjecture 6.7 (a special case of Conjecture 6.6) For all nonempty X ⊆ V (G),
we have
∞∑
m=0
Λ−mtm(X) ≤ 1 . (6.12)
6.2 The class Hm(X)
We conclude this section by discussing a larger class of forests. For X ⊆ V (G), let
Hm(X) be the set of all m-edge forests F in G such that L(F ) ⊆ X ⊆ V (F ). For
integers p, r ≥ 1, let Hm(X, p) be the set of all m-edge forests F in Hm(X) such that
each component of F contains at least p vertices of X , and let Hm(X, p, r) be the set of
all forests F in Hm(X, p) such that F has precisely r components. Put
hm(X) =
∑
F∈Hm(X)
w(F ) , (6.13)
and define hm(X, p) and hm(X, p, r) similarly. Our next result uses Proposition 6.1 to
bound hm(X, p, r) in terms of ∆:
Proposition 6.8 Let X ⊆ V (G) where |X| = k ≥ rp. Then
∞∑
m=0
∆−mhm(X, p, r) ≤ p−(r−1)(k − rp+ p)−1
(
k
r
)
. (6.14)
Proof. Choose F ∈ Hm(X, p, r). Let {X1, X2, . . . , Xr} be the partition of X determined
by the components of F . Then F ∈ Fm(X, Y ) for all sets Y such that |Y ∩ Xj| = 1
for all 1 ≤ j ≤ r. Hence there are precisely ∏rj=1 |Xj| different sets Y ⊆ X such that
F ∈ Fm(X, Y ). Since |Xj| ≥ p for all j (1 ≤ j ≤ r) and
∑r
j=1 |Xj | = k, it follows that∏r
j=1 |Xj | ≥ pr−1(k − rp+ p). Thus∑
F∈Hm(X,p,r)
w(F ) ≤ p−(r−1)(k − rp+ p)−1
∑
Y ⊆ X
|Y | = r
∑
F∈Fm(X,Y )
w(F ). (6.15)
Using Proposition 6.1 we deduce
∞∑
m=0
∑
F∈Hm(X,p,r)
∆−mw(F ) ≤ p−(r−1)(k − rp+ p)−1
∞∑
m=0
∆−m
∑
Y ⊆ X
|Y | = r
∑
F∈Fm(X,Y )
w(F )
≤ p−(r−1)(k − rp+ p)−1
(
k
r
)
. (6.16)
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Summing over r, we obtain:
Corollary 6.9 Let X ⊆ V (G) where |X| = k ≥ 1. Then
∞∑
m=0
∆−mhm(X, p) ≤
⌊k/p⌋∑
r=1
p−(r−1)(k − rp+ p)−1
(
k
r
)
(6.17a)
≤
(
1 +
1
p
)k
− 1 . (6.17b)
Here the crude upper bound (6.17b) is obtained from (6.17a) by replacing (k−rp+p)−1 by
p−1. The true large-k asymptotic behavior of (6.17a) is (1+1/p)kk−1p(p+1)[1+O(1/k)].
Taking p = 1 in (6.17a) gives:
Corollary 6.10 Let X ⊆ V (G) where |X| = k ≥ 1. Then
∞∑
m=0
∆−mhm(X) ≤ 2(2
k − 1)
k + 1
. (6.18)
Using a similar proof technique to that of Proposition 6.8, but using Proposition 6.2
instead of Proposition 6.1, we may deduce
Proposition 6.11 Let X ⊆ V (G) where |X| = k ≥ rp. Then
∞∑
m=0
(m+ r)−(k−1)Λ−mhm(X, p, r) ≤ rp−(r−1)(k − rp+ p)−1
(
k
r
)
. (6.19)
7 Counting Connected Subgraphs (and Related Ob-
jects)
For X ⊆ V (G), let Cm(X) be the set of all m-edge subgraphs H in G (connected or
not) such that
(C1) X ⊆ V (H), and
(C2) each component of H contains at least one vertex in X .
Note in particular the following special cases:
• For any X , C0(X) has as its single element the edgeless graph with vertex set X .
• C0(∅) has as its single element the empty graph, and Cm(∅) = ∅ for m ≥ 1.
• Cm({x}) consists of the connected m-edge subgraphs that contain x.
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Recall the definition w(H) =
∏
e∈E(H)we. Define the weighted counts
cm(X) =
∑
H∈Cm(X)
w(H) . (7.1)
We then have the following bound in terms of maximum weighted degree:
Proposition 7.1 Whenever |X| = k ≥ 0 we have
cm(X) ≤ C(m, k)∆m (7.2)
where
C(m, k) =
{
k(m+ k)m−1/m! for k 6= 0
δm0 for k = 0
(7.3)
The k = 1 case of Proposition 7.1 was proven previously [14, Proposition 4.5].
Before beginning the proof of Proposition 7.1, let us note some facts about the numbers
C(m, k):
(a) For each integer m ≥ 0, C(m, k) is a polynomial of degree m in k.
(b) For each integer m ≥ 0, C(m, k) is an increasing function of k for k ≥ 0.
(c) Generating function: If C(z) solves the equation
C(z) = ezC(z) , (7.4)
then
C(z)k =
∞∑
m=0
C(m, k) zm (7.5)
for all k (integer or not); this follows from the Lagrange inversion formula.7 More-
over, the series (7.5) is absolutely convergent for |z| ≤ 1/e and satisfies C(1/e) = e.
7 Proof. We use the Lagrange inversion formula in the form [16, Theorem 5.4.2]:
Let G(z) =
∑
∞
n=0 anz
n be a formal power series with a0 6= 0. Then there is a unique formal
power series f(z) =
∑
∞
n=1 bnz
n satisfying f(z) = z G(f(z)), and it satisfies
[zn]f(z)k =
k
n
[zn−k]G(z)n ,
where [zm]F (z) denotes the coefficient of zm in the formal power series F (z).
Now, equation (7.4) multiplied by z has the given form with f(z) = zC(z) and G = exp. It follows that
[zn−k]C(z)k =
k
n
[zn−k]enz =
k
n
nn−k
(n− k)! ,
which upon setting n = m+ k gives [zm]C(z)k = k(m+ k)m−1/m!.
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(d) For integer k ≥ 1,
C(m, k) =
∑
m1, . . . ,mk ≥ 0
m1 + · · ·+mk = m
k∏
i=1
C(mi, 1) . (7.6)
This is an immediate consequence of (7.5).
(e) For all k and z (integer or not),
C(m, k) =
m∑
f=0
zf
f !
C(m− f, k − z + f) . (7.7)
This can easily be verified by direct calculation using the binomial formula:
m∑
f=0
zf
f !
(k − z + f)(m+ k − z)m−f−1
(m− f)!
=
1
m!
m∑
f=0
(
m
f
)
(k − z + f)zf(m+ k − z)m−f−1
=
1
m!
(
1 − d
dk
) m∑
f=0
(
m
f
)
zf (m+ k − z)m−f
=
1
m!
(
1 − d
dk
)
(m+ k)m
=
1
m!
[
(m+ k)m − m(m+ k)m−1]
=
k(m+ k)m−1
m!
. (7.8)
(f) For each fixed k > 0, we have
C(m, k) = emm−3/2
kek√
2π
[1 +O(1/m)] (7.9)
as m→∞. This is an immediate consequence of Stirling’s formula.
In proving Proposition 7.1, we will use the following two facts about the weighted
counts cm(X) for X = {x1, x2, . . . , xk} ⊆ V (G) where x1, x2, . . . , xk are all distinct:
Fact 1. cm(X) ≤
∑
m1, . . . ,mk ≥ 0
m1 + · · ·+mk = m
k∏
i=1
cmi(xi) .
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Proof. Trivial when k = 1. For k ≥ 2, construct a weight-preserving bijection F of
Cm(X) onto a subset of
⋃
m1, . . . ,mk ≥ 0
m1 + · · ·+mk = m
k∏
i=1
Cmi(xi) as follows: Given H ∈ Cm(X), define
F(H)i to be the component of H containing xi if this component contains no vertex xi′
with i′ < i, and the graph with vertex set {xi} and no edges, otherwise. 
Fact 2. cm(X) ≤
∑
F⊆C(x1)
w(F ) cm−|F |((X − x1) ∪ Y F ) where C(x1) is shorthand for the
cocycle E({x1}, {x1}c), and Y F denotes the set of endpoints other than x1 of the edges
in F . [Of course, the sum can be limited to sets F having |F | ≤ m, since cm(X) = 0 for
m < 0.]
Proof. We classify the subgraphs H ∈ Cm(X) according to F ≡ E(H) ∩ C(x1). So, for
each F ⊆ C(x1), let Cm(X ;F ) be the set of all H ∈ Cm(X) that have E(H)∩C(x1) = F .
For H ∈ Cm(X ;F ), we let H ′ = H \ x1. Then |E(H ′)| = m− |F | and H ′ ∈ Cm−|F |((X −
x1) ∪ Y F ). This gives an injective map from Cm(X ;F ) into Cm−|F |((X − x1) ∪ Y F ). Fact
2 now follows since w(H) = w(F )w(H ′). 
We now give two alternative proofs of Proposition 7.1. The first proof uses Fact 2
for k = 1 only, together with Fact 1; it leads to a nonlinear recursion whose solution is
C(m, 1), namely (7.7) with k = z = 1 combined with (7.6). The second proof uses Fact 2
for all k, but does not use Fact 1; it leads to a linear recursion whose solution is C(m, k),
namely (7.7) with z = 1.
We will need the following elementary result:
Lemma 7.2 Let S be a set in which each element e ∈ S is given a nonnegative real weight
we. Then, for each integer f ≥ 0, we have
∑
F ⊆ S
|F | = f
∏
e∈F
we ≤ 1
f !
(∑
e∈S
we
)f
. (7.10)
First proof of Proposition 7.1. Consider first the case k = 1, hence X = {x}. We
use induction on m. The proposition holds trivially when m = 0, so let us assume that
m ≥ 1. We apply Fact 2 with k = 1, and observe that the term F = ∅ contributes zero
when m ≥ 1 [since cm−|F |(Y F ) = cm(∅) = 0]; we therefore have
cm(x) ≤
∑
∅ 6= F ⊆ C(x)
|F | ≤ m
w(F ) cm−|F |(Y
F ) . (7.11)
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Applying Fact 1 to bound cm−|F |(Y
F ), we obtain
cm(x) ≤
∑
∅ 6= F ⊆ C(x)
|F | ≤ m
w(F )
∑
m1, . . . , m|Y F | ≥ 0
m1 + · · ·+m|Y F | = m− |F |
|Y F |∏
i=1
cmi(vi) (7.12)
where Y F = {v1, . . . , v|Y F |}. Note that we have mi < m for all i since |F | ≥ 1. We can
therefore apply the inductive hypothesis cmi(vi) ≤ C(mi, 1)∆mi to obtain
cm(x) ≤
∑
∅ 6= F ⊆ C(x)
|F | ≤ m
w(F )
∑
m1, . . . , m|Y F | ≥ 0
m1 + · · ·+m|Y F | = m− |F |
|Y F |∏
i=1
C(mi, 1)∆
mi
=
∑
∅ 6= F ⊆ C(x)
|F | ≤ m
w(F ) C(m− |F |, |Y F |) ∆m−|F |
≤
∑
∅ 6= F ⊆ C(x)
|F | ≤ m
w(F ) C(m− |F |, |F |) ∆m−|F | (7.13)
where the second line used the identity (7.6), and the last step used |Y F | ≤ |F | and the
fact that C(m, k) is an increasing function of k.8 Using Lemma 7.2, we have
cm(x) ≤
m∑
f=1
∆f
f !
C(m− f, f)∆m−f
=
m∑
f=0
∆f
f !
C(m− f, f)∆m−f
= C(m, 1)∆m , (7.14)
where the second line used C(m, 0) = 0 for m ≥ 1, and the last line used identity (7.7)
with k = z = 1. This proves Proposition 7.1 for k = 1.
The result for general k now follows using Fact 1 and the identity (7.6). 
Second proof of Proposition 7.1. We use induction on m + k. The proposition
holds trivially when m = 0, so we assume m ≥ 1. Apply Fact 2 for general k; because the
right-hand side involves quantities cm−|F |((X−x1)∪Y F ) with m−|F |+ |(X−x1)∪Y F | ≤
8 If G is a simple graph, we have |Y F | = |F |. But if G has multiple edges, all we can say is that
|Y F | ≤ |F |.
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m+k−1, we can apply the inductive hypothesis cm−|F |((X−x1)∪Y F ) ≤ C(m−|F |, |(X−
x1) ∪ Y F |)∆m−|F | to conclude that
cm(X) ≤
∑
F⊆C(x1)
w(F ) C(m− |F |, |(X − x1) ∪ Y F |) ∆m−|F |
≤
∑
F⊆C(x1)
w(F ) C(m− |F |, k − 1 + |F |) ∆m−|F |
≤
m∑
f=0
∆f
f !
C(m− f, k − 1 + f) ∆m−f
= C(m, k)∆m , (7.15)
where the second line used |(X − x1) ∪ Y F | ≤ k − 1 + |Y F | ≤ k − 1 + |F | and the fact
that C(m, k) is increasing with k, the third line used Lemma 7.2, and the last line used
identity (7.7) with z = 1. 
Let us now show that Proposition 7.1 is best possible:
Example 7.1. Let Tr be the infinite r-regular tree, let x1, . . . , xk ∈ V (Tr) satisfy
dist(xi, xj) > m for i 6= j, and let G be the subtree of Tr induced by the vertices lying
at a distance at most M from the set {x1, . . . , xk}, where M is any fixed number greater
than or equal to m. Let all edge weights we equal ∆/r. Then by a slight generalization
of the computation in [14, proof of Proposition 4.2], one shows that
cm(x1, . . . , xk) =
(
∆
r
)m
kr
m
(
kr + (r − 1)m− 1
m− 1
)
, (7.16)
which in the limit r →∞ with ∆ fixed tends to C(m, k)∆m. 
Example 7.2. Let G be the complete graph Kn, and let all edge weights we equal
∆/(n − 1). Consider first the case k = 1: let us count the subset of Cm({x}) consisting
of the m-edge trees containing x. The number of such trees is
(
n−1
m
)
(m + 1)m−1, where
the first factor counts the number of ways we can choose m additional vertices and the
second factor counts the number of trees on m+ 1 labelled vertices. We therefore have
cm(x) ≥
(
n− 1
m
)
(m+ 1)m−1
(
∆
n− 1
)m
, (7.17)
which in the limit n→∞ with m fixed tends to C(m, 1)∆m.
Now consider general k: let x1, . . . , xk be distinct vertices, and let us count the subset
of Cm(x1, . . . , xk) consisting of the m-edge k-component forests in which each component
the electronic journal of combinatorics 16 (2009), #R00 29
contains exactly one xi. By a similar counting argument we have
cm(x1, . . . , xk) ≥(
∆
n−1
)m ∑
m1, . . . , mk ≥ 0
m1 + · · ·+mk = m
k∏
i=1
(
n−k−m1−. . .−mi−1
mi
)
(mi + 1)
mi−1 ,
(7.18)
which in the limit n→∞ with m fixed tends to C(m, k)∆m [using (7.6)]. 
Note the difference between the “pointwise” bounds of Propositions 5.1 and 7.1 and
the “generating-function” bounds of Propositions 5.2, 5.3, 6.1 and 6.2. In the former
cases, the bound can be saturated simultaneously for all (or arbitrarily many) m — as
shown by the preceding two examples — so nothing can be gained by summing over m.
In the latter cases, by contrast, the pointwise bound can be saturated only for one m at a
time (cf. Example 5.3 after Corollary 5.5), so the generating-function bound is stronger.
The fundamental difference between the two situations is that the subgraphs considered
in Propositions 5.1 and 7.1 are “tied down only at one end” (and hence can grow freely
in all directions), while those in Propositions 5.2, 5.3, 6.1 and 6.2 are “tied down at all
the leaves”.
8 Counting Blocks, Block Paths, Block Trees and
Block Forests
We now seek an analogue of Proposition 7.1 using maxmaxflow in place of maxi-
mum degree. Unfortunately, no such bound is possible for the families Cm(X): a simple
counterexample is provided by the stars G = K1,r, which have maximum degree r but
maxmaxflow 1 (independent of r); letting x be the central vertex of the star, we have
|C1({x})| = r, which is unbounded as r → ∞. The same thing happens for wheels
G = K1 + Cr, so it is no help to assume that G is non-separable.
To get a bound in terms of maxmaxflow, we need to restrict attention to a suitably
chosen proper subfamily of Cm(X): roughly speaking, we need to count subgraphs H that
possess suitable “non-separability properties”. After much experimentation, we settled
on the family BT m(X) of “block trees” and the families BFm(X, Y ) and BF∗m(X, Y ) of
“block forests”, to be defined in Section 8.1. However, simpler but weaker results can
be obtained using a different (and slightly larger) family Bm(X) of block forests, to be
defined in Section 8.2. These two subsections are independent of each other and can be
read in either order.
8.1 The classes BT m(X), BFm(X, Y ) and BF
∗
m
(X,Y )
Let H be a not-necessarily-connected graph. We recall that a vertex of H is called
an internal vertex of H if it is not a cut vertex of H . Now let B be a block of H . We
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denote by Int(B,H) the set of internal vertices of H that belong to B. We say that B
is an isolated block of H if it contains no cut vertices of H , and an end block of H if it
contains exactly one cut vertex of H . Finally, if x, y ∈ V (H) with x 6= y, we say that
H is an xy-block path if H is connected and is either a block (hence an isolated block of
itself) or else has exactly two end blocks B1, B2 with x ∈ Int(B1, H) and y ∈ Int(B2, H).
For any nonempty X ⊆ V (G), let BT m(X) be the set of all m-edge subgraphs H in
G such that
(BT1) X ⊆ V (H);
(BT2) H is connected;
(BT3) each end block B of H contains at least one vertex of X as an internal
vertex [that is, Int(B,H) ∩X 6= ∅]; and
(BT4) if H is a block, then either H is an isolated vertex [hence V (H) = X =
{x}] or else H contains at least two vertices of X .
By analogy with the set Tm(X), which consists of trees whose leaves are “tied down” on
the set X , we think of the elements of BT m(X) as block trees whose end blocks are “tied
down” on the set X . [In particular, we have Tm(X) ⊆ BT m(X).] Note the following
special cases:
• BT 0({x}) has as its single element the edgeless graph with vertex set {x}, and
BT m({x}) = ∅ for m ≥ 1.
• When x 6= y, BT m({x, y}) is the set of m-edge xy-block paths.
• BT 0(X) = ∅ for |X| ≥ 2.
For X, Y ⊆ V (G) with Y 6= ∅, let BFm(X, Y ) be the set of all m-edge subgraphs H
in G (connected or not) such that
(BF1) X ∪ Y ⊆ V (H);
(BF2) each component of H contains exactly one vertex of Y ;
(BF3) each end block B of H contains at least one vertex of X∪Y as an internal
vertex [that is, Int(B,H) ∩ (X ∪ Y ) 6= ∅]; and
(BF4) each isolated block of H is either an isolated vertex belonging to Y or
else contains at least two vertices of X ∪ Y .
[Note that BFm(X, Y ) = BFm(X \ Y, Y ), so we can assume without loss of generality, if
desired, that X ∩ Y = ∅.] By analogy with the set Fm(X, Y ), which consists of forests
whose leaves are “tied down” on the set X ∪Y and whose components are “tied down” on
single elements of the set Y , we think of the elements of BFm(X, Y ) as block forests whose
end blocks are “tied down” on the set X ∪ Y and whose components are “tied down” on
single elements of the set Y . [In particular, we have Fm(X, Y ) ⊆ BFm(X, Y ) ⊆ Cm(Y ).]
Note the following special cases:
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• If m = 0, then BF0(X, Y ) = ∅ whenever X 6⊆ Y , and BF0(X, Y ) has as its single
element the edgeless graph with vertex set Y whenever X ⊆ Y .
• If X = ∅ (or more generally if X ⊆ Y ), then BF0(X, Y ) has as its single element
the edgeless graph with vertex set Y , and BFm(X, Y ) = ∅ for m ≥ 1.
• If X = {x} with x /∈ Y , then each H ∈ BFm({x}, Y ) is the disjoint union of an
m-edge xy-block path for some y ∈ Y (this component avoiding the set Y \ y) and
the collection Y \ y of isolated vertices.
• For Y = {y}, we have BFm(X, {y}) = BT m(X ∪ {y}).
Recall that w(H) =
∏
e∈E(H)we. Define the weighted counts
btm(X) =
∑
H∈BT m(X)
w(H) (8.1)
bfm(X, Y ) =
∑
H∈BFm(X,Y )
w(H) (8.2)
We will obtain the following bounds on bfm(X, Y ) in terms of ∆ and Λ:
Proposition 8.1 For all X, Y ⊆ V (G) with Y 6= ∅, we have
∞∑
m=0
(
∆
ln 2
)−m
bfm(X, Y ) ≤ 1 . (8.3)
Proposition 8.2 For all X, Y ⊆ V (G) with Y 6= ∅ and all α ∈ (1, 2], we have
∞∑
m=0
(
αΛ
lnα
)−m
bfm(X, Y ) ≤ α|Y |−1 . (8.4)
Using the identity BFm(X, {y}) = BT m(X∪{y}), we immediately obtain the following
corollaries for block trees:
Corollary 8.3 For all nonempty X ⊆ V (G), we have
∞∑
m=0
(
∆
ln 2
)−m
btm(X) ≤ 1 . (8.5)
Corollary 8.4 For all nonempty X ⊆ V (G), we have
∞∑
m=0
(
2Λ
ln 2
)−m
btm(X) ≤ 1 . (8.6)
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Corollary 8.3 could be proved directly using the same proof technique as for Proposition
8.1. It is curious to note, however, that we have been unable to find a direct proof of
Corollary 8.4; our proof of Proposition 8.2 employs an inner induction on |Y |, and thus
inevitably passes through disconnected graphs.
As an immediate consequence of Corollary 8.4, we obtain:
Corollary 8.5 Fix a weighted graph (G,w) and an edge e ∈ E(G). Let bm(e) be the sum
of the weights of the non-separable m-edge subgraphs of G containing e. Then b1(e) = we
and
∞∑
m=2
(
2Λ(G− e,w)
ln 2
)−(m−1)
bm(e) ≤ we . (8.7)
Proof of Corollary 8.5, assuming Corollary 8.4. Let e = xy and put X =
{x, y}. Clearly b1(e) = we. Let H be a subgraph of G and let m ≥ 2. Then H is a
non-separable m-edge subgraph of G containing e if and only if H − e ∈ BT m−1(X).
Thus Corollary 8.4 applied to G− e gives
∞∑
m=2
(
2Λ(G− e,w)
ln 2
)−(m−1)
bm(e) = we
∞∑
m=2
(
2Λ(G− e,w)
ln 2
)−(m−1)
btm−1(X)
≤ we . (8.8)

Our proof of Proposition 8.1 combines ideas from the proofs of Propositions 6.1 and
7.1: we use an inner induction on |X| as a substitute for the “point-to-set” bound of
Proposition 5.2, and we use a “cutting” argument similar to that employed in the proofs
of Propositions 5.2 and 7.1 to handle the case |X| = 1. In the inductive step we shall use
the following analogue of Lemma 6.5 to split a block forest with k end blocks into a block
forest with k − 1 end blocks and a block path:
Lemma 8.6 Let G be a graph, let X, Y ⊆ V (G) with Y 6= ∅, let x ∈ X \ Y , and let
H ∈ BFm(X, Y ). Let H1 be the convex hull of (X \x)∪Y in H, and let H2 be the convex
hull of {x} ∪ V (H1) in H \E(H1). Then H is the edge-disjoint union of H1 and H2; and
for some i (0 ≤ i ≤ m), we have H1 ∈ BF i(X \ x, Y ) and H2 ∈ BFm−i({x}, V (H1)).
Moreover, the map H 7→ (H1, H2) is an injection.
Note the slight change of perspective from Lemma 6.5: here H2 is not an xy-block path for
some y ∈ V (H1), but rather the union of such a block path with the collection V (H1)\y of
isolated vertices. In particular, we have V (H1) ⊆ V (H2). However, modulo this change,
this decomposition reduces to that of Lemma 6.5 in the special case where H ∈ Fm(X, Y ).
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Proof of Proposition 8.1. As noted above, we can assume without loss of generality
that X ∩ Y = ∅. Let c = 1/ ln 2. We shall show that
M∑
m=0
(c∆)−m bfm(X, Y ) ≤ 1 (8.9)
for all M ≥ 0, by using an outer induction on M and an inner induction on |X|. The
base case M = 0 and |X| arbitrary holds by the first remark after the definition of
BFm(X, Y ). The case when X = ∅ and M is arbitrary holds by the second remark
following the definition of BFm(X, Y ). Hence we may suppose that M ≥ 1 and |X| ≥ 1.
Our inductive argument consists of two steps:
Step 1. Proof that if (8.9) holds for all |X| and allM ′ with 0 ≤M ′ < M ,
then it also holds for |X| = 1 andM . This step uses a “cutting”
argument.
Step 2. Proof that if (8.9) holds for all |X ′| with 1 ≤ |X ′| < |X| and
some given M , then it holds for |X| and the same M . This step
uses Lemma 8.6.
Step 1. Suppose that (8.9) holds for all |X| and all M ′ with 0 ≤ M ′ < M . Now let
X = {x} (note that x /∈ Y by assumption) and consider a subgraph H ∈ BFm({x}, Y )
for some m. Note that H is the disjoint union of an xy-block path H ′ for some y ∈ Y
and the collection Y \ y of isolated vertices. In particular, x is neither an isolated vertex
nor a cut vertex of H . Let F be the set of edges of H incident with x, let f = |F | (≥ 1
because x is not isolated), and let UF be the set of end-vertices of edges in F distinct
from x. Then H ′ remains connected under deletion of x (because x is not a cut vertex).
We shall show that H \ x ∈ BFm−f (UF , Y ). We have UF ⊆ V (H ′ \ x), so either
H ′ \ x = y or H ′ \ x contains at least two vertices of UF ∪ {y}. For each end block B of
H ′ \ x, we have Int(B,H ′ \ x) ∩ (UF ∪ {y}) 6= ∅, otherwise B would be an end block of
H with Int(B,H) ∩ ({x} ∪ Y ) = ∅. Thus H \ x ∈ BFm−f(UF , Y ).
Let C be the set of edges of G incident to x. For each nonempty F ⊆ C, let
BFm({x}, Y ;F ) be the set of all subgraphs H ∈ BFm({x}, Y ) such that E(H)∩C = F .
Then the map H 7→ H \ x is an injection from BFm({x}, Y ;F ) into BFm−f (UF , Y ), and
w(H) = w(F )w(H \ x). Thus
bfm({x}, Y ) ≤
∑
∅ 6=F⊆C
w(F ) bfm−f(U
F , Y ) . (8.10)
Hence
M∑
m=0
(c∆)−m bfm({x}, Y ) =
M∑
m=0
(c∆)−m
∑
∅ 6=F⊆C
w(F ) bfm−f(U
F , Y )
=
∑
∅ 6=F⊆C
w(F ) (c∆)−f
M−f∑
j=0
(c∆)−j bfj(U
F , Y )
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≤
∑
∅ 6=F⊆C
w(F ) (c∆)−f (8.11)
by the outer inductive hypothesis on M . Using Lemma 7.2, we deduce that
M∑
m=0
(c∆)−m bfm({x}, Y ) ≤
∞∑
f=1
(c∆)−f
∑
F ⊆ C
|F | = f
w(F )
≤
∞∑
f=1
(c∆)−f
∆f
f !
= e1/c − 1 = 1
since c = 1/ ln 2. This proves Step 1.
Step 2. Suppose that (8.9) holds for all |X ′| with 1 ≤ |X ′| < |X| and some given M .
Then |X| ≥ 2. Choose arbitrarily some x ∈ X (recall again that x /∈ Y ). Given H ∈
BFm(X, Y ), by Lemma 8.6 we may decompose H into H1∪H2 where H1 ∈ BF i(X \x, Y )
and H2 ∈ BFm−i({x}, V (H1)). Applying the inductive hypothesis that (8.9) holds both
for X ′ = X \ x and for X ′ = {x} with the given M , we may deduce that
M∑
m=0
(c∆)−mbfm(X, Y )
=
M∑
m=0
(c∆)−m
∑
H∈BFm(X,Y )
w(H)
≤
M∑
m=0
m∑
i=0
(c∆)−i
∑
H1∈BF i(X\x,Y )
w(H1) (c∆)
−(m−i)
∑
H2∈BFm−i({x},V (H1))
w(H2)
≤
M∑
i=0
(c∆)−i
∑
H1∈BF i(X\x,Y )
w(H1)
M−i∑
j=0
(c∆)−j
∑
H2∈BFj({x},V (H1))
w(H2)
≤ 1 . (8.12)
This completes the proof of Step 2 and hence of the proposition. 
Remarks. 1. Step 2 works for any value of c. The specific value c = 1/ ln 2 enters only
in Step 1.
2. Step 2 is “almost” unnecessary; we can “almost” apply Step 1 for any X . The
trouble is that if |X| > 1 we might find that x is a cut vertex of H . In this case
H \ x /∈ BFm−f (UF , Y ) since it will have one or more components containing no vertices
of Y .
the electronic journal of combinatorics 16 (2009), #R00 35
Example 8.1. Let G be the graph K
(s)
2 consisting of a pair of vertices x, y joined
by s parallel edges. Set all edge weights we = ∆/s. Let us consider btm({x, y}) =
bfm({x}, {y}). The generating function is
∞∑
m=0
ζmbfm({x}, {y}) =
(
1 +
∆
s
ζ
)s
− 1 , (8.13)
which is an increasing function of s (at fixed ∆ and ζ) and tends to e∆ζ − 1 as s→∞. It
follows that Proposition 8.1 and Corollary 8.3 are sharp in the sense that (ln 2)/∆ is the
maximal value of ζ that allows an upper bound of 1. 
Example 8.2. Let G be the disjoint union of n copies of K
(s)
2 ; let X contain one vertex
from each copy, and let Y be the remaining vertices. Set all edge weights we = ∆/s. Then
∞∑
m=0
ζmbfm(X, Y ) =
[(
1 +
∆
s
ζ
)s
− 1
]n
s→∞−→ (e∆ζ − 1)n . (8.14)
So (ln 2)/∆ is the maximal value of ζ that allows any finite upper bound that is indepen-
dent of |X| and |Y |. 
Might it be possible to bound
∑∞
m=0 ζ
mbfm(X, Y ) for some ζ > (ln 2)/∆ if we allow
the right-hand side to depend on |X| and |Y |? We doubt it; but all we can say for sure,
at present, is that ζ cannot exceed (2 ln 2)/∆:
Example 8.3. Let G be the graph P
(s)
n obtained from the n-edge path (n ≥ 2) by
replacing each edge by s parallel edges. Set all edge weights we = ∆/(2s). Let x, y ∈
V (P
(s)
n ) with dist(x, y) = ℓ. Then
∞∑
m=0
ζmbfm({x}, {y}) =
[(
1 +
∆
2s
ζ
)s
− 1
]ℓ
s→∞−→ (e∆ζ/2 − 1)ℓ . (8.15)
Since ℓ can be arbitrarily large, a universal upper bound on
∑∞
m=0 ζ
mbfm(X, Y ) is impos-
sible for ζ > (2 ln 2)/∆, even when |X| = |Y | = 1. 
We have been unable to obtain a bound for bfm(X, Y ) in terms of Λ (i.e., Proposi-
tion 8.2 or something like it) by extending the proof technique of Proposition 6.2 in a
similar way to the above proof. The problem is that a universal “point-to-set” bound of
the form
∑∞
m=0(cΛ)
−mbfm(X, Y ) ≤ 1 (with a right-hand side that is independent of |Y |)
is simply not valid for any constant c: it suffices to consider G = K1,r with r > c. If,
on the other hand, we try to adapt the proof technique of Proposition 8.1 by using an
inductive hypothesis of the form
∑∞
m=0(m+ |Y |)−(|X|−1)(cΛ)−mbfm(X, Y ) ≤ |Y | (similar
to that of Proposition 6.2), then we are unable to carry through Step 1 because of the
increase in the size of X when {x} is replaced by UF . Instead, our proof of Proposition 8.2
will rely solely on a “cutting” argument rather than using Lemma 8.6. In order for the
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induction to go through, we need to work with a slightly larger family of graphs than
BFm(X, Y ).
For X, Y ⊆ V (G) with Y 6= ∅, let BF∗m(X, Y ) be the set of all m-edge subgraphs H
in G (connected or not) such that
(BF1) X ∪ Y ⊆ V (H);
(BF2*) each component of H contains at least one vertex of Y ;
(BF3) each end block B of H contains at least one element of X ∪ Y as an
internal vertex [that is, Int(B,H) ∩ (X ∪ Y ) 6= ∅]; and
(BF4) each isolated block of H is either an isolated vertex belonging to Y or
else contains at least two vertices of X ∪ Y .
The only change from BFm(X, Y ) is, therefore, that each component of H must contain
at least one vertex of Y , rather than exactly one. We have BFm(X, Y ) ⊆ BF∗m(X, Y ) ⊆
Cm(Y ). Since BF∗m(X, Y ) = BF∗m(X \ Y, Y ), we can assume without loss of generality, if
desired, that X ∩ Y = ∅. Note the special cases:
• If m = 0, then BF∗0(X, Y ) = ∅ whenever X 6⊆ Y , and BF∗0(X, Y ) has as its single
element the edgeless graph with vertex set Y whenever X ⊆ Y .
• If Y = {y}, then BF∗m(X, {y}) = BFm(X, {y}) = BT m(X ∪ {y}).
Define the weighted counts
bf ∗m(X, Y ) =
∑
H∈BF∗m(X,Y )
w(H) . (8.16)
Since BFm(X, Y ) ⊆ BF∗m(X, Y ), Proposition 8.2 will follow from the stronger result:
Proposition 8.7 For all X, Y ⊆ V (G) with Y 6= ∅ and all α ∈ (1, 2], we have
∞∑
m=0
(
αΛ
lnα
)−m
bf ∗m(X, Y ) ≤ α|Y |−1 . (8.17)
Proof. Let c = α/ lnα. We shall show that
M∑
m=0
(cΛ)−m bf ∗m(X, Y ) ≤ α|Y |−1 (8.18)
for allM ≥ 0, by using induction onM + |X|+ |Y |. As noted above, we may assume that
X ∩Y = ∅. The case M = 0 with X, Y arbitrary holds by the remark after the definition
of BF∗m(X, Y ). The proposition also holds when |X ∪ Y | = 1 and M is arbitrary, since
bf ∗m(∅, {y}) = δm0. So assume |X ∪ Y | ≥ 2 and choose y ∈ Y . By Proposition 3.12,
there exists a cocycle C = EG(L,R) in G and a vertex z ∈ X ∪ Y \ y such that z ∈ L,
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Figure 1: The graph H ∈ BF∗m(X, Y ). Blocks of H1 and H2 = H−H1 are either isolated
vertices or else are indicated schematically by large open circles; the edges of C ∩ E(H)
are shown explicitly, with those in F drawn in bold. Vertices in X are indicated by small
solid circles, vertices in Y are indicated by small open circles, and vertices in LF , RF by
small solid squares. Note that H2 here contains one isolated vertex (which belongs to R
F )
and that the four edges in C ∩ E(H) that do not belong F (which appear at the bottom
of the figure) belong to H2 and do not generate vertices of L
F or RF .
X ∪ Y \ z ⊆ R, and ∑e∈C we ≤ Λ. Later we shall distinguish two cases, depending on
whether z happens to lie in X or in Y .
For H ∈ BF∗m(X, Y ), let F := F (H) be the set of edges of H that occur as the first
edge in C on some path in H from z to X ∪ Y \ z. Let H1 be the connected component
of H \ F containing z, and let H2 = H \ V (H1). Let LF (resp. RF ) be the set of vertices
of L (resp. R) that are incident with F ; clearly |LF |, |RF | ≤ |F |. (This construction is
illustrated in Figure 1.) For each nonempty F ⊆ C, let BF∗m(X, Y ;F ) be the set of all
subgraphs H ∈ BF∗m(X, Y ) such that F (H) = F .
Consider now the following two cases:
Case 1: z ∈ X. Then BF∗m(X, Y ;∅) = ∅. We shall show that, for each nonempty
F ⊆ C with |F | = f and each H ∈ BFm(X, Y ;F ), we have H1 ∈ BF∗i (LF , {z}) =
BT i(LF ∪ {z}) and H2 ∈ BF∗m−f−i(X \ z, Y ∪RF ) for some i (0 ≤ i ≤ m− f). Note that
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by the above definitions LF ∪ {z} ⊆ V (H1) and (X \ z) ∪ (Y ∪ RF ) ⊆ V (H2).
We first consider H1, which is the component of H \ F containing z. Let B1 be an
end block of H1. Then B1 is either an end block of H , and hence z ∈ Int(B1, H1) or else
B1 is not an end block of H and hence Int(B1, H1)∩LF 6= ∅. If H1 is non-separable then
either V (H1) = {z}, or else H1 contains z and at least one vertex of LF \ z (otherwise H1
would be an end block of H with no internal vertex in X ∪ Y ). Thus H1 ∈ BF∗i (LF , {z})
for some i, 0 ≤ i ≤ m− f .
We next consider H2 = H \ V (H1). Each component of H2 is either a component of
H , and hence contains a vertex of Y , or is not a component of H , and hence contains a
vertex of RF . Let B2 be an end block of H2. Then B2 is either an end block of H , and
hence satisfies Int(B2, H2) ∩ [(X \ z) ∪ Y ] 6= ∅, or is not an end block of H , and hence
satisfies Int(B2, H2) ∩ RF 6= ∅. Each isolated vertex of H2 is either an isolated vertex of
H , and hence belongs to Y , or is not an isolated vertex of H , and hence belongs to RF .
Let B3 be an isolated block of H2 which is not a single vertex. Then either: B3 is an
isolated block of H , and hence contains at least two vertices of (X \ z) ∪ Y ; or B3 is an
end block of H , and hence contains two distinct vertices, one in (X \ z)∪Y and the other
in RF ; or B3 is not a block of H , and hence contains two distinct vertices of R
F . Thus
H2 ∈ BF∗m−f−i(X \ z, Y ∪ RF ).
It follows that the map H 7→ (H1, H2) is a weight-preserving injection from
BF∗m(X, Y ;F ) into
m−f⋃
i=0
BF∗i (LF , {z})× BF∗m−f−i(X \ z, Y ∪ RF ). Therefore,
bf ∗m(X, Y ) ≤
∑
∅ 6=F⊆C
w(F )
m−f∑
i=0
bf ∗i (L
F , {z}) bf ∗m−f−i(X \ z, Y ∪ RF ) . (8.19)
It follows that
M∑
m=0
(cΛ)−m bf ∗m(X, Y )
≤
M∑
m=0
(cΛ)−m
∑
∅ 6=F⊆C
w(F )
m−f∑
i=0
bf ∗i (L
F , {z}) bf ∗m−f−i(X \ z, Y ∪ RF )
=
∑
∅ 6=F⊆C
w(F ) (cΛ)−f
M−f∑
i=0
(cΛ)−i bf ∗i (L
F , {z})
M−f−i∑
j=0
(cΛ)−j bf ∗j (X \ z, Y ∪ RF )
≤
∑
∅ 6=F⊆C
w(F ) (cΛ)−f α|Y |−1+f (8.20)
by the inductive hypothesis on M + |X|+ |Y |. Using Lemma 7.2, we deduce that
M∑
m=0
(cΛ)−m bf ∗m(X, Y ) ≤
∞∑
f=1
(cΛ)−f α|Y |−1+f
∑
F ⊆ C
|F | = f
w(F )
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≤
∞∑
f=1
(cΛ)−f α|Y |−1+f
Λf
f !
= α|Y |−1(eα/c − 1) ≤ α|Y |−1 (8.21)
since c = α/ lnα and α ≤ 2. Thus the proposition holds when z ∈ X .
Case 2: z ∈ Y . Then y, z ∈ Y and hence |Y | ≥ 2. We can show in a similar way
to Case 1 that, for each F ⊆ C with |F | = f and each H ∈ BF∗m(X, Y ;F ), we have
H1 ∈ BF∗i (LF , {z}) and H2 ∈ BF∗m−f−i(X, (Y \ z) ∪ RF ) for some i (0 ≤ i ≤ m − f).
[Let us remark that if F = ∅, then H1 is a component of H consisting of just the
isolated vertex z.] The map H 7→ (H1, H2) is an injection from BF∗m(X, Y ;F ) into
m−f⋃
i=0
BF∗i (LF , {z})× BF∗m−f−i(X, (Y \ z) ∪ RF ). Thus
bf ∗m(X, Y ) ≤
∑
F⊆C
w(F )
m−f∑
i=0
bf ∗i (L
F , {z}) bf ∗m−f−i(X, (Y \ z) ∪RF ) . (8.22)
Hence
M∑
m=0
(cΛ)−m bf ∗m(X, Y )
≤
M∑
m=0
(cΛ)−m
∑
F⊆C
w(F )
m−f∑
i=0
bf ∗i (L
F , {z}) bf ∗m−f−i(X, (Y \ z) ∪ RF )
=
∑
F⊆C
w(F ) (cΛ)−f
M−f∑
i=0
(cΛ)−i bf ∗i (L
F , {z})
M−f−i∑
j=0
(cΛ)−j bf ∗j (X, (Y \ z) ∪ RF )
≤
∑
F⊆C
w(F ) (cΛ)−f α|Y |−2+f (8.23)
by the inductive hypothesis on M + |X| + |Y |. (Note that when F = ∅, we have LF =
RF = ∅ and hence |(Y \ z) ∪ RF | = |Y | − 1.) Using Lemma 7.2, we deduce that
M∑
m=0
(cΛ)−m bf ∗m(X, Y ) ≤
∞∑
f=0
(cΛ)−f α|Y |−2+f
∑
F ⊆ C
|F | = f
w(F )
≤
∞∑
f=0
(cΛ)−f α|Y |−2+f
Λf
f !
= α|Y |−2eα/c = α|Y |−1 (8.24)
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since c = α/ lnα. Thus the proposition holds when z ∈ Y . 
Remark. The proof technique of Case 1 can be used to prove the induction hypothesis
M∑
m=0
(cΛ)−mbf ∗m(X, Y ) ≤ α|Y |−1 (8.25)
whenever eα/c ≤ 2. (In particular, it can handle the apparently best-possible values
c = 1/ ln 2 and α = 1.) Likewise, the proof technique of Case 2 can be used to prove the
induction hypothesis (8.25) whenever eα/c ≤ α. The trouble is that we need the same
hypothesis to work for both cases, since we don’t know a priori whether z will lie in X
or in Y . Therefore, the best we can do — at least with this proof technique — seems to
be to choose α ∈ (1, 2] and then set c = α/ lnα.
Example 8.4. Let T be any tree (e.g. a long path would do), and let G be the graph
T (s) obtained from T by replacing each edge by s parallel edges. Let all edge weights we
equal Λ/s, so that the maxmaxflow is Λ. Let x, y ∈ V (T (s)) with dist(x, y) = ℓ. Then
bfm({x}, {y}) = bf ∗m({x}, {y}), and we have
∞∑
m=0
ζmbfm({x}, {y}) =
[(
1 +
Λ
s
ζ
)s
− 1
]ℓ
s→∞−→ (eΛζ − 1)ℓ . (8.26)
Since ℓ can be arbitrarily large, a universal upper bound on
∑∞
m=0 ζ
mbfm(X, Y ) is impos-
sible for ζ > (ln 2)/Λ, even when |X| = |Y | = 1. 
Example 8.5. Let G be the union of k disjoint copies of K
(s)
1,r , with all edge weights
we = Λ/s. Let X be the central vertices and Y the remaining vertices, so that |X| = k
and |Y | = kr. Then
∞∑
m=0
ζmbfm(X, Y ) = r
k
[(
1 +
Λ
s
ζ
)s
− 1
]k
s→∞−→ rk(eΛζ − 1)k (8.27)
and
∞∑
m=0
ζmbf ∗m(X, Y ) =
[(
1 +
Λ
s
ζ
)rs
− 1
]k
s→∞−→ (erΛζ − 1)k . (8.28)
Thus, if any universal upper bound is possible for ζ = (ln 2)/Λ, the right-hand side has
to be at least (|Y |/|X|)|X| for bf and (2|Y |/|X| − 1)|X| for bf ∗. 
These examples suggest the following conjectures:
Conjecture 8.8 For all X, Y ⊆ V (G) with Y 6= ∅, we have
∞∑
m=0
(
Λ
ln 2
)−m
bfm(X, Y ) ≤ |Y ||X| . (8.29)
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Conjecture 8.9 For all X, Y ⊆ V (G) with Y 6= ∅, we have
∞∑
m=0
(
Λ
ln 2
)−m
bf ∗m(X, Y ) ≤ 2|Y | − 1 . (8.30)
Conjecture 8.10 (a special case of Conjecture 8.8 or 8.9) For all nonempty X ⊆
V (G), we have
∞∑
m=0
(
Λ
ln 2
)−m
btm(X) ≤ 1 . (8.31)
8.2 The class Bm(X)
We conclude by discussing a larger class of block forests, which is roughly the block
analogue of the class Hm(X) considered in Section 6.2. For X ⊆ V (G), let Bm(X) be the
set of all m-edge subgraphs H in G (connected or not) such that
(B1) X ⊆ V (H);
(B2) each end block of H contains at least one element of X as an internal
vertex [that is, Int(B,H) ∩X 6= ∅]; and
(B3) each isolated block of H is either an isolated vertex belonging to X or
else contains at least two vertices of X .
[It follows from (B2) and (B3) that each component of H is either an isolated vertex
belonging to X or else contains at least two vertices of X . In particular, Bm(X) ⊆ Cm(X).
Note also that BFm(X, Y ) ⊆ BF∗m(X, Y ) ⊆ Bm(X∪Y ).] Note the following special cases:
• For any X , B0(X) has as its single element the edgeless graph with vertex set X .
• Bm(∅) = ∅ for m ≥ 1.
• Bm({x}) = ∅ for m ≥ 1.
• Bm({x, y}) is the set of m-edge xy-block paths when x 6= y and m ≥ 1.
[Hence Bm({x, y}) = BT m({x, y}) = BFm({x}, {y}) = BF∗m({x}, {y}).]
Recall that w(H) =
∏
e∈E(H)we. Define the weighted counts
bm(X) =
∑
H∈Bm(X)
w(H) . (8.32)
We then have the following bound in terms of maxmaxflow:
Proposition 8.11 Whenever |X| = k ≥ 1 we have
bm(X) ≤ B(m, k) Λm (8.33)
where
B(m, k) = 2mC(m,
k − 1
2
) =
{
(k − 1)(2m+ k − 1)m−1/m! for k 6= 1
δm0 for k = 1
(8.34)
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For the case of greatest interest, namely Bm({x, y}) = BF∗m({x}, {y}), the bound
of Proposition 8.11 behaves roughly like (2eΛ)m, which is much worse than the bound
(2Λ/ ln 2)m of Propositions 8.2 and 8.7. However, as we shall see, the proof of Proposi-
tion 8.11 is quite a bit simpler than that of Proposition 8.7.
Before beginning the proof of Proposition 8.11, let us note some facts about the num-
bers B(m, k), which follow easily from the facts about the C(m, k) already discussed in
Section 7:
(a) For each integer m ≥ 0, B(m, k) is an increasing function of k ≥ 1.
(b) Generating function: If C(z) solves the equation (7.4), then
C(2z)(k−1)/2 =
∞∑
m=0
B(m, k) zm (8.35)
This is an immediate translation of (7.5).
(c) For all k1, k2, m we have
m∑
i=0
B(i, k1)B(m− i, k2) = B(m, k1 + k2 − 1) . (8.36)
This is an immediate consequence of (8.35).
(d) For all k,
B(m, k) =
m∑
f=0
1
f !
B(m− f, k − 1 + 2f) . (8.37)
This is an immediate translation of the identity (7.7) with z = 1/2.
(e) For each fixed k > 1, we have
B(m, k) = (2e)mm−3/2
(k − 1)e(k−1)/2√
8π
[1 +O(1/m)] (8.38)
as m→∞. This is an immediate translation of (7.9).
Proof of Proposition 8.11. The Proposition holds trivially when k = 1, so we may
assume that k ≥ 2. Choose x1, x2 ∈ X and let C be a minimum cut in G separating x1
from x2, so that
∑
e∈C we ≤ Λ. Let G1 be the component of G − C containing x1, and
let G2 be the union of the remaining components of G − C. By construction, we have
x1 ∈ V (G1) and x2 ∈ V (G2), and each edge in C joins a vertex of G1 to a vertex of G2.
Let Xi = X ∩ V (Gi) and ki = |Xi| for i = 1, 2. Since x1 ∈ X1 and x2 ∈ X2, we have
1 ≤ ki ≤ k − 1 for i = 1, 2; and of course k1 + k2 = k.
the electronic journal of combinatorics 16 (2009), #R00 43
✖✕
✗✔
✖✕
✗✔✖✕
✗✔
✚✙
✛✘
✖✕
✗✔
✖✕
✗✔✖✕
✗✔
r
rr
r
r
H1 H2F
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
r
✖✕
✗✔✖✕
✗✔
✚✙
✛✘
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭✭
r ✖✕
✗✔✖✕
✗✔
✚✙
✛✘
r
r
Figure 2: The graph H ∈ Bm(X). Blocks of H1 and H2 are indicated schematically by
large open circles; the edges of F are shown explicitly. Vertices in X are indicated by
small solid circles, and vertices in Y F1 , Y
F
2 are indicated by small solid squares.
We shall classify the subgraphs H of G belonging to Bm(X) according to F ≡ E(H)∩
C. So, for each F ⊆ C, let us set f = |F |; define Y Fi (i = 1, 2) to be the set of vertices of
Gi that are incident with F (note that |Y Fi | ≤ f); and finally, let Bm(X ;F ) be the set of
all H ∈ Bm(X) that have E(H) ∩ C = F .
For H ∈ Bm(X ;F ), we let Hi = H ∩Gi and mi = |E(Hi)|; note that H = H1∪H2∪F
and m = m1 + m2 + f . We shall show that Hi ∈ Bmi(Xi ∪ Y Fi ) for i = 1, 2. (The
argument is illustrated in Figure 2.) Note first that since X ⊆ V (H) we have Xi ⊆
V (Hi). Furthermore, each end block B of Hi is either an end block of H or else satisfies
Int(B,Hi) ∩ Y Fi 6= ∅. Hence Int(B,Hi) ∩ (Xi ∪ Y Fi ) 6= ∅. Each isolated vertex v of Hi
is either an isolated vertex of H or else belongs to Y Fi . Thus v ∈ Xi ∪ Y Fi . Finally, each
isolated block B of Hi that is not an isolated vertex of Hi is either an isolated block of
H , or else an end block of H with its cut vertex in Y Fi , or else satisfies |V (B) ∩ Y Fi | ≥ 2.
Thus |V (B) ∩ (Xi ∪ Y Fi )| ≥ 2.
It follows that we can construct a weight-preserving [except for a factor w(F )] bijection
of Bm(X ;F ) onto a subset of
m−f⋃
i=0
Bi(X1 ∪ Y F1 )× Bm−f−i(X2 ∪ Y F2 ). Thus
bm(X) ≤
∑
F⊆C
w(F )
m−f∑
i=0
bi(X1 ∪ Y F1 ) bm−f−i(X2 ∪ Y F2 ) . (8.39)
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Since i ≤ m− f , |Y F1 | ≤ f and |X1| < k, we have i+ |X1 ∪ Y F1 | < m+ k; and likewise we
have (m − f − i) + |X2 ∪ Y F2 | < m + k. Therefore, we can use induction on m + k (the
Proposition being true for the initial case m+ k = 1) to deduce that
bm(X) ≤
∑
F⊆C
w(F )
m−f∑
i=0
Λm−f B(i, |X1 ∪ Y F1 |)B(m− f − i, |X2 ∪ Y F2 |)
≤
∑
F⊆C
w(F )
m−f∑
i=0
Λm−f B(i, k1 + f)B(m− f − i, k2 + f)
≤
m∑
f=0
Λf
f !
m−f∑
i=0
Λm−f B(i, k1 + f)B(m− f − i, k2 + f)
= ΛmB(m, k) , (8.40)
where the second line used the fact that B(m, k) increases with k for k ≥ 1, the third
line used Lemma 7.2, and the last line used identities (8.36) and (8.37) and the fact that
k1 + k2 = k. 
Corollary 8.12 Fix a weighted graph (G,w) and an edge e ∈ E(G). Then the sum of
the weights of the non-separable m-edge subgraphs of G containing e is at most B(m −
1, 2) Λ(G− e,w)m−1we.
Proof. Let e = xy and put X = {x, y}. Let H be a subgraph of G and let m ≥ 1. Then
H is a non-separable m-edge subgraph of G containing e if and only if H − e ∈ Bm−1(X).
Thus Proposition 8.11 applied to G− e gives the claimed result. 
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