A Reynolds-averaged Navier-Stokes solver, a laminar boundary-layer code and a fully automated local, linear stability code for the prediction of TollmienSchlichting and cross flow instabilities were coupled for the automatic prediction of laminar-turbulent transition on general aircraft configurations during the ongoing flow computation. The procedure is applied to different threedimensional wing-body configurations and the sensitivity of the coupled system to a variety of coupling parameters is investigated.
Introduction
Besides wind tunnel testing and flight tests, computational fluid dynamics (CFD) simulation based on Reynolds-averaged Navier-Stokes (RANS) solvers has become a standard design approach in industry for the design of aircraft. For the design point of aircraft a positive assessment of the numerical results was achieved for many validation and application tests and the prediction capabilities of the software tools could be positively evaluated. As a consequence, high confidence in numerical simulations could be achieved in industry and will eventually allow more simulation and less physical testing. However, and despite of the progress that has been made in the development and application of RANSbased CFD tools, there is still the need for improvement, for example, with regard to the capability of a proper capturing of all relevant physical phenomena. This can only be achieved if capable and accurate physical models are available in the codes. On the one hand, the combined use of turbulence and transition models is indispensable for flows exhibiting separation, because otherwise the close interaction between the laminar-turbulent transition and its impact on flow separation is not reproduced. On the other hand, it is not possible to fully exploit the high potential of today's advanced turbulence models if transition is not taken into account. Thus, in modern high-fidelity CFD tools a robust transition modeling must be established together with reliable and effective turbulence models. The unstructured/hybrid RANS solver TAU, [14] , [4] and [15] , has been provided with a general transition prediction functionality which can be applied to general three-dimensional aircraft configurations. The developments and first technical validation steps were carried out at the Institute of Fluid Mechanics (ISM) of the University of Braunschweig, [10] , [2] and [3] . The code can be used together with a laminar boundary-layer method, [1] , for the calculation of highly accurate laminar boundary-layer data. Alternatively, the boundary-layer data can be directly extracted from the RANS solution. A fully automated, local linear stability code, [13] , analyzes the laminar boundary layer and detects transition due to Tollmien-Schlichting or cross flow instabilities. The stability code, which applies the e N -method, [16] and [18] , and the two N factor approach, [11] , [17] and [12] , for the determination of the transition points, uses a frequency estimator for the detection of the relevant regions of amplified disturbances for TollmienSchlichting instabilities and a wave length estimator for cross flow instabilities. The stability code is now used instead of the e N -database methods which have a more limited application range and which were applied usually in an automated process chain coupling a RANS solver and a transition prediction tool, [5] and [6] . Recently, the transition prediction module of the TAU code was applied to twodimensional airfoil configurations, the horizontal tail plane of a generic aircraft configuration and a wing-body configuration with three-element high-lift wing, [7] - [9] . In this paper, the TAU code with transition prediction is applied to threedimensional wing-body configurations. The computations were carried out on big cluster systems with partially considerable numbers of processors. The investigations have two main purposes: Firstly, the sensitivity of the complete coupled system to a variety of the most important coupling parameters must be known in order to ensure a fast and reliable computation. Secondly, the influence of the number of grid domains (or processors, respectively) and the distribution of domains on the solution must be assessed. Both aspects can have an impact on the convergence of the transition locations and the convergence of the computation as a whole and influence the quality of the solution. For both aspects, a number of best practice statements can be derived. The results represent a first step towards the industrialization of the TAU transition prediction module.
Transition Prediction Coupling
For production purposes, the transition prediction module applies a laminar boundary-layer method for a fast and highly accurate computation of the laminar boundary layers. The TAU code communicates the surface c p -distribution as input data to the laminar boundary-layer method COCO, [1] , and COCO computes all of the boundary-layer parameters that are needed for the stability code LILO, [13] . Based on the stability analysis done by LILO e N -methods for Tollmien-Schlichting and cross flow instabilities determine transition locations that are communicated back to the TAU code. This coupling structure results in an iteration procedure for the transition locations within the iterations of the RANS equations. The structure is outlined graphically in Fig. 1 . During the computation, the TAU code is stopped after a certain number of iteration cycles usually when the lift has sufficiently converged, the transition module is called and transition points are determined and fixed in the computational grid. This is done consecutively for all upper and lower sides of all specified wing sections which are defined by 'line-in-flight' cuts, that is, the wing is cut through parallel to the oncoming flow, according to strip theory. When all new transition locations have been communicated back, each transition location is slightly underrelaxed to damp oscillations in the convergence history of the transition points. This means that only a certain percentage of the currently determined transition point is taken into account and the new transition location is fixed somewhat downstream of that position given by the prediction method. Then, all underrelaxed transition points -they represent a transition line on the upper or lower surface of a wing element in form of a polygonal line -are mapped onto the surface grid and the computation is continued. In so doing, the determination of the transition locations becomes an iteration process itself. With each transition location iteration step the effective underrelaxation is reduced until a converged state of all transition points has been obtained. In the last prediction step no underrelaxation is applied. In favour of the presentation of the current results the authors refer to the references [2] - [3] and [5] - [10] for further and much more detailed information on the transition coupling structure, the backgrounds of its construction and its different application modes.
Computational Results
Two important coupling parameters which significantly influence the overall computational time are the underrelaxation factor and the interval length between two consecutive calls of the transition prediction module during the coupled computation. These two are the main parameters whose settings can lead to a significant computational overhead in a computation with predicted transition compared to a fully turbulent one, because the time of an interval and the time until the transition lines have converged are the main sources contributing to the additional computing time. In comparison, the contribution of the execution of the software parts of the transition module itself (infrastructure part in the solver, boundary-layer code and stability code) is of much lower impact. For these investigations, the flow over a generic wing-body configuration at cruise conditions -M ∞ = 0.75, Re ∞ = 18.4×10 6 , α = 2.0° -, with settings for the critical N factors for quiet atmospheric conditions, N TS crit = 12.0 and N CF crit = 9.0, using a standard one-equation turbulence model was computed parallel on a hybrid grid with 9.5 million points on the C 2 A 2 S 2 E Linux cluster using 96 processes. As depicted in Fig. 2 , all transition lines at the end of the computations with underrelaxation factors f relax = 0.5, 0.7, and 0.85 (where f relax = 0.7 means that 70% of the currently predicted transition point are taken into account) have the same converged positions, which documents the independence of the final result of the transition prediction procedure over a wide range of f relax . Fig. 3 (above) shows the impact of f relax on the global RANS convergence history in terms of the density residual and the lift and drag coefficients, C L and C D . f relax = 0.7 results in a significant convergence acceleration compared to the standard setting f relax = 0.5, while f relax = 0.85 has a slight negative influence, because it leads to a mild oscillatory behaviour with a slower convergence affecting mainly the drag. In these computations the prediction interval between two consecutive calls of the transition module was i pred = 500 cycles. In the lower picture of Fig. 3 , the results for f relax = 0.7 and 0.85 are compared with those obtained for i pred = 250 and 150 cycles. As one can see, the convergence is accelerated once more leading to converged force coefficients after about 1.500 to 2.000 RANS cycles which is a factor 1.5 to 2 compared to a fully turbulent computation. The fastest convergence is obtained using the combination f relax = 0.7 and i pred = 150 cycles. In Fig. 4 , the corresponding convergence histories of the transition lines show that with f relax = 0.7 and 0.85 convergence is reached after four to five calls of the transition module and that the short prediction intervals lead to the same running of the transition lines in each transition iteration step independent of the settings of i pred .
In the second but last transition point on the wing upper side towards the tip, one can see an overshoot of the solution in the first iteration steps in upstream direction and how the overshoot is slowly shifted downstream to its final position. This effect is most pronounced for f relax = 0.85 which explains the affection of the RANS convergence history of the drag. From these results it can be concluded that for this type of flow (attached, shock without separation) one can expect a smooth and fast convergence for the range 0.65 ≤ f relax ≤ 0.8. From these results it becomes clear that for a further industrialization of the transition prediction module a pointwise automatic shut-down of the transition iteration procedure, on the one hand, and sensors for a proper balancing of the settings of the underrelaxation factor and the interval length, on the other hand, are needed, whereas it is felt that the latter is of higher importance in this context. In addition, the interaction between the transition prediction procedure and the iteration of the angle of attack for a target lift computation (C L = 0.48) was tested for target lift intervals i lift = 50, 100, 200 cycles with the settings f relax = 0.7 and for i pred = 250 cycles. Fig. 5 shows that all computations converge to the same solutions in terms of the force coefficients as well as the transition lines. The fastest convergence was found for i lift = 50. = 8.5 , critical N factors which were determined in a recently done wind tunnel campaign, for 48, 64, and 96 grid domains, whereas here the lift converges much faster, as can be seen in the left picture. In both tests the converged drag is significantly smaller than the fully turbulent one, due to the large portions of laminar flow on both sides of the wing. Why the converged lift values are smaller than the fully turbulent one in both cases is currently under investigation. Moreover, the influence of grid domains which were generated using a parallel partitioning process in contrast to the sequential partitioning which was applied for all other computations is shown in the left picture of Fig. 6 . Slight differences in the shapes and spatial positions of the 48 domains in each case lead to different convergence histories here, while the computations end up with the same converged values. A look to the transition lines of both tests at the end of the transition iteration (thick dashed) and one iteration step before (thin solid), however, reveal that there is a visible influence on the location of the transition lines as well as on their convergence behaviour, Fig. 7 . The comparison of the running of the different lines at the end of the iteration shows the strongest congruence for the results of 96 sequentially generated domains and 48 parallel generated domains for the first test, as can be seen in the left picture. The comparison of the running of a transition line at the end of the iteration and one iteration step before for each computation shows that the transition points in three wing sections suffer from oscillations with partially significant amplitudes. While in the first test these oscillations occur on the wing upper side, for the second test two of these occur in the same sections on the upper side, and one on the lower side of the outboard wing. Currently, the reasons for this undesired and surprising behaviour are investigated. A first hint to the reasons is depicted in Fig. 8 , where the grid domains and the transition line on the wing upper side are shown for the case with 48 parallel generated domains. One can see that one of the problematic sections is in line with a chordwise domain boundary, which probably affects the stability of the transition iteration procedure. In Fig. 9 , the differences in terms of surface pressure and friction for the two test cases are compared to the fully turbulent results. Further studies will be carried out in the nearest future and will cover the influence of different turbulence models and the behaviour on different cluster systems.
Conclusions
The behaviour of the TAU transition prediction module was investigated with respect to a number of coupling parameters which influence the convergence of the transition lines and the coupled computation and a high stability and parameter combinations for a fast convergence were found. A possible source for stability problems in the transition iteration are domain boundaries on the surface which are in line with those wing sections in which the transition points are to be predicted. 
