Abstract: A semiparametric sequential ordinal model is proposed to analyze socio-demographic and spatial determinants of first birth intervals after marriage. Random effects are introduced to capture spatially structured and unstructured latent covariates. The structured effects are modelled by assuming conditional autoregressive priors, and for the unstructured effects we use an exchangeable Gaussian prior, while the smooth effects of continuous covariates are modelled by penalized splines. Inference is based on the mixed model approach. The model is applied to data from a cross-sectional survey. Compared to a spatial parametric predictor, the spatial semiparametric model better fits the data. 
Introduction
Modelling fertility data is of great interest in population economics study (Henry, 1973; Lloyd, 2005) . Several indicators are used to measure fertility patterns, among which is first birth intervals (FBI) after marriage (Lloyd, 2005) . The timing of first birth is strongly correlated with the pace of subsequent fertility and, often, rapid first birth leads to rapid transition to higher parities and higher fertility. It may also suggest social and cultural changes to fertility, values of family formation and parenthood. In many societies, especially in developing countries, birth carries multivalent social implications. For example, child bearing contributes significantly to the woman's identity in society, proves her fertility and reduces the anxiety surrounding family continuance (Lloyd, 2005) .
The aim of this article is to develop a statistical model to analyze FBI, and investigate how global and local spatial effects on FBI can be successfully assessed, adjusting for a variety of socio-demographic factors. Most of the previous studies of FBI have employed the discrete-time duration model because the duration times are reported in months L. Kazembe 85
The Model
We consider the common situation of a cross-sectional regression analysis. Let y i be a response variable with J ordered categories. In additional, we have a vector w i = (w i1 , . . . , w ip ) of p covariates. The observations (y i , w i ) are assumed independent. The basic idea is to cast the model in terms of conditional transition probabilities Pr(y i = j|y i ≥ j), j = 1, . . . , J − 1. In our example, this is the characteristic of the ith woman who has first birth in interval j, which occurs only after passing levels 1, 2, . . . , j − 1 and only bears at level j or higher. The probability of having birth at interval j, conditional on the event that the jth interval is reached is given by,
where θ = (θ 1 , . . . , θ J−1 ) are the cutpoints, one of which is normalized to 0 to ensure identifiability. F is a strictly monotone function, w i α is the effect of covariates associated with the response. If F is chosen to be a logistic distribution function we obtain a sequential logit (Tutz, 2003; Liu and Agresti, 2005) ,
or equivalently in logit form
where η ij is a predictor. Model (1) can also be formulated in terms of latent variables expressing the propensity of a woman to reach category j before bearing her first child. Corresponding to the jth category (of time to first birth), define latent variable {z ij }, where z ij = θ j − w i α + ij = η ij + ij , where ij is an error variable. We observe y i = 1 if z i1 ≤ θ 1 , and we observe y i = 2 if the first latent variable z i1 > θ 1 and the second latent variable z i2 ≤ θ 2 . In general we have
The latent variable representation can be simplified by incorporating the cutpoints {θ j } into the mean function and fixing one of the cutpoints, θ J = 0. It can be shown that this categorization implies that P (y i = j|y i ≥ j, w i ) is as specified in equation (1). In the discrete time survival context, the outcome variable y i = j corresponds to an event in a pre-specified time interval [a j−1 , a j ). Thus the sequential ordinal model for Pr(y i = j|y i ≥ j) provides a discrete version of hazard regression (Tutz, 1991) . An alternative to the sequential model is the cumulative model given by
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Austrian Journal of Statistics, Vol. 38 (2009), No. 2, 83-99 If F is the logistic distribution function one obtains the proportional odds model
When the logit link is replaced by the complimentary log-log link, the resulting model
is equivalent to the proportional hazards model. Läärä and Matthews (1985) showed that the cumulative model and sequential model are identical when the complementary log-log link is used.
Modelling of heterogeneity and spatially structured variation may be obtained by introducing random effects. Similarly, nonlinear effects are introduced in the model through smoothing functions. The predictor (3) is expanded to include all possible explanatory variables like fixed, nonlinear and spatial covariates, giving a semi-parametric predictor (Tutz, 2003) ,
where α are fixed effects corresponding to 
. . , f str (s n )) the spatial effects, and f unstr = (f unstr (s 1 ), . . . , f unstr (s n )) the uncorrelated random effects. Then f k , f str , and f unstr can always be expressed as the matrix product of an appropriately defined design matrix X and a (possible high-dimensional) vector of regression coefficients β, such that f h = X h β h . Further, define γ = (θ, α ) as the overall fixed regression coefficients (including the threshold parameters), and
the corresponding design matrix constructed from the covariates w i and thresholds θ. Then, after reindexing, we can rewrite the predictor (8) in generic matrix notation as
where V γ represents fixed effects (including the threshold parameters) while each of the term X h β h represents a nonparametric, spatial or random effect.
Prior Assumptions
Specification of the model (9) is completed by assigning appropriate prior distributions for the regression coefficients. In the empirical Bayesian approach, the parameters γ are considered fixed effects, while β 1 , . . . , β L are random effects. In the Bayesian framework we assign diffuse priors for the fixed effects i.e. p(γ) ∝ const, and informative priors for the random effects. By assuming the effects of continuous covariates vary smoothly over their codomain, their priors can be modelled through P-splines (Eilers and Marx, 1996) . The approach assumes the unknown function f k can be approximated by a polynomial spline of degree l with equally spaced knots (
The P-spline is a linear combination of n = r + l B-spline basis functions B km . The estimation of f k is reduced to the estimation of β k = (β k1 , . . . , β km ) . Here, a cubic P-spline in combination with second order random walk priors for β km is employed
for m > 2 with β m1 and β m2 assigned diffuse priors. For the spatial component, we distinguish the spatially structured and unstructured effects, defined in matrix form as f str = X str β str and f unstr = X unstr β unstr , respectively. The spatially structured component is modelled by assuming a conditional autoregressive (CAR) prior (Besag, York, and Mollie, 1991) . The CAR prior define areas as neighbors if they share a common boundary and assume that the effect of area s is conditionally Gaussian, with the mean of the effects of neighboring areas as expectation and a variance that is inverse proportional to the number of neighbors of areas s. Hence the most commonly used spatial smoothness prior is,
where N s is the number of adjacent sites, and r ∈ δ s denotes that r is a neighbor of area s. The parameter τ 2 str quantifies the amount of spatial variation present in the data and control the smoothness. For the unstructured heterogeneity we introduce additional i.i.d. Gaussian priors with
Mixed Model based Inference
Inference for the semiparametric sequential ordinal models is based on the empirical Bayesian approach, also called the mixed model methodology (Fahrmeir et al., 2004; Brezger, Kneib, and Lang, 2005) . This is achieved by recasting the predictor model (9) Austrian Journal of Statistics, Vol. 38 (2009) (Fahrmeir et al., 2004; Brezger et al., 2005) ,
for some well defined
The following priors are assumed. For the penalized part, an i.i.d. Gaussian prior is suitable, while for the unpenalized part we assume a flat prior, this is
Applying decomposition (14) to all the components of predictor (9) yields
We have obtained in (16) 
where L(·) denotes the likelihood which is the product of individual likelihood contributions and p(β pen h |τ 2 h ) is as defined above. Estimation of regression coefficients and variance parameters is carried out using iteratively weighted least squares and approximate restricted maximum likelihood. At the first iteration the default (starting) values are assumed for the penalized, unpenalized and variance parameters. Then updates forβ unp h andβ pen h are obtained in the first step by solving a system of linear equations given estimates for the variance parameters. In the second step updates of the variance parameters are obtained by maximizing the approximate restricted log-likelihood. The restricted log-likelihood is maximized through a Fisher scoring technique. The two steps above are iterated until convergence. Fahrmeir et al. (2004) derived numerically efficient formulae that allow for handling large data sets.
Applications

Data
For applications of the methodology we consider data from the 2000 Malawi Demographic and Health Survey (MDHS). The 2000 MDHS interviewed a representative sample of more than 13000 eligible women aged between 15 and 49 years (National Statistical Office and ORC Macro 2001, 2000) . A two-stage stratified sampling design was implemented to collect the data. The data were realized through a questionnaire that included questions on marriage and reproductive histories, of which detailed dates of birth of all women and their children were collected. We analyze the time between marriage and first birth. We consider data from women who indicated births after post-marital conceptions. Those classified as premarital births (who gave a date of first birth that preceded date of marriage), and those classified premarital conceptions (who married within 7 months of their first birth) are excluded from further analysis, yielding 8342 (79.6%) ever-married women of postmarital conceptions.
The response variable is constructed by categorising the intervals between marriage and first births (in months) into six segments as shown in Table 1 . This type of segmentation is consistent with previous studies of FBI (Feng and Quanhe, 1996) , as well as guided by exploratory analysis of the empirical hazard function. In general, the interval of 8-11 months tried to capture the behavior of contemporary women or rural counterparts who are pressed to have an heir soon after marriage in order to consolidate their marriage. For the interval 12-24 months, it is argued that within this period an average woman would have had a birth. Beyond this, it is a deliberate attempt to delay birth.
Several covariates, grouped into two broad categories: community and bio-demographic covariates, are included in the analyses. These have been found important in previous studies of first birth intervals (Zhenzhen, 2000) . Community factors allow for sociocultural and/or socio-economic factors both at small and large scale, and include region, place of residence (rural/urban), education of the woman and ethnicity. Bio-demographic characteristics include age at marriage, year of marriage and age differences between spouses. Descriptive statistics of the variables are shown in Table 2 . The DHS data also has information on district of residence, which permit inclusion of spatial correlation effects to capture residual or unobserved factors that may influence the pattern of the response.
Analysis
We fit the following three models, for both the sequential and cumulative models. The cumulative model is estimated for comparison purposes. The first model, M1, is purely spatial M1:
In this model we introduce spatial smoothness priors to capture spatial correlations at district level. This is achieved by assuming CAR priors (12). Further, the model permits unstructured heterogeneity. This model investigates whether there is substantial spatial variation in the first birth intervals, and if the answer is yes can this variation be explained by community and bio-demographic factors. The second model, M2, is a spatial parametric model which adjusts for covariates, i.e.
M2
:
With this model, we assess how much of the spatial variation is attenuated by the inclusion of fixed effects of all considerable covariates. Here the effect of age at marriage (age) and year of marriage (cohort) are estimated as fixed effects, categorized as in Table 2 .
In the last model, M3, we fit a spatial semi-parametric model with age at marriage and marriage cohort assumed nonlinear and the rest of the variables assumed fixed
For the nonlinear effects we use a second-order random walk prior (11). Model M3 investigates the bias of fitting restrictive linear model, M2.
We compare the fitted models using Akaike Information criterion (AIC) or Bayesian Information Criterion (BIC). These are defined as sum of the the log-likelihood and the degrees of freedom (df ). The log-likelihood measures the goodness of fit whereas the df measures model complexity. The smaller the AIC or BIC, the better the model. Implementation of these models were carried out in BayesX (Brezger et al., 2005) . In BayesX, regression coefficients are estimated iteratively. For each model fitted, convergence is achieved when the change in regression parameters is 0.0001 and terminated at 400 iterations if convergence is not achieved. However at under 25 iterations all models converged.
Results
Model Selection
In Table 3 , model selection values are given for the two types of ordinal models (sequential and cumulative) with different specifications of the covariates. The results show that the sequential logit models have smaller AIC and BIC values than the cumulative logit models. In model M1, the AIC and BIC criterion have a slight preference for the sequential model, with differences of ∆AIC = 5.7 and ∆BIC = 3.4 in AIC and BIC, respectively. In model M2 the differences in AIC and BIC values between the sequential model and the proportional odds model are large (∆AIC = 86.9 and ∆BIC = 75.9). The proportional odds model fits the data worst between the two. Considering model M3, again as evidenced by the large differences in AIC and BIC values (∆AIC = 103.8 and ∆BIC = 93.6), the sequential logit models fit the data much better than the proportional odds models. A look at the maps based on model M1 and M3 (results not shown), reveals that the estimated spatial effects are fairly similar, with slightly more pronounced pattern in the cumulative model. This may be caused by the order restrictions. In summary, based on the AIC and BIC alone, the sequential model is chosen.
Model Estimates
Now turning to the sequential model, Figure 1a shows the structured spatial variation in FBI estimated from the model without covariates (M1). The estimates ranged between −0.24 and +0.27. Dark gray indicates areas with increased chance of early first birth, while areas with white to light gray denote those with lower or delayed first birth. The figure displays considerable spatial autocorrelation in the underlying hazard towards first births. The 80% credible intervals (Figure 1b) , show areas of significant positive and negative effects. The variance component for spatially structured effects is estimated at 0.056. The unstructured geographical effects (Figure 2a) , with estimates ranging from (Figure 2b) . We continue the analysis by including community and bio-demographic characteristics in model M2. The improved fit of the model is evidenced by the values of loglikelihood, AIC or BIC (Table 3) . The purely spatial model (M1) is the least complex (df = 25.9) and fitted poorly (AIC = 29615.7, BIC = 29797.6 in M1), when compared to model M2 (AIC = 29041.3 and BIC = 29323.3). Accounting for these risk factors, in model M2, eliminated considerable regional variation as evidenced by the reduction in the variance components for the structured spatial effects (σ 2 str = 0.012). This suggests that community and bio-demographic factors partly explain geographical differences in FBI. The estimates of the covariates are given in Table 4 .
We fit the last model (M3) by assuming nonlinear smoothing functions for the continuous covariates: age at marriage and year of marriage. Values of LL, AIC and BIC for the model are again given in Table 3 . There is a notable improvement in model fit compared to the spatial parametric model (M2). The adjusted spatial residual effects are given in Figure 3 . The estimated smooth geographical effects (Figure 3a) , with values ranging from -0.029 to +0.018, are very weak. Indeed, none of the effects are significant ( Figure  3b ). The spatial variance is again reduced to 0.006. The unstructured geographical effects (Figure not shown) are estimated between -0.25 and +0.19. In general, the number areas of statistically significant effects are slightly reduced, but the overall variability remains the same. Table 4 shows estimates of covariates obtained from model M3. Results from the cumulative model are also given for comparison purposes. Included in the table are estimates of the threshold parameters, θ 1 , . . . , θ 5 for first five categories, with the last category (≥ 32 months) assigned as reference. The threshold parameters are interpreted as follows. Higher values of the threshold i.e., (θ > 0) correspond to early first birth and lower values (θ < 0) correspond to delayed first birth. For example, lower (higher) values of θ signify a shift to the right (left) side on the latent scale, which implies a decreased (increased) probability for that category. Generally, estimates for threshold parameters increase from θ 1 to θ 5 , which indicates that the probability of having birth increases with increasing time in marriage. Note that when compared, the threshold parameter estimates for the cumulative and sequential model are similar for θ 1 only. The difference comes in because in cumulative model, interest is to estimate cumulative probabilities, while in the sequential model, the aim is to estimate conditional probabilities. Thus these two model equal in definition at the first threshold only. Clearly, based on the cumulative model, the likelihood of first birth increases with increasing time in marriage. Fixed effects associated with FBI are region, education, ethinicity, marriage cohort and age at first marriage (Table 4) . However, marriage cohort and age of marriage are better estimated as nonlinear effects (Figure 4) . Indeed, considering the values of log-likelihood, AIC or BIC (Table 3) , the model with nonlinear effects (M3) is better than the two (M1 and M2). 
Discussion and Conclusion
We have proposed a sequential ordinal model to analyze small-scale geographical variability in first birth intervals. The model assumed a semiparametric predictor, which facilitates smoothing of spatial effects and nonlinear effects of continuous covariates, while estimating other fixed effects in a single framework. A recently developed mixed model approach is used for inference (Fahrmeir et al., 2004; Tutz, 2003) . In the following, we discuss the approach adopted, the results obtained, and limitations which appeal for further future studies. The semiparametric model has been shown to provide flexible models in situations where the set of covariates consists of categorical and continuous variables. Here we note that the relationship between age at marriage and year of marriage with FBI are and Chib, 2001) . The mixed-model based approach as implemented in BayesX has been explained in detail in Fahrmeir et al. (2004) , and this has been closely adopted here. Many of the previous studies concerning FBI considered discrete-time duration models. Here we assessed the ordinal representation using the sequential model. Although the performance of the sequential ordinal model against proportional hazard model should have been evaluated, such comparisons have been reported elsewhere. Omori (2003) compared a proportional hazard model with sequential probit model and found that the estimates from the two models were consistently similar. More generally, the sequential ordinal model can estimate non-proportional and non-monotone hazard functions. An immediate extension to the model is to consider category-specific effects. We plan to explore the applicability of such models in future studies.
The choice between cumulative and sequential ordinal models merits further discus- sion. Läärä and Matthews (1985) , Tutz (1991) , and Liu and Agresti (2005) provide a more detailed review of their properties. A more intuitive choice between the cumulative and sequential models can be based on the goals of the analysis. The sequential model is recommended when the underlying outcome is irreversible, and where the process is step-wise. This indeed is the case in our example data on waiting time till first birth after marriage. Our final results indicate that the sequential model has a much better fit than the cumulative model. Inclusion of spatial random effects and nonlinear effects leads to a further best fitting model. Knorr-Held et al. (2002) pointed out that the sequential model is better compared to the cumulative model. They further stated four arguments in favor of the sequential model. In general, the cumulative and sequential models are equivalent when the distribution function F is the extreme value distribution.
Overall, we found considerable spatial variability in FBI even after controlling for socio-demographic covariates. These spatial effects are surrogates of factors not captured by the survey instruments. Understanding the geographical variability of fertility behavior is an increasingly important research problem (Borgoni and Billari, 2003) . However, this has often been done implicitly and at gross scale using categorical variables to measure geographic effects (Gould, Herrchen, and Pham, 1998) . In our approach, we explicitly introduced spatial effects and modelled them using CAR priors.
In summary, the primary objective of this article was to illustrate a novel application of a recently developed structured additive regression model to analyze demographic data. The approach is data driven. The results emphasize that adequate statistical modelling and analysis is of importance in understanding complex relations that may exist in social and demographic processes.
