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Predictive maintenance (PdM) has become prevalent in the industry in order to reduce maintenance cost 
and to achieve sustainable operational management. The core of PdM is to predict the next failure so 
corresponding maintenance can be scheduled before it happens. The purpose of this study is to establish 
a Time-Between-Failure (TBF) prediction model through a data-driven approach. For PdM, data 
sparsity is regarded as a critical issue which can jeopardize algorithm performance for the modelling 
based on maintenance data. Meanwhile, data censoring has imposed another challenge for handling 
maintenance data because the censored data is only partially labelled. Furthermore, data sparsity may 
hurt algorithm performance of the existing approaches when addressing the data censoring issue. In this 
study, a new approach called Cox proportional hazard deep learning (CoxPHDL) is proposed to tackle 
the aforementioned issues of data sparsity and data censoring that are common in the analysis of 
operational maintenance data. The idea is to offer an integrated solution by taking advantage of deep 
learning and reliability analysis. To start with, an autoencoder is adopted to convert the nominal data 
into a robust representation. Secondly, a Cox PHM is researched to estimate the TBF of the censored 
data. A long-short-term memory (LSTM) network is then established to train the TBF prediction model 
based on the pre-processed maintenance data. Experimental studies using a sizable real-world fleet 
maintenance data set provided by a UK fleet company have demonstrated the merits of the proposed 
approach where the algorithm performance based on the proposed LSTM network has been improved 










Maintenance is critical as it is highly relevant to equipment lifespan. The useful life of a system can be 
extended with the implementation of maintenance. With an accurate prediction of equipment failure 
time, maintenance can be scheduled beforehand so to decrease the probability of accidents, economic 
losses, and human casualty. Nowadays, predictive maintenance (PdM) has been widely applied in 
different industries such as automobile [1], aircraft [2], manufacturing [3], etc. The equipment’s 
pending failures can be detected and failure time can be predicted in advance using data analytic tools 
such as defined health factors, statistical inference methods, and engineering approaches [4]. In PdM, 
it is essential to predict the next failure time accurately. If maintenance is implemented too early in 
advance, the benefits of more extended usage are lost. In contrast, if it is carried out too late, the 
equipment may fail and result in a larger loss [5]. Hence, improving the prediction accuracy of the next 
failure can bring tangible benefits to the industry. 
 
Recently, data-driven approaches have been widely explored in PdM. Among these studies, condition-
based PdM has gained increasing attention. With the development of the Internet of Things, an 
increasing amount of data relevant to the health condition of equipment can be collected with the aim 
to implement PdM [6]. Real-time sensor data offers dynamic information of part’s condition, which can 
be used for the remaining useful life prediction [7, 8]. However, the deployment of sensors to collect 
real-time data requires extra cost, especially for a fleet management company which possess numerous 
automobiles. In strike contrast, historical maintenance data is relatively easy to obtain. Different from 
the studies that explored RUL modelling based on sensor data, the TBF modelling also can be conducted 
based on historical maintenance data. An accurate TBF prediction can be helpful to a fleet management 
company to optimise its management. Normally, there are both nominal data and numeric data in 
historical maintenance dataset. The nominal data, such as model type and geographical location, are of 
significance to the equipment failure time. Traditionally, the nominal data is encoded into binary 
attributes using one-hot encoding, which may considerably increase the dimension and sparsity of the 
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dataset [9]. When the dimension of binary attribute significantly exceeds the dimension of numeric data, 
the dataset becomes sparse and therefore algorithms may not able to learn the hidden patterns [10]. 
Hence, it is worthwhile to develop a more appropriate method to represent the nominal data. 
Autoencoder, as a deep learning algorithm, has shown its advantages in extracting robust features and 
reducing dimension [11, 12]. Hence, it can be a helpful tool in data pre-processing for historical 
maintenance data. 
 
Traditionally, the data analytics of historical maintenance data has strongly relied on Cox PHM and its 
variants which is used to learn the relationship between reliability and exogenous variables due to its 
suitability for processing uncensored and censored data [13-15]. The most common type of censoring 
in automobile maintenance is right-censoring. The corrective maintenance is executed when an 
automobile fails, and the actual failing time is recorded. However, the preventive maintenance is carried 
out when an automobile is deemed to be failed soon, and therefore the actual failing time is semi-known 
(only the minimum of TBF is known). To be specific, the data of corrective maintenance is uncensored, 
and the data on preventive maintenance is right-censored. The relationship between equipment lifespan 
and reliability can be modelled by Cox PHM. Moreover, the data sparsity might impact the performance 
of Cox PHM. Therefore, robust features (covariates) are needed to generate a Cox PHM, which has a 
high requirement in feature selection [16]. 
 
Recently, machine learning, as a subset of artificial intelligence, has been widely used in different areas 
of industry such as energy consumption prediction [17], fault diagnosis [18], and adaptive control 
optimisation [19]. Meanwhile, it also has been used in PdM [1, 20-27]. Among various machine learning 
methods, deep learning has gained considerable attention in PdM [23-27]. Deep learning, as a group of 
machine learning techniques, has shown its merits in modelling based on high dimensional and large 
size data [28]. LSTM network, as one of the deep learning techniques, has a specialized structure in 
processing sequential data [29]. Due to the next TBF of an automobile is highly relevant to its previous 
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failure and maintenance information, LSTM network can be employed in the modelling of automobile 
TBF.  
 
The algorithm performance of deep learning relies on the quality of the data label [30]. Without an 
accurate label, deep learning may be challenging to learn the hidden patterns within data. In historical 
maintenance data, the label of the censored data is not sufficiently accurate. Hence, the data censoring 
problem needs to be addressed. This study aims to propose an approach called Cox proportional hazard 
deep learning (CoxPHDL) to build a TBF prediction model based on historical maintenance data. The 
main contributions of this paper are: (1) Different from most of the existing studies aiming at RUL 
modelling based on sensor data, an automobile TBF modelling approach based on historical 
maintenance data is proposed in this study; (2) Due to the data sparsity might damage the algorithm 
performance of LSTM network and Cox PHM, autoencoder is introduced to convert the sparse data into 
robust representation; (3) Because accurate data label is important for deep learning modelling, Cox 
PHM is introduced to estimate the correct label of censored data so as to improve the algorithm 
performance of LSTM network. The rest of this paper is organised as follows: The application of 
statistical approaches, machine learning approaches, and their mixing approaches in PdM are reviewed 
in Section 2. Section 3 introduces Cox proportional hazard deep learning. An experimental study is 
demonstrated in Section 4 and its results are demonstrated and discussed in Section 5. Finally, Section 
7 concludes. 
 
2. Literature Review 
 
There are various approaches have been developed for modelling in PdM, including statistical and 
machine learning approaches. In statistical models, parametric models and semi-parametric models 
have been widely studied in PdM. Meanwhile, in recent years, researchers have introduced machine 
learning approaches for equipment lifecycle modelling in PdM. In the existing studies of PdM, two 
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issues which are data sparsity and data censoring have been widely studied using both statistical and 
machine learning approaches.  
 
2.1. Statistical Approaches for Predictive Maintenance 
 
The parametric model assumes time-to-failure or TBF follows a specific statistical distribution such as 
Weibull [31]. The parametric models are useful when the sample follows a distribution, and the model 
parameters need to estimate accurately. However, in the actual cases, the algorithm performance tends 
to be compromised if the distribution is not properly specified. Xie and Lai (1996) [31] studied a 
Weibull model to estimate the lifetime distribution for electrical and mechanical components. The 
model is based on two Weibull survival functions, and a graphical estimation approach was adopted to 
estimate the parameters for the Weibull model. Mettas (2000) [32] proposed a versatile accelerate 
failure time model to investigate the accelerate life data. The algorithm combines the life-stress 
relationships for one or two types of stresses with a model formulated by different distribution such as 
Weibull and Lognormal. The proposed model can be used to generate the relationship of product life 
with multi-stresses-types, while traditional AFT models can only generate the relationship of product 
life with single stresses-type. It can be seen from both cases that the data used for modelling was in 
small size. The robustness of the models in actual cases needs to be further investigated. 
 
Besides parametric models, another type of statistical model is semi-parametric. Cox PHM and its 
variants have been widely used in PdM due to its flexibility and ability in modelling based on 
uncensored and censored data [13-15]. It was used to analyse the relationship between time-independent 
covariates and hazard function [33]. As the standard Cox PHM is only suitable the time-independent 
covariates, researchers have proposed the variants of Cox PHM to consider the time-dependent 
covariates Anderson and Senthilselvan [13] proposed a two-steps PHM for the time-dependent 
coefficient. The proposed approach allows the varying covariates to be used in PHM. Conditional 
likelihood estimation was used to determine the regression covariates in this study. The two-steps PHM 
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showed better performance in a cancer mortality study compared to the performance of standard Cox 
PHM, while the estimation of its parameters can be further explored.  
 
A proportional intensity model based on the Cox PHM called Prentice, Williams, and Peterson (PWP) 
was introduced based on the nonhomogeneous Poisson process to deal with recurrent failure event data. 
A nonhomogeneous Poisson process with power-law intensity function was adopted in this study. The 
proposed model can achieve better performance based on large data size and increasing failure rate [34]. 
Owing to the fact that Cox PHM requires robust covariates for modelling, while it may not able learn 
the hidden patterns from sparse covariates, Sun et al. [35] proposed a proportional covariate model 
(PCM) to tackle the sparsity issue in sensor data. Besides, different from the standard Cox PHM, PCM 
aims to predict the hazard of a system using covariates caused by the deterioration of a system, which 
can be used in dynamic system monitoring. 
 
Statistical models have been investigated for decades. In most of the cases above, the datasets used in 
these studies are typically in small size. When the data size increases, statistical models might lack the 
ability to learn the hidden patterns in data due to the growing impurity and noise.  
 
2.2. Machine Learning Approaches for Predictive Maintenance 
 
Machine learning is a subset of artificial intelligence. It is used to learn the hidden patterns in data [36]. 
Recently, Machine learning model has been widely used in PdM and achieved satisfactory performance. 
Wei et al. (2013) [20] proposed a dynamic particle filter-support vector regression (PF-SVR) model to 
predict system reliability based on time series data. Parameter selection is a critical part of training a 
support vector regression model. In this study, a particle filter was used to learn measurement sequence 
of data so to estimate the parameters for SVR. Nieto et al. (2015) [21] proposed a hybrid particle swarm 
optimization support vector machine (PSO-SVM) to predict the RUL for aircraft engines. PSO was 
used to optimise the SVM kernel parameters in the model training process. PSO-SVM does not require 
the information previous operation stage but only use the returned engine information for modelling, 
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which is of advantage in the application. With the combination of the optimisation algorithm, SVM 
model can be more robust and applicable in PdM. 
 
Lee and Pan (2017) [22] presented a PdM scheme for a complex system using the discrete-time Markov 
chain (DTMC) models and Bayesian network based on sensor data. Firstly, DTMC was used to model 
the degradation process of components. Then, the Bayesian network algorithm was used to model and 
predict the system reliability. Prytz et al. (2015) [1] proposed a data-driven approach that can predict 
the upcoming failures of vehicles based on the historical maintenance data and the data collected 
onboard the vehicles. In this approach, the random forest algorithm was used in classification modelling 
to identify whether the RUL of vehicles was longer or shorter than the planned interval. Since Cox 
PHM has its limitation in providing the business recommendation straightforwardly, Wang et al. [37] 
combined the Cox PHM and decision tree to a conditional inference tree to conduct reliability analysis. 
 
In recent years, it has also been researched in PdM. Zhao et al. (2017) [23] proposed a Deep Belief 
Network (DBN) based method to predict the health condition of bearing in the rotating machine. DBN 
is a deep learning model with a hierarchical structure, and it consists of multiple stacked Restricted 
Boltzmann Machines. The proposed model is good at predicting the short-term health condition of 
bearing, and it does not rely on prognostic expertise. Li et al. (2018) [24] designed a deep convolution 
neural network (DCNN) to predict the RUL of aero-engine. One dimensional convolutional layer was 
used to extract the features from signal data. DCNN does not require expertise in prognostics and signals 
processing. Time window approach was adopted to validate the performance of DCNN.  
 
Recurrent neural network (RNN) is good at processing time-series data. Malhi et al. (2011) [25] 
proposed a method based on competitive learning to predict long-term machine health status. The 
vibration data collected from rolling bearing was first pre-processed using continuous wavelet transform 
method. The features from raw data and the transformed data were then jointly used as the input of an 
RNN. As traditional RNN is poor in studying long-term patterns of data, a more advanced algorithm 
called LSTM network was designed to catch and store both long-term and short-term patterns of data 
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[29]. Yuan et al. (2016) [26] proposed a single layer LSTM network model to predict the RUL and 
failure probability of aero engine. Zhang et al. (2018) [27] proposed a deep LSTM network model to 
predict the RUL of the aero engine. The above two studies adopted the NASA C-MAPSS dataset to 
validate the performance of the LSTM network, and the deep LSTM network achieved better 
performance compared with the single LSTM network. 
 
It can be seen from the existing studies that deep learning has been widely employed in PdM in recent 
years. Different from other prevailing machine learning algorithms, deep learning can identify essential 
features and determine model parameters automatically, and therefore, it has become prevailing in PdM. 
 
2.3. Data sparsity and censoring in PdM 
 
Data sparsity is a common issue in PdM which may damage the algorithm performance. It has been 
widely existed in studies based on sensor data. Different researchers have explored the approach to 
address this issue. Bastani et al. [38] proposed a sparse estimation-based classification approach to 
address the sparsity issue in sensor data from the real-time monitoring process. In this approach, an 
algorithm called greedy Bayesian method is proposed to efficiently obtain the sparse estimation from 
heterogeneous sensor data. Chen et al. [39] deployed sparsity-enabled signal decomposition method to 
establish a condition monitoring system for Automatic tool changer of CNC (Computer numerical 
control) machine. In this approach, morphological component analysis is used to construct the objective 
function for signal decomposition, which is further used to obtain the sparse representation. In the next 
stage, a split augmented Lagrangian shrinkage algorithm is applied to process the sparse representation 
to assess the operation condition. Liu et al. [40] deployed a shift-invariant sparse coding approach to 
extract the sparse representation from the vibration signal to conduct the bearing fault detection. In 
another study, sparse coding was used to transform the signature of synchronous generators to fault 
detection [41]. Data sparsity also exists in the study based on nominal data. Since maintenance log data 
consists of a large amount of nominal data, it was represented in bag-of-words format. In order to 
9 
 
address the data sparsity in the maintenance log dataset, a sparse linear classifier to predict the 
equipment failure [42].  
 
Data censoring is another issue in PdM. Statistical approaches have been used in reliability analysis 
based on the censored data for decades. Jiang et al. [43] proposed a generic multivariate probabilistic 
macro model for reliability assessment of seepage behaviour in tunnel segments. In this study, Weibull 
and log-normal distributions are considered to establish a PHM for reliability estimation based on the 
interval censoring data. Pampuri et al. [44] proposed a PHM with l1 penalization for semiconductor 
manufacturing equipment RUL prediction. Maximum Likelihood Estimation is used to obtain the 
covariates of PHM based on the censored data. Survival model theory is utilised with l1 penalization to 
predict the RUL of equipment.  
 
Recently, as the fast development of machine learning, statistical approaches and machine learning are 
jointly used in the studies of PdM. Balakrishnan et al. [45] proposed a method that using EM 
(Expectation-Maximization) algorithm to obtain the maximum likelihood estimates of the parameters 
of a two-parameter log-normal distribution, which includes the data of left truncation and right 
censoring. In order to address the data censoring problem in high-voltage power transformer RUL 
estimation, Hong et al. [46] adopted a parametric lifetime model to describe the lifetime distribution of 
a high-voltage power transformer to adjust its age. Based on the adjusted age, stratification and 
regression analysis were adopted to obtain the predictions and prediction intervals for the cumulative 
number of failures for the overall fleet of transformers. Random sign censoring model can be used for 
component failure time modelling with censored data. A Bayesian analysis of random sign censoring 
model is proposed to determine an optimal maintenance policy. In this study, the Bayesian approach is 
used to predict the next failure time [47]. 
 
In the state-of-the-art, it can be seen that deep learning has been widely deployed in the studies of PdM, 
while most of them have focused on RUL prediction based on sensor data. Because the historical 
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maintenance data is also valuable in PdM and the prediction of TBF can be helpful to a fleet 
management company, it is worthwhile to explore a TBF modelling approach based on historical 
maintenance data. Also evident from the literature is that data censoring and sparsity have been 
concerned in PdM. Most of the studies consider the impact of data censoring or data sparsity separately 
on the life cycle of equipment or system. In our previous study, we proposed a deep neural network to 
predict the TBF of automobile engine based on historical maintenance data. One-hot encoding approach 
was used to convert the nominal features. The results indicate deep learning shows merits in TBF 
modelling [48]. However, data sparsity and data censoring remain challenging topics in our previous 
study. Therefore, in this study, we proposed a new modelling approach called CoxPHDL to address 
both issues. For the issues of data sparsity and data censoring, the data sparsity can be a challenge when 
addressing the data censoring issue using statistical methods because the statistical methods have a high 
requirement of feature selection. Hence, a new automobile TBF modelling approach with the 
consideration of data sparsity and data censoring needs to be explored.  
 
3. Method: Cox Proportional Hazard Deep Learning 
 
A new modelling approach called CoxPHDL is proposed to establish the TBF prediction model based 
on the historical maintenance data, which contains both numeric and nominal features. The approach 
consists of three stages. The first stage is nominal data processing. Traditionally, the nominal data is 
converted to binary attributes for modelling. If the categories in nominal data are numerous, the dataset 
of binary attributes tends to be sparse. In order to lower the dimension of the sparse binary data without 
damaging the information dramatically, autoencoder, as a type of deep learning model which is good at 
extracting significant features, is introduced in this approach. The nominal data is first converted to 
binary data using one-hot encoding approach. Then autoencoder is used to further process the binary 




The second stage is the censored data processing. Censored data is common in historical maintenance 
dataset. Cox PHM is a statistical model which is used to process censored and uncensored data [33]. 
The data obtained from autoencoder is combined with the numeric data and yield a new dataset. The 
features in the new dataset are then used as covariates. The new dataset is used to build a Cox PHM 
which can reveal the relationship between survival time and reliability. The difference in reliability 
between corrective maintenance and preventive maintenance is case dependent, which needs to be 
determined in the actual case. With the difference in reliability, the difference in TBF between 
corrective maintenance and preventive maintenance can be estimated, and the censored data is 
compensated. The compensated labels of preventive maintenance instances are closer to their actual 
TBF, compared to their original label. The compensated censored data is used jointly with the 
uncensored data to train an LSTM model in the next stage. The details of Cox PHM are introduced in 
Section 3.2.  
 
Finally, after the data is pre-processed, LSTM network, a deep learning model, which is specialized in 
processing the sequential data, is used to train a prediction model. LSTM network is used to predict the 
next TBF based on the previous failure information. The details of the LSTM network will be introduced 










Autoencoder is an unsupervised learning technique, which has shown merits in feature extraction. It 
aims to learn the most significant features from data. The learned features are expected to reconstruct 
the original input completely [49]. An autoencoder consists of two parts which are encoder and decoder. 
An autoencoder can be described as a multi-layer neural network. The input layer and the first half of 
the hidden layers constitute the encoder, and the second half of the hidden layers and the output layer 
constitute the decoder. The number of nodes in each hidden layer is less than the number of nodes in 




The input vector of the autoencoder is denoted as 𝒙. The features learned by the encoder, also known 
as code, is denoted as 𝒛.  
 
The relation between 𝒙 and 𝒛 can be denoted as: 
𝒛 = 𝜎(𝑾𝒙 + 𝒃)                                                                   (1) 
where 𝑾 is the weight matrix between the input layer and the hidden layer, 𝒃 is the bias, and the 𝜎(⋅) 
is the activation function. 
 
The features 𝒛 learned from the hidden layer is then used to construct a vector 𝒙′ which is expected the 
same as vector 𝒙. The relationship between 𝒙′ and 𝒛 can be represented as: 
                                 𝒙′= 𝜎[𝑾′𝒛 + 𝒃′]                                                                  (2) 
where 𝑾′is the weight matrix between the input layer and the hidden layer, 𝒃′ is the bias, and the 𝜎() 
is the activation function. 
 
As autoencoder is a type of neural network, the parameters of (𝑾, 𝒃) and (𝑾′, 𝒃′) can be trained via 
back-propagation algorithm. However, in the actual modelling, the vector 𝒛 cannot be completely the 
same as vector 𝒙. The difference between vector 𝒙 and vector 𝒙′ can be measured by a loss function. 
The adoption of the loss function is data-dependent. The structure of a three-layer autoencoder is shown 
in Figure 2. 
 
Figure 2. The structure of autoencoder 
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3.2. Cox PHM  
 
Cox PHM is a statistical model which aims to analyse the relationship between time-independent 
covariates and hazard function [33]. The baseline hazard function is denoted as 𝒉𝟎(𝒕). The covariate is 
denoted as 𝜷𝒑 and the input vector is denoted as 𝑿𝒑. The Cox PHM is denoted as: 
𝒉(𝒕, 𝑿) = 𝒉𝟎(𝒕) 𝒆𝒙𝒑(𝜷𝟏𝒙𝟏 + 𝜷𝟐𝒙𝟐 + ⋯ + 𝜷𝒑𝒙𝒑)                                       (3)                                 
 
With the different adoption of 𝒉𝟎(𝒕), Cox PHM can be parametric or non-parametric. A widely used 
function for the 𝒉𝟎(𝒕) is the maximum likelihood estimator proposed by Breslow [50].  
 
Figure. 3 shows a reliability curve generated by Cox PHM. The actual TBF of the censored data needs 
to be estimated. The difference in reliability 𝜟𝑹  between corrective maintenance and preventive 
maintenance is assumed the same for all the equipment possessed by the same company. Hence, once 
𝜟𝑹 can be determined, it can be used to determine the difference of TBF 𝜟𝑻 between corrective 
maintenance and preventive maintenance. 𝜟𝑹 strongly depends on the maintenance strategy strategy of 
the fleet management company which is hard to be determined. The method used to determine 𝜟𝑹 
needs to be determined in the actual case. 𝜟𝑹 is used to yield 𝜟𝑻 for the censored data. Then 𝜟𝑻 is 
used to compensate the TBF of the censored data. The censored data with compensated TBF is then 
used to modelling jointly with the uncensored data. The performance is noted and compared to 




Figure. 3. The reliability curve generated by Cox PHM 
 
3.3.  Long-short-term Memory Network 
 
LSTM network is a type of deep learning model which is well known for processing the sequential data. 
An LSTM layer has numerous cells. There are three gates, which are forgotten gate, input gate and 
output gate, used to control memory in each cell. The structure of an LSTM cell is shown in Figure 4.  
 
 
Figure 4. The structure of an LSTM cell 
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The 𝒂𝒊 and 𝒃𝒊 is the input and output of the LSTM memory cell. When 𝒂𝒊 is transmitted into the LSTM 
AAAmemory cell, it is first processed by an activation function. The output of the activation function 
is then multiplied by 𝒃𝜾. Secondly, the activation function output of the previous time step is multiplied 
by 𝒃𝜱. The product is added to the memory. Finally, the output of the memory is multiplied by 𝒃𝝎 and 
then transmitted to another activation function to produce 𝒃𝒊. The factors 𝒃𝜾, 𝒃𝜱, 𝒃𝝎 are represented by 
three white circles in Figure 4. These three factors are determined by the input gate, forget gate, and 
output gate respectively.  
 
The TBF tends to be shorter with the increase of maintenance frequency. Our previous study has 
demonstrated that the TBF after nth maintenance can be predicted using the automobile information 
collected in nth maintenance [48]. However, the TBF of an automobile after nth maintenance is not only 
relevant to the automobile information collected in nth maintenance, while the previous maintenance 
information (before nth) also can be relevant to the TBF. Therefore, the information of the previous TBF 
and the previous maintenance information can be used for TBF modelling. Figure 5 illustrates an LSTM 
network for TBF modelling. The TBF after nth maintenance is denoted as yn+1, the maintenance 
information collected in nSAAth maintenance is denoted as xn, the previous maintenance information 
𝑿 = [𝒙𝟏, 𝒙𝟐, 𝒙𝟑, … , 𝒙𝒏] is expected to be used for TBF modelling. An LSTM network is denoted as 𝑓(), 
the TBF modelling using LSTM network can be expressed as follow: 
𝒚𝒏+𝟏 = 𝑓(𝒙𝟏, 𝒙𝟐, 𝒙𝟑, … , 𝒙𝒏)                                                          (4)  
 
 
Figure 5. The diagram of an LSTM network for TBF modelling 
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In an LSTM network model, there are various parameters need to be determined, including the size of 
the network, optimiser, loss function, and learning rate, etc. Different parameters setting might result in 
different performance. The parameter setting is case dependent, which needs to be well selected. The 
performance of the proposed approach is evaluated in the following sections. 
 
4. Experimental Setup 
 
The historical maintenance dataset used in this case was provided by our industrial collaborator, which 
is a sizable fleet service company in the UK. The company has a keen interest in the TBF prediction of 
automobiles. An accurate prediction of TBF can offer insights for the fleet maintenance and further help 
the inventory management of replacement parts. 
 
Firstly, it is worthwhile to provide general information on the company background. This company 
processes a large number of automobiles including various sizes of vans, personal cars, 4 by 4 vehicles. 
There are two types of maintenance management in the company. The first maintenance management 
type is run-to-failure (corrective maintenance), which is automobile is sent back to the workshop for 
maintenance when it actually breaks down. Workshop records the actual date of automobile failure, and 
therefore the actual TBF can be calculated. Another maintenance management type is preventive 
maintenance, which soon-to-failure is determined in the scheduled check. If an automobile is deemed 
will be failed in the near future during the scheduled check, the preventive maintenance is then carried 
out. The automobiles which experienced preventive maintenance is also recorded. However, the 
maintenance date in the dataset is earlier than the automobile’s actual failure date which will result in 
the calculated TBF is shorter than the actual TBF. Thus, the TBF of the preventive maintenance record 
is right-censored.  
 
Secondly, we focused on the procedure of data processing. With the domain knowledge, feature 
selection and data pre-processing can be implemented efficiently and accurately. Feature selection and 
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data pre-processing are introduced in Section 4.2. Thirdly, the metrics used to reveal performance and 
the validation method need to be considered.  
 
Finally, in order to get comprehensive results from modelling, k-fold cross-validation was adopted. In 




The data contains the maintenance record of the automobile engine. Each instance in the dataset 
represents one instance of a maintenance record. The data collection period had lasted for nearly nine 
years, from 2009 to 2017. There are over 12 thousand instances in the dataset. The quantity of censored 
data is 2,352, which takes 19.2% in the dataset. It can be seen that 40.9% of the automobile engines 
were failed within 500 days. The average of the TBF of all the instances in the dataset is 850.64 days. 
 
The features relevant to automobile engine’s lifecycle have been extracted from the dataset, which was 
used to build the TBF prediction model. The features are shown in Table 1. Among all the features, 
three of them are nominal and the rest are numeric. Due to the limitation of the number of features, all 
the features were selected for modelling. The numeric data can be directly used for modelling except 
for isSch because this feature cannot be determined before failure occurs. It is used to distinguish the 
right-censored data and the uncensored data in this case. Meanwhile, the nominal features, which are 
Model, Garage, and Area, are deemed highly relevant to the TBF according to the domain knowledge. 
One-hot encoding and autoencoder were used to further process the nominal data. The features 
mentioned above were selected to establish a TBF prediction model by adopting different machine 






Table 1. The original feature relevant to TBF. 
Numeric Feature Note Nominal Feature Note 
nRepair The times of engine experienced maintenance Model The model of automobile 
PAge The age of automobile engine Garage The garage of automobile 
VAge The age of the automobile  Area The area of automobile 
CumM The cumulative miles when a failure occurs   
Model_Year The year of the first production   
Seq A time index for automobile   
Regions Four binary attributes    
isSch 





Figure. 6. TBF prediction model with features 
 
The data was collected from the real world, which contains some impurity and noise in the dataset. The 
impurity and noise in the dataset were caused by the meter failure and meter misreading. The dataset 
with noise and impurity may damage the algorithm performance. Hence, the data pre-processing needs 
to be carried out. Firstly, abnormal and missing values were deleted. For example, there are 
approximately 30 records where the CumM of the automobile is over 4,000,000 miles, significantly 
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exceeding the mean CumM of 129,219 miles. These abnormal values were considered as the impurity 
which may be caused by meters failure or reading mistakes. Secondly, most of the missing values 
situated in the nominal features, which are hard to estimated and replaced. Hence, the instances which 
contain the abnormal and missing values in the dataset were removed. Thirdly, Model Year is a feature 
of point-in-time, which is meaningless to be analysed by machine learning algorithms. Hence, the 
difference between automobile registered year and its model year was used instead because it can 
represent the age of this automobile model. Finally, the data were normalised in order to improve data 
integrity and lower data redundancy. Since the nominal data had not converted in this stage, the 
normalisation was carried out later. 
 
4.2. Model Setup 
 
In the modelling stage, five machine learning algorithms, which are LSTM network, DCNN [24], 
recurrent neural network (RNN), artificial neural network (ANN) and support vector machine (SVM), 
are used for modelling. All the algorithms were used to train a TBF prediction model separately based 
on the pre-processed dataset. We adopted the default settings of the prevailing machine learning 
algorithm. The deep learning models were designed and established using Python Keras package [51]. 
The aim of modelling is to build a prediction model based on historical maintenance data. When 
designing a deep learning model, there are several issues need to be considered. 
 
 Firstly, the structure of deep learning model needs to be determined. The factors such as the type of 
layer, the number of layers, and the number of nodes in each layer directly affect the performance of 
the deep learning. If a model is designed extremely deep and large, it is able to predict TBF accurately. 
However, the computational cost will be extremely large as well. Hence, it is vital to balance the model 
complexity and computational cost. After several trials, three LSTM layer, one fully connected layer 
and three dropout layers were adopted as hidden layers in our LSTM network model. The size of the 
hidden nodes in LSTM and fully connected layers were set at 1000. Drop out layer is used to prevent 
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overfitting by disconnecting a certain percentage of nodes in the training process. In this case, the 
percentage was set at 20%. The deep learning model designed in this study is an LSTM network model.  
Secondly, the components and parameters of the LSTM network model, such as optimiser and loss 
function need to determined according to the data type and the aim of the study. The optimizer is used 
to optimise the learning process of the LSTM network model. RMSprop is an optimizer which is 
suitable for LSTM network, and therefore it was adopted. The loss function is set to be the mean squared 
difference between the actual value and prediction value. 
 
The parameters relevant to the training process are the number of lookbacks, learning rate, batch size, 
and epochs. The number of lookbacks is the number of states that the LSTM network is considered at 
the same time. In this case, it was set at two, which means the variables in time t-1 and time t-2 are used 
to predict the output of time t due to the failure times of approximately 85.3% instances are lower than 
2. The learning rate is the stride of the training process. In order to enable the LSTM network to 
sophisticatedly learn the hidden patterns of data, the learning rate was set at 0.001. The batch size was 
set at 150, which means 150 instances were fed into the LSTM network each time. The number of 
epochs was set at 45, which means the back-propagation process was repeated for 45 times to tune the 
parameters of the LSTM network. Meanwhile, the configuration of the ANN model in this study was 
basically the same as the LSTM model, except all the layers of the ANN are fully connected layers. 
 
In order to tackle the data sparsity issue of one-hot encoded data, autoencoder, another deep learning 
algorithm, was introduced in this study. Autoencoder is a neural network which can extract the most 
significant features from sparse data [49]. The autoencoder designed in this case was a three-layer neural 
network comprising of an input layer, hidden layer, and output layer. The number of nodes of input and 
out layers were set at 160 which equals the size of one-hot encoding features. The number of nodes in 
the hidden layer is equal to the expected dimensions, which will be determined in the actual case. ℓ1-
norm is a term that can be used to improve the prediction quality and its interpretability of modelling 
based on sparse data. It can be embedded in autoencoder to enhance its capability [11]. Because the 




The parameter setting of the autoencoder was different from the deep learning algorithms used for 
modelling. Firstly, due to the output of the autoencoder is binary, and therefore Adadelta, a prevailing 
optimiser was adopted. Secondly, binary-cross-entropy was chosen as the loss function. Thirdly, the 
learning rate was set at the default value in Adadelta, which is 1. The batch size was set at three and the 
number of epochs was set at 30. 
 
In this study, three scenarios were introduced. In scenario 1, prevailing machine learning and LSTM 
network were used for modelling based on the sparse data in conjunction with numeric data in historical 
maintenance dataset. In scenario 2, autoencoder was introduced to convert the one-hot encoding data to 
low dimension and robust data. Then the prevailing deep learning algorithms were used for modelling 
based on the robust data in conjunction with numeric data in historical maintenance dataset. Meanwhile, 
the relation between the algorithm performance and the number of the robust data dimension was 
explored. In scenario 3, based on the techniques in scenario 2, Cox PHM was introduced to tackle data 
censoring. In order to explore the impact of data sparsity on the algorithm performance of Cox PHM, 
two control experiments were set in scenario 3. In the first experiment, data compensation was based 
on a Cox PHM which was trained by sparse data in conjunction with the numeric data in historical 
maintenance dataset. In the second experiment, data compensation was based on Cox PHM which was 
trained by robust data in conjunction with the numeric data in historical maintenance dataset. After the 
censored data was compensated, the compensated censored data and uncensored data was jointly used 
for modelling using different algorithms. Also, the relation between the difference in reliability and the 
algorithm performance was explored in this scenario.  
 
4.3. Performance Evaluation 
 
Different metrics are needed to evaluate the algorithm performance from different perspectives. In this 
study, two metrics called Model correlation coefficient (MCC) and root-mean-square-error (RMSE) 
were chosen to evaluate the performance of algorithms. Both metrics have been widely used to evaluate 
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the results of the regression. They can reveal the algorithm performance in different perspectives. MCC 





,                                          (5) 
where, 
𝑆𝑃𝐴 =
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𝑛 − 1
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is the predicted value and ?̅? is the average of the predicted value. 𝑎𝑖 is the actual value and the ?̅? is 
the average actual value. 𝑛 is the number of training data. 
 
It is a scale-dependent metric which measures the difference between the prediction value and the actual 





















5. Results and Discussion  
 
5.1. Scenario 1: Prevailing Machine Learning Algorithms VS. LSTM network 
 
In this scenario, four deep learning and one prevailing machine learning algorithms were used for 
modelling based on numeric and one-hot encoding data. One-hot encoding was used to convert the 
nominal data to binary data, which can be processed by machine learning algorithms. There are three 
nominal features in the dataset which can be converted to 160 different categories using one-hot 
encoding technique. The one-hot dataset was then concatenated with the other numeric data in historical 
maintenance dataset. One-hot encoding enables the nominal data to be converted to numeric form 
without any information sacrifice. However, With the one-hot encoding features, there was a large 
number of 0 in the dataset which leads to significant sparsity in the dataset. After 10-fold cross-
validation, the mean and standard deviation (STD) of MCC and RMSE were compared to reveal the 
algorithm performance. All tests were conducted on an Intel i5-6500 3.20Ghz PC with Nvidia GeForce 
GTX 1060 graphics card. The training time for each algorithm was marked and used to reveal the 
computational cost. 
 
The modelling results based on the one-hot encoding data are shown in Table 2, which indicate that the 
LSTM network achieved the highest MCC which is 0.8248 and the lowest RMSE which is 379.8 days. 
SVM shows the worst performance in this scenario, which RMSE is 432.4 days and MCC is 0.7738. 
The algorithm performance of LSTM network in terms of MCC and RMSE are better than other 
algorithms. Moreover, the STD of MCC and RMSE of DCNN are the lowest in this scenario. Although 
the algorithm performance of LSTM network in terms of MCC and RMSE are better than the 






Table 2. The results of machine learning modelling based on one-hot encoding data. 
 
LSTM 
Network RNN ANN DCNN SVM 
MCC_Mean 0.8248 0.8221 0.8240 0.8240 0.7738 
MCC_STD 0.0122 0.0136 0.0101 0.0097 0.0173 
RMSE_ Mean (days) 379.8 382.1 387.2 387.2 432.4 
RMSE_ STD (days) 14.78 13.27 16.62 12.59 15.91 
Modelling time (s) 259.2 107.5 34.65 43.15 7.263 
 
5.2. Scenario 2: Modelling based on Features Converted by Autoencoder 
 
After the nominal data was converted using autoencoder, the one-hot encoding data was then combined 
with numeric data in historical maintenance dataset to generate a new dataset. The relation between the 
number of converted features and the algorithm performance in terms of MCC and RMSE are shown 
in Figure 7 and Figure 8. 
 
It can be seen that the algorithm performance of all deep learning algorithms in terms of MCC and 
RMSE fluctuated in the beginning, and then become worse along with the larger number of converted 
features. In contrast, the algorithm performance in terms of MCC and RMSE of SVM is relatively stable. 
The algorithm performance in terms of MCC and RMSE of all algorithms reached their lowest points 
when the number of converted features ranges from 10 to 20. With the consideration of computational 
cost in TBF modelling stage and algorithm performance, the number of converted features is set at 16 




Figure 7. The relation between the number of converted features and the algorithm performance in 
terms of MCC 
 
Figure 8. The relation between the number of converted features and the algorithm performance in 
terms of RMSE 
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After the number of converted features was determined. The converted data was concatenated with the 
numeric data in historical maintenance dataset and used for modelling. The results of the comparison 
between the modelling based on one-hot encoding and autoencoding are shown in Figure 9 and Figure 
10. With the help of autoencoder, the algorithm performance in terms of RMSE of all the algorithms 
witnessed a decrease. LSTM network has still achieved the highest MCC which is 0.8348 and the lowest 
RMSE which is 369.3 days. When the autoencoder was introduced to convert the one-hot encoding data, 
the improvement of MCC and the decline of RMSE of the LSTM network are 0.91% and 1.84% 
respectively. The performance of the RNN in terms of RMSE increased by 1.13% and 2.10%, 
respectively. In contrast, the performance of SVM in terms of MCC and RMSE are merely increased 
with the help of autoencoder, while the STD of both MCC and RMSE are decreased dramatically. 
Finally, the STD of all the algorithms declined with the help of autoencoder. Hence, the results 
demonstrated that the robust features generated by autoencoder are helpful to improve performance in 
terms of MCC, RMSE and the stability to all the algorithms used in this study. 
 
Figure 9. The algorithm performance comparison between one-hot encoding-based modelling and 




Figure 10. The algorithm performance comparison between one-hot encoding based modelling and 
autoencoder based modelling the in terms of RMSE 
 
5.3.Scenario 3: Modelling Based on Cox Proportional Hazard Deep Learning  
 
Data censoring leads to the inaccurate label of data. If the censored data is directly used for modelling, 
it may jeopardise the algorithm performance. If an appropriate compensation for the censored data can 
be estimated, the algorithm performance could be promoted. There are 2,352 censored instances in this 
study, which takes 19.2% in the dataset. In order to estimate the actual TBF for the censored data, Cox 
PHM was introduced into this study. Uncensored data was used to build a Cox PHM.  
 
Appropriate compensation based on the difference in reliability can be beneficial to performance. With 
Cox PHM, the relationship between reliability and TBF can be estimated. However, when the difference 
in reliability is too large, the algorithm performance tends to be damaged due to the tuned TBF is 
inaccurate. The difference in reliability was used to generate compensation for the censored data 
according to Cox PHM of each censored instance. When a difference in reliability is set, then the 
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compensation of each censored instance can be determined. The censored data with compensation was 
then used for modelling jointly with the uncensored data. In this case, the ideal difference in reliability 
needs to be determined. The difference in reliability was first set in the range of 0% to 5%. If the 
algorithm performance can be promoted when the difference in reliability increases from this range, it 
would then be expended to find the optimal point. Two control experiments were conducted in this 
scenario to reveal the impact of data sparsity on the algorithm performance of Cox PHM. The results 
of the first experiment are shown in Figure 11 and Figure 12. 
 
A Cox PHM was trained by sparse data in conjunction with the numeric data in historical maintenance 
dataset, which was used for label compensation. It can be seen from Figure 11 that the fluctuation of all 
the deep learning algorithms is considerable. The algorithm performance of SVM in terms of MCC 
reached its peak when the difference in reliability is 2%, following by a monotonous fall. Also obvious 
is that, with suitable label compensation, the algorithm performance of different algorithms in terms of 
MCC were promoted. LSTM network achieved the highest MCC is this experiment, which is 0.8383. 
With the help of label compensation, the maximum MCC improvement of LSTM network, RNN, ANN, 
DCNN and SVM are 0.51%,0.55%, 0.31%, 0.19% and 0.37%, respectively. From Figure 12, it is 
evident that the algorithm performance in terms of RMSE for all the algorithms fell to a low point before 
a monotonous increase. LSTM network achieved the lowest RMSE in this figure which is 364.5 days. 




Figure 11. The MCC of modelling based on Cox PHM trained by sparse data in conjunction with 
numeric data in historical maintenance dataset 
 
Figure 12. The MCC of modelling based on Cox PHM trained by sparse data in conjunction with 
numeric data in historical maintenance dataset 
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With the robust features getting from scenario 2, a reliable Cox PHM trained by the robust data in 
conjunction with the numeric data in historical maintenance dataset was established. With the 
consideration of the impact of data sparsity on the algorithm performance of Cox PHM, the robust data 
in conjunction with the numeric data was used to train a reliable Cox PHM for label compensation. The 
modelling results are shown in Figure 13 and Figure 14. It can be seen from Figure 13 that the MCC of 
all algorithms are leveraged when the difference in reliability is chosen appropriately. The MCC of 
SVM has been increased to the highest point when the difference in reliability grows from 0% to 1.2%. 
In contrast, the performance of all deep learning algorithms in terms of MCC fluctuated slightly in all 
stages. The MCC of all deep learning algorithms firstly increased and then reached their peaks when 
the difference in reliability ranged from 0.5% and 2%, followed by a period of continuously decrease. 
LSTM network achieved the highest MCC in this scenario, which is 0.8395. The MCC of the LSTM 
network is higher than that of other algorithms in all the stage. It is also clear in Figure 14 that all the 
algorithms experienced a similar trend when the difference in reliability grows from 0% to 5%. The 
RMSE of LSTM network, RNN, ANN and CNN reach their lowest point when the difference in 
reliability is 0.8% or 1%. The lowest RMSE in this scenario is 359.1 days, which is achieved by LSTM 
network. Meanwhile, the performance of SVM in terms of RMSE become better when the difference 
in reliability ranges from 0.3% to 1.2%. The maximum RMSE decline in terms of RMSE of LSTM 
network, network, RNN, ANN, DCNN and SVM is 2.75%, 2.56 %, 1.78%, 1.61% and 0.96% 
respectively. Hence, in terms of MCC and RMSE, the performance of all the algorithms was promoted 






Figure 13. The MCC of modelling based on Cox PHM trained by robust data in conjunction with 
numeric data in historical maintenance dataset 
 
Figure 14. The RMSE of modelling based on Cox PHM trained by robust data in conjunction with 
numeric data in historical maintenance dataset  
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Figure 11-14 demonstrated that the algorithm performance in terms of MCC and RMSE of all the 
algorithms were benefited more from the Cox PHM trained by in conjunction with the numeric data, 
which indicates that the data sparsity jeopardises the algorithm performance of Cox PHM. Since LSTM 
achieved the best algorithm performance in terms of MCC and RMSE, a further algorithm comparison 
is shown in Figure 15. It can be seen that with the solutions of data sparsity and data censoring, the 
algorithm performance of LSTM network in terms of MCC was promoted by 1.8% and RMSE was 
reduced by 5.4%. Besides, the standard deviation of MCC and RMSE in 10-fold cross-validation was 
shrunk with the help of autoencoder and Cox PHM.  
 
 




PdM is of importance to the industry. The issues of maintenance planning, job scheduling and spare 
parts inventory management have long been concerned by various industries such as fleet management. 
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With the accurate prediction of TBF, better fleet management can be to achieve. Most researches in 
PdM have been conducted using sensor data. However, sensor data collection requires extra expenditure, 
which is unaffordable for some companies. Different from the existing researches, this study focuses 
on PdM based on the historical maintenance data, which is relatively easy to obtain in the industry.  
 
6.1. Results Discussion 
 
The results of scenario 1 indicate that the algorithm performance is positive to the computational cost 
in this study. The LSTM networks achieved the highest MCC and lowest RMSE in scenario 1, while it 
took the longest training time in comparison with the prevailing machine learning algorithms. What is 
noticeable in the results of scenario 2 is that the robust data representation converted by autoencoder is 
useful to improve the algorithm performance of all the algorithms used in this study, which indicates 
that data sparsity damage algorithm performance in terms of the MCC and RMSE of all the algorithms 
used in this study. The algorithm performance in terms of MCC and RMSE worsen along with the larger 
number of converted features. With this knowledge, the autoencoder can be better deployed in the future 
study. 
 
The results of scenario 3 firstly indicate that the data sparsity also has a negative impact on the algorithm 
performance of Cox PHM. With the robust features obtained from autoencoder, the effect of label 
compensation using Cox PHM was enhanced. After the conversion of the categorical variables using 
autoencoder and the estimation of the label of censored data using CoxPHM, the algorithm performance 
of the standard LSTM network in terms of MCC and RMSE are generally better than all other 
algorithms, which indicates it is more sensitive to the data sparsity and data censoring issue than other 
algorithms used in this study. The proposed technique can improve the algorithm performance in terms 
of MCC and RMSE of LSTM network, which is 1.8% and 5.4% res. The relation between the difference 
in reliability and algorithm performance was revealed in this study. The ideal difference in reliability in 





The algorithm performance in terms of MCC and RMSE can be continuously improved and decreased 
in our future research. In the historical maintenance dataset used in this study, we have noticed that 
some automobiles with a similar condition have different TBFs. In other words, there are some data 
which features are similar or even the same, while their labels are different. The main reason is that the 
features relevant to the automobile lifecycle were not sufficiently collected. The historical maintenance 
data may not contain sufficient patterns relevant to automobile engine degradation which enable the 
algorithm to yield a precise prediction model. It is well known that the TBF of the automobile depends 
on various factors including geographical environment, driving behaviour, and product design, etc. If 
these data can be collected and introduced into our study, the algorithm performance is likely to be 
further promoted. Moreover, the research on these data will also be helpful for the fleet management 
company to have a better understanding of how these factors impact the automobile lifecycle. 
 
The Cox PHM in this study is under the assumption that the difference in reliability between corrective 
maintenance and preventive maintenance is the same for all automobiles owned by the same company. 
However, the difference in reliability of automobiles might slightly vary from each other. It can be 
caused by the following reasons. On the one hand, the data used in this case was collected from different 
garages of the fleet management company under investigation. The maintenance rules and standards 
could be slightly different in different garages. On the other hand, the preventive maintenance strategy 
deployed in the company’s garages also depends on the engineer’s judgment and experience which 
could lead to the variation of difference in reliability. If a better estimation of the difference in the 
reliability of each automobile can be achieved, it is possible to further lift the algorithm performance of 
LSTM network. Hence, a better approach used to estimate the difference in reliability needs to be 







PdM is important to various industries such as automobile, aircraft and railway. The prediction of TBF 
can bring tangible benefits to the industry so as to achieve better maintenance planning, job scheduling 
and spare parts inventory management. In this paper, the focus is on the modelling and prediction of 
TBF based on historical maintenance data. Relevant works including the application of machine 
learning techniques in PdM, the application of statistical techniques in PdM, and the techniques used to 
address data sparsity and censoring issues PdM were reviewed. Based on autoencoder, Cox PHM, and 
LSTM network, we have proposed a new approach call Cox proportional hazard deep learning 
(CoxPHDL) to predict TBF based on historical maintenance data. In this approach, autoencoder is used 
to convert the nominal data for Cox PHM and LSTM network. Cox PHM is used to estimate the label 
of censored data. After the data is pre-processed, LSTM network algorithm is used to build a TBF 
prediction model. An experimental study was carried out based on real-world automobile historical 
maintenance data. There are two key findings in our study. Firstly, LSTM network shows merits in TBF 
modelling in comparison with several prevailing machine learning algorithms, but it leads to a higher 
computation cost. Secondly, data sparsity shows a negative impact on the algorithm performance of 
Cox PHM and LSTM network. With the consideration of this issue, autoencoder was deployed to 
address this issue and promote the algorithm performance of LSTM network and most of the machine 
learning algorithms. Then, with the help of Cox PHM, the algorithm performance of LSTM network 
and most of the machine learning algorithms can be further leveraged. In the actual fleet management 
scenario, this is deemed very useful to improve the job scheduling, automobile maintenance planning 
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