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Abstract 
Allwright, J., New (4 D) graphs discovered by heuristic search, Discrete Applied Mathematics 37138 
( 1992) 3-8. 
A heuristic algorithm for the (d, D) graph problem is outlined, and new maximal graphs discovered 
with it, of size 41 for valency 4 and diameter 3, are described. 
1. Introduction 
The (L&D) graph problem [3] can be stated as follows: Define the distance 
between any two nodes in a graph as the smallest number of edges that have to be 
traversed to get from one to the other, the diameter D as the greatest distance 
between any two nodes, and valency d as the greatest number of edges leaving any 
one node. What is the greatest number of nodes that a A-valent graph of diameter 
D may have? In principle it could be solved by systematic enumeration of all 
possible graphs. However, even with the aid of an extremely fast computer, this is 
only practicable for the very smallest instances of the problem, i.e., small values of 
both d and D. The approach presented here is to search through a space containing 
all possible graphs, bar a few exceptions, but to use heuristic techniques to limit the 
extent of the search and keep the computational effort down to an acceptable l vel. 
2. The algorithm 
The algorithm starts with a randomly constructed graph of n nodes. It repeatedly 
breaks two or more edges and replaces them with a new improved set of edges. 
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This continues until either the target diameter D has been reached or no further im- 
provement can be made. There are two component parts to this algorithm. The first 
part is evaluating a numerical measure, the cos? function, of just how close a given 
graph is to achieving diameter D. The cost function chosen was the number of pairs 
of nodes which are further apart than D, the target diameter. 
c&n- number of nodes within distance D of i). 0) 
i= 1 
A straightforward evaluation of this cost function would take O(n2) time. HOW- 
ever, a method was developed to calculate new cost functions in roughly O(nD/A) 
time by utilizing the fact that only a few simple modifications are made to 
the graph between each recalculation of the cost function. This greatly improved 
run times. 
The second component part of the algorithm is the heuristic search scheme, a 
variant of Lin and Kernighan’s algorithm for the travelling salesman problem [5], 
which those authors have also applied to graph partitioning [4]. It works by building 
up sequences of 2-swaps, and guarantees to produce graphs which are 2-opt (i.e., 
which cannot be improved upon by replacing two edges with a different pair). 
By a combination of analysis and timing, an approximate formula for the run . 
time T of the whole search algorithm was arrived at: 
Ta 
pA(A - l)D 
where p is defined by n = - 
(A-2) l 
The parameter p is roughly the ratio of II to the Moore bound. The algorithm was 
implemented on arrays of up to 252 INMOS transputers, and distributed using a 
processor-farm scheme [6]. Only for relatively small graph sizes was it possible to 
do large numbers of multiple runs. A full description of the algorithm and its im- 
plementation may be found in [I] or [2]. 
3. Results 
Table 1 shows the size of the largest graphs found. Where no larger graph is 
known for the values of A and D, the entry is marked with an asterisk. Of these, 
only the value 41, for valency A = 4 and diameter D = 3, is a new largest known 
graph. A 12%node graph for J = 7 and D = 3, discovered using this algorithm, was 
at one time the largest known but has since been improved upon. 
In all, thirteen different 41-node graphs were found. These can be proven to be 
distinct by counting the number of k-cycles for k up to 10 (see Table 2). Here, a 
k-cycle is taken to be a ring of k distinct nodes embedded in the graph. Details of 
some other invariants properties and their values for these graphs may be found in 
11921. 
(A, D) graph 
Table 1. Largest graphs found using the program 
5 
Valency A Diameter D 
2 3 4 5 6 7 8 
3 *10 “20 *38 62 100 162 256 
4 *15 *41 82 
5 “24 60 156 
6 “32 90 
7 *50 132 
b 45 176 
9 54 
10 64 
11 74 
12 86 
13 96 
14 108 
15 118 
The graphs were examined for symmetries (i.e., one-to-one mappings between the 
nodes which preserve the edge set). Graphs l(a), l(f), 4 and 5 have symmetry groups 
of size at least 2, graph 2(a) has a symmetry group of size at least 3 and graph 6 
has a symmetry group of size at least 12. No symmetries were found for the other 
graphs. However, some of the graphs are very similar. Starting with graph l(a), with 
the nodes labelled as in Fig. 1, the graphs l(b), l(c), l(d), l(e) and l(f) can be pro- 
duced in turn by making the successive 2-swaps [(25,34), (30,33) to (25,33), 
(30,34)1, ](31,6), (32,s) to (31,5), (32,6)1, ](17,20), (28931) to (17,31), (28,20)1, 
[(16,21), (27,32) to (16,32), (27,21)] and [(14,33), (19,34) to (14,34), (19,33)]. 
Table 2. Number of k-cycles for k up to 10 
Network k 
3 4 5 6 7 8 9 10 
l(a) 1 0 3 83 284 495 922 2639 
l(b) 1 0 77 288 491 2666 
103 1 0 3 81 290 493 918 2639 
l(d) 1 0 3 79 296 491 906 2667 
l(e) 1 0 3 81 290 493 918 2635 
l(f) 1 0 1 83 298 485 924 2632 
2(a) 1 0 3 81 288 493 926 2645 
2(b) 1 0 3 77 300 489 902 2709 
2(c) 1 0 3 75 306 483 904 275 1 
3 0 0 15 63 275 521 958 2752 
4 0 0 15 63 275 521 954 2770 
5 0 0 15 63 275 517 974 2743 
6 0 0 15 67 267 525 938 2745 
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Fig. 1. Graph l(a). 
Fig. 2. Ciraph 2(a). 
(A, D) graphs 
(IIiIl)ll I 
Fig. 3. Graphs 3, 4, 5 and 6. 
Likewise, starting with graph 2(a), as labelled in Fig. 2, graph 2(b) may be produced 
by making the 2-swap [(4,35), (7,38) to (4,38), (7,391 and then graph 2(c) may be 
produced by the 2-swap [( 16,3 l), (17,32) to (16,32), (17,3 l)]. For graphs 3,4, 5 and 
6 see Fig. 3. 
4. Conclusions 
The search algorithm presented here is limited to relatively small graphs: up to 
a few hundred nodes, but it seems likely that it could be extended to larger ones by 
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combining it with methods to restrict the search space. The value of this type of 
heuristic improvement algorithm will ultimately depend on the nature of the true op- 
timum solutions to the (A, D) graph problem. Where the true optima possess a hrgh 
degree of symmetry, they are likely to be found by constructive means or by a very 
restricted search. 
probably only be 
However, those optima that have a very irregular structure will 
discovered by this type of search. 
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