Increasingly, highly multiplexed in situ tissue imaging methods are used to profile protein expression at the single-cell level. However, a critical limitation is a lack of robust cell segmentation tools applicable for sections of tissues with a complex architecture and multiple cell types. Using human colorectal adenomas, we present a pipeline for cell segmentation and quantification that utilizes machine learning-based pixel classification to define cellular compartments, a novel method for extending incomplete cell membranes, quantification of antibody staining, and a deep learning-based cell shape descriptor. We envision that this method can be broadly applied to different imaging platforms and tissue types.
Introduction
Recently, single-cell analytical methods have emerged that are capable of interrogating cellular heterogeneity. These methods allow multiple markers to be measured over a large number of cells and can be achieved by disaggregation of tissue or in situ analysis. In the first approach, tissues are separated into single cells that can then be subjected to high throughput single-cell RNA-seq (Tang et al. 2009 ) , multi-channel flow cytometry (Bradford et al. 2004) , and mass cytometry (Bendall et al. 2011 ) . However, a major limitation of this approach is that the spatial distribution of cells is lost. In situ methods such as isotope-based imaging (Giesen et al. 2014; Angelo et al. 2014) or the various multiplexed fluorescence imaging methods (Gerdes et al. 2013; Lin et al. 2018; Goltsev et al. 2018 ) retain spatial information but require cell identification after data collection. This, in turn, depends on robust methods to reliably identify cell objects.
Cell segmentation can be achieved using a variety of methods in vitro (Yin et al. 2010; Zimmer et al. 2002; Al-Kofahi et al. 2018 ) . However, directly applying methods developed in vitro to a tissue context is often unreliable. Irregular shapes, high density, membrane polarity, and uneven membrane marker coverage make cell segmentation in tissue particularly challenging. Many tissue segmentation applications identify cell nuclei and subsequent dilation (Schmitt and Hasse 2009) or use Voronoi tessellation or watershed to define a cell (Lin et al. 2018) . These methods can work well for segmentation and quantification of immune cells with sparse cytoplasm.
However, this type of nuclear dilation does not perform well in other tissue contexts composed largely of polarized epithelial cells often times with elongated shapes. Multiple membrane markers have been used to better define cell borders for seed-based watershed segmentation (McKinley et al. 2017) as well as other methods (Schüffler et al. 2015; Baggett et al. 2005; Santamaria-Pang et al. 2015) ; however, defining cell membranes, a critical step in overall cell segmentation remains a significant problem.
Here, we demonstrate cell segmentation from multiplexed immunofluorescence-derived images (Gerdes et al. 2013 ) of colorectal adenomas (Shrubsole et al. 2008) . Initial pixel classification by random forest-based machine learning provides an input to a novel method to identify and separate cells with internal membranes. Following cell identification, each maker is then quantified by image intensity over the entire cell as well as in the nucleus, membrane, and cytoplasm. Finally, cell shapes are characterized using a autoencoder neural network.
Results
Our segmentation pipeline utilizes a combination of Matlab for image processing and quantification and Ilastik (Sommer et al. 2011 ) for pixel-classification using machine learning.
Using Matlab provides flexibility to tailor the segmentation to a particular tissue of interest, while Ilastik provides machine-learning tools for images using a user interface.
A flow chart and visual overview of the pipeline are found in Figure 1 .
The input to the pipeline can be any type of multiplexed imaging data (e.g. immunofluescence, imaging mass cytometry). Upon initializing the pipeline, various directories are created to store images and tables. Tiff stacks, containing a single marker in each channel, are created in Matlab for processing in Ilastik. The user manually annotates epithelium, stroma, and glass on the tiff stack in Ilastik to generate probability maps for each class. Similarly, the user defines nucleus, cell membrane, cytoplasm, and glass using a separate training session. Optionally, the user can also define epithelial and stromal nuclei if stromal segmentation and quantification are desired. Once the random forest pixel classification steps are completed in Ilastik, the Matlab script is re-initialized.
Masks for the epithelial regions, nuclei, and cell membranes are generated from the probability maps. Subsequently, a watershed is performed on the cell membrane mask using cell nuclei as imposed minimum points to obtain an initial cell segmentation. Due to membrane gaps, this can often result in under-segmented cells, i.e., multiple cells classified as one object. A re-segmentation algorithm is then applied to cells that contain greater than 10% internal membranes by area. This algorithm finds endpoints of internal membranes and extends them until intersecting with either the cell border or another extension from a separate internal membrane. Similarly, in order to maintain intestinal goblet cells, cells with high levels of Muc2 expression are also re-segmented if Muc2 is present in the marker set. Finally, image intensities in the whole cell and subcellular compartments (nucleus, cell membrane, cytoplasm) are quantified.
Stromal cell segmentation is more straightforward due to lower cell density compared to epithelial cells, generally smaller size, and lack of polarity. Stromal cell nuclei are defined by a machine-learning classification and cell segmentation is accomplished by dilation of a set number of pixels from the nucleus. Image intensities are then quantified over the entire cell.
In each case, final cell segmentation maps are produced, with each cell object having a unique pixel value as an identifier. Additionally, sub-cellular localization images are generated to more easily assess the segmentation results. Finally, an autoencoder neural network is trained on binary images of cell shapes derived from single-cell segmentation in the epithelium. Each cell is associated with the encoded latent vector for each cell for downstream analysis. The results of cellular quantification and shape analysis are written as comma separated value (CSV) files.
Each row represents a single cell with a distinct identification number and analytes are represented in each column. The CSV files can be used for further analysis using any platform (e.g., R, Python).
Example of raw images, probability masks, and final segmentation are shown in Figure 2 . All staining rounds, including DAPI ( Fig. 2A) and NAKATPase (Fig. 2B ) were used to derive the epithelial ( Fig. 2C ) and membrane/nucleus ( Fig. 2D ) probability maps. A final cell segmentation mask is shown in Fig. 2E and sub-cellular segmentation (Fig. 2F) shows the spatial extent of each cell border (white), nucleus (blue), cell membrane (red), and cytoplasm (green). Voronoi segmentation (red) from each nucleus (blue) shows agreement to our segmentation algorithm (green) in areas of high nuclear density (Supplemental Fig. 1 ). However, when no nucleus is present, Voronoi segmentation, which does not take into account cell membranes (white), fails whereas our algorithm is able to define cells in these regions.
The CSV files generated from the segmentation pipeline can be analyzed using any number of algorithms, for example, to define populations (Maaten and Hinton 2008) or interrogate cell state transition trajectories (Herring et al. 2018) . Figure 2G shows the results of t-stochastic neighbor embedding (t-SNE) using only the intensities for each marker in the data set. Cells with similar expression patterns group together in two-dimensional data space derived from the 18 dimensional data (Supplemental Fig. 2 ). For example, cells with p-ERK staining intensity form a discrete cluster that not surprisingly overlaps with p-EGFR, PCNA, and Ki67, all of which are features of proliferative cells. When only the encoded latent vector for cell shape is used as an input to t-SNE analysis (Fig. 2H ), cells with similar geometries are grouped close to each other.
However, no discernable populations are isolated from the t-SNE analysis, nor are any patterns in marker expression (Supplemental Fig. 3 ). While cells of different shapes (e.g., columnar, circular, triangular) are able to be identified, and nearest neighbors confirm the shape groupings (Supplemental Fig. 4 ) cell shape does not appear to correspond to marker signal intensity, at least in this setting.
Discussion
Cell segmentation represents a difficult task in tissue sections and robust and accurate methods are needed to leverage the rapidly expanding number of highly multiplexed imaging platforms.
Furthermore, the diversity of cellular architecture necessitates flexibility in the choice of markers and analytical methods. Our segmentation pipeline allows for this flexibility, and is, in principle, agnostic to the platform used for data collection.
Multiple membrane marker staining intensities have been used to better define the entirety of the cell membrane to aid cell delineation. However, these additive methods suffer from the requirement that only a positive signal from a marker is used to define the cell membrane. A machine-learning pixel classification strategy, like we employ using Ilastik, uses the totality of imaging data to define cell edges not only by intensity but also by edges and image texture. The machine-learning method is better able to capture the entire cell membrane, as well as other cell features such as nuclei and cytoplasm, and is applicable to any tissue type. Similar advantages are obtained using machine-learning pixel classification to define epithelial and stromal masks. This method also requires well-annotated training sets and is more time consuming than additive intensity methods. However, typically the most time-consuming step of multiplexed imaging methods is downstream analysis rather than image collection, processing, or segmentation, so the additional time spent for machine-learning training and application is relatively minor.
Despite improved membrane delineation from machine learning, gaps in the "learned membranes" remain. This is a particular problem in thin sections where a cellular cross section may include any part of the cell. Oftentimes, the cross section may exclude the nucleus, which can result in under-segmentation, or a combined cell with no nucleus to one in which a nucleus is detected. To ameliorate this issue, we developed an algorithm that detects objects in the initial watershed segmentation that have internal membranes. For those cells, the algorithm computes the angle of membrane segments within the cell and extends them until another membrane is encountered. This procedure improves segmentation quality in cases where no nucleus is detected in a neighboring cell.
Additionally, we introduce a deep learning model for classifying cell shape. We chose an autoencoder as other methods that use defined shape descriptors (Möller et al. 2017) , such as circularity and concavity may not capture the relevant characteristics that a neural network can.
In principle, cell shape should provide added information about cell characteristics, e.g., crypt base columnar cells have an elongated wedge shape and intestinal goblet cells have their eponymous shape. However, when taken in an unknown cross section, this is not always the case. As our results in human colonic adenomas show, 2-dimensional cell shape may not correlate with cell type or protein expression as might be expected if the full 3-dimensional cell morphology was characterized. While this is the case in our system, cell shape may be more informative in other tissue contexts or when limited to already defined cell types.
Together, these improvements to cell segmentation and quantification present a step forward for single-cell analysis of highly multiplexed imaging data. Importantly, these methods are tissue-type and acquisition method independent and are highly modifiable. We envision this pipeline will be broadly applicable to the growing multiplexed imaging community.
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Supplemental Methods

Human Subjects
The Tennessee Colon Polyp Study (TCPS) (Shrubsole et al. 2008 ) was approved by the 
Tissue Processing, Antibody Staining, and Tissue Imaging
A de-identified colonic adenoma tissue microarray (TMA) derived from the TCPS patient cohort was obtained. The TMA was sectioned (5 µm) prior to deparaffinization, rehydrations and antigen retrieval using pH 6.0 citrate buffer (DAKO) at 105°C for 20 minutes followed by 10 minutes at room temperature. The slide was incubated in 3% H2O2 for 10 minutes to reduce endogenous background signal and subsequently blocked in 3% BSA/10% donkey serum in PBS for 30 minutes. Sequential antibody staining and dye inactivation was then performed as described (Gerdes et al. 2013) . Briefly, imaging was performed on a Cytell Slide Imaging System (GE Healthcare) at 20x magnification with exposure times determined for each antibody stain. Antibody reagents and staining sequence as described in Supplemental Table 1 . Dye inactivation was accomplished with an alkaline peroxide solution, and background images were collected after each round of staining to ensure fluorophore inactivation.
Image Processing
Following acquisition, images were processed as described (Gerdes et al. 2013; McKinley et al. 2017 ) . Briefly, DAPI images for each round were registered to a common baseline, and autofluorescence in staining rounds was removed by subtracting the previous background image for each position. Images were then tiled for each TMA core.
Cell Segmentation and Quantification Pipeline
All scripts to complete the segmentation pipeline are available at https://github.com/Coffey-Lab/CellSegmentation including a step-by-step overview of the process. Cell segmentation on each TMA core was conducted using a pipeline utilizing Matlab (R2018b) and Ilastik (1.3.2 or greater). Initialization of the Matlab wrapper function generated a number of container folders for each step in the segmentation results.
To facilitate pixel classification machine learning, tiff image stacks containing DAPI and autofluorescence removed images for all markers were generated for each image position after which the Matlab script was terminated. The tiff stacks were then manually annotated to generate epithelial/stroma, membrane/cytoplasm/nucleus, and stromal nuclei probability masks using a random forest pixel classification algorithm in Ilastik.
The Matlab script was re-initialized and binary masks for epithelium, nuclei, and membranes were generated. A watershed was used with nuclei as seed points to generate an initial segmentation, which was multiplied by the epithelial mask to only include epithelial cells.
Subsequently, cells were resegmented using a novel algorithm if they contained greater than 10% internal membranes by area. A flowchart with pseudocode is shown in Figure S5 . Briefly, line segments contained within an object are extended until they intersect with either the existing edge of the object or a separate extension within the object. The same method is also applied to cells expressing MUC2 in order to facilitate segmentation of goblet cells in intestinal tissues. Following re-segmentation, cells were assigned unique IDs, such that each contained within a cell is given the same pixel value.
Cell compartments were then defined within each cell. The nucleus was defined as the pixels contained within the cell object and the nuclear mask. Membranes were defined as the pixels contained within the cell object and within 5 pixels of the edge of the cell object that were not already defined as nuclear. The cytoplasm was defined as all other pixels in the cell object that were not already defined as nuclear or membranous. Each marker is then quantified over the entire cell and in each compartment by taking the median image intensity of the autofluorescence removed image. Additionally, the cell location (x-and y-coordinate of centroid) and areas of the entire cell object and subcompartmens were generated. These data were stored in CSV files.
For stromal cell segmentation, a watershed was used with stromal nuclei, defined from the machine learning pixel classification as seed points, was applied. This was then multiplied by a mask created from a 3 pixel dilation of the stromal nuclei mask to define the individual stromal cells. Marker quantification was then performed by calculating the median image intensity for each marker over the entire cell object. Cell location and area were also determined. These data were stored in CSV files.
Cell Shape Analysis
A autoencoder neural network was then used to classify cell shapes from the segmented data.
Similar methods have been developed to cluster non-biological data (Pimpaud 2019) . For each imaging position, all segmented cells were binarized and re-sized to a 128 x 128 pixel matrix and aligned such that the major axes were all in the same orientation. The cell shape images were then saved as .mat files for each position. For autoencoder training, a random subset (20% default) of all cells were chosen and a neural network was run in Matlab using the Deep Learning Toolbox. Following training, all cells were encoded and the latent vectors for all cells was saved as a CSV file for later processing.
Data Analysis
All analysis was performed in R. t-Stochastic Neighbor Embedding was conducted using the Rtsne package (Krijthe 2015) and all plots were generated using the ggplot2 package (Wickham 2016 However, (H) t-SNE using only the cell shape latent vectors derived from the autoencoder can not segregate cells into populations. Cells of qualitatively similar shape cluster together as shown in the subsetted cell segmentation images.
Supplemental Figure 1 . Comparison of segmentation pipeline and Voronoi. Segmentation results (white) with the nuclear mask are shown over an entire tissue microarray core (scale bar: 200 μm) and a zoomed region (scale bar: 50 μm). The same core is shown with voronoi segmentation using the nuclei as seed points. Overlaying both segmentation results demonstrates similar performance in regions of high nuclear density, but voronoi causes under-segmentation in regions where cell membranes exist, but where nuclei are not in the tissue section.
Supplemental Figure 2 . Marker intensity t-SNE. Plots are shown for each marker used for cell segmentation and t-SNE analysis using marker intensity only. A strong p-ERK-positive population can be identified in the lower left, while other populations are more diffuse.
Supplemental Figure 3 . Shape t-SNE. Plots are shown for each marker used for cell segmentation and t-SNE analysis using only the cell shape latent vector as input. Unlike when staining intensity was used, no identifiable populations can be discerned with a seemingly random distribution for each marker demonstrating that shape is not reflecting marker expression.
Supplemental Figure 4 . Cell shape similarity. Selected cells are compared to their 10 nearest t-SNE neighbors. The nearest neighbors are qualitatively similar in shape to each selected cell, demonstrating the ability of the autoencoder to characterize cell shapes.
Supplemental Figure 5 . Cell re-segmentation algorithm. Major steps in the cell re-segmentation algorithm are shown with pseudocode.
