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We study the neutral Kähler metric on the space of time-like lines in Lorentzian E31, which
we identify with the total space of the tangent bundle to the hyperbolic plane. We ﬁnd
all of the inﬁnitesimal isometries of this metric, as well as the geodesics, and interpret
them in terms of the Lorentzian metric on E31. In addition, we give a new characterisation
of Weingarten surfaces in Euclidean E3 and Lorentzian E31 as the vanishing of the scalar
curvature of the associated normal congruence in the space of oriented lines. Finally, we
relate our construction to the classical Weierstrass representation of minimal and maximal
surfaces in E3 and E31.
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1. Time-like lines inE31
Consider the Lorentzian space E31 with ﬂat coordinates (x
1, x2, x3) so that the metric takes the form:
ds2 = (dx1)2 + (dx2)2 − (dx3)2.
For convenience we let z = x1 + ix2 and t = x3.
The set of future-pointing time-like geodesics in E31 can be identiﬁed with T H
2, the tangent bundle to the hyperbolic
plane, as follows. H2 is one of the two connected components of the 2-sheeted hyperboloid in E31:(
x1
)2 + (x2)2 − (x3)2 = −1.
This embedded disc can be parameterised by the map h : C → E31:
z = 2ξ
1− ξ ξ¯ , t =
1+ ξ ξ¯
1− ξ ξ¯ ,
for |ξ | < 1. The metric g induced on H2 by the Lorentzian metric is positive deﬁnite with coordinate expression:
ds2 = 4
(1− ξ ξ¯ )2 dξ dξ¯ .
In particular, the metric is of constant curvature −1 and ξ is a holomorphic coordinate on H2.
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embedded disc. The direction vector (normalised to length −1) of the line determines the point on the hyperboloid, while
the Lorentz orthogonal vector from the line to the origin is the tangent vector to the disc. Thus we have identiﬁed L31,−
with T H2.
In [4] a method was presented for constructing a Kähler structure (G,J,Ω) on the total space of the tangent bundle T N ,
given a positive deﬁnite metric g on the 2-manifold N . The associated metric turned out to be of neutral signature and
scalar-ﬂat. The Kähler structure on the space L3 of oriented aﬃne lines in E3, which can be identiﬁed with the tangent
bundle to the 2-sphere, was also investigated.
In this paper we consider this Kähler structure on L31,− = T H2. This Kähler structure has many properties in common
with the E3 case and for this reason we state the shared features together in what follows. In particular, we prove that:
Main Theorem 1. The identity component of the isometry group of the Kähler metric on T S2 (T H2) is isomorphic to the identity
component of the Euclidean (Lorentzian) isometry group.
This property has been proven to almost uniquely ﬁx the Kähler structure on T S2 [8] and the same holds for the Kähler
structure on T H2. We also investigate the geodesics of this metric:
Main Theorem 2. The geodesics of the Kähler metric on T S2 (T H2) are generated by the 1-parameter subgroups (transvections) of
the Euclidean (Lorentzian) isometry group.
Finally, we consider (space-like) Weingarten surfaces in E3 (E31). These are surfaces for which there exists a functional
relationship between the eigenvalues of the 2nd fundamental form, and we ﬁnd the following characterisation for such
surfaces:
Main Theorem 3. Let S be a C2-smooth (space-like) surface in E3 (E31) and Σ be the oriented normal congruence, considered as a
surface in L3 (L31,−). Assume that the metric induced on Σ by G is non-degenerate. Then S is Weingarten iff the Lorentzian metric
induced by G on Σ is scalar-ﬂat.
In particular, S is minimal (maximal) in E3 (E31) iff a certain holomorphic condition is satisﬁed, which we relate to the
well-known Weierstrass representation [5,6].
To prove the above results, we establish some general properties of the neutral Kähler metric in the next section. We
also consider the isometries, geodesics and 2-dimensional submanifolds of T N endowed with this metric.
Building on these results, Section 3 specialises to the metrics on T S2 and T H2 and contains the proofs of the Main
Theorems on isometries, geodesics and 2-dimensional submanifolds. The ﬁnal part of this section discusses the relationship
with the Weierstrass representation.
2. Neutral Kähler metric on T N
Let (M,G,J,Ω) be a Kähler surface. That is, M is a real 4-manifold endowed with the following structures. First, there
is the metric G, which we do not insist be positive deﬁnite – it may also have neutral signature (++−−). In order to deal
with both cases simultaneously we assume that the metric can be diagonalised pointwise to (1,1, , ), for  = ±1.
In addition, we have a complex structure J, which is a mapping J : T pM → T pM at each p ∈ M, which satisﬁes J2 = − Id.
Finally, there is a symplectic form Ω , which is a closed non-degenerate 2-form. These structures are required to satisfy the
compatibility conditions:
G(J·,J·) = G(·,·), G(·,·) = Ω(J · ,·).
The following result highlights the difference between the case where G is positive deﬁnite and where it is neutral, and
will be of use later.
Theorem 1. Let p ∈ M and v1, v2 ∈ T pM span a plane. Then
Ω(v1, v2)
2 + ς2(v1, v2) =
∣∣detG(vi, v j)∣∣,
where ς2(v1, v2) 0 with equality iff {v1, v2} spans a complex plane.
Proof. Let us choose an oriented unitary basis of frames {e1, e2} with
J(e1) = ie1, J(e2) = ie2, G(e1, e¯1) = , G(e2, e¯2) = 1.
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G = 2(θ1θ¯1 + θ2θ¯2), Ω = i(θ1 ∧ θ¯1 + θ2 ∧ θ¯2).
Thus
Ω ∧ Ω = −2θ1 ∧ θ¯1 ∧ θ2 ∧ θ¯2.
For v1, v2 ∈ T pM, we evaluate this 4-form:
Ω ∧ Ω(v1, v2,J(v1),J(v2))= −2θ1 ∧ θ¯1 ∧ θ2 ∧ θ¯2(v1, v2,J(v1),J(v2)). (2.1)
Now, deﬁne the aholomorphicity ς2 by
ς2(v1, v2) = 1
4
θ1 ∧ θ¯1 ∧ θ2 ∧ θ¯2(v1, v2,J(v1),J(v2)).
If we decompose v1 and v2 on the unitary frame:
v j = a je1 + a¯ j e¯1 + b je2 + b¯ j e¯2, a j,b j ∈ C, j = 1,2,
we compute that
ς2(v1, v2) = −1
4
∣∣∣∣∣∣∣∣
a1 a¯1 b1 b¯1
a2 a¯2 b2 b¯2
a1 −a¯1 b1 −b¯1
a2 −a¯2 b2 −b¯2
∣∣∣∣∣∣∣∣
= ∣∣a1b2 − b1a2∣∣2  0.
It is clear that if the plane spanned by v1, v2 is holomorphic then ς2 vanishes. Conversely, suppose that ς2 vanishes on
some v1, v2 spanning a plane. Then for some μ ∈ C
v1 = a1e1 + b1e2 + a¯2e¯1 + b¯2e¯2, v2 = μ(a1e1 + b1e2) + μ¯(a¯2e¯1 + b¯2e¯2),
where μ is not real, since v1 and v2 are linearly independent. Thus we compute that
J(v1) = i(a1e1 + b1e2) − i(a¯2e¯1 + b¯2e¯2) = μ + μ¯
μ¯ − μ iv1 −
2
μ¯ − μ iv2,
and so the plane spanned by v1, v2 is holomorphic.
Returning now to Eq. (2.1) we have
Ω(v1, v2)Ω
(
J(v1),J(v2)
)− Ω(v2,J(v1))Ω(J(v2), v1)− Ω(J(v2), v2)Ω(v1,J(v1))= −ς2(v1, v2),
or,
Ω(v1, v2)
2 + ς2(v1, v2) = G(v1, v1)G(v2, v2) − G(v2, v1)G(v2, v1),
which yields the claimed result. 
Note 1. A corollary of Theorem 1 in the Riemannian ( = 1) case is the so-called Wirtinger inequality:
Ω(v1, v2)
2  detG(vi, v j).
Moreover, in this case the aholomorphicity is related to the Kähler angle as follows. Let Σ ⊂ M be a surface in a (positive
deﬁnite) Kähler 4-manifold. Given conformal coordinates z = x + iy on Σ the Kähler angle θ is deﬁned to be the angle
between J(∂/∂x) and ∂/∂ y [1]. Then
ς2(v1, v2) = sin2 θ
∣∣detG(vi, v j)∣∣.
We turn now to our construction of a neutral Kähler structure on T N – further details can be found in [4]. Given a
Riemannian 2-manifold (N, g, j) we construct a canonical Kähler structure (J,Ω,G) on the tangent bundle T N as follows.
The Levi-Civita connection associated with g splits the tangent bundle T T N ∼= T N⊕T N and the complex structure is deﬁned
to be J = j ⊕ j.
To deﬁne the symplectic form, consider the metric g as a mapping from T N to T ∗N and pull back the canonical sym-
plectic 2-form Ω∗ on T ∗N to a symplectic 2-form Ω on T N .
Finally, the metric is deﬁned as above by G(·,·) = Ω(J · ,·). The triple (J,Ω,G) determines a Kähler structure on T N .
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is scalar-ﬂat. Moreover, G is Kähler–Einstein iff g is ﬂat, and G is conformally ﬂat iff g is of constant curvature.
Choose conformal coordinates ξ on (N, g) so that ds2 = e2u dξ dξ¯ , and corresponding coordinates (ξ,η) on T N by iden-
tifying
(ξ,η) ↔ η ∂
∂ξ
+ η¯ ∂
∂ξ¯
∈ TξN.
In such a coordinate system, the symplectic 2-form is
Ω = 2Re(e2u dη ∧ dξ¯ + η∂(e2u)dξ ∧ dξ¯),
and the Kähler metric G is
G = 2Im(e2u dη¯dξ − η∂(e2u)dξ dξ¯).
Here we have introduced the notation ∂ for differentiation with respect to ξ – notation that we will use throughout this
paper.
Deﬁnition 1. A Lagrangian section is a map f :N → T N such that π ◦ f = IdN , where π is the canonical projection, and f (N)
is a Lagrangian surface in T N: Ω f (N) = 0. If f is given locally by ξ → (ξ,η = F (ξ, ξ¯ )) then the Lagrangian condition is
∂
(
Fe2u
)= ∂¯( F¯ e2u).
We denote the space of Lagrangian sections by Lag(T N,N).
A holomorphic section is a map f :N → T N such that π ◦ f = IdN and f (N) is a holomorphic surface in T N: J : T p f (N) →
T p f (N), for all p ∈ f (N). If f is given locally by ξ → (ξ,η = F (ξ, ξ¯ )) then the holomorphic condition is
∂¯ F = 0.
We denote the space of holomorphic sections by Hol(T N,N).
2.1. Isometries
Theorem 2. Let Iso(T N,G) be the vector space of Killing vectors of (T N,G) and Iso(N, g) be the space of Killing vectors of (N, g),
where the metric g is assumed to be complete.
If g is non-ﬂat, then
Iso(T N,G) ∼= Iso(N, g) ⊕ (Hol(T N,N) ∩ Lag(T N,N)),
where Hol(T N,N) and Lag(T N,N) are the spaces of holomorphic and Lagrangian sections of the canonical bundle T N → N, respec-
tively. In addition, dim(Hol(T N,N) ∩ Lag(T N,N)) = dim(Iso(N, g)).
If g is ﬂat, then
Iso(T N,G) ∼= Hty(N, g) ⊕ (Hol(T N,N) ∩ Lag(T N,N))⊕ V,
where Hty(N, g) is the space of homotheties of g and V is a certain 3-dimensional vector space.
More explicitly, suppose that g = e2u dξ dξ¯ . Then for g non-ﬂat, the Killing vectors of (T N,G) are of the form
V = Re
[
a
∂
∂ξ
+ [b − (∂¯a¯ + 2a∂u + 2a¯∂¯u)η] ∂
∂η
]
,
for complex functions a(ξ, ξ¯ ) and b(ξ) satisfying
∂
(
ae2u
)+ ∂¯(a¯e2u)= 0, ∂(be2u)− ∂¯(b¯e2u)= 0.
For g ﬂat, the Killing vectors of (T N,G) are of the form
V = Re
[
(a1 + a2ξ + a3ξ¯ + b1η) ∂
∂ξ
+ (a4 + b2ξ − a¯2η + a3η¯) ∂
∂η
]
,
for constants a1,a2,a3,a4 ∈ C and b1,b2 ∈ R.
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V
i∂iG jk + Gki∂ jVi + G ji∂kVi = 0.
To ﬁnd the solution to these equations we proceed as in Proposition 9 of [4]. The equations with ( j,k) equal to (η,η),
(η, η¯) and (ξ,η) read:
∂ηV
ξ¯ = 0, ∂ηVξ − ∂η¯Vξ¯ = 0, ∂ξVξ¯ − ∂ηVη¯ = 0,
which have general solution
V
ξ = a0(ξ, ξ¯ ) + a1(ξ, ξ¯ )η, Vη = b0(ξ, ξ¯ , η) + (∂¯a0 + η∂¯a1)η¯, (2.2)
for complex functions a0(ξ, ξ¯ ) and b0(ξ, ξ¯ , η), and real function a1(ξ, ξ¯ ).
The η derivative of the (ξ, η¯) equation forces a1 to be constant, while the remainder of the equation says:
∂η¯b¯0 + 4a1∂¯uη¯ + 2a0∂u + 2a¯0∂¯u + ∂ξa0 = 0,
which we integrate to
b0 = b1 − (∂ξ¯ a¯0 + 2a0∂u + 2a¯0∂¯u)η − 2a1∂uη2,
for complex function b1 = b1(ξ, ξ¯ ).
With this simpliﬁcation, we ﬁnd that the η¯2-term says a1.∂∂¯u = 0 and b1 = b1(ξ). The Gaussian curvature of the metric
g is κ = −4e−2u∂∂¯u and so we must now deal with two separate cases: κ = 0 and κ = 0.
Case 1: κ = 0
We have then that a1 = 0, while the (ξ, ξ )-equation yields
∂∂a¯0 − 2∂u∂a¯0 = 0,
∂∂a0 + 2∂u∂a0 − 2a0∂∂u + 2a¯0∂∂¯u = 0.
The ﬁrst of these can be integrated to
∂¯a0 = b2e2u,
where b2 = b2(ξ) is a complex-valued function. In fact, we must have b2 = 0, since differentiating the (ξ, ξ¯ )-equation with
respect to ξ¯ and η¯ yields b2.∂∂¯u = 0, and ∂∂¯u = 0. Thus a0 is a holomorphic function and the second equation above can
be integrated to
∂
(
a0e
2u)+ ∂¯(a¯0e2u)= C, (2.3)
for some real constant C . This equation can be understood as follows. Consider a vector ﬁeld on the Riemannian 2-manifold
(N, g = e2u dξ dξ¯ ) given by
X = a0(ξ, ξ¯ ) ∂
∂ξ
+ a¯0(ξ, ξ¯ ) ∂
∂ξ¯
.
Then X is a homothety iff a0 is holomorphic and satisﬁes Eq. (2.3). Since the only complete metrics admitting (non-Killing)
homotheties are ﬂat [7], we conclude that C = 0 and the vector ﬁeld X is in fact an inﬁnitesimal isometry of (N, g).
The ﬁnal equation to be solved is for the holomorphic function b1:
∂
(
b1e
2u)= ∂¯(b¯1e2u).
This is equivalent to the holomorphic section ξ → (ξ,η = b1(ξ)) being Lagrangian. The ﬁnal form of the Killing vector is:
V
ξ = a0, Vη = b1 − (∂ξ¯ a¯0 + 2a0∂u + 2a¯0∂¯u)η,
where the holomorphic functions a0 and b1 correspond to Killing vectors of g and holomorphic Lagrangian sections of T N
(respectively).
Note that we have an isomorphism Iso(N, g) ∼= Hol(T N,N) ∩ Lag(T N,N) given by a0 → b1 = ia0.
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We can take holomorphic coordinates ξ on N such that u = 0, and then the (ξ, ξ )-equation takes the form:
∂∂a0 = 0, ∂∂a¯0 = 0,
which has solution a0 = b4 + b5ξ + (b6 + b7ξ)ξ¯ for complex constants b4,b5,b6,b7. The η¯ term of the (ξ, ξ¯ )-equation forces
b7 to vanish. The remaining equation to be solved is for the holomorphic function b1:
∂(b1) = ∂¯(b¯1),
with solution b1 = b2 + b3ξ for b2 ∈ C and b3 ∈ R. The resulting Killing vectors are
V
ξ = b4 + b5ξ + b6ξ¯ + a1, Vη = b2 + b3ξ − b¯5η + b6η¯.
Thus the 10-dimensional space of Killing vectors consists of: the homotheties of g (b4,b5 ∈ C), the Lagrangian holomorphic
sections of T N (b2 ∈ C,b3 ∈ R) and the vector space V generated by b6 ∈ C and a1 ∈ R. 
2.2. Geodesics
We now consider geodesics of the neutral Kähler metric G on T N .
Theorem 3. The linear subspaces of the ﬁbres of the bundle T N → N are null geodesics. These are the only geodesics that lie in the
ﬁbres.
The geodesics that do not lie in the ﬁbres project under the bundle map to geodesics on (N, g).
Proof. Consider the parameterised curve s → (ξ(s), η(s)). The aﬃnely parameterised geodesic equations for G are:
ξ¨ + 2∂uξ˙2 = 0,
η¨ + 4∂uξ˙ η˙ + 2(η∂∂u − η¯∂¯∂u)ξ˙2 = 0.
If ξ˙ (0) = 0, then the ﬁrst equation implies that ξ˙ (s) = 0 for all s, i.e. the geodesic lies in the ﬁbre. The second equation can
then be integrated to η(s) = η(0)+ η˙(0)s, and these geodesics turn out to be null. This proves the ﬁrst part of the theorem.
On the other hand, if ξ˙ (0) = 0, the ﬁrst equation is just the geodesic equation for g = e2u dξ dξ¯ on N . This proves the
second statement. 
In order to completely integrate the geodesic equations we need more information on g . In the next section we solve
the rest of these equations for g of constant curvature ±1.
2.3. Surfaces in T N
We now consider the geometry induced on an immersed surface f :Σ → T N by the Kähler structure. Let (ν, ν¯) be a
local coordinate system on Σ : f (ν, ν¯) = (ξ(ν, ν¯), η(ν, ν¯)). Then:
Proposition 2. The symplectic form pulled back to Σ has local expression
Ω
(
f∗
∂
∂ν
, f∗
∂
∂ν¯
)
= 2e2uIm[(∂νη∂ν¯ ξ¯ + ∂νη¯∂ν¯ξ) + 2η∂u(∂νξ∂ν¯ ξ¯ − ∂ν¯ξ∂ν ξ¯ )],
while the aholomorphicity is
ς2
(
f∗
∂
∂ν
, f∗
∂
∂ν¯
)
= e4u|∂νξ∂ν¯η − ∂νη∂ν¯ξ |2.
Proof. The ﬁrst of these comes from pulling back the symplectic 2-form to Σ , while the second follows from
ς2
(
f∗
∂
∂ν
, f∗
∂
∂ν¯
)
= −1
4
e4u
∣∣∣∣∣∣∣∣
∂νξ ∂ν ξ¯ ∂νη ∂νη¯
∂ν¯ξ ∂ν¯ ξ¯ ∂ν¯η ∂ν¯ η¯
∂νξ −∂ν ξ¯ ∂νη −∂νη¯
∂ν¯ξ −∂ν¯ ξ¯ ∂ν¯η −∂ν¯ η¯
∣∣∣∣∣∣∣∣
= e4u|∂νη∂ν¯ξ − ∂νξ∂ν¯η|2. 
The signature of the induced metric on a Lagrangian surface is given by:
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occurs when the surface is both Lagrangian and holomorphic.
Proof. A plane spanned by {v1, v2} is Lagrangian if Ω(v1, v2) = 0. By Theorem 1, on a Lagrangian plane detG(vi, v j) =
−ς2(v1, v2)  0. Thus the determinant of the metric induced on a Lagrangian surface is zero or negative depending on
whether or not the surface is holomorphic. 
In the positive deﬁnite case this cannot occur: a surface can never be both holomorphic and Lagrangian, and the induced
metric can be neither degenerate nor Lorentzian. In fact, as noted earlier, the positive deﬁnite case of Theorem 1 leads to
Wirtinger’s inequality:
Ω(v1, v2)
2  detG(vi, v j),
with equality iff {v1, v2} spans a complex plane.
The local expression for the induced metric is:
Proposition 4. The metric induced on f (Σ) by G is:
f ∗G = 2e2uIm[(∂νη¯∂νξ − ∂νη∂ν ξ¯ − 2(η∂u − η¯∂¯u)∂νξ∂ν ξ¯)dν2
− (∂νη∂ν¯ ξ¯ + ∂ν¯η∂ν ξ¯ + 2η∂u(∂νξ∂ν¯ ξ¯ + ∂ν¯ξ∂ν ξ¯ ))dν dν¯].
Proof. This follows from the deﬁnition of G pulled back by f . 
3. Oriented lines inE3 andE31
In the cases where N = S2 or N = H2 endowed with a metric of constant Gauss curvature (e2u = 4(1± ξ ξ¯ )−2), the above
construction yields the neutral Kähler metric on the space L3 of oriented aﬃne lines or on the space L31,− of future-pointing
time-like lines in E3 or E31 (respectively). Because of the similarity between these two cases we will treat them together –
from here on reference to an oriented line will refer to just that in E3, and to a future-pointing time-like line in E31. The
former case was dealt with in detail in [4].
With this in mind, we deﬁne the map Φ which sends L3 ×R (L31,− ×R) to E3 (E31) as follows: Φ takes an oriented line
γ and a real number r to that point in E3 (E31) which lies on γ and is an aﬃne parameter distance r from the point on γ
closest to the origin.
Proposition 5. The map can be written as Φ((ξ,η), r) = (z, t) ∈ C ⊕ R = E3 (E31) where the local coordinate expressions are:
z = 2(η ∓ η¯ξ
2) + 2ξ(1± ξ ξ¯ )r
(1± ξ ξ¯ )2 , t =
∓2(ηξ¯ + η¯ξ ) + (1− ξ2ξ¯2)r
(1± ξ ξ¯ )2 , (3.1)
with inverse
η = 1
2
(
z − 2tξ ∓ z¯ξ2), r = ±ξ¯ z ± ξ z¯ + (1∓ ξ ξ¯ )t
1± ξ ξ¯ , (3.2)
where the upper (lower) sign refers to the Euclidean (Lorentzian) case.
Proof. The proof of the Euclidean case was given in [2], while that of the Lorentzian case follows along almost identical
lines. 
3.1. Isometries
Main Theorem 1. The identity component of the isometry group of the metric on T S2 (T H2) is isomorphic to the identity component
of the Euclidean (Lorentzian) isometry group.
Proof. This was proven for T S2 in [4], so we prove only the Lorentzian case here. The identity component of the (aﬃne)
isometries of E31 consists of rotations and translations: ISO0(E
3
1)
∼= SO0(2,1)  E31. We ﬁrst consider the action of this group
on L31,− .
The 3-dimensional group of rotations about the origin preserve the hyperbolic plane and are given by the fractional
linear transformations
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β¯ξ + α¯ for αα¯ − ββ¯ = 1.
The group action on the space of future-pointing time-like lines is the derivative of this action:
(ξ,η) → (ξ ′, η′)=
(
αξ + β
β¯ξ + α¯ ,
1
(β¯ξ + α¯)2 η
)
.
The derivative at the identity of this action gives the inﬁnitesimal generators:
V = Re
[(
β˙ + 2α˙ξ − ˙¯βξ2) ∂
∂ξ
− 2( ˙¯α + ˙¯βξ)η ∂
∂η
]
,
where ˙¯α = −α˙.
On the other hand, the inﬁnitesimal translations act on L31,− by (cf. Eq. (3.2)):
V = Re
[
1
2
(
γ˙ − 2δ˙ξ + ˙¯γ ξ2) ∂
∂η
]
,
where ˙¯δ = δ˙.
We now apply Theorem 2 to T H2 and see that the inﬁnitesimal isometries of G on L31,− are exactly the inﬁnitesimal
isometries of the Lorentzian metric on E31, with the identiﬁcation:
a0 = β˙ + 2α˙ξ − ˙¯βξ2, b1 = 1
2
(
γ˙ − 2δ˙ξ + ˙¯γ ξ2).
The result follows. 
In [8] it is proven that above metric is the only Kähler metric on T S2 that is invariant under the action induced on T S2
(considered as the space of oriented lines in E3) by the Euclidean group (up to the addition of the pull-back of the round
metric on S2). A similar result holds for T H2: the above metric is the only Kähler metric on T H2 that is invariant under
the action induced on T H2 (considered as the space of future-pointing time-like lines in E31) by the Lorentz group (up to
the addition of the pull-back of the hyperbolic metric on H2).
3.2. Geodesics
Main Theorem 2. The geodesics of the metric G on T S2 (T H2) are generated by the 1-parameter subgroups (transvections) of the
Euclidean (Lorentzian) isometry group.
Proof. In [4] this was proven for the Euclidean case and so we concentrate on the Lorentzian case here. Let c : [0,1] → T H2
be a curve with tangent vector
X = ξ˙ ∂
∂ξ
+ η˙ ∂
∂η
+ ˙¯ξ ∂
∂ξ¯
+ ˙¯η ∂
∂η¯
.
We can set ξ(0) = η(0) = 0, so that the initial line c(0) is the x3-axis. We still retain the freedom to rotate about, and
translate along, the x3-axis.
The geodesic equations (with arc-length or aﬃne parameter s) are
ξ¨ + 2ξ¯
1− ξ ξ¯ ξ˙
2 = 0, (3.3)
η¨ + 4ξ¯
1− ξ ξ¯ ξ˙ η˙ +
2(ξ¯2η − η¯)
(1− ξ ξ¯ )2 ξ˙
2 = 0, (3.4)
where a dot represents differentiation with respect to s, and we have made use of the connection coeﬃcients associated
with G.
These have ﬁrst integral
2i
(1− ξ ξ¯ )2
(
η˙ ˙¯ξ − ˙¯ηξ˙ − 2(ξ η¯ − ξ¯η)
1− ξ ξ¯ ξ˙
˙¯ξ
)
= C1, (3.5)
where C1 ∈ R vanishes iff the geodesic is null.
We have already considered the geodesics which lie in the ﬁbre, and so we assume now that ξ˙ (0) = 0. Eq. (3.3) is the
geodesic equation on the hyperbolic plane. We can integrate this (with initial condition ξ(0) = 0) to determine the evolution
of ξ :
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for constants C2 ∈ R and θ ∈ [0,2π). Substituting this in (3.5) we ﬁnd that
ηe−iθ − η¯eiθ = C1s + C3
2iC2 cosh
2(C2s)
, (3.7)
for some real constant C3. Eq. (3.4) now simpliﬁes to:
d2
ds2
(
cosh2(C2s)η
)− 4C22 cosh2(C2s)η = C2(C1s + C3)ieiθ ,
with solution (noting Eq. (3.7))
η = C4 cosh(2C2s) + C5 sinh(2C2s) − (C1s + C3)i
4C2 cosh
2(C2s)
eiθ ,
for real constants C4 and C5. Finally, since η(0) = 0 we have C3 = C4 = 0, so that
η = C5 sinh(2C2s) − C1si
4C2 cosh
2(C2s)
eiθ . (3.8)
Eqs. (3.6) and (3.8) are the general solution to the geodesic equations in T H2 when the initial line is the x3-axis. The four
real constants remaining, namely C1,C2,C5 and θ , determine the initial direction of the geodesic in T H2.
The associated ruled surface in E3 is a hyperbolic helicoid when C1 = 0 and a plane when C1 = 0. To see this we can
put it in standard position as follows. By a rotation about the x3-axis we can ﬁx θ = 0, while a translation along the x3-axis
allows us to put C5 = 0. The ruled surface can be explicitly determined using (3.1) and the result is
x1 = t sinh(2C2s), x2 = − C1s
2C2
, x3 = t cosh(2C2s).
This is a hyperbolic helicoid for C1 = 0 and a plane for C1 = 0, as claimed. These are precisely the transvections of the
Lorentzian isometry group. 
3.3. Line congruences
A line congruence is a 2-parameter family of oriented lines in E3 or E31 – that is, a surface in L
3 or L31,− . Locally, such a
line congruence is given parametrically by a map from C to C2 :ν → (ξ(ν, ν¯), η(ν, ν¯)).
Given a line congruence, away from crossings, we can construction an adapted null frame: that is a trio of complex vector
ﬁelds {e(0), e(+), e(−)} such that e(0) = e(0) , e(+) = e(−) , ±e(0) · e(0) = e(+) · e(−) = 1, and e(0) · e(+) = 0, where the Euclidean
or Lorentzian inner product (denoted by a dot) is extended bilinearly over C and e(0) is aligned with the direction of the
lines. Let {θ(0), θ (+), θ (−)} be the dual coframes.
The complex spin coeﬃcients Γmpn of the congruence are deﬁned by
e j(p)∇ jei(m) = Γmnpei(n),
where ∇ is the ﬂat covariant derivative and the indices m, n, p range over 0, +, −. Breaking covariance, we introduce the
complex optical scalars:
Γ+0− = ρ, Γ+0+ = σ .
The following two propositions establish the geometric signiﬁcance of these complex functions.
Proposition 6. A line congruence is orthogonal to a (space-like) surface in E3 (E31) iff ρ is real.
Proof. The distribution of planes orthogonal to the line congruence is integrable iff [e+, e−] ⊂ span{e+, e−} where [·,·] is
the Lie bracket of vector ﬁelds. Equivalently, integrability is e0 · [e+, e−] = 0.
Now since the connection is torsion-free we have that
[em, en] =
(
Γn
p
m − Γmpn
)
ep .
Thus
e0 · [e+, e−] = ±Γ−0+ ∓ Γ+0− = ±(ρ¯ − ρ).
The result follows. 
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expressions in terms of the eigenvalues λ1, λ2 of the 2nd fundamental form of S:
|σ |2 = 1
4
(λ1 − λ2)2, ρ2 = 1
4
(λ1 + λ2)2.
In addition, the argument of σ determines the eigen-directions of the 2nd fundamental form.
Proof. Let S be a C2 (space-like) surface immersed in E3 (E31) and let Ni be the unit normal. The second fundamental form
is a symmetric two tensor on S deﬁned by
hij = Pki P lj∇kNl,
where ∇ is the ﬂat connection on E3 or E31 and P ji is orthogonal projection onto the tangent space of S . Such a symmetric
two tensor has two real eigenvalues λ1 and λ2 at each point of S . These are called the principal curvatures of S and the
associated eigen-directions are called principal directions for the surface. Let {e1, e2} be an orthonormal eigen-basis for Hij ,
and then the null frame is e+ = 1√2 (e1 + ie2)eiα for some angle α. Computing the null frame components of Hij
H++ =
〈∇e+θ0, e+〉= Γ+0+ = σ , H+− = 〈∇e+θ0, e−〉= Γ+0− = ρ¯ = ρ.
In terms of the real basis
σ = H++ = 1
2
(H11 − H22)e2iα = 1
2
(λ1 − λ2)e2iα,
ρ = H+− = 1
2
(H11 + H22) = 1
2
(λ1 + λ2).
Finally, the argument of the shear is equal to 2α which measures the angle of rotation between the frame and the eigen-
directions. 
These functions are given for a parametric line congruence by:
Theorem 4. Let ν → (ξ(ν, ν¯), η(ν, ν¯)) be a parametric line congruence and deﬁne
∂+η = ∂η + r∂ξ ∓ 2ξ¯η
1± ξ ξ¯ ∂ξ, ∂
−η = ∂¯η + r∂¯ξ ∓ 2ξ¯η
1± ξ ξ¯ ∂¯ξ,
where ∂ is differentiation with respect to ν , and the upper sign refers to E3 and the lower to E31 .
Then
ρ = ∂
+η∂¯ξ¯ − ∂−η∂ξ¯
∂−η∂−η − ∂+η∂+η , σ =
∂+η∂ξ¯ − ∂−η ∂¯ξ¯
∂−η∂−η − ∂+η∂+η .
Proof. The following is an adapted null frame:
e0 = DΦ
(
∂
∂r
)
, e+ = αDΦ
(
∂
∂ν
)
+ βDΦ
(
∂
∂ν¯
)
+ ΩDΦ
(
∂
∂r
)
,
where
Ω =
√
2 [∂−η(η∂¯ξ¯ + η¯∂¯ξ ) − ∂+η(η∂ξ¯ + η¯∂ξ)]
(1± ξ¯ ξ )(∂−η∂−η − ∂+η∂+η) ,
and
α = ∓ ∂
+η(1± ξ¯ ξ )√
2 (∂−η∂−η − ∂+η∂+η) , β = ±
∂−η(1± ξ¯ ξ )√
2 (∂−η∂−η − ∂+η∂+η) .
This can be checked by computing the derivative of Φ and seeing that ±e(0) · e(0) = e(+) · e(−) = 1, and e(0) · e(+) = 0.
Now we introduce the complex vectors:
Z+ = DΦ
(
∂
∂ν
)
− e0 · DΦ
(
∂
∂ν
)
DΦ
(
∂
∂r
)
,
Z− = DΦ
(
∂
)
− e0 · DΦ
(
∂
)
DΦ
(
∂
)
.∂ν¯ ∂ν¯ ∂r
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Z+ · Z+ = 4∂
+η∂−η
(1± ξξ)2 , Z+ · Z− =
2(∂−η∂−η + ∂+η∂+η)
(1± ξξ)2 .
Then
ρ¯ = [e0, e+] · e− =
(
∂α
∂r
Z+ + ∂β
∂r
Z−
)
· (α¯Z− + β¯ Z+),
and
σ = [e0, e+] · e+ =
(
∂α
∂r
Z+ + ∂β
∂r
Z−
)
· (αZ+ + β Z−).
Now use the expressions for α and β and the equation above to get the result. 
A surface S in E3 (E31) is said to be Weingarten if the eigenvalues of the second fundamental form of S are functionally
dependent.
Main Theorem 3. Let S be a C2-smooth (space-like) surface in E3 (E31) and Σ be the oriented normal congruence, considered as a
surface in L3 (L31,−). Assume that the metric induced on Σ by G is non-degenerate. Then S is Weingarten iff the Lorentzian metric
induced by G on Σ is scalar-ﬂat.
Proof. Let S be a C2 (space-like) surface in E3 (E31) and f :Σ → L3 (L31,−) the oriented normal congruence. Let ν →
(ξ(ν, ν¯), η(ν, ν¯)) be a local parameterisation of this line congruence.
The Lagrangian condition is an integrability condition (locally) for a real function, which can be identiﬁed with distance
r = r(ν, ν¯) of the point on the surface S from the closest point to the origin along the oriented normal line. In fact:
∂ν¯r = ±2η∂ν¯ ξ¯ + 2η¯∂ν¯ξ
(1± ξ ξ¯ )2 . (3.9)
First, let us assume that the Weingarten surface S is ﬂat: λ1λ2 = 0. In this case [3] ∂νξ∂ν¯ ξ¯ − ∂ν¯ξ∂ν ξ¯ = 0. If ξ = constant,
then the surface would be tangent to a ﬁbre and hence the induced metric would be degenerate. Thus, ξ is not constant
and we can choose a parameterisation so that ν = s + it → (ξ(s), η(s, t)).
Pulling back the symplectic form to Σ , we ﬁnd that the Lagrangian condition says that
∂sξ∂t η¯ + ∂s ξ¯ ∂tη = 0. (3.10)
On the other hand the induced metric is
GΣ = 4i
(1± ξ ξ¯ )2
[
(∂s ξ¯ ∂tη − ∂sξ∂t η¯)dsdt −
(
∂sξ∂sη¯ − ∂s ξ¯ ∂sη ± 2(ηξ¯ − η¯ξ )
1± ξ ξ¯ ∂sξ∂s ξ¯
)
ds2
]
.
A direct computation then shows that the scalar curvature of this metric is
K = i(1± ξ ξ¯ )(∂t η¯∂
2
t η − ∂tη∂2t η¯)[(∂s ξ¯ ∂2s ξ − ∂sξ∂2s ξ¯ )(1± ξ ξ¯ ) ± 2(ξ∂s ξ¯ − ξ¯ ∂sξ)∂sξ∂s ξ¯ ]
2(∂s ξ¯ ∂tη − ∂sξ∂t η¯) .
By the Lagrangian condition (3.10) (and its t derivative) we see that this vanishes, as claimed.
Suppose now that the curvature of S is not zero. Then the oriented normal congruence is the graph of a section of the
canonical bundle T N → N . Such surfaces are characterised by the fact that ∂νξ∂ν¯ ξ¯ − ∂ν¯ξ∂ν ξ¯ = 0. In such a case, it is natural
to parameterise the surface by the coordinate on the base: ν = ξ .
Let us write this section as ξ → (ξ,η = F (ξ, ξ¯ )) and denote the complex slopes of the section of T N → N by:
σ0 = −∂ F¯ , ρ0 = e−2u∂
(
e2u F
)
.
The functions ρ0, σ0 and u satisfy the following differential relation:
∂¯ρ0 = −e−2u∂
(
σ¯0e
2u)− 1
2
Fe2uκ, (3.11)
where κ is the Gauss curvature of the metric g on N . This follows from the fact that partial derivatives commute. The
left-hand side reads
∂¯ρ0 = ∂¯e−2u∂
(
e2u F
)= ∂¯∂ F + 2∂u∂¯ F + 2F ∂¯∂u,
B. Guilfoyle, W. Klingenberg / Differential Geometry and its Applications 28 (2010) 454–468 465while the right-hand side is
−e−2u∂(σ¯0e2u)− 1
2
Fe2uκ = e−2u∂(∂¯ Fe2u)+ 2F ∂¯∂u = ∂∂¯ F + 2∂u∂¯ F + 2F ∂¯∂u,
where we have used the expression for the Gaussian curvature in conformal coordinates: κ = −4e−2u ∂¯∂u.
It follows from Proposition 2 that:
Ω
(
f∗
∂
∂ξ
, f∗
∂
∂ξ¯
)
= 2Im[e2u∂ F + F∂e2u]= 2e2uIm(ρ0).
Since Σ is a Lagrangian section, ρ0 is real:
∂
(
F
(1± ξ ξ¯ )2
)
= ∂¯
(
F¯
(1± ξ ξ¯ )2
)
,
and Eq. (3.9) simpliﬁes to the integrability condition of the above equation:
∂¯r = ± 2F
(1± ξ ξ¯ )2 . (3.12)
By Proposition 4, the metric induced on a Lagrangian graph is
ds2 = 2ie2u(σ0 dξ2 − σ¯0 dξ¯2).
Computing the curvature of this metric we get
K = e
−4u
4|σ0|4 Im
[
∂
(|σ0|2)∂(σ¯0e2u)+ Fe4u|σ0|2∂κ],
where there are no second-order terms in σ0 because of the following identity, obtained by differentiation of Eq. (3.11):
Im
[
∂
(
e−2u∂
(
σ¯0e
2u))+ 1
2
Fe2u∂κ
]
= 0.
Substitution of Eq. (3.11) yields the scalar curvature of the graph of a Lagrangian section of the canonical bundle to be:
K = − e
−2u
2|σ0|4 Im
[
∂
(|σ0|2)∂¯ρ0 + 1
2
Fe2u∂
(|σ0|2κ)
]
.
In our case N = S2(H2) and κ = ±1 and so, with the aid of Eq. (3.12), the scalar curvature simpliﬁes to
K = − (1± ξ ξ¯ )
2
8|σ0|4 Im
[
∂
(|σ0|2)∂¯(r + ρ0)].
Finally the spin coeﬃcients are related to the slopes of the graph by Theorem 4 (with ν = ξ ):
σ = σ0
(r + ρ0)2 − |σ0|2 , ρ =
r + ρ0
(r + ρ0)2 − |σ0|2 .
For a Lagrangian line congruence it follows from Proposition 7 that
|σ0|2 = 1
4
(
1
λ1
− 1
λ2
)2
, (r + ρ0)2 = 1
4
(
1
λ1
+ 1
λ2
)2
,
where λ1 and λ2 are the eigenvalues of the second fundamental form of the surface S in E3 (E31) that is orthogonal to the
lines. Then if S is Weingarten, we have dλ1 ∧dλ2 = 0 and the scalar curvature of the line congruence in L3 (L31,−) vanishes.
Conversely, let Σ be a Lagrangian line congruence in T S2 (T H2) with zero scalar curvature. If Σ is not the graph of a
section, then it is orthogonal to a ﬂat surface S in E3 (E31), which is certainly Weingarten. On the other hand, if Σ is the
graph of a section, then, by the above computation, the vanishing of the scalar curvature implies dλ1 ∧ dλ2 = 0 and once
again, the orthogonal surface S in E3 (E31) is Weingarten. 
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In the special case of minimal (maximal) surfaces the mean curvature vanishes, that is, ρ = 0.
Theorem 5. A Lagrangian congruence Σ ⊂ T N, for N = S2 (H2) is orthogonal to a minimal (maximal) surface without ﬂat points iff
the congruence is the graph of a local section ξ → (ξ,η = F (ξ, ξ¯ )) with
∂¯
(
∂ F¯
(1± ξ ξ¯ )2
)
= 0. (3.13)
Proof. Let S be a minimal (maximal) surface without ﬂat points and Σ be its normal line congruence which is given by
the graph of a section. Then, by Proposition 7 ρ = 0 on S and thus we must have r + ρ0 = 0. Now the identity (3.11) can
be written
∂¯(r + ρ0) = −(1± ξ ξ¯ )2∂
(
σ¯0
(1± ξ ξ¯ )2
)
. (3.14)
Putting r + ρ0 = 0 in this identity yields the result.
Conversely, suppose Eq. (3.13) holds for a Lagrangian line congruence Σ which is given by the graph of a local section.
Then, by Eq. (3.14) r + ρ0 = C for some real constant C . As the orthogonal surfaces move along the line congruence in E3
(E31) we ﬁnd that r → r + constant. Thus there exists a surface S for which r + ρ0 = 0, and therefore ρ = 0, i.e. there is a
minimal surface orthogonal to Σ . 
The previous theorem has two immediate consequences:
Corollary 1. The normal congruence to a minimal surface is given (up to translation) by a local section F of the bundle π : T N → N
with
F =
∞∑
n=0
2λnξ
n+3 − λ¯nξ¯n+1
(±(n + 2)(n + 3) + 2(n + 1)(n + 3)ξ ξ¯ ± (n + 1)(n + 2)ξ2ξ¯2),
for complex constants λn. The potential function r :Σ → R satisfying (3.12) is:
r = −2
∞∑
n=0
(3+ n ± (1+ n)ξ ξ¯ )(λξn+2 + λ¯ξ¯n+2)
1± ξ ξ¯ ,
where the upper (lower) sign refers to the Euclidean (Lorentzian) case.
Proof. Since the minimal surface condition is a holomorphic condition we can expand in a power series about a point:
∂ F¯
(1± ξ ξ¯ )2 =
∞∑
n=0
αnξ
n.
This can be integrated term by term to
F¯ =
∞∑
n=0
βnξ¯
n + αnξn+1
(
1
n + 1 ±
2
n + 2 ξ ξ¯ +
1
n + 3ξ
2ξ¯2
)
,
for complex constants βn . Now we impose the Lagrangian condition, that
(1± ξ ξ¯ )∂¯ F¯ ∓ 2ξ F¯ =
∞∑
n=0
[
nβnξ¯
n−1 ± (n − 2)βnξ ξ¯n ∓ 2
(n + 1)(n + 2)αnξ
n+2
− 2
(n + 2)(n + 3)αnξ
n+3ξ¯
]
,
is real. By a translation we can set β0 = β1 = β2 = 0 and then (n + 1)(n + 2)(n + 3)βn+3 = ∓2α¯n for n 0. Letting αn =
∓(n + 1)(n + 2)(n + 3)λn gives the stated result for F .
Finally, it is easily checked that the expressions for r and F satisfy (3.12). 
Given a surface S in E3 (E31) the eigen-directions of the second fundamental form determine a pair of mutually orthogo-
nal foliations, called the principal foliations of S . The foliations have singularities at points where the eigenvalues are equal,
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on a minimal (maximal) surface so the curvature is non-positive. Thus the only singularities that can arise for the principal
foliations are ﬂat points.
Corollary 2. Umbilic points on minimal (maximal) surfaces are isolated and the index of the principal foliation about an umbilic point
on a minimal (maximal) surface is less than or equal to zero.
Proof. By Proposition 7 an umbilic point is a point where ∂ F¯ = 0. Moreover, the argument of ∂¯ F gives the principal foliation
of the surface. Given that minimality (maximality) implies the holomorphic condition (3.13), the zeros of ∂ F¯ are isolated
and have index greater than or equal to zero. 
The classical Weierstrass representation can be considered as the construction of a minimal surface in E3 from a holo-
morphic curve in L3 [5]. In the following, we extend this perspective to maximal surfaces in E31:
Theorem 6. The surface in E3 (E31) determined by a local holomorphic section of T N → N, ξ → (ξ,w(ξ)) for N = S2 (H2) given by
z = ∓
(
1
2
ξ2∂∂w − ξ∂w + w
)
+ 1
2
∂¯ ∂¯ w¯,
t = ∓
(
1
2
ξ∂∂w − 1
2
∂w + 1
2
ξ¯ ∂¯ ∂¯ w¯ − 1
2
∂¯ w¯
)
,
is minimal (maximal). Here the upper (lower) sign is the Euclidean (Lorentzian) case.
Proof. We have the push forward of the coordinate vectors:
∂
∂ξ
= 1
2
∂∂∂w
(
∓ξ2 ∂
∂z
+ ∂
∂ z¯
∓ ξ ∂
∂t
)
.
The unit vector which corresponds to the point ξ ∈ N is
e0 = 2ξ
1± ξ ξ¯
∂
∂z
+ 2ξ¯
1± ξ ξ¯
∂
∂ z¯
+ 1∓ ξ ξ¯
1± ξ ξ¯
∂
∂t
.
The inner product of the preceding 2 vectors is zero, and so ξ is the unit normal direction to the surface.
The relationship with the ﬁbre coordinate follows from Eq. (3.2)
η = 1
2
(
z − 2tξ ∓ z¯ξ2),
and this turns out to be
η = 1
4
(1± ξ ξ¯ )3∂¯ ∂¯
(
w¯
1± ξ ξ¯
)
∓ 1
2
w.
Finally, differentiating again we ﬁnd that
∂¯η
(1± ξ ξ¯ )2 =
1
4
∂¯ ∂¯ ∂¯ w¯.
Thus, by the identity (3.14), r + ρ0 = C , and the line congruence is orthogonal to a minimal (maximal) surface. That this
surface is in fact given parametrically as claimed can be seen by inserting these in Eq. (3.2) and computing that
r + (1± ξ ξ¯ )2∂
(
η
(1± ξ ξ¯ )2
)
= 0. 
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