This article is devoted to the description of the eigenvalues and eigenfunctions of the magnetic Laplacian in the semiclassical limit via the complex WKB method. Under the assumption that the magnetic field has a unique and non-degenerate minimum, we construct the local complex WKB approximations for eigenfunctions on a general surface. Furthermore, in the case of the Euclidean plane, with a radially symmetric magnetic field, the eigenfunctions are approximated in an exponentially weighted space.
1. Introduction 1.1. Magnetic Laplacian on a Riemannian manifold. Let (M, g) be a two-dimensional connected oriented Riemannian manifold (possibly with boundary) equipped with a metric g. Let A be a smooth real-valued 1-form defined on M . Since M is two-dimensional, there exists a smooth real-valued function B such that dA = B dV g , in which dV g is the Riemannian volume form on M . We call A the magnetic potential and B the magnetic field. Letĝ : T M → T * M be the canonical isomorphism induced by g, i.e. for each p ∈ M and V ∈ T p M , (1.1)ĝ p (V )(W ) = g p (V, W ) for all W ∈ T p M .
Let g * be the dual metric on the set of 1-forms on M : g * p (w 1 , w 2 ) = g p (ĝ −1 p (w 1 ),ĝ −1 p (w 2 )) for all w 1 , w 2 ∈ T * p M . The magnetic Laplacian can de defined as follows. When M is a compact manifold, possibly with boundary, consider the sesquilinear form defined for complex-valued functions u, v ∈
From the Lax-Milgram Theorem, Q h,A is associated with a self-adjoint operator L h,A whose domain is given by
∀u ∈ Dom(L h,A ), ∀v ∈ H 1 0 (M ) . Choosing local coordinates (x 1 , x 2 ) on M , the operator L h,A can be written explicitly as (1.2) L h,A = 1
where D j := −i ∂ ∂x j , G is the matrix associated with g, and G k are the matrix elements of G −1 . The readers may consult [13, 20, 9] for an introduction to the magnetic Laplacian on a Riemannian manifold. We also refer the reader to the book [18] for the study of the magnetic Laplacian under various aspects.
In this paper, we will also consider the non-compact case M = R 2 with the Euclidean metric. In this case, the operator is characterized by
Since A ∈ C 1 (R 2 ), the operator (−ih∇−A) 2 whose domain is C ∞ 0 (R 2 ) is essentially self-adjoint (see [5] ).
1.2.
Context and motivation. One of the initial motivations to study the spectral theory of the magnetic Schrödinger operator was the mathematical study of superconductivity, see [5] . The ground-energy is indeed related to the third critical field in the Ginzburg-Landau theory. From this initial motivation, the spectral theory of this operator acquired a life of its own, see the series of papers by Helffer-Morame, Helffer-Kordyukov, and Raymond-Vũ Ngo . c [13, 14, 15, 16, 8, 17, 9, 10, 11, 19, 12, 7] . Among this vast literature, the case of the magnetic field having a unique and non-degenerate minimum was investigated very much. Namely, in [9, Theorem 1.2] (on a compact manifold) or in [12, Theorem 1.7] (on R 2 ), Helffer and Kordyukov provided the following asymptotic expansions
where p 0 is the minimum point of B and H = 1 2 Hess B(p 0 ) . We can also mention that, with the help of symplectic geometry and pseudo-differential techniques, Raymond and Vũ Ngo . c recovered the eigenvalues expansions through a Birkhoff normal form and related them to the magnetic classical dynamics, see [19] . In [3] , Bonthonneau and Raymond used a WKB analysis to recover (1. 3) under analyticity assumptions on the magnetic field, when the metric is flat. Such expansions were not known before, except in a multi-scale context, see [1] . The reader might also want to consider the well-known results about the WKB analysis in the electric case, see [4, Chapter 3] .
The aim of this paper is to extend the analysis of [3] to the case non-flat metrics, and to remove the analyticity assumptions. Moreover, in the case R 2 and with radial magnetic fields, we will explicitely describe the magnetic eigenfunctions, and establish some optimal exponential decay away from the minimum of the magnetic field. Such an optimal decay is still a widely open problem in the general case, see however [6, 2] . (ii) The Hessian of B at p 0 is positive non-degenerate, i.e.
Statements
Remark 2.1. Note that, if M is a compact manifold without boundary, our first assumption cannot be satisfied since
Nevertheless, this is not a big issue since our constructions are local.
In order to state our main theorem, it is convenient to use the isothermal coordinates, see [22, Page 438 ].
Definition 2.1 (Isothermal coordinates). Let (M, g) be a Riemannian manifold of two dimensions, a local chart
where g 0 is the Euclidean metric on R 2 .
Theorem 2.2. Let p * ∈ M and assume that the magnetic field B has a local positive minimum at p * and its Hessian at p * is positive non-degenerate. Then, there exists an isothermal local chart (Ω, φ : Ω → U ⊂ R 2 ) centered at p * in which the magnetic field has the form
on U , where η is given in Definition 2.1, (ii) a sequence of smooth complex-valued functions (U ,j ) j∈N defined on Ω, (iii) a sequence of real numbers (µ ,j ) j∈N with
(iv) a sequence of smooth functions (F ,j ) j∈N defined on Ω and flat at p * , such that, for all J ∈ N,
locally uniformly on Ω.
Corollary 2.3. Let p * ∈ M and assume that the magnetic field satisfies the conditions of Theorem 2.2. For any ∈ N, there exist (i) a non-negative function P ∈ C ∞ 0 (M ) , (ii) a sequence of functions ( U ,j ) j∈N ⊂ C ∞ 0 (M ) , and for any (ε, J) ∈ (0, 1) × N, there exist C > 0 and h 0 > 0 such that, for all h ∈ (0, h 0 ),
In particular, Let us now turn to the description of the "true" eigenfunctions. For each ∈ N, let Υ h, be a normalized eigenfunction associated with λ (L h,A ). We introduce the projection into the eigenspace of λ (L h,A ) :
Using the asymptotic simplicity of the eigenvalues and the spectral theorem, we get the following corollary.
Corollary 2.4. Assume that the magnetic field satisfies Assumption 2.1. For all (J, ) ∈ N×N, there exist C > 0 and h 0 > 0 such that, for all h ∈ (0, h 0 ),
2.2.
Radial magnetic fields on R 2 . Let us now describe our results when M = R 2 and when the magnetic field is radial.
Assumption 2.2. We assume that the magnetic field B has the form
where β : R → R + is a smooth function such that
In this case, the WKB analysis becomes quite explicit. 
We let
Then, for all J ∈ N,
locally uniformly in R 2 .
Let K > 0. We consider a smooth cut-off function such that
Corollary 2.6. For all (ε, m, J) ∈ (0, 1) × N × N, there exist a constant C > 0 and h 0 > 0 such that, for all h ∈ (0, h 0 ),
In particular,
Let Υ h,m be an eigenfunction associated with λ m (L h,A ). We introduce the projection into the eigenspace of λ m (L h,A )
As in Corollary 2.4, we get an approximation of the eigenfunctions. 
. By using an Agmon estimates, we can prove that the eigenfunctions of the magnetic Laplacian decay exponentially. Theorem 2.8. Let U h,m be an eigenfunction associated with λ m (L h,A ). Then, for all ε ∈ (0, 1), there exist C > 0 and h 0 > 0 such that, for all h ∈ (0, h 0 ),
Actually, we can even prove a stronger approximation of the eigenfunctions. Theorem 2.9. For all (ε, J, m) ∈ (0, 1) × N × N, there exist C > 0 and h 0 > 0 such that, for all h ∈ (0, h 0 ),
. Without the radial symmetry, it is expected that such a result holds only when the magnetic field satisfies some analyticity assumption.
2.3.
Organization of the article. The article is organized as follows. Section 3 is devoted to the proof of Theorem 2.2. In Section 4, we prove Theorems 2.5 and 2.9.
Proof of Theorem 2.2 and of its consequences
3.1. The magnetic Laplacian in isothermal coordinates. Let p * ∈ M be the point in Theorem 2.2. There exists an isothermal chart (Ω, φ : Ω → φ(Ω)) centered at p * . We set U := φ(Ω) ⊂ R 2 andg := e 2η g 0 (the metric on U ). We let M = φ * A. Lemma 3.1. Consider the operator acting on L 2 (U, e 2η dq) defined by
We have
Moreover,
Proof. For all u, v ∈ C ∞ 0 (Ω), we have
where the last equality is obtained by an integration by parts.
3.2.
Spectral analysis with the WKB method.
3.2.1.
A choice of the magnetic potential. Let us denote B(q) = B(φ −1 (q)). Through a linear change of variable in R 2 , without loss of generality, we can write
The following lemma will be useful to define a special vector potential.
Lemma 3.2. There exists a smooth solution of
in a neighborhood of U such that
Proof. It is well-known that the Poisson equation (3.2) always has smooth solutions modulo harmonic functions. Consider such a solution u. We have
and consider the harmonic function
Then, Ψ = u + ϕ satisfies
Therefore, from (3.2) at 0, we see that a = e 2η(0) B(0)
4
.
Let Ψ be the function given by Lemma 3.2, we let A := (−∂ q 2 Ψ, ∂ q 1 Ψ). Then A satisfies
The Poincaré lemma implies the existence of a function θ ∈ C ∞ (U ) such that
By gauge invariance, we get
Note that, with the choice of the magnetic potential A = (−∂ q 2 Ψ, ∂ q 1 Ψ), we have ∇ · A = 0.
WKB analysis.
The eigenvalue equation reads
We look for a solution u(q, h) in the form
where a and S are complex-valued functions. We have
Since ∇ · A = 0, gathering the terms of same order in h, we can write L S h,A as
We look for λ(h) and a(q, h) in the form
where (a j ) j≥0 are smooth complex-valued functions and (µ j ) j∈N ⊂ R. Let us substitute (3.8) into (3.5), we get the sequence of equations
µ j a n−1−j .
In [3] , under an analyticity assumption, a similar system of equations was solved exactly in a neighbourhood of 0. Here, without an analyticity assumption, we will only be able to solve this exactly in a space of formal series at 0.
3.3. WKB construction.
Letf be the formal series after changing variable (q 1 ,
] denotes the ring of formal series in the variable z with coefficients in C and C[[z, w]] is the ring of formal series in the variable (z, w) with coefficients in C.
and thus such that
Let us consider anŜ such that
Notice that we also have ∂zΨ = −iÂ 1 +Â 2 . It implies that
After changing the variable q 1 = z+w 2 and q 2 = z−w 2i in the formal seriesŜ andΨ, we have ∂ w = ∂z. Thus,Ŝ satisfies (3.9) if and only ifS satisfies
and thusS has the form
] to be determined later. Next, we write the transport equations. With the choice ofS in (3.10), we have
The term (∇S + iA) · ∇ in E S 1 can be written as
The operator E S 1 becomes
Finally, we obtain the system of the transport equations:
3.3.2. Some lemmas. In this subsection, we prove some useful lemmas for solving the transport equations.
Proof. We writeB(z, w) = m,n≥0b mn z m w n and m,n≥0b
Collecting the various terms, we have
We choose
notice that the equation obtained by collecting the coefficients of the term z 3 does not contain w k for k ≥ 3 sinceb 01 = 0. This equation is linear in w 2 whose prefactor is
By induction, let p ∈ N\{0}, we assume that (w k ) 1≤k≤p−1 are determined and we need to look for w p . We collect all coefficients of z p+1 , and since b 01 = 0 , we get an equation containing only a finite number of terms (w k ) 1≤k≤p and (b mn ) 0≤m,n≤p+1 . The equation is linear in w p whose prefactor isb
So, w p is determined.
has solutions in the set
(ii) Under this condition, there exists a family (c k (s)) k=0... ⊂ C[[s]] such that the inhomogeneous equation
has a formal solution in the form
if and only if
Here, the coefficients
, and c 0 (s) = 1. Furthermore, assume that (3.16) is satisfied, if u (s) is given, the formal series solution u will be determined uniquely by the relation
Proof. Let us start with the homogeneous equation. We look for a solution u(s, t) in the form
For arbitrary k ∈ N, we get the equations corresponding to t k
Let us write the first three equations
We consider two cases: a) = 0. It leads to f 0 = 0. Since the first equation is f 0 u 0 (s) = 0, we can choose any u 0 (s) = 0, and we have
Then f 0 has to be non-zero. From the first equation, it leads to u 0 (s) = 0. From the recursion formula, it implies that u k (s) = 0 for all k < . For k = , we get the equation
we can choose any u (s) = 0. In any case, we always get non-trivial solutions u in the set W ( ). Now we consider the inhomogeneous case:
For all k ∈ N, the equations corresponding to t k are
Assume that there exists ∈ N such that v 1 + f 0 = 0, these equations become
The equation corresponding to t is
The inhomogeneous equation has solutions in the form (3.15) if and only if
This relation is in the form (3.16) after computing (u k (s)) as a function of g k (s), f k (s) and v k (s) for k = 0, . . . , − 1. For example, we can compute c 1 (s) by collecting all coefficients connecting with g −1 (s). Notice that g −1 (s) only appears in the formula of u −1 and its coefficient in
The statement at the end of the lemma is obtained from (3.17).
3.3.3. The first transport equation. We consider the first transport equation
Let w(z) be the formal series given by Lemma 3.3. Using the change of variables (z, w) = (z, y + w(z)), which is allowed in C[[(z, w)]] since w 0 = 0, we get the equation
Choosing formal series f and determiningS. We recall thatS is given in (3.10 
Since there is no restriction for f (0), we can choosef 0 = 0. Moreover, a straightforward computation using Lemma 3.3 giveŝ 
Finally, from (3.3), we get
Thanks to Lemma 3.4 for the homogeneous case, we see that (3.19) has solutions in the form 
The series A (0) 0 (z) will be determined later.
3.3.6. The second transport equation. We consider the second transport equation
By changing variables (z, w) = (z, y + w(z)), we obtain
We write G (1) (z, y) = m≥0 g (1) m (z)y m . Since v 0 (z) = 0, v 1 (z) = 2b 0 = 0 and f 0 (z) = 0, and thanks to Lemma 3.4 (with = 0), the equation (3.23) has solutions if and only if g (1) 0 (z) = 0, i.e.,
or, equivalently,
the equation related to µ 1 can be rewritten as
Notation 3.2. Below, with a given formal series
It is easy to check that
Furthermore, we can compute
Applying Lemma 3.4, we see that (3.24) has solutions if and only if there exists ∈ N such that
Then, A
0 can be determined as a formal series whose first terms vanish and [A (0) 0 (z)] = 1. Once the right-hand side of (3.22) is determined, we can find a particular solution in the form
where the α 
m (z)(w − w(z)) m is the solution of the first transport equation (3.18) , and in which only A (1) 0 (z) remains to be determined. 3.3.7. Induction. Let p ∈ N \ {0}. We assume that the sequences (µ j ) 0≤j≤p and (A (j) ) 0≤j≤p−1 are determined from the first (p + 1) transport equations:
Let us also assume that the A (j) 's, for j ∈ {1, ..., p}, are in the form At the rank p, only A (p) 0 (z) needs to be determined. Let us now consider the equation satisfied by A (p+1) :
As before, the fact that this equation has solutions determines the value of µ p+1 and the series A (p) 0 (z). We leave these details to the reader. 3.3.8. Conclusion. From the above analysis, we get the following theorem. 
(ii) a sequence of smooth complex-valued function (a ,j ) j∈N on U , (iii) a sequence of real numbers (µ ,j ) j∈N with
local uniformly in U .
Proof. We have constructed the formal seriesS(z, w), (A (j) (z, w)) j∈N in C[[z, w]] and µ ,j , all depending on . By coming back to the original variables (q 1 , q 2 ), we obtain formal series in C[[q 1 , q 2 ]]. Applying Borel's Lemma, we get a smooth complex-valued functions S and (a j ) j∈N so that for each J ∈ N, there exist flat functions f 0 , f 1 , ..., f J+1 and a smooth function F on R 2 (F is a polynomial in h whose coefficients are smooth functions depending on a j and µ ,j ) such that
We recall that we used the WKB method for the operator L h,A , with the special magnetic potential A, see Section 3.2.1 and especially (3.3). Letting T = S + iθ, we get
Since Re(T ) = Re(S), the Taylor expansion of Re(T ) directly comes from (3.21).
Proof of Theorem 2.2. Let us recall (3.1). Consider a fixed cut-off function χ 1 equal to 1 in a neighbourhood of 0 and with support in U . Then, we set
Using Appendix B, we deduce Theorem 2.2.
In order to prove Corollary 2.3, we just need to shrink the supports of functions in Theorem 2.2 by inserting appropriate cutoff functions and use the fact that there exist R > 0 and δ > 0 such that
This coercivity of the phase implies that the Ansatz has an exponential decay.
4. Proof of Theorem 2.5 and of its consequences 4.1. Radial magnetic Laplacian and Fourier decomposition. Consider the polar coordinates (4.1) ψ :
The following proposition is easy to get.
where dψ denotes the Jacobian matrix of ψ.
The magnetic Laplacian L h,A is unitary equivalent to the operator
whose domain is
Thanks to the gauge of invariance, we can choose a magnetic potential compatible with the radial symmetry (the one given by the Poincaré lemma):
With the choice, we get
and the magnetic Laplacian becomes
Via the Fourier decomposition, the magnetic Laplacian K h can be written as the direct sum of radial electric Schrödinger operators
Therefore, we can focus on the spectral analysis of L h,m , especially on its ground-energy. Using the unitary transformation
we get the new operator, acting on L 2 (R + , dρ),
4.3.1.
Rescaling. The rescaling ρ = ht is convenient to analyse the expansion of the eigenvalues and some decay properties of the eigenfunctions. Consider
and (4.9)
M h,m :
and thus
where
and R is a remainder such that there exist a constant C > 0 and δ > 0 such that (4.10) |R(s)| ≤ Cs 3 for all s ∈ [0, δ) .
We consider L
[0] m defined through the sesquilinear form
The operator L m becomes
We consider the following operator T m on the Hilbert space L 2 (R + , s −|m| e s ds)
It is unitarily equivalent to L as test function and then the Spectral Theorem, we get the following (this result will be recovered later by using a WKB analysis). 
Since we only deal with the Hilbert space L 2 (R + , dt) in this section, we denote · L 2 (resp. ·, · L 2 ) instead of · L 2 (R + ,dt) (resp. ·, · L 2 (R + ,dt) ). Let us recall that a(ρ) = ρ 0 β(s)ds. From (2.6), we get a(ht) ≥ β(0)ht .
For t large enough, we have
Proposition 4.4. Let m ∈ N and let Φ ∈ W 1,∞ (R + , R), then for all u ∈ Dom(M h,m ), we have
Proof. We have
We set P := √ t∂ t . Notice that the commutator
is a multiplication operator. We have
Taking the real part of (4.14), we get Proof. Let us consider a sequence of functions (χ k ) k≥1 defined as follows
Notice that χ k ∈ W 1,∞ (R + , R) and |χ k (t)| ≤ 1 for all t ∈ R + . Let us consider the equation
Using Proposition 4.4 with Φ = εχ k (t), we get
It implies that
From (4.12), there exist R > 0 and C 1 (R, ε) > 0 such that for all t ≥ R, we have
We deduce the existence of C 2 (R, ε) > 0 such that, for all k ≥ 1,
Then, there exists a constant C(R, ε) such that, for all k ≥ 1, Using again (4.17), we notice that
Following the same steps as above, we get
Then, it leads to Q h,m (e εχ k (t) Ψ) ≤ Ch Ψ 2 L 2 , and we get the result. Proof. Let us fix m ∈ N. We can choose the first eigenpairs (λ i (M h,m ), Ψ i,h ) i=1,2 such that Ψ 0,h and Ψ 1,h are orthogonal. We consider the two-dimensional space
m is the quadratic form associated with L
There exist C 1 > 0 and δ > 0 such that, for all (h, t) satisfying ht ≤ δ,
Thus, we have the estimate
By the min-max principle, we deduce that 
would give a contradiction. The conclusion follows.
4.4.
Eigenfunctions of the magnetic Laplacian and of its fibration. We recall the expression of the magnetic Laplacian operator K h (4.21)
For each m ∈ N, let λ 0 (N h,m ) be the first eigenvalue of the operator N h,m and Ψ h,m be the associated eigenfunction. Since M h,m and N h,m are unitary equivalent, from Proposition 4.6, we obtain
On the other hand, L h,m and N h,m also are equivalent by
where T 1 is defined in (4.6). Therefore, λ 0 (N h,m ) is also the first eigenvalue of L h,m and T 1 (Ψ h,m ) is the associated eigenfunction. It results that
Thus λ 0 (N h,m ) belongs to the spectrum of K h . Now, the result by Helffer and Kordyukov tells us that, for all k ∈ N, the k−th eigenvalue of K h , denoted by λ k (K h ) satisfies
where H = 1 2 Hess (0,0) B, so that
Since λ 0 (N h,m ) is the eigenvalue of K h , thus there exists k ∈ N such that
Considering (4.22) and taking h small enough, we immediately obtain k = m and
Since λ m (K h ) is a simple eigenvalue, we have the following statement The m-th eigenfunction of K h is in the form
where Ψ h,m is a ground-state of the operator N h,m and c ∈ C \ {0}.
4.5.
Radial magnetic WKB construction. In this section, we focus on constructing a WKB Ansatz. Thanks to Proposition 4.7, we just need to do the WKB analysis for the operator N h,m .
Since N h,m is a real electric Schrödinger operator in dimension 1, one can easily find a WKB approximation of Ψ h,m . We recall that
We consider the conjugated operator with real-valued smooth function ϕ: We substitute these formal series into the equation Thus, (4.30)
With this choice, (4.29) can be rewritten as
. 4.5.4. Induction. Let n ∈ N and n ≥ 2. We assume that (µ j ) 0≤j≤n and (a j ) 0≤j≤n are determined and (a j ) 1≤j≤n are smooth function on [0, +∞) and vanish at ρ = 0. Let us show that we can determine µ n+1 and a n+1 by the (n + 1)-th transport equation
This equation has solutions in the form
The equation has a smooth solution at 0 if and only if (2m + 2)∂ ρ a n (0) + n j=1 µ j a n+1−j (0) + µ n+1 a 0 (0) = 0.
Since a 0 (0) = 1, µ n+1 is completely determined by µ n+1 = −(2m + 2)∂ ρ a n (0) .
With this value of µ n+1 , we can rewrite the equation (4.32) as
where g n is the smooth extension of the function
,
There is only one solution a n+1 such that a n+1 (0) = 0, that is
Proof of Theorem 2.5. We fix m ∈ N. The WKB analysis provided us with functions and sequences as follows: (i) The function ϕ(ρ) is given by (4.27): where χ is defined in (2.9).
We may now provide an approximation of the ground-state eigenfunction of the operator 
Then, for all c 0 ∈ (0, M ), there exists a positive constant C > 0 such that, for all h ∈ (0, 1), k ∈ N, z ∈ [0, c 0 h], and u ∈ Dom(N h,m ),
Setting P = √ ρ∂ ρ , we get 
Using (4.39), we deduce that
Thanks to (4.40), Φ k /h and Φ k are uniformly bounded with respect to h and to k on [0, R 0 h). Therefore, there exists a constant L > 0 (independent of h and k) such that
. Since M > c 0 , this gives (4.41) .
The first application of the above Agmon estimate is to prove the decay of the eigenfunctions. 
dτ is given by (4.34).
Proof. Let (χ k ) k∈N be a sequence of functions as in the proof of Proposition (4.5). In order to apply Proposition 4.10, we consider
. Using (2.6), we have a(ρ) ≥ b 0 ρ for all ρ ∈ R + . From the definition of R 0 , we have the estimate, for all h ∈ (0, h 0 ), k ∈ N and ρ ≥ R 0 h,
On the other hand, there exist K 1 > 0 and K 2 > 0 such that, for all h ∈ (0, h 0 ), k ∈ N and ρ ∈ [0, R 0 h), Proof. Let us fix (ε, m, J) ∈ (0, 1) × N × N. We recall that Γ m Ψ J h,m is the eigenfunction with the eigenvalue λ 0 (N h,m ) that has order h. We consider again the sequence (Φ k ) k∈N . Applying Using Corollary 4.9 and (4.45), we get e εχ k (ϕ(ρ))/h u L 2 (R + ) ≤ Ch J+1 , for all k ≥ 1. Then, we take to limit k → +∞ and use Fatou's lemma. 
