I. Introduction
Mobile Ad hoc Networks (MANETs) are comprised of mobile nodes which are associated with each other on ad hoc basis. MANETs are both self-forming and self-healing. Mobile nodes in the MANETs communicate through wireless links without any infrastructure. Mobile nodes that are in transmission range of each other, they can communicate directly, otherwise communicate through multi hop routing. Mobile nodes can randomly join or leave to/from the topology that may increase/decrease the node density and frequent link failures in the topology. The nodes generate different types of traffic based on the applications (FTP, CBR, VBR) used in application layer. The nodes in the MANETs are power constrained. As a result node density, traffic and transmission range effects the performance of the network. The overall performance depends upon the routing mechanism used in routing protocols [11] . Hence selection of an efficient and an effective routing protocol is a major issue in MANETs.
MANETs provide various types routing protocols based on different criteria. Most researches interested in multimedia applications. Some of multimedia applications e.g. voice and video generate CBR (Constant Bit Rate) traffic and other applications e.g. VoIP, video-conferencing generate VBR (Variable Bit Rate) traffic [16] . D.Kumar and S.C.Gupta [1] discussed routing protocols using CBR traffic from each group namely proactive, reactive and hybrid. H.K.Prabhakaran et al. [4] considered only transmission range to evaluate the performance of routing protocols using RPGM mobility model. In [12 ] only CBR and TCP traffic models were discussed. The simulation studies were done in [11] , [13] , [14] for evaluating the performance of routing protocols under MPEG4 traffic. In order to evaluate the performance of routing protocols on multimedia applications one must consider CBR and/or VBR traffic and QoS metrics.
In the above mentioned literature VBR traffic and one of the important metrics jitter for multimedia applications are not considered. In this paper the performance of the routing protocols namely DSDV, OLSR, DSR and AODV are evaluated by applying different types of traffic such as CBR and VBR for different scenarios with Quality of Service (QoS) metrics [8] like packet delivery ratio, normalized routing overhead, end-to-end delay, throughput and also jitter. The scenarios are Node Density Scenario (NDS), Packet Transmission Rate Scenario (PTRS), and Transmission Range Scenario (TRS), in each of these the respective parameters are varied and the performance of the routing protocols is analysed. The transmission range of the node in mobile ad hoc networks will have more influence on the network connectivity [6] and network throughput [2] . Due to higher mobility of a node, link failures will occur often. When the transmission range of the node is high, it will maintain connectivity between nodes in the network even though mobility is high. Qos is an important parameter and is a challenging task in mobile ad hoc networks because of dynamic topology, resource constraints, and link characteristics [7] .
The rest of the paper is organised as follows. Section II narrates a review of related work. Section III describes the metrics used for performance evaluation. The detailed consideration of different scenarios is done 
II. Related Work
Several of the researchers in past have focused on parameters like node density, pause time, transmission range and speed in their simulation studies. Suresh Kumar et al. [15] analyzed the performance of DSR and AODV protocols by varying load, traffic(CBR, TCP) and pause time. This paper deals with only reactive protocols and confined to CBR traffic without any consideration for jitter. Ronald.B and Badji.M [14] proposed a formulation of the routing problem in multi-service MANETs and that was implemented in DSR routing protocol. These authors considered only one reactive protocol and the issue of jitter in a multi service MANET is suggested for future work. K.Kunavut and Teerapat.S [13] analyzed the performance of OLSR, DSR and AODV routing protocols using multimedia traffic by varying the parameters load and speed of the node. Authors considered throughput, PDR, end-to-end delay and routing overhead as performance metrics to analyze the performance of these routing protocols and also concluded AODV performs well in case of high mobility and OLSR performs well in case of heavy load. M.Amnai et al. [11] evaluated the performance of AODV routing protocol using VBR traffic and different mobility models. Their effort confines to the analysis of performance of AODV with different mobility models. George Adam et al. [9] evaluated the performance of AODV, DSR and OLSR protocols for MANETs and VANETs. Though they have given due importance to jitter they have not considered transmission range which has a direct bearing on throughput. H.K.Prabhakaran et al. [4] analysed the performance of AODV, DSR, LAR and OLSR protocols using RPGM mobility model by changing transmission range. Evaluation of the four prominent protocols is done under RPGM (Reference point group mobility).Their study is not applicable to the rest of the prominent mobility models in MANETs. V.Lalitha and R.S.Rajesh [6] selected DSDV, DSR and AODV protocols to evaluate the performance by varying transmission power of individual nodes. This study was helpful for design a new power aware routing protocol AODV_RR, which was discussed in [3] . The focus of their study is the power of the individual node and to minimize the energy required to transmit a packet to another node in single and multi hop destinations. D.Kumar and S.C.Gupta [1] studied the performance of OLSR, DSR and ZRP routing protocols by varying transmission range, node density and speed using end-to-end delay and packet delivery ratio in terms of CBR traffic. Qualnet was used for simulation purpose and concluded that DSR is the best performance protocol. It can be said that the simulation study conducted by these authors is not complete because of the reason that they have considered one protocol from each category.
III. Performance Metrics
The performance of the routing protocols should be evaluated on two types of metrics. These are qualitative and quantitative metrics [9] . Qualitative metrics are loop free, security, sleep mode etc. and Quantitative metrics are packet delivery ratio, average end-to-end delay, packet delay variation, routing overhead, etc.. In this paper quantitative metrics like packet delivery ratio, normalized routing overhead, end-toend delay, throughput [1] [5] [10] and jitter [18] [19] [20] are considered to analyze the performance of DSDV, OLSR, DSR and AODV routing protocols.
Packet Delivery Ratio
The ratio of the data packets successfully received at destinations to the data packets sent by the sources. The performance is better when PDR is high. sum of data packets received by the destination 100 sum of data packets sent by the source PDR 
Normalized Routing Overhead
The ratio of total number of control packets transmitted to the total number of data packets successfully received at destinations. The performance is better when NRO is low. sum of routing control packets sum of data packets delivered NRO  Here routing control packets are Route Request (RREQ), Route Reply (RREP) and Route Error (RERR) and data packets are CBR/VBR data packets.
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End-to-End Delay
The average amount of time that is taken by a packet to reach the destination. It includes processing delay, queuing delay, transmission delay and propagation delay. The performance is better when the packet endto-end delay is low. Processing delay is the time from the arrival of packet until it is assigned to an output link for transmission. Queuing delay is the sum of waiting time at a source and intermediate nodes due to the route establishment and congestion. Transmission delay is the sum of time required to push all of the packet's bits into the link from a source to a destination. Propagation delay is the sum of time required to propagate a packet on each link from a source to a destination. 
Throughput
The number packets successfully received by the destination per unit time.
sum of successfully received packets unit time throughput 
Jitter
Jitter is the delay variation between each received data packets. The variation in the packet arrival time should be minimum to have better performance. This is an important metric in multimedia applications.
( ) ( )
R is receiving time of packet i and i S is sending time of packet i.
IV. Description Of The Model (Simulation)
The creation of NDS, PTRS and TRS scenarios, different important simulation parameters used in three scenarios and simulation set up discussed below in this section. In NDS, node density is increased and study the behaviour of various routing protocols. In PTRS, transmission rate of the packets is varied and study the behaviour of various routing protocols. The creation of TRS scenario is discussed in the following subsection.
Transmission Range
In this work one of the important parameters transmission range is considered to evaluate the performance of routing protocols. The transmission range is affected by various factors (transmission power, antenna gain, antenna height, data rate, frequency, receiving threshold, etc.) but mainly two of them are very important namely transmission power and receiving threshold. The transmission power Pt_ of the node is measured in dBm and 0.007214 is the value at distance 100m. The receiving threshold RXThresh_ is measured in dBm and the value of RXThresh_ is 1.4268e-8. The data rate is defined as the number of bits processed per unit time. The frequency is typically measured in MHz or GHz [6] . The transmission power and receiving threshold are calculated with respect to distance. If the distance is smaller than the cross over distance then use free space propagation model otherwise use two-ray ground propagation model. The equation of two-ray ground propagation model [6] is given by 
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Here distance is greater than cross over distance, two-ray ground propagation model is considered to calculate Pt_ and RXThresh_ values. These are presented in table I. 
Simulation Parameters
The topology is built upon 1000mX1000m area and the simulation time is 300sec to run the simulation. The size of the data packets is 1024 bytes. In MANETs each node has the ability to move from one place to another place. Random Way Point mobility model considered to represent mobility of the node in this topology. In this model node mobility is basically depends on node speed and pause time. In this topology each node moves with 10 meter per second constant speed and waits for a pause time 10 seconds then moves towards randomly chosen destination. Some of the important parameters used in various scenarios like NDS, PTRS and TRS presented in Table II . 
Simulation Setup
Several open source tools like NS2, NS3, OPNET and GloMoSim and also proprietary tools like QualNet are available for wired and wireless network simulation. The simulation environment has been created with NS2.35 version on Ubuntu 14.04 platform to study the performance analysis of routing protocols in MANETs. By default NS2.35 provides support for several of the protocols of MANETs, they are DSDV, DSR and AODV. However, by installing OLSR patch in NS2.35 the support of the simulator can be extended to OLSR also. The performance study focuses on simulation of the four protocols vis-a-vis DSDV, OLSR, DSR and AODV under both the VBR and CBR traffic. The simulation study is divided into following steps. These are
Step 1: Create a Tcl file for each protocol.
Step 2: Generate a Scenario file.
Step 3: Generate a Network Traffic file.
Step 4: Integrate the Scenario file and Network Traffic file with the Tcl file.
Step 5: Execute the Tcl file for the generation of trace file.
Step 6: Use the AWK script to execute the trace file to get the performance metrics of each routing protocol.
The TCL file is created with .tcl extension which describes the characteristics of each node, number of nodes used in topology, number of sources and destinations, traffic application and mobility model. Scenario file that describes the exact motion of each node with random way point mobility model. The network traffic file that describes the type of traffic uses in the application, maximum number of connections to be setup between nodes and the rate at which the packets are transmitted. The simulation process is presented in the figure 1.
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Fig.1 Simulation process
The following command is used to generate this file at terminal [17] .
The command is ./setdest [-n no_of_nodes] [-p pausetime] [-M maxspeed] [-t simtime] [-x maxx] [-y maxy] > [filename]
Here "-n" describes number of nodes in the topology, "-p" describes the pause time between movements of the node, "-M" describes the maximum moving speed of the node, "-t" describes the simulation time and "-x, -y" describes coordinates of the boundary for the simulation area. In the NDS, the scenario was created by 20 nodes with random way point mobility model. The maximum moving speed of the nodes' is 10 m/s and the pause time is 10s. This was created using the following command.
./setdest [-n 20 -p 10 -M 10 -t 300 -x 1000 -y 1000 > scen_1-20n-10p-10s. This scenario file runs 10 times to generate 10 different scenario patterns. The part of the scenario file is shown in figure 2.
Fig.2. Snapshot of Scenario File
The network traffic file that describes the type of traffic uses in the application, maximum number of connections to be setup between nodes and the rate at which the packets are transmitted. This file is created by executing the cbrgen.tcl file. The command line looks like the following [17] ns cbrgen.tcl [- Here the network traffic file was generated with total number of sources 4, number of connections 5, packet transmission rate is 5 packets per second with CBR application. The following command used to create the file and the part of the file is shown in figure 3 . Then execute the main tcl file with the following command ns myaodv20.tcl When TCL file is executed, it generates NAM file and Trace file. NAM is an animation tool for visualizing network simulation traces and real world packet traces. Trace file is an important file which records movements of every trace for every second. The snapshot is shown in figure 4 .
Fig.4. Snapshot of Trace File
The AWK Script file can be further processed to analyze and extract required information. Here the trace file is parsed with AWK script to study the information about number of packets sent, number of packets received, packet loss, packet delivery ratio, normalized routing overhead, end-to-end delay, throughput and jitter. The snapshot is shown in figure 5 . This topology runs 10 times with 10 different scenario patterns and the average of these 10 outputs is considered as a value for the performance metric to analyze the performance of routing protocol by varying node density. This process is repeated for four routing protocols namely DSDV, OLSR, DSR and AODV. Therefore 400 simulation runs were conducted to evaluate the performance of each routing protocol under CBR and VBR traffic applications. Also 400 simulation runs were conducted in each of the second and the third scenario by varying transmission rate and transmission range respectively.
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V. Results
Looking at only one class of traffic to study various algorithms would not give a total picture for the comparative study of the protocol performance. To accomplish this, CBR and VBR traffic classes are considered to evaluate the performance and the results so obtained are plotted in graphs.
Node Density Scenario (NDS)
In this scenario of simulation study, number of nodes are varied in the network topology and then observed the performance of each routing protocol. The main aim of this is how does node density effect the performance of network. At beginning Number of nodes in this scenario is 20 and thereafter it goes up to 100 with an interval of 20 nodes. Number of connections are 5, which is maximum connections between source and destination pairs. The packet size is 1024 bytes for all nodes. In this, the simulation results are obtained based on both CBR and VBR traffic classes for DSDV, OLSR, DSR and AODV routing protocols. Here the results are plotted based on CBR and VBR traffic. These are shown in the figures Fig.6 to Fig.15 . Fig.7 depicts packet delivery ratio for CBR and VBR traffic classes respectively. It is being observed that with constant bit rate, AODV and DSR have more or less same packet delivery ratio at lower node density. When the node density is increased delivery ratio also increases to 91.24% up to 80nodes and there is a mild reduction at 100 nodes. In OLSR and DSDV, when node density is increased the size of the routing table also increases this would obviously increase the processing over head at each node for this reason performance of these protocols is very low. DSR performance is also low while node density is increased the same reason could be attributed for this poor performance. In VBR too AODV provides best performance compared to other protocols as shown in fig.7 . In both the traffic classes DSDV has lowest normalized routing overhead. OLSR has worst performance in the context of routing overhead. While node density is increased, AODV and DSDV performance is more or less equal in VBR traffic. At high node density DSR has highest normalized routing overhead. In CBR, DSDV and DSR have similar performance up to 80 nodes and OLSR has worst performance. The main reason for the reactive protocols poor performance in the context of routing overhead is because of their dynamic nature while finding the route and configuring it, where as in the case of proactive protocols the route management is table driven. The same can be observed from Fig.8 and Fig.9 .
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End-to-End Delay
Fig.10. End-to-End Delay Vs Number of Nodes
Fig.11. End-to-End Delay Vs Number of Nodes
It is being observed that DSDV and OLSR have low end-to-end delay at lower node density and for AODV it is slightly on the higher side. While node density is increased end-to-end delay is slightly increases in the case of DSDV and OLSR at the same time AODV has the lowest value. DSR has very high end-to-end delay because of the reason that the route establishment is temporal as well as dynamic in nature as one can see from Fig.10 and Fig.11 . Throughput In CBR, AODV has best throughput compared to other protocols since throughput is directly connected to packet delivery ratio. DSDV has the lowest performance, OLSR and DSR are with moderate levels of throughput which is illustrated through Fig.12 . In VBR, throughput of AODV is best and it is double the CBR traffic. DSR has very low throughput compared through other protocols and drastically decreases as the node density is increased as shown in Fig.13 . The same is shown in Fig.14 and Fig.15 .
Packet Transmission Rate Scenario (PTRS)
In this scenario it is assumed that all parameters are kept constant except transmission rate mentioned in table II. Number of nodes in this scenario is 100 and number of connections are 15, which is maximum connections between source and destination pairs. The packet size is 1024 bytes for all nodes. Transmission rate at beginning is10 packets/sec and then it is increased up to 50 packets/sec with an increment of 10 packets. In this, the simulation results are obtained based on both CBR and VBR traffic classes for DSDV, OLSR, DSR and AODV routing protocols. Here the results are plotted for CBR traffic only, because of the reason that when the transmission rate is increased for VBR traffic (from 10 to 50 with an increment of 10) the performance of all the protocols is constant. These are shown the figures from Fig.16 to Fig.20 .
Packet Delivery Ratio
Fig.16. Packet Delivery Ratio Vs Transmission rate
It is being observed that the transmission rate at 10 packets/sec, packet delivery ratio is high in DSDV, OLSR and AODV. While the transmission rate is increased, packet delivery ratio decreases exponentially . The dismal performance of DSR in the context of packet delivery ratio is because of the requirement that each node has to maintain the route in the cache, if the route is not available in the cache the node has to initiate route discovery process. The performance is almost same for DSDV, OLSR and AODV from the transmission rate 20 packets/sec. At high transmission rate AODV performance is slightly on the higher side. In all the cases DSR offers lowest PDR when compared to others as can be observed from Fig.16 .
Normalized Routing Overhead
Fig.17. Normalized Routing Overhead Vs Transmission rate
It is being observed DSR is the worst algorithm as far as normalized routing overhead is concerned because of its dynamic nature in terms of sending RREQ control information frequently. In AODV protocol NRO decreases where as it increases in the case of DSR protocol while the transmission rate increased. OLSR also suffers its inherent drawback of transmitting advertisement packets. The performance of DSDV is the best compared to the rest of algorithms, OLSR and AODV are in consecutive positions. The best performance of 
End-to-End Delay
Fig.18. End-to-End Delay Vs Transmission rate
AODV has lowest end-to-end delay and is constant while the transmission rate is increased. DSR has highest end-to-end delay because of the reason, every packet that is sent contains control information and the same has to be looked at and used for routing by all the intermediate nodes including source node. Since AODV uses the routing table and also dynamically looks for route it has the lowest end-to-end delay. Both DSDV and OLSR hangs in between AODV and DSR as far as end-to-end delay is concern, which is clearly visible in Fig.18 .
Throughput
Fig.19. Throughput Vs Transmission rate
Throughput is bound to increase because of increase in transmission rate but each algorithm behaves differently because of their inherent issues. It is being observed that while transmission rate is increased throughput increases in AODV and OLSR protocols, however OLSR happens to be the best as far as throughput is concerned because of the reason that it uses fresh routing information whereas DSR and AODV uses stale route entries. Throughput increases and decreases at respective rates in DSDV because of issues like congestion. The same shown in Fig.19 . Jitter It is being observed that the transmission rate at 10 packets/sec, jitter is high in DSR. While the transmission rate is increased, jitter increases linearly. DSDV and OLSR have low jitter at lower transmission rate and for AODV it is slightly on the higher side. While the transmission rate is increased, jitter is more or less same in DSDV, OLSR and AODV, which is clearly visible in fig.20 .
Transmission Range Scenario (TRS)
In this scenario the transmission range of a node is varied in the network topology and then observed the performance of each routing protocol. Transmission range at beginning is 100m and then it is increased up to 600m with an increment of 100m. Number of nodes in this scenario is 50. Number of connections are 10, which is maximum connections between source and destination pairs. The packet size is 1024 bytes for all nodes. In this, the simulation results are obtained based on both CBR and VBR traffic classes for DSDV, OLSR, DSR and AODV routing protocols. Here the results are plotted for both CBR and VBR traffic, which are shown in the figures 21 to 30. Fig.22 depicts packet delivery ratio for CBR and VBR traffic classes respectively. It is being observed that when the transmission range is low that causes frequent link failures between source and destination. This may result large number of packet loss. Hence the PDR is low at lower transmission range. When transmission range is high the connectivity between source and destination remains constant because of this reason the PDR gets increased. In CBR, PDR increases exponentially in case of DSDV and OLSR, but in case of AODV and DSR it increases linearly and then remains constant for some ranges and then increases. Interestingly the same phenomenon gets repeated in the case of VBR also. A higher transmission range increases the connectivity of the network, which would reduce the generation of control packets during the route discovery process. Due to this the routing overhead will get decreased. In both the traffic classes DSDV has lowest normalized routing overhead. It is being observed that while the transmission range is increased NRO decreases and then constant in case of DSDV and OLSR, but in case of AODV and DSR NRO increases and then decreases in both the traffic classes. The same is shown in Fig.23 and Fig.24 . It is being observed that in CBR, DSDV and OLSR have similar performance in the context of end-toend delay. In AODV end-to-end delay decreases while transmission range increased. DSR has a very high endto-end delay because of the reason that in case of DSR the route lookup depends upon the cache information, further to this each packet that is held by the node contains the information about the entire path and routing requires examination of this information which would definitely increase the end-to-end delay. In VBR, endto-end delay increases linearly in AODV. In DSR it increases exponentially while transmission range increased and then decreases after 400m. End-to-end delay also increases in DSDV and OLSR routing protocols . Finally AODV has lowest end-to-end delay in both the cases. The same is shown in Fig.25 and Fig.26 . 
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VI. Conclusion
This study presents simulation based analysis for evaluating the performance of DSDV, OLSR, DSR and AODV routing protocols under both the CBR and VBR traffic classes by varying node density, transmission rate and transmission range. The simulation results show that AODV is the better one which provides QoS guarantee than the other protocols. AODV is the best routing protocol when packet delivery ratio, end-to-end delay, throughput and jitter metrics are considered, where as DSDV is the best when normalized routing overhead metric is considered .
DSR exhibits lowest performance in all the scenarios and OLSR is moderate. As a result, node density, transmission rate and transmission range affect the performance of the routing protocols in the MANETs. Considering all the facts identified during this analysis, the QoS metrics (throughput and end-to-end delay) do play a vital role in improving the performance. In the future work Queuing model is applied to AODV to enhance the performance with respect to the QoS metrics through simulation studies.
